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Abstract. In this paper, we present a joint approach to data detection and channel estimation for the asynchronous
direct-sequence code-division multiple access (DS-CDMA) systems employing orthogonal signaling formats and long
scrambling codes. Our emphasis is placed on different channel estimation algorithms since the performance of a com-
munication system depends largely on its ability to retrieve an accurate measurement of the underlying channel. We
investigate channel estimation algorithms under different conditions. The estimated channel information is used to en-
able coherent data detection to combat the detrimental effect of the multiuser interference and the multipath propagation
of the transmitted signal. In the considered multiuser detector, we mainly use interference cancellation techniques, which
are suitable for long-code CDMA systems. Interference cancellation and channel estimation using soft estimates of the
transmitted signal is also proposed in this paper. Different channel estimation schemes are evaluated and compared in
terms of mean square error (MSE) of channel estimation and bit error rate (BER) performance. Based on our analysis
and numerical results, some recommendations are made on how to choose appropriate channel estimators in practical
systems.
1 INTRODUCTION
A CDMA cellular communication system is inherently
interference-limited. This is due to the difficulty of main-
taining orthogonality on the reverse link between channels
used by independent mobile stations, which transmit asyn-
chronously. This form of interference limits the uplink
capacity severely. In addition to multiple access interfer-
ence (MAI), CDMA systems also suffer from multipath
fading. Mobile radio communication channels are time-
varying channels characterized by the presence of both de-
lay and Doppler spread. Depending on the delay spread
and the data rate, the channel may be approximately flat
fading or frequency-selective fading. The latter one pro-
duces intersymbol interference (ISI), since the received sig-
nal includes multiple delayed and attenuated versions of the
transmitted waveform.
∗This work has been partly presented at the IEEE International Sympo-
sium on Personal, Indoor and Mobile Radio Communications (PIMRC),
Sept. 2004.
Accurate knowledge (or a good estimate) of the under-
lying channel is essential for mitigating interference, ISI,
and fading. If the channel estimates are not reliable, the
performance of algorithms, such as multiuser detectors and
coherent Rake receivers, degrade significantly. Channel es-
timation consequently is an important issue in mobile com-
munications and good channel estimates have a very impor-
tant impact on the overall performance of the system.
Several channel estimators, e.g., subspace-based esti-
mators, and maximum likelihood estimators have been pro-
posed for short spreading codes in, e.g., [1, 2]. How-
ever, current and next generation CDMA systems use long
spreading codes, i.e., codes with periods much larger than
the symbol duration. For long-code CDMA, several at-
tempts have been made in obtaining channel estimates.
In [3], a subspace-based algorithm for blind channel es-
timation of a synchronous CDMA downlink was proposed.
It was shown that the estimation accuracy can be increased
considerably using a decision feedback approach. How-
ever, a time invariant multipath channel was assumed in [3].
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The time-varying nature of the fading channel prohibits the
use of subspace algorithms, since the received signal is not
constrained to any particular subspace if channel parame-
ters are time-varying.
The estimation of channel parameters in a DS-CDMA
system with M -ary orthogonal modulation, which is the
main concern of this paper, has been the subject of study in
several papers (see, for instance, [4, 5, 6, 7]). A maximum
likelihood (ML) channel estimator was employed in [4] for
estimating time-varying multipath channels. In [5], a blind
channel estimation strategy based on an adaptive Wiener
filtering approach that yields unbiased channel estimates
and low estimation variance was proposed. Joint channel
estimation and data detection has been treated in , e.g.,
[6, 8, 9, 7, 10, 11, 12]. A multistage decision-directed chan-
nel estimation scheme for a coherent DS-CDMA system
with M -ary orthogonal signaling was proposed in [6]. The
channel estimates are obtained by using the decisions from
the detector. The correlator outputs are averaged to im-
prove the accuracy of the channel estimates, and the detec-
tor uses these estimates for coherent detection of the trans-
mitted symbols. Two efficient iterative structures for joint
multiuser detection and channel estimation were presented
in [8]. The schemes resulted from an application of the
expectation-maximization and the space-alternating gener-
alized expectation-maximization algorithms. Some subop-
timum detectors, e.g., the symbol-by-symbol detector and
the per-survivor sequence detector were proposed in [9]
to overcome the prohibitive computational complexity im-
posed by the optimum multiuser detector. Kalman filters
are used to track the fading channel for diversity combin-
ing and the trellis updates. Adaptive versions of these de-
tectors employing recursive-least-square minimum-mean-
square-error filter were also introduced. They only re-
quire the knowledge of the signature of the user of inter-
est and can be implemented using systolic arrays to ex-
ploit parallel signal processing computation. In [7, 10], the
estimated channel parameters are used by an interference
canceler to achieve successively improved receiver perfor-
mance. This idea was extended to a convolutionally coded
system in [11, 12], where soft-decision feedback is used
for interference cancellation to reduce the effect of error
propagations.
In this paper, we adopt an iterative scheme for joint
channel estimation and multiuser detection, similar to the
idea presented in the above references. However, in con-
trast to the previous work, we take a systematic approach
and investigate channel estimation algorithms under differ-
ent conditions using both classical and Bayesian methods.
First, we show that the maximum likelihood (ML) algo-
rithm is efficient when the underlying channels are com-
pletely unknown and when the fading processes are slow.
With the knowledge of the noise and channel statistics, we
show that employing a linear MMSE estimator can yield
more noise-resistant estimates. Other alternatives, like first
and second order Kalman filters, which take into account
the correlative nature of the Rayleigh fading channels, are
also introduced. All the channel estimators are decision-
directed and can work in conjunction with coherent data
detection (interference cancellation in particular). To pre-
vent error propagation from the decision feedback, channel
estimation and interference cancellation using soft infor-
mation is also proposed in this paper. The proposed soft
scheme differs from the one proposed in [11, 12] in that
the latter is designed for the systems employing a convo-
lutional code. In this case, the soft information is readily
available from the soft-output channel decoder. For the un-
coded systems, like the one considered in this work, the
soft information has to be derived by some other means.
To this end, we proposed a maximum a posteriori (MAP)
based soft interference cancellation scheme, which is an-
other contribution of this paper.
The reminder of the paper is organized as follows. In
Section 2, the system model is presented. Channel es-
timation and interference cancellation algorithms are in-
troduced in Section 3. Soft interference cancellation and
channel estimation are proposed in Section 4. Different
algorithms are thoroughly assessed and compared through
extensive computer simulations in Section 5. Finally, some
conclusions are drawn in Section 6. The derivation of
the Cramer-Rao lower bound (CRLB) for the ML estima-
tor and the error covariance for the LMMSE estimator are
given in the Appendix.
2 SYSTEM MODEL
Some notational conventions used in this paper are as
follows. The transpose, conjugate transpose, and 2-norm
of a vector x are denoted by xT , x∗, and ‖x‖ = √x∗x,
respectively. The nth element of a vector x is denoted by
[x]n. The symbols R and C denote the real field and com-
plex field, respectively.
The system under study is an asynchronous DS-CDMA
system. The employed modulation scheme is a special
case of the orthogonal multi-pulse modulation introduced
in [13] and is implemented with the Walsh (Hadamard)
code. The system resembles the uplink of an IS-95 sys-
tem in that the narrow-band bit stream is spread by one
of M possible Walsh codewords, which are not used for
user separation, but for M -level modulation. The trans-
mitted chip sequence from a particular user is the con-
catenation of one of M possible Walsh sequences (rep-
resenting the transmitted symbol) and a long scrambling
code. Fig. 1 is the block diagram of the transmitter show-
ing the signal path for the kth user, which is very similar
to the system model used in [4]. The kth user’s jth sym-
bol is denoted by ik(j) ∈ {0, 1, . . . ,M − 1}, and mapped
into wk(j) ∈ {w0, . . . ,wM−1}, which is one of the by
M orthogonal signal alternatives. The Walsh codeword
2 ETT
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Figure 1: Block diagram of the transmitter.
wk(j) ∈ {+1,−1}M is repetition encoded into
sk(j) = rep(wk(j), N/M) ∈ {+1,−1}N
where rep(·, ·) denotes the repetition encoding operation
where its first argument is the input bits and the second one
is the repetition factor. Therefore, each bit of the Walsh
codeword is spread (repetition coded) into Nc = N/M
chips, and each Walsh symbol is now represented by N
chips and denoted as sk(j). The spread Walsh codeword
sk(j) is then scrambled (randomized) by a user-specific
scrambling code to form the transmitted chip sequence
ak(j) = Ck(j)sk(j) ∈ {+1,−1}N
where Ck(j) is an N × N diagonal matrix whose diago-
nal elements (comprising of +1s and −1s) correspond to
the scrambling code for the kth user’s jth symbol. The
main purpose of scrambling is to separate users. In this
paper, we focus on the use of long codes, e.g., the scram-
bling code differs from symbol to symbol. The scrambled
sequence ak(j) is pulse amplitude modulated using a unit-
energy chip waveform ψ(t) to form the baseband signal,
i.e., sk(t) =
∑
n ak(n)ψ(t − nTc), where Tc is the chip
duration and T = NTc is the symbol duration. For simplic-
ity, we assume that ψ(t) is a rectangular pulse with support
t ∈ [0, Tc).
The baseband signal is multiplied with a carrier and
transmitted over a Rayleigh fading channel with Lk re-
solvable paths with time-varying complex channel gains
hk,1(t), . . . , hk,Lk(t) and delays τk,1, . . . , τk,Lk . We as-
sume, without loss of generality, that τk,1 < τk,2 < · · · <
τk,Lk . The received signal is the sum of all users’ contribu-
tions plus additive white Gaussian noise with power spec-
tral density N0/2. The passband signal, rRF(t) is formed
according to Fig. 1, and the complex envelope1 of the re-
ceived signal can be written as
r(t) = n(t) +
K∑
k=1
Lk∑
l=1
hk,l(t− τk,l)sk(t− τk,l)
1The passband signal, rRF(t), can be written in terms of the complex
envelope r(t) as rRF(t) =
√
2 Re{r(t)ejωct}, where ωc is the carrier
frequency.
where n(t) has the second moments E[n(t)n(s)] = 0
and E[n(t)n∗(s)] = N0δ(t − s), and δ(·) is the Dirac
delta function. The average power of hk,l(t) is denoted
by Pk,l = E[|hk,l(t)|2].
The output from the chip-matched filter, denoted by
y(t) = r(t) ∗ ψ(−t), is sampled every Tc seconds to yield
y(iTc) = r(t) ∗ ψ(−t)|t=iTc
= ν(iTc) +
∑
n
K∑
k=1
Lk∑
l=1
hk,l(t− τk,l)ak(n)
· ψ(t− nTc − τk,l) ∗ ψ(−t)|t=iTc
where ν(t) = n(t)∗ψ(−t) and the noise sample ν(iTc) is a
zero-mean complex Gaussian random variable with second
moments E[|ν(iTc)|2] = N0 and E[ν2(iTc)] = 0.
Let pk,l and k,l ∈ [0, 1) be the integer and fractional
part of the delay τk,l, i.e., τk,l = (pk,l + k,l)Tc. Assum-
ing that the channel gains are approximately constant dur-
ing one symbol duration, the vector r(k, j) ∈ CNk cor-
responding to the kth user’s jth symbol contains Nk =
N + pk,Lk − pk,1 samples of y(iTc) and can be written in
the following forms
r(k, j) = A(k, j)h(j) + n(k, j) (1)
= Xk,ik(j)(j)hk(j) + ISI(k, j) + MAI(k, j) + n(k, j)
As shown in Fig. 2, y(iTc) consists of contributions
from all users’ path signals and the additive noise. The
n(k, j) vector is a vector of the noise samples ν(iTc). Each
column of the matrix A(k, j) represents the contribution
from each path and is essentially the product of the channel
gain and a shifted version of the appropriate user’s chip se-
quence (the shift is due to the path delay). The columns of
A(k, j) are weighted together by h(j), whose elements are
the path gains of all users’ paths. From Fig. 2, we see that
r(k, j) can also be written as the sum of four terms: the sig-
nal of interest, the intersymbol interference (ISI), the mul-
tiple access interference (MAI), and the noise. The signal
of interest is the part of y(iTc) that is due to the kth user’s
jth symbol. In Fig. 2, the signal of interest for the first user,
X1,i1(j)(j)h1(j) is marked with bold lines. The columns
of the matrix Xk,ik(j)(j) are essentially shifted versions of
the chips due to the kth user’s jth symbol, one column per
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Figure 2: Sketch of contributions from the users’ paths to the received signal. The signal during the indicated time interval is repre-
sented by r(1, j).
path. The columns of Xk,ik(j)(j) are weighted together by
the vector hk(j), whose elements are the path gains of the
kth user’s paths. The contribution only from the kth user’s
jth symbol can be written as Xk,ik(j)hk(j).
The matrix A(k, j) ∈ RNk×Ltot , (Ltot is the total num-
ber of paths of all users, i.e., Ltot =
∑K
k=1 Lk) is defined
as
A(k, j) =
[
A1(k, j) · · · AK(k, j)
]
,
Ai(k, j) =
[
ai,1(k, j) · · · ai,Lk(k, j)
]
[ai,l(k, j)]n = (1− i,l)ai(jN + pk,1 + n− pi,l)
+ i,lai(jN + pk,1 + n− pi,l − 1)
where Ltot =
∑K
k=1 Lk. Note that A1(k, j) =
X1,i1(j)(j) + ISI(k, j), i.e., X1,i1(j)(j) is the part of
A1(k, j) that only contains the desired signal, see Fig. 2.
The channel vector h(j) ∈ CLtot is defined as
h(j) =
[
hT1 (j) h
T
2 (j) · · · hTK(j)
]T
,
hi(j) =
[
hi,1(jT ) hi,2(jT ) · · · hi,Li(jT )
]T
The matrix Xk,m(j) is defined as
Xk,m(j) =
[
xk,1,m(j) xk,2,m(j) · · ·xk,Lk,m(j)
]
xk,l,m(j) = (1− k,l)

 0(pk,l−pk,1)Ck(j)wm
0(pk,Lk−pk,l+1)


+ k,l

0(pk,l−pk,1+1)Ck(j)wm
0(pk,Lk−pk,l)

 (2)
where wm is the mth column of the N × N Hadamard
matrix. The vector xk,l,m contains the transmitted chip se-
quence due to the kth user’s jth symbol from the lth path
based on the hypothesis that themth Walsh symbol is trans-
mitted.
For simplicity of notation, we will suppress the in-
dex k and/or j from r(k, j),A(k, j),n(j),Xk,ik(j)(j) and
hk(j), etc., whenever no ambiguity arise.
3 ESTIMATION OF FADING PROCESSES
The task of a channel estimator is to estimate the fading
vector h given the received observation r and some knowl-
edge of the transmitted data. Depending on the form of the
data knowledge, channel estimation can be either decision-
directed or pilot-aided. The former utilizes decisions on
the transmitted data to form estimates of the transmitted
signals Aˆ, which in turn are used to estimate the channel
coefficients. The second approach makes the use of pilot
symbols (A is known in this case). The use of pilots simpli-
fies channel estimation with the penalty of wasting channel
resources.
In this paper, we focus on the first approach and make
an extensive investigation on different alternatives for es-
timating time-varying multipath Rayleigh fading channels
in absence of pilot symbols. All considered channel esti-
mators are iterative and decision-directed and can work in
conjunction with coherent data detection. The estimation
procedure at the nth iteration uses the data estimates from
the previous stage.
Depending on whether some prior knowledge about
the parameters to be estimated is used or not, estimation
can be conducted with a Bayesian or a classical approach.
Both approaches are discussed in this paper. A maximum
likelihood-based channel estimator is derived based on the
classical approach, in which the channel vector h is as-
sumed to be deterministic and unknown. In a Bayesian
approach, h is assumed to be a random vector whose par-
ticular realization needs to be estimated. The estimation
accuracy can then possibly be improved by exploiting some
prior knowledge about h. The Bayesian philosophy leads,
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in this paper, to the linear MMSE estimator and the Kalman
filters for channel estimation.
3.1 MAXIMUM LIKELIHOOD CHANNEL ESTIMATOR
Given an estimate of the data matrix Aˆ in (1), then h
can be estimated as hˆ = Aˆ†r, where Aˆ† = (Aˆ∗Aˆ)−1Aˆ∗
denotes the left pseudo-inverse of Aˆ (assuming Aˆ has full
column rank) [4]. The estimator is the maximum likelihood
estimator of h if A is known (i.e., if Aˆ = A) or if Aˆ is the
ML estimate of A. Although technically incorrect, we will
call Aˆ†r the ML estimate of h, regardless of how Aˆ is
obtained.
In case of correct decisions, i.e., Aˆ = A, then hˆ =
A†r = A†(Ah + n) = h + A†n, which is an unbiased
estimate of h. In Appendix A.1, it is shown that the ML es-
timator with Aˆ = A is an efficient estimator which attains
the Cramer-Rao lower bound (CRLB).
This procedure will suffer from a so-called dimension-
ality problem. When the total number of paths of all the
users is greater than the number of chips in the vector
r(k, j), i.e., Ltot ≥ N (Ltot =
∑K
k=1 Lk), the matrix
Aˆ will not have full column rank and the above-mentioned
procedure will become useless. The problem can be re-
solved by stacking several r(j) vectors on top of each other
and assuming that the channel remains static during several
symbol intervals. In particular, suppose h(j) ≈ h(j + 1),
we can then write[
r(j)
r(j + 1)
]
=
[
Aˆ(j) 0
0 Aˆ(j + 1)
] [
h(j)
h(j + 1)
]
+
[
n(j)
n(j + 1)
]
≈
[
Aˆ(j)
Aˆ(j + 1)
]
h(j) +
[
n(j)
n(j + 1)
]
The ML channel estimation algorithm can then be re-
formulated, following [4], as
hˆML(j) =
[
Aˆ(j)
Aˆ(j + 1)
]† [
r(j)
r(j + 1)
]
(3)
which will produce usable estimates as long as 2Nk >
Ltot. Obviously, this scheme can be extended further by
stacking several r(k, j) vectors on top of each other. In the
derivation of CRLB in Appendix A.1, we see that stacking
also has the effect of noise averaging and tends to reduce
the error of the channel estimation. However, for relatively
fast fading channels, the stacking may have opposite effect
and reduce the quality of the estimates.
3.2 LINEAR MMSE CHANNEL ESTIMATOR
The linear MMSE estimate of h is W∗r, where W is
chosen to minimize the mean square error E[‖h−W∗r‖2].
The optimum matrix of W under the MMSE criterion can
be computed as
WLMMSE = arg min
W
E[‖h−W∗r‖2] = R−1Φ
R = E[rr
∗] = E[(Ah + n)(Ah + n)
∗] = APA∗ +N0I
Φ = E[rh
∗] = E[(Ah + n)h
∗] = AP
P = E[hh
∗] = diag(P1,1, P1,2, · · · , Pk,l, · · · , PK,LK )
where Pk,l is the average received power from the kth
user’s lth path. Combining the above equations, the linear
MMSE estimate of h can be formulated as
hLMMSE = W∗LMMSEr = Φ
∗R−1r
= P∗A∗(APA∗ +N0I)
−1r (4)
It is shown in Appendix A.2 that the Bayesian Gauss-
Markov Theorem leads to the same LMMSE estimator.
Furthermore, the estimation covariance matrix is also de-
rived there.
From (4), we see that the signal and noise power level
Pk,l and N0 must be known or estimated to carry out
LMMSE channel estimation. It is worth noticing that A
does not need to be full rank to ensure that (APA∗+N0I)
is invertible. Since we use a decision-directed approach for
channel estimation, the transmitted data A is unknown and
has to be replaced by its estimate Aˆ in (4).
The fading processes are low-pass in nature with band-
widths that are determined by the Doppler frequency. We
should therefore be able to improve the estimates by low-
pass filtering (smoothing). A simple smoothing procedure
is to feed hˆ(j) through an FIR filter with impulse response
g(n) [4], which yields the smoothed channel gain vector
h¯(j) as
h¯(j) =
j+Ns∑
k=j−Ns
hˆ(k)g(j − k) (5)
Experiments indicate that exact form of the filter is not
crucial. In our simulations, we use a smoothing filter de-
rived from a Hamming window of length 2Ns + 1 = 19 or
9 (for slow or fast fading channels), normalized such that∑Ns
k=−Ns
g(k) = 1. As will be evidenced by numerical
results, smoothing really improves the ML and LMMSE
channel estimates, which subsequently leads to more reli-
able data detection.
3.3 FIRST-ORDER KALMAN FILTER
If h and its statistics are completely unknown, the ML
estimator is the best we can do. However, we know that
channel gains are correlated in time. One way to ex-
ploit this knowledge is to use a smoothing filter to im-
prove estimation results as introduced above. An alter-
native approach is to consider h to be a realization of a
random process when developing of channel estimation
algorithms. This leads to the use of, e.g., Kalman fil-
ters, which are widely used for estimating random pa-
rameters that evolve in time according to some dynamic
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model [14]. Kalman filters have been used for channel es-
timation, e.g., in [9, 15, 16, 17, 18]. Here, we extend the use
of Kalman filters to estimation of multipath fading channels
for CDMA systems with orthogonal modulation. The idea
is similar to the one presented in [9], i.e., the joint data de-
tection and channel estimation using Kalman filters. How-
ever, our iterative scheme is block based, i.e., at each itera-
tion, both data detection and channel estimation are carried
out for the whole block of data, and the performance is im-
proved as iteration goes on; whereas the Kalman filtering
in [9] is conducted on symbol-by-symbol basis, and there is
no multistage iteration involved in channel estimation and
data detection. Furthermore, different detection techniques
are used in [9], e.g., decorrelator with multipath combining
or an approximate maximum a posteriori (MAP) sequence
detection as well as their adaptive implementations.
We assume that the channels are independent Rayleigh
fading channels with Clarke’s power spectral density [19],
illustrated in Fig. 3 and given by
S(f) =
{
K√
(1−(f/fd)2
, |f | < fd
0, |f | ≥ fd
(6)
where fd is the maximum Doppler frequency. The
channel gain hk,l(t) is a complex circular Gaussian
process with autocorrelation function E[h∗k,l(t)hk,l(t +
τ)] = Pk,lJ0(2pifdτ), where J0(x) is the zeroth order
Bessel function of the first kind. Based on the relation∫ fd
−fd
S(f) df = Pk,l, we can readily derive the constant
K = Pk,l/(pifd).
A random process with power spectral density as ex-
pressed in (6) can be approximated by a finite order autore-
gressive (AR) process. The correlation between channel
coefficients can simply be modeled by the first-order vec-
tor Gauss-Markov model as h(j) = Fh(j − 1) + u(j),
where F ∈ RLtot×Ltot is the state transition matrix and
u(j) ∈ CLtot is the driving noise vector (WGN sequence)
with E[u(j)] = 0 and covariance matrix Q. The current
input h(j) depends only on the state of the system at the
previous symbol time h(j − 1) and the current input u(j).
The state h(j − 1) accumulates the effect of all past inputs
to the system.
Since different paths are uncorrelated with each
other, we can let F and Q be diagonal matrices, i.e.,
F = diag(f1,1, f1,2, . . . , fk,l, . . . , fK,LK ) and Q =
diag(σ21,1, σ
2
1,2, . . . , σ
2
k,l, . . . , σ
2
K,LK
). Using the nota-
tion hk,l[j] = hk,l(jT ), the vector Gauss-Markov model
becomes Ltot independent scalar models: hk,l[j] =
fk,lhk,l[j − 1] + uk,l[j]. By solving the equations
E{hk,l[j]h∗k,l[j − 1]} = fk,lPk,l + E{uk,l[j]h∗k,l[j − 1]}
E{|hk,l[j]|2} = f2k,l E{|hk,l[j − 1]|2}+ E{|uk,l[j]|2}
= f2k,lPk,l + σ
2
k,l
−0.2 0.2
PSfrag replacements
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Figure 3: Power spectrum density of Clarke’s model. The normal-
ized Doppler frequency is fdT = 0.25.
we obtain the coefficients for the first-order AR model
fk,l =
E{h∗k,l[j]hk,l[j − 1]}
Pk,l
= J0(2pifdT )
σ2k,l = Pk,l(1− f2k,l)
Note that the maximum Doppler frequency fd can dif-
fer from path to path. However, in the special case when
all the paths from all users have the same received power
and Doppler frequency, the matrices F,Q are simplified
to F = fI,Q = σ2QI. A training method was proposed
in [15] to estimate the state transition matrix F, and an al-
gorithm for tracking Doppler shifts can be found in [17].
Here, we focus on the estimation of complex channel gains
and assume that the Doppler shift is known after a training
phase.
Recall that our observation vector (measurement
model) is, from (1), r(j) = A(j)h(j)+n(j) ∈ CN , where
n(j) ∼ CN (0,C) and C = N0IN . The channel estimate
based on the previous received observations, hˆ(j|j) =
E[h(j)|r(0), r(1), · · · , r(j)], can be obtained with the fol-
lowing Kalman recursive estimation procedure [14]
hˆ(j|j − 1) = Fhˆ(j − 1|j − 1)
M(j|j − 1) = FM(j − 1|j − 1)FT + Q
K(j) = M(j|j − 1)A(j)T [C + A(j)M(j|j − 1)A(j)T ]−1
hˆ(j|j) = hˆ(j|j − 1) + K(j)[r(j)−A(j)hˆ(j|j − 1)]
M(j|j) = (I−K(j)A(j))M(j|j − 1) (7)
From the above equation, we see that the minimum
Bayesian MSE, M(j|j−1), is computed as an integral part
of the estimator. The performance measure of the Kalman
filter is therefore different from the estimators discussed
earlier. In our experiments, the recursion is initialized by
hˆ(−1| − 1) = 0 and M(−1| − 1) = 100I, which were
chosen to reflect little knowledge of the initial state. Exper-
iments indicate that the exact initial value for M(−1| − 1)
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Figure 4: Power spectrum density of the AR models.
is not crucial. The Bayesian MSE will decrease gradually
as the algorithm converges. From (7), we see that the in-
version of an N ×N matrix is required to find the Kalman
gain K(j).
3.4 SECOND-ORDER KALMAN FILTER
The Kalman filter employed above is based on mod-
eling the fading process as a first-order AR process. Fur-
ther improvement in the Kalman channel estimator will be
possible, with increased complexity, if a higher order AR
model is used. For example, the correlation between chan-
nel coefficients can be more closely approximated by
h(j) = F1h(j − 1) + F2h(j − 2) + u(j) (8)
As shown in Fig. 4, the second-order AR model ex-
pressed by (8) yields a better approximation of the Doppler
spectrum (shown in Fig. 3) than the first-order AR model.
Consequently, the accuracy of the Kalman filter should im-
prove. The second-order vector Gauss-Markov model and
measurement model become[
h(j − 1)
h(j)
]
=
[
0 I
F2 F1
] [
h(j − 2)
h(j − 1)
]
+
[
0
u(j)
]
[
r(j − 1)
r(j)
]
=
[
A(j − 1) 0
0 A(j)
] [
h(j − 1)
h(j)
]
+
[
n(j − 1)
n(j)
]
For simplicity, we assume all the paths have equal
received power and the same Doppler frequency in the
following derivation. However, the extension to unequal
power and Doppler frequency is straightforward. Now, the
covariance matrix Q =
[
0 0
0 σ2QI
]
, the state of the sys-
tem at the previous symbol time is
[
h(j − 2)
h(j − 1)
]
, and the
state transition matrix is F =
[
0 I
F2 F1
]
. The covariance
matrix of noise vector
[
n(j − 1)
n(j)
]
becomes C = N0I2N .
Since different paths are uncorrelated with each other, we
can assume F1 = f1I, F2 = f2I, and {f1, f2, σ2Q} can
be derived by the relationship hk,l[j] = f1hk,l[j − 1] +
f2hk,l[j − 2] + uk,l[j]. Let us denote
E{h∗k,l[j]hk,l[j − 1]} = J0(2pifdT )Pk,l = J1Pk,l
E{h∗k,l[j]hk,l[j − 2]} = J0(4pifdT )Pk,l = J2Pk,l
The model parameters can then be calculated from
E{hk,l[j]h∗k,l[j − 1]} = f1 E{|hk,l[j − 1]|2}
+ f2E{hk,l[j − 2]h∗k,l[j − 1]}+ E{uk,l[j]h∗k,l[j − 1]}
=⇒ J1 = f1 + f2J1;
E{hk,l[j]h∗k,l[j − 2]} = f1E{hk,l[j − 1]h∗k,l[j − 2]}
+ f2 E{|hk,l[j − 2]|2}+ E{uk,l[j]h∗k,l[j − 2]}
=⇒ J2 = f1J1 + f2;
E{|hk,l[j]|2} = f21 E{|hk,l[j − 1]|2}
+ f22 E{|hk,l[j − 2]|2}+ E{|uk,l[j]|2}
+ f1f2 E{hk,l[j − 1]h∗k,l[j − 2] + h∗k,l[j − 1]hk,l[j − 2]}
= (f21 + f
2
2 + 2f1f2J1)Pk,l + σ
2
Q
By solving the above equations, we obtain
f2 =
J21 − J2
J21 − 1
, f1 =
J2 − f2
J1
,
σ2Q = (1− f21 − f22 − 2f1f2J1)Pk,l
The procedure stated in (7) also applies to the second-
order Kalman filter with the following replacements:
A(j) =⇒
[
A(j − 1) 0
0 A(j)
]
; F =⇒
[
0 IN
F2 F1
]
;
Q =⇒
[
0 0
0 σ2QI
]
; h(j) =⇒
[
h(j − 1)
h(j)
]
The complexity increase by implementing the second-
order Kalman filter instead of the first-order is mainly due
to the inversion of a 2N × 2N matrix required to compute
the Kalman gain.
In addition to the estimation of time-varying multipath
coefficients, it was shown in [16] that the extended Kalman
filter (EKF) can be used to estimate code delay. In this
case, the observation (measurement) sequence is nonlinear
in the state variables (the propagation delays), and the or-
dinary Kalman filter equations cannot be used. Thus, the
observation sequence must be linearized to allow for a re-
cursive estimation procedure using the Kalman filter equa-
tions, and the EKF is a practical solution to this problem.
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3.5 DATA DETECTION WITH INTERFERENCE CAN-
CELLATION
The purpose of channel estimation is to enable coher-
ent detection and maximum ratio combining (MRC) in the
Rake receiver. In this paper, we concentrate on how to uti-
lize the measured channel for detecting the transmitted data
and how to use the detected data to enhance the channel es-
timation. The principle is that the accuracy of channel esti-
mation depends on the accuracy of the data detection, and
vice versa. The channel is better estimated when the trans-
mitted data are more accurately detected, the performance
is improved by repeating the estimation and detection pro-
cess in an iterative manner.
The task of the demodulator is to detect the infor-
mation bits from all users, i.e., detect ik(j) for k =
1, 2, . . . ,K, j = 1, 2, . . . , Lb (Lb is the block length) given
the observation r(k, j). The decision on the kth user’s jth
symbol, is found as iˆk(j) = arg max
m∈{1,2,...,M}
zk(m), where
zk(m) is the decision statistic obtained from the symbol
matched filter or multiuser detector (interference canceler
in our case).
The conventional detection technique is to form the soft
decision by correlating the received signal with the M pos-
sible transmitted waveforms. Without the knowledge of the
fading processes, the soft decision is formed in a path-by-
path noncoherent manner as
zk(m) =
Lk∑
l=1
|x∗k,l,m(j)r(k, j)|2 (9)
Note that (9) is essentially an equal gain combining
scheme. It works the best when each path has equal average
power, which is assumed in our system. For unbalanced
multipath channels, i.e., average power differs from path to
path according to the channel statistics, different multipath
components should be weighted accordingly based on the
mean square value of the channel gain of each path. The
conventional receiver has poor performance in multiuser
environments since it considers MAI as additive noise, and
the knowledge about MAI is not exploited in any way.
To compensate for the effect of MAI, multiuser detection
techniques can be used. Multistage interference cancella-
tion schemes are known to be simple and effective mul-
tiuser detectors for long-code DS-CDMA systems. Itera-
tive schemes using parallel interference cancellation (PIC)
and nonlinear MMSE interference cancellation (NMIC) for
demodulating M -ary orthogonal signaling formats in DS-
CDMA systems were proposed in [4, 5]. For the purpose of
this study, we mainly consider the PIC scheme used in [4]
and extend this scheme to soft decision based interference
cancellation in Section 4. The basic principle is that once
the transmitted signals are estimated for all the users at
the previous iteration, interference can be removed by sub-
tracting the estimated interference from the received signal
r(k, j) to form the signal vector r′(k, j), i.e.,
r′ = r− Aˆhˆ + Xˆkhˆk
where the vector Aˆhˆ represents the estimated contribution
from all the users calculated by using the estimated data
matrix Aˆ and channel vector hˆ, and the vector Xˆkhˆk is the
estimated contribution due to the jth symbol from all paths
of user k. The soft decision with IC can be readily formed
as
zk(m) = Re{hˆ∗kX∗k,mr′}
= Re{hˆ∗kX∗k,m[r− Aˆhˆ + Xˆkhˆk]} (10)
4 SOFT INTERFERENCE CANCELLATION
(IC) AND CHANNEL ESTIMATION (CE)
The conventional interference cancellation receiver is
subject to performance degradation due to incorrect de-
cisions on interference subtracted from the received sig-
nal. To prevent error propagation, soft IC and CE can be
used. The rationale is that hard IC and CE tends to increase
the interference and propagate errors with incorrect deci-
sion feedback; however, with soft cancellation and CE, the
soft estimate of an erroneously estimated symbol usually
has a small value and does not make much contribution to
the feedback and error propagation is therefore hopefully
reduced. Soft IC in uncoded M -ary CDMA system was
treated in [5], in which a multistage MMSE linear interfer-
ence canceler that minimizes the power of residual cancel-
lation error for each user was proposed. In this paper, we
propose a MAP-based soft IC scheme and describe how the
soft information used for cancellation can be derived. We
then further extend the use of the derived soft information
for channel estimation.
The soft reliability value for the nth bit of the Walsh
codeword wnk (j), n = 0, 1, · · · ,M − 1 can be directly de-
rived from the received vector r(k, j). In the following dis-
cussion, we use M = 8 as an example. From Table 1,
we know that bits +1 and −1, are equally probable, i.e.,
P (wnk (j) = +1) = P (w
n
k (j) = −1), for n = 1, · · · , 7. A
posteriori log-likelihood ratio (LLR) for a transmitted +1
and a transmitted −1 in the bit sequence {wnk (j)} given
received vector r(k, j) is defined as [20]
λ(wnk (j)) = ln
f(wnk (j) = +1|r)
f(wnk (j) = −1|r)
= ln
f(r|wnk (j) = +1)P (wnk (j) = +1)
f(r|wnk (j) = −1)P (wnk (j) = −1)
= ln
f(r|wnk (j) = +1)
f(r|wnk (j) = −1)
= ln
∑
m:wn
k
(j)=+1
f(r|wm)
∑
m:wn
k
(j)=−1
f(r|wm)
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where f(wnk (j) = ±1|r) denotes the probability that
the the nth bit of the Walsh codeword wnk (j) takes on
the value ±1 conditioned on the received vector r, and
f(r|wnk (j) = ±1) denotes the PDF of the received vec-
tor r conditioned on the bit wnk (j) = ±1 is transmitted.
We denote m : wnk (j) = ±1 as the set of Walsh codes
{wm} that correspond to the code bit wnk (j) = ±1. Typi-
cally, one term will dominate each sum, which suggests the
dual maxima approximation [21]
λ(wnk (j)) ≈ ln
max
m:wn
k
(j)=+1
f(r|wm)
max
m:wn
k
(j)=−1
f(r|wm) (11)
In the above equation, r can be replaced by its inter-
ference canceled version r′ for better performance. In case
of perfect cancellation, r′ only contains the contribution
from the kth user plus original additive Gaussian noise
n ∈ CNk with zero mean and covariance N0INk , i.e.,
r′ = Xkhk + n. Therefore,
f(r′|wm) = 1
(piN0)Nk
exp
(
−‖r
′ −Xk,mhk‖2
N0
)
λ(wnk ) ≈ ln
max
m:wn
k
=+1
f(r′k|wm)
max
m:wn
k
=−1
f(r′k|wm)
=
2
N0
Re
{
h∗kX
+∗r′k − h∗kX−∗r′k
}
(12)
where X+ denotes the Xk,m that corresponds to
max
m:wn
k
(j)=+1
f(r|sm), and X− is defined similarly. Com-
paring (12) with (10), one can see that the added complex-
ity by deriving soft values rather than making hard deci-
sions is minor.
Once the LLR value is derived, the soft estimate (ex-
pected value given the received observation) for each bit of
the Walsh codeword can be computed as
E[w
n
k (j)|r] = (+1)× P{wnk (j) = +1|r}
+ (−1)× P{wnk (j) = −1|r}
= (+1)
eλ(w
n
k (j))
1 + eλ(w
n
k
(j))
+ (−1) e
−λ(wnk (j))
1 + e−λ(w
n
k
(j))
= tanh{λ(wnk (j))/2} (13)
The soft estimate E [sqk| r] for each Walsh chip sqk, q =
0, · · · , N − 1 is derived by spreading (repetition encod-
ing) the soft bit of Walsh codeword E[wnk (j)|r], n =
0, · · · ,M − 1. The repetition factor is N/M . When
E(sk|r), the soft estimate of the transmitted sequence is
available, we can carry out soft IC. The cancellation resid-
ual after soft cancellation becomes
r′soft = r− E[y|r] + E[Xk|r]hˆk
where E[y|r] = E[A|r]hˆ, and E[A|r] and E[Xk|r] are
soft estimates of A and Xk, respectively. The columns
Table 1: Mapping between input bits and Walsh codewords for
M = 8
info bits index Walsh codeword
m = ik(j) wm
+1 + 1 + 1 0 w0 : +1 + 1 + 1 + 1 + 1 + 1 + 1 + 1
+1 + 1 − 1 1 w1 : +1 + 1 + 1 + 1 − 1 − 1 − 1 − 1
+1 − 1 + 1 2 w2 : +1 + 1 − 1 − 1 + 1 + 1 − 1 − 1
+1 − 1 − 1 3 w3 : +1 + 1 − 1 − 1 − 1 − 1 + 1 + 1
−1 + 1 + 1 4 w4 : +1 − 1 + 1 − 1 + 1 − 1 + 1 − 1
−1 + 1 − 1 5 w5 : +1 − 1 + 1 − 1 − 1 + 1 − 1 + 1
−1 − 1 + 1 6 w6 : +1 − 1 − 1 + 1 + 1 − 1 − 1 + 1
−1 − 1 − 1 7 w7 : +1 − 1 − 1 + 1 − 1 + 1 + 1 − 1
of E[A|r] and E[Xk|r] are derived by scrambling E[sk|r]
with Ck and compensating for the path delays.
The ML channel estimation expressed by (3) can be
reformulated by replacing A with its soft estimate, which
leads to soft version of the ML channel estimator
hˆMLsoft(j) =
[
E[A(j)|r(j)]
E[A(j + 1)|r(j + 1)]
]† [
r(j)
r(j + 1)
]
(14)
Similarly, the soft version of the LMMSE channel esti-
mator expressed by (4), can be formed as
hˆLMMSEsoft = Pˆ
∗
E[A
∗|r](E[A|r]PˆE[A∗|r] +N0I)−1r
(15)
We can also replace A(j) with E[A(j)|r(j)] in (7)
to obtain the soft versions of the Kalman filters. Com-
paring (3) versus (14) for the ML estimator, and (4) ver-
sus (15) for the LMMSE estimator, one can see that the use
of soft information in channel estimation slightly increases
the complexity in hardware implementation since A takes
on binary values whereas E[A|r] takes on continuous val-
ues. The derivation of soft values is also little more com-
plicated than making hard decisions, as discussed earlier.
5 NUMERICAL RESULTS
In our simulations, each user transmits one of M = 8
Walsh codes spread to a total length of N = 64 chips. The
effective spreading of the system is N/ log2M = 64/3
chips per information bit. Different users are separated by
different scrambling codes Ck(j) which are random and
differ from symbol to symbol. For simplicity, the simu-
lated system is assumed to be chip-synchronous, i.e., all
paths delays are assumed to be multiples of Tc. This repre-
sents the worst-case interference scenario [22]. However,
the system is asynchronous at the symbol level. The nor-
malized Doppler frequency is set to fdT = 0.1 in Fig. 9
when the performance of the ML and Kalman filter is ex-
amined in the presence of fast fading channels. In the rest
of the simulations, fdT = 0.01 which represents relatively
slow fading channels. Perfect slow power control is as-
sumed in the sense that Pk =
∑Lk
l=1 Pk,l, the average re-
ceived power, is equal for all users. Different paths are as-
sumed to have equal gains, and the channel coefficients are
normalized so that each user has unit received power, i.e.,
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Pk,1 = Pk,2 = · · · = Pk,Lk and Pk =
∑Lk
l=1 Pk,l = 1. The
system was simulated for 2-path channels, Lk = L = 2 or
3-path channels, Lk = L = 3 for all k. The spacing be-
tween the paths of each user is set to 2Tc. The number of
users is either K = 8 or K = 12, unless otherwise stated.
The simulation results are averaged over random distribu-
tions of fading, noise, delay, and scrambling codes through
numerous Monte-Carlo runs. The channel estimators are
evaluated with respect to the mean square error (MSE) and
the resulting BER performance.
Noncoherent matched filters (MF) expressed by (9)
were used for the first stage of the PIC scheme to account
for the fact that channel estimates are not yet available at
the initial iteration. In the following stages, both interfer-
ence cancellation and channel estimation are carried out
in decision-directed mode using the detected data from the
previous iteration.
Fig. 5 shows the original fading channel and the results
of channel estimation with different schemes. The orig-
inal ML and LMMSE estimates are noisy. By explicitly
taking the correlation of the fading channel into account,
Kalman filters result in more reliable channel estimates,
especially if the fading channel is modeled as a second-
order AR process. We can see from the plots that, after
an initial transient, the Kalman filter quickly locks on the
true channel values and tracks them closely. The impo-
sition of a correlation constraint prevents the estimate of h
from fluctuating too widely in time. The same effect can be
achieved by the ML and the LMMSE estimator by an ad-
ditional low-pass filtering stage, as shown in the plot at the
lower right corner of Fig. 5. The quality of the estimated
channel is greatly improved after applying the smoothing
operation. (The LMMSE estimates after smoothing are not
shown since they are essentially the same as in the ML
case).
Coupled with 5-stage PIC (with noncoherent MF as the
first stage), different channel estimators without smoothing
are assessed and compared in Fig. 6 in terms of estimation
MSE and BER performance. As expected, the ML algo-
rithm has the worst performance. The LMMSE estimator
considers the noise effect and slightly improves the esti-
mation results, especially at low SNR (however, the BER
performance is not noticeably improved). The Kalman fil-
ters take advantage of correlative nature of the fading chan-
nel and significantly improve the estimation MSE and BER
performance. The PIC is also simulated with perfect chan-
nel estimates, i.e., when hˆk = hk (which is called genie-
aided PIC) to see how close the performance of proposed
channel estimators is to the ideal one. It is evident from the
figures that PIC with the second-order Kalman filter has the
best performance, but there is still a performance penalty
compared with the ideal case. The second-order Kalman
filter outperforms the first-order filter at the price of higher
computational complexity.
Different channel estimators combined with the
smoothing filter are compared in Fig. 7. One can observe
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Figure 5: Different channel estimation algorithms (fdT = 0.01,
19-tap smoothing filter).
that the ML algorithm yields the smallest MSE and lowest
BER after smoothing. The estimation MSE of the LMMSE
algorithm is a little higher, but the BER performance is es-
sentially the same. The ML estimator is preferable to the
LMMSE estimator in that it does not need the knowledge
of noise variance and the average received power of each
signal path. No significant improvement is observed for
the two Kalman filters after smoothing. Since the Kalman
algorithm itself already takes the correlation into account,
the additional smoothing does not make much difference.
The ML estimator with channel smoothing appears to be
the most favorable choice for estimating slow fading chan-
nels. Fig. 6.b) and Fig. 7.b) clearly show the significant
improvements of the coherent PIC scheme over the nonco-
herent MF detection.
Based on the above experimental results, we come to
the conclusions that (a) the channel estimation MSE trans-
lates into data detection BER performance, (b) the knowl-
edge of the channel is crucial to the system performance,
and (c) coherent PIC with channel estimation significantly
outperforms the noncoherent MF.
Fig. 8 illustrates the convergence properties of the joint
PIC with ML and LMMSE channel estimators. The vari-
ance of channel estimation error and MSE are measured
before smoothing; however, the data detection is done after
a 19-tap smoothing filter. The number of users K is set to
12 and the stacking factor of the received vectorsD is set to
3 here. We examine the estimation variance of the ML esti-
mator (which is equivalent to MSE since the ML estimator
is unbiased) at each iteration and compare with the CRLB.
It is shown that the ML estimator converges after three it-
erations. Upon convergence, we can observe very close
performance agreement between ML estimation with deci-
sion feedback and the pilot-aided approach (i.e., assuming
exact knowledge of the transmitted data). Only a small gap
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Figure 6: Comparison of different channel estimators with the PIC without smoothing. The PIC curves represent the results at the 5th
stage.
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Figure 7: Comparison of different channel estimators with the PIC with smoothing. The PIC curves represent the results at the 5th
stage.
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Figure 8: Performance of the ML and MMSE channel estimators. The curves for the PIC with ML and LMMSE channel estimation are
plotted for 5 stages.
is noticed at very low SNRs. The CRLB, derived in A.1,
is shown to be close to the simulated estimation variance
after the ML estimator converges. When the approxima-
tions expressed in (19) are used, the approximated CRLB
exhibits a small discrepancy compared with the real CRLB,
which is due to the fact that the approximations are based
on the assumption of transmitted chip sequences from dif-
ferent users and different paths being orthogonal, which is
too optimistic in this case. Convergence properties of the
LMMSE channel estimator is examined in Fig. 8 (b). Like
the ML estimator, it takes three iterations to converge, at
which point the estimation MSE is close to its analytical
value (22) and lower bound (23) derived in Appendix A.2.
The ML estimator and Kalman filter are compared in
fast fading channels when the normalized Doppler fre-
quency is set to fdT = 0.1. The smoothing filter length
is chosen to be 9 in this case. Fig. 9 shows that the second-
order Kalman filter outperforms the ML estimator under
such circumstances. The latter cannot keep track of the
fast time-varying channel, and the additional filtering op-
eration may have an undesired effect as it can destroy the
details of the channel information. This is clearly shown in
Fig. 9 that the ML estimator with smoothing yields higher
estimation variance. However, somewhat surprisingly, the
BER for the ML estimator is better with smoothing than
without at high SNR. The Kalman filter, on the contrary, is
capable of tracking the fast fading channels, and achieves
lower estimation error as well as better BER performance
compared to the ML estimator.
In Fig. 10, we examine the effect of the stacking fac-
tor D on the estimation performance. As indicated by the
CRLB, it seems that the larger D is, the smaller estimation
error will be. That would indeed be the case if the channel
is static. However, since the real fading channel varies, the
D value has to be chosen in accordance with the normal-
ized Doppler frequency. From the plot, one can see that,
for the specific channel settings in question,D = 4 appears
to be the optimum value before smoothing and D = 2 or
D = 3 appears to be the optimum value after smoothing.
The time-varying nature of the fading channel prohibits the
use of a larger stacking. Also, the dependency between
stacking and smoothing, as shown by the simulation re-
sults, has to be taken into account in the selection of the
stacking factor D to achieve the best channel estimation
and data detection performance.
Finally, the performance of soft IC and CE is tested
in an 18-user system and illustrated in Fig. 11. The im-
provement by using soft IC alone is not noticeable until
the SNR increases to Eb/N0 = 20 dB, at which point the
gain by applying soft cancellation is 0.4 dB, and it is fur-
ther increased to 1 dB by applying soft CE. Apparently, in
order to achieve the utmost performance, the soft informa-
tion should be used for both interference cancellation and
channel estimation.
6 CONCLUSIONS
Multiuser detection techniques are widely proposed to
combat the detrimental effects of multipath fading and
MAI, which are the major impairments in CDMA com-
munication systems. Most multiuser detectors rely on ac-
curate channel information, which needs to be estimated
in practice. In this paper, joint iterative channel estima-
tion and interference cancellation is studied. We focus on
the decision-directed approach for channel estimation, e.g.,
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Figure 9: ML versus Kalman channel estimation with 5-stage PIC in fast fading channels (fdT = 0.1, 9-tap smoothing filter). All the
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the receiver estimates the channel parameters based on the
detected data. The estimated channel coefficients are then
used to regenerate the signal of each user for the purpose
of interference cancellation. According to our simulation
results, the performance of the proposed system is signifi-
cantly better compared with the conventional system using
noncoherent demodulation.
It is shown that PIC coupled with decision-directed
ML estimation and an additional smoothing filter performs
better than the Kalman filters in slowly fading channels.
In fact, PIC and decision-directed ML channel estimation
closely tracks the performance attainable by the pilot-aided
channel estimation (i.e., when the transmitted data are ex-
actly known). However, the filtering process causes a delay
for channel estimation which is not desirable under some
circumstances. Also the ML estimator is subject to dimen-
sionality problem when the number of users and paths in-
crease. This problem can be tackled by stacking the re-
ceived vectors, provided the channel remains static dur-
ing several symbol intervals. When this assumption is not
valid, we can resort to the Kalman filter, which is suitable
for tracking fast fading channels. It takes both correla-
tion and noise into account, does not have a dimensionality
problem, and does not require an additional smoothing op-
eration. We also learned from experiments that soft IC and
CE achieve better performance then to conventional IC and
CE using hard decision feedback.
A APPENDIX: THEORETICAL ANALYSIS
FOR CHANNEL ESTIMATION
A.1 DERIVATION OF CRLB FOR ML CHANNEL ES-
TIMATOR
Our main concern in this work is to estimate the com-
plex channel gains. It is therefore of interest to establish a
bound on the accuracy with which the channels can be es-
timated. If we restrict our attention to unbiased estimators,
the natural performance measure is the error variance. The
CRLB is a bound on the smallest covariance matrix that
can be achieved by an unbiased estimator, hˆ, of a parame-
ter vector h:
J−1 ≤ C
hˆ
= E
{
(h− hˆ)(h− hˆ)∗
}
,
J = E
[(
∂ ln p(r;h)
∂h
)(
∂ ln p(r;h)
∂h
)∗]
(16)
where J ∈ Rtot×tot is the Fisher information matrix and
ln p(r;h) is the log-likelihood function of the observed
vector r. In the derivation of the CRLB, we assume that
the data A as well as propagation delays are deterministic.
We should therefore interpret the derived CRLB as being
conditioned on the actual realization of the transmitted data
and propagation delays.
Let us denote r as the stacking of D observation vec-
tors, i.e., r = [rT (j) rT (j+1) · · · rT (j+D−1)]T ∈ CDN
and assume the stacking factor D is chosen such that the
channel remains relatively static during the observation pe-
riod. The vector r is formed by r = Ah + n, and has PDF
r ∼ CN (Ah, N0I) where
A = [AT (j) AT (j + 1) · · · AT (j +D − 1)]T
= [a1,1 a1,2 · · · ak,l · · · aK,LK ]
n = [nT (j) nT (j + 1) · · · nT (j +D − 1)]T (17)
The likelihood function and log-likelihood function are
p(r;h) =
1
(piN0)DN
exp
[
− (r−Ah)
∗(r−Ah)
N0
]
=
1
(piN0)DN
exp
[
−‖r‖
2 − h∗A∗r− r∗Ah + h∗A∗Ah
N0
]
ln p(r;h) = −DN lnpi −DN lnN0
− ‖r‖
2 − h∗A∗r− r∗Ah + h∗A∗Ah
N0
(18)
Taking complex gradient [14] of ln p(r;h) with respect
to h yields
∂ ln p(r;h)
∂h
= − 1
N0
∂
[‖r‖2 − h∗A∗r− r∗Ah + h∗A∗Ah]
∂h
= − 1
N0
(A∗Ah−A∗r)∗
The above equality holds since
∂‖r‖2
∂h
= 0;
∂h∗A∗r
∂h
= 0;
∂r∗Ah
∂h
= (A∗r)∗;
∂h∗A∗Ah
∂h
= (A∗Ah)∗
Thus we can derive,
∂ ln p(r;h)
∂h∗
=
(
∂ ln p(r;h)
∂h
)∗
=
A∗r−A∗Ah
N0
=
A∗A
N0
[(A∗A)−1A∗r− h] = J(h)[hˆ− h]
This proves that the minimum variance unbiased
(MVU) estimator of h is hˆ = (A∗A)−1A∗r which is
equivalent to the ML estimator described in Section 3.1.
It is efficient in that it attains CRLB. The Fisher informa-
tion matrix is J(h) = A∗A/N0, and the covariance matrix
C
hˆ
of this unbiased estimator is
C
hˆ
= J−1(h) = N0(A
∗A)−1
≥ N0 diag(‖a1,1‖2, ‖a1,2‖2, · · · , ‖aK,LK‖2)−1
=
N0
DN
ILtot (19)
The inequality in (19) holds with equality when
columns of A are orthogonal. The CRLB for the complex
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gain of the kth user’s lth path is thus the [(k − 1)L + l]th
diagonal element of J−1(h) when Lk = L for all k, i.e.,
var(hk,l) = diag[Chˆ](k−1)L+l = diag[J
−1(h)](k−1)L+l
≥ N0
DN
(20)
A.2 DERIVATION OF ERROR COVARIANCE FOR
LMMSE CHANNEL ESTIMATOR
In the following, we derive the LMMSE channel esti-
mator and its MSE using the Bayesian Gauss-Markov The-
orem. The observed data r is modeled as r = Ah + n
where h ∈ CLtot is now assumed to be a random vector
whose realization is to be estimated. We assume that h
has mean E[h] = µh = 0 and covariance matrix Ch = P.
The noise vector n ∈ CN has PDF n ∼ CN (0, N0I) and is
independent of h. The Bayesian MMSE estimate of h that
minimizes MSE averaged over all realizations of h and r is
hˆ = E(h|r) = µh + ChA∗(AChA∗ +N0I)−1(r−Aµh)
= PA∗(APA∗ +N0I)
−1r (21)
The performance of this estimator is measured by the
error e = h− hˆ, whose mean is zero and covariance matrix
is [14]
Ce = E(ee
T ) = Ch −ChA∗(AChA∗ +N0I)−1ACh
= P−PA∗(APA∗ +N0I)−1AP (22)
To simplify the derivation, we assume all the paths have
the same received power P . In this case, P = P I. Using
the matrix inversion lemma [14] (A+BCD)−1 = A−1−
A−1B(DA−1B + C−1)−1DA−1, we have
(APA∗ +N0I)
−1 =
I
N0
− I
N0
A(A∗
I
N0
A + P−1)−1A∗
I
N0
≤ I
N0
− I
N0
A
[
DNI
N0
+
I
P
]−1
A∗
N0
=
I
N0
− P
N0(DNP +N0)
AA∗
The covariance matrix can then be computed as
Ce ≥ P−PA∗
(
I
N0
− P
N0(DNP +N0)
AA∗
)
AP
≥ P I− P
2DN
N0
I +
P 3D2N2
N0(DNP +N0)
I
=
[
PN0 − P 2DN
N0
+
P 3D2N2
N0(DNP +N0)
]
I
The error covariance matrix is also the the minimum
MSE matrix [14]
MSE(h) = Ce ≥
[
PN0 − P 2DN
N0
+
P 3D2N2
N0(DNP +N0)
]
I
(23)
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