Abstract. We suggest a general method for the construction of highly continuous interpolants for one-step methods applied to the numerical solution of initial value problems of ODEs of arbitrary order. For the construction of these interpolants one uses, along with the numerical data of the discrete solution of a problem provided by a typical one-step method at endstep points, high-order derivative approximations of this solution. This approach has two main advantages. It allows an easy way of construction of high-order Runge-Kutta and Nystrom interpolants with reduced cost in additional function evaluations that also preserve the one-step nature of the underlying discrete ODE solver. Moreover, for problems which are known to possess a solution of high smoothness, the approximating interpolant resembles this characteristic, a property that on occasion might be desirable. An analysis of the stability behavior of such interpolatory processes is carried out in the general case. A new numerical technique concerning the accurate determination of the stability behavior of numerical schemes involving higher order derivatives and/or approximations of the solution from previous grid-points over nonequidistant meshes is presented. This technique actually turns out to be of a wider interest, as it allows us to infer, in certain cases, more accurate results concerning the stability of, for example, the BDF formulas over variable stepsize grids. Moreover it may be used as a framework for analyzing more complex (and supposedly more promising) types of methods, as they are the general linear methods for first-and second-order differential equations. Many particular variants of the new method for first-order differential equations that have good prospects of finding a practical implementation are fully analyzed with respect to their stability characteristics. A detailed application concerning the construction of C 2 and C 3 continuous extensions for some fifthand sixth-order Runge-Kutta pairs, supplemented by a detailed study of the local truncation error characteristics of a class of interpolants of this type, is also provided. Various numerical examples show, in these cases, several advantages of the newly proposed technique with respect to function evaluation cost and global error behavior, in comparison with others currently in use.
whose solution we expect to be sufficiently smooth on a neighborhood of the exact solution. The most extensively studied numerical techniques for the solution of the problem (1.1), both from the theoretical and the practical point of view, are those applied to the cases with ν = 1, 2.
The integration methods used for the numerical solution of problem (1.1) are roughly based on the successive application, step-by-step, of a constant rule (method).
These methods are mainly characterized, according to the number and type of information concerning the numerical solution that pass from step to step during this process, as belonging to the classes of multistep (or multivalue e.t.a.), multiderivative methods or those described as multistage (in the sense of the term used for the case ν = 1 by Hairer and Wanner in [16] ). It can be seen that these methods satisfy certain types of algebraic order conditions. A formal presentation of these methods and the relevant algebraic theory for ν = 1 may be found, among others, in Hairer, Nørsett, and Wanner [15] . When ν = 1, the multivalue-multistage methods are also frequently termed general linear methods (GLMs) (see Butcher [1] ). For ν > 1, the algebraic theory concerning the relevant order conditions has been studied in some particular cases; see for example Zurmuhl [35] and Hebsaker [17] , [18] concerning Runge-Kutta (RK) methods for differential systems of arbitrary order.
Usually all of the above methods provide by default approximations of the theoretical solution only at a collection of grid-points in the integration interval. Strictly multivalue methods also provide approximations of all the derivatives of the solution of orders at least up to ν. There are, however, cases where someone is interested in obtaining approximations at off-grid points as well. This is typically the case in the solution (when ν = 1) of integrodifferential and delay differential equations, where the order of the numerical solution at the additional points, random in general, must be globally the same as that of the original solution, initially provided only at the grid-points. However, this order may be one less when one is simply interested in obtaining dense output, as for example when plotting some components of the numerical solution.
In general, of all these methods, those that do not make use of the multistage variant (i.e., the multivalue-multiderivative methods) are inherently based on some type of an interpolatory scheme. For methods of this type the evaluation of the solution at the off-grid points is, more or less, a trivial task. For all the other methods one may employ one of two available options. The first is to use the same method with a different (usually smaller) stepsize in order to match exactly the specific point at which the solution is requested each time. This option is inefficient when the frequency of the requested off-step points is high, due to the drastic increase of the cost in necessary function evaluations or even because of an emerging numerical instability due to a magnification of the round-off errors. The second option is the modification of the original method (or the construction of a new one from scratch), which provides a continuous solution on the whole of the integration interval. The first case of the latter option is usually termed an interpolant or continuous extension of the original method. Alternatively, Owren and Zennaro in [25] have constructed some continuous fifth-order RK pairs which use seven stages effectively. However, the family of continuous pairs they define, although it uses the minimal number of stages required, does not provide any six-stage, fifth-order pair offering a discrete solution. (It is still an open question as to whether a family of continuous pairs with these characteristics really exists.)
A popular choice for the numerical solution of the problem (1.1) when ν = 1 is the application of an s-stage RK pair (two RK methods, usually of adjacent orders), characterized by a set of coefficients arranged in the form of the tableau 
In addition to the approximation of the discrete solution of a problem, explicit RK methods provide approximations of the first-order derivative at the grid-points.
Horn in 1983 [20] was the first to propose a technique which provided a fifth-order continuous extension (interpolant) to the famous 5(4)#2 pair of Fehlberg [13] . Since then, there has been a steady research interest in this area which has resulted in the construction of interpolants for many RK pairs. For more up-to-date references in this area, see for example Verner [34] . A general framework for the construction of interpolants for RK methods is discussed in Shampine [28] and Enright, Jackson, Nørsett and Thomsen [11] . The resulting interpolants are globally C 1 . A similar approach may easily be followed for the construction of interpolants for explicit Nystrom methods as well (see [26] and Dormand and Prince [10] ) which are globally C 2 . The construction of RK pairs of order higher than four necessitates in practice the application of a set of simplifying assumptions on the original system of algebraic order conditions; see Curtis [7] , Butcher [1] . These simplifying assumptions play a dominant role in the number of additional stages required for the construction of the accompanied interpolant, as well as for its quality. Consequently, the reconsideration of the parent pair might also be justified, when interpolants of better quality could be obtained (see Calvo, Montijano, and Randez [6] ; an extension and a study of this family are given in [27] ). A second technique is the use of multistep interpolants as proposed in [32] . These interpolants, although they do not preserve the one-step nature of the underlying ODE solver (in this case an RK method), they might present an attractive alternative as they seem to offer a reduced cost in function evaluations (which, especially for low-order methods, is significant). Moreover, they are stable for arbitrary stepsize sequences chosen by the original RK code, but their local truncation error (LTE) depends crucially on the ratios of (two or more) successive integration steps.
In this article we shall study the interpolation problem for an arbitrary order system of differential equations, such as those described by (1.1), when the latter is solved by a general multivalue-multiderivative-multistage (MMM) method. We restrict the formal presentation of the newly proposed technique, in the sense that we shall only study methods that carry past information of the numerical solution between successive steps in the form of higher order derivative data that are stored in a Nordsieck-type vector [23] . This is assumed here only for notational convenience. In principle, any scheme which uses past solution points (and thus belongs to the multistep variant of MMM methods) may be transformed to an algebraically (but not analytically) equivalent scheme involving only higher derivative data, by means of a suitable shifting operator. We term these one-step methods, and we tacitly assume that some of the function evaluations (stages) contributing to their multistage part are, at best, strictly lower order approximations of the theoretical solution, or of some of its derivatives, at some unspecified off-grid points. When one constructs a classical interpolatory scheme (as those in [4] , [6] , [11] , [28] , or even [32] ), one usually discards at later steps the information contained in these off-step function evaluations of the original method, as well as the information contained in the additional function evaluations, required for the construction of the relevant continuous extension. The new interpolation technique that we propose here carries this otherwise lost information in the form of additional derivative data in the Nordsieck vector and uses them in a way that results in the construction of interpolants of continuity higher than v. This might be particularly beneficial for problems whose global order of approximation depends crucially on the smoothness of the continuous solution (for example in some delay differential equations) or for systems of coupled differential equations when the output of one system is used as an input to the next.
An interpolatory process of this type, for the multistage case when ν = 1 and for the six-stage pair FE5(4)#2, has been studied by Tsitouras and Papageorgiou [31] . This scheme, which provides a C 2 , fifth-order interpolant, uses effectively only one additional function evaluation, the best so far with respect to cost, for fifth-order RK pairs. (We note here that the order barriers of Owren and Zennaro [24] do not apply in this case.) While this scheme locally exhibits a rather appreciated behavior, in general, when used in practical situations, it diverges. So its use is limited to only those cases when an interpolant is going to be used for a few number of times, for example, when searching for the exact location of a discontinuity in the solution of a problem.
The problem of the construction of highly continuous interpolants has also been studied by Higham in [19] . His work extends the interpolatory technique proposed by Shampine for RK methods [28] by including higher order derivative data among the points chosen for basing a highly continuous interpolant. These data are obtained by differentiating locally an existing classical (one-step) interpolant. Hence, this approach is of a different nature than that proposed here, because it does not propagate information of the solution other than that provided by the original RK method. Moreover, it presupposes the availability of a one-step interpolant (which, especially for higher order RK pairs, is hardly the case), and consequently it does not allow any function evaluation cost reduction with respect to the other classical interpolatory techniques.
In the following, we shall describe and study the new technique in its full generality with respect to its stability behavior on a sequence of variable stepsizes taken by the original one-step ODE solver. This technique may also be applied to a more general class of methods (for example the BDFs or the GLMs for first-or secondorder differential equations). For ν = 1, the cases which have good prospects of finding a practical implementation will be investigated in many details, particularly with respect to their LTE behavior. We shall supplement our analysis with numerical results concerning two schemes, the first of which offers C 2 interpolants to the pairs FE5(4)#2 (Fehlberg [13] ) and DP5(4) (Dormand and Prince [9] ), and the other a C 3 interpolant to the pair VE6(5) (Verner [33] ). These new interpolatory schemes, when compared numerically with other classical one-step interpolants for the above pairs that have appeared in the literature, exhibit a rather appreciated behavior, as will be shown in section 6.
Description and stability properties of the new interpolatory technique.
Suppose that the application of a one-step method to the solution of problem (1.1) offers, at the grid-points x 0 < x 1 < · · · < x N = x e , the pth-order approximations (p ≥ ν) of the true solution and of some of its higher order derivatives y
Usually r = ν and this is indeed the case for RK and Nystrom methods. In general, for example, when some analytical derivatives of the solution of orders exceeding v are available, we may leave a place for the possibility r > ν. For ν = 1 and for the purposes of our present discussion it is irrelevant whether these higher order derivatives are obtained by analytical differentiation of (1.1) (multiderivative methods) or are simply fictitious higher order derivative data of the solution propagated along with it (multivalue methods; for example, Nordsieck methods [23] ).
The variable steps h i = x i − x i−1 , i = 1 (1) N, at whose endpoints the evaluation of the above approximations occurs, are determined exclusively by the stepsize change mechanism, incorporated in the original ODE solver in the course of the integration process.
Consider two successive integration points x n , x n+1 , at which the 2 r+2, pth order data h i n y
n+1 , i = 0 (1) r are available, and suppose that we are interested in constructing a qth-order interpolant which will be based, among others, on these data. Typically q is equal to p or p − 1, and, when the original one-step method is an essentially multistage method, for suitably large values of p it is usually q ≥ p − 1 > 2 r + 1. In such a case there is no cost-free interpolatory process immediately applicable. To compensate for this, one may find a suitable number of additional approximations h δi n y
. ., λ = |S|. Classical interpolatory processes, as those discussed in [11] and [28] , are based on the points belonging to S, in addition to
Here we shall study the case in which we also have at our disposal the derivative data h i n y (i) n , i = r + 1, r + 2,. . ., r + κ, on which we intend to base as well the newly proposed interpolant. We assume that at some stage of the solution these derivative data are obtained, for example, by a suitably high-order differentiation of a one-step classical interpolant of order p. In case there is no such interpolant available, a loworder interpolant may be used, applied, however, with a smaller stepsize. From this point on, these values may be easily reproduced by differentiating the interpolant under consideration.
Setting q = 2 r + κ + λ + 1, the proposed interpolant (when
where the polynomials l i,j (t) are of the form
and let L be the (q + 1) × (q + 1) matrix with rows
The coefficients of the polynomials l i,j (t) may be evaluated from the biorthonormality condition (see Davis [8] ) L · P = I q+1 , where I q+1 is the (q + 1) × (q + 1) identity matrix. If we set a (t) = (1, t, . . . , t q ) T and we define for n = 0 (1) N,
So far our exposition makes use of the availability of the additional high-order derivative information h i n y (i) n , i = (r + 1) (1) (r + κ). As we have already mentioned, a formula for the propagation of the latter may be found by differentiating (2.1) suitably. Particularly, setting w n = h n+1 /h n and rearranging the summands for i = (r + 1) (1) (r + κ), we obtain
We define as B the matrix with columns
Partitioning
are (r + 1)×κ, κ×κ, λ×κ, and (r + 1)×κ matrices, respectively, we setũ
so that (2.3) may be written
Hereafter we shall refer to the process described by (2.2), (2.4) as a highly continuous interpolation method (HCIM), and we shall characterize it according to the values of r, κ and with an explicit reference to the data (p i , δ i ) as being of the form (r, κ,
Since the inversion of P in (2.2) is necessary only once, from the algorithmic point of view the new interpolatory technique imposes only one difficulty, that of storing at each step the values of κ, mth-length vectors (a problem which on modern computers with plenty of RAM, seems to be a secondary one). The special structure of P simplifies further the necessary numerical work for its inversion, observing that
An important characteristic of this technique is that the proposed interpolants are of the same one-step nature as the underlying discrete ODE solver. As was mentioned in the introduction, a scheme derived in [31] may serve as an example of a C 2 interpolant of the type introduced here. Although it exhibits an appreciated local behavior in terms of cost in function evaluations, its repeated use causes a possible divergence of the second-order derivative of the solution. Hence we have to study this undesirable unstable behavior in more detail.
To this end we need a formula for the propagation of the errors introduced in the scaled higher order derivatives of the solution h i y (i) , i = (r + 1) (1) (r + κ). If we perform the type of interpolation described by (2.2) on the exact solution of problem (1.1) and its higher order derivatives h i n ψ
where for i = 1 (1) N,
, and r n , s n are the error terms which, from standard interpolation theory, are both known to behave as
Subtracting equations (2.4), (2.6), the resulting recurrence 
The norms in Definition 2.1 are supposed to satisfy the property (W D) ⊗ I m = W D for every positive integer m. While there is no definite determination of a unique SSCSI of an HCIM of the form (w 1 ,w 2 ) whenw 1 = 0 (it is even possible that an HCIM has no such interval), the 0-SSCSI is always uniquely determined according to the previous definition. Moreover, a simple continuity argument may be used in order to show that such an interval always exists. 
From linear algebra it is known that since ρ (D) > 1, some components of
and this part of the theorem is proved.
(ib) In this case some components of 
1) N, and the quantities ∆ 1 , ∆ 2 are independent of N .
Condition (i) in the hypothesis of Theorem 2.1 corresponds to one of the socalled consistency conditions of a numerical method. It is trivially satisfied by RK and Nystrom methods.
Full Hermit interpolation.
In this section we shall first study an interpolation problem which arises as a special case of the more general problem introduced and studied in the previous section. Specifically, we shall study the problem of interpolating a sufficiently smooth function y when we have at our disposal, on a prescribed number of points
Although from the algorithmic point of view the analysis of the previous section as it is outlined by (2.2), (2.4) seems to be adequate, for theoretical reasons the knowledge of the expressions for each one of l ij (t) (t = (x − p 0 ) / (p m − p 0 )) in an explicit form is more preferable. Let
It is convenient to introduce the scaled polynomialsl ij ,l i from the relationsl ij = h j l ij ,
The M th-order polynomial (M = m i=0 a i + m) that interpolates y on these points may be expressed as
Consider now for i = 0 (1) m the polynomials
which may be expanded in a Taylor series as
equation (3.2) may be written as
Substituting (3.3) in (3.1) we obtain
Rearranging the summation order in (3.4) we find
and finally comparing (3.1) with (3.5) we arrive at
Equation (3.6) gives the desired explicit form of the polynomials l ij =l ij /h j . We shall now concentrate on answering the interesting question of whether the cost-free interpolation, described in the previous section, is stable; that is, if the valuē w of Definition 2.1 may become greater than one for methods of the type (r, κ, ∅). In this case m = 1, p 0 = x n , p 1 = x n+1 , a 0 = r + κ, a 1 = r, and M = 2 r + κ + 1. Setting p 1 = p 0 + h, t = (x − p 0 ) /h, we easily find from (3.6) that for i = 0 (1) (r + κ),
, from which it follows that
. There is no stable HCIM of the form (r, κ).
Proof. Differentiating (3.7) we obtain
which after some manipulations yields
Substituting i → r + i and j → r + j in (3.8) we calculate the elements of
It suffices to show that the diagonal elements of D are of the same sign and each one of them has an absolute value greater than one (because in this case the trace of D is greater than κ and consequently its spectral radius exceeds one). The diagonal elements of D are
and the required result follows, since the modulus of the first summand in each one of the above relations is greater than one and all the summands in these relations are of the same sign.
4.
Stepsize change stability of highly continuous interpolants for Runge-Kutta methods. The negative results of Theorem 3.1 make us focus our effort in the case of ν = r = 1 on highly continuous processes based on one or two points, in addition to the already available y n , h n y n , y n+1 , h n y n+1 . Every such additional point introduces one extra degree of freedom in the determination of the elements of matrix D while it also lowers its dimension by one as well. However, the dimension of this matrix grows in accordance with the degree of smoothness of the HCIM under consideration.
Modern RK codes usually allow stepsize change ratios between 0.5 and 1.5 and utilize pairs of orders ranging from five to eight. However, since we assume that an arbitrary number of failures in the stepsize determination may occur, an HCIM applicable to these pairs ought to meet two requirements. It should be based on a set of extra points allowing a 0-SSCSI of the form (0,w) withw ≥ 1.5. Moreover, these points should provide an HCIM with adequately small LTE coefficients of both the continuous solution and its higher order derivatives at the endstep points. In this section we shall concentrate on answering the first of these two questions. To this end extensive use will be made of the J-norm associated with · , introduced by the relation A J = JAJ −1 , where A, J ∈ R κ×κ . We note that this norm fulfills the requirements of Definition 2.1, and it is always defined in terms of some other consistent norm in R κ×κ . In general J may differ from the matrix bringing A to its Jordan canonical form.
Let I = (0,w) be the 0-SSCSI of an HCIM of the form (r, κ, ·) characterized by the matrix D and let
where W = diag w r+1 , w r+2 , . . . , w r+κ . Then it is fairly straightforward to see that, for any J ∈ R κ×κ and · on R κ×κ , I · ,J ⊆ I ⊆ I s . Consequently, if we define for a given norm · ,
Finally, in most cases the problem of finding the appropriate norm for an accurate estimation of the 0-SSCSI of an HCIM may be reduced essentially to that of solving the following maximization problem: for some · on R κ×κ . It may be shown that the above maximum really exists as, in this case, w is a continuous function of the elements of J and on a sufficiently small region around zero the value of W D J is less than one. In the literature similar problems have appeared in the past when one tries to find accurate 0-SSCSIs for the BDF and the NordsieckAdams-Bashforth methods; see Grigorieff [14] ; Calvo, Grande, and Grigorieff [2] ; Skeel and Jackson [30] ; Calvo, Lisbona, and Montijano [3] . In these cases and for high-order formulas, one is also forced to revert to the use of numerical techniques. However, the bulk of the numerical work necessary in these cases is much lighter because the resulting matrices are characterized exclusively by constant coefficients, while in our case they depend on the values of the off-step points incorporated in the HCIM. The most optimistic results have appeared in [2] , [3] and were obtained by using the J-norm evaluated from the Jordan canonical form of the relevant D (w) matrix for w = w s . The norm used in these cases was associated with the l 1 norm of a matrix.
In our case we tried two approaches for the solution of this problem. First we numerically solved (4.2) directly. This approach allows a large number of free parameters in J. Alternatively we reduced the problem to a single degree of freedom by restricting J as the Jordan canonical form of W D, evaluated at some w ∈ (0, w s ). For comparison purposes we compared the results obtained by associating the J-norm successively with each one of l 1 , l 2 , l ∞ .
Contrary to our initial expectations, we found that the second of the above techniques not only was, as expected, faster, but was also giving larger 0-SSCSIs than the first. We also found that in almost all cases it is preferable to associate the Jnorm with the Euclidean norm. Hence, hereafter for convenience we use the notation
. For illustration purposes we shall compare the values (0,w) obtained by both the method of Calvo et al. [3] and the new method used here on an implicit three-step Nordsieck-Adams method. An upper bound for the value ofw may be found to be the number w s = 1.439. While the method of Calvo et al. predicts a poor 0.39, the new method verifies thatw cannot be less than w l = 1.41, which is very satisfactory indeed.
In the rest of this section we shall present some numerical results related to the stability characteristics of some candidate solutions, alternative to the classical techniques, for the problem of HCIM construction for RK pairs of orders 5, 6, 7, and 8 that arise most frequently in practice. In the following, explicit reference of D with respect to an HCIM of the type (r, κ, ·) will be emphasized by writing D (r, κ, ·).
Concerning fifth-order RK pairs the intervals I, I l , and I s are identical, particularly
From this relation we see that for a 0-SSCSI (0, 1.5) we may select any value of
Moreover, when p = 2/5, the HCIM of the above form has the whole of the positive real axis as a 0-SSCSI. Similarly, as D (1, 1, (p, 0)) = 1 − 1/p, we see that an SSCSI containing (0, 1.5) may be obtained when p ∈ (3/5, ∞). No selection of p leads to an infinite 0-SSCSI in this case. Figure 1 represents a plot of the safe values w l of the 0-SSCSIs for an HCIM of the form (1, 1, (p, 1) ) relative to p. (1, 1, (p, 0) ). (1, 2, (p, 1) ).
FIG. 3. The lower bound w l of the 0-SSCSI for an HCIM of the form

FIG. 4.
The lower bound w l of the 0-SSCSI for an HCIM of the form (1, 2, (p, 0) ).
form (1, 1, (p, 0) ) is considered. In both of these figures the values of w l (p) agree in two decimal places with the maximal ones w s (p) allowed according to (4.1). Figures  3 and 4 concern HCIMs of the form (1, 2, (p, i) ), i = 0, 1. (1, 3, (p 1 , 1) , (p 2 , 1) ).
plots for HCIMs of the form (1, 3, (p 1 , i) , (p 2 , j) ), i, j = 0, 1. Most interesting from the point of view of a practical implementation are those cases when the off-step points correspond to derivative data, as it is usually easier to find pointwise high- (1, 3, (p 1 , 0) , (p 2 , 1) ).
order approximations of the derivatives than of the solution itself. (Actually this lowers by one the order of the system of the order conditions that must be solved.) Using (4.1) it may be seen that for HCIMs of the forms (1, 3, (p, i) ), (1, 4, (p, i) ) when i = 0, 1 there exist no values of p which may yield possible SSCSIs for these methods (see Figures 11 and 12) . A three-dimensional picture of w l for the case (1, 2, (p 1 , 1) , (p 2 , 1) ) is presented in Figure 13 .
The contour plots of all these figures show that many candidate HCIMs possess adequate stability characteristics and consequently might have good prospects of finding a practical implementation. A first attempt of assessment toward this direction is carried out in section 6.
Local truncation error considerations.
Although the (zero) stability behavior of the HCIMs introduced here depends on the ratios of successive integration steps, their LTE does not. Consider an HCIM of the form (1, k, (p 1 , δ 1 ) , . . . , (p λ , δ λ )) applied on an effective s-stage RK pair, characterized by the triple
In this section we will analyze the LTE for the case when all additional points used for the construction of the HCIM are based only on approximations of the solution or its derivative provided by the original RK method as stated in Theorem 2.1.
Let the scaled (discrete) RK methods corresponding to the points (p i , δ i ), i = 1,. . ., λ be described by the triples Three-dimensional picture of w l of the 0-SSCSI for an HCIM of the form (1, 2, (p 1 , 1) , (p 2 , 1) ).
and the column dimensions of A (1,i) being identical to the dimension of c (i) . This formulation is necessary if we want to use an original implicit RK method or if some of the stages of the scaled RK methods are computed implicitly. We also set
. ., λ) characterize the extra function evaluations needed to describe the λ off-step approximations at the points (p i , δ i ) incorporated on the relevant HCIM.
Next we shall need to transform (2.1) in the compact form of an extended RK method. To this end let l ij (t) be the generalized Lagrange polynomials of (2.1). We defineÃ
where T i is the set of ith-order (rooted) trees and
σ, γ are integral functions of τ (symmetry and density function, respectively, in the terminology introduced by Butcher [1] ), and Φ is a certain composition of A, b, c. THEOREM 5.1. The LTE coefficients of an HCIM which is based on y, hy approximations on λ off-step points, applied to a RK method, are given by the expressions
where ρ (τ ) is the order of tree τ . 
where the f n,i correspond to the function evaluations (stages) needed for calculating the off-step approximations of the solution and/or its derivative. If we assume y to be infinitely differentiable, according to a generalization of a result (see [1] , [15] ) concerning the LTE coefficients of a discrete RK method to the continuous case, it is found that
and F (τ ; f ; y n ) are the so-called elementary differentials. Furthermore, from a formal Taylor series expansion we may find
The second term in the right-hand side of (5.1) may be expanded in the infinite series 6. Selection and numerical performance of some C 2 and C 3 interpolatory schemes. The results of section 4 assure us that the construction of HCIMs for RK pairs, as long as the 0-SSCSI characteristics are concerned, is quite feasible. Once this part of the problem is solved, it has been solved for any RK pair of a specific order (in this respect, Figures 1 to 12 cover all interesting cases) . The other part of the problem is that of finding suitable values for the additional off-step points, which will enable the construction of particular highly continuous interpolants optimized with respect to their LTE coefficients for specific RK pairs.
As the HCIMs introduced here are mainly for illustrative and comparison purposes, we shall present numerical results concerning only RK pairs of orders five and six. This is also due to the fact that the only reliable classical (one-step) interpolants that have appeared in the literature are only of orders five and six, corresponding to pairs of the same orders, respectively. As of the time of this writing, the authors are not aware of the existence of reliable RK interpolants of seventh or higher order.
The first of the HCIMs to be compared here is of the form (1, 1, (p, 1)), and it thus gives a C 2 , fifth-order interpolant for any fifth-order RK pair. Specifically, this method, when applied to the pairs FE5(4)#2 [13] and DP5(4) [9] , results in the methods denoted NEW1 and NEW2, respectively, construction of which requires only one additional function evaluation. This is because for these pairs, with effectively one additional function evaluation only, a fifth-order approximation of the first-order derivative of the solution may be obtained at any point inside or outside the integration interval. Both methods NEW1 and NEW2 are based on the selection p = 0.4, which offers an infinite 0-SSCSI.
A C 3 HCIM may be obtained for the pair used in the code DVERK, VE6(5) (Verner [33] ; Hull, Enright, and Jackson [22] ), which again effectively uses only one additional function evaluation to the eight already used by this pair. For the pair VE6(5), a fifth-order, cost-free pointwise approximation of the solution at any point (say p) may be found. Thus with one additional function evaluation, a sixth-order approximation of the first-order derivative of the solution may be obtained at the same point p. For the selection p = 1.12 the resulting pair is denoted as NEW3.
We must remark that the selection of the off-step points in all of the above HCIMs was motivated exclusively by stability considerations (maximization of the relevant 0-SSCSIs), and no compromise with respect to the magnitude of the local truncation errors of the resulting continuous methods was made. Hence, other selections might lead to even more efficient methods.
The continuous extensions of the pairs we chose to test the new methods are among the most reliable and competitive that have appeared in the literature. All of them are one step in their nature. The first of these is the fifth-order interpolant for the pair FE5(4)#2, constructed by Calvo, Montijano, and Randez [5] , which effectively uses two additional function evaluations. The second interpolant is built up on the DP5(4) pair, and it has been proposed by the same authors [4] , [5] . It has the same order and cost in function evaluations as the first.
For illustrative reasons, we decided to include also in our tests a continuous fifthorder pair due to Owren and Zennaro [25] . The approach followed by these authors is somewhat different than that usually adopted, since their method is not based on any previously known pair, but rather it has been constructed with the sole purpose of providing a continuous fifth-order pair with the minimal cost in function evaluations.
The fourth interpolant used in our comparisons concerns the pair used in DVERK, and it is owed to Enright, Jackson, Nørsett, and Thomsen [11] . It is a sixth-order interpolant, and its cost is effectively three additional function evaluations. Tables 1, 2 , 3, and 4 contain the efficiency gain results (in the spirit of Enright and Pryce [12] ) when testing all of the above methods in pairs on the nine DETEST problems [21] with a known analytical solution and for tolerances 10 −3 , 10 −4 ,. . ., 10 −9 . A detailed explanation of how these tables were obtained may be found in Sharp [29] or in Papakostas, Tsitouras, and Papageorgiou [27] .
