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ABSTRACT
Social relationships can be divided into different classes based on
the regularity with which they occur and the similarity among
them. Thus, rare and somewhat similar relationships are random
and cause noise in a social network, thus hiding the actual structure
of the network and preventing an accurate analysis of it. In this
context, in this paper we propose a process to handle social network
data that exploits temporal features to improve the detection of
communities by existing algorithms. By removing random interac-
tions, we observe that social networks converge to a topology with
more purely social relationships and more modular communities.
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1 INTRODUCTION
Many studies on community detection in temporal social networks
use aggregated static graphs due to the difficulty of considering
temporal aspects [7]. However, this simplification causes informa-
tional noise in the social relations, which can lead to errors in the
individuals’ membership in their respective communities. For ex-
ample, consider a group of people who do not know each other
and exchange many emails in a single day, but after that they do
not communicate again. Now consider another group of people
who exchange many messages regularly over years. Although the
relationships between the members of both groups have the same
topology when considering a static network, the temporal dimen-
sion allows one to differentiate the relationships and, consequently,
the community structures involving these two groups of people.
In fact, networks formed by aggregating interactions within a
dynamic system are subject to a wide variety of noise. This means
that an edge or relationship may be randomly established between
pairs of vertices representing individuals with a low probability
of interaction. This is the case of emails sent to a wrong address
or when a contact is just added due to a facility offered by a so-
cial media [2]. However, randomness is also related to ephemeral
relationships like, for example, casual contacts or coauthorships.
On the other hand, considering real communities, a fundamental
property shared by different definitions1 is the presence of real
social relationships within a community, which are usually sus-
tained over time. Thus, it is of paramount importance to consider
the temporal dimension in the identification of true communities
1There is no universally accepted definition for the concept of community [6, 15],
which has proved to be difficult to define, quantify and extract [1].
that are free from randomness and noise. Moreover, assessing how
real a relationship is in a network is very important in order to get
a high quality representation of its community structure [2].
There are many approaches for detecting communities in net-
works [1, 3, 4, 13, 18, 21]. Abrahao et al. [1] and Xie et al. [21],
for instance, present a comprehensive analysis of the properties of
communities detected by several algorithms. They show that the
detected communities and their properties vary consistently across
algorithms. In these two studies and in many others on community
extraction, only the static relationships are analyzed. Neverthe-
less, some community detection algorithms have been applied over
temporal networks [9, 11, 14], which represent snapshots as a se-
quence of static graphs. In this case, the usual approaches detect
communities in each snapshot independently [14] or iteratively [9].
Other algorithms consider the temporal aspect to identify dynamic
communities by globally detecting them in all snapshots [11]. Un-
fortunately, community detection approaches that exploit temporal
aspects still comprise a very small part of current work when com-
pared to those based on static networks.
Thus, instead of developing new algorithms for detecting com-
munities, in this paper we propose a method to favor those that
already exist, but that explore minimal properties. Specifically, we
assess social relationships by measuring topological and temporal
aspects on data extracted from a social network, which allows us
to quantify the noise by using distinct algorithms.
In summary, in this paper we propose a social relationship min-
ing process that allows improving the quality of communities de-
tected by existing algorithms. First, we show that our proposed
method significantly increases the structural quality of the com-
munities detected by several state-of-the-art algorithms. Second,
although there is no Holy Grail algorithm that solves the problem of
community detection [16], our proposed method is able to increase
the consensus among the results of several of these algorithms, i.e.,
the communities detected by them become more similar. Finally,
we show that our detected communities are more similar to their
ground truths, when such information is available. For more details
of the work presented in this paper, we refer the reader to its full
version [10].
2 METHODOLOGY
The community detection problem can be summarized as follows.
Given a non-directed graph G(V ,E), where V = {v1, ...,vn } is the
set of vertices and E = {e1, ..., em } is the set of edges representing
the interactions between two vertices, the community detection
problem consists of finding the set of non-overlapping communi-
ties C = {c1, c2, ..., ck } in which each vertex vi is associated with
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Table 1: Characterization of the networks.
Network APS PubMed DBLP Dartmouth USC Enron
Nr. of nodes 180K 443K 945K 1K 3K 87K
Nr. of edges 852K 8M 4M 25K 160K 321K
Max. degree 305 4869 1413 236 652 1566
a community ci ∈ C . Considering a dynamic scenario, in which
nodes interact with each other over time, it is possible to construct
temporal graphs from interaction windows. More specifically, each
temporal graph Gt (Vt ,Et ) in G represents the aggregation of inter-
actions in discrete periods of time t . Thus, for a given value of t ,Vt
includes all vertices that interacted in the t th period of time. The
edges in the set Et connect pairs of nodes (vi ,vj ) that interacted
during the time period t .
In this paper, we apply this graph model to real social networks
from three distinct domains: scientific collaboration networks es-
tablished in the years 2000-2016 and built from the APS, DBLP and
PubMed datasets2, university campus mobility networks from Dart-
mouth College and USC [20], and an email network derived from
contacts among Enron’s employees from 1999 to 20033. Table 1
presents a brief characterization of these networks. In the scientific
collaboration networks, nodes represent researchers and there is
an edge between two researchers if they have coauthored a paper
together. In the mobility networks, nodes correspond to members
of a university community (e.g., students or faculty members) and
there is an edge between two individuals if they have been both
connected to a given Wi-Fi access point at the same time. Finally,
in the email network, nodes are employees from Enron and there
is an edge between them if they have exchanged emails.
Based on the state-of-the-art, we selected seven community de-
tection algorithms for our experiments (see Table 2). Our goal is
to evaluate the performance of these algorithms before and after
our proposed filtering method is applied. Due to lack of space, we
do not describe these algorithms here, but a detailed discussion of
them can be found in the references listed in Table 2.
The evaluation of the community detection algorithms was
performed as follows. Initially, from the sequence of interactions
among the entities, we constructed an aggregated static graph,
i.e., a graph that includes all temporal interactions. Then, we exe-
cuted each algorithm on this graph and evaluated the quality of the
detected communities using three different evaluation strategies.
After that, we used our proposed filtering strategy to remove ran-
dom interactions from the sequence of interactions and constructed
another aggregated static graph from them. Finally, we executed
and evaluated again all algorithms over this new filtered graph.
In addition, we analyzed the results of the communities obtained
from a graph constructed by a null filtering model, which randomly
removes edges from the original network until it reaches the size
of the filtered network. Given a complete graph G with n nodes
andm edges, and the number k of edges to be removed in the sto-
chastic filtering, each edgemi is removed from the graph with the
2APS (http://www.aps.org/): collaboration network of the American Physical Society;
PubMed (https://www.ncbi.nlm.nih.gov/pubmed): collaboration network from MED-
LINE articles; DBLP (http://dblp.org/): collaboration network from DBLP computer
science conferences.
3Enron email dataset: https://www.cs.cmu.edu/~./enron
Table 2: Community detection algorithms.
Algorithms M Complexity Ref.
Label Propagation (LP) N O (V ) [18]
Louvain Modularity (LM) D O (V loдV ) [3]
Infomap (IM) N O (V loдV ) [19]
Greedy Optimization of Modularity (GOM) D O (V loд2(V )) [4]
Leading Eigenvector (LE) D O (V 2loдV ) [12]
Walktrap (WT) N O (V 2loдV ) [17]
Edge Betweenness (EB) D O (V 3) [13]
M: Algorithm state model (D-deterministic, N-non-deterministic).
probability p until to achieve k edges. At the end, all disconnected
nodes are removed from G. The resulting graphGa is then used to
compare the results achieved by our proposed method with those
of the stochastic edge removal method.
Regarding the evaluation strategies, modularity is the most used
metric to evaluate community detection algorithms [6]. To better
understand the structure of the communities found by the algo-
rithms, we also use the conductance metric4, which is a widely-
adopted notion of community quality [23]. Another approach to
evaluate improvements in the quality of the detected communities
is to compare them with existing network ground truths [16]. Ac-
cording to Yang and Leskovec [22], a ground truth is built upon
particular features of the application domain (e.g., department affili-
ation), making it possible to divide its entities into groups. However,
obtaining a ground truth to evaluate the quality of clustering algo-
rithms is not an easy task, because it is necessary to have access to
data describing the topology of the communities in order to make
sense to compare them with the results generated by community
detection algorithms. We were able to build a ground truth only for
the APS dataset, since it was possible to explicitly assign a specific
research area to each journal. Note that DBLP and PubMed do not
provide any explicit information on the research area of the publi-
cation venues. For the other datasets, it was not possible to build a
ground truth to be compared to the results of the algorithms.
Thus, given a graph G, a ground truth clustering P(G) and a
set of identified communities C(G), similarity metrics applied to
communities are able to estimate the similarity between C(G) and
P(G). Several metrics are commonly used to measure the similarity
between C(G) and P(G) [23]. Here, due to lack of space, we report
results based only on the split join distance metric, which is given
by the sum of the projection distance between partitions A and B,
being defined, according to Dongen [5], as:
ρA(B) =
∑
a∈A
maxb ∈B |a ∩ b | (1)
where |a ∩ b | denotes the number of common members (overlap)
between any subset a ∈ A and b ∈ B.
4Conductance measures the quality of the cut between a community (a set of nodes)
and the rest of the network based on the number of edges outside of that community
(inter-cluster conductance) divided by the number of edges inside of that community
(intra-cluster conductance) [23]
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3 MINING SOCIAL RELATIONSHIPS
In this section, we describe the process proposed for mining social
relationships from existing networks. The main idea behind this
process is to remove from the networks noise caused by the presence
of random interactions. Thus, our main aim is to reduce errors when
associating nodes to communities. More formally, we consider a
scenario composed of a set of n entities V = {v1,v2, . . . ,vn } and
an ordered sequence of m interactions E = {e1, e2, . . .em } (e.g.,
email exchanges) among the entities of V . The kth interaction in
E is a tuple ek = (t ,vi ,vj ), where t is the time the interaction
occurred, and vi and vj are the entities that interacted with each
other. The usual approach to detect communities in such a scenario
is to construct an aggregated graph from the interactions in E and
use this graph as input to any community detection algorithm.
Our hypothesis is that if we are able to identify interactions in
E that were generated by chance (or are very unlikely to occur
in the future), we can remove them from E before constructing
the aggregated graph, thus improving the quality of the detected
communities.
The main steps of our social relationship mining process are:
(i) characterization of the strength of the relationships from the
stream of interactions, (ii) removal of the random relationships
and (iii) reconstruction of the static graph to be used as input to a
community detection algorithm. Notice that some techniques used
for classifying relationships from a sequence of interactions may
produce different results when the filtered sequence of interactions
is used as input for a second time. Because of that, after step (iii), step
(i) may be performed again using the filtered graph as input. This
cycle stops when step (ii) does not remove any more relationship.
Thus, when there are no more random relationships, we obtain a
static graph that is composed of only social relationships. Our other
hypothesis is that such a static graph allows for more representative
communities to be detected by community detection algorithms.
For the purpose of this work, we use the RECAST classifier [20] to
identify random and social interactions. RECAST classifies relation-
ships (edges in a graph) by assigning a label to each pair of vertices
in the graph. Topological and temporal aspects are considered to
measure the strength of the edges and then determine which of the
following labels will be assigned to each relation: f riend , bridдe ,
acquaintant and random. For instance, a relationship receives a
label f riend if the pair of individuals in such a relation has many
common friends and regularly interacts over time. RECAST is based
on sociological studies that revealed that the topology in which
pairs (vi ,vj ) of individuals are involved suggests the strength of
the relation between them. In this work, this kind of strength is
calculated by the neighborhood overlap metric (NO), also known
as the Jaccard Index.
4 EXPERIMENTAL RESULTS
This section analyzes the communities obtained by applying the
selected algorithms to the six social networks considered. Note that
we show the results for the original social networks and also for
the filtered ones, i.e., those generated after the complete removal
of random relationships. By analyzing each social network sepa-
rately in Fig. 1, it is possible to distinguish them by the number
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Figure 1: Relationship classes at the end of each convergence
iteration of the social relationship mining process.
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Figure 2: Modularity of the communities in the original net-
work (left bar), in the network generated by the stochastic
process of edge removal (null model) (middle bar) and in the
network filtered until the last iteration of the social relation-
ship mining process (right bar).
of random relationships identified in each one. The communica-
tion and mobility networks are those with the highest proportion
of random relationships. As a consequence, nodes that have all
their relationships classified as random are disconnected from the
network because they do not correspond to members of any com-
munity. This means that the individuals represented by these nodes
do not socially participate in any community.
After the removal of random relationships at each iteration of
the social relationship mining process, there was a significant in-
crease in the modularity of the communities detected by the algo-
rithms in each network, as shown in Fig. 2 (right bars). Furthermore,
it should be noticed that the structure of the random-edge induced
subgraph R (formed only by random edges) of the networkGc (mid-
dle bars) is weakly modular when compared to the structure of the
original network (left bars). Similar results were obtained for the
conductance metric (results omitted).
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Figure 3: Split Join Distance (upper value) between each
detected community and its ground truth. The gain after
the application of the social relationship mining process is
shown below of each similarity value.
Besides providing a gain of similarity between the network and
the ground truth, our social relationship mining process allows the
convergence of the community structure, as presented in Fig. 3.
This convergence indicates how much randomness affects a con-
sensus among the diversity of community structure definitions. By
removing the noise, we were able to increase the consensus among
the algorithms on which communities should be detected. Likewise,
such communities have become more similar to the ground truth.
Finally, the results obtained for the modularity and conductance
metrics in all datasets reveal considerable improvements for the
detected communities when random relationships were removed.
Regarding the lack of similarity between the detected communities
and the APS ground truth, we notice that this was already expected
due to the large difference between such communities and those de-
rived from specific metadata (e.g., the researchers’ areas of interest),
as explained by Hric et al. [8].
5 CONCLUSIONS
The main contribution of this paper is a method for removing noise
from temporal social networks that is based on the classification of
random relationships and the construction of a static graph com-
posed only of social relationships. To evaluate this method, we
applied it to six real temporal networks from three distinct domains
(scientific collaborations, campus mobility and email communica-
tions), and then assessed the quality of their resulting structures.
The application of our method converged by removing noise
from all six networks considered in our experiments. Furthermore,
our results revealed improvements in the communities detected by
the state-of-the-art algorithms when compared with those obtained
without using our noisy removal method. These improvements
correspond to communities with a structure more similar to real
ones (ground truths). Although our method was applied only to
temporal networks and makes use of topological properties to clas-
sify relationships, it can also be used with other kinds of predictive
variables in this task.
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