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nanomaterials 
 
 
 
 
By: Zachary J. Huba  Ph.D. 
 
 
 
 
A dissertation submitted in partial fulfillment of the requirements for the degree of Doctor of  
 
Philosophy at Virginia Commonwealth University 
 
 
 
Virginia Commonwealth University, 2014 
 
Director: Dr. Everett E. Carpenter 
 
Professor of Chemistry 
 
 
 
Permanent magnets are used heavily for multiple applications in industry and current 
electronic technologies. However, the current permanent landscape is muddled by high cost of 
materials and insufficient magnetic or thermal properties. The primary focus of this dissertation 
work is the synthesis and optimization of a new permanent magnetic material, in the form of 
cobalt carbide nanomaterials. Initially, the synthetic process used to produce cobalt carbide 
nanomaterials is optimized for crystal phase control of stable cobalt carbide phases: Co3C and 
Co2C. Phase control was accomplished by varying the amount of strong base (KOH) added to the 
 xiv 
solvent used, tetraethylene glycol. Controlled manipulation of crystal phase allowed for an in-
depth material and magnetic characterization to be undertaken. Co3C showed moderate 
magnetization (50 emu/g) and moderate coercivity values (1.5 kOe); Co2C has low 
magnetization (15 emu/g) and low coercivity values (<1 kOe). Maximum coercivity values were 
recorded for mixtures of Co3C and Co2C as a result of intraparticle exchange interactions, which 
were confirmed experimentally. Switching to an oleylamine solvent system, phase control was 
achieved by varying the amount of tetraethylene or triethylene glycol to the system. However, 
the cobalt carbide particle morphology produced in both the tetraethylene glycol and oleylamine 
solvent systems was disadvantageous for processing of a permanent magnetic material.  
 Particle shape is an essential property for the development of viable permanent 
nanomagnets. Through the use of a cobalt fumarate complex as cobalt precursor, anisotropic 
cobalt carbide particles were formed. The anisotropic particles showed increased coercivity 
values when compared to earlier work. Also, the particles were comprised mainly of Co3C which 
led to high magnetization values. Investigations into the thermal decomposition of metal 
fumarate complexes under inert conditions revealed the fumarate ligand to be an effective carbon 
source, inducing the formation of the carbide phase. Lastly, in order to develop a new 
economically efficient and lower temperature synthesis for cobalt carbide materials, cobalt 
particles were processed using ethanol as an inexpensive solvent and reducing agent. The 
dissertation work being presented identifies necessary synthetic parameters and the fundamental 
magnetic properties intrinsic to cobalt carbide based nanomaterials. With further development, 
the interesting properties of cobalt carbide nanomaterials could lead to their implementation as 
an alternative to current magnetic materials used in industrial and commercial technologies.
  
 
 
1 
 
 
 
 
 
 
 
 
 
 
Chapter 1. Introduction 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
2 
1.1 Overview 
 Permanents magnets can be defined as a magnetic material that can permeate a 
magnetic field on its surroundings, in the absence of an external field. While the ability to 
supply magnetic flux, makes permanent magnets useful in a wide range of applications, 
the most attractive and emerging application is their use in electric motors.
1,2
 High flux 
density permanent magnet based electric motors (PM motors) are most commonly used in 
hybrid electric vehicles and wind turbines. PM motors possess many advantages to 
induction motors, such as smaller size and lowered weights, less noise, and lowered 
maintenance requirements.
1,2
 Shown below is a schematic representation of the 
advantages of PM motors when compared to induction motors. 
 
Figure 1.1.1. Comparison of motor efficiency, volume, and mass for permanent 
magnet based electric motors and conventional induction motors. Modified from 
Ref. 1 
 
 The use of PM motors in commercial products was jump started by the discovery 
of Rare Earth (RE) element based permanent magnetic materials in the 1960’s and 
1970’s.1,3,4 The two most widely used RE magnets are alloys of samarium and cobalt 
(SmxCoy) and a ternary alloy of Nd-Fe-B, with a stoichiometry of Nd2Fe14B. SmxCoy 
based alloys have excellent thermal magnetic properties and substantial permanent 
magnetic properties. Nd2Fe14B has excellent magnetic properties, even in comparison to 
SmxCoy magnets, but suffers from poor thermal magnetic properties. The excellent 
  
 
 
3 
magnetic properties of Nd2Fe14B magnets make it the most widely used permanent 
magnetic material in the world.  
 
Figure 1.1.2. (a) Progression of energy products for various permanent magnetic 
materials during the 1900’s. (b) Pie chart showing the market share for permanent 
magnets. Modified from Ref. 1 
 
 One major problem with the use of RE magnets is their cost, even more so in the 
last five years. In the past 5 years, the price of RE elements has shown nearly a 10 fold 
increase.
2
 This has led to a dramatic increase in the price of RE magnets and RE based 
electric motors. In contrast to RE magnets, rare earth element free permanent magnets do 
exist. The most common rare earth free permanent magnets are doped iron oxides 
(ferrites) and alloys of Al-Ni-Co-Fe (AlNiCo).
5,6
 As shown in Figure 1.1.2 above, ferrite 
based magnets are the second most commonly used permanent magnetic material. This 
can be mainly attributed to their low cost. However, the permanent magnetic properties 
of ferrite based magnets are on the order of nine times less efficient than Nd2Fe14B 
magnets. AlNiCo magnets possess superior magnetic properties when compared to ferrite 
magnets, however the demagnetization behavior of AlNiCo magnets make them 
disadvantageous for use in electric motors.
1
 Hence, new rare earth free permanent 
magnetic materials need to be discovered.
3
 These materials need to have substantial 
permanent magnetic properties, yet need to be inexpensive to produce.  
  
 
 
4 
1.2 Ferromagnetism 
1.2.1. Magnetic Exchange Energy 
 In chemistry, magnetism is commonly confined to diamagnetism or 
paramagnetism. In diamagnetism, every electron is paired in an atom. Paramagnetism 
arises when there are unpaired electrons. In most paramagnetic materials, these unpaired 
electrons are randomly aligned and result in no magnetic moment being present in the 
absence of an external electromagnetic field. However, paramagnetic materials can 
exhibit long range order between these unpaired electrons that can lead to interesting 
magnetic states. The most common and widely studied form of long range ordered 
paramagnetism is called ferromagnetism. Ferromagnetism arises from magnetic exchange 
energy between unpaired electrons in paramagnetic materials, which causes the electron 
spins to align parallel and create a net angular momentum or spontaneous 
magnetization.
7,8
 The extent of ferromagnetic exchange energy is highly dependent on the 
distance between the electrons and atoms in a paramagnetic material. The preference for 
unpaired electrons to align parallel can be attributed to an interplay between magnetic 
exchange energy and electrostatic Coulomb repulsion. Having two electrons align anti-
parallel allows for the possibility of both electrons to occupy the same orbital but creates 
a substantial amount of electrostatic Coulomb repulsion, due to the close proximity of the 
electrons.
8
 This leads to two specific criteria that are essential to ferromagnetic materials. 
First, most ferromagnetic materials are crystalline. The highly ordered nature of 
crystalline materials allows for common interatomic distances that result in positive 
exchange interactions. Amorphous materials can display ferromagnetism, however 
usually only if the interatomic distance does not possess significant variability.
4
 The 
  
 
 
5 
second condition is that only certain metals possess crystal structures that result in 
interatomic distances that allow for ferromagnetic exchange at room temperature. The 
effect of interatomic spacing over atomic radius on the exchange energy in various pure 
metal crystal structures can be seen in below. 
 
Figure 1.2.1.1. Line graph showing the exchange energy for various crystalline 
metal structures. Positive E values imply ferromagnetism, and negative values imply 
antiferromagnetic exchange. The x-axis is the atomic spacing of each metal divided 
by its atomic radius. Modified from Ref. 7 
 
At room temperature only the pure metals of cobalt, nickel, gadolinium, and iron (in the 
body centered cubic crystal structure) exhibit ferromagnetism. However, many 
ferromagnetic oxides and alloys of Fe, Ni, and Co exist.   
 
1.2.2. Ferromagnetic Domains 
This exchange energy, or long range magnetic order in ferromagnetic materials is 
finite and causes the nucleation of magnetic domains. Magnetic domains are regions in a 
ferromagnetic material that possess a net magnetic moment.
4
 Magnetic domains usually 
span 10-100 nm. While a single magnetic domain possesses a net magnetic moment, they 
  
 
 
6 
are commonly randomly aligned within a bulk material, which results in a net magnetic 
moment of zero for the bulk material. The finite area of magnetic domains and their 
randomization occurs to minimize the magnetostatic energy within a ferromagnetic 
material. Magnetostatic energy is caused by the interaction between the opposite poles of 
the magnetic domain.
8
 If this interaction is unfavorable, a domain wall will be formed. 
The formation of domain walls will be further discussed in the Nanomagnetics section.  
 
1.2.3. Magnetocrystalline Anisotropy 
 Since exchange energy is dependent on interatomic distances, different crystal 
planes within a given crystal structure can have varying exchange energies. This 
difference in magnetic exchange energies is referred to as magnetocrystalline anisotropy.
7
 
For cubic crystal structures, this anisotropy energy is relatively low. However, 
anisotropic structures (e.g. hexagonal, orthorhombic, and rhombohedral structures) can 
possess large magnetocrystalline anisotropy values.
7
  Magnetocrystalline anisotropy 
within a crystal structure causes the unpaired electrons to align along the crystal axis with 
the highest exchange energies. This axis is called the easy axis of magnetization. The 
crystal axis with lowest exchange energy is called the hard axis of magnetization. The 
difference in energies between the easy axis and hard axis is called the 
magnetocrystalline anisotropy energy (MAE).
4
  
 
1.2.4. Basic Properties of Ferromagnets 
 The observable magnetic properties that are commonly associated with 
ferromagnetic materials are: magnetic saturation, magnetic remanance, and coercivity. 
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These observable properties are characterized by measuring the magnetic moment of a 
material as a function of an applied magnetic field.  A sample magnetization vs. applied 
magnetic field curve can be seen below.
3
 
 
Figure 1.2.1.2. Representative plot of magnetization measured as a function of 
applied magnetic field for a ferromagnetic material. Modified from Ref. 3. 
 
Magnetic saturation occurs at high fields, and is the maximum magnetization value for a 
given material. Once this magnetization value is reached, no variance with increasing 
applied fields is observed. The cause for this constant magnetization is a result of all 
unpaired electrons being aligned with the applied magnetic field. After magnetic 
saturation occurs, removing the applied field results in a decrease in magnetization; 
however at an applied field of 0, magnetization is still retained for ferromagnetic 
materials. This magnetization is called the remanent magnetization. Due to the anisotropy 
energy of ferromagnetic materials, there are energy barriers that need to be overcome in 
order for the magnetic domains/unpaired spins to randomize. To achieve a net 
magnetization of 0, a field of opposite direction to the applied field of saturation must be 
  
 
 
8 
applied to overcome the energy barriers as a result of magnetic anisotropy. The 
magnitude of the field needed to produce a net magnetization value of zero is called the 
coercivity or coercive field. The coercivity of a given material can be directly correlated 
to the magnetic anisotropy value of that material. 
 
1.2.5. Important Properties of Permanent Magnetic Materials 
 Of the basic properties of ferromagnetic materials, high coercivity and high 
remanent magnetization are essential to producing a useful permanent magnetic material. 
In most applications the sole purpose of a permanent magnet is to provide magnetic flux, 
in other words to apply a magnetic field on its surroundings.
1
 The magnitude of the 
magnetic flux that can be applied is directly related to the remanent magnetization of a 
material. Coercivity is essential because it allows a permanent magnet to be subjected to 
applied fields without being demagnetized. Basically, high coercivities allow a permanent 
magnetic material to provide magnetic flux in a broader range of applications. Another 
key parameter for permanent magnets is their thermal properties. The magnetic exchange 
energy, mentioned above, that leads to long range order and ferromagnetism can be 
overcome by thermal energy and leads to a transition from ferromagnetism to 
paramagnetism. The temperature at which this transition occurs is called the Curie 
temperature (Tc). Possession of a high Curie temperature (e.g  > 500 °C) again allows for 
a permanent magnet to be used in a broader range of applications, especially at high 
temperatures. 
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1.3. Nanomagnetism 
 In the Ferromagnetics Section, it was discussed that crystal structure and inter-
atomic distances, play a major role in the observed magnetic properties of a 
ferromagnetic material. At the nanoscale, particle size and shape can have a significant 
impact on magnetic properties, as well.
9
 Magnetic saturation values commonly decrease 
as the particle size decreases. This phenomenon can be attributed to the high surface to 
volume ratio of nanoparticles. The low coordination of the surface atoms in 
ferromagnetic nanoparticles results in a deviation of magnetic properties at the surface, 
when compared to bulk. Also, most ferromagnetic materials (e.g. Fe or Co) are 
susceptible to surface oxidation and a lowering of magnetization.
10
 However, when 
decreasing a ferromagnetic nanoparticles size, coercivity values can be dramatically 
increased, as shown in Figure 1.3.1. 
Figure 1.3.1 (a) The general trend for most ferromagnetic materials of coercivity as 
a function of particle size. (b) The balance of energies at hand in determining the 
formation of single domain or multi-domain ferromagnetic particles. (a) is modified 
from Ref. 8 
 
As shown above, decreasing the particles diameter from 1 μm to 10 nm results in a 100 
fold increase in coercivity. This occurrence can be attributed to the formation of single 
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magnetic domain particles, as opposed to multi-domain particles. As mentioned prior, the 
distance between two adjacent magnetic domains is known as a domain wall. The energy 
required to form a domain wall increases as the particle size decreases. Domain walls 
form to minimize the magnetostatic energy in a particle. The magnitude of this 
magnetostatic energy is a function of the particles volume (r
3
), while exchange energy is 
a function of the particle’s area (r2).8 Hence, below a certain radius the energy to form a 
domain wall is higher than the magnetostatic energy, as is demonstrated in Figure 
1.3.1.(b). It must be pointed out that there is a limit to the increase in coercivity with 
decreasing particle diameter, know as the superparamagnetic limit. As a particles 
diameter decreases, its magnetocrystalline anisotropy also decreases. Below the 
superparamagnetic limit, thermal energy overcomes the magnetic anisotropy and causes 
constant magnetic reversal to occur. 
 Shape also plays a major role in the observed magnetic properties of 
ferromagnetic nanoparticles. The magnetic anisotropy of a spherical particle is based 
almost entirely on its crystal structure. By forming anisotropic particles, an example 
being a long ellipsoid, shape anisotropy can be introduced. Shape anisotropy is a 
lowering of internal demagnetizing fields by growing of a particle along a certain axis. 
This long axis then becomes energetically favorable from a magnetostatic energy 
standpoint, and commonly is the easy axis of magnetization.
4
 The effect of different 
anisotropic shapes and their aspect ratios (ratio between long axis and short axes) can be 
seen in Figure 1.3.2.  
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Figure 1.3.2. (a) The coercivity of various anisotropic particle shapes as a function of 
aspect ratio. (b) A pictorial representation of each anisotropic particle shape. 
Modified from Ref. 11 
 
Shape anisotropy is classified as an interparticle magnetic interaction. However, 
when processing permanent magnets, intraparticle interactions play a significant role in 
the observed magnetic properties of assemblies of permanent magnetic particles. 
11,12
 In a 
processed bulk permanent magnet, each magnetic domain/grain is aligned to deliver the 
maximum coercivity and remanance. This result can be seen in Figure 1.3.3., for the solid 
line with only 1° of misalignment between grains. This alignment of grains lowers 
demagnetizing, intraparticle magnetostatic interactions. However, as is shown in Figure 
1.3.3., increasing the degree of misalignment causes a decrease in coercivity and 
remanent magnetization. Going from a completely aligned assembly to a randomly 
aligned assembly of hard ferromagnetic particles can cause a 40% decrease in coercivity 
and a 50% decrease in remanent magnetization. Hence when dealing with nanomagnets, 
monodisperse particles are a necessity in order to allow for alignment of the individual 
nano-magnetic grains.   
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Figure 1.3.3. Magnetic hysteresis curves for cobalt nanorods as a function of particle 
misalignment. The degree of misalignment is shown in the upper left hand corner. 
Modified from Ref. 11 
 
 
1.4. Current Permanent Magnetic Materials 
A table with the Tc, Ms, MAE and energy products of the permanent magnets used in 
current industrial applications is shown below.
3,7
 
Table 1.4.1. Magnetic properties of current permanent magnet materials. Modified 
from Ref. 3 
Material 
Curie 
Temperature 
(°C) 
Saturation 
Magnetization 
(emu/g) 
Anisotropy 
Constant      
(MJ m
-3
) 
BHmax   
(MGOe) 
AlNiCo 5 937 135 0.68 11 
BaFe12O19 467 48 0.33 5.6 
SmCo5 747 108 17.2 28.9 
Sm2Co17 565 126 4.2 36.75 
Nd2Fe14B 315 161 4.9 64 
Sm2Fe17N3 476 154 8.6 59 
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1.4.1. SmxCoy alloys 
 The starting point for all RE based magnets came with the discovery of YCo5 and 
Y2Co17 first reported by Hoffer and Strnat in 1966.
13
 With this initial discovery, the 
development of SmxCoy based alloys soon followed. SmCo5 crystallizes into a hexagonal 
CaCu5 type structure, which possesses a high magnetic anisotropy constant of              
17.2 MJ m
-3
. This high uniaxial anisotropy results in coercivities as high as 20 kOe. 
SmxCoy alloys possess bulk magnetization values between 100 and 125 emu/g, with 
magnetization being directly proportional to cobalt concentration. BHmax values for 
optimized SmxCoy based magnets fall between 25-35 MGOe. The most attractive feature 
of SmxCoy alloys is their remarkably high Tc values, well above 500 °C. Their high 
BHmax, high Tc, and linear demagnetization curves make SmxCoy alloys attractive for use 
in many applications, such as electric motors. However, the prohibitively high cost of raw 
materials causes SmxCoy alloys to only be used in high temperature applications.
2
  
 The synthesis of SmxCoy alloys is commonly accomplished using either melt 
casting or a calciothermic reduction method.
14-16
 In melt casting, the raw metals are 
melted in an alumina crucible and then chill casted. The heating process is conducted 
under and inert atmosphere (e.g. He or Ar) or under vacuum. In the calciothermal 
process, a mixture of Co and Sm oxides are reduced using calcium as a reducing agent. 
These two methods commonly produce bulk materials, with particle sizes many microns 
in diameter. To produce a fine powder, the particles are pulverized and compacted to 
produce a useable magnet. However, a calciothermal reduction method can be used to 
produce SmxCoy nanoparticles on a lab scale synthesis. By using a sol-gel approach, 
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nanoscale SmCo oxides can be synthesized and then reduced using calcium as a reducing 
agent.
16
 
  
1.4.2. Nd-Fe-B alloys 
After the discovery of the large MAE values intrinsic to SmxCoy based crystal 
phases, the search for a Fe based alloy with similar magnetic properties began, to lower 
the cost of starting materials. However, Fe does not adopt the CaCu5 structure when 
alloyed with Sm, like in SmCo5. Also, due to spin and orbital interactions, Fe and Nd 
show the most favorable magnetic coupling interactions, in contrast to Co which is more 
compatible with Sm. Fe and Nd possess no binary crystal phases that show uniaxial 
magnetic anisotropy. A ternary alloy possessing Nd-Fe-B does possess a tetragonal 
crystal structure with high magnetocrystalline anisotropy.
7
  
 The discovery of the Nd2Fe14B phase was essential in the development of many of 
today’s electronic devices. As shown in Table 1.4.1., Nd2Fe14B possesses the highest 
magnetic saturation values and highest energy product of any permanent magnetic 
material. This allows for magnets to be smaller and more powerful, leading to smaller 
motors and smaller electronic devices. The advent of Nd2Fe14B has led to the 
development of thinner hard disk drives, more compact computer servers, and the 
realization of laptop computers.
1
 Along, with the excellent magnetic properties, being 
composed of mostly iron allows for Nd2Fe14B magnets to be relatively inexpensive when 
compared to cobalt based RE magnets.
2
 However, one inherent problem with Nd2Fe14B 
magnets is that they show poor magnetic properties at high temperatures.  
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 NdFeB magnets are produced in a similar manner to SmCo based alloys. From a 
synthetic standpoint, the very negative reduction potentials needed to reduce Nd or Sm to 
a zero valent state requires either high temperatures or an extremely strong reducing 
agent. The synthesis of Nd2Fe14B nanomaterials has been reported using a two step 
process, similar to that used to produce SmCo nanoparticles. A sol gel approach was used 
to form the oxide nanoparticles, and then a high temperature calciothermal reduction was 
carried out.
17
 Typical energy products for Nd2Fe14B magnets average 45 MGOe at room 
temperature. They possess a higher magnetization than any other currently used 
permanent magnetic material at 160 emu/g. However it must be reiterated that above 
room temperature, the permanent magnetic properties of NdFeB based magnets are 
severely diminished. The average cost of NdFeB based magnets is around $175/kg.
2
   
 
1.4.3. AlNiCo 
 AlNiCo magnets are composed of Fe, Al, Ni, Co, and in some cases Cu. Their 
synthesis and source of coercivity are different than the RE and ferrite magnets. The 
coercivity intrinsic to AlNiCo magnets is a result of shape anisotropy, in contrast to the 
other permanent magnetic materials which possess high magnetocrystalline anisotropy. 
AlNiCo magnets are produced using the spinodal decomposition of a homogenous Fe-Al-
Ni-Co alloy. In short, a mixture of Fe, Ni, Co, and Al are heated to produce the high 
temperature, homogenous α-phase. The homogenous phase is then cooled, typically 
under an applied magnetic field. As it cools, FeCo grains precipitate in an NiAl matrix.
4
 
The magnetic field is used to align the magnetic FeCo grains parallel to each other, and 
minimize demagnetizing interactions.  
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 Magnetizations for alloys of various compositions range from 100 emu/g – 130 
emu/g. Coercivity values are commonly observed around 1000 Oe, with maximum 
energy products around 12 MGOe. The low coercivity values for AlNiCo alloys cause 
them to be useful in only a limited number of applications. Also, many AlNiCo alloys 
possess a non-linear demagnetization curve, making them inefficient for usage in electric 
motors.
1
  
 
1.4.4. Hexaferrites 
 Doped iron oxide based magnets were the first family of permanent magnetic 
materials developed that displayed magnetocrystalline anisotropy as a source of magnetic 
anisotropy.
3
 Ferrite is a generic term for doped iron oxide materials possessing a 
stoichiometry of MxFe3-xO4 (M = various metals). Fe3O4 crystallizes into a cubic spinel 
structure and possesses low magnetic anisotropy. By doping in elements such as Ba, Sr, 
or Pb, the crystal lattice takes on a hexagonal structure. For this reason Ba, Sr, and Pb 
ferrites are commonly referred to as hexaferrites. The hexagonal structure significantly 
increases the magnetocrystalline anisotropy, resulting in a hard ferromagnetic material. 
The magnetizations and Curie Temperatures for Ba, Sr, and Pb hexaferrites are all very 
similar (Ms ≈ 45 emu/g, Tc ≈ 470 ºC). Sr hexaferrite possesses the highest anisotropy 
constant and hence the highest coercivity values.
6,7
  
 Due to low magnetization and relatively low coercivity values when compared to 
rare earth based permanent magnets, hexaferrites have low energy products. Commercial 
grade magnets typically possess energy products around 5 MGOe. This low energy 
product limits the application range for ferrite based magnets. However, ferrites have an 
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extremely low cost when compared to their rare earth counterparts. Sintered hexaferrite 
magnets can cost as low as $10/kg.
2
   
 
1.5. Rare earth free, alternative permanent magnetic materials 
 As was stated in the previous section, the use of lanthanide elements (e.g Sm, Nd, 
and Dy) are economically disadvantageous. However, current rare earth free permanent 
magnets do not possess the magnetic properties necessary for most of today’s 
technological applications. Hence, new alternative rare earth free permanent magnets are 
needed.
3,18
 To limit costs, a new permanent magnet material should be composed of a 
majority of Fe or Mn. 
 One way to alleviate the need for lanthanide elements, is to find crystal structures 
without lanthanides but are isomorphic to current rare earth based permanent magnets. 
This would allow for comparable magnetic properties and remove the need for lanthanide 
elements. One element that has shown promise in replacing lanthanide elements is 
Yttrium (Y). Yttrium is capable of replacing both the Nd in the Nd2Fe14B structure, along 
with the Sm atoms in the SmCo5 structure.
19-21
 However, the substitution of yttrium into 
these structures causes a decrease in both magnetization and uniaxial anisotropy energy.
7
 
Yttrium is not a lanthanide element, but it does possess costs that are comparable to 
samarium and neodymium.
3
 Hence, the slight decrease in cost does not make up for the 
decrease in magnetic properties and makes the development of yttrium based permanent 
magnets unlikely.  
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Table 1.5.1. Magnetic properties of alternative permanent magnetic materials not 
containing rare earth elements. Modified from Ref. 3 and Ref. 7 
 
Material 
Curie 
Temperature    
(°C) 
Saturation 
Magnetization 
(emu/g) 
Anisotropy 
Constant          
(MJ m
-3
) 
MnAl 377 75 1.7 
MnBi 355 72 0.9 
Mn2Ga 497 59 2.35 
Y2Fe14B 317 148 1.1 
Fe16N2 537 230 1.0 
Fe3C 483 150 0.45 
YCo5 714 105 6.5 
  
Manganese based hard ferromagnetic materials have been well known since the 
1960’s. While they can possess high uniaxial anisotropy constants, they commonly suffer 
from low magnetizations and poor thermal properties. Mn2Ga possesses a ferrimagnetic 
structure, however the manganese atoms have a tendency to couple antiferromagntically, 
which negates its permanent magnetic properties.
3
 Mn-Al is an industrially useful 
material as it has good magnetic properties, good machinability, and high mechanical 
strength.
4
 They can be found in watches, sewing machines, and loud speakers. To 
increase the thermally stability of Mn-Al based magnets, small amounts of carbon (e.g. 
5% by weight) is commonly added to stabilize the MnAl structure.
4
 This allows the 
MnAl structure to be stable up to 300 °C.   
 Another interesting Mn based hard ferromagnetic material is MnBi.
3,22-25
 
Magnetizations for MnBi are commonly around 50 emu/g, which is low compared to 
other permanent magnetic materials. However, an interesting aspect of MnBi is that it 
possesses a positive coercivity temperature coefficient up to 265 °C, where most 
permanent magnets show negative temperature coefficients. This causes coercivity values 
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as high as 29 kOe to be achieved at 265 °C. The mechanism for this enhancement of 
coercivities at temperatures above room temperature is due to an increase in the ratio 
between the lattice parameters of the c-axis and a-axis. This causes an increase in the 
uniaxial anisotropy of the MnBi crystal structure and higher coercivity values. Fully 
dense MnBi show a room temperature maximum energy product of 9 MGOe.
22-25
 
 Fe based hard ferromagnetic materials show increased magnetizations over the 
Mn based materials. The two most promising Fe based permanent magnetic materials are 
iron nitrides and iron carbides. Iron selenides with a Fe3Se4 and Fe7Se8 stoichiometry also 
show high coercivities but low magnetization values and poor thermo-magnetic 
properties.
26,27
 The low magnetization values and poor thermal properties of iron selenide 
nanomaterials make them unsuitable for permanent magnet applications.
28
 Fe16N2 is the 
most promising candidate for a new permanent magnetic material due to its high 
magnetization (234 emu/g) and high uniaxial anisotropy constant. While theoretical 
calculations show Fe16N2 to have a high Curie temperature, a recent report has shown 
Fe16N2 to have mediocre thermal stability at the nanoscale.
29
 The source of the interesting 
magnetic properties associated with Fe16N2 can be attributed to the body centered 
tetragonal crystal structure that it adopts. The N atoms fill octahedral sites and form an 
interstitial compound with iron clusters. Then due to hybridization between the valence 
p-orbitals of the N and d-orbitals of the Fe, a redistribution of electron spins causes 
increased ferromagnetic coupling. This helps to account for the high magnetizations 
reported for Fe16N2 with a tetragonal crystal structure.
30
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Figure 1.5.1. Crystal structure of orthorhombic Fe3C. (Feg=general, Fes=special) 
Modified from Ref. 32 
 
 Iron carbides also convert to various structures based on the ratio of carbon to 
iron, similar to the iron nitrides and selenides. Among the various structures, Fe3C has 
been the most widely studied for its magnetic properties. Fe3C is commonly referred to as 
cementite, and adopts an orthorhombic crystal structure. The orthorhombic Fe3C structure 
can be visualized as twinned HCP unit cells with carbon atoms filling interstitial sites.
31
 
The Fe3C unit cell contains 12 Fe atoms and 4 C atoms, with the iron atoms occupying 
two different positions. 8 Fe atoms fill “general” positions (Fe(g))  and 4 Fe atoms take 
on “special” positions (Fe(s)). Both the Fe(g) and Fe(s) atoms are 14 coordinated. 
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However, Fe(g) atoms are coordinated to 3 C atoms and Fe(s) atoms are coordinated to 2 
C atoms.
32
 
 Even though Fe3C is calculated to possess a high magnetic anisotropy energy, 
reported coercivity values are much lower than the theoretical coercive field.
333
 The 
theoretical coercivity value for Fe3C is 1150 Oe, but the highest reported value is only 
700 Oe.
33
 However, Co3C possesses the same orthorhombic structure as Fe3C, and shows 
coercivity values more than 4 times greater than Fe3C when in the form of nanoparticles. 
In the next section, a review of the magnetic properties and synthetic approaches for 
making Co3C and other transition metal carbides on the nanoscale will be presented. 
 
1.6. Solution synthesis of endothermic 3d carbides 
 Iron, cobalt, and nickel all form endothermic carbide phases.
34-36
 Iron forms five 
different intermetallic carbide phases, which have all been widely observed during the 
production of various steels.
37
 However when at the nanoscale, the most commonly 
reported solution synthesized phase of FexC is Fe5C2, not Fe3C.
52,54
 Nickel has only one 
stable carbide phase in the form of rhombohedral Ni3C. Many reports exist for the 
solution synthesis of Ni3C nanoparticles.
38-42
 CoxC has two stable phases, Co3C and 
Co2C. While the solution synthesis of CoxC phases has only recently been published, 
literature reports are becoming more prevalent.
43-46
 
 The first report for the synthesis of CoxC nanomaterials was published by Harris 
et.al. in 2010.
45
 The synthetic procedure used tetraethylene glycol (4-EG) as a reaction 
solvent and cobalt acetate tetrahydrate as the cobalt precursor. Also, NaOH, samarium 
acetate hydrate, and polyvinylpyrrolidone (PVP) were added to the reaction system. The 
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reactants were dissolved in the 4-EG and heated to the boiling point of the reaction 
solution under distillation conditions and inert gas atmosphere (N2 or Ar) for 2 hours. 
This synthetic protocol resulted in the formation of both Co2C and Co3C crystal phases. 
The synthesized particles formed primary particles that had acicular morphologies, but 
agglomerated into spherical secondary particles between 200-300 nm on average. 
Magnetizations of 70 emu/g and coercivities up to 3.1 kOe were reported for the as 
synthesized CoxC particles, showing their hard ferromagnetic properties.  
 In a follow up report, Zhang et. al. used a similar synthetic protocol but varied the 
amount of PVP used.
47
 PVP, a commonly used surfactant, caused a decrease in particle 
diameters with increasing PVP concentration.
48,49
 However, the synthesis of 
monodisperse CoxC particles was not achieved. Again the particles were composed of 
both Co2C and Co3C phases. Magnetization values of 31 emu/g and coercivities of 3.1 
kOe were recorded at room temperature. One important observation in the report by 
Zhang et. al. was that coercivity values increased with decreasing particle diameters. This 
trend is commonly observed for single crystal ferromagnetic particles, but the observation 
in polycrystalline particles points towards demagnetizing interactions being prevalent in 
the larger CoxC particles.
8
 
 Recently, a two step process for the synthesis of Co2C nanorods was reported.
50
 
HCP-Co nanorods were synthesized in a similar manner to that described in the Polyol 
Process Section (1.7). Ibrahim et. al. synthesized HCP-nanorods, then solvent annealed 
the nanorods in mixtures of 1-octadecene and oleylamine at 300 °C. With increasing 
annealing times, an increased amount of Co2C was formed due to carbon atom 
intercalation. At four hours, pure phase Co2C was formed. At shorter annealing times, a 
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thick carbon coating was observed in TEM images of the cobalt nanorods. After 
intercalation of carbon atoms and formation of the Co2C phase, the particles transformed 
from nanorods to agglomerations of smaller carbon coated spheres. Another interesting 
aspect of this report was an investigation into the ability of 1-octadecene and oleylamine 
as carbon sources on their own. 1-octadecene showed a lower ratio of D to G bands in 
collected Raman spectra, showing 1-octadecene to form a higher ordered carbon shell 
when compared to studies using oleylamine. While this is the first case of showing 
octadecene and oleylamine to be capable of forming CoxC phases, many reports exist for 
the synthesis of Ni3C in this solvent mixture.   
 Schaeffer et. al. probed the formation kinetics of Ni3C, using nickel 2,4 
pentanedionate in a 50:50 mixture of 1-octadecene and oleylamine.
51
 Ni3C particles were 
formed at 215 °C after a one hour reaction time. At short reaction times, lattice spacings 
consistent with an HCP-Ni phase were observed. This report demonstrated that prolonged 
reaction times are necessary for carbide phases to form. Another common observance in 
literature is the effect of reaction temperature on nickel phase formed. 
 Goto et. al. utilized nickel 2,4 pentanedionate with oleylamine as a solvent to 
investigate the temperature dependence on nickel crystal phase formed.
41
 At 30 minute 
reaction times, a minimum temperature of 280 °C was necessary to form Ni3C.  However, 
only at 300 °C and 320 °C was Ni3C the majority phase formed. In this report a time 
study was also conducted by increasing reaction times at 240 °C to 180 min. While no 
Ni3C phase was seen at a 30 minute reaction time, at 180 minutes XRD peaks for Ni3C 
could be observed. This report further substantiates the kinetic aspect of endothermic 
carbide formation. 
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 Mourdikoudis et. al. investigated the temperature dependence of FCC-Ni and 
Ni3C formation in various long chained alkylamines and surfactants.
52
 At temperatures 
below 255 °C, mixtures of FCC-Ni and Ni3C were formed. In this report, nickel acetate 
tetrahydrate was used as the nickel precursor salt. Chen et. al. reported the formation of 
Ni3C using nickel formate as a nickel precursor, in a mixture of oleylamine and oleic 
acid.
38
 While a majority of reports use long chained alkylamines as a reaction solvent, 
there are reports of using polyethylene glycols to form Ni3C, similar to reports of solution 
synthesized CoxC particles.
53
  
 The last 3d endothermic carbide that is commonly solution synthesized is iron 
carbide. As mentioned previously, iron has five stable carbide intermetallic allotropes. 
However, the most common phases observed are Fe5C2 and Fe3C.
 52,54
 Fe3C has two 
stable allotropes with the 3:1 iron to carbon stoichiometry, but in most reports the 
orthorhombic phase, referred to as cementite is commonly observed. Cementite is 
isomorphous to Co3C and is predicted to possess hard ferromagnetic properties.
3,7
 While 
the synthesis of Fe
0
 based nanoparticles like FexC structures are highly sought after, the 
successful synthesis of FexC nanoparticles is far less reported when compared to Ni3C 
and CoxC. This is due to the much higher reduction potential to convert Fe
2+
 to Fe
0
, when 
compared to the same electrochemical process for Co and Ni. To overcome this obstacle, 
many reports use Fe(CO)5 as their iron precursor.
54
 In the Fe(CO)5 complex, the iron 
atom maintains a zero oxidation state as a result of pi-back bonding from the carbonyl 
ligands. Hence a simple thermal decomposition of Fe(CO)5 can be used to form Fe
0
 
phases.  
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 Yang et. al. used Fe(CO)5 with octadecylamine as a solvent to synthesize Fe5C2 
particles at 350 °C.
55
 In this report, two requisite synthetic conditions were identified. 
First, a temperature in excess of 325 °C was necessary to form the iron carbide phase. For 
reactions ran under 325 °C, only metallic iron with a body centered cubic structure was 
identified through XRD analysis. The second key synthetic parameter was the inclusion 
of cetyltriammonium bromide (CTAB) into the reaction mixture. In the absence of 
CTAB, a poorly crystalline product was observed through XRD analysis. X-Ray 
photoelectron spectroscopy was used to identify the amorphous product to most likely be 
Fe3O4. CTAB is commonly used as an ionic surfactant to control the size and shape of 
growing nanoparticles.
48
 However, reports do suggest that the presence of a halogen can 
slow the decomposition rate of Fe(CO)5, which could help lead to better crystallinity and 
the formation of the Fe5C2 nanoparticles.
56
 
 In a similar report, Meffre et. al. used Fe(CO)5 with hexadecylamine and a 
halogen containing surfactant to form Fe5C2 nanoparticles.
57
 First, Fe(0) seeds were 
formed using {Fe[N(SiMe3)2]2}2 as an iron precursor with hexadecylamine and 
hexadecylamine HCl in mestylene.
58
 Then Fe(CO)5 was added to the preformed Fe(0) 
seeds measuring 9.6 nm on average. The reaction was then charged with 3 bar of H2 and 
allowed to react at 150 °C for 24 hours. Along with the Fe5C2 phase, a Fe2.2C phase was 
also identified through XRD and Mossbauer spectroscopy. Magnetic property analysis 
showed the pure iron carbide particles to possess high magnetization values (132 emu/g) 
but low coercivity values (233 Oe). The low coercivity led to low effective anisotropy 
values, which is attributed to a poorly crystallized surface resulting in low surface 
magnetic anisotropy values.
57
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 In previous work done in Dr. Carpenter’s lab, Shultz et. al. was able to synthesize 
Fe3C nanoparticles using Fe(CO)5 in a refluxing trioctylphosphine solution.
59
 The formed 
Fe3C particles were then coated with a gold surface layer in order to increase oxidation 
resistance. This synthetic technique resulted in particles with diameters between 2-4 nm. 
This small particle size caused the Fe3C nanoparticles to display superparamagnetism at 
room temperature.     
 The last solution based synthetic technique commonly used for the synthesis of 
FexC based nanoparticles is laser ablation.
60
 In this technique, a bulk iron plate is ablated 
with nanosecond pulses from a laser source. The ablation process is commonly carried 
out in organic solvents to form a colloidal solution of iron nanoparticles. Amendola et.al. 
surveyed the effect of various organic solvents on the phase produced resulting from laser 
ablation of iron.
60
 Of the solvents tested, ethanol was the only solvent that produced iron 
carbide particles. The synthesized nanoparticles possessed a Fe3C crystal structure, but 
BCC-Fe and Fe3O4 phases were also present.  In this study no magnetic property 
characterization was reported. 
 The above section shows that endothermic carbides can be solution synthesized in 
many different solvents and at various temperatures. However, there are many common 
reaction conditions, independent of whether Ni3C, CoxC, or FexC is the targeted product. 
With the exception of laser ablation, a long chained alkylamine or high boiling point 
polyethylene glycol was used as a solvent. These solvents are a necessity as a reducing 
agent, as well as allowing for high enough temperatures for the carbide formation to 
occur. Almost all reports showed that a temperature in excess of 250 °C was necessary to 
form the endothermic carbide phase. In the report by Meffre et. al. a reaction temperature 
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of 150 °C was used, but this technique used pre-synthesized Fe(0) seeds and needed 24 
hours to reach completion.
57
   
    
1.7. Polyol Process 
 The solution synthesis of CoxC particles is accomplished using the synthetic 
technique known as the Polyol Process. This technique was first reported by Fievet et. al. 
in 1988. In this report, it was demonstrated that Co
2+
, Ni
2+
, and Cu
2+
 in their hydroxide, 
oxide, or acetate forms could be reduced in ethylene or diethylene glycol.
61
 With 
reduction, the glycol then acts as a capping agent to allow for nucleation and growth of 
microparticles. Since this initially discovery, the polyol process has been extended to the 
synthesis of other transition metals, such as Fe, Ru, Pd, Pt, and Ag.
62,63
 While the polyol 
process shows significant versatility in the metal species that can be used, from this point 
forward I will choose to focus mainly on polyol synthesized cobalt particles. 
 The polyol process gets its name because it uses polyhydric alcohols (polyol) as a 
solvent, reducing and capping agent. Common polyols used are ethylene and 
polyethylene glycols, as well as 1,2 diols. In a typical synthesis, a metal precursor is 
dissolved and stirred in a chosen polyol. The reaction solution is then heated to the 
boiling point of the given polyol. At these elevated temperatures, reduction and 
nucleation of the metal particles occurs. Commonly to induce reduction, a strong base 
such as NaOH is added to the reaction mixture.
61
  
 The addition of a strong base has multiple effects on the reaction system. One 
effect is the deprotonation of the polyol by the strong base.  This deprotonation leads to 
the basic form of the glycol, with increased electron donating character and the ability to 
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better stabilize the growing metal particles. Also, it has been shown that a metal polyol 
complex forms through ligand exchange of the metal precursor with the solvent 
molecules.
64
 The rate of ligand exchange is largely increased under basic conditions. 
Another effect that the addition of a strong base has is a change in the oxidative stability 
of the glycol.
65
 Ethylene and polyethylene glycols show higher rates of electro and 
thermo-oxidation under basic conditions.
66
 While the effect of base in the polyol system 
is well known, a complete elucidation of the reaction mechanism has yet to be uncovered. 
However, many intermediates have been identified and contribute to a better 
understanding of the Polyol Process.
67
 
 Poul et al. showed that hydroxide cobalt acetate complexes can be precipitated in 
ethlylene and diethylene glycol at 60 °C.
67
 The hydroxide cobalt acetates while being 
crystalline, showed diffraction patterns typical of lamellar compounds with turbostatic 
disorder. Larcher et. al. demonstrated that by increasing reaction temperatures to 160 °C, 
cobalt alkoxide complexes could be formed.
68
 Polyols such as ethylene glycol, glycerol, 
propanediol, and butanediol can all be used to precipitate cobalt alkoxide complexes. At 
temperatures above 160 °C, reduction of the Co
2+
 ions would occur, showing these cobalt 
alkoxide complexes to be key intermediates in polyol synthesis of metallic cobalt 
particles.
68
 
 Recently in our lab group, Dr. Kyler J. Carroll was able to isolate a copper-polyol 
complex.
64
 By isolating a single crystal of the copper-polyol complex, the discrete crystal 
structure could be elucidated. The anionic moiety consists of a bis-ethylene glycolate 
Cu
2+
 dianion, with two ethylene glycolate molecules chelating a copper ion. The copper-
ethylene glycol anion was stabilized by a cationic sodium ion-ethylene glycol cluster. 
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The structure for the copper-sodium-ethylene glycol complex is shown below, in Figure 
1.7.1. In a follow up report, Carroll et. al. showed that nickel also formed a glycol 
containing complex, when heating at reflux in the absence of a strong base.
69
 However, 
when adding NaOH to the reaction solution, Cu
0
 and Ni
0
 particles could be synthesized in 
ethylene and polyethylene glycols. The size and shape of the synthesized Cu
0
 and Ni
0
 
showed to be dependent on the different glycols used.
69
 This report again showed the 
necessity of a strong base to facilitate reduction and nucleation of metallic particles when 
using a polyol mediated reduction process. 
 
Figure 1.7.1. Isolated copper glycol intermediate from the reaction of copper 
chloride, sodium hydroxide and ethylene glycol Modified from Ref. 55. 
 
 To better understand the thermodynamic aspect of the polyol process, Larcher et. 
al. calculated the Gibbs Free Energy of reduction (ΔGred) for various metal oxides and 
hydroxides.
70
 To perform these calculations, many assumptions had to be used. It was 
assumed that reactions took place at the boiling point of the chosen alcohol. Also, it was 
assumed that the polyol was completely oxidized to CO2 and H2O. Using this approach, it 
was shown that Co(II)O possessed a negative ΔGred, in both ethylene glycol and glycerol. 
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However, one glaring omission was that no kinetic assessment of the reduction process 
was undertaken, causing poor agreement with experimental results for polyol synthesized 
Ru, Cd, and Sb particles. Also, it has been shown in other reports that acetaldehyde is a 
commonly detected oxidation product of the polyol process.
71
  
 Joseyphus et. al. used 2,4 dinitrophenyl hydrazine as an indicator for the presence 
of low boiling point carbonyl containing compounds formed during the polyol synthesis 
of Co particles.
71
 This method has also been employed for the polyol synthesis of Ag 
nanoparticles, whereby a direct correlation between the amount of glycoldehyde detected 
and yield of metallic Ag particles was observed.
72
 Joseyphus et. al. also probed the 
reducing ability of ethylene glycol from literature reports. It was determined that in the 
absence of base, ethylene glycol has an oxidation potential of -0.403 V. When adding a 
base the oxidation potential becomes more negative at -0.447 V.
71
 Hence, the reducing 
ability of polyols are capable of reducing Co
2+
 to Co
0
 which only requires a potential of -
0.29 V.
73
 However, adding base can cause significant differences in the size and phase of 
polyol synthesized cobalt particles. 
 Cobalt crystallizes into two stable crystal structures: hexagonal close packed 
(HCP) and face centered cubic (FCC).
74
 The HCP polymorph is the low temperature 
structure of  bulk cobalt, with a martensitic transition to the FCC phase being observed at 
around 400 °C.
75
 On the nanoscale both crystal phases are commonly observed, due a 
low energy difference between the two Co polymorphs.
76
 Theoretical and experimental 
studies have shown HCP to be the stable crystal structure for particles above 40 nm in 
diameter. Between 40 nm and 20 nm, particles possessed a twinned HCP and FCC 
structure. Particles below 20 nm in diameter formed with the FCC structure.
77
 When 
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using the polyol process, it is commonly observed that the addition of a strong base can 
be used to control the ratio of HCP and FCC structures formed. 
 Hinotsu et. al. showed that the addition of a strong base can be used to limit 
growth, whereby micron sized particles were formed in the absence of a strong base, but 
nanoparticles were formed in the presence of NaOH.
78
 With increasing amounts of NaOH 
a higher ratio of FCC phase was also observed in collected XRD scans. Chakrourne et. al. 
successfully synthesized pure phase HCP-Co particles using 1,2 propanediol as solvent, 
in the absence of base.
76
 However to induce nucleation, a nucleating agent (RuCl3) was 
employed. Again with increasing base concentration, an increase in the amount of FCC-
Co phase was observed.
76
 For the pure phase HCP-Co particles, coercivity values over 1 
kOe were recorded. 
 
Figure 1.7.2. XRD scans for cobalt particles synthesized in 1,2 propanediol at 
varying base concentrations. Modified from Ref. 76 
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 While FCC-Co shows low magnetic anisotropy values due to its highly symmetric 
structure, HCP-Co has been calculated to have MAE values around 0.6 MJ/m
3
. 
33
 These 
high magnetic anisotropy values lead to coercivities as high as 5 kOe at room 
temperature. However, polyol synthesized HCP-Co particles commonly form 
agglomerations with demagnetizing interparticle interactions, resulting in low coercivity 
values.
76
 Soumare et. al. showed that by using 1,2 butanediol as the reaction solvent and 
cobalt laurate as the metal precursor salt, monodisperse HCP nanorods could be 
synthesized.
79,80
 The HCP-Co nanorods possessed anisotropic growth along planes 
parallel to the c-axis of the HCP structure. By aligning the monodisperse HCP nanorods, 
coercivities as high as 5.6 kOe were recorded.
79
  
 
Figure 1.7.3. TEM images showing the effect of chain length on particle morphology 
when using cobalt alkylcarboxylate precursors. Modified from Ref. 79 
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This report demonstrated that both base concentration and the cobalt precursor 
can have significant effects on the phase and shape of the Co particles produced when 
using the polyol process.
79,80
 While all of the reports listed in this section can be used to 
help gather a better understanding of polyol synthesized CoxC particles, very few 
literature reports have investigated the differences that cause the formation of CoxC 
phases when compared to metallic Co phases.  
 
1.8. Synthesis of ferromagnetic particles in monohydric alcohols 
 In the previous two sections, it is shown that polyhydric alcohols and long 
chained alkylamines are the solvents commonly employed for the synthesis of 
ferromagnetic nanoparticles. However, the synthesis of ferromagnetic particles using 
monohydric alcohols as a solvent and reducing agent has been reported. The use of short 
chained monohydric alcohols is advantageous from an economic and environmental 
standpoint. Short chained monohydric alcohols, like ethanol, have boiling points much 
lower than the polyhydric alcohols commonly used during the polyol synthesis of 
magnetic nanoparticles. To overcome this low boiling point, reactions are conducted at 
high pressures or for extended reaction times. 
 At ambient pressures, 2-octanol has been shown to be able to reduce and form 
ferromagnetic nickel particles.
81
 Reactions were run for 4 hours at 180 °C to achieve pure 
phase FCC-Ni particles. However, at reaction times below 2 hours only a green 
precipitate was formed. The green precipitate was hypothesized to be similar to a metal 
oxyacetate layered structure that was reported in previous work. While 2-octanol was 
shown to be an efficient solvent and reducing agent for the synthesis of Ni particles, the 
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particles showed diameters above 200 nm. Ni particles below 100 nm were only 
synthesized when oleylamine was added to the 2-octanol. To speed up kinetics, NaOH 
was added to the 2-octanol and allowed for the formation of ferromagnetic particles at 
reaction times under 1 hour. This is commensurate with the effect of a strong base 
commonly observed when using the polyol process. However, the addition of NaOH 
caused the presence of nickel oxide impurities for all reaction times.
81
 
 By using a closed system and increasing the reaction pressures, ethanol and 
methanol can be used as a solvent and reducing agent. In order to form highly crystalline, 
pure phase FCC-Ni particles reaction temperatures in excess of 400 °C are required.
82
 At 
reaction temperatures below 350 °C, nickel hydroxide impurities are observed during 
XRD analysis.  Crystal grain sizes were on the order of 30 nm, while particle sizes were 
larger than 50 nm in diameter. This shows that polycrystalline particles were the majority 
product formed. 
 Cobalt can also be reduced in methanol, again at 400 °C and 300 bar.
83
 Using 
cobalt nitrate as a precursor, a cobalt methoxynitrate is the first intermediate to be 
identified. This intermediate then forms CoO at temperatures between 300 °C and 400 
°C. Once at 400 °C, the CoO transitions to pure FCC-Co in 15 minutes.
83
 Another 
investigation carried out during this report was the addition of oleic acid to the methanol, 
in attempts to better control particle size. The addition of oleic acid did result in the 
formation of smaller primary particles with a tighter size distribution. However, the 
particles were observed to heavily agglomerate and form agglomerates above 100 nm in 
diameter.
83
 Reported magnetic properties were extremely high (actually 50% higher than 
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the theoretical maximum magnetization for FCC-Co). These high magnetization values 
do point towards very little presence of an amorphous CoO impurity. 
 Lastly, the synthesis of iron oxide based nanoparticles in supercritical ethanol has 
recently been reported.
84
 The iron oxide particles were synthesized in a flow reactor at 
260 °C with a reaction time of 90 seconds. Oleic acid and oleylamine were added to the 
ethanol to act as surfactants, which led to particles with average diameters of 5.5 nm ± 
1.5 nm. The crystal phases produced were Fe3O4 and MnFe2O4 with a cubic spinel 
structure. However, no metallic phases of Fe or Mn were identified in XRD analysis.
84
 
Due to the small particle size, the magnetic particles displayed superparamagnetic 
character at room temperature.  
    The reports in this section show that monohydric alcohols are capable of serving 
as a solvent and reducing agent for the synthesis of Ni and Co particles. Using long 
chained monohydric alcohols can allow for the reaction to occur at atmospheric 
pressures.
81
 However, using short chained alcohols, like methanol or ethanol, requires 
high pressures and supercritical conditions.
77-79
 Also, the use of a flow reactor system 
with monohydric alcohols can allow for a rapid, low cost synthesis of magnetic 
nanoparticles.  
   
1.9. Summary of Objectives 
 The overall goal of this dissertation work is to enhance the magnetic properties of 
cobalt carbide based ferromagnetic materials. Cobalt carbide was chosen as the target 
magnetic material due to its hard ferromagnetic properties and lack of rare earth 
elements. The enhancement in magnetic properties will be attempted by developing a 
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more encompassing understanding of the magnetic properties and important synthetic 
parameters of the Co3C and Co2C phases.  Some key objectives of this dissertation work 
are: 
1. Investigate the synthesis of pure phase Co2C and Co3C nanoparticles using 
tetraethylene glycol as a reaction solvent. With the synthesis of pure phase Co2C 
and Co3C: the thermal stability, particle morphology, and magnetic properties, 
both experimental and theoretical, will be investigated. 
2. Develop a synthetic strategy capable of producing CoxC particles with high aspect 
ratio morphologies by employing the use of surfactants, alternate solvents, and 
various cobalt precursors. 
3. Study the underlying chemical mechanisms involved in the formation of CoxC 
phases. The formation of NixC and FexC phases will also be studied in order to 
compare to the CoxC system. 
4. Develop a synthetic strategy for the solution synthesis of CoxC based particles 
using alternative, low cost solvents like short chained primary alcohols. 
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Chapter 2. Characterization Techniques 
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2.1 Introduction 
 The characterization of nanomaterials is an essential aspect in the synthesis and 
discovery of new nanomaterials. For nanomaterials, surface effects are a guiding force 
leading to their interesting properties. The surface effects can be controlled by crystal 
phase, particle size, particle shape, and surface ligands.
85
 Nanomaterials can also exhibit 
many novel physical properties (e.g. magnetic and optical); the physical properties of 
nanomaterials are dependent on crystal structure, size and shape, too.
85
 Hence, 
nanomaterials characterization commonly employs a multitude of analysis techniques. 
This chapter is dedicated to outlining the characterization techniques used in this research 
work.  
Table 2.1.1 Characterization Techniques used in this dissertation work 
Basic Technique Advanced Techniques Application 
X-Ray Diffraction 
(XRD) 
Elevated Temperature XRD, 
Scherrer Analysis, Rietveld 
Analysis 
Crystal phase identification, 
crystal size, phase stability, unit 
cell parameters 
Vibrating Sample 
Magnetometry (VSM) 
Henkel Plot, Magnetization 
versus Temperature 
Magnetic properties analysis, 
magnetic interactions, magnetic 
stability 
Transmission Electron 
Microscopy (TEM) 
Electron Diffraction,  Dark 
Field Imaging, Electron 
Energy Loss Spectroscopy 
Particle size and shape, crystal 
structure of individual particles, 
elemental mapping 
Thermogravimetric 
Analysis (TGA) 
FT-IR detection 
Analysis of thermal stability and 
associated changes in mass 
Fourier Transform 
Infrared Spectroscopy 
(FT-IR) 
Analysis of evolved gases 
from TGA 
Analysis of functional groups in 
reaction solvent or on 
functionalized nanomaterials 
Differential Scanning 
Calorimetry (DSC) 
- 
Analysis of thermal stability and  
energetic nature of thermal events 
Raman Spectroscopy - 
Identification of carbon species 
and oxide species in synthesized 
particles 
X-Ray Photoelectron 
Spectroscopy (XPS) 
Angle Resolved XPS 
Analysis of chemical environment 
of surface species 
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2.2. X-Ray Diffraction (XRD) 
 XRD is an analytical technique used to analyze the crystalline nature of a solid 
material. It is an extremely popular and useful tool, in that it is a relatively fast and is 
non-destructive to the material being tested.  XRD utilizes the coherent scattering of X-
Rays arising due to interaction of the light wave with the crystalline structure of a given 
material. In a typical experiment, a sample is irradiated by X-Rays at various angles. At 
certain angles, constructive interference occurs, which obeys Bragg’s Law: 
 sin2 )(hkldn   
where n is an integer value, λ is the wavelength of the incident X-Rays, d is the 
interplanar spacing between adjacent crystal planes, and θ is the angle at which 
constructive interference occurs. The most common X-Ray source is a Cu Kα source, 
which emits a wavelength of 1.5418 Å. This wavelength is an average between the Cu 
Kα1 ad Cu Kα2 emission lines. X-Rays penetration depths are on the order of hundreds of 
nanometers for most materials, making XRD a bulk analysis technique.    
 As mentioned above, in a typical experiment a sample is irradiated with X-Rays 
over a range of angles. At angles where Bragg’s Law is satisfied, constructive 
interference occurs. The constructive interference results in the detection of increased 
signal and the formation of a peak on the collected diffractogram. A schematic for Bragg 
diffraction is shown in Figure 2.2.1. In a basic analysis, collected diffractograms are 
compared to known standards. The most extensive database of XRD standards is 
maintained by the International Centre for Diffraction Data (ICDD).
86
 For advanced 
analysis, peak position, peak width, and peak intensity can be used to determine the 
lattice parameters, crystal size, and crystal shape for a given material.    
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Figure 2.1 Schematic of Bragg Diffraction 
 
2.2.1 Peak Width – Scherrer Analysis 
 Theoretically, a perfect crystal should have a constant interplanar spacing and 
should only diffract at a single angle for a given plane. Therefore each peak as a result of 
Bragg diffraction should have a peak width of zero. Experimentally, this is not the case. 
Instrumental broadening is one cause of peak broadening in XRD. This can be corrected 
for by measuring the peak broadening of a highly crystalline sample, and then subtracting 
that peak width from your sample’s peak width. However for nanomaterials, size effects 
can lead to a major source of peak broadening. Peak width shares an inverse relationship 
to a crystal’s size. This means that as a crystals size decreases, the observed peaks of that 
crystal structure get broader. Hence, from observed peak widths the crystal size of an 
analyzed material can be determined by applying the Scherrer Formula
87
: 
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

cosFWHM
K
size 
 
where λ is the wavelength of the incident X-Rays, FWHM is the full width at half 
maximum intensity for a given diffraction peak, θ is the angle corresponding to 
diffraction, and K is the Scherrer constant. The Scherrer constant usually falls between 
1.0 and 0.9, and is dependent on the given crystal structure.  
 The Scherrer formula is an indispensible tool for the XRD analysis of crystalline 
nanomaterials. However, it does have pitfalls. XRD analysis in itself is biased towards 
the crystalline components with the highest crystallinity. Samples with non-uniform 
interplanar spacing (amorphous) produce wide peaks with low intensity; Low intensity 
peaks have little effect on the FWHM. This causes the FWHM to be highly dependent on 
the components of highest crystallinity, and results in the calculated grain sizes to be 
biased towards the largest crystals.
88
  
 
2.2.2 Reitveld Refinement 
 As was mentioned in the XRD introduction section, the basic analysis of XRD 
data is matching against the patterns of known standards from the ICDD database. 
However this approach is very qualitative in nature. While the ICDD database is quite 
extensive, it does not encompass all materials. Also, for quantitative results the Reference 
Intensity Ratio (RIR) for each crystal phase to be quantified needs to be known. The RIR 
is basically a sensitivity factor that is used to standardize the intensity of crystal structures 
with various crystal symmetries and hence different refractive indexes. 
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 A more complex quantification method is known as Rietveld Refinement.
89
 In this 
technique, the phase parameters (e.g. space group, lattice parameters, atomic positions) 
are used to model the phases present. The phase parameters used in the presented work 
were collected from the Pearson Handbook of Lattice Spacings.
90
 Once modeled, a 
computer program can be used to fit the modeled data to data being analyzed. The 
computer program used for Rieveld Refinement was X’Pert Highscore Plus. Since the 
phase can be refined to match collected data, it is a more accurate method of 
quantification when compared with peak matching to known standards. Also, changes to 
lattice parameters and atomic positions can be revealed when using Rietveld Refinement.  
  
2.2.3 Elevated Temperature XRD 
 Another advanced XRD technique that was used in this research work, is the 
collection of XRD patterns above ambient temperature. Most XRD experiments are 
conducted at room temperature. However, with the use of the Anton Paar HTK1200N 
high temperature camera, scans can be collected at temperatures from 25 °C to 1200 °C. 
The HTK1200N can be run under an ambient or inert atmosphere (e.g. N2). The 
HTK1200N comes equipped with an Anton Paar TCU1000 temperature control unit and 
Anton Paar Stage Mover software. The Stage Mover Software is essential in order to 
maintain a consistent sample height by accommodating thermal expansion from the 
sample and sample holder. In a typical sample height adjustment, the incident x-ray 
source and detector is taken to a θ and 2θ angle of zero. This means that the x-ray beam is 
being emitted directly into the detector. The sample and sample holder at this point are 
lowered, so as not to obstruct the direct beam. A measurement is then taken to quantify 
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the number of photons detected for the direct beam per second. The sample and sample 
holder are then raised to bisect the direct beam; this is accomplished by raising the 
sample and sample holder until the photons/s are cut in half in relation to the initial 
measurement. This protocol is then repeated at each temperature that a scan is collected.  
 
2.3 Vibrating Sample Magnetometer (VSM) 
 The VSM is an analysis tool used to measure the magnetic properties of powders 
and thin films. A schematic of the basic setup for a VSM is shown below in Figure 2.3.1. 
In a typical VSM measurement, a magnetic sample is placed between two 
electromagnets. The sample is then vibrated at a constant frequency and amplitude. A 
uniform magnetic field is then applied perpendicular to the axis of vibration. The 
application of a magnetic field to the magnetic sample causes the sample to magnetize 
and permeate magnetic flux on its surroundings. This magnetic flux causes Faraday 
Induction to occur, and generates an electric potential. The amplitude of electric potential 
is then measured by pick up coils located next to the vibrating sample. The amplitude of 
electric potential generated is directly proportional to the magnetic moment of the 
sample.  
The two most common experiments that are conducted on a VSM are the 
measurement of magnetization as a function of applied magnetic field (M(H)) or as a 
function of temperature (M(T)). The measurement of magnetization as a function of 
applied field can be used to determine the type of magnetic material, as well as its global 
magnetic properties at a given temperature.
7
 Magnetization versus temperature plots can 
give insight into magnetic transitions, magnetic interactions, and the temperature 
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dependency of these events.
91
 However, a very important aspect of nanomagnetism is the 
particle-particle interactions. Since the particle diameters are on the order of the magnetic 
exchange length for a given material, the particle-particle interactions in nanoparticles is 
enhanced when compared to bulk materials. To accurately measure these particle-particle 
interactions, more complex VSM measurements are required. 
 
 
Figure 2.3.1 Basic setup for VSM instruments 
 
2.3.1. Isothermal Remanent Magnetization Curve (IRM)  
 Magnetic interactions are highest when a material is magnetized. Hence, the 
initial magnetization process can reveal interesting insights into the magnetic properties 
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of a given material, before magnetic interactions occur. Once magnetized, an exchange 
coupled system, possessing multiple magnetic phases, will behave as a single magnetic 
phase. However, during the initial magnetization process it is possible to observe the 
magnetization process of the individual phases, due to diminished interaction/exchange 
coupling. To investigate the initial magnetization process, a protocol known as an IRM 
plot can be used.
92
 A schematic for the experimental setup for an IRM plot can be seen in 
Figure 2.3.2.  
 
Figure 2.3.2.  Experimental protocol for the collection of IRM plot 
 
In an IRM experiment, the magnetization is first measured under zero field. Next a small 
magnetic field is applied, and then removed. A measurement is then taken at zero field, to 
measure the magnetization retained after the application of a small magnetic field. Next a 
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stronger magnetic field is applied and then removed. Magnetization is again collected in 
the absence of a magnetic field. This cycle is repeated until the remanent magnetization 
saturates, or stops increasing with the application of increasing magnetic fields.
92
 
Commonly, the increase in magnetic field is of a common interval. 
 
2.3.2 Direct Current Demagnetization Curve (DCD) 
 
Figure 2.3.3.  Experimental protocol for the collection of DCD plot 
 
A DCD curve is an opposite, yet complimentary technique to the IRM curve. A 
DCD curved is designed to investigate the demagnetization process. In a M(H) curve, the 
coercivity value is an average of each independent particle’s coercivity. A DCD curve is 
capable of revealing the coercivity distributions of a magnetic particle system, and can 
  
 
 
47 
reveal the demagnetization behavior of various phases in a composite system. The DCD 
experimental protocol is very similar to an IRM protocol, except for the first step. 
Initially, a large magnetic field is applied to magnetize the sample. The field is then 
removed and a measurement is taken in the absence of an applied field. Next, at 
incremental steps, a negative field is applied and then removed, with the magnetization 
being recorded at zero field.
92
 A schematic for a DCD experimental protocol can be seen 
in Figure 2.3.3., shown above. 
 
2.3.3 Henkel Plot 
 The IRM and DCD plots can reveal a lot of information on their own; however 
they can also be combined to reveal more information about particle-particle interactions. 
Combination of an IRM and DCD curve is commonly referred to as a Henkel Plot. The 
IRM and DCD curves are combined as described in the formula below: 
))(21()( HMHMM IRMDCD   
where MDCD(H) is the magnetization of the DCD curve at a given field (H) and MIRM(H) 
is the magnetization of the IRM curve at a field (H).
92
 The corresponding value of ΔM 
can then be used to identify the nature of the magnetic interactions at a given field. A 
positive ΔM value signifies that magnetizing (positive exchange) interactions to be 
present at a given field. Negative ΔM values signify demagnetizing (negative exchange) 
interactions to be prevalent for the given field. By identifying the nature of magnetic 
interactions present at various fields, anomalous magnetization and demagnetization 
behavior can be better understood.
92
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Figure 2.3.4 Schematic describing the analysis of a Henkel Plot 
 
2.4 Transmission Electron Microscopy 
 In Section 1.3, it was stated that the magnetic properties for a magnetic 
nanoparticle are highly dependent on size and shape. Hence, visualization of magnetic 
nanoparticles is essential in understanding their observed magnetic properties. 
Visualization of nanoparticles is commonly carried out using electron microscopy, 
namely Scanning Electron Microscopy (SEM) or Transmission Electron Microscopy 
(TEM). TEM is the preferred imaging technique for the visualization of nanoparticles, as 
it can achieve better resolution when compared to SEM. In TEM, electrons are 
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accelerated at the sample. The electrons then interact with the sample in various ways, as 
shown in Figure 2.4.1.
93
 
 The most common application of TEM is bright field imaging. In this technique, 
the emitted electrons pass through a given sample. The ability of the electrons to pass 
through areas of a given sample is highly dependent on the density and thickness of a 
given region. The difference in density and thickness causes light and dark regions to be 
visible. Light areas represent areas of high electron transparency, with dark areas 
representing low electron transparency. Bright field imaging is most useful for 
investigating particle shape and size. 
       
Figure 2.4.1 Common interactions between electrons and sample in electron 
microscopy 
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2.4.1 Electron Diffraction 
 Electron Diffraction is a very useful tool for determining the crystal structure of 
individual particles or particle arrays. XRD is the most commonly used technique to 
study the crystal structures of crystalline materials; however electron diffraction can offer 
some advantages over XRD. Electrons interact with matter much stronger than X-Rays, 
allowing for much smaller sample sizes to be analyzed with electron diffraction than 
XRD.
94
 The stronger interaction of electrons can also cause some disadvantages. The 
penetration depth of electrons is much shorter than that of X-Rays. This makes electron 
diffraction less useful for particles in excess of 100 nm in diameter.
94
 
 
2.4.2 Dark Field Imaging 
 Dark Field Imaging is a technique that is complimentary to electron diffraction. In 
this technique, the electron gun is tilted to form an angle of Bragg diffraction, between 
the incident and diffracted electron beam going to the camera. To identify an angle of 
Bragg diffraction, an electron diffractogram must first be collected for the given sample. 
Once the gun is tilted to form the corresponding angle of diffraction, only the crystalline 
materials possessing that Bragg diffraction angle will diffract electrons to the camera. 
Hence, areas of brightness will appear corresponding to particles or regions possessing 
the selected diffraction angle/inter-planar spacing. The term Dark field imaging is used 
because the contrast is reversed when compared to bright field imaging. In theory, this 
technique should allow for the differentiation of particles possessing different crystal 
structures, in an array of particles. However, in practice this is difficult to achieve. Since 
most metals have similar d-spacings, diffraction intensities tend to overlap and are 
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difficult to completely resolve. Hence the most practical use of dark field imaging is the 
differentiation between crystalline and amorphous materials. 
 
2.4.3 Electron Energy Loss Spectroscopy 
 Diffraction techniques use elastically scattered electrons; however inelastically 
scattered electrons can be used to reveal valuable information about a sample. 
Inelastically scattered electrons can be used to give insight into the elemental 
composition of a sample. One cause of inelastic scattering of incident electrons is the loss 
of energy as a result of absorbance by the sample.
93
 This absorbance causes a decrease in 
the energy of the incident electrons. Absorbance occurs when a core electron is excited to 
the lowest unoccupied molecular orbital (LUMO) above the Fermi level. The energy of 
absorbance equates to the difference in energy between the excited core level and the 
LUMO. The energies of absorbance, or absorbance edges, are known for most elements 
and can be used to identify the elements present for a given sample. By using an energy 
filter, the inelastically scattered electrons can be filtered and quantified to produce a 
spectrum of absorbance peaks that can be used for elemental analysis.  
 Along with determining elemental composition, the energy filter can be used to 
image electrons that have lost a finite energy. This allows for elemental mapping of a 
sample, and is termed EELS mapping. EELS, in general is superior to X-ray fluorescence 
based elemental analysis techniques in signal efficiency. However, baseline signal can be 
high, resulting in little to no signal at high electron energy losses corresponding to the 
most inner shell ionizations. Hence, EELS is most sensitive to elements with low atomic 
number, or for the valence shell absorbance edge of high atomic number elements.
93
 In 
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this research work, cobalt was the element analyzed in most cases. Mapping was 
conducted using both the M edge and L edge absorbance energies. M-edge and L-edge 
correspond to the absorbance of a 3d and 2p electron of cobalt, respectively. The M-edge 
and L-edge absorbance energies are 54 eV and 782 eV, respectively. 
 
2.5 Thermogravimetric Analysis (TGA) 
 Thermogravimetric Analysis (TGA) is a technique that allows for monitoring the 
mass of a sample as a function of time, temperature, and atmosphere. The instrument 
consists of a high precision microbalance, a furnace, a gas purge system, and a computer 
for instrument control and data collection. A schematic for a typical TGA instrument can 
be seen below in Figure 2.5.1. 
From an analysis and application standpoint, the TGA is a versatile, 
multifunctional instrument. For magnetic, metallic nanoparticles it can be used to detect 
the presence and amount of any organic surface contaminant. This allows for the 
calculation of more accurate magnetization values for the magnetic phase. It can also be 
used as a furnace to anneal samples under a variety of atmospheres. It is advantageous to 
a larger furnace, due to its fast temperature ramp rates (up to 200 °C/min) and fast cool 
down rates. The TGA can also be used as a vessel for chemical reactions. The thermal 
transitions and decomposition of metastable reactants can be monitored under inert and 
reactive atmospheres. Under these conditions either the mass change can be monitored or 
the nature of the evolved gases can be detected. In this research work, an Infrared 
Reflectance detector was employed to analyze evolved gas products. 
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Figure 2.5.1 Representative schematic for a thermogravimetric analyzer 
  
2.5.1 TGA-IR  
 For the analysis of gases produced during TGA analysis, an FT-IR detector 
apparatus was employed in the presented research work. The evolved gases are carried 
through a stainless steel transfer capillary line to the FT-IR detector. The purge gas on the 
TGA serves as the carrier gas for the evolved gas products.  The stainless steel capillary 
line is heated to 200 °C to prevent condensation of gaseous products. The transfer line is 
attached to a gas flow cell in the FT-IR detector. The detection of evolved gas species 
allows for a more complete picture of the chemical reactions occurring during TGA 
analysis.  
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2.6. Fourier Transform – Infrared Spectroscopy (FT-IR) 
 
 
Figure 2.6.1 Diagram of a Michelson Interferometer 
Fourier Transform-Infrared (FT-IR) Spectroscopy is a powerful tool for 
identifying organic functional groups by their vibrational or rotational frequencies. FT-IR 
can also be used to investigate inorganic and metal organic species by using an infrared 
source with wavenumbers in the far IR region (10 cm
-1
 to 200 cm
-1
).
86
 However, in the 
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current work only wavenumbers between 500 cm
-1
 to 4000 cm
-1
 were analyzed. Along 
with the gas flow cell described in section 2.5.1, an Attenuated Total Reflectance (ATR) 
sample stage was used for sample analysis. The ATR sample stage was utilized to 
analyze both liquid and solid samples. 
Infrared radiation in general does not possess the energy required to cause 
electronic transitions to occur. The energy of radiation is only sufficient to cause 
transitions between vibrational and rotational states of molecular species. Hence in the 
current work, FT-IR was used to investigate changes in the organic reaction solvents and 
the presence of any organic residue on synthesized particles. The raw data from FT-IR is 
not a spectrum, but an interferrogram. Fourier transformation is then used to convert the 
raw data into a more useful spectrum. FT-IR utilizes a Michelson interferometer to 
modulate the different wavelengths of light at different times. A schematic representation 
of a Michelson interferometer is shown above in Figure 5.6.1.  
 
2.7 Differential Scanning Calorimetry (DSC) 
 Differential Scanning Calorimetry (DSC) is an analysis technique used to 
investigate the differences in heat flow as a function of temperature between two 
samples. One sample is commonly a reference sample, with the other being the sample of 
interest. The difference in heat flow can be used to identify endothermic and exothermic 
events as a function of temperature. For solid state samples, melting and recrystallization 
events are the most commonly observed events. In the presented work, a Thermal 
Analysis DSC model Q200 was used, with an operating temperature from 25 °C to 600 
°C. The analysis could be conducted under an ambient or inert atmosphere. 
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2.8 Raman Spectroscopy 
 Raman Spectroscopy is a technique very similar to IR spectroscopy, in that it is 
used to characterize molecular species by their vibrational and rotational states. In Raman 
Spectroscopy, a laser with a wavelength in the visible or near IR region is used to 
irradiate the sample. It is important to use a low energy excitation laser so as to minimize 
sample fluorescence from occurring. In this work, an excitation wavelength of 532 nm 
was used. The concept of Raman spectroscopy is based on Raman scattering. When a 
molecule is excited from a ground state to an excited virtual state, the relaxation of 
highest probability is for the molecule to return to the original ground state. This process 
is termed Rayleigh scattering.  The energy of excitation is equal to the energy of 
relaxation and is elastic. However, the possibility exists that relaxation can occur to a 
ground state that is either lower or higher in energy than the original ground state. This 
results in emission that is shifted in relation to the excitation wavelength. This shift is 
known as a Raman shift; it is equal to the energy difference between the original ground 
state and ground state upon relaxation.
86
  
 In the presented research, Raman Spectroscopy was used to identify the presence 
of non crystalline surface components on synthesized particles. Oxide surface layers 
commonly form on metallic particles upon exposure to air, however these surface layers 
are commonly amorphous and not detectable by XRD. The M-O bonds are Raman active 
and can be observed between 500 cm
-1
 and 1000 cm
-1
, dependent on the metal and 
particle size.
95
 The other major use of Raman Spectroscopy is the identification of surface 
amorphous carbon. Amorphous carbon is difficult to identify using XRD and FT-IR. 
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Raman Spectroscopy is the most useful analysis technique for detecting and investigating 
the nature of the carbon structure. The two Raman bands of highest intensity appear at 
1355 cm
-1
 and 1575 cm
-1
, and are referred to as the D and G bands of carbon. D stands 
for disorder and G for graphite. Hence the ratio of these two bands can be used to 
quantify the extent of order in the identified carbon.
96,97
  
 
2.9 X-Ray Photoelectron Spectroscopy (XPS) 
 X-Ray Photoelectron Spectroscopy (XPS) is a powerful tool for the analysis and 
identification of the chemical state of atomic species at the surface of a material. In XPS, 
the photoelectric effect is used to determine the binding energy of emitted photoelectrons. 
The photoelectric effect is the emission of photoelectrons from a solid, gas, or liquid 
when irradiated with light.
98
 In XPS, the irradiated light is in the form of an X-ray. The 
most common X-Ray sources used for XPS are an Al source (hv=1486.6 eV) or Mg 
source (hv=1253.6 eV). 
In XPS, the incident X-Ray is monochromatic and possesses enough energy to 
excite core electrons. The excited core electrons are emitted with a kinetic energy equal 
to the energy of the incident X-Rays minus the binding energy of the emitted electron. 
The binding energies are characteristic of energy level and element; hence XPS is an 
element specific technique. Shifts in binding energies can also be used to investigate the 
oxidation state and nearest neighbors of elements. Shift to higher binding energies 
implies a more positive oxidation state or bonding to a more electronegative species. 
Another advantage of XPS is that it is surface sensitive. The elastic escape depth of 
photoelectrons is on the order of a few nanometers.
98
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Figure 2.9.1. Schematic of photoelectric effect 
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Chapter 3. Synthesis of Pure Phase Co3C and Co2C in Tetraethylene Glycol 
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3.1 Overview/Motivation 
 The goal of this chapter was to synthesize pure phase Co3C and pure phase Co2C 
particles. Previous reports for the synthesis of cobalt carbide nanomaterials had only 
shown the magnetic properties for composites of Co3C and Co2C. First, a synthetic 
protocol needed to be developed in order to achieve phase control of the crystal phase 
formed: Co2C or Co3C. Previous reports of the synthesis of Co metal in polyols showed 
phase control (FCC or HCP) by varying the amount of base in the system.
76,78
 
 Once each pure phase could be successfully synthesized, a complete magnetic 
characterization of each phase would be carried out. This magnetic characterization 
would use both theoretical calculations and experimental techniques. Also the 
thermodynamic stability of each phase could be tested. By fully characterizing the 
magnetic and thermodynamic properties of the Co2C and Co3C phases, the path towards 
an enhanced cobalt carbide based magnet could be identified.  
 
3.2 Introduction 
Permanent magnets are extensively used in all areas of technology and industry. 
Their wide range of uses encompass motors and generators, acoustic devices, 
communication applications, medical industry uses such as Magnetic Resonance 
Imaging, as well as many others.
5
 The majority of attention in the recent years has been 
on rare earth element based permanent magnets, Nd-Fe-B and Sm-Co, due to there 
substantial energy products.
1
 However the use of rare earth elements poses cost and 
supply issues. There are two other classes of permanent magnets heavily used industry, 
AlNiCo (alloys of iron containing aluminum, nickel, or cobalt) and ceramic magnets 
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(commonly doped hexaferrites). These two classes of permanent magnets have 
dramatically lower energy products than those of rare earth based permanent magnets, 
but have the advantage of lower cost, and more expansive supply of processing 
materials.
45
 A new class of permanent magnets has been recently identified, possessing 
energy products equivalent to the AlNiCo and ceramic magnets, in the form of Cobalt 
Carbide (CoxC) nanoparticles.
45
 However, since the identification of CoxC particles as a 
new permanent magnet is relatively recent many details about their formation mechanism 
and processing are yet unknown.  
The recent reports on the synthesis of CoxC composite particles using the polyol 
process have reported mostly on the magnetic properties, size, and morphology.
45,99
. In 
this chapter the goal was to develop a synthetic protocol capable of producing pure phase 
Co3C and Co2C particles. This goal was achieved through the variation of base 
concentration, similar to earlier reports for the synthesis of cobalt metal allotropes. 
76
. By 
synthesizing pure phase Co3C and Co2C particles, the magnetic properties could be both 
experimentally and theoretically investigated. With an enhanced knowledge of the 
magnetic properties intrinsic to both phases, a clearer direction for the processing of a 
viable CoxC based permanent magnet could be realized.  
 
3.3 Experimental Methods  
3.3.1 Wet Chemical Synthesis 
In a typical experiment, 0.30 g (2.3 mmol) cobalt chloride anhydrous (CoCl2) and 
various amounts of potassium hydroxide (KOH) were heated in tetraethylene glycol 
under reflux conditions and mechanical stirring for 30 minutes. Typical reflux 
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temperatures were between 310 °C and 290 °C. The solution was allowed to cool to room 
temperature and the particles were magnetically separated using a rare earth permanent 
magnet. The collected particles were then washed numerous times with methanol and 
dried at room temperature in a vacuum oven. 
 
Figure 3.2.1 Reaction scheme for the wet chemical synthesis of CoxC particles. 
 
3.3.2 Materials Characterization 
 X-ray diffraction (XRD) scans were collected using a Panalytical X’Pert Pro 
MPD series diffractometer, with Cu Kα radiation (λ=0.154056 Å) in θ-2θ geometry.  For 
elevated temperature X-ray diffraction (ETXRD) an Anton Paar HTK-1200N high 
temperature camera was used coupled with a TCU-1000 temperature control unit. The 
ETXRD scans were collected under flowing N2 atmosphere.  Sample height was adjusted 
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using a direct beam bisection method at each temperature to correct for thermal 
expansion. XRD analysis was carried out using X’Pert Highscore Plus software. For 
determination of grain size the XRD scans were first background corrected. They were 
then smoothed and FWHM for each peak was determined using the Profit algorithm. The 
Scherrer equation was then applied using the FWHM of the Co2C (111) peak and the 
Co3C (210) peak.  Transmission Electron Microscopy (TEM) was performed with a Zeiss 
Libra 120 operating at 120 kV and a JEOL 2100 LaB6 operating at 200 kV. TEM samples 
were prepared by suspending the particles in ethanol and sonicated for five minutes. 
Small amounts were then pipetted onto ultrathin carbon TEM grids and the solvent was 
allowed to dry before imaging. Magnetic properties were determined using a Lakeshore 
VSM with a maximum applied field of 10 kiloOersted (kOe). Isothermal Remanance 
Magnetization (IRM) and Direct Current Demagnetization (DCD) plots were collected as 
a function of applied field. For an IRM plot, the magnetization was measured at zero 
field, then ramped to ΔH, and returned to zero field. The magnetization was then 
measured and repeated for increasing steps of ΔH. For the DCD plots, the sample was 
first saturated in negative field and returned to zero field. The magnetization was then 
measured as was explained for the IRM plot.  ΔH for both IRM and DCD plots was 20 
Oe. X-ray photoelectron spectroscopy (XPS) was performed on a Thermo Scientific 
ESCALAB 250 microprobe with a focused monochromatic Al Kα X-ray (1486.6 eV) 
source and a 180° hemispherical analyzer with a 6-element multichannel detector. The 
incident X-ray beam was 45° off normal to the sample while the X-ray photoelectron 
detector was normal to the sample. Angle resolved experiments were conducted at 4° 
increments from normal until peak intensities reached extinction. The samples were 
  
 
 
64 
sputtered with gold clusters and binding energies were corrected to the Au 4f peak at 
83.95 eV. A large area magnetic lens with a 500 μm spot size in constant analyzer energy 
(CAE) mode was utilized with a pass energy of 20 eV. Five to twenty scans per region 
were collected based on sensitivity with step size of 0.100 eV. The powdered samples 
were pressed onto indium foil and secured to the sample holder using double-sided 
conductive carbon tape.
a
 
 
3.3.3 Theoretical Calculations 
  It must be first pointed out that theoretical work was carried out by Dr. Shiv 
Khanna and his research group from the VCU Physics Department. His calculations were 
based on crystal structure data obtained from collected XRD patterns of synthesized 
Co2C and Co3C particles. Theoretical studies of the magnetic moment at the Co-site in 
Co2C using a gradient corrected (GGA) functional as used in previous works, a GGA+U 
functional, and a hybrid B3LYP functional. The studies were carried out using the 
Vienna Ab initio Simulation Package (VASP).
100,101
 The projector-augmented wave 
method was used to model electron-ion interaction and the valence states of Co and C 
were described by [Ar] 3d
8
4s
1
, and [He] 2s
2
2p
2
 electron configurations, respectively.
32
 
The exchange correlation contributions were incorporated using a hybrid functional 
B3LYP.
33
 We also attempted generalized gradient functional proposed by Perdew, Burke, 
and Ernzerof in a GGA+U approach with a U value of 4.0 eV to find similar results.
102,103
 
A plane wave basis with an energy cutoff of 400 eV was used and a Mokhorst-Pack 
scheme of 9x9x9 division was used to generate the special k-points for constructing the 
charge density.
35
 The magnetocrystalline anisotropy energy (MAE) was calculated using 
                                                 
a
 XPS preparation  and data collection was performed by Daniel M. Hudgins 
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the contribution from spin-orbit coupling. For the Co2C and Co3C phases, the structures 
based on the x-ray diffraction were further optimized till the forces dropped below a 
threshold value of 0.05 eV/Å. Calculations using the GGA functional yielded a zero 
magnetic moment at the Co site, in agreement with previous studies. However, studies 
using a B3LYP functional or a GGA+U functional with a U of 4.0 eV yielded a moment 
of around 1.0 µb per Co atom, in agreement with observed magnetic phase. 
 
3.4 Results  
 
Figure 3.4.1 (a) Contour plot showing XRD patterns as a function of OH:Co ratio. 
(b) Refined XRD patterns for pure phase Co3C (top) and pure phase Co2C (bottom) 
 
Based on literature reports, the metallic cobalt crystal phase that is formed is 
dependent of the base concentration ([OH
-
]), when using the polyol process.
76
 Hence, it 
was proposed that the formation of CoxC phases might also be dependent on [OH
-
] when 
using tetraethylene glycol as the polyol solvent. To investigate this hypothesis, the 
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reaction system was simplified in comparison to the literature reports of CoxC 
synthesis.
45
  Any surfactants or additional reagents were omitted; the simplified reaction 
contained only CoCl2 anhydrous, KOH, and tetraethylene glycol. This reaction system 
contained only one possible carbon source, tetraethylene glycol. The only variable that 
was changed was [OH
-
].  
By changing the [OH
-
] and keeping all other reaction conditions constant, Co 
phase control was achieved. In the presence of no KOH, no magnetic products were 
formed. At OH:Co ratios between 0 and 2, only metallic Co phases were observed on 
collected XRD patterns, in low yield. Pure phase Co3C was formed at an OH:Co ratio of 
2.5. Further increasing the [OH
-
] led to the formation of a mixture of Co2C and Co3C 
phases. Pure phase Co2C was synthesized at an OH:Co ratio of 10.5. At higher [OH
-
], 
FCC-Co, HCP-Co, and CoO impurity phases were identified through XRD analysis.  
 One important physical property of permanent magnetic materials is their thermal 
stability. This thermal stability can be in the form of magnetic stability or crystal phase 
stability. By accomplishing the successful synthesis of pure phase Co3C and Co2C, their 
crystal phase stability could be investigated using elevated temperature XRD (ETXRD). 
Co3C showed the most stable crystal structure; Co3C did not show decomposition until 
300 °C. Co2C decomposed at a temperature of 275 °C. The attainment of the 
decomposition temperatures of each carbide phase proved to be very useful. From a 
magnetics standpoint, it showed the temperature range in which the interesting magnetic 
properties of the carbides could be exploited. From a chemistry standpoint, it provided a 
temperature window in which reaction temperatures should be maintained.
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Figure 3.4.2 Contour plots showing elevated temperature XRD diffractograms for 
(a) Co3C and (b) Co2C. 
 
Synthesized Co2C and Co3C particles possessed an average secondary particle 
diameter around 300 nm (Figure 3.4.3.(a and d)). High-resolution TEM images of the 
particle surfaces reveal the presence of a carbonaceous surface layer and primary 
crystallites attached to the larger agglomerates (Figure 3.4.3(b and e). This 
polycrystalline assembly was also confirmed from SAED and XRD analysis. Fourier 
transforms confirm lattice parameters of a = 5.05 Å and c = 4.48 Å for Co3C (Figure 3(b 
and c)) and lattice parameters of a= 4.50Å and c= 2.91Å for Co2C (Figure 3(e and f)), 
commensurate with the values obtained from x-ray diffraction. The polycrystalline 
assemblies seen in Figure 3.4.3 are common for polyol synthesized CoxC particles.
45
 Also 
common to CoxC particles is the presence of a carbonaceous surface layer.
45
 To better 
understand the nature of this carbonaceous surface layer X-Ray photoelectron 
spectroscopy was used.  
  
 
 
68 
 
Figure 3.4.3 Bright Field TEM images of (a) Co3C particles, (b) Co3C particle 
surface showing the presence of a glycolate layer and fine crystallites, indicated by 
arrows, (c) HRTEM of Co3C particles showing glycolate layer and inset FFT 
corresponding to Co3C <010> zone axis, (d) Co2C particles, (e) Co2C particles 
showing the glycolate later, (f) HRTEM of Co2C particles showing the glycolate 
layer and inset FFT corresponding to Co2C <001> zone axis. (TEM images b-f 
collected by Steven R. Spurgeon)
43
 
The XPS C1s spectra for Co3C and Co2C particles are shown in Figure 3.5.3. 
Three carbon species with binding energies of 284.6 eV, 286.4 eV, and 288.5 eV were 
identified on the surface of both Co3C and Co2C particles. The peak at 284.6 eV is 
consistent with the binding energy for an aliphatic carbon atom, with a C-C bond. A 
binding energy of 286.4 eV corresponds to a carbon atom with a single bond to an 
oxygen atom. The last peak at 288.5 eV can be assigned to a carbon atom double bonded 
to an oxygen atom. The presence of C-C bonds and C-O bonds are to be expected. When 
using the polyol process, the polyol commonly acts as a capping agent for the formed 
nanoparticles; hence the C-C bond and C-O bond correspond to the ethylene and ether 
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moieties of tetraethylene glycol, respectively. Since the polyol also acts as a reducing 
agent, the presence of C=O bonds can be attributed to the oxidation of tetraethylene 
glycol by the cobalt. Tetraethylene glycol also undergoes thermo-oxidation in air above 
70 °C. This thermo-oxidation results in the formation of formic acid, which then reacts 
with the glycol to form a formyl ester.
104
 Hence, the C=O species identified in the 
collected XPS data is proposed to be in the ester form.   
Figure 3.5.3 XPS C1s spectra for (a) Co3C and (b) Co2C 
 
 
Figure 3.5.4 Calculated total and projected densities of states of Co2C (a), and Co3C 
(d). Co(I) and Co(II) in Co3C refer to nearest and next nearest cobalt atom from C. 
Majority densities are plotted as positive values; minority densities as negative 
values. The vertical dashed line indicates the Fermi level. Calculated valence charge 
densities of Co2C, and Co3C are shown in Figs. (b) and (e), respectively.  Contours 
are equally spaced. Calculated crystal structures with magnetically easy and hard 
axes are identified for Co2C (c) and Co3C (f).
43
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 The synthesis of pure phase Co3C and Co2C offers a unique opportunity to 
characterize and identify the microscopic mechanisms leading to the emergent magnetic 
behavior associated with each phase. The experimental studies enabled the identification 
of the crystalline phases including lattice parameters and atomic coordinates for each 
phase that could enable theoretical investigations to be undertaken. We first carried out 
studies on pure -Co, where our calculated magnetic moment of 1.86 µb per atom is close 
to the experimental moment of 1.81 µb. A similar calculation on α-Co yielded a moment 
of 1.63 µb, again close to the experimental value of 1.75 µb. For the carbide material, we 
calculated the total density of states as well as local density of states at the Co and C sites 
and these are shown in Figure 3(a,d). The studies indicate that there is partial mixing as 
the C p-states only hybridize with Co d-states near the bottom of the d-band. The contour 
plots of valence charge densities show that Co2C exhibits higher mixing between C p and 
Co d states than in Co3C (Figure 3(b,e)). Consequently, both Co2C and Co3C are 
magnetic with moments of 0.97µb/atom for Co2C and 1.62 µb/atom for Co3C. 
Furthermore, both the systems exhibit metallic character. While the mixing with C 
partially reduces the magnetic moment compared to the pure Co phase, it has a dramatic 
effect on the MAE. Bulk β-Co is a soft magnetic material (having a low coercivity, below 
150 Oe) and our MAE calculations indeed indicate an easy axis along the [100] 
direction.
105
 For the [110] and [111] directions, the results indicate a MAE per Co atom 
of 0.009 and 0.016 meV/atom respectively.  For the Co2C phase, one can regard the new 
phase as layers of Co atoms with intervening layers of C atoms leading to an easy axis 
along the [001] direction and harder axis along the other directions (Figure 3(c)). Table 1 
lists the MAE/atom along other symmetry directions. The Co3C phase presents a 
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structure that could be regarded as two planes of Co atoms along a [100] axis separated 
by single planes of C atoms. This creates a [001] easy axis but the MAE increases 
considerable along other directions (Figure 3(f) and Table 1).  Thus, we believe that the 
addition of C, while slightly quenching the local magnetic moment, induces considerable 
uniaxial anisotropy, particularly for the Co3C phase, and results in the high coercivity 
experimentally verified in the CoxC nanoparticle assemblies.
b
  
 
Table 3.4.1. Magnetic anisotropy energies of bulk Co2C and Co3C in units of meV 
per formula obtained by GGA+U (U=4 eV) calculations. The zero energy is set as 
the reference and the corresponding direction is the easy axis. 
 
MAE 
(meV) 
[100] [010] [001] [110] [111] 
Co2C 0.156 0.203 0 0.180 0.120 
Co3C 0.178 0.206 0 0.191 0.128 
 
 
Figure 3.5.5. Contour plots showing the effect of Co2C composition and crystal grain 
size on (a) coercivity in kOe, (b) magnetization in emu/g, and (c) BHmax in MGOe. 
 
                                                 
b
 Just to reiterate, the theoretical magnetics section was authored with the help of Dr. Shiv Khanna, Dr. 
Kyler J. Carrol, and Dr. Meichun Qian. 
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 The magnetic properties for pure phase Co3C and Co2C agreed well with trends 
from theoretical calculations, as shown in Figure 3.5.5. Co3C possessed a higher 
magnetization and higher coercivity than Co2C. However, the highest coercivities 
observed were for nanocomposites comprised of both Co2C and Co3C with small crystal 
grain sizes. The presence of Co2C did cause a significant decrease in magnetization when 
compared to pure phase Co3C. This caused the highest energy products to be calculated 
for pure phase Co3C and nanocomposites containing 40-80 % Co2C.  The pure phase 
Co3C possesses high energy products due to its high magnetization (60 emu/g) and 
moderate coercvitiy (1.5 kOe). The nanocomposite containing 80% Co2C had high 
coercivity (3.1 kOe) but a low magnetization (20 emu/g). The high coercivity of the Co2C 
rich nanocomposite agrees with previous literature reports.
45
 The fact that a two crystal 
phase composite shows enhanced coercivities when compared to each pure phase on its 
own is very interesting from a magnetics standpoint.  This observance implies there to be 
magnetic exchange coupling interactions between the Co2C and Co3C phases. 
 
Figure 3.5.6. On the left, IRM (solid) and DCD (dashed) plots, (middle) Henkel 
plots, and (right) switching field distributions for pure phase Co3C (red), majority 
Co3C, and majority Co2C nanocomposites. 
 
 To investigate the magnetic interactions present, DCD and IRM plots were 
collected for pure phase Co3C, a nanocomposite with majority Co3C phase, and a 
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nanocomposite with majority Co2C phase. The DCD and IRM plots were then used to 
construct Henkel Plots, using the method discussed in Chapter 2.2.3. Pure phase Co3C 
showed demagnetizing effects at all reversal fields tested. This in part helps to explain the 
lower than expected coercivities for the pure phase. When looking at the field switching 
distribution for pure phase Co3C, a significant amount of reversal occurs at low fields. 
The mode switching event occurs above 2000 Oe, however the low field switching causes 
the observed coercivity to fall around 1500 Oe (Figure 3.5.5.). By moving from pure 
phase Co3C to a nanocomposite with majority Co3C phase, low reversal field switching 
events are less prevalent. The Henkel Plot for the nanocomposite with majority Co3C 
phase shows only magnetizing exchange interactions to be present. This explains the 
increase in coercivities with the addition of Co2C to Co3C. Further increasing the amount 
Co2C in the system causes further increases in coercivity, but a loss in the magnetizing 
interactions as shown in the Henkel Plot. This loss of interaction causes a decoupling 
between the Co3C and Co2C grains, and results in two distinct switching events observed 
in the switching field distribution. The large peak below 1000 Oe can be attributed to non 
interacting Co2C particles.  XRD spectra showed Co2C to be the majority phase and 
magnetic analysis of pure phase Co2C particles revealed them to possess coercivities of 
800 Oe. The peak with a mode of 3500 Oe can be identified as Co3C and possibly 
Co2C/Co3C with positive exchange interactions.   
 
3.5 Discussion 
 As was discussed in Chapter 1.7, the [base] concentration has a dramatic effect on 
the oxidation kinetics of polyethylene glycols. Hence, the phase control facilitated by 
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[OH
-
] can be attributed to the changing oxidation kinetics of the tetraethylene glycol. 
This would cause a change in the reduction and nucleation kinetics of the formed cobalt 
nuclei. However with the data presented, this can only be a proposed mechanism. The 
effect of oxidation kinetics will be touched on further in Chapter 4.  
 The control of crystal phase through manipulation of [base] is not unique to 
cobalt. Nickel commonly adopts an FCC structure, but the formation of Ni3C can be 
induced by the addition of base. In Figure 3.5.1. below, FCC-Ni was the sole phase at 
low [base]. However increasing the base concentration causes the formation of Ni3C. 
These reactions were conducted using NiCl2, KOH and tetraethylene glycol, which are 
the same reactants used in the cobalt work in the results section. This further substantiates 
the effect of base addition on the formation of crystalline carbide phases when using 
tetraethylene glycol. 
 
Figure 3.5.1 XRD stack plot of FCC-Ni and Ni3C samples synthesized at various 
base concentrations. 
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 From a magnetics standpoint, the results presented show a mixture of Co2C and 
Co3C to possess the highest coercivity values. However, coercivity is only one 
component of a permanent magnet material, with the other being magnetization. Actually 
there is a belief that the most important property of permanent magnets is the 
magnetization and not coercivity.
1
 Theoretical calculations showed Co3C to possess a 
much higher magnetization when compared to Co2C. The MAE values shown in Table 
3.4.1, are very similar for both the Co3C and Co2C phases. Hence, pure Co3C should be 
the best prospect for the optimal CoxC based magnet. However, experimental results 
show Co3C to possess lower coercivities when compared to a composite of Co3C and 
Co2C.    
 This can be explained by the results from constructed Henkel Plots, shown in 
Figure 3.5.6. The pure phase Co3C sample showed strong demagnetizing interactions to 
exist. In the Nanomagnetism section (1.3) in the Introduction chapter, it was discussed 
that a randomly oriented collection of nanograins will have intraparticle demagnetizing 
magneto-static interactions. From the TEM images in Figure 3.4.3. it is shown that the 
polyol synthesized CoxC particles form secondary particles. These secondary particles are 
comprised of a randomly oriented agglomeration of CoxC primary particles. Hence the 
morphology of the polyol synthesized CoxC particles is severely deteriorating their 
observed magnetic properties.  
 
3.6 Conclusion 
 In this chapter, the successful synthesis of pure phase Co3C and pure phase Co2C 
was accomplished. This was accomplished through the manipulation of base 
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concentration. In conducted reactions, CoCl2 and KOH were added to tetraethylene 
glycol and heated to reflux. Co3C was synthesized at a OH
-
:Co ratio of 2.5. Co2C was 
synthesized at a OH
-
:Co ratio of 10.5. Ratios in between 2.5 and 10.5 resulted in the 
formation of nanocomposites of Co2C and Co3C. Elevated temperature XRD showed 
Co3C to be more thermally stable than Co2C. Co3C decomposed at 300 °C; Co2C 
decomposed at 275 ºC.  
 Based upon refined crystal structures from pure phase Co3C and Co2C samples, 
theoretical magnetic studies were undertaken. Co3C was found to possess a higher 
magnetization than Co2C. MAE values for both phases were very similar. 
Experimentally, Co3C showed a higher magnetization than Co2C, in agreement with 
theoretical calculations. However, coercivity values for both Co3C and Co2C were lower 
than predicted by theory. The highest coercivities were recorded for mixtures of Co2C 
and Co3C. The reason for low coercivities was identified to be due to intraparticle 
magneto-static interactions. These interactions are a direct result of the cluster 
morphology observed in collected TEM images.  
 Subsequent chapters will address the problem of CoxC particle morphology. This 
will be addressed through changing the Co precursor used and investigating other high 
temperature solvents. All attempts will be made to synthesize pure phase Co3C, as it 
showed the most promising magnetic properties. By minimizing intraparticle magneto-
static interactions, enhancement of the permanent properties of CoxC particles can be 
achieved.   
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Chapter 4. Synthesis of various Cobalt phases in Oleylamine 
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4.1 Overview/Motivation 
 In the previous chapter, Co3C was identified as the most promising phase for a 
permanent magnet material. However, the morphology of synthesized Co3C particles led 
to intraparticle demagnetizing interactions, resulting in lower than expected coercivities. 
In this chapter the reaction solvent was changed from tetraethylene glycol to oleylamine. 
This switch was made in attempts to change the morphology of synthesized CoxC 
particles. 
 Also in the previous chapter it was demonstrated that tetraethylene glycol is the 
likely carbon source. Hence reactions were conducted with mixtures of tetraethylene 
glycol and oleylamine. Also reactions were carried out with mixtures of triethylene 
glycol and oleylamine, to compare to tetraethylene glycol. The reaction solutions for both 
tetra and triethylene glycol in oleylamine mixtures were analyzed using FT-IR.  
 The goal of this chapter was to synthesize monodisperse CoxC particles. To do 
this oleylamine was selected as the reaction solvent. A secondary goal of this chapter is to 
assess the difference in efficiency of tetraethylene glycol and triethylene glycol as carbon 
sources and reducing agents.  
 
4.2 Introduction 
 Oleylamine is a versatile solvent for nanoparticle synthesis; it can act as a heating 
medium, reducing agent, and surfactant for hydrophobic surface functionalization. It 
possesses a high boiling point (≈350 °C) and is commonly used for high temperature 
thermal decomposition of metal salts to form metal oxides.
106
 Zero valent organo-metallic 
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compounds can be decomposed to form metallic nanoparticles in oleylamine.
107
 Also, 
oleylamine has the ability to act as a reducing agent for metals such as Ni, Co, and Fe. 
The resulting oxidation product of the amine is an imine.
58
 
 Much of the work done on cobalt containing nanomaterials synthesized in 
oleylamine has been directed towards the formation of CoO nanocrystals.
108-112
 These 
works commonly report the formation of polydisperse, faceted CoO nanocrystals. 
However, most reaction temperatures for oleylamine synthesized CoO particles are 
around 200 °C. .
108-112
 Recently a report was published where prefabricated Co nanorods 
were solvent annealed in a mixture of oleylamine and 1-octadecene to produce Co2C.
50
 
There are also many reports for the synthesis of Ni3C in oleylamine and other long 
chained alkylamines.
51
 Hence, oleylamine was hypothesized to have the reducing power 
and ability to form cobalt carbide phases and was tested as an alternative solvent to 
tetraethylene glycol. 
 Preliminary results did not confirm the initial hypothesis; cobalt oxide was the 
majority product formed when heating Co(NO)3·6H2O in oleylamine. Another common 
synthetic approach when using oleylamine, is the addition of an external reducing agent, 
with the most common being 1,2 hexadecanediol.
107
 In this chapter, different amounts of 
tetraethylene glycol (4-EG) and triethylene glycol (3-EG) were added as reducing agents 
to oleylamine to form Co
0
 particles. Synthesized particles were analyzed for crystal 
phase, particle size, and magnetic properties. A kinetics analysis was also performed by 
testing aliquots of the reaction medium at various time intervals.    
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4.3 Experimental Methods 
4.3.1 Synthesis 
 
Figure 4.3.1 Reaction scheme for syntheses conducted in Chapter 4 
Tetraethylene Glycol (4-EG) and Triethylene Glycol (3-EG) were dried through 
the addition of 3Å molecular sieves to the storage bottles to remove any accumulated 
water. All reactions were carried out with a final volume of 25 mL. In a typical reaction, 
a mixture of oleylamine and 3-EG or 4-EG was degassed for 5 minutes with N2 at room 
temperature. The oleylamine and glycol mixture was then heated to 300 °C, under N2 and 
mechanical stirring. The heating process took 20 minutes on average from room 
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temperature to 300 °C. Once at 300 °C, 250 mg (0.86 mmol) of Co(NO3)2·6H2O was 
added as a dry powder to the oleylamine and glycol mixture. The reaction was then kept 
at 300 °C for the desired reaction time. Upon completion of the reaction, the solution was 
allowed to cool to room temperature still under N2 and mechanical stirring. The cooling 
process took 30 minutes. Once at room temperature the reaction solution was centrifuged 
for 5 minutes at 5000 rpm, to separate the particles from the supernatant. The collected 
particles were then rinsed and sonicated with a mixture of hexanes and acetone and then 
centrifuged to collect the particles from the wash solution. This process was repeated 
numerous times. Once clean, the particles were dried in a vacuum oven for an hour at 
room temperature. 
 
4.3.2 Characterization 
 Crystal structure analysis was carried out using a PANalytical X’Pert Pro MPD 
diffractometer using Cu Kα (λ=1.5418 Å) radiation. Analysis of collected X-Ray 
Diffraction (XRD) scans was performed using X’Pert Highscore analysis software. Phase 
composition and peak widths were determined as a result of Reitveld refinement using 
space groups and lattice parameters from literature.
90
 Crystal grain size was determined 
using the Scherrer Calculator in X’pert Highscore Plus. Transmission electron imaging 
and analysis was conducted on a Zeiss Libra120 with an accelerating voltage of 120 kV. 
Elemental mapping of cobalt was conducted using Electron Energy Loss Spectroscopy 
(EELS) at the L-edge. Raman spectra were collected on a Thermo Scientific DXR Smart 
Raman using an excitation wavelength of 532 nm. Fourier Transform Infrared 
Spectroscopy (FT-IR) spectra were obtained on a Nicolet 6700 spectrometer, utilizing a 
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SmartATR (Attenuated Total Reflectance mode) attachment.  Magnetic characterization 
was collected using Vibrating Sample Magnetometry (VSM) on a Quantum Design 
Versalab physical property measurement system. Measurements were collected in fields 
from 3 Tesla to -3 Tesla and temperatures from 50 K to 300 K. Honda-Owen plots were 
constructed from collected magnetization vs. applied field data to quantify the amount of 
paramagnetic susceptibility.
113
 
 
4.4 Results 
 The initial reaction mixtures of oleylamine and 3-EG or 4-EG were a translucent 
yellow/golden color at 300 °C. A reaction temperature of 300 °C was chosen to remain 
below the decomposition temperature of the  nanocrystalline Co3C and Co2C phases.
43
 
Upon addition of the cobalt precursor the solution turned purple indicative of dissolution 
of the cobalt nitrate precursor. Within less than a minute, the solution transitioned to a 
dark green, opaque color, regardless of whether 3-EG or 4-EG was used. A dark green 
solution is commonly observed when using high boiling point amines for the synthesis of 
cobalt oxide (CoO) with a hexagonal crystal structure.
108,109
 As the reaction progressed, 
the dark green color converted to dark brown.   
XRD analysis for short reaction times using a mixture of 4-EG and oleylamine 
revealed cobalt oxide (CoO) particles to form, possessing the hexagonal, wurtzite 
structure (space group P63/mmc). The formation of hexagonal CoO is in agreement with 
the color change from a purple to dark green reaction solution, shortly after addition of 
the cobalt precursor.
108,109
 With increasing reaction times the crystal phase transitioned 
from CoO to Co2C (Figure 4.4.1(a)). After 4 hours, the particle mixture was comprised of 
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87.9% Co2C. Working at 300 °C the transition of CoO to Co2C showed nearly a linear 
progression as shown in Figure 4.4.1(b). Interestingly, at no time interval were peaks 
consistent with a metallic cobalt phase detected. This implies that reduction of CoO and 
Co2C formation occurs with no formation of an intermediate crystalline metallic cobalt 
phase. Crystal grain sizes of 12 nm for CoO and 10 nm for Co2C were calculated for 
samples at each reaction time when using a 10:15 ratio of 4-EG to oleylamine. However, 
changing the ratio of 4-EG to oleylamine significantly altered the phase and crystal grain 
sizes formed (Figure 4.4.1(c)). 
 
Figure 4.4.1. (a) Contour plot showing diffraction intensities between 30° and 50° as 
a function of time for reactions using 10 mL of 4-EG and 15 mL oleylamine. (b) Line 
graph showing the change in CoO and Co2C crystalline components as a function of 
time. (c) Crystal grain sizes and Co2C composition values as a function of 4-EG 
volume. 
 
 Syntheses ran in the absence of 4-EG resulted in only cobalt oxide phases being 
identified through XRD analysis. At a 15 minute reaction time, CoO crystals 35 nm in 
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diameter were produced. Increasing the reaction time to 2 hours, showed an increase in 
crystal grain size for CoO to 65.8 nm, however no peak intensities consistent with Co2C 
were observed. Adding 2.5 mL of 4-EG to the reaction system resulted in the formation 
of a mixture of 58.8% CoO and 42.2% Co2C. The calculated crystal grain sizes for CoO 
and Co2C phases were 49.3 nm and 12.6 nm, respectively. Syntheses conducted using 5, 
10, and 15 mL of 4-EG produced consistent phase ratios and crystal grain sizes (Figure 
4.4.1(c)). Grain sizes for CoO and Co2C were between 10-15 nm, and Co2C compositions 
fell between 50-60 % in this 4-EG volume range. Increasing to 20 mL of 4-EG led to a 
decrease in Co2C phase percent, as well as a decrease in the calculated crystal grain size 
to 8 nm.  The changes in crystal phase and crystal grain size, even at low amounts of 4-
EG, shows that the addition of 4-EG leads to reduction and carbide formation, where 
oleylamine by itself does not. The addition of 4-EG also plays a significant role 
determining the grain size of the formed CoO and Co2C crystals. 
 
Figure 4.4.2. (a) XRD scans collected for different reaction times. Stick plots for 
CoO, Co2C and Co3C are shown below, for reference. (b) Bar graph showing the 
phase composition for reactions ran at varying 3-EG amounts. 
 
 Exchanging 4-EG for 3-EG led to an overall increase in the kinetics of carbide 
formation, along with inducing the formation of the Co3C phase. As is shown in Figure 
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4.4.2(a), crystalline CoO phases were the majority phase present 5 minutes after addition 
of the cobalt precursor. Within 15 minutes after addition, peak intensities and peak 
positions consistent with Co3C and Co2C phases could be identified. However peak 
resolution was poor, implying poor crystallinity or small crystal grain sizes. As the 
reaction progressed, the diffraction peaks narrowed and intensified, indicative of 
improved crystallinity. At a reaction time of two hours, all peaks could be indexed to the 
Co3C and Co2C phases. The phase composition was calculated to be 71% Co3C and 29% 
Co2C when using 4 mL of 3-EG. As was shown with 4-EG, varying the amount of 3-EG 
could be used to alter crystal phase ratios. 
 At low volumes of 3-EG (2 mL) the majority phase produced was CoO, very 
similar to the results when using small volumes of 4-EG. Increasing the amount of 3-EG 
saw the synthesis of pure phase Co2C at 3 mL of 3-EG, and a biphasic product of Co2C 
and Co3C at 4 mL of 3-EG. At 3-EG volumes greater than 4 mL peak intensities 
consistent with metallic cobalt phases could be indexed. At a 3-EG volume of 7 mL, 75% 
of the crystalline phase composition were fit to metallic cobalt phases. Calculated phase 
ratios for syntheses conducted at varying 3-EG volumes is shown in Figure 4.4.2(b). 
Grain sizes for the Co2C and Co3C phases were calculated to be between 15-20 nm, in 
most cases. The grain size for metallic Co in the reaction containing 7 mL of 3-EG was 
calculated to be 8 nm. The XRD analysis shows that interchanging 3-EG and 4-EG 
greatly influences the crystallographic properties of the formed particles. Differences in 
kinetics for the formation of crystalline CoxC phases could also be observed between 3-
EG and 4-EG. However, this influence extends beyond the crystallographic properties 
and kinetics of formation, but also causes variance in particle morphology. 
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Figure 4.4.3. TEM images of particles synthesized in a 10 mL 4-EG and 15 mL of 
oleylamine mixture at (a-c) short reaction times (0.25-1 hour) and (d) extended 
reaction times (e.g. 4 hours). (e) CoO particles synthesized in oleylamine. (f,g) Co2C 
and CoO particles synthesized using 2.5 mL of 4-EG. (h) EELS map of Co L edge, 
with cobalt shown in yellow. 
 
In syntheses containing 4-EG and oleylamine, spherical particles averaging 200-
400 nm in diameter were formed (Figure 4.4.3(a). Inspection of the particle surface 
revealed the presence of small anisotropic primary particles that are 10 nm in diameter 
and greater than 15 nm in length (Figure 4.4.3(b)). The diameter of these small primary 
particles is consistent with crystal grain sizes calculated from XRD. The formation of 
large, spherical secondary particles comprised of small primary crystallites is common 
for polyol synthesized CoxC particles.
43,45
 In many cases, dimers and trimers of secondary 
particles were observed, as shown in Figure 4.4.3(c). These dimers and trimers exhibited 
large, low density interfacial regions. At long reaction times (e.g. 4 hours) many hollow 
spheres (Figure 4.4.3(d)) and large rod-like agglomerations of the spherical secondary 
particles existed. Comparing particle contrast as a function of reaction time revealed 
particles of varying contrast at short reaction times (Figure 4.4.3(a)); long reaction times 
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produced darker, denser structures. FT-IR spectra of synthesized particles showed a 
decrease in carbonaceous residue with increased reaction times. Hence, the increased 
particle contrast at longer reaction times can be attributed to a decrease in carbonaceous 
residue from the secondary structures. The loss of carbonaceous residue also helps 
explain the formation of hollow spherical secondary particles at prolonged reaction times.  
 Particles synthesized in oleylamine, without the addition of 4-EG, resulted in a 
drastic change in particle morphology. Polydispersed cubes and spheres of 30-40 nm in 
diameter were observed (Figure 4.4.3(e)), which is consistent with previous reports using 
high boiling point amines as a solvent and surfactant for the synthesis of CoO particles.
109
 
However, adding just 2.5 mL of 4-EG resulted in the formation of the several hundred 
nanometers in diameter secondary particles. Many long 1-D structures were interwoven 
amongst the particles synthesized in low amounts of 4-EG (Figure 4.4.3(g)). EELS 
mapping showed the tubes to contain cobalt (Figure 4.4.3(h)). Dark field imaging 
confirmed the presence of small cobalt crystallites to be embedded in the tubes, in some 
instances. Collected Raman spectra did not show significant signal for the D and G bands 
of carbon. Hence, it is unclear at this time whether the 1-D structures contain carbon 
along with cobalt.  
Particles synthesized in 3-EG show secondary structures 200-300 nm diameter 
comprised of smaller nanocrystals, very similar in size and morphology to those 
synthesized in 4-EG (Figure 4.4.4). However at short reaction times (e.g. 5 minutes), a 
dense carbonaceous matrix coated the particles and caused a high degree of 
agglomeration to occur (Figure 4.4.4(a,b)). At 15 minutes, a dramatic decrease in this 
surface organic layer was observed (Figure 4.4.4(c)). The smaller crystallites present on 
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the surface of the particles appeared as long rod-like projections 7-10 nm in diameter, but 
still possessed a 3-5 nm organic capping layer (Figure 4.4.4(d)). This capping layer is 
commonly observed in solution synthesized CoxC particles.
43,45,46
 Long reaction times 
(e.g. 2 hours) showed no change in the morphology of the spherical secondary particles 
but the smaller surface primary particles possessed increased diameters and decreased 
aspect ratios. The increase in size of the surface primary particles is in good agreement 
with the decrease in peak width/ increase in crystal grain size that is observed in XRD. 
 
Figure 4.4.4.  TEM images of particles synthesized with 5 mL of 3-EG in 20 mL of 
oleylamine at (a,b) 5 minute (c,d) 15 minute, and (e,f) 2 hour reaction times. (g) 
Raman spectra of CoxC particles collected at various reaction times.   
   
While increased reactions times showed a decrease in surface organic residue on 
the particles surface, an increase in amorphous carbon content was observed. Raman 
spectra showed an increase in the D and G band signal for carbon (1355 cm
-1
 and 1575 
cm
-1
, respectively) with increasing reaction time. Peaks for cobalt oxide and adsorbed N2 
were also identified at 682 cm
-1
 and 2330 cm
-1
, respectively.  The trend of increased 
carbon formation in Raman spectra agrees well with the increase in carbide formation 
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seen in XRD spectra. However, the lack of D and G band signal at a 5 minute reaction 
time points towards the dense organic surface layer witnessed in TEM images (Figure 
4.4.4(a,b)) to not be amorphous carbon. Hence, the chemical reactions coinciding to the 
decomposition of this organic surface layer and leading to the formation of amorphous 
carbon and cobalt carbide were further investigated. 
 
Figure 4.4.5. FT-IR spectra in the wave number range of (a) 1560-1700 and cm
-1
 (b) 
1000-1200 cm
-1
, for samples of the reaction mixtures at various reaction times. 
 
To monitor the chemical reactions occurring in the reaction mixture during 
synthesis, FT-IR spectra were analyzed for aliquots collected at various reaction times. 
Initially adding a glycol to the oleylamine caused a decrease in the intensity of the N-H 
bend peak at 792 cm
-1
 of the oleylamine. This implies that the glycols have an impact on 
the hydrogen bonding of the reaction mixture. After addition of the cobalt precursor at 
300 °C, the NH2 scissoring absorption at 1600 cm
-1
 showed diminished intensities with 
increasing reaction time, while a new peak at 1670 cm
-1
 emerged (Figure 5(a)). The new 
peak at 1670 cm
-1
 is consistent with the C=N stretch of an imine functionality.
58
 A peak 
at 1647 cm
-1
, consistent with a C=C stretching mode was consistent throughout the 
reaction, implying that the unsaturated hydrophobic tail of the oleylamine is unaffected 
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during the reaction process. Concurrent with the emergence of the imine peak at 1670 
cm
-1
, a decrease in peaks at 1120 cm
-1
 and 1070 cm
-1
 was observed (Figure 5(b)), 
consistent with the stretching modes of ether (C-O-C) bonds. Possible mechanisms for 
the formation of an imine and its correspondence to the loss of ether bonds will be 
addressed in the Discussion section.  
 
Figure 4.4.6. (a) Magnetization vs. applied field curves at various temperatures for 
Co2C/CoO particles. (b) Coercivity values at various temperatures for particles of 
varying Co2C composition. 
 
Co2C is ferromagnetic at room temperature and possesses high magnetocrystalline 
anisotropy, resulting in hard ferromagnetic properties.
43,45,46
 For pure Co2C 
nanostructures, magnetic saturation values of as high as 15 emu/g and coercivities up to 
1.2 kOe have been reported.
46
 In this study, Co2C/CoO samples synthesized in 4-EG 
showed magnetization values between 2-5 emu/g. A magnetization vs. applied field 
(M(H)) curve for a sample containing 87.9% Co2C is shown in Figure 4.4.6(a). CoO is 
paramagnetic at room temperature. Hence, the lower magnetization values for the 
Co2C/CoO nanostructures, when compared to literature, can be attributed to a weight 
dilution from the paramagnetic CoO. The Co2C/CoO samples showed an increase in 
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coercivity values at temperatures from 50 K to 300 K with increasing Co2C amount 
(Figure 4.4.6(b)). 
 
Figure 4.4.7. (a) Magnetic properties as a function of time for particles synthesized 
in 5 mL of 3-EG at various times. (b) Magnetic properties as a function of 3-EG 
volume for 2 hour reaction time. 
 
Formation of the Co3C phase when using 3-EG resulted in increased 
magnetization and coercivity values over Co2C/CoO particles synthesized using 4-EG. In 
Figure 4.4.7(a), the magnetic properties as a function of reaction time can be seen for the 
3-EG system. At 5 minutes, low magnetizations and low coercivities are observed, 
commensurate with the formation of CoO phases seen in XRD. Increasing reaction times 
to 15 minutes, results in a dramatic increase in magnetization values and a slight increase 
in coercivity. This can be explained by the transition of paramagnetic CoO to 
ferromagnetic CoxC phases. Above a 15 min reaction time magnetization values 
remained constant but a steady increase in coercivity values occurred. The increase in 
coercivity can be attributed to increased crystallinity and larger crystal grain sizes which 
is confirmed by a narrowing of XRD peaks with increased reaction times (Figure 
4.4.2(a)). The magnetic properties as a function of [3-EG] can be seen in Figure 4.4.7(b). 
The highest coercivity values were observed in samples containing a mixture of Co2C 
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and Co3C phases. The presence of metal Co phases caused an increase in magnetization 
values but a decrease in coercivity values.  
 
4.5 Discussion  
 Polyethylene glycols like 4-EG and 3-EG can readily undergo thermo-oxidation 
above 70 °C in an oxygen containing atmosphere.
65,104,114,115
 This thermo-oxidation 
causes a cleavage of the terminal carbon-carbon bond producing formic acid as an 
oxidation product. The formic acid can react with the other glycol molecules to form 
formyl esters. On the other hand, ethylene glycol oxidizes to glycolaldehyde in the 
presence of atmospheric oxygen.
72
 In studies probing the reduction of transition metals 
by ethylene glycol, the rate of glycolaldehyde formation was strongly correlated to the 
rate of reduction and formation of metal nanoparticles.
71,72
 In the current study, no peaks 
consistent with formic acid or a formyl ester were observed in collected FT-IR spectra of 
the reaction solution. The identification of an imine functionality does support the 
oxidation of the glycol to an aldehyde (Figure 5(a)). Primary amines, like oleylamine, can 
be used as indicators for the presence of trace amounts of carbonyl containing 
compounds through the reaction of an amine and aldehyde to form an imine and 
water.
71,72
  Therefore, the rate of imine formation can be used to assess the rate of glycol 
oxidation. 
Intensities for the imine peak prior to addition of the cobalt precursor were not 
detected; implying that oxidation of the glycol is slow in the absence of oxygen or cobalt. 
However, after addition of the cobalt nitrate precursor, a dramatic increase in glycol 
oxidation rate was observed (Figure (4.4.8(a)). While the initiation of glycol oxidation 
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seemed to be dependent upon the addition of the cobalt precursor, large variances in the 
extent of glycol oxidation arose for reactions ran at different glycol amounts. The highest 
rates of imine formation occurred in reactions with 3 mL and 4 mL of 3-EG, which 
yielded particles comprised of 100% carbide phases (Figure (4.4.8a)).  For reactions with 
low imine formation rates, either CoO or Co metal impurity phases were identified 
through XRD analysis. From a crystallographic standpoint, the dramatic increase in the 
amount of glycol oxidation in the 0-15 reaction time range is commensurate with the 
observance of CoO undergoing reduction and formation of CoxC phases (Figure (4.4.2a)). 
The reduction of CoO is one obvious source of glycol oxidation to an aldehyde, but this 
does not fully explain the correlation between high glycol oxidation rates and CoxC phase 
formation. One explanation could be that a fast reduction process of the CoO phases is 
necessary to allow for complete carbon diffusion and lattice reconstruction. However, the 
possibility that the oxidized form of the glycol acts as a carbon source, promoting the 
formation of CoxC phases cannot be ruled out.  
 
Figure 4.5.1. (a) Comparison of the rate of imine formation for various amounts of 
3-EG as a function of time. (b) Comparison of intensity of imine peak observed in 
FT-IR spectra versus the amount of carbide phase formed for particles synthesized 
in 3-EG. 
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 While the rates of glycol oxidation are strongly correlated to the amount of 3-EG 
in the solvent mixture, changing from 3-EG to 4-EG also affects the rate of glycol 
oxidation. When using 4-EG as opposed to 3-EG, the transition from oxide to carbide 
occurred at a much slower rate. Nearly pure crystalline cobalt carbide phases could be 
seen in as little as 15 minutes after addition of the cobalt precursor, in 3-EG. In 4-EG it 
took as long as 4 hours to reach 90% pure Co2C, with CoO as the remaining impurity 
phase. The trends for measured oxidation rates correspond well with a decrease in 
carbonaceous material as witnessed in the TEM images and FT-IR spectra for particles in 
Figure 4.4.3 and Figure 4.4.4. Particles synthesized in 3-EG (Figure 4.4.4) showed a 
dramatic decrease in surface carbonaceous residue present on the particles surface 
between 5-15 minute reaction times. However when using 4-EG, a decrease in the 
organic content within the particles was only witnessed at 4 hour reaction times, where 
hollow spheres were observed to form (Figure 4.4.3(d)).   This change in rate can be 
attributed to the difference in boiling points between 3-EG and 4-EG. Maintaining a 
constant reaction temperature of 300 °C meant that reactions with 3-EG were conducted 
above its boiling point (BP=285 °C). 4-EG has a boiling point of 327 °C, and leads to 
lowered reactivity and a slower rate of oxidation. Hence, the glycol’s boiling point, 
oxidative stability, and amount used are key parameters that need to be taken into account 
to achieve the synthesis of pure phase CoxC nanoparticles.  
 Further substantiation for the boiling point of the reducing agent being a key 
parameter was investigated by comparing 1,2 dodedecanediol and 1,2 hexadecanediol as 
reducing agents. Syntheses with 1,2 hexadecanediol only resulted in the formation of 
cobalt oxide phases. However, as shown in Figure 4.5.2., the use of 1,2 dodecanediol as a 
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reducing agent resulted in the formation of CoxC phases. TEM images of CoxC particles 
synthesized using 1,2 dodecanediol possessed diameters around 100 nm, but still were 
agglomerated clusters of small CoxC primary particles.   
 
Figure 4.5.2. (a) XRD spectra and (b,c) TEM images of CoxC particles synthesized 
using 1,2 dodecanediol and oleylamine.  
 
5.6 Conclusion 
   In this chapter, the efficiency of oleylamine as a solvent, reducing agent, and 
carbon source for the synthesis of CoxC particles was investigated. Oleylamine was 
inefficient as a reducing agent and carbon source, resulting in CoO particles being 
formed. To induce the formation of cobalt carbide phases, amounts of 4-EG and 3-EG 
were added to oleylamine. With 4-EG, CoO was formed upon nucleation but converted to 
Co2C after 4 hours at 300 °C. Using 3-EG resulted in the formation of CoO upon 
nucleation, but formed a mixture of Co2C and Co3C in only 15 minutes at 300 °C. Time 
studies showed that the amount of carbide formation showed a direct correlation to the 
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amount of oxidized oleylamine in the reaction solvent. 1,2 dodecanediol was also 
identified as an efficient reducing agent for the synthesis of CoxC phases at 300 °C.    
 The initial goal of this chapter was to use oleylamine to alter the morphology of 
synthesized CoxC particles in relation to particles synthesized in tetraethylene glycol. 
This goal was not achieved. Particles synthesized in just oleylamine did form single 
crystal spheres and cubes. However, using just oleylamine did not form CoxC. Adding 4-
EG, 3-EG, or 1,2 dodecanediol to oleylamine did induce the formation of CoxC phases 
but resulted in particles with very similar morphologies to using pure 4-EG.  
 Another promising approach for changing the size and shape of polyol 
synthesized cobalt particles is changing the cobalt precursor. In this chapter, 
Co(NO3)2·6H2O was used to omit the precursor as a possible carbon source. However, in 
the next chapter various cobalt carboxylates will be tested for their efficiency to change 
particle size, yet still form CoxC phases.   
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Chapter 5. Enhancing the magnetic properties of CoxC particles 
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5.1 Overview/Motivation 
 In this chapter, cobalt fumarate was used as a precursor for the synthesis of 
anisotropic CoxC particles. Initially, various cobalt carboxylate complexes were tested; 
cobalt fumarate showed the highest efficiency for forming the carbide phases and resulted 
in the highest coercivities. The goal of this chapter is to maximize the magnetic 
properties of CoxC particles through control of particle shape and crystal phase. 
 In previous chapters, Co3C has been shown to be the desired CoxC phase, both 
experimentally and theoretically. However, controlling shape of the Co3C particles has 
not yet been achieved. Cobalt fumarate has proven to be capable of forming Co3C in the 
absence of base, and to form Co3C anisotropic particles. By forming anisotropic Co3C 
grains, magnetic properties are enhanced over previous chapters and literature reports.  
 
 
5.2 Introduction 
 There are many approaches to control the size and shape of nanoparticles in wet 
chemical syntheses. A common approach is the use of surfactants.
48,49
 Surfactant is a 
rather ambiguous term; it is typically a large organic molecule with an electron donating 
head group that can stabilize the surface of a growing nanoparticle. Long chained amines, 
phosphines, or carboxylates are the most commonly used surfactants in wet chemical 
syntheses.
49
 However, halogens have been reported to have shape directing effects during 
the synthesis of gold nanoparticles.
116
 One problem with surfactants is that their nature is 
dependent on solvent, temperature, and electronic properties of the metal being used to 
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form the nanoparticle. This makes it difficult to know a priori how a given surfactant will 
behave in a new system, requiring numerous iterations to develop a complete 
understanding for a new system.  
Another approach for control of a nanoparticle’s shape and size is by varying the 
metal precursor used. In a report by Soumare et al., the shape and size of formed 
nanoparticles could be controlled through the chain length of the carboxylate ligand on 
the metal precursor complex.
79
 Particles synthesized using cobalt acetate were found to 
agglomerate heavily. Using cobalt laurate (dodecanoate) resulted in the formation of 
monodisperse cobalt nanorods. Also, there are many literature reports on the use of metal 
oleate complexes for the synthesis of monodisperse metal and metal oxide 
nanoparticles.
117
 In this chapter many cobalt carboxylate complexes were screened for 
their ability to form cobalt carbide nanoparticles.  
 Preliminary results showed cobalt decanoate, cobalt stearate, and cobalt fumarate 
to be the most efficient precursors for the formation of cobalt carbide particles with no 
metallic cobalt phase impurities. TEM investigations showed cobalt decanoate and cobalt 
stearate to cause no significant change in CoxC particle morphology, over previous work. 
Particles were large spherical secondary structures of heavily agglomerated primary 
particles. On the other hand, cobalt fumarate did result in a change of CoxC particle size 
and shape. Hence this chapter revolves around the synthesis of CoxC particles using 
cobalt fumarate as a precursor in tetraethylene glycol, in attempt to enhance the magnetic 
properties of CoxC particles.   
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5.3 Experimental Methods 
5.3.1 Wet Chemical Synthesis 
The preparation of cobalt carboxylate complexes and their dehydration will be 
covered in Chapter 6. Two cobalt fumarate precursors were employed in this chapter: 
cobalt fumarate tetrahydrate and cobalt fumarate anhydrous. For the synthesis of CoxC 
particles, two approaches were utilized: the Dissolution and Ramp process and Hot 
Addition process.  
 
Figure 5.3.1. Schematic of dissolution and ramp and hot addition reaction schemes 
 In the dissolution and ramp process, the cobalt fumarate precursor was added to 
tetraethylene glycol in a round bottom flask at room temperature. It was then stirred and 
heated to reflux in a heating mantle. When using cobalt fumarate tetrahydrate, the intitial 
solution was pink in color. When heating to 110 °C the solution turned purple, indicative 
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of dehydration and formation of the anhydrous complex. The cobalt fumarate anhydrous 
in tetraethylene glycol solution started as a purple solution. 
 In the hot addition synthetic approach, tetraethylene glycol was first heated to its 
boiling point. Once at temperature, the dry cobalt fumarate powder was added to the 
boiling tetraethylene glycol solution. Addition of cobalt fumarate tetrahydrate caused the 
tetraethylene glycol to turn pink, and then transition to purple. Cobalt fumarate anhydrous 
caused the tetraethylene glycol to turn purple. 
 
5.3.2 Post Synthesis Processing – Nital Etching  
 In attempts to better clean synthesized CoxC particles, select particles were 
subjected to a dilute acid etching process. In short, particles were sonicated in a mixture 
of 300 μL of HNO3 in 4 mL of 190 proof ethanol. Sonication times were on the order of 
15 minutes. The particles were then washed with methanol and magnetically separated. 
 
5.3.3 Characterization Techniques 
 The main characterization techniques employed in this chapter were X-Ray 
diffraction, TEM imaging, and Vibrating Sample Magnetometry. A full description of 
each technique can be found in Chapter 2.  
 
5.4. Results 
5.4.1. Chemical Synthesis of Anisotropic CoxC particles 
Cobalt fumarate tetrahydrate crystallizes with a pink color when precipitated in 
water. Heating the cobalt fumarate to above 110 °C results in dehydration of the 
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tetrahydrate complex to the anhydrous state, and transitions the cobalt fumarate to purple 
in color. As shown in Figure 5.4.1., initially the dehydrated complex is amorphous in 
nature. However, heating to 300 °C or 350 °C causes the cobalt fumarate anhydrous to 
crystallize. When comparing the FT-IR spectra of the tetrahydrate and anhydrous 
complexes, the loss of a broad peak spanning 3000-3500 cm
-1
 is observed. This band is 
due to the OH stretch of coordinated water molecules. A more complete investigation of 
the thermal characteristics of cobalt fumarate will be presented in Chapter 6.  
 
 
Figure 5.4.1. On the left, XRD patterns for cobalt fumarate heated at different 
temperatures. On the right, FT-IR spectra of as prepared cobalt fumarate 
tetrahydrate, and after the dehydration process. 
 
When using cobalt fumarate tetrahydrate and the dissolution and ramp method, 
CoxC particles rich in Co3C were formed. Average phase ratios of 80% Co3C and 20% 
Co2C were most commonly observed; metallic cobalt phases were very rarely observed 
when using cobalt fumarate. Theoretical calculations from Chapter 3 show Co3C is the 
most desirable phase from a magnetics standpoint. However, experimentally this was not 
confirmed.
43
 The Co3C rich particles produced using cobalt fumarate tetrahydrate 
possessed coercivities of 3.5 kOe, which is higher than literature reports by 20%.
45
 TEM 
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images for the Co3C rich particles revealed that they possess a nanowire like morphology. 
Closer inspection showed the wires to actually be chains of smaller particles. Dark field 
imaging (Figure 5.4.2) showed the individual crystallites to be on the order of 20-30 nm 
in size, which is commensurate with grain sizes calculated from XRD peak widths.       
 
Figure 5.4.2. XRD scan, M(H) curve, and TEM images for CoxC particles 
synthesized using cobalt fumarate tetrahydrate with the dissolution and ramp 
method. Bottom right image shows a dark field image with two different crystal 
grains in yellow and blue. 
 
 The relatively high coercivities observed in the Co3C rich particles, were initially 
attributed to shape anisotropy. As was discussed in the Ferromagnetics section of Chapter 
1, the two main sources of magnetic anisotropy are magnetocrystalline anisotropy and 
shape anisotropy. The shape of a magnetic particle directly effects how the particle 
undergoes magnetic reversal.
118
 Each particle shape was an intrinsic demagnetization 
factor; the demagnetization factor is minimized as particle aspect ratio is increased. 
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Hence, the long wire morphology of the particles in Figure 5.4.2 would have low 
demagnetization factors. Also the moderate monodispersity of the particles allowed for 
them to be aligned in a magnetic field, and minimize orientation effects. This resulted in 
a coercivity of 4.5 kOe to be observed, when particles were aligned in a magnetic field.    
 
Figure 5.4.3. XRD scan, M(H) curve, and TEM images for CoxC particles 
synthesized using cobalt fumarate anhydrous with the dissolution and ramp 
method. 
 
 Using cobalt fumarate anhydrous with the dissolution and ramp method, resulted 
in particles with similar morphology to those synthesized with cobalt fumarate 
tetrahydrate. They tended to form long, chain-like structures. However, these chains were 
shorter in length than particles synthesized with cobalt fumarate tetrahydrate. The XRD 
pattern showed Co3C to be the lone crystalline phase present. The presence of only Co3C 
resulted in a high magnetization of 50 emu/g. The observed coercivity was 3.5 kOe at 
room temperature. The calculated BHmax value was 3.25 MGOe, assuming a density of 8 
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g/mL of CoxC particles. A BHmax value of 3.25 MGOe is higher than the energy products 
for randomly oriented commercial Ferrite magnets.
3
 However, lab scale magnetic 
properties are often higher than commercial scale magnetic properties.
3
  
 
Figure 5.4.4. (a) XRD scan and (b) coercivity distribution CoxC particles synthesized 
using cobalt fumarate anhydrous with the dissolution and ramp method at 1, 2, and 
3 hour reaction times. (c-f) TEM images of particles synthesized at a 3 hour reaction 
time. 
 
 The previous two reactions were kept at reflux temperature for 1 hour. Increasing 
reaction times above 1 hour caused adverse effects to the observed magnetic properties. 
Collected XRD scans showed that at reaction times greater than 1 hour, small amounts of 
HCP-Co could be observed. The reflux temperature of tetraethylene glycol is around 325 
°C, which is above the decomposition temperature of the CoxC phases.
43
 Hence the 
increase in HCP-Co can be attributed to the decomposition of Co3C at increased reaction 
times. The presence of HCP-Co caused a decrease in observed coercivities and the 
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observation of two distinct magnetic phases in collected M(H) curves (Figure 5.4.4). 
Looking at the coercivity distributions in Figure 5.4.4.(b), the emergence of a low 
coercivity phase with a maximum around 1000 Oe becomes apparent at prolonged 
reaction times. Also, the maximum for the high coercivity component is pushed to higher 
fields. The low coercivity phase is due to the formation of soft ferromagnetic HCP-Co. 
The increase in the maximum for the high coercivity phase can be attributed to a change 
in particle morphology. Many of the particles at prolonged reaction times still possess a 
chain-like morphology. However, many long and smooth nanorods could also be 
observed. This long rod like structure would add shape anisotropy and lead to an increase 
in coercivity, when compared to the chain like structures.
118
     
 
Figure 5.4.5. XRD scan, M(H) curve, and TEM images for CoxC particles 
synthesized using cobalt fumarate anhydrous with the hot addition method under 
N2 atmosphere. 
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 Even though many samples with high coercivity were synthesized using the 
dissolution and ramp method, results were very inconsistent. Polyethylene glycols, like 
tetraethylene glycol, undergo thermo-oxidation in air above 70 °C.
65,114
 This makes ramp 
rate very important to achieving consistent results. Slow ramp rates will cause an increase 
in oxidation and water content in the glycol. This will lower the reflux temperature and 
cause inconsistent results.   
 To overcome these inconsistencies, the hot addition of cobalt fumarate into 
already refluxing tetraethylene glycol was used. To minimize the amount of thermo-
oxidation, N2 gas was bubbled into the tetraethylene glycol for the duration of the 
reaction. Also, cobalt fumarate anhydrous was used to avoid the addition of any excess 
water to the reaction mixture. Using this approach Co3C rich particles, with long 
anisotropic morphologies were synthesized.  A magnetic saturation value of 41 emu/g 
and coercivity of 3.5 kOe was recorded for the particles shown in Figure 5.4.5.  
 
5.4.2 Post Synthetic Processing of CoxC particles 
 In Chapter 3, collected XPS spectra showed the surface of synthesized particles to 
have a carbonaceous surface layer. This nonmagnetic surface layer lowers the weight 
corrected magnetization of CoxC particles and also causes the formation of secondary 
particles due to strong agglomeration of the small primary particles. Hence, 
investigations were undertaken with the goal of removing this surface carbonaceous layer 
on the CoxC particles. Thermal treatment proved unsuccessful due to the low 
decomposition temperature of the carbide phases. Also, most organic solvents showed 
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little ability to remove the surface carbonaceous layer. The most promising wash 
technique identified was sonication in a dilute HNO3 solution in ethanol. 
 
Figure 5.4.6. Magnetic properties and TEM images of CoxC particles subjected to 
acid etching post synthesis processing. 
 
 Washing with a dilute HNO3 solution in ethanol resulted in a significant increase 
in coercivity values, but a decrease in magnetization values. This alludes to the loss of 
cobalt atoms from the surface of the CoxC particles due to oxidative etching by the 
HNO3. The change in magnetic properties with each wash is shown in Figure 5.4.6. The 
magnetic properties show one acid wash to be optimal. One wash resulted in only a slight 
loss in magnetization but a dramatic increase in coercivity. This increase in magnetic 
properties resulted in a 114% increase in the calculated BHmax value. 
 TEM images confirm the loss of cobalt from the surface of the CoxC particles. 
Dense layers of carbon were observed to surround small, spherical cobalt carbide 
particles. The cobalt carbide particles are present as dark dense structures, with the 
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carbon coating showing lower density and decreased contrast. In some cases, individual 
sheets of carbon could be observed around the spherical cobalt particles, and implies the 
presence of some graphitic carbon. Also a lot of amorphous carbonaceous material is 
observed. 
 
Figure 5.4.7. Magnetic properties and TEM images of CoxC particles from Figure 
5.4.5. subjected to acid etching post synthesis processing. EELS mapping is shown, 
with cobalt shown in red. 
 
 Applying the acid wash technique to a sample already possessing high coercivity, 
still resulted in an increase in coercivity values. Washing the sample shown in Figure 
5.4.5 resulted in an increase in coercivity from 3.5 kOe to 3.9 kOe. This was the highest 
coercivity recorded for a randomly oriented sample in the entirety of this work. 
Magnetization values did not significantly decrease after one wash step. Washing twice 
resulted in a decrease in coercivity to 3.5 kOe and a 40% decrease in magnetic saturation 
value. The switching field distribution for the as prepared particles showed multiple 
inflection points, implying the presence of multiple magnetic phases. After one wash, a 
broad peak behaving as a single magnetic phase was observed. Also, a decrease in 
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switching events was observed below 2 kOe when compared to the as prepared particles. 
After two washes, the switching field distribution became much narrower and the mode 
switching event was observed at 3.5 kOe, which is consistent with the observed 
coercivity. 
 TEM images show that multiple acid washes causes the long anisotropic CoxC 
structures to become porous. A dramatic decrease in contrast is observed when compared 
to the as prepared particles. Also many holes are witnessed in the anisotropic 
nanostructures. The leaching of cobalt atoms was confirmed using EELS mapping. The 
areas where holes were observed showed no signal for cobalt, as shown in Figure 5.4.7.    
 
5.5 Discussion 
 Cobalt fumarate is an efficient precursor for the synthesis of pure cobalt carbide 
phases with anisotropic shapes. One advantage to using cobalt fumarate is that the 
addition of base is not required to induce reduction and carbide formation. However, the 
enhanced size and shape when using cobalt fumarate cannot be attributed to the absence 
of base. Cobalt decanoate and cobalt stearate were both capable of forming cobalt carbide 
particles in the absence of base, but still showed heavily agglomerated, spherical 
secondary structures.  
 Of the two synthetic methods tested, the hot addition of cobalt fumarate into 
boiling tetraethylene glycol proved to be the most consistent. The temperature of 
reduction and nucleation could be better controlled when using the hot addition approach. 
With the dissolution and ramp process, ramp rate was an extremely important parameter, 
but was also very difficult to keep consistent. Using the hot addition method, pure phase 
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Co3C with coercivities over 3 kOe can be consistently synthesized, as shown in Figure 
5.5.1. However, the samples did show slight variations in morphology in collected TEM 
images. These slight variations could be a cause for the slight differences in coercivity 
distributions as see in Figure 5.5.1.  
 
Figure 5.5.1. On the left, XRD spectra for 3 Co3C samples synthesized using the hot 
addition method. On the right, coercivity distributions for the 3 Co3C samples. 
 
 Along with cobalt fumarate, acid etching can also be used to enhance the 
magnetic properties of CoxC particles. In all cases, the acid etching process caused a 
decrease in magnetization values. This is due to the loss of cobalt atoms from the surface 
of the CoxC particles. While applying only one acid etch to the as prepared particles 
caused a slight decrease in magnetization values, a significant increase in coercivity 
values was observed. From these results, it is proposed that some amorphous or poorly 
crystalline cobalt phases form on the surface of the CoxC particles. The first wash step is 
successful at removing this poorly crystalline material, resulting in the removal of a low 
coercivity phase. More wash steps only act to remove the highly crystalline CoxC phases, 
leading to similar coercivities but reduced magnetization values.   
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5.6 Conclusion 
 In this Chapter, high coercivity Co3C rich particles were synthesized using cobalt 
fumarate as a precursor. Cobalt fumarate, along with cobalt decanoate and cobalt stearate 
were found to be successful at producing 100% CoxC phases in tetraethylene glycol 
without the addition of a base. However, cobalt fumarate produced highly anisotropic 
morphologies and led to higher coercivity values. Both dissolution and ramp and hot 
addition methods were used to synthesize the Co3C rich particles. The hot addition 
approach proved more consistent; it allowed for the best control of reduction and 
nucleation temperature.  
 The second part of this chapter explored the enhancement of magnetic properties 
through the application of post synthetic processing techniques. A short acid wash was 
found to be the most promising post processing technique. The acid wash caused a 
minimal decrease in magnetization but a significant increase in coercivity values. Further 
washing caused larger decreases in magnetization with little effect on coercivity. It is 
proposed that the initial wash removes surface contaminants from the CoxC particles. 
Subsequent washes actually etch cobalt atoms from the CoxC particles causing a decrease 
in magnetization.    
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Chapter 6. Thermal decomposition of 3d Transition Metal Dicarboxylate Complexes 
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6.1 Overview/Motivation 
 In this chapter, the thermal decomposition of Fe, Co, and Ni dicarboxylate 
complexes was investigated. In the previous chapter, cobalt fumarate proved to be the 
most efficient precursor for the synthesis of high coercivity cobalt carbide nanoparticles. 
However, the cause of this efficiency is not known. Hence, the goal of this chapter is to 
investigate whether cobalt fumarate is capable of acting as a single molecule precursor 
for the formation of cobalt carbide phases. 
 Along with cobalt fumarate, cobalt succinate is also investigated. Succinate is a 
very similar molecule to fumarate; the only difference is that it does not possess a double 
bond between the central carbon atoms. Also Ni and Fe fumarate and succinate were 
tested as a single molecule precursor for the synthesis of metal carbide phases. The 
thermal decomposition of each metal complex was monitored by thermo-gravimetric 
analysis with an IR detector. The crystal phases present upon decomposition were 
investigated using elevated temperature X-Ray diffraction.  
  
6.2 Introduction 
The metal precursors most commonly employed for the synthesis of metal 
nanoparticles are low oxidation state metal salts with chloride, nitrate, sulfate, and acetate 
groups as ligands.
62
 These precursors are inexpensive and offer high solubility in a wide 
variety of polar solvents. To increase solubility in non polar solvents, complexes 
containing long chained carboxylate ligands (e.g. metal oleate complexes) can be 
synthesized and used as a metal precursor.
62
 By increasing the chain length of the 
carboxylate ligand, monodispersity and decreased particle sizes can be achieved.
79
 In 
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addition to long chained carboxylates, organic molecules containing P, S, and Se can be 
used to complex metal atoms and serve as a precursor to control size and shape of the 
resulting nanoparticles.
54
 Ligands containing C, N, P, S, and Se can also serve to promote 
the formation of metal carbides, nitrides, phosphides, sulfides, and selenides from a 
single molecule precursor.
119-121
 One drawback to the use of single molecule precursors is 
that many are not commercially available, and can be time consuming and expensive to 
synthesize.
54
 
For the synthesis of metal carbides, carbonyl containing complexes are a 
commonly used single molecule precursor.
55,57,59
 Recently, it has been demonstrated that 
a cobalt fumarate complex can also be used as an efficient precursor for the synthesis of 
cobalt carbide nanoparticles.
44,122
 In the current chapter, Fe, Co, and Ni fumarate and 
succinate complexes were prepared using a simple precipitation technique. The thermal 
decomposition of Fe, Co, and Ni fumarate and succinate complexes was then investigated 
in order to develop a better understanding of their decomposition process and to assess 
their ability to form metal carbide structures.  
 
6.3 Experimental Procedures 
6.3.1. Synthesis of Dicarboxylate Complexes 
 Iron (II) Fumarate 98% was purchased from Alfa Aesar, and was used without 
further purification.  For the precipitation of the Fe, Co, and Ni fumarate and succinate 
complexes, FeCl2·4H2O, Co(NO3)2·6H2O, and Ni(NO3)2·6H2O were used as the metal 
precursor. To start, 0.800 g (5.0 mmol) of Na2Fumarate or 1.350 g (5.0 mmol) of 
Na2Succinate·4H2O was added to 5 mL of DI H2O. The solution was then magnetically 
  
 
 
116 
stirred and heated to 50 °C on a hot plate. In a separate flask, 5.0 mmol of the desired 
transition metal precursor (Fe, Co, or Ni) was added to 5 mL of DI H2O, and vortexed 
until all solids were dissolved. Once the sodium dicarboxylate solution was at 50 °C and 
all solids dissolved, the transition metal solution was added dropwise to the sodium 
dicarboxylate solution. The mixed solution was then allowed to react for 15 minutes at 50 
°C. In this 15 minute time frame precipitation of the transition metal dicarboxylate 
complex could be observed. The solution was then allowed to naturally cool to room 
temperature with continued stirring. Once at room temperature the solution was 
centrifuged at 5000 RPM for 5 minutes. After the first centrifugation step, the collected 
metal dicarboxylate complex was washed with a mixture of 50:50 ethanol and DI H2O, 
and centrifuged again. This cycle was repeated three times. After washing, the product 
was allowed to dry in a vacuum oven at room temperature for 48 hours.  
 
6.3.2. Elevated Temperature X-Ray Diffraction Analysis (ETXRD) 
 The basic instrument setup and procedure can be found in Chapter 2.2.3. All 
metal dicarboxylate complexes were analyzed employing an alumina (Al2O3) sample 
holder, under flowing N2 atmosphere. The samples were analyzed at temperatures 
ranging from room temperature (25 °C) to 900 °C.  
 
6.3.3. Thermogravimatric analysis coupled with FT-IR detection (TGA-IR) 
 TGA-IR analysis was conducted under identical conditions for each metal 
dicarboxylate complex using a Thermal Analysis Q5000 model TGA. TGA-IR analysis 
was conducted from room temperature to 600 °C, at a ramp rate of 5 °C/minute. The 
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TGA sample chamber was purged with N2 gas throughout the analysis at a flow rate of 
100 mL/minute. Detection of exhaust gas was conducted with a Thermo Scientific 
Nicolet 6700 model FT-IR. Exhaust gas was transferred to the FT-IR detector through a 
stainless steel transfer tube that was heated to 200 °C. The FT-IR detector employed 
TGA-FT-IR interface stage equipped with a gas flow cell, also heated to 200 °C. FT-IR 
scans from 500 cm
-1
 to 4000 cm
-1
 were collected every 180 seconds during the TGA 
analysis. This equates to a scan being collected at 15 °C intervals.  
6.3.4. Complimentary Analysis Techniques 
 Analysis of ETXRD data was performed using XPert Highscore Plus data 
analysis software. Crystal grain sizes were calculated using Scherrer Ananlysis with 
instrument broadening determined using a Si wafer. Differential Scanning Calorimetry 
(DSC) was conducted on a Thermal Analysis DSC Q200. Scans were conducted under N2 
atmosphere, from 25 °C to 600 °C at a ramp rate of 5 °C per minute. Raman spectra were 
collected on a Thermo Scientific DXR Smart Raman using an excitation wavelength of 
532 nm. FT-IR spectra for the as synthesized complexes utilized a SmartATR 
(Attenuated Total Reflectance mode) attachment.  
 
6.4 Results 
The thermal decomposition of lanthanide, manganese, cobalt, nickel, copper, and 
zinc fumarates has been previously reported.
123-127
 However, most reports were 
conducted under an air atmosphere, causing the decomposition product formed to be 
metal oxide phases. Analysis of the gaseous decomposition products showed CO2 and 
H2O to be produced upon decomposition of the metal fumarate complex.
127
 The thermal 
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decomposition of manganese fumarate and succinate in a CO2 atmosphere resulted in the 
formation of manganese oxide and carbon as the major products.
126
 In the present study, 
the decomposition of Fe, Co, and Ni fumarate and succinate complexes under an N2 
atmosphere resulted in a reduction of the M
+2
 to M
0
 particles. Also, for three of the 
complexes, metal carbide phases were observed. 
 
Figure 6.4.1. XRD Spectra of synthesized dicarboxylate precursor complexes 
Cobalt fumarate and cobalt succinate showed very similar decomposition 
pathways. The first decomposition event was the dehydration of the tetrahydrate 
complexes. Cobalt succinate lost 30.0 % weight with an onset temperature of 82 °C. 
Cobalt fumarate lost 29.3 % weight starting at 95 °C. This dehydration was confirmed by 
the detection of H2O bending vibrations in collected IR spectra of the gaseous 
decomposition products (Figure 6.4.2). Also, the loss of water resulted in a loss of 
crystallinity in collected ETXRD scans at 200 °C. At 300 °C, cobalt fumarate crystallized 
into an anhydrous crystal structure, but cobalt succinate showed no significant 
recrystallization. Increasing temperatures further, caused cobalt fumarate and cobalt 
succinate complexes to decompose at 378 °C and 349 °C, respectively. The gaseous 
decomposition products at these temperatures were CO2 and H2O. At 400 °C, ETXRD 
scans showed diffraction intensities consistent with metallic Co phases (face centered 
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cubic (FCC) and hexagonal close packed (HCP)) for cobalt fumarate. Cobalt succinate 
showed metallic Co phases at 350 °C. Comparing the crystalline products upon 
decomposition of each cobalt complex, cobalt succinate showed higher intensity and 
narrower peaks for the Co phases when compared to cobalt fumarate. The average 
calculated crystal grain sizes for the metallic Co phases at 400 °C were 3.7 nm and 11.6 
nm for cobalt fumarate and cobalt succinate, respectively. At temperatures above 400 °C 
crystal grain sizes increased, along with the disappearance of diffraction intensities 
corresponding to HCP-Co. Co metal undergoes a martensitic transition from HCP to FCC 
at temperatures between 400 °C and 500 °C, and helps explain the loss of the hexagonal 
close packed Co phase at high temperatures.
128
 
 
Figure 6.4.2. ETXRD scans and TGA-IR contour plots for the decomposition of 
cobalt fumarate (top) and cobalt succinate (bottom) 
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Figure 6.4.3. ETXRD scans and TGA-IR contour plots for the decomposition of 
nickel fumarate (top) and nickel succinate (bottom) 
 
Nickel fumarate decomposed in a similar manner to the cobalt dicarboxylate 
complexes. It first showed dehydration at 107 °C, resulting in a 29.2 % weight loss. 
Decomposition of the nickel fumarate complex occurred at 324 °C and produced CO2 and 
H2O as the gaseous decomposition products. ETXRD showed FCC-Ni to be formed at 
350 °C. The crystal grain size for FCC-Ni at 350 °C was calculated to be 3.5 nm. 
Increasing the temperature to 600 °C only resulted in only slight growth of the FCC-Ni 
crystals to 7.7 nm. At temperatures above 600 °C, crystal growth occurred more rapidly, 
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resulting in crystal grain sizes of 14.6 nm, 34.8 nm, and 47.2 nm at 700 °C, 800 °C, and 
900 °C, respectively.   
 The thermal decomposition of nickel succinate resulted in dramatic differences in 
decomposition products, when compared to nickel fumarate and cobalt dicarboxylate 
complexes. Nickel succinate underwent dehydration at 96.6 °C. At 200 °C and 300 °C, 
no significant diffraction peaks were observed in collected ETXRD scans.  The onset of 
decomposition for the nickel succinate complex occurred at 336 °C, and resulted in 3 
crystal phases forming; FCC-Ni, HCP-Ni, and Ni3C phases were all observed at 350 °C.  
The formation of Ni3C does show that dicarboxylate ligands are efficient as a carbon 
source. HCP-Ni is not a thermodynamically stable crystal structure of Ni, and is only 
observed under conditions with high levels of stress or strain, like those during ion 
bombardment.
129
 Hence, the formation of HCP-Ni could be a strained transition state 
between the more stable FCC-Ni and Ni3C phases. At 400 °C only HCP-Ni and FCC-Ni 
phases were identified, implying the decomposition of the Ni3C phase. This corresponds 
well to literature values of Ni3C decomposition occurring around 400 °C.
42,51
  Above 400 
°C, an increase in FCC-Ni composition corresponding to a decrease in HCP-Ni phase 
was observed.  
Iron fumarate was the only dicarboxylate complex investigated that started as an 
anhydrous complex. The lack of coordinated water molecules resulted in no observable 
events in collected ETXRD and TGA-IR spectra from 25 °C to 350 °C. With an onset 
temperature of 391 °C, decomposition of the Fe fumarate complex took place, resulting 
in a weight loss of 48.5% and liberation of CO2. ETXRD collected at 400 °C showed 
only weak intensities consistent with the Fe fumarate precursor complex. However, 
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increasing to 450 °C resulted in the observance of 3 phases: Fe(II)O, BCC-Fe, and Fe3C. 
At 500 °C the FeO was completely reduced, and resulted in a crystal phase composition 
of 42.3% BCC-Fe and 57.3% Fe3C. The Fe3C composition further increased to 72.3% at 
550 °C but dropped to 29.8% at 600 °C, with the balance phase being BCC-Fe. The 
apparent decomposition of Fe3C to BCC-Fe agrees well with a weight loss of 10.73%, 
beginning at 550 °C. At temperatures above 600 °C, BCC-Fe transitioned to FCC-Fe.  
 
 
Figure 6.4.4. ETXRD scans and TGA-IR contour plots for the decomposition of iron 
fumarate (top) and iron succinate (bottom) 
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 Fe Succinate showed a dehydration process beginning at 77.5 °C resulting in a 
28.04 % weight loss, similar to all the other tetrahydrate complexes tested. ETXRD scans 
showed that after the dehydration process, no crystalline components were present until 
the onset of the decomposition process at 277 °C. The decomposition process led to the 
liberation of CO2 and H2O, and the formation of FeO. FeO was the major crystalline 
component present in ETXRD scans collected from 300 °C to 450 °C. At 450 °C, peaks 
consistent with Fe3C could be observed resulting in a phase composition of 24.1 % Fe3C 
and 75.9% FeO.  Increasing to 500 °C caused the reduction of the FeO phase, with 30.6% 
BCC-Fe and 69.4% Fe3C being present. Increasing temperatures further produced 
ETXRD results very similar to those observed with Fe fumarate; Fe3C phase % slowly 
decreased at the expense of BCC-Fe, with BCC-Fe showing increased crystal grain sizes 
with increasing temperature. At 750 °C, a mixture of Fe3C, BCC-Fe, and FCC-Fe was 
identified, while at 900 °C only FCC-Fe and Fe3C were observed.   
 
Figure 6.4.5. Raman spectra for the metal dicarboxylate complexes heated to 900 
°C. 
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Raman Spectroscopy was used verify that each complex was capable of 
producing free carbon atoms for the possible formation of the metal carbide phases. 
Heating each complex in this study to 900 °C resulted in the observance of D and G 
bands of carbon in collected Raman spectra, at 1355 cm
-1
 and 1575 cm
-1
, respectively. 
Also a peak at 2330 cm
-1
 was detected in each spectrum which corresponds to the 
stretching mode of N2. The G:D ratios for each complex were relatively similar.  
  
6.5 Discussion 
  From the ETXRD and Raman data, it is shown that the thermal decomposition of 
all of metal dicarboxylate complexes tested cause a reduction of the M
2+
 atoms to M
0
 and 
lead to the formation of amorphous carbon. However, only three of the complexes 
investigated formed metal carbide crystal phases (Fe fumarate, Fe succinate, and Ni 
Succinate). The decomposition of the cobalt complexes showed no crystalline carbide 
phases.  The lack of carbide formation for the tested cobalt complexes can be explained 
by looking at the decomposition temperatures for the stable Co carbide phases: Co3C and 
Co2C. Co3C decomposes at 315 °C and Co2C decomposes at 300 °C.
43
 Both cobalt 
complexes decomposed well above these temperatures, hence the carbide phases were not 
thermodynamically favored to form. 
 While none of the cobalt dicarboxylate complexes decomposed to a carbide 
phase, Ni succinate formed 15.8 % Ni3C at 350 °C. Ni3C has a higher decomposition 
temperature than the CoxC phases, falling between 400 °C and 425 °C.
42,51
 Ni succinate 
and Ni Fumarate decomposed at 336 °C and 324°C, respectively. However, only Ni 
succinate formed Ni3C and Ni fumarate did not. Analysis of ETXRD scans for the  
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Figure 6.5.1.. (a) XRD scan taken during the decomposition of Ni succinate at 350 
°C. Fits and phase percentages are shown for FCC-Ni, HCP-Ni, and Ni3C (b) DSC 
scans collected for Ni fumarate and Ni Succinate. (c) Average crystal grain sizes as a 
function of temperature for phases produced from the decomposition of Ni 
fumarate and Ni succinate. 
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decomposition of both Ni complexes showed dramatic differences in average crystal 
grain sizes for the crystalline decomposition products of each Ni complex. The crystal 
phases formed as a result of the decomposition of Ni Fumarate showed significantly 
smaller crystal grain sizes than Ni Succinate (Figure 6.5.6(c)). Carbon solubility in 
transition metal crystal structures is highly dependent on the crystal grain size; decreasing 
grain sizes typically show a decrease in carbon solubility.
130
 Hence, diminished carbon 
solubility due to small crystal grain sizes formed upon decomposition of Ni fumarate is 
one possible explanation for its inability to form the Ni3C phase.  
 Both Fe complexes formed carbide phases upon decomposition. However, with 
increasing temperature the carbide phases decomposed to BCC-Fe. With increasing 
temperature, the BCC structure gave way to FCC-Fe and a small amount of Fe3C. During 
the heating process, no pure phase Fe3C was observed. However, BCC-Fe possesses 
significantly lower carbon solubility values when compared to FCC-Fe (≈10 times 
lower).
131
 Hence, by heating quickly to 900 °C to form FCC-Fe and then cooling at a rate 
of 100 °C/min, phase pure Fe3C can be formed (Figure 6.5.7). The phase pure Fe3C was 
ferromagnetic in nature, possessing a magnetic saturation value of 124 emu/g. This 
magnetization is lower than a theoretical maximum magnetization of 143 emu/g.
3,7
 This 
deviation in magnetization can be attributed to the excess carbon as observed in collected 
Raman spectra.  The synthesis of phase pure Fe3C shows that metal dicarboxylates can 
act as a single molecule precursor for the synthesis of pure phase metal carbide particles. 
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Figure 6.5.2. (a) XRD scan of Fe3C samples as a result of decomposition of Fe 
dicarboxylate complexes. (b) Magnetization vs. applied field curve for phase pure 
Fe3C. 
  
6.6 Conclusion 
 The purpose of this investigation was to examine the ability of Fe, Co, and Ni 
fumarate and succinate complexes to act as single molecule precursors for the synthesis 
of endothermic metal carbide phases. In all cases, the decomposition of the metal 
dicarboxylate complexes resulted in a reduction of the M
2+
 precursor to an M
0
 state. In 
three of the complexes, metal carbide phases were observed. Nickel succinate 
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decomposed into a mixture of FCC-Ni, HCP-Ni, and Ni3C at 350 °C. Fe succinate and Fe 
fumarate formed Fe3C at 500 °C and 550 °C, but decomposed to BCC-Fe at higher 
temperatures. At 550 °C, both iron complexes formed between 60-70 % Fe3C, with Fe3C 
grain sizes of 107 nm for Fe fumarate and 40 nm for Fe succinate. For all complexes, the 
gaseous decomposition products were CO2 and H2O. This chapter shows that metal 
dicarboxylate complexes are efficient single molecule precursors for the synthesis of 
metal carbide crystal phases. 
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Chapter 7. Ethanol assisted synthesis of Co and Ni particles 
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7.1 Overview 
 The goal of Chapter 3 through 5 was to develop a better understanding of and  to 
optimize the synthesis of CoxC particles. These chapters utilized high boiling point 
solvents like tetraethylene glycol and oleylamine. While these chemicals are efficient as 
solvents and reducing agents, they are economically inefficient. They possess substantial 
cost and require high temperatures, which is expensive from an energy consumption 
standpoint. Hence the use of lower boiling point solvents for the synthesis of Co based 
nanomaterials could help make for a more economically efficient process.  
 In literature, the use of cobalt nanoparticles as catalysts is prevalent. In one report 
using cobalt (II) oxide catalysts for the process of Ethanol Steam Reforming, the surface 
Co
2+
 atoms were found to be reduced to Co
0
 in the presence of only ethanol and water.
132
 
Hence the initial goal of this chapter was to be able to reduce Co
2+
 to Co
0
 using ethanol 
as the solvent and reducing agent and form nanoparticles. 
  
7.2 Introduction 
Nanocrystalline magnetic particles draw considerable attention due to their 
interesting magnetic properties when compared to bulk materials.
62
  Controlling a 
magnetic particle’s shape and size can further enhance its magnetic properties. A general 
method used to manipulate particle shape and size is a solution based synthetic route.
62
 
The solution based synthesis of magnetic nanoparticles commonly employs a reducing 
agent and heat to initiate a redox reaction, where a reagent or the solvent itself can act as 
the reducing agent.
62
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The most common solvents used for the solvent assisted reduction of magnetic 
nanoparticles are polyhydric alcohols (polyols) and long chain alkylamines.
62,69,76,107,133-
135
 Fievet et al. first demonstrated the ability to reduce Ni(OH)2 and Co(OH)2 in ethylene 
glycol to form magnetic particles in 1988.
61
 Since this initial discovery, numerous 
ferromagnetic particle systems in a wide range of polyhydric alcohols have been 
investigated. While numerous reports demonstrate the solvent assisted reduction and 
formation of Ni and Co magnetic particles in polyols and alkylamines, few reports of 
using lower boiling point primary alcohols as a reducing agent to synthesize Ni and Co 
particles exist.
69,76,78,133-135
 The use of lower boiling point, “greener” solvents can increase 
cost efficiency, lower energy consumption, and reduce environmental impact. 
While scarce, there are reports that show primary and secondary alcohols can be 
viable alternatives for the solvent-assisted reduction of Ni and Co. The synthesis of Ni 
particles was recently reported using 2-octanol as a solvent at atmospheric pressure but 
only at extended reaction times.
81
 However when using shorter chained alcohols, 
supercritical conditions are needed to promote reduction and formation of Ni and Co 
particles.
82,83,136
 In methanol, temperatures in excess of 400 °C are necessary to 
synthesize oxide free Ni or Co particles.
82,83,136
 The synthesis of ferromagnetic iron oxide 
based particles has been reported using supercritical ethanol. However, no metallic 
phases of Fe, Co, or Ni were identified.
84
 
In this Chapter, it is demonstrated that ethanol has the ability to reduce and 
nucleate ferromagnetic Ni and Co particles. Using a solvothermal approach, crystalline 
Ni and Co particles can be produced at 200 °C. By using inexpensive solvents at 
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relatively low temperatures, the “greener” processing of ferromagnetic Ni and Co based 
particles can be attained. 
  
7.3 Experimental Techniques 
7.3.1 Synthesis 
 A typical reaction used 1 mmol (237 mg) of cobalt (II) acetate tetrahydrate or 
nickel(II) acetate tetrahydrate as metal precursor. Along with the cobalt and nickel 
precursor, 2.5 mg of K2PtCl4 was added to 25 mL of 95% (190 proof) ethanol solution in 
a 50 mL polytetraflouroethylene (PTFE) cup. The PTFE cup containing the above 
reagents, was then sonicated for 15-30 minutes to dissolve the solid precursors in the 
ethanol solution. After the dissolution of the Co or Ni and Pt salts, the PTFE cup was 
sealed in a Parr instruments stainless steel acid digestion vessel. This vessel was then 
placed in a preheated (200 °C) oven for 2.5 hours. The vessel was then removed from the 
oven and allowed to cool to room temperature under ambient conditions. Once cooled the 
particles were magnetically collected and rinsed with methanol numerous times. Once 
rinsed the particles were placed in a vacuum oven and dried at room temperature. 
 
7.3.2 Characterization 
 Crystal structure analysis was performed utilizing a Panalytical X’Pert Pro MPD 
diffractometer (Cu Kα anode) configured with X’Pert Highscore data analysis software. 
A Si wafer was used to measure instrumental peak broadening, and was then subtracted 
from measured peak widths before Scherrer Analysis. Scanning Electron Microscopy 
(SEM) imaging employed a Hitachi SU-70 with field emission electron gun at 10kV. 
Samples were coated with platinum prior to SEM imaging. Transmission Electron 
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Microscopy (TEM) images were collected using a Zeiss Libra 120 with LaB6 field 
emission at 120 kV. Magnetic measurements were made with a Quantum Design 
Versalab Vibrating Sample Magnetometer (VSM). The VSM has a field range of 3T to – 
3T, and a temperature range of 50 K to 300 K. Samples were mounted as an isotropic 
powder suspended in a Formvar
(c)
 matrix. Magnetization versus temperature plots were 
collected from 50 K to 300 K at a temperature ramp rate of 5 K/min. Thermogravimetric 
analysis was performed using a Thermal Advantage Q500 from 25 °C to 500 °C at a 
ramp rate of 5 °C/min under N2 atmosphere. 
 
7.4 Results 
 
Figure 7.4.1. XRD scans for Ni (top), and Co (bottom) particles collected after 2.5 
hr. reaction time. Reitveld refinement fitted profiles for the Ni (green) and Co (blue) 
are shown beneath. Miller indices for the FCC-phases and HCP-Co phase are 
displayed in black and red, respectively. 
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Ni particles formed pure phase face centered cubic (FCC) Ni with an average 
crystal grain size of 34 nm (Figure 1). Reduction of cobalt acetate produced particles 
comprised of 54% hexagonal close packed (HCP) Co and 46% FCC-Co crystal phases 
(Figure 7.4.1). A two phase system consisting of HCP-Co and FCC-Co is commonly 
observed in the solution based synthesis of Co particles, and can be attributed to the low 
energy barrier required for stacking fault formation to occur between the Co allotropic 
structures.
76,78,137,138
 Stacking faults introduce disorder along the HCP (011) plane which 
results in broadening of the HCP (011) peak  (Figure 1).
76
   The grain sizes for the HCP 
and FCC-Co phases were calculated to be 25 nm and 28 nm, respectively. Crystal 
structure refinement for the FCC-Ni, FCC-Co, and HCP-Co revealed lattice constants 
slightly increased over bulk values.
90
 Inductively Coupled Plasma–Optical Emission 
Spectroscopy (ICP-OES) revealed Pt molar percentages relative to Ni and Co of 0.22% ± 
0.011% and 0.94% ± 0.043%, respectively. The results from crystal structural refinement 
and ICP-OES indicate alloy formation to occur between Ni or Co and Pt atoms employed 
as a nucleating agent. The calculated lattice parameters and results from elemental 
analysis can be seen in Table 4.4.1. 
Table 4.4.1. Refined Lattice Parameters and Elemental Analysis 
Phase Space Group Lattice Parameters (Å) Molar % Pt
a
 
  a b c  
FCC-Ni Fm-3m 3.526 - - 0.22 
  [3.52]    
FCC-Co Fm-3m 3.546 - - 0.94 
  [3.544]    
HCP-Co P63/mmc 2.514 - 4.105 0.94 
  [2.507]  [4.070]  
a
Pt percentages determined with ICP-OES,                                           
 *bulk lattice parameters in brackets 
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Figure 7.4.2. (a) SEM and (b,c) TEM images of synthesized Ni particles 
 
SEM images showed the Ni particles to be spherical in morphology with 
diameters of 200 nm to 300 nm (Figure 7.4.2(a)). Some particles with ellipsoidal 
morphology were also observed. The particles showed smooth surface morphology, with 
very few faceted edges. TEM images reveal dense, round particles with diameters in 
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good agreement with SEM images. A slight degree of aggregation between individual Ni 
particles was observed. Round particles with diameters between 200-300 nm is 
commensurate with literature reports for Ni  particles synthesized employing monohydric 
alcohols as a solvent in the absence of additional surfactants.
81
 
 
Figure 7.4.3. (a) SEM and (b,c) TEM images of synthesized Co particles 
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 SEM images of Co particles showed the particles to be round, ellipsoidal particles 
several microns in diameter (Figure 7.4.3(a)). However, individual Co artifacts between 
300-500 nm could be observed in SEM images. TEM images showed individual Co 
particles on the order of 500 nm, but severe agglomeration resulted in the formation of 
micron scale secondary structures (Figure 7.4.3(b)). The Co particle surface showed a 
decrease in electron constrast, which is commonly associated with the presence of an 
oxide surface layer (Figure 7.4.3(c)).
139
 While no peaks characteristic of a Co oxide 
crystalline phase were observed in XRD analysis, thermomagnetic measurements suggest 
the presence of some Co oxide impurities and will be discussed later. Also, the presence 
of Moire fringes was observed in many Co particles (Figure 7.4.3(c)). 
 
Figure 7.4.4 Thermogravimetric curves for Ni and Co particles 
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While the synthesis of Ni and Co particles in ethanol did lead to the formation of 
particles greater than 200 nm in diameter, many high molecular weight solvents 
commonly used to control particle growth result in the accumulation of thick organic 
surface layers.
43
 The presence of non-magnetic, organic surface layers act to lower 
gravimetric and volumetric magnetization values.
43
 TEM images revealed minimal 
presence of surface organic impurities. Thermo-gravimetric analysis (TGA) further 
validated the lack of organic impurities; the Ni and Co particles showed weight losses of 
only 2.74% and  0.53% when heated to 400 °C, respectively. TGA curves can be seen in 
Figure 7.7.4. The low quantity of nonmagnetic organic impurities allows for 
magnetization close to bulk values, to be attained. 
 
Figure 7.4.5. (a) Room temperature magnetization vs. applied field curves for 
synthesized cobalt (blue) and nickel (green) particles. (b) Zero field cooled (dotted) 
and field cooled (solid) magnetization vs. temperature for cobalt (blue) and nickel 
(green) particles collected at 250 Oe. 
 
 Room temperature magnetic saturation (Ms) values for the Ni and Co particles are 
51 emu/g and 148 emu/g, respectively (Figure 7.4.5(a)). These Ms values compare well to 
the bulk magnetization of 58 emu/g for Ni and 163 emu/g for Co.
73
 Observed coercivity 
values of 180 Oe for both the Co and Ni particles are increased over bulk values, which is 
common for magnetic nanomaterials as the crystal grain size approaches their critical 
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magnetic domain size.
140-142
 For the Co particles, the presence of the hard ferromagnetic 
HCP-Co phase also causes an increase in coercivity over pure FCC-Co.
143
 Zero field 
cooled (ZFC) curves for Ni and Co exhibited magnetic blocking events below room 
temperature, again consistent with crystal grain sizes approaching the critical magnetic 
domain size (Figure 7.4.5(b)). Field cooled (FC) magnetization versus temperature plots 
for the Ni and Co particles show little variance in magnetic susceptibility from 50 K to 
300 K, indicative of a strongly interacting ferromagnetic system.
91
  The ZFC curve for Co 
shows an inflection point at 160 K which is commonly attributed to a CoO surface 
layer.
140
 While not present in the XRD pattern of the bulk sample, the small presence of 
CoPt and CoO cannot be ruled out, and helps explain the slightly reduced magnetization 
but increased coercivity values when compared to bulk values. 
 
7.5 Discussion 
 By combining crystallographic, electron imaging, TGA, and magnetic 
characterization techniques, it is shown that ethanol acts as a more efficient capping agent 
for the synthesis of Ni particles. SEM and TEM imaging showed smaller particle 
diameters and a tighter size distribution for Ni particles when compared to Co particles. 
TGA analysis also showed the Ni particles to possess a higher content of organic 
impurities. For the Co particles, decreased electron contrast at the particle surface in 
TEM images combined with a magnetic transition very close to the Neél temperature of 
CoO, suggests the presence of a CoO surface layer on the synthesized Co particles. 
However, the addition of known capping agents has been shown to be capable of 
increasing size control when using monohydric alcohols as a solvent system.
81
 Hence, 
future work will be directed toward finding capping agents to achieve heightened size 
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control and prevent the formation of surface oxidation in ferromagnetic particles 
synthesized in ethanol.     
 
7.6 Conclusion 
 The purpose of this chapter was to demonstrate the effectiveness of ethanol as a 
solvent for the assisted reduction and formation of Co and Ni nanocrystalline particles. 
To induce particle formation, K2PtCl4 was utilized as a nucleating agent to promote 
heterogeneous nucleation. XRD revealed the Ni and Co particles to be nanocrystalline in 
nature. TEM showed that while nanocrystalline in nature, the Ni and Co formed 
polycrystalline particles of 300 nm and 500 nm and greater in diameter, respectively. 
Magnetization values for the synthesized Ni and Co particles compare well with bulk 
magnetizations.
73
 This chapter proves that low boiling point primary alcohols can act as 
efficient solvents for the solvent assisted reduction of ferromagnetic Co and Ni 
nanocrystalline particles. With the use of low boiling point solvents, such as ethanol, a 
more cost efficient and environmental friendly process for the synthesis of ferromagnetic 
nanocrystalline particles can be achieved.     
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Chapter 8. Summary 
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 The primary goal of this research is to develop a new, rare earth element free 
permanent magnet material, in the form of cobalt carbide nanoparticles. Rare earth 
magnets possess substantial permanent magnet properties, but are becoming increasingly 
expensive to manufacture. Current rare earth free magnets do not possess the properties 
required for most permanent magnet applications. To progress the development of cobalt 
carbide materials, a two-step approach was undertaken. First, a mechanistic 
understanding of their formation process and their intrinsic magnetic properties was 
required. Secondly using this acquired knowledge, phase, size, and shape control would 
be used to enhance the magnetic properties of cobalt carbide nanomaterials. The major 
achievements and conclusions from this research work are listed below: 
 
1. Cobalt carbide nanoparticles are synthesized using a wet chemical technique 
known as the polyol process. In the polyol process the introduction of a strong 
base is commonly employed to enhance the reducing ability of the given 
polyol, and can even act to control the crystal phase of the produced particles. 
Cobalt carbides have two stable crystal phases: Co3C and Co2C. In this work, 
the synthesis of pure phase Co3C and Co2C was achieved through strict 
control of the [base] using tetraethylene glycol as a solvent. Co3C was 
synthesized at a OH
-
:Co ratio of 2.5. Co2C was synthesized at a OH
-
:Co ratio 
of 10.5. Ratios in between 2.5 and 10.5 resulted in the formation of 
nanocomposites of Co2C and Co3C. By achieving the synthesis of pure phase 
Co3C and pure phase Co2C, the magnetic properties for each phase could be 
investigated experimentally and theoretically. 
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2. Theoretically, magnetocrystalline anisotropy energies for Co3C and Co2C 
were very similar. However, first principle calculations showed Co3C to 
possess a higher magnetization value than Co2C. Experimentally, Co3C was 
shown to possess a much higher magnetization than Co2C. Also, pure phase 
Co3C possessed higher coercivity values than Co2C. Interestingly, the highest 
coercivity values were recorded for a mixture of Co3C and Co2C. This was 
identified to be due to exchange coupling interactions in the Co3C and Co2C 
mixed system. 
3. One approach to enhance nanomagnets magnetic properties is through control 
of shape and size. To attempt to further control the size and shape of cobalt 
carbide nanoparticles, oleylamine was employed as a solvent and surfactant. 
Tetraethylene glycol and triethylene glycol served as a reducing agent and 
carbon source. Oleylamine proved inefficient as a shape directing agent. 
Triethylene glycol led the kinetically faster formation of CoxC phases when 
compared to tetraethylene glycol. When using tetraethylene glycol, cobalt 
oxide was first formed and then over 4 hours transformed to Co2C. 
4. The use of oleylamine did allow for the monitoring of the oxidation products 
during the reaction; amines when in the presence of an aldehyde can react to 
form an imine. Using FT-IR, the transition from amine to imine, along with 
the decrease in the ether signal from the glycol was observed. The highest 
conversion rates from amine to imine occurred for samples that formed pure 
cobalt carbide phases. Slow conversion rates led to the formation of metallic 
Co or cobalt oxide phases. 
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5. The control of shape and size of cobalt carbide nanoparticles was 
accomplished by using cobalt fumarate as a metal precursor in tetraethylene 
glycol. Several samples rich in the Co3C crystal phase with anisotropic 
morphology were synthesized using cobalt fumarate. Magnetization values as 
high as 50 emu/g and coercivities as high as 3.9 kOe were recorded for 
anisotropic Co3C particles. Alignment of the particles in a magnetic field 
resulted in a coercivity value of 4.5 kOe. Particles typically resembled long 
nanowires in low magnification TEM images. At higher magnifications, the 
particles were identified to be nano-chains of smaller primary particles.  
6. To better understand the anomalous efficiency of cobalt fumarate as a 
precursor for cobalt carbide formation, its decomposition process was 
extensively investigated. The thermal decomposition of cobalt fumarate only 
led to the formation of metallic cobalt phases. However, iron fumarate was 
found to decompose into carbide phases. Iron succinate and nickel succinate 
were also identified as efficient precursors for the synthesis of metal carbide 
phases. Cobalt fumarate did not form cobalt carbide phases because the 
decomposition of cobalt fumarate was higher than the decomposition 
temperatures of cobalt carbide phases. 
7. The last aspect of this research was to develop a more cost efficient process 
for the synthesis of cobalt carbide magnetic materials. To do this, 
tetraethylene glycol was replaced by ethanol as the reaction solvent. To 
overcome the low boiling point of ethanol, reactions were conducted under 
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solvothermal conditions. It was shown that cobalt and nickel can be reduced 
by ethanol, without the addition of a conventional reducing agent. The cobalt 
and nickel particles possessed magnetic properties comparable to bulk values. 
However, the synthesis of cobalt carbide phases was not achieved in ethanol. 
This lack of carbide phase formation can be attributed to a maximum 
operating of 200 °C when using a PTFE lined acid digestion vessel.  
 In the presented work, a complete characterization and analysis of the magnetic 
properties and formation mechanics of cobalt carbide nanomaterials were collected. 
Coercivities as high as 4.5 kOe were observed, which is comparable to current rare earth 
free magnets. However, the low magnetization values recorded (50 emu/g on average) are 
too low to make CoxC magnets viable for commercial applications. Fe3C is another 
attractive material for a new rare earth free permanent magnet. It has the same crystal 
structure as Co3C, substantial uniaxial anisotropy, and a higher magnetization than Co3C. 
Hence, future work should be directed towards the synthesis of Fe3C nanomagnets. In 
Chapter 6, it was shown that Fe fumarate and Fe succinate decompose into Fe3C and 
would serve as a good starting precursor to explore the solution synthesis of Fe3C 
nanoparticles. 
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