This paper proposes a decision support system to aid movie investment decisions at the early stage of movie productions. The system predicts the success of a movie based on its profitability by leveraging historical data from various sources. Using social network analysis and text mining techniques, the system automatically extracts several groups of features, including "who" are on the cast, "what" a movie is about, "when" a movie will be released, as well as "hybrid" features that match "who" with "what", and "when" with "what". Experiment results with movies during an 11-year period showed that the system outperforms benchmark methods by a large margin in predicting movie profitability. Novel features we proposed also made great contributions to the prediction. In addition to designing a decision support system with practical utilities, our analysis of key factors for movie profitability may also have implications for theoretical research on team performance and the success of creative work.
Introduction
The motion picture industry is a multi-billion dollar business. In 2012, the United States and Canada saw a total box office revenues topping $10.8 Billion [22] . For films are released in U.S. and Canada, the average investment is $65 million per movie [23] .
Despite the amount of in-flux capital, the certainty with regard to movie success is largely uncertain, with "hits" and "flops" released almost every year. While researchers have undertaken the task of predicting movie success using various approaches, they attempted to predict box office revenues, or theater admissions. However, from an investor's standpoint, one would want to be as assured as possible that his/her investment will ultimately lead to returns or profits. For instance, "Evan Almighty" earned a high gross revenue of $100 million, but cost $175 million to produce; while "Super Troopers" cost $3 million, but earned $18.5 million. The latter is certainly a better bet for investors. In fact, among movies produced between 2000 and 2010 in the U.S., only 36% had a box office revenue higher than its production budget, which further highlights the importance of making the right investment decisions. Therefore, our work defines a movie's success as its profitability and attempts to predict such success in an automated way to better support movie investors' decisions.
In order to support investment decisions on a movie, the prediction of profitability has to be provided at the very early stage of the movie's production. Consequently, our prediction of movie success can only leverage data that is available when a movie is still being planned. Predictions that are made right before [13] or after [5, 19, 32] the official release may have more data to use and get more accurate results, but they are too late for investors to make any meaningful decision. Building upon our previous work [17] , this research proposes a Movie Investor Assurance System (MIAS) to provide early predictions of movie profitability. Based on historical data, the system automatically extracts important characteristics for each movie, including "who" will be involved in the movie, "what" the movie is about, "when" the movie will be released, and the match between these features. It then uses various machine learning methods to predict the success of the movie with different criteria for profitability.
The overarching research question for this paper is to predict movie profitability using data only available during the pre-production stage of movie development in order to support investment decisions. The main contributions of this research are in 3 areas: First, this decision support system is the first to harness machine learning, text mining, and social network analytics into one comprehensive decision-support system to predict movie profitability (rather than revenue), especially doing so during early stages of movie production, and with minimal human interventions. Second, our research proposes several novel features, such as dynamic network features, plot topic distributions, the match between "what" and "who", the match between "what" and "when", and the use of profit-based star power measures. We showed that these features all contribute to the system's performance in predicting profitability. Third, our system is the first to collect different types of data (including structured data, network data, and unstructured data) from different freely-available sources, and fuse them for predicting the success of movies.
The remainder of the paper is organized as follows: after reviewing related research in Section 2, we describe the framework of our system. Section 4 introduces how we extracted different features for the prediction. This is followed by the evaluation of our system using historical data and the analysis of the key factors behind movie success predictions. The paper concludes with discussions of limitations and future research directions.
Related work
This section reviews previous research from two perspectives: (1) the definition of success, and (2) various types of features related to movie success.
The definition of success
We first checked the way in which success is defined, because it is of paramount importance to the problem. As we mentioned earlier, past works have focused primarily on gross box office revenue [1, 2, 14, 21, 24, 26] , while some used the number of admissions [3, 19] . The basic assumption for using the two as success metrics is simple-a movie that sells well at the box office is considered a success. However, the two metrics ignore how much it costs to produce a movie. In fact, our analysis on historical data also found that revenues are not directly related to profits (more details in Section 5).
Thus a more meaningful measure of success should be profitability, whether it is the numeric value of profits [28] or the Return on Investment (ROI) [12] .
After a success metrics was chosen, many studies categorized movies into two classes based on their revenues (success or not) and adopted binary classifications for predictions; some considered the prediction as a multi-class classification problem and tried to classify movies into several discrete categories, ranging from 'blockbuster' to 'flop' [24] . Meanwhile, there are also predictions on continuous numerical values of success metrics [13, 21, 30] , with values of these metrics being logarithmized in several studies [26, 28, 32] .
Features for movie success
The accuracy of a predictive model depends a lot on the extraction and engineering of features (a.k.a., independent variables). When it comes to studying movie success, three types of features have been explored: audience-based, release-based, and moviebased features.
Audience-based features are about potential audiences' reception of a movie. The more optimistic, positive, or excited the audiences are about a movie, the more likely it is to have a higher revenue. Similarly, a movie with more pessimistic and negative receptions from the public may attract fewer people to fill seats. Such receptions can be retrieved from different types of media, such as Twitter [2] , trailer comments from Youtube [1] , blogs [14] , new articles [32] , and movie reviews [19] . The volume of discussions [2] , the sentiment of review or comments [1, 5, 19] , as well as the star rating from reviews [6, 26] have been used as a means for assessing audience's excitement towards a movie.
Release-based features focus on the availability of a movie and the time of its release.
One such feature that captures availability at release is the number of theaters a movie opens in [21, 24, 25, 26, 30, 32] . The more theaters that will show a movie, the more likely the movie will have a higher revenue. Many movies are targeted for releases at a certain time, or at a time in which they would be eligible to receive an upcoming award.
Holiday release is a feature commonly utilized in the prediction problem [14, 26] , as are seasons and dates of releases (Spring, Summer, etc.) [6, 14, 24] . Some studies attempted to capture the competition at the time of release [14, 24] , which has the potential of negatively effecting revenues.
Movie-based features are those that are directly related to a movie itself, including who are on the cast and what the movie is about. As for cast members, the most popular feature is a movie's star power-whether the movie casts star actors. Star powers of actors have been captured by actor earnings [24] , past award nominations [5] , actor rankings [26] , and the number of actors' Twitter followers [1] . It was agreed that higher star powers are helpful for a movie's success. However, no research has explored the profitability of actors. As it costs a great amount of money to cast a famous actor, we believe an actor's record of profitability will be a better indicator of a movie's profitability than her record in generating revenues. Moreover, the role of directors in a movie's financial success is often overlooked or downplayed. While some research has investigated the individual success of directors [18] , few studies have actually tried to connect directors' star powers to movies' financial success. Some argued that the economic performance of movies is not affected by the presence of star directors [5] , and directors' values are not as important as actors' values for movie revenues [20] . As directors play important roles in movie productions [18] , this research examined the effect of directors on movie profitability.
In addition to individual actors and directors, the cast of a movie has also been explored from a teamwork perspective -whether individuals in a team can work together and develop "team chemistry" [19] . Studies of organizations and teams have revealed that team members' prior experience or expertise is beneficial for team success, while the diversity of a team helps too, especially in the context of bringing creative ideas and unique experience to teams for scientific research and performing arts [15, 27] .
Both diversity and familiarity of a cast contribute to a director's success in receiving awards [18] . Similarly, for movies' financial success, the diversity of a cast is positively correlated with the movie's box-office revenue [19] , and cast members' previous experience also positively influences revenues [20] . Nevertheless, there are several important limitations to consider. On one hand, many of the measurements for teamwork were simplistic and problematic. For example, an actor's experience was based solely on the number of previous movie appearances, without considering what types of movies she has contributed to, and thus has more experience in. Also, team members' degree dispersions were used to reflect a team's diversity even though a team composed of actors who have never collaborated with each other can still feature a uniform degree distribution. Although the existence of structural holes can reflect a team's diversity, the measurement of structural holes was simplified to the density of a network. Nevertheless, the two concepts are only very loosely related. On the other hand, the data size was small in many studies. For instance, the top 10 movies (by revenue) in each year (a total sample size of 160-180 movies) were studied in [19, 20] . With such a small sample, an actor's experience and previous collaboration cannot be completely captured. The selection bias towards more successful movies also hurt the validity of the results. Thus in this research, we leveraged much larger datasets, derived new and more accurate ways to capture individual actors' experience and teams' diversity, and related them to movie profitability.
In terms of what a movie is about, features such as genre, MPAA rating, whether or not a movie is a sequel, and run time have often been incorporated into success predictions. Besides such meta data about a movie, to get a better idea of a movie's content, one needs to examine its plot or script. Two earlier studies leveraged the texts of movie scripts for success predictions [11, 12] . Some of the basic text-based features are easy to obtain, such as the number of words, number of characters, number of sentences, and the amount of dialogue present. Nevertheless, more informative textual features in these studies depend on manual annotations by human experts, such as the degree to which the story or hero is logical, the degree to which the premise is clear, the degree to which violence is present, and whether or not the story has a believable ending. As movie scripts can be very long, the manual annotations are time-consuming.
Also only a small number of movies' scripts are available in a uniform and professional format. Thus a predictive model based on features from scripts can only be trained on a small pool of movies, which may limit its predictive power for future movies.
Therefore an automated way to analyze openly available texts about a movie's content is necessary for a decision support system that needs to learn from large-scale datasets.
For our research question of predicting movie profitability at an early stage, we cannot take advantages of most audience-based features and some of the release-based features, as they would not be available when making investment decisions. For instance, YouTube comments only appear after a movie trailer is released; likewise, the number of theaters a movie is going to be released in will not be known until the end of the movies production. In addition, these features from different groups were treated as standalone and independent, whereas the interaction or match between features from different groups, such as actors' star powers along with their experience with different movie genres, or the popularity of a certain type of movie during a specific time period, can provide valuable information about a movie's success.
Therefore, we will focus mainly on four types of features: "Who" features -who is involved in a movie, "When" features -when a movie will be released, "What" features from both meta data and texts of movie plot synopses (movie plot synopses are openly available from most movie data archives, yet they can still reflect movies' content), as well as " 'Hybrid" features-the match between "What" and "Who" and the match between "What" and "When". Our feature set includes popular features from the literature (e.g., measuring actor star powers using their total gross revenues), new features proposed to better measure previously proven factors for movie success (e.g., team expertise and diversity), as well as features representing new factors that may be related to movie success (e.g., actor-director collaboration, and market trend by genre). All the features adopted by our system can be extracted in an automated fashion by using text mining and social network analysis techniques. In addition, from a theoretical perspective, this study also examined whether previous findings about star powers of actors and directors, and teamwork are still valid when movie success is measured by profit, instead of revenues, based on a much larger dataset.
3 The system framework Figure 1 illustrates the framework of our MIAS. The first phase is data acquisition, because we based our prediction on historical data. While there are various online archives of movie data, we picked two popular and complementary sources -IMDb and BoxOfficeMojo. IMDb has better coverage of movie plot synopses, while BoxOfficeMojo, as its name suggests, provides more comprehensive data of movie revenues and budgets. In other words, the two data sources can be used jointly for many movies.
As for data collection methods, the two sources are different as well. IMDb has a convenient API, from which movie data can be gathered in JSON or XML. The data from BoxOfficeMojo can only be obtained by the public from its web pages. To get a more comprehensive dataset, our system employs two scripts: one interacts with APIs and one web scraper to retrieve and parse HTML data from web pages. We believe these two methods should be able to handle data from most open archives on the Internet.
In the second phase, data from both sources is cleaned, transformed, consolidated, and stored in a database. During this non-trivial undertaking, we need to make sure that acquired features and texts be put in a consistent format, and the data is not duplicated within the database. For example, for movie titles, characters such as "*" and "-" are searched for and removed. Such standardization ensures that extraneous characters do not occlude the matching of titles between the two data sources. In the case of plot synopses, the Porter stemmer was used, and stop words (such as "the") were also removed. Phase 3, "feature engineering", involves utilizing the acquired data to construct features that will ultimately be used to train a predictive model. Categorically, we classify various features into one of four groups -"what", "who", "when", or "hybrid".
Features used in this study, and the reasons for including them, will be discussed at With a reasonable and well-rounded set of features in place, a predictive model can be trained in Phase 4 of MIAS. Users of MIAS can employ cross-validation to select optimal parameters (depending upon the model being tested), as well as for selecting the best performing method of prediction, and evaluating general system performance. Section 5 will discuss our experiments in detail.
To utilize the predictive model, an investor can take information provided about a potential investment opportunity and feed it into MIAS, which would make a prediction based on historical data as to whether or not it would be profitable.
Feature engineering
Based on historical data acquired from online archives, we derived four groups of features: "who" features, "what" features, "when" features, as well as "hybrid" features that match "who" with "what", as well as "what" with "when".
"Who" Features

Star Powers
The very nature of the movie industry is characterized by people who make movies.
Successful actors and directors, such as Brad Pitt, George Clooney, and Christopher Nolan, are crowd favorites who are well known throughout the world. Talented individuals such as these can leverage not only their refined industry skills to make high-quality movies, but also the associated 'name brand effect', which draws crowds and increases sales [2, 10, 29] . This effect is typically referred to as 'star power'. Because our goal is to predict profitability, our star power features for a movie are based on its cast members' records in generating both box-office revenues and profits.
1. Tenure of an actor reflects how much experience she/he may have in the industry.
It is calculated as the time difference (in years) between the movie in which an actor most recently appeared and that in which he/she first ever appeared. For each movie, we calculate the average and total tenure for its first-billed cast actors.
2. Actor Gross is about how much revenue an actor has generated during her/his tenure. Each individual's total gross is the sum of revenues from all the movies that she has starred in, while an individual's average gross is her total gross divided by the number of movies she starred in. For each movie, we calculated the sum and average of total gross, as well as the average of actor average gross, for all first-billed cast members.
3. Director Gross measures the past success of directors. We calculated for each director the total and average gross for movies she/he has directed. 4 . Actor Profit measures the amount of profit an actor has earned through his/her career before the movie to be predicted. For each actor, we derived total profit, average profit, and top profit -the profit of the most profitable movie the actor has appeared in.
5. Director Profit represents the amount of profit that a director has earned before the movie to be predicted. Similar to actors, we considered total profit, average profit, and top profit for each director.
Network-based Features
Star power features we listed above reflect whether a movie's cast consists of senior and successful individuals (actors and the director). To capture team characteristics, we explored the avenue of social networks, which have the potential to yield a wealth of information about inter-personal interactions and collaboration [33, 34] , including teams for movie productions [18, 19] .
For our predictive model, we constructed a dynamic collaboration network among actors based on their co-appearances (i.e. co-starring) in previous movies. In such a network, a node represents an actor. For any arbitrary year, an undirected edge was drawn between two actors if they co-starred in a movie during that year. If an edge already existed between the two, indicating that they had collaborated in the past, the edge weight was incremented by 1. Therefore, the aggregated networks for a given year includes all of the earlier years of collaborations, plus those that happen in that year. Higher similarity means team members have been working with similar peers (including one another). Lower similarity suggests higher diversity among team members as their previous collaborators did not have much overlap. We believe this measure can better capture previous collaborations among team members than degree dispersions [20] , which does not consider who an actor is connected to in a network.
2. Average Degree represents the average number of unique collaborations for each cast members in a given movie. This metric is meant to capture the 'degree' to which the team is truly bringing rich expertise and experience to the production of a movie [20] .
Total and Average Betweenness Centrality:
In addition to those with many unique collaborators, "brokers" who can bridge between different and otherwise less inter-connected groups are also at a good position to bring in unique expertise and experience. These "brokers" often have high betweenness centralities and are said to have high social capital [8] , and having such "brokers" in a team can increase the team's diversity by creating new ideas and producing innovations [7] .
In addition to collaboration among actors, we also considered the collaboration between actors and directors by examining whether an actor and a director have worked together before and whether previous collaborations between them were successful. Features introduced above are based on the static structure of the year y−1 network before movie m was produced in year y. Once movie m was produced in year y, its cast members formed a new team, which would add edges to the collaboration network and change its structure. Our newly developed dynamic network features tried to capture the spanning of structural holes after a new movie is produced.
Structural holes are an important concept in network analysis [8] , and networks pertaining to movies are no exception [31] . Some previous studies believe that a movie, which establishes inter-actor links that span structural holes, is more likely to succeed [5] , although they did not quantify the degree to which a movie spans structural holes.
Some research used the clustering coefficient for each team member to measure the existence of structural holes [20] . The clustering coefficient of a node is the probability that the node's neighbors are also connected to each other. It measures how a node's neighborhood is "clustered" together. A network's clustering coefficient is the average of all its nodes' values on this metric. However, the static value of a team's average clustering coefficient alone in the current collaboration network can only show structural holes at the ego level (i.e., among immediate neighbors of an ego). To capture the spanning of structural holes at the network level, we used the following two dynamic network features to measure how the structure of the collaboration network changed after incorporating the collaboration in a new movie.
Decrease in clustering coefficient:
A new movie will add edges to an existing collaboration network. 
"What" Features
In addition to "who" are in the cast, another natural and important indicator of a movie's future profitability is what the movie is about. Such information is usually available with high certainty prior to movie funding efforts. To reflect what a movie is about, the "what" features in our model include both meta features, such as genre (e.g., action, sci-fi, family) and rating (e.g., PG13, and R), but also fine-grained description of a movie's content-its plot synopsis.
In text mining, texts from plot synopses can be represented as traditional unigrams and bigrams, but such representation will have high dimensionality and, as a result, suffers from sparsity. At a higher level, topic model techniques, such as Latent Dirichlet Allocation (LDA) [4] , can give a better picture of what a plot is about. The input for LDA is a textual corpus from plot synopses and the output is a group of topics, each being represented by a probabilistic distribution over words. Those words with high probabilities on a topic are considered representative keywords for the topic. Each plot synopsis is also assigned a probabilistic distribution over all the topics. Such topic distribution vector of a movie's plot reflects the content of the movie at an aggregated level and can be used as features for predictive modeling.
In addition to these topics derived from LDA, some movies' plots are adaptations from other sources, especially when the original sources had achieved certain levels of success. For example, The Hunger Games and Harry Potter are both adapted from best-selling novels. As such, one of our "what" features was about adaptations:
whether a movie's plot was adapted from a comic, a true story, or a book/novel.
"When" Features
With the movie industry being an avenue for entertainment, its market sees peaks and declines over time, which may speak to how well a pre-production movie may fare in the future. Thus we incorporated the following "when" features in our model:
1. Average Annual Profit: is the average profit across all movies in the year prior to the planned release of movie m. This feature captures the overall profitability of the movie industry before a movie is released.
2. Release dates: combines several features about when a movie will be released, including whether it will be a holiday release and which season of the year (spring, summer, fall, winter). While a holiday or summer release may attract more of an audience and thus generate more revenues [1] , it also requires higher budget for marketing and distributions during these competitive periods. Although the exact release date is not completely definitive before filming, a target trajectory usually exists at the early stage of movie production.
Hybrid Features
Besides standalone features about " 'who" are in a movie, "what" a movie is about, and "when" a movie will be released, it is also important to capture the "match" between these features. Our hybrid features try to reflect such matches between "what" and "who", as well as between "what" and "when". For example, it may be important to form a team of actors based on their previous experience with the genre of the movie being planned, instead of just their star powers. Similarly, the investment on a movie whose genre is gaining popularity may increase the chance of success.
"What" + "Who"
In observing the movie industry as a whole, and the actors that tell the stories, we can distinguish various so-called 'roles' that these actors seem to adopt. .
2. Weighted Average Genre Expertise (WAGE) is an extension of AGE. AGE only considers the frequency that each actor starred in a genre, while WAGE goes a step further to incorporate an actor's star power, measured by actor gross, in each genre. As defined in Equation 3 , WAGE of movie m is essentially the movie's AGE weighted by each cast member j's gross revenue R j . In other words, a movie with a big star who is familiar with its genre will have high WAGE.
3. Cast Novelty is defined in a way similar to WAGE. While WAGE is an average value that tries to capture a cast's experience in the movie's genre, cast novelty focuses on team diversity-whether a movie has a big star who has rarely appeared in movies of this genre before. It is the maximum value among all actors' starpower-weighted inverse experience in movie m's genre (Equation 4). The higher the value is, the more diverse the cast is, in terms of having an unexpected star appearing in a given movie. overall previous-year profitability of movies whose genre is similar to a given movie. 
Experiments
Dataset and Basic Statistics
Our original dataset, collected from both BoxOfficeMojo and IMDb, consisted of 14,097 movies, along with 4,420 actors. While movies in our dataset date back to 1921, we focused our study to movies released during the 11-year period of 2000-2010 (inclusive), because this period is recent enough to reflect the current state of the industry and there has been a sufficient amount of elapsed time since movies' release for revenue data to be accurately updated.
As our goal is to predict movie success measured by profits, our dataset for experiments only included those movies that have both budget and box office revenue data available. We also excluded movies with an 'Unknown' genre, or an 'Unknown' MPAA rating. Movies with 'Documentary' genre were also excluded, as those are typically not released to theaters and may not involve professional actors. Additionally, any movie With all of these considerations in mind, our final dataset for experiments consisted of 2,506 movies. A distribution by genre of these 2,506 movies, relative to all movies released during the period, is related in Figure 3 . The distribution suggests that our dataset is a representative sample overall, with the exception of the 'Foreign' genre.
This makes sense because budget and revenue data may be more difficult to obtain for movies that are produced, and in all likelihood, released outside the U.S. Based on the plot synopses of these movies, we used LDA to generate 30 topics. Top keywords of these topics are listed in Table 1 .
While the experiment will predict the success of 2,506 movies during a 11-year period, the collaboration network we built for this study incorporates the collaboration between all the actors in all the 14,097 movies in our dataset. The initial unweighted, undirected network was aggregated to the year 1999, with networks for subsequent 
The measure of success
To predict whether a movie is successful, we first need to measure a movie's profitability.
With both revenue and budget data for each movie in our dataset, we can certainly calculate the raw profit value (i.e., revenue-budget) for each movie. The distribution of raw profit values in Figure 4 appears to follow a normal distribution-a large number of movies have near-zero profits. With only 36% of the movies in our dataset having positive profits, investors do need a decision support system to help them pick the right movie to invest in.
Nevertheless, while using profit values is intuitive, gaining a profit of $10,000 from a movie that costs $1 million to produce is certainly not an attractive investment. Thus in our experiments, we adopted a popular metric of profitability-return on investment (ROI) as in [12] . It considers both profit and budget and is defined in Equation 6 . The higher the ROI is, the more profitable a movie is, and vice versa.
Interestingly, the data suggests that profitability, as measured by ROI, is not necessarily reflected by box office revenues. The correlation coefficient between revenues and ROIs is only 0.077. In other words, having a great box office revenue does not necessarily mean a high ROI. This further highlights the need for the accurate prediction of profitability.
Classification of profitability
The prediction of a movie's success can be considered as a classification problem, where movies are classified into discrete bins or classes. Then the problem is to decide whether a movies should be considered a success or not based on ROI. Although there is no agreed-upon industry 'gold standard' as to an ideal ROI (other than that 'higher is better'), it is reasonable to assume that one would like to see some substantive returns from a successful movie, given that millions of dollars are invested with considerable risks. Also, any form of profit is better than a loss. With these in mind, we elected to define the decision boundary between successful and unsuccessful movies in two different ways for both binary and multi-class predictions.
For both binary and multi-class classification of movie success, we tried a variety of algorithms, including logistic regression, naive Bayesian, support vector machines (SVM), multilayer perceptron (MLP), decision trees (J48), random forest, and the LogitBoost algorithm, and selected the algorithm with the best overall performance based on the following six metrics (all results were obtained using 10-fold cross-validation),
where higher values indicate better performance.
The Area under the Receiver Operator Characteristic curve (AUC). The Receiver
Operator Characteristic curve plots the true positive rate (the Y-axis) against the false positive rate (the X-axis). An AUC of 1 means a perfect classification while 0.5 refers to a random guess. Being more robust against prior distributions, AUC is considered by many to be one of the best indicators of a classifier's performance.
In multi-class classifications, we reported a weighted average of AUCs. This is computed by calculating the AUC obtained for each class, which is derived by making predictions as to whether an instance is in the currently considered class or not the currently considered class (1 vs. all), and then weighting each AUC according to the number of instances that fall into each of these classes relative to the total number of instances.
2. Classification accuracy, which is the percentage of correctly predicted instances. In addition to identifying the best performing algorithm, we also evaluated whether, and how, features we proposed in this research contributed to the prediction. We included into a 'New' feature group those novel features which we proposed and are used for the first time to predict movie success. Features in this 'New' group include To further evaluate the performance of our predictive model, we also compared it with two benchmark models -Benchmark 1 was based on [28] and Benchmark 2 was based on [30] . Among previous studies of box office revenue predictions, we selected these two because most features used in their studies are available prior to a movie's production, which is similar to our early prediction problem. For example, the following features were used in [28] : star power, sequel, genre, rating, and year of release. Similarly, [30] used film budget/cost, number of screens the film was released on, sequel, star power, genre, and rating. We excluded the sequel feature, as our dataset excludes such movies, and the number of screens feature, because this information is only available before the release. To make the comparison consistent, we used our definition of star power for the two benchmark models. We reported results of bestperforming classifiers for both benchmark methods, along with the performance of our approach.
Binary classification
In the case of binary classifications, a movie is classified into one of the two classes:
successful or unsuccessful movies. Two decision boundaries are evaluated and both ensure a sufficient amount of ROI is garnished if a movie is considered successful.
The first decision boundary is that a movie is considered successful if its ROI is
within top 30% of all movies. For our dataset, this threshold of profitability translates to ROI≥ 24%. The performance of the top two classification algorithms is listed in Table 2 , with a Random Forest classifier (n=200) generating the highest AUC, accuracy, and recall, and a LogitBoost classifier leading in precision. Precision and recall also drops greatly after 'New' features were removed. All of these highlighted the contribution of 'New' features to the prediction. In addition, top 2 classifiers of the two benchmark models ( Table 3 : Top 2 prediction results for benchmark binary classification models (with top 30% ROIs as the decision boundary).
2. The second boundary we tested is ROI ≥ 67%, which corresponds to 1/4 standard deviation above the mean ROI. With this threshold, 21.4% of the movies in our dataset were considered successful. Compared to the decision boundary of top 30% ROI, this boundary further raises the bar for a movie to be successful.
By defining profitability in this manner, our predictive task has become eas-ier, which was evidenced by an increase in model performance. Top performing algorithms are able to reach AUC and accuracy over 0.9 (see Table 4 ).
At the same time, our 'New' feature still make great contribution to the classificationthe removal of these features dropped the AUC of the best-performing random forest classifier by 24%, and the LogitBoost classifier's AUC decreased by 20%.
Similar decrease can be found for accuracy, precision, and recall. Our model also keeps the advantage over the two benchmark models, leading by 22%-27% on Table 5 : Top 2 prediction results for benchmark binary classification models (with ROI ≥ 67% as the decision boundary).
Multi-class classification
In the case of multi-class classifications, we defined three possible classes for a movie:
positive ('success'), negative ('failure'), or neutral ('average') to provide more information to investors on where they could expect a movie to fall as far as profitability is concerned. For the multi-class prediction, we explored the imposition of cost associated with mis-classification, because the three classes are ordinal, whereas binary classes are nominal. In other words, not all mis-classification errors are equally severe.
For example, for investment decision support, predicting a failure to be a success would be worse than predicting it to be a neutral movie. The cost matrix for the multi-class classification is in Table 6 -the penalty imposed for classifying a successf ul movie as f ailure is 2, and vice-versa, whereas the penalty for only mis-classifying by one ordinal category (i.e., success as neutral, neutral as failure, etc.) is 1. Similar to binary classifications, we defined the three classes of success in two ways as well.
Actual/Predicted Positive Neutral Negative
1. The first way was to split movies into three equal-sized classes: the positive class consists of movies with top 1/3 ROIs (ROI ≥ 10%), the negative class consists of movies with the bottom 1/3 ROIs (ROI ≤ −78%), and the other middle 1/3 into the neutral class (−78% < ROI < 10%).
2. The second way was to classify movies with top 1/4 ROIs as positive (ROI ≥ 47%), the bottom 1/4 ROIs as negative (ROI ≤ −91%), and the rest as neutral −91% < ROI < 47%). In other words, after dividing movies into 4 equal-sized groups, the top and bottom groups become their own classes, and the two groups in the middle (i.e., half the movies) were merged into the neutral class.
After comparing the performance of several classification models (including J48, Naive Bayesian, MLP, SVM, logistic regression, and LogitBoost), random forest still Table 8 : Multi-class classification results of benchmark models using random forest classifiers.
emerged as the best classifier for both decision boundaries. Table 7 lists its performance measures and Table 8 shows the performance from the two benchmark methods. Similar to that of binary classifications, our model outperforms the two benchmark models by reducing the total mis-classification cost by 36%-52%. Meanwhile, 'New' features keep making great contributions to the prediction-the lack of these features from our model can double the mis-classification cost.
Discussions
Important factors for movie profitability
While a random forest classifier can do a good job in predicting whether a movie will be successful, it is also important to understand factors behind such success. A regression model would help us better assess the degree to which individuals features influence predictive results, and to examine whether they are indicative of movie profitability.
Besides, a regression model can also provide predictions on numeric values, in case the classification of movies into 2 or 3 discrete groups is not sufficient for investors'
needs. Thus we also explored predicting continuous ROI values. It is worth noting that because the distribution of ROI is highly skewed, we applied a logarithm transformation to ROI, in the format of log(ROI + 1) as in [12] .
Regression analysis
We tried Table 9 : Results for predicting Log(ROI+1) using various algorithms (10-fold cross validation. Table 12 : Top 5 features with the lowest negative regression coefficients from the LASSO model (* designates a 'New' feature).
Star powers and movie profits
As we mentioned in the previous paragraph, star power features have a large and positive bearing on the success of movies. While previous studies agreed that higher start powers are generally associated with movie success [28] , they relied on movies'
box-office revenue with actors' star power measured by their total gross. Figure 5 plotted total actor gross against movie revenues and profits in our experiments. As we can observe, although total actor gross is moderately correlated with movie revenues (Pearson correlation coefficient 0.46 ), the correlation is much weaker with profits (Pearson correlation coefficient 0.16 ). In other words, having actors who have earned big box-office revenues in a movie does not necessarily mean more profits for the movie. Such difference also further highlights the difference between measuring movie success with revenues and profits.
By focusing on historical profitability records of both actors and directors, our results revealed some interesting findings about movie profitability. For example, director is an important factor for movies' profits. The top feature from our LASSO model is actually the average profit of previous actor-director collaboration. Distributions in Figure 6 also show that the average profit of actor-director collaboration is a better indicator of log(ROI+1) than the traditional star power measure of total actor gross -the rank correlation between the average profit of actor-director collaboration and log(ROI+1) is 0.47, while total actor gross has a rank correlation of 0.29 with log(ROI+1). Also, having a star director is more indicative of profits than having a cast of star actors. Such findings actually contrasted with a few studies that even considered the effect of directors on movie success, albeit measured by box-office revenues.
We conjectured that the difference may be due to measuring movie success using profits instead of revenues, and the usage of a larger dataset with movies whose success levels vary greatly. Although further investigations along this direction are beyond the scope of this research, we do believe that this is an interesting result that is worth exploring from team performance or marketing perspectives.
Also, when it comes to predicting movie profits, actors' star power is better mea- sured with their historical profits than with their gross. In fact, when we ranked actors by their total gross revenues and total profits, the ranking correlation is only moderate (Spearman coefficient of 0.60 ). Table 13 : Top 10 actors by total revenues and total profits.
Teamwork and profitability
From a teamwork perspective, we wanted to investigate the effect of expertise and diversity. We found that both can contribute to a movie's profits. Our new metric to measure how much expertise a cast has in a specific movie's genre -Average Genre Expertise -turns out to be positively related to profits (with a coefficient of 0.007 ).
Along with the top positive coefficient for average actor-director collaboration profits, they have highlighted the importance of a cast's expertise and successful collaboration experience in the past. At the same time, diversity is also a positive predictor of profits.
Among our diversity metrics, decrease in clustering coefficient, cast novelty, and the 
Limitations
Admittedly, our study has limitations. For one, as we have mentioned, there are possible biases that exist as far as our sampling goes. As related by Figure 3 , we can see that our dataset is relatively representative in terms of movie genres. However, the limited availability of both budget and revenue data may still introduce some bias to our dataset for the experiment, even though we only excluded 17% of all movies produced in the 11-year time period, because of the lack of either kind of data.
Another limitation is that the profit we calculate is based on production budget and box office revenue. For many movies, box office revenue is only one of the sources of income. For example, Disney's animation movies often gain a significant amount of their revenues from the sale of movie merchandise, such as clothing and toys. Some movies may also rely heavily on the sale and rental of DVDs besides ticket sales.
However, capturing these non-box-office revenues is more difficult as they may keep accumulating many years after the release of a movie.
Conclusions and Future Work
In this study, we proposed the framework of a decision support system (named MIAS)
to aid investors' decisions on which movies to invest in. MIAS learns from freely available historical data from various sources and tries to predict the success of movies, which is defined by profitability instead of revenue as most studies did. Also, because investment decisions are made very early in the movie production process, the features our system uses only leverages data that is available early on. These features include both classic ones and novel ones that were proposed for the first time. They can be organized into four groups: "who" are on the cast from both individual and teamwork
perspectives, "what" a movie is about in terms of genre, rating, and topics of plot synopses, "when" a movie will be released, as well as "hybrid" features that match "who" with "what" and "when" with "what" features. Comparing with two benchmark methods, our experiments based on 11 years of movies showed that MIAS can do a better job in predicting the profitability of movies. In addition, to aid investors' decision on whether a proposed movie is worth investing, our system also allows them
to conduct "what-if" analysis-different cast members, tweaks to the plot, or changes to the planned release time of a movie, can all be manipulated in order to experiment with what increases the chance of profitability. Besides movie investors, our system can also be helpful for other stakeholders in the movie industry who care about the possible financial success of a movie compared to the movie studio's expectations, such as cinemas that would like to decide whether to air a movie.
Moreover, new features we proposed for this study were shown to make great contributions to the prediction of profitability. The framework of MIAS, as well as the "what", "who", "when", and "hybrid" features we extracted for MIAS, can also be applied to other areas beyond movies. For example, it can be adapted to predict the success of other creative works, which often requires a team of contributors, whose content can be described with texts, and for which timing is important, such as research papers, grant proposals, operas, etc.
Although the focus of this study is on the design of a decision support system, its outcomes could potentially have theoretical implications as well. Our regression analysis revealed the effects of key factors of movie profitability. Some findings are different from previous studies. For example, our study highlighted the importance of directors for movie profitability. Our new methods of quantifying factors suggested by past theoratical studies (e.g., actor star powers, team expertise, and team diversity) also helps to better capture them and worked very well in the context of profit prediction. We hope these findings will inspire future theoretical research in areas such as marketing, creative works, and team performance.
There are also several directions for future research. For example, as we have matched "what" with "when" and "what" with "who", it would be interesting to match "who" with "when" to capture whether the popularity or an actor or director is on the rise or decline. This will require more fine-grained analysis of an actor or director's career. Also, while we have considered the formal collaboration network among actors, the informal friendship network may also play a role in the formation and success of a cast, although such a network will be more difficult to capture. Additionally, the popularity of movies and the rise of the internet has brought with it a new community of fans, including those willing to document entire scripts. These fan-based endeavors are published on sites such as the Internet Movie Script Database. Another interesting future direction for research would be to collect full-length scripts of a large number
of movies and to then analyze the scripts, instead of the plot synopses. With movie scripts we can get more fine-grained topic distribution vectors, as well as many other novel features, such as script cadence. We also intend on adding more features to our model, including those that more definitively speak to consumer spending power, such as external economic indices, as well as those that take into account the types of movies that are most suited to certain times of the year (i.e. is it best to release Christmas-themed movies at Christmas time?). 
