Abstract-We present a data replication framework for distributed graph processing. First we partition a graph and store each partition in a machine. Then we replicate all partitions and assign replicas to machines, where each machine can store only a limited number of replicas. The goal is to replicate the partitions so that each partition has at least a certain number of replicated copies, and the cost is minimized. The cost is defined as the data traffic needed to run general graph processing algorithms. The cost metric is the overall transmission cost of all machines, and the maximum transmission cost of a single machine. We propose an optimal algorithm based on linear programming to solve the problem of minimizing the overall transmission cost. We also propose an optimal algorithm to solve a special problem of minimizing the maximum transmission cost of a node.
I. INTRODUCTION
Graph is a general model to represent the relationships among objects. For instance, the links among websites, the network among machines or the relations among data are representative examples. The relation of data described by a graph, also known as graph data, have been extensively studied recently [1] , [2] , [3] .
The main driving forces of graph data are the popularity of various social applications. Facebook [4] , Twitter [5] and Youtube [6] have become the most popular social applications. The data stored on these social websites have different formats and are highly related. For example, one may tag a friend on a photo or twitter a message to friends. It is natural to model a social network with a graph. A node in the graph is a person in the social network, and an edge in the graph represents the relationship between two persons. Furthermore, queries on a social network can be easily described as graph traversals. As a result, how to efficiently process graph data has drawn much attention both in the academia and in the industry.
In recent years, a number of graph processing systems have been proposed to tackle the challenge of large scale graph processing. For example, Microsoft proposes an in-memory graph processing system named Trinity [2] . They claim that Trinity can handle billions of graph nodes. Google proposed Pregel [1] , a bulk synchronization model to process large scale graph data, that targets at off-line graph analytic applications. Facebook uses Tao [7] to manage a social network containing over 800 million people. These works all propose a distributed graph processing system in order to handle big graph data that a standalone machine cannot process. These systems have different designed goals and target different applications and queries. Nevertheless, these systems must address the common issues in how to partition a graph for distributed processing, and how to replicate data to achieve fault tolerance and data availability.
Due to the large amount of data and limited capability of a single machine, the graph data are partitioned over multiple machines. Each partition is stored in a machine of a cluster. The first approach to partition a graph is to use a hash function. The system hashes a vertex ID to a machine ID, and store the vertex to the corresponding machine. Pregel, Trinity and Pegasus all use hashing to partition a graph. The second approach to partition a graph is to use METIS [8] , which minimizes the number of edges that connect different partitions while balancing the amount of data among partitions. Systems use METIS to partition the graph data including [9] , [10] , [11] . Ho et al. [12] show that METIS achieves better data locality than hashing on real-world social networks. Figure 1 illustrates an example of graph partition and the edges between two partitions. The graph in Figure 1 is partitioned into 4 parts separated by the blue dotted lines. The graph data of each part are stored in a machine. However, there are edges crossing different partitions (red line), which are called the cut edges. In distributed graph processing, the graph data are transmitted according to the topology of the graph. As a result, a cut edge means the data have to be transmitted across different partitions. Replicating the data of a partition can eliminate such data transmission. For example, if we replicate the data of partition 2 to the machine stored the data of partition 1, we can access the data of both partitions locally, without any remote access through the two cut edges between partition 1 and partition 2.
Data replication plays an important role in a large scale distributed system. Commodity server cluster has become the basic building block for cloud system nowadays. In such a system, failure is inevitable because the system consists of Fig. 1 . A graph in four partitions a large amount of machines and software components. A cloud system must replicate data to prevent data corruption or unavailability, in order to provide nonstop services.
We consider the following graph processing in this paper. We first partition a graph into several parts and store each part in a different machine. We refer to this copy as the primary copy of a partition. We assume that each partition has similar number of nodes and edges, which can be done by either hashing or METIS [8] . Then we replicate the primary copy into several secondary copies to achieve high availability and reliability. Note that how to partition a large graph is out of the scope of this paper. We do not discuss graph partitioning in this paper.
We study a data replication problem for distributed graph processing. We are interested in the following problem: how do we assign secondary copies to machines, so that the copies stored on the same machine are highly connected? Here we define the connectivity of two partitions to be the number of edges between these two partitions. If the partitions stored in a machine are highly connected, we will be able to access the neighbors of a node locally most of the time. This improves data locality of distributed graph processing and reduces the traffic to remote machines.
Formally, we partition a graph into N partitions, and store the i-th partition on the i-th machine. Then we replicate each partition as k replicas, where each replica is stored in a machine. We also assume that each machine can store at most l partitions. That is, we assign N · k partitions to N machines so that each machine has no more than l partitions, and a specified objective function is optimized.
We consider two objective functions for our data replication problems. The first objective function is the total costs of remote access of all machines. The second objective function is the maximum remote access cost among all machines. That is, we want to reduce the total remote access cost of all machines, or balance the remote access cost among all machines.
To quantify these objectives, we define communication cost as the number of edges between two partitions. For example, if we replicate the i-th partition on the j-th machine, which already has the j-th partition, we can eliminate the remote communication cost for any query that traverses between the i-th and the j-th partitions. We will formalize the data replication problem and the objective functions in Section III.
Data replication has been extensively studied in distributed system [13] , [14] , [15] , [16] , [17] , [18] . However, we are not aware of any discussion on data replication of a graph. Moreover, the inherent connection among partitions increases the complexity of data replication. That is, one partition prefers to co-locate with specified partitions because they are well connected. This property complicates the partition assignment.
We present a unified binary integer programming model to discuss the above two data replication problems for distributed graph processing. The contributions of this paper are as follows.
• To our knowledge, this work is the first effort to study data replication problem for distributed graph processing.
• We develop an unified model to formulate two data replication problems crucial to distributed graph processing.
• We propose two polynomial-time optimal algorithms to solve these two data replication problems. The rest of the paper are organized as follows. We review the related previous works in section II. We describe the data replication problems and two optimal algorithms to solve them in Section III. We conduct experiments to evaluate the effectiveness of the optimal algorithms in Section IV. Finally, we conclude this paper in Section V.
II. RELATED WORKS
Data replication is a common technique to achieve reliability and improve the performance of data retrieval in a distributed system. However, a data replication system must enforce the consistency among multiple copies of data, and retrieve data efficiently from multiple sites. Previous works mainly focus on how to minimize the response time of retrieving data [16] , [17] and balance the load of machines storing the replications [15] , [14] , [13] . In contrast we consider a more general and complicated problem in which the replicated data have preferences to each other. We will describe the major differences between previous works and ours below.
Chen and Rotem [16] propose an optimal algorithm to retrieve a set of replicated data, such that the response time is minimized, by multiple runs of maximum flow algorithm. They assume that the response time of a machine is proportional to the amount of data retrieved from that machine. Therefore given the set of data to retrieve, one must determine which replica to retrieve, so that the maximum amount of data retrieved from any machine is minimized. Nihat et al. [17] improves the flow algorithm by Chen and Rotem [16] by eliminating the multiple runs of maximum flow algorithm.
Xu et al. [15] consider the problem of retrieving blocks of a file on Hadoop File System [19] . A file on HDFS consists of multiple blocks, and each block is replicated k times and each replica is stored on a machine of the Hadoop cluster. To retrieve a file the system needs to gather its blocks. We will do so by assigning a machine to retrieve a block. Since a block is replicated on multiple machines, we have to decide which replica should be retrieved by that machine. The amount of replicas to be retrieved should be evenly distributed among all machines. They define evenly as the case that the numbers of blocks assigned to retrieved by any two machine will differ by at most 1. If a machine is assigned to retrieve a replica that it does not have, then we refer to this retrieval as "remote". The goal of this problem is to minimize the total number of remote retrievals, so that the network traffic is reduced.
Our system model differs from those of Chen and Rotem [16] , Nihat et al. [17] , and Xu et al. [15] . We consider the cost of replication so that we need to consider all replicas on all machines. In contrast the algorithms in previous models in [16] , [17] , [15] consider retrieval cost, which is the cost of retrieving a single replica.
Shivakumar and Widom [18] considered user profile replication in a Personal Communication Service system. The replication problem is formulated as a network flow problem. The network consists of user profile nodes and database nodes. A link from a user profile node to a database node indicates the profile is replicated on the database. A user profile must be replicated at a fixed number of databases, and a database can only hold a limited number of user profiles. Although the system model is the same as the model in our data replication problem, we take a completely different algebraic approach to solve the problem instead of using maximum flow minimum cost algorithm to solve it. In addition, we also consider the maximum cost objective function in a unified framework, instead of only the the total cost objective function as in [18] , [15] .
In summary, we propose a general and unified model for the data replication problem in the context of distributed graph processing. The previous works are either special cases of our data replication problem or only consider a subset of objective functions we considered.
III. DATA REPLICATION PROBLEM
We define data replication problem as to find the most cost effective way to replicate a set of data on a set of machines. We will define and discuss various cost metrics for data replication problem in the following subsections. We also propose two polynomial time algorithms that finds the optimal solutions for two data replication problems with different objective functions.
A. System Model
We model a data replication system as a directed bipartite graph G = (V 1 ∪V 2 , E). V 1 and V 2 are sets of vertex, and E is the set of edges. V 1 represents the set of data and V 2 represents the set of machines. To replicate a data u on a set of machines δ u ⊆ V 2 , we add an edge from u to every vertex in δ u . As a result every edge goes from a vertex in V 1 to a vertex in V 2 so G is bipartite. Formally, for each edge e = (u, v), we have u ∈ V 1 and v ∈ V 2 . Also note that we replicate k copies of a data object for fault tolerance and data availability, therefore the cardinality of δ u is k, i.e., |δ u | = k.
A machine v may store a limited amount of replicas from different data. Let σ v denote the set of data that were replicated on machine v. Formally, σ v = {u|v ∈ δ u , ∀u ∈ V 1 }. We assume that each machine has a capacity l such that a machine can hold at most l data replicas, therefore we have
We use a function Γ to denote the cost to replicate a data on a machine. Formally Γ function maps an edge, which is from a data to a machine, to a cost, i.e., Γ : E → R.
With the cost function Γ we can associate a replication cost to a data u or a machine v. We denote the cost of a data u as c u , and is defined as the sum of cost to store all replicas of this data. Formally c u is the sum of edges adjacent to data u, as indicated by Equation 1. Similarly, we denote the cost of a machine v as c v , and is defined as the sum of cost to store all replicas on a machine. Formally c v is the sum of edges adjacent to machine v, as indicated by Equation 2.
B. Objective Functions
We now consider the objective functions of the data replication problem in this paper. An objective function is the metric to evaluate a data replication algorithm. After the replication algorithm replicates data to machines, we calculate the cost according to the objective function so that we can determine the effectiveness of the algorithm. The goal is to minimize the cost according to a particular objective function.
We consider two objective functions. The first objective function is the sum of the cost, and we denote it as θ 1 . Formally θ 1 = ∀u∈V1 c u . Note that this definition is from the viewpoint of data. Equivalently we can also define θ 1 from the viewpoint of machine, since ∀u∈V1 c u = ∀v∈V2 c v . The second objective function is the maximum of the cost, and we denote it as θ 2 . Formally θ 2 = max c w , where w ∈ V 1 ∪ V 2 . That is, we consider the maximum of all costs for every data and machine.
Both objective functions have their merits. θ 1 indicates the total costs to replicate data to machines. Usually the cost is measured as data traffic and workload. By minimizing the total costs, we minimize the total data traffic and workload among all machines and data sources. On the other hand, θ 2 measures the cost of the most expensive node. By minimizing the cost of the most expensive node, we balance the data traffic and workload among all machines and data sources.
C. Problem Definition
We now formally define the data replication problem (DRP) as follows.
Definition 1: Given a bipartite graph G = (V 1 ∪ V 2 , E), a replication factor k, a capacity constraint l, and a objective function θ, we want to find an assignment δ u for each node u ∈ V 1 , such that θ is minimized, given the following two constraints. The first constraint indicates that every data must be replicated at k different machines, and the second constraint indicates that every machine will not have more than l data replicas.
In the following subsections We propose efficient algorithms that gives optimal mappings for DRP with objective θ 1 , and for a special case of DRP with objective θ 2 .
D. Minimize the overall costs
To solve DRP with the minimum total costs, we first transform it into a binary integer programming problem and we show how to solve it optimally. We would like to minimize the following objective function.
The minimization of Equation 3 is subject to the following constraints. We use x uv to denote whether data u selects machine v to store a replica -If so we set x uv to 1, otherwise, we set it to 0.
We now re-write Equation 3 into Equation 7. Let γ be a constant vector of dimension |E|, γ i be the i-th element of γ, and e i be the i-th element of E. Then we define Γ(e i ) to be the cost of edge e i . Also we use X to denote the vector consisting of all x uv , where the i-th element of of X is the i-th edge in E. That is, X is a 0 − 1 vector of dimension |E|, and the i-th element indicates whether the i-th edge is selected. It is clear that the total costs are the summation of cost of those edges (u, v) where x uv is 1, as in Equation 7 .
The minimization of Equation 7 is a binary integer programming, which is in general an NP-hard problem. However, we will show that we can solve the data replication problem in this case optimally in polynomial time, since Equation 3 has a property called total unimodularity. Before we introduce unimodularity we first define the incidence matrix.
Definition 2: An incidence matrix I of a graph G = (V, E) is a matrix with |V | rows and |E| column. Let a ij be the element of i-th row and j-th column of matrix I. We define a ij as follows. 
We
Hoffman and Kruskal [20] showed that if a matrix I is totally unimodular, then the vertices of the polytope defined by I are all integral.
Theorem 1: [20] If I is a totally unimodular matrix, then all the vertices of the polytope P = {x|I · x ≤ b, x ≥ 0} are integral for any integer vector b.
We now establish the optimality of using linear programing solver to solve the data replication problem. Ahuja et al. [21] showed that incidence matrix for a bipartite graph is totally unimodular. Therefore we can apply Theorem 1 on our incidence matrix I and argue that the optimal solutions of a liner programming always happen at the vertices of a polytope, which will have integral coordinates. That is, the optimal solution will have x uv either 0 or 1. Therefore we can use linear programming solver to obtain the optimal solutions of data replication problem with the objective of minimizing the total costs.
Theorem 2: Equation 8 can be solved optimally by linear programming.
The transformed binary integer programming problem is equivalent to a maximum flow minimum cost problem. To construct the network, we add two extra nodes -a source and a sink. The source links to every nodes of V 1 with an edge of capacity k, and every node of V 2 has a link to the sink of capacity l. Every link between V 1 and V 2 has capacity 1 and has a cost determine by the Γ function. The data replication problem with θ 1 is equivalent to finding a maximum flow with minimum cost. We can solve it by existing algorithms, e.g., cycle-canceling algorithms [22] , [23] or network simplex algorithms [24] .
E. Minimize the maximum cost
Data replication problem with the maximum cost objective function is more difficult than with the total cost objective function. In this paper we only consider a special case in which the replication factor of data and the capacity of machine are both set to 1. We denote this problem as DRP(k=1, l=1, θ 2 ) or DRP (1,1,θ 2 ) , which is equivalent to finding a perfect matching.
Since the data is replicated only once, the mapping between data and machine is a matching. We define the cost of a matching between data and machine to be the maximum cost of any edge in the matching. Formally, given a bipartite graph G = (V 1 ∪ V 2 , E) and a cost function Γ : E → R. We define the cost of a matching M to be C(M ) = max{Γ(e)|e ∈ M } The goal is to find a matching that minimizes the cost.
We propose Algorithm 1 to solve DRP (1,1,θ 2 ) optimally. The key idea of Algorithm 1 is to select a bound on the edge cost, and remove edges that have higher cost. If we cannot find a perfect matching with the remaining edges, that means the bound is too small. If we do find a perfect matching, that means the bound can be reduced. By doing a binary search on the edge cost bound, we are able to find a matching in which the maximum edge cost is minimized, which is an optimal DRP(1,1,θ 2 ) solution. Figure 2 illustrates the idea of Algorithm 1. The network consists of three data nodes and three machine nodes. The number in the square box indicates the cost of the edge. Figure 2 (a) depicts a perfect matching (red lines) of cost 2. Algorithm 1 then reduces the bound to 1 and removes any edge that has cost larger than 1. As a result, the edge with cost 2 in Figure 2 (b) is removed. In addition, we find a perfect matching with cost 1 and the cost of the perfect matching is minimized. We now describe Algorithm 1 in details. We initially set the upper bound and lower bound to the maximum and minimum cost of an edge respectively (line 1 and line2). In the while loop, we run a maximum flow algorithm to check if there is a flow of volume |V 1 | passing through a network NET B from s to t (line 5), i.e., if we can find a perfect matching. If we can (line 7), then we set the upper bound to B, otherwise (line 9), we set the lower bound to B. Then we calculate a new value of B (line 4), then call the function N etW orkConstruction to construct a new network (line 5) and run the maximum flow algorithm on the newly constructed network again until the upper bound meets the lower bound.
IV. EXPERIMENT
We conduct experiments to investigate the performance of proposed algorithms. We compare the optimal solutions with the results of a hash algorithm and a heuristic greedy algorithm. There are two performance metrics -the total communication cost of a cluster, and the maximum communication cost of a machine in the cluster. We also developed an end if 12: end while 13: return M application that sends messages to its neighbors multiple times to examine the performance of different replication strategies.
The hash algorithm works as follows. A partition selects a machine to store its replica by a hash function. If the chosen machine already has the replica or does not have room for the replica, the partition will find another machine to store the replica. A partition repeats this process until it replicates enough replicas. Note that the hash function uses a pseudo random number generator to give deterministic results.
The greedy algorithm works as follows. We first sort all the edges in increasing cost order. We then select edges one at a time according to this increasing cost order. During the process we may not be able to select an edge for two reasons. First the partition may have been replicated enough number of times. Second the machine may have reached its capacity. This process repeats until each partition has enough number of replicas.
We focus our graph processing experiments on social network analysis since it has drawn much attention in both in academia and industry in recent years. We collect three real-world social networks as our experiment graph dataYoutube [6] 
TABLE I THE NUMBERS OF NODES AND EDGES OF THREE SOCIAL NETWORKS
In the following we first analyze the theoretical communication costs of the social networks with different replication strategies, then we evaluate the three replication strategies by the application that sends messages to its neighbors multiple times.
A. Theoretical Cost
We use METIS [8] to partition a social network into 16 partitions as the input to our Data Replication Problem, since we will use 16 machines in our experiments. We use a 16 × 16 matrix A to store the number of edges between any two given partitions. We assume that the communication cost between two partitions is proportional to the number of edges between them, and the proportional factor is 1. So we also use A ij of matrix A to denote the communication cost between the i-th partition and the j-th partition.
We assume that the i-th machine has the primary copy of the i-th partition, we can also interpret the matrix A as follows. The rows of matrix A indicate the partition IDs and the columns of A indicate the machine ID. As a result we estimate the communication cost of the j-th machine to be the sum of the elements in the j-th column of A. Table II shows the matrix A of LiveJournal [25] .
Replicating a partition on a machine eliminates the communication cost for the machine to retrieve it. For example, if we replicate the k-th partition on the j-th machine, the primary copy of the j-th partition will now be able to access the kth partition without communication, i.e., a kj becomes zero because we eliminate the communications for the j-th machine to retrieve the k-th partition.
B. Total Communication Cost
We evaluate the communication cost of the three replication strategies by comparing the overall communication cost. Each partition has two replicas as in [28] , [29] , and each machine has no more than two replicas. Table III summarizes the communication costs among hashing, greedy algorithm, and the optimal algorithm. The optimal algorithm has the lowest costs, and is used as a comparison basis. The greedy algorithm has a cost similar to that of the optimal algorithm. The hash method has the highest cost.
Note that the greedy algorithm may not always have two replicas for every partition. Despite the fact that we can always find a subgraph in which every machine connects to two partitions, and every partition connects to two machines. However, we may connect a partition to the machine where it is stored, due to lack of selection at the end of the greedy method. In that case this partition will have one less replica than it should have, and we use this subgraph as the input to the experiments.
The hash algorithm may not always have two replicas for every partition either, due to the same reason as in the greedy method. However, since the hashing is not deterministic, we can run the hashing algorithm repeatedly until we find a feasible solution.
We observe that the running time of three algorithms are negligible, which is about 0.165 seconds. This is because we have small problem size, that is, a 16 × 16 matrix. We conclude that all three algorithms are efficient enough in practice, especially in a cluster of reasonable size. Table IV shows optimal replication that minimizes total communication cost in LiveJournal network. The element at the i-th row and the j-th column of Table IV 
C. Maximum Communication Cost
We now focus on minimizing the maximum communication cost of a single machine. We consider the special case in which the capacity constraint and replication factor are both set to 1. Hashing  Greedy  Optimal  YouTube  176093  176029  130628  Flicker  1555560  1655362  1222324  LiveJournal  2297041  2471157  2031564   TABLE V  MAXIMUM NUMBER OF CUT-EDGES FROM A MACHINE   Table V compares the maximum communication cost of a machine from different replication strategies for different social networks. Again we use the optimal strategy as the comparison basis. We observe from Table III and V find that the gap between number of cut-edges between the hash and the optimal method in minimizing the maximum communication cost, is much smaller than in minimizing the total communication cost. The running times of the three algorithms are also negligible, which are about 0.175 seconds. Table VI shows the optimal replication that minimizes the maximum communication cost in LiveJournal network. It shows that two partitions tend to replicate each other due to their high connectivity. For example, partition P 14 and P 15 are strongly connected so they replicate each other. 
Social Networks

D. Application
We develop an application SendToNeighbor to evaluate the performance of the three replication strategies. At the beginning of SendToNeighbor a subset of vertices in the graph send messages to their neighbors. Those vertices after receiving messages will send messages to their neighbors. This process repeats until a specified number of iteration. After the specified number of iterations all vertices halt and the computation finishes. SendToNeighbor sets the length of the message to 100 characters, sets the number of iteration to 25, and randomly selects 80% of the vertices to start sending messages at the beginning. Also note that SendToNeighbor will only read data so we do not need to consider data consistency among replicas.
Sending messages to neighbors is a typical communication pattern in social network applications. For example PageRank [1] , Influence Spreading [12] , and Max Value propagation [1] all involve sending messages to neighbors.
We implement SendToNeighbor on Hama [30] . Hama is an open source implementation of Pregel [1] , which is based on bulk synchronization model. We customize Hama into our replication strategies by implementing the Partitioner interface. At the beginning Hama sends each vertex to a machine for processing. The Partitioner decides which machine processes which vertex. We implement our replication logic in Partitioner so that the primary copy of a vertex is sent to a specified machine, and the secondary copies are sent to other machines according to the replication strategy.
When a vertex v at machine m wants to send a message to its neighbor n, there are two possibilities. First, n has a replica at machine m, so the message will go to the replica. Otherwise the message will go the machine that has the primary copy of n.
The experiment configuration is as follows. We run the experiment on a 16-node cluster. Each node equips with an Intel Xeon E5504 2GHz CPU and 10GB of ram. We use Hama 0.6.0 to implement all the replication strategies. The performance metric is the execution time of all the iterations. Note that this performance metric does not include the time to load and replicate data before the iterations can start. Each data point is the average from 10 runs. We set the replication factor and the capacity constraint to 2 while minimizing the overall communication cost, and to 1 while minimizing the maximum communication cost .  Table VII and VIII compare the execution time of SendToNeighbor of different replication strategies and social networks. The speedup in the column indicates the performance improvement compared with Hashing method. In Table VII , the execution time of SendToNeighbor using hashing algorithm is 30% slower than using the optimal solution with LiveJournal as input, and overall communication cost as the objective function. Since the optimal replication strategy minimizes the number of cut edges, it has less communication messages than the hashing method does. The execution time using greedy algorithm is within 5% of the optimal algorithm. On the other hand, as shown in Table VIII , when we try to minimize the maximum communication cost, the execution time of SendToNeighbor using hashing algorithm is 13% slower than using the optimal solution, also with LiveJournal as input. Table VII and VIII also indicates that the execution time difference among the three strategies is not significant for small networks, e.g., YouTube. The reason is that the relatively small number of messages will not form communication bottleneck. Table IX shows the number of messages and we confirm that the optimal replication strategy has the fewest messages. Similarly Table X show the number of messages while minimizing maximum communication cost. Table IX In this work, we study a data replication problem (DRP) for distributed graph processing. The goal of DRP is to replicate partitions of a graph such that each partition has at least a certain number of replicated copies, and the cost is minimized. We consider two cost metrics in this paper. One is to minimize the total communication cost, and the other is to minimize the maximum cost of a perfect matching.
We propose two optimal algorithms for both objectives respectively. We solve DRP with minimizing total cost by a linear programming solver, and we solve DRP with minimizing maximum cost by an algorithm based on binary search technique and maximum flow algorithm.
Finally, we conduct experiments to evaluate the effectiveness of the proposed algorithms and compare the results with the hashing assignment strategy and a heuristic greedy algorithm. In minimizing total communication cost experiment, the optimal solutions save up to 30% of cost than the results of the hashing assignment. In minimizing maximum cost experiment, the optimal solutions outperform the hashing assignment up to 13%.
