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Seznam uporabljenih kratic 
FPGA (ang. Field Programmable Gate Arrays) – polje programirljivih vrat 
VHDL (ang. VHSIC Hardware Description Language) – jezik za opis strojne 
opreme 
SoC (ang. System on Chip) – sistem na čipu 
VIS-NIR (ang. Visible, Near-Infrared) – vidna, blizu infrardeči  
HDR (ang. High Dynamic Range) – visoko dinamično območje 
FLASH – vrsta pomnilnika 
NAND (ang. Negative-AND) – negativni IN  
eMMC (ang. embedded MultiMedia Card) – vgrajena multimedijska kartica 
PHY (ang. Physical layer) – fizični nivo (ISO OSI model) 
QSPI (ang. Quad Serial Peripheral Interface) – štirikratni zaporedni serijski 
vmesnik 
SDRAM (ang. Synchronous Dynamic Random Access Memory) – sinhron 
dinamični pomnilnik z naključnim dostopom 
DDR3 (ang. Double Data Rate type 3) – dvojno vzorčenje podatkov – tip 3 
LPDDR2 (ang. Low Power Double Data Rate type 2) – varčno dvojno 
vzorčenje podatkov – tip 2 
RLE (ang. Run-Length Encoding) – kodiranje s pomočjo zaporedij  
LED (ang. Light-Emitting Diode) – svetleča dioda 
BUS – sistem prenosa podatkov med komponentami znotraj naprave 
FIFO (ang. First In, First Out) – prvi noter, prvi ven 
LI (ang. Luminosity Integral) – integral svetlosti 
SLX (ang. Sum of Luminosity wheighted X coords) – seštevek vrednosti 
svetlosti, obtežen z X koordinato 
SLY (ang. Sum of Luminosity wheighted Y coords) – seštevek vrednosti 
svetlosti, obtežen z Y koordinato 
LMAX (ang. Luminosity MAX) – maksimalna svetlost 
PoE (ang. Power over Ethernet) – napajanje preko eterneta 
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UDP (ang. User Datagram Protocol) – nepovezovalni protokol za prenašanje 
paketov 




Seznam uporabljenih simbolov 
Simbol Enota 












Cilj diplomskega dela je bil prvotni algoritem za obdelavo slike, ki obdeluje 
slike na osebnem računalniku in je napisan v programskem jeziku C, pretvoriti v 
digitalno vezje, opisano v jeziku VHDL. Algoritem, pretvorjen v VHDL, smo 
implementirali na programirljiv sistem na integriranem vezju, ki je vgrajen v kameri 
Velociraptor, podjetja Optomotive.  
Naloga algoritma je, da na digitalni sliki poišče območja, ki so sestavljena iz 
večjega števila sosednjih si slikovnih točk s podobnimi lastnostmi (svetlost) in jim 
določi center. Vhodni podatki v algoritem so surove sivinske slike, ki jih dobimo iz 
senzorja kamere. Izhodni rezultat algoritma so centri in še nekatere druge lastnosti 
objektov, ki se nahajajo na vhodni sliki. Pri obdelavi slike na osebnem računalniku to 
vzame veliko časa in sistemske moči, na drugi strani pa imamo kamero z zmogljivim 
vezjem FPGA in optičnim senzorjem, ki omogoča zajemanje do 330 slik na sekundo 
pri polni ločljivosti. Z implementacijo algoritma na FPGA kamere bo bolje 
izkoriščen celoten potencial kamere in razbremenjen osebni računalnik. 
Paralelizacija algoritma bo skrajšala čas obdelave slike, kar bo omogočalo večje 
število obdelanih slik na sekundo in izračun rezultatov v realnem času.  
 




The aim of the thesis was to convert image processing algorithm, which 
processes images on personal computer (PC) and is written in C programming 
language to digital circuit described in VHDL code. The algorithm converted to 
VHDL code was implemented on a programmable system on a chip, which is 
installed in the camera Velociraptor from the company Optomotive.  
Task of the algorithm is to find binary large objects (BLOBs) on image and 
determine their centers. The BLOBs are composed of a large number of adjacent 
pixels which have similar properties (brightness). The algorithm input data are raw 
grayscale images from the camera’s optical sensor. Output results are centers and 
some other features of the BLOBs, which are located on input image. Image 
processing on a PC takes a lot of time and system power. On the other hand, we have 
camera with a powerful FPGA and an optical sensor, which can capture up to 330 
images per second at full resolution. By implementing the algorithm on the camera 
FPGA we can better use the camera and offload the PC. Parallelization of the 
algorithm will shorten the image processing time. This will allow processing of more 
images per second and real time center calculation.  
 
Key words: FPGA, VHDL, BLOBs 
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1  Uvod 
Zaznavanje velikih objektov na binarni sliki je metoda, namenjena odkrivanju 
velikih objektov na sliki, ki se razlikujejo po lastnostih, kot sta barva ali svetlost, v 
primerjavi z okoliškimi slikovnimi točkami [1]. Za njihovo odkrivanje obstaja kar 
nekaj rešitev. Večina teh je realiziranih na osebnih računalnikih ali splošno 
namenskih procesorjih, vendar pa so se v zadnjih letih s hitrim razvojem in 
napredkom FPGA čipov ponudile nove možnosti njihove uporabe, kot je na primer 
implementacija zahtevnejših algoritmov. Tako se je z razvojem FPGA čipov in 
potrebami po večji hitrosti sistemov začela povečevati njihova uporaba za namene 
pohitritve zahtevnih algoritmov [12]. To je tudi razlog, da podjetje Optomotive za 
jedro svojih kamer uporablja FPGA. Bistvo njihovih kamer je, da lahko na FPGA 
implementiramo zahtevne algoritme za obdelavo slike, kar nam omogoča, da 
izkoristimo celoten potencial optičnega senzorja v smislu hitrosti. Z implementacijo 
algoritmov se predvsem izognemo ozkemu grlu, ki ga predstavlja podatkovna 
povezava z računalnikom in tako ne zmore prenosa podatkov pri polni hitrosti 
optičnega senzorja.  
Uporabo algoritmov za zaznavanje objektov lahko najdemo skorajda v vsaki 
panogi, kjer se uporablja proces obdelovanja slik. Na področju strojnega vida je 
ključnega pomena za zaznavanje, sledenje in  prepoznavanje objektov. Algoritem v 
našem primeru je bil razvit za namene zajemanja gibanja, vendar je potencial 
algoritma velik in ima možnosti uporabe za različne aplikacije. Z nekaj 
spremembami bi ga lahko uporabljali za sledenje in spremljanje premika objektov, 
štetje prometa,  odkrivanje napak na izdelkih itd.  
V diplomskem delu bom predstavil razvoj vezja za zaznavanje objektov na 
binarni sliki v strojno-opisnem jeziku VHDL. Razvoj vezja temelji na paralelizaciji 
trenutne rešitve, spisane v programskem jeziku C, ki se izvaja na osebnem 
računalniku.   
 17 
2  Zajemanje gibanja 
Zajemanje gibanja (ang. motion capture) je proces beleženja premikanja 
objektov ali ljudi. Potrebno je poudariti, da nas zanimajo podatki o položaju objekta 
in ne njegov videz [2]. Tehnologija se uporablja v filmski industriji, za namene 
športne terapije/analize, analizo gibanja objektov/ljudi, nadzor računalniškega vida in 
robotike [3]. 
Poznamo več tehnik za zajemanje gibanja. V grobem jih lahko ločimo na 
optične tehnike, kjer gibanje beležimo z optičnimi senzorji – kamerami in neoptične 
tehnike, kjer se gibanje beleži s senzorji premika. 
2.1  Optične tehnike 
2.1.1  Optično pasivna tehnika 
Na objekt/telo so pritrjene odsevne značke, ki jih obsevamo z IR svetlobo. 
Premike značk beleži več kamer, ki so občutljive na IR svetlobo in postavljene na 
različnih pozicijah okrog objekta. Uporabljajo se hitre kamere, ki zajemajo vsaj 100 
slik na sekundo. Natančnost je odvisna od ločljivosti senzorja, zato je pomembno, da 
kamere uporabljajo senzorje z veliko ločljivostjo [4]. Prednosti takega sistema so, da 
je enostaven, poceni in prilagodljiv, slabosti pa so prostorska omejenost, natančnost 
je odvisna od ločljivosti kamer, obsežno procesiranje podatkov. 
 
Slika 2.1:  Optično pasivna tehnika [5] 
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2.1.2  Optično aktivna tehnika 
Od optično pasivne tehnike se razlikuje le po vrsti značk, zaradi katerih tu ne 
potrebujemo dodatne osvetlitve. Tu se uporabljajo LED značke, ki oddajajo svetlobo, 
za kar potrebujemo vir energije, ki skrbi za napajanje LED značk in se mora nahajati 
na objektu ali telesu, ki ga opazujemo [3].  
 
Slika 2.2:  Optično aktivna tehnika [7] 
2.1.3  Optična tehnika brez značk 
Gibanju objekta sledimo s pomočjo programske opreme. Natančnost je ravno 
tako odvisna od hitrosti in ločljivosti kamer. Prednosti takega sistema so, da je 
enostaven, preprost za uporabo ter poceni, slabosti pa so večje število napak, 
zahtevna in počasnejša obdelava podatkov ter prostorska omejenost [3]. 
 
Slika 2.3:  Optična tehnika brez značk [8] 
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2.2  Neoptične tehnike 
2.2.1  Značke z vgrajenimi senzorji 
Tehnika ne zahteva uporabe kamere, ampak uporablja značke z vgrajenimi 
senzorji gibanja, ki jih pritrdimo na objekt/osebo, podatki pa se brezžično prenašajo 
na računalnik. Prednosti takega sistema so, da prostorsko nismo omejeni in obdelava 
podatkov ni zahtevna, slabosti pa, da nimamo globalnega položaja telesa [6]. 
 
Slika 2.4:  Tehnika značk z vgrajenimi senzorji [9] 
2.2.2  Elektromagnetna tehnika 
Na objekt so pritrjeni oddajniki, ki ustvarjajo magnetno polje, s senzorji v 
okolici pa ugotavljamo pozicijo in orientacijo telesa [4]. Prednosti takega sistema so, 
da je neobčutljiv na zakrivanja in hiter, slabosti pa so majhen prostor gibanja, težki 
oddajniki na telesu in občutljivost na elektromagnetne motnje [4]. 
 
Slika 2.5:  Elektromagnetna tehnika [10] 
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2.2.3  Elektromehanična tehnika 
Za zajemanje gibanja se uporablja ekso-skelet, ki z vgrajenimi senzorji meri 
premike. Prednosti sistema so, da je zelo hiter, natančen in nismo omejeni s 
prostorom gibanja, slabosti pa so, da so gibi omejeni zaradi skeleta, pozicija 
senzorjev je fiksna in da nimamo globalnega položaja telesa [4]. 
 
Slika 2.6:  Ekso-skelet [11] 
2.3  Ciljna tehnologija 
Ciljna tehnologija našega algoritma je optična tehnika z značkami. Ta tehnika 
je tudi med najpogosteje uporabljenimi in najbolj zastopanimi na trgu. Sistemi 
vsebujejo minimalno štiri kamere, maksimalno število pa ni omejeno. Več kamer 
pomeni večjo natančnost sistema, boljšo pokritost prostora sledenja ter večje število 
teles, ki jim lahko istočasno sledimo. V preteklosti je razvoj tehnologije strmel k 
razvoju hitrih kamer z velikimi senzorji. Tu so proizvajalci z današnjo tehnologijo 
optičnih senzorjev dosegli maksimum, zato se je trend razvoja tehnologije preusmeril 
na razvoj zmogljivih pametnih kamer. Cilj razvoja je, da se obdelava slike opravi že 
na kameri, na računalnik pa pošilja samo podatke, ki jih potrebujemo za zajem 
gibanja. Tako lahko na primer na računalnik pošiljamo samo koordinate točk iz slike, 
kar je tudi namen našega algoritma.  
 
Slika 2.7:  Shema sistema z optično pasivno tehniko [3] 
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3  Ciljna platforma 
Kamera, ki se uporablja za prepoznavanje objektov, je kamera Velociraptor 
EVO, podjetja Optomotive. Glavni značilnosti kamere sta hiter optični senzor ter 
prilagodljivost namenu uporabe. Prilagodljivost kamere omogoča uporabniku, da kar 
najbolje izkoristi celoten potencial kamere. Kamero poganja zmogljiv modul Trenz 
Electronic TE0600 s FPGA čipom Xilinx Spartan-6LX150. Zmogljiv modul z 
velikim FPGA čipom omogoča uporabniku, da na kamero lahko implementira 
zahtevne algoritme za obdelavo slike že na sami kameri ter tako prilagaja kamero 
namenu uporabe. Kamera se trenutno posodablja – trenutni modul Trenz Electronic 
TE600 bo nadomestil modul TE0720. Glavna razlika je v FPGA čipu, saj bo 
Spartana-6LX150 zamenjal Xilinx Zynq-XC7Z020, programirljiv SoC. Glavna 
prednost Zynqa je, da obljublja nekoliko manjšo porabo kot Spartan-6. Poraba pri 
slednjem ni ravno majhna.  
 
Slika 3.1:  Kamera Optomotive Velociraptor [14] 
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3.1  Velociraptor - Xilinx Spartanom-6LX150 
Kamera vsebuje zmogljiv modul Trenz Electronic TE0600 s FPGA čipom 
Spartan-6 in hiter optični senzor podjetja Cmosis. Da FPGA in senzor kar najbolje 
izkoristimo, so na modulu na FPGA čip priključeni še: dva DDR3 SDRAM 
pomnilnika, skupne velikosti 256 MB, 8 MB velik QSPI FLASH in Ethernet-PHY 
čip, ki omogoča hitrosti prenosa podatkov do 1 Gb/s. Rezultat vsega skupaj je 
zmogljiva hitra kamera. 
 
Slika 3.2:  Modul Trenz Eletronic TE600 [15] 
Optični senzor je Cmosisov CMV2000 ali CMOSIS CMV4000. Resolucija 
prvega senzorja je 2048 × 1088 (2,2 MP), drugega pa 2048 × 2048 slikovnih točk 
(4,2 MP). Oba senzorja lahko dobimo v barvni (bayer filter), enobarvni ali VIS-NIR 
(vidna svetloba blizu infrardeči, do 1000 nm) različici. Za zaznavanje objektov 
uporabljamo enobarvni ali IR senzor. Senzor omogoča zajemanje slike z visokim 
dinamičnim območjem (HDR) in istočasnim osvetljevanjem vseh slikovnih točk 
(ang. global shutter). Senzor je povezan s FPGA čipom preko 16 LVDS kanalov, po 
katerih se serijsko prenašajo 10-bitne besede s hitrostjo 480 Mb/s. AD pretvorniki, ki 
pretvarjajo analogne vrednosti slikovnih točk v digitalne vrednosti, delujejo z 
ločljivostjo desetih bitov in so vgrajeni v senzor. CMV2000 zmore zajeti do 340 slik 
na sekundo pri polni resoluciji, CMV4000 pa do 180 slik. 
FPGA čip, ki se nahaja na modulu je Xilinx Spartan-6LX150, nam omogoča 
procesiranje slike že na sami kameri v realnem času. Spartan-6LX150 vsebuje 147 k 
logičnih celic, 4,7 Mb blok RAM-a in 180 DSP rezin [16]. Od tega je približno 55 % 
celotnega FPGA jedra uporabljenega za osnovno delovanje kamer, torej ima 
uporabnik na voljo 45 % logičnih celic, od tega skoraj vse DSP rezine, za nadgradnjo 
kamere glede na njegove potrebe. FPGA ima za delovanje na voljo dva neodvisna 
DDR3 SDRAM pomnilnika, vsak velikosti 128 MB, ki sta s FPGA-jem povezana 
vsak s svojim 16-bitnim vodilom. Za shranjevanje strojno-programske kode in 
vrednosti registrov je na voljo 8 MB velik QSPI FLASH. Na FPGA čipu sta 
implementirana še dva Microblaze procesorja.  
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Komunikacija z računalnikom temelji na UDP protokolu. Za fizični nivo 
komunikacije skrbi Marvell Alaska 88E1111, ki omogoča hitrosti komunikacije do 1 
Gb/s.  Komunikacijski priključek je namenjen tudi napajanju, saj kamera omogoča 
napajanje po PoE standardu [14, 15]. 
 
Slika 3.3:  Blok shema kamere [14] 
3.2  Velociraptor – Xilinx Zynq-XC7Z020 
Prenova bo obsegala le modulni del kamere, saj bo trenutni modul Trenz 
Electronic TE600 zamenjal Trenz Electronic TE0720 s programirljivim SoC Xilinx 
Zynq-XC7Z020. Senzorski del kamere bo ostal nespremenjen, kot tudi komunikacija 
z računalnikom.  
Modul je zelo podobno zgrajen kot TE600. Na njemu se poleg Zynq-XC7Z020 
nahajajo še LPDDR2 SDRAM velikosti 512 MB, QSPI FLASH velikosti 32 MB in 
Ethernet-PHY čip, ki ravno tako omogoča hitrosti prenosa podatkov do 1 Gb/s. Na 
modulu TE0720 se nahaja še eMMC NAND FLASH velikosti 4 GB.  
Zynq-XC7Z020 je sestavljen iz procesorskega in FPGA dela. FPGA del 
omogoča, da lahko SoC oblikujemo po svojih željah. Procesorski del sestavljata dva 
ARM Cortex-A9 MPCore procesorja, ki lahko delujeta s frekvenco do 866 MHz. 
FPGA del vsebuje 85 k logičnih celic, 4,9 Mb blok RAM-a in 220 DSP rezin [17]. 
Od tega je približno 75 % FPGA logike uporabljene za osnovno delovanje kamer, 
torej ima uporabnik na voljo 25 % logičnih celic. Za optimalno delovanje Zynq-a 
ima ta na voljo LPDDR2 SDRAM zunanji delovni pomnilnik velikosti 512 MB. Za 
shranjevanje strojno-programske kode in vrednosti registrov je na voljo 32 MB velik 
QSPI FLASH ter 4 GB velik eMMC NAND FLASH za shranjevanje podatkov. 
Ta modul bo predvsem po zaslugi Zynq-a pripomogel k manjši porabi kamere, 
ki bo sedaj za približno 30 % nižja.  
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4  Postopek prepoznavanja objektov na binarni sliki 
Objekt na sliki je sestavljen iz sosednjih slikovnih točk, ki so po lastnostih 
podobne in se razlikujejo od okoliških točk.  Slikovna točka ima lahko v okolici štiri 
ali osem sosednjih točk [12]. V primeru, ko v okolici opazujemo štiri sosednje točke, 
iščemo podobne točke v navpični in vodoravni smeri, medtem ko v primeru z 
osmimi sosednjimi točkami iščemo podobne točke tudi po diagonalah, kot prikazuje 
slika 4.1.  
 
Slika 4.1:  Določanje objektov glede na število sosednjih slikovnih točk 
Slikovne točke najprej analiziramo po vrsticah. Ali je točka del objekta, določa 
mejna vrednost svetlosti. Če ima točka svetlost višjo od mejne vrednosti, pomeni, da 
predstavlja objekt na sliki in je del njega. Iz točk, ki imajo vrednost svetlosti višjo od 
mejne vrednosti in si sledijo ena za drugo, sestavimo niz, kot je to prikazano na sliki 
4.2.  
Lastnosti niza so: 
- seštevek svetlosti vseh slikovnih točk, 
- pozicija prve slikovne točke v nizu, 
- pozicija zadnje slikovne točke v nizu, 
- vrstica niza. 
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Slika 4.2:  Sestavljanje nizov iz slikovnih točk 
Ko imamo točke razporejene v nize, operiramo samo še z njimi, lastnosti 
posameznih točk pa nas ne zanimajo več. 
Nize nato primerjamo z nizi iz predhodne vrstice, torej iščemo vertikalne 
sosede točk objekta. Če se niza na podlagi njunih začetkov in koncev prekrivata ter 
sta iz sosednjih si vrstic, pripadata istemu objektu, kot je prikazano na sliki 4.3. 
Njune vrednosti lastnosti združimo v lastnosti objekta.  
 
Slika 4.3:  Nizi, združeni v objekte 
Lastnosti objektov so: 
- seštevek svetlosti vseh nizov, 
- pozicija prve slikovne točke niza iz zadnje vrstice objekta, 
- pozicija zadnje slikovne točke niza iz zadnje vrstice objekta, 
- vrstica prvega niza, 
- vrstica zadnjega niza. 
Ko imamo vse nize združene v objekte, določimo centre objektov. To je tudi 
naš izhodni podatek. Poznamo več metod za določitev centra objektov: 
- metoda prostorskega obsega (ang. bounding box), 
- metoda največjega včrtanega kroga, 
- težiščna metoda. 
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Pri metodi prostorskega obsega center določimo na podlagi minimalnih in 
maksimalnih vrednosti X in Y koordinat. Center se nahaja na sredini, med 
minimalno in maksimalno vrednostjo (formula 4.1 in 4.2). Ta metoda velja za 
najenostavnejšo, vendar tudi najmanj natančno.  
 
Slika 4.4:  Določanje centra objekta po metodi prostorskega obsega 
 X center = 
max 𝑋+𝑚𝑖𝑛𝑋
2
  (4.1) 
 
 Y center = 
max 𝑌+𝑚𝑖𝑛𝑌
2
  (4.2) 
Metoda največjega včrtanega kroga velja za nekoliko natančnejšo. Objektu 
včrtamo največji krog, ki ga lahko spravimo vanj, ne da bi presegali meje objekta. 
Središče včrtanega kroga predstavlja center objekta [13]. 
 
Slika 4.5:  Določanje centra objekta po metodi največjega včrtanega kroga 
Težiščna metoda velja za najnatančnejšo. Določanje centra se nanaša na število 
slikovnih točk v objektu in njihovo obtežitev (npr. svetlost) v zvezi z njihovimi 
koordinatami (formuli 4.3 in 4.4). Center objekta se nahaja v njegovi težiščni točki. Z 
večjo resolucijo slike se poveča tudi natančnost [13]. 
 
 X center = 
∑ 𝑋 𝑝𝑜𝑧𝑖𝑐𝑖𝑗𝑎 𝑡𝑜č𝑘𝑒∗𝑠𝑣𝑒𝑡𝑙𝑜𝑠𝑡 𝑡𝑜č𝑘𝑒
∑ 𝑠𝑣𝑒𝑡𝑙𝑜𝑠𝑡 𝑡𝑜č𝑘𝑒
  (4.3) 
 
 Y center = 




5  Razvoj digitalnega vezja 
Pred začetkom razvoja vezja sem moral dobro proučiti delovanje trenutnega 
programa. S poznavanjem trenutnega programa sem ugotovil, na kaj bom moral biti 
pozoren pri razvoju algoritma v strojno-opisnem jeziku VHDL, kaj moram nujno 
vključiti vanj in kje so še možne izboljšave. Od tu je sledil nastanek idejne zasnove, 
kakšna bi bila arhitektura vezja. Pri tem se je pojavilo kar nekaj vprašanj, kako bom 
implementiral določene operacije, ki so se na koncu z nekaj premisleka in diskusije 
dokaj elegantno razrešile. Zahteve, ki sem jih moral upoštevati pri razvoju algoritma, 
so bile: 
- algoritem mora delovati pri frekvenci 100 MHz ali več; 
- na vhodu mora vsak cikel sprejeti novih 8 slikovnih točk in začeti z njihovo 
obdelavo; 
- generična zasnova algoritma (možnost spreminjanja števila vhodnih točk, 
ločljivost slikovne točke ter širine slike), da omogoča delovanje v povezavi z 
različnimi senzorji; 
- algoritem mora za izračun rezultatov porabiti čim manj ciklov; 
- algoritem ne sme porabiti več logike, kot je je na voljo v FPGA čipu kamere. 
Poleg tega mora imeti algoritem še vhodne registre, s katerimi uporabnik 
določa spodnjo in zgornjo mejno vrednost, maksimalno velikost objekta po višini in 
širini ter maksimalno število zaznanih objektov. 
5.1  Prvotna rešitev zaznavanja objektov 
Trenutni sistem prepoznava objekte na sliki s pomočjo računalniškega 
algoritma, ki je napisan v programskem jeziku C. Na kameri se izvaja RLE kodiranje 
slike, ki poskrbi za stiskanje podatkov slike. Skozi kodirnik gredo podatki slike, ki 
pridejo neposredno iz optičnega senzorja. Pri RLE kodiranju podatkov se znebimo 
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vseh točk, ki imajo svetlost manjšo od mejne vrednosti. Izhodni podatki so samo tiste 
točke s svetlostjo, ki je enaka ali večja od mejne vrednosti. Stisnjena slika se nato 
prenese na računalnik, kjer teče algoritem za prepoznavanje objektov na sliki. 
Najprej se podatke, stisnjene slike razširi na prvotno dolžino. Dodajo se vse 
manjkajoče točke, ki so odpadle pri stiskanju podatkov, njihova vrednost svetlosti pa 
je enaka nič. Algoritem nato poišče objekte na sliki in jim izračuna gravitacijski 
center na podlagi svetlosti točk. Rešitev je sposobna analizirati vse slike, pri polni 
resoluciji in maksimalni hitrosti kamere. Ampak, da lahko dosegamo maksimalno 
hitrost, ima RLE kodirnik omejeno maksimalno velikost stisnjene slike. Maksimalna 
velikost je lahko presežena, ko je na sliki preveč točk, katerih vrednost svetlosti je 
enaka ali večja od mejne vrednosti. V takem primeru prihaja do izgubljanja 
podatkov, saj na računalnik pošlje samo podatke do presega maksimalne vrednosti, 
ostale podatke pa se zavrže. Slabost je tudi, da algoritem za prepoznavanje objektov 
zelo obremenjuje računalnik in zahteva veliko strojne moči. 
5.1.1  Opis programske kode 
Vhodni podatek algoritma je RLE kodirana slika. Sliko dobimo iz kamere, kjer 
kodiranje slike tudi poteka. Naloga algoritma je, da na njej poišče objekte in določi 
njihovo gravitacijsko središče. Pred pričetkom mora uporabnik določiti vrednosti 
vhodnih parametrov algoritma, ki so: 
- spodnja in zgornja mejna vrednost svetlosti, 
- maksimalna velikost objekta (v slikovnih točkah) po X in Y osi, 
- maksimalno število objektov, 
- višina in širina vhodne slike (v slikovnih točkah).  
Sliko se analizira od leve proti desni, vrstico po vrstico, od prve proti zadnji. V 
vrstici najprej poišče začetek niza, če se kakšen nahaja v njej. Da je iskanje začetka 
niza hitrejše, se preverja po 32 bitov podatkov slike. Ena slikovna točka je opisana z 
8 biti, kar pomeni, da naenkrat preverja podatke štirih zaporednih slikovnih točk iz 
iste vrstice. Zaradi slike, ki je kodirana z RLE algoritmom in ker RLE za mejno 
vrednost uporablja spodnjo mejno vrednost, vsaka točka s svetlostjo večjo od nič 
predstavlja del objekta. Torej, če je vrednost podatka nič, se preveri vrednost 
naslednjih 32 bitov slike (naslednjih štirih slikovnih točk). Če je vrednost podatka 
večja od nič, pomeni, da se med zajetimi podatki začenja niz. Začetek niza poišče 
tako, da med 32-bitnimi podatki poiščemo prvo točko, ki je večja od nič.  
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Vrednosti prve točke vpiše v nov niz in ga dopolnjuje z naslednjimi sosednjimi 
točkami, katerih svetlost je večja od nič, vse dokler ne pride do točke, ki ima 
vrednost svetlosti nič ali do konca vrstice. Lastnosti niza, ki ga ustvarimo, so:  
- LI (integral svetlosti), 
- SLX (seštevek vrednosti svetlosti, obtežen z X koordinato), 
- SLY (seštevek vrednosti svetlosti, obtežen z Y koordinato), 
- začetek niza, 
- konec niza, 
- višina niza, 
- širina niza, 
- LMAX (maksimalna svetlost). 
Ko operiramo z vrednostjo svetlosti posameznih točk, uporabimo samo 
vrednost svetlosti nad spodnjo mejno vrednostjo (vrednosti svetlosti točke odštejemo 
spodnjo mejno vrednost), kot je prikazano na sliki 5.1. Samo za LMAX uporabimo 
celotno vrednost svetlosti točke. 
 
Slika 5.1:  Prikaz mejnih vrednosti 
Ko pride do konca niza, preveri, ali se niz na podlagi začetka in konca prekriva 
s katerim nizom iz prejšnje vrstice. Lastnosti nizov, ki se ujemata, združi v zadnje 
nastalem nizu (višina niza se poveča za ena), ostali niz pa označi kot že 
uporabljenega. Pri združevanju nizov upošteva, da ima slikovna točka osem 
sosednjih točk. Združeni podatki nizov predstavljajo podatke objekta.  
Ko pregleda celotno sliko, vsem nizom, ki so označeni kot neuporabljeni ter 
katerih LMAX presega zgornjo mejno vrednost in njihova velikosti ne presega 
maksimalne vrednosti velikosti po X in Y osi, izračuna težiščni center, kar je naš 
rezultat.   
Pomanjkljivosti tega algoritma so, da objekte, ki so V, A, X in podobnih oblik, 
ne prepoznava kot enega objekta, ampak kot več objektov. Problem tiči v načinu 
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zaključevanja nizov, sej ne upošteva, da lahko en niz povezuje dva niza iz sosednjih 
vrstic. Slika 5.2 prikazuje, kako bi se morali nizi pravilno združevati in kako se 
združujejo v našem primeru.  
 
Slika 5.2:  Prikaz napačnega združevanja nizov 
5.2  Idejna zasnova 
Na sliki 5.3 je prikazana blok shema idejne zasnove vezja. Sestavljen je iz več 
delov, ki predstavljajo ključne operacije algoritma, kasneje pa nam to omogoča tudi 
lažjo optimizacijo ter odkrivanje napak. Vhodni podatek algoritma so podatki 
slikovnih točk, ki jih dobimo iz optičnega senzorja. Izhodni podatki optičnih 
senzorjev se med različnimi tipi razlikujejo. Da je algoritem primeren za različne 
senzorje, je zasnovan generično in nam omogoča, da lahko na enkrat iz senzorja 
dobimo podatke za dve, štiri ali osem slikovnih točk. Vsaka slikovna točka je lahko 
opisana z največ osmimi biti. Blok shema prikazuje zasnovo vezja z osmimi 
vhodnimi točkami in vsako opisano z ločljivostjo osmih bitov. V grobem lahko 
algoritem razdelimo na dva del,a in sicer:  
 
1. Del sheme do FIFO pomnilnikov nizov, združevanje slikovnih točk v nize 
Ta del algoritma je zasnovan kot cevovod in ima fiksno zakasnitev – 
latenco. Za vsak cikel namreč dobimo nove podatke slikovnih točk na vhodu, kar 
pomeni, da se podatek nikjer ne sme zadržati več kot en cikel in pri tem 
zadrževati ostalih podatkov. 
Ko točke pridejo v algoritem, najprej preverimo, katere točke presegajo 
spodnjo mejno vrednost. V naslednjem koraku na podlagi točk, ki presegajo 
spodnjo mejno vrednost, izdelamo maske za izdelavo nizov. S pomočjo mask 
nato izdelamo nize in izračunamo njihove lastnosti. Nizov je lahko do pol manj 
kot je vhodnih točk. Če se niz nadaljuje z nizom točk iz naslednjih vhodnih 
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podatkov, jih v zadnjem koraku prvega dela algoritma združimo skupaj. 
Zaključene nize nato shranimo v enega od FIFO pomnilnikov nizov. FIFO 
pomnilnikov nizov je toliko, kot je nizov, zato da se lahko vsi nizi shranijo v 
enem ciklu, saj v vsakem ciklu dobimo nove točke na vhodu, kar predstavlja 
nove nize za vsak cikel, ki se morajo shraniti.  
 
2. Del sheme od FIFO pomnilnikov nizov naprej, združevanje nizov v objekte  
Ta del algoritma se nahaja po FIFO pomnilnikih, kjer so shranjeni podatki 
o nizih in ni v celoti zasnovan kot cevovod, saj pri razvrščanju in združevanju 
nizov to ni bilo mogoče.  
Nize, sestavljene v prvem delu, moramo najprej razvrstiti v pravilni vrstni 
red, saj se v prvem delu v FIFO pomnilnike ne shranjujejo v zaporedju. Nize zato 
iz več FIFO pomnilnikov shranimo v en FIFO pomnilnik, v katerem so 
razvrščeni v pravilnem vrstnem redu. Nato nize razvrščene v pravilnem vrstnem 
redu združujemo v objekte. Nezaključene objekte shranjujemo v FIFO pomnilnik 
objektov, kjer čakajo na naslednji pripadajoči niz, zaključenim pa izračunamo 
težnostno središče ter rezultate pošljemo na vodilo BUS. 
 
Slika 5.3:  Blok shema idejne zasnove 
5.3  Implementacija 
Na sliki 5.4 je prikazana zunanja zgradba algoritma. Vhodi algoritma so 
slikovne točke, ki jih dobimo iz senzorja, in trije vhodni registri s parametri za 
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pravilno delovanje algoritma. Število vhodnih bitov iz optičnega senzorja je odvisno 
od števila slikovnih točk in ločljivosti posamezne točke. Število vhodnih točk je 
lahko 2, 4 ali 8, njihova ločljivost pa je lahko največ 8-bitna. To pomeni maksimalno 
velikost vhodnega podatka 64 bitov (8 slikovnih točk × 8 bitov ločljivosti). 
Maksimalna ločljivost optičnega senzorja, ki jo algoritem podpira, je 4096 × 4096 
slikovnih točk. Rezultati algoritma se izpišejo na 64-bitno BUS vodilo. S parametri, 
ki jih dobimo preko vhodnih registrov, določamo: 
 
- omogočimo ali onemogočimo algoritem; 
- vrsto izhodnega podatka – ali izpišemo samo center ter višino in širino 
objekta, ali vse izračunane lastnosti objekta; 
- širino slike, ki jo določa optični senzor; 
- maksimalno število objektov na sliki, da je slika veljavna; 
- maksimalno širino objekta, da je veljaven; 
- maksimalno višino objekta, da je veljaven ; 
- spodnjo mejno vrednost svetlosti za preverjanje mejne vrednosti slikovnih 
točk; 
- zgornjo mejno vrednost svetlosti, ki jo izračunamo na podlagi spodnje in jo 
mora LMAX presegati, da je objekt veljaven. 
 
Slika 5.4:  Zunanja zgradba algoritma 
V nadaljevanju bosta podrobneje opisana notranja zgradba algoritma in njegovo 
delovanje. Opisani bodo vsi postopki algoritma, s katerimi pridemo do končnega 
rezultata. 
  
5.3  Implementacija 35 
 
5.3.1  Preverjanje mejne vrednosti 
Preverjanje mejne vrednosti je prva stopnja algoritma, kjer vanj pridejo 
slikovne točke in se začne njihovo obdelovanje. V prvem koraku se preveri vrednosti 
slikovnih točk. Točkam, ki imajo vrednost manjšo od spodnje mejne vrednosti, se 
priredi vrednost 0, ostalim, ki jo presegajo, pa se odšteje spodnjo mejno vrednost. 
Spodnjo mejno vrednost določi uporabnik prek vhodnih registrov. Poleg tega 
izdelamo še masko, kjer z logično vrednostjo '1' ali '0' opišemo, katere točke 
presegajo mejno vrednost. Maska je velika toliko bitov, kolikor je slikovnih točk na 
vhodu. Za točke, ki presegajo mejno vrednost, zapišemo logično '1', za ostale pa 
logično '0'. S pomočjo te maske v naslednjem koraku izdelamo maske nizov. Latenca 
preverjanja mejne vrednosti je en cikel. 
 
Slika 5.5:  Blok shema postopka preverjanja mejne vrednosti 
5.3.2  Izdelava mask nizov 
V tem koraku iz maske mejne vrednosti izdelamo maske nizov. Vsaka maska 
opisuje le en niz, ki je sestavljen iz zaporedja logičnih '1' iz maske mejne vrednosti. 
Te se v masko niza vpišejo na isto pozicijo kot se nahajajo v maski mejne vrednosti. 
Maske nizov določimo s pomočjo ROM pomnilnika, kjer so, glede na vrednost 
maske mejne vrednosti, že določene maske nizov. Katera maska opisuje niz, je 
odvisno od tega, na katerem paru bitov maske mejne vrednosti (na levi prvi, na desni 
zadnji bit) se niz začne. Prva maska opisuje nize, ki se začnejo na zadnjem paru bitov 
maske mejne vrednosti, druga nize, ki se začnejo na predzadnjem paru itd. Če se na 
določenem paru ne začne niz, se v masko, ki opisuje nize za določen par, vpišejo le 
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logične '0'. Izjema so le nizi, ki se zaključujejo na zadnjem bitu maske mejne 
vrednosti. Ti se ne glede na njihov začetek vpišejo v prvo masko. Število mask nizov 
je odvisno od števila vhodnih slikovnih točk. Pri 8-vhodnih točkah imamo lahko do 4 
nize, ki se nahajajo v vhodnem podatku, pri 4-vhodnih točkah 2 niza in pri 2-vhodnih 
točkah 1 niz. Toliko kolikor imamo nizov med vhodnimi slikovnimi točkami, toliko 
mask nizov je različnih od nič. ROM pomnilnik je zgrajen tako, da je izhodni 
podatek primeren številu vhodnih slikovnih točk. Latenca postopka izdelave nizov je 
ravno tako en cikel. Na sliki 5.6 je prikazana izdelava mask nizov iz maske mejne 
vrednosti.  
 
Slika 5.6:  Prikaz izdelave mask nizov za osem vhodnih slikovnih točk 
5.3.3  Izdelava nizov 
Izdelava nizov je eden zahtevnejših in obsežnejših postopkov algoritma. 
Postopek se izvaja za vse nize istočasno in vzporedno. Vhodne slikovne točke gredo 
najprej skozi vsako izmed mask nizov. Vsak bit ene maske je namenjen eni slikovni 
točki. Če ima bit logično vrednost '1', pomeni, da je slikovna točka, ki ji je bit 
namenjen, del niza in se v točke niza njena vrednost prepiše. Če ima bit logično 
vrednost '0', pomeni, da je slikovna točka, ki ji je bit namenjen in ni del niza, zato se 
v točke niza vpiše vrednost nič. Tako dobimo maskirane slikovne točke, kjer točke, 
ki imajo vrednost različno od nič, predstavljajo točke niza. Na sliki 5.7 je prikazano 
maskiranje slikovnih točk v slikovne točke niza.  
 
Slika 5.7:  Prikaz maskiranja vhodnih slikovnih točk v slikovne točke nizov 
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Ko imamo slikovne točke maskirane v slikovne točke niza, lahko določimo 




- vrstica, v kateri se niz nahaja; 
- začetek in konec niza – v katerem stolpcu slike se niz začne in v katerem 
konča (na sliki in v nadaljevanju Start in Stop); 
- LMAX; 
- bita, ki označujeta, ali se niz lahko nadaljuje z naslednjim nizom in ali lahko 
niz nadaljuje prejšnji niz (na sliki 'Nadaljevanje niza' in 'Nadaljuje niz'). 
Za izračun lastnosti niza poleg slikovnih točk potrebujemo tudi pozicijo 
slikovnih točk v vrstici in stolpcih. Za ta namen imamo dva števca, ki določata 
vrstico in stolpec slikovnih točk. Števec stolpcev se povečuje ob vsakem novem 
vhodu slikovnih točk, povečuje pa se za toliko, kot je vhodnih točk. Torej, če imamo 
osem vhodnih slikovnih točk, so vrednosti števca: 0, 8, 16, 24 itd. Vrednost števca 
predstavlja stolpec prve slikovne točke vhodnega podatka, za ostale se določi stolpec 
glede na njihovo pozicijo. Maksimalna vrednost števca je enaka širini slike minus 
število vhodnih točk (npr.: širina slike je 1024, imamo osem slikovnih točk na vhodu, 
torej je maksimalna vrednost števca 1016). Ko je ta dosežena, začne števec šteti od 
začetka. Števec vrstic se poveča za ena vsakič, ko števec stolpcev začne šteti od 
začetka, vse dokler ne pridemo do konca slike. Ob koncu slike se postavi na nič.  
LI izračunamo tako, da vrednosti svetlosti vseh slikovnih točk niza seštejemo 
skupaj. Za izračun SLX podatka moramo najprej vrednost svetlosti vsake točke 
pomnožiti s stolpcem, v katerem se nahaja, ter nato produkte vseh točk sešteti skupaj. 
Vrednost vrstice samo prepišemo iz števca, za vrednosti Start in Stop pa moramo 
poiskati prvo in zadnjo slikovno točko v nizu. Start je enak vrednosti stolpca, v 
katerem se nahaja začetna točka, Stop pa je za ena večji (lažje kasnejše združevanje 
nizov po principu osmih sosednjih točk) od stolpca, v katerem se nahaja zadnja 
slikovna točka niza. LMAX dobimo tako, da vrednost svetlosti vseh točk primerjamo 
med sabo in vrednost najvišje se shrani. Bit 'Nadaljevanje niza' se postavi na logično 
'1', ko je vrednost svetlosti zadnje vhodne slikovne točke večja od nič, kar pomeni, 
da se niz lahko nadaljuje z naslednjim nizom. Če se ta lahko le nadaljuje z 
naslednjim nizom in nobenega ne dopolnjuje, bo to vedno lahko le prvi niz. Ko je 
vrednost svetlosti prve slikovne točke večja od nič, pomeni, da lahko niz nadaljuje 
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prejšnji niz in bit 'Nadaljuje niz' se postavi na logično '1'. V tem primeru, ko niz, 
mogoče le nadaljuje prejšnji niz in ga ne more nadaljevati noben niz, bo to vedno 
lahko le zadnji niz. V primeru, ko niz sestavljajo vse vhodne slikovne točke, se oba 
bita postavita na logično '1' in to bo vedno lahko le prvi niz. Vrednosti teh bitov nato 
v naslednjem koraku določata, kateri nizi so v bistvu del enega niza in jih je potrebno 
združiti skupaj. Primer določanja vrednosti niza je prikazan na sliki 5.8. 
 
Slika 5.8:  Prikaz izračuna lastnosti niza 
Postopek izdelave nizov je eden od obsežnejših in zahtevnejših delov VHDL 
kode. Za izdelavo nizov se uporablja veliko število podatkov. Predvsem podatki za 
izračun SLX vrednosti so veliki, saj gre za množenje 8-bitnih z do maksimalno 12-
bitnimi vrednostmi in je treba upoštevati, da se to dogaja na več nivojih (na primer v 
primeru osmih vhodnih slikovnih točk se dogaja na štirih nivojih). Zato v tem delu 
kode določimo le lastnosti niza, ki jih kasneje brez slikovnih točk ne moremo, saj od 
tu naprej podatkov o slikovnih točkah ne ohranjamo več. Tako na primer ne 
izračunamo vrednosti svetlosti slikovnih točk niza obteženih z Y koordinato – 
vrstico, saj to lahko storimo v kasnejših korakih – da pomnožimo vrednost LI z 
vrednostjo vrstice niza. Tako tudi velikost niza ostane minimalna, ko ga shranjujemo 
v FIFO pomnilnik ter prihranimo pri potrebni velikosti FIFO pomnilnikov. Latenca 
postopka izdelave nizov je pet ciklov.  
V nadaljevanju je prikazan del VHDL kode za izdelavo nizov, ki prikazuje 
izračun SLX in LI vrednosti ter določanje, ali se niz nadaljuje ali kakšnega 
dopolnjuje. Pri izračunu SLX vrednosti so svetlosti slikovnih točk že pomnožene s 
stolpci, v katerih se nahajajo, zato jih samo še seštejemo. 
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PIXELS_SUM : process(clk) 
begin 
   if rising_edge(clk) then 
      if (valid_in_r1 = '1') then 
         for i in 0 to (PARALLEL_PIXELS/2)-1 loop 
            SLX_var(i) := (others => '0'); 
            LI_var(i) := (others => '0'); 
            for j in 0 to PARALLEL_PIXELS-1 loop 
               SLX_var(i):= SLX_var(i) + pixels_column_masked(i)(j); 
               LI_var(i):= LI_var(i) + pixels_masked(i)(j); 
               SLX(i) <= SLX_var(i); 
               LI(i) <= LI_var(i); 
            end loop; 
         end loop;  
      end if;  
   end if; 
end process; 
 
RUN_CONTINUES : process(clk) 
begin 
   if rising_edge(clk) then  
      if (valid_in_r0 = '1') then 
         for i in 0 to (PARALLEL_PIXELS/2)-1 loop 
            if run_mask_in_r0(i)(PARALLEL_PIXELS-1) = '1' then 
               continue(i) <= '1'; 
            else 
               continue(i) <= '0'; 
            end if; 
                 
            if run_mask_in_r0(i)(0) = '1' then 
               continued(i) <= '1'; 
            else 
               continued(i) <= '0'; 
            end if; 
         end loop; 
      end if;  
   end if; 
end process;   
 
5.3.4  Združevanje nizov 
Združevanje nizov je dokaj enostaven postopek. Nize, ki se lahko še 
nadaljujejo z naslednjimi nizi, shranimo v register, ostale zaključene nize pa 
shranimo v FIFO pomnilnike. Pri združevanju preverjamo le  prvi in zadnji niz, saj 
se lahko le ta dva dopolnjujeta s predhodnimi ali naslednjimi nizi. Ostali nizi so 
lahko le zaključeni ali prazni. Na slikah 5.9 in 5.10 je prikazano podrobnejše 
delovanje združevanja nizov. 
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Slika 5.9:  Blok diagram poteka združevanja nizov 
 
Slika 5.10:  Prikaz združevanja nizov 
V tem delu algoritma se poleg združevanja nizov dogaja tudi vpisovanje v 
FIFO pomnilnike. Vsak niz se vpisuje v svoj FIFO pomnilnik, razen združen niz, ki 
nima lastnega FIFO pomnilnika, zato se zaključeni združeni nizi vpisujejo v FIFO 
pomnilnike namesto enega od nizov, ki prihajajo v ta del algoritma. Če se niz 
nadaljuje z nizom, ki se ne more nadaljevati, nize združimo in združeni niz shrani v 
FIFO pomnilnik namenjen zadnjemu dodanemu nizu (1. primer na sliki 5.11).  Če je 
niz zaključen z nizom, ki bi se lahko nadaljeval, ga med naslednjimi nizi noben ne 
nadaljuje in ga shranimo v FIFO pomnilnik namesto niza, ki se lahko nadaljuje (2. 
primer na sliki 5.11), če pa ni takega niza, pa namesto niza, ki nima vrednosti, saj je 
v takem primeru vsaj eden takšen niz med njimi (3. primer na sliki 5.11). Latenca 
postopka združevanja nizov je en cikel. 
5.3  Implementacija 41 
 
 
Slika 5.11:  Izbira prostega FIFO pomnilnika 
5.3.5  Razvrščanje nizov v pravilni vrstni red 
Ker nize pri prejšnjem shranjevanju v FIFO pomnilnik ne shranjujemo v 
zaporedju ter v več FIFO pomnilnikov, jih moramo za lažje kasnejše združevanje v 
objekte razvrstiti v pravilni vrstni red. Razvrščanje poteka tako, da najprej iz FIFO 
pomnilnikov pridobimo podatke vrstice in Stop vrednosti (podatki o nizu ostanejo v 
pomnilnikih), nizov, ki čakajo, da jih preberemo iz FIFO pomnilnikov. Te podatke 
primerjamo med seboj ter podatke niza z najnižjo vrednostjo vrstice in stolpca 
preberemo ven in shranimo v FIFO pomnilnik, kjer so nizi razvrščeni v pravilnem 
vrstnem redu. Iskanje niza vzame štiri cikle in dokler ga ne najdemo in preberemo 
ven iz FIFO pomnilnika, iskanja naslednjega niza ni smiselno izvajati, saj bi spet 
primerjali iste podatke, ven pa brali napačne. To bi lahko počeli tudi brez 
shranjevanja nizov v FIFO pomnilnik in prihranili nekaj logike FPGA čipa, vendar bi 
vsakič, ko bi združevanje nizov v objekte trajalo manj kot štiri cikle, izgubili nekaj 
ciklov s čakanjem na naslednji niz. Ravno tako, ko bi združevanje nizov v objekte 
trajalo več kot štiri cikle, bi izgubili nekaj ciklov, preden bi začeli iskati nov niz. 
Spodaj je prikazan del VHDL kode za iskanje najnižjega niza glede na pozicijo. 
 
if (serial_fifo_almost_full='0' and run_fifo_empty/=empty_fifo_value 
and compare=0) then  
     compare <= "01"; 
     for i in 0 to ((PARALLEL_PIXELS/2)-1) loop 
          if (run_fifo_empty(i) = '0') then 
               row_start_value(i) <= run_fifo_dout(i)(49 downto 22); 
          else  
     row_start_value(i) <= (others => '1'); 
     end if; 
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if (compare = 1) then 
     compare <= "10"; 
     for i in 0 to 1 loop 
          if (PARALLEL_PIXELS > 4) then 
               if (row_start_value(i*2) < row_start_value((i*2)+1)) 
then 
          compare_r0(i) <= row_start_value(i*2); 
     ch_select(i) <= i*2; 
               else 
          compare_r0(i) <= row_start_value((i*2)+1); 
     ch_select(i) <= (i*2)+1; 
          end if; 
          else 
          compare_r0(i) <= row_start_value(i); 
     ch_select(i) <= i; 
     end if; 
     end loop; 
end if; 
 
5.3.6  Združevanje nizov v objekte 
Združevanje nizov v objekte je eden ključnih in zahtevnejših delov algoritma. 
Da vse nize pravilno združimo v objekte, moramo upoštevati veliko pogojev in 
predvideti vse možne situacije postavitve nizov. Čeprav se je od začetka zdelo, da bo 
rešitev precej zapletena, sem na koncu prišel do dokaj enostavne rešitve, ki ima sicer 
eno pomanjkljivost, ampak v primeru naše uporabe algoritma ni moteča. 
Največjo oviro združevanja nizov v objekte predstavlja to, da moramo 
nezaključene objekte nekje shranjevati. Za to sem potreboval hitro in enostavno 
rešitev, kako dostopati do pravih objektov. Med razmišljanjem o tem, kako bom 
združeval nize, sem prišel do spoznanja, da bi glede na postopek združevanja nizov v 
objekte lahko za shranjevanje objektov uporabil kar FIFO pomnilnik. To mi 
omogoča enostavno pisanje in branje podatkov, brez spominskih naslovov, ter 
preprosto in takojšnje ugotavljanje, kateri objekti so zaključeni, kar pomeni hitrejši 
izpis rezultatov.  
Združevanje nizov v objekte poteka tako, da naenkrat obravnavamo le en niz. 
Obravnava niza lahko traja od minimalno dveh ciklov, maksimalno pa, dokler FIFO 
pomnilnik objektov ni prazen. Ko dobimo prvi niz, se ta shrani v register objekta ter 
tako ustvarimo prvi objekt. Pri naslednjem nizu preverimo, ali se ujema s prejšnjim, 
ki je shranjen v registru. Če se, ju združimo in pustimo v registru, če se ne, pa 
prejšnji niz shranimo v FIFO pomnilnik objektov ter zadnji niz shranimo v register 
objekta. Tako imamo ustvarjena že dva objekta. Ko dobimo niz, ki pripada prvemu 
ustvarjenemu objektu, ga najprej ravno tako shranimo v register, objekt iz registra pa 
v FIFO pomnilnik. Ker imamo v FIFO pomnilniku že od prej shranjene objekte, 
preverimo, ali se nov niz ujema s kakšnim od njih. Tako ugotovimo, da se niz ujema 
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s prvim objektom, ki je shranjen v FIFO pomnilniku. Objekt iz FIFO pomnilnika 
preberemo in ga združimo skupaj z nizom v register objekta. Če ima dodani niz Stop 
vrednost večjo od vrednosti objekta, se preveri, ali se niz ujema še s kakšnim 
objektom v FIFO pomnilniku, kot to prikazuje spodnja slika, ter tako niz združuje 
več objektov v enega, drugače začnemo obravnavati naslednji niz. Ko iščemo objekt 
v FIFO pomnilniku, s katerim se niz ujema, to počnemo dokler:  
a) Ne pridemo do objekta, s katerim se ujema. Vse predhodne objekte v FIFO 
pomnilniku zaključimo. 
b) Ne pridemo do objekta, ki se nahaja v predhodni vrstici kot niz in ima Start 
vrednost večjo od Stop vrednosti niza ali do objekta, ki se nahaja v isti 
vrstici. Niz se ne ujema z nobenim objektom in predstavlja začetek novega 
objekta. Vse predhodne objekte v FIFO pomnilniku zaključimo. 
 
Slika 5.12:  Prikaz združevanja več objektov v enega 
Vsak objekt je zaključen po tem, ko ga preberemo iz FIFO pomnilnika in se ne 
ujema s trenutnim nizom. Pogoji, ki morajo biti izpolnjeni, da se niz ujema z 
objektom, so: 
 
- Start vrednost mora biti nižja od Stop vrednosti objekta, 
- Stop vrednost mora biti večja od Start vrednosti objekta, 
- vrstica niza mora biti natanko za 1 večja od zadnje vrstice objekta. 
V primeru, da v isti vrstici objektu pripada več nizov, shranimo v namenski 
register vrednosti Start, Stop in vrstico objekta, ko je k objektu dodan niz, ki ima 
Stop vrednost nižjo od Stop vrednosti objekta. Shranjene vrednosti nato predstavljajo 
rezervni pogoj za združevanje niza. 
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Ko obdelamo vse nize slike, poskrbimo, da se FIFO pomnilnik objektov 
izprazni, kar pomeni, da vse objekte iz pomnilnika zaključimo in pošljemo na 
naslednji korak ter čakamo na nize naslednje slike.    
Lastnosti objekta se nekoliko razlikujejo od lastnosti niza, saj imamo nekaj več 





- Start in  Stop vrednost zadnje vrstice objekta, 
- prva in zadnja vrstica objekta, 
- minimalna Start vrednost in maksimalna Stop vrednost, 
- LMAX. 
Ko objektu dodajamo niz, vrednosti niza LI in SLX prištejemo k objektu. 
Ravno tako prištejemo tudi SLX vrednost niza, vendar jo moramo prej izračunati 
tako, da pomnožimo vrednost LI z vrednostjo vrstice niza. Start in Stop vrednosti 
niza se prepišeta v istoimenski vrednosti objekta. Vrednost vrstice niza se vpiše v 
vrednost zadnje vrstice niza, če niz predstavlja nov objekt, pa tudi v vrednost prve 
vrstice objekta. V minimalno Start  vrednost se vpiše Start vrednost niza, če je ta 
manjša od sedanje vrednosti, in v maksimalno Stop vrednost se vpiše Stop vrednost 
niza, če je ta večja od sedanje vrednosti. Enako velja tudi za LMAX. 
Na sliki 5.13 je diagram, ki prikazuje potek združevanja nizov v objekte. Vsak 
sivi blok predstavlja en cikel tega postopka. Blok 'Preveri novi niz' predstavlja 
začetek postopka. Tu začnemo prvič obravnavati nov niz. Blok 'Ustvari nov objekt' 
predstavlja vmesni korak do združevanja niza z objekti iz FIFO pomnilnikov 
oziroma do izdelave novega objekta, če se niz ne ujema z nobenim objektom iz FIFO 
pomnilnika ali če je FIFO pomnilnik preprosto prazen. V bloku 'Dodaj niz objektu' 
niz dodamo objektu v registru, če se ujemata. Pri 'Združevanje in zaključevanje 
objektov' iščemo objekt v FIFO pomnilniku, ki bi se ujemal z vhodnim nizom. Tu 
tudi objekte, ki izpolnjujejo pogoje, zaključimo (objekti, ki se ne ujema z nizom in se 
ne nahaja v isti vrstici kot niz ali v prejšnji vrstici in ima Start vrednost večjo od Stop 
vrednosti niza). 'Združevanje objektov' uporabljamo v primerih, ko obstaja možnost, 
da niz združuje objekte v enega. 'Preveri Stop' v bistvu spada pod blok 'Združevanje 
objektov', kjer preverjamo, če še obstaja možnost, da niz združuje objekte. Ločen je 
zato, da izkoristimo cikel, ko objekt, ki smo ga združili, beremo iz FIFO pomnilnika. 
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Slika 5.13:  Blok diagram poteka združevanja nizov v objekte  
Na sliki 5.14 je prikazan primer postavitve objektov, ki ga z našim postopkom 
ne moremo zaznati pravilno. To onemogoča način označevanja začetka in konca 
objekta ter način združevanja nizov z objektom, kar je posledica poenostavitve 
združevanja s FIFO pomnilnikom. Težavo povzročajo objekti v obliki narobe 
postavljene črke U, in sicer, če se kakšen drug objekt nahaja znotraj krakov ali pa v 
primeru, da imamo objekt v obliki črke O in se znotraj njega nahaja še en objekt. Pri 
obliki pravilne črke U do te napake ne prihaja več. Napako bi lahko odpravili z 
označevanjem več začetkov in koncev objekta ali z uporabo maske prejšnje vrstice, 
vendar bi bila potem uporaba FIFO pomnilnika nesmiselna. Na srečo za naš namen 
uporabe to ne predstavlja težav. 
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Slika 5.14:  Prikaz napačnega določanja objektov 
5.3.7  Izračun centrov objektov 
To je še zadnji korak našega algoritma. Tu izračunamo centre objektov, skupaj 
sestavimo izhodne podatke ter jih pošljemo ven po vodilu. 
Da izračunamo centre, moramo vrednosti SLX in SLY deliti z vrednostjo LI. 
Za to uporabljamo dva identična delilnika, enega za X in drugega za Y vrednost 
centra. Delilnik sem izdelal s pomočjo Xilinxovih orodij. Velikost delilnikov je 
odvisna od dolžine vhodnih in izhodnih podatkov. Maksimalna dolžina podatkov, ki 
jo lahko dosežemo, ko so vse slikovne točke senzorja v nasičenju, je 43 bitov za SLX 
in SLY ter 32 bitov za LI vrednost. Da ne bi zadeva zavzela preveč logike na FPGA 
čipu, smo vhodne vrednosti delilnikov okrajšali na 28 bitov, s tem pa še vedno 
dosegli želeno natančnost. Okrajšavo izvedemo tako, da najprej izmerimo efektivno 
dolžino podatkov SLX in SLY (od prvega bita do bita z zadnjo logične '1'). Če 
efektivna dolžina presega 28 bitov, vzamemo samo zgornjih 28  bitov vrednosti. Za 
toliko bitov, kot sta okrajšana SLX in SLY, se okrajša tudi LI – ločeno za SLX in 
SLY, saj sta podatka lahko različno okrajšana (primer na sliki 5.15).  
 
Slika 5.15:  Prikaz okrajšave podatkov 
Okrajšani podatki gredo nato v delilnika. Izhod delilnikov je 20-biten. Zgornjih 
12 bitov je namenjenih celemu številu, spodnjih 8 pa izračunu decimalnega dela 
rezultata. Tega izračunamo tako, da vrednost spodnjih 8 bitov delimo z maksimalno 
vrednostjo osmih bitov. Pri okrajšavi podatkov in delilnika za izračun centra  
potrebujemo 37 ciklov, vendar lahko vsak cikel začnemo z izračunom novega centra 
(ni potrebno čakati, da zaključimo z izračunom enega, da bi začeli z drugim). Da se 
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izračunani centri ujemajo z ostalimi podatki objekta ob izpisu, moramo podatke o 
objektu zakasniti za toliko ciklov, kot traja izračun centra. Pri izpisu podatkov lahko 
preko vhodnega registra izbiramo med dvema vrstama izpisanega podatka. Pri prvi 
vrsti izpišemo samo center, višino in širino objekta, kar skupaj nanese 64 bitov 
podatkov. Pri drugi vrsti pa izpišemo vse lastnosti o objektu, ki jih izračunamo, 
skupne velikosti 256 bitov. Širina vodila je 64 bitov, kar pomeni, da prvo vrsto 
izhodnega podatka prenesemo v enem ciklu, drugo vrsto pa v štirih. Preden podatke 
izpišemo, preverimo še, ali ustrezajo določenim vhodnim parametrom. Ti parametri 
so: 
 
- zgornja mejna vrednost svetlosti; 
- maksimalna širina objekta, podana v slikovnih točkah – maksimalna dolžina 
po X osi, od skrajne leve do skrajne desne slikovne točke objekt; 
- maksimalna višina objekta, podana v slikovnih točkah – maksimalna dolžina 
po Y osi, od skrajne zgornje do skrajne spodnje slikovne točke objekta; 
- maksimalno število objektov – na eni sliki. 
Da objekt lahko izpišemo, mora LMAX vrednost torej presegati zgornjo mejno 
vrednost (ob upoštevanju, da je pri LMAX odšteta spodnja mejna vrednost). Razlika 
med maksimalno Stop in minimalno Start vrednostjo ne sme biti večja od 
maksimalne širine, ravno tako razlika med zadnjo in prvo vrstico ne sme presegati 
vrednosti maksimalne višine ter število izpisanih objektov ne sme presegati 
maksimalne vrednosti števila objektov. 
Ob koncu slike izpišemo še status, ki pove, ali je med obdelavo prišlo do 
zapolnitve FIFO pomnilnikov in posledično izgube podatkov ali do presega 
maksimalnega števila objektov na sliki. V takem primeru podatki niso zanesljivi in 
so posledično tudi neuporabni. 
 
Slika 5.16:  Blok shema izračunavanja centrov 
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5.4  Testiranje  
Testiranje algoritma se je izvajalo na dva načina, in sicer s simulatorjem 
programa Vivado ter na kameri Velociraptor s FPGA čipom Xilinx Spartan-6LX150.  
Testiranja v simulatorju sem se posluževal ves čas nastajanja algoritma. Tako 
sem preverjal pravilnost delovanja algoritma vsakič, ko sem ga dopolnil z novim 
postopkom ter odkrival morebitne napake, preden sem pričel z izdelavo naslednjega 
dela algoritma. Za namen simulacije sem izdeloval testne slike, ki sem jih uporabljal 
kot vhod simulacije. Manjše slike sem izdeloval ročno, večje pa sem izdelal program 
v Matlabu. Ker sem vedel, kaj imam na vhodu, sem vedel tudi, kakšen mora biti 
rezultat simulacije. Če je bil rezultat enak pričakovanemu, je pomenilo, da vse deluje 
pravilno, v nasprotnem primeru pa, da se v algoritmu nahaja napaka, ki sem jo moral 
odkriti. Testne slike sem imel zasnovane tako, da sem z njimi preveril vse možne 
situacije, do katerih lahko pride. Na začetku so bile testne slike manjše, saj algoritem 
še ni bil povezan na izhod simulacije in sem tako lažje sledil simulaciji ter ugotavljal 
pravilnost delovanja. Ko je bil algoritem izdelan do te mere, da sem ga lahko povezal 
z izhodom, sem začel uporabljati večje slike, saj sem lahko rezultate simulacije 
preverjal v izhodni datoteki simulacije.  
 




Slika 5.18:  Primer testne slike, izdelane v 
Matlabu 
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Slika 5.19:  Izsek simulacije – združevanje nizov v objekte 
Testiranje na kameri se je izvajalo samo na Xilinx Spartan-6LX150, saj 
strojno-programska oprema Zynq-XC7Z020 še ni v celoti pripravljena. Za testiranje 
algoritma na kameri je bilo potrebno najprej izdelati strojno-programsko opremo, ki 
je vsebovala algoritem za prepoznavanje objektov. To sem storil s programom Xilinx 
Platform Studio. Ko je bila strojno-programska oprema izdelana, sem jo s 
programom Xilinx SDK in JTAG vmesnikom naložil na kamero. Nato sem s 
programsko opremo VEVO client, ki je namenjena za uporabo Velociraptor EVO 
kamere, nastavil vhodne parametre algoritma ter preveril sliko kamere (svetlost, 
izostritev itd.). Rezultate algoritma, izračunane za realno sliko, zajeto z optičnim 
senzorjem, sem nato zajel z že izdelano testno konzolo, ki je zajela podatke o sliki in 
rezultate algoritma za to sliko. Rezultati so se zapisali v dve datoteki – eno z rezultati 
algoritma in drugo s podatki slikovnih točk slike. Za verifikacijo rezultatov algoritma 
na kameri sem izdelal program v Matlabu, ki je izračunal lastnosti objektov na 
podlagi podatkov o sliki, ki sem jih imel, ter rezultate primerjal z rezultati algoritma 
na kameri. Če se rezultati niso ujemali, sem preveril še rezultate Vivado simulacije s 
podatki slike iz kamere na vhodu. V primeru, da so bili rezultati algoritma v 
simulaciji in kameri enaki, je bil problem v kodi algoritma, če pa se rezultati niso 
ujemali, je bila težava v implementaciji algoritma (doseganje zahtevane frekvence). 
Največ težav je povzročala implementacija delilnikov, ki sem jo nato rešil z 
okrajšavo vhodnih podatkov in tako poenostavil delilnike, vendar še vedno prihaja 
do napak in niso ravno zanesljivi. 
Slika 5.20 prikazuje testno sliko, zajeto s kamero, ter nato obdelano sliko v 
Matlabu, kjer so prikazane samo točke nad spodnjo mejno vrednostjo, izrisani centri 
objektov, njihov prostorski obseg. Objekti, ki tega nimajo, niso izpolnjevali vseh 
pogojev vhodnih parametrov. 
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Slika 5.20:  Testna slika, zajeta s kamero, ter izrisani rezultati izračuna centrov objektov v Matlabu 
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6  Rezultati 
Pri končni različici algoritma mi je uspelo doseči zahtevane kriterije, ki sem jih 
imel določene na začetku. Torej nastali algoritem: 
- deluje pri zahtevani frekvenci 100 MHz; 
- vsak cikel lahko obdela do 8 slikovnih točk; 
- je generične zasnove, omogoča 2, 4 ali 8 vhodnih točk, njihova resolucija je 
lahko največ 8-bitna ali manjša in ravno tako je resolucija optičnega senzorja 
lahko največ 4096 × 4096 slikovnih točk ali manjša, vendar mora biti število 
stolpcev večkratnih števila vhodnih slikovnih točk ; 
- je mogoče implementirati na kamero. 
Težave povzroča le še natančnost algoritma. Ko ga implementiramo na 
Spartan-6LX150, se natančnost koordinat centrov objektov giblje od tisočinke 
slikovne točke pa vse do ene slikovne točke. Še bolj kot to je problematično število 
zaznanih objektov, ki se včasih ne ujema s številom izračunanih objektov v Matlabu 
in Vivado simulatorju. V tem primeru bo še potrebno poiskati vzrok za nastanek 
nepravilnosti. Ker je verjetno vzrok v samem FPGA vezju (kajti rezultati simulacije 
so pravilni), upamo, da to teh nepravilnosti ne bo prihajalo pri Zynqu-XC7Z020, saj 
je tam arhitektura FPGA vezja bolje zasnovana kot na Spartanu-6LX150.  
Algoritem po podatkih sinteze, izvedene v Xilinx ISE programu, na Spartanu-
6LX150, zavzame: 
 
- 12.186 registrov (6 %), 
- 10.087 vpoglednih tabel (10 %), 
- 0,404 Mb Block RAM pomnilnika (9 %), 
- 10 DSP rezin (6 %). 
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Maksimalna frekvenca, pri kateri naj bi algoritem še pravilno deloval, znaša 111,8 
MHz. 
Implementacija algoritma na Zynq-XC7Z020 naj bi po podatkih Vivado 
sinteze zavzela: 
 
- 11.029 registrov (10 %), 
- 7098 vpoglednih tabel (13 %), 
- 0,387 Mb Block RAM pomnilnika (8 %), 
- 9 DSP rezin (5 %).  
To je nekoliko manj kot pri Spartanu-6LX150, vendar zaradi manjšega FPGA jedra, 
izraženo v odstotkih, zavzame nekoliko več prostora na njem. Maksimalna 
frekvenca, pri kateri naj bi algoritem še pravilno deloval, je bistveno višja in znaša 
149,2 MHz. 
Maksimalno število obdelanih slik na sekundo je odvisno od števila vhodnih 
slikovnih točk, frekvence delovanja algoritma in resolucijo vhodne slike, kot 
prikazuje formula 6.1. V našem primeru, ko imamo 8 vhodnih slikovnih točk, 
frekvenco delovanja 100 MHz ter resolucijo vhodne slike 2048 × 1088 slikovnih 
točk, lahko obdelamo maksimalno 359 obdelanih slik na sekundo, kar je več slik, kot 
jih senzor zmore zajeti v sekundi. Pri manjši resoluciji slike lahko senzor zajame tudi 
več slik na sekundo, kar poveča tudi maksimalno število obdelanih slik.     
 
 Š𝑡. 𝑠𝑙𝑖𝑘 𝑛𝑎 𝑠𝑒𝑘𝑢𝑛𝑑𝑜 =  




Po koncu obdelave slike ni potrebno ponastavljati celotnega algoritma, 
posameznih registrov ali FIFO pomnilnikov. Po koncu slike se vsi FIFO pomnilniki 
že tekom delovanja izpraznijo, vrednosti registrov, ki bi lahko vplivale na rezultate 
pri naslednji sliki, pa vplivajo tudi na rezultate slike, ki jo obdelujemo, zato se 
vsakič, ko je potrebno, postavijo na nič.  
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7  Zaključek 
Do sedaj mi je pri razvoju algoritma uspelo doseči, da ta deluje pravilno v 
Vivado simulaciji. Pri implementaciji na Spartana-6LX150 izhodni rezultat namreč 
še vedno ni najbolj natančen. Zakaj prihaja do tega, moram še ugotoviti, je pa 
algoritem na tem Spartanu uspešno deloval brez delilnikov, vendar je cilj, da se  na 
kameri izračunajo tudi centri objektov.  
Ko bo strojno-programska oprema Zynq-XC7Z020 razvita do te mere, da bo 
omogočala zanesljivo uporabo kamere, bo potrebno algoritem preizkusiti še na 
Zynqu, kjer upam, da bo manj težav kot pri Spartanu. 
V prihodnosti se bo algoritem mogoče uporabil tudi za druge namene uporabe, 
kot je na primer sledenje objektom. Seveda bo za to potrebno v algoritmu kaj 
spremeniti, vendar bo princip iskanja objektov ostal isti. Najprej pa bo seveda 
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