2. One can type English sentences at a computer terminal making queries, giving commands and, in general, asking for the retrieval of any pertinent data about the content of the library.
developed for computer application two stand out for their historical impact on this approach: The Mitre (1964) granxnar developed by a number of M.I.T. scholars, and the so-called IBM Core Grammar 3. A lucid and informative discussion of the implications of the use of natura] languages in computers is given in Kuno (1967) .
The theoretical and historical significance of these grammars notwithstanding, they all have serious practical disadvantages in that tney generate all the possible syntactic analyses for every ambiguous sentence but have no practical way of selecting in a fast and efficient manner the sense of the sentence either intended by the user or inherent in the nature of the discourse. In Proto-RELAUES, we tried to avoid this difficulty by restricting the discourse to a highly-specialized field and tnus reduced most of the ambiguities to the lexic~l level. In his important work on semantics for question answering systems. Woods (1967) adopts the same approach, but ne stipulates that the ultimate solution for resolving ambiguities in a more general system is in interaction with the user. This is, of course, the most general solution. If one can generate all the possible analyses of a sentence and let the user select the analysis which reflects his sense of the sentence, one would delegate the choice of understanding to the user and will satisfy nim as long as the user knows what he is talking 3. Rosenbaum and Lochak (1966) . grammar, see Rosenbaum (1968) .
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For the latest version of this about. However, this approach is also unsatisfactory for practical reasons, even if an easy way to build such an interactive system were known. Under a time-sharing environment, which is the only practical environment for on-line systems of this kind, every interruption and interaction will cost time, and the total effect will make the system so slow and cumbersome to make it impractical.
In tills paper, we will propose some additional devices for the automatic resolution of ambiguities. These devices are now being studied and implemented at the IBM Boston Programming Center. Ideally, one should not have to arbitrarily restrict the types of sentences Which the user of the system may input to the grammar, i.e., the grammar should be able to parse any sentence of any length. Implementation of this ideal goal is, however, presently untenable. We will outline here our efforts to approach this goal to the extent which is possible under the present state of the art.
The grammar of Proto-RELADES was a standard recognition grammar with separate phrase structure and transformational components; that is, phrase structure rules would apply to the input sentence and produce a surfacestructure. The latter would then be the input to the transformational component andthe output of this component would be the deep structure of the sentence. Our new experimental grammar combines these two components into one integrated system of rules.
To understand the implication of this, we must look at the form and We see at once that this rule format permits one to write context sensitive rules constrained by some conditioning factors and also build local transformations in the Y part of the rule. The traffic in the rule application is controlled by the GOTO label L n. Underlying this system of rules is the "reductions analysis" (RA) recognizer which reads the rules and applies them to the input sentence resulting in a tree structure (P-marker) representing the deep structure of the sentence.
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The RA in our system is an extension of the model proposed by Cheatham (1968) . Culicover (1969) and Lewis (1969) have written and implemented a grammar which uses these rules with exclusively local transformations.
The net result of this grammar is that a canonical deep structure is produced for the input sentence without the generation of the intermediate surface structure. In terms of computer efficiency and speed, this is a significant step. The theoretical significance of such a recognition grammar has yet to be studied.
The ambiguities can be resolved by the following interactions, all of which are automatic internal and, therefore, fast interactions, except the last one. In a fully-generalized system, all these interactions must be implemented in a manner that they will tradeoff against each other for reducing the complexity and increasing the speed.
The final interaction on list (2), i.e., human interaction, which is the last resort in this system can be omitted or its use greatly restricted in many practical situations. The interactions are with:
(2) (i) the lexicon (ii) the date base (iii) the system (iv) the human user
Lexical entries have a certain number of features which play a role in the structural analysis of the input sentence. This is based on the already well-known proposal of Chomsky (1965) If the word shelf in the lexicon has a feature or features denoting that it is a place for storing books, etc., but normally people do not write on it or reside on it, then in the process of the analysis of (3) the prepositional phrase on the shelf will be recognized as modifying the noun boo___k_kand not the verb write or the proper noun John. The trouble with this solution is obvious: there will be too many simple and complex features for each entry in the dictionary 4, and we run into severe problems for practical applications. This is why we want to reduce the reliance on the dictionary features to the minimum and tradeoff as far as possible with the other interactions listed under (2) above.
Interaction with the data base will provide the discourse background and may turn out to be the most significant and practical means for resolving ambiguities. For our system, this category of interaction includes looking up in micro-glossaries; that is, specialized glossaries containing the jargon of each narrow field of application. Again, a highly simplified example of interaction with the data base is the following. Suppose that the input sentence was (4) Do you have any books on paintings by Smith?
Somewhere in the process of the derivation of the underlying structure 4. For a fractional grammar of English with partial features specified, see Rosenbaum (1968) . The ambiguity in (5) is, among others, in whether we want documents written about computers or we are referring to piles of documents on the top of computers. Now the underlying system which analyzes and interprets (5) and produces the answer to the question has certain capabilities; for example, it has computer routines for searching lists of titles, authors, etc., printing data, and whatever else there is.
However, if the system does not have a facility for "looking" on the top of the computers in search of documents, we can reject that interpretation and adopt one which concerns documents containing information about computers.
The human interaction becomes necessary only when none of the above devices resolve the ambiguity; for example, in the case of the -7-data base sample in sentence (4) above when the data base has the name Smith under both the author and painter columns. In this case, the system should formulate some sort of simple question to ask the human user before the final interpretation is effected; for example:
"Do you mean books by Smith or paintings by Smith or both?" But, as I mentioned above, we have found in practice that, within a specified discourse and with a properly organized lexicon and data base, the need for taking this last resort seldom arises; and that is why systems such as Proto-RELADES and Woods (1967) can have significant practical claims.
In summary, we visualize a restricted but completely practical natural language system for communication with a computer and information retrieval with a general lexicon and specialized micro-glossaries.
Certain restrictions in the lexicon and in the micro-glossaries will prevent wild generation of all possible and obscure (or unlikely) analyses but will permit generation of all the reasonable analyses for each input sentence. Interactions with the lexicon, the data base (i.e., the subject of the discourse) and system will further eliminate the various analyses for eacll sentence until one analysis is left.
In such cases when the system is unable to reduce the query to one analysis, the human user is asked to help in clarifying the ambiguity.
