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Abstract
We establish improved hypoelliptic estimates on the solutions of kinetic transport equations, using a suit-
able decomposition of the phase space. Our main result shows that the relative compactness in all variables
of a bounded family of nonnegative functions fλ(x, v) ∈ L1 satisfying some appropriate transport relation
v · ∇xfλ = (1 −x)
β
2 (1 −v) α2 gλ
may be inferred solely from additional integrability and compactness with respect to v. In a forthcoming
work, the authors make a crucial application of this new approach to the study of the hydrodynamic limit
of the Boltzmann equation with a rough force field (Arsénio and Saint-Raymond, in preparation [4]).
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Our main objective in this paper is to develop a robust method to study compactness and
regularity of the solutions to some kinetic transport equation with rough source terms:
∂tf + v · ∇xf = g,
where f = f (t, x, v) and g = g(t, x, v), with (t, x, v) ∈ R×RD ×RD and D  1. Typically, we
are interested in the transport in some L∞ force field F such as gravity or electrostatic force, for
which characteristics are not even defined:
∂tf + v · ∇xf + F · ∇vf = Q.
This problem has been investigated by a number of authors: the first section of the present paper
attempts to present a few striking results, especially “averaging lemmas” providing some spatial
regularity for the moments of f , and the “hypoellipticity mechanism” which transfers some
information from the v-variable to the x-variable.
The specificity of our approach is to provide a unified mathematical framework, involving
both averaging arguments and hypoelliptic type arguments, which leads to simplifications and
extensions of the existing results. Our ultimate goal is to deal with distributions f having little
integrability, typically we would like to consider the critical case of L1x,v functions. Our main
results are given in the second section, they include the case of L1Lr functions, for any r > 1.x v
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family of nonnegative solutions fλ(x, v) ∈ L1xLrv , with r > 1, to the transport equation
v · ∇xfλ = (1 −x)β2 (1 −v)α2 gλ,
where α  0, 0  β < 1 and gλ(x, v) ∈ L1xLrv , is a consequence of its relative compactness
with respect to the v-variable only. Furthermore, it will be clear from the demonstrations that
our methods adapt to the context of Besov-type spaces, thus yielding corresponding hypoelliptic
results in spaces having the same scaling as L1x,v . However, for the sake of simplicity, we do not
deal with this setting in the present article.
The starting point of our proofs is a suitable explicit decomposition, exposed in the third sec-
tion, of the solutions to kinetic transport equations, which relies on a good understanding of the
properties of the transport operator at the microlocal level. We then establish, in the fourth sec-
tion, sharp estimates proving that some interpolation operators are bounded Fourier multipliers
over L
p
x,v , for any 1 <p < ∞. As a consequence, we obtain the main hypoelliptic results in Lpx,v ,
in the spirit of Bouchut [8], on the transfer of compactness and regularity, with simple and visual
proofs. Finally, in the fifth section, we further refine our method in order to reach the case p = 1,
which involves the study of generalized Calderón–Zygmund singular integral operators as
well as a careful analysis of the weak Hardy space H 1,∞.
The results we establish here are particularly convenient for the study of hydrodynamic
limits of the Boltzmann equation, insofar as the density fluctuation is known to be a little bit
regular with respect to the velocity variable v, while the source term Q in the transport equation is
not better than L1 and the force field F is typically in L∞. We will therefore give in a forthcoming
paper [4] a derivation of the Navier–Stokes equations with external (possibly self-induced) force
fields from the Boltzmann equation. We further point out that our approach is applicable to the
study of the Boltzmann equation for both cutoff and non-cutoff cross sections.
1. State of the art
For the sake of simplicity, we will henceforth focus our discussion on the time-independent
transport equation
v · ∇xf = g.
Nevertheless, it is to be emphasized that all the results discussed in this article can be adapted to
the time-dependent setting. A general approach to such non-stationary extensions is discussed in
Appendix C.
1.1. Classical averaging theory
The main idea behind velocity averaging lemma is that the symbol of the free transport is
essentially elliptic, and more precisely that it is elliptic outside a small zone of the velocity space
which provides small contributions to averages.
Basic results due to Agoshkov [1], Golse, Lions, Perthame, Sentis [14,15], DiPerna, Lions,
Meyer [11] and Bézard [7] are then proved using the Fourier transform in L2 and some
classical, although difficult, interpolation arguments. Notice that the cases p = 1,∞ are fully
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ations.
Theorem 1.1. (See [7].) Let 1 <p < ∞, and f,g ∈ Lp(dx dv) be such that
v · ∇xf = g.
Then, for all ϕ ∈ C∞c (RD),∥∥∥∥∫ f (x, v)ϕ(v) dv∥∥∥∥
Ws,p(dx)
 Cp(ϕ)
(‖f ‖Lp(dx dv) + ‖g‖Lp(dx dv)),
with s = min{ 1
p
,1 − 1
p
}.
A first extension can be obtained by incorporating derivatives in the right-hand side of the
transport equation.
Theorem 1.2. (See [7].) Let 1 <p  2 and f,g ∈ Lp(dx dv) be such that
v · ∇xf = (1 −x)β2 (1 −v)α2 g
for some α  0 and 0 β < 1.
Then, for all ϕ ∈ C∞c (RD),∥∥∥∥∫ f (x, v)ϕ(v) dv∥∥∥∥
Ws,p(dx)
 Cp(ϕ)
(‖f ‖Lp(dx dv) + ‖g‖Lp(dx dv)),
with s = 1−β1+α (1 − 1p ).
1.2. Characteristics and dispersion
Another crucial property of the free transport is the propagation along characteristics
X(t, x, v) = x − tv, V (t, x, v) = v,
responsible in particular for the dispersive behavior of the solutions. By “dispersive”, we mean
here
(i) a global effect, related to the fact that mass goes to infinity, and leading to some Strichartz
estimates;
(ii) a local effect giving some gain of integrability which can be seen as a local smoothing
property;
(iii) a mixing property, expressing a kind of duality between x and v variables.
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spect to perturbations (change of spatial domain, introduction of force fields, . . . ). For instance
(i) cannot hold in bounded domains. A systematic study of these dispersive behaviors in non-flat
geometries has been carried out in [26].
The mixing property (iii) is the crucial tool which allows to establish L1 averaging lemma
under the one and only assumption of uniform integrability with respect to the v variable. Let us
recall the appropriate notion of partial equiintegrability.
Definition. A bounded family {fλ(x, v)}λ∈Λ ⊂ L1(RDx × RDv ) is said to be locally equiinte-
grable with respect to v if and only if it satisfies for each compact subset K of RDx × RDv
lim
δ→0 supλ∈Λ
∫ (
sup
|A|<δ
∫
A
∣∣1Kfλ(x, v)∣∣dv)dx = 0.
Theorem 1.3. (See [16].) Let {fλ}λ∈Λ and {gλ}λ∈Λ be bounded families of L1(dx dv) such that
{fλ}λ∈Λ is locally equiintegrable with respect to v and
v · ∇xfλ = gλ.
Then, for all ϕ ∈ C∞c (RD),{∫
fλ(x, v)ϕ(v) dv
}
λ∈Λ
is relatively strongly compact in L1loc(dx).
The proof is based on an averaging lemma in weakly compact subsets of L1 from [14], to-
gether with the Dunford–Pettis criterion giving the weak compactness in L1 of equiintegrable
families. Getting this equiintegrability relies on some duality method, coupled with the follow-
ing dispersion inequality established by Castella and Perthame [10]
∥∥f0(X,V )∥∥L∞(dx;L1(dv))  1tD ‖f0‖L1(dx;L∞(dv)).
The following generalization can be obtained for the transport in some smooth force field,
provided that characteristics can be locally defined and have the same local mixing property.
Theorem 1.4. (See [19].) Let F ∈ L2 ∩ W 1,∞(dx) be some given force field. Let {fλ}λ∈Λ and
{gλ}λ∈Λ be bounded families of L1(dx dv) such that {fλ}λ∈Λ is locally equiintegrable with re-
spect to v and
v · ∇xfλ + F · ∇vfλ = gλ.
Then, for all ϕ ∈ C∞c (RD),{∫
fλ(x, v)ϕ(v) dv
}
λ∈Λ
is relatively strongly compact in L1loc(dx).
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suitable dyadic decomposition, Nader Masmoudi and the first author have obtained in [2,3] an
averaging result assuming that the equiintegrability in v can be quantified in the Besov space
B01,1(R
D) (which, in particular, is a subspace of the Hardy space H 1(RD)). Recall that the Besov
space Bsp,q(RD), where 1 p,q ∞ and s ∈ R, is defined as the subspace of tempered distri-
butions endowed with the norm
‖f ‖Bsp,q (RD) =
(
‖0f ‖qLp(RD) +
∞∑
j=0
2jsq‖2j f ‖qLp(RD)
) 1
q
,
where 0 and the 2j ’s are the dyadic operators corresponding to the standard Littlewood–Paley
frequency decomposition.
Theorem 1.5. (See [2,3].) Let {fλ}λ∈Λ and {gλ}λ∈Λ be bounded families in L1(dx;B01,1(dv))
such that {fλ}λ∈Λ is nonnegative and
v · ∇xfλ = (1 −v)α2 gλ
for some α  0.
Then, {fλ}λ∈Λ is equiintegrable (with respect to all variables).
Integration along characteristics has also been used in other ways, for instance
• by Lions and Perthame [24] to obtain a suitable representation of ρ(t, x) = ∫ f (t, x, v) dv
and deduce some regularity on the electric field of the Vlasov–Poisson equation;
• by Jabin and Vega [23] to establish a general approach of averaging lemmas;
• by Berthelin and Junca [6] to get L2 averaging lemmas with optimal regularity in smooth
force fields.
1.3. Hypoellipticity and global regularity
Another way to express the duality between x and v variables is referred to as hypoellipticity,
and can be formulated in terms of commutators
[∇v, v · ∇x] = ∇x,
which implies that regularity with respect to v may be transferred on x.
The systematic study of hypoelliptic operators goes back to Hörmander [22], who considered
in particular the kinetic Fokker–Planck equation. The approach based on commutator identities
has then been developed by Rotschild and Stein [25].
Theorem 1.6. (See [25].) Let f,g ∈ L2(dx dv) be such that
v · ∇xf −vf = g.
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‖vf ‖L2(dx dv) +
∥∥(−x) 13 f ∥∥L2(dx dv)  C(‖f ‖L2(dx dv) + ‖g‖L2(dx dv)).
More general statements regarding the global regularity of the solutions to transport equa-
tions have been obtained by Bouchut [8].
Theorem 1.7. (See [8].) Assume that f ∈ Lp(dx dv), 1 < p < ∞, satisfies
v · ∇xf = (1 −x)β2
∑
m∈ND|m|α
∂mv gm,
for some gm ∈ Lp(dx dv), 0 β < 1 and α ∈ N, and that
(−v) r2 f ∈ Lp(dx dv),
where r  0.
Then,
∥∥(−x)σ2 f ∥∥Lp  Cp(‖f ‖Lp + ∥∥(−v) r2 f ∥∥Lp + ∑
m∈ND|m|α
‖gm‖Lp
)
,
where σ = (1 − β) r1+r+α .
Such techniques are not easy to extend to the L1 context because of the lack of L1 continuity
of pseudodifferential operators of order 0. Furthermore, they do not allow to account for deriva-
tives of f in v, except for isotropic elliptic terms such as vf . For recent developments based
on such techniques, we refer to [20].
2. Main results
In this work, we intend to use a combination of the various techniques presented in the pre-
ceding section in order to improve the statements of Theorems 1.3, 1.4 and 1.5 on the transfer of
compactness for rough source terms and distributions with little integrability.
The argument we will use to establish the transfer of compactness is rather simple insofar as
it does not involve interpolation between functional spaces. It is indeed based on some explicit
decomposition which relies on a good understanding of the intrinsic properties of the transport
operator at the microlocal level. Our methods will also yield an elementary and visual proof of
Theorem 1.7 on the hypoelliptic transfer of regularity in kinetic transport equations.
The main technical tool we will employ is the theory of Fourier multipliers that can be
developed in different functional frameworks. In Besov spaces, it relies on simple estimates on
geometric series, while in Lebesgue spaces Lp for p > 1, it requires elaborate harmonic analysis.
In particular, the latter case of Lebesgue spaces involves the Calderón–Zygmund theory of
singular integral operators. The study of Fourier multipliers proves to be rather difficult in
the limiting case L1. Indeed, Calderón–Zygmund operators, such as the Hilbert transform, are
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bounded from the Lebesgue space L1 into the weak Lebesgue space L1,∞ (also called Lorentz
space). This significant difficulty will be handled through a careful analysis in the so-called weak
Hardy space H 1,∞. We believe that this new approach goes beyond the scope of the results
established here and may be of interest for applications to other problems. These methods, along
with the relevant definitions, are presented in Appendices A–B.
2.1. Transfer of compactness
Recall that, for any 1  p < ∞, the Riesz–Fréchet–Kolmogorov compactness criterion
(see [9,34]) asserts that a family {fλ(x, v)}λ∈Λ ⊂ Lp(RDx × RDv ) is relatively compact in the
strong topology of Lp if and only if
(i) it is uniformly bounded, i.e. supλ∈Λ ‖fλ‖Lp < ∞,
(ii) it is uniformly norm-continuous, i.e.
lim
δ→0 supλ∈Λ
sup
|h|+|l|<δ
∥∥fλ(x + h,v + l)− fλ(x, v)∥∥Lp = 0,
(iii) it is tight, i.e. limR→∞ supλ∈Λ ‖fλ1{|x|+|v|>R}‖Lp = 0.
Furthermore, if the tightness of the bounded family is not known to hold, it is still possible
to deduce its local relative compactness, i.e. the relative compactness of the family in Lp(K)
for any compact subset K ⊂ RDx × RDv , from the mere knowledge of (ii). Thus, it is precisely
condition (ii) that guarantees that oscillations and concentrations cannot happen and we say in
this case that the fλ’s are locally relatively compact. This motivates the following definition.
Definition. For any 1 p,q < ∞, a bounded family {fλ(x, v)}λ∈Λ ⊂ Lp(RDx ;Lq(RDv )) is said
to be locally relatively compact in v if and only if it satisfies
lim
δ→0 supλ∈Λ
sup
|l|<δ
∥∥fλ(x, v + l)− fλ(x, v)∥∥Lpx Lqv = 0.
Our first result is the following transfer of compactness in Lp for 1 <p < ∞.
Theorem 2.1. Let the bounded family {fλ(x, v)}λ∈Λ ⊂ Lp(RDx × RDv ), for some 1 < p < ∞, be
locally relatively compact in v and such that
v · ∇xfλ = (1 −x)β2 (1 −v)α2 gλ,
for all λ ∈ Λ and for some bounded family {gλ(x, v)}λ∈Λ ⊂ Lp(RDx × RDv ), where α  0 and
0 β < 1.
Then, the collection {fλ(x, v)}λ∈Λ is locally relatively compact in Lp(RDx ×RDv ) (in all vari-
ables).
Remark. Note that this compactness result can be easily deduced from Theorem 1.2 using v-
regularized functions
fλ, = fλ ∗v ρ.
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interpolation arguments involving Besov spaces.
Furthermore, the argument of the proof presented here is quite general, and can be extended
to functional spaces which are degenerate in the results of [11] in the sense that no regularity is
gained on the velocity averages, such as Besov spaces having the same scaling as L1.
Finally, it is to be emphasized that the precise understanding of the hypoelliptic mechanisms
leading to the above theorem is crucial in order to reach the endpoint results for the case p = 1
presented in Section 2.3 below.
2.2. Transfer of regularity
Because it relies on a precise understanding of the regularization process at the microlocal
level, our method can also be used to obtain results on the transfer of regularity in the spirit of
Bouchut [8]. More precisely, we will recover Theorem 1.7.
We will employ the Sobolev spaces Wr,px (RDx × RDv ) and Wr,pv (RDx × RDv ) defined, for any
r ∈ R and 1 < p < ∞, as the subspaces of tempered distributions endowed with the respective
norms ∥∥f (x, v)∥∥
W
r,p
x (R
D×RD) =
∥∥(1 −x) r2 f (x, v)∥∥Lp(RD×RD)
= ∥∥F−1x (1 + |η|2) r2 Fxf (x, v)∥∥Lp(RD×RD)
and ∥∥f (x, v)∥∥
W
r,p
v (R
D×RD) =
∥∥(1 −v) r2 f (x, v)∥∥Lp(RD×RD)
= ∥∥F−1v (1 + |ξ |2) r2 Fvf (x, v)∥∥Lp(RD×RD),
where we have denoted by Fx and Fv the Fourier transforms with respect to the x-variable and
v-variable only, and η and ξ the respective dual variables.
The following theorem is merely a convenient reformulation of Theorem 1.7.
Theorem 2.2. Let f (x, v) ∈ Wr,pv (RDx × RDv ), where r  0 and 1 <p < ∞, be such that
v · ∇xf = (1 −x)β2 (1 −v)α2 g,
for some g(x, v) ∈ Lp(RDx × RDv ) and α  0, 0 β  1.
Then, f belongs to Wσ,px (RDx × RDv ), where
σ = (1 − β) r
1 + r + α ,
and the following estimate holds
‖f ‖Wσ,px  Cp
(‖f ‖Wr,pv + ‖g‖Lp),
for some finite constant Cp > 0 that only depends on fixed parameters.
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algebraic computations for suitable dyadic blocks, it is possible to obtain a very similar transfer
of regularity in some anisotropic Besov spaces Bσ,rp,q(RDx × RDv ) where σ and r stand for the x-
and v-regularity, respectively, valid up to the limiting case p = 1.
2.3. About the L1 case
Unfortunately, the proof of Theorem 2.1 on the transfer of compactness in Lp , where p > 1,
fails in the case p = 1. This is a consequence of the fact that there is no suitable condition for a
tempered distribution to be a Fourier multiplier on L1. In other words, there is no characterization
of the Wiener algebra FL1.
Nevertheless, in the one-dimensional case, we are actually able to obtain a quite general result
using symmetry considerations.
Theorem 2.3. Let the bounded family {fλ(x, v)}λ∈Λ ⊂ L1(Rx × Rv) be locally relatively com-
pact in v and such that
v∂xfλ =
(
1 − ∂2x
) β
2
(
1 − ∂2v
) α
2 gλ,
for all λ ∈ Λ and for some bounded family {gλ(x, v)}λ∈Λ ⊂ L1(Rx × Rv), where α  0 and
0 β < 1.
Then, the collection {fλ(x, v)}λ∈Λ is locally relatively compact in L1(Rx × Rv) (in all vari-
ables).
In higher dimensions, the symmetry argument fails and we will need additional assumptions,
namely further integrability with respect to the v-variable, to obtain the transfer of compactness
based on the fact that endpoint estimates remain available in a weaker form.
Hörmander has actually shown in [21] that some Fourier multipliers, satisfying the so-called
Hörmander–Mikhlin condition (cf. (4.2) in Theorem 4.1 below), can be interpreted as Calderón–
Zygmund operators and, consequently, that they are bounded from L1 to the Lorentz space L1,∞
defined as the set of measurable functions f (x) such that the quasi-norm
‖f ‖L1,∞(RD) = sup
λ>0
λ
∣∣{x ∈ RD: ∣∣f (x)∣∣ λ}∣∣
is finite.
Extending that result to multipliers satisfying some anisotropic Hörmander–Mikhlin criterion
(cf. Section 5.1 and Appendix A), and proving that equiintegrability can be obtained from an
L1,∞ control on the Riesz transforms (cf. Appendix B), we get finally the following critical
transfer of compactness:
Theorem 2.4. Let the bounded family of nonnegative functions {fλ(x,v)}λ∈Λ ⊂L1(RDx ;Lr(RDv )),
for some 1 < r < ∞, be locally relatively compact in v and such that
v · ∇xfλ = (1 −x)β2 (1 −v)α2 gλ,
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0 β < 1.
Then, the collection {fλ(x, v)}λ∈Λ is locally relatively compact in L1(RDx ×RDv ) (in all vari-
ables).
Remark. If the functions fλ are not nonnegative, one still has a compactness result, involving
a weaker space, namely the weak Hardy space H 1,∞ defined in Appendix B, which implies in
particular the almost everywhere convergence of subsequences.
Furthermore, if the compactness in v is quantified (in the sense that the decay in the corre-
sponding Fourier variable ξ is controlled, typically by inverse powers of |ξ |), we expect to obtain
an estimate on the decay with respect to the dual Fourier variable of x. This can be considered as
a first step to obtain the transfer of regularity in L1.
2.4. Strategy of the proof
Our proof relies basically on hypoellipticity, and more precisely on some refined interpo-
lation formula which expresses the transport of frequencies. This mechanism is studied in
Section 3.
The case of Besov spaces is then very simple to handle insofar as regularity and integrability
are measured by geometric series corresponding to the contributions of the dyadic blocks. We
will not further develop this setting for the sake of simplicity.
In order to extend the analysis to the case of Lebesgue spaces Lp for p > 1 (which is done in
Section 4), we have first to get a characterization of compactness in terms of the Fourier trans-
form. The crucial tool to prove Theorems 2.1 and 2.2 is then the theory of Fourier multipliers
due to Hörmander, Marcinkiewicz and Mikhlin.
The limiting case L1 is much harder to deal with. Thanks to an extension of the Calderón–
Zygmund theory of singular integral operators, it is actually possible to prove that some
relevant operators can be extended as continuous operators from L1 to L1,∞. Then, the key
to our proof is finally the equiintegrability criterion stated in Appendix B characterizing the
strong compactness of nonnegative functions in L1 in terms of the L1,∞ quasi-norm of their
Riesz transforms.
3. Hypoellipticity
We wish first to explain how the mechanism of hypoellipticity in the transport equation can
be interpreted via the transport of frequencies.
Since we are going to deal with functions of two D-dimensional variables, namely the space
x ∈ RD and velocity v ∈ RD variables, we wish to clarify now the notation on Fourier analysis
that we will employ. Firstly, we will systematically denote by η ∈ RD and ξ ∈ RD the respective
dual variables of x ∈ RD and v ∈ RD . The Fourier transform in all variables of f ∈ S(RDx ×RDv )
(where S denotes the Schwartz space of rapidly decaying functions) is defined by
Ff (η, ξ) =
∫
RD×RD
e−i(x·η+v·ξ)f (x, v) dx dv
and its inverse is given by
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(2π)2D
∫
RD×RD
ei(x·η+v·ξ)Ff (η, ξ) dη dξ.
We will sometimes use the Fourier transforms with respect to x or v only. In this case, we will
utilize the obvious notations Fx , F−1x , Fv and F−1v . For convenience, we will also employ fˆ
to denote the Fourier transform when no ambiguity with respect to the use of variables is to be
feared.
We will utilize the standard notation 〈z〉 = (1+|z|2) 12 , valid for any vector z in any Euclidean
space of any dimension. As usual, we will use indices to emphasize specific dependences of
constants and will denote generic constants that depend solely on fixed parameters by C.
3.1. Transport of frequencies
Even though the transport of frequencies remains rather elementary, its understanding is cru-
cial for the proofs of the main results in this paper and gives a very explicit picture of the transfer
mechanism driving hypoellipticity in kinetic transport equations.
Thus, let us suppose that, for suitable distributions f (x, v) and g(x, v),
v · ∇xf (x, v) = (1 −x)β2 (1 −v)α2 g(x, v). (3.1)
Then, introducing an interpolation parameter t  0, it trivially holds that{
(∂t + v · ∇x)f = (1 −x)β2 (1 −v)α2 g,
f (t = 0) = f.
(3.2)
Hence the interpolation formula, for any t  0,
f (x, v) = f (x − tv, v)+
t∫
0
(1 −x)β2 (1 −v)α2 g(x − sv, v) ds, (3.3)
which is merely Duhamel’s representation formula for the linear equation (3.2). The use of this
representation formula is a key idea in order to understand the transfer phenomena in kinetic
transport equations (see [2,3,16]).
It is the analysis of an analog representation formula in Fourier variables that provides us with
the main tool for understanding hypoellipticity. Thus, it is readily seen that, when expressing the
transport equation (3.1) in Fourier variables, one obtains the dual transport equation
η · ∇ξ Ff (η, ξ) = −〈η〉β〈ξ 〉αFg(η, ξ).
In particular, the interpolation formula (3.3) is still valid for the above transport relation, which
yields, for any t  0,
Ff (η, ξ) = Ff (η, ξ − tη)−
t∫
〈η〉β〈ξ − sη〉αFg(η, ξ − sη) ds.0
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Notice that it is possible to let the parameter t depend on the Fourier variables η and ξ , and even
on other parameters such as the physical variables x and v, since these are fixed for the moment.
Consequently, applying the inverse Fourier transform and using elementary changes of variables,
we deduce the general representation formula
F−1p(x, v, η, ξ)Ff (x, v) = F−1eitv·ηp(x, v, η, ξ + tη)Ff (x, v)
−
1∫
0
F−1eistv·ηp(x, v, η, ξ + stη)t〈η〉β〈ξ 〉αFg(x, v) ds, (3.4)
for any appropriate symbol p(x, v, η, ξ). Again, we insist that, in the above formula, the param-
eter t may be a function of all the physical and the Fourier variables, i.e. t = t (x, v, η, ξ). This
suggests that the use of the theory of pseudo-differential operators (see [31–33], for instance)
will be necessary. Fortunately, the specific structure of the symbols we will utilize will allow
us to treat them more simply as multipliers with the standard theorems from Fourier analysis,
presented in Section 4.1, which will yield sharper results.
The above formula (3.4) is at the heart of our results as it efficiently embodies hypoellipticity.
Indeed, supposing for simplicity that the symbol p(η, ξ) only depends on the Fourier variables,
and that it is supported inside {|η| >R, |ξ |K}, for large values of R,K > 0, then it is obvious
that p(η, ξ + tη) is supported inside {|η| > R, |ξ + tη|  K}. Since |ξ |  t |η| − |ξ + tη|, we
deduce, as illustrated by Fig. 1, that p(η, ξ + tη) is then supported inside {|ξ | > tR −K}, which
includes solely large values of ξ for suitable choices of parameters t , R and K .
Consequently, we see that the control of large space frequencies, i.e. large values of η, may
be deduced from the behavior of large velocity frequencies, i.e. large values of ξ . This transfer is
precisely the expression of hypoellipticity in the kinetic transport operator.
3.2. A suitable interpolation formula
The following lemma undertakes the first crucial step in our approach. The main idea consists
in relating the interpolation formula (3.4), used to study the mixing properties of the transport
operator, to the standard interpolation formula
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iv · η Fxg(η, v), (3.5)
where v · ∇xf (x, v) = g(x, v) and ρ(v · η) is an appropriate cutoff function, used to exploit the
elliptic properties due to transport, as performed in [11,14]. Similar ideas are used in [3].
Essentially, Lemma 3.1 below yields an identity relating the high space frequencies (i.e. high
η’s and low ξ ’s) of the solution of a transport equation to its high velocity frequencies (i.e.
high ξ ’s) modulo a perturbation coming from the source term in the transport equation. With an
appropriate choice of parameters, it will be possible to control this perturbative term in a suitable
functional setting.
Lemma 3.1. Let f (x, v), g(x, v) ∈ Lp(RDx × RDv ), 1 p ∞, be such that
v · ∇xf = (1 −x)β2 (1 −v)α2 g, α  0, 0 β < 1.
Let χ,φ ∈ C∞c (RD) be cutoff functions such that 1{|r| 12 }  χ(r)  1{|r|1} and 1{1|r|5} 
φ(r)  1{ 12|r| 112 }. Further consider ρ ∈ S(R) such that ρ(0) =
1
2π
∫
R
ρˆ(σ ) dσ = 1 and
supp ρˆ ⊂ {1 |σ | 2}.
Then, for any R > 0 and K > 0, it holds that
[
F−1(1 − χ)
(
η
R
)
χ
(
ξ
K
)
F
]
f (x, v)
=
[
F−1(1 − χ)
(
η
R
)
χ
(
ξ
K
)[
Fvρ
(
2K
η
|η| · v
)
F−1v
]
φ
(
ξ
K
)
F
]
f (x, v)
− 2i
[
F−1(1 − χ)
(
η
R
)
K1+α 〈η〉
β
|η| χ
(
ξ
K
)[
Fvτ
(
2K
η
|η| · v
)
F−1v
]
× χ
(
ξ
10K
) 〈ξ 〉α
Kα
F
]
g(x, v)
= F−1x (1 − χ)
(
η
R
)∫
KD
(2π)D
χˆ
(
K(u − v))ρ(2K η|η| · u
)
×
[
F−1v φ
(
ξ
K
)
F
]
f (η,u)du
− 2iF−1x (1 − χ)
(
η
R
)
K1+α 〈η〉
β
|η|
∫
KD
(2π)D
χˆ
(
K(u − v))τ(2K η|η| · u
)
×
[
F−1v χ
(
ξ
10K
) 〈ξ 〉α
Kα
F
]
g(η,u)du, (3.6)
where τ(r) = 1−ρ(r)
r
for all r ∈ R. Furthermore, the above identity is still valid if K > 0 depends
on η.
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interpolation formula (3.5) that, for any R > 0 and K > 0,
Fxf (η, v) = ρ
(
2K
η
|η| · v
)
Fxf (η, v)
− 2iK 〈η〉
β
|η| τ
(
2K
η
|η| · v
)
Fx(1 −v)α2 g(η, v),
so that, for any cutoff ρ ∈ S(R) with ρ(0) = 1,[
F−1(1 − χ)
(
η
R
)
χ
(
ξ
K
)
F
]
f (x, v)
=
[
F−1(1 − χ)
(
η
R
)
χ
(
ξ
K
)[
Fvρ
(
2K
η
|η| · v
)
F−1v
]
F
]
f (x, v)
− 2i
[
F−1(1 − χ)
(
η
R
)
K1+α 〈η〉
β
|η| χ
(
ξ
K
)[
Fvτ
(
2K
η
|η| · v
)
F−1v
] 〈ξ 〉α
Kα
F
]
g(x, v).
The rather deep meaning of Lemma 3.1 resides in the presence of the extra frequency cutoff
functions φ( ξ
K
) and χ( ξ10K ) in the right-hand side of identity (3.6). Essentially, it states that
dispersive and hypoelliptic phenomena, i.e. the transport of frequencies, can be captured through
the basic interpolation formula (3.5), provided the cutoff ρ ∈ S(R) is carefully chosen so that it
localizes frequencies, i.e. supp ρˆ ⊂ {1 |σ | 2}.
Thus, as previously mentioned, Lemma 3.1 will allow us to gain control on the high space
frequencies of f (x, v), i.e. on [F−1(1 − χ)( η
R
)χ(
ξ
K
)F ]f (x, v) in the left-hand side of (3.6), by
controlling the high velocity frequencies of f (x, v), i.e. [F−1φ( ξ
K
)F ]f (x, v) in the first term
of the right-hand side of (3.6), while the remaining term involving the source g(x, v) will be
controlled by an appropriate choice of the parameters R,K > 0.
Proof of Lemma 3.1. It is readily seen from the interpolation formula (3.4) that
∫
eiξ ·v(1 − χ)
(
η
R
)
χ
(
ξ
K
)
Ff (η, ξ) dξ
=
∫
ei(ξ+tη)·v(1 − χ)
(
η
R
)
χ
(
ξ + tη
K
)
Ff (η, ξ) dξ
−
1∫
0
∫
ei(ξ+stη)·v(1 − χ)
(
η
R
)
χ
(
ξ + stη
K
)
t〈η〉β〈ξ 〉αFg(η, ξ) dξ ds. (3.7)
Next, we define the interpolation parameter t = σ t0, where 1 |σ | 2 and t0 = 2K|η| . We deduce
that, on the support of (1 − χ)( η
R
)χ(
ξ+tη
K
), it holds
|ξ | |tη| − |ξ + tη| 2K −K K,
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R
)χ(
ξ+stη
K
), we find
|ξ | |stη| + |ξ + stη| 4K +K = 5K.
It follows then from (3.7) that∫
eiξ ·v(1 − χ)
(
η
R
)
χ
(
ξ
K
)
Ff (η, ξ) dξ
=
∫
ei(ξ+tη)·v(1 − χ)
(
η
R
)
χ
(
ξ + tη
K
)
φ
(
ξ
K
)
Ff (η, ξ) dξ
−
1∫
0
∫
ei(ξ+stη)·v(1 − χ)
(
η
R
)
χ
(
ξ + stη
K
)
χ
(
ξ
10K
)
t〈η〉β〈ξ 〉αFg(η, ξ) dξ ds,
provided that φ ∈ C∞c (RD) satisfies 1{1|r|5}  φ(r) 1{ 12|r| 112 }, say.
Then, using Parseval’s formula, we get∫
eiξ ·v(1 − χ)
(
η
R
)
χ
(
ξ
K
)
Ff (η, ξ) dξ
= (1 − χ)
(
η
R
)∫
Fv
(
ei(ξ+tη)·vχ
(
ξ + tη
K
))
(u)F−1v
(
φ
(
ξ
K
)
Ff
)
(η,u) du
− (1 − χ)
(
η
R
)∫ 1∫
0
Fv
(
ei(ξ+stη)·vχ
(
ξ + stη
K
))
(u) ds
× F−1v
(
χ
(
ξ
10K
)
t〈η〉β〈ξ 〉αFg
)
(η,u) du
= (1 − χ)
(
η
R
)∫
KDχˆ
(
K(u − v))eiσ t0η·uF−1v (φ( ξK
)
Ff
)
(η,u) du
− (1 − χ)
(
η
R
)∫
KDχˆ
(
K(u − v))eiσ t0η·u − 1
it0η · u
× F−1v
(
χ
(
ξ
10K
)
t0〈η〉β〈ξ 〉αFg
)
(η,u) du.
Consequently, utilizing the parameter 1 |σ | 2 above as an integration variable, we deduce∫
eiξ ·v(1 − χ)
(
η
R
)
χ
(
ξ
K
)
Ff (η, ξ) dξ
= 1
2π
∫
R
∫
eiξ ·v(1 − χ)
(
η
R
)
χ
(
ξ
K
)
Ff (η, ξ) dξ ρˆ(σ ) dσ
= (1 − χ)
(
η
)∫
KDχˆ
(
K(u− v))ρ(t0η · u)F−1v (φ( ξ )Ff)(η,u) duR K
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(
η
R
)∫
KDχˆ
(
K(u − v))ρ(t0η · u)− 1
it0η · u
× F−1v
(
χ
(
ξ
10K
)
t0〈η〉β〈ξ 〉αFg
)
(η,u) du.
Finally, taking the inverse Fourier transform in x of the identity above concludes the proof of the
lemma. 
4. The Lp case, 1 < p <∞, and the theory of Fourier multipliers
In this section we provide the proofs to our main results in Lp , 1 <p < ∞.
We have first to characterize compactness in terms of the Fourier transform, then to obtain
continuity estimates for the pseudodifferential operators involved in the interpolation formula.
These continuity estimates will be obtained from the general theory of Fourier multipliers briefly
recalled in Section 4.1.
4.1. A reminder about Fourier multipliers
We recall now the definition of Fourier multipliers and some of their basic facts. The reader
may also consult [5,21] for a clear treatment of the subject. A tempered distribution ρ(η, ξ) ∈
S ′(RDη × RDξ ) is called a Fourier multiplier on Lp(RDx × RDv ), for some 1  p ∞, if the
mapping
f (x, v) → (F−1ρ) ∗ f (x, v) = F−1ρFf (x, v), (4.1)
well defined for all f ∈ S(RDx × RDv ), can be extended into a bounded operator over Lp(RDx ×
R
D
v ). The Banach space of Fourier multipliers is denoted by Mp(RDη ×RDξ ) and is endowed with
the norm
‖ρ‖Mp = sup
‖f ‖Lp=1
∥∥(F−1ρ) ∗ f ∥∥
Lp
which is merely the operator norm of the mapping (4.1).
It is well known (see [5]) that the Fourier multiplier norms are invariant with respect to bijec-
tive affine transformations. That is, considering any affine transformation a(η, ξ) of RDη × RDξ ,
it holds that
∥∥ρ(a(η, ξ))∥∥
Mp
= ∥∥ρ(η, ξ)∥∥
Mp
provided a is bijective. In particular, this includes all the dilations, even the coordinatewise dila-
tions, and the rotations. This invariance proves to be a very handy tool when dealing with Fourier
multipliers.
It turns out that it is fairly easy to obtain the relations
Mp = Mp′ and FM = M1 ⊂ Mp ⊂ M2 = L∞, for all 1 p ∞,
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Mp for p = 1,2,∞ proves to be a much more difficult task. Fortunately, we have the follow-
ing theorem, which comprises important tools from Fourier analysis that are commonly used to
establish the boundedness of multipliers.
Theorem 4.1 (Multiplier Theorem). Let m(η) : RD → R be such that the Hörmander–Mikhlin
criterion
∑
|α|D2 +1
sup
0<R<∞
R−D
∫
R<|η|<2R
∣∣|η|α∂αη m(η)∣∣2 dηA (4.2)
is satisfied, or such that the Marcinkiewicz–Mikhlin criterion
∑
α∈{0,1}D
sup
η∈RD
∣∣ηα∂αη m(η)∣∣A (4.3)
is satisfied.
Then, for all 1 < p < ∞, the function m(η) is a Fourier multiplier over Lp(RD), i.e. m(η) ∈
Mp(RD), and satisfies
∥∥m(η)∥∥
Mp
 CpA,
where Cp > 0 is a finite constant that only depends on p.
The sufficiency of the Hörmander–Mikhlin condition (4.2) was shown in [21], while an even
weaker version of the Marcinkiewicz–Mikhlin condition (4.3) is to be found in [28, Theorem 6′,
p. 109].
Notice that the Hörmander–Mikhlin and the Marcinkiewicz–Mikhlin criteria in the above
theorem are neither inclusive nor disjoint. In the sequel, we will make critical use of the
Marcinkiewicz–Mikhlin condition because it allows for relatively nasty behavior of the multi-
plier near the coordinate axes.
4.2. A criterion of compactness in Lp
Equipped with the previous formalism, we can establish some convenient characterization of
local relative compactness in the Fourier space.
Proposition 4.2. Let 1  p,q < ∞ and consider a fixed truncation χ(r) ∈ C∞c (R), such that
1{|r| 12 }  χ(r) 1{|r|1}, say.
Then, a bounded family {fλ(x, v)}λ∈Λ ⊂ Lp(RDx ;Lq(RDv )) is locally relatively compact if
and only if
lim
R→∞ sup
∥∥∥∥F−1(1 − χ)(
√|η|2 + |ξ |2
R
)
Ffλ(x, v)
∥∥∥∥ p q = 0. (4.4)λ∈Λ LxLv
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lim
R→∞ supλ∈Λ
∥∥∥∥F−1v (1 − χ)( |ξ |R
)
Fvfλ(x, v)
∥∥∥∥
L
p
x L
q
v
= 0. (4.5)
Proof. We will only show that the local relative compactness in v is equivalent to (4.5). It will be
clear from our rather standard arguments that the equivalence between local relative compactness
in all variables and (4.4) holds true.
Thus, we first suppose that the fλ’s are locally relatively compact in v and we estimate, for any
approximate identity ρδ(l) = 1δD ρ( lδ ), where δ > 0 and ρ ∈ C∞c (RD) is nonnegative, supported
in the unit ball, and such that
∫
RD
ρ(l) dl = 1,
∣∣ρδ ∗v fλ(x, v)− fλ(x, v)∣∣= ∣∣∣∣ ∫
RD
(
fλ(x, v − l)− fλ(x, v)
)
ρδ(l) dl
∣∣∣∣

∫
RD
∣∣fλ(x, v − l)− fλ(x, v)∣∣ρδ(l) dl.
Consequently, integrating in all variables, we deduce
lim
δ→0 supλ∈Λ
‖ρδ ∗v fλ − fλ‖Lpx Lqv  limδ→0 supλ∈Λ sup|l|<δ
∥∥fλ(x, v + l)− fλ(x, v)∥∥Lpx Lqv = 0.
Thus, we only have to show that (4.5) holds for the velocity regularizations ρδ ∗v fλ for fixed
δ > 0, which is easily performed recalling that Fv(ρδ ∗v fλ)(ξ) = ρˆ(δξ)Fvfλ(ξ) and then notic-
ing that∥∥∥∥F−1v (1 − χ)( |ξ |R
)
Fv(ρδ ∗v fλ)
∥∥∥∥
L
p
x L
q
v
=
∥∥∥∥[F−1v (1 − χ)( |ξ |R
)
ρˆ(δξ)
]
∗v fλ
∥∥∥∥
L
p
x L
q
v

∥∥∥∥F−1v (1 − χ)( |ξ |R
)
ρˆ(δξ)
∥∥∥∥
L1v
‖fλ‖Lpx Lqv
and ∥∥∥∥F−1v (1 − χ)( |ξ |R
)
ρˆ(δξ)
∥∥∥∥
L1v
= ∥∥F−1v (1 − χ)(|ξ |)ρˆ(Rδξ)∥∥L1v→ 0, as R → ∞,
for δ is fixed and ρˆ decays rapidly. This concludes the proof of the necessity of (4.5).
In order to demonstrate its sufficiency, we suppose that the fλ’s satisfy (4.5), from which
we infer that the mollifications in velocity ρδ ∗v fλ, where ρˆ(ξ) = χ(|ξ |), constitute uniform
approximations of the fλ’s for small values of δ > 0. It is then enough to notice, for any fixed
δ > 0, that these velocity regularizations are locally relatively compact in v because ρ is rapidly
decaying. This concludes the justification of the proposition. 
Notice that, when p = q = 2 in the preceding proposition, one may replace the cutoff function
χ(r) by the characteristic function 1[−1,1](r), for instance, without changing its statement. This
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theorem. When p,q = 2, this is plainly wrong in view of Fefferman’s multiplier result for the
ball [12] (even though it would still be true for certain classes of characteristic functions).
4.3. Transfer of compactness in Lp (1 <p < ∞)
We now turn to the proof of Theorem 2.1.
Proof of Theorem 2.1. In view of Proposition 4.2, it is sufficient, in order to obtain the local
relative strong compactness of the fλ’s, to show that the Lp norm of
F−1
[
1 − χ
(
η
R
)
χ
(
ξ
K
)]
Ffλ,
i.e. the high frequencies of fλ, can be made arbitrarily small, uniformly in λ ∈ Λ, for suitably
chosen generally large parameters R,K > 0. Here, as previously, χ(r) ∈ C∞c (RD) is a fixed
truncation such that 1{|r| 12 }  χ(r) 1{|r|1}, say. Since one clearly has the decomposition
1 − χ
(
η
R
)
χ
(
ξ
K
)
= (1 − χ)
(
ξ
K
)
+ (1 − χ)
(
η
R
)
χ
(
ξ
K
)
,
it is then enough to exhibit a uniformly small control, for large values of R > 0, of the Lp norm
of
F−1(1 − χ)
(
η
R
)
χ
(
ξ
KR
)
Ffλ,
where limR→∞ KR = ∞, for the local relative compactness in v of the fλ’s guarantees, accord-
ing to Proposition 4.2, the uniform smallness of F−1v (1−χ)( ξKR )Fvfλ provided KR > 0 is large
enough.
Specifically, we will set
KR = δ 11+α R
1−β
1+α ,
where δ > 0 is a small fixed parameter to be determined. Notice that KR is increasing since α  0
and β < 1. In particular, for any given δ > 0, we may always assume that R > 1 is so large that
KR > 1. Thus, in virtue of the representation formula (3.6) from Lemma 3.1, we first obtain[
F−1(1 − χ)
(
η
R
)
χ
(
ξ
KR
)
F
]
fλ(x, v)
=
[
F−1(1 − χ)
(
η
R
)
χ
(
ξ
KR
)[
Fvρ
(
2KR
η
|η| · v
)
F−1v
]
φ
(
ξ
KR
)
F
]
fλ(x, v)
− 2iδ
[
F−1(1 − χ)
(
η
R
)
R1−β 〈η〉
β
|η| χ
(
ξ
KR
)[
Fvτ
(
2KR
η
|η| · v
)
F−1v
]
× χ
(
ξ
) 〈ξ 〉α
α F
]
gλ(x, v).10KR KR
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have the estimate∥∥∥∥F−1(1 − χ)( ηR
)
χ
(
ξ
KR
)
Ffλ
∥∥∥∥
L2x,v

∥∥∥∥(1 − χ)( ηR
)∥∥∥∥
L∞η
∥∥∥∥χ( ξKR
)∥∥∥∥
L∞ξ
∥∥∥∥ρ(2KR η|η| · v
)∥∥∥∥
L∞η,v
∥∥∥∥F−1v φ( ξKR
)
Fvfλ
∥∥∥∥
L2x,v
+ 2δ
∥∥∥∥(1 − χ)( ηR
)
R1−β 〈η〉
β
|η|
∥∥∥∥
L∞η
∥∥∥∥χ( ξKR
)∥∥∥∥
L∞ξ
∥∥∥∥τ(2KR η|η| · v
)∥∥∥∥
L∞η,v
×
∥∥∥∥χ( ξ10KR
) 〈ξ 〉α
KαR
∥∥∥∥
L∞ξ
‖gλ‖L2x,v
 C
(∥∥∥∥F−1v φ( ξKR
)
Fvfλ
∥∥∥∥
L2x,v
+ δ‖gλ‖L2x,v
)
,
where C is independent of R and δ. Consequently, by the local relative compactness in velocity
of the fλ’s and the arbitrariness of δ, we deduce
lim
R→∞ supλ∈Λ
∥∥∥∥F−1(1 − χ)( ηR
)
χ
(
ξ
KR
)
Ffλ
∥∥∥∥
L2x,v
= 0,
which concludes the proof of the theorem when p = 2.
In the case p = 2, the strategy is essentially the same but we need refined estimates on the
multipliers. More precisely, we will employ the following auxiliary lemma, whose proof is post-
poned to the end of the section.
Lemma 4.3. Let ρ ∈ C∞(R) be any smooth function such that rmρ(m)(r) ∈ L∞(R) for every
m ∈ N. Then, for any v ∈ RD and any K > 0, the function
m1 : η → ρ
(
K
η
|η| · v
)
is a Fourier multiplier over Lp(RD), whose norm is bounded uniformly in v and K .
Let ψ ∈ S(RD) be any rapidly decreasing function. Then, for any 0 < λ 1 and any α  0,
the function
m2 : η → λα〈η〉αψ(λη)
is a Fourier multiplier over Lp(RD), whose norm is bounded uniformly in λ.
Let ψ ∈ S(RD) be any rapidly decreasing function and such that ψ(0) = 1. Then, for any
0 < λ 1 and any 0 β  1, the function
m3 : η → λβ〈η〉β 1 −ψ(λη)
λ|η|
is a Fourier multiplier over Lp(RD), whose norm is bounded uniformly in λ.
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dilations, we then have the estimate∥∥∥∥F−1(1 − χ)( ηR
)
χ
(
ξ
KR
)
Ffλ
∥∥∥∥
L
p
x,v

∥∥∥∥(1 − χ)( ηR
)∥∥∥∥
M
p
η
∥∥∥∥χ( ξKR
)∥∥∥∥
M
p
ξ
∥∥∥∥ρ(2KR η|η| · v
)∥∥∥∥
L∞v M
p
η
∥∥∥∥F−1v φ( ξKR
)
Fvfλ
∥∥∥∥
L
p
x,v
+ 2δ
∥∥∥∥(1 − χ)( ηR
)
R1−β 〈η〉
β
|η|
∥∥∥∥
M
p
η
∥∥∥∥χ( ξKR
)∥∥∥∥
M
p
ξ
∥∥∥∥τ(2KR η|η| · v
)∥∥∥∥
L∞v M
p
η
×
∥∥∥∥χ( ξ10KR
) 〈ξ 〉α
KαR
∥∥∥∥
M
p
ξ
‖gλ‖Lpx,v
 Cp
(∥∥∥∥F−1v φ( ξKR
)
Fvfλ
∥∥∥∥
L
p
x,v
+ δ‖gλ‖Lpx,v
)
,
where Cp is independent of R and δ. Consequently, by the local relative compactness in velocity
of the fλ’s and the arbitrariness of δ, we deduce
lim
R→∞ supλ∈Λ
∥∥∥∥F−1(1 − χ)( ηR
)
χ
(
ξ
KR
)
Ffλ
∥∥∥∥
L
p
x,v
= 0,
which concludes the proof of Theorem 2.1. 
Remark. Note that the preceding proof of Theorem 2.1 can be very easily adapted to the case
fλ, gλ ∈ Lp(RDv ;Lq(RDx )), for any 1 p ∞ and 1 < q < ∞.
It remains then to establish the technical Lemma 4.3, which relies basically on the
Marcinkiewicz–Mikhlin criterion from the Multiplier Theorem 4.1.
Proof of Lemma 4.3. In order to prove the first statement, we use the invariance of Fourier
multiplier norms with respect to rotations so that it is enough to consider the case
m1 : η → ρ
(
λ
η1
|η|
)
.
A simple computation shows that
ηj∂ηj ρ
(
λ
η1
|η|
)
= λ η1|η|ρ
′
(
λ
η1
|η|
)(
δ1j −
η2j
|η|2
)
which is the product of a smooth bounded function of λ η1|η| and a smooth function which does not
depend on λ.
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γ∈{0,1}D
sup
η∈RD
∣∣ηγ ∂γη m1(η)∣∣A
where A is independent of λ. The Multiplier Theorem 4.1 gives then the expected continuity
estimate.
The proof of the second statement is very similar. Indeed, we compute
ηj∂ηj
(
λα〈η〉αψ(λη))= λα〈η〉αληj ∂jψ(λη)+ αλα〈η〉αψ(λη) η2j〈η〉2 .
As previously, an easy recursion gives therefore∑
γ∈{0,1}D
sup
η∈RD
∣∣ηγ ∂γη m2(η)∣∣A
where A is independent of λ. Applying then the Multiplier Theorem 4.1 yields the expected
continuity estimate.
Finally, it is readily seen that
ηj ∂ηj
(
λβ〈η〉β 1 −ψ(λη)
λ|η|
)
= −λβ〈η〉β
(
∂jψ(λη)
ηj
|η| +
1 −ψ(λη)
λ|η|
η2j
|η|2
)
+ βλβ〈η〉β 1 −ψ(λη)
λ|η|
η2j
〈η〉2 ,
which yields, with a straightforward recursion,∑
γ∈{0,1}D
sup
η∈RD
∣∣ηγ ∂γη m3(η)∣∣A
where A is independent of λ. Yet another application of the Multiplier Theorem 4.1 concludes
the proof of the lemma. 
4.4. Transfer of regularity in Sobolev spaces
We now turn to the proof of Theorem 2.2.
Proof of Theorem 2.2. Consider a fixed truncation χ(r) ∈ C∞c (RD), such that 1{|r| 12 } 
χ(r) 1{|r|1}, say. We begin with the simple decomposition
F−1〈η〉σ Ff = F−1χ(η)〈η〉σ Ff
+ F−1(1 − χ)(η)(1 − χ)
(
ξ
|η| σr
) 〈η〉σ
〈ξ 〉r 〈ξ 〉
rFf
+ F−1(1 − χ)(η)χ
(
ξ
σ
)
〈η〉σ Ff.|η| r
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η → χ(η)〈η〉σ
and
(η, ξ) → (1 − χ)(η)(1 − χ)
(
ξ
|η| σr
) 〈η〉σ
〈ξ 〉r
are continuous multipliers over Lp for 1 < p < ∞. The Lp norms of the first two terms in the
above decomposition are therefore controlled by the Wr,pv norm of f , and so, we merely have to
estimate the Lp norm of the last term in order to conclude.
As in the proof of Theorem 2.1 on the transfer of compactness, we proceed with the represen-
tation formula (3.6) from Lemma 3.1, choosing this time R = 1 and K = |η| σr . We obtain[
F−1(1 − χ)(η)χ
(
ξ
|η| σr
)
〈η〉σ F
]
f
=
[
F−1(1 − χ)(η)χ
(
ξ
|η| σr
)[
Fvρ
(
2
η
|η|1− σr · v
)
F−1v
]
φ
(
ξ
|η| σr
) 〈η〉σ
〈ξ 〉r 〈ξ 〉
rF
]
f
− 2i
[
F−1(1 − χ)(η) 〈η〉
1− σ
r
|η|1− σr χ
(
ξ
|η| σr
)[
Fvτ
(
2
η
|η|1− σr · v
)
F−1v
]
× χ
(
ξ
10|η| σr
) 〈ξ 〉α
〈η〉 σr α F
]
g.
The required estimate will then follow from the following lemma, whose proof is postponed
to the end of the section.
Lemma 4.4. Let ρ ∈ C∞(R) be any smooth function such that rmρ(m)(r) ∈ L∞(R) for every
m ∈ N. Then, for any v ∈ RD and any α ∈ R, the function
m1 : η → ρ
(|η|αη · v)
is a Fourier multiplier over Lp(RD), whose norm is bounded uniformly in v.
Let ψ ∈ C∞(RD × RD) be any smooth function such that ηγ1ξγ2∂γ1η ∂γ2ξ ψ(η, ξ) ∈ L∞(RD ×
R
D) for every (γ1, γ2) ∈ ND × ND . Then, for any α ∈ R, the function
m2 : (η, ξ) → ψ
(
η, |η|αξ)
is a Fourier multiplier over Lp(RD × RD).
Indeed, we obtain that∥∥∥∥F−1(1 − χ)(η)χ( ξ|η| σr
)
〈η〉σ Ff
∥∥∥∥ p
Lx,v
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∥∥∥∥(1 − χ)(η)χ( ξ|η| σr
)∥∥∥∥
M
p
η,ξ
∥∥∥∥ρ(2 η|η|1− σr · v
)∥∥∥∥
L∞v M
p
η
×
∥∥∥∥φ( ξ|η| σr
) 〈η〉σ
〈ξ 〉r
∥∥∥∥
M
p
η,ξ
∥∥F−1v 〈ξ 〉rFvf ∥∥Lpx,v
+ 2
∥∥∥∥(1 − χ)(η) 〈η〉1− σr|η|1− σr χ
(
ξ
|η| σr
)∥∥∥∥
M
p
η,ξ
∥∥∥∥τ(2 η|η|1− σr · v
)∥∥∥∥
L∞v M
p
η
×
∥∥∥∥χ( ξ10|η| σr
) 〈ξ 〉α
〈η〉 σr α
∥∥∥∥
M
p
η,ξ
‖g‖Lpx,v
 Cp
(∥∥F−1v 〈ξ 〉rFvf ∥∥Lpx,v + ‖g‖Lpx,v ).
This concludes the proof of Theorem 2.2. 
Remark. It is possible to establish similar results on the transfer of regularity in the setting of
Hölder–Lipschitz spaces, i.e. spaces with some regularity quantified by the decay as R → ∞ of
the Lp norm of F−1(1 − χ)( η
R
)Ff . To this end, it is enough to adapt the preceding demonstra-
tion of Theorem 2.2 by choosing K = R σr and considering large values of R. The resulting proof
may then be very easily adapted (just like the demonstration of Theorem 2.1) to the case where
the spaces have an integrability Lp(RDv ;Lq(RDx )), for any 1 p ∞ and 1 < q < ∞.
It remains then to establish the technical Lemma 4.4, which relies basically on the
Marcinkiewicz–Mikhlin criterion from the Multiplier Theorem 4.1.
Proof of Lemma 4.4. As in the proof of Lemma 4.3, we are going to check that the form of the
multiplier m1 (respectively m2) is stable under the action of ηj ∂ηj (respectively ηj∂ηj and ξj ∂ξj ),
and deduce by an easy recursion that it satisfies the Marcinkiewicz–Mikhlin criterion (4.3) to be
an Lp multiplier.
By invariance of multiplier norms under rotations, we merely have to consider
m1 : η → ρ
(
λ|η|αη1
)
for all λ ∈ R, so that
ηj ∂ηj
(
ρ
(
λ|η|αη1
))= (λ|η|αη1)ρ′(λ|η|αη1)(α η2j|η|2 + δ1j
)
which is the product of a function of the same form as m1 and a bounded function independent
of λ. Hence, we easily deduce that∑
γ∈{0,1}D
sup
η∈RD
∣∣ηγ ∂γη m1(η)∣∣A,
which, in virtue of Theorem 4.1, concludes the justification of the first statement of the lemma.
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ηj∂ηj
(
ψ
(
η, |η|αξ))= ηj (∂ηj ψ)(η, |η|αξ)+ α|η|α(∂ξj ψ)(η, |η|αξ) η2j|η|2
and
ξj ∂ξj
(
ψ
(
η, |η|αξ))= |η|αξj (∂ξj ψ)(η, |η|αξ),
so that an easy recursion provides the bound
∑
γ1,γ2∈{0,1}D
sup
η,ξ∈RD
∣∣ηγ1ξγ2∂γ1η ∂γ2ξ m2(η, ξ)∣∣A.
Once again, Theorem 4.1 gives the expected continuity estimates, which concludes the demon-
stration. 
5. The critical L1 case
In this section, we extend our methods to the endpoint case p = 1. Our analysis relies on the
study of refined properties of Fourier multipliers and singular integral operators in L1.
5.1. A refined anisotropic Fourier multiplier theorem
We have presented in Section 4.1 the basic tools necessary to the study of Fourier multipli-
ers in Lp , for any 1  p ∞. Except for the case p = 2, which is particularly simple thanks
to the characterization M2 = L∞, Theorem 4.1 provided us with essential sufficient criteria of
membership of multipliers in Mp when p = 1,2,∞. And these proved most useful when demon-
strating the hypoellipticity Theorems 2.1 and 2.2 in the general Lp setting, with 1 < p < ∞.
Unfortunately, these criteria are known to be insufficient in the case p = 1, which seems to be
a major drawback in extending the above-mentioned theorems to this setting (except in the one-
dimensional case treated in Theorem 2.3).
Nevertheless, endpoint estimates remain in general available in a weaker form. For instance,
a systematic study of multipliers satisfying a variant of the Marcinkiewicz–Mikhlin criterion
(4.3) in one dimension has been carried out by Tao and Wright in [30], where they demonstrated
in particular that such multipliers are bounded from the Hardy space H 1 to the Lorentz space
L1,∞ and locally from the Orlicz space L log 12 L to the Lorentz space L1,∞, and that this is
sharp. The other kind of multipliers contained in the Multiplier Theorem 4.1, namely those sat-
isfying the Hörmander–Mikhlin condition (4.2), is now of more interest to us. Indeed, in his
proof of sufficiency of (4.2), Hörmander actually showed in [21] that such Fourier multipliers
can be interpreted as Calderón–Zygmund operators and, consequently, that they are of weak type
(1,1), i.e. bounded from L1 to L1,∞. More precisely, he based his reasoning on the following
theorem.
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• it coincides on RDx \ {0} with K(x) ∈ L1loc(RDx \ {0}) satisfying
sup
y =0
∫
{|x|2|y|}
∣∣K(x − y)−K(x)∣∣dx = A< ∞,
• the operator T : f ∈ S(RDx ) → W ∗x f ∈ S ′(RDx ) is bounded over Lr(RDx ), for some 1 <
r < ∞, with norm B < ∞.
Then, T has a bounded extension from L1(RDx ) to L1,∞(RDx ) and from Lp(RDx ) into itself for
every 1 <p < ∞, with a norm no larger than a constant multiple of A+B .
We are going to employ this kind of weak endpoint estimate to obtain a partial extension of
the hypoellipticity Theorem 2.1 to the case p = 1, namely Theorem 2.4. It turns out that the
sufficiency of the Hörmander–Mikhlin condition (4.2), which is a corollary of the above Theo-
rem 5.1, is not adapted to our methods and so, we will need to employ the refined Theorem 5.2
below. This new result, even though it can be considered as an extension of Hörmander’s result by
change of variables, requires a rather careful analysis on the Calderón–Zygmund decomposition
and thus its demonstration is deferred to Appendix A for the sake of clarity.
Theorem 5.2. Let 1 < r < ∞, 1
r
+ 1
r ′ = 1, φ(v) ∈ S(RD), and consider, for each v ∈ RD , an
automorphism Av of RD that fixes the origin.
Let W ∈ S ′(RDx × RDu ) be such that
(H1) it coincides on (RDx \ {0}) × RDu with K(x,u) ∈ L1loc((RDx \ {0}) × RDu ) satisfying the
Hörmander condition
sup
v∈RD
∥∥∥∥ sup
y =0
∫
{|x|2|y|}
∣∣AvK(x − y,u)−AvK(x,u)∣∣dx∥∥∥∥
Lr
′
(|φ(v−u)|du)
= A< ∞
where AvK(x,u) = |detAv|K(Avx,u),
(H2) the operator T : S(RDx × RDu ) → S ′(RDx × RDv ) defined by
T : f (x,u) →
∫
RD
W ∗x f (x,u)du
is bounded from L1(RDu ;Lr(RDx )) to Lr(RDx ), with norm B < ∞.
Then, the operator T : S(RDx × RDu ) → S ′(RDx × RDv ) defined by
Tf (x, v) =
∫
D
W ∗x f (x,u)φ(v − u)du
R
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than a constant multiple of ‖φ‖
1
r
L1
A+ ‖φ‖L1B .
Applying Theorem 5.2 to our problem will require the following anisotropic version of the
Hörmander–Mikhlin criterion (4.2):
Lemma 5.3. Let ρ ∈ C∞(R) and ψ ∈ C∞(RD \ {0}) be such that
for all m ∈ N such that m
[
D
2
]
+ 1, (1 + |r|)m+ 32 +0ρ(m)(r) ∈ L∞(R),
for all α ∈ ND such that |α|
[
D
2
]
+ 1, |η|α∂αη ψ(η) ∈ L∞
(
R
D
)
. (5.1)
For any w ∈ RD , consider the Fourier multiplier
mw(η) = ρ
(
η
|η| ·w
)
ψ(η). (5.2)
Then,
• mw is uniformly bounded in Mp(RD) for every 1 <p < ∞, i.e.
‖mw‖Mp  Cp,
for some finite constant Cp > 0 depending on p but independent of w,
• the tempered distribution Kw(x) = (F−1mw)(x) is a singular kernel that coincides with a
locally integrable function on RDx \ {0} and satisfies, for every 0 <   1, the Hörmander
condition
sup
y =0
∫
{|x |2|y |}
∣∣Kw(x − y)−Kw(x)∣∣dx  C1(1 + ∣∣∣∣e1 −w
∣∣∣∣)[D2 ]+ 52 ,
for some finite constant C1 > 0 independent of w and , where we have denoted the coordi-
natewise dilations x = (x1, x′), y = (y1, y′) and x′ = (x2, . . . , xD), y′ = (y2, . . . , yD),
and e1 = (1,0, . . . ,0) is the first vector of the canonical basis of RD .
Remark. The statement of the above lemma seems at first quite technical. This is principally
due to the fact that our application, later on, of Theorem 5.2 will require the full generality of
Lemma 5.3. However, this lemma contains, in a more specific case, simple and essential ideas.
Indeed, considering above w = λe1, for some λ > 0, and  = min{1, 1λ }, we conclude, utilizing
the invariance of norms of multipliers of weak type (1,1) with respect to coordinatewise dilations
and Hörmander’s Theorem 5.1, that the Fourier multiplier ρ(λ η1|η| ) is of weak type (1,1), i.e.
it is bounded from L1 into L1,∞. In this particular setting where w and e1 are colinear, the
demonstration of Lemma 5.3 we are about to present becomes drastically simpler.
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additional integrability assumption on ρ in (5.1) is not necessary, we only need
for all m ∈ N such that m
[
D
2
]
+ 1, (1 + |r|)mρ(m)(r) ∈ L∞(R). (5.3)
We will therefore focus on the second statement.
The demonstration we present here is based on a modification of the existing methods of proof
of the sufficiency of the Hörmander–Mikhlin condition (4.2). We refer to [29] for more details.
An excellent modern treatise of the subject may also be found in [17,18].
Invariance with respect to coordinatewise dilations. Utilizing the one-dimensional change
of variable x1 → −1x1, we first notice that we merely have to show that the tempered distribu-
tion Kw,(x) = 1Kw(x
1
 ) is a singular kernel that coincides with a locally integrable function on
R
D
x \ {0} and satisfies
sup
y =0
∫
{|x|2|y|}
∣∣Kw,(x − y)−Kw,(x)∣∣dx  C1(1 + ∣∣∣∣e1 −w
∣∣∣∣)[D2 ]+ 52 . (5.4)
Note that it holds Kw,(x) = (F−1mw,)(x), where
mw,(η) = mw
(
η
)
.
This particular coordinatewise dilation is reminiscent of the methods employed by DiPerna,
Lions and Meyer in [11] in the context of Besov spaces.
Dyadic decomposition of the multiplier. We then introduce a standard Littlewood–Paley
decomposition of the frequency space into dyadic blocks. To this end, let ϕ(ξ) ∈ C∞c (RD) be
such that
ϕ  0 is radial, suppϕ ⊂
{
1
2
 |ξ | 2
}
and
1 =
∞∑
k=−∞
ϕ
(
2−kξ
)
for all ξ ∈ RD \ {0}.
For each j ∈ Z, we define the frequency component
Kj(x) = F−1
[
ϕ
(
η
2j
)
mw,(η)
]
.
It is readily seen that
∑N
j=−N Kj (x) converges to Kw,(x) in S ′(RD), as N → ∞. We will
estimate each component separately. In order to obtain then the suitable summability for the
Kj ’s and the ∇Kj ’s, we will prove moment estimates, or equivalently regularity estimates on the
multipliers ϕ(η

2j )mw,(η) and ηϕ(
η
2j )mw,(η).
Recurrence on the structure of the multiplier. We claim that, for all α ∈ ND such that
|α| [D ] + 1,2
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k
Ck,αw,ρ
k,α
(
η
|η | ·w
)
ψk,α
(
η
)
, (5.5)
where the coefficients Ck,αw, ∈ R satisfy
∣∣Ck,αw,∣∣ C(1 + ∣∣w∣∣)|α|
for some finite constant C > 0 that depends solely on the dimension, and ρk,α ∈ C∞(R) and
ψk,α ∈ C∞(RD \ {0}) satisfy
for all m
[
D
2
]
+ 1 − |α|, (1 + |r|)m+ 32 +0(ρk,α)(m)(r) ∈ L∞(R),
for all |β|
[
D
2
]
+ 1 − |α|, |η|β∂βη ψk,α(η) ∈ L∞
(
R
D
)
.
Clearly, the above claim (5.5) holds true when α = 0, thanks to hypothesis (5.1). We next argue
by induction. To this end, let us first compute, for each i = 1, . . . ,D,
∣∣η∣∣|α|+1∂ηi ∂αη mw,(η)
= −∣∣η∣∣∂ηi (∣∣η∣∣|α|)∂αη mw,(η) + ∣∣η∣∣∂ηi (∣∣η∣∣|α|∂αη mw,(η))
= −δ1i |α|(η)
i
∣∣η∣∣|α|−1∂αη mw,(η) + ∣∣η∣∣∂ηi (∣∣η∣∣|α|∂αη mw,(η)), (5.6)
where δij denotes Kronecker’s delta so that δ1i =
{
 if i = 1
1 if i = 1 . The first resulting term has the
appropriate form in order to apply the recurrence assumption. To handle the second term, we
need then to compute the elementary derivative
∣∣η∣∣∂ηi[ρk,α(η ·w|η |
)
ψk,α
(
η
)]
= δ1iwi
(
ρk,α
)′(η ·w
|η |
)
ψk,α
(
η
)
− δ1i
[
η ·w∣∣η∣∣ (ρk,α)′
(
η ·w
|η |
)][(
η
)
i∣∣η∣∣ ψk,α(η)
]
+ δ1i ρk,α
(
η ·w
|η |
)[∣∣η∣∣∂iψk,α(η)]. (5.7)
Then, incorporating (5.7) into (5.6), it follows that, whenever (5.5) is verified for all |α|m for
some m [D2 ], it also holds true for every |α| = m+1, which concludes the justification of (5.5).
L2 estimates on the frequency components. In order to verify that Kw,(x) coincides with
a function and that Hörmander’s condition (5.4) is satisfied, we first show that the following
estimates hold
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j∈Z
2−jD
∫
RD
∣∣Kj(x)∣∣2(1 + 2j |x|)2([D2 ]+1) dx  C(1 + ∣∣∣∣e1 −w
∣∣∣∣)2([D2 ]+ 52 ), (5.8)
sup
j∈Z
2−jD
∫
RD
∣∣2−j∇Kj(x)∣∣2(1 + 2j |x|)2([D2 ]+1) dx  C(1 + ∣∣∣∣e1 −w
∣∣∣∣)2([D2 ]+ 52 ), (5.9)
for some finite constant C > 0 independent of w and . By Plancherel’s formula, this amounts to
verifying that
sup
j∈Z
2−jD
∫
RD
(
1 + 2−j |η|)2∣∣2j |α|∂αη FKj(η)∣∣2 dη C(1 + ∣∣∣∣e1 −w
∣∣∣∣)2([D2 ]+ 52 ), (5.10)
for any α ∈ ND such that |α| [D2 ] + 1.
This is essentially a straightforward consequence of (5.5) except that
• the measure of the elementary domain of integration {2j−1  |η |  2j+1} depends also
on ,
• the gradient introduces a factor η (and not η ) which is not rescaled by the coordinatewise
dilation by , and therefore not uniformly controlled by 2j .
The idea is therefore to use the following decomposition
η1 = η ·
(
e1

−w
)
+ η ·w,
which, when combined with the binomial formula, gives for any |α| [D2 ] + 1,∫
RD
(
1 + 2−j |η|)2∣∣2j |α|∂αη FKj ∣∣2 dη
 C
∑
β∈ND
βα
∫
{2j−1|η |2j+1}
(
1 + |η
 |
2j
∣∣∣∣e1 −w
∣∣∣∣+ |η |2j |η ·w||η |
)2∣∣2j |β|∂βη mw,∣∣2 dη.
Thus, by property (5.5), since ϕ ∈ C∞c (RD) is fixed and   1, we deduce that∫
RD
(
1 + 2−j |η|)2∣∣2j |α|∂αη FKj ∣∣2 dη
 C
(
1 +
∣∣∣∣e1 −w
∣∣∣∣)2([D2 ]+2) ∫
{2j−1|η |2j+1}
ρ20
(
η ·w
|η |
)
dη, (5.11)
for some ρ0 such that (1 + |r|) 12 +0ρ0(r) ∈ L∞(R). Then,
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{2j−1|η |2j+1}
ρ20
(
η ·w
|η |
)
dη ‖ρ0‖2L∞
∫
{2j−1|η |2j+1}
dη
 C‖ρ0‖2L∞
2jD

 C2jD
∣∣∣∣w1 − 1
∣∣∣∣,
• if |w1 − 1 | < 12 , we define η˜ = (η ·w,η′) so that∣∣∣∣det Dη˜Dη
∣∣∣∣= ∣∣∣∣∂η˜1∂η1
∣∣∣∣= ∣∣∣∣1 + (w1 − 1
)∣∣∣∣ 12 ,
and ∫
{2j−1|η |2j+1}
ρ20
(
η ·w
|η |
)
dη
 2
∥∥(1 + |r|) 12 +0ρ0∥∥2L∞ ∫
{|η˜′|2j+1}
(
1 + 2−j−1|η˜1|
)−(1+0)
dη˜
 C2jD.
In both cases, we have ∫
{2j−1|η |2j+1}
ρ20
(
η ·w
|η |
)
dη C2jD
(
1 +
∣∣∣∣e1 −w
∣∣∣∣). (5.12)
Thus, combining (5.11) and (5.12), we deduce that, for any α ∈ ND such that |α|  [D2 ] + 1,(5.10) holds true.
Local integrability of the kernel. We may now easily check that Kw,(x) is defined as a
function away from the origin. Indeed, it clearly holds that
∣∣Kj(x)∣∣ 2jD
(2π)D
‖ϕ‖L1‖ρ‖L∞‖ψ‖L∞,
which shows that
∑
j0 |Kj(x)| is a bounded function.
From (5.8), we deduce by the Cauchy–Schwarz inequality that
∫
RD
∣∣Kj(x)∣∣(1 + 2j |x|)α dx  C( ∫
RD
∣∣Kj(x)∣∣2(1 + 2j |x|)2([D2 ]+1) dx) 12
 C
(
1 +
∣∣∣∣e1 −w∣∣∣∣)[D2 ]+ 52 ,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(
1 + 2j δ)α ∫
{|x|δ}
∣∣Kj(x)∣∣dx  Cα(1 + ∣∣∣∣e1 −w
∣∣∣∣)[D2 ]+ 52 . (5.13)
It follows that
∑
j>0 |Kj(x)| is integrable away from the origin and thus, is finite almost every-
where.
Therefore, we conclude that, for almost every x ∈ RD , the series ∑j∈Z Kj(x) is absolutely
convergent, which defines a locally integrable function that coincides with the tempered distri-
bution Kw,(x) away from the origin.
Control of the singularity. The remainder of the proof consists in verifying the validity of
Hörmander’s condition (5.4). Thus, let us choose y = 0 and k ∈ Z so that 2−k  |y|  2−k+1.
Then, on the one hand, employing (5.13) we obtain
∑
j>k
∫
{|x|2|y|}
∣∣Kj(x − y)−Kj(x)∣∣dx  2∑
j>k
∫
{|x||y|2−k}
∣∣Kj(x)∣∣dx
 2Cα
(
1 +
∣∣∣∣e1 −w
∣∣∣∣)[D2 ]+ 52 ∑
j>k
1(
1 + 2j−k)α . (5.14)
On the other hand, from (5.9) we infer
2−j
∫
RD
∣∣∇Kj(x)∣∣dx  C(1 + ∣∣∣∣e1 −w
∣∣∣∣)[D2 ]+ 52 ,
so that ∑
jk
∫
{|x|2|y|}
∣∣Kj(x − y)−Kj(x)∣∣dx

∑
jk
∫
{|x|2|y|}
1∫
0
∣∣y · ∇Kj(x − sy)∣∣ds dx ∑
jk
|y|
∫
RD
∣∣∇Kj(x)∣∣dx
 C
(
1 +
∣∣∣∣e1 −w
∣∣∣∣)[D2 ]+ 52 ∑
jk
2j−k. (5.15)
Therefore, combining estimates (5.14) and (5.15), we deduce that the generalized Hörmander
condition (5.4) is satisfied, which concludes the proof of the lemma. 
Remark. Note that the multipliers ρ(2K η|η| · v) and τ(2K η|η| · v) appearing in the interpolation
formula (3.6) are precisely of the form (5.2). Furthermore, the same holds true whenever we
concatenate any Riesz transform to the multipliers, i.e. for ρ(2K η|η| · v) ηj|η| and τ(2K η|η| · v) ηj|η| ,
which will be of significant importance in the proof of Theorem 2.4 later on.
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will then easily follow from the previous lemma, for condition (5.1) is easily verified using that ρ
is in the Schwartz class. Unfortunately, condition (5.1) is not satisfied by τ , for which we merely
have, at the best, that
for all m ∈ N such that m
[
D
2
]
+ 1, (1 + |r|)m+1τ (m)(r) ∈ L∞(R).
We can however extend the previous result in order to consider the special structure of τ . This is
the content of the coming lemma.
Lemma 5.4. Let ρ, τ ∈ C∞(R) and ψ ∈ C∞(RD \ {0}) be such that τ(r) = 1−ρ(r)
r
, for all
r ∈ R \ {0}, and that
for all m ∈ N such that m
[
D
2
]
+ 1, (1 + |r|)m+ 32 +0ρ(m)(r) ∈ L∞(R),
for all α ∈ ND such that |α|
[
D
2
]
+ 1, |η|α∂αη ψ(η) ∈ L∞
(
R
D
)
.
For any w ∈ RD , consider the Fourier multiplier
mw(η) = τ
(
η
|η| ·w
)
ψ(η).
Then,
• mw is uniformly bounded in Mp(RD) for every 1 <p < ∞, i.e.
‖mw‖Mp  Cp,
for some finite constant Cp > 0 depending on p but independent of w,
• the tempered distribution Kw(x) = (F−1mw)(x) is a singular kernel that coincides with a
locally integrable function on RDx \ {0} and satisfies, for every 0 <   1, the Hörmander
condition
sup
y =0
∫
{|x |2|y |}
∣∣Kw(x − y)−Kw(x)∣∣dx  C1(1 + ∣∣∣∣e1 −w
∣∣∣∣)[D2 ]+ 52 ,
for some finite constant C1 > 0 independent of w and , where we have denoted the coordi-
natewise dilations x = (x1, x′), y = (y1, y′) and x′ = (x2, . . . , xD), y′ = (y2, . . . , yD),
and e1 = (1,0, . . . ,0) is the first vector of the canonical basis of RD .
Proof. The proof we present here is a variant of the proof of the preceding Lemma 5.3. Thus,
we will only point out the new ideas needed to establish the second statement.
The heart of the proof is to obtain L1 estimates on the frequency components defined as
previously by
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[
ϕ
(
η
2j
)
mw,(η)
]
.
It is indeed easy to check that the mere L1 estimates
∫
RD
∣∣Kj(x)∣∣(1 + 2j |x|)α dx  C(1 + ∣∣∣∣e1 −w
∣∣∣∣)[D2 ]+ 32 ,
2−j
∫
RD
∣∣∇Kj(x)∣∣dx  C(1 + ∣∣∣∣e1 −w
∣∣∣∣)[D2 ]+ 52 , (5.16)
for some α > 0, are enough to obtain both the local integrability of Kw, = ∑j Kj and the
expected control (5.4) on the singularity. In the preceding proof, we have used weighted L2 esti-
mates to take advantage of Plancherel’s formula, but this explains also why we needed additional
integrability on ρ, requiring (5.1) instead of just (5.3).
L2 estimates on Kj and ∇′Kj . Let us first comment a little bit more on the origin of the
additional growth control (1 + |r|) 32 +0 required in (5.1) and not in (5.3):
• the gradient 2−j∇Kj , and more precisely the derivative 2−j ∂η1Kj , introduces in the Fourier
space a factor 2−j η1 which, in view of the decomposition
2−j η1 = |η
 |
2j
((
e1

−w
)
· η

|η | +
η
|η | ·w
)
,
accounts for the necessity of a control on ρ of one additional power of η

|η | ·w in (5.1),
• controlling in (5.11) the size of the support of FKj , i.e. {2j−1  |η | 2j+1}, uniformly in
 requires some further growth control on ρ, which accounts for the additional 12 +0 moment
of η

|η | ·w in (5.1).
In particular, one may check that it is possible to control the L2 norm of Kj and of its derivatives
in directions orthogonal to e1 without requiring too much growth control on the multiplier. That
is, it holds that
sup
j∈Z
2−jD
∫
RD
∣∣Kj(x)∣∣2(1 + 2j |x|)2([D2 ]+1) dx  C(1 + ∣∣∣∣e1 −w
∣∣∣∣)2([D2 ]+ 32 ),
sup
j∈Z
2−jD
∫
RD
∣∣2−j∇′Kj(x)∣∣2(1 + 2j |x|)2([D2 ]+1) dx  C(1 + ∣∣∣∣e1 −w
∣∣∣∣)2([D2 ]+ 32 ),
for some finite constant C > 0 independent of w and , using only the condition that
for all m ∈ N such that m
[
D
]
+ 1, (1 + |r|)m+ 12 +0τ (m)(r) ∈ L∞(R).
2
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on Kj and ∇′Kj .
L1 estimates on ∂1Kj . It only remains to estimate the L1 norm of 2−j ∂1Kj . We have, using
the identity rτ (r) = 1 − ρ(r), that
2−j F(∂1Kj) = 2−j iη1
[
ϕ
(
η
2j
)
τ
(
η ·w
|η |
)
ψ
(
η
)]
= i
(
e1

−w
)
· η

2j
[
ϕ
(
η
2j
)
τ
(
η ·w
|η |
)
ψ
(
η
)]
+ i |η
 |
2j
ϕ
(
η
2j
)
ψ
(
η
)− i |η |
2j
ϕ
(
η
2j
)
ρ
(
η ·w
|η |
)
ψ
(
η
)
= F(I 1j + I 2j + I 3j ).
The first and third terms in the right-hand side of the previous identity are, up to the multiplication
by the factor ( e1

−w), exactly of the form that can be dealt with the previous method: we indeed
do not loose any additional power of η

|η | ·w. Therefore, we have the L2 estimates
sup
j∈Z
2−jD
∫
RD
∣∣I 1j (x)∣∣2(1 + 2j |x|)2([D2 ]+1) dx  C(1 + ∣∣∣∣e1 −w
∣∣∣∣)2([D2 ]+ 52 ),
sup
j∈Z
2−jD
∫
RD
∣∣I 3j (x)∣∣2(1 + 2j |x|)2([D2 ]+1) dx  C(1 + ∣∣∣∣e1 −w
∣∣∣∣)2([D2 ]+ 32 ),
from which we can deduce L1 estimates using the Cauchy–Schwarz inequality.
It remains then to handle the second term I 2j . Using the invariance with respect to coordinate-
wise dilations, we are brought back to estimating the multiplier norm of
m(η) = i |η|
2j
ϕ
(
η
2j
)
ψ(η)
which satisfies the Hörmander–Mikhlin condition (4.2). The classical argument of Hörmander
then provides ∫
RD
∣∣I 2j (x)∣∣dx < ∞.
Finally, gathering all estimates on I 1j , I
2
j and I
3
j , we obtain that
2−j
∫
RD
∣∣∂1Kj(x)∣∣dx  C(1 + ∣∣∣∣e1 −w
∣∣∣∣)[D2 ]+ 52 ,
which implies that estimate (5.16) is verified and thus concludes the proof of the lemma. 
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We present now the proof of our main result Theorem 2.4 on the transfer of compactness
in L1.
Proof of Theorem 2.4. We first consider the crucial interpolation formula (3.6) from Lemma 3.1
with the specific choice of K = δ 11+α R 1−β1+α  1, where δ > 0 is an independent parameter to be
determined later on, which we reproduce here:
[
F−1(1 − χ)
(
η
R
)
χ
(
ξ
K
)
F
]
fλ(x, v)
= 1
(2π)D
∫
RD
KDχˆ
(
K(u − v))
×
[
F−1ρ
(
2K
η
|η| · u
)
(1 − χ)
(
η
R
)
φ
(
ξ
K
)
F
]
fλ(x,u)du
− 2δi
(2π)D
∫
RD
KDχˆ
(
K(u − v))
×
[
F−1τ
(
2K
η
|η| · u
)
(1 − χ)
(
η
R
)
R1−β 〈η〉
β
|η| χ
(
ξ
10K
) 〈ξ 〉α
Kα
F
]
gλ(x,u)du, (5.17)
where τ(r) = 1−ρ(r)
r
and χ,φ ∈ C∞c (RD) respectively satisfy 1{|r| 12 }  χ(r)  1{|r|1} and
1{1|r|5}  φ(r) 1{ 12|r| 112 }.
Continuity of the multipliers. We define now the kernels
K1(x,u) = F−1
[
ρ
(
2K
η
|η| · u
)
(1 − χ)
(
η
R
)]
,
K2(x,u) = F−1
[
τ
(
2K
η
|η| · u
)
(1 − χ)
(
η
R
)
R1−β 〈η〉
β
|η|
]
.
We further consider, for each v ∈ RD , an automorphism Av of RD , which consists in a par-
tial dilation by  = min{ 12K|v| ,1} in the direction of e1 (the first vector of the canonical ba-
sis of RD) followed by a rotation Rv that maps e1 to v|v| . That is to say, we define Av by
Avx = Rv( 1 x1, x2, . . . , xD) = Rvx
1
 , for every x = (x1, . . . , xD) ∈ RD . The precise choice of
the rotation is irrelevant. Then, a few straightforward changes of variables show that
AvK1(x,u) = F−1
[
ρ
(
2K
η
|η | ·R
−1
v u
)
(1 − χ)
(
Rvη

R
)]
,
AvK2(x,u) = F−1
[
τ
(
2K
η

·R−1v u
)
(1 − χ)
(
Rvη

)
R1−β
〈
η
〉β

]
.|η | R |η |
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(2π)D χˆ(K(u−v)) in (5.17). What motivated
the definitions of Av and  is precisely that, by setting u = v in the above kernels, one obtains
AvK1(x, v) = F−1
[
ρ
(
2K|v| η1|η |
)
(1 − χ)
(
Rvη

R
)]
,
AvK2(x, v) = F−1
[
τ
(
2K|v| η1|η |
)
(1 − χ)
(
Rvη

R
)
R1−β
〈
η
〉β
|η |
]
,
so that the anisotropy R−1v u of the multipliers ρ(2K
η
|η | ·R−1v u) and τ(2K η

|η | ·R−1v u) becomes
localized around the direction of e1 when R → ∞.
Now, a direct application of Lemmas 5.3 and 5.4 with w = 2KR−1v u and ψ(η) = (1−χ)(RvηR )
or ψ(η) = (1 − χ)(Rvη
R
)R1−β 〈η〉
β
|η| respectively yields that, for i = 1,2,
sup
y =0
∫
{|x|2|y|}
∣∣AvKi(x − y,u)−AvKi(x,u)∣∣dx  C1(1 + ∣∣∣∣1 e1 −w
∣∣∣∣)[D2 ]+ 52
= C1
(
1 +
∣∣∣∣1 v|v| − 2Ku
∣∣∣∣)[D2 ]+ 52
 C
(
1 +K|v − u|)[D2 ]+ 52 .
In particular, it also holds that
sup
v∈RD
∥∥∥∥ sup
y =0
∫
{|x|2|y|}
∣∣AvKi(x − y,u)−AvKi(x,u)∣∣dx∥∥∥∥
Lr
′
(|KDχˆ(K(u−v))|du)
< ∞.
It follows that, applying Theorem 5.2 on Calderón–Zygmund singular integral operators, the
mappings
f (x,u) → 1
(2π)D
∫
RD
KDχˆ
(
K(u − v))Ki ∗x f (x,u)du
have a bounded extension from L1(RDx ;Lr(RDu )) to Lr(RDv ;L1,∞(RDx )).
Compactness in the weak Hardy space H 1,∞. Hence, we deduce, combining the above
weak type bound with the interpolation identity (5.17),∥∥∥∥[F−1(1 − χ)( ηR
)
χ
(
ξ
K
)
F
]
fλ(x, v)
∥∥∥∥
LrvL
1,∞
x
 C
∥∥∥∥[F−1φ( ξK
)
F
]
fλ(x, v)
∥∥∥∥
L1xL
r
v
+Cδ
∥∥∥∥[F−1χ( ξ10K
) 〈ξ 〉α
Kα
F
]
gλ(x, v)
∥∥∥∥
L1xL
r
v
 C
∥∥∥∥[F−1(1 − χ)(2ξK
)
F
]
fλ(x, v)
∥∥∥∥
L1xL
r
v
+Cδ∥∥gλ(x, v)∥∥L1xLrv , (5.18)
for some constants C > 0 that only depends on fixed parameters.
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to the x-variable in the interpolation formula (3.6) from Lemma 3.1, which yields, for every
i = 1, . . . ,D,
Ri
[
F−1(1 − χ)
(
η
R
)
χ
(
ξ
K
)
F
]
fλ(x, v)
= 1
(2π)D
∫
RD
KDχˆ
(
K(u − v))
×
[
F−1ρ
(
2K
η
|η| · u
)
(1 − χ)
(
η
R
)
ηi
|η|φ
(
ξ
K
)
F
]
fλ(x,u)du
− 2δi
(2π)D
∫
RD
KDχˆ
(
K(u− v))
×
[
F−1τ
(
2K
η
|η| · u
)
(1 − χ)
(
η
R
)
R1−β ηi〈η〉
β
|η|2 χ
(
ξ
10K
) 〈ξ 〉α
Kα
F
]
gλ(x,u)du.
Therefore, repeating the very same arguments that lead from the interpolation formula (5.17) to
the estimate (5.18) and recalling relation (B.1) on the equivalence of quasi-norms in the weak
Hardy space H 1,∞(RD)
‖f ‖H 1,∞(RD) ≈ ‖f ‖L1,∞(RD) +
D∑
i=1
‖Rif ‖L1,∞(RD),
we conclude that∥∥∥∥[F−1(1 − χ)( ηR
)
χ
(
ξ
K
)
F
]
fλ(x, v)
∥∥∥∥
LrvH
1,∞
x
 C
∥∥∥∥[F−1(1 − χ)(2ξK
)
F
]
fλ(x, v)
∥∥∥∥
L1xL
r
v
+Cδ∥∥gλ(x, v)∥∥L1xLrv ,
for some constants C > 0 that only depends on fixed parameters.
It is then readily seen that∥∥∥∥[F−1(1 − χ)( ηR
)
F
]
fλ(x, v)
∥∥∥∥
LrvH
1,∞
x
 C
∥∥∥∥[F−1(1 − χ)(2ξK
)
F
]
fλ(x, v)
∥∥∥∥
L1xL
r
v
+Cδ∥∥gλ(x, v)∥∥L1xLrv ,
and so, by the relative compactness in v of the fλ’s and the arbitrariness of δ > 0,
lim
R→∞ supλ∈Λ
∥∥∥∥[F−1(1 − χ)( ηR
)
F
]
fλ(x, v)
∥∥∥∥
LrvH
1,∞
x
= 0, (5.19)
which implies the relative compactness in x of the fλ(x, v)’s in Lr(RD;H 1,∞(RD)).v x
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strong compactness is enough to deduce the local relative strong compactness in L1(RDx × RDv )
of the fλ’s, even though the topology of H 1,∞ is weaker than the topology of L1. We will employ
the methods developed in Appendix B and it is precisely here that the crucial nonnegativity of
the functions comes into play.
To this end, notice first that, combining the x-compactness in LrvH
1,∞
x with the v-
compactness in L1xLrv , we easily find that the fλ’s are locally relatively compact in L1,∞(RDx ×
R
D
v ). Then, with standard arguments from real analysis on the convergence in measure (cf. the
proof of Proposition B.1), it is readily seen that, up to extraction of a subsequence, the fλ’s
converge almost everywhere on RDx × RDv .
We proceed now to showing the equiintegrability of the family of functions {fλ}λ∈Λ. We have
first, for every α,β > 0,∫
{|fλ|>α}
∣∣fλ(x, v)∣∣dx dv

∫
{|fλ|>α,‖fλ‖L1xβ}
∣∣fλ(x, v)∣∣dx dv + ∫
{‖fλ‖L1x >β}
∥∥fλ(x, v)∥∥L1x dv

∫
{|fλ|>α,‖fλ‖L1xβ}
∣∣fλ(x, v)∣∣dx dv + 1
βr−1
∥∥fλ(x, v)∥∥rL1xLrv .
Thus, the proof will be complete upon showing that, for each fixed β > 0 and every compact
domain K ⊂ RD ,
lim
α→∞ supλ∈Λ
∫
{(x,v)∈RD×K: |fλ|>α, ‖fλ‖L1xβ}
∣∣fλ(x, v)∣∣dx dv = 0, (5.20)
which will follow from an application of Proposition 5.5 below, whose proof is deferred to
Appendix B for the sake of clarity.
Proposition 5.5. Let {fn}n∈N ⊂ L1(RD) be a bounded family of nonnegative integrable func-
tions, let ρ(x) ∈ S(RD) be such that ∫
RD
ρ(x)dx = 1 and denote ρδ(x) = 1δD ρ(xδ ) for all δ > 0.
Then, there exists a finite constant C > 0 such that∫
{|fn(x)|>α(δ)}
∣∣fn(x)∣∣dx  C‖fn − ρδ ∗ fn‖H 1,∞(RD), (5.21)
where
α(δ) = C˜
δD
‖ρ‖L∞ sup
n∈N
‖fn‖L1, (5.22)
for some large constant C˜ > 0.
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ing solely on fixed parameters such that, for all v ∈ RD satisfying ‖fλ(x, v)‖L1x  β ,∫
{x∈RD : |fλ(x,v)|>α(R)}
∣∣fλ(x, v)∣∣dx  C∥∥∥∥[F−1(1 − χ)( ηR
)
F
]
fλ(x, v)
∥∥∥∥
H
1,∞
x
,
where
α(R) = CRD‖χ‖L1β.
It follows that ∫
{(x,v)∈RD×K: |fλ|>α(R), ‖fλ‖L1xβ}
|fλ|dx dv
 C
∫
K
∥∥∥∥[F−1(1 − χ)( ηR
)
F
]
fλ
∥∥∥∥
H
1,∞
x
dv.
Finally, combining the above control with (5.19), it is readily seen that (5.20) holds true, which
concludes the proof of the theorem. 
5.3. The particular case of one-dimensional transport equations
As it turns out, in one spatial dimension, it is possible to obtain a stronger statement on the
transfer of compactness as established in Theorem 2.3. This is not really a surprise, since consid-
ering f,g ∈ Lp(Rx ×Rv), for any 1 p ∞, such that v∂xf = g clearly yields that f belongs
locally to W 1,px Lpv on a domain bounded away from small velocities, thus suggesting that the
one-dimensional case is fundamentally better than the higher dimensional case. However, small
velocities are not negligible so that a full spatial regularization is not attainable.
Here, we provide a demonstration of Theorem 2.3 which is based upon the proof of Theo-
rem 2.4 from the previous section. In fact, the main difference to be found therein is due to the
drastically simpler format of the Fourier multipliers. Indeed, in one dimension, the anisotropic
multipliers verify ρ( η|η| · v) = ρ(|v|) as soon as ρ is even.
Proof of Theorem 2.3. First, notice that there are an arbitrarily small γ > 0 and some p > 1
such that there exists a bounded family {hλ}λ∈Λ ⊂ Lp(Rx × Rv) satisfying gλ = (1 − ∂2x )
γ
2 (1 −
∂2v )
γ
2 hλ. Thus, by possibly replacing α and β respectively by α + γ and β + γ , and gλ by hλ,
we may assume without loss of generality that the gλ’s are uniformly bounded in Lp(Rx × Rv).
Then, utilizing the representation formula (3.6) from Lemma 3.1 with an even cutoff ρ ∈ S(R)
and K = R 1−β1+α  1, we obtain[
F−1(1 − χ)
(
η
R
)
χ
(
ξ
K
)
F
]
fλ(x, v)
=
[
F−1(1 − χ)
(
η
)
χ
(
ξ
)[Fvρ(2Kv)F−1v ]φ( ξ )F]fλ(x, v)R K K
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[
F−1 sign(η)(1 − χ)
(
η
R
)
R1−β 〈η〉
β
|η| χ
(
ξ
K
)[Fvτ (2Kv)F−1v ]
× χ
(
ξ
10K
) 〈ξ 〉α
Kα
F
]
gλ(x, v),
where τ(r) = 1−ρ(r)
r
and χ,φ ∈ C∞c (R) respectively satisfy 1{|r| 12 }  χ(r)  1{|r|1} and
1{1|r|5}  φ(r)  1{ 12|r| 112 }. Notice that, using the invariance of their norm with respect
to dilations, the multipliers (1 − χ)( η
R
), χ(
ξ
K
), φ(
ξ
K
) and χ( ξ10K )
〈ξ〉α
Kα
are uniformly bounded
in Mp(R), for each 1  p  ∞ (we insist that this holds true even if p = 1,∞), for their
Fourier transforms can be shown to be uniformly bounded measures. Furthermore, the remain-
ing multiplier, namely sign(η)(1 − χ)( η
R
)R1−β 〈η〉
β
|η| , is easily handled through a straightforward
application of the Multiplier Theorem 4.1, which implies that it is bounded uniformly in Mp(R),
for every 1 <p < ∞.
Consequently, considering yet another cutoff function ζ(x) ∈ C∞c (R), we deduce∥∥∥∥ζ(x)[F−1(1 − χ)( ηR
)
χ
(
ξ
K
)
F
]
fλ
∥∥∥∥
L1x,v

∥∥∥∥ζ(x)[F−1(1 − χ)( ηR
)
χ
(
ξ
K
)[Fvρ(2Kv)F−1v ]φ( ξK
)
F
]
fλ
∥∥∥∥
L1x,v
+ 2
∥∥∥∥ζ(x)[F−1χ( ξK
)[Fvτ (2Kv)F−1v ]
× sign(η)(1 − χ)
(
η
R
)
R1−β 〈η〉
β
|η| χ
(
ξ
10K
) 〈ξ 〉α
Kα
F
]
gλ
∥∥∥∥
L1x,v
 C‖ζ‖L∞‖ρ‖L∞
∥∥∥∥[F−1φ( ξK
)
F
]
fλ
∥∥∥∥
L1x,v
+ C
K
1− 1
p
‖ζ‖
Lp
′ ‖τ‖
Lp
′ ‖gλ‖Lpx,v .
Since the fλ’s are locally relatively compact in v, employing Proposition 4.2, we obtain
lim
R→∞ supλ∈Λ
∥∥∥∥ζ(x)[F−1(1 − χ)( ηR
)
F
]
fλ
∥∥∥∥
L1x,v
= 0.
Finally, by the arbitrariness of the cutoff ζ , we conclude that the fλ’s are locally relatively com-
pact in all variables. 
Appendix A. The Calderón–Zygmund theory of singular integral operators
For the sake of completeness, we provide here demonstrations of a generalization of the theory
of singular integral operators.
As in the core of the paper, we consider functions depending on two variables x and v, and op-
erators which are singular only with respect to the first variable x. We therefore need to introduce
some suitable Calderón–Zygmund decomposition (cf. Proposition A.1).
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an extended Hörmander condition on the kernel, which allows us to capture the invariance of
multiplier norms under partial dilations and rotations with respect to x depending on the second
variable v (cf. Theorem A.2).
A.1. A suitable Calderón–Zygmund decomposition
Definition. A set Q ⊂ RD is called a dyadic cube if and only if it has the form[
2km1,2k(m1 + 1)
)× · · · × [2kmD,2k(mD + 1)),
where k,m1, . . . ,mD ∈ Z. Furthermore, the center of the cube is defined as the point
(2k(m1 + 12 ), . . . ,2k(mD + 12 )).
The following proposition is a mere Banach space valued Calderón–Zygmund decomposition.
In general, when dealing with Banach space valued singular integral operators, it is possible to
obtain a similar relevant decomposition by applying the classical Calderón–Zygmund decompo-
sition to the integrable function x → ‖f (x, v)‖Lr(dμ(v)). However, this approach doesn’t yield
the cancellation property (4) below, which is crucial for our purpose. We will therefore provide
a complete proof.
Proposition A.1. Let α > 0, 1  r ∞ and f (x, v) ∈ L1(RD,dx;Lr(RD,dμ(v))), for some
given Borel measure μ. Then, there exist measurable functions g(x, v) and b(x, v) such that
(1) f = g + b,
(2) ‖g‖L1(dx;Lr(dμ(v)))  ‖f ‖L1(dx;Lr (dμ(v))) and ‖g‖L∞(dx;Lr(dμ(v)))  2Dα,
(3) b =∑∞j=1 bj , where each bj (x, v) is supported on Qj ×RD for some dyadic cube Qj , such
that Qj ∩Qk = ∅ if j = k,
(4) ∫
Qj
bj (x, v) dx = 0,
(5) ‖bj (x, v)‖L1(dx)  2‖f (x, v)1Qj (x)‖L1(dx),
(6) ∑∞j=1 |Qj | 1α ‖f ‖L1(dx;Lr(dμ(v))).
Proof. Without loss of generality, we assume that f is not trivially zero. We then define the
collection S0 of cubes of generation zero by{
Q ⊂ RD: Q is a dyadic cube such that 2−D < 1
α|Q| ‖f ‖L1(dx;Lr(dμ(v)))  1
}
.
Note that S0 simply corresponds to a tessellation of RD into dyadic cubes of equal size.
Next, we define the first generation of cubes S1 by dividing each cube of S0 into 2D congruent
dyadic cubes by bisecting each of its sides, i.e.
S1 = 1
2
S0.
We separate then the good cubes S1 from the bad cubes S1 by definingg b
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{
Q ∈ S1: 1|Q|
∫
Q
∥∥f (x, v)∥∥
Lr(dμ(v))
dx  α
}
,
S1b =
{
Q ∈ S1: 1|Q|
∫
Q
∥∥f (x, v)∥∥
Lr(dμ(v))
dx > α
}
.
We define now the next generations of good and bad cubes by recurrence. Thus, for each
n  1, the generation n + 1 is created by dividing each cube of Sng into 2D congruent dyadic
cubes by bisecting each of its sides, i.e.
Sn+1 =
{
Q ∈ 1
2n+1
S0: Q ⊂ Q′ for some Q′ ∈ Sng
}
,
and we define
Sn+1g =
{
Q ∈ Sn+1: 1|Q|
∫
Q
∥∥f (x, v)∥∥
Lr(dμ(v))
dx  α
}
,
Sn+1b =
{
Q ∈ Sn+1: 1|Q|
∫
Q
∥∥f (x, v)∥∥
Lr(dμ(v))
dx > α
}
.
Finally, we set
S =
∞⋃
n=1
Snb .
Note that S is countable so that we may write S = {Qj }∞j=1. The Qj ’s are precisely the disjoint
family of dyadic cubes used in the statement of the proposition.
Now, we define
bj (x, v) =
(
f (x, v)− 1|Qj |
∫
Qj
f (y, v) dy
)
1Qj (x), for each Qj ∈ S,
b(x, v) =
∞∑
j=1
bj (x, v) and g(x, v) = f (x, v)− b(x, v).
Then, it is readily seen that the properties (1), (3), (4) and (5) are satisfied. In order to demonstrate
that the remaining properties (2) and (6) hold, we first notice that for each Qj ∈ S, there exists a
unique dyadic cube Q′j such that Qj ∈ Sn+1b , Q′j ∈ Sng and Qj ⊂ Q′j . In particular, it holds that
α <
1
|Qj |
∫
Qj
∥∥f (x, v)∥∥
Lr(dμ(v))
dx  2
D
|Q′j |
∫
Q′j
∥∥f (x, v)∥∥
Lr(dμ(v))
dx  2Dα.
Therefore,
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j=1
|Qj | < 1
α
∞∑
j=1
∫
Qj
∥∥f (x, v)∥∥
Lr(dμ(v))
dx  1
α
‖f ‖L1(dx;Lr(dμ(v))),
which concludes the justification of (6). As to (2), we have that
g(x, v) =
{
f (x, v) on (
⋃
j Qj )
c,
1
|Qj |
∫
Qj
f (x, v) dx on each Qj,
so that it clearly holds that
‖g‖L1(dx;Lr(dμ(v)))  ‖f ‖L1(dx;Lr(dμ(v))), and∥∥g(x, v)∥∥
Lr(dμ(v))
 2Dα on
⋃
j
Qj .
Finally, for any x ∈ (⋃j Qj )c , one has x ∈⋂∞n=1(⋃Q∈Sng Q). Hence, there exists a unique se-
quence of cubes {Q˜n}∞n=1 such that Q˜n ∈ Sng and x ∈ Q˜n, for each n. Since
1
|Q˜n|
∫
Q˜n
∥∥f (x, v)∥∥
Lr(dμ(v))
dx  α with |Q˜n| →n→∞ 0,
we conclude by Lebesgue’s differentiation theorem that
∥∥f (x, v)∥∥
Lr(dμ(v))
 α almost everywhere on
(⋃
j
Qj
)c
and thus, that
‖g‖L∞(dx;Lr(dμ(v)))  2Dα,
which concludes the proof of the proposition. 
A.2. An extended Hörmander condition invariant under rotations in v
Equipped with the previous Calderón–Zygmund decomposition, it is more or less straight-
forward to establish the weak type continuity from L1xLrv to L
1,∞
x of singular integral operators
Tf (x) = ∫
RD
K ∗x f (x, v)ϕ(v) dv with ϕ ∈ S(RD) and kernels K(x, v) ∈ L1loc(RDx \ {0}×RDv )
satisfying
sup
y =0
v∈RD
∫
{|x|2|y|}
∣∣K(x − y, v)−K(x, v)∣∣dx < ∞.
Nevertheless, in view of our specific problem, we need some slightly more refined statement
involving the image of the kernel under the action with respect to x of automorphisms depending
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the convenience of the reader:
Theorem A.2 (Theorem 5.2). Let 1 < r < ∞, 1
r
+ 1
r ′ = 1, φ(v) ∈ S(RD), and consider, for each
v ∈ RD , an automorphism Av of RD that fixes the origin.
Let W ∈ S ′(RDx × RDu ) be such that
(H1) it coincides on (RDx \ {0}) × RDu with K(x,u) ∈ L1loc((RDx \ {0}) × RDu ) satisfying the
Hörmander condition
sup
v∈RD
∥∥∥∥ sup
y =0
∫
{|x|2|y|}
∣∣AvK(x − y,u)−AvK(x,u)∣∣dx∥∥∥∥
Lr
′
(|φ(v−u)|du)
= A< ∞
where AvK(x,u) = |detAv|K(Avx,u),
(H2) the operator T : S(RDx × RDu ) → S ′(RDx × RDv ) defined by
T : f (x,u) →
∫
RD
W ∗x f (x,u)du
is bounded from L1(RDu ;Lr(RDx )) to Lr(RDx ), with norm B < ∞.
Then, the operator T : S(RDx × RDu ) → S ′(RDx × RDv ) defined by
Tf (x, v) =
∫
RD
W ∗x f (x,u)φ(v − u)du
has a bounded extension from L1(RDx ;Lr(RDu )) to Lr(RDv ;L1,∞(RDx )), with a norm no larger
than a constant multiple of ‖φ‖
1
r
L1
A+ ‖φ‖L1B .
Proof. A key idea of the proof is to define a modified operator Tv , which will satisfy a variant
of the classical Hörmander condition and be therefore continuous from L1x to L
1,∞
x , then to
prove that some continuity is inherited by T . The required integrability with respect to v will
be discussed in the course of the proof. As usual the demonstration proceeds with a density
argument.
Definition of Tv . Let f (x,u) ∈ S(RDx × RDu ). Since |Avx||x| is uniformly bounded above and
away from the origin, Avf (x,u) = |detAv|f (Avx,u) belongs to ∈ S(RDx × RDu ). We may
therefore define
Tvf (x, v) =
∫
RD
Wv ∗x f (x,u)φ(u − v)du,
with Wv defined by the following change of variables: for each ϕ ∈ S(RD × RD)x u
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RD×RD
Wv(x,u)ϕ(x,u)dx du =
∫
RD×RD
W(x,u)ϕ
(
A−1v x,u
)
dx du.
Note that a simple duality computation leads to
Tv(Avf ) = AvTf. (A.1)
Let us now express both assumptions (H1) and (H2) in terms of Wv and Tv :
(H1′) Since Av fixes the origin, Wv coincides on (RDx \ {0}) × RDu with Kv(x,u) ∈ L1loc((RDx \
{0})× RDu ) defined by, for any ϕ ∈ C∞c ((RDx \ {0})× RDu ),∫
RD×RD
Kv(x,u)ϕ(x,u)dx du =
∫
RD×RD
K(x,u)ϕ
(
A−1v x,u
)
dx du
=
∫
RD×RD
K(Avx,u)ϕ(x,u)|detAv|dx du.
In other words, Kv = AvK . In particular, we have that
sup
v∈RD
∥∥∥∥ sup
y =0
∫
{|x|2|y|}
∣∣Kv(x − y,u)−Kv(x,u)∣∣dx∥∥∥∥
Lr
′
(|φ(v−u)|du)
= A< ∞.
(H2′) The operator T v : S(RDx × RDu ) → S ′(RDx × RDv ) defined by
T v : f (x,u) →
∫
RD
Wv ∗x f (x,u)du
is bounded from L1(RDu ;Lr(RDx )) to Lr(RDx ), with norm B < ∞. Indeed, we have∫
RD
Wv ∗x f (x,u)du = |detAv|
∫
RD
W ∗x
(
A−1v f
)
(Avx,u)du,
so that ∥∥∥∥ ∫
RD
Wv ∗x f (x,u)du
∥∥∥∥
Lrx
= |detAv|1− 1r
∥∥∥∥ ∫
RD
W ∗x
(
A−1v f
)
(x,u) du
∥∥∥∥
Lrx
 B|detAv|1− 1r
∥∥A−1v f ∥∥L1uLrx = B‖f ‖L1uLrx .
We thus expect Tv to have a bounded extension from L1xLrv to LrvL
1,∞
x .
Decomposition of Avf . Using the identity (A.1), we will obtain estimates on T by consid-
ering, for each fixed v ∈ RD , the Calderón–Zygmund decomposition of
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(
dx;Lr(∣∣φ(v − u)∣∣du)),
as exposed in Proposition A.1, with respect to the value γ α > 0, where α > 0, γ > 0, and to the
measure dμ(u) = |φ(v − u)|du.
It is to be emphasized that the good function gv , the bad function bv and the cubes Qv,j
coming from the application of Proposition A.1 all depend in a non-continuous manner on v ∈
R
D through the morphism Av . We further define the cubes Q∗v,j = yv,j + 2
√
D(−yv,j +Qv,j ),
for each j , where yv,j is the center of Qv,j . Thus, Q∗v,j is merely a cube containing Qv,j , with
sides parallel to the axes, having the same center as Qv,j and with side lengths multiplied by a
factor 2
√
D compared to Qv,j .
Since L1 and L1,∞ have the same scaling, we first have, according to (A.1), that
1
|detAv|
∣∣∣∣{x ∈ RD: ∣∣Tf (x, v)∣∣> α|detAv|
}∣∣∣∣= ∣∣{x ∈ RD: ∣∣Tv(f Av)(x, v)∣∣> α}∣∣.
Using the decomposition Avf = gv + bv , we then obtain
1
|detAv|
∣∣∣∣{x ∈ RD: ∣∣Tf (x, v)∣∣> α|detAv|
}∣∣∣∣

∣∣∣∣{x ∈ RD: ∣∣Tvgv(x, v)∣∣> α2
}∣∣∣∣+ ∣∣∣∣{x ∈ RD: ∣∣Tvbv(x, v)∣∣> α2
}∣∣∣∣

∣∣∣∣{x ∈ RD: ∣∣Tvgv(x, v)∣∣> α2
}∣∣∣∣+ ∣∣∣∣⋃
j
Q∗v,j
∣∣∣∣+ ∣∣∣∣{x /∈⋃
j
Q∗v,j :
∣∣Tvbv(x, v)∣∣> α2
}∣∣∣∣,
from which we deduce, using the Bienaymé–Chebyshev inequality,
1
|detAv|
∣∣∣∣{x ∈ RD: ∣∣Tf (x, v)∣∣> α|detAv|
}∣∣∣∣
 2
r
αr
∥∥Tvgv(x, v)∥∥rLrx +∑
j
∣∣Q∗v,j ∣∣+ 2α ∑
j
∫
(Q∗v,j )c
∣∣Tvbv,j (x, v)∣∣dx. (A.2)
Control of the first two terms from (A.2). Using property (H2′), we get for the first term
∥∥Tvgv(x, v)∥∥Lrx =
∥∥∥∥∫ Wv ∗x gv(x,u)φ(u − v)du∥∥∥∥
Lrx
 B
∥∥gv(x,u)φ(u − v)∥∥L1uLrx
 B
∥∥gv(x,u)∥∥Lrx(Lr (|φ(u−v)|du))∥∥φ(u− v) r−1r ∥∥Lr′ (du)
 B‖gv‖
1
r
L1x(L
r (|φ(u−v)|du))‖gv‖
1− 1
r
L∞x (Lr (|φ(u−v)|du))‖φ‖
1− 1
r
L1u
.
By property (2) of Proposition A.1, we then conclude that
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αr
∥∥Tvgv(x, v)∥∥rLrx  (2Dγα)r−1
(
2B
α
)r
‖φ‖r−1
L1u
‖Avf ‖L1x(Lr (|φ(u−v)|du)). (A.3)
The estimate for the second term is quite straightforward. Since Q∗v,j is a dilation of Qv,j by
a factor 2
√
D, we have by property (6) of Proposition A.1
∑
j
∣∣Q∗v,j ∣∣ (2√D)Dγα ‖Avf ‖L1x(Lr (|φ(v−u)|du)). (A.4)
Control of the singular integral. The remainder of the proof deals with the last expression
in (A.2) by exploiting the crucial cancellations in the bv,j ’s. Using properties (3) and (4) from
Proposition A.1 together with the definition of Q∗v,j , we get first∫
(Q∗v,j )c
∣∣Tvbv,j (x, v)∣∣dx
=
∫
(Q∗v,j )c
∣∣∣∣ ∫
RD
∫
RD
Kv(x − y,u)bv,j (y,u)φ(v − u)dy du
∣∣∣∣dx
=
∫
(Q∗v,j )c
∣∣∣∣ ∫
RD
∫
Qv,j
(
Kv(x − y,u)−Kv(x − yv,j , u)
)
bv,j (y,u)φ(v − u)dy du
∣∣∣∣dx

∫
{|x−yv,j |2|y−yv,j |}
∣∣Kv(x − y,u)−Kv(x − yv,j , u)∣∣∣∣bv,j (y,u)∣∣∣∣φ(v − u)∣∣dx dy du.
By property (5) from Proposition A.1, we then have
∑
j
∫
(Q∗v,j )c
∣∣Tvbv,j (x, v)∣∣dx

∑
j
∫ [
sup
y =0
∫
{|x|2|y|}
∣∣Kv(x − y,u)−Kv(x,u)∣∣dx][∫ ∣∣bv,j (y,u)∣∣dy]∣∣φ(v − u)∣∣du
 2
∫ [
sup
y =0
∫
{|x|2|y|}
∣∣Kv(x − y,u)−Kv(x,u)∣∣dx]∥∥Avf (x,u)∥∥L1x ∣∣φ(v − u)∣∣du,
which implies, in virtue of (H1′),
∑
j
∫
(Q∗v,j )c
∣∣Tvbv,j (x, v)∣∣dx  2A‖Avf ‖L1x(Lr (|φ(v−u)|du)). (A.5)
Conclusion of the proof. On the whole, incorporating (A.3), (A.4) and (A.5) into (A.2) and
noticing that
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we deduce
α
|detAv|
∣∣∣∣{x ∈ RD: ∣∣Tf (x, v)∣∣> α|detAv|
}∣∣∣∣

(
(2D+1B)r
2D
‖φ‖r−1
L1
γ r−1 + (2
√
D)D
γ
+ 4A
)∥∥f (x,u)∥∥
L1(dx;Lr(|φ(v−u)|du)).
Thus, taking the supremum over α > 0 and then integrating in v ∈ RD yields∥∥Tf (x, v)∥∥
Lr(dv;L1,∞(dx))

(
(2D+1B)r
2D
‖φ‖r−1
L1
γ r−1 + (2
√
D)D
γ
+ 4A
)∥∥f (x,u)∥∥
Lr(dv;L1(dx;Lr(|φ(v−u)|du)))

(
(2D+1B)r
2D
‖φ‖r−1
L1
γ r−1 + (2
√
D)D
γ
+ 4A
)∥∥f (x,u)∥∥
L1(dx;Lr(|φ(v−u)|dudv))

(
(2D+1B)r
2D
‖φ‖r−1
L1
γ r−1 + (2
√
D)D
γ
+ 4A
)∥∥f (x,u)∥∥
L1(dx;Lr(du))‖φ‖
1
r
L1v
.
Finally, optimizing in γ > 0, we deduce∥∥Tf (x, v)∥∥
Lr(dv;L1,∞(dx))

(
2r
(
(4
√
D)D
r − 1
)1− 1
r ‖φ‖L1B + 4‖φ‖
1
r
L1
A
)∥∥f (x,u)∥∥
L1(dx;Lr(du)),
which concludes the proof of the theorem. 
Appendix B. Compactness in the weak Hardy space H 1,∞
Let ϕ(x) ∈ C∞c (RD) be such that
∫
RD
ϕ(x)dx = 0 and consider the scaled function ϕt (x) =
1
tD
ϕ(x
t
). We say that a distribution f ∈ D′(RD) belongs to the weak Hardy space H 1,∞(RD) if
and only if the maximal function supt>0 |ϕt ∗ f (x)| belongs to L1,∞(RD). The corresponding
quasi-norm is thus defined by
‖f ‖H 1,∞(RD) =
∥∥∥ sup
t>0
∣∣ϕt ∗ f (x)∣∣∥∥∥
L1,∞(RD)
.
The weak Hardy space shares many of the interesting properties valid for the Hardy space H 1
and has been studied by Fefferman and Soria in [13], where it has been argued that H 1,∞ acts
as the proper substitute for the Lebesgue space of integrable functions L1 (or more generally
for the space of bounded measures) in many problems in harmonic analysis. Note, in particular,
that H 1 ⊂ L1 ⊂ H 1,∞. Thus, it was shown therein that a nonnegative distribution that belongs
to H 1,∞ automatically is a finite measure with a uniform bound on its total mass provided by its
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on the choice of the approximate identity ϕt , in the sense that different choices yield equivalent
quasi-norms, and that the following singular integral characterization holds for suitably nice
functions (integrable functions, for instance; note that smooth functions are not dense in H 1,∞)
‖f ‖H 1,∞(RD) ≈ ‖f ‖L1,∞(RD) +
D∑
i=1
‖Rif ‖L1,∞(RD), (B.1)
in the sense that the two expressions define equivalent quasi-norms, and where the Riesz trans-
forms are given by F(Rif )(η) = ηi|η| Ff (η). Very loosely and intuitively speaking, the weak
Hardy space H 1,∞ is essentially composed of all integrable functions (and bounded measures)
plus some non-integrable functions whose non-integrable singularities are characterized by some
cancellation. Thus, for instance, the function 1
x
(defined as a distribution using Cauchy’s principal
value) does belong to H 1,∞(R), whereas 1|x| doesn’t.
The following proposition provides a crucial criterion for proving the strong compactness in
L1 of nonnegative families of functions.
Proposition B.1. Let {fn}n∈N ⊂ L1(RD) be a bounded family of nonnegative integrable func-
tions such that
lim
δ→0 supn∈N
∥∥fn(x)− ρδ ∗ fn(x)∥∥H 1,∞(RD) = 0, (B.2)
for some ρ(x) ∈ S(RD) such that ∫
RD
ρ(x)dx = 1, where ρδ(x) = 1δD ρ(xδ ) for all δ > 0.
Then, there exists a finite constant C > 0 such that∫
{|fn(x)|>α(δ)}
∣∣fn(x)∣∣dx  C‖fn − ρδ ∗ fn‖H 1,∞(RD),
where
α(δ) = C˜
δD
‖ρ‖L∞ sup
n∈N
‖fn‖L1,
for some large constant C˜ > 0. In particular, the fn’s are equiintegrable.
Furthermore, there exists a subsequence that converges almost everywhere to an integrable
function.
Proof. First, we wish to recall a crucial inverse weak type inequality, which is a simple conse-
quence of the Calderón–Zygmund decomposition and has fundamental implications in harmonic
analysis (it is the basis for Stein’s celebrated L logL result [27], for instance). It states that there
exists a constant C0 > 0 such that, for any f (x) ∈ L1(RD) and α > 0,∫ ∣∣f (x)∣∣dx  C0α∣∣∣∣{Mf (x) > αC0
}∣∣∣∣,
{|f (x)|>α}
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Mf (x) = sup
r>0
1
|{y ∈ RD: |y − x| < r}|
∫
{y∈RD : |y−x|<r}
∣∣f (y)∣∣dy.
Therefore, for any α > 0 and for a given nonnegative ϕ(x) ∈ C∞c (RD) with non-trivial mass
and radially decreasing, we obtain, employing the crucial nonnegativity of the fn’s to control
Mfn(x) by supt>0 |ϕt ∗ fn(x)|,∫
{|fn(x)|>α}
∣∣fn(x)∣∣dx  C0α∣∣∣∣{Mfn(x) > αC0
}∣∣∣∣
 C1α
∣∣∣∣{sup
t>0
∣∣ϕt ∗ fn(x)∣∣> α
C1
}∣∣∣∣
 C1α
∣∣∣∣{sup
t>0
∣∣ϕt ∗ (fn − ρδ ∗ fn)(x)∣∣> α2C1
}∣∣∣∣
+C1α
∣∣∣∣{sup
t>0
∣∣ϕt ∗ ρδ ∗ fn(x)∣∣> α2C1
}∣∣∣∣.
Next, noticing that ‖ϕt ∗ ρδ ∗ fn‖L∞  1δD ‖ϕ‖L1‖ρ‖L∞‖fn‖L1 , we choose α > 0 so large that
the last term above is null. More precisely, we set
α(δ) = 2C1
δD
‖ϕ‖L1‖ρ‖L∞ sup
n∈N
‖fn‖L1 .
Thus, we deduce that ∫
{|fn(x)|>α(δ)}
∣∣fn(x)∣∣dx  C2‖fn − ρδ ∗ fn‖H 1,∞(RD).
This in turn implies that, in virtue of the compactness assumption (B.2),
lim
α→∞ supn∈N
∫
{|fn(x)|>α}
∣∣fn(x)∣∣dx = 0,
which shows the equiintegrability of the fn’s.
As to the almost everywhere convergence, we first notice that, thanks to the characteriza-
tion (B.1),
lim
δ→0 sup ‖fn − ρδ ∗ fn‖L1,∞(RD) = 0.n∈N
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distinguish for simplicity, such that ρ 1
k
∗ fn converges strongly in L1(K) as n → ∞, for each
k ∈ N∗ and every compact set K ⊂ RD . Thus, decomposing
fm − fn = (fm − ρ 1
k
∗ fm)− (fn − ρ 1
k
∗ fn)+ (ρ 1
k
∗ fm − ρ 1
k
∗ fn),
we easily deduce that, for each compact set K ⊂ RD ,
lim
m,n→∞‖fm − fn‖L1,∞(K) = 0.
It follows that the fn’s are locally Cauchy in measure. Using a standard result from measure
theory, we conclude that, up to extraction of a further subsequence, the fn’s converge almost
everywhere on RD , which concludes the proof of the proposition. 
Appendix C. The time-dependent setting
We show here how to extend Theorem 2.4 to the time-dependent case.
Theorem C.1. Let the bounded family of nonnegative functions {fλ(t, x, v)}λ∈Λ ⊂ L1(Rt ×
R
D
x ;Lr(RDv )), for some 1 < r < ∞, be locally relatively compact in v and such that
(∂t + v · ∇x)fλ = (1 −t,x) β2 (1 −v)α2 gλ,
for all λ ∈ Λ and for some bounded family {gλ(t, x, v)}λ∈Λ ⊂ L1(Rt × RDx ;Lr(RDv )), where
α  0 and 0 β < 1.
Then, the collection {fλ(t, x, v)}λ∈Λ is locally relatively compact in L1(Rt × RDx × RDv ) (in
all variables).
Proof. The simple idea to smoothly extend Theorem 2.4 to the non-stationary case consists in
introducing an artificial variable v0 ∈ R and defining the functions
f˜λ(t, x, v0, v) = fλ
(
t, x,
v
v0
)
ϕ(v0),
g˜λ(t, x, v0, v) = gλ
(
t, x,
v
v0
)
v0ϕ(v0),
where ϕ ∈ C∞c (R) is a fixed cutoff function satisfying 0 /∈ suppϕ, so that the following transport
relation holds
(v0∂t + v · ∇x)f˜λ = (1 −t,x) β2
(
1 − v20v
) α
2 g˜λ. (C.1)
Furthermore, it is readily seen that both the f˜λ’s and the g˜λ’s are uniformly bounded in L1(Rt ×
R
D;Lr(Rv × RD)) and that the f˜λ’s are relatively compact in (v0, v). Indeed, we have thatx 0 v
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
∥∥∥∥fλ(t, x, v + hv0 + h0
)(
ϕ(v0 + h0)− ϕ(v0)
)∥∥∥∥
L1t,xL
r
v0,v
+
∥∥∥∥(fλ(t, x, v + hv0 + h0
)
− fλ
(
t, x,
v
v0
))
ϕ(v0)
∥∥∥∥
L1t,xL
r
v0,v

∥∥fλ(t, x, v)∥∥L1t,xLrv∥∥(v0 + h0)Dr (ϕ(v0 + h0)− ϕ(v0))∥∥Lrv0
+
∥∥∥∥(fλ(t, x, v + hv0 + h0
)
− fλ(t, x, v)
)
(v0 + h0)Dr ϕ(v0)
∥∥∥∥
L1t,xL
r
v0,v
+
∥∥∥∥(fλ(t, x, v)− fλ(t, x, v0 + h0v0 v
))
(v0 + h0)Dr ϕ(v0)
∥∥∥∥
L1t,xL
r
v0,v
,
so that, utilizing that v0 is bounded away from the origin and since we may assume without loss
of generality that the fλ’s are compactly supported in v, for we are merely seeking local relative
compactness, we conclude
lim sup
δ→0
sup
|(h0,h)|<δ
∥∥f˜λ(t, x, v0 + h0, v + h)− f˜λ(t, x, v0, v)∥∥L1t,xLrv0,v = 0.
We may therefore apply Theorem 2.4 in L1(Rt × RDx ;Lr(Rv0 × RDv )) to the transport
equation (C.1), with (t, x) and (v0, v) being respectively the new (D + 1)-dimensional spa-
tial and kinetic variables. It follows that the collection {f˜λ}λ∈Λ is locally relatively compact in
L1(Rt ×RDx ×Rv0 ×RDv ), so that {fλ}λ∈Λ is locally relatively compact in L1(Rt ×RDx ×RDv ),
which concludes the proof of the theorem. 
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