This paper addresses the problem of optimal voltage control using reactive power injected by inverters, aiming to keep voltages along a distribution grid feeder within a desired range. Purely local voltage control cannot solve this task under all circumstances and may even end up in detrimental control decisions, which can be avoided by incorporating situation awareness of each inverter's neighborhood. Therefore, we design a distributed control strategy with the goal of identifying the minimal amount of data and model information that need to be shared between controllers in order to solve this task. We demonstrate that short-range peer-to-peer communication and knowledge of electric distances between neighbouring controllers are sufficient. The approach was implemented and tested on a 400 V distribution feeder with asynchronous communication channels in a synchronous optimization process, confirming its viability on real-life systems.
I. INTRODUCTION
Future power distribution grids are expected to host a significant portion of the total generation capacity, for the most part from renewable energy sources like solar and microwind installations. Meanwhile, the deployment of a distributed electric mobility infrastructure will substantially increase the loading of this infrastructure. This transition will inevitably affect the operating regime of distribution feeders, and will increase the risk of both overvoltage and undervoltage contingencies. On the other hand, microgenerators and electric vehicle charging stations will offer unprecedented voltage control flexibility via their power inverters, offering a finely distributed network of reactive power compensators. This research has been performed using the ERIGrid Research Infrastructure and is part of a project that has received funding from the European Union's Horizon 2020 Research and Innovation Program under the Grant Agreement No. 654113. The support of the European Research Infrastructure ERIGrid and its partner Technical University of Denmark is very much appreciated. This paper reflects only the authors' view and the EU Commission is not responsible for any use that may be made of the information it contains.
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For the control of these reactive power compensators, a multitude of decentralized Volt/VAr feedback control strategies have been proposed (e.g., Volt/VAr droop control; cf. [1] for a literature review) and ultimately incorporated in many grid codes and standards [2] - [4] . These strategies rely on the control architecture schematically represented in Figure 1 : Each power inverter independently regulates its reactive power injection based on the voltage measurement performed at its point of connection, typically via a static update map
The update map f h is usually the outcome of heuristic design procedures. In most cases the design is completely model-free (no grid information is used), although computational design approaches have also been proposed [5] .
Fully decentralized feedback control solutions present multiple advantages, such as:
• high robustness, given by the absence of a single point of failure; • economical deployment and retrofitting (plug-and-play); • minimal actuation time delays, due to the absence of any communication; as recently proven in [1] . Conversely, centralized feedback Volt/VAr solutions are guaranteed to drive the system to a feasible voltage profile, using the same measurements collected in the decentralized setting (i.e., only inverter voltage measurements) but processing them in a centralized manner. We refer to [6] , [7] for a recent review of the methods that can be employed to design these centralized feedback Volt/VAr strategies, and to [8] for an experimental validation of this feedback optimization approach, where experiments have shown a remarkable robustness against model uncertainty. The disadvantages of centralized feedback optimization are that a communication channel between a central computational unit and all the power inverters is required, and a global model of the grid needs to be known at this central location. This paper is motivated by a fundamental question: What is the minimal amount of data and model information that agents need to share in order to guarantee proper Volt/VAr regulation? A limited number of recent works contributed towards an answer to this question by proposing feedback control strategies that are extremely parsimonious in terms of information that inverters need to communicate:
• a distributed solution for the voltage regulation and loss minimization problem is proposed in [9] , allowing asynchronous communication between agents (but relying on both angle and magnitude measurements); • in [10] , power inverters are controlled by individual automata that communicate a "distress signal" only when their regulation problem becomes infeasible; • in a similar spirit, [11] proposes a distributed strategy in which inverters communicate only when triggered by local voltage violation rules; • [12] proposes a primal-dual method that requires only communication between neighboring inverters;
• [13] demonstrates how inverter coordination only requires the transmission of few bits of information; • a distributed dual ascent method is employed in [14] , allowing for delayed communication between inverters; • finally, [1] proposes a distributed synchronous dual ascent method with a nested quadratic program. To the best of the authors' knowledge, none of these solutions has been implemented and tested on a real grid with physically distributed computations.
In this work, we provide a proof-of-concept demonstration of how Volt/VAr regulation can be achieved via a distributed feedback control law, namely under the specifications that:
• each inverter can only establish peer-to-peer communication with its neighboring inverters; • each inverter only maintains model information regarding its grid neighborhood; • no central coordination unit is present. This way, we contribute towards a sharp characterization of the minimal coordination requirement for this control task.
At the same time, the reported experiment validates other important features of this distributed solution such as its robustness against asynchronous and noisy measurements, its real-time computational feasibility, and the viability of algorithm distribution in a peer-to-peer setting with no master algorithm synchronization.
II. DISTRIBUTED VOLTAGE CONTROL
In this section we report the procedure proposed in [1] to design a distributed controller for the Volt/VAr regulation problem. It will serve as a constructive example of how peerto-peer communication suffices towards this goal.
A. Feedback Optimization Controller
The controller is derived from the optimization problem
where the matrix M is a square, symmetric and positive definite design parameter and v and q are the vectors we obtain by stacking the voltages v h and reactive power set-points q h of the different inverters, respectively. The function v h (q, w) is the steady-state map of the nonlinear power flow equations that defines voltages v h as a function of both reactive powers q and external influences w (e.g., active and reactive demands, active generation). To solve this optimization problem we introduce the dual multipliers λ h,min and λ h,max for the voltage constraints of every inverter h. Stacking them gives us the vector λ = λmin λmax with which we form the Lagrangian L(q, λ) by dualizing the voltage constraints:
We thus define the equivalent dual optimization problem
The optimization problems (1) and (3) have the same solution (Strong Duality Theorem, [15, Proposition 5.3.2]). We adopt an iterative dual ascent update on λ to compute the solution of (3), obtaining
As we can see every inverter integrates its own voltage violation with a gain of α. This can be done locally, by using feedback from the physical system through voltage magnitude measurements v(t) of the inverters, rather then via a numerical evaluation of v(q(t), w). This corresponds to the integral part of a PI-controller. To find the optimal reactive power set-points we use the newly calculated λ(t + 1) and solve
Towards this goal, we introduce the approximation
where X is the reduced bus reactance matrix that can be derived from the grid topology and the cable data in Table  I . The sensitivity described by X is similar to power transfer distribution factors for active power generation on the transmission level. Under no-load conditions and the assumption of negligible cable resistances this approximation is accurate, because the nonlinearity of the power flow equations is mild near this operating point [16] . In our application the system can be heavily loaded and the cable resistances are high. It was shown in [8] that feedback optimization is sufficiently robust against this model mismatch.
Introducing the approximation makes v(q, w) linearly dependent on q, and we can approximate (5) with a convex quadratic optimization problem (QP). This QP involves the decision variables of all DERs and can be solved by collecting all the necessary information (the multipliers λ(t + 1) and the parameters X) in a central control unit [8] . In the following we present the distributed strategy proposed in [1] , to show how (5) can also be solved in a distributed manner, without centralized computation or centralized model knowledge.
B. Distributing the Controller
To solve (5) in a distributed manner we perform K iterative steps, which will have to be executed between the times t and t + 1. To denote these iterative steps we introduce a new iteration counter τ . We also introduce the dual multipliers µ h,min and µ h,max for the reactive power constraints of every inverter h, which we stack in the vector µ = [ µmin µmax ]. By dualizing the reactive power constraints, we define the Langrangian
and the following optimization problem:
The optimization problems (5) and (8) whereq
Observe, that the update of µ min and µ max can be done locally by every inverter by integrating the constraint violation of the virtual quantityq(τ ). In order to compute the unconstrained minimizerq(τ ), we take the derivative ∇ q L λ (q, µ) and obtain
As stated before, we approximate the derivative ∂v/∂q with X and set (10) to 0. We then solve for q and obtain
Equation (11) reveals that all the communication requirements of the proposed iterative algorithm are encoded in the sparsity of the matrices M −1 and M −1 X. In fact, off-diagonal nonzero elements of these two matrices determine components of λ and µ that need to be communicated between inverters in order to computeq(τ ).
In order to maximize the sparsity of both these matrices, we exploit the structure inherited from the physical system. Due to the sparsity of the power flow equations, the inverse G of X is a sparse matrix. Namely, G ij of G is non-zero only if the buses i and j are neighbors (we inherit the formal definition of neighboring inverters from [9] , see Figure 2 ), and G ij depends only on the electrical impedance of the path between i and j.
Based on this observation, we choose M = X which yieldŝ
Therefore inverter i only needs to gather µ j,min and µ j,max from their neighbors j to calculateq i (τ ).
We assume that the number of iterations K is chosen sufficiently large so that, after K iterations of (9) and (12),q and µ are an accurate approximation of the solution to (8) . For an analysis of the convergence of these iterations, we refer to [9, Corollary 2] , where an upper bound for γ is also provided. Therefore, the last valueq(K) is accepted as the solution to (5) and determines the next set-point q(t + 1).
The resulting control algorithm therefore consists in a main loop, reported hereafter as Algorithm 1, and a nested iterative procedure, Algorithm 2. Communication between agents only happens as part of Algorithm 2, when the dual multipliers of the reactive power constraints need to be communicated with neighbors (steps 7-8). All other steps are basic numerical operations that each inverter performs locally. The resulting control architecture is represented in Figure 3 . III. EXPERIMENTAL SETUP The experiment has been implemented in the SYSLAB facility located on the Risø campus of the Technical University of Denmark. The setup consists of a 400 V threephase electric grid connecting a wide range of controllable DERs (solar panels, wind turbines, a flow battery, a diesel generator, controllable loads, among others). Each device has an associated computer node running a distributed monitoring and control platform.
A. Algorithm Implementation and deployment
An existing distributed optimization framework developed at DTU [17] was adapted to support the presented distributed Fig. 4 : SYSLAB infrastructure with the used topology. The colors match the colors in the diagram and in the voltage profile in Figure 5 . Inverters participating in the control algorithm are marked with an I. optimization controllers. Each computer node implements Algorithm 1 in major fixed time intervals of 10 seconds, based on their individual clock. This is therefore the rate at which measurements are collected (line 3) and the system is actuated (line 6). Algorithm 2 is executed in K minor time steps. Lines 7 and 8 of this algorithm require communication between neighbours, where the communication time is variable, dependent on uncontrollable influences. Coherency of the algorithm, and thereby a synchronous advancement of algorithm steps, is achieved by letting individual nodes remain idle until data has been received from all neighbours (line 8 of Algorithm 2). This way, the synchronous Algorithm 2 is transparently implemented on an asynchronous communication channel, which has better scaling properties than a synchronous one in such a setup [17] . ZeroMQ [18] is used as the underlying messaging library with TCP transport, facilitating reliable data delivery. The code comprising the distributed framework, and implemented algorithms is deployed to each of the active SYSLAB node computers and operates as a local process. 
B. Test Case and Experiment Design
The topology and operational set-points are designed to produce a voltage drop at the beginning and an overvoltage at the end of the feeder. Without proper reactive power control, the feeder's ability to host renewable energy infeed is limited and generation would need to be curtailed. The setup consists of the flow battery, two photovoltaic arrays (PV), an adjustable resistive load, and a utility grid connection (PCC). This test system design is illustrated in Figure 5 , and Figure 4 presents the corresponding implementation on the SYSLAB topology view. The same laboratory configuration was used in [8] to analyze the robustness of centralized feedback optimization controllers and to illustrate the suboptimality of fully decentralized Volt/VAr strategies.
The active power injection p 3 of the battery is interpreted as a renewable source, which is not to be curtailed; its active power infeed is set to p 3 = 10 kW. The static load is set to an active power consumption of 15 kW (p 1 = −15 kW) which is larger than the local production, therefore causing a positive active power flow from the substation. PVs are fluctuating power sources. Therefore, to facilitate repeatability of the experiments and to allow for a comparison between different controllers, the PVs are curtailed to not inject active power (p 2 = 0 kW). The different nodes are connected via cables with non-negligible resistance, see Table I . Due to a weak link (resistive) cable connecting the battery to the grid, the battery encounters an overvoltage when the reactive power injection is zero. Both PVs and the battery can measure their voltage magnitudes, and their reactive power injections can be controlled. The PV inverters have a reactive power range of ±6 kVAr and the battery can be actuated with ±8 kVAr. The PVs and the battery can communicate with their neighbors, while the load is uncontrolled and unmeasured. The voltage limits are defined to be 0.95 p.u. and 1.05 p.u., a bit tighter than typical grid codes, but allowing to observe persistent overvoltages within the laboratory setting.
IV. EXPERIMENTAL RESULTS
In the following, we evaluate the control performance, provide data to visualize Algorithm 2, hint at a windup problem and analyze the trade-off between control performance and communication complexity.
A. Controller Evaluation
In Figure 6 we can see the performance of the distributed voltage controller with a gain of α = 100, K = 100 iterations to distributively solve the QP, an ascent step length of γ = 0.005 and with matrices M = X and G = X −1 : Notice that, as expected, the matrix G has the sparsity pattern induced by the topology of the distribution grid (zero elements in the positions corresponding to non-neighbors). The system is initialized with zero reactive power flow. 1 The controller is activated after 3 minutes and drives all voltages to the desired range. After 11 minutes the active power of the battery, which produces the overvoltage, is brought to 0 kW. The algorithm promptly responds by bringing the reactive power injections of all the power inverters to 0 kVAr. For a more in depth analysis of the control behavior we provide the data in Figure 7 for a controller with α = 50 and K = 50. We report both the electrical quantities v and q and the controllers' internal variables λ max and µ min (λ min and µ max remain zero in this experiment). Once the controller is activated at 3 minutes, the voltage violation leads to a growing λ 3,max at the battery. As this integral variable grows, the battery starts drawing reactive power. Once the reactive power q 3 of the battery reaches the battery's reactive power limit, the corresponding multiplier µ 3,min starts growing. At each iteration of Algorithm 2, this value is communicated to PV2. Ultimately, PV2 starts drawing reactive power as well (thus participating to the voltage regulation task). Once the reactive power limit of PV2 is reached, its µ 2,min value becomes positive and PV1 starts to draw reactive power. As long as there remains an overvoltage at the battery, the battery keeps integrating its λ 3,max , which leads to a larger reactive power demand by the inverter that is closer to battery and is not yet saturated. Finally, the voltage converges to the voltage constraint. Once that point is reached the system has settled (not fully represented in Figure 7 ). Two remarks are due.
• There is no central clock signal and the different inverters time their iterations of Algorithm 1 independently. Measurements are therefore not perfectly synchronous. We do not observe any detrimental effect in the experiment. • Each controller gathers raw voltage measurements. No filtering or state estimation is performed (which, in general, would require a system model and further exchange of information). The control performance seems to be unaffected by measurement noise and quantization.
B. Convergence of Algorithm 2
In Figure 8 , we can see how the internal variablesq of the three inverters converge during the execution of Algorithm 2. The algorithm is started as soon as the multipliers λ max are updated with the measured voltage violation, at 5 minutes. while communicating with their neighbors at each iteration. After K iterations, the internal valueq is used to actuate the system by updating the reactive power set-points for the inverters (blue line). A few remarks are due:
• due to the warm start of the algorithm and the relatively small changes in λ max , the initialization ofq is already close to the final (optimal) value; • K = 50 iterations suffice for the convergence of Algorithm 2 in this experiment; • the time needed to complete Algorithm 2 is significantly shorter than the sampling rate of Algorithm 1 (10 s).
C. Controller Windup
In Figure 9 we can see a windup of the distributed voltage controller. A persistent overvoltage at the battery leads to a constantly growing λ 3,max at the battery. All inverters are drawing their reactive power limits, which means that the Volt/VAr problem is infeasible: There does not exist a feasible reactive power input such that all voltages would be within the feasible voltage band.
Once we remove the cause of the overvoltage (at approx. 4 minutes) and the voltage drops, the inverters do not adjust their reactive power absorption, but remain saturated for several minutes. This corresponds to the windup behavior of integral controllers. Here, the integrator is λ 3,max of the battery. One solution to this windup problem is to stop the integration of the voltage violation once all inverters have saturated. While this is an easy modification for a centralized controller (see [8] ), a more sophisticated anti-windup scheme is needed in a distributed setup, where no single agent is aware of the infeasibility of the optimization problem.
D. Control Performance vs Communication Complexity
The ability of performing optimal voltage control without global communication comes at a price. As detailed in Section II-B, in order to obtain an iterative update that only requires neighbor-to-neighbor communication we had to constrain the choice of the quadratic cost parameter M in (1) . We showed that a valid choice is M = X, X being the grid susceptance matrix. As discussed in [9] , the minimization of q T Xq is connected to the minimization of power losses caused by reactive power flows (under the assumption of homogeneous X/R ratio). Moreover, as discussed in [1] , the cost q T Xq can then be rewritten as (Xq) T GXq, where Xq is the first order approximation of the voltage drop caused by reactive power injection. Therefore, because G has the structure of a Laplacian, q T Xq promotes equal voltage drops in the network.
In general, however, a network operator may be interested in minimizing a different cost function, e.g.
which promotes proportional fairness in the use of the reactive power capacity of each inverter. The difference in the reactive power set-points and in the resulting cost is reported in Table II . Given the inexpensive nature of reactive power, these differences are in most cases acceptable.
V. CONCLUSION
We implemented a fully distributed peer-to-peer Volt/VAr controller on a real distribution feeder. The controller at each inverter only uses local voltage magnitude measurements and the required model knowledge is limited to the electrical distance to its neighbors. No filtering or centralized estimation is needed, and the controller is able to drive the system to an optimal point where all voltage and reactive power constraints are satisfied. By doing that, we provide a demonstration of what are the minimal communication and modeling requirements that are needed in order to successfully perform Volt/VAr regulation. Moreover, we highlight some directions for future investigation, such as optimizing the tradeoff between communication complexity and control performance, detecting problem infeasibility in a distributed setting, analyzing finite-time convergence of the nested algorithm, and verifying scalability for larger systems.
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