Master Stability Islands for Amplitude Death in Networks of
  Delay-Coupled Oscillators by Huddy, Stanley R. & Sun, Jie
Master Stability Islands for Amplitude Death
in Networks of Delay-Coupled Oscillators
Stanley R. Huddy∗
Department of Computer Sciences and Engineering,
Fairleigh Dickinson University, Teaneck, NJ 07666
Jie Sun†
Department of Mathematics, Clarkson University, Potsdam, NY 13699 and
Department of Physics, Clarkson University, Potsdam, NY 13699
(Dated: October 22, 2018)
This paper presents a master stability function (MSF) approach for analyzing the stability of
amplitude death (AD) in networks of delay-coupled oscillators. Unlike the familiar MSFs for in-
stantaneously coupled networks, which typically have a single input encoding for the effects of the
eigenvalues of the network Laplacian matrix, for delay-coupled networks we show that such MSFs
generally require two additional inputs: the time delay and the coupling strength. To utilize the
MSF for predicting the stability of AD of arbitrary networks for a chosen nonlinear system (node
dynamics) and coupling function, we introduce the concept of master stability islands (MSIs), which
are two-dimensional stability islands of the delay-coupling space together with a third dimension
(“altitude”) encoding for eigenvalues that result in stable AD. We compute the MSFs and show
the corresponding MSIs for several common chaotic systems including the Ro¨ssler, the Lorenz, and
Chen’s system, and found that it is generally possible to achieve AD and that a nonzero time delay
is necessary for the stabilization of the AD states.
I. INTRODUCTION
Master stability functions (MSFs), first introduced by
Pecora and Carroll [1], provide a framework to evaluate
the stability of synchronization of an arbitrary network
by mapping its Laplacian eigenvalues to a master sta-
bility function which is uniquely determined for a cho-
sen dynamical system (node dynamics), coupling com-
ponent, and stability measure. This original work has
been extended to find the stability of synchronization in
networks of coupled dynamical systems with small but
arbitrary parametric variations [2, 3], optimal synchro-
nization in complex networks [4, 5], and synchronization
of stochastically coupled chaotic maps [6, 7]. Time delays
have important effects on the collective dynamics of cou-
pled oscillators. For networks with time delays, the MSF
approach has been adopted to determine the stability of
in-phase synchronization and synchronization of specific
network topologies of coupled Stuart-Landau oscillators
[8], synchronization in networks with large coupling de-
lays [9] and more recently networks with distributed cou-
pling delays [10]. In [11], the authors use MSFs to inves-
tigate the conditions of amplitude death in networks with
a different time delay in the coupling versus in the self
feedback.
Amplitude death (AD) and oscillation death (OD) are
two types of coupling-induced quenching of oscillatory
dynamics. In particular, AD typically refers to the sta-
bilization of an otherwise unstable homogeneous (syn-
chronized) fixed point, whereas OD commonly refers to
∗ srh@fdu.edu
† sunj@clarkson.edu
the coupled-induced creation and stabilization of an inho-
mogeneous (unsynchronized) fixed point [12]. Both AD
and OD describe how coupling interactions can quench
the otherwise stable oscillations exhibited by uncoupled
units. AD and OD have been shown to occur when cou-
pling identical and nonidentical oscillators under various
coupling schemes [13–21], and have been studied for one-
way ring networks [22], Erdos-Renyi (ER) random net-
works [23], small-world networks [24], and scale-free net-
works [25]. AD/OD arise in experimental settings [26, 27]
and depending on the application, they can be a desir-
able outcome of the coupled system, such as the stabiliza-
tion of DC systems [28, 29], or for circumstances under
which AD/OD is undesirable, it has been shown that in-
troducing a proper processing feedback can revive oscil-
lations in coupled nonlinear oscillators thus avoiding the
AD/OD regime [30–32]. An especially insightful result of
AD/OD is the emergence of isolated subsets of the two-
dimensional delay-coupling strength parameter space (τ
- σ), which are often called (amplitude/oscillation) death
islands (ADIs/ODIs) [15, 30, 33–35]. In particular, for
the AD/OD state of a coupled network to be stable it is
necessary that the coupling delay τ and coupling strength
σ be chosen from within the death islands computed
specifically for that network.
In this paper, we focus on the AD state of networks of
delay-coupled oscillators. We adopt the master stability
approach to obtain stability regions for AD which can be
used for any arbitrary network topology. We introduce
the concept of master stability islands (MSIs), which are
landscaped stability surfaces obtained from the MSF to
include contour (“altitude”) information on top of the
ADIs. These MSIs can also be viewed as stability slices
either in the τ - λ space or in the σ - λ space, where
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2λ a generic parameter associated with the eigenvalues of
the coupling matrix G. In our numerical experiments
we compute MSFs and corresponding stability regions
for common chaotic systems such as the Ro¨ssler system,
the Lorenz system, and Chen’s system. For all systems,
the stabilization of AD requires a nonzero time delay,
and the ADIs (and also MSIs) tend to be smaller as the
coupling delay increases. For a fixed coupling delay, the
set of coupling strengths which correspond to stable AD
generally forms a single continuous interval. However, for
a fixed coupling strength, the coupling delays that are
associated with stable AD form multiple disconnected
intervals. Our new MSI computation shows that even
within the same ADI, range of stability (visualized as
the “altitude” of different parts of the island) can vary
significantly depending on the particular combination of
coupling parameters. This highlights the fact that the
ADIs alone are not sufficient for the determination of the
stability of AD for general networks. Instead, a full MSF
(or equivalently, MSI) would be required.
The rest of the paper is organized as follows. In Sec-
tion II, we derive the MSF for the AD state. We show
the conditions needed for diagonalization of the MSF into
scalar equations and how the Lambert W-function can be
used to find the characteristic roots. Section III provides
mathematical definitions for the various stability regions.
We define and discuss the details of ADIs, MSIs, and sta-
bility slices (the slices of the MSIs). In Section IV, we
show the stability regions in terms of ADIs, MSIs, and
stability slices for coupled Ro¨ssler oscillators, Lorenz os-
cillators, and Chen’s oscillators, respectively, and high-
light some common characteristics of the stability regions
obtained for such systems. Section V discusses our results
and addresses pertinent issues and observations related
to this master stability approach to AD in networks of
delay-coupled oscillators.
II. MASTER STABILITY APPROACH
Consider a network of n identical oscillators with lin-
ear delay-coupling. Let xi(t) and xi(t − τ) be the m-
dimensional vectors of the instantaneous and delayed
variables of the ith node (i = 1, 2, . . . , n), respectively,
and F (xi) the uncoupled dynamics at each node. Then
the dynamics of the ith node can be written as
x˙i = F (xi) + σ
n∑
j=1
gijH[xj(t− τ)− xi(t)], (1)
where σ is the coupling strength, H ∈ Rm×m is the node-
to-node coupling matrix, and G = [gij ]n×n is the network
coupling matrix where gij ≥ 0 represents the weight of
delayed coupling of node j on node i. This model has
been widely used for the study of coupled oscillator net-
works with time delays [8–10, 36, 37].
A. Coupling Matrix
We make three assumptions about the coupling matrix
G: (1) the row sum is a constant, that is,
∑
j gij = c for
every row i; (2) G is diagonalizable; and (3) the eigen-
values of G are all real. These assumptions ensure the
existence of a MSF defined on real numbers, which we
will discuss later in this section. Without loss of gen-
erality, we can absorb the constant row sum c into the
coupling strength and simply set c = 1. One particu-
lar example of G that satisfies all the three assumptions
is given by G = D−1A where A is any symmetric ma-
trix (e.g., the adjacency matrix of an undirected network
with aij = 1 if and only if nodes i and j are connected
by an edge) and D is a diagonal matrix with diagonal
entries defined by dii =
∑
j aij . The constant row sum
of G equaling 1 poses constraints on the eigenvalues of
G, which in general can be ordered as:
1 = λ1 ≥ λ2 ≥ · · · ≥ λn ≥ −1, (2)
where the eigenvalue λ1 = 1 corresponds to the uniform
eigenvector 1 = [1, 1, . . . , 1]>, and the other eigenvalues
can be shown to be bounded between −1 and 1 by ap-
plying the Gersˇgorin circle theorem [38] to each row of G
together with the non-negativity of the entries of G.
B. Stability of Amplitude Death
We focus on a particular type of synchronization, re-
ferred to as amplitude death (AD), which is characterized
by the condition
x1(t) = x2(t) = · · · = xn(t) = s, (3)
where s is an unstable fixed point of the uncoupled sys-
tem, satisfying F (s) = 0. To analyze the stability of the
fixed point s, we consider a small arbitrary perturbation
ξi = xi− s of the ith node. The time evolution of such a
perturbation can be obtained by linearization of Eq. (1),
giving rise to a variational equation
ξ˙i = DF (s)ξi(t) + σ
n∑
j=1
gijH[ξj(t− τ)− ξi(t)]. (4)
Let ξ = (ξ1, ξ2, . . . , ξn) be the collection of node varia-
tions for all the nodes in the network. Then Eq. (4) can
be expressed in matrix form as
ξ˙ = [In ⊗ (DF (s)− σH)]ξ(t) + σ(G⊗H)ξ(t− τ), (5)
where ⊗ represents the Kronecker product. The goal is
to diagonalize Eq. (5) so that the stability of each mode
can be analyzed separately. In order to accomplish this,
G must be diagonalized, as
Λ = P−1GP = diag(λ1, λ2, . . . , λn), (6)
3where the λi’s are the eigenvalues of G. By applying the
change of variables η = (P−1 ⊗ Im)ξ, Eq. (5) becomes
η˙ = [IN ⊗ (DF (s)− σH)]η(t) + σ(Λ⊗H)η(t− τ).
Thus, there are n independent modes of the form
η˙i = (DF (s)− σH)ηi(t) + σλiHηi(t− τ). (7)
C. Master Stability Functions
Since the form of the Eq. (7) remains the same for each
block, we can define a master stability equation as
ζ˙ = (DF (s)− σH)ζ(t) + σλHζ(t− τ). (8)
For a given system specified by F and H and the AD
state s, we will denote the maximum real part of the
characteristic roots associated with Eq. (8) by Ω(τ, σ, λ),
which depends on three inputs: τ (coupling delay), σ
(coupling strength), and λ (a generic parameter associ-
ated with the eigenvalues of G). We refer to this function
Ω : R×R×R→ R as the master stability function (MSF)
for the AD state s. In particular, for an arbitrary ma-
trix G which satisfies the three assumptions outlined at
the beginning of this section and whose eigenvalues are
{λi}ni=1, a sufficient condition for the AD state to be sta-
ble is given by
max
1≤i≤n
Ω(τ, σ, λi) < 0, (9)
which can be solely determined from the MSF.
Below we show how to compute the characteristic roots
of the multivariate differential Eq. (8) by further decom-
posing it into scalar differential equations and utilizing
the Lambert W-function. Such decomposition requires
the matrices DF (s) and H to commute and be both di-
agonalizable. Since commuting matrices have the same
set of eigenvectors, there exists an invertible matrix Q
that simultaneously diagonalize both DF (s) and H, as{
DF (s) = QM (DF )Q−1,
H = QM (H)Q−1,
(10)
where M (DF ) and M (H) are diagonal matrices whose di-
agonal elements {µ(DF )` }m`=1 and {µ(H)` }m`=1 are the set of
eigenvalues of DF (s) and H, respectively. The diagonal-
izations in Eq. (10) can be used along with the change of
variable ψ = Q−1ζ to transform Eq. (8) into m decou-
pled scalar equations, for ` = 1, 2, . . . ,m:
ψ˙` =
(
µ
(DF )
` − σµ(H)`
)
ψ(t) + σλµ
(H)
` ψ(t− τ). (11)
This scalar master stability equation has the correspond-
ing characteristic equation
µ = µ
(DF )
` − σµ(H)` + σλµ(H)` e−µτ . (12)
The solution of Eq. (11) satisfies ψ`(t) → 0 as t → ∞ if
all the real parts of the roots of Eq. (12) are negative.
When this occurs, the AD state of the coupled network
system becomes stable. The roots of Eq. (12) can be
expressed as
µ = µ
(DF )
` − σµ(H)` +
1
τ
W (σλτe−τ(µ
(DF )
` −σµ
(H)
` )), (13)
where W (·) denotes the Lamber W function [39], which
is in fact a multivalued inverse of the function w 7→
wew [40]. While the Lambert W-function has an in-
finite number of branches, Shinozaki and Mori proved
that the principle branch always determines the stability
of a scalar linear delay differential equation [41]. Thus,
the MSF value Ω(τ, σ, λ) can be computed as the maxi-
mum real part of the root of Eq. (13) using the principle
branch of the Lambert W-function, maximized over the
indices ` = 1, 2, . . . ,m after diagonalization of the matri-
ces DF (s) and H.
In the case where the matrices DF (s) and H do not
commute or are not both diagonalizable, the matrix mas-
ter stability Eq. (8) cannot be diagonalized. Computa-
tion of the characteristic roots in this case is more in-
volved. As noted in [42], the problem can be formulated
as a nonlinear eigenvalue and numerically solved using
spectral discretization. Software packages such as the
DDE-BIFTOOL [43, 44] compute these roots via a lin-
ear multi-step method as detailed in the manual [44].
III. DEFINITION OF STABILITY REGIONS
A. Amplitude Death Islands
In the τ - σ space, note that the condition of constant
row sum equalling one of the matrix G implies that λ = 1
is always an eigenvalue. Therefore, a necessary condition
for system (1) to have stable AD is
Ω(τ, σ, λ = 1) < 0. (14)
The set of parameter combinations (τ, σ) for a region in
the τ - σ space, which is typically made up of isolated
regions visually looking like islands (see Figs. 1, 5, and 9
for amplitude death islands of the Ro¨ssler system, Lorenz
system, and Chen’s system, respectively.) For this rea-
son, these island-like regions are often called amplitude
death islands (ADIs) (or amplitude death islands) in the
literature [15, 30, 33–35]. Note, however, that in some pa-
pers the ADIs are defined for specific types of networks
as the parameter combinations of τ and σ under which
the particular networks under consideration have stable
AD [30, 34, 45–47].
B. Master Stability Islands
The way to interpret the ADI is that it imposes a neces-
sary condition for a network to have stable AD by requir-
4ing the delay and coupling strength to be chosen from one
of these islands. However, for a given network the ADIs
alone are not enough/sufficient to determine the stability
of AD. The reason is that there might exist eigenvalues
λ 6= 1 of G which correspond to positive values (unstable
regimes) of the MSF. To account for the influence of the
eigenvalues in addition to the parameters τ and σ, we
define, for each parameter combination (τ, σ) inside an
ADI, a unique set of λ’s for which the MSF is negative
(stable). Such a set is given by
Iλ(σ, τ) = {λ|Ω(σ, τ, λ) < 0} ∩ [−1, 1]. (15)
From all numerical experiments that we have performed,
the stability set Iλ always takes the form of a continu-
ous interval [a, 1] (although we were not able to prove
this). Thus, for each ADI there is a “landscape” defined
by using the length of the stability intervals Iλ as “alti-
tudes” to capture the range of eigenvalues that fall within
the stability region of AD. This renewed concept of sta-
bility islands gives rise to what we call master stability
islands (MSIs), as the MSIs (just like the MSFs) suffice
to determine the stability of AD of an arbitrary network.
Examples of MSIs are shown in Figs. 2, 6, and 10, with
detailed descriptions provided in Section IV.
C. Stability Slices
Another way to visualize the stability regions are to
plot them in the σ - λ space upon different choices of the
delay parameter τ (as shown in Figs. 3, 7, and 11), or
in the τ - λ space upon different choices of the coupling
strength σ (as shown in Figs. 4, 8, and 12). These re-
gions can be thought of as slices of the master stability
surface living in τ - σ - λ space. The stability regions
where the MSF values are negative are shaded in gray
in these figures. Recall that the eigenvalues of G must
lie between −1 and 1. Thus, in these figures the dashed
horizontal lines at λ = ±1 are used to indicate the guar-
anteed maximum value and possible minimum value of
λ, giving rise to subregions marked by the slanted lines.
The rest of the gray regions are simply not realizable for
the model that we consider.
IV. EXAMPLES OF STABILITY REGIONS
In this section, we plot the numerically determined sta-
bility regions in the forms of stability islands and stabil-
ity slices for the Ro¨ssler system, the Lorenz system, and
Chen’s system in the various parameter spaces τ - σ, τ -
λ, and σ - λ.
A. Ro¨ssler System
The Ro¨ssler system [48] is given by
x˙ = −y − z,
y˙ = x+ ay,
z˙ = b+ (x− c)z,
(16)
and has two real fixed points under the condition of c2 >
4ab:
x∗1,2 =
c±√c2 − 4ab
2a
y∗1,2 =
−c±√c2 − 4ab
2
z∗1,2 =
c±√c2 − 4ab
2
.
(17)
The Jacobian matrix is
DF =
0 −1 −11 a 0
z 0 x− c
 . (18)
For the parameter values a = 0.15, b = 0.2, and c = 10,
one of the fixed points is at x∗ = 0.003, y∗ = −0.02, and
z∗ = 0.02. The eigenvalues of the Jacobian evaluated at
this fixed point are µ1 = 0.0740 + 0.9972i, µ2 = 0.0740−
0.9972i, and µ3 = −9.9950.
Under the above-mentioned parameters and coupling
in all variables, that is H = I, the Ro¨ssler system has
three amplitude death islands over the range of (τ, σ) ∈
[0, 20]× [0, 20]. These ADIs, which are obtained from the
MSF according to Eq. (14), are shown in Fig. 1. Note
that none of the ADIs touch the τ = 0 axis, indicating
that a nonzero time delay is necessary for the stabiliza-
tion of AD. The corresponding MSIs whose “atitudes”
are determined by Eq. (15) are shown in Fig. 2. Here
we found that the size of the islands becomes smaller as
the time delay τ increases, a phenomenon also observed
for the Lorenz oscillators which will be presented later.
Fig. 3 shows the stability slices of the coupled system
for fixed coupling strengths, and Fig. 4 shows the sta-
bility slices of the coupled system for fixed delays. For
the system that we consider, the coupling matrix G has
constant row sums and consequently λ = 1 is always an
eigenvalue. Thus, for a region in the stability slices shown
in Figs. 3 and 4 to be active in determining the stability
of AD, it has to include λ = 1. In the figures, we high-
light these active stability regions by filling them in with
slanted lines. For fixed coupling strength σ, the size and
number of active stability regions in the τ - λ space are
found to depend (non-monotonically) on the value of the
coupling strength as shown in Fig. 3. On the other hand,
for fixed delay τ , there is generally either none or a single
connected stability region in the τ - λ space as shown in
Fig. 4.
50 5 10 15
0
2
4
6
τ
σ
FIG. 1. Ro¨ssler system amplitude death islands (ADIs).
The system is defined by Eq. (16) with parameter values a =
0.15, b = 0.2, and c = 10 and x → x, y → y, and z → z
coupling. The ADIs, given by Eq. (14), are obtained from the
numerically determined master stability function (MSF).
B. Lorenz System
The Lorenz system [49] is given by
x˙ = a(y − x)
y˙ = x(r − z)− y
z˙ = xy − bz.
(19)
If r < 1, then the origin is the only fixed point. For r > 1
there exists two fixed points
x∗1,2 = ±
√
(
¯
r − 1)
y∗1,2 = ±
√
(
¯
r − 1)
z∗1,2 = r − 1.
(20)
The Jacobian matrix is
DF =
 −a a 0r − z −1 −x
y x −b
 . (21)
For the parameter values a = 10, r = 8/3, and b = 28,
one of the fixed points is at x∗ = 0.485, y∗ = 0.485,
and z∗ = 27. The eigenvalues of the Jacobian are µ1 =
0.0939 + 10.1945i, µ2 = 0.0939 − 10.1945i, and µ3 =
−13.8546.
Under the above-mentioned parameters and coupling
in all variables, that is H = I, the Lorenz system has
twenty-four amplitude death islands over the range of
(τ, σ) ∈ [0, 15] × [0, 600]. These ADIs are shown in
Fig. 5 and the first three corresponding MSIs are shown
in Fig. 6. Similar to the Ro¨ssler system, here all the
ADIs are away from τ = 0, implying the necessity of
having a nonzero time delay in order for the AD state
to be stable. As mentioned above, we found that the
size of these islands becomes smaller as the time delay
τ is increased. Fig. 7 shows the stability slices of the
0 2 4 6 8
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 Iλ = [−0.99, 1]
 Iλ = [−0.98, 1]
 Iλ = [−0.97, 1]
 Iλ = [−0.96, 1]
 Iλ = [−0.95, 1]
 Iλ = [−0.94, 1]
 Iλ = [−0.85, 1]
 Iλ ⊂ (−0.85, 1]
τ
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 Iλ = [−0.65, 1]
 Iλ = [−0.5, 1]
 Iλ = [−0.25, 1]
 Iλ ⊂ (−0.25, 1]
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 Iλ = [0.8, 1]
 Iλ ⊂ (0.8, 1]
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0
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τ
σ
FIG. 2. Ro¨ssler system master stability islands (MSIs).
The system is defined by Eq. (16) with parameter values a =
0.15, b = 0.2, and c = 10 and x → x, y → y, and z → z
coupling. The MSIs, given by Eq. (15), are obtained from the
numerically determined master stability function (MSF).
coupled system for fixed coupling strengths, and Fig. 8
shows the stability slices of the coupled system for fixed
delays. Corresponding to the results with the Ro¨ssler sys-
tem, for fixed coupling strength σ, the size and number
of active stability regions in the τ - λ space are found to
depend (non-monotonically) on the value of the coupling
strength as shown in Fig. 7, and for fixed delay τ , there
is generally either none or a single connected stability re-
gion in the τ - λ space as shown in Fig. 8. As with the
Ro¨ssler system figures, the regions with the slanted lines
represent the active stability regions.
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FIG. 3. Ro¨ssler system stability slices in the τ - λ space. The
system is defined by Eq. (16) with parameter values a = 0.15,
b = 0.2, and c = 10 and x→ x, y → y, and z → z coupling. In
each panel, the active stability regions (regions that contain
λ = 1) are filled with the slanted lines.
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FIG. 4. Ro¨ssler system stability slices in the σ - λ space. The
system is defined by Eq. (16) with parameter values a = 0.15,
b = 0.2, and c = 10 and x→ x, y → y, and z → z coupling. In
each panel, the active stability regions (regions that contain
λ = 1) are filled with the slanted lines.
0 2 4 6 8 10 12 14
0
10
τ
σ
FIG. 5. Lorenz system amplitude death islands (ADIs).
The system is defined by Eq. (19) with parameter values a =
10, r = 8/3, and b = 28 and x → x, y → y, and z → z
coupling. The ADIs, given by Eq. (14), are obtained from the
numerically determined master stability function (MSF).
C. Chen’s System
Chen’s system [50] is given by
x˙ = a(y − x)
y˙ = (c− a− z)x+ cy
z˙ = xy − βz.
(22)
Chen’s system always has the fixed point (0, 0, 0). If
β(2c− a) > 0, then there exists two more fixed points
x∗1,2 = ±
√
β(2c− a)
y∗1,2 = ±
√
β(2c− a)
z∗1,2 = 2c− a.
(23)
The Jacobian matrix is
DF =
 −a a 0c− a− z c −x
y x −β
 . (24)
For the parameter values a = 35, c = 28, and β = 8/3,
one of the fixed points is at x∗ = 7.483, y∗ = 7.483,
and z∗ = 21. The eigenvalues of the Jacobian are µ1 =
4.0769 + 14.2601i, µ2 = 4.0769 − 14.2601i, and µ3 =
−17.8205.
Under the above-mentioned parameters and coupling
in all variables, that is H = I, Chen’s system has one am-
plitude death island over the range of (τ, σ) ∈ [0, 15] ×
[0, 30]. This ADI is shown in Fig. 9 with its correspond-
ing MSI shown in Fig. 10. Similar to the Ro¨ssler system
and the Lorenz system, the ADI for the Chen’s system
only exists for τ 6= 0, which suggests that a nonzero time
delay is required for the stabilization of the AD state.
One interesting property that is observed for the Chen’s
system (but not the Ro¨ssler or the Lorenz system), is the
fact that the MSI of the Chen’s system does not con-
tain any region corresponding to Iλ = [−1, 1]. Therefore,
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 Iλ ⊂ (−0.99, 1]
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FIG. 6. Lorenz system first, second, and third master sta-
bility islands (MSIs). The system is defined by Eq. (19) with
parameter values a = 10, r = 8/3, and b = 28 and x → x,
y → y, and z → z coupling. The MSIs, given by Eq. (15),
are obtained from the numerically determined master stabil-
ity function (MSF).
particular networks, such as ring networks with an even
number of nodes, will not display stable oscillation with
the typical setup of Gij = Aij/ki, where A = [Aij ] is
the adjacency matrix of the (undirected) network and
ki =
∑
j Aij is the in-degree of node i. This is because
under this setting, λ = −1 is always an eigenvalue of G
for these networks [23]. Fig. 11 shows the stability slices
of the coupled system for fixed coupling strengths, and
Fig. 12 shows the stability slices of the coupled system for
fixed delays. As with the figures above, the regions with
the slanted lines represent the active stability regions.
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FIG. 7. Lorenz system stability slices in the τ - λ space. The
system is defined by Eq. (19) with parameter values a = 10,
r = 8/3, and b = 28 and x → x, y → y, and z → z coupling.
In each panel, the active stability regions (regions that contain
λ = 1) are filled with the slanted lines.
V. CONCLUSIONS AND DISCUSSION
In this paper we derived the MSF for the AD state us-
ing the approach of Pecora and Carroll [1] slightly mod-
ified for delay differential equations. We provided the
conditions under which the vector characteristic equa-
tions could be decoupled into scalar ones and showed how
to use the Lambert W-function to calculate their roots in
order to obtain the corresponding MSF. We then intro-
duced the concept of MSIs, which are a visual represen-
tation of the ADIs together with “altitude” information
that can be used to determine the stability of AD of arbi-
trary networks. Next we defined stability slices (slices of
the MSI) and demonstrated how they can be an insightful
way to view the corresponding parameter spaces. Finally,
we provided extensive numerical experiments from which
MSFs and corresponding stability regions including MSIs
are obtained for common chaotic oscillators, such as the
Ro¨ssler system, the Lorenz system, and Chen’s system.
We observe that the existence of ADIs (and thus the
stabilization of fixed points) is a general characteristic of
delay-coupled chaotic oscillator networks. The fact that
the ADIs are all associated with a nonzero time delay
indicates that time delay is a key and necessary element
for the stabilization of AD states. For fixed coupling
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FIG. 8. Lorenz system stability slices in the σ - λ space. The
system is defined by Eq. (19) with parameter values a = 10,
r = 8/3, and b = 28 and x → x, y → y, and z → z coupling.
In each panel, the active stability regions (regions that contain
λ = 1) are filled with the slanted lines.
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FIG. 9. Chen’s System amplitude death island (ADI). The
system is defined by Eq. (22) with parameter values a = 35,
c = 28, and β = 8/3 and x→ x, y → y, and z → z coupling.
The ADI, given by Eq. (14), is obtained from the numerically
determined master stability function (MSF).
delay, we found that stable AD as determined by the
corresponding MSF either cannot occur or occurs for a
continuous interval of coupling strength; however, when
the coupling strength is fixed, stable AD exists for dis-
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FIG. 10. Chen’s system master stability island MSI. The
system is defined by Eq. (22) with parameter values a = 35,
c = 28, and β = 8/3 and x→ x, y → y, and z → z coupling.
The MSI, given by Eq. (15), is obtained from the numerically
determined master stability function (MSF).
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FIG. 11. Chen’s system stability slices in the τ - λ space. The
system is defined by Eq. (22) with parameter values a = 35,
c = 28, and β = 8/3 and x→ x, y → y, and z → z coupling.
In each panel, the active stability regions (regions that contain
λ = 1) are filled with the slanted lines.
connected intervals of coupling delays. We also notice
that the region within each island which corresponds to
Iλ = [−1, 1] is smaller in area in each subsequent is-
land as well becoming nonexistent as the islands shrink
in area themselves. In Chen’s system, we see that the
only MSI we found does not contain a region correspond-
ing to Iλ = [−1, 1] and that this implies some networks
will never had a stable amplitude death state under some
given parameters. The number, size, and location of the
ADIs generally depend on the eigenvalues of the Jaco-
bian matrix DF as well as the coupling matrix. For each
system considered herein, we observe that the first is-
land (with lowest range of delay values) is always the
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FIG. 12. Chen’s system stability slices in the σ - λ space.
The system is defined by Eq. (22) with parameter values a =
35, c = 28, and β = 8/3 and x → x, y → y, and z → z
coupling. In each panel, the active stability regions (regions
that contain λ = 1) are filled with the slanted lines.
largest, and proceeding islands shrink in area monotoni-
cally. Within each ADI, the range of stability (visualized
as the “altitude”) can vary significantly from one param-
eter combination to another, suggesting the importance
of knowing the full MSF (as visualized as MSIs) for the
determination of AD for general network topologies.
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