Abstract-We introduce an algorithm for multiplying a floating-point number x by a constant C that is not exactly representable in floating-point arithmetic. Our algorithm uses a multiplication and a fused multiply and add instruction. Such instructions are available in some modern processors such as the IBM Power PC and the Intel/HP Itanium. We give three methods for checking whether, for a given value of C and a given floating-point format, our algorithm returns a correctly rounded result for any x. When it does not, some of our methods return all of the values x for which the algorithm fails. The three methods are complementary: The first two do not always allow one to conclude, yet they are simple enough to be used at compile time, while the third one always either proves that our algorithm returns a correctly rounded result for any x or gives all of the counterexamples. We generalize our study to the case where a wider internal format is used for the intermediate calculations, which gives a fourth method. Our programs and some additional information (such as the case where an arbitrary nonbinary even radix is used), as well as examples of runs of our programs, can be downloaded from http://perso.ens-lyon.fr/jean-michel.muller/MultConstant.html.
Ç

INTRODUCTION
M ANY numerical algorithms require multiplication by constants that are not exactly representable in floating-point (FP) arithmetic. Typical constants that are used [1] , [4] are , 1=, lnð2Þ, e, B k =k! (Euler-McLaurin summation), and cosðk=NÞ and sinðk=NÞ (Fast Fourier Transforms). Some numerical integration formulas such as [4] :
Z x1 x0 fðxÞdx % h 55 24 fðx 1 Þ À 59 24 fðx 2 Þ þ 37 24 fðx 3 Þ À 9 24 fðx 4 Þ ; also naturally involve multiplication by constants. In the following, we call a number that is exactly representable in the FP format being used an FP number (unless it is clearly stated-as in Section 9-we assume that only one format is used so that there is no ambiguity). For approximating Cx, where C is an infinite-precision constant and x is an FP number, the desirable result would be the best possible one, namely, ðCxÞ, where ðuÞ is u rounded to the nearest FP number (in this paper, we assume round to nearest even mode only). In practice, one usually defines a constant C h , equal to the FP number that is closest to C, and actually computes C h x (that is, what is returned is ðC h xÞ). Due to the extra approximation of C by C h , the obtained result is frequently different from ðCxÞ, as shown in Section 2. Our goal here is to be able-at least for some constants and some FP formats-to return ðCxÞ for all input FP numbers x (provided no overflow or underflow occurs) and at a low cost (that is, using a very few arithmetic operations only). This will lead to more accurate numerical computations. To do that, we will use fused multiply and add (FMA) instructions. The FMA instruction is available on some current processors such as the IBM Power PC or the Intel/HP Itanium. It evaluates an expression xy þ z, where x, y, and z are FP numbers, with one final rounding error only. This makes it possible to perform correctly rounded division using Newton-Raphson Division [3] , [12] , [13] . Li et al. use it for argument reduction [11] . Also, this makes evaluation of scalar products and polynomials faster and, generally, more accurate than with conventional (addition and multiplication) FP operations. We will examine two possible cases: In the first case, all intermediate calculations are performed in the "target" format. In the second case, the intermediate calculations are performed in a somewhat larger format (a frequent example is when the target format is the IEEE-754 double precision format and the intermediate calculations are performed in the double-extended precision format that is available on INTEL processors).
Our proofs will use the ulp function. Several slightly different definitions of ulpðxÞ do exist in the literature [5] , [7] , [8] , [12] , [15] . These definitions and their properties are compared in [14] . In this paper, we will use the following definition, given by Cornea-Hasegan et al. [3] : In a radix-2 FP system with n-bit mantissas, if x 2 ½2 e ; 2 eþ1 Þ, then ulpðxÞ ¼ 2 eÀnþ1 . With this definition, we have the following properties (see [14] ):
Assume that the binary FP number X approximates the real number x. Then, jX À xj < If one of the two following conditions is satisfied . x is not of the form 2 k À , with 2 kÀnÀ1 < < 2 kÀn or . X is not a power of 2, then, jX À xj < 1 2 ulpðXÞ ) X ¼ ðxÞ:
In Section 3, we give an algorithm for multiplying by a constant C. For most values of C but not all (see Section 4), it will return a correctly rounded value of Cx for all FP variables x. Hence, for a given value of C, we have to check whether our algorithm returns a correctly rounded result for all x. In Section 6, we present three methods to do that. The three methods are complementary: The first two do not always allow one to conclude, yet they are simple enough to be used at compile time, whereas the third always either proves that our algorithm returns a correctly rounded result for any x or gives all of the counterexamples. In Section 9, we extend our algorithm to the very frequent case where the calculations can be performed in an internal format that is larger than the "target" FP format.
SOME STATISTICS
Let n be the number of mantissa bits of the considered FP format (usual values of n are 24, 53, 64, 113). For small values of n, one can compute ðC h xÞ and ðCxÞ for all possible values of the mantissa of x. The proportion of correctly rounded results is given in Table 1 , for C ¼ (it was obtained through a Maple simulation of these FP arithmetics). These results show that the "naive" method that consists of computing ðC h xÞ often returns an incorrectly rounded result (in around 41 percent of the cases for n ¼ 7).
FIRST CASE: THE INTERMEDIATE CALCULATIONS ARE PERFORMED IN THE "TARGET" FORMAT
We want to compute Cx with correct rounding (assuming rounding to nearest even), where C is a constant (that is, C is known at compile time). C is not an FP number (otherwise, the problem would be straightforward). We assume that an FMA instruction is available. We assume that the operands are stored in a binary FP format with n-bit mantissas. We also assume that the two following FP numbers are precomputed:
In the next sections of the paper, we analyze the behavior of the following algorithm. Specifically, we want to know for which values of C and n will it return a correctly rounded result for any x. When it does not, we wish to know for which values of x it does not. Algorithm 1: Multiplication by C with a multiplication and an FMA). From x, compute
The result to be returned is u 2 .
It is worth pointing out that, without the use of FMA instruction, Algorithm 1 would fail to return a correctly rounded result for all but a few simple (for example, powers of 2) values of x.
When C is the exact reciprocal of an FP number, this algorithm coincides with an algorithm for division by a constant given in [2] . Obviously (provided no overflow/ underflow occurs), if Algorithm 1 gives a correct result with a given constant C and a given input variable x, it will work as well with a constant 2 p C and an input variable 2 q x, where p and q are integers. Also, if x is a power of 2 or if C is exactly representable (that is, C ' ¼ 0) or if C À C h is a power of 2 (so that u 1 is exactly ðC À C h Þx), it is straightforward to show that u 2 ¼ ðCxÞ. Hence, without loss of generality, we assume in the following that 1 < x < 2 and 1 < C < 2, that C is not exactly representable, and that C À C h is not a power of 2.
In Section 6, we give three methods for analyzing the behavior of Algorithm 1 for a given constant C. The first two certify that Algorithm 1 always returns a correctly rounded result, give a "bad case" (that is, a number x for which u 2 6 ¼ ðCxÞ), or are unable to infer anything. The third one is able to return all "bad cases," or certify that there are none. These methods use the following property, which bounds the maximum possible distance between u 2 and Cx in Algorithm 1. Of course, Algorithm 1 works for a given constant C and precision n if all FP numbers x are such that ju 2 À Cxj < ð1=2ÞulpðCxÞ. In most cases, this will be equivalent to ju 2 À Cxj < ð1=2Þulpðu 2 Þ, which leads us to establish Property 2. Therefore, we need to prove Property 1, which gives the at most four possible values of x (between 1 and 2) for which ulpðu 2 Þ may differ from ulpðCxÞ or 
. If x < x cut À 2 Ànþ2 , then Cx, C h x þ u 1 , and u 2 are in the same binade (hence, they have the same ulp).
Ànþ2 , then Cx, C h x þ u 1 , and u 2 are in the same binade (hence, they have the same ulp).
Proof. We just consider the case x > x cut þ 2 Ànþ2 (the proof for the other case is very similar). If
Àn , we deduce jC ' xj < 2 Ànþ1 ; hence,
. if x < x cut À 2 Ànþ2 , then
. if x ! x cut þ 2 Ànþ2 , then
where
Àn (since C À C h is not a power of 2), which gives
Now, we have 
Under the conditions of Property 1, if ju 2 À Cxj < ð1=2Þulpðu 2 Þ, then ju 2 À Cxj < ð1=2ÞulpðCxÞ so that u 2 is the FP number that is closest to Cx. Hence, our problem is to know if Cx can be at a distance larger than or equal to 1 2 ulpðu 2 Þ from u 2 . From (3), this would imply that Cx would be at a distance less than
À2nþ1 from the midpoint of two consecutive FP numbers (see Fig. 1 ). If x < x cut then Cx < 2, then the midpoint of two consecutive FP numbers around Cx is of the form ð2A þ 1Þ=2 n , where A is an integer between 2 nÀ1 and 2 n À 1. If x ! x cut , then the midpoint of two consecutive FP numbers around Cx is of the form ð2A þ 1Þ=2 nÀ1 . For the sake of clarity of the proofs, we assume that x cut is not an FP number (if x cut is an FP number, it suffices to separately check Algorithm 1 with x ¼ x cut ).
BUILDING COUNTEREXAMPLES
We do not claim that Algorithm 1 works for all values of C. Although the various examples we give at the end of the paper show that, in practice, for most usual values of C and most formats, Algorithm 1 returns a correctly rounded value for all x, it is extremely easy to build constants C for which the algorithm fails. Consider an integer A between 2 nÀ1 and 2 n À 1. The integer 2A þ 1 is exactly representable with n þ 1 bits of mantissa but cannot be exactly represented with n bits. Also consider an integer X, 2 nÀ1 < X < 2 n such that ð2A þ 1Þ=X is not an FP number. The integer X is exactly representable in our FP format.
Then, consider the following two constants:
where is chosen small enough so that we get the same values C h and C ' for C þ and C À . Adequate values of will depend on the bit patterns of ð2A þ 1Þ=X but will be less than 2
Àn . Now, consider Algorithm 1, with constant C þ or C À and input value X. Since both constants lead to the same values C h and C ' , Algorithm 1 will return the same value in both cases. Nevertheless, since C À X < 2A þ 1 < C þ X and 2A þ 1 is the exact middle of two FP numbers, the correctly rounded values of C À X and C þ X are necessarily different. (3), we know that Cx is within 1=2ulpðu 2 Þ þ (or 0 ) of the FP number u 2 , where is less than 2
À2nþ1 . If we can show that Cx cannot be at a distance less than or equal to (or 0 ) from the midpoint of two consecutive FP numbers, then u 2 will be the FP number that is closest to Cx.
Therefore, either C À or C þ is a counterexample to Algorithm 1.
For instance, assume n ¼ 53 (double precision format) and consider
and ¼ 2 À57 . One can easily check that, called with constant
and variable X, Algorithm 1 fails to return a correctly rounded value of C þ X.
A REMINDER ON CONTINUED FRACTIONS
We just recall here the elementary results that we need in the following. For more information on continued fractions, see [6] , [9] , [16] , [17] . Let be a real number. From , consider the two sequences ða i Þ and ðr i Þ defined by
If is irrational, then these sequences are defined for any i (that is, r i is never equal to a i ) and the rational number
is called the ith convergent of . If is rational, then these sequences finish for some k, and p k =q k ¼ exactly. The p i s and the q i s can be deduced from the a i using the following recurrences:
q n ¼ q nÀ1 a n þ q nÀ2 :
The major interest of the continued fractions lies in the fact that p i =q i is the best rational approximation to among all rational numbers of denominator less than or equal to q i (Theorem 1 states an even stronger result).
We will use the following two results [6] : Theorem 1. Let ðp j =q j Þ j!1 be the convergents of . If q nþ1 exists, then, for any ðp; qÞ 2 Z Z Â IN Ã , with q < q nþ1 , we have
If q nþ1 does not exist (which implies that is rational), then the previous inequality holds for any ðp;
then p=q is a convergent of .
THREE METHODS FOR ANALYZING ALGORITHM 1
We assume that Algorithm 1 is preliminarily checked with the at most four values of x that are between x cut À 2 Ànþ2 and x cut þ 2 Ànþ2 . Hence, in the rest of this section, all FP numbers x considered are such that ulpðCxÞ ¼ ulpðC h x þ u 1 Þ ¼ ulpðu 2 Þ. Our algorithms may be slow in the case where C is equal or extremely close to a rational number of small (in front of 2 n ) denominators. Nevertheless, in the case C ¼ 2 k =p, where jpj 2 n À 1, the method given in [2] can be applied. For instance, it allows us to conclude that the algorithm always works with constants 10 Àk , with 0 k 22.
Method 1: Use of Theorem 1
Define X ¼ 2 nÀ1 x and X cut ¼ 2 nÀ1 x cut Ä Å . X and X cut are integers. X is between 2 nÀ1 þ 1 and 2 n À 1 and X cut is between 2 nÀ1 and 2 n À 1. We separate the cases x < x cut and x > x cut .
If x < x cut
We want to know if there is an integer A between 2 nÀ1 and 2
n À 1 such that
where is defined in Property 2. Inequality (5) is equivalent to
Define ðp i =q i Þ i!1 as the convergents of 2C. Let k be the smallest integer such that q kþ1 > X cut and define ¼ jp k À 2Cq k j. Theorem 1 implies that, for any A; X 2 Z Z, with 0 < X X cut , we have
In that case, Algorithm 1 returns a correctly rounded result for any x < x cut ; 2. if < 2 n , then we try Algorithm 1 with y ¼ q k 2 Ànþ1 . If the obtained result is not ðyCÞ, then we know that Algorithm 1 fails for at least one value.
1 Otherwise, we cannot infer anything.
If x > x cut
We want to know if there is an integer A between 2 nÀ1 and 2 n À 1 such that
where 0 is defined in Property 2. Inequality (7) is equivalent to 
If
Therefore, since X X cut , if
then we can apply Theorem 2:
In that case, we have to check the convergents of 2C of denominator less than or equal to X cut . A given convergent p=q (with gcdðp; qÞ ¼ 1) is a candidate for generating a value X for which Algorithm 1 does not work if there exist X ¼ mq and 2A þ 1 ¼ mp such that
This would mean
which would imply
where m Ã ¼ d2 nÀ1 =qe is the smallest possible value of m. Hence, if (10) is not satisfied, convergent p=q cannot generate a bad case for Algorithm 1. Now, if (10) is satisfied, we have to check Algorithm 1 with all values X ¼ mq, with m Ã m bX cut =qc.
Now, if
then, for any X < 2 n (that is, x < 2),
Hence, if (12) is satisfied, then (11) implies (from Theorem 2) that ð2A þ 1Þ=X is a convergent of C. This means that if (12) is satisfied to find the possible bad cases for Algorithm 1, it suffices to examine the convergents of C of denominator less than 2 n . We can eliminate most of them. A given convergent p=q (with gcdðp
which would imply that
where m Ã ¼ dX cut =qe is the smallest possible value of m. Hence, if (13) is not satisfied, convergent p=q cannot generate a bad case for Algorithm 1. Now, if (13) is satisfied, we have to check Algorithm 1 with all values X ¼ mq, with m Ã m bð2 n À 1Þ=qc.
Conclusion
This last result and (3) make it possible to deduce the following:
Theorem 3 (Conditions on C and n). Assume that 1 < C < 2.
. If X ¼ 2 nÀ1 x X cut and 1 x cut þ 1=2ulpðC ' x cut Þ 1=ð2 nþ1 X cut Þ, then Algorithm 1 will always return a correctly rounded result, except possibly if X is a multiple of the denominator of a convergent p=q of 2C for which j2Cq À pj <
x > X cut and 2 2nþ1 1 þ 2 2nÀ1 ulpð2C ' Þ 1, then Algorithm 1 will always return a correctly rounded result, except possibly if X is a multiple of the denominator of a convergent p=q of C for which jCq À pj < 1 q þ 2 nÀ1 dXcut=qe ulpðC ' Þ.
Method 3: Refinement of Method 2
When Method 2 fails to return an answer, we can use the following method.
We have jC À C h j < 2 Àn ; hence, ulpðC ' Þ 2 À2n or C ' ¼ 2 Àn .
If x < x cut
If ulpðC ' Þ 2 À2nÀ2 , then we have, from Property 2:
For any integer A, the inequality
implies that
ð2A þ 1Þ=X is a convergent of 2C from Theorem 2. It then suffices to check (as in Method 2) the convergents of 2C of the denominator less than or equal to X cut . Now, assume that ulpðC ' Þ ! 2 À2nÀ1 . We have
that is,
The proof of Property 2 leads us to look for the integers X,
Since u 1 =ð2ulpðC ' ÞÞ is half an integer and
Then, combining these three equations with (14), we get the following three pairs of inequalities:
For y 2 IR, let fyg be the fractional part of y: fyg ¼ y À byc. These three inequalities can be rewritten as
We use an efficient algorithm due to Lefèvre [10] to determine the integers X solution of each inequality.
If x > x cut
If ulpðC ' Þ 2 À2nÀ1 , then we have
Therefore, for any integer A, the inequality
is equivalent to
ð2A þ 1Þ=X is necessarily a convergent of C from Theorem 2.
It suffices then to check, as indicated in Method 2, the convergents of C of denominator less than or equal to 2 n À 1.
of Property 2 leads us to look for the integers X,
Since u 1 2 2n , 2 nþ1 C h X, and 2 nþ1 ð2A þ 1Þ 2 Z Z, we have
Then, combining this equation with (14), we get the three pairs of inequalities
that is to say,
Here again, we use Lefèvre's algorithm [10] to determine the integers X solution of these inequalities.
EXAMPLES
Example 1: Multiplication by in Double Precision
Consider the case C ¼ =2 (which corresponds to multiplication by any number of the form 2 AEj ) and n ¼ 53
(double precision) and assume we use Method 1. We find Theorem 4 (Correctly rounded multiplication by ). Algorithm 1 always returns a correctly rounded result in double precision with C ¼ 2 j , where j is any integer, provided that no under/overflow occurs.
Hence, in that case, multiplying by with correct rounding only requires two consecutive FMAs.
Example 2: Multiplication by lnð2Þ in Double Precision
Consider the case C ¼ 2 lnð2Þ (which corresponds to multiplication by any number of the form 2 AEj lnð2Þ), and n ¼ 53, and assume we use Method 2. We find that
Since 1 x cut þ ð1=2ÞulpðC ' x cut Þ 1=ð2 nþ1 X cut Þ, to find the possible bad cases for Algorithm 1 that are less than x cut , it suffices to check the convergents of 2C of denominator less than or equal to X cut . These convergents are None of them satisfies (10) . Therefore, there are no bad cases less than x cut . Processing the case x > x cut is similar and gives the same result; hence, we have the following:
Theorem 5 (Correctly rounded multiplication by lnð2Þ). Algorithm 1 always returns a correctly rounded result in double precision with C ¼ 2 j lnð2Þ, where j is any integer, provided that no under/overflow occurs.
Example 3 Multiplication by 1= in Double Precision
Consider the case C ¼ 4= and n ¼ 53 and assume we use Method 1. We find
Consider the case x < x cut . Since < 2 n , there can be bad cases for Algorithm 1. We try Algorithm 1 with X equal to the denominator of p k =q k , that is, 6081371451248382, and we find that it does not return ðcXÞ for that value. Hence, there is at least one value of x for which Algorithm 1 does not work.
AEk are the only FP numbers for which Algorithm 1 fails.
Example 4: Multiplication by ffiffi ffi 2 p in Single Precision
Consider the case C ¼ ffiffi ffi 2 p and n ¼ 24 (which corresponds to single precision) and assume we use Method 1. We find
Since 2 n > and X ¼ q k ¼ 7997214 is not a bad case, we cannot infer anything in the case x < x cut . Also, since 2 nÀ1 0 > 0 and X ¼ q k 0 ¼ 15994428 is not a bad case, we cannot infer anything in the case x ! x cut . Hence, in the case C ¼ ffiffi ffi 2 p and n ¼ 24, Method 1 does not allow us to know if the multiplication algorithm works for any input FP number x. In that case, Method 2 also fails. Nevertheless, Method 3 or exhaustive testing (which is possible since n ¼ 24 is reasonably small) show that Algorithm 1 always works.
Example 5: Powers of 10
Consider constants C of the form 10 k , in double precision. If 0 k 22, C is exactly representable so that a simple FP multiplication is used. Otherwise, for À100 k 100, the only values of k for which Algorithm 1 fails to always return a correctly rounded result are À89, À88, À80, À75, À74, À39, À27, 44, 58, 81, 88, and 97 (the case À22 k À1 is addressed using that in [2] ).
IMPLEMENTATION AND RESULTS
As the reader will have guessed from the previous examples, using our Methods by paper and pencil calculation is tedious and error prone. We have written Maple programs that implement Methods 1, 2, and 3, and a GP/PARI 2 program that implements Method 3. They allow any user to quickly check, for a given constant C and a given number n of mantissa bits, if Algorithm 1 works for any x, and Method 3 gives all values of x for which it does not work (if there are such values). These programs and some additional information (such as the case where an arbitrary nonbinary even radix is used) can be downloaded from http://perso.ens-lyon.fr/jean-michel. muller/MultConstant.html These programs, along with some examples, are given in the appendix. Table 2 presents some obtained results. They show that implementing Method 1, Method 2, and Method 3 is necessary: Methods 1 and 2 do not return a result (either a bad case or the fact that Algorithm 1 always works) for the same values of C and n. For instance, in the case C ¼ =2 and n ¼ 53, we know that, thanks to Method 1, the multiplication algorithm always works, whereas Method 2 fails to give an answer. On the contrary, in the case C ¼ 1= lnð2Þ and n ¼ 24, Method 1 does not give an answer, whereas Method 2 makes it possible to show that the algorithm always works. Method 3 always returns an answer but is more complicated to implement: This is not a problem for getting a result such as Theorem 4 in advance for a general constant C. Nevertheless, this might make Method 3 difficult to implement in a compiler, to decide at compile time if we can use our algorithm.
SECOND CASE: ASSUMING INTERMEDIATE CALCULATIONS IN A LARGER FORMAT
Intermediate calculations will frequently be performed in an internal format that is significantly larger than the "target" format. The results given for constant C hold for all values 2 AEj C "AW" means "always works" and "unable" means "the method is unable to conclude." For Method 3, "(c)" means that we have needed to check the convergents.
Therefore, in the following, we still assume a "target" n-bit format, but we assume that C h and C ' are computed in a larger format, with n þ g bits of mantissa. We also assume that Algorithm 1 is performed in that n þ g-bit format, before its final result is rounded to the nearest number with n-bit mantissa (using the standard round-to-nearest-even rounding mode). We still assume that an FMA instruction is available. We will denote ulp t ðxÞ as the value of ulpðxÞ in a format with t bits of mantissa (the relevant values of t will be n and n þ g).
One might be intuitively convinced that we will get a correctly rounded result more frequently than when only using n-bit arithmetic. This, of course, will be true in general, as shown by the examples. Nevertheless, it is still easy to build cases for which we get an incorrect result: It suffices to use the method presented in Section 4, with a smaller value of . Here again, the case where C or 2C is a rational number of denominator less than 2 n À 1 (remember that 1 < C < 2) is separately handled (as in Section 6).
Define k ðwÞ as w rounded to the nearest FP number with k bits of mantissa. We will now use the constants
and the following algorithm. 
Analyzing this algorithm will be done in a way that is very similar to what we did for Algorithm 1, so we will skip the details. First, we preliminarily check the values of x between x cut À 2
Ànþ2 and x cut þ 2 Ànþ2 . We can then show that, in all remaining cases,
Therefore,
. We want to know if there exists an integer A between 2 nÀ1 and 2 n À 1 such that
This would imply that
where X ¼ 2 nÀ1 x. Since X < 2 n , 2X will always be strictly less than 2 nþ2gÀ1 as soon as g ! 1.
Hence, it follows from Theorem 2 that ð2A þ 1Þ=X is a convergent of 2C. To find if such A and X do exist, we proceed very similarly to Method 2. A convergent ðp=qÞ of 2C (with gcdðp; qÞ ¼ 1) is a candidate if there exist X ¼ mq and 2A þ 1 ¼ mp such that
and if
where m Ã ¼ d2 nÀ1 =qe is the smallest possible value of m.
Ànþ2 . We want to know if there exists an integer A between 2 nÀ1 and 2 n À 1 such that
Since X < 2 n , 2X will always be strictly less than 2 nþ2g as soon as g ! 1. Hence, if g ! 1, then (19) implies
Hence, it follows from Theorem 2 that ð2A þ 1Þ=X is a convergent of C. Again, to find if such A and X do exist, we proceed very similarly to Method 2. A convergent ðp=qÞ of C (with gcdðp; qÞ ¼ 1) is a candidate if there exist X ¼ mq and 2A þ 1 ¼ mp such that
where m Ã ¼ dX cut =qe is the smallest possible value of m. Method 4 consists of checking whether Algorithm 2 works with the values of X obtained from the convergents of C and 2C. Method 4 is very similar to Method 2. Nevertheless, Method 4 is always able to conclude: Either it gives all counterexamples to Algorithm 2 or it proves that Algorithm 2 always works with the chosen values of C, n, and g.
A Maple program implementing this method is given in the appendix. Using this program, we are able to conclude that, in the case n ¼ 53 and g ¼ 11 (which corresponds to the very useful case of double precision as the "target" format and double-extended precision as the "internal" format), Algorithm 2 always returns a correctly rounded product when used with constants C equal to any power of 2 times , 1=, lnð2Þ, 1= lnð2Þ, lnð10Þ, 1= lnð10Þ, and cosð=8Þ. In practice, to find counterexamples for these values of n and g, one must build them, for instance, using the method given in Section 4.
CONCLUSION
The four methods we have proposed allow one to check whether correctly rounded multiplication by an "infinite precision" constant C is feasible at a low cost (one multiplication and one FMA). For instance, in double precision arithmetic, we can multiply by or lnð2Þ with correct rounding. When the multiplication algorithm does not work, Method 3 returns all counterexamples. Notice that, when the calculations are performed in an internal format with at least one more fraction bit than the target format, we have an even simpler method (Method 4) that also gives all counterexamples. Interestingly enough, although it is always possible to build ad hoc values of C for which Algorithm 1 fails, for "general" values of C, our experiments show that Algorithm 1 works for most values of n. . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
