Abstract-At present, most effective algorithms to find a Hamilton circle in an undirected graph are generally based on the Rotation-Extension method developed by Posa. However, due to the deficiencies of Posa's method, such algorithms are mostly useful for very dense graphs. This article introduces a method called "Enlarged Rotation-Extension" that modifies and extends Posa's method, overcoming its deficiencies. Based on this technique, our algorithm is polynomial and we give a proof for it. Keywords: Computational Complexity; Computer Algorithm; Hamilton Cycle; Hamilton Path; Polynomial Time
Ⅰ. Introduction
A Hamilton path is a path between two vertices of a graph that visits each vertex exactly once. A Hamilton path that is also a cycle is called a Hamilton cycle.
Finding Hamilton cycles (paths) in simple undirected graphs is a classical NP Complete problem, known to be difficult both theoretically and computationally, so we cannot expect to find polynomial time algorithms that always succeed, unless P NP  .
[1] [2] Over the past decades, the Hamilton cycle (path) problem has been extensively studied. One direction of these studies is to find a sufficient condition for a graph to be Hamiltonian (when there is at least one Hamilton Cycle in a graph, we say that this graph is Hamiltonian). Most of these conditions for a general graph depend on the number of edges of the graph. Using these techniques, a graph is usually provably Hamiltonian only if there are sufficiently many edges in the graph [3] [4] [5] . In other words, these techniques are not useful for sparse graphs. Another direction is to design a random algorithm which can succeed in finding Hamilton cycles or paths with high probability, or works well only for some classes of graphs. The problem for these random algorithms still is: all these methods work only for much denser graphs or some sparse but regular graphs [6] [7] [8] [9] [10] , not directly useful for general graphs, especially sparse graphs.
For finding Hamilton cycles (paths), the most well-known method is the rotation-extension technique, which is developed by Posa [8] . In fact, most of the current existing random algorithms are based on the rotation-extension technique. Due to the inherent limitation of this method, all these random algorithms can only work well for very dense graphs. So if we can overcome the rotation-extension technique's immanent deficiency, it is possible for us to get an efficient random algorithm or even a polynomial time algorithm for general graphs.
We developed a method which we call an "enlarged rotation-extension" technique. This technique can overcome Posa's deficiency. Our method contains all advantages of the rotation-extension technique but utterly enlarges its functions. Based on this method, we get a polynomial time algorithm for the Hamilton cycle problem and we give a detailed proof for the graphs with maximum vertex degree 3. x and look for further extensions. This is called a rotation, or a simple transform. We call the vertex xk the key vertex of the rotation. This is Posa's Rotation-Extension technique.
Ⅱ. The Rotation-Extension technique and its main deficiency
The main deficiency of this method is: the rotation or extension is performed at a fixed place, in order to always fulfill the condition for the rotation or extension, the graph must have dense edges. So this technique is not applicable for sparse graphs.
Ⅲ. Algorithm
Definitions: For an undirected graph G with n vertices, a broad cycle is defined as a cyclic sequence ) of non-adjacent vertices a break consecutive pair or a break. So the number of break consecutive pairs is between 0 and n for a broad cycle. Obviously, a break consecutive pair is constituted by two vertices (say vertices a and b, we call such a vertex a break side vertex). We use b a * to denote this break consecutive pair. If two consecutive vertices a and b are adjacent, we call them "connecting consecutive pair", we use ab to denote this connecting consecutive pair. We use b a... to denote that there are some other vertices between a and b. For an undirected graph with n vertices, the number of all possible different break consecutive pairs and connecting consecutive pairs is 2 ) 1 (  n n . A break consecutive pair or a connecting consecutive pair is also called a consecutive pair.
A segment: in a broad cycle, we call one or more consecutive vertices a segment (may contain one or more breaks). So, in a broad cycle, any vertices sequence between two non-consecutive vertices is a segment, and there are ) 1 (  n n different segments in a broad cycle for an n vertices graph. For convenience, we only consider the un-directed graphs which have maximum vertex degree 3, because this problem is also an NP complete problem [21] . For each segment, we can construct a broad cycle which contains this segment. We call this segment the broad cycle's "main segment". We also say that the broad cycle is this main segment's broad cycle. We call the consecutive pair (a, e) the segment's "core consecutive pair". It is also this segment's broad cycle's core consecutive pair. Call vertex a or e a core vertex of this broad cycle or of the main segment. Each core consecutive pair has up to 9 main segments. The 9 segments and their 9 broad cycles have the same one core consecutive pair. Also we call each of these 9 broad cycles the consecutive pair (a, e)'s one broad cycle. Because for an n vertices graph, there are 2 ) 1 (  n n different vertex pairs, we can construct up to (in fact less than) 2 ) 1 ( 9   n n broad cycles (some of them might be duplicates). Please note that the core consecutive pair (a, e) has to be a break, i.e., vertex a is not adjacent to vertex e, and we call this break the main segment's break or the main break. For a main segment ba*ef, we call ba or ef a break side vertex pair. A main segment is constituted by two break side vertex pairs. A main segment contains four vertices. A vertex pair has up to 9 different main segments and has up to 9 different broad cycles.
We call all edges incident upon a vertex this vertex's edges. So for a graph with maximum degree 3, a vertex has at most 3 edges, and in any broad cycle, a vertex's edges cannot be more than 2. Also we call an edge's two end vertices this edge's vertices.
For a broad cycle, cut a segment at a place and insert the segment between two consecutive vertices in some other place of the broad cycle. We call this operation a "cut and insert". The main operation in our algorithm is the "cut and insert", now we explain it. First we define the "basic cut and insert": let
(note: we use the ',' to separate two vertices, because they may be adjacent to each other or may not) denote a broad cycle, let
,..., , 1 be a segment of this broad cycle, and let j be an index such that j x and
are not in S. A broad cycle C is obtained by "cutting S and inserting it into j x and
This is a basic cut and insert. We can see that in the process of this basic cut and insert, we get three (or two in some special cases) newly produced consecutive pairs. Each of these three consecutive pairs has two sides. We call S the key segment of this cut and insert. If S's two end vertices are adjacent, we can do an extension on S and then insert it. So, a cut and insert has two cases: 1) only one basic cut and insert, 2) if S's two end vertices are adjacent, do an extension on S and then insert it. We take an example to explain. Let a broad cycle be: abcdefghijkl*mnopa (in the ends the two 'a' mean a cycle, in fact there is only one vertex a), we cut a segment ijkl, insert it between vertex d and e, we get this broad cycle: abcd*ijklefghmnopa, this is the case 1). The three new produced consecutive pairs are: d*i, le, hm. Then the case 2): suppose il is an edge, do an extension on the segment ijkl, and we get: ilkj, jilk, kjil, and then try to insert each of them in other places of the broad cycle separately. And so on. The key segment is important. We explain it. For the above broad cycle, kl*mn is the main segment. If mh is an edge, there are 2 key segments: ijkl, or hijkl. For the former one, we have to insert it into another place and if the two end vertices il are adjacent we can do an extension before to insert. For the later one, we only can do a rotation. For this rotation, we also can see the key segment still is ijkl, and we insert it between gh. So ih has to be an edge. Due to the maximum degree 3, a broad cycle has up to 8 key segments. There is another kind of key segments: if mp is an edge, no matter vertex a is adjacent to l or not, the mnop is a key segment. We first do an extension on it and then insert it into some place. Please note: at least one end vertex of the inserted segment has to be adjacent to one of the two vertices at the inserting place.
In a broad cycle, if a vertex's two consecutive vertices beside it both are not adjacent to it, we call it an isolated vertex. We prescribe that all the broad cycles do not contain isolated vertices. For the first broad cycle, we can easily get this and later each useful cut and insert cannot produce an isolated vertex.
Because of no isolated vertices in the broad cycle, at each break's two sides, there are two adjacent vertex pairs. We call these four vertices a break segment. For example ab*cd is a break segment and ab or cd is a (break) side vertex pair. Vertex c or d is a break side vertex.
In the algorithm, a main segment usually can occur one time, but some main segments can be repeated later.
If after a cut and insert we get a new broad cycle with one (or two) main segment which did not occur before or which can be repeated (we call such kind main segments useful main segments), we call this cut and insert a useful cut and insert.
We call all the current broad cycles "old broad cycles". If after a cut and insert on broad cycle A, we get a broad cycle B which contains a new main segment which did not appear before or which can be repeated, we call B this main segment's "new broad cycle", and call this cut and insert a useful cut and insert. Call this new broad cycle the useful cut and insert's new broad cycle and call its main segment the useful cut and insert's new main segment.
Please note that: each cut and insert must cut from the break of the main segment, i.e., the new broad cycle does not contain the break of the old main segment; at least one vertex of this break must become non-break vertex in the new broad cycle; the new main segment of a new broad cycle must be a new-produced break segment (i.e., the old broad cycle does not contain this segment and the break) unless there are no new breaks. If there are more than one new produced breaks, we choose one of them as the new main segment. If after a useful cut and insert we get a broad cycle which does not have new-produced breaks (new-produced main segment), we can choose one break segment in the new broad cycle as the main segment which contains one produced break or choose any one if without such a break. If after a cut and insert on a broad cycle, we get a broad cycle with two new produced breaks (i.e., it seems that we have two new main segments, we call one of them which contains one break side vertex pair of the old main segment a "quasi-main segment" and call the other one "additional main segment".). We call their breaks a quasi-main break or an additional main break. Both the quasi-main segment and the additional main segment must be useful main segment, i.e., they were not as main segments before or they are the main segments which can be repeated. Only after we finished the quasi-main segment and all later produced breaks, then we choose the additional main segment as the current new main segment. If an additional main segment was not as a new main segment, it can be repeated later.
If we can do a useful cut and insert on a main segment's broad cycle C to get a new broad cycle, we say that this broad cycle C has a useful cut and insert for this new broad cycle. Let this new broad cycle's main segment be P, we say that this broad cycle C has a useful cut and insert for this main segment P and we call C a useful broad cycle. A broad cycle may have more than one useful cut and insert as well as to get more than one new broad cycle, but each time we get one.
If one "cut and insert" breaks the "core consecutive pair" or the main segment, this does not matter, because we may get another main segment's new broad cycle.
Then, our algorithm includes some steps. We call each cut and insert a step and call each useful cut and insert "a useful step". Because we may need to try a lot of cut and inserts on many broad cycles, and try to get one useful cut and insert on one broad cycle, we call the process (all these cut and inserts) to try to get a useful cut and insert a big step (later we will prove that at each big step we always can get a useful cut and insert). At each useful step, we do a useful cut and insert on a main segment's (say main segment r) broad cycle to get a main segment's (say main segment g) new broad cycle and these two main segments are different. Do the process continually until we get a Hamilton cycle (or fail).
We can see that our technique contains all advantages of the rotation-extension technique and the rotation-extension is only one special case of ours. So, we call ours the "enlarged rotation-extension" technique. We will give the precise algorithm later. Now, we show different useful cut and inserts.
After a useful cut and insert on a broad cycle 1, we get a new broad cycle 2. We call an edge which is in broad cycle 2 but not in broad cycle 1 a "coming edge" of this useful cut and insert, and an edge which is in broad cycle 1 but not in broad cycle 2 a "gone edge" of this useful cut and insert. We call a consecutive vertex pair which is in broad cycle 2 but which is not consecutive in broad cycle 1 a "coming consecutive vertex pair" of this useful cut and insert, and a consecutive vertex pair which are in broad cycle 1 but are not consecutive in broad cycle 2 a "gone consecutive vertex pair" of this useful cut and insert. Also we have gone breaks and coming breaks (new breaks, new produced breaks). We call the main segment of broad cycle 1 a used main segment after this useful cut and insert.
We have the following kinds of useful cut and inserts: Kind 1: a rotation. The broad cycle: xabcdefg*hij…, fg*hi is its main segment, at least one of ag, bh is an edge. This time we can get a new broad cycle by a rotation on the segment bcdefg.
Kind 2: a cut and then insert. The broad cycle 1 L : abcdefg*hij…klnzopq…uv*w…, fg*hi is its main segment, ah, gz are edges, this time we can get a new broad cycle by cutting and inserting the segment bcdefg between nz. The new main segment is ln*bc (or cb*op). Please note the special case that nb is also an edge and the number of breaks minus one after this useful cut and insert. The other special case of this kind: one (or more) gone consecutive pair are not adjacent (i.e., a break), then after this useful cut and insert, the new broad cycle has less breaks.
Kind 3: a cut, an extension and then insert. The broad cycle: abcdefg*hij…xyz…, fg*hi is its main segment, bh and cg are edges, dx is also a edge, this time we can get a new broad cycle by cutting and inserting the key segment cdefg (do extension on it) between xy (that x is not adjacent to y does not matter) or other place. We call the segment fe*yz an additional main segment. Or both ey and bh are edges, there are no new breaks. Suppose the new broad cycle is abhij…xdcgfe*yz…, fe*yz is the additional main segment and it immediately is as the current new main segment. We call the edge de in the key segment the key gone edge 1 of this useful cut and insert and call the edge xy the key gone edge 2 of this useful cut and insert. If there are more than one possible key gone edge 1, we must try to choose the one closest to the main segment.
Kind 4: a cut, an extension and then insert with two new breaks. A broad cycle with k breaks: abcdefg*hij…xyz…, fg*hi is its main segment, cg is an edge, dx is also a edge. This time, we can get a new broad cycle by cutting and inserting the key segment cdefg (do extension on it) between xy (that x is not adjacent to y does not matter) or other place. We call vertex c, g the two end vertices of the key segment. We call ab*hi a quasi-main segment. Call fe*yz an additional main segment and we choose the quasi-main segment as the current new main segment of the new broad cycle. Both the quasi-main segment and the additional main segment must be useful main segments, i.e., they were not as main segments before or they are the main segments which can be repeated. We call the quasi-main segment the additional main segment's quasi-main segment and call the additional main segment the quasi-main segment's additional main segment. Only after we finished the quasi-main segment and all later produced breaks, then we choose the additional main segment as the current new main segment. If an additional main segment was not as a new main segment, it can be repeated later. An additional main segment in kind 3 is also as this. Please note the special case: there is no additional break, i.e., ey is a good edge. This does not affect our later proof. Please note: for the kind 4, usually we can get one quasi-main segment with many possible different additional main segments, but we only choose one of them (i.e. for each new quasi-main segment, we get a new broad cycle). Suppose the new broad cycle is ab*hij…xdcgfe*yz…, fe*yz is the additional main segment. ab*hi is the quasi-main segment and also it immediately is as the current new main segment. We call the edge de in the key segment the key gone edge 1 of this useful cut and insert and call the edge xy the key gone edge 2 of this useful cut and insert. For one quasi-main segment, if there are more than one possible key gone edge 1, we must try to choose the one closest to the main segment (if when choosing the closest one, the additional main segment is not a useful main segment, choose the second closest one, and so on). We must first try to insert the key segment (this time there are also a quasi-main segment and an additional main segment), then do extension on the key segment and then insert the results of the extension.
We will prove that: at each big step, if there is at least one Hamilton cycle in this graph and we have not got one yet, we always can have a useful cut and insert to get a main segment's new broad cycle, until we get a Hamilton cycle at last.
Our algorithm supposes that the graph contains at least one Hamilton cycle, if so, we can get one in polynomial time; if not, our algorithm fails in polynomial time, then we give the result "No".
For convenience, we only prove this algorithm for un-directed graphs with maximum degree 3, because this is also an NP complete problem [21] . In the later proof process, for convenience of proof, because we suppose the graph has at least one Hamilton cycle, we choose one Hamilton cycle as the "main goal Hamilton cycle".
Please note: we use the concept "main goal Hamilton cycle" in order to explain the proof well. We can choose any one Hamilton cycle of this graph as the main goal Hamilton cycle. We will explain this clearly later. As this concept is only for the proof, in real computation, we do not know which one is the main goal Hamilton cycle.
We call an edge which is contained in the main goal Hamilton cycle a good edge, otherwise, a bad edge.
Suppose that aijkfebcdghla is the main goal Hamilton cycle and the (k, l)'s one broad cycle be abcdefghijk*la. We call the segment bcd a good part in this broad cycle, they are connected (do not contain breaks) and all their edges are good edges (at its two end sides, de and ba are not good edges). Also al, gh, ijk, fe are good parts. We call each good part's two end vertices (for example vertices b, d) side vertices, and call other vertices inner vertices in this part. We also call vertices k, l break side vertices as stated before.
When we do a useful cut and insert on broad cycle 1 C to get a new broad cycle 2 C , if we prescribe that after this cut and insert, all the inner vertices in 1 C are still inner vertices in 2 C ( all good edges in 1 C are all still in 2 C ); at least one coming edge in 2 C is a good edge, and at least one such new good edge is incident upon one vertex of 1 C 's core consecutive pair. We call such a useful cut and insert a good useful cut and insert. If 2 C 's main segment is not new, i.e., it was as main segment before and cannot be repeated, we call this cut and insert a good cut and insert. We call other (useful) cut and inserts bad (useful) cut and inserts. We always keep the main goal Hamilton cycle. Good edges, bad edges and a good cut and insert depend on the main goal Hamilton cycle.
Note: when we compute on a graph, we do not know which one is a good cut and insert, because we do not know the main goal Hamilton cycle and the good edges. This concept is only for our proof.
In a broad cycle, if vertex a, b are consecutive, ab is a good edge, and vertex a is a side vertex, we call ab a side vertex pair and call vertex a the key side vertex of this side vertex pair. Each side vertex pair has one key side vertex. If vertex b is also a side vertex, then ba is another side vertex pair in which b is the key side vertex.
If we do a good cut and insert on broad cycle 1 to get a broad cycle 2, we say that the broad cycle 1 is the broad cycle 2's father or ancestor, and the broad cycle 2 is the broad cycle 1's son or descendant.
If we do good cut and inserts step by step on broad cycle L1 of main segment m1 to get a Hamilton cycle, we call it L1's (or m1's) final goal Hamilton cycle.
For a broad cycle, if we can do one or more good useful cut and inserts step by step on it to get a Hamilton cycle, we call it a good useful broad cycle.
If we change a broad cycle's some vertices' positions and keep the main segment unchanged, other breaks can be kept or disappear, keep each additional main segments unchanged or it disappears, we say that we re-permute this broad cycle.
How to know a broad cycle is a good useful broad cycle and the good cut and insert? They depend on the main goal Hamilton cycle, because whether an edge is a good edge or a bad edge depends the main goal Hamilton cycle. But a broad cycle's final goal Hamilton cycle may be different from the main goal Hamilton cycle and two broad cycles' final goal Hamilton cycles also may be different. These do not have contradiction. We have two different cases:
Different case 1: in this case, only the inner vertices in one broad cycle change their positions in another broad cycle and also this utterly does not affect the good cut and inserts. We take an example to explain: suppose the main goal Hamilton is: abjihgfedclmnopa. A broad cycle is: abcdefghij*lmnopa, ij*lm is its main segment. We do a rotation on it to get a Hamilton cycle: abjihgfedclmnopa, it is the broad cycle's goal Hamilton at this permutation. But we can re-permute the broad cycle as: abcdhij*lmnefgopa, we do a good cut and insert ( the same one as on the former broad cycle) on it to get another Hamilton cycle: ajihdclmnefgopa.
Different case 2: suppose that the broad cycle ajihefgdcbnopklmqa is the main goal Hamilton cycle, abcdefghijklmnop*qa is a broad cycle of the main segment op*qa. After a good cut and insert we get: abcdefghij*nopklmqa. Then we do another good cut and insert (a rotation) on it to get ajihgfedcbnpopklmqa. This is the broad cycle's final goal Hamilton cycle. Please note that the main goal Hamilton cycle is different from the broad cycle's final goal Hamilton cycle, but we define the good edge, bad edge and good cut and insert still according to the main goal Hamilton cycle.
Please note: in real computation, because we do not know the main goal Hamilton cycle, we may get a Hamilton cycle by a non-good useful cut and insert. This Hamilton cycle may be different from the main goal Hamilton cycle, also different from the goal Hamilton cycles in the above two different cases.
The concept of main goal Hamilton cycle is important. Now we explain it carefully. 1) At first, we can choose any one Hamilton cycle of this graph as the main goal Hamilton cycle. Later, when we decide good edges, good cut and inserts, or good useful broad cycles, we always keep the same main goal Hamilton cycle. 2) After we have got one or more good useful broad cycles, each good useful broad cycle has its final goal Hamilton cycle. Different good useful broad cycles may have different final goal Hamilton cycles. One main segment's good useful broad cycles with different permutations may have different final goal Hamilton cycles. Also a good useful broad cycle's final goal Hamilton cycle may be different from the main goal Hamilton cycle. For these, there are two different cases as stated above. But for a broad cycle, we define the good edges, bad edges and good cut and insert always according to the main goal Hamilton cycle. All these we can see in the process of our proof.
If we can do useful cut and inserts on L1 of main segment m1 step by step (i.e. to do one useful cut and insert on L1 of main segment m1 to get a broad cycle L2 of new main segment m2, then do one useful cut and insert on L2 of main segment m2 to get L3 of main segment m3, …, if there is no new main segment, we choose a new produced break segment as the current main segment to continue), at last if we can get such a broad cycle Lk in which the break in m1 and all the new produced breaks (after L1) disappear. We call Lk the main segment m1's final goal broad cycle. We call the breaks in L1 but not in Lk (except the break in m1) in-scope breaks of m1, otherwise out-scope breaks of m1.
From a main segment m1, if we only do useful cut and inserts of kind 1, 2 on it step by step, until we get a broad cycle on which we do a useful cut and insert to get a new broad cycle with no new produced breaks or on which we do a useful cut and insert of kind 3 to get a new broad cycle, we call this new broad cycle the main segment m1's first goal broad cycle.
If we can do a good cut and insert on a broad cycle to get a new broad cycle with only one (or zero) new break (please note that every cut and insert only produces at most two new breaks), we call it a easy broad cycle, otherwise a hard broad cycle. Usually most broad cycles are easy broad cycles. Only at special case, a broad cycle is a hard broad cycle. We take an example to explain the special case of a hard broad cycle: a hard broad cycle L1 is: abcdefghijklmnop*qrstuvwxa, other edges: ah, bw, cf, du, el, gq, ip, jn, mt, os, pk, qx, rv. Please note that ip, qx, are good edges but ij, xw are also good edges. The main goal Hamilton cycle is: abcduvwxqrstmnopijklefgha. So we cannot do a good cut and insert on it to get a broad cycle with only one new break. We can cut the segment ijklmnop, do an extension on it and then insert it between de, then we get a broad cycle L2: abcd*mnopijklefgh*qrstuvwxa with two new breaks (and thus seems two new main segments). We call the segment gh*qr a quasi-main segment, call cd*mn an additional main segment and we choose the quasi-main segment as the new main segment. Each broad cycle can have only one main segment. Now, we describe the algorithm concisely as following:
For an n vertices graph, firstly, we can easily construct a broad cycle L1 with r (r>0, if it is 0, this is enough) breaks. We only guarantee that there are no isolated vertices in L1. This requirement is easy to get for a graph with minimum degree 2. Later we must always keep the property of no isolated vertices in any new-produced broad cycles. For each break, we have a possible main segment. We call each one a seeded break segment (of four vertices) and call its break a seeded break. Later, we do useful cut and inserts on it to get new broad cycles with new main segments (useful main segments) and do useful cut and inserts on new broad cycles to get more new broad cycles with new main segments (step by step). We call these new main segments (including quasi-main segments and additional main segments if they will be as main segments later) "produced main segments" and call these new breaks "produced breaks". We first choose any one of the seeded main segments in L1 as the current new main segment (say m1). From m1 to its final goal broad cycle, any useful cut and insert must get a new broad cycle with a new main segment which is a useful main segment. After m1 gets to its final goal broad cycle, we choose another seeded break segment in this broad cycle as the new main segment then from a new start, i.e., set all main segments as unused, delete all other broad cycles from the tree, and then do the algorithm again from a root.
After a useful cut and insert on m1 we get a new broad cycle with a new main segment (or if there are no new breaks, we try to choose one break segment in this new broad cycle as the new main segment). Then we do useful cut and inserts on the current new main segment step by step according to depth-first (i.e., each step, we have a new main segment (a useful main segment) as the current main segment and when cut a segment we always cut from the break of the current main segment). Because usually there are more than one possible useful cut and inserts on the current main segment of the current broad cycle, we use the depth-first rule. In this depth-first way, we can get a broad cycle tree. We choose each step's new broad cycle and its new main segment as the current broad cycle and the current main segment. If we get a new broad cycle on which we cannot do a useful cut and insert to get a new broad cycle, it is a leaf and we delete it and return to its father and then try to do another useful cut and insert on the father. If we get a new broad cycle with a new break segment, we choose it as the new main segment and take the new broad cycle as the current broad cycle. If we get a new broad cycle with a quasi-main segment and an additional main segment, we choose the quasi-main segment as the new main segment. Both the quasi-main segment and the additional main segment must be useful main segments. If we get a new broad cycle with no new breaks, we can choose another break segment in this new broad cycle as the main segment and then continue. We first try to choose an additional main segment as the current main segment. We have to choose the latest (the newest produced) additional main segment as the current main segment. The additional main segment can be as a current main segment only when the quasi-main segment has got its final goal broad cycle. If the quasi-main segment cannot get its final goal broad cycle, delete this broad cycle and return 0 to the father. If there are no additional main segments, i.e., no produced breaks, we choose a seeded break segment as the main segment and set all main segments as unused. Delete all other broad cycles and only keep the current broad cycle. Then do the above process from a new start again (i.e. produce a new tree). Until all the seeded breaks and produced breaks disappear and thus we get a Hamilton cycle. Or, until at any time we cannot continue to get a new broad cycle by a useful cut and insert (this means no Hamilton cycle in the graph). Because we will prove that if there is at least one Hamilton cycle in the graph, then we can successfully finish the algorithm and get one Hamilton cycle. Thus, if the algorithm fails at any step, it means there are no Hamilton cycles in the graph.
In the depth-first search tree, the first broad cycle with a seeded break segment as the first main segment is the root of the tree. The tree has two kinds of leafs: 1) if a broad cycle does not have any useful cut and inserts to get new broad cycles, it is a leaf. 2) when a Hamilton cycle is got, it is a leaf.
When we try to do a useful cut and insert on the current broad cycle, we may have more than one possible useful cut and inserts. Because we do the depth-first search, each time we choose one. The rules are as following:
Rule 1: From the first seeded main segment to its final goal broad cycle, all main segments must be useful main segment. But if an additional main segment is not as a new main segment, it can be used as a useful main segment later.
Rule 2: In any broad cycle, there are no isolated vertices. And, each cut and insert cannot change any additional main segment, unless the additional break disappears.
Rule 3 (main segments repeating rule): For a main segment, if we can do good useful cut and inserts on it step by step to get its final goal broad cycle (we can, i.e., it is possible), we call it a good main segment. Otherwise a bad main segment.
In the calculation, if we already get a main segment's final goal broad cycle, no matter in what path, we call it a good done main segment. If we cannot get a main segment's final goal broad cycle in all possible paths, we call it a bad done main segment.
For a main segment m1, if we have got its final goal broad cycle and there are no other additional main segments in this broad cycle, this means that the algorithm finishes (successes). If there are other additional main segments, we choose the latest additional main segment as the current new main segment to calculate again, until the algorithm successes or until we meet such an additional main segment m, which cannot get to its final goal broad cycle. In the process from the start of m1 to the last descendant broad cycle of m which does not have a useful cut and insert, we call m the nearest bad additional main segment of m1. We call the process from any main segment to its nearest bad additional main segment an independent path. 1) A bad done main segment cannot be repeated later in the algorithm (the algorithm is from the first one seed main segment to its final goal broad cycle).
2) Except additional main segments, any good done main segments in a quasi-main segment's descendants can be repeated in this quasi-main segment's additional main segment's descendants and can be repeated later after this additional main segment.
3) If an additional main segment is not as a new main segment, it can be as a useful main segment later after its quasi-main segment is done. In an independent path, any additional main segments which have been as new main segments cannot be repeated. But an additional main segment which is a good done main segment can be repeated later after its nearest bad additional main segment is done. 4) Let abcde...fg be the key segment of a useful cut and insert of kind 4, we cut it and do an extension on it to get de...fgabc, then we insert it at some place. Later we cannot do an extension on the segment de...fgabc to get the segment abcde...fg back and then insert it.
Because a bad done main segment cannot be repeated and it cannot occur later, the possible repeating times of additional main segments are no more than the number of possible bad done main segments. All other main segments' repeating times are no more than the number of additional main segments. They are in polynomial. In fact, we have programmed this algorithm. In a lot of runs of this program, the number of repeating is very limited and it does not affect the time complexity.
Rule 4: After rule 3, try to choose such a useful cut and insert which has no new breaks (without coming breaks).
Rule 5: After rule 4, first try to do a useful cut and insert of kind 1, 2, secondly kind 3, then thirdly kind 4. Please note that usually there are a lot of possible useful cut and inserts of kind 4, because there are many possible gone edges, but for each quasi-main segment, we do only one useful cut and insert of kind 4. If this one fails, i.e., we cannot get the additional main segment's final goal broad cycle, we have to try to get another quasi-main segment when return to this point.
Rule 6: If a main segment gets to its final goal broad cycle, we say that this main segment successes, then we stop all its sub-tree. If a main segment cannot get to its final goal broad cycle after completes all its sub-tree, we say that this main segment fails. For a broad cycle b1 with a main segment m1, if its final goal broad cycle is got, then return 1 to its father and this final goal broad cycle is as the current broad cycle (if we get the new broad cycle b1 without new breaks, directly return 1 to the father and take b1 as the current broad cycle). But if m1 is a quasi-main segment, after we get its final goal broad cycle, then we take this final goal broad cycle as the current broad cycle and take its additional main segment as the new main segment. And then we have to get the additional main segment's final goal broad cycle and then return 1 to the father and take the additional main segment's final goal broad cycle as the current broad cycle. If any one of them cannot get to its final goal broad cycle, return 0 to the father, then continue to do the father's other possible useful cut and inserts. If it returns 1 to its father, if the father's main segment is not a quasi-main segment, then return 1 to the father's father, and keep the current broad cycle. If the father's main segment is a quasi-main segment, then we have to get to its additional main segment's final goal broad cycle (if this additional break disappeared as a in-scope break, directly return 1 to the father's father), then return 1 to the father's father and take the later additional main segment's final goal broad cycle as the current broad cycle. If failed to get the final goal broad cycle, return 0 to the father's father. Please note: let a father broad cycle be b1 with a main segment m1, after a useful cut and insert we get its one son b2 with a main segment m2, if we get the son's final goal broad cycle b3, then return 1 to the son's father and b3 is as the current broad cycle (if m1 is not a quasi-main segment, return 1 to b1's father and b3 is still the current broad cycle; if m1 is a quasi-main segment with the additional main segment a1, we take a1 in b3 as the current new main segment and b3 is the current broad cycle); if we cannot get the son's final goal broad cycle (fails), return 0 to the father and take the father's broad cycle b1 as the current broad cycle and then try other possible useful cut and inserts on m1.
We take an example to explain. B11 as the new broad cycle, and xn*qr as the current main segment, and if it gets to its final goal broad cycle, this final goal broad cycle is as the current broad cycle and then it return 1 to B1. If the main segment of B1 is not a quasi-main segment, i.e., it does not have an additional main segment, B1 also return 1 to its father and keep the same current broad cycle. If the main segment of B1 is a quasi-main segment, i.e., it has an additional main segment, only after its additional main segment also gets to the final goal broad cycle of the additional main segment, return 1 to B1's father and take the final goal broad cycle of the additional main segment as the current broad cycle. Otherwise, return 0 to B1's father.
If we cannot get B11's final goal broad cycle, return 0 to B1, and then we try B12, or B13, or B14...... If any one of them cannot gets to its final goal broad cycle, we try possible useful cut and inserts of kind 3 on B1. But there is no kind 3 in this broad cycle. Then we try possible useful cut and inserts of kind 4 on B1.
Suppose that we have to do kind 4. We choose mnxyop as the key segment. We first try to choose po or yo as the key gone edge 1, because it is closest to the main segment. Then, after the quasi-main segment gets to its final goal broad cycle, and then the additional main segment also get to its final goal broad cycle, return 1 to B1. Otherwise, continue to try other possible useful cut and inserts of kind 4. If all cannot get to their final goal broad cycles, B1 is a bad done broad cycle and its main segment is a bad done main segment. Then B1 return 0 to B1's father.
Please note that in this algorithm, for a main segment, we construct a broad cycle which contains this main segment. Except the four vertices of the main segment, the positions of other n-4 vertices are arbitrary. We do not need to generate all the permutations of the n vertices, but only need to prove that at each big step we can have a useful cut and insert which can get a new broad cycle until a Hamilton cycle is got. So, at first, a broad cycle may contain many breaks. We only make these breaks become less and less by useful cut and inserts on the broad cycles of the broad cycle set (updated continually).
Time Complexity: at each big step, for one broad cycle, when we cut a segment, try to insert it between two consecutive vertices at any place of the rest part of this broad cycle, there are O(n) different points to be inserted. 
IV. Proof
Next we will prove the above algorithm FindHCycle. Please note that the jobs in the following lemmas are only for the proof, in practical computation for a big graph, we do not need to do these jobs.
We will prove that if there is at least one Hamilton cycle in the graph, we always have a useful cut and insert to get a new broad cycle until we get a Hamilton cycle. So if we cannot get a useful cut and insert when we does not get a Hamilton cycle in polynomial time, this means there is no Hamilton cycle in the graph.
Please note that for a one break broad cycle, if the maximum vertex degree is 3, the opportunity to re-permute a broad cycle is very limited. This is the foundation logic of the proof.
Next, all our proof is on how to get a Hamilton cycle from a one break broad cycle (i.e., the first broad cycle has only one break). At last we show that for a broad cycle with more than one break, we only need to do the algorithm repeatedly. On the supposition that the graph contains at least one Hamilton cycle.
Apparently, at first, the first seeded main segment is a good main segment. For a good main segment, if we always do good useful cut and inserts step by step on it, we can get to its final goal broad cycle. In this process, all the new main segments are the good main segment's good descendants. Also it is their good ancestor. These good descendants are also good main segments. We call such a path a good path. Otherwise, a bad path. Now we only concern good main segments and their good descendants.
Firstly, we have the following lemmas: Lemma 1: if there are no gone breaks (except the main break), after a good useful cut and insert of kind 1, or kind 2 (i.e., any of them) on each of two broad cycles with different good main segments, the two new main segments must be different. It also holds for two quasi-main segments of good useful cut and inserts of kind 4 or one quasi-main segment of a good useful cut and inserts of kind 4 and a new main segment of a good useful cut and insert of kind 1, or kind 2.
Proof: Considering the maximum degree 3, we can easily get lemma 1. Lemma 2: two different additional main segments have four different (distinct) side vertex pairs (for two different useful cut and inserts of kind 4).
Proof: if there are no gone breaks, i.e., the key gone edge 1 and key gone edge 2 are real edges (not breaks), considering the maximum degree 3, apparently the lemma holds. If there are gone breaks, because for both seeded breaks and former additional main breaks, any two breaks have four distinct side vertex pairs, then after a useful cut and insert of kind 4, the new additional break's two side vertex pairs are also different from others. This is also true for seeded break segments.
Lemma 3: if there are some gone breaks (except the main break), after a good useful cut and insert of kind 1, or kind 2 (i.e., any of them) on each of two broad cycles with different good main segments, the two new main segments must be different. It also holds for two quasi-main segments of good useful cut and inserts of kind 4 or one quasi-main segment of a good useful cut and inserts of kind 4 and a new main segment of a good useful cut and insert of kind 1, or kind 2.
Proof: by lemma 1, and by lemma 2 that two different break segments have four different (distinct) side vertex pairs, and by the rule 3-4), the key segment of kind 4 cannot repeat in the same independent path, we can get the lemma 3. Please note that these lemmas are meaningful only in a single path of the algorithm tree.
Lemma 4: a new main segment of kind 1, 2, or a quasi-main segment of kind 4 cannot be the same as any additional main segment.
Proof: we take an example to explain. A broad cycle is: abcd*efghijklmnopqrst… we do a good cut and insert of kind 4 on it to get: abcd*mnopijklefgh*qrst… Please note that if we want to get a new main segment of gh*qr by one or more good cut and inserts of kind 1, or kind 2, gh and qr must be side vertex pairs, i.e., at first the broad cycle must contain the segments ghij and opqr, but if a broad cycle contains these two segments, we cannot get the new main segment gh*qr by one or more good cut and inserts of kind 1, or kind 2. Due to lemma 2 and that two break segments which contain the same side vertex pairs cannot appear at the same time, breaks do not affect lemma 3 and lemma 4. one more other key segment, it must contain two more distinct bad edges. So when choosing the key gone edge 1 from the main segment side (first try the one closer to the main segment), we always can get a different key gone edge 1, i.e., we always can get a different additional main segment.
For the broad cycle abcdefghijklmnop*qrstuvwxyz, after a good useful cut and insert of kind 4, we get: abcdefgh*qrst*mnopijkluvwxyz, if lm, tu are bad edges and lu is a good edge, we call st*mn a correct additional main segment. Other wise, it is a wrong additional main segment. There are two kinds of wrong additional main segments: kind 1: hi is a bad edge and pi is a good edge, this means that we can get a correct additional main segment by the same key segment; kind 2: otherwise.
Lemma 6: A good main segment has a good useful cut and insert of kind 4 after which we can get a quasi-main segment q1 and an an additional main segment a1. Both q1 and a1 are good main segments. Now we do a useful cut and insert of kind 4 on it to get an additional main segment a2 and a quasi-main segment q2. If q2 is the same as q1, but a2 is different from a1, then, both q2 and a2 are also good main segments.
Proof: Because a2 is from a new start, it is different from any former main segments. So for a correct additional main segment, the lemma holds. For a wrong additional main segment of kind 1, if it failed to get to its final goal broad cycle, considering the maximum degree 3 and the repeating rule, we can reinsert it at another place to get a correct additional main segment.
Useful cut and inserts in a quasi-main segment and its descendants may change the good descendants of its additional main segment. But if there are no main segments in quasi-main segment's descendants which are good descendants of its additional main segment, this changing does not matter. If there are main segments (not additional main segments) in quasi-main segment's descendants which are good descendants of its additional main segment, by the main segment repeating rule,they can repeat when we do useful cut and inserts on the additional main segment later, so it still does not matter. If they are additional main segments, they cannot repeat, but because of the rule 3-4), the key segments cannot recover back, so they cannot affect that we do good useful cut and inserts on the additional main segment later.
Please note the rule 3-4). If both a1 and q1 are good main segments, then that the key segment cannot return back does not have problem. If q1 is a good main segment and a1 is a wrong additional main segment, we can redo the extension then get the correct additional main segment. So it does not need to return back. If the useful cut and insert of kind 4 is a bad useful cut and insert, then if q1 does not get to its final goal broad cycle, return 0 to the father. This does not matter, because it is a bad useful cut and inset. If q1 gets to its final goal broad cycle, but a1 cannot get to its final goal broad cycle due to the rule 3-4), return 0 to the father. Even if there are some good main segments in the descendants of a1, this still does not matter, because they can be repeated later (this is an exception). But a1 cannot repeat, so this repeating times are in polynomial.
Lemma 7: any correct additional main segment a1 (after it is as new main segment) does not have such a good descendant on which we can get the same additional main segment as a1 by a good useful cut and insert of kind 4.
Proof: by the lemma 5, only when the same key segment of the useful cut and insert of kind 4 is used repeatedly, it is possible that the additional main segments repeat. For a key segment (for example abcdef) of kind 4, before we do extension on it (for example to get a segment defabc after an extension), we always first try to insert the segment abcdef without extension, so after we do extension on it and then insert the segment defabc, later, we cannot do extension on defabc to get the segment abcdef back again and insert it. So the repeating cannot happen.
Lemma 8: A good main segment's any good ancestor cannot become its one good descendant, no matter how to re-permute the broad cycle.
Proof: Combine to consider the former lemmas from lemma 1 to 7, we can immediately get this lemma.
Lemma 9: any good main segment's bad paths do not affect the correctness of the algorithm. Proof: We only concern good main segments and their good descendants. If in bad paths, we did not get such main segments which the good path contains, we always have the opportunity to do the good path to get the final goal broad cycle. If in a bad path we get a good descendant of the good main segment, then by lemma 8, we can get the final goal broad cycle by good useful cut and inserts on it, or we meet the nearest bad additional main segment. By the repeating rule, later we still can do good useful cut and inserts, until we get the final goal broad cycle. Also see lemma 6, other possible problems still do not matter.
Lemma 10: the first seeded main segment can get to its final goal broad cycle. Proof: Apparently, at first, the first main segment is a good main segment. Please note that any main segments, if they are the results of bad useful cut and inserts, may be bad main segments. For a good main segment, if we always do good useful cut and inserts step by step on it, surely we can get to its final goal broad cycle. In this process, all the new main segments are the good main segment's good descendants. These good descendants are also good main segments. But we may do useful cut and inserts in bad paths. By lemma 9, this does not affect the correctness. So the lemma holds.
The above is the algorithm and proof for a one break broad cycle. If at first we get a broad cycle with r (r>1) breaks (without isolated vertices), we call each break a seeded break, each break segment a seeded segment. Firstly we choose any one seeded break segment as the main segment and do the algorithm until we get its final goal broad cycle. In the meantime, if one other seeded break disappears, because each seeded break's two side vertex pairs are unused and by the proof of the above lemmas, it does not affect the lemmas, so it does not affect the algorithm. For the seeded break segments which still exist, we choose one as the new main segment then from a new start, i.e., set all main segments as unused, delete all other broad cycles from the tree, and then do the algorithm again from a root.
So, we can get that if a graph contains at least one Hamilton cycle, the algorithm can get one. So, we have proved that for any graph whose maximum vertex degree is three, if it contains at least one Hamilton cycle, we always can get a Hamilton cycle in polynomial time. And on the other hand, if the algorithm failed to get a Hamilton cycle in polynomial time, it means that there is no Hamilton cycle in the graph. We have the next theorem: Theorem 1: the above algorithm FindHCycle can solve the Hamilton cycle problem in polynomial time for any undirected graphs with maximum vertex degree of 3. As this is an NPC, we conclude that: P NP  .
V. Experiment Data
The above is only for the proof. This algorithm works very well for all kinds of undirected graphs. A program on this algorithm has been tested over a hundred million times for graphs whose vertex number is from 100 to 10000, also, these are sparse graphs, randomly produced, no failures. More precisely, a random graph G = (V, E) in this problem is defined by n vertices and the following set of edges: (i) The n edges forming a specific Hamilton cycle. We randomly produce these n edges in the way like to shuffle a pack of n cards. (ii) The edges obtained by choosing each pair of distinct vertices {i, j}  V to be an edge with probability p, independently for all pairs. We control the graphs by changing the p and different pairs may be with different p.
The data is shown as Also, we get the test data from the famous web site, the famous standard test bed on http://comopt.ifi.uni-heidelberg.de/software/TSPLIB95/. On this web, there are 9 files for Hamilton cycles. The program of our algorithm can calculate all the 9 files, very easy, very fast. The calculating time for each is just like the time in the above table 1. For each file, we can quickly get a Hamilton cycle which is different from the web owner's, because each graph has more than one Hamilton cycle.
VI. Remarks
The P versus NP is a great problem. This paper is a hard job and now we give some remarks on it. For one main segment, we construct a broad cycle which contains this main segment. Except the four vertices of the main segment, the positions of other n-4 vertices are arbitrary. We do not need to get all the permutations of the n vertices, but only need to prove that at each big step we can get a useful cut and insert to get a new broad cycle with a new main segment until a Hamilton cycle is got. So, at first, each broad cycle may contain many breaks. We only let these breaks become less and less by useful cut and inserts on the broad cycles of the broad cycle tree (updated continually).
How to understand this proof? Thoroughly understand the useful cut and inserts of kind 1 to kind 4. Understand their properties and that why they are enough for the algorithm.
Please note that for a one break broad cycle, if the maximum vertex degree is 3 and considering the main segment, the opportunity to re-permute a broad cycle is limited (when keep the main segment and other produced break segments unchanged). This is the foundation logic of the lemmas in this paper.
The key is to understand that the main segments do not repeat as stated above. It is everything and all of the proof.
The logic is very easy. If we always can do good useful cut and inserts, surely we can get a correct result. Because in real calculation we do not know good edges or bad edges, we cannot do so. But because we do the depth-first search, if we have a father, we always can get the son, no matter at what place of the broad cycle tree, though may with different permutation. So we have to prove that a descendant main segment does not repeat an ancestor of it and there are no dead locks for good main segments and good useful cut and inserts (please note: we only concern good main segments and their good descendants), and then we prove that bad paths do not destroy the correctness.
The key steps to understand this proof are: 1, to understand the good main segments, good useful cut and inserts, good paths, good ancestors and good descendants. 2, to understand that a good main segment's any one good ancestor cannot become its one good descendant, no matter how to re-permute the broad cycle. 3, to understand the repeating rule of main segments and that bad paths cannot destroy the correctness of the algorithm.
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