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a b s t r a c t
In this note, we present two sufficient conditions for determining the signs of three-term
recurrence sequences. In order to determine the signs of some sequences, by our method,
it suffices to compute a constant number of terms at the beginning. For example, in order
to prove the positivity of the central Delannoy numberD(n), by ourmethod, it just needs to
know the recurrence relation of D(n) and the values of D(k) for 0 ≤ k ≤ 2. As applications,
we determine the signs of some famous sequences.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
The aim of this note is to present two sufficient conditions for determining the signs of three-term recurrence sequences.
There has been an amount of research devoted to the positivity of recurrence sequences in recent years; see [2,5,6,8,10,
11,14,15]. Recently, Liu [12] gave sufficient conditions for the positivity of recurrence sequences defined by
(α1n+ α0)U(n) = (β1n+ β0)U(n− 1)+ (γ1n+ γ0)U(n− 2). (1.1)
Motivated by Liu’s paper [12], in this note, we study the signs of some sequences with nonlinear relations and present
two sufficient conditions for determining the signs of three-term recurrence sequences S(n) and T (n) defined by (1.3) and
(1.6), respectively. Using our method, we can determine the signs of some sequences by computing a constant number of
terms at the beginning. For example, in order to prove the positivity of F(n) defined by (4.7), we just need to compute the
values of F(k) for 0 ≤ k ≤ 96. To my knowledge, this sequence does not appear in any literature and the positivity of the
sequence cannot be determined by Liu’s method [12].
In order to state our main results, we first introduce some notations.
Given a polynomial g(n) defined by
g(n) =
k−
i=0
eini,
where ei is a constant for 0 ≤ i ≤ k and ek ≠ 0. Define an operatorL on g(n) by
L(g(n)) =
k−1
i=0, ei<0
|ei|. (1.2)
For example,
L(−n4 − 2n3 − 6n2 + 4) = 8.
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Throughout this note, we always let
S(n) =
k∑
i=0
aini
k∑
i=0
bini
S(n− 1)−
k∑
i=0
cini
k∑
i=0
dini
S(n− 2), (1.3)
f (n) =

k−
i=0
ai(n+ 1)i

k−
i=0
di(n+ 1)i

− 2bk
ak

k−
i=0
bi(n+ 1)i

k−
i=0
ci(n+ 1)i

− ak
2bk

k−
i=0
bi(n+ 1)i

k−
i=0
di(n+ 1)i

(1.4)
and
r0 = max

 L(f (n))
akdk
2 −
2b2k ck
ak
 ,

L

k∑
i=0
cini

ck

+ 1, (1.5)
where ak, bk, ck, dk, a2kdk − 4b2kck are all positive and the sums
∑k
i=0 bini,
∑k
i=0 dini are positive for n ≥ r0. We also assume
that
T (n) = −
k∑
i=0
Aini
k∑
i=0
Bini
T (n− 1)+
k∑
i=0
Cini
k∑
i=0
Dini
T (n− 2), (1.6)
h(n) = Ak
2Bk

k−
i=0
Cini

k−
i=0
Di(n+ 1)i

k−
i=0
Bini

k−
i=0
Bi(n+ 1)i

− Ak
2Bk

k−
i=0
Aini

k−
i=0
Ai(n+ 1)i

k−
i=0
Dini

k−
i=0
Di(n+ 1)i

− Ak
2Bk

k−
i=0
Bini

k−
i=0
Bi(n+ 1)i

k−
i=0
Dini

k−
i=0
Ci(n+ 1)i

−

k−
i=0
Ai(n+ 1)i

k−
i=0
Bini

k−
i=0
Cini

k−
i=0
Di(n+ 1)i

+ A
2
k
4B2k

k−
i=0
Aini

k−
i=0
Bi(n+ 1)i

k−
i=0
Dini

k−
i=0
Di(n+ 1)i

(1.7)
and
v0 = max

 L(−h(n))
AkBkCkDk + A
3
kD
2
k
4Bk
 ,

L

k∑
i=0
Aini

Ak
 ,

L

k∑
i=0
Cini

Ck

+ 1, (1.8)
where the coefficients Ak, Bk, Ck,Dk are all positive and the sums
∑k
i=0 Bini,
∑k
i=0 Dini are positive for n ≥ v0.
Our main results can be stated as follows.
Theorem 1.1. Let S(n) be defined by (1.3). If there exists an integer u0 satisfying the following three conditions: (1) u0 ≥
r0; (2) S(i) > 0 for 0 ≤ i ≤ u0; (3) S(u0)S(u0−1) >
ak
2bk
, then {S(n)}∞n=0 is a positive sequence.
Theorem 1.2. Let T (n) be defined by (1.6). If there exists an integer u0 such that u0 ≥ v0, T (u0−1)T (u0−2) < −
Ak
2Bk
and T (u0)T (u0−1) < −
Ak
2Bk
,
then the signs of S(n) have period 2, that is, for any integer k ≥ 0,
T (u0)T (u0 + 2k) > 0 and T (u0)T (u0 + 2k+ 1) < 0.
Nowwe present a heuristic procedure to find the desired u0, as will be seen, this procedure is not guaranteed to find the
desired u0, but it is practically valid for many cases. Let u0 = r0 (respectively v0), if u0 satisfies all conditions in Theorem 1.1
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(respectively Theorem 1.2), then u0 = r0 (respectively v0) is the desired choice. Otherwise, let u0 = r0 + 1 (respectively
v0+1) and verify whether u0 satisfies the conditions given in Theorem 1.1 (respectively Theorem 1.2). By iteration, wemay
find the desired u0. We need to mention that the difference between u0 and r0 (respectively v0) is often very small and for
many cases, u0 is equal to r0 (respectively v0).
This note is organized as follows. We give the proofs of Theorems 1.1 and 1.2 in Sections 2 and 3, respectively. As
applications of Theorems 1.1 and 1.2, we give some examples in Section 4.
2. Proof of Theorem 1.1
In this section, we give a proof of Theorem 1.1 based on the following two lemmas.
Lemma 2.1. Let f (n) be defined by (1.4). We have f (n) ≥ 0 for n ≥

L(f (n))
akdk
2 −
2b2k ck
ak

+ 1.
Proof. Note that the coefficient of n2k in f (n) is
akdk − 2b
2
kck
ak
− akdk
2
= akdk
2
− 2b
2
kck
ak
> 0.
Therefore
f (n) =

akdk
2
− 2b
2
kck
ak

n2k +
2k−1−
i=0, Fi>0
Fini +
2k−1−
i=0, Fi<0
Fini
≥

akdk
2
− 2b
2
kck
ak

n2k −L(f (n))n2k−1 ≥ 0.
This completes the proof. 
Lemma 2.2. Let S(n) be defined by (1.3). If there exists an integer u0 such that u0 ≥ r0 and S(u0)S(u0−1) >
ak
2bk
, then for all n ≥ u0,
we have
S(n)
S(n− 1) >
ak
2bk
.
Proof. We proceed by induction on n. Clearly, this lemma holds for n = u0. We assume that the lemma is true for
n = m ≥ u0, that is, S(m)S(m−1) > ak2bk , which can be rewritten as
− S(m− 1)
S(m)
> −2bk
ak
. (2.1)
We now consider the case n = m+ 1. Note that
m ≥ u0 ≥ r0 = max

 L(f (n))
akdk
2 −
2b2k ck
ak
 ,

L

k∑
i=0
cini

ck

+ 1 ≥

L

k∑
i=0
cini

ck
+ 1. (2.2)
Employing (2.2) and the positivity of ck, we see that
∑k
i=0 ci(m+ 1)i is positive. It follows from (1.3), (2.1) and the positivity
of
∑k
i=0 ci(m+ 1)i that
S(m+ 1)
S(m)
=
k∑
i=0
ai(m+ 1)i
k∑
i=0
bi(m+ 1)i
−
k∑
i=0
ci(m+ 1)i
k∑
i=0
di(m+ 1)i
S(m− 1)
S(m)
>
k∑
i=0
ai(m+ 1)i
k∑
i=0
bi(m+ 1)i
− 2bk
ak
k∑
i=0
ci(m+ 1)i
k∑
i=0
di(m+ 1)i
. (2.3)
On the other hand, it is easily verified that
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k∑
i=0
ai(m+ 1)i
k∑
i=0
bi(m+ 1)i
− 2bk
ak
k∑
i=0
ci(m+ 1)i
k∑
i=0
di(m+ 1)i
− ak
2bk
= f (m)
k∑
i=0
bi(m+ 1)i

k∑
i=0
di(m+ 1)i
 ,
where f (m) is defined by (1.4). By Lemma 2.1, we see that the right hand side of the above identity is nonnegative form ≥ r0,
hence,
k∑
i=0
ai(m+ 1)i
k∑
i=0
bi(m+ 1)i
− 2bk
ak
k∑
i=0
ci(m+ 1)i
k∑
i=0
di(m+ 1)i
≥ ak
2bk
. (2.4)
It follows from (2.3) and (2.4) that
S(m+ 1)
S(m)
>
ak
2bk
.
Thus, the proof is complete by induction. 
It follows from Lemma 2.2 that Theorem 1.1 holds.
3. Proof of Theorem 1.2
In this section, we give a proof of Theorem 1.2. Our proof mainly relies on the following two lemmas.
Lemma 3.1. Let h(n) be defined by (1.7). For n ≥

L(−h(n))
AkBkCkDk+
A3kD
2
k
4Bk

+ 1, we have h(n) ≤ 0.
Proof. It is easy to see that the coefficient of n4k in h(n) is
−A
3
kD
2
k
2Bk
− AkBkCkDk + A
3
kD
2
k
4Bk
= −A
3
kD
2
k
4Bk
− AkBkCkDk < 0.
Thus, we have
h(n) =

−A
3
kD
2
k
4Bk
− AkBkCkDk

n4k +
4k−1−
i=0, Fi>0
Fini +
4k−1−
i=0, Fi<0
Fini
≤

−A
3
kD
2
k
4Bk
− AkBkCkDk

n4k +
4k−1−
i=0, Fi>0
Fini
≤

−A
3
kD
2
k
4Bk
− AkBkCkDk

n4k +L(−h(n))n4k−1 ≤ 0.
This completes the proof. 
Lemma 3.2. Let T (n) be defined by (1.6). If there exists an integer u0 such that u0 ≥ v0, T (u0−1)T (u0−2) < −
Ak
2Bk
and T (u0)T (u0−1) < −
Ak
2Bk
,
then we have for n ≥ u0 − 1,
T (n)
T (n− 1) < −
Ak
2Bk
.
Proof. We conduct induction on n. For n = u0 − 1 and n = u0, the statement is true. Assume that the lemma holds for
n = m− 1 ≥ u0 − 1, that is T (m−1)T (m−2) < − Ak2Bk ,which can be rewritten as
T (m− 2)
T (m− 1) > −
2Bk
Ak
.
We aim to show that the lemma is true for n = m+ 1, that is,
T (m+ 1)
T (m)
< − Ak
2Bk
.
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It is easy to see that
m ≥ u0 ≥ v0 ≥

L

k∑
i=0
Cini

Ck
+ 1. (3.1)
Employing (3.1) and the positivity of Ck, we see that
∑k
i=0 Ci(m + 1)i is positive. In view of (1.6) and the positivity of∑k
i=0 Ci(m+ 1)i, we find that
T (m+ 1)
T (m)
= −
k∑
i=0
Ai(m+ 1)i
k∑
i=0
Bi(m+ 1)i
+
k∑
i=0
Ci(m+ 1)i
k∑
i=0
Di(m+ 1)i
T (m− 1)
T (m)
= −
k∑
i=0
Ai(m+ 1)i
k∑
i=0
Bi(m+ 1)i
+
k∑
i=0
Ci(m+ 1)i
k∑
i=0
Di(m+ 1)i
1
−
k∑
i=0
Aimi
k∑
i=0
Bimi
+
k∑
i=0
Cimi
k∑
i=0
Dimi
T (m−2)
T (m−1)
< −
k∑
i=0
Ai(m+ 1)i
k∑
i=0
Bi(m+ 1)i
+
k∑
i=0
Ci(m+ 1)i
k∑
i=0
Di(m+ 1)i
1
−
k∑
i=0
Aimi
k∑
i=0
Bimi
−
k∑
i=0
Cimi
k∑
i=0
Dimi
2Bk
Ak
= −
k∑
i=0
Ai(m+ 1)i
k∑
i=0
Bi(m+ 1)i
− Ak
2Bk
k∑
i=0
Ci(m+ 1)i
k∑
i=0
Di(m+ 1)i
1
Ak
2Bk
k∑
i=0
Aimi
k∑
i=0
Bimi
+
k∑
i=0
Cimi
k∑
i=0
Dimi
. (3.2)
On the other hand, we see that
−
k∑
i=0
Ai(m+ 1)i
k∑
i=0
Bi(m+ 1)i
− Ak
2Bk
k∑
i=0
Ci(m+ 1)i
k∑
i=0
Di(m+ 1)i
1
Ak
2Bk
k∑
i=0
Aimi
k∑
i=0
Bimi
+
k∑
i=0
Cimi
k∑
i=0
Dimi
+ Ak
2Bk
= 1
Ak
2Bk
k∑
i=0
Aimi
k∑
i=0
Bimi
+
k∑
i=0
Cimi
k∑
i=0
Dimi
 Ak2Bk
k∑
i=0
Cimi
k∑
i=0
Dimi
−

k∑
i=0
Cimi

k∑
i=0
Ai(m+ 1)i


k∑
i=0
Dimi

k∑
i=0
Bi(m+ 1)i

− Ak
2Bk

k∑
i=0
Aimi

k∑
i=0
Ai(m+ 1)i


k∑
i=0
Bimi

k∑
i=0
Bi(m+ 1)i
 − Ak
2Bk
k∑
i=0
Ci(m+ 1)i
k∑
i=0
Di(m+ 1)i
+ A
2
k
4B2k
k∑
i=0
Aimi
k∑
i=0
Bimi

= h(m) Ak
2Bk
k∑
i=0
Aimi
k∑
i=0
Bimi
+
k∑
i=0
Cimi
k∑
i=0
Dimi
 k∑
i=0
Bimi

k∑
i=0
Bi(m+ 1)i

k∑
i=0
Dimi

k∑
i=0
Di(m+ 1)i
 ,
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which is nonpositive form ≥ u0 by Lemma 3.1. Therefore
−
k∑
i=0
Ai(m+ 1)i
k∑
i=0
Bi(m+ 1)i
− Ak
2Bk
k∑
i=0
Ci(m+ 1)i
k∑
i=0
Di(m+ 1)i
1
Ak
2Bk
k∑
i=0
Aimi
k∑
i=0
Bimi
+
k∑
i=0
Cimi
k∑
i=0
Dimi
≤ − Ak
2Bk
. (3.3)
It follows from (3.2) and (3.3) that
T (m+ 1)
T (m)
< − Ak
2Bk
,
which completes the proof by induction. 
From Lemma 3.2, we immediately obtain Theorem 1.2.
4. Applications
Example 4.1. The central Delannoy number D(n) is defined by
D(n) = 3(2n− 1)
n
D(n− 1)− (n− 1)
n
D(n− 2), n ≥ 2, (4.1)
with D(0) = 1 and D(1) = 3; see [13]. Obviously, a1 = 6, b1 = c1 = d1 = 1. By the definition (1.5), we have r0 = 2. It
follows from (4.1) that D(2) = 13 and D(2)D(1) > a12b1 = 3. Hence, let u0 = 2 in Theorem 1.1, we see that D(n) > 0 for n ≥ 0.
Example 4.2. The Apéry number A(n) is defined by
A(n) = 34n
3 − 51n2 + 27n− 5
n3
A(n− 1)− (n− 1)
3
n3
A(n− 2), n ≥ 2, (4.2)
with A(0) = 1 and A(1) = 5; see [1,4]. Note that a3 = 34, b3 = c3 = d3 = 1. By the definition (1.5), we have r0 = 15.
By (4.2), it follows that A(i) > 0 for 0 ≤ i ≤ 15 and A(15)A(14) > a32b3 = 17. Therefore, let u0 = 15 in Theorem 1.1, we see that{A(n)}∞n=0 is a positive sequence.
Example 4.3. Let R(n) be the number of the set of all tree-like polyhexes with n + 1 hexagons. The sequence {R(n)}∞n=0
satisfies the recurrence
(n+ 1)R(n) = 3(2n− 1)R(n− 1)− 5(n− 2)R(n− 2), n ≥ 2, (4.3)
with R(0) = R(1) = 1 and R(2) = 3; see [9]. Obviously, a1 = 6, c1 = 5 and b1 = d1 = 1. Thus, by the definition (1.5), we
have r0 = 3. Let u0 = 3 in Theorem 1.1, it is easy to see that R(3)R(2) > 3, hence {R(n)}∞n=0 is a positive sequence by Theorem 1.1.
Example 4.4. Let w(n) be the number of walks on cubic lattice with n steps, starting and finishing on the x–y plane and
never going below it. The sequence {w(n)}∞n=0 has three-term recurrence relation
w(n) = 4(2n+ 1)
n+ 2 w(n− 1)−
12(n− 1)
n+ 2 w(n− 2), n ≥ 2, (4.4)
withw(0) = 1, w(1) = 4 andw(2) = 17; see [7]. Note that a1 = 8, c1 = 12 and b1 = d1 = 1. Thus, by the definition (1.5),
we have r0 = 2. Let u0 = 2 in Theorem 1.1, it is easy to see that w(2)w(1) > 4. Thusw(n) > 0 for n ≥ 0 by Theorem 1.1.
Example 4.5. The little Schröder number s(n) is defined by
s(n) = 3(2n− 1)
n+ 1 s(n− 1)−
n− 2
n+ 1 s(n− 2), n ≥ 2, (4.5)
with s(0) = 1 and s(1) = 1; see [6,16]. Note that a1 = 6, and b1 = c1 = d1 = 1. Thus, by the definition (1.5), we have
r0 = 3. Let u0 = 3 in Theorem 1.1, it is easy to see that s(3)s(2) > 3 and s(2) > 0. Thus {s(n)}∞n=0 is a positive sequence by
Theorem 1.1. Similarly, we can prove that the large Schröder numbers are positive.
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Example 4.6. The Catalan–Larcombe–French number P(n) for n ≥ 0 was first defined by Catalan [3]. He stated that P(n)
could be defined by the recurrence relation
P(n) = 8(3n
2 − 3n+ 1)
n2
P(n− 1)− 128(n− 1)
2
n2
P(n− 2), n ≥ 2, (4.6)
with the initial values given by P(0) = 1 and P(1) = 8. Obviously, a2 = 24, c2 = 128 and b2 = c2 = 1. By the definition
(1.5), we have r0 = 12. By the recurrence relation, it follows that P(i) > 0 for 0 ≤ i ≤ 12 and P(12)P(11) > a22b2 = 12. Therefore,
let u0 = 12 in Theorem 1.1, we see that {P(n)}∞n=0 is a positive sequence.
Example 4.7. Let F(n) be defined by
F(n) = 61n
4 − 5n3 − n2 + 3n+ 7
n4 − 5n2 + 9n F(n− 1)−
(271n3 + 7n2 − n+ 6)n
(2n3 − 7n2 + 7n− 4)n F(n− 2), (4.7)
where F(0) = 1 and F(1) = 2. Note that A4 = 61, B4 = 1, C4 = 271 and D4 = 2. By the definition (1.5), we have r0 = 96.
Let u0 = 96 in Theorem 1.1. It is easy to verify that u0 satisfies all conditions given in Theorem 1.1. Therefore, we have
F(n) > 0 for n ≥ 0.
Example 4.8. Let F(n) be defined by
M(n) = 9n
5 − 3n3 − n2 + 2n+ 1
n5 − 2n2 + 2n+ 1 M(n− 1)−
(19n3 + n2 − 2n− 1)n2
(2n3 − 3n2 + 3n− 2)n2M(n− 2), (4.8)
whereM(0) = 1 andM(1) = 3. Obviously, A5 = 9, B5 = 1, C5 = 19 and D5 = 2. By the definition (1.5), we have r0 = 56.
Let u0 = 56 in Theorem 1.1. It is a routine to check that u0 satisfies all conditions given in Theorem 1.1. Hence, we show
thatM(n) > 0 for n ≥ 0.
Example 4.9. Given a sequence L(n) defined by
L(n) = −3n
3 − 5n2 + 2n− 1
(n+ 1)3 L(n− 1)+
(2n− 1)2n
2n3
L(n− 2), n ≥ 2, (4.9)
with L(0) = 2 and L(1) = 3. Note that A3 = 3, B3 = 1, C3 = 4 and D3 = 2. By the definition (1.8), we have v0 = 4. By
(4.9), it follows that L(6)L(5) < − 32 , L(5)L(4) < − 32 and L(6) < 0. Therefore, let u0 = 6 in Theorem 1.2, we see that L(2k) < 0 and
L(2k+ 1) > 0 for k ≥ 3.
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