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Abstract
Let ℓ ≥ r ≥ 3. The r-graph Hr
ℓ+1
is the hypergraph obtained from Kℓ+1 by
adding a set of r − 2 new vertices to each edge. Using a stability result for Hr
ℓ+1
,
Pikhurko determined ex(n,Hr
ℓ+1
) for sufficiently large n. We prove a new type of
stability theorem for Hr
ℓ+1
that goes beyond this result, and determine the structure
of Hr
ℓ+1
-free hypergraphs H that satisfy a certain inequality involving the sizes of H
and its shadow ∂H. Our result can be viewed as an extension of a stability theorem
of Keevash about the Kruskal-Katona theorem to Hr
ℓ+1
-free hypergraphs.
1 Introduction
An r-uniform hypergraph, or simply an r-graph H on vertex set V (H) is a subset of(
V (H)
r
)
. Given a family F of r-graphs and an r-graph H, we say that H is F-free if it
does not contain any member of F as a (not necessarily induced) subgraph. The Tura´n
number ex(n,F) of F is the maximum size of an F-free r-graph on n vertices, and the
Tura´n density of F is given by π(F) = limn→∞ ex(n,F)/
(n
r
)
. When the family F consists
of a single hypergraph F , we abuse notation and write ex(m,F ) and π(F ) instead of
ex(m, {F}) and π({F}). One of the central problems in extremal combinatorics is to
determine ex(n,F) and π(F) for various hypergraph families F .
The study of these problems in the case r = 2 was initiated by Tura´n in [19], where he
determined ex(n,Kℓ) for ℓ ≥ 3. He also proved that the maximum number of edges is
uniquely achieved by the complete (ℓ − 1)-partite graph Tℓ−1(n) on n vertices such that
the sizes of any two parts differ by at most one.
For r ≥ 3, it is a hard problem to determine π(F). In fact, only a few numbers in
[0, 1] were known to be realizable as Tura´n densities of hypergraphs until 2005 (we refer
the reader to a survey of Keevash [6] for results before 2011). Mubayi [13] introduced a
way to generalize Tura´n’s theorem and provided the first (and still the only) explicitly
defined examples which yield an infinite family of numbers realizable as Tura´n densities
for hypergraphs.
For ℓ ≥ r ≥ 2, let Krℓ+1 denote the collection of all r-graphs F with at most
(ℓ+1
2
)
edges
such that for some (ℓ + 1)-set S (called the core of F ), every pair {u, v} ⊂ S is covered
by an edge in F . Let the r-graph Hrℓ+1 be obtained from the complete graph Kℓ+1 by
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adding r − 2 new vertices to every edge. Hrℓ+1 is called the expansion of Kℓ+1. One can
immediately observe that Hrℓ+1 ∈ K
r
ℓ+1, and H
2
ℓ+1 = K
2
ℓ+1 = Kℓ+1.
Fix ℓ ≥ r ≥ 2. Let V1 ∪ · · · ∪ Vℓ be a partition of [n] = {1, 2, . . . , n} with each part of size
either ⌊n/ℓ⌋ or ⌈n/ℓ⌉. The generalized Tura´n graph Tr(n, ℓ) is the collection of all r-sets
that intersect each Vi in at most one vertex. Observe that T2(n, ℓ) = Tℓ(n). Let
tr(n, ℓ) = |Tr(n, ℓ)| ∼
(
ℓ
r
)(n
ℓ
)r
,
where we write f ∼ g for functions f(n) and g(n) taking positive values iff lim
n→∞
f(n)
g(n) = 1.
Mubayi showed in [13] that ex(n,Krℓ+1) = tr(n, ℓ), and moreover, Tr(n, ℓ) is the unique
Krℓ+1-free r-graph on n vertices with exactly tr(n, ℓ) edges. Pikhurko [15] improved this
result and proved that for sufficiently large n, ex(n,Hrℓ+1) = tr(n, ℓ) and Tr(n, ℓ) is also the
unique Hrℓ+1-free r-graph on n vertices with exactly tr(n, ℓ) edges. Theorem 1.1, known
as the stability of Hrℓ+1, played a crucial role in determining ex(n,H
r
ℓ+1).
Suppose H1,H2 are two r-graphs with the same number of vertices. The edit-distance
between H1 and H2, denoted by ed(H1,H2), is the minimum integer d such that H1 can
be transformed into a copy of H2 by removing and adding a total of d edges.
Theorem 1.1 (Stability, see [13, 15, 9]). Let ℓ ≥ r ≥ 2. For every δ > 0 there exists
ǫ > 0 and n0 = n0(ℓ, r, δ) such that the following holds for all n ≥ n0. Suppose that H is
an Hrℓ+1-free r-graph on n vertices with at least tr(n, ℓ)− ǫn
r edges. Then,
ed(H, Tr(n, ℓ)) ≤ δn
r.
In [11], Mubayi and the first author introduced the notion of the feasible region of a family
of r-graphs F in order to study the extremal properties of F-free hypergraphs that goes
well beyond just the determination of π(F). For an r-graph H and 1 ≤ i ≤ r− 1, the i-th
shadow ∂H is given by
∂iH :=
{
A ∈
(
V (H)
r − i
)
: ∃B ∈ H such that A ⊂ B
}
.
The shadow of H is ∂H := ∂1H. The edge density of H is defined as d(H) = |H|/
(
n
r
)
and
the shadow density of H is defined as d(∂H) = |∂H|/
( n
r−1
)
. For a family of r-graphs F ,
the feasible region Ω(F) is defined to be the set of points (x, y) ∈ [0, 1]2 such that there
exists a sequence of F-free r-graphs (Hk)
∞
k=1 with
lim
k→∞
|V (Hk)| =∞, lim
k→∞
d(∂Hk) = x and lim
k→∞
d(Hk) = y.
A hypergraph is cancellative if it does not contain three sets A,B,C such that the sym-
metric difference of A and B is contained in C. The authors of [11] partially determine
the feasible region of all cancellative hypergraphs, and completely determine the feasible
region of Krℓ+1 for all ℓ ≥ r ≥ 3. Here we state their result for K
r
ℓ+1-free hypergraphs.
Theorem 1.2 (Liu and Mubayi, [11]). Let ℓ ≥ r ≥ 2. Let H be a Krℓ+1-free r-graph. Then(
|H|(ℓ
r
))1/r ≤ ( |∂H|( ℓ
r−1
))1/(r−1) .
2
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Figure 1: The region Ω(Krℓ).
Figure 1 illustrates Ω(Krℓ ) for ℓ = r = 3 and ℓ = r = 4 (see [11]).
In [10], the first author proved several stability theorems for the feasible region of can-
cellative hypergraphs, which extend a result of Keevash [5] to all cancellative hypergraphs
and generalize a result of Keevash and Mubayi [7]. In particular, it was shown that if
a cancellative r-graph H on n vertices satisfies a certain inequality about |H| and |∂H|,
then the structure of H is close to Tr(n, ⌊αn⌋, ℓ) for some α ∈ [0, 1], where Tr(n,m, ℓ)
denotes the disjoint union of Tr(m, ℓ) and a set of n −m isolated vertices. The question
of whether a similar result holds for Krℓ+1-free (and similarly, for H
r
ℓ+1-free) r-graphs, was
left unanswered.
Our main result, Theorem 1.3, determines the structure of an Hrℓ+1-free r-graph H that
satisfies a certain inequality involving |H| and |∂H|, and therefore answers the question
raised by the first author in [10].
Theorem 1.3. For every ℓ ≥ r ≥ 2 and δ > 0 there exists n0 = n0(r, ℓ, δ) and ǫ > 0 such
that the following holds for all n ≥ n0. Suppose that H is H
r
ℓ+1-free r-graph on n vertices
with (
|H|(ℓ
r
)) 1r > (1− ǫ)( |∂H|( ℓ
r−1
)) 1r−1 .
Then ed (H, Tr(n,m, ℓ)) < δn
r, where m = ⌊ℓ
(
|H|/
(ℓ
r
))1/r
⌋.
Note that since Hrℓ+1 ∈ K
r
ℓ+1, Theorem 1.3 also holds for K
r
ℓ+1-free r-graphs. We also
observe the following implication:
Proposition 1.4. Theorem 1.3 implies Theorem 1.1.
This paper is organized as follows. In Section 2, we state some lemmas and introduce
notation that will be used later in our proofs. Section 3 proves Proposition 1.4 and
Theorem 1.3.
2 Preliminaries
In this section, we introduce a couple of lemmas which are crucial in our proofs. We first
state an observation by Pikhurko [15] about Hrℓ+1-free r-graphs.
3
Lemma 2.1 (Pikhurko, [15]). Let H be an Hrℓ+1-free r-graph on n vertices. Then H can
be made Krℓ+1-free by removing at most
(
ℓ+ 1 + (r − 2)
(ℓ+1
2
)) ( n
r−3
)(n
2
)
= o(nr) edges.
For an r-graph H and v ∈ V (H), the link of v is given by
LH(v) =
{
A ∈
(
V (H)
r − 1
)
: A ∪ {v} ∈ H
}
,
and the degree of v is given by dH(v) = |LH(v)|. For every S ⊂ V (H) let σH(S) =∑
v∈S dH(v), and let H[S] denote the induced subgraph of H on S. Define the clique set
KH of H as
KH =
{
A ⊂ V (H) : (∂r−2H) [A] ∼= K|A|
}
.
In [11] the authors showed that for all S ∈ KH, σ(S) ≤ (ℓ− r + 1)|∂H|. Let z ≥ 0 be the
largest real number such that for all R ∈ KH with |R| ≤ ℓ− 1,
σ(R) ≤ (ℓ− r + 1) |∂H| − (ℓ− |R|) z.
Let R0 ∈ KH be such that |R0| ≤ ℓ− 1, and
σ(R0) = (ℓ− r + 1) |∂H| − (ℓ− |R|) z.
The following lemma follows from the proof of Theorem 1.2 in [11].
Lemma 2.2 (Liu and Mubayi, [11]). Let H be a Krℓ+1-free r-graph on n vertices. Then
the following inequalities hold:
|H| ≤
(
ℓ−1
r−1
) r−2
r−1
r
(
ℓ−1
r−2
) (r − 1) r−2r−1 |∂H| r−2r−1 ( ∑
E∈∂H
σ(E)
) 1
r−1
, (1)
∑
E∈∂H
σ(E) ≤ (ℓ− r + 1) (|∂H| − 2z) |∂H|+ z2ℓ−
((ℓ− r + 1)|∂H| − zℓ)2
|R0|
. (2)
3 Proofs
In this section we prove Proposition 1.4 and Theorem 1.3.
Proof of Proposition 1.4. Let ǫ′, ǫ, δ′, δ be constants such that 0 < ǫ′ ≪ ǫ ≪ δ′ ≪ δ.
Let n be sufficiently large and H be a Hrℓ+1-free r-graph on n vertices such that |H| ≥
tr(n, ℓ)− ǫ
′nr.
Let H′ be a Krℓ+1-free subgraph of H with the maximum number of edges. By Lemma 2.1,
|H′| ≥ |H| − o(nr) ≥ tr(n, ℓ)− 2ǫ
′nr and hence m := ⌊ℓ
(
|H′|/
(
ℓ
r
))1/r
⌋ ≈ n.
Since H′ is Krℓ+1-free, it follows from a result in [9, 11] that |∂H
′| ≤ tr−1(n, ℓ). Therefore,(
|H′|(
ℓ
r
) ) 1r ≥ ( tr(n, ℓ)− 2ǫ′nr(
ℓ
r
) ) 1r > (1− ǫ)( tr−1(n, ℓ)(
ℓ
r−1
) ) 1r−1 ≥ (1− ǫ)( |∂H′|(
ℓ
r−1
)) 1r−1 .
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Therefore, by Theorem 1.3,
ed (H, Tr(n, ℓ)) < ed
(
H′, Tr(n,m, ℓ)
)
+ ed (Tr(n,m, ℓ), Tr(n, ℓ)) + o(n
r) ≤ δnr
.
Now, we shall prove Theorem 1.3. The first step of the proof involves reducing the state-
ment to the following using Lemma 2.1.
Theorem 3.1. For every ℓ ≥ r ≥ 2 and δ > 0 there exists n0 = n0(r, ℓ, δ) and ǫ > 0 such
that the following holds for all n ≥ n0. Suppose that H ⊂
([n]
r
)
is Krℓ+1-free with(
|H|(ℓ
r
)) 1r > (1− ǫ)( |∂H|( ℓ
r−1
)) 1r−1 .
Then ed (H, Tr(n,m, ℓ)) < δn
r, where m = ⌊ℓ
(
|H|/
(ℓ
r
))1/r
⌋.
Let us now prove that Theorem 3.1 implies Theorem 1.3.
Proof of Theorem 1.3 from Theorem 3.1. Let ǫ, ǫ′, δ′, δ be constants such that 0 < ǫ ≪
ǫ′ ≪ δ′ ≪ δ. Let n be sufficiently large and H be an Hrℓ+1-free r-graph on n vertices with(
|H|(ℓ
r
)) 1r > (1− ǫ)( |∂H|( ℓ
r−1
)) 1r−1 .
Notice that we may assume that |H| ≥ δ′n2, since otherwise ed (H, Tr(n,m, ℓ)) < δn
r
holds trivially. Let H′ be a Krℓ+1-free subgraph of H with the maximum number of edges.
Then by Lemma 2.1, |H′| ≥ |H| − o(nr). Since |H| ≥ δ′nr, |H| − o(nr) ≥ (1 − ǫ)|H|.
Therefore, by assumption(
|H′|(ℓ
r
) ) 1r > ( |H| − o(nr)(ℓ
r
) ) 1r > (1− ǫ′)( |∂H|( ℓ
r−1
)) 1r−1 ≥ (1− ǫ′)( |∂H′|( ℓ
r−1
)) 1r−1 .
Applying Theorem 3.1 to H′, we obtain ed (H′, Tr(n,m, ℓ)) < δ
′nr, which implies
ed (H, Tr(n,m, ℓ)) ≤ ed
(
H,H′
)
+ ed
(
H′, Tr(n,m, ℓ)
)
< δ′nr + o(nr) < δnr.
The rest of this section presents the proof of Theorem 3.1. The idea is to show that there
exists a vertex subset U ⊂ V (H) such that Ĝ := H[U ] satisfies the constraints in Theorem
1.1, and moreover, |Ĝ| ≈ |H|. Then we apply Theorem 1.1 to Ĝ to get a structure for Ĝ,
and this will also give a structure for H.
Proof of Theorem 3.1. Let ǫ, ǫ1, . . . , ǫ10, δ
′, δ be constants such that
0 < ǫ≪ ǫ1 ≪ · · · ≪ ǫ10 ≪ δ
′ ≪ δ.
Let n be sufficiently large and H be an Krℓ+1-free r-graph on n vertices with(
|H|(ℓ
r
)) 1r > (1− ǫ)( |∂H|( ℓ
r−1
)) 1r−1 ⇔ |H| ≥ (1− ǫ)r (ℓr)(
ℓ
r−1
) r
r−1
|∂H|
r
r−1 . (3)
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Let z and R0 be the same as in Lemma 2.2. Notice that we may assume that |H| ≥ δ
′nr,
since otherwise ed (H, Tr(n,m, ℓ)) < δn
r holds trivially.
First, we obtain a lower bound on
∑
E∈∂H
σ(E).
Claim 3.2.
∑
E∈∂H
σ(E) ≥ (1− ǫ1)
(ℓ−r+1)(r−1)
ℓ |∂H|
2.
Proof of Claim 3.2. Suppose on the contrary that∑
E∈∂H
σ(E) < (1− ǫ1)
(ℓ− r + 1)(r − 1)
ℓ
|∂H|2.
Then by (1)
|H| ≤
(
ℓ−1
r−1
) r−2
r−1
r
(ℓ−1
r−2
) (r − 1) r−2r−1 |∂H| r−2r−1 ( ∑
E∈∂H
σ(E)
) 1
r−1
< (1− ǫ1)
1
r−1
(
ℓ−1
r−1
) r−2
r−1
r
(
ℓ−1
r−2
) (r − 1) r−2r−1 |∂H| r−2r−1 (ℓ− r + 1) 1r−1 (r − 1) 1r−1
ℓ
1
r−1
|∂H|
2
r−1
= (1− ǫ1)
1
r−1
(ℓ
r
) r−2
r−1(
ℓ
r−1
) ( (ℓr)(
ℓ
r−1
)) 1r−1 |∂H| rr−1
= (1− ǫ1)
1
r−1
(
ℓ
r
)(
ℓ
r−1
) r
r−1
|∂H|
r
r−1 < (1− ǫ)r
(
ℓ
r
)(
ℓ
r−1
) r
r−1
|∂H|
r
r−1 ,
contradicting (3).
Next, we show that z is close to ℓ−r+1ℓ |∂H|.
Claim 3.3. (1− ǫ2)
ℓ−r+1
ℓ |∂H| ≤ z ≤ (1 + ǫ2)
ℓ−r+1
ℓ |∂H|.
Proof. For the sake of contradiction, assume
∣∣z − ℓ−r+1ℓ |∂H|∣∣ > ǫ2 ℓ−r+1ℓ |∂H|. Then by (2)∑
E∈∂H
σ(E) ≤ (ℓ− r + 1) (|∂H| − 2z) |∂H|+ z2ℓ−
((ℓ− r + 1)|∂H| − zℓ)
|R0|
=
(ℓ− r + 1)(r − 1)
ℓ
|∂H|2 − ℓ
(
ℓ
|R0|
− 1
)(
z −
ℓ− r + 1
ℓ
|∂H|
)2
<
(ℓ− r + 1)(r − 1)
ℓ
|∂H|2 − ℓ
(
ℓ
ℓ− 1
− 1
)(
ǫ2
ℓ− r + 1
ℓ
|∂H|
)2
< (1− ǫ1)
(ℓ− r + 1)(r − 1)
ℓ
|∂H|2,
which contradicts Claim 3.2.
It follows from the definition of z and Claim 3.3 that for every R ∈ KH with |R| ≤ ℓ− 1,
σ(R) ≤ (ℓ− r + 1) |∂H| − (ℓ− |R|) z
≤ (ℓ− r + 1) |∂H| − (ℓ− |R|) · (1− ǫ2)
ℓ− r + 1
ℓ
|∂H|
≤ (1 + ǫ3)
(ℓ− r + 1)|R|
ℓ
|∂H|.
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In particular, since V (H) ⊂ KH and ∂H ⊂ KH, for every v ∈ V (H),
dH(v) = σ({v}) ≤ (1 + ǫ3)
ℓ− r + 1
ℓ
|∂H|, (4)
and for every E ∈ ∂H,
σ(E) ≤ (1 + ǫ3)
(ℓ− r + 1)(r − 1)
ℓ
|∂H|. (5)
Let G =
{
E ∈ ∂H : σ(E) > (1− ǫ4)
(ℓ−r+1)(r−1)
ℓ |∂H|
}
. Note that G ⊂ ∂H. We now prove
that |G| is close to |∂H|.
Claim 3.4. |G| ≥ (1− ǫ5)|∂H|.
Proof. Notice that by (5),∑
E∈∂H
σ(E) =
∑
E∈G
σ(E) +
∑
E∈∂H\G
σ(E)
≤ (|G|(1 + ǫ3) + (|∂H| − |G|) (1− ǫ4))
(ℓ− r + 1)(r − 1)
ℓ
|∂H|
= ((1− ǫ4)|∂H| + (ǫ3 + ǫ4)|G|)
(ℓ− r + 1)(r − 1)
ℓ
|∂H|.
By Claim 3.2, we obtain
((1− ǫ4)|∂H|+ (ǫ3 + ǫ4)|G|)
(ℓ− r + 1)(r − 1)
ℓ
|∂H| > (1− ǫ1)
(ℓ− r + 1)(r − 1)
ℓ
|∂H|2,
which implies
|G| >
ǫ4 − ǫ1
ǫ4 + ǫ3
|∂H| > (1− ǫ5)|∂H|.
Here we used the assumption that ǫ4 ≫ ǫ3 and ǫ4 ≫ ǫ1.
Let Ĝ = {H ∈ H : ∂H ⊂ G} and notice that Ĝ ⊂ H. Our goal is to show that |Ĝ| ≈ |H|
and Ĝ satisfies the hypothesis of Theorem 1.1.
Claim 3.5. |Ĝ| > (1− ǫ6)|H|.
Proof. Notice that by definition every H ∈ H \ Ĝ must contain at least one set in ∂H \ G,
and that every set of ∂H \ G can be contained in at most n sets of H \ Ĝ. Therefore, by
Claim 3.4,
|Ĝ| = |H| − |H \ Ĝ| ≥ |H| − |∂H \ G| · n
≥ |H| − ǫ5 · |∂H| · n ≥ |H| − ǫ5n
r ≥ (1− ǫ6)|H|.
Here we used the assumption that |H| ≥ δ′nr and δ′ ≫ ǫ5, and we also need ǫ6δ
′ > ǫ5.
Let U = ∂r−1Ĝ ⊂ V (H). Our next goal is to show that |U | ≈ ℓ
(
|H|/
(ℓ
r
))1/r
. First, we
bound the degree dH(u) of every vertex u ∈ U from below.
Claim 3.6. For every u ∈ U we have dH(u) ≥ (1− ǫ7)
ℓ−r+1
ℓ |∂H|.
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Proof. By the definition of U , for every u ∈ U there exists E ∈ G such that u ∈ E. By
definition, σ(E) ≥ (1− ǫ4)
(ℓ−r+1)(r−1)
ℓ |∂H| for all E ∈ G, so by (4)
dH(u) = σ(E)−
∑
v∈E\{u}
dH(v)
≥ (1− ǫ4)
(ℓ− r + 1)(r − 1)
ℓ
|∂H| − (r − 2)(1 + ǫ3)
ℓ− r + 1
ℓ
|∂H|
≥ (1− ǫ7)
ℓ− r + 1
ℓ
|∂H|.
Now we are ready to give an upper bound on |U |.
Claim 3.7. |U | < (1 + ǫ8)ℓ
(
|H|
(ℓ
r
)
)1/r
.
Proof. Since
∑
u∈U dH(u) ≤ r|H|, by Claim 3.6,
|U | ≤
r|H|
(1− ǫ5)
ℓ−r+1
ℓ |∂H|
.
From Theorem 1.2,(
|H|(
ℓ
r
)) 1r ≤ ( |∂H|(
ℓ
r−1
)) 1r−1 ⇔ |∂H| ≥ ( ℓr−1)(ℓ
r
) r−1
r
|H|
r−1
r .
Therefore,
|U | ≤
r|H|
(1− ǫ5)
ℓ−r+1
ℓ
( ℓ
r−1)
(ℓ
r
)
r−1
r
|H|
r−1
r
=
ℓ
(1− ǫ5)
ℓ−r+1
r
( ℓ
r−1)
(ℓ
r
)
r−1
r
|H|1/r < (1 + ǫ8)ℓ
|H|1/r(ℓ
r
)1/r .
Here we used the identity
(ℓ
r
)
/
( ℓ
r−1
)
= (ℓ− r + 1)/r.
Now, it follows from Claims 3.5 and 3.7 that
|U | ≤ (1 + ǫ8)ℓ
(
|H|(
ℓ
r
))1/r ≤ (1 + ǫ9)ℓ
(
|Ĝ|(
ℓ
r
))1/r ,
which implies
|Ĝ| > (1− ǫ10)
(
ℓ
r
)(
|U |
ℓ
)r
.
On the other hand, since Ĝ is Krℓ+1-free, by Mubayi’s theorem [13],
|Ĝ| ≤ tr(|U |, ℓ) ≤
(
ℓ
r
)
(|U |/ℓ)r .
Therefore,
|U | ≥
(
|Ĝ|(ℓ
r
))1/r . (6)
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Let m = ⌊ℓ
(
|H|/
(
ℓ
r
))1/r
⌋, and notice that by Claims 3.7 and 3.5 and (6), m ≈ |U |. Apply-
ing Theorem 1.1 to Ĝ we obtain ed(Ĝ, Tr(|U |, ℓ)) < δ
′nr, which implies ed (H, Tr(n,m, ℓ)) <
δnr. This completes the proof of Theorem 3.1.
4 Concluding remarks
We proved Theorem 1.3 using Theorem 1.1, but in fact, one can use induction on r to
prove Theorem 1.3 independently. Note that the base case r = 2 is the Erdo˝s-Simonovits
stability theorem [18], and the inductive hypothesis follows the proof in [10] for cancellative
hypergraphs. We choose to use Theorem 1.1 instead to simplify our proof.
We remarked at the end of Section 1 that Theorem 1.3 implies Theorem 1.1, while the
latter implies π(Hrℓ+1) = ℓ(ℓ − 1) · · · (ℓ − r + 1)/ℓ
r. It is surprising that in general, a
stability theorem analogous to Theorem 1.3 for a family F does not necessarily give a tight
bound on π(F). The cancellative hypergraphs are a good example of this phenomenon
(see [10, 1, 16]). Therefore, one can also attempt to extend Theorem 1.3 to a family
F whose Tura´n densities are unknown, for example K3−4 (see [12]) and K
3
4 (see [19]).
Refer to [6] for more such examples. Since the Fano plane [2, 8, 4] and the generalized
triangles [1, 17, 3, 14] are well-studied families in extremal combinatorics, it would be very
interesting if results analogous to Theorem 1.3 can be obtained for them.
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