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Розглядаються нескінченновимірні задачі розта-
шування підприємств із одночасним розбиттям регі-
ону, неперервно заповненого споживачами, на області 
споживачів, кожна з яких обслуговується підприєм-
ством, із метою мінімізації виробничих та транс-
портних витрат. Пропонується їх зведення у мате-
матичній постановці до неперервних нелінійних задач 
оптимального розбиття множин (ОРМ) і їх розв’я-
зання методами та алгоритмами ОРМ
Ключові слова: нескінченновимірні задачі, задачі 
розташування підприємств, оптимальне розбиття 
множин
Рассматриваются бесконечномерные задачи раз-
мещения предприятий с одновременным разбиением 
региона, непрерывно заполненного потребителями, на 
области потребителей, каждая из которых обслужи-
вается предприятием, с целью минимизации произ-
водственных и транспортных затрат. Предлагается 
их сведение в математической постановке к непре-
рывным нелинейным задачам оптимального разбие-
ния множеств (ОРМ) и их решение методами и алго-
ритмами ОРМ
Ключевые слова: бесконечномерные задачи, зада-




Нескінченновимірні транспортні задачі [1-5] або 
(більш загальні) нескінченновимірні задачі розташу-
вання підприємств із одночасним розбиттям даного 
регіону, неперервно заповненого споживачами, на об-
ласті споживачів, кожна з яких обслуговується одним 
підприємством, із метою мінімізації транспортних і 
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виробничих витрат [2- 11] є типовими представника-
ми широкого класу прикладних задач оптимізації з 
різних сфер людської діяльності (економічної, вироб-
ничої, соціальної, медичної та інших).
У якості споживачів тут можуть виступати теле-
фонні, радіо-, телеабоненти, школярі, виборці, точки 
зрошуваної території, пацієнти для діагностики за-
хворювань та багато інших практично важливих за-
дач. 
Теоретичні та практичні задачі з названого класу 
можуть бути зведені у математичній постановці до 
неперервних задач оптимального розбиття множин 
(ОРМ) [12-18].
Але досі мало уваги приділялося урахуванню не-
лінійності функціоналу сумарних витрат на вироб-
ництво продукції та доставку її до споживача. В цій 
статті згадані задачі вперше досліджуються у такій 
постановці, що надає можливість більш адекватно мо-
делювати названі реальні процеси.
2. Постановка задачі
Задача А. Споживач деякої однорідної продукції, 
яку виробляють N  підприємств, неперервно розподі-
лений в області Ω  з En .
К о о р д и н а т и  р о з т а ш у в а н н я  п і д п р и є м с т в 
τ τ τi i i n i N= =( ,..., ), ,...,( ) ( )1 1 , невідомі заздалегідь, причо-





Для кожного i-го підприємства, i N= 1,..., , задано:
c x i( , )τ − функцію вартості транспортування оди-
ниці продукції з i-го підприємства до споживача 
x x x n= ( ,..., )( ) ( )1 , де x  − будь-яка точка підмножини Ω , 
причому c x i( , )τ  – дійсні, обмежені, визначені на Ω Ω×  
функції, вимірні по x  при будь-якому фіксованому 
τ τ τi i i n= ( ,..., )( ) ( )1  з Ωi  для всіх i N=1,..., ; і
ρ( , )x y ≡ 1  − функцію попиту на продукцію для кож-
ного пункту споживання x області Ω .
Функції ϕi iY i N( ), ,..., = 1 , описують залежність вар-
тості виробництва продукції на i-ому підприємстві від 
його потужності Y i Ni, = 1,..., , і є дійсними, обмежени-
ми, опуклими, двічі неперервно-диференційовними 
функціями свого аргументу, що визначається сумар-
ним попитом споживачів, що належать Ωi :
Y x dxi
i
i N( ) ( ) , ,...,⋅ = ∫ =ρ
Ω
 1 ,
Тут і надалі інтеграли розуміються в сенсі Лебега 
і будемо вважати, що міра множини граничних точок 
Ωi , i = 1,..., N, дорівнює нулю.
Потрібно розбити множину споживачів Ω на зони 
Ωi , i N= 1,..., ,  обслуговування їх N підприємствами, 
що не перетинаються, тобто на зони обслуговування 







,  mes( ) ,Ω Ωi j i j ≠ = 0  i j N, ,...,=1 ,
де mes(⋅) – міра Лебега, і розташувати ці підприємства 
в області Ω так, щоб мінімізувати нелінійний функ-
ціонал сумарних витрат на виробництво продукції та 
доставку її до споживача:
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за умов, що потужності підприємств з номерами i p= 1,...,  
строго дорівнюють заданим об’ємам bi , i p= 1,..., :
∫ = =
Ωi
x dx b i piρ( ) , ,..., 1 , (2)
а з номерами i p N= +1,...,  не повинні перевищувати за-
даних об’ємів bi , i p N= +1,..., :
0 1≤ ∫ ≤ = +
Ωi
x dx b i p Niρ( ) , ,..., . (3)
3. Аналіз досліджень і публікацій, в яких 
розв’язувалися нескінченновимірні задачі 
розташування підприємств
Нескінченновимірним задачам розташування під-
приємств із одночасним розбиттям даного регіону, 
неперервно заповненого споживачами, на області спо-
живачів, кожна з яких обслуговується одним підпри-
ємством, із метою мінімізації транспортних і вироб-
ничих витрат [2, 11], присвячено багато публікацій. 
У ролі споживачів тут можуть виступати телефонні 
(задача про розбиття множини телефонних абонентів 
на підмножини, що обслуговуються кожною АТС, міс-
це знаходження яких може бути заздалегідь невідоме, 
з метою мінімізації загальної вартості телефонного 
проведення) [4, 7], радіо - і телеабоненти (задачі роз-
ташування радіо - і телестанцій) [19-22]; школярі 
(задача розбиття деякого адміністративного району 
на шкільні регіони з метою мінімізації сумарних витрат 
на доставку школярів у школи) [4]; банки, торговельні 
точки, ретранслятори, рrоху-сервери в мережі й багато 
інших (задача територіального планування сфери об-
слуговування) [3, 6, 8, 10]; виборці (задача встановлен-
ня границь виборчих округів) [4]; точки території для 
зрошування (задача зрошення) [21]. Також у цьому 
зв’язку можна назвати задачі складського планування 
[4, 7]; задачі розташування нафтових вишок для ек-
сплуатації родовища нафти [22]; задачі розташування 
військових баз із метою забезпечення найкращої мож-
ливої оборони даного регіону [8]; задачі розташування 
на даній території притулків для захисту населення на 
випадок ядерної атаки з одночасним розбиттям цієї 
території на райони, кожний з яких буде обслуговува-
тися одним притулком [1]; задачі, що виникають при 
дослідженні молекулярних і іонних з’єднань, термоди-
намічні характеристики та стійкість яких залежать від 
просторового розташування іонів і форми їх «областей 
впливу» [11]; задачі проектування мереж зі штуч-
них супутників Землі для контролювання діапазону 
кругових орбіт; задачі про розподіл посівних площ із 
метою одержання максимально можливого урожаю 
[13]; задачі медичної діагностики різних захворювань 
із метою мінімізації помилки при встановленні діагно-
зу [12]; задачі геологічного прогнозування, тобто задачі 
розбиття даної території на райони, зв’язані деякою 
спільністю геологічних властивостей [23]; задачі, що 
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виникають у теорії статистичних рішень при роз-
битті простору ознак на неперетинні класи [24]; задачі 
класифікації сигналів в умовах невизначеності [24]; 
задачі, що виникають при проектуванні генеральних 
схем облаштованості нафтових родовищ [25-26], та 
багато інших практично важливих задач.
Теоретичні та практичні задачі з названого класу 
можуть бути зведені у математичній постановці до 
неперервних задач оптимального розбиття множин 
(ОРМ) [18]. Неперервні задачі ОРМ вперше з’явля-
ються в літературі, починаючи з шістдесятих років 
майже одночасно у роботах H. W. Corley, S. D. Roberts 
[4, 5], та у чисельних роботах О. М. Кисельової. У 
ряді робіт іноземних авторів R. L. Francis [7], M. Fried-
man [8], Н. Jandl , К. Wieder [9] розглядаються задачі, 
близькі до задач оптимального розбиття множини на 
підмножини.
Наукова теорія ОРМ, що започаткована та розвине-
на О. М. Кісельовою, і, пізніше, її науковою школою до-
зволяє розробити та обґрунтувати методи розв’язання 
неперервних лінійних задач ОРМ, а також сформулю-
вати ефективні алгоритми на їх основі, тобто створити 
потужний математичний апарат для розв’язання не-
перервних лінійних задач ОРМ.
Ця теорія базується на єдиному підході, що полягає 
у зведенні вихідних нескінченновимірних задач опти-
мізації (які є некласичними задачами нескінченно-
вимірного математичного програмування з булевими 
значеннями змінних) певним чином (наприклад, че-
рез функціонал Лагранжа) до негладких, як правило, 
скінченновимірних задач оптимізації. Для чисельного 
розв’язання таких задач засовуються сучасні ефек-
тивні методи недиференційовної оптимізації – різні 
варіанти r-алгоритму Шора [27].
Особливість такого підходу полягає у тому, що 
розв’язок вихідних нескінченновимірних задач опти-
мізації вдається отримати аналітично в явному вигля-
ді, причому в аналітичний вираз входять параметри, 
що відшукуються як оптимальний розв’язок допоміж-
них скінченновимірних задач оптимізації з негладки-
ми цільовими функціями.
Таким чином, нескінченновимірні задачі розташу-
вання підприємств можна розв’язувати як досліджені 
математичною школою О.М.Кісельової лінійні задачі 
ОРМ. Але на практиці функціонал сумарних вироб-
ничих та транспортних витрат у загальному випадку 
є нелінійним.
Тому для більш адекватного моделювання назва-
них реальних процесів необхідне подальше дослід-
ження названих задач.
Неперервним нелінійним задачам ОРМ із фіксова-
ними центрами підмножин присвячено ряд наукових 
робіт О. М. Кісельової спільно з В. В. Сусідко [17], 
С. А. Ус [19, 26], але оскільки майже в усіх практич-
них і теоретичних задачах, що можуть бути зведені 
до неперервних нелінійних задач ОРМ, у найбільш 
загальному випадку центри підмножин є заздале-
гідь невідомими та підлягають знаходженню, то для 
розв’язання нескінченновимірних задач розташуван-
ня підприємств актуальним стало узагальнення іс-
нуючих математичних постановок, розробка методів і 
алгоритмів розв’язання цих задач із нелінійним функ-
ціоналом сумарних витрат та розташуванням центрів 
підмножин.
У дисертаційній роботі [14] автором статті розро-
блено методи та алгоритми розв’язання неперервних 
нелінійних задач ОРМ із розташуванням центрів під-
множин.
Ідея цих методів полягає у переході від вихідної не-
лінійної нескінченновимірної задачі оптимізації через 
функціонал Лагранжа до скінченновимірної двоїстої 
з негладким цільовим функціоналом та допоміжного 
операторного рівняння.
4. Мета і задачі дослідження
Наступна робота присвячена застосуванню роз-
роблених автором для неперервних нелінійних задач 
ОРМ методів та алгоритмів [14], а також програм-
ної реалізації [15] до розв’язання практичних при-
кладних нескінченновимірних задач розташування 
підприємств із нелінійним функціоналом сумарних 
витрат  на виробництво продукції та її доставку до 
споживача.
5. Метод розв’язання задачі А


























вектор-функцію λ( )x  у вигляді λ λ λ( ) ( ( ),..., ( ))x x xN= 1  та 
функціонал





















перепишемо нескінченновимірну задачу розташуван-
ня підприємств у термінах характеристичних функцій 
λ i x( )  підмножин Ωi i N, ,..., = 1 , тобто як задачу ОРМ у 
наступному вигляді.
Задача В.
Знайти ( ( ), )* *
'λ τ⋅ ∈ × N1 Ω : I I( ( ), ) min ( ( ), )* * ( ( ), )λ τ λ τλ τ⋅ = ⋅⋅  ,
де
Г x x Г x
x x dxi
1 2
' { ( ) : ( ) ;





 майже всюди (м.в.) для 
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0 1 1 1= = ∨ = =
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1 м. в. для Ω .
Очевидно, що має місце рівність
I F N( ( ), ) ,..., ,λ τ τ⋅ = { }( )Ω Ω1 .
Від задачі В нескінченновимірного математично-
го програмування з булевими значеннями змінних 
λ i i N( ), ,..., ,⋅ =  1  перейдемо до відповідної задачі зі 
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значеннями змінних λ i( )⋅  з відрізку [ , ]0 1 , тобто роз-
глянемо задачу С.
Задача С.





( ( ), ) min ( ( ), )* *
( ( ), )
λ τ λ τ
λ τ
⋅ = ⋅
⋅ ∈ ×1 Ω
 ,
де
Г x x Г x1 = ∈ ∈{ ( ) : ( ) ;λ λ м. в. для  Ω
ρ λ( ) ( ) , ,...,x x dx bi i i p≤∫ =
Ω
 1 ,
ρ λ( ) ( ) , ,..., },x x dx b i p Ni i≤ = +∫  
Ω
1  (4)
τ λ λ∈ = ≤ ≤ =ΩN iГ x x i N, { ( ) : ( ) , ,..., , 0 1 1
  м. в. для  λ i
i
N





У такій постановці нескінченновимірна задача роз-
ташування підприємств є неперервною нелінійною 
задачею ОРМ із розташуванням центрів підмножин із 
обмеженнями у формі рівностей та нерівностей (4), яка 
досліджувалась автором статті у роботах [16, 20, 14]. 
Тому для неї можна застосувати розроблені автором 
у цих статтях для неперервних нелінійних задач ОРМ 
методи та алгоритми розв’язання. Ідея цих методів 
полягає у переході від вихідної нелінійної нескін-
ченновимірної задачі оптимізації через функціонал 
Лагранжа до скінченновимірної двоїстої з негладким 
цільовим функціоналом та допоміжного операторного 
рівняння.
6. Розв’язання модельних задач
Алгоритми [16, 20] розв’язання задачі С застосова-
но і протестовано на модельних нескінченновимірних 
задачах розташування при обмеженнях на потужності 
підприємств у вигляді рівностей та нерівностей, коли 
залежності вартостей виробництва продукції підпри-
ємств від їх потужностей можуть бути описані у вигля-
ді опуклих функцій.
Модельна задача 1. Споживач деякої однорідної 
продукції, яку виробляють три підприємства, непе-
рервно розподілений в області
Ω = ≤ ≤ ≤ ≤{ }( , ) : ,x y x y0 1 0 1 . (5)
Координати розташування підприємств
τ τ τi i i i= ( ) =( ) ( ), , , ,1 2 1 2 3 , невідомі заздалегідь.
Для кожного i-го підприємства, i = 1 2 3, , , задано 
функцію
c x y x yi i i( , , )
( ) ( )τ τ τ= −( ) + −( )1 2 2 2
вартості транспортування одиниці продукції з i-го під-
приємства до споживача ( , )x y  і попиту
ρ( , )x y ≡ 1
на продукцію для кожного пункту споживання ( , )x y  об-
ласті Ω . Функції
ϕi i iY Y i( ) , , ,= =
1
5
1 2 33  ,
описують залежність вартості виробництва продукції на 
i-ому підприємстві від його потужності Y ii , , , = 1 2 3 , що 
визначається сумарним попитом споживачів, що нале-
жать Ωi :
Y x y dxdy ii
i
= ∫ ∫ =
Ω
ρ( , ) , , , 1 2 3 .
Потрібно розбити множину споживачів Ω на зони 
Ωi i, , , = 1 2 3 , обслуговування їх трьома підприємства-
ми, що не перетинаються, тобто на зони обслугову-







Ω Ω , mes( )Ω Ωi k i k∩ =≠ 0 , i =1,2,3,
і розташувати ці підприємства в області Ω так, щоб міні-
мізувати функціонал сумарних витрат на виробництво 
продукції та доставку її до споживача:
F
x y dxdy c xi
i i
{ , , },{ , , }
( , ) ( ,
Ω Ω Ω
Ω Ω





 + ∫ ∫ i
i







за умов, що потужності i-тих підприємств, i = 1 2 3, , , для 
першого та другого підприємств не повинні перевищува-
ти заданих об’ємів:
0 1 2≤ ∫ ∫ ≤ =
Ωi
x y dxdy b iiρ( , ) , , , b b1 20 8 0 5= =. , . ,
а для третього підприємства повинна строго дорівнювати 
0.45, тобто
∫ ∫ = =
Ωi
x y dxdy b iiρ( , ) ,  3 , b3 0 45= . .
Для розв’язання задачі за допомогою алгоритму з 
[16, 20] і розробленого в [15] програмного комплексу 
NZORM область Ω з (5), поміщали у прямокутник 
П, що покривався прямокутною сіткою з вузлами 
(  i j i j, ), , ,...,= 1 21. Умовою припинення рахунку було ви-
конання нерівності
Y Yk k k k k k( ) ( ) ( ) ( ) ( ) ( ), , , , ,τ τ ε εΨ Ψ( ) − ( ) ≤ >+ + +1 1 1 0 , (6)
де k – номер ітерації алгоритму з [16, 20], на якій відбувся 
зупин, ε = −10 6 – точність обчислень r-алгоритмом Шора.
За 543 ітерації отримано наступні результати:
– оптимальне розбиття множини для модельної за-
дачі 1 (рис. 1);
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Рис. 1. Оптимальне розбиття множини споживачів для 
модельної задачі 1
– оптимальні координати розташованих підпри-
ємств:
τ1 0 241711 0 26597* . ; .= ( ) , τ2 0 779724 0 288794* . ; .= ( ) , 
τ3 0 487941 0 759909* ( . ; . )= ;
– оптимальні потужності кожного з підприємств:
Y1 0 277767
* .= ; Y2 0 266347* .= ; Y3 0 449547* .= ;
– мінімальне значення прямого функціонала з : 
F* .≈ 0 264134 ;
– максимальне значення функціонала двоїстої за-
дачі: G* .≈ 0 264497 .
Модельна задача 2. Вихідні дані ті ж, що й для мо-
дельної задачі 1, за виключенням області Ω :
Ω = − + − ≤{ }( , ) : ( . ) ( . ) .x y x y 0 5 0 5 0 252 2 .
Для розв’язання задачі за допомогою алгоритму 
з [16, 20] область Ω поміщали в квадрат П, що покри-
вався прямокутною сіткою з вузлами  (  i j i j, ), , ,...,= 1 31 . 
Умовою припинення рахунку було виконання нерів-
ності , де k – номер ітерації алгоритму, на якій відбув-
ся зупин, ε = −10 6  – точність обчислень r-алгоритмом 
Шора. За 312 ітерацій отримано: 
– оптимальне розбиття множини для модельної за-
дачі 2 (рис. 2);
Рис. 2. Оптимальне розбиття множини споживачів для 
модельної задачі 2
– оптимальні координати розташованих підпри-
ємств:
τ1 0 713442 0 750851* . ; .= ( ) , τ2 0 262139 0 731031* . ; .= ( ) ,
τ3 0 504205 0 326437* ( ). ; .= ;
– оптимальні потужності кожного з підприємств:
Y1 0 167201
* .= ; Y2 0 157664* .= ; Y3 0 449482* .= ;
– мінімальне значення прямого функціонала: 
F* .≈ 0 192442 ;
– максимальне значення функціонала двоїстої за-
дачі: G* .≈ 0 192326 .
Як видно з результатів розв’язання модельних за-
дач 1, 2:
1) суми оптимальних потужностей підприємств у 
кожній із задач дорівнюють сумарній потужності, що 
чисельно дорівнює площі області Ω:
S = × =1 1 1  – у модельній задачі 1; S = ×π 0 52.  – у 
модельній задачі 2;
2) оптимальні потужності підприємств із номерами 
1, 2 не перевищують заданих об’ємів b ii , , = 1 2 , тобто 
виконані обмеження у формі нерівностей;
3) оптимальна потужність підприємства з номером 
3 наближено дорівнює заданому об’єму b3 0 45≈ . , тобто 
виконано обмеження у формі рівності;
4) значення прямого (цільового) та двоїстого функ-
ціоналів модельних задач наближено однакові.
7. Висновки
1. Сформульовано нові математичні постановки не-
скінченновимірних задач розташування підприємств 
із нелінійним функціоналом сумарних витрат на ви-
робництво продукції та доставку її до споживача, які 
надають можливість більш адекватно моделювати ре-
альні процеси.
2. Запропоновано зведення нескінченновимірних 
задач розташування підприємств у математичній по-
становці до неперервних нелінійних задач ОРМ.
3. Для розв’язання задач розташування підприємств 
запропоновано застосування розроблених раніше ав-
тором ефективних методів та алгоритмів розв’язання 
неперервних нелінійних задач ОРМ із розташуванням 
центрів підмножин, а також систему NZORM, що є їх 
програмною і може бути впроваджена у виробництві, 
економіці і т. д.
4. Побудовано математичні моделі ряду приклад-
них виробничо-економічних нескінченновимірних за-
дач розташування підприємств із одночасним розбит-
тям регіону, неперервно заповненого споживачами, на 
області споживачів. За допомогою системи NZORM 
одержано чисельні розв’язки та графічну візуалізацію 
результатів цих задач.
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