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1. JNTR~DUCTION 
Recently there have been several papers concerning the study of delay 
differential equations whose solutions exhibit oscillatory behavior. The 
main reason for this interest is that delay differential equations play an 
important role in applications, and-for instance-in biological applica- 
tions delay equations give a better description of fluctuations in population 
than the ordinary ones (see, e.g., [3, 5, S] and references cited therein). 
In the oscillation theory of linear delay differential equations one of the 
most important objectives is to give a necessary and suffkient condition for 
oscillation via the characteristic equation. Such a result for scalar delay 
differential equations was proved in [ 1, 7 and 93 using various methods, 
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and the method of [l] was extended to delay systems in [Z]. In the neutral 
case many special scalar equations have been investigated using different 
techniques (see, e.g., [3, 61 and references therein), but at this time we do 
not know about a general result. 
In this paper we prove that in the general scalar as well as system cases 
a neutral delay differential equation with several delays has a non- 
oscillatory solution if and only if its characteristic equation has a real root. 
Our proof is elementary and is based on the method of the Laplace trans- 
form, using a fact from [4] that the solutions of a neutral equation are not 
growing faster than exponentially. 
2. THE MAIN RESULT AND SOME COROLLARIES 
Consider the neutral delay differential equation in the form 
x(r)- f B,x(r-(TI) = i, Aix(f-zi), 
J=l 1 i= 1 (2.1) 
where we assume 
(A) Ai, (1 < idk) and Bj, (1 <j< m) are given n by n matrices, ri, 
(1 6 id k) and 01, (1 < j d m) are given positive constants, y = max(r, 01, 
r=max i~i~:kTi, ~=maxl.j<,~j. 
DEFINITION 2.1. By a solution to (2.1) on the interval [ - y, cc ), we 
mean a function x E C( [ -y, co), R”) such that x(t) - CJ’=, Bjx( r - a,) is 
continuously differentiable and satisfies (2.1) on [0, cc ). 
DEFINITION 2.2. A solution x= (xi, . . . . x,,)~: [-y, co) + R” of (2.1) is 
called nonoscillatory if there exist t, >O and i, E (1, . . . . n} such that 
Ixi,(t)l > O, r 2 fO. 
Remark 2.1. If Eq. (2.1) has a nonoscillatory solution then there is a 
solution x= (xi, . . . . x,)~: C-r, co)-+ R” of (2.1) such that for some 
i, E { 1, . ..) n}, x,(t) > 0, t > - y. In fact, if v(t) is a nonoscillatory solution 
of (2.1) then there is an index i,E { 1, . . . . n} and there is a to>0 such that 
I y,,( t)l > 0, t 2 r,. But it is easily seen that x(r) = (sign y,,( to)) y( r + y + r,,) 
is a solution of (2.1) and x,(r) = Iy,,,(r)l > 0, r > -y. 
We are now prepared to state and prove our main result. 
THEOREM 2.1. Assume (A) holds. Then Eq. (2.1) has a nonoscillatory 
solution if and only if its characteristic equation 
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det U-1 5 BjepiOJ-- 
j=l 
!l A,eC”> = 0 (2.2) 
has a real root. 
Prooj If Eq. (2.2) has a real root I then there exists a constant vector 
c = (C,) . ..) c,)~ such that Cy=, (ci( >O and 
x(t) = e”c (2.3) 
is a solution of (2.1) on (-co, co). But it is easily seen that x(t) is a 
nonoscillatory solution of (2.1). 
Therefore the proof will be complete if we show that if Eq. (2.1) has a 
nonoscillatory solution on C---y, co) then Eq. (2.2) has a real root. To this 
end, we assume the opposite case, that is, (2.1) has a nonoscillatory 
solution on [ -7, co) and parallel to this (2.2) has no real root. We show 
that it leads to a contradiction. 
By Remark 2.1, we have that if (2.1) has a nonoscillatory solution 
then it has a solution x(t)= (x,(t), ..,, x,(t))’ such that for an index 
i, E { 1, . ..) n}, 
xio( t, > O, t> --y. (2.4) 
But from [4], we know that the solutions of (2.1) are not growing faster 
than exponentials, therefore 
Ix,(t)l d aeb’, tk -y, 1 <i<n, (2.5) 
for some constants a > 0 and b E R. 
Thus the Laplace transform P[x] defined by 
P[x](s) = lorn eeS’x(t) dt (2.6) 
exists and is an analytic function of s for Re s > b. But (2.5) implies that the 
function 
u(t)=x(t)- f B,x(t-o,), t>:O, 
j=l 
and its derivative zi(t) have the same exponential growth b as x(t). Thus 
P[ti](s) = ss?[u](s) - u(0) 
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exists for Re s > b, and from (2.1) it follows that 
SU[X](S)-S f ~je-~~~~X](S)-X~O)+ 5 BjX(-Djf 
j=l j=i 
m 
-s C BjeMsbi 
j=l 
s 
0 
x(t) e-“’ dt 
~ Cl 
= t Aie-“‘~S?[x](s)+ i AieeSTt lo x(t)e-sf df, 
i= 1 i=i -5, 
Here, we used the simple fact 
c!i?[x( . -K)](S) =Jom e-‘xft - K) dt 
=e -s”9[x](s) + e-‘” j* x(t) e-“’ dt, 
--k 
for any constant KE [0, 71. 
From (2.7), we have 
where 
and 
4) aIxlfs) = rp(s), Re s>b, 
A(s)=sI--s i Bjepsq- i A,e-“~ 
Re s > 6. (2.7) 
Re s>b, 
V-8) 
(2.9) 
m m ,-0 
~(s)=x(O)- C BjX(-aj)+S 1 Bjemsr~J X(U) ecsudu 
J=l j=l - 3 
x(u) eesu du (2.10) 
are analytic functions of s for all s. 
Since (2.2) has no real root, we have 
a(s) = det A(s) # 0, SER, 
therefore (2.8) implies 
cY[x](s) = A-‘(s) p(s) (2.11) 
for any s E [b, oo), where the right-hand side is analytic on R. Denote by 
1+4,(s) the i,th component of d-‘(s) q(s), that is $,(s)= (d-‘(s) ~?P(s))~ 
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Then (2.11) yields 
for Re s>b. 
yCxirjl(s)= Ic/iots) (2.12) 
Formula (2.12) shows that Y[x,] has an analytic continuation on the 
whole real axis. What we will show now is that this continuation can in 
fact be expressed as a Laplace transform, that is, for every s in R, e PSf~i,,( t) 
is in SCi(R+). 
We may first observe that the set 
{seR:e -“‘Xio(t)E.9yR+)} 
is an interval (so, + co). 
On this interval, we have 
s 00 e-“‘xi,,(t) dt=$io(s), 0 
and because tii, is continuous and xi02 0, it follows from Beppo-Levi’s 
theorem that the integral is also finite for s = so (if so > -co). Let us 
assume for the moment that so > - co. We choose a point s, > so, such that 
the Taylor series associated to $,,, at s=s, has a radius of convergence 
which exceeds 1 -so. We can express the coefficients of the Taylor series 
of *, at s, in terms of xiO: 
+i%)m(-l)k 
k! 
m tk.e-3,‘.x,(t)dt 
s k! ,, 10 . 
Inside the disk of convergence, the series 
1 Wl~‘h)l 
k! (s, - sJk k20 
also converges. This implies that 
k~o~(s,-~)k,,” tk.esl’.xio(t)dt< +co (2.14) 
(2.13) 
for s in some interval (si - 6, so), for some 6 > 0. 
But this expression can be seen as a sum of integrals of positive 
functions. Beppo-Levi’s theorem applies then and leads to the conclusion 
that 
s 
m 
e -“xi&t) dt < + cc 
0 
for s in (so - 6, so). 
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This is a contradiction with the definition se, and leads to the conclusion 
that Formula (2.12) holds on the whole real axis. 
Now consider the behavior of tiiO(s) as s + - co. From (2.10), it is easily 
seen that there exist a, > 0 and a2 > 0 such that 
Ids)1 < a, eu21sl, s E R. 
One can see that for any n by n matrix A, det A > 0 implies 
(2.15) 
where b is a constant depending only on n. Thus 
Id-‘(SY G-& Id(s)I” SER, (2.16) 
where a(s) = det d(s) > 0. But (2.9) implies that for some constants c, > 0 
and c1 > 0, 
IA( < c,e(‘2’s’, s E R. (2.17) 
Moreover, u(s) is a polynomial of s, e Psuf, (1 < j < m), and eesTz, (1 < i < k), 
where o,>O, (l<j<m), and zj>O, (1 <i<k). On the other hand 
u(s) > 0, SE R, therefore lim F--z u(s)= + co. Thus there exists s, E 
(- co, 0) such that 
‘<I 
u(s)‘ ’ 
sfs,. 
Thus (2.16) and (2.17) imply 
I&‘(s)l ~b(cl)“~~le(“-‘)“2’“1, sds,, 
and (2.15) yields 
IA-‘(s) cp(s)l <d,ed2’“‘, sds,, 
where d, > 0 and d, > 0 are suitable constants. Since (2.12) holds for all s, 
it follows that 
O<~[X~,I(J)=I(/JS)< Idp’(~) cp(s)l <dle’zl”‘, 
for any s d sl, therefore 
0 d lim sup e ‘“~~“~P[x,](,s) < d,. s- --2 (2.18) 
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But for T> dZ, we obtain 
, s 
cc 
> e-d21.~lem xi,(t) dt -+ + cc 
T 
as s -+ - co, since x,,(t) > 0 (t 2 0). This contradicts (2.18), therefore 
Eq. (2.2) indeed has a real root. The proof of the theorem is complete. 
In the scalar case (n = l), we have 
COROLLARY 2.1. Assume bj and a,~0 (l<j<m) and a, and zi>O 
(1 < id k) are given real numbers. Then the equation 
; x(t)- f b,x(t-oi) = i a,x(t-r;) 
j= 1 1 i= 1 
is oscillatory if and only if its characteristic equation 
has no real root. 
Since any higher order equation is equivalent to a first order system, we 
have 
COROLLARY 2.2. Let nk 2 0 (0 d k <n) be given integers and assume 
ak,pk,j (O<k<n, O<j<nk) and zk,j/ >O (1 <k<n, O<j<nk) are given 
real numbers. Then the equation 
k$, -$[akx(I)- 2 pk,jX(t - tk,j) = f fh,,jxtt - ‘0.j) 
/=I 1 j=l 
has a nonoscillatory solution if and only if its characteristic equation 
has a real root. 
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