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Abstract
Let x → φs,t (x) be a d -valued stochastic homeomorphic flow produced by non-Lipschitz stochastic
differential equation φs,t (x) = x +
∫ t
s σ (φs,u(x)) · dWu +
∫ t
s b(φs,u(x)) du, where W = (W1,W2, . . .) is
an infinite sequence of independent standard Brownian motions. We first give some estimates of mod-
ulus of continuity of {φs,t (·)}, then prove that the flow φs,t (x), when x nears infinity, grows slower
than Z exp{c√ln ln |x|} for some constant c > 0 and integrable random variable Z via lemma of Garsia–
Rodemich–Rumsey Lemma (abbreviated as GRR Lemma) improved by Arnold and Imkeller [L. Arnold,
P. Imkeller, Stratonovich calculus with spatial parameters and anticipative problems in multiplicative er-
godic theory, Stochastic Process. Appl. 62 (1996) 19–54] and moment estimates for one- and two-point
motions.
© 2006 Elsevier Masson SAS. All rights reserved.
MSC: primary 60H10, 34F05; secondary 60G17, 37C10, 34K25
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1. Introduction and main results
Let l2 denote the usual Hilbert space of -valued sequences with inner product 〈·, ·〉l2 ,
σ :d → d × l2 and b :d → d be measurable functions. W = (W 1,W 2, . . .) is an infinite
sequence of independent standard Brownian motions on a complete filtered probability space
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Z. Liang / Bull. Sci. math. 132 (2008) 146–163 147(Ω,F , {Ft }t∈[0,1],P) satisfying the usual conditions. Consider the following stochastic differen-
tial equations (abbreviated as SDEs)
dXt(x) = σ
(
Xt(x)
) · dWt + b(Xt(x))dt, X0(x) = x ∈ d . (1.1)
In this paper we make the following assumptions on coefficients of SDEs (1.1):
There exist constants C0 > 0, C1 > 0 and η ∈ (0, 1e ) such that
(H1) ‖σ(x)− σ(y)‖2 :=∑di=1 ‖σi·(x)− σi·(y)‖2l2  C0|x − y|ρη(|x − y|), ∀x, y ∈ d ;
(H2) |b(x)− b(y)| C1ρη(|x − y|), ∀x, y ∈ d ,
where the concave function ρη(x) on [0,∞) is defined by
ρη(x) =
{
x log 1
x
, x  η,
η log 1
η
+ (log 1
η
− 1)(x − η), x > η. (1.2)
Recently research on stochastic homeomorphic flow associated to non-Lipschitz SDE has arisen
a great interest. Malliavin, Airault, Ren, Fang and other authors firstly established bounded home-
omorphic flow on the group of diffeomorphisms of the circle and d-dimensional sphere Sd (cf.
[1,5–7,10,11,14,17] and references therein), then Liang [13], Zhang [18], Fang, Imkeller and
Zhang [8] studied global flows on d by non-Lipschitz SDE. They proved that, under hypothe-
ses (H1) and (H2), SDEs (1.1) can produce a stochastic global homeomorphic flow, that is, a map
φ : [0,∞)2 × d ×Ω → d such that
1. φst (x, ·), t  s, solves SDEs (1.1) with initial condition Xs = x for each s  0, x ∈ d ;
2. φst (·,ω) is a homeomorphism for each 0 s  t , ω ∈ Ω ;
3. φst (·,ω) = φ−1ts (·,ω) for each s, t  0, ω ∈ Ω ;
4. φsu(·,ω) = φtu(·,ω) ◦ φst (·,ω) ∀s, t, u 0, ω ∈ Ω ;
5. (s, t) → φst (·,ω) is continuous from [0,∞)2 to the homeomorphisms on d . The flows
can be unbounded at infinity. The main purpose of the paper is to study spatial asymptotic
behavior of the homeomorphic flow φst when the spatial variable nears infinity.
The first result of this paper provides some estimates of modulus of continuity for the flow
{φs,t (·)}. We now state the result as follows.
Theorem 1.1. Assume that (H1) and (H2) hold. Let T > 0 be fixed. Then there exist constants
β > 0, C > 0 and Φδ-integrable nonnegative random variable Z such that for all x, y ∈ d with
|x| > |y| and ω ∈ Ω
sup
0t
∣∣φ0,t (x)− φ0,t (y)∣∣
 Z max
{
1, |x| + |x|α} exp{√8δβ ln+ ln+(|x| + |x|α)}
×
|x−y|
max{1,|x|+|x|α }∫
exp
{√
8dδ ln
(
1 + 1
z
)}
(1 + αzα−1) dz. (1.3)0
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sup
0t
∣∣φ0,t (x)− φ0,t (0)∣∣ Z max{1, |x| + |x|α} exp{√8δβ ln+ ln+(|x| + |x|α)} (1.4)
where Φδ(x) =
∫∞
1 exp{−δt2}xt dt is a Young function on [0,∞) and δ is such that Z satisfies
EΦδ(Z) < +∞. The function ln+ x := max{lnx,0} on [0,∞) denotes the positive part of the
logarithm, α = exp{−C2T 2 −C2T }.
Our second result states that the growth rate of the flow φst at infinity can be at most
exp{γ√ln ln |x|} for some γ > 0. The result is the following.
Theorem 1.2. Assume that (H1) and (H2) hold. Let T > 0 be fixed. Then there exist constants
δ > 0 and β > 0 such that the random variables
Y1 = sup
x∈d
1 + sup0s,tT |φst (x)|
1 + |x| exp
{
−2√8δβ√ln+ ln+ |x|} (1.5)
and
Y2 = sup
x∈d
sup
0s,tT
1 + |x|
1 + |φst (x)| exp
{
−2√8δβ√ln+ ln+ |x|} (1.6)
are Φδ-integrable, that is, EΦδ(Yi) < +∞, i = 1,2.
Recall that Imkeller and Scheutzow [9] proved similar results under strong Lipschitz and
regularity conditions imposed on coefficients of SDEs (1.1). The main aim of this paper is to
remove the regularity conditions and weaken Lipschitz condition. Example 5.1 in Section 5 will
state that this work is interesting. We will use the line of [9] to prove Theorems 1.1–1.2, but
the price to pay is that we have to overcome obstacles in doing moment estimates for one- and
two-point motions, choosing metric d(x, y) for using GRR lemma etc. because of non-Lipschitz
conditions. We will use Gronwall–Bellman–Bihari inequalities, precise B–D–G inequalities for
semimartingales improved by Barlow and Yor [3] and approaches used in [8,9] to arrive at our
conclusions. Our results also seem to show that the globally bounded condition on coefficients
in [15] can be dropped in our setting. We expect our results would be of interest for theory of
stochastic homeomorphic flow associated to non-Lipschitz SDEs.
This paper is organized as follows. Section 2 is to present some fundamental tools which
will be used later. In Section 3 we will provide some moments estimates for one- and two-point
motions of {φ0,t (·)} and { |x|21+|φ0,t (x)| }. Sections 4 and 5 devote to proving Theorems 1.1 and 1.2,
respectively. In Section 6 we will establish a stochastic flow produced by non-Lipschitz SDE and
the flow will tend to infinity when the spatial variable nears infinity.
2. Preliminaries
Let (X, d) and (M, ρ) be two separable metric spaces, m a locally finite Borel measure on
(X,B(X)). Let Φ :+ → + be increasing, right continuous and Φ(0) = 0. For any measurable
function g : X → M we define measurable function g˜ by
g˜(x, y) =
{
ρ(g(x),g(y))
d(x,y)
if x = y,
0 if x = y
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Firstly, we have the following extension of GRR Lemma (see [2, Theorem 1]):
Lemma 2.1. Let f : X → M be continuous. If f˜ satisfies
V :=
∫
X
∫
X
Φ
(
f˜ (x, y)
)
m(dx)m(dy) < +∞,
then for any x, y ∈ X,
ρ
(
f (x), f (y)
)
 8 sup
z∈{x,y}
d(x,y)∫
0
Φ−1
(
4V
m(Kε(z))2
)
dz,
where Kε(z) denotes the ε-ball centered at z ∈ X.
Secondly, we present precise B–D–G inequalities for semimartingales improved by Barlow
and Yor (see [3, Proposition 4.2]) as follows:
Lemma 2.2. There exists a universal constant c such that, for any p  2 and any continuous
martingale {Mt } with M0 = 0, we have
‖M∗t ‖p  c
√
p
∥∥√〈M〉(t)∥∥
p
, (2.1)
where M∗t = sup0st |Mt |, 〈M〉 is the quadratic variation of M , ‖ · ‖p denotes the norm in
Lp(Ω,F ,P).
Finally, we give the following three lemmas.
Lemma 2.3. (Gronwall–Bellman–Bihari inequalities, see [16, Theorem 2.3.1]) Let u and f be
nonnegative continuous functions defined on + = [0,+∞). Let W(u) be a continuous nonde-
creasing function defined on + and W(u) > 0 on (0,+∞). If
u(t) k +
t∫
0
f (s)W(u(s))ds (2.2)
for t ∈ +, where k is a nonnegative constant, then for 0 t  t1
u(t)G−1
(
G(k)+
t∫
0
f (s) ds
)
, (2.3)
where G(r) = ∫ r
r0
dr
W(s) , r > 0, r0 > 0, G
−1 is the inverse function of G and t ∈ + is chosen
such that G(k)+ ∫ t0 f (s) ds ∈ Dom(G−1), for all t ∈ +, lying in the interval 0 t  t1.
Lemma 2.4. Assume that f is a concave and increasing function on [0,∞) with ρ(0) = 0, X is
a random variable and belongs to Lp(Ω,F ,P). Then∥∥f (|X|)∥∥
p
 f
(‖X‖p) (2.4)
for any p  1.
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uous function on [0,+∞). The right derivative of g defined by g′+(x) = (f (x1/p)/x1/p)p−1 ×
f ′+(x1/p) is also a nonnegative increasing right continuous function on (0,+∞). Hence g(x) is
a concave increasing function on [0,∞) with g(0) = 0 for p  1. Applying Jensen’s inequality
to g(x) := [f (x1/p)]p , we have
E
[
f
(|X|)]p = Eg(|X|p) g(E|X|p)= [f (‖X‖p)]p. (2.5)
So (2.5) implies (2.4). 
Let ρη be the concave function defined by (1.2). It is easy to see that the function has the
following properties.
Lemma 2.5. (i) ρη1(x)  ρη2(x) for η1  η2 and x  0; (ii) xpρη(x)  1p+1ρη1+p (x1+p) for
p  1 and x  0.
In the end of this section we define an exponential function on [0,+∞) by
Φδ(x) =
∞∫
1
exp{−δt2}xt dt (2.6)
for δ > 0. Then we have the following estimates on Φδ and its inverse.
Lemma 2.6. (See [9] for Lemma 1.1) Let δ > 0 and denote
K = exp
{[
−4δ ln
({ ∞∫
1
exp(−cp2) dp
}
∧ 1
) 1
2
]}
.
Then for t  0 we have
(a) Φ−1δ (t)K exp
(√
4δ ln+ t
)
, (2.7)
(b) Φδ(t)
√
π
δ
exp
{
(ln t)2
4δ
}
. (2.8)
3. Moment estimates for one- and two-point motions
In this section we will give moments estimates for one- and two-point motions of {φ0,t (·)} and
{ |x|21+|φ0,t (x)| } for proving Theorems 1.1–1.2. We assume that flow {φs,t (·)} satisfies the flowing
SDEs,{
dφs,t (x) = σ(φs,t (x)) · dWt + b(φs,t (x)) dt,
φs,s(x) = x ∈ d . (3.1)
The first result of this section deals with the flow {φ0,t (·)}.
Theorem 3.1. Assume that (H1) and (H2) hold. Then for any T > 0, x, y ∈ d and p  1 there
exists constant C2 > 0 such that
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0tT
{∣∣φ0,t (x)∣∣p} exp{(cC2)2p2 + (C22T + 1)p}(1 + |x|)p, (3.2)
E sup
0tT
{∣∣φ0,t (x)− φ0,t (y)∣∣p}
 exp
{
3
(
hC21T
2 + 1)p + 3hc2C20p2T } · (|x − y| + |x − y|α)p (3.3)
where α = exp{−3C21T 2 − 3c2C20pT } and h = log 1η − 1.
Proof. It suffices to prove Theorem 3.1 for p  2 because of Hölder’s inequality. By (H1) and
(H2) there exists a nonnegative constant C2 = C2(η, σ (0), b(0)) such that for all x ∈ d{∑d
i=1 ‖σi·(x)‖2l2  C2(1 + |x|2),
|b(x)|C2(1 + |x|).
(3.4)
Let Yt (x) = sup0st |φ0,s (x)| and ψt(x) = ‖Yt (x)‖p for all x ∈ d . Using Lemma 2.1 in [13],
{Mt :=
∫ t
0 σ(φ0,s(x)) · dWs , t  0} is a continuous martingale and its stochastic contraction can
be defined by 〈M〉t =
∫ t
0 ‖σ(φ0,s(x))‖2 ds.
Since
φ0,t (x) = x +
t∫
0
σ
(
φ0,s(x)
) · dWs + t∫
0
b
(
φ0,s(x)
)
ds, (3.5)
by (3.4), the following inequality holds for all x ∈ d
ψT (x) |x| +
∥∥ sup
0tT
|Mt |
∥∥
p
+C2
T∫
0
[
1 +ψs(x)
]
ds. (3.6)
By Lemmas 2.2, 2.4 and (3.4), there exists c > 0 such that for any p  2
∥∥ sup
0tT
|Mt |
∥∥
p
 cp 12
∥∥∥∥∥
( T∫
0
∥∥σ (φ0,s(x))∥∥2 ds
) 1
2
∥∥∥∥∥
p
 cC2p
1
2
∥∥∥∥∥
( T∫
0
(
1 + Y 2s (x)
)
ds
) 1
2
∥∥∥∥∥
p
 cC2p
1
2
( T∫
0
(
1 + ∥∥Ys(x)∥∥2p)ds
) 1
2
 cC2p
1
2
( T∫
0
(
1 +ψ2s (x)
)
ds
) 1
2
. (3.7)
Consequently,
ψT (x) |x| + cC2p 12
( T∫ (
1 +ψ2s (x)
)
ds
) 1
2
+C2
T∫ [
1 +ψs(x)
]
ds. (3.8)0 0
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ψ2T (x) 3|x|2 + 3
[
(cC2)
2p +C22T
] T∫
0
(
1 +ψ2t (x)
)
dt. (3.9)
It follows immediately from (3.9) that
1 +ψ2T (x)
1 + 3|x|2  1 + 3
[
(cC2)
2p +C22T
] T∫
0
(
1 +ψ2t (x)
1 + 3|x|2
)
dt. (3.10)
Using Gronwall’s lemma,
ψT (x) exp
{
(cC2)
2p +C22T + 1
}(
1 + |x|). (3.11)
Therefore
E sup
0tT
{∣∣φ0,t (x)∣∣p} exp{(cC2)2p2 + (C22T + 1)p}(1 + |x|)p. (3.12)
The (3.12) yields the assertion (3.2).
We now turn to proving the inequality (3.3).
Let Zt(x, y) = sup0st |φ0,s(x) − φ0,s (y)|, ϕt (x, y) = ‖Zt(x, y)‖p for any p  2 and
x, y ∈ d .
Using (H1), (H2), Lemmas 2.2, 2.4 and 2.5, we have∥∥∥∥∥ sup0tT
∣∣∣∣∣
t∫
0
[
σ
(
φ0,s(x)
)− σ (φ0,s(y))] · dWs
∣∣∣∣∣
∥∥∥∥∥
p
 cC0p
1
2
∥∥∥∥∥
( T∫
0
Zt(x, y)ρη
(
Zt(x, y)
)
dt
) 1
2
∥∥∥∥∥
p
 cC0p
1
2√
2
∥∥∥∥∥
( T∫
0
ρη2
(
Z2t (x, y)
)
dt
) 1
2
∥∥∥∥∥
p
 cC0p
1
2√
2
( T∫
0
∥∥ρη2(Z2t (x, y))∥∥p dt
) 1
2
 cC0p
1
2√
2
( T∫
0
∥∥ρη2(∥∥Zt(x, y)∥∥2p)∥∥p dt
) 1
2
 cC0p
1
2√
2
( T∫
0
ρη2
(
ϕ2t (x, y)
)
dt
) 1
2
. (3.13)
Similarly,∥∥∥∥∥ sup0tT
∣∣∣∣∣
t∫ [
b
(
φ0,s (x)
)− b(φ0,s (y))]ds
∣∣∣∣∣
∥∥∥∥∥
p
 C1
T∫
ρη2
(
ϕt (x, y)
)
dt. (3.14)0 0
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φ0,t (x)− φ0,t (y) = x − y +
t∫
0
[
σ
(
φ0,s(x)
)− σ (φ0,s(y))] · dWs
+
t∫
0
[
b
(
φ0,s (x)
)− b(φ0,s(y))]ds (3.15)
entail that
ϕT (x, y) |x − y| + cC0p 12
( T∫
0
ρη2
(
ϕ2t (x, y)
)
dt
) 1
2
+C1
T∫
0
ρη2
(
ϕt (x, y)
)
dt. (3.16)
We define ρ(x) = ρη2(x) + ρ2η2(x
1
2 ) for x  0. ρ(x) is also an increasing concave function on
+ by Lemma 2.2 in [12].
Squaring both sides of (3.16), we have
ϕ2T (x, y) 3|x − y|2 + 3
(
C21T + c2C20p
) T∫
0
ρ
(
ϕ2t (x, y)
)
dt. (3.17)
By Lemma 2.3,
ϕ2T (x, y)G−1
(
G
(
3|x − y|2)+ 3T (C21T + c2C20p)), (3.18)
where G(x) = ∫ x
x0
dy
ρ(y)
for some x0  0.
Let G(x) = ∫ x
x0
dy
ρ
η2 (y)
for some x0  0. Since the inverse functions G−1 and (G)−1 of G and
G are strictly increasing, it is easy to see from (3.18) that
ϕ2T (x, y) (G)−1
(
G
(
3|x − y|2)+ 3T (C21T + c2C20p)). (3.19)
If 3|x − y|2  η, then since for sufficiently small η and t  η
G(t) = log
(
logη
log t
)
, 0 < t  η (3.20)
and
(G)−1(t) = exp{logη · exp{−t}}, t < 0, (3.21)
we deduce from (3.19) to (3.21) that
ϕT (x, y) 3|x − y|α (3.22)
where α = exp{−3C2T 2 − 3c2C2pT }.1 0
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G(t) =
t∫
t0
dy
a + hy =
1
h
log
(
a + ht
a + ht0
)
,
where a = η and h = log 1
η
− 1,
(G)−1
(
G
(
3|x − y|2)+ 3T (C21T + c2C20p))

(
a
h
+ t0
)(
a + 3h|x − y|2
a + ht0
)
exp
{
3h
(
C21T + c2C20p
)
T
}− a

(
η + 3|x − y|2) exp{3h(C21T + c2C20p)T }− a
 6|x − y|2 exp{3h(C21T + c2C20p)T }. (3.23)
The inequalities (3.19) and (3.23) yield
ϕT (x, y)
√
6 exp
{
3h
(
C21T + c2C20p
)
T
}|x − y| (3.24)
for 3|x − y|2 > η. Therefore from (3.22) and (3.24) it follows that for any x, y ∈ d
ϕT (x, y) exp
{
3h
(
C21T + c2C20p
)
T + 3}(|x − y| + |x − y|α), (3.25)
which implies
E sup
0tT
{∣∣φ0,t (x)− φ0,t (y)∣∣p}
 exp
{
3
(
hC21T
2 + 1)p + 3hc2C20p2T }(|x − y| + |x − y|α)p. (3.26)
Thus we complete the proof of Theorem 3.1. 
For t  0 and x ∈ d we define Ft (x) = { |x|21+|φ0,t (x)| }. The second result of this section is the
following.
Theorem 3.2. Assume that (H1) and (H2) hold. Then for any T > 0, x, y ∈ d and p  1 we
have
E sup
0tT
{(
1
1 + |φ0,t (x)|2
)p}
 exp
{
3p
(
1 + c2C22pT
)+ 3(8C2)2pT 2}( 11 + |x|2
)p
, (3.27)
E sup
0tT
{∣∣Ft (x)− Ft (y)∣∣p}
 exp
{
3p
(
4 + hC21T 2 + 128C22T 2
)+ 6p2c2T (C22 + 2hC20)}
× (|x − y| + |x − y|α)p (3.28)
where α = exp{−3C2T 2 − 3c2C2pT } and h = log 1 − 1.1 0 η
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Then
B(t) = x +
t∫
0
σ
(
B(s)
) · dWs + t∫
0
b
(
B(s)
)
ds
and the contraction of B is the following
dBi(t) · dBi(t) =
〈
σi·
(
B(s)
)
, σj ·
(
B(s)
)〉
l2 ds.
Let f (x) = 11+|x|2 for x ∈ d . Then
∂f
∂xi
(x) = − 2xi
(1 + |x|2)2 ,
∂2f
∂xj ∂xi
(x) = − 2
(1 + |x|2)2 +
8xixj
(1 + |x|2)3 .
Applying Itô’s formula to stochastic process X and function f , we have
Dt = 11 + |x|2 − 2
t∫
0
〈B(s), σ (B(s)) · dWs〉
(1 + |B(s)|2)2
− 2
t∫
0
〈B(s), b(B(s))〉
(1 + |B(s)|2)2 ds −
t∫
0
‖σ(B(s))‖2
(1 + |B(s)|2)2 ds
+ 4
d∑
i=1
d∑
j=1
t∫
0
Bi(s)Bj (s)〈σi(B(s)), σj (B(s))〉l2
(1 + |B(s)|2)3 ds
≡ 1
1 + |x|2 −M(t)−A1(t)−A2(t)+A3(t). (3.29)
Let Jt = ‖sup0st |Ds |‖p . It follows from (3.29) that
JT 
1
1 + |x|2 +
∥∥ sup
0st
|Ms |
∥∥
p
+
3∑
i=1
∥∥ sup
0st
∣∣Ai(s)∣∣∥∥p. (3.30)
By the same way as in (3.7):
∥∥ sup
0st
|Ms |
∥∥
p
 cC2p
1
2
( T∫
0
J 2t dt
) 1
2
, (3.31)
∥∥ sup
0st
∣∣A1(s)∣∣∥∥p  3C2
T∫
0
Js ds, (3.32)
∥∥ sup
0st
∣∣A2(s)∣∣∥∥p  C2
T∫
Js ds, (3.33)0
156 Z. Liang / Bull. Sci. math. 132 (2008) 146–163∥∥ sup
0st
∣∣A3(s)∣∣∥∥p  4C2
T∫
0
Js ds. (3.34)
We deduce from (3.30) to (3.34) that
JT 
1
1 + |x|2 + cC2p
1
2
( T∫
0
J 2t dt
) 1
2
+ 8C2
T∫
0
Js ds.
By the same arguments as in (3.11):
J 2T  exp
{
3c2C22pT + 3(8C2)2T 2 + 3
}( 1
1 + |x|2
)2
.
Therefore
E sup
0tT
{(
1
1 + |φ0,t (x)|2
)p}
 exp
{
3p
(
1 + c2C22pT
)+ 3(8C2)2pT 2}( 11 + |x|2
)p
.
The proof of (3.27) is complete.
Next we prove (3.28). Since for x, y ∈ d with |y| > |x| and 0 t  T∥∥ sup
0tT
∣∣Ft(x)− Ft(y)∣∣∥∥p  ∥∥∥∥ sup
0tT
|x|
1 + |φ0,t (x)| sup0tT
|y|
1 + |φ0,t (y)|
× sup
0tT
∣∣φ0,t (x)− φ0,t (y)∣∣∥∥∥∥
p
+ 2|x − y|
∥∥∥∥ sup
0tT
|y|
1 + |φ0,t (y)|
∥∥∥∥
p
≡1 +2, (3.35)
by using Theorem 3.1, (3.27) and an inequality: (E|XYZ|p)4  E|X|4p · E|Y |4p · E|Z|4p , we
have
(p1 )4  |x|4pE sup
0tT
{(
1
1 + |φ0,t (x)|2
)4p}
|y|4pE sup
0tT
{(
1
1 + |φ0,t (y)|2
)4p}
× E sup
0tT
{∣∣φ0,t (x)− φ0,t (y)∣∣4p}
 exp
{
12p
(
3 + hC21T 2 + 128C22T 2
)+ 24p2c2T (C22 + 2hC20)}
× (|x − y| + |x − y|α)4p.
Consequently,
1  exp{3(3 + hC21T 2 + 128C22T 2)+ 6pc2T (C22 + 2hC20)}
× (|x − y| + |x − y|α). (3.36)
Similarly,
2  exp{3(1 + c2C22pT )+ 3(8C2)2T 2}(|x − y| + |x − y|α). (3.37)
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0tT
∣∣Ft (x)− Ft (y)∣∣∥∥p  exp{3(4 + hC21T 2 + 128C22T 2)
+ 6pc2T (C22 + 2hC20)} · (|x − y| + |x − y|α). (3.38)
Thus
E sup
0tT
{∣∣Ft (x)− Ft (y)∣∣p} exp{3p(4 + hC21T 2 + 128C22T 2)
+ 6p2c2T (C22 + 2hC20)} · (|x − y| + |x − y|α)p. (3.39)
The proof of Theorem 3.1 has been done. 
4. Proof of Theorem 1.1
The purpose of this section is to prove Theorem 1.1. Through this and the next section we
choose the measure m in GRR Lemma as follows:
m(dx) = g(|x|)λ(dx) (4.1)
where λ denotes Lebesgue measure on d and
g(x) = 1
xd(ln+ x)β ∨ 1 , ∀x  0;
β > 1 is such that for some constant C3 > 0
m(d) = lim
R→∞C3
[ 1∫
0
rd−1 dr
rd(ln+ r)β ∨ 1 +
R∫
1
rd−1 dr
rd(ln+ r)β ∨ 1
]

(
1
β − 1 +
1
d
)
C3 < +∞. (4.2)
Proof of Theorem 1.1. Fix T > 0 we define
ρ
(
φ·(x)− φ·(y)
)= sup
0tT
∣∣φ0,t (x)− φ0,t (y)∣∣,
dα(p)(x, y) = |x − y| + |x − y|α(p)
dT (x, y) = max
p∈[1,∞)
{
dα(p)(x, y)
}
,
U = Φ−1δ
[∫
d
∫
d
Φδ
(
ρ(φ·(x)− φ·(y))
dT (x, y)
)
m(dx)m(dy)
]
,
where α(p) = exp{−3C21T 2 − 3c2C20p}, p ∈ [1,∞); δ will be specified later.
Using Theorem 3.1 and Fubini Theorem, we have
EΦδ(U) =
∫
d
∫
d
( ∞∫
exp{−δp2}E
[
ρ(φ·(x)− φ·(y))
dT (x, y)
]p
dp
)
m(dx)m(dy)  1
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∫
d
∫
d
[ ∞∫
0
exp
{[−δ + 3(hC21T 2 + 1)+ 3hc2C20T ]p2}dp
]
m(dx)m(dy)

√
π
δ − [3(hC21T 2 + 1)+ 3hc2C20T ]
[
m(d)2]< +∞
provided that δ − [3(hC21T 2 + 1)+ 3hc2C20T ] > 0. Therefore V ≡ Φδ(U) < +∞.
Letting f (x) = 1 + x + xα(1) for x ∈ [0,+∞), by Lemma 2.1 and (2.7), we have for x, y ∈ d
with |x| > |y|
ρ
(
φ·(x),φ·(y)
)
 8 sup
z∈{x,y}
dT (x,y)∫
0
Φ−1δ
(
4V
m(Kε(z))2
)
dε
 8K exp
{√
4δ ln+ V
}
× sup
z∈{x,y}
f (|x−y|)∫
0
exp
{√
4δ ln+
(
m
(
Kε(z)
)−2)}
dε (4.3)
because
dT (x, y) =
{0, x = y,
1 + |x − y|, 0 < |x − y| 1,
|x − y| + |x − y|α(1), |x − y| > 1
and dT (x, y) f (|x − y|). Since Kε(z) = {x ∈ d : dT (x, z) ε} ⊃ K˜ε(z) := {x ∈ d : f (|x −
z|) ε} = {x ∈ d : |x − z| f−1(ε)} and λ(K˜ε(z)) = C4[f−1(ε)]d for some constant C4 > 0,
we have for z ∈ {x, y}
m
(
Kε(z)
)= ∫
t∈Kε(z)
g
(|t |)λ(dt)
 g
(
dT (x,0)+ dT (x, y)
)
λ
(
Kε(z)
)
 g
(
dT (x,0)+ dT (x, y)
)
λ
(
K˜ε(z)
)
= C4g
(
dT (x,0)+ dT (x, y)
)[
f−1(ε)
]d
 C4g
(
dα(1)(x,0)+ dα(1)(x, y))[f−1(ε)]d (4.4)
where f−1 denotes the inverse of f .
Noting that there exists constant C5 > 0 such that
3 ≡ C−24 g−2(dα(1)(x,0)+ dα(1)(x, y))[f−1(ε)]−2d
 C5
(
1 + (|x| + |x|
α(1))∨ 1
f−1(ε)
)2d(
1 ∨ (ln+(|x| + |x|α(1)))2β), (4.5)
we have
(4δ ln+3) 12 
√
4δ ln+ C5 +
√
8dδ ln+
(
1 + (|x| + |x|
α(1))∨ 1
f−1(ε)
)
+
√
8δβ ln+ ln+
(|x| + |x|α(1)). (4.6)
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dT (x,y)∫
0
exp
{√
4δ ln+
(
m
(
Kε(z)
)−2)}
dε
 exp
{√
4δ ln+ C5
}
exp
{√
8δβ ln+ ln+
(|x| + |x|α(1))}
×
f (|x−y|)∫
0
exp
{√
8dδ ln+
(
1 + (|x| + |x|
α(1))∨ 1
f−1(ε)
)}
dε
= exp{√4δ ln+ C5} exp{√8δβ ln+ ln+(|x| + |x|α(1))}
×
|x−y|∫
0
exp
{√
8dδ ln+
(
1 + (|x| + |x|
α(1))∨ 1
t
)}
d(1 + t + tα(1))
 C6 max
{
1, |x| + |x|α(1)} exp{√8δβ ln+ ln+(|x| + |x|α(1))}
×
|x−y|
max{1,|x|+|x|α(1)}∫
0
exp
{√
8dδ ln
(
1 + 1
z
)}(
1 + α(1)zα(1)−1)dz (4.7)
where C6 = exp{
√
4δ ln+ C5}. Let Y = exp{
√
4δ ln+ V }. We deduce from (2.8) that EΦδ(Y ) 
E
√
π
δ
exp{ln+ V } E
√
π
δ
exp{ln(1 + V )} =
√
π
δ
E(1 + V ) < +∞. Let Z = 8KC6Y . By the de-
finition (2.6) of Φδ , Z is Φδ-integrable. By (4.3) and (4.7),
ρ
(
φ·(x)− φ·(y)
)
 Z max
{
1, |x| + |x|α(1)} exp{√8δβ ln+ ln+(|x| + |x|α(1))}
×
|x−y|
max{1,|x|+|x|α(1)}∫
0
exp
{√
8dδ ln
(
1 + 1
z
)}(
1 + α(1)zα(1)−1)dz. (4.8)
Letting y = 0 in (4.8 ), since C7 =
∫ 1
0 exp{
√
8dδ ln(1 + 1
z
)}(1 + α(1)zα(1)−1) dz < +∞,
ρ
(
φ·(x)− φ·(0)
)
C7Z max
{
1, |x| + |x|α(1)} exp{√8δβ ln+ ln+(|x| + |x|α(1))}. (4.9)
Therefore the proof of Theorem 1.1 follows from (4.8) and (4.9). 
5. Proof of Theorem 1.2
The main purpose of this section is to prove Theorem 1.2. Since the proof is similar to that of
Theorem 2.1 in [9], we only give a sketch of the proof here for reader’s convenience.
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(
(cC2)2+
(C22T + 1)) > 0. Using (3.2), Fubini Theorem and Theorem 1.1, we have EΦδ(Y ) < +∞ and
1 + sup
0tT
∣∣φ0,t (x)∣∣ Y max{1, |x| + |x|α} exp{√8δβ ln+ ln+(|x| + |x|α)} (5.1)
for all x ∈ d . By (3.28) and doing the same way as in Theorem 1.1, we can find α1 > 0 and
Φδ-integrable nonnegative random variable Z1 such that for all x,
sup
0tT
1
1 + |φ0,t (x)|  C8(1 +Z1)
exp{√8δβ ln+ ln+(|x| + |x|α1)}
1 + |x| + |x|α1 (5.2)
for some constant C8 > 0.
Let Z2 = Y + C8(1 + Z1), then Z2 is Φb,δ-integrable nonnegative random variable. If we
define ys = φ−10,s (x) for x ∈ d , it is easy to see from (5.1) and (5.2) that
1 + ∣∣φ0,t (ys)∣∣Z2(1 + |ys | + |ys |α2) exp{√8δβ ln+ ln+(|ys | + |ys |α2)} (5.3)
and
1 + ∣∣φ0,t (ys)∣∣Z−12 (1 + |ys | + |ys |α2) exp{−√8δβ ln+ ln+(|ys | + |ys |α2)} (5.4)
where α2 = min{α,α(1)}.
The inequality (5.4) yields that
1 + |ys | + |ys |α2 
(
1 + |x|)Z2 exp{√8δβ ln+ ln+(|ys | + |ys |α2)}. (5.5)
By (5.3) and (5.5),
1 + ∣∣φs,t (x)∣∣= 1 + ∣∣φ0,t (ys)∣∣ Z22(1 + |x|) exp{2√8δβ ln+ ln+(|ys | + |ys |α2)}. (5.6)
Using (5.5) and inequality: ln+ ln(1 + x) ln+ ln(1 + e) + ln+ ln+ x for all x  0, there exists
an α˜ > 0 such that√
ln+ ln+
(
1 + |ys | + |ys |α2
)

√
ln+ ln+ 2 +
√
ln+ ln
(
1
α˜
Z22
)
+
√
ln+
(
2 ln(1 + |x|)). (5.7)
It follows from (5.6) and (5.7) that there exists a constant C9 such that
1 + sup0s,tT |φs,t (x)|
1 + |x|  C9Z
2
2 exp
{
2
√
8δβ
√
ln+ ln+
(
1
α˜
Z22
)}
× exp
{
2
√
8δβ ln+ ln+
(
1 + |x|)}. (5.8)
Choosing large δ > 0 such that Z22 exp{2
√
8δβ ln+ ln+( 1
α˜
Z22)} is Φδ-integrable, the proof of (1.5)
follows from (5.8).
Noting that φ0,s (ys) = x, by (5.3) and (5.4), we have
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 Z−22
(
1 + |x|) exp{−2√8δβ ln+ ln+(|ys | + |ys |α2)}. (5.9)
Using (5.7), there exists a constant C11 > 0 such that
1 + ∣∣φs,t (x)∣∣ C11Z−22 (1 + |x|) exp{−2
√
8δβ ln+ ln+
(
1
α˜
Z22
)}
× exp
{
−2
√
8δβ ln+ ln+ |x|
}
. (5.10)
It immediately follows from (5.10 ) that
sup
x∈d
sup
0s,tT
1 + |x|
1 + |φs,t (x)| exp
{
−2
√
8δβ ln+ ln+ |x|
}
 C11Z22 exp
{
2
√
8δβ ln+ ln+
(
1
α˜
Z22
)}
. (5.11)
Since Z22 exp{2
√
8δβ ln+ ln+
( 1
α˜
Z22)} is Φδ-integrable for sufficiently large δ > 0, the proof of
(1.6) follows from (5.11). Thus we complete the proof of Theorem 1.2. 
6. Example
In this section we will use Theorem 2.2 in [1] or Theorem 5.1 in [4] to establish an example
satisfying Theorem 1.2 to state that our results are optimal. Here C denotes a universal positive
constants and may change from place to place.
Example 6.1. Let αk = 12 (hk+ c12 (k3 − k)) for some constants h > 0 and c > 0, σ2k(x) = sin(kx)αk
and σ2k−1(x) = cos(kx)αk for any x ∈  and k ∈ {1,2, . . .}. Define
σ(x) = x exp{−|x|}(σ1, σ2, . . .) ≡ x exp{−|x|}σ˜ (x).
Then we have∥∥σ(x)− σ(y)∥∥2
l2 =
∞∑
k=1
1
α2k
[
x exp
{−|x|} sin(kx)− y exp{−|y|} sin(ky)]2
+
∞∑
k=1
1
α2k
[
x exp
{−|x|} cos(kx)− y exp{−|y|} cos(ky)]2
≡4 +5.
Since for sufficient small η > 0 and |x − y| η[
x exp
{−|x|} sin(kx)− y exp{−|y|} sin(ky)]2
 2
(
sin(kx)− sin(ky))2 + 2(1 + exp{η})2(sin(ky))2,
and
∑∞
k=1 1α2k
(sin(kx)− sin(ky))2  C|x − y|2 log 1|x−y| by Theorem 2.2 in [1], we have
4  C|x − y|2 log 1 .|x − y|
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5  C|x − y|2 log 1|x − y| .
Therefore∥∥σ(x)− σ(y)∥∥2
l2 C|x − y|ρη
(|x − y|) (6.1)
because of
∑∞
k=1 1α2k
< ∞. Thus there exists stochastic flow {φt (·)} satisfying the following
equality
φt (x) = x +
t∫
0
φs(x) exp
{−∣∣φs(x)∣∣}σ˜ (φs(x)) · dWs .
It follows immediately from the last equality that
φt (x) = x exp
{ t∫
0
exp
{−∣∣φs(x)∣∣}σ˜ (φs(x)) · dWs
− 1
2
t∫
0
exp
{−2∣∣φs(x)∣∣}∥∥σ˜ (φs(x))∥∥2l2 ds
}
≡ xf (t).
Since {f (t)} is an exponential martingale, E{|φt (x)|} = |x| −→ +∞, as |x| −→ +∞. By Theo-
rem 1.2
Y = sup
x∈
1 + supt∈[0,T ] |φt (x)|
(1 + |x|) exp{2C√ln+ ln+ |x|}
is Φδ-integrable random variable for large δ > 0.
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