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LIMIT CYCLE ENUMERATION IN RANDOM VECTOR FIELDS
ERIK LUNDBERG
Abstract. We study the number and distribution of the limit cycles of a planar vector
field whose component functions are random polynomials. We prove a lower bound on the
average number of limit cycles when the random polynomials are sampled from the Kostlan-
Shub-Smale ensemble. For the related Bargmann-Fock ensemble of real analytic functions
we establish an asymptotic result for the number of empty limit cycles (limit cycles that
do not surround other limit cycles) in a large viewing window. Concerning the special
setting of limit cycles near a randomly perturbed center focus (where the perturbation has
i.i.d. coefficients) we prove almost sure convergence of the number of limit cycles situated
within a disk of radius less than unity. The proofs of these results use novel combinations
of techniques from dynamical systems and random polynomials.
1. Introduction
The second part of Hilbert’s sixteenth problem asks for a study of the number and relative
positions of the limit cycles of a planar vector field with polynomial component functions.
The problem was included in Smale’s list of problems for the next century [48], where he
stated that “except for the Riemann hypothesis, this seems to be the most elusive of Hilbert’s
problems.” Although far from solved, this problem has attracted a great deal of attention
and influenced several developments within the field of dynamical systems. See [28], [37],
[50], [44], [21], and [11] for surveys.
The finiteness of the number of limit cycles for any polynomial system was shown by
Ilyashenko [30] and independently E´calle [16]. The problem of proving the existence of
an upper bound uniform in the degree of the polynomial system remains open, even in the
case of quadratic vector fields. Several steps of progress [33], [51], [43], [7], [6] have been
made on establishing uniform quantitative bounds for a special “infinitesimal” Hilbert’s six-
teenth problem that was proposed by Arnold [2] and which is restricted to near Hamiltonian
systems. Concerning lower bounds, in [12] it is shown that there are degree-n polynomial
systems whose number of limit cycles grows as n2 log n with n (cf. [27]). A number of papers
consider limit cycle enumeration problems for particular classes of interest, such as Lienard
systems [15], [39], quadratic systems [4], [22], systems on a cyclinder [38] which are related
to systems with homogeneous nonlinearities [10], and systems arising in control theory [35].
The current work concerns the following probabilistic perspective on enumeration of limit
cycles of polynomial vector fields.
Problem 1.1. Study the number and distribution in the plane (including their relative posi-
tions) of the limit cycles of a vector field whose component functions are random polynomials.
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This perspective was introduced by A. Brudnyi in [8] with attention toward a special local
problem of estimating the number of small amplitude limit cycles near a randomly perturbed
center focus. We will revisit that setting below (see Section 1.2), but first we direct attention
toward a non-perturbative problem concerning limit cycles of a vector field with components
sampled from the Kostlan-Shub-Smale ensemble.
The first part of Hilbert’s sixteenth problem concerns the topology of real algebraic manifolds
(see the above mentioned survey [37] that includes discussion of both the first and second
part of Hilbert’s sixteenth problem). This occupies a separate setting from the second part
of Hilbert’s sixteenth problem, namely, real algebraic geometry as opposed to dynamical
systems. Yet, the current work builds on some of the insights from recent studies on the
topology of random real algebraic hypersurfaces [40] [23], [45], [25], [36], [24], [41], [46], [20].
1.1. Limit cycles for the Kostlan-Shub-Smale ensemble. Our first concern will be in
estimating the global number of limit cycles when the vector field components are random
polynomials sampled from the so-called Kostlan-Shub-Smale ensemble.
(1.1) p(x, y) =
∑
β1+β2≤d
aβ
√
d!
(d− β1 − β2)!β1!β2!x
β1yβ2, aβ ∼ N(0, 1), i.i.d.
Kostlan [34] adapted Kac’s univariate method [31] to the study of zero sets of multivariate
polynomials, and Shub and Smale [47] further showed that the average number of real solu-
tions to a random system of n equations in n unknowns where the polynomials have degrees
d1, ..., dn equals
√
d1 · · · dn, which is the square root of the maximum possible number of
zeros as determined by Bezout’s theorem.
In particular, a planar vector field with random polynomial components of degree d has√
d2 = d many equilibria on average. We show that the average number of limit cycles as
well grows (at least) linearly in the degree.
Theorem 1.2 (Lower bound for average number of limit cycles). Let p, q be random poly-
nomials of degree d sampled independently from the Kostlan ensemble. Let Nd denote the
number of limit cycles of the vector field
F (x, y) =
(
p(x, y)
q(x, y)
)
.
There exists a constant c0 > 0 such that
(1.2) ENd ≥ c0 · d,
for all d.
Remark 1. Addressing relative positions of limit cycles, it follows from the method of the
proof of Theorem 1.2, which localizes the problem to small disjoint (and unnested) annuli,
that the same lower bound holds while restricting to the number Nˆd of empty limit cycles
(we refer to a limit cycle as “empty” if it does not surround any other limit cycle). Together
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with the above-mentioned result of Kostlan-Shub-Smale this determines the growth rate of
ENˆd to be linear in d; for all sufficiently large d we have
(1.3) c0d ≤ ENˆd ≤ d.
Indeed, each empty limit cycle contains an equilibrium point in its interior and distinct
empty limit cycles have disjoint interiors.
The estimates (1) suggest the existence of a constant c > 0 such that ENˆd ∼ c · d as
d → ∞. We prove an analogous asymptotic result for a related model where the vector
field components are random real analytic functions sampled from the Gaussian ensemble
induced by the Bargmann-Fock inner product. This model arises as a rescaling limit of the
Kostlan-Shub-Smale model [5].
Theorem 1.3 (asymptotic for number of empty limit cycles). Let f, g be random real-
analytic functions sampled independently from the Gaussian space induced by the Bargmann-
Fock inner product. Let NˆR denote the number of empty limit cycles situated within the of
the disk of radius R of the vector field
F (x, y) =
(
f(x, y)
g(x, y)
)
.
There exists a constant c > 0 such that
ENˆR ∼ c · R2, as R→∞.
The proof of Theorem 1.2 uses transverse annuli and an adaptation of the “barrier con-
struction” originally developed by Nazarov and Sodin for the study of nodal sets of random
eigenfunctions [40]. The proof of Theorem 1.3 is based on yet another tool from the study
of random nodal sets, the integral geometry sandwich from [41], which reduces the current
problem to controlling long limit cycles.
It is of interest, but seems very difficult in the above nonperturbative settings, to obtain
asymptotic results or even upper bounds for the average total number of limit cycles. In the
next section we discuss this direction in a special setting.
1.2. Limit cycles surrounding a perturbed center focus. In [8], Brudnyi considered
the limit cycles situated in the disk D1/2 of radius 1/2 centered at the origin for the random
vector field
(1.4) F (x, y) =
(
y + εp(x, y)
−x+ εq(x, y)
)
where
p(x, y) =
∑
1≤j+k≤d
aj,kx
jyk
and
q(x, y) =
∑
1≤j+k≤d
bj,kx
jyk
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are random polynomials with the vector of coefficients sampled uniformly from the d(d+3)-
dimensional Euclidean unit ball
{ ∑
1≤j+k≤d
(aj,k)
2 + (bj,k)
2 ≤ 1
}
, and where ε = ε(d) = 1
40pi
√
d
.
Using complexification and pluripotential theory, Brudnyi showed [8] that, with F as in
(1.2), the average number of limit cycles of the system
(
x˙
y˙
)
= F (x, y) residing within the disk
D1/2 is O((log d)
2), which was later improved to O(log d) in [9]. We suspect that this can be
further improved to O(1) based on the result below showing almost sure convergence of the
limit cycle counting statistic for a slightly modified model, where the vector of coefficients
is sampled uniformly from the cube [−1, 1]d(d+3) rather than from the unit ball of dimension
d(d+3). A natural reason to sample from the cube is that it represents independent sampling
of coefficients. Note that we relax the smallness of the perturbation allowing ε = ε(d) → 0
at an arbitrary rate as d→∞.
Theorem 1.4. Let p, q be random polynomials of degree d with coefficients sampled uniformly
and independently from [−1, 1], and suppose ρ < 1. Suppose ε = ε(d) → 0 as d → ∞. Let
Nd(ρ) denote the number of limit cycles situated within the disk Dρ of the vector field
F (x, y) =
(
y + εp(x, y)
−x+ εq(x, y)
)
.
Then Nd(ρ) converges almost surely (as d → ∞) to a nonnegative random variable X(ρ)
with EX(ρ) <∞.
As we will detail in the proof of this result, the random variable X(ρ) counts the number of
zeros of a certain random univariate power series. It is of interest to study the behavior of
X(ρ) as the radius ρ approaches unity. We conjecture that the precise asymptotic behavior
of EX(ρ) is given by
EX(ρ) ∼ 1
pi
√
− log(1− ρ), as ρ→ 1−.
This conjecture is supported by the following heuristic: If the random series (see the function
A∞ defined in the proof of Theorem 1.4 below) whose zeros are counted by X(ρ) is replaced
by an analogous Gaussian series (replacing each coefficient by a Gaussian random variable
of the same variance) then the resulting Gaussian series turns out to be very similar to the
one considered in [18, Thm. 3.4] where a precise asymptotic has been derived. The validity
of replacing the random series with a Gaussian one seems plausible considering universality
principles in related settings [49], [14], [19].
Remark 2. A normal distribution law was established in [8, Thm. 1.7] for the number of
zeros of certain related families of analytic functions, but it follows from Theorem 1.4, with
some attention to the details of its proof, that a normal distribution limit law does not
hold for Nd(ρ) when ρ < 1. Indeed, Nd(ρ) converges, without rescaling, to a nondegenerate
random variable X(ρ) with support [0,∞).
The underlying reason that the number of limit cycles converges without rescaling to a
limiting random variable is that this particular model of random polynomials tends toward
a random bivariate power series almost surely convergent in the unit bidisk D× D ⊂ C2, in
particular, convergent in the real disk Dρ for any ρ < 1. It is desirable to count limit cycles
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beyond this domain of convergence, i.e., in a disk with radius ρ > 1. Under an assumption
that ε(d) shrinks sufficiently fast, the methods of [8] can be utilized to obtain the estimate
O((log d)2). For convenience we return to the context of Brudnyi’s model, sampling the
vector of coefficients from the unit ball instead of a cube.
Theorem 1.5. Let p, q be independent random polynomials each with coefficient vector sam-
pled uniformly from the Euclidean unit ball, and suppose ρ > 1. Suppose 0 < ε = ε(d) ≤
(2ρ)−d(d+3)
40pi
√
d
. The expectation of the number of limit cycles of the vector field
F (x, y) =
(
y + εp(x, y)
−x+ εq(x, y)
)
situated within the disk Dρ is bounded from above by a constant times (log d)
2.
Finally, let us consider enumeration of limit cycles for a random system of the form (1.2)
while first taking the limit ε → 0 and then d → ∞. This is a more tractable problem of
enumerating the limit cycles that arise when the perturbation is infinitesimal. For generic
p, q, this problem reduces to studying the zeros of the first Melnikov function (also known
as the Poincare-Pontryagin-Melnikov function). The expected number of zeros of the first
Melnikov function can be determined using the Kac-Rice formula. If p, q are taken to be
Gaussian then the first Melnikov function is Gaussian as well. This facilitates analysis of the
Kac-Rice formula, which we shall demonstrate for the case when p and q are sampled from
the Kostlan-Shub-Smale ensemble, where we obtain the following precise asymptotic valid
for any radius ρ > 0.
Theorem 1.6 (square root law for limit cycles). Let p, q be random polynomials of degree d
sampled independently from the Kostlan ensemble. For ρ > 0 let Nd,ε(ρ) denote the number
of limit cycles situated in the disk Dρ of the vector field
F (x, y) =
(
y + εp(x, y)
−x+ εq(x, y)
)
.
Then as ε → 0, Nd,ε(ρ) converges almost surely and in mean to a random variable Nd(ρ)
that satisfies the following asymptotic
lim
d→∞
ENd(ρ) ∼ arctan ρ
pi
√
d, as d→∞.
Outline of the paper. In Section 2, we review some preliminaries: the construction and
basic properties of the Kostlan-Shub-Smale ensemble and the notion of a transverse annulus
from dynamical systems. In Section 3 we present the proofs of Theorems 1.2 and 1.3. In
Section 1.2 we present the proofs of Theorems 1.4, 1.5, and 1.6.
Acknowledgements. The author thanks Zakhar Kabluchko for directing his attention to-
ward the above mentioned result from Hendrick Flasche’s dissertation [18].
2. Preliminaries
In this section we review some basics of Gaussian random polynomials and dynamical systems
that will be needed in the proof of Theorem 1.2.
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2.1. The Kostlan-Shub-Smale ensemble of random polynomials. Let Pd denote the
space of polynomials of degree at most d in two variables, and recall that there is a natu-
ral isomorphism (through homogenization) between Pd and the space Hd of homogeneous
polynomials of degree d in three variables.
A Gaussian ensemble can be specified by choosing a scalar product on Hd in which case f
is sampled according to:
Probability(f ∈ A) = 1
vn,d
∫
A
e−
‖f‖2
2 dV (f),
where vn,d is the normalizing constant that makes this a probability density function, and
dV is the volume form induced by the scalar product. The Kostlan-Shub-Smale ensemble
(which we may simply refer to as the “Kostlan ensemble”), results from choosing as a scalar
product the Fischer product1 defined as:
〈f, g〉F = 1
d!pi3
∫
C3
f(x, y, z)g(x, y, z)e−|(x,y,z)|
2
dxdydz.
The monomials are orthogonal with respect to the Fischer product, and the weighted mono-
mials
(
d
α
)1/2
xα1yα2zα3 form an orthonormal basis. Consequently, the following expression
relates the Fischer norm of f =
∑
|α|=d fαx
α1yα2zα3 with its coefficients in the monomial
basis (see [42, Equation (10)]):
‖f‖F =

∑
|α|=d
|fα|2
(
d
α
)−1
1
2
.
Here we are using multi-index notation α = (α1, α2, α3), with |α| := α1 + α2 + α3, and(
d
α
)
:= d!
α1!α2!α3!
.
Having chosen a scalar product, we can build the random polynomial f as a linear combina-
tion, with independent Gaussian coefficients, using an orthonormal basis for the associated
scalar product. Thus, sampling f from the Kostlan model (here again α is a multi-index),
we have
f(x, y, z) =
∑
|α|=d
ξα
√(
d
α
)
xα1yα2zα3 , ξα ∼ N (0, 1) , i.i.d.
Restricting to the affine plane z = 1, we arrive at (1.1).
Among Gaussian models built using the monomials as an orthogonal basis, the Kostlan
ensemble has the distinguished property of being the unique Gaussian ensemble that is rota-
tionally invariant (i.e., invariant under any orthogonal transformation of projective space).
The homogeneous random polynomial f is distributed the same as if composed with an
orthogonal transformation T of projective space. The random polynomial p is not invariant
under the induced action ψ ◦ T ◦ ψ−1 on affine space, but if we multiply it by the factor
(1 + x2 + y2)−d/2 then it is. We state this as a remark that will be used later.
1This scalar product also goes by many other names, such as the “Bombieri product” [32, p. 122].
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Remark 3. For p ∈ Pd a random Kostlan polynomial of degree d, the random function
(1+x2+y2)−d/2p(x, y) is invariant under the action ψ◦T ◦ψ−1 on affine space induced by an
orthogonal transformation T of projective space. Indeed, point evaluation of this function
at (x, y) is equivalent to homogenization of p followed by point evaluation at ψ−1(x, y).
2.2. Transverse annuli. In the study of dynamical systems, a fundamental and widely
used notion is that of a “trapping region”. In particular, a so-called transverse annulus is
useful in implementations of the Poincare-Bendixson Theorem.
Definition. Suppose F is a planar vector field. An annular region A with C1-smooth bound-
ary is called a transverse annulus for F if
1. F is transverse to the boundary of A with F pointing inward on both boundary
components or outward on both boundary components, and
2. F has no equilibria in A.
The next proposition follows from the Poincare-Bendixson Theorem [26].
Proposition 2.1. Any transverse annulus for a planar vector field F contains at least one
periodic orbit of F .
Remark 4. In the setting where F is a random vector field (sampled from the Kostlan-Shub-
Smale ensemble), periodic orbits of F are almost surely limit cycles; this follows from the
fact that generic polynomial vector fields contain no periodic orbits other than limit cycles
along with the fact that the Kostlan measure is absolutely continuous with respect to the
Lebesgue measure on the parameter (the space of coefficients).
3. Proofs of Theorems 1.2 and 1.3
Proof of Theorem 1.2. It is enough to prove a lower bound of the form (1.2) while restricting
our attention to just those limit cycles that are contained in the unit disk D = {(x, y) ∈ R2 :
x2 + y2 < 1}.
Let Ad = Ad(0, 0) = {(x, y) ∈ R2 : d−1/2 < |(x, y)| < 2d−1/2} denote the annulus centered
at (0, 0) with inner radius d−1/2 and outer radius 2d−1/2. For 0 < r < 1 and 0 ≤ θ < 2pi
let Ad(r, θ) denote the image of Ad under the mapping ψ ◦ Tr,θ ◦ ψ−1 : R2 → R2, where
ψ : S2 → R2 denotes central projection and Tr,θ : S2 → S2 denotes the rotation of S2 such
that ψ ◦ Tr,θ ◦ ψ−1 : R2 → R2 fixes the line through the origin with angle θ and maps the
origin to (r cos θ, r sin θ).
From elementary geometric considerations, we notice that Ad(r, θ) is an annulus with ellip-
tical boundary components, each having angle of alignment θ. The two elliptical boundary
components are asymptotically concentric and homothetic. As d→∞ the center is located
at (r cos θ, r sin θ)+O(d−1). The major semi-axis of the smaller ellipse equals ad−1/2+O(d−1),
and the major semi-axis of the larger ellipse is 2ad−1/2 + O(d−1), with a =
√
1 + r2. The
minor semi-axes of the inner and outer boundary components are d−1/2 and 2d−1/2 respec-
tively.
For some k > 0 independent of d, we can fit at least k · d many disjoint annuli Ad(ri, θi) in
the unit disk D. Letting Ij denote the indicator random variable for the event that the jth
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annulus is transverse for F , we note that if Ij occurs then Proposition 2.1 and Remark 4
guarantee that there is at least one limit cycle contained in the annulus associated to Ij .
Since the annuli are disjoint, the limit cycles considered above are distinct (even though the
events Ij are dependent), and this gives the following lower bound for the expectation of Nd
ENd ≥ E
∑
Ij(3.1)
=
∑
EIj
=
∑
PIj,
where j ranges over an index set of size at least k ·d, and we have used linearity of expectation
going from the first line to the second.
Proposition 3.1. There exists a constant c1 > 0, independent of d, such that for any
0 < r < 1 and 0 ≤ θ < 2pi, the probability that Ad(r, θ) is a transverse annulus for F is at
least c1.
We defer the proof of the proposition in favor of first seeing how it is used to finish the proof
of the theorem. We can apply Proposition 3.1 to each of the events Ij to get PIj ≥ c1 for all
j. Combining this with (3), we obtain
ENd ≥ c1 · k · d.
Since k > 0 and c1 > 0 are each independent of d, this proves Theorem 1.2. 
It remains to prove Proposition 3.1. We will need the following lemmas.
Lemma 3.2. Let F =
(
p
q
)
be a random vector field with polynomial components p, q sampled
from the Kostlan ensemble of degree d. Let Dd = D3d−1/2 denote the disk of radius 3d
−1/2
centered at the origin. There exists a constant C0 > 0 such that
P
{
sup
(x,y)∈Dd
|F (x, y)| ≥ C0
}
<
1
3
.
Proof of Lemma 3.2. Define pˆ(xˆ, yˆ) = p(d−1/2xˆ, d−1/2yˆ), and qˆ(xˆ, yˆ) = q(d−1/2xˆ, d−1/2yˆ), and
note that (x, y) ∈ Dd corresponds to (xˆ, yˆ) ∈ D2(0). It suffices to show that
(3.2) P
{‖pˆ‖∞,D2(0) > C0/2} < 16 , and P{‖qˆ‖∞,D2(0) > C0/2} < 16 ,
where we used the notation ‖pˆ‖∞,D2(0) := sup
(xˆ,yˆ)∈D2(0)
pˆ(xˆ, yˆ). Indeed, the event ‖F‖∞,Dd > C0
is contained in the union of the two events considered in (3). We only need to prove the first
statement in (3) since pˆ and qˆ are identically distributed. For (xˆ, yˆ) ∈ D2(0) we have
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|pˆ(xˆ, yˆ)| =
∣∣∣∣∣∣
∑
|β|≤d
aβ
√
d!
(d− |β|)!β1!β2!
xˆβ1 yˆβ2
d|β|/2
∣∣∣∣∣∣
≤
∑
|β|≤d
|aβ| 2
|β|
√
β1!β2!
.
This implies
E‖pˆ‖∞,D2(0) ≤
∑
|β|≥0
√
2
pi
2|β|√
β1!β2!
≤
√
2
pi
∑
k≥0
k 2k√⌊k/2⌋! ,
which is a convergent series. So, we have shown that
E‖pˆ‖∞,D2(0) ≤M <∞,
with M > 0 independent of d. Applying Markov’s inequality we have
P{‖pˆ‖∞,D2(0) > C0/2} ≤
2M
C0
,
and (3) follows when C0 is chosen larger than 12M . 
For 0 ≤ r ≤ 1, write a = √1 + r2, and consider the random vector field
(3.3) Br(x, y) =
(
ξ0b1(x, y)
η0b2(x, y)
)
,
where ξ0, η0 are independent standard normal random variables, and
b1(x, y) =
1
1 + a
(
−d1/2ay + d
1/2
Vd
x(3 − d2x2 − d2y2)
)
b2(x, y) =
1
1 + a
(
d1/2x+
d1/2
Vd
ay(3− d2x2 − d2y2)
)
,
where
(3.4) Vd = 3 +
√
2
(1− 1/d)(1− 2/d) +
√
6
(1− 1/d)(1− 2/d) .
Lemma 3.3. Let Br be the vector field defined in (3), and let h1(x, y, z) and h2(x, y, z)
denote the homogeneous polynomials of degree d that coincide with the components b1 and b2
of Br on the affine plane z = 1. Then h1 and h2 each have unit Fischer norm.
Proof of Lemma 3.3. We first recall that the monomials are orthogonal with respect to the
Fischer inner product, and next we recall the norms of each of the monomials appearing in
Br(x, y):
‖xzd−1‖F = ‖yzd−1‖F = d−1/2
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‖x3zd−3‖F = ‖y3zd−3‖F =
√
6
d(d− 1)(d− 2)
‖x2yzd−3‖F = ‖y2xzd−3‖F =
√
2
d(d− 1)(d− 2)
Then letting h1(x, y, z) and h2(x, y, z) denote the homogeneous polynomials of degree d that
coincide with b1 and b2 (respectively) on the affine plane z = 1, we find
‖h1(x, y, z)‖F = 1
1 + a
(
a +
1
Vd
[
3 +
√
6 +
√
2√
(1− 1/d)(1− 2/d)
])
,
which is unity by the choice of Vd, and similarly
‖h2(x, y, z)‖F = 1
1 + a
(
1 +
a
Vd
[
3 +
√
6 +
√
2√
(1− 1/d)(1− 2/d)
])
= 1.

Let Tr = ψ ◦ Rr ◦ ψ−1 where ψ : S2 → R2 denotes central projection, and Rr denotes the
rotation of S2 such that ψ ◦Rr ◦ ψ−1 fixes the x-axis and maps (r, 0) to the origin.
Let nˆr denote the inward-pointing unit normal vector on ∂A(r, 0), and let Nˆr = nˆr ◦ Tr
denote its pullback by the transformation Tr. More explicitly, we can write
(3.5) Nˆr(x, y) = ± 1√
x2/a2 + y2
(
x/a
y
)
+O(d−1/2),
where the sign is “+” for the inner boundary component and “−” for the outer component.
Lemma 3.4. Fix C0 > 0. For 0 ≤ r ≤ 1, let Br and Nˆr be as defined above. There exists a
constant c2 > 0 independent of both d and r, such that there is probability at least c2 of both
of the following being satisfied.
(i) Everywhere along ∂Ad, the scalar product of Br and Nˆr satisfies
〈Br(x, y), Nˆr(x, y)〉 ≥ 2C0.
(ii) We have
inf
(x,y)∈Ad
‖Br(x, y)‖ ≥ 2C0.
Remark 5. Note that, properties (i) and (ii) imply that, for any vector field F0 satisfying
|F0(x, y)| ≤ C0 for all (x, y) ∈ Ad, the perturbation Br +F0 of Br satisfies 〈Br +F0, Nˆr〉 > 0
on ∂Ad, and we also have that Br+F0 does not vanish in Ad, i.e., Ad is a transverse annulus
for Br + F0.
Proof of Lemma 3.4. Fix 0 ≤ r ≤ 1. Let us decompose Br(x, y) defined in (3) as
Br(x, y) =
1
1 + a
(
Bt(x, y) +
Bn(x, y)
Vd
)
,
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where
Bt(x, y) = d
1/2
(−ξ0ay
η0x
)
,
and
Bn(x, y) = d
1/2
(
3− d(x2 + y2))( ξ0x
η0ay
)
.
For C1 ≫ 1≫ ε > 0 fixed, consider the event E that
(3.6) ξ0, η0 ∈ (C1 − ε, C1 + ε).
The probability c2 of E is positive and independent of d and r. Will will show that E implies
each of the properties (i) and (ii).
First we rewrite Bt and Bn using the condition (3) defining the event E :
(3.7) Bt(x, y) = C1d
1/2
(−ay
x
)
+ d1/2
(−γ1ay
γ2x
)
,
and
(3.8) Bn(x, y) = C1d
1/2
(
3− d(x2 + y2))( x
ay
)
+ d1/2
(
3− d(x2 + y2))( γ1x
γ2ay
)
,
with −ε < γi < ε for i = 1, 2.
Note that Bt is approximately orthogonal to the vector field Nˆr along ∂Ad, and Bn is ap-
proximately parallel to Nˆr along ∂Ad. This is the basic idea used in the estimates that
follow.
We recall from (3) that Nˆr(x, y) = ± 1√
x2/a2+y2
(
x/a
y
)
+O(d−1/2) on ∂Ad.
Since
(
x/a
y
)
is orthogonal to
(−ay
x
)
, we have, using (3) and (3),
(3.9)
∣∣∣〈Bt(x, y), Nˆr(x, y)〉∣∣∣ = d1/2
∣∣∣∣∣(γ2 − γ1) xy√x2/a2 + y2
∣∣∣∣∣ +O(d−1/2), on ∂Ad.
Applying the estimates
d1/2
|xy|√
x2/a2 + y2
≤ 2a < 4, (x, y) ∈ ∂Ad,
|γ2 − γ1| < 2ε,
in (3) we obtain, for all d sufficiently large,
(3.10)
∣∣∣〈Bt(x, y), Nˆr(x, y)〉∣∣∣ < 8ε, on ∂Ad.
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Using (3), we obtain for (x, y) ∈ ∂Ad
〈Bn(x, y), Nˆr(x, y)〉 = ±ad
1/2 (3− d(x2 + y2))√
x2/a2 + y2
(
C1(x
2/a2 + y2) + γ1x
2/a2 + γ2y
2
)
≥ ±ad
1/2 (3− d(x2 + y2))√
x2/a2 + y2
(x2/a2 + y2) (C1 − 2ε)
≥ ±d1/2 (3− d(x2 + y2))√x2 + y2 (C1 − 2ε) ,
where the choice of ± sign is determined according to the component of ∂Ad as in (3). We
have
±d1/2 (3− d(x2 + y2))√x2 + y2 = 2, on ∂Ad,
which holds on both components of ∂Ad. This gives
(3.11) 〈Bn(x, y), Nˆr(x, y)〉 ≥ 2C1 − 4ε, on ∂Ad.
The two estimates (3) and (3) together give
〈Br(x, y), Nˆr(x, y)〉 ≥ 1
1 + a
(
2C1 − 4ε
Vd
− 8ε
)
, on ∂Ad.
Since 1 + a < 3 and Vd converges to a postive constant 3 +
√
6 +
√
2 as d → ∞, for
an appropriate choice of C1 ≫ ε > 0 we have 11+a
(
1
Vd
(2C1 − 4ε)− 8ε
)
> 2C0 for all d
sufficiently large. This completes the verification that property (i) holds.
Next we check property (ii). Throughout the annulus Ad we have
(1 + a)2‖Br‖2 = ‖Bt‖2 + 1
V 2d
‖Bn‖2 + 2
Vd
〈Bt, Bn〉
≥ ‖Bt‖2 + 2
Vd
〈Bt, Bn〉
≥ ‖Bt‖2 − |〈Bt, Bn〉|,
where we have used in the last line that Vd which is defined in (3) is at least 3. Next we
estimate |〈Bt, Bn〉|.
|〈Bt, Bn〉| = 4adC1|(γ2 − γ1)xy|+ 2ad|(γ22 − γ21)xy|
≤ 8aC1|γ1 − γ2|+ 4a|γ22 − γ21 |
≤ 16aC1ε+ 4aε2
≤ 32C1ε+ 8ε2,
Thus,
(1 + a)2‖Br‖2 ≥ ‖Bt‖2 − |〈Bt, Bn〉|
≥ ‖Bt‖2 − 32C1ε− 8ε2
≥ (C1 − ε)2 − 32C1ε− 8ε2,
which is larger than (6C0)
2 for an appropriate choice of C1 ≫ ε > 0. So we have
(1 + a)2‖Br‖2 ≥ (6C0)2,
which shows that property (ii) is satisfied since 1 + a < 3. 
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Proof of Proposition 3.1. Fix 0 < r < 1 and 0 ≤ θ < 2pi. Applying a rotation of the xy-plane
about the origin (and using the rotation invariance of the Kostlan ensemble), we may assume
that θ = 0.
Let E denote the event that Ad(r, 0) is a transverse annulus for F , i.e., E is the event that
the following two conditions both hold:
• The vector field F points into Ad(r, 0) on both boundary components, i.e., 〈F, nˆ〉 > 0
at each point on ∂Ad(r, 0) where nˆ denotes the inward pointing normal vector.
• F has no equilibria in Ad(r, 0).
Equivalently, E is the event that Ad(r, 0) is a transverse annulus for G defined as
G(x, y) = (1 + x2 + y2)−d/2F (x, y).
By Remark 3, the component functions of G are invariant (as random functions) under the
group of transformations induced by orthogonal transformations of projective space.
Let Tr = ψ ◦Rr ◦ ψ−1, where ψ denotes central projection, and Rr is the rotation such that
Tr fixes the x-axis and maps the origin to (r, 0).
As defined above, let Nˆr = nˆr ◦ Tr denote the pullback to ∂Ad of the inward-pointing unit
normal vector on ∂Ad(r, 0) by the map Tr, where recall Ad = Ad(0, 0). For each (x, y) ∈ ∂Ad,
we recall from (3) that Nˆr(x, y) = ± 1√
x2/a2+y2
(
x/a
y
)
+O(d−1/2).
The event E occurs if 〈G ◦ Tr, Nˆr〉 > 0 at each point on ∂Ad and G ◦ Tr has no equilibria in
Ad. We may replace G ◦ Tr by G without changing the probability of the event by Remark
3. Since G is a nonvanishing scalar multiple of F , we may then replace G by F . This leads
us to consider the event E0 that both of the following are satisfied
• 〈F, Nˆr〉 > 0 on ∂Ad.
• F has no equilibria in Ad.
This event has the same probability as E .
In the description of the Kostlan polynomial as a random linear combination with Gaussian
coefficients, one is free to choose the basis (as long as it is orthonormal with respect to the
Fischer product). Since the degree-d homogenizations of the components of Br each have
unit Fischer norm (by Lemma 3.3), each can be used as elements in an orthonormal basis
(orthonormal with respect to the Fischer product) while expanding the components of the
random vector field F as a linear combination with i.i.d. Gaussian coefficients. We write
this in an abbreviated form as
F (x, y) =
(
p(x, y)
q(x, y)
)
= Br(x, y) + F
⊥
r (x, y)
=
(
ξ0b1(x, y)
η0b2(x, y)
)
+
(
f⊥1 (x, y)
f⊥2 (x, y)
)
,
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where in the first component all the terms involving the basis elements besides those in b1
are collected in f⊥1 , and in the second component all the terms involving the basis elements
besides those in b2 are collected in f
⊥
2 .
Let
B˜r(x, y) =
(
ξ1b1(x, y)
η1b2(x, y)
)
be an independent copy of Br(x, y), i.e., ξ1 and η1 are standard normal random variables
independent of eachother and of ξ0 and η0. Define
F±r = F
⊥
r ± B˜r.
Then F±r are each distributed as F , and we can write
F (x, y) = Br(x, y) +
1
2
(F+r + F
−
r ).
Define E1 to be the event described in Lemma 3.4 concerning Br(x, y).
Define E2 to be the event that ‖F+r (x, y)‖∞ ≤ C0, and define E3 to be the event that
‖F−r (x, y)‖∞ ≤ C0,
If E1, E2, and E3 all occur then Lemma 3.4 and Remark 5 imply that E0 occurs. Hence, we
have
(3.12) P{E0} ≥ P{E1 ∩ E2 ∩ E3}.
By Lemma 3.2, the complementary events E c2 and E c3 each have probability less than 1/3.
Notice that E1 is independent of E2 and E3, but E2 and E3 are not independent of each other.
Thus, we use a union bound with (3) to estimate the probability of E0
P{E0} ≥ P{E1 ∩ E2 ∩ E3}
= PE1P{E2 ∩ E3}
≥ PE1 (1− PE c2 − PE c3)
≥ (1/3)PE1 > 0,
which proves the proposition since Lemma 3.4 provides that the probability of E1 is positive
and independent of d. This concludes the proof of the proposition. 
Proof of Theorem 1.3. Let f, g be random real-analytic functions sampled independently
from the Gaussian space induced by the Bargmann-Fock inner product and normalized by
the deterministic scalar exp {−(x2 + y2)/2}. Explicitly,
f(x, y) = exp
{−(x2 + y2)/2} ∑
j,k≥0
aj,k
xjyk√
j!k!
, aj,k ∼ N(0, 1).
Including the factor exp {−(x2 + y2)/2} ensures that f, g are invariant under translations [5],
and as we have noted above, multication of a vector field by a non-vanishing scalar function
does not affect its limit cycles.
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Let NˆR denote the number of empty limit cycles situated within the disk of radius R of the
vector field
F (x, y) =
(
f(x, y)
g(x, y)
)
.
We will use the integral geometry sandwich [40]
(3.13)
∫
DR−r
N (x, r)
|Dr| dx ≤ N (0, R) ≤
∫
DR+r
N ∗(x, r)
|Dr| dx,
where N (x, r) denotes the number of empty limit cycles contained in the disk Dr(x) of radius
r centered at x, N ∗(x, r) denotes the number of empty limit cycles that intersect Dr(x), and
|Dr| = pir2 denotes the area of Dr. The statement of the integral geometry sandwich in [41]
is for connected components of a nodal set, but as indicated in the proof it is an abstract
result that holds in more generality (cf. [46], [3]) that includes the case at hand.
Dividing by |DR|, we rewrite (3) as(
1− r
R
)2 1
|DR−r|
∫
DR−r
N (x, r)
|Dr| dx ≤
N (0, R)
|DR| ≤
(
1 +
r
R
)2 1
|DR+r|
∫
DR+r
N ∗(x, r)
|Dr| dx.
Taking expectation and using translation invariance to conclude that EN (x, r) = EN (0, r)
is independent of x, we obtain
(3.14)
(
1− r
R
)2 EN (0, r)
|Dr| ≤
EN (0, R)
|DR| ≤
(
1 +
r
R
)2 EN ∗(0, r)
|Dr| .
Next we assert that
(3.15) N ∗(0, r) ≤ N (0, r) + T (r),
where
T (r) = #
{
(x, y) ∈ ∂Dr : 〈F (x, y),
(
x
y
)
〉 = 0
}
denotes the number of tangencies of F with the circle of radius r. Indeed, each limit cycle
that intersects but is not completely contained in Dr must have at least one entry and exit
point along ∂Dr. By considering the intersection of ∂Dr with the interior of the limit cycle
and selecting one of its connected components, we may choose such an entry-exit pair to be
the endpoints of a circular arc of ∂Dr that is completely contained in the interior of the limit
cycle. At these entry and exit points, F is directed inward and outward, respectively, and by
the intermediate value theorem applied to 〈F, (x
y
)〉 there is an intermediate point along ∂Dr
where F is tangent to ∂Dr. By our choice of the entry-exit pair, the point of tangency is in
the interior of the limit cycle. Thus, empty limit cycles correspond to distinct such points
of tangency, and this verifies (3).
Next we use the Kac-Rice formula to prove the following lemma concerning the expectation
of the number Tr of such tangencies along ∂Dr.
Lemma 3.5. The expectation of Tr satisfies
(3.16) ETr = 2
√
1 + r2.
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Proof of Lemma 3.5.
(3.17) ETr =
∫ 2pi
0
∫
R
|h2|ρ(0, h2; r, θ)dh2dθ,
where ρ(h1, h2; r, θ) denotes the joint density of the random vector
(
h1(r,θ)
h2(r,θ)
)
obtained from
evaluation at x = r cos(θ), y = r sin(θ) of the random field( x
r
f(x, y) + y
r
g(x, y)
∂θ(
x
r
f(x, y) + y
r
g(x, y))
)
.
The vector field
(
x/r
y/r
)
is invariant with respect to rotations about the origin, and f, g are also
invariant (meaning the distribution of probability on the space of these random functions is
invariant) with respect to rotations about the origin. This implies that the inside integral
in (3) is independent of θ, and this gives
(3.18) ETr = 2pi
∫
R
|h2|ρ(0, h2; r, 0)dh2.
Computation of h2(r, 0) gives
h2(r, 0) = rfy(r, 0) + g(r, 0).
Since f, g are independent of eachother, and evaluation of f is independent of fy evaluated
at the same point, we have that rfy(r, 0) + g(r, 0) is independent of f(r, 0). So the joint
density ρ is the product of densities of rfy(r, 0)+ g(r, 0) ∼ N(0, 1+ r2) and f(r, 0) ∼ N(0, 1)
which gives
ρ(h1, h2; 0, r) =
1
2pi
√
1 + r2
exp
{
−h
2
1
2
}
exp
{
− h
2
2
2(1 + r2)
}
,
and in particular
ρ(0, h2; 0, r) =
1
2pi
√
1 + r2
exp
{
− h
2
2
2(1 + r2)
}
.
Then (3) becomes
ETr =
2pi√
2pi
∫
R
|h2| 1√
2pi(1 + r2)
exp
{
− h
2
2
2(1 + r2)
}
dh2,
where we have separated the constants so that the integral gives the absolute moment of a
Gaussian of mean zero and variance 1 + r2. From this we conclude
ETr = 2
√
1 + r2,
which gives (3.5) as desired. 
Applying (3) in (3) and returning to the abbreviated notation NˆR = N (0, R), we have(
1− r
R
)2 ENˆr
|Dr| ≤
ENˆR
|DR| ≤
(
1 +
r
R
)2 ENˆr + ET (r)
|Dr| .
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Let ε > 0 be arbitrary. We will show that there exists r such that for all R≫ r sufficiently
large we have
(3.19)
∣∣∣∣∣ENˆR|DR| − Nˆr|Dr|
∣∣∣∣∣ < ε.
From (3.5) we have
ET (r)
|Dr| = O(r
−1),
and using this we choose r large enough so that
(3.20)
ET (r)
|Dr| <
ε
8
.
We have (
1− r
R
)2 ENˆr
|Dr| >
ENˆr
|Dr| − 2
r
R
ENˆr
|Dr| ,
and we may choose R > r sufficiently large (with the above choice of r now fixed) so that
(3.21)
(
1− r
R
)2 ENˆr
|Dr| >
ENˆr
|Dr| − ε.
Choosing R larger if necessary we also have
(3.22)
(
1 +
r
R
)2 ENˆr
|Dr| <
ENˆr
|Dr| +
ε
2
.
Then (3), (3), and (3) imply
ENr
|Dr| − ε <
ENR
|DR| <
ENˆr
|Dr| + ε,
which implies (3).
It follows that ENR|DR| converges as R→∞, i.e., there exists a constant c such that
ENˆR ∼ c ·R2, as R→∞.
Positivity of the constant c follows from a simple adaptation of the proof of Theorem 1.2;
instead of considering shrinking elliptical annuli one can take a collection of circular annuli
of fixed radius. One can fit ≥ k · R2 many disjoint such annuli in DR. The subsequent
constructions simplify as well since the distortion factor a is absent. We omit further details
since no new complications arise. 
4. Limit cycles surrounding a perturbed center focus: Proofs of Theorems
1.4, 1.5, and 1.6
Proof of Theorem 1.4. Let us write
(4.1) pd(x, y) =
∑
1≤j+k≤d
aj,kx
jyk,
18 E. LUNDBERG
(4.2) qd(x, y) =
∑
1≤j+k≤d
bj,kx
jyk,
and let p∞ and q∞ denote the random bivariate power series obtained by letting d→∞.
Fix R satisfying ρ < R < 1.
Since |aj,k|, |bj,k| ≤ 1 the series (4), (4) are each majorized by
(4.3)
∑
j,k≥1
|x|j |y|k =
∑
j≥1
|x|j
∑
k≥1
|y|k,
which converges uniformly in {(x, y) ∈ C2 : |x| ≤ R, |y| ≤ R}. In particular, p∞ and q∞
converge absolutely and uniformly in the bidisk DR × DR.
Since our goal is to prove almost sure convergence of Nd(ρ), it is important to note that
pd and p∞ are naturally coupled in a single probability space; the dth-order truncation of
p∞ is distributed as pd. Thus, in order to prove the desired almost sure convergence, we
sample p∞, q∞ and then show that, almost surely, the sequence Nd(ρ) associated with the
truncations pd, qd converges as d→∞.
We take note of the following error estimates based on the tail of the majorization (4),
(4.4) sup
Dρ×Dρ
|p∞ − pd| < ρ2d/(1− ρ)2, sup
Dρ×Dρ
|q∞ − qd| < ρ2d/(1− ρ)2.
Consider the vector field
F∞(x, y) =
(
y + εp∞(x, y)
−x+ εq∞(x, y)
)
,
and let P∞,ε : R+ → R+ denote the corresponding Poincare´ first return map along the
positive x-axis. Then P∞,ε is analytic and admits an analytic perturbation series in powers
of ε (see [29, Sec. 26])
P∞,ε(r) = r + εA∞(r) +
∞∑
k=2
M∞,k(r)εk,
where A∞(r) is the first Melnikov function given by the integral
(4.5) A∞(r) =
∫
x2+y2=r2
p∞dy − q∞dx.
Let X(ρ) denote the number of zeros of A∞ in (0, ρ). X(ρ) is our candidate limit for the
sequence Nd(ρ). We have that A∞ is analytic in the unit disk, and by the non-accumulation
of zeros for analytic functions, X(ρ) is finite-valued. The finiteness of its expectation EX(ρ),
which is part of the desired conclusion stated in the theorem, is given by the following lemma.
Lemma 4.1. The expectation EX(ρ) of the number of zeros of A∞ in (0, ρ) satisfies
EX(ρ) <∞.
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Proof of Lemma 4.1. As above, fix R satisfying ρ < R < 1. Writing the integral (4) in polar
coordinates, we have
(4.6) A∞(r) =
∫ 2pi
0
p∞(r cos(θ), r sin(θ))r cos(θ)dθ + q∞(r cos(θ), r sin(θ))r sin(θ)dθ.
This defines an analytic function valid for complex values of r, and for r ∈ DR with θ ∈ [0, 2pi]
we have (r cos(θ), r sin(θ)) ∈ DR × DR. From the majorization (4), we have |p∞| and |q∞|
are uniformly bounded by 1/(1−R)2 in DR×DR. Using this to estimate the above integral
we obtain
(4.7) sup
r∈DR
A∞(r) ≤ 2pi 2R
(1−R)2 .
Integrating term by term in (4), we can write A∞(r) as a series.
A∞(r) =
∞∑
m=0
ζmr
2m+2,
where
ζm =
∫ 2pi
0
∑
j+k=2m+1
(aj,k cos(θ) + bj,k sin(θ))(cos(θ))
j(sin(θ))kdθ.
(The odd powers of r do not survive in the series due to symmetry.)
Let f(r) =
∑∞
m=0 ζmr
2m = A∞(r)/r2. In order to see that EX(ρ) < ∞ we consider the
number Y (ρ) of complex zeros of f in the disk Dρ, and we use the following estimate based
on Jensen’s formula [1, Ch. 5, Sec. 3.1]
Y (ρ) ≤ 1
log(ρ/R)
log
(
M
|ζ1|
)
,
where
M := sup
|r|=R
|f(r)|.
This gives
EY (ρ) ≤ 1
log(ρ/R)
(E logM − E log |ζ1|) .
From (4) we have
sup
|r|=R
|f(r)| ≤ 4pi
R(1− R)2 ,
and hence it suffices to show that
(4.8) −E log |ζ1| <∞.
Since the probability density of ζ1 is absolutely continuous (with respect to Lebesgue mea-
sure) and bounded, (4) follows from the finiteness of the integral
∫ 1
−1 log |x|dx. This completes
the proof of the lemma. 
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By Bulinskaya’s Lemma the zeros of A∞ are almost surely non-degenerate, i.e., the derivative
A ′∞ does not vanish at any zero. Given this non-degeneracy of A∞, it follows from the
theory of perturbation of Hamiltonian systems [29, Sec. 26] that for all ε > 0 sufficiently
small (P∞,ε(r)− r)/ε lies within the C1-neighborhood of stability of A∞ so that the fixed
points of P∞,ε in the interval (0, ρ) are in one-to-one correspondence with the zeros of A∞.
In particular, this statement holds for (P∞,ε(d)(r)− r)/ε(d) when d is sufficiently large since
ε(d) = o(d). Let us use the following notation for the C1-norm.
‖F‖C1 := sup
0<r<ρ
|F (r)|+ sup
0<r<ρ
|F ′(r)|.
Let Pd : R+ → R+ denote the Poincare´ first return map along the positive x-axis of the
vector field
F (x, y) =
(
y + εpd(x, y)
−x+ εqd(x, y)
)
.
In order to show that Nd(ρ) converges to X(ρ), we will show that (Pd(r)−r)/ε is arbitrarily
C1-close to A∞ for d sufficiently large (where ε = ε(d) now depends on d as in the statement
of the theorem). We have∥∥∥∥Pd(r)− rε(d) −A (r)
∥∥∥∥
C1
≤
∥∥∥∥P∞,ε(d) −Pdε(d)
∥∥∥∥
C1
+
∥∥∥∥P∞,ε(d)(r)− rε(d) −A∞(r)
∥∥∥∥
C1
,
and we have already noted that the second term on the right hand side converges to zero as
d→∞. Hence, in order to show the desired C1-closeness of (Pd(r)− r)/ε to A∞, it suffices
to show that for δ > 0 arbitrary we have, for all d sufficiently large,
(4.9)
∥∥∥∥P∞,ε(d) −Pdε(d)
∥∥∥∥
C1
< δ.
In order to show this, we first change to polar coordinates x = r cos θ, y = r sin θ and write
our systems as
(4.10)
dr
dθ
= ε(d)Hd(r, θ),
and
(4.11)
dr
dθ
= εH∞,ε(r, θ),
where
Hd(r, θ) =
(xpd(x, y) + yqd(x, y))/r
1 + ε(d)(xqd(x, y)− ypd(x, y))/r2 ,
and
H∞,ε(r, θ) =
(xp∞(x, y) + yq∞(x, y))/r
1 + ε(xq∞(x, y)− yp∞(x, y))/r2 .
Fix an initial condition r(0) = r0. We will use rd(θ) and r∞(θ) to denote the solutions to
the systems (4) and (4), respectively.
The estimates (4), (4) imply that given any δ0, we have for all d sufficiently large
(4.12) sup
(r,θ)∈DR×[0,2pi]
∣∣H∞,ε(d)(r, θ)−Hd(r, θ)∣∣ < δ0.
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We also have from the estimates (4) that there exists M > 0 such that
(4.13) sup
(r,θ)∈DR×[0,2pi]
|Hd(r, θ)| ≤M, sup
(r,θ)∈DR×[0,2pi]
|H∞(r, θ)| ≤M.
We have
d
dθ
(r∞(θ)− rd(θ)) = ε [H∞(r∞(θ), θ)−Hd(rd(θ), θ)] ,
which implies
(4.14) |r∞(θ)− rd(θ)| ≤ ε
∫ θ
0
|H∞(r∞(θ), θ)−Hd(rd(θ), θ)| dθ.
Applying (4) to estimate (4) we obtain
(4.15) |rd(θ)− r∞(θ)| < 2Mε(d).
We have P∞,ε(d)(r0) = r∞(2pi), Pd(r0) = rd(2pi), where recall r∞, rd are the trajectories
with initial condition r∞(0) = rd(0) = r0. Using this while setting θ = 2pi in (4) we have
(4.16) |P∞,ε(d)(r0)−Pd(r0)| ≤ ε
∫ 2pi
0
|H∞(r∞(θ), θ)−Hd(rd(θ), θ)|︸ ︷︷ ︸
(∗)
dθ.
The above integrand (∗) satisfies
(4.17) (∗) ≤ |Hd(rd(θ), θ)−H∞(rd(θ), θ)|+ |H∞(rd(θ), θ)−H∞(r∞(θ), θ)| .
We have from (4)
(4.18) |Hd(rd(θ), θ)−H∞(rd(θ), θ)| < δ0,
and we also have for all d sufficiently large
(4.19) |H∞(rd(θ), θ)−H∞(r∞(θ), θ)| < δ0.
The latter follows from the uniform equicontinuity of H∞,ε(d) since we have as stated in (4)
that |r∞(θ)− rd(θ)| is arbitrarily small for d sufficiently large.
Using (4), (4), (4) to estimate (4), we obtain
|P∞,ε(d)(r0)−Pd(r0)| ≤ ε(d)4piδ0.
This gives
(4.20) sup
r∈DR
∣∣∣∣P∞,ε(d)(r)−Pd(r)ε(d)
∣∣∣∣ < 4piδ0,
and using Cauchy estimates [1, Ch. 4, Sec. 2.3] for the derivatives we obtain
sup
r∈Dρ
∣∣∣∣∣P
′
∞,ε(d)(r)−P ′d(r)
ε(d)
∣∣∣∣∣ < 4piR− ρδ0,
and together with (4) this gives∥∥∥∥P∞,ε(d)(r)−Pd(r)ε(d)
∥∥∥∥
C1
< 4pi
(
1 +
1
R− ρ
)
δ0.
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Since δ0 was arbitrary, this verifies (4), and we conclude that almost surely Nd(ρ) converges
to X(ρ) as desired.

Proof of Theorem 1.5. We shall reduce this problem to one where we can apply the results
from [8]. We have
(4.21) p(x, y) =
∑
1≤j+k≤d
aj,kx
jyk,
(4.22) q(x, y) =
∑
1≤j+k≤d
bj,kx
jyk,
with the vector of all coefficients sampled uniformly from the d(d+ 3)-dimensional unit ball{ ∑
1≤j+k≤d
(aj,k)
2 + (bj,k)
2 ≤ 1
}
. We change variables by a scaling u = x/(2ρ), v = y/(2ρ). In
these coordinates, the system (
x˙
y˙
)
=
(−y + εp(x, y)
x+ εq(x, y)
)
becomes (
u˙
v˙
)
=
(−v + εpˆ(u, v)
u+ εqˆ(u, v)
)
,
where pˆ(u, v) = 2ρ · p(2ρu, 2ρv), and qˆ(u, v) = 2ρ · q(2ρu, 2ρv).
We are concerned with limit cycles situated in the disk D1/2 of the (u, v)-plane.
Changing to polar coordinates u = r cos φ, v = r sin φ, we obtain
∂r
∂φ
= H(r, φ)r,
where
H(r, φ) =
ε(upˆ(u, v) + vqˆ(u, v))/r2
1 + ε(uqˆ(u, v)− vpˆ(u, v))/r2 .
We complexify the radial coordinate r, and let U = D× [0, 2pi]. Then a simple modification
of the estimates in [8, p. 236] gives
sup
U
∣∣∣∣ pˆ(u, v)r
∣∣∣∣ ≤ (2ρ)d√∑(aj,k)2√d ≤ (2ρ)d√d,
sup
U
∣∣∣∣ qˆ(u, v)r
∣∣∣∣ ≤ (2ρ)d√∑(bj,k)2√d ≤ (2ρ)d√d,
where we used
∑
(aj,k)
2 + (bj,k)
2 ≤ 1. These estimates imply
sup
U
|H(r, φ)| ≤ ε(2ρ)
d
√
d
1− ε(2ρ)d√d
≤ 3
√
d(2ρ)dε.
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Since ε ≤ (2ρ)−d(d+3)
40pi
√
d
, we have
sup
U
|H(r, φ)| ≤ 3
40pi
,
so that the hypothesis of [8, Prop. 3.1] is satisfied and we conclude that the Poincare´ map
pµ as in [8, p. 237] along with the functions
gµ(r) =
pµ(r)
r
− 1, hµ(r) = 40
√
d√
2
gµ(r)
are analytic in D3/4 and depend anaytically on the vector µ of coefficients throughout
B(s, 2N), with N = 1
40pi
√
d
. The rest of the proof, consisting of an application of [8, Thm.
2.3] now follows exactly as in [8, p. 237]. 
Proof of Theorem 1.6. Let
A (t) =
∫
Ct
pdy − qdx
denote the first Melnikov function for the system
(
x˙
y˙
)
= F (x, y) with F as in the statement
of the theorem, and where Ct = {x2 + y2 = t2}.
Almost surely, A has finitely many zeros, all non-degenerate, and it then follows from
perturbation theory of Hamiltonian systems [29, Sec. 26] that as ε→ 0+ the number Nd,ε(ρ)
of limit cycles situated within the disk Dρ converges to the number Nd(ρ) of zeros of A in
(0, ρ).
Let
(4.23) K (r, t) = EA (r)A (t)
denote the two-point correlation function of A . Let us write
(4.24) A (r) =
∫
Cr
p(v1)dy1 − q(v1)dx1, A (t) =
∫
Cr
p(v2)dy2 − q(v2)dx2,
with v1 = (x1, y1), v2 = (x2, y2). Using (4) and linearity of expectation, the expectation in
(4) can be expressed as∫
Cr
∫
Ct
E [p(v1)p(v2)dy1dy2 − p(v1)q(v2)dy1dx2 − q(v1)p(v2)dx1dy2 + q(v1)q(v2)dx1dx2] ,
and since the pointwise evaluations of P,Q are centered Gaussians independent of eachother,
we have, for each v1 = (x1, y1), v2 = (x2, y2),
Ep(v1)q(v2) = Eq(v1)p(v2) = 0,
which leads to the following simplified expression for the two-point correlation.
K (r, t) =
∫
Cr
∫
Ct
[Ep(v1)p(v2)dy1dy2 + Eq(v1)q(v2)dx1dx2] .
We write this as
(4.25) K (r, t) =
∫
Cr
∫
Ct
[K(v1, v2)dy1dy2 +K(v1, v2)dx1dx2] ,
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where K(v1, v2) = Ep(v1)p(v2) denotes the covariance kernel for the Kostlan ensemble. Using
K(v1, v2) = (1 + x1x2 + y1y2)
d,
(4) becomes
(4.26) K (r, t) =
∫
Cr
∫
Ct
(1 + x1x2 + y1y2)
d [dy1dy2 + dx1dx2] .
We parameterize Cr by (x1, y1) = (r cos θ1, r sin θ1) and Ct by (x2, y2) = (t cos θ2, t sin θ2). In
terms of this parameterization we can write the integral (4) as
K (r, t) =
∫ 2pi
0
∫ 2pi
0
(1 + rt cos(θ1 − θ2))drt cos(θ1 − θ2)dθ1dθ2
Changing variables in the inside integral with u = θ1 − θ2, du = dθ1 leads to an integrand
independent of θ2 and we obtain
(4.27) K (r, t) = 2pi
∫ 2pi
0
(1 + rt cos(u))drt cos(u)du.
Applying Edelman and Kostlan’s formulation of the Kac-Rice formula [17], we have that the
expected number EN[a,b] of zeros of A (t) over the interval a ≤ t ≤ b is
(4.28)
∫ b
a
√
∂2
∂r∂t
log(K (r, t))|r=t=τ dτ.
Applying Laplace’s method [13, Sec. 4.2] for asymptotic evaluation of the integral (4), we
find
(4.29) K (r, t) = 2pi(1 + rt)d
√
2pirt(rt+ 1)
d
(1 + Ed(r, t)), as d→∞,
where Ed(r, t) = O(d
−1).
From (4) we obtain
(4.30)
logK (r, t)
d
= log(1 + rt) +
1
d
log 2pi
√
2pirt(1 + rt)
d
+
1
d
log(1 + Ed(r, t)).
The functions logK (r,t)
d
are analytic in a fixed complex neighborhood U of (r, t) ∈ [0,∞) ×
[0,∞) and converge to log(1+rt) as d→∞. The convergence is uniform on compact subsets
of U . This justifies (by way of Cauchy estimates) differentiation of the asymptotic (4) to
obtain
lim
d→∞
1
d
∂2
∂r∂t
logK (r, t)|r=t=τ = 1
(1 + τ 2)2
,
where the convergence is uniform for τ ∈ [a, b].
Applying this to (4) gives
EN[a,b] ∼
√
d
pi
∫ b
a
1
(1 + τ 2)
dτ, as d→∞,
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and computing the integral we find
EN[a,b] ∼
√
d
pi
[arctan(b)− arctan(a)] , as d→∞.
In particular, the average number of limit cycle births within the disk of radius ρ is asymp-
totically arctan ρ
pi
√
d as d→∞. 
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