(1) Introduction.-For arithmetic subgroups r of algebraic semisimple groups defined over the rational numbers Q, and of Q-rank one, M. S. Raghunathan has given a criterion for all classes in certain cohomology groups associated to r to be representable by square integrable forms (cf. ref. 11). In the present note we announce a generalization of Raghunathan's criterion for arbitrary Q-rank (cf. Theorem 3.1, below). Using results of Andreotti and Vesentini, Raghunathan, and Weil (cf. refs. 1, 12 , and 13) Theorem 3.1 can be used to obtain vanishing theorems for cohomology. In particular, one obtains the previously known result stated in Theorem 3.3. Theorem 3.1 follows from Theorem 4.8, which is our main tool. The complex EtQ&I which plays a role in Theorem 4.8 consists of forms which are well-behaved at a.* Our hope is that one can define a similar complex for certain holomorphic cohomology, prove an analogue of Theorem 4.8 in the holomorphic case, and using the special nature of the forms of these complexes at a, develop a Hodge theory. The goal would be to extend the results of Matsushima, and Matsushima and Murakami, to certain noncompact manifolds associated with arithmetic groups (cf. refs. 6-9).
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(2) Notation.-We will denote linear algebraic groups over the complex numbers C by capital boldface Latin letters. R will denote the real numbers. We then use the following notation scheme: If H denotes a linear algebraic group, then H will denote the R-rational points of H, and for F C R a subring, HF will denote the F-rational points of H. H' will denote the Zariski identity component of H. The Lie algebra of a real group will be denoted by the corresponding capital German letter, while the Lie algebra of an algebraic group will be denoted by the corresponding German letter with a bar over it. Thus, ! will denote the Lie algebra of H, and 6 will denote the Lie algebra of H. We also make the convention that the Lie algebra is the tangent space of the group, at the identity.
We assume that G is Zariski connected, semisimple, and defined over Q, and we let r c GQ denote an arithmetic subgroup. We then fix a Cartan involution i,6 a maximal Q-split torus QS, a maximal R-split torus RS, and a maximal torus T, so that if Q3 = {X e @|I+*(X) = -X} (where AP* is the differential of y6 at the identity e), then QS C RS C T. ?C 23, (2.1) where A is the topological identity component of ES (so by our notational convention SI denotes the Lie algebra of A). Let us set x = {x e 01*(X) = X}. Then ( = S3) Z is a Cartan decomposition.
For a given linear algebraic group H, we let X(H) denote the (C-)rational characters of H and we let XQ(H) denote the Q-rational characters of H. We then choose compatible orders on X(QS), X(RS), and X(T). We let QA be the simple roots on QS with respect to the given order on X(QS), and we denote the elements of QA by o1, ... ,az. For each subset 0 C QA, we set si = (fnker a)0, a eO and let Z(SO) be the centralizer of So. We let AO denote the topological identity component of Se, and set Do = n XeXQ(Z(sG)) ker x2.
We let U1 be the connected, unipotent subgroup of G, whose Lie algebra Uto is the linear span of those root spaces which correspond to roots which are not linear combinations of elements in 0. Set
It is known that Z(SO)R = D0Ao is a direct product decomposition, and we set P = DoUo. Let K be the maximal compact subgroup corresponding to 3C, and set Ko = KfnDo.
Let 4) denote the roots of G relative to T, and 4)+, 4-the positive and negative roots, respectively. We let 4P(Uo) be the set of positive roots such that the corresponding root space is in Uie. Let W denote the Weyl group of G, relative to T, and set We' = {o, We (l4(-) n b+cP(U,)J, W(j) = oa r wlr(4)-) n mD+ has j elements}, Wol(j) = w'lnw(j).
Assume now that r contains no elements of finite order. Hence K\Q/r has a natural Riemannian structure. We let p: G -> Aut V denote an irreducible, rational representation of G in the complex vector space V, and we let X denote the highest weight of p (with respect to T and the given order on X(T)). For a subgroup H of G, we also let p denote the restriction of p to H. For x e G, we will let p_ denote the representation
For an open subset cl C G such that kcUhy = St, k e K, y e r, we let 8i(cL) denote the space of all V-valued, CO i-forms co 50, 1968 (i) U ocQA /E)@(s) is the complement of a compact subset of K\G/F.
(ii) s < s' implies Os(s) C 00(s'). If 't, V' are 0-admissible, then (4.4) implies 'Un.' is also. If 'U. is 0-admissible, and co e 8('), we will say that the pair (co,9U) is 0-admissible. We say that two 0-admissible pairs (w,%L) and (w',91') are (O-)equivalent, if for some s > 0 such that Oei(s) C 'U n fgl for all 0I e 0, we have W108,(8) = WC10i) (8) We note that (ii) implies Lemma 4.6. On the other hand, (i) implies (ii), while (i) is proved by induction on the cardinality of 0. To start the induction, however, we must assume that (ii) has already been proved for lower-rank parabolic groups (in fact one sets up the whole theory on parabolic groups).
(i) can then be proved for #0 = 1. We assume (i) has been proved for #0 < X, and we let of = 1o,,. .,0x_1} of = {to n ox,...,)o-, n ox}, where we recall that 0 = { I ,. . . ,0}. We then have exact sequences°S e)- The lower horizontal map is induced by the top one.
