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Abstract
A class of linear positive, trace preserving maps in Mn is given in terms of
affine maps in R
n
2
−1
which map the closed unit ball into itself.
1 Introduction
A linear mapping from a C∗-algebra A into a C∗-algebra B is called positive if it
carries positive elements of A into positive elements of B. Such a map is said to be
normalised if the image of the unity of A coincides with the unity of B.
Positive maps have become a common interest to mathematicians and physicist,
c.f. [1 – 31] and [32, 33]. There are several reasons for this:
(i) The notion of positive map generalizes that of state, ∗-homomorphism, Jordan
homomorphism, and conditional expectation.
(ii) By duality, a normalised positive map defines an affine mapping between sets
of states of C∗-algebras. If these algebras coincide with the C∗-algebras of
observables assigned to a physical system, then this affine mapping corresponds
to some operation which can be performed on the system.
(iii) It has been recently shown that there exists a strong connection between the
classification of the entanglement of quantum states and the structure of posi-
tive maps.
Let Mk(A) be the algebra of k× k matrices with elements from A and M+k (A) be
the positive cone in Mk(A). For k ∈ N and ϕ : A→ B define maps ϕk, ϕk : Mk(A)→
1
Mk(B), where ϕk([aij ]) = [ϕ(aij)] and ϕk([aij ]) = [ϕ(aji)]. The map ϕ is said to be
k-positive (k-copositive) if the map ϕk (ϕk) is positive, respectively.
A map ϕ is said to be k-decomposable if ϕk is positive whenever [aij ] and [aji]
belong to M+k (A). A map ϕ : A→ B is called completely positive, completely copos-
itive and decomposable if it is k-positive, k-copositive and and k-decomposable for
all k ∈ N, respectively. According to the Størmer theorem [10], every decomposable
map ϕ : A → B(H) (B(H) is the set of bounded linear operators on a complex
Hilbert space H) has the form ϕ(a) = v∗j(a)v, where j : A → B(K) is a Jordan
homomorphism and v is a bounded operator from H into K. Since every Jordan ho-
momorphism is the sum of a ∗-homomorphism and a ∗-antihomomorphism [3] every
decomposable map ϕ : A→ B(H) has the form ϕ = ϕ1 +ϕ2, where ϕ1 is completely
positive and ϕ2 is completely copositive. A positive map which is not decomposable
is called an indecomposable one.
In the case A = B(H) = Mn(C) every decomposable map ϕ : Mn(C) → Mn(C)
can be written in the form
ϕ(a) =
∑
k
a∗kaak +
∑
k
b∗ka
T bk , (1.1)
where a1, a2, . . . , b1, b2, . . . ∈Mn(C) and T is the transpose map in Mn. It is known
[2, 12, 16] that every positive map ϕ : M2(C) → M2(C) is decomposable. The first
example of an indecomposable map in M3(C) was given by Choi [7, 8] and its gener-
alizations can be found in [17 – 31].
There are two known types of indecomposable maps in Mn for n ≥ 3:
(i) A series of maps ϕk : Mn(C) → Mn(C), k = 1, . . . , n − 2; c.f. [21, 31]. Let ǫ
be the projection of norm one in Mn(C) to the diagonal part with respect to
a given basis in Cn and s be the unitary shift in Mn(C) such that s = [δi,j+1],
where the indices are understood to be mod n. The maps ϕk are defined as
follows
ϕk(a) = (n− k)ǫ(a) +
k∑
i=1
ǫ(sias∗i)− a . (1.2)
Since ϕk(1ln) = (n− 1)1ln and Trϕk(a) = (n − 1)Tra, the maps
τk(a) =
1
n− 1ϕk(a) , k = 1, . . . , n− 2 , (1.3)
are bistochastic ones.
(ii) A class of maps ϕ(p0, p1, . . . , pn) : Mn → Mn, c.f. [28, 31] of the form
ϕ(p0, p1, . . . , pn)(a) = a
′ with
a′11 = p0a11 + pnann
2
a′22 = p0a22 + p1a11
· · · · · ·
a′nn = p0ann + pn−1an−1,n−1
a′ij = −aij , (1.4)
where
p0, p1, . . . , pn > 0 , n− 1 > p0 ≥ n− 2 , p1 · . . . · pn ≥ (n− 1− p0)n , n ≥ 3 .
(1.5)
The above maps are atomic, i.e., they cannot be decomposed into the sum of a
2-positive and a 2-copositive maps [23, 31].
2 A Class of Positive Maps in Mn
Let ϕ be a positive, trace preserving map in Mn(C) i.e., a dynamical map [34]. Since
ϕ is self-adjoint, i.e., ϕ(a∗) = ϕ(a)∗ it is enough to consider it in the space
Hn = {a ∈Mn : a = a∗} . (2.1)
The linear space Hn is the real Hilbert space with the scalar product (a, b) = Tr(ab)
and the norm ‖a‖2 = (a, a).
If a ∈ Hn and Tra = p > 0, the necessary condition for positivity of a is Tra2 ≤
(Tra)2 = p2, which can also be written in the form
∥∥∥a− 1ln
n
Tra
∥∥∥2 ≤ n− 1
n
(Tra)2 . (2.2)
Let us define the following convex sets in Hn:
Bn(p) =
{
a ∈ Hn :
∥∥∥a− 1ln
n
p
∥∥∥2 ≤ n− 1
n
p2, Tra = p
}
, (2.3)
Sn(p) =
{
a ∈ Bn(p) : a ≥ 0
}
, (2.4)
B0n(p) =
{
a ∈ Hn :
∥∥∥a− 1ln
n
p
∥∥∥2 ≤ 1
n(n− 1)p
2, Tra = p
}
. (2.5)
The set Sn(p = 1) is just the set of all density operators on C
n.
Lemma 1 If a ∈ B0n(p) then a ≥ 0, i.e., the inclusions
B0n(p) ⊆ Sn(p) ⊆ Bn(p) (2.6)
hold.
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Proof. Let us observe that B0n is invariant with respect to the mapping ρ→ U∗ρU ,
U ∈ SU (n), and the set
b0n =
{
p1, . . . , pn :
n∑
i=1
(
pi − 1
n
p
)2 ≤ p
2
n(n− 1) ,
n∑
i=1
pi = p
}
is the ball inscribed in the set
sn(p) =
{
p1, . . . , pn : pi ≥ 0 , i = 1, . . . , n ,
n∑
i=1
pi = p > 0
}
.
Since the eigenvalues of a ∈ B0n lie in b0n, they are non-negative.
It should be pointed out that in the case n = 2 one has
B02(p) = S2(p) = B2(p) . (2.7)
Let εp : Bn(p)→ B0n(p) be defined as follows:
εp(a) =
1ln
n
p+
1
n− 1
(
a− 1ln
n
p
)
=
1
n− 1a+
(
1− 1
n− 1
)1ln
n
p . (2.8)
The map ǫp is positive and trace preserving. It is convenient to introduce an orthonor-
mal base in Hn: f1, . . . , fn2 such that (fα, fβ) = δαβ and fn2 = 1ln/
√
n, i.e. Trfα = 0
for α = 1, . . . , n2 − 1. Every element of a ∈ Hn can be written in the form
a =
n2∑
α=1
xαfα , xα = Tr(afα) (2.9)
or
a =
1ln
n
Tra+ 〈f, x〉 , (2.10)
where x = (x1, . . . , xn2−1) ∈ Rn
2
−1, f = (f1, . . . , fn2−1), and
〈f, x〉 =
n2−1∑
α=1
fαxα . (2.11)
Let B(Rn, r) be the closed ball in Rn with the radius r, i.e.,
B(Rn, r) = {x ∈ Rn : 〈x, x〉 ≤ r} . (2.12)
Let Dn denote the set of affine maps (T, b) : Rn → Rn, where
(T, b)x = Tx+ b , T ∈Mn(R) , b ∈ Rn , (2.13)
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which maps the closed unit ball B(Rn, 1) into itself. Since Dn is convex, compact and
finite-dimensional, each element of Dn can be written as a finite convex combination
of its extreme elements.The extreme elements of Dn have been classified in [16] in
thefollowing manner:
ExtrDn =
{
(T, b) : T = R1ΛR2 , b = R1c , R1, R2 ∈ O(n) ,
Λ = ‖λiδij‖ , λ1 = . . . = λn−1 = [1− δ2(1− κ2)]1/2, λn = κ[1− δ2(1− κ2)]1/2 ,
c1 = . . . = cn−1 = 0 , cn = δ(1 − κ2) , 0 ≤ κ ≤ 1 , 0 < δ ≤ 1
}
. (2.14)
It is clear that the map (T, rb) maps the ball B(Rn, r) into itself provided (T, y) ∈ Dn.
Let us observe that the subset ExtrD0n of ExtrDn corresponding to κ = 1 has the
form
ExtrD0n = {(T, y) : T ∈ O(n) , y = 0} . (2.15)
Taking into account (2.3), (2.9) and (2.10) one finds that an element a ∈ Bn(p) can
be represented in the form
a =
1ln
n
p+ 〈f, x〉 , p = Tra , where x ∈ B
(
R
n2−1, p
(n− 1
n
)1/2)
, (2.16)
while the map εp, c.f. (2.8) takes the form
εp(a) =
1ln
n
p+
1
n− 1〈f, x〉 . (2.17)
Composing the map εp with the map ψ : Bn(p)→ Bn(p) given by
ψ
[
T, yp
(n− 1
n
)1/2]
(a) =
1ln
n
p+
〈
f, yp
(n− 1
n
)1/2〉
(2.18)
one finds that the composed map ϕ[(T, y)] : Bn(p)→ B0n(p) ⊆ Bn(p) has the form
ϕ[T, y](a) =
1ln
n
p+
1
n− 1
〈
f, Tx+ py
(n− 1
n
)1/2〉
, (2.19)
where (T, y) ∈ Dn2−1, is a positive one by the construction. Since the map (2.19) is
homogeneous it can be extended to Hn , and its extension to Mn is given by
ϕ[T, y](c + id) = ϕ[T, y](c) + iϕ[T, y](d) for c, d ∈ Hn . (2.20)
The main result can be summarized in the following
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Theorem 1 Every affine map (T, y) which maps the closed unit ball in Rn
2
−1 into
itself induces a positive, trace preserving map ϕ(T, y) :Mn →Mn
ϕ[T, y](a) =
1ln
n
Tra+
1
n− 1
〈
f, Tx+ y
(n− 1
n
)1/2
Tra
〉
, (2.21)
where x = (x1, . . . , xn2−1) ∈ Rn
2
−1, xα = Tr(afα), and f = (f1, f2, . . . , fn2−1),
fα = f
∗
α, Tr(fαfβ) = δαβ , Trfα = 0, α, β = 1, . . . , n
2 − 1.
It should be pointed out that in the case n = 2 every positive, trace preserving map
has the form (2.21).
A systematic construction of the operators f1, . . . , fn2−1 ∈ Hn (generators of
SU(n)) is well known, c.f. [35]. They are given by
(f1, . . . , fn2−1) = (dℓ, ukℓ, vkℓ) , ℓ = 1, . . . , n − 1 , 1 ≤ k < ℓ ≤ n , (2.22)
dℓ =
1√
ℓ(ℓ+ 1)
ℓ∑
k=1
(ekk − kek+1,k+1) , ℓ = 1, . . . , n − 1 , (2.23)
ukℓ =
1√
2
(ekℓ − eℓk) , (2.24)
vkℓ =
−i√
2
(ekℓ − eℓk) , (2.25)
ekℓ = ek(eℓ, · ) , (2.26)
where (e1, . . . , en) is an orthonormal base in C
n.
As an illustration of the formula (2.21) let us consider the case n = 3. Using the
notation
x1 = Tr(ad1) , x2 = Tr(ad2) (2.27)
and
xkℓ = Tr(aukℓ) , ykℓ = Tr(avkℓ) (2.28)
let us consider the rotation R(α) ∈ SO(8) given by
x′1 = x1 cosα− x2 sinα ,
x′2 = x1 sinα+ x2 cosα ,
x′kℓ = −xkℓ , (2.29)
y′kℓ = −ykℓ , 1 ≤ k < ℓ ≤ n .
Taking into account the explicit form of d1, d2, ukℓ, vkℓ, 1 ≤ k < ℓ ≤ 3, one finds
that the corresponding map ϕ[α] ≡ ϕ[R(α), 0] : M3(C) → M3(C) has the form
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a′ = ϕ[α](a), where
a′11 =
1
2
[λ(α)a11 + µ(α)a22 + ν(α)a33] ,
a′22 =
1
2
[ν(α)a11 + λ(α)a22 + µ(α)a33] ,
a′33 =
1
2
[µ(α)a11 + ν(α)a22 + λ(α)a33] ,
a′ij = −
1
2
aij , i 6= j , (2.30)
and
λ(α) =
2
3
(1 + cosα) ,
µ(α) =
2
3
(
1− 1
2
cosα−
√
3
2
sinα
)
,
ν(α) =
2
3
(
1− 1
2
cosα+
√
3
2
sinα
)
,
λ(α) + µ(α) + ν(α) = 2 . (2.31)
The special cases are:
(i) a′ = ϕ[α = π/3](a)
a′11 =
1
2
(a11 + a33) ,
a′22 =
1
2
(a22 + a11) ,
a′33 =
1
2
(a33 + a22) ,
a′ij = −
1
2
aij .
(ii) a′ = ϕ[α = −π/3](a)
a′11 =
1
2
(a11 + a22) ,
a′22 =
1
2
(a22 + a33) ,
a′33 =
1
2
(a33 + a11) ,
a′ij = −
1
2
aij .
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(iii) a′ = ϕ[α = π](a) = 1/2(1l3Tra− a)
(iv) a′ = ϕ[α = 0](a) = 1/3ϕ[α = π](a) + (1− 1/3)ψ(a)
a′′ = ψ(a) ,
a′′11 = a11 , a
′′
22 = a22 , a
′′
33 = a33 ,
a′′ij = −
1
2
aij .
The maps (i) and (ii) are indecomposable Choi’s maps, the map (iii) is completely
copositive, while (iv) is decomposable.
Let [xij ] ∈M3(M3) be the matrix
[xij] =


1 0 0 0 1 0 0 0 1
0 p 0 0 0 0 0 0 0
0 0 p−1 0 0 0 0 0 0
0 0 0 p−1 0 0 0 0 0
1 0 0 0 1 0 0 0 1
0 0 0 0 0 p 0 0 0
0 0 0 0 0 0 p 0 0
0 0 0 0 0 0 0 p−1 0
1 0 0 0 1 0 0 0 1


p > 0 . (2.32)
Then both [xij] and [xji] belong to M3(M3)
+. It is easily seen that the matrix
[ϕ[α](xij)] is not positive for 0 < α < π, i.e., the map ϕ[α] is indecomposable for
0 < α < π.
It should be pointed out that the indecomposable maps (1.4) does not belong to
the class considered above.
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