Abstract. We consider a homogeneous self-dual interior point algorithm for solving multistage stochastic linear programs. The algorithm is particularly suitable for the so-called "scenario formulation" of the problem, whose constraint system consists of a large block-diagonal matrix together with a set of sparse nonanticipativity constraints. Due to this structure, the major computational work required by the homogeneous self-dual interior point method can be split into three steps, each of which is highly decomposable. Numerical results are presented to demonstrate efficiency of the algorithm.
Introduction
Multistage stochastic linear programming (MSLP) has extensive applications in production and manpower planning, portfolio selections, and many other management problems. A typical T -stage form of this model is as follows: min c 0 x + E ξ1 (min q 1 (ξ 1 ) y 1 + · · · + E ξ T −1 (min q T −1 (ξ T −1 ) y T −1 )) (1. B t (ξ t )y t−1 + W t (ξ t )y t = h t (ξ t ), y t ≥ 0, t = 2, · · · , T − 1, (1.4) where x ∈ n0 and y t ∈ nt , ξ t is a random vector associated with stage t + 1. The superscript " " represents the transpose and the letter "E" denotes the expected value. B t (ξ t ) and W t (ξ t ) are random matrices, q t (ξ t ) and h t (ξ t ) are random vectors, all of them are decided by the outcome of the random vector ξ = (ξ 1 , · · · , ξ T −1 ). For convenience of computation, we assume that the support of ξ is finite. The sequence of all possible outcomes of ξ can then be depicted in terms of a scenario tree. Figure 1 shows an example of 3-stage scenario tree where we label the j-th event at the t-th stage as E tj .
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• X X X X X X X X X X X X E 34 • Figure 1 . The structure of MSLP Note that each outcome of the random vector ξ corresponds to a unique path from E 11 to E T j on the scenario tree. Let F t be the number of nodes in stage t. Note that the vector (y 1 , ..., y T −1 ) is itself random and let y tj be the outcome of y j at node (tj). Then a so-called deterministic equivalent for B 1j x + W 1j y 1j = h 1j , y 1j ≥ 0, j = 1, ..., F 1 (1.7)
B tj y (t−1)k + W tj y tj = h tj , y tj ≥ 0, j = 1, ..., F t , t = 2, · · · , T − 1, (1.8) where p tj , B tj , W tj and h tj are computable from the given data and node ((t − 1)k) is the parent of node (tj). Problem (1.5)-(1.8) are known as the recourse formulation of the Problem (1.1)-(1.4), which has been studied extensively in the literature, e.g., see the books of Kall and Wallace [9] and Birge and Louveoux [5] and related references therein. Specifically, the structure of its constraints allows various decomposition schemes to be used within the framework of the simplex method. However, those schemes may not be applicable within the framework of the interior point method because the latter requires different computation (e.g. finding the Newton direction) in each iteration. To fully exploit the power of interior point methods in the context of stochastic programming, some authors such as Berkelaar et al., Sun et al. and Zhao [3, 4, 19, 26] have investigated interior point decomposition methods for (1.5)-(1.8)
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In this paper we study an interior point decomposition method for a different, yet equivalent, reformulation of (1.5)-(1.8), which we call the scenario formulation of the problem. The method, known as the homogeneous self-dual interior point method (HSIPM for short), can take good advantage of the structure of the scenario formulation, so as to provide computational efficiency. There are two additional points motivating our choice of HSIPM for study. First, it avoids the process of finding an initial interior feasible solution, which can be quite a burden for stochastic programs. Second, the method can detect the infeasibility of the problem, which is of practical importance since the feedback from the solution stage are often helpful in developing a good model [4] .
The scenario formulation is probably rooted from the seminal work of Rockafellar and Wets on progressive hedging algorithm [16] . The related important references include [7, 8, 15, 17] . Imagine that the tree in Figure 1 is drawn in a different way like Figure 2 . Rather than E 31 , E 32 , E 33 , and E 34 , the scenarios are simply numbered by superscripts {1, 2, 3, 4} and we use subscript to represent the stage number, i.e. E k t indicates scenario k at stage t. Each scenario is represented by a horizontal line. Instead of x, y 11 , ..., the variables are defined along each scenario, say z (1.9)
Similarly, since scenarios 1 and 2 share the same "history" up to stage 2 in Figure 1 , an additional constraint
(1.10) must be added, where both z 1 2 and z 2 2 represent the vector y 11 in the recourse formulation. Each of such constraints is marked by a vertical line connecting the corresponding nodes. These new constraints are called nonanticipativity constraints. Note that all nonanticipativity constraints are homogeneous and therefore can be written in a matrix form as N z = 0, where z is defined below.
Let s be the total number of scenarios, c i be the cost vector of scenario i, and z i ∈ n be the vector of variables (z
Then the scenario formulation of Problem (1.5)-(1.8) will have the following form.
It is obvious that by our labeling the matrix N has the following format. 14) where all N i = [I i 0] are matrices with n columns, and for any i, I i is an identity matrix, whose size depends on the numbers of stages and decision variables sharing the same history between the i-th and (i + 1)-th scenarios. Moreover, we set that
(1.15)
Compared to the recourse formulation, the constraints A i are decoupled and the coupling constraint N z = 0 is sparse and structured. Since the size of program (1.11)-(1.13) can be huge, it may not be possible to solve (1.11)-(1.13) by using general-purpose linear programming software. Instead, some sort of decomposition scheme must be developed to reduce the amount of computation to a reasonable level. Various decomposition methods can be found, e.g. in [3, 4, 5, 6, 7, 9, 15, 17, 18, 19, 22] , some of them can accommodate parallel computation.
The decomposition method that we will discuss is particularly suitable for computing the Newton directions arising from the HSIPM applied to the scenario formulation (1.11)-(1.13). For simplicity of discussion, we may assume that, as explained in a previous paper of the authors [11] , the constraint system (1.12)-(1.13) is of full row rank. We have shown [11] how this can be done in an efficient fashion through a pre-processing procedure. For general information on the HSIPM, we refer the reader to [20, 23, 24] . To be brief, we will begin our analysis directly from the special form of the HSIPM applied to problem (1.11)-(1.13).
The work is partially motivated by our former work [11] on an infeasible interior point method for stochastic programming. Compared to [11] , the HSIPM has introduced some additional variables, which makes the decomposition of the direction-finding equations more complicated than that in [11] . We present a 3-step decomposition approach for the direction-finding equations, which appears to be new. All of these efforts seem to be paid off by the good performance of the HSIPM in our computational test and hence we believe that HSIPM is a good addition to the current solution techniques of multistage stochastic programs.
The organization of this paper is as follows. We discuss the 3-step HSIPM decomposition approach to problem (1.11)-(1.13) in Section 2. We provide an iterative method and a block-decomposition method for a core equation in HSIPM in Section 3. We summarize the proposed algorithm in Section 4 and report our preliminary numerical results in Section 5.
A 3-step decomposition approach
The HSIPM has polynomial complexity and is one of the most efficient interior point methods [1, 2] . It consists of a direction-finding step and a line search step where the direction-finding step consumes most of the computation time. We now discuss a 3-step decomposition approach which can reduce the computation in the direction-finding step.
At each iteration of the HSIPM we have (z, u, w, v, τ, κ) with z > 0, v > 0, τ > 0 and κ > 0. The HSIPM, as described in [21] , generates the new search direction
where u, w, v are the multipliers corresponding to the equality constraints (1.12) and (1.13) and the nonnegative constraints respectively,
We write (2.1) as two systems
3)
2) can be written as 6) and the solution of (2.6) is substituted into the following equation to obtain
with
The key idea in the 3-step decomposition is to note that solving (2.1) is equivalent to solving consecutively the three systems of equations (2.4), (2.6) and (2.7), each of which is in turn highly decomposable. We elaborate this point in more detail.
First, note that (2.4) can be separated into s independent systems of equations:
Second and similarly, if we partitioned N into (Ñ 1 , · · · ,Ñ s ) withÑ i being n i columns, and let (2.7) can be decomposed into the following s systems of equations:
The coefficient matrices in (2.9) and (2.10) are of the same structure as that in the primal-dual methods for standard linear programming (see [20, 23] ). Thus, they can be solved by utilizing the fully developed techniques for standard linear programming. Another obvious advantage for (2.9) and (2.10) is the suitability for parallel solution.
Finally, consider the solution of (2.6). Since (2.6) can be solved by
and 12) it is left to solve (2.11) by decomposition. For any point (z, u, v, w, τ, κ) with z > 0, v > 0, τ > 0 and κ > 0, define θ = κ/τ + θ. Then θ > 0 and we have
For simplicity of statement, we define ζ =r
. Thus, (2.11) can be solved by three steps: 1
14) 
Direct use of the inverse of matrix N M N + b c may destroy the sparsity and special structure of N M N . We need the following result to avoid this.
Proof. By expressions of b and c , we have
Since N M N is positive definite by Proposition 3.1 in the next section, and θ > 0, we need only to prove
Inequality (2.20) follows from the fact that
It follows from Proposition 2.1 and the Sherman-Morrison formula that we have
Thus, we can solve (2.17) by firstly solving
to generate p 1 and p 2 respectively, and then calculating 25) which is the solution of (2.17). Then, by (2.14)-(2.16), we havẽ w =p, (2.26)
We call equations (2.23) and (2.24) the "core" equations and their solution is also decomposable. We leave the detailed discussion to the next section.
In summary, we have a 3-step decomposition method for solving (2.1) as follows. We solve (2.4),(2.6), and (2.7), consecutively. Within each step the computation is decomposable. The first and the third steps reduce to solving s small systems (2.9) and (2.10), respectively, while the computation of the second step is the topic of the next section.
Block decomposition of the core equation
The core step in the HSIPM is to solve an equation system of the form
where
and D is a positive definite diagonal matrix, A and N are defined in (1.15) and (1.14), respectively. Thus, M is an s-block diagonal matrix. We first show that (3.1) is solvable. N ) is of full column rank, then N M N is positive definite. N ) is of full column rank, then (V , U ) is of full column rank. By QR decomposition we have
is an unitary orthogonal matrix, R 11 and R 22 are upper triangle matrices with all diagonal entries being nonzero. Thus we have V = R 11 Q 1 and U = R 12 Q 1 + R 22 Q 2 . Hence,
The positive definiteness of N M N follows from the nonsingularity of R 22 .
Corollary 3.2
Under the assumption of Proposition 3.1N MN is also positive definite, wherê
Proof. It is obvious that (A , N ) is of full column rank if and only if (A ,N ) is of full column rank. The rest of the proof is same as Proposition 3.1.
We now take a closer look at the structure of N M N . If we define the i-th block of M to be
which is a block tri-diagonal matrix. This structure makes it simple to solve (3.1). We discuss two possible methods. The first is an iterative method that appears to be more suitable for parallel machines. The second is a block-LDL decomposition method that will be used in our computational experiment.
3.1. A Jacobi or Gauss-Seidel iteration method. We split N M N as
, and solve equation (N M N )p = q iteratively by 8) where p + is the new approximation to the solution and p is the current iterate. Since both P + K = N M N and P − K =N MN are positive definite (Corollary 3.2), it is easy to see that iteration (3.8) will be convergent, as proved by the following proposition.
Proposition 3.3 Let P and K be symmetric matrices. Suppose that both P − K and P + K are positive definite. Then ρ(P −1 K) < 1, where ρ(·) stands for the spectral radius. Thus, the process of iteration (3.8) is convergent.
Proof. Since 2P = (P − K) + (P + K), P is positive definite. For any x ∈ n , letx = P −1 Kx, u = x −x. Let A = P − K. Thenx = P −1 Kx, which implies that
Let λ be any eigenvalue of P −1 K. Then there is x = 0 ∈ n such that
Since x Ax −x Ax = (1 − λ 2 )x Ax, and u (P + K)u = (1 − λ) 2 x (P + K)x, we have from (3.9) that
which implies that |λ| ≤ 1 since x Ax > 0 and x (P + K)x > 0. If λ = 1, then Kx = P x, that is Ax = 0, which contradicts the positive definiteness of A. Thus, we have |ρ(P −1 K)| < 1, which implies that (P −1 K) k → 0 as positive integer k → ∞. It follows from (3.8) that, for any positive integer k,
where p * is the solution such that (P + K)p * = q, p 0 is the initial point. Thus, we have p k → p * as k → ∞, which is the desired result.
Since P is a block diagonal matrix, (3.8) can be implemented in parallel.
A direct block LDL -factorization method. Proposition 3.4 Consider the tri-block-diagonal matrix
where H i ∈ li×li (i = 1, 2, · · · , J). Let
If N M N is positive definite, then all Q i are nonsingular, and N M N can be decomposed into 12) where the sizes of the identity matrices I i (i = 1, · · · , J) are the same as Q i .
Proof. N M N is positive definite if and only if all of its principal submatrices are positive definite. Thus,
are positive definite. Hence, Q 1 is nonsingular. Since
we have det
so det Q 2 = 0, that is, Q 2 is nonsingular. Similarly, we can prove for all i = 2, · · · , J, Note that, in solving system N M N p = q, we need compute the inverse of matrix Q i whose size is related to the number of stages of the program but not related to the number of scenarios, thus is not very large.
A decomposition-based homogeneous and self-dual algorithm
The predictor-corrector technique is proved to be very efficient for primal-dual interior point methods in solving linear programming (see [12, 13, 21, 23] ). Based on the predictor-corrector version of the HSIPM and the decomposition techniques discussed in sections 2 and 3, we present a decompositionbased homogeneous self-dual interior point algorithm for problem (1.11)-(1.13). Step 1. Generate N by (1.13) such that (A , N ) has full column rank;
Step 2. Given the initial point (z 0 , u 0 , v 0 , w 0 , τ 0 , κ 0 ), and the tolerance scalar . Let k := 0;
Step 3. While the stopping criterion is not satisfied, do
Step 3.1 Predictor step: 
Step 3.2 Corrector step: set
let µ = (z v + τ κ )/(ns + 1) and compute
and η = 1 − γ.
Calculate r p1i and r d0i , and then solve (2.9) to generate auxiliary direction
by (2.27) and (2.26), and then calculate d κ by changing (2.12) as 
Step 3.3 Let k := k + 1 and return to Step 3.
Step 4. If the stopping criterion on optimality is satisfied, then we have the optimal solution
Else, MSLP is infeasible or unbounded.
How to select a suitable centering parameter γ is an important issue in the predictor-corrector algorithm. In Algorithm 4.1, we use the formulae in [21] .
Numerical results
We report our preliminary numerical results in this section. The goal of the computational experiment is twofold. First, we test the efficiency of the proposed algorithm by comparing it with an HSIPM that .1) in finding the search direction. Randomly generated problems in [11] are used for this purpose. Second, rather than just use randomly generated problems, we test the algorithm on a real production planning problem to convince ourself that the algorithm can be similarly efficient in practice.
5.1. Implementation details and test on randomly generated problems. The sizes of the test problems are listed in Table 1 , where m and n are the numbers of rows and columns of A i , respectively, which are also the total numbers of constraints and variables in each scenario over all stages, exclusive of the nonanticipativity constraints. T is the number of stages and s is the number of scenarios. NC represents the number of nonanticipativity constraints. The data in the parentheses in the m-column show the numbers of constraints in each stage. For example, for problem rand5, we see from the table that this problem is a 3-stage problem, for which there are 2 constraints in the 1st stage, 3 constraints in the 2nd stage, and 3 constraints in the 3rd stage, respectively. Similarly, the data in the parentheses in the n-column show the numbers of variables in each stage, while the data in the parentheses in the s-column show the numbers of scenarios in each stage, exclusive of the 1st stage.
For each test problem, all entries of data are located in (−0.5, 0.5). The right-hand-side term is generated such that e is a primal feasible solution, where e is the all-one vector, whose size is compatible with the problem. For i = 1, · · · , s, c i = 1 ns e, the structure of A i is as follows:
where each × represents a block with suitable sizes.
Algorithm 4.1 is programmed in MATLAB code and is run under MATLAB version 6.0 on a Hewlett Packard C3600 workstation with UNIX system. Equations (2.23) and (2.24) are solved by the direct decomposition technique in section 3.2. The algorithm terminates whenever the conditions:
3) Table 2 . Numerical results for random problems are satisfied, where · is the 2 norm, = 10 −6 and = 10 −10 . Some heuristic and sophisticated technique such as the minimum local fill-in ordering (see [12, 21, 25] ) have been introduced to improve the accuracy of the algorithm and the stability of the decomposition.
It is easy to note that our stopping criterion is identical to that used in [13, 21] . If conditions (5.2)-(5.4) are satisfied, then we have the primal-dual optimal solution (z * , u * , v * , w * ). Otherwise, (5.5) is satisfied, problem (1.11)-(1.13) or its dual problem is infeasible or nearly infeasible.
We select the initial point (z 0 , u 0 , v 0 , w 0 ) = σ(e, 0, e, 0), τ 0 = 2σ with σ = 5, κ 0 = 1. The numerical results are presented in Tables 2 and 3 , where
and obj is the optimal value of the objective function. We use r b 0 and obj0 to stand for the values of r b and the objective function at the initial point, respectively. It can be seen that z 0 /τ 0 is infeasible for all test problems. That is, our test always starts from an infeasible solution.
The results in Table 2 show that all of the random test problems in Table 1 have been solved by Algorithm 4.1. The corresponding numbers of iterations can be found in Table 2 . It was noticed by [3, 11] that the number of iterations is typically very low and insensitive to the number of scenarios in applying interior point methods to multistage stochastic programs. The results here confirms that this is also true for Algorithm 4.1.
We also implemented the algorithm without decomposition. That is, we solve the direction-finding equation (2.1) directly in the predictor and corrector steps by the technique suggested in [24] (see (16) and (17) in [24] ). The number of iterations and the speed-ups of the decomposition approach are also shown in the Table 3 .
To have a better understanding on the speed-ups, we have solved a set of three-stage problems originated from problem rand6 in Table 1 . We keep numbers T , m and n of stages, constraints and variables for each scenario unchanged, but change the numbers of scenarios for the last two stages. We observed that the computational times for the decomposition approach increases only linearly with the number of scenarios, whereas the computational times for the direct solver increase quadratically with the number of scenarios, showing a potential of bigger savings as the number of scenarios increases. The similar phenomenon was observed by [3] in its decomposition method for two-stage stochastic linear programs.
In order to further observe the behavior of the algorithm, we also test a set of randomly generated problems, in which the numbers n, m and s are the same, but T (the number of stages) is changed from 2 to 4. The data of the problems and the results are presented in Table 4 , where iter represents the number of iterations and the computational time is recorded in the last column. From the Table 4 . Results on problems with fixed m, n, s and changed T number of iterations and the computational time tend to increase as the number of stages increases. The reason might be that the structure of nonanticipativity constraints becomes more complicated when T increases, hence the computations involving N M N are more difficult and less accurate. As a result, both number of iterations and computational time increase.
As a referee of this paper pointed out, the number of nonanticipativity constraints may increase with the size of problem (1.1)-(1.4), which would make the core step more involved. However, this number will not change if only the number of variables in the last stage is increased. The size of (N M N ) will also keep unchanged in that case. Therefore, it would be specifically advantageous if we apply the proposed algorithm to two-stage problems.
5.2.
A multistage production planning problem. We consider the solution of a multistage stochastic programming problem in the literature [10] . In order to satisfy random demands for its products over several stages, a factory must decide its production scheme, including the increments and/or decrements on its products in production activity with different stages.
We consider a five-stage case of the problem. In the first stage (the dummy stage) of production, the manager should make a production schedule for the late four stages on the amounts of its two products and extra capacity of three production activities because of the change of demands. Thus, we have decision variables x jt and u it , and
(5.6) They satisfy the following constraints
where b it and f it are the normal capacity and maximum expansion of capacity for production activity i in stage t + 1, respectively. Let w + t and w − t be the changes in utilization of production activity 3 from stage t to stage t + 1. The constraints on w + t and w − t are as follows:
Since both w + t and w − t depend only on x jt , which are not random, we view them as the variables in the first stage.
In stage t + 1, since the demand for products ξ jt is random, which results in that the amounts of purchased deficit products y + jt and stored surplus products y − jt are random, the constraints are
(5.11) Our objective is to minimize the cost in finishing the production schedule, which is All data in (5.6)-(5.14) are given in [10] . The demands ξ jt (j = 1, 2; t = 1, · · · , 4) are independent normal. In order to solve this problem by the algorithm in this paper, we approximate each random variable by the corresponding discrete random variable. As a result, if each ξ jt has k outcomes, then the problem is a 5-stage problem with k 8 scenarios. We consider k = 2. Thus, the problem has 256 scenarios.
Since our algorithm only deal with the problem with linear equality and nonnegative constraints, we introduce nonnegative slack variables z it and v it to (5.7) and (5.8) such that Table  5 . We also report the solution to the second and third stages in Table 6 , where "sc" stands for "scenario". Table 6 . The 2nd and 3rd-stage solution to the production problem
