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Abstract
A unitary extension principle for constructing normalized tight wavelet frames of periodic functions of one or higher dimensions
is established. While the wavelets are nonstationary, the method much simplifies their construction by reducing it to a matrix
extension problem that involves finite rows of complex numbers. Further flexibility is achieved by reformulating the result as an
oblique extension principle. In addition, with a constructive proof, necessary and sufficient conditions for a solution of the matrix
extension problem are obtained. A complete characterization of all possible solutions is also provided. As illustration, parametric
families of trigonometric polynomial tight wavelet frames are constructed.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let s be a positive integer and L2([0,2π)s) the space of all s-dimensional 2π -periodic square-integrable complex-
valued functions over Rs . Consider the inner product 〈·,·〉 of L2([0,2π)s) given by 〈f,g〉 := 1
(2π)s
∫
[0,2π)s f (x)g(x) dx,
where f,g ∈ L2([0,2π)s), and denote its corresponding norm by ‖ · ‖ := 〈·,·〉1/2. For a function f ∈ L2([0,2π)s),
we express its Fourier series as
∑
n∈Zs fˆ (n)ein·, where fˆ (n) := 〈f, ein·〉, n ∈ Zs , are its Fourier coefficients.
Let A be an s × s matrix with integer entries such that all its eigenvalues lie outside the unit circle. The matrix A
is known as a dilation matrix, and we set
D := AT , d := ∣∣det(A)∣∣= ∣∣det(D)∣∣.
For k  0, let Lk denote a full collection of coset representatives of Zs/AkZs and Rk denote a full collection
of coset representatives of Zs/DkZs . Then dk = |Lk| = |Rk|. For  ∈ Zs , we define the 2πA−k-shift operator
T k :L
2([0,2π)s) → L2([0,2π)s) by
T k f := f
(· − 2πA−k), f ∈ L2([0,2π)s).
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ρk are positive integers, such that the collection {φm0 : m = 1,2, . . . , r} ∪ {T k ψmk : k  0, m = 1,2, . . . , ρk,  ∈ Lk}
forms a normalized tight wavelet frame for the space L2([0,2π)s), that is,
‖f ‖2 =
r∑
m=1
∣∣〈f,φm0 〉∣∣2 + ∞∑
k=0
ρk∑
m=1
∑
∈Lk
∣∣〈f,T k ψmk 〉∣∣2 (1.1)
for all f ∈ L2([0,2π)s). A normalized tight wavelet frame is also referred to as a tight wavelet frame with bound 1.
It is a generalization of an orthonormal wavelet basis. The functions ψmk are called periodic wavelets, or simply
wavelets.
For positive integers ρ and r , we use the notation S(Ak)ρ×r to denote the class of all periodic sequences Hk of
ρ × r complex matrices of period Ak , that is, Hk(+Akp) = Hk() for all ,p ∈ Zs . Our construction of wavelets is
based on refinable functions φmk ∈ L2([0,2π)s), k  0, m = 1,2, . . . , r , which satisfy the periodic refinement equation
φk =
∑
∈Lk+1
Hk+1()T k+1φk+1 (1.2)
for some Hk+1 ∈ S(Ak+1)r×r , where φk := (φ1k , . . . , φrk)T , k  0. Note that (1.2) is equivalent to
φˆk(n) = Ĥk+1(n)φˆk+1(n), n ∈ Zs , (1.3)
where φˆk(n) := (φˆ1k (n), . . . , φˆrk(n))T and Ĥk+1 ∈ S(Dk+1)r×r denotes the discrete Fourier transform of Hk+1 given
by
Ĥk+1(j) :=
∑
∈Lk+1
Hk+1()e−ij ·(2πA
−(k+1)), j ∈Rk+1.
For every k  0 and some positive integer ρk , the wavelets ψmk ∈ L2([0,2π)s), m = 1,2, . . . , ρk , are given by the
periodic wavelet equation
ψk :=
∑
∈Lk+1
Gk+1()T k+1φk+1, (1.4)
where Gk+1 ∈ S(Ak+1)ρk×r , ψk := (ψ1k , . . . ,ψρkk )T . Analogous to (1.3), Eq. (1.4) is equivalent to
ψˆk(n) = Ĝk+1(n)φˆk+1(n), n ∈ Zs , (1.5)
where ψˆk(n) := (ψˆ1k (n), . . . , ψˆρkk (n))T and Ĝk+1 ∈ S(Dk+1)ρk×r denotes the discrete Fourier transform of Gk+1. It
is clear that there exist Hk+1 ∈ S(Ak+1)r×r and Gk+1 ∈ S(Ak+1)ρk×r for which (1.2) and (1.4) hold, if and only if
φmk ,ψ
μ
k ∈
〈{
T k+1φ
q
k+1: q = 1,2, . . . , r,  ∈ Lk+1
}〉 (1.6)
for all m = 1,2, . . . , r , μ = 1,2, . . . , ρk .
The concept of frames first introduced in [11] for a general Hilbert space is gaining significant importance in
wavelet analysis, especially during the past decade. In particular, the unitary extension principle obtained in [15]
provides an elegant method for constructing tight wavelet frames, also known as framelets, for the space L2(Rs) of
all s-dimensional square-integrable complex-valued functions over Rs . It assumes a matrix condition on the masks
from the respective refinement and wavelet equations. Since its introduction, the unitary extension principle has gen-
erated much interest in the area (see for instance [2,5,6,14,16]) and led to the construction of compactly supported
tight wavelet frames with desired properties such as symmetry and high approximation orders. The unitary extension
principle also gave rise to the oblique extension principle, which is an even more flexible method of obtaining tight
wavelet frames for L2(Rs). This was introduced in [10] and also independently obtained in [7]. With these two ex-
tension principles, useful approaches are in place for constructing tight wavelet frames for L2(Rs). Various authors
have applied them to derive new examples of interest, some of which already found practical applications in signal
and image processing (see for instance [3,4]).
In [13], motivated by the fact that signals in practice are often periodic, tight wavelet frames for L2([0,2π)s)
were constructed. The underlying setting there is that for each k  0, the refinable functions φm, m = 1,2, . . . , r ,k
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r = ρk = 1, the results are periodic analogs of those in [1] for L2(R).) The approach is general, but further flexibility
could be achieved if orthogonality between refinable functions and wavelets is relaxed. This is exactly the case for
the unitary and oblique extension principles for L2(Rs). In this paper, our objective is to develop analogous extension
principles for L2([0,2π)s), which will provide helpful tools for advancing periodic wavelet analysis in both theory
and applications.
The matrices Ĥk+1 ∈ S(Dk+1)r×r and Ĝk+1 ∈ S(Dk+1)ρk×r , k  0, in (1.3) and (1.5) play a central role in our
extension principles for constructing tight wavelet frames of periodic functions. More specifically, for every k  0 and
some ρk  r(d − 1), we are concerned with the (r + ρk)× rd matrices
Pk(j) :=
(
Ĥk+1(j +Dk1) . . . Ĥk+1(j +Dkd)
Ĝk+1(j +Dk1) . . . Ĝk+1(j +Dkd)
)
, j ∈Rk, (1.7)
where 1, . . . , d denote all the elements of R1. Our focus is the condition
Pk(j)
∗Pk(j) = dIrd, j ∈Rk, (1.8)
which means that the columns of each of the matrices 1√
d
Pk(j), j ∈Rk , are orthonormal. In contrast to the extension
principles on L2(Rs), the periodic situation is generally nonstationary, in the sense that different refinable functions
and wavelets are involved for different levels k. (See [8] and [9] for recent studies of nonstationary wavelet frames
of other function spaces.) As such, (1.8) has to be satisfied for every value of k. However, this periodic formulation
also presents the nice simplification of handling (1.8) point by point from the finite set Rk . This will enable easy
construction of trigonometric polynomial frames which are well localized in the frequency domain.
The paper is organized as follows. In Section 2, we first provide insight to (1.8) by establishing some of its
equivalent conditions. Then we show that under some mild additional condition, if (1.8) holds, the resulting col-
lection {φm0 : m = 1,2, . . . , r} ∪ {T k ψmk : k  0, m = 1,2, . . . , ρk,  ∈ Lk} forms a normalized tight wavelet frame
for L2([0,2π)s). We name this result (Theorem 2.2) the unitary extension principle for L2([0,2π)s). Further flexibil-
ity for the above-mentioned collection to be a normalized tight wavelet frame is achievable if the matrix sequence
Ĝk+1 for the entries of Pk(j), j ∈ Rk , in (1.7) can be appropriately modified. The oblique extension principle
for L2([0,2π)s) (Theorem 3.1), as derived in Section 3, describes how Ĝk+1 should be suitably modified. Given
the importance of the condition (1.8), Section 4 is devoted to finding Ĝk+1’s that are solutions to it. Necessary and
sufficient conditions for a solution via a constructive proof are established, together with a complete characterization of
all possible solutions. The case when r = 1 is further analyzed, with examples of parametric families of trigonometric
polynomial tight wavelet frames constructed.
2. Unitary extension principle
Let r be a fixed positive integer. For each k  0, let φmk , m = 1,2, . . . , r , be refinable functions in L2([0,2π)s).
For k  0, we define polyphase splines vmk,j in L2([0,2π)s) by
vmk,j (x) :=
∑
p∈Zs
φˆmk
(
j +Dkp)ei(j+Dkp)·x, x ∈ Rs , (2.1)
for m = 1,2, . . . , r, j ∈Rk , where φˆmk (n), n ∈ Zs , are the Fourier coefficients of φmk . Recall from [12] and [13] that
vˆmk,j (n) =
{
φˆmk (j +Dkp), if n = j +Dkp for some p ∈ Zs ,
0, otherwise,
(2.2)
and 〈
vmk,j , v
μ
k,ν
〉= ∑
n∈Zs
vˆmk,j (n)vˆ
μ
k,ν(n) = 0 if j = ν,
for m,μ = 1,2, . . . , r and j, ν ∈Rk . Further, the periodic refinement equation (1.2) is also equivalent to
vk,j =
∑
∈R1
Ĥk+1
(
j +Dk)vk+1,j+Dk, j ∈Rk, (2.3)
for some Ĥk+1 ∈ S(Dk+1)r×r , where vk,j := (v1 , . . . , vr )T , k  0.k,j k,j
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defined by the periodic wavelet equation (1.4). As shown in [13], (1.4) is also equivalent to
uk,j =
∑
∈R1
Ĝk+1
(
j +Dk)vk+1,j+Dk, j ∈Rk, (2.4)
for some Ĝk+1 ∈ S(Dk+1)ρk×r , where uk,j := (u1k,j , . . . , uρkk,j )T , and the umk,j ’s are the corresponding polyphase
splines defined by
umk,j (x) :=
∑
p∈Zs
ψˆmk
(
j +Dkp)ei(j+Dkp)·x, x ∈ Rs , (2.5)
for m = 1,2, . . . , ρk , j ∈Rk . Note that by (2.5), we have
ψmk =
∑
j∈Rk
umk,j , m = 1,2, . . . , ρk. (2.6)
Contrary to the basis case considered in [12], the matrices Ĥk+1 ∈ S(Dk+1)r×r and Ĝk+1 ∈ S(Dk+1)ρk×r need
not be unique (see [13]). However it is possible to provide additional information about the values of these matrices
over Rk+1. To this end, for each ν ∈Rk+1, note that the matrix
Mk+1(ν) :=
(〈
vmk+1,ν , v
μ
k+1,ν
〉)r
m,μ=1
is Hermitian and positive semi-definite, and so there exists an r × r unitary matrix Uk+1(ν) such that
Uk+1(ν)Mk+1(ν)Uk+1(ν)∗ = diag
(
λ1k+1(ν), . . . , λrk+1(ν)
)
, (2.7)
where λmk+1(ν) 0, m = 1,2, . . . , r . Defining the vector wk+1,ν = (w1k+1,ν , . . . ,wrk+1,ν)T by
wk+1,ν := Uk+1(ν)vk+1,ν , (2.8)
it follows from (2.7) that(〈
wmk+1,ν ,w
μ
k+1,ν
〉)r
m,μ=1 = Uk+1(ν)Mk+1(ν)Uk+1(ν)∗ = diag
(
λ1k+1(ν), . . . , λrk+1(ν)
)
, (2.9)
and thus
λmk+1(ν) =
∥∥wmk+1,ν∥∥2, m = 1,2, . . . , r. (2.10)
Further, we may rewrite (2.3) and (2.4) as
vk,j =
∑
∈R1
Ĥk+1
(
j +Dk)Uk+1(j +Dk)∗wk+1,j+Dk, j ∈Rk, (2.11)
and
uk,j =
∑
∈R1
Ĝk+1
(
j +Dk)Uk+1(j +Dk)∗wk+1,j+Dk, j ∈Rk. (2.12)
Proposition 2.1. For k  0, j ∈ Rk and  ∈ R1, let Uk+1(j + Dk) be an r × r unitary matrix as in (2.7). For
m = 1,2, . . . , r , whenever wm
k+1,j+Dk = 0, the mth columns of Ĥk+1(j + Dk)Uk+1(j + Dk)∗ and Ĝk+1(j +
Dk)Uk+1(j +Dk)∗ are uniquely determined by the vectors( 〈v1k,j ,wmk+1,j+Dk〉
‖wm
k+1,j+Dk‖2
, . . . ,
〈vrk,j ,wmk+1,j+Dk〉
‖wm
k+1,j+Dk‖2
)T
(2.13)
and ( 〈u1k,j ,wmk+1,j+Dk〉
‖wm
k+1,j+Dk‖2
, . . . ,
〈uρkk,j ,wmk+1,j+Dk〉
‖wm
k+1,j+Dk‖2
)T
(2.14)
respectively. On the other hand, if wm
k+1,j+Dk = 0, then the mth columns of Ĥk+1(j + Dk)Uk+1(j + Dk)∗ and
Ĝk+1(j +Dk)Uk+1(j +Dk)∗ can be arbitrary vectors in Cr and Cρk respectively.
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v
μ
k,j =
∑
∈R1
r∑
ζ=1
(
Ĥk+1
(
j +Dk)Uk+1(j +Dk)∗)μ,ζwζk+1,j+Dk, (2.15)
where Bμ,ζ denotes the (μ, ζ )-entry of the matrix B . This shows that for  ∈ R1 and m = 1,2, . . . , r , when
wm
k+1,j+Dk = 0, the values (Ĥk+1(j + Dk)Uk+1(j + Dk)∗)μ,m, μ = 1,2, . . . , r , can take any complex numbers,
which means that the mth column of Ĥk+1(j + Dk)Uk+1(j + Dk)∗ may be arbitrarily chosen. However when
wm
k+1,j+Dk = 0, taking inner product with wmk+1,j+Dk, (2.15) gives〈
v
μ
k,j ,w
m
k+1,j+Dk
〉= (Ĥk+1(j +Dk)Uk+1(j +Dk)∗)μ,m∥∥wmk+1,j+Dk∥∥2
for μ = 1,2, . . . , r . Thus the mth column of Ĥk+1(j +Dk)Uk+1(j +Dk)∗ is exactly the vector in (2.13).
The respective vector in (2.14) for the matrix Ĝk+1(j + Dk)Uk+1(j + Dk)∗ follows from the same arguments
when applied to (2.12). 
In view of (2.10), it follows from Proposition 2.1 that for each ν ∈Rk+1, the eigenvalues of Mk+1(ν) provide cru-
cial information on which columns of Ĥk+1(ν)Uk+1(ν)∗ and Ĝk+1(ν)Uk+1(ν)∗ are uniquely determined and which
columns could be arbitrarily chosen. This information is used in proving the following theorem which is the key to
our desired unitary extension principle for L2([0,2π)s).
Theorem 2.1. For k  0, suppose that φmk ,φmk+1,ψ
μ
k ∈ L2([0,2π)s), m = 1,2, . . . , r , μ = 1,2, . . . , ρk , satisfy (1.6).
Then the following are equivalent.
(i) There exist Ĥk+1 ∈ S(Dk+1)r×r and Ĝk+1 ∈ S(Dk+1)ρk×r such that (1.3) and (1.5) hold, and for each j ∈Rk ,
the (r + ρk)× rd matrix Pk(j) as defined in (1.7) satisfies Pk(j)∗Pk(j) = dIrd .
(ii) There holds
r∑
m=1
∑
∈Lk+1
∣∣〈f,T k+1φmk+1〉∣∣2 = r∑
m=1
∑
∈Lk
∣∣〈f,T k φmk 〉∣∣2 + ρk∑
m=1
∑
∈Lk
∣∣〈f,T k ψmk 〉∣∣2 (2.16)
for all f ∈ L2([0,2π)s), where ρk  r(d − 1).
(iii) The decomposition
r∑
m=1
∑
∈Lk+1
〈
f,T k+1φ
m
k+1
〉
T k+1φ
m
k+1 =
r∑
m=1
∑
∈Lk
〈
f,T k φ
m
k
〉
T k φ
m
k +
ρk∑
m=1
∑
∈Lk
〈
f,T k ψ
m
k
〉
T k ψ
m
k (2.17)
is valid for all f ∈ L2([0,2π)s), where ρk  r(d − 1).
Proof. To simplify expressions in the proof, for k  0, define linear operators Sk and Ek on L2([0,2π)s) by
Skf :=
r∑
m=1
∑
∈Lk
〈
f,T k φ
m
k
〉
T k φ
m
k , Ekf :=
ρk∑
m=1
∑
∈Lk
〈
f,T k ψ
m
k
〉
T k ψ
m
k , f ∈ L2
([0,2π)s). (2.18)
Fix k  0 and take arbitrary f,g ∈ L2([0,2π)s). For m = 1,2, . . . , r , since φmk =
∑
j∈Rk v
m
k,j , we have
T k φ
m
k =
∑
j∈Rk
e−ij ·(2πA−k)vmk,j ,  ∈ Lk.
Therefore, using the relation
∑
∈Lk e
i(j−ν)·(2πA−k) = |Lk|δj,ν for j, ν ∈Rk , we see that
〈Skf,g〉 = dk
r∑
m=1
∑ 〈
f, vmk,j
〉〈
g, vmk,j
〉 (2.19)
j∈Rk
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〈Ekf,g〉 = dk
ρk∑
m=1
∑
j∈Rk
〈
f,umk,j
〉〈
g,umk,j
〉
. (2.20)
For f ∈ L2([0,2π)s) and j ∈Rk , we define the row vectors
ak,j (f ;) :=
(〈
f, v1
k+1,j+Dk
〉
, . . . ,
〈
f, vr
k+1,j+Dk
〉)
,  ∈R1,
bk,j (f ) :=
(〈
f, v1k,j
〉
, . . . ,
〈
f, vrk,j
〉)
,
ck,j (f ) :=
(〈
f,u1k,j
〉
, . . . ,
〈
f,u
ρk
k,j
〉)
.
In view of (1.6), there exist Ĥk+1 ∈ S(Dk+1)r×r and Ĝk+1 ∈ S(Dk+1)ρk×r such that (2.3) and (2.4) hold. For all such
matrices,
bk,j (f ) =
∑
∈R1
ak,j (f ;)Ĥk+1
(
j +Dk)∗, ck,j (f ) = ∑
∈R1
ak,j (f ;)Ĝk+1
(
j +Dk)∗. (2.21)
Now define the column vectors
βk,j (f ) :=
(
bk,j (f ), ck,j (f )
)T
, αk,j (f ) :=
(
ak,j (f ;1), . . . , ak,j (f ;d)
)T
,
where R1 = {1, . . . , d}. Then the equations in (2.21) imply that
βk,j (f ) = Pk(j)αk,j (f ), (2.22)
where B denotes the conjugate of the matrix B .
Hence for any f,g ∈ L2([0,2π)s), it follows from (2.19), (2.20) and (2.22) that
〈Skf,g〉 + 〈Ekf,g〉 = dk
∑
j∈Rk
(
r∑
m=1
〈
f, vmk,j
〉〈
g, vmk,j
〉+ ρk∑
m=1
〈
f,umk,j
〉〈
g,umk,j
〉)
= dk
∑
j∈Rk
βk,j (g)
∗βk,j (f )
= dk
∑
j∈Rk
αk,j (g)
∗Pk(j)∗Pk(j)αk,j (f ). (2.23)
We also have
〈Sk+1f,g〉 = dk+1
r∑
m=1
∑
j∈Rk+1
〈
f, vmk+1,j
〉〈
g, vmk+1,j
〉
= dk+1
r∑
m=1
∑
j∈Rk
∑
∈R1
〈
f, vm
k+1,j+Dk
〉〈
g, vm
k+1,j+Dk
〉
= dk+1
∑
j∈Rk
αk,j (g)
∗αk,j (f ). (2.24)
We are now ready to establish the equivalence of (i) and (ii). If Pk(j)∗Pk(j) = dIrd for all j ∈Rk , then by (2.23)
and (2.24), for any f,g ∈ L2([0,2π)s),
〈Sk+1f,g〉 = 〈Skf,g〉 + 〈Ekf,g〉. (2.25)
Choosing f = g gives (2.16). Further, for each j ∈ Rk , since the (r + ρk) × rd matrix 1√
d
Pk(j) has orthonormal
columns, r + ρk  rd and so ρk  r(d − 1).
Conversely, suppose that (2.16) holds for all f ∈ L2([0,2π)s) with ρk  r(d − 1). For any f,g ∈ L2([0,2π)s),
applying (2.16) to f , g and then f + g, we obtain after a straightforward calculation
Re
{〈Sk+1f,g〉}= Re{〈Skf,g〉}+ Re{〈Ekf,g〉}. (2.26)
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that
d
∑
j∈Rk
αk,j (g)
∗αk,j (f ) =
∑
j∈Rk
αk,j (g)
∗Pk(j)∗Pk(j)αk,j (f ) (2.27)
for all f,g ∈ L2([0,2π)s).
Let Uk+1(ν), ν ∈ Rk+1, be r × r unitary matrices as in (2.7). For j ∈ Rk and  ∈ R1, define wk+1,j+Dk =
(w1
k+1,j+Dk, . . . ,w
r
k+1,j+Dk)
T by (2.8). Then for any f ∈ L2([0,2π)s), we obtain
dk,j (f ;) :=
(〈
f,w1
k+1,j+Dk
〉
, . . . ,
〈
f,wr
k+1,j+Dk
〉)= ak,j (f ;)Uk+1(j +Dk)∗. (2.28)
Thus setting
γk,j (f ) :=
(
dk,j (f ;1), . . . , dk,j (f ;d)
)T
, (2.29)
it follows that
γk,j (f ) = diag
(
Uk+1
(
j +Dk1
)
, . . . ,Uk+1
(
j +Dkd
))
αk,j (f ).
Consequently, since Uk+1(ν), ν ∈Rk+1, are unitary matrices, (2.27) can be rewritten as
d
∑
j∈Rk
γk,j (g)
∗γk,j (f ) =
∑
j∈Rk
γk,j (g)
∗ diag
(
Uk+1
(
j +Dk1
)
, . . . ,Uk+1
(
j +Dkd
))
Pk(j)∗
× Pk(j)diag
(
Uk+1
(
j +Dk1
)∗, . . . ,Uk+1(j +Dkd)∗)γk,j (f )
=
∑
j∈Rk
γk,j (g)
∗Ck(j)∗Ck(j)γk,j (f ) (2.30)
for all f,g ∈ L2([0,2π)s), where for j ∈Rk , Ck(j) is the (r + ρk)× rd matrix
Ck(j) := Pk(j)diag
(
Uk+1
(
j +Dk1
)∗
, . . . ,Uk+1
(
j +Dkd
)∗)
=
(
Ĥk+1(j +Dk1)Uk+1(j +Dk1)∗ . . . Ĥk+1(j +Dkd)Uk+1(j +Dkd)∗
Ĝk+1(j +Dk1)Uk+1(j +Dk1)∗ . . . Ĝk+1(j +Dkd)Uk+1(j +Dkd)∗
)
. (2.31)
For each j ∈Rk and  ∈R1, writing as column vectors, we have(
Ĥk+1(j +Dk)Uk+1(j +Dk)∗
Ĝk+1(j +Dk)Uk+1(j +Dk)∗
)
= (C1k+1(j, ) . . .Crk+1(j, )),
where Cmk+1(j, ) ∈ Cr+ρk for m = 1,2, . . . , r . Thus this enables us to enumerate
Ck(j) =
(
C1k+1(j, 1) . . .Crk+1(j, 1)| . . . |C1k+1(j, d) . . .Crk+1(j, d)
)
. (2.32)
Now fix j ∈Rk , and take g = wmk+1,j+Dk and f = w
μ
k+1,j+Dkη, where m,μ = 1,2, . . . , r and , η ∈R1. Then it
follows from (2.9), (2.28) and (2.29) that each of γk,j (g) and γk,j (f ) is a column vector with at most one nonzero
entry. Thus (2.30) gives
d
∥∥wm
k+1,j+Dk
∥∥4δ,ηδm,μ = ∥∥wmk+1,j+Dk∥∥2Cmk+1(j, )∗ Cμk+1(j, η)∥∥wμk+1,j+Dkη∥∥2 (2.33)
for all m,μ = 1,2, . . . , r and , η ∈R1. By Proposition 2.1, for  ∈R1 and m = 1,2, . . . , r , if wmk+1,j+Dk = 0, the
column vector Cmk+1(j, ) is uniquely determined, whereas otherwise it could be any vector in Cr+ρk .
Let us examine closer those columns of Ck(j) as defined in (2.32) that are uniquely determined. Consider m,μ ∈
{1,2, . . . , r} and , η ∈R1 such that wmk+1,j+Dk = 0 and w
μ
k+1,j+Dkη = 0. Then by (2.33), Cmk+1(j, )∗C
μ
k+1(j, η) =
dδ,ηδm,μ. This implies that all the uniquely determined columns of 1√
d
Ck(j) are orthonormal. The remaining
columns of 1√
d
Ck(j), which can be arbitrarily chosen, are selected to ensure that the entire matrix 1√
d
Ck(j) has
orthonormal columns. This is possible since r + ρk  rd .
S.S. Goh, K.M. Teo / Appl. Comput. Harmon. Anal. 25 (2008) 168–186 175With this choice of the columns of Ck(j), we obtain the matrix values Ĥk+1(j +Dk) and Ĝk+1(j +Dk), where
 ∈R1, via (2.31), that is(
Ĥk+1(j +Dk1) . . . Ĥk+1(j +Dkd)
Ĝk+1(j +Dk1) . . . Ĝk+1(j +Dkd)
)
= Ck(j)diag
(
Uk+1
(
j +Dk1
)
, . . . ,Uk+1
(
j +Dkd
))
.
Since Ck(j)∗Ck(j) = dIrd , it also follows from (2.31) that Pk(j)∗Pk(j) = dIrd .
As for the equivalence of (ii) and (iii), if (2.16) holds for all f ∈ L2([0,2π)s), as seen earlier, this implies that (2.25)
is valid for any f,g ∈ L2([0,2π)s). Rewriting (2.25) and then choosing g = Sk+1f − Skf − Ekf , we obtain (2.17).
On the other hand, taking inner product of both sides of (2.17) with f ∈ L2([0,2π)s) yields (2.16). This completes
the proof of the theorem. 
For the special setting of s = r = 1 and A = D = 2, at first glance, the equivalence of (i) and (ii) in Theorem 2.1
seems to be the periodic analog of [6, Lemma 1]. This is not exactly the case as [6, Lemma 1] for L2(R) assumes and
uses the hypothesis that the refinable function concerned is compactly supported. A periodic analog of this assumption
is not made in Theorem 2.1, and instead we deal with the more general situation where some of the λmk+1(ν)’s in (2.7)
could be zero. This subtlety is reflected in the nonunique values of the matrices Ĥk+1 ∈ S(Dk+1)r×r and Ĝk+1 ∈
S(Dk+1)ρk×r . Theorem 2.1 implies that whenever (2.16) holds, it is always possible to find such a pair of Ĥk+1 and
Ĝk+1 for (1.8).
On a different perspective, the condition (1.8) will be our starting point of constructing tight wavelet frames
for L2([0,2π)s). Its characterizations provided by Theorem 2.1 will be instrumental in the derivation and also give
insight to the wavelet frames constructed by our main result, which we call the unitary extension principle (UEP)
for L2([0,2π)s).
Theorem 2.2. Suppose that φmk ∈ L2([0,2π)s), k  0, m = 1,2, . . . , r , satisfy (1.3) for some Ĥk+1 ∈ S(Dk+1)r×r ,
and
lim
k→∞d
k
r∑
m=1
∣∣φˆmk (n)∣∣2 = 1, n ∈ Zs . (2.34)
For every k  0 and some positive integer ρk  r(d − 1), let ψmk ∈ L2([0,2π)s), m = 1,2, . . . , ρk , be as defined
in (1.5), where Ĝk+1 ∈ S(Dk+1)ρk×r . Suppose that for each j ∈Rk , the (r +ρk)× rd matrix Pk(j) as defined in (1.7)
satisfies Pk(j)∗Pk(j) = dIrd . Then the collection {φm0 : m = 1,2, . . . , r} ∪ {T k ψmk : k  0, m = 1,2, . . . , ρk,  ∈ Lk}
forms a normalized tight wavelet frame for L2([0,2π)s).
For the proof of Theorem 2.2, in addition to Theorem 2.1, we need the following lemma on the implication of the
condition (2.34).
Lemma 2.1. Suppose that φmk ∈ L2([0,2π)s), k  0, m = 1,2, . . . , r , satisfy (2.34). Let f be an arbitrary trigono-
metric polynomial. Then for any given  > 0, there exists K  0 such that for all k K ,
(1 − )‖f ‖2 
r∑
m=1
∑
∈Lk
∣∣〈f,T k φmk 〉∣∣2  (1 + )‖f ‖2. (2.35)
Proof. Let S denote the support of the Fourier coefficients {fˆ (n)}n∈Zs of f . Note that S ⊂ Zs is a finite set since f is
a trigonometric polynomial. Consequently, it follows from (2.34) that there exists K0  0 such that for all k K0,
1 −   dk
r∑
m=1
∣∣φˆmk (n)∣∣2  1 +  (2.36)
for all n ∈ S.
Now by Parseval’s identity and (2.2), we have〈
f, vmk,j
〉= ∑
s
fˆ (n)vˆmk,j (n) =
∑
s
fˆ
(
j +Dkp)φˆmk (j +Dkp), j ∈Rk. (2.37)n∈Z p∈Z
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Theorem 2.3] shows that there exists K1  0 such that for all k K1, the elements of B(N) lie in different cosets of
Z
s/DkZs . Thus the cardinality of S ∩ (j +DkZs) is at most 1 for each k K1, j ∈Rk . Consequently, (2.37) implies
that ∑
j∈Rk
∣∣〈f, vmk,j 〉∣∣2 =∑
n∈S
∣∣fˆ (n)∣∣2∣∣φˆmk (n)∣∣2.
Hence for all k K1, we have by (2.19) that
r∑
m=1
∑
∈Lk
∣∣〈f,T k φmk 〉∣∣2 = dk r∑
m=1
∑
j∈Rk
∣∣〈f, vmk,j 〉∣∣2 =∑
n∈S
(∣∣fˆ (n)∣∣2dk r∑
m=1
∣∣φˆmk (n)∣∣2
)
. (2.38)
Let K = max{K0,K1}. Then by (2.36) and (2.38), we obtain
(1 − )
∑
n∈S
∣∣fˆ (n)∣∣2  r∑
m=1
∑
∈Lk
∣∣〈f,T k φmk 〉∣∣2  (1 + )∑
n∈S
∣∣fˆ (n)∣∣2
for all k K . As ‖f ‖2 =∑n∈Zs |fˆ (n)|2 =∑n∈S |fˆ (n)|2, this leads to (2.35). 
Proof of Theorem 2.2. We need to show that the collection {φm0 : m = 1,2, . . . , r} ∪ {T k ψmk : k  0, m = 1,2,
. . . , ρk,  ∈ Lk} satisfies (1.1) for all f ∈ L2([0,2π)s). Since the set of all trigonometric polynomials is dense
in L2([0,2π)s), it suffices to show that (1.1) holds for all trigonometric polynomials f .
Fix an arbitrary trigonometric polynomial f . Applying Theorem 2.1 repeatedly, we obtain
r∑
m=1
∑
∈Lk
∣∣〈f,T k φmk 〉∣∣2 = r∑
m=1
∣∣〈f,φm0 〉∣∣2 + k−1∑
ν=0
ρν∑
m=1
∑
∈Lν
∣∣〈f,T ν ψmν 〉∣∣2.
Thus by (2.35) in Lemma 2.1, we see that for all k K ,
(1 − )‖f ‖2 
r∑
m=1
∣∣〈f,φm0 〉∣∣2 + k−1∑
ν=0
ρν∑
m=1
∑
∈Lν
∣∣〈f,T ν ψmν 〉∣∣2  (1 + )‖f ‖2.
Hence by letting k → ∞, we get
(1 − )‖f ‖2 
r∑
m=1
∣∣〈f,φm0 〉∣∣2 + ∞∑
ν=0
ρν∑
m=1
∑
∈Lν
∣∣〈f,T ν ψmν 〉∣∣2  (1 + )‖f ‖2.
Since  is arbitrary, this implies that (1.1) holds for every trigonometric polynomial f , and the result follows. 
For k  0, let φmk , m = 1,2, . . . , r , and ψmk , m = 1,2, . . . , ρk , be the refinable functions and wavelets in Theo-
rem 2.2. Define
Vk :=
〈{
T k φ
m
k : m = 1,2, . . . , r,  ∈ Lk
}〉
, Wk :=
〈{
T k ψ
m
k : m = 1,2, . . . , ρk,  ∈ Lk
}〉
. (2.39)
The sequence of subspaces {Vk}k0 of L2([0,2π)s) then forms a multiresolution analysis (MRA) of L2([0,2π)s)
with multiplicity r and dilation matrix A, that is, Vk ⊆ Vk+1 for k  0 and ⋃k0 Vk = L2([0,2π)s). The former
holds because of the periodic refinement equation (1.2). The latter follows from the proof of Theorem 2.2 via (2.16)
and (1.1).
Note that the subspaces as defined in (2.39) satisfy
Vk+1 = Vk +Wk, k  0. (2.40)
Indeed, for k  0, recall from [13] that
Vk =
〈{
vmk,j : m = 1,2, . . . , r, j ∈Rk
}〉
, Wk =
〈{
umk,j : m = 1,2, . . . , ρk, j ∈Rk
}〉
. (2.41)
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vTk,j , u
T
k,j
)T = Pk(j)(vTk+1,j+Dk1, . . . , vTk+1,j+Dkd )T , j ∈Rk,
where Pk(j), j ∈Rk , are as in (1.7) and R1 = {1, . . . , d}. Then it follows from (1.8) that
d
(
vT
k+1,j+Dk1, . . . , v
T
k+1,j+Dkd
)T = Pk(j)∗(vTk,j , uTk,j )T , j ∈Rk.
This together with (2.41) give Vk+1 ⊆ Vk +Wk , and hence (2.40) holds.
The subspace decomposition (2.40) presents a more general setting than in [13] where for each k  0, Vk+1 is
the orthogonal direct sum of Vk and Wk . This allows us to have greater flexibility in constructing tight wavelet
frames for L2([0,2π)s). As noted in Example 4.1 of Section 4, the sum in (2.40) need not even be a direct sum and
dim(Vk ∩Wk) could be nonzero.
In view of Theorem 2.1, a tight wavelet frame {φm0 : m = 1,2, . . . , r} ∪ {T k ψmk : k  0, m = 1,2, . . . , ρk,  ∈ Lk}
constructed from Theorem 2.2 possesses the property that (2.17) holds for all k  0 and f ∈ L2([0,2π)s). Fol-
lowing [6], we say that such a frame is a minimum-energy wavelet frame associated with the MRA {Vk}k0. The
motivation of this is as follows. For k  0, let Sk be the linear operator from L2([0,2π)s) into Vk as defined in (2.18).
For each f ∈ L2([0,2π)s), (2.17) becomes
Sk+1f − Skf =
ρk∑
m=1
∑
∈Lk
〈
f,T k ψ
m
k
〉
T k ψ
m
k ,
which is an expansion in Wk of the difference between the images of the respective operators into Vk+1 and Vk .
Suppose that this difference is represented by another expansion in Wk , say
Sk+1f − Skf =
ρk∑
m=1
∑
∈Lk
cmk ()T

k ψ
m
k
for some cmk () ∈ C, m = 1,2, . . . , ρk ,  ∈ Lk . Then proceeding as in [6] for the L2(R)-case, we obtain
ρk∑
m=1
∑
∈Lk
∣∣〈f,T k ψmk 〉∣∣2  ρk∑
m=1
∑
∈Lk
∣∣cmk ()∣∣2,
demonstrating that (2.17) gives a minimum-energy decomposition.
3. Oblique extension principle
For k  0, let φmk ∈ L2([0,2π)s), m = 1,2, . . . , r , be refinable functions satisfying (1.3) for some Ĥk+1 ∈
S(Dk+1)r×r , and ψmk ∈ L2([0,2π)s), m = 1,2, . . . , ρk , be defined by (1.5) for some Ĝk+1 ∈ S(Dk+1)ρk×r , where
ρk  r(d − 1). In order to apply the UEP, we need to show that the matrices Pk(j), j ∈ Rk , in (1.7) sat-
isfy (1.8). However, there are other sufficient conditions of similar form as (1.8) that ensure the collection {φm0 : m =
1,2, . . . , r} ∪ {T k ψmk : k  0, m = 1,2, . . . , ρk,  ∈ Lk} to be a normalized tight wavelet frame for L2([0,2π)s).
These conditions involve matrices obtained from pre- and post-multiplying appropriate matrices to Ĥk+1 and Ĝk+1.
This forms the basis of our next result, which we call the oblique extension principle (OEP) for L2([0,2π)s). Special-
izing it to r = 1 gives the periodic analog of the extension principle for L2(Rs) introduced independently in both [7]
and [10].
Theorem 3.1. Suppose that φmk ∈ L2([0,2π)s), k  0, m = 1,2, . . . , r , satisfy (1.3) for some Ĥk+1 ∈ S(Dk+1)r×r ,
and (2.34) holds. For every k  0 and some positive integer ρk  r(d − 1), let ψmk ∈ L2([0,2π)s), m = 1,2, . . . , ρk ,
be as defined in (1.5), where Ĝk+1 ∈ S(Dk+1)ρk×r . Assume that Θ̂k ∈ S(Dk)r×r , k  0, satisfy the conditions: Θ̂k(j)
is invertible for every k  0 and j ∈Rk ;
lim Θ̂k(n)∗Θ̂k(n) = Ir , n ∈ Zs; (3.1)
k→∞
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Âk+1(j) := Θ̂k(j)Ĥk+1(j)Θ̂k+1(j)−1, B̂k+1(j) := Ĝk+1(j)Θ̂k+1(j)−1, j ∈Rk+1. (3.2)
If the (r + ρk)× rd matrices
Qk(j) :=
(
Âk+1(j +Dk1) . . . Âk+1(j +Dkd)
B̂k+1(j +Dk1) . . . B̂k+1(j +Dkd)
)
, j ∈Rk, (3.3)
where 1, . . . , d denote all the elements of R1, satisfy
Qk(j)
∗Qk(j) = dIrd, j ∈Rk, (3.4)
for all k  0, then the collection {φm0 : m = 1,2, . . . , r} ∪ {T k ψmk : k  0, m = 1,2, . . . , ρk,  ∈ Lk} forms a normal-
ized tight wavelet frame for L2([0,2π)s).
Proof. For each k  0 and m = 1,2, . . . , r , define ϕmk ∈ L2([0,2π)s) by
ϕˆk(n) := Θ̂k(n)φˆk(n), n ∈ Zs , (3.5)
where ϕˆk(n) := (ϕˆ1k (n), . . . , ϕˆrk(n))T . Note that by (1.3), (3.2) and (3.5), for every n ∈ Zs ,
ϕˆk(n) = Θ̂k(n)Ĥk+1(n)φˆk+1(n)
= Θ̂k(n)Ĥk+1(n)Θ̂k+1(n)−1Θ̂k+1(n)φˆk+1(n) = Âk+1(n)ϕˆk+1(n). (3.6)
Fix n ∈ Zs and let  > 0. It follows from (2.34) that there exists K0 > 0 such that for all k K0,∣∣dkφˆk(n)∗φˆk(n)− 1∣∣< . (3.7)
By (3.1), there exists K1 > 0 such that if k K1,∣∣(Θ̂k(n)∗Θ̂k(n)− Ir)m,μ∣∣= ∣∣(Θ̂k(n)∗Θ̂k(n))m,μ − δm,μ∣∣<  (3.8)
for all m,μ = 1,2, . . . , r . Observe from (3.5) that∣∣dkϕˆk(n)∗ϕˆk(n)− 1∣∣ ∣∣dkφˆk(n)∗(Θ̂k(n)∗Θ̂k(n)− Ir)φˆk(n)∣∣+ ∣∣dkφˆk(n)∗φˆk(n)− 1∣∣. (3.9)
Now using (3.8) and the Cauchy–Schwarz inequality, for all k max{K0,K1}, we have∣∣dkφˆk(n)∗(Θ̂k(n)∗Θ̂k(n)− Ir)φˆk(n)∣∣ dk r∑
m=1
r∑
μ=1
∣∣φˆmk (n)∣∣∣∣(Θ̂k(n)∗Θ̂k(n)− Ir)m,μ∣∣∣∣φˆμk (n)∣∣
< dk
(
r∑
m=1
∣∣φˆmk (n)∣∣
)2
 rdkφˆk(n)∗φˆk(n).
Hence it follows from (3.7) and (3.9) that |dkϕˆk(n)∗ϕˆk(n)−1| < (r(1+ )+1) for all k max{K0,K1}. This shows
that
lim
k→∞d
k
r∑
m=1
∣∣ϕˆmk (n)∣∣2 = lim
k→∞d
kϕˆk(n)
∗ϕˆk(n) = 1, n ∈ Zs .
Thus ϕˆk , k  0, satisfy the hypotheses of Theorem 2.2.
Now define ωmk ∈ L2([0,2π)s), k  0, m = 1,2, . . . , ρk , by
ωˆk(n) := B̂k+1(n)ϕˆk+1(n), n ∈ Zs , (3.10)
where ωˆk(n) := (ωˆ1k(n), . . . , ωˆρkk (n))T . Since the matrices Qk(j), j ∈Rk , defined by (3.3) satisfy (3.4), we conclude
from Theorem 2.2 that the collection {ϕm0 : m = 1,2, . . . , r} ∪ {T k ωmk : k  0, m = 1,2, . . . , ρk,  ∈ Lk} forms a
normalized tight wavelet frame for L2([0,2π)s).
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Θ̂0(n)φˆ0(n) = φˆ0(n) for all n ∈ Zs ; that is, ϕ0 = φ0. Further, by (1.5), (3.2), (3.5) and (3.10), we see that for k  0
and n ∈ Zs ,
ωˆk(n) = Ĝk+1(n)Θ̂k+1(n)−1Θ̂k+1(n)φˆk+1(n) = Ĝk+1(n)φˆk+1(n) = ψˆk(n).
Thus ωk = ψk for all k  0. Hence the result follows. 
As seen from its proof, the OEP is obtained as a consequence of the UEP. On the other hand, if the matrices Θ̂k ,
k  0, in the OEP are taken to be the r × r identity matrix, then the OEP reduces to exactly the UEP. In other words,
the UEP and OEP are mathematically equivalent results. Nevertheless, the OEP is still a useful reformulation of the
UEP. This is because for a given collection of functions, the OEP provides an alternative, and in fact more general,
sufficient condition for the collection to form a tight wavelet frame.
The upshot in the proof of the OEP is that despite the change of matrix sequences in the refinement and wavelet
equations as given by (3.6) and (3.10), the resulting wavelets are identical to the original wavelets. However, as noted
from (3.5), the refinable functions change in the process, but the subspaces they generated remain the same. More
precisely, for k  0, let ϕmk , m = 1,2, . . . , r , be the new refinable functions considered in the proof of the OEP. Then〈{
T k ϕ
m
k : m = 1,2, . . . , r,  ∈ Lk
}〉= 〈{T k φmk : m = 1,2, . . . , r,  ∈ Lk}〉. (3.11)
To see this, observe that (3.5) is equivalent to
ϕk =
∑
∈Lk
Θk()T

k φk,
where Θk ∈ S(Ak)r×r is the inverse discrete Fourier transform of Θ̂k . Thus for η ∈ Lk ,
T
η
k ϕk =
∑
∈Lk
Θk()T
η+
k φk.
Since Θ̂k(j) is invertible for every j ∈Rk , each of T k φk ,  ∈ Lk , can also be obtained in terms of T ηk ϕk , η ∈ Lk .
Hence (3.11) holds.
4. Solutions to extension principles
In both the UEP (Theorem 2.2) and OEP (Theorem 3.1), we essentially assume solutions to the following matrix
extension problem. For each k  0, starting from Ĥk+1 ∈ S(Dk+1)r×r , we seek Ĝk+1 ∈ S(Dk+1)ρk×r , where ρk 
r(d − 1), for which the (r + ρk) × rd matrices Pk(j), j ∈Rk , as defined in (1.7) satisfy (1.8). We shall show that
whenever ρk  rd , it is always possible to find such a solution Ĝk+1. Depending on Ĥk+1, the total number of
wavelets ρk could even be less than rd but at least r(d − 1).
Fixing notations, define the r × rd matrices
Hk(j) := 1√
d
(
Ĥk+1
(
j +Dk1
)
. . . Ĥk+1
(
j +Dkd
) )
, j ∈Rk, (4.1)
and the ρk × rd matrices
Gk(j) := 1√
d
(
Ĝk+1
(
j +Dk1
)
. . . Ĝk+1
(
j +Dkd
) )
, j ∈Rk, (4.2)
where R1 = {1, . . . , d}. Then (1.8) is equivalent to
Hk(j)
∗
Hk(j)+ Gk(j)∗Gk(j) = Ird, j ∈Rk. (4.3)
For each j ∈Rk , Hk(j)∗Hk(j) is an rd × rd positive semi-definite Hermitian matrix and so all its eigenvalues are
nonnegative. Renaming if necessary, let λmk (j), m = 1,2, . . . , rd , be the eigenvalues of Hk(j)∗Hk(j) such that
λ1k(j) λ2k(j) · · · λrdk (j) 0. (4.4)
Since rank(Hk(j)) r , it follows that λmk (j) = 0 for m = r+1, . . . , rd , and we are concerned with only the remaining
first r eigenvalues.
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λmk (j) 1, m = 1,2, . . . , r, (4.5)
where λmk (j), m = 1,2, . . . , r , are the r largest eigenvalues of Hk(j)∗Hk(j) with Hk(j) as in (4.1). Define
qk(j) :=
∣∣{m ∈ {1,2, . . . , r}: λmk (j) < 1}∣∣, j ∈Rk, (4.6)
and set
qk := max
j∈Rk
{
qk(j)
}
. (4.7)
Then for any ρk  r(d − 1) + qk , there exists Ĝk+1 ∈ S(Dk+1)ρk×r such that the matrices Pk(j), j ∈Rk , as defined
in (1.7) satisfy (1.8). Conversely, for k  0 and a given Ĥk+1, if such a matrix Ĝk+1 exists for some ρk  1, then (4.5)
holds for every j ∈Rk , and ρk  r(d − 1)+ qk .
Proof. Suppose that (4.5) holds and that ρk  r(d −1)+qk . Fix k  0, j ∈Rk . To simplify notation, set H := Hk(j).
Applying the singular value decomposition (see for example [17, Theorem 6.1]) to H , we express H as a product
H = USV ∗,
where U and V are r × r and rd × rd unitary matrices respectively, and S is the r × rd matrix
S := (diag(σ1, . . . , σr)|0).
Here σm :=
√
λmk (j), m = 1,2, . . . , r . Since λ1k(j)  λ2k(j)  · · ·  λrk(j)  0 by (4.4), it follows from (4.5)–(4.7)
that σm =
√
λmk (j) = 1 for m = 1,2, . . . , r − qk . Let p := r − qk . Then S can be written as
S =
(
Ip 0 0
0 D 0
)
,
where Ip denotes the p × p identity matrix and D := diag(σp+1, . . . , σr). Note that if qk = r , then Ip does not exist
and S = (D|0).
Let D′ be the diagonal matrix
D′ := diag(αp+1, . . . , αr),
where αm :=
√
1 − σ 2m, m = p+1, . . . , r . Note that if qk = 0, then D does not exist and we skip the construction of D′.
As ρk − qk  r(d − 1), there exists an (ρk − qk) × r(d − 1) matrix A such that the columns of A are orthonormal.
(For example, we could choose the columns of A to be any r(d − 1) vectors from the standard basis of Cρk−qk .) Now
let Q be the (r + ρk)× rd matrix
Q :=
⎛⎜⎜⎜⎝
Ip 0 0
0 D 0
0 D′ 0
0 0 A
⎞⎟⎟⎟⎠ .
It is clear that the columns of Q are orthonormal. Thus Q∗Q = Ird . Note that Q is an extension of S, so we write
Q =
(
S
B
)
,
where B is the ρk × rd matrix formed by the last ρk rows of Q. Let W be any ρk × ρk unitary matrix, and set
G := WBV ∗. Define the ρk × r matrices Ĝk+1(j +Dk),  ∈R1, by
G = 1√
d
(
Ĝk+1
(
j +Dk1
)
. . . Ĝk+1
(
j +Dkd
) )= Gk(j),
where R1 = {1, . . . , d}. Let U ′ be the (r + ρk)× (r + ρk) unitary matrix
U ′ :=
(
U 0
0 W
)
.
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U ′QV ∗ =
(
U 0
0 W
)(
S
B
)
V ∗ =
(
USV ∗
WBV ∗
)
=
(
H
G
)
.
Since U ′ and V are unitary matrices and Q∗Q = Ird , it follows that(
H
G
)∗(
H
G
)
= Ird .
This shows that H ∗H + G∗G = Ird . Therefore we conclude that (4.3) holds. In other words, the matrices Pk(j) as
defined in (1.7) satisfy (1.8). By extending periodically the values of the matrices Ĝk+1(j + Dk), j ∈Rk ,  ∈R1,
we obtain Ĝk+1 ∈ S(Dk+1)ρk×r .
Conversely, suppose that for k  0, there exists Ĝk+1 ∈ S(Dk+1)ρk×r for some ρk  1 such that the matrices Pk(j),
j ∈Rk , as defined in (1.7) satisfy (1.8). For j ∈Rk , let Hk(j) and Gk(j) be defined as in (4.1) and (4.2) respectively.
Then (4.3) holds by assumption. As λmk (j), m = 1,2, . . . , rd , are all the eigenvalues (not necessarily distinct) of
Hk(j)
∗
Hk(j), it is easy to deduce from (4.3) that 1−λmk (j), m = 1,2, . . . , rd , are all the eigenvalues of Gk(j)∗Gk(j).
Consequently, since Gk(j)∗Gk(j) is Hermitian and positive semi-definite, we have 1 − λmk (j)  0 for all j ∈ Rk ,
m = 1,2, . . . , rd . In particular, (4.5) holds for every j ∈Rk .
Now by (4.4) and (4.6), we see that λmk (j) = 1 for m = 1,2, . . . , r − qk(j), and λmk (j) < 1 for m = r − qk(j)+ 1,
. . . , rd (note that λmk (j) = 0 for m = r + 1, . . . , rd). Therefore exactly rd − (r − qk(j)) of the eigenvalues 1 − λmk (j)
of Gk(j)∗Gk(j) are nonzero. This implies that
rank
(
Gk(j)
)= rank(Gk(j)∗Gk(j))= rd − r + qk(j).
On the other hand, since Gk(j) is an ρk × rd matrix, we have
rank
(
Gk(j)
)
min{ρk, rd} ρk.
Hence we obtain ρk  r(d − 1) + qk(j). Since this inequality holds for all j ∈Rk and ρk is independent of j , we
conclude that
ρk  r(d − 1)+ max
j∈Rk
{
qk(j)
}= r(d − 1)+ qk.
This completes the proof of the theorem. 
Theorem 4.1 gives necessary and sufficient conditions for (1.8). The minimum value of ρk required depends on qk
in (4.7). Nevertheless, for k  0, starting from any Ĥk+1 ∈ S(Dk+1)r×r for which (4.5) holds, a solution Ĝk+1 ∈
S(Dk+1)ρk×r to (1.8) always exists when we take ρk to be at least rd . Indeed, it follows from (4.6) and (4.7) that
qk  r and so ρk  rd  r(d − 1)+ qk . The solution is then guaranteed by Theorem 4.1.
Let us next consider the case when ρk = r(d − 1) which is the number of wavelets for the basis setting in [12].
Here qk = 0 which implies that λmk (j) = 1 for all m = 1,2, . . . , r and j ∈Rk . Consequently, for every j ∈Rk , all the
eigenvalues (counting multiplicity) of the r × r matrix Hk(j)Hk(j)∗ are 1. This means that Hk(j)Hk(j)∗ = Ir which
translates to∑
∈R1
Ĥk+1
(
j +Dk)Ĥk+1(j +Dk)∗ = dIr . (4.8)
Note that (4.8) is satisfied for all k  0 and j ∈Rk when {T k φmk : m = 1,2, . . . , r,  ∈ Lk} forms an orthonormal basis
for Vk in (2.39) for every k  0 (see [12]).
The other extreme to the case when qk = 0 is the situation when qk = r . In this instance, the minimum value of ρk
needed for a solution to (1.8) is r(d − 1)+ r = rd .
The proof of Theorem 4.1 is constructive and it provides a solution Ĝk+1 to (1.8). The next theorem shows that
armed with a particular solution, we can always find all the solutions to (1.8).
Theorem 4.2. For k  0, Ĥk+1 ∈ S(Dk+1)r×r and some ρk  1, let Ĝ0k+1 ∈ S(Dk+1)ρk×r be such that the matrices
P 0k (j), j ∈ Rk , defined as in (1.7) satisfy (1.8). Then for any Uk ∈ S(Dk)ρk×ρk where Uk(j), j ∈ Rk , are unitary
matrices, the matrix Ĝk+1 ∈ S(Dk+1)ρk×r given by
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Ĝk+1
(
j +Dk1
)
. . . Ĝk+1
(
j +Dkd
) )
:= Uk(j)
(
Ĝ0k+1
(
j +Dk1
)
. . . Ĝ0k+1
(
j +Dkd
) )
, j ∈Rk, (4.9)
with R1 = {1, . . . , d}, is also a solution to (1.8). Conversely, for any solution Ĝk+1 to (1.8), there exists such a
matrix Uk for which (4.9) holds.
Proof. Fix k  0, j ∈Rk . To simplify notations, set H := Hk(j), where Hk(j) is defined as in (4.1), and
G0 := 1√
d
(
Ĝ0k+1
(
j +Dk1
)
. . . Ĝ0k+1
(
j +Dkd
) )
.
Since P 0k (j) satisfies (1.8), we have ( HG0 )∗( HG0 ) = Ird , that is,
H ∗H + (G0)∗G0 = Ird . (4.10)
Now suppose that the matrix Ĝk+1 ∈ S(Dk+1)ρk×r is given by (4.9) for some unitary matrix Uk(j). Let G :=
Gk(j), where Gk(j) is defined as in (4.2). Then we see from (4.9) that G = Uk(j)G0. As Uk(j) is unitary, this
implies that G∗G = (G0)∗G0. Therefore by (4.10),
H ∗H +G∗G = H ∗H + (G0)∗G0 = Ird .
In other words, Pk(j)∗Pk(j) = dIrd . Since j ∈Rk is arbitrary, this shows that Ĝk+1 is a solution to (1.8).
Conversely, suppose that Ĝk+1 ∈ S(Dk+1)ρk×r is any solution to (1.8). Then
H ∗H +G∗G = Ird ,
where G := Gk(j). This and (4.10) imply that G∗G = (G0)∗G0. Since the rd × rd matrix G∗G is Hermitian and
positive semi-definite, there exists an rd × rd unitary matrix V such that
V ∗
(
G∗G
)
V = V ∗((G0)∗G0)V = diag(λ1, . . . , λrd), (4.11)
where λ1, λ2, . . . , λrd are the eigenvalues of G∗G which are all nonnegative. Applying the singular value decomposi-
tion to G and G0, we obtain
G = USV ∗, G0 = U0SV ∗, (4.12)
where U and U0 are ρk × ρk unitary matrices, V is the same matrix as that appearing in (4.11), and S = [spq ] is
an ρk × rd matrix with spq = 0 for all p = q (see the proof of [17, Theorem 6.1]). Then it follows from (4.12) that
G = U(U0)∗G0. Now if we define Uk(j) := U(U0)∗, which is an ρk × ρk unitary matrix, and extend periodically the
values of Uk(j), j ∈Rk , we obtain Uk ∈ S(Dk)ρk×ρk for which (4.9) holds. 
We shall now focus on the special case of r = 1, that is, the number of refinable functions for each k  0 is one.
For a start, the sufficient condition (4.5) in Theorem 4.1 is much simpler. Indeed, for fixed k  0 and j ∈ Rk , the
matrix Hk(j) as defined in (4.1) is a 1 × d row vector and the corresponding d × d matrix Hk(j)∗Hk(j) has at
most one nonzero eigenvalue. Since Hk(j)∗Hk(j) and Hk(j)Hk(j)∗ have the same nonzero eigenvalues (counting
multiplicity) and Hk(j)Hk(j)∗ is the scalar 1d
∑
∈R1 |Ĥk+1(j + Dk)|2, it follows that λ1k(j) in (4.4) is given by
λ1k(j) = 1d
∑
∈R1 |Ĥk+1(j +Dk)|2. Hence the sufficient condition (4.5) reduces to∑
∈R1
∣∣Ĥk+1(j +Dk)∣∣2  d. (4.13)
When s = 1 and A = D = 2, this gives the periodic analog of the condition in [6, Theorem 1] and [14, Theorem 2.2]
for L2(R).
While the proofs of both Theorems 4.1 and 4.2 are constructive and use the singular value decomposition, for the
special case of r = 1, it is possible to obtain more directly a parametric family of solutions Ĝk+1 to (1.8) with explicit
expressions via Householder matrices.
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z = (z1, . . . , zρk+1)T ∈ Cρk+1 by
zm :=
{ 1√
d
Ĥk+1(j +Dkm), if m = 1, . . . , d ,
tm−dk (j), if m = d + 1, . . . , ρk + 1,
(4.14)
where R1 = {1, . . . , d}, and t1k (j), . . . , tρk−d+1k (j) are arbitrary in C with
ρk−d+1∑
m=1
∣∣tmk (j)∣∣2 = 1 − 1d ∑
∈R1
∣∣Ĥk+1(j +Dk)∣∣2. (4.15)
If Ĥk+1(j +Dk1) = 0, we set
Gk(j) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
z¯1z2
z1
|z1|
z1
(
|z2|2
1+|z1| − 1)
|z1|
z1
(
z¯3z2
1+|z1| ) . . .
|z1|
z1
(
z¯d z2
1+|z1| )
z¯1z3
z1
|z1|
z1
(
z¯2z3
1+|z1| )
|z1|
z1
(
|z3|2
1+|z1| − 1) . . .
|z1|
z1
(
z¯d z3
1+|z1| )
...
...
...
. . .
...
z¯1zd
z1
|z1|
z1
(
z¯2zd
1+|z1| )
|z1|
z1
(
z¯3zd
1+|z1| ) . . .
|z1|
z1
(
|zd |2
1+|z1| − 1)
z¯1zd+1
z1
|z1|
z1
(
z¯2zd+1
1+|z1| )
|z1|
z1
(
z¯3zd+1
1+|z1| ) . . .
|z1|
z1
(
z¯d zd+1
1+|z1| )
...
...
...
...
...
z¯1zρk+1
z1
|z1|
z1
(
z¯2zρk+1
1+|z1| )
|z1|
z1
(
z¯3zρk+1
1+|z1| ) . . .
|z1|
z1
(
z¯d zρk+1
1+|z1| )
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
; (4.16)
otherwise, we take
Gk(j) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
z2 |z2|2 − 1 z¯3z2 . . . z¯dz2
z3 z¯2z3 |z3|2 − 1 . . . z¯dz3
...
...
...
. . .
...
zd z¯2zd z¯3zd . . . |zd |2 − 1
zd+1 z¯2zd+1 z¯3zd+1 . . . z¯dzd+1
...
...
...
...
...
zρk+1 z¯2zρk+1 z¯3zρk+1 . . . z¯dzρk+1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (4.17)
Then with Hk(j) as in (4.1), Hk(j)∗Hk(j)+ Gk(j)∗Gk(j) = Id .
Proof. With the assumption (4.13), it follows from (4.14) and (4.15) that z = (z1, . . . , zρk+1)T is a column vector of
Euclidean norm 1. Define the scalar
τ :=
{ z1|z1| , if z1 = 0,
1, if z1 = 0,
and the (ρk + 1) × 1 column vector v := z + (τ,0, . . . ,0)T . By the theory of Householder matrices, the (ρk + 1) ×
(ρk + 1) matrix
Q := τ
(
2
v∗v
vv∗ − Iρk+1
)
(4.18)
is unitary and satisfies Qz = (1,0, . . . ,0)T .
Let Q′ be the (ρk + 1) × (ρk + 1) matrix whose first row is z∗ and remaining rows are the corresponding ρk rows
of Q. Thus Q′ has orthonormal rows and hence orthonormal columns. Observe that we may equate (Hk(j)
Gk(j)
) to the first
d columns of Q′. This gives Hk(j)∗Hk(j) + Gk(j)∗Gk(j) = Id . Further, a direct calculation based on (4.18) leads
to (4.16) and (4.17). 
For k  0, by defining Ĝk+1 ∈ S(Dk+1)ρk×1 via Gk(j), j ∈Rk , in (4.2), Proposition 4.1 gives a parametric family
of solutions to (1.8). The parameters in the construction are provided by the scalars tmk (j), m = 1,2, . . . , ρk − d + 1,
j ∈Rk .
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∑
∈R1 |Ĥk+1(j + Dk)|2 = d
for every j ∈ Rk . By (4.15), this forces tmk (j) = 0 for all m = 1,2, . . . , ρk − d + 1 and j ∈ Rk . It then follows
from (4.16) and (4.17) that the last ρk − d + 1 rows of Gk(j) are entirely zeros. Using (2.6), we see that ψmk = 0
for m = d, d + 1, . . . , ρk . In other words, the construction in Proposition 4.1 automatically reduces to d − 1 wavelets
when qk = 0.
To better illustrate the results of this paper, we now further specialize our discussion to the case when s = 1 and
A = D = 2, which is the most commonly studied one-dimensional dyadic setting in wavelet analysis. In this case, for
k  0, Lk =Rk = {0,1, . . . ,2k − 1}. We write Ĥk+1 ∈ S(2k+1)1×1 and Ĝk+1 ∈ S(2k+1)ρk×1 in (1.3) and (1.5) as
Ĥk+1(j) = hˆk+1(j), Ĝk+1(j) =
(
gˆ1k+1(j), . . . , gˆ
ρk
k+1(j)
)T
, j ∈Rk+1.
Under the sufficient condition (4.13) which now takes the form∣∣hˆk+1(j)∣∣2 + ∣∣hˆk+1(j + 2k)∣∣2  2, j ∈Rk, (4.19)
it follows from (4.2), (4.16) and (4.17) that for j ∈Rk , if hˆk+1(j) = 0,⎧⎪⎪⎨⎪⎪⎩
gˆ1k+1(j) = hˆk+1(j)hˆk+1(j+2
k)
hˆk+1(j)
, gˆ1k+1(j + 2k) =
√
2|hˆk+1(j)|
hˆk+1(j)
( |hˆk+1(j+2k)|2
2+√2|hˆk+1(j)| − 1
)
,
gˆm+1k+1 (j) =
√
2hˆk+1(j)tmk (j)
hˆk+1(j)
, gˆm+1k+1 (j + 2k) =
√
2|hˆk+1(j)|hˆk+1(j+2k)tmk (j)
hˆk+1(j)(
√
2+|hˆk+1(j)|)
, m = 1,2, . . . , ρk − 1,
(4.20)
and if hˆk+1(j) = 0,⎧⎨⎩ gˆ1k+1(j) = hˆk+1(j + 2k), gˆ1k+1(j + 2k) = 1√2 |hˆk+1(j + 2k)|2 −
√
2,
gˆm+1k+1 (j) =
√
2tmk (j), gˆ
m+1
k+1 (j + 2k) = hˆk+1(j + 2k)tmk (j), m = 1,2, . . . , ρk − 1.
(4.21)
We shall use (4.20) and (4.21) to construct a parametric family of tight trigonometric polynomial wavelet frames.
Example 4.1. Let {Nk}k0 and {Lk}k0 be two strictly increasing sequences of nonnegative integers satisfying Nk 
Lk  2k−1. Consider the trigonometric polynomials
φk =
Lk∑
n=−Lk
φˆk(n)e
in·, k  0, (4.22)
where for every k  0, φˆk(n) = 1√2k for n ∈ {−Nk, . . . ,Nk}, and φˆk(n) = φˆk(−n) > 0 with
0 <
φˆk(n)
φˆk+1(n)
<
√
2 (4.23)
for n ∈ {−Lk, . . . ,Lk}\{−Nk, . . . ,Nk}. Then φk , k  0, are refinable and for every k  0, (1.3) holds for some hˆk+1 ∈
S(2k+1)1×1. It follows from Proposition 2.1 or [13, Proposition 4.1] that the values of hˆk+1 on {−Lk+1, . . . ,Lk+1}
are unique and given by
hˆk+1(j) =
⎧⎪⎨⎪⎩
√
2, if j ∈ {−Nk, . . . ,Nk},
φˆk(j)
φˆk+1(j)
, if j ∈ {−Lk, . . . ,Lk}\{−Nk, . . . ,Nk},
0, if j ∈ {−Lk+1, . . . ,Lk+1}\{−Lk, . . . ,Lk},
(4.24)
while we can set the values of hˆk+1 on {−2k, . . . ,2k}\{−Lk+1, . . . ,Lk+1} as
hˆk+1(j) := 0, j ∈
{−2k, . . . ,2k}\{−Lk+1, . . . ,Lk+1}. (4.25)
Since φˆk(n) = 1√2k for n ∈ {−Nk, . . . ,Nk}, for any fixed n ∈ Z, we have limk→∞ 2
k|φˆk(n)|2 = 1, as assumed in the
UEP. Further, for every k  0, it follows from (4.23)–(4.25) that (4.19) holds. For the sequences gˆmk+1 ∈ S(2k+1)1×1,
m = 1,2, . . . , ρk , we define their values gˆmk+1(j) and gˆmk+1(j + 2k) by (4.20) if j ∈ {0, . . . ,Lk}, and by (4.21) if
j ∈ {Lk + 1, . . . ,2k − 1}.
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ψmk =
∑
j∈Rk
(
gˆmk+1(j)vk+1,j + gˆmk+1
(
j + 2k)vk+1,j+2k ), m = 1,2, . . . , ρk,
where vk+1,j , j ∈ Rk+1, are as in (2.1). The UEP then shows that the collection {φ0} ∪ {T k ψmk : k  0, m =
1,2, . . . , ρk,  ∈ Lk} forms a normalized tight frame for L2[0,2π).
Letting Vk and Wk , k  0, be the subspaces as defined in (2.39), certain choices of the sequences {Nk}k0 and
{Lk}k0 will lead to examples of which dim(Vk ∩ Wk) is nonzero for some k  0, in contrast to the orthogonal
situation in [13]. For instance, this could arise from Nk = Lk = k for 0 k  4, and Nk = 2k−2 − 1, Lk = 2k−2 for
k  5.
Returning to the more general setting of Proposition 4.1, as noted from (4.15), if ∑∈R1 |Ĥk+1(j + Dk)|2 = d
where k  0 and j ∈Rk , then all of tmk (j), m = 1,2, . . . , ρk − d + 1, must be zero. When this occurs for every k  0
and j ∈Rk , Proposition 4.1 only gives one solution to (1.8). However, the OEP under an additional assumption can
provide an explicit family of parametric solutions similar to that from Proposition 4.1. Indeed, for k  0, suppose that
Θ̂k in the OEP satisfies∣∣∣∣ Θ̂k(j)Θ̂k+1(j)
∣∣∣∣ 1 (4.26)
for all j ∈Rk+1 for which Ĥk+1(j) = 0, with strict inequality at some of these j ’s. Then for Âk+1 as defined in (3.2),
it follows from (4.26) that
∑
∈R1
∣∣Âk+1(j +Dk)∣∣2 = ∑
∈R1
∣∣∣∣ Θ̂k(j +Dk)Θ̂k+1(j +Dk)
∣∣∣∣2∣∣Ĥk+1(j +Dk)∣∣2

∑
∈R1
∣∣Ĥk+1(j +Dk)∣∣2 = d, j ∈Rk,
with strict inequality for some j ∈Rk . Thus we may apply Proposition 4.1 to Âk+1 (in place of Ĥk+1) to obtain a
parametric family of solutions.
The following trigonometric polynomial example on the typical one-dimensional dyadic case of s = 1 and A =
D = 2 illustrates the above. For every k  0, we write Âk+1 ∈ S(2k+1)1×1 and B̂k+1 ∈ S(2k+1)ρk×1 in (3.2) of the
OEP as
Âk+1(j) = aˆk+1(j), B̂k+1(j) =
(
bˆ1k+1(j), . . . , bˆ
ρk
k+1(j)
)T
, j ∈Rk+1.
Example 4.2. Consider the refinable trigonometric polynomials φk , k  0, in (4.22) of Example 4.1 with Nk =
2k−1 − 1, Lk = 2k−1 and
φˆk(n) =
⎧⎪⎨⎪⎩
1√
2k
, if n ∈ {−2k−1 + 1, . . . ,2k−1 − 1},
1√
2k+1
, if n = ±2k−1,
0, otherwise,
for all k  0. For every k  0, it follows from (4.24) that the values of hˆk+1 ∈ S(2k+1)1×1 are unique and given by
hˆk+1(j) =
⎧⎨⎩
√
2, if j ∈ {−2k−1 + 1, . . . ,2k−1 − 1},
1, if j = ±2k−1,
0, if j ∈ {−2k, . . . ,2k}\{−2k−1, . . . ,2k−1}.
(4.27)
This implies that∣∣hˆk+1(j)∣∣2 + ∣∣hˆk+1(j + 2k)∣∣2 = 2, j ∈Rk.
186 S.S. Goh, K.M. Teo / Appl. Comput. Harmon. Anal. 25 (2008) 168–186Let N be a positive constant. For k  0, we construct a periodic sequence Θ̂k ∈ S(2k)1×1 by setting
Θ̂k(j) :=
{
(
sin(πj/2k)
πj/2k )
N , if j ∈ {−2k−1, . . . ,2k−1}\{0},
1, if j = 0.
(4.28)
Then Θ̂k(j) = 0 for every j ∈Rk . In addition, for any fixed n ∈ Z\{0},
lim
k→∞
∣∣Θ̂k(n)∣∣2 = lim
k→∞
(
sin(πn/2k)
πn/2k
)2N
= 1,
and by definition, limk→∞ |Θ̂k(0)|2 = 1. Now from (4.27), hˆk+1(j) = 0 for j ∈ {−2k−1, . . . ,2k−1}. Using (4.28), we
see that for j ∈ {−2k−1, . . . ,2k−1}\{0},∣∣∣∣ Θ̂k(j)Θ̂k+1(j)
∣∣∣∣= ∣∣cos(πj/2k+1)∣∣N < 1.
Further, | Θ̂k(0)
Θ̂k+1(0)
| = 1. In other words, (4.26) holds for all j ∈ {−2k−1, . . . ,2k−1}, with strict inequality at j ∈
{−2k−1, . . . ,2k−1}\{0}.
Consequently, for every k  0,∣∣aˆk+1(j)∣∣2 + ∣∣aˆk+1(j + 2k)∣∣2 < 2, j ∈Rk\{0}, (4.29)
and |aˆk+1(0)|2 + |aˆk+1(2k)|2 = 2. Applying Proposition 4.1 to aˆk+1, we obtain the sequences bˆmk+1 ∈ S(2k+1)1×1 (in
place of gˆmk+1), m = 1,2, . . . , ρk , where their values bˆmk+1(j) and bˆmk+1(j +2k) are given by (4.20) if j ∈ {0, . . . ,2k−1},
and by (4.21) if j ∈ {2k−1 + 1, . . . ,2k − 1}. Since (4.29) holds, this results in a parametric family of bˆmk+1, m =
1,2, . . . , ρk .
Using (2.4), (2.6) and (3.2), we define the wavelets ψmk , m = 1,2, . . . , ρk , by
ψmk =
∑
j∈Rk
(
bˆmk+1(j)Θ̂k+1(j)vk+1,j + bˆmk+1
(
j + 2k)Θ̂k+1(j + 2k)vk+1,j+2k ), m = 1,2, . . . , ρk,
with vk+1,j , j ∈ Rk+1, as in (2.1). The OEP implies that the collection {φ0} ∪ {T k ψmk : k  0, m = 1,2, . . . , ρk,
 ∈ Lk} forms a normalized tight frame for L2[0,2π).
References
[1] J.J. Benedetto, S. Li, The theory of multiresolution analysis frames and applications to filter banks, Appl. Comput. Harmon. Anal. 5 (1998)
389–427.
[2] J.J. Benedetto, O.M. Treiber, Wavelet frames: Multiresolution analysis and extension principles, in: L. Debnath (Ed.), Wavelet Transforms
and Time–Frequency Signal Analysis, Birkhäuser, 2001, pp. 3–36.
[3] R.H. Chan, S.D. Riemenschneider, L. Shen, Z. Shen, Tight frame: An efficient way for high-resolution image reconstruction, Appl. Comput.
Harmon. Anal. 17 (2004) 91–115.
[4] R.H. Chan, Z. Shen, T. Xia, A framelet algorithm for enhancing video stills, Appl. Comput. Harmon. Anal. 23 (2007) 153–170.
[5] O. Christensen, An Introduction to Frames and Riesz Bases, Birkhäuser, 2003.
[6] C.K. Chui, W. He, Compactly supported tight frames associated with refinable functions, Appl. Comput. Harmon. Anal. 8 (2000) 293–319.
[7] C.K. Chui, W. He, J. Stöckler, Compactly supported tight and sibling frames with maximum vanishing moments, Appl. Comput. Harmon.
Anal. 13 (2002) 224–262.
[8] C.K. Chui, W. He, J. Stöckler, Nonstationary tight wavelet frames, I: Bounded intervals, Appl. Comput. Harmon. Anal. 17 (2004) 141–197.
[9] C.K. Chui, W. He, J. Stöckler, Nonstationary tight wavelet frames, II: Unbounded intervals, Appl. Comput. Harmon. Anal. 18 (2005) 25–66.
[10] I. Daubechies, B. Han, A. Ron, Z. Shen, Framelets: MRA-based constructions of wavelet frames, Appl. Comput. Harmon. Anal. 14 (2003)
1–46.
[11] R.J. Duffin, A.C. Schaeffer, A class of nonharmonic Fourier series, Trans. Amer. Math. Soc. 72 (1952) 341–366.
[12] S.S. Goh, S.L. Lee, K.M. Teo, Multidimensional periodic multiwavelets, J. Approx. Theory 98 (1999) 72–103.
[13] S.S. Goh, K.M. Teo, Wavelet frames and shift-invariant subspaces of periodic functions, Appl. Comput. Harmon. Anal. 20 (2006) 326–344.
[14] A. Petukhov, Explicit construction of framelets, Appl. Comput. Harmon. Anal. 11 (2001) 313–327.
[15] A. Ron, Z. Shen, Affine systems in L2(Rd ): The analysis of the analysis operator, J. Funct. Anal. 148 (1997) 408–447.
[16] A. Ron, Z. Shen, Compactly supported tight affine spline frames in L2(Rd ), Math. Comp. 67 (1998) 191–207.
[17] G.W. Stewart, Introduction to Matrix Computations, Academic Press, 1973.
