Functional data analysis (FDA) -the analysis of data that can be considered a set of observed continuous functions -is an increasingly common class of statistical analysis. One of the most widely used FDA methods is the cluster analysis of functional data; however, little work has been done to compare the performance of clustering methods on functional data. In this paper a simulation study compares the performance of four major hierarchical methods for clustering functional data. The simulated data varied in three ways: the nature of the signal functions (periodic, non-periodic, or mixed), the amount of noise added to the signal functions, and the pattern of the true cluster sizes. The Rand index was used to compare the performance of each clustering method. As a secondary goal, clustering methods were also compared when the number of clusters has been misspecified. To illustrate the results, a real set of functional data was clustered where the true clustering structure is believed to be known. Comparing the clustering methods for the real data set confirmed the findings of the simulation. This study yields concrete suggestions to future researchers to determine the best method for clustering their functional data.
INTRODUCTION
While an extensive amount of work has been done to compare various clustering algorithms, relatively little has been done in exploring how such methods perform in clustering functional data, that is, data that arise as curves. In recent years, the analysis of such functional data has become increasingly common. A modern example occurs in proteomics studies when a mass spectrometer records macromolecular expression values almost continuously across a domain of mass/charge ratio values.
In particular, many scientists are using hierarchical cluster analysis to make sense of the huge mass of data available in certain fields, genetics currently being among the most well known of these (e.g., Eisen et al., 1998; Morley et al., 2004) . Although a number of statistical researchers have developed cluster analysis methods suited specifically for functional data (e.g., Serban and Wasserman, 2005; Wakefield, Zhou and Self, 2003) , scientists often prefer to cluster data using traditional methods, especially hierarchical cluster analysis. This may be because the classical approaches are well known in their fields and convenient software exists to carry out the traditional analyses. This paper reports the results of simulation studies to compare four methods of hierarchical cluster analysis when the data are functional.
Cluster Analysis
Cluster analysis involves sorting data objects (or items) into natural groupings based on similarity. Grouping data is important because it can reveal information about the data such as outliers, dimensionality, or previously unnoticed interesting relationships. In cluster analysis there is often no prior specification about the number or nature of the groups to which the objects will be assigned. The grouping is often done based solely on similarity measures, and the ideal number of groups is often determined within the clustering algorithm.
These characteristics can make cluster analysis difficult, and a wide variety of algorithms have been proposed to produce the "best" clustering of objects based on a set of observed data.
Many commonly used clustering algorithms rely on the pairwise dissimilarities between the objects to guide the clustering. There are many different ways of defining (dis)similarity among objects, and the choice of dissimilarity measure depends largely on the type of data one is working with (discrete, continuous, binary, etc.) . Usually when items are clustered, the dissimilarity between any two items is indicated by some sort of distance. Some common measurements of distance between two multivariate data vectors include ordinary Euclidean distance or Mahalanobis distance. With functional data, a more appropriate dissimilarity measure for two functions y i (t) and y j (t) measured on some domain, say, [0, T ] , is the squared L 2 distance between the two curves:
An important class of clustering methods is hierarchical cluster analyses. There are two main types of hierarchical clustering methods, agglomerative and divisive. This study will focus on agglomerative methods. An agglomerative hierarchical method begins with each object as its own cluster. It then successively merges the most similar clusters together until the entire set of data becomes one group.
In order to determine which groups should be merged in agglomerative hierarchical clustering, various linkage methods can be used. Single linkage (Sneath, 1957) merges groups based on the minimum distance between two objects in two groups; therefore the distance between clusters R and Q is defined by
where d(i, j) is the distance between the ith and jth objects.
Complete linkage (McQuitty, 1960; Sokal and Sneath, 1963) merges groups based on the maximum distance between two objects in two groups. In other words, the distance between clusters R and Q is defined as
Average linkage (Sokal and Michener, 1958) merges groups based on the average distance of all the objects in one group to all the objects in the other. The distance in average linkage is defined as
where |R| = the number of objects in cluster R.
Another important hierarchical clustering method is the method of Ward (1963) . While Ward's method is similar to the linkage methods in that it begins with N clusters, each containing one object, it differs in that it does not use cluster distances to group objects.
Instead, the total within-cluster sum of squares (SSE) is computed to determine the next two groups merged at each step of the algorithm. The error sum of squares (SSE) is defined (for multivariate data) as:
where y ij is the jth object in the ith cluster and n i is the number of objects in the ith
cluster.
There are certainly other classes of clustering methods besides hierarchical methods.
Some of these include partitioning methods such as the well-known k-means (MacQueen, 1967 ) and k-medoids (Kaufman and Rousseeuw, 1987) algorithms, as well as model-based clustering methods (Banfield and Raftery, 1993) . However, based on a survey of actual cluster analyses in the scientific literature, Kettenring (2006) indicated that hierarchical clustering was by far the most widely used form of clustering in practice. In this article, we will compare the performances of only hierarchical methods.
Clustering Functional Data
Functional data consist of observations that are intrinsically continuous functions, with the response measured over some domain such as time or space. Typically we have a single functional observation (in practice, observed at discrete measurement points) for each individual. Ramsay and Silverman (2005) provide a comprehensive introduction to functional data analysis. Typically, each discretely observed functional datum would be converted to a continuous functional observation via a smoothing method. In this article, we will apply a B-spline smoother to each functional object.
Once functional data are collected and smoothed, a method such as cluster analysis can identify patterns of variation both within and between clusters. By exploring which observations are in each cluster, we may be able to explain the source of the variation we see in the data by looking for common characteristics. By identifying these characteristics as potential explanatory factors, we can then collect new data with such factors in mind or use either cluster analysis or supervised classification on future data to look for similar patterns.
In this study, the squared L 2 distance between two curves was used as the basic dissimilarity measure. Since the data in practice consisted of discrete values representing measurements along continuous curves, the squared L 2 distance had to be approximated using a trapezoidal-rule approximation, where for a function h(t) (which is [y i (t) − y j (t)] 2 in our case), the definite integral along the domain [0, T ] is approximately:
where n is the number of measurement points used in the approximation.
Previous Comparative Work
We now briefly review some previous work that has compared the performances of clustering algorithms on data types other than functional data. Hands and Everitt (1987) 
where N 00 counts the pairs of objects both placed correctly in different groups by a clustering algorithm, N 01 counts the pairs of objects that are not placed in the same group but should be, N 10 counts the pairs of objects that should be in the same group but are not clustered as such, and N 11 counts the pairs of objects placed (correctly) in the same group. The
Rand index serves as a measure of concordance between the true clustering structure and the output produced by a particular clustering algorithm. The Rand index will also be used in this study to evaluate the various clustering algorithms with functional data. Kuiper and Fisher (1975) found that single linkage may only work well for long chaintype clusters as opposed to bunched clusters. Ward's method seemed to work well for equal sample sizes, but does not work as well for unequal sample sizes from bivariate data. The centroid and average linkage methods were quite similar, while complete linkage was most similar to Ward's method. In general, classification was better as the original number of clusters was increased. For clusters of equal sizes, Ward's method and complete linkage worked best. With very unequal cluster sizes, centroid and average linkage worked the best. Blashfield (1976) attempted to compare four types of hierarchical clustering methods (single linkage, complete linkage, average linkage, and Ward's method) for accuracy in recovery of original population clusters. Blashfield simulated many data sets, which were all mixtures from different populations. Each subpopulation had a randomly chosen mean and variance. Once the populations for a mixture were determined, the number of populations in the mixture and the number of variables sampled from each population were randomly selected. He used Cohen's κ statistic (Cohen, 1960) to measure the accuracy of the clustering methods. Blashfield compared the clustering methods for 50 distinct simulated mixed data sets. Ward's method performed significantly better than the other clustering procedures; the second best was complete linkage; average linkage gave relatively poor results. Johnson and Wichern (2002) informally contrast various hierarchical clustering methods, without specifying a particular data type (the implication is that they are considering multivariate continuous data). For instance, they note single linkage tends to perform poorly with clusters that are truly elliptical. This problem occurs especially when clusters are elliptical when plotted, but the ends of the clusters are geometrically close. This causes certain points to be clustered together early in a hierarchical algorithm when in fact they should be placed with the rest of their own ellipse. In general, clustering can be sensitive to outliers, given that outlying objects will tend to have large pairwise distances to other objects and greatly influence the progression of the hierarchical algorithm. Our study will pay careful attention to the effect of outlying objects on clustering performance.
Tarpey (2007) compared several clustering methods for functional data, but in a quite different manner than this paper. He focused on k-means clustering and examined the effect on the clustering outcomes based on how the observed data were smoothed (using the raw data, and data smoothed via a B-spline basis, Fourier basis, and power basis, respectively).
He concluded that the results of clustering functional data depend on how well the smooth curves fit the raw data, but that the choice of best smoothing method depends on the true mean curve of each cluster.
In addition, Schwaiger and Rix (2005) used a simulation study to compare two-mode hierarchical clustering methods, which attempt to simultaneously cluster the objects and the variables of a data set, but such cluster analyses are not considered in this article. Edelbrock (1979) examined the performance of clustering algorithms when the hierarchical dendrogram is cut at several places. Milligan (1980) noticed that complete linkage and Ward's method reacted badly when outliers were introduced into the simulated data. Hubert (1974) and Baker (1974) An important conclusion arising from most of these studies was that the superiority of one method over others was not uniform, but rather depended greatly on the form of the data. We will establish analogous conclusions in the case of clustering functional data.
SIMULATION STUDY

Setup
This study was designed to test the performance of four hierarchical clustering algorithms on functional data: single linkage, complete linkage, average linkage, and Ward's method.
The data simulated varied in three ways: the groups of signal functions being used, the standard deviation of the error added to the signal functions, and the number of objects in each true cluster.
There were three main groups of signal functions used in this study. The functions in each group were chosen to lie reasonably close to one another so that with the addition of error to the functions, it would not be trivial for the clustering algorithms to partition the resulting curves. The first group of signal functions involved some form of periodic data.
These functions are plotted in Figure 1 (top) and defined as follows:
The second group of signal functions had no periodic tendencies and were strictly decreasing. These functions are plotted in Figure 1 (middle) and are defined as follows:
The third group of signal functions, all of which had a decreasing trend, had a mix of periodic and strictly decreasing functions. These functions are plotted in Figure 1 (bottom) and are defined as follows:
For each simulated data set, 40 discretized curves were generated based on the four signal functions from the specified group. In general, the data were simulated over 201 (or 200) points from t = 0 (or t = 0.5 for clusters containing the ln(t) function) to t = 100 in increments of 0.5.
We added random error to the signal functions using a discretized approximation of the stationary Ornstein-Uhlenbeck process (a zero-mean Gaussian process in which the covariance between errors at measurement points t l and t m is σ 2 (2β) −1 exp{−β|t l − t m |}), with varying σ 2 and β = 1. The Ornstein-Uhlenbeck error process results in an autoregressive covariance structure for the equally-spaced discretized data in the simulation. Increasing the value of σ essentially added more random noise to the signal functions. The starting value of the pattern of σ values explored for each group was chosen to give the various clustering methods a "difficult" test. This value tended to be smaller for the periodic functions and larger for the non-periodic functions. The value of σ was increased by the same increment (0.5) across simulation settings. The values of σ explored for each group are listed in Table   1 . The final setting that varied in each simulation was the set of the simulated cluster sizes.
Every simulated data set contained a total of 40 observed functions; however, the allocation of these 40 observations to the true signal functions was varied. There were five different cluster size options which represented potential data scenarios. The first scenario was equal cluster sizes, having 10 objects generated from each of the four signal functions. The next scenario represented three equal-sized clusters and one smaller cluster (12 objects from three of the signal functions and only four were generated from the remaining signal function). The third scenario included two relatively larger clusters and two smaller outlying clusters (18 objects from each of two of the signal functions and 2 observations from each of the remaining signal functions). The fourth scenario had one large cluster and three very small outlying clusters (35 objects from one signal function, 2 objects from two other signal functions, and 1 from the last signal function). The final scenario had four different cluster sizes: one large, two medium, and one small (20, 10, 8, and 2 observations for the different signal functions).
In order to eliminate bias, particularly in situations with unequal cluster sizes, the size for the cluster corresponding to each signal function was randomly chosen for each simulation of new data.
For each simulated data set, the functional observations were smoothed using B-splines with 30 knots. This method gave stable results across all the values of σ, allowing a consistent smoothing method to be used over the entire study. The approximate squared L 2 pairwise distances between the smoothed simulated curves were used as dissimilarities input into each clustering algorithm. The clustering algorithms were implemented using the agnes function in the cluster package of R (R Development Core Team, 2009). For the main portion of this study, the hierarchical algorithm was cut off at the correct number of clusters (k = 4).
Section 2.3 discusses a secondary simulation study in which the number of clusters was misspecified (k = 3 and k = 5).
Once the clustering algorithm was stopped at the specified number of clusters, the Rand (1971) index was calculated for each clustering method, to indicate the performance of the clustering method. For each combination of signal-function group, cluster-size structure, and σ value, 1000 data sets were generated. For each simulated data set, the Rand index for each clustering method was calculated and stored. Based on these 1000 repetitions, the mean Rand index was found for each clustering method. The Monte Carlo standard error for this mean Rand index was also calculated. The mean Rand value was the criterion used to compare the clustering methods.
Results
Tables 2 [ Figure 2 here]
The comparison using the Group 2 functions (decreasing in nature) is given in Table 3 .
Again, Ward's method had the highest mean Rand index in most situations, with complete linkage often second best. [ Figure 3 here]
The comparison using the Group 3 functions (a combination of the periodic and decreasing curves) is given in Table 4 . The results were similar to those for the first two groups, with Ward's method and complete linkage usually performing best (as shown in Figure 4 (top)). In the situation with one large cluster, Ward's method had the lowest accuracy while average linkage had the highest, particularly with higher σ values (see Figure 4 (middle)).
Average linkage again did well, especially when there were two large cluster sizes and two small cluster sizes (see Figure 4 (bottom)).
[ Figure 4 here] Overall, all methods perform better when there are no periodic trends in the data; both Ward's method and average linkage perform best in Group 2 and worst in Group 1. This observation is somewhat intuitive, considering periodic functions contain more within-curve variation, and may be more difficult to cluster accurately.
Case of Misspecification
In practice, the true number of groups in a data set is often unknown and must be specified by the investigator. For this reason, misspecification of the true number of groups is a common error when using hierarchical clustering algorithms. As a secondary investigation, a comparison of clustering methods was done for situations when the number of groups was misspecified. The misspecifications examined were not severe; since there were four true clusters, we examined the ramifications of setting k = 3 or k = 5 on the accuracy of the resulting partitions. We present results for the case of equal cluster sizes and the case of cluster sizes of 20, 10, 8, and 2. Other situations produced very similar results.
The generation of data sets was identical to the main study, except that the clustering was stopped at the wrong number of groups (either 3 or 5). The Rand index was calculated the same way, except that a perfect clustering is impossible in this situation, so the Rand index could not reach 1. When comparing clustering algorithms, however, we are comparing the Rand indices to each other and not to a perfect clustering partition.
The results were similar to those in the original simulation but depended somewhat on whether there was under-or overspecification. Once again there were also some differences between the different groups of data. In Group 1, when the number of groups was underspecified at k = 3, Ward's method had the highest mean Rand index in most situations.
This can be seen in Figure 5 (top), which shows how the mean Rand index changes over the different values of σ for each method at equal sample sizes. Once again, complete linkage often had the second highest mean Rand index, but was never the highest. When the number of groups was overspecified at k = 5, Ward's method had the highest mean Rand index in most situations. For the case when the cluster sizes were unequal, average linkage had the highest mean Rand index at the lowest σ value. This pattern can be seen in Figure 5 (bottom).
[ Figure 5 here]
For the simulations for Group 2, while Ward's method did have the highest mean Rand index in most situations, complete and average linkage are often much closer to Ward's (see Figure 6 (top) ). When the number of groups is over-specified (k = 5), Ward's method again performs best with equal cluster sizes. However, average linkage is much closer to Ward's method than for Group 1. Also, in the case of unequal cluster sizes, average linkage has the highest mean Rand index for a low σ value, as illustrated in Figure 6 (middle).
[ Figure 6 here]
The simulations for Group 3 had very similar results to Group 2, with Ward's method usually having the highest mean Rand index when the number of clusters is overspecified (k = 5). Ward's method also performs the best when the number of clusters is underspecified (k = 3), as seen in Figure 6 (bottom).
In summary, single and complete linkage are not the best clustering methods for functional data. Choosing between Ward's method and average linkage should be done on a case-by-case basis. Ward's method has the highest accuracy in most situations. If the goal of the analysis is to identify a few outlying clusters and one large cluster, however, average linkage is the best method. It also appears that average linkage is the best choice when there are different-sized groups and when there is a good chance of overspecification of groups, particularly when the data have fewer periodic tendencies. The performance of Ward's method remains more stable than that of average linkage when most of the data are periodic.
ANALYSIS OF A REAL DATA SET
To compare these clustering methods in practice, we examined a functional data set originally analyzed in Alter, Brown, and Botstein (2000) . Originally presented by Spellman et al. (1998) , it contained functional observations measuring (over time) the log-transformed expression ratios of 78 yeast genes. The expression ratios were measured at 18 timepoints at 7-minute intervals. This data set fits the nature of this paper well in that biologists believe there are five clusters (based on the cell cycle phase of each gene) of unequal sizes; the assumed clustering structure is given in Table 5 . Thus we use the Rand index to compare the outputs of the clustering methods relative to this suspected structure. 
Since the shapes (rather than the vertical positions) of the functional data were the crucial aspect on which to separate the genes into clusters, the data were initially centered by subtracting the sample mean response at each timepoint from each observed measurement.
After the data were centered, the curves were smoothed using a B-spline smoother with 3 knots. The 78 smoothed curves are shown in Figure 7 . Once the data were smoothed, a distance matrix was calculated using the trapezoidal-rule approximation of the L 2 distance between curves. Each of the four hierarchical clustering algorithms was applied to the matrix.
Based on the clustering structure suspected by biologists, the Rand index was calculated for each method. For each method, the resulting clustering partition, as well as the Rand index, is shown in Table 6 .
[ Figure 7 here] [6] [7] [8] [9] [10] [11] 13, 19, 22, 27, 30, 32, [41] [42] 44, 47, [61] [62] [65] [66] [69] [70] [74] [75] 78}, {5}, {12, [14] [15] 18, 21, [28] [29] 31, [33] [34] [35] [38] [39] [40] 43, [45] [46] 48, 50, 52}, [16] [17] 20, 23, [36] [37] 50, 52, [53] [54] [55] [56] [57] [58] [59] [60] [63] [64] 67}, {68, [71] [72] [73] [76] [77] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [18] [19] [61] [62] [63] [65] [66] [67] [69] [70] [74] [75] 78}, 0.5951 {5}, {17, 20, 54-60}, {64}, {68, 71-73, 76-77}
Clustering partitions defined by the observation numbers in braces in the table.
The clustering results reflect our expectations based on the simulations. Ward's method performed the best with complete linkage second best. Average linkage did not perform as well, unsurprising since these data have periodic tendencies. Finally, as expected, single linkage was quite inaccurate.
We also briefly examine partitions other than the 5-cluster solution, calculating the Rand indices for these methods when the algorithms are stopped at 4 clusters and 6 clusters respectively, which represent misspecifications if the 5-cluster structure is the truth. A few objects and clusters bear closer scrutiny. All clustering algorithms appear to identify the fifth object in its own group when the clustering methods are stopped at five clusters. That object appears to be an outlier in cluster 1, and further investigation may be required to see if it truly warrants its own group. (With a 4-cluster solution, Ward's method and complete linkage place curve 5 with other curves, but average and single linkage still place it in its own cluster.) Generally, it appears that the true cluster 3 is well defined, being identified relatively well by all of the clustering methods except single linkage, which put most of the objects into one large cluster with the rest of the clusters only containing one or two objects. The algorithms tend to merge some of the objects in clusters 1 and 5 into one group, and the true cluster 4 tends to be subsumed into the large second cluster. In short, the clustering results both display the idiosyncrasies of the different hierarchical algorithms and cast some doubt over the reliability of the assumed structure as a gold standard.
DISCUSSION
The goal of this study was to compare the performance of four major hierarchical clustering methods when applied to functional data. The Rand index was calculated for each method at each repetition of a simulation. The mean Rand index of the simulation for each method was compared. This index gives a proportion of pairs of objects that have been correctly clustered in the same group or correctly clustered into different groups.
In general, Ward's method had the highest mean Rand index in most situations, except when there were large differences among cluster sizes. This is a similar result to those in Hands and Everitt (1987) , Kuiper and Fisher (1975), and Blashfield (1976) for other data types. In the situation with one large cluster and three very small clusters, average linkage performed the best. When the cluster sizes were generally different, average linkage performed well relative to Ward's method, particularly when there were fewer periodic tendencies in the data (a finding that relates specifically to clustering functional data). For certain values of σ, average linkage yielded a higher mean Rand index in such situations.
While complete linkage usually performed well, it rarely performed better than all others.
Single linkage did the worst in most (but not all) cases. This is another result similar to Hands and Everitt (1987) .
Based on these findings, Ward's method is the best choice for clustering functional data, particularly when there are periodic tendencies in the data. Average linkage is recommended if the suspected clustering structure has one or two very large groups, particularly when the data are not periodic.
We found the results when the number of clusters was misspecified to be quite similar.
Ward's method was usually the best, while average linkage performed best in some special situations, in particular when the number of clusters is overspecified.
In our cluster analyses of 78 yeast genes, Ward's method best recaptured the assumed clustering structure. The confirmation of the simulation results when analyzing the yeast data set indicates that the results of this study can be useful to researchers who cluster functional data. 
APPENDIX
