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Abstract
In this work, a strategy to estimate the information transfer between the elements
of a complex system, from the time series associated to the evolution of this elements,
is presented. By using the nearest neighbors of each state, the local approaches of the
deterministic dynamical rule generating the data and the probability density functions,
both marginals and conditionals, necessaries to calculate some measures of information
transfer, are estimated.
The performance of the method using numerically simulated data and real signals is
exposed.
1 Introduction
The estimation of directionality of coupling between electrocardiographic and respi-
ratory signals[1] may help to decide on which system exerts control allowing a more
efficient medication; determination of the causal relations between shares of stock, to
select which one to monitor, in order to make decisions to buy or sell; the detection of
the elements that control the evolution of the others in a complex network, allows to
estimate its robustness and simplifies the control problem by reducing the number of
sites on which to take control actions[2]; these are some of the situations where it is
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useful to estimate how a subsystem sends and receives information from another in a
complex system.
From a more general perspective, the estimation of the extent to which a component
contributes to the production of information system and the rate at which it is shared
with the rest of the components, can provide important information about its structure.
For this reason, detecting the transfer of information and its directionality is a subject
of great interest due to the variety of practical applications, in areas ranging from
physics to marketing.
Since Wiener[3] proposed that an improvement of the prediction of the future of a
time series x, by the incorporation of information from the past of a second time series
y, can be seen as an indicator of a causal interaction from y to x, an operational way
to implement these ideas was proposed by Granger [4] and a further formalization of
the strategy by Schreiber [5]; the problem of the estimation of a cause-effect relation
between elements of a complex system, have been addressed under many different
points of views. From deterministic [6, 7, 8, 35, 10] to probabilistic [5, 11, 12] modeling
schemes have been proposed and the problem has been named as detection of causality
[7, 8] or directionality of the coupling estimation [6, 10, 11, 12] or detection of direct
links [13], among others.
In this work we propose to estimate the transmission of information between ele-
ments of complex systems, using the formal probabilistic scheme proposed by Schreiber
in [5], but approximating the probability density functions (PDF) involved, by using
a k-nearest neighbors approach. In this case, the neighborhood, to any point, is used
in a deterministic nonlinear local model to estimate the conditional PDF’s and in a
density estimator to approximate the marginals PDF’s associated with the data. This
strategy, although it is also based on the determination of the k nearest neighbors, is
conceptually simpler than the strategy presented in [14] and has the advantage that
the estimate can be made using only the nearest neighbor, which in principle makes it
computationally less expensive.
The use of deterministic models for the further determination of the information
transfer, is expected to offer an interesting relationship between the strategies based
on probabilistic and deterministic models, as well as between the parametric and non-
parametric schemes.
In order to show the usefulness of the scheme, the work is organized as follows:
section 1 is devoted to present the idea behind of the information transfer and section 2
gives a methodology to estimate the conditional PDF’s involved in information transfer,
using local approaches. In section 3 we combine these ideas, into the approach of
Schreiber [5], to estimate the information transfer in the case of numerically simulated
and real signals. Finally in section 4, we give some concluding remarks.
2 Information transfer
There are many tools to estimate the information transfer in time series, see for example
[15] and references therein. Nevertheless an attempt to classify them in few categories
require a titanic effort, among other reasons, because of the unclear relations between
them. However, most popular time series tools appear to fall into one of two broad
classes, model-based strategies and parameter-free strategies or model-free strategies.
The representative of the first class is an approach called Granger Causality [4]
and the other class is represented by a scheme based on information theory, entropy
transfer, proposed by Schreiber in [5].
In Granger’s method, causality could be tested by measuring the ability to predict,
using a linear model, the future values of a time series using prior values of another
time series.
Using this scheme in the case of nonlinear subsystems can leads to erroneous con-
clusions. This problem is addressed in [16] where a nonlinear model is performed using
radial basis functions. Despite this, the scheme still has the weakness of being a static
measure.
In the case of parameter-free methods, the usual strategy to quantify the superim-
posing of information contained in interacting subsystems is the mutual information.
Unfortunately this is a symmetrical and static measure, so that does not give a sense
of direction or temporal evolution of information in the system. A strategy which
overcomes the two previously mentioned weaknesses is proposed in [5] to estimate the
transmission of information based on observations of the time series associated with
the system elements and information theory [17].
In [5], Schreiber proposes a measure of transfer of entropy which represents a rig-
orous derivation of Wiener causal measure and shares some of the desired properties,
to represent transfer of information, with Mutual Information but takes into account
the dynamics of the system.
This measure, with minimal assumptions about the dynamics of the system and
the nature of the coupling, is able to quantify the exchange of information between two
systems x and y as follows:
Ix→y =
∑
yn+1,xn,yn
p(yn+1, yn, xn) log2
(
p(yn+1|yn, xn)
p(yn+1|yn)
)
Iy→x =
∑
xn+1,xn,yn
p(xn+1, xn, yn) log2
(
p(xn+1|xn, yn)
p(xn+1|xn)
)
(1)
and it may be thought [18] as a conditional mutual information.
Where p(·, ·) and p(·|·) are the joint and conditional probabilities of occurrence of
the state or system. Determining the flow of information given by (1) requires the
calculation of probability densities associated with transitions between states of each
subsystem, and in this case of a brute-force estimation, requires a coarse graining of
the time series associated to both subsystems. This represents a large computational
cost that increases considerably when these probabilities should be calculated for all
pairs of elements of a large extended system.
3 Probability densities and local modeling
According to Wiener’s idea, if the improvement in prediction can be associated with a
reduction in uncertainty, it is natural that a measure of causality can be represented
in terms of information theory concepts. However, the determination of causal rela-
tionships or information transfer, may also be represented in terms of deterministic
models.
To show the feasibility of the idea, we start by representing the joint probabilities,
in the entropy transfer definition (1), in terms of conditional and marginal probability
densities using: p(x, y, z) = p(x|y, z)p(y|z)p(z), for later, we propose a strategy to esti-
mate both, the conditional densities probabilities and marginal densities probabilities,
using local nonlinear modeling of the dynamical system [19, 20, 21] and nonparametric
method to estimate marginals densities functions [22] respectively.
Inspired in [23], we propose to estimate the conditional probabilities densities
p(xn+1|xn), p(xn+1|xn, yn), p(xn+1|yn) and p(yn+1|yn), p(yn+1|yn, xn), p(yn+1|xn)
associated to the appearance of states xn+1 and yn+1, given some of the predecessors
states of both subsystems, using the quality of predictions made from a deterministic
model. Specifically, we base the approach in the estimation of the nearest neighbors
of xn and yn. The marginal probability density functions, p(xn) and p(yn), can be
approached using the same strategy.
In order to do this, we start by constructing a Cumulative Distribution Function
to derive from it the necessary probability densities. This function is, by definition, a
real-valued and strictly increasing function of a random variable X, usually represented
as:
FX(x) = P (X ≤ x), (2)
where the right-hand side is the probability that, the random variable X takes on a
value less than or equal to x. The probability that x lies in the semi-closed interval
(a, b], where a < b, is therefore
P (a < X ≤ b) = FX(b)− FX(a). (3)
The Cumulative Density Function of a continuous random variable X can be ex-
pressed as the integral of its probability density function pX(x) as follows:
FX(x) =
∫ x
−∞
pX(t) dt. (4)
Similarly, for the case of Cumulative Conditional Distribution Function:
FXY (y|x) =
∫ y
−∞
pXY (y|x) dy. (5)
Thus, the conditional probability density (CPD) function can be obtained as:
pXY (y|x) = ∂F (y|x)
∂y
(6)
If we chose the Cumulative Conditional Distribution Function in (6) as a sigmoid
function, S(u) = 1/1 + e−ru, with u = f(x)− y, as in [23]:
F (y|x) = S(f(x)− y) (7)
where f is a model for the system, constructed from the data; then we can distinguish
between two extremes for distribution: one strictly deterministic, i.e. without errors,
where r →∞ and F is given by:
F (y|x) = θ(f(x)− y), (8)
with θ the Heaviside function, or a probabilistic approach, where the parameter r <∞.
Here r is, in some sense, a measure of the randomness of the process X.
It is clear, from equations (6) and (8), that if we have an approximation of the
dynamic rule that governs the evolution of the system, then it is possible to construct
an adequate cumulative distribution function, that allows to estimate the probability
densities, necessary to calculate the transfer of information. In this case we propose
to chose the parameter r, in the sigmoid function, proportional to 1/σ, where σ is
the standard deviation of the modeling errors, since the slope of the transition of the
sigmoid function determines the width of the distribution associated with it.
At this point, we can summarize the presentation into two main ideas: the Schreiber’s
information transfer, and some other estimators, can be written in terms of CPD’s and
the CPD’s can be estimated using deterministic models of the rule generating the data.
The remainder of the section, is intended to implement these models and show how they
can be incorporated into an estimator of information transfer, with a computational
cost similar to the determination of the k-nearest neighbors, with k = 1.
Let us suppose that we have a series of values of the states of a dynamical system
{xi}Ni=1, with xi ∈ Rd, obtained either by measuring the d components of system’s
state at regular time intervals or by reconstructing the state space by using the Takens
theorem[24], from partial information about the states.
In our approach the dynamical rule is estimated using a local approximation for f .
This approach can be presented algorithmically as:
i. Given the i-th data value xi, with i = 1, 2, · · · , N .
ii. Determine the set of the m nearest states ({xvij}
m
j=1), to the state i in the Eu-
clidean metric, sorted in ascendant order with the distance from xi. Here v
i
j ,
the label of the j-th neighbor of the i-th data value, is an integer in the interval
[1, N − 1].
iii. The approximation is obtained by Taylor expanding f to first order, around of
the nearest neighbor xvi1
, to obtain:
xi+1 ≈ f(xvi1) +Df(xvi1)(xi − xvi1) (9)
where, Df(xvi1
) is the Jacobian matrix of f .
iv. Finally, in zero order, the evolution of the system is approximated by the evolution
of the nearest neighbor, i.e., xi+1 ≈ xvi1+1. For a first order approximation it is
necessary to calculate Df(xvi1
).
The marginal probabilities densities functions p(x) y p(y), can be estimated using
the k-th nearest neighbor density estimator[22]:
p(xi) =
k
N ||x− xvik ||
. (10)
To illustrate graphically the methodology to estimate the probability densities,
Figure 1 shows conditional and marginal probability density functions, for N = 500
data points of the skew tent map with a = 0.65,
fa(xi) =
{ xi
a 0 ≤ x ≤ a
1−xi
1−a a < x ≤ 1
, (11)
Thus, for zero order approach of the dynamical rule f in (11) and using the equations
(6) and (8), the CPD function is given by:
p(xi+1|xi) = re
−r(x
vi1+1
−x1+1)[
1 + e
−r(x
vi1+1
−xi+1)]2 (12)
Figure 1, illustrates the above mentioned ideas and gives a graphical insight of how
the proposed strategy associates the modeling errors with CPD’s.
4 Results
In order to show the performance of our strategy, we estimate the information transfer
in the case of signals from a numerical simulation and real data.
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Figure 1: Left: CPD function. Doted line shows, as an example, the probability of the
occurrence of all values given the occurrence of the value 0.2. Right: Marginal probability
density function. The solid line represents the local estimation and the doted one represents
a histogram of the data. Both PDFs are estimated using 500 data points of the skew tent
map with parameter a = 0.65 and k = 1.
4.1 Numerical simulations
The data associated with the numerical simulations correspond to two coupled skew
tent maps in chaotic regime, connected by a nonlinear and bidirectional coupling func-
tion as in [25] and the Chuas’s system[26] the first case provides a controlled experiment
where the directionality of the transfer of information is known, which allows a per-
formance testing strategy; the second example will allow to compare the performance
of the strategy using numerically simulated data with the results for the same system
but in the case of real data.
4.1.1 Coupled chaotic maps
Here, two chaotic tent maps (11) with parameter a = 0.5, are coupled according to:
xn+1 = f(xn + (yn − xn))
yn+1 = f(yn + µ(xn − yn)) (13)
where the parameters  and µ define the intensity of the coupling. The transmission of
information, in this case, can be associated to the synchronization of the trajectories
of the systems [27]. Being understood by synchronization, the coincidence between the
states of the subsystems once sufficient time has elapsed. Figure 2 shows synchroniza-
tion error and information transfer between the coupled maps (13) as a function of the
coupling parameters. It is worth to note as the flat zone, in the information transfer
surface, coincide with the synchronization zone, as suggested by Bollt in [27].
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Figure 2: Left: Synchronization error |xN − yN | as a function of the coupling parameters.
Right: Information Transfer between the elements of the systems (13), estimated using 500
data points.
4.1.2 Chua’s system
The Chua’s system is a well-known chaotic system, representing a RLC circuit with
one or more nonlinear elements. The easy construction of the circuit has made it an
ubiquitous real-world example of a chaotic system.
dVC1
dt
= α[VC2 − VC1 − g(VC1)]
RC2
dVC2
dt
= VC1 − VC2 +RiL
diL
dt
= −βVC2 (14)
where g(VC1), is the usual piece-wise linear function representing the Chua’s diode and
all parameters are chosen as in [28].
Let us rename the elements of the circuits indexing them as C1 → 1, C2 → 2 y
L → 3 and define the net flow of information associated to each component of the
circuit, as the difference among the sum of the information transfer between it and
the rest of the elements and the sum of the information transfer from the rest of the
elements to it, as:
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Figure 3: Information transfer between all pairs formed with signals VC1 , VC2 and iL. The
data is obtained by numerical integration of the system (14) using a Runge-Kutta of 4-th
order. Here we chose the parameter r as two times the standard deviation of the modeling
errors at dimension three.
Ti =
3∑
j=1
Ii→j − Ij→i. (15)
The evaluation of these quantities, see Figure 3, produces: T1 = −0.5684, T2 =
1.6476, T3 = −1.0792. This is consistent with some results about the control of Chua’s
circuit [28, 29, 30]. Here the authors prove that Chua’s system can be controlled by
using a linear feedback controller and say that their numerical simulations show that
simplest control can be achieved by perturbing only VC2 .
4.2 Real data
4.2.1 Chua’s circuit
In this case, an experimental implementation of the Chua’s circuit was done, using
operational amplifiers to simulate the Chua’s diode and the inductor L[31, 32]. The
current in the inductor was obtained by an indirect measure and the data, sampled
with rate of 5ms, is shown in the left side of Figure 4.
The right side of Figure 4 shows the information transfer estimated as explained
before for all pairs formed with signals VC1 , VC2 and iL.
In this case, T1 = −0.268914, T2 = 1.39525 and T3 = −1.09931, which is consistent
with the results obtained previously for the numerical simulation of this system.
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Figure 4: Left: VC1 vs VC2 , for 1024 experimental data points from Chua’s circuit. Right:
Information transfer between all pairs formed with signals VC1 , VC2 and iL. Here we chose
the parameter r as two times the standard deviation of the modeling errors at dimension
three and the number of neighbors k = 1, but the numerical experiments suggests that the
results are not strongly dependent of this choice.
4.2.2 Physiological signals
This experimental data correspond to time series taken from the Massachusetts General
Hospital/Marquette Foundation (MGH/MF) Waveform Database in https://www.physionet.org/pn3/mghdb/
[34]. From there, the series mgh003, mgh005, mgh006, mgh087, mgh097, mgh148,
mgh160, mgh183, mgh190 and mgh202, corresponding to electrocardiographic and
blood pressure signals measured simultaneously, in patients in intensive care, were se-
lected. To estimate the information transfer between both systems, 10000 data points
from each pair of series were used. In all cases a greater transfer of information
from arterial pressure or baro-reflex (br) system to the electro-cardiac (ec) system,
T = (Ibr→ec − Iec→br)/(Ibr→ec + Iec→br), as obtained in [35].
5 Final remarks
Three aspects should be highlighted, regarding the performance of the proposed strat-
egy, first, but not the most important, is referred to the low computational cost asso-
ciated with the determination of the first nearest neighbors compared, at least, to the
cost to estimate CPD’s using coarse graining or calculating correlation integrals as in
[5, 33]. Second, we must note that in the face of the results using experimental data,
the estimation of the transfer of information based on nearest neighbors appears to
be robust to the presence of moderate noise, given the consistency with the results in
references [28, 29, 30]. Although a more detailed study of these aspects it is needed to
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Figure 5: Information transfer between pairs formed with electrocardiographic and blood
pressure signals measured simultaneously. In this case T represent the information transfer
from the baro-reflex system to the cardiac system.
be conclusive, it is out of the scope of the present work and is subject of our current
research.
Finally, we emphasize that, although one of the advantages of Schreiber’s estimator
is that it is independent of models, and with this proposal, it will become a dependent-
model scheme, nevertheless we believe that the establishment of a relationship between
an useful probabilistic definition of information transfer and deterministic modeling,
may be a practical idea in the development of methodologies to determine causal
relationship between subsystems of complex systems or contribute in the design of
control schemes for extended systems.
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