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In this paper, we extend the standard formalism of quantum mechanics to a quantum theory
for a total system including one internal measuring apparatus. The internality of the measuring
apparatus implies that different decomposition of a given density operator for the internal measuring
apparatus into mixture of pure states may have different physical implications. We use ‘specified
mixed-state description’ to call a density operator with a specified decomposition into mixture of pure
states. The proposed theory has three basic assumptions, which roughly speaking have the following
contents: (i) Physical states of the total system can be associated with vectors in the total Hilbert
space; (ii) the dynamical evolution of a state vector obeys Schro¨dinger equation; and (iii) under a
principle of compatible description and certain non-transition condition, a pure-vector description of
the total system may imply the existence of certain specified mixed-state description. The principle
of compatible description states that different mathematical descriptions for the same physical state
of the total system must give consistent predictions for results of measurements performed by the
internal measuring apparatus. This principle imposes a restriction to vectors in the Hilbert space
and this may effectively break the time-reversal symmetry of Schro¨dinger equation.
PACS numbers: 03.65.Ta; 03.65.-w; 03.65.Yz
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I. INTRODUCTION
A. Motivations
The standard formalism of quantum mechanics [1],
which has passed all experimental tests ever performed,
is basically a theory for an external observer; it gives
predictions for measurements performed by an external
measuring apparatus. A topic that has received extensive
attention since the establishment of the formalism, with
lots of controversy, is the possibility of extending it to
a quantum theory for an isolated, total system (like the
universe) described by an internal observer. To achieve
this goal, the major difficulty comes from treatment of
the measuring apparatus, which is now a part of the to-
tal system. This difficulty is related to the so-called mea-
surement problem, concerning the relationship between
Schro¨dinger evolution and definite outcomes of measure-
ments.
The above mentioned problem is of interest not only for
pure theoretical reasons, but also for a practical reason,
concerning designation of small measuring apparatus. In
recent years, significant progresses have been achieved in
technology, such that it is now a commonplace in labs
to observe small systems at the mesoscopic scale, even
at the microscopic scale. In principle, it is possible to
design a measuring apparatus, whose essential part is of
the microscopic scale. A challenging task is to know the
condition under which a small quantum system may pos-
sess some definite properties. Our intuition obtained in
the macroscopic world is not so helpful for this purpose.
Lots of efforts have been seen in the attempt of solv-
ing the above mentioned problem (see, e.g., reviews
given in Refs. [2–4]), most under the name of interpre-
tation of quantum mechanics, for example, various ver-
sions of Everett’s relative-state interpretation (RSI) [5–
7], consistent-histories interpretations (CHI) [8–16]) first
proposed by Griffiths [8], De Broglie’s pilot wave the-
ory [17] and Bohmian mechanics [18, 19], and dynamical-
reduction models [20–25].
There existing so many theories, what is the reason
for us to intend to develop another one? Besides the fact
that there is no commonly-accepted solution to the mea-
surement problem yet, one major motivation is that the
peculiarity of the internality of the measuring apparatus
has not been fully revealed, which should be a key point
in solving the measurement problem.
Another major motivation is as follows. Since
Schro¨dinger equation has passed all experimental tests
ever performed, it is reasonable to take this equation as
a basic dynamic law [26], as done in RSI and effectively
so in CHI [16]. Although both RSI and CHI supply quite
general frameworks for quantum descriptions, neither of
them gives a concrete condition, under which a consid-
ered subsystem may have a definite property (see Ap-
pendix A). To find such a concrete condition is a main
motivation of this paper.
For the simplicity in discussion, in this paper, we focus
on the case that the total system has one internal ob-
server only [27]. Since measuring apparatuses that can
be controlled by one observer can always be regarded as
forming a big measuring apparatus, without the loss of
generality, we assume that there exists only one internal
measuring apparatus. Further, we assume that one does
not need to give the internal observer a special position
at the fundamental level of the theory, thus, the internal
observer may be regarded as a part of the environment
of the internal measuring apparatus.
B. A clue suggested by the internality of the
measuring apparatus
There exists a basic rule in physics, namely, two math-
ematical descriptions for a physical system can be re-
garded as describing the same physical state of the sys-
tem, if they, as well as their time evolutions determined
by the dynamical law, always give compatible predictions
for all measurable quantities. This rule implies some sig-
nificant difference between a quantum theory for a total
system including a unique measuring apparatus and the
usual quantum mechanics for an external observer. As to
be discussed below, this is closely related to the difference
in measurable quantities considered in the two theories.
In the usual quantum mechanics, measurable quanti-
ties are the expectation values of observables of measured
systems. Here, as well known, different decompositions
of a given density operator for a measured system into
mixtures of pure states give the same predictions for the
expectation values of observables. According to the rule
mentioned above, these mixtures of pure states describe
the same physical state of the system. Thus, a density
operator has an unambiguous physical meaning, usually
called a mixed state of the measured system.
On the other hand, for a total system including a
unique internal measuring apparatus, the basic measur-
able quantities are given by definite properties of the
measuring apparatus, which can be recorded as mea-
surement outcomes. This feature of measurable quantity
leads to two properties of the theory, which are signifi-
cantly different from those in the usual quantum mechan-
ics. First, as to be discussed in detail in Sec.IVA, this
implies that a density operator for the measuring appa-
ratus does not have an unambiguous physical meaning,
because different ways of its decomposition into mixtures
of pure states may give different predictions for mea-
surement outcomes. Therefore, to have a clear physical
meaning, the way of its decomposition into mixture of
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FIG. 1: Schematic plot for a strategy of solving the measure-
ment problem for a total system including one internal mea-
suring apparatus. It starts from the internality of the measur-
ing apparatus (A), which opens the possibility for a physical
state of the total system to have both a pure-vector descrip-
tion and a specified mixed-state description at the same time
(B). The specified mixed-state descriptions may be used to
predict some definite properties of some subsystem (C), which
may give measurement records (D). With the help of the pre-
dicted measurement records, one may check the physical con-
sistency of the multi-descriptions given by the assumption
in part B (F), by making use of the principle of compatible
description (E). In the case that the consistency-checking is
passed, the considered subsystem may be used as an essential
part of a measuring apparatus (G). This imposes a restriction
to the initial condition (H), i.e., the assumption in part B is
applicable only for those initial conditions that may pass the
consistency-checking.
pure states should be specified, which we call a specified
mixed-state description.
Second, as to be shown in detail in Secs.IV and V, due
to the internality and the uniqueness of the measuring
apparatus, when appropriate conditions are satisfied, it
is possible for a same physical state of the total system
to have at the same time both a pure-vector description
and a specified mixed-state description. This suggests
a way of solving the measurement problem, by relating
a pure-vector description of the total system to a speci-
fied mixed-state description, where each pure state in the
mixture predicts certain definite property of the measur-
ing apparatus.
C. Structure of the paper
In Sec.II, following in the usual quantum mechanics,
we give the first two basic assumptions in the proposed
theory, namely, the Hilbert space as the state space and
Schro¨dinger equation as the dynamic law. In Sec.III,
we analyze properties of the internal measuring appara-
tus. The third basic assumption is introduced in Sec.IV,
making use of results given in Sec.III. In doing this, we
introduce a principle of compatible description, stating
that two mathematical descriptions for the same physi-
cal state of the total system must give consistent predic-
tions for measurement results. Basically, the third basic
assumption states that, subject to the principle of com-
patible description, when certain condition is satisfied,
a pure-vector description of the total system may imply
the existence of certain specified mixed-state description.
In Sec. V, we discuss a branching picture of time evo-
lution, which is implied by the third basic assumption,
and derive a mathematical expression for the principle of
compatible description.
The above discussed strategy of developing the theory
is schematically plotted in Fig. 1. If an initial condition
can not pass the consistency-checking given by the princi-
ple of compatible description, then, this initial condition
can not describe a physical state of the total system with
a chosen subsystem taken as the internal measuring ap-
paratus.
Then, we use the proposed theory to discuss various
topics. In Sec.VI, we discuss a general measurement pro-
cess and show that POVMmeasurements can be obtained
when measurement schemes are appropriately designed.
Sections VII and VIII are devoted to some applications
of the proposed theory. In Sec. VII, we show that it
is relatively easy for an isolatable system (for example,
the center-of-mass degrees of freedom of a system) to
keep coherence. Another application is given in Sec.VIII,
showing irreversible features of some processes. The ir-
reversibility comes from the restriction imposed by the
principle of compatible description to the initial condi-
tion, which may effectively break the time-reversal sym-
metry of Schro¨dinger equation for some processes. Fi-
nally, discussions and conclusions are given in Sec.IX. In
particular, we discuss the main similarities and differ-
ences between the proposed theory and the CHI and the
many-worlds interpretations of quantum mechanics.
II. THE FIRST AND SECOND BASIC
ASSUMPTIONS
In this paper, we consider an isolated, total system,
which is composed of a system R and its environment
denoted by E , where the system R is to be used as the
unique measuring apparatus. As mentioned in the sec-
tion of introduction, we follow the usual quantum me-
chanics for the first two basic assumptions. The first one
is about the state space.
• Postulate of Hilbert space (HS): Each physical
state of an isolated system, which is described by an
internal observer, can be associated with a vector
in the total Hilbert space H .
We use HR, HE , and H to denote the Hilbert spaces
corresponding to the system R, its environment E , and
4the total systemR+E , respectively, with H = HR⊗HE .
We remark that extension of the Hilbert space considered
in the usual quantum mechanics, which is for descriptions
given by an external observer, to the total Hilbert space
H is a non-trivial extension.
To avoid some ambiguity and difficulty met in a Hilbert
space with infinite dimension, in this paper, we consider
Hilbert spaces with finite dimensions. But, there is no
restriction to the dimensions of the considered Hilbert
spaces and our discussions will not rely on the exact val-
ues of their dimensions. This implies that these dimen-
sions can be as large as one would like them to be, hence,
discussions to be given below are also valid when the di-
mensions approach infinity.
The second basic assumption is about the dynamical
law.
• Postulate of Schro¨dinger equation (SE): The
time evolution of a vector description |Ψ(t)〉 of a
physical state of the total system R + E obeys
Schro¨dinger equation,
i~
∂
∂t
|Ψ(t)〉 = H |Ψ(t)〉. (1)
Here, we use H to denote the Hamiltonian of the total
system R+ E ,
H = HR +HE +HI , (2)
where HR and HE are the Hamiltonians of R and E ,
respectively, and HI indicates the interaction between R
and E . We use U(t, t0) to denote the unitary evolution
operator,
|Ψ(t)〉 = U(t, t0)|Ψ(t0)〉. (3)
In the case of a time-independent Hamiltonian, U(t, t0) =
e−iH(t−t0)/~.
III. R-OBSERVABLES OF INTERNAL
MEASURING APPARATUS
In this section, we give analysis in properties of the in-
ternal measuring apparatus R, which will be useful when
introducing the third basic assumption in the next sec-
tion.
A. Definite property of measuring apparatus
expressed in the Hilbert space
According to our experiences obtained in labs, the
main feature of a measuring apparatus is that, when cer-
tain condition is satisfied, the apparatus may possess a
definite property, which can be recorded as a measure-
ment outcome. The recordability of the definite prop-
erty implies that it can be labeled by a quantity taking
discrete values, which we denote by µ in what follows. In-
deed, one can never record a continuously-varying quan-
tity.
For example, the discrete value could be the digital
number that appears on a screen of an apparatus as the
output of measurement, or the number of ticks of Geiger
counters. More subtle is the position of a pointer of a
measurement apparatus, which in principle may change
continuously. The point here is what we can really record
is not the exact position of the pointer, but is the mark
on the scale closest to the pointer. Obviously, the mark
takes discrete values only.
To describe mathematically the above-discussed prop-
erty labeled by µ, the simplest way is to associate it with
a division of the Hilbert space of R into orthogonal sub-
spaces [1], which we denote by HRµ. The corresponding
projection operators for the subspaces, denoted by Pµ,
satisfy
PµPν = δµνPµ,
∑
µ
Pµ = IR, (4)
where IR is the identity operator in the space HR. Cor-
respondingly, the total Hilbert space is also divided into
a series of subspaces,
Hµ ≡ HRµ ⊗HE . (5)
Obviously, Pµ⊗IE is the projection operator for the sub-
space Hµ, where IE is the identity operator in HE . For
brevity, without the risk of confusion, we also use Pµ to
indicate Pµ⊗ IE in what follows. Related to a set of pro-
jection operators Pµ, we introduce an observable A{µ}
for the system R,
A{µ} =
∑
µ
µPµ, (6)
and call it a R-observable of the system R.
B. R-observable
In this section, we discuss properties a R-observable
should have, then, give an explicit definition for this con-
cept. For this purpose, we employ the following method.
That is, in principle, we may imagine the existence of an
external observer possessing an external measuring appa-
ratus, who has no interaction with the composite system
R + E , such that R + E is still isolated. Temporarily,
we assume that some part of the standard formalism of
quantum mechanics can be used by the imaginary exter-
nal observer to give predictions for the composite system
R+ E . For the consistency of the results to be obtained,
later (in Sec.VE), we’ll show that the temporary assump-
tion can be derived from the third basic assumption to
be proposed, when the imaginary external observer is
regarded as a part of a big system which also includes
R+ E .
Specifically, we make the following temporary assump-
tion for the imaginary external observer, denoted by AT.
5• AT. The imaginary external observer may use the
axiom of measurement in the standard formalism of
quantum mechanics to predict results of measure-
ments for a R-observable of R, when the internal
observer predicts that the system R has a definite
property related to this R-observable.
We assume that the imaginary external observer may also
use the pure-vector description |Ψ(t)〉, like the internal
observer, to describe the state of R + E . In principle,
the imaginary external observer may communicate with
the internal observer, such that they may compare their
measurement results, therefore, the two observers must
give compatible predictions for definite properties of the
internal measuring apparatus R.
In view of the imaginary external observer, all measur-
able properties of the system R can be computed from
the reduced density matrix ρreR (t) = TrE |Ψ(t)〉〈Ψ(t)|.
Suppose, in view of the internal observer, the system
R has a definite value of µ with certain probability
within some time period. Then, for the consistency of
the descriptions given by the two observers, ρreR (t) must
be block-diagonal with respect to the subspaces HRµ,
namely, PµρreR (t)Pν ∝ δµν for the same time period. This
property of the reduced density matrix is usually referred
to as decoherence induced by environment [2, 4, 28–30].
More exactly, the consistency of the two descriptions
discussed above requires that PµρreR (t)Pν .= 0 for µ 6=
ν. Here, A
.
= B means |A − B| ≤ ǫx (or ‖A − B‖ ≤
ǫx, or the like), where ǫx ≥ 0 is a small quantity such
that its difference from zero generates no effect that may
be tested by experiments. Thus, from the viewpoint of
experimental test, A
.
= B is effectively equivalent to A =
B [31].
According to our experiences obtained in labs, the ex-
istence of a definite property (not its concrete values) of a
measuring apparatus has certain type of initial-condition
independence. Here, we should be careful due to the
time-reversal symmetry of Schro¨dinger equation, which
implies that decoherence can not happen within a finite
time period for all initial conditions. Since increasing
of off-diagonal elements of the reduced density matrix is
usually related to some coherence possessed by the ini-
tial vector, in order to determine R-observable, we may
consider initially-uncorrelated states, which are described
by direct products of vectors in the Hilbert spaces of
R and E , respectively, namely, |Ψ(0)〉 = |ψR0 〉|φE0 〉 with
|ψR0 〉 ∈ HR and |φE0 〉 ∈ HE [32]. In fact, this is the
type of initial condition often considered in decoherence
theory.
Summarizing the above discussions and using CD to
denote a (to be determined) condition under which a def-
inite property ofR may appear, we propose the following
definition for R-observable.
• A R-observable of R corresponds to an operator
A{µ} satisfying the following requirement: For all
initial vectors of product form, |Ψ(0)〉 = |ψR0 〉|φE0 〉,
there exists a decoherence time τd, such that if the
condition CD is satisfied for a time period T =
[0, T ] with T > τd, then, for t ∈ (τd, T ],
PµρreR (t)Pν .= 0, ∀µ 6= ν. (7)
The decoherence time τd is usually a function of the val-
ues of µ of relevance, hence, may be written as τd({µ}).
Some remarks: Here, the decoherence time τd is de-
fined by the requirement ‖PµρreR (t)Pν‖ < ǫx. It is not
exactly the same as the decoherence time τud usually dis-
cussed, which is defined by a decay to 1/e of the initial
value. It is easy to verify the relation τd ∼ −τud ln ǫx.
Furthermore, the requirement of Eq.(7) holding for all
initial product vectors implies that the existence of a R-
observable is independent of the concrete status of the
environment under the specified condition. In this sense,
a R-observable can be regarded as a system’s “own” prop-
erty.
C. Fine and coarse-grained R-observables
First, we show that coarse-graining of a R-observable
gives a new R-observable. To define a coarse-graining
of a R-observable A{µ}, we arrange the labelling µ into
groups labelled by η, such that each µ belongs to one
and only one group η. Then, we define coarse-grained
projection operators Pη as
Pη =
∑
µ∈η
Pµ, (8)
which gives a coarse-grained observable A{η},
A{η} =
∑
η
ηPη. (9)
It is easy to verify that, if Eq. (7) is satisfied by the pro-
jection operators Pµ, it is also satisfied by the coarse-
grained projection operators Pη. Hence, the coarse-
grained observable A{η} is also a R-observable. If a R-
observable is a coarse-graining of another one, we say
that the latter is finer than the former.
Next, we show that from each two R-observables of R,
a finer R-observable may be constructed. In the study
of R-observables of R, we consider a fixed set of re-
duced density matrices ρreR (t), namely, those for times
t ∈ (τd, T ] obtained from initial product vectors at t = 0.
We use Sre to denote this set of reduced density matrices.
According to the definition of R-observable, each matrix
ρ in the set Sre is block-diagonal with respect to Pµ and
has the following expression,
ρ
.
=
∑
µ
PµρPµ ∀ ρ ∈ Sre. (10)
The block-diagonal form of ρ implies that
Pµρ .= ρPµ. (11)
6We use |i〉 to denote normalized eigenstates of a matrix
ρ0 ∈ Sre, which has a non-degenerate spectrum r0i , with
ρ0|i〉 = r0i |i〉. (When such a matrix does not exist in
Sre, we use |i〉 to denote eigenstates of a linear combina-
tion of some matrices in Sre, which has a non-degenerate
spectrum.) Equation (11) for ρ0 shows that |i〉 are also
eigenstates of Pµ. Therefore, each Pµ can be constructed
by some vectors |i〉, namely, for some set of |i〉, denoted
by qµ,
Pµ =
∑
i∈qµ
|i〉〈i|. (12)
Suppose there is another R-observable of R, denoted
by A{ξ}. Each projection operator Pξ has also an expres-
sion like Eq.(12), but for a set qξ of |i〉. It is easy to see
that
PµPξ =
∑
i∈qµ∩qξ
|i〉〈i|. (13)
Hence, PµPξ are also projection operators. They give a
complete set of projection operators, which we denote by
{Pχ}. Thus, each Pχ is the ‘overlap’ of some projection
operators Pµ and Pξ, in short, Pχ = Pµ
⋂Pξ. This im-
plies that each projection operator Pµ is a coarse-graining
of some operators Pχ (including the possibility that it is
one of Pχ). Therefore, the set {Pµ} is either {Pχ} or
its coarse-graining and similar for {Pξ}, as a result, both
A{µ} and A{ξ} are either A{χ} (given by {Pχ}) or its
coarse-graining.
Now, we show that A{χ} is also a R-observable. In fact,
multiplying Eq.(11) by Pξ from the right and making use
of the same equation for Pξ, it is ready to obtain
PµPξρ = ρPµPξ ∀ρ ∈ Sre. (14)
Hence, Pχρ = ρPχ for all matrices ρ ∈ Sre. Using this
result, it is straightforward to verify that Eq.(10) holds
for the set {Pχ}, hence, A{χ} is a R-observable of R.
Finally, it is ready to show the existence of a finest
R-observable of R. The above discussions show that,
from each two R-observables, a finer R-observable can be
constructed, unless one of the two is already a coarse-
graining of the other. Since the Hilbert space HR has a
finite dimension, the process of fining must stop at some
stage. Therefore, the system R must have a finest R-
observable, such that all other R-observables are coarse-
graining of the finest one. Below, we use A{µf} to denote
the finest R-observable of R, with projection operators
Pµf .
IV. THE THIRD BASIC ASSUMPTION
In this section, we discuss the third basic assumption.
The introduction of this assumption will be based on
some implications of in the uniqueness and the inter-
nality of the measuring apparatus, which we discuss in
Sec.IVA. We expect that some properties of Schro¨dinger
evolution, in particular, decoherence, may be useful when
determining the condition for the internal measuring ap-
paratus to possess some definite properties.
A. Two implications of the internality of the
measuring apparatus
In this section, we continue previous discussions given
in Sec.I B in properties of the measuring apparatus R.
The uniqueness of the internal measuring apparatus R
implies that all measurements are, first of all, measure-
ments performed by the apparatusR on itself, giving def-
inite values of µ. Records of these values of µ constitute
the resource of all experimentally obtainable information.
One important consequence of the uniqueness and the
internality of the measuring apparatus is the ambiguity
in the physical meaning that can be assigned to a density
operator for R. To see this point, let us first consider a
decomposition of a density operator ρ for R into a mix-
ture
∑
pµ|ψµ〉〈ψµ|, with the interpretation that the mea-
suring apparatus R lies in a state |ψµ〉 with a probability
pµ, where |ψµ〉 is a normalized vector in the subspace
HRµ . This decomposition implies that the apparatus R
has a definite value µ of its R-observable A{µ}, hence, a
measurement may be performed by taking record of the
value of µ. Next, we consider another decomposition of
the same density operator, ρ =
∑
pa|φa〉〈φa|, with the
interpretation that R lies in a state |φa〉 with a proba-
bility pa, where no state vector |φa〉 lies in one subspace
HRµ. In this case, the apparatus R does not have any
definite value of µ, hence, no measurement may be per-
formed with respect to the R-observable A{µ}. Clearly,
these two decompositions of ρ give different prediction
for possible outcomes of measurements performed by the
measuring apparatus R.
Therefore, when using a density operator to describe
the internal measuring apparatus, the way in which it
is decomposed into mixture of pure states should be ap-
propriately specified. As mentioned previously, we call
a density operator with a specified decomposition into
mixture of pure states a specified mixed-state description.
One meets a similar situation for the total system, when
the state of the measuring apparatus R is involved.
Another consequence, even more important, is the pos-
sibility for some pure-vector descriptions and some speci-
fied mixed-state descriptions of the measuring apparatus
R to be physically compatible. To illustrate this, let us
consider a pure-state description |ψ〉 = |ψµ1〉+ |ψµ2〉 for
R, where |ψµ1〉 ∈ HRµ1 and |ψµ2〉 ∈ HRµ2 , and a speci-
fied mixed-state description ρ = |ψµ1〉〈ψµ1 |+ |ψµ2〉〈ψµ2 |.
The main difference between the two descriptions lies in
the coherence between |ψµ1〉 and |ψµ2〉 in the descrip-
tion |ψ〉, while there existing no such coherence in the
description ρ.
The point here is that the only way of experimentally
testing the coherence between |ψµ1〉 and |ψµ2〉 in |ψ〉 is
7through measurements performed by R on its own def-
inite properties, meanwhile, a measuring apparatus has
only limited ability in measuring its own properties. In
fact, as known in decoherence theory [2, 4, 28–30], as
far as only properties of R are concerned, under appro-
priate conditions, environmentally-induced decoherence
may sufficiently suppress the coherence between |ψµ1〉
and |ψµ2〉 in |ψ〉. When this happens, the measuring
apparatus R will be unable to test any effect of the co-
herence, as a result, it is possible for the two descriptions
|ψ〉 and ρ to be physically compatible.
The above-discussed relation between |ψ〉 and ρ sug-
gests a way by which definite properties of the measuring
apparatus may be predicted. Namely, a specified mixed-
state description for the total system may be predicted
from a pure-vector description, the latter of which is
given by unitary evolution of an initial vector, accord-
ing to the postulate of SE [33]. In the following two
sections, we’ll follow this idea to propose the third basic
assumption. Moreover, for the consistency of the theory,
one should further consider the physical compatibility of
the time evolutions of the two descriptions and this will
be discussed in detail in Sec.V.
B. Assumption of specified mixed-state description
(MsD)
Based on discussions given in the previous section, we
propose that a major part of the third basic assumption
has the following contents: If certain condition CD, which
has used in the definition of R-observable in Sec.III B, is
satisfied by Schro¨dinger evolution |Ψ(t)〉 for a time period
t ∈ T ≡ [0, T ], then, at the time t = T , the total system
has another (specified mixed-state) description that it
is described by some vector |Ψµ(T )〉 ∈ Hµ with some
probability pµ. The reason of considering a time period
T , but not an instant, is that we expect an important role
played by decoherence, the happening of which needs a
time period.
We first determine the expressions of |Ψµ(T )〉 and pµ.
For this purpose, we employ the method of considering
an imaginary external observer, which has been used in
Sec.III B. According to the temporary assumption AT,
the imaginary external observer predicts that, if a mea-
surement is performed on the observable A{µ}⊗IE , there
is a probability 〈Ψ(T )|Pµ|Ψ(T )〉/〈Ψ(T )|Ψ(T )〉 for a value
µ to come out, meanwhile, the system R + E lies in a
state described by Pµ|Ψ(T )〉. For the consistency be-
tween this prediction of the imaginary external observer
and the prediction of |Ψµ(T )〉 and pµ by the internal ob-
server, we have
|Ψµ(T )〉 = Pµ|Ψ(T )〉‖Pµ|Ψ(T )〉‖ , pµ =
〈Ψ(T )|Pµ|Ψ(T )〉
〈Ψ(T )|Ψ(T )〉 . (15)
Thus, we reach the following assumption of specified
mixed-state description (MsD).
• Assumption of specified MsD: If the total sys-
tem R + E has a description |Ψ(t)〉 within a time
period T = [0, T ], which satisfies a condition CD,
then, at the time T the same physical state of the
total system has another description that it is de-
scribed by |Ψµ(T )〉 with a probability pµ in Eq.(15).
That is, at the time T , in addition to the Schro¨dinger
evolution |Ψ(T )〉, the total system also has the following
specified mixed-state description,
ρ(T ) =
1
〈Ψ(T )|Ψ(T )〉
∑
µ
Pµ|Ψ(T )〉〈Ψ(T )|Pµ. (16)
Now, we discuss the condition CD. According to the
assumption of specified MsD, it is the condition under
which a pure-vector description |Ψ(t)〉 of the total sys-
tem may imply the existence of the specified mixed-state
description ρ(T ) in Eq.(16). We note that, following ar-
guments similar to those given in Sec. III B, Eq.(7) must
hold for |Ψ(T )〉. This requirement can not be fulfilled, if
‖PνHPµ|Ψ(t)〉‖ of ν 6= µ is not negligibly small before
t = T . In fact, if there had been non-negligible transition
among the subspaces Hµ before t = T , usually the inter-
action generates non-negligible elements of PµρreR (T )Pν
for µ 6= ν. Therefore, a necessary part of the condition
CD should be that, for certain time period before t = T ,
there is negligible transition among the subspaces Hµ.
Since Eq. (7) in fact represents a decoherence effect and
it usually takes a decoherence time τd for decoherence
to happen, the above-discussed time period before t =
T should not be shorter than the decoherence time τd.
Therefore, generally, the condition CD requires negligible
transition among the subspacesHµ for a time period T =
[0, T ] with T ≥ τd. Writing the above results explicitly,
we have
1
〈Ψ|Ψ〉1/2 ‖PµU(t, 0)Pµ|Ψ(0)〉‖
.
= 0, ∀µ, t ∈ T , (17)
where Pµ ≡ I − Pµ and T ≥ τd. We call Eq. (17) the
non-transition condition for |Ψ(t)〉 with respect to the
R-observable A{µ}. We do not see any other element
that must be included in the condition CD, therefore, we
assume that
• condition CD = non-transition condition (17).
Satisfaction of the non-transition condition implies that
Pµ|Ψ(t)〉 .= U(t, 0)Pµ|Ψ(0)〉 for t ∈ T .
C. The third basic assumption
As discussed previously, a necessary and sufficient con-
dition for a same physical state of the total system R+E
to have two mathematically different descriptions at the
same time, is that the two descriptions are experimen-
tally compatible with respect to measurement results of
the internal measuring apparatus. This gives the follow-
ing principle.
8• The principle of compatible description: Dif-
ferent mathematical descriptions for the same phys-
ical state of the total system R+ E must give com-
patible predictions for the probabilities for the sys-
tem R to have definite properties.
We call this a principle, because it must be obeyed in all
physical theories.
Now, we are ready to propose the third basic assump-
tion, which completes the basic structure of proposed
theory.
• The third basic assumption: The assumption of
specified MsD is applicable to a state vector of the
total system, subject to the principle of compatible
description.
To put it more explicitly, if applications of the assump-
tion of specified MsD to a vector |Ψ〉, as well as all related
time evolutions, do not lead to confliction with the prin-
ciple of compatible description, then, the assumption of
specified MsD is applicable to this vector.
Below are some remarks and comments. (1) The prin-
ciple of compatible description guarantees the physical
consistency of the theory.
(2) Most of the contents in the assumption of specified
MsD are given based on our experiences obtained in labs
and an appropriate part of the standard formalism of
quantum mechanics. The part lacking such a sound basis
is the assumption that the non-transition condition is
sufficient for the condition CD. Further discussions about
this point will be given in Sec.VF.
(3) The third basic assumption implies an unusual
mathematical structure of the theory, in the sense that
it is composed of two involved parts. On one hand, ap-
plicability of the assumption of specified MsD is subject
to satisfaction of the principle of compatible description.
On the other hand, to know whether the principle of
compatible description is satisfied or not, the assump-
tion of specified MsD must be used to give predictions.
This feature has its origin in the two-fold roles played by
the internal measuring apparatus, namely, it is a part of
the described total system, meanwhile, it is the unique
system that may check the physical consistency of de-
scriptions of the total system.
V. TIME EVOLUTION AND RESTRICTION IN
INITIAL CONDITION
In this section, we discuss properties of time evolu-
tion implied by the third basic assumption, as well as
a restriction in the measuring apparatus and the initial
condition. In order to describe physical processes of the
total system starting from an initial condition |Ψ(t0)〉,
one should first choose a subsystem R, which is expected
to be used as the internal measuring apparatus. Then,
one may study predictions given by the assumption of
specified MsD for the time evolution of this initial con-
dition. In the case that the obtained predictions satisfy
the principle of compatible description, according to the
third basic assumption, the assumption of specified MsD
is applicable to this initial condition with the chosen sub-
system R used as the internal measuring apparatus; oth-
erwise, the chosen subsystem R can not be used as a
measuring apparatus under this initial condition.
A. Time evolution under the non-transition
condition
It would be useful to first give some discussions in
the unitary evolution of the total system, when the
non-transition condition is satisfied. Suppose the non-
transition condition Eq.(17) is satisfied within a time pe-
riod T = [0, T ]. This implies that PµHPµ|Ψ(t)〉 .= 0,
hence,
PµH |Ψ(t)〉 .= PµHPµ|Ψ(t)〉 ∀ µ, t ∈ T . (18)
Then, multiplying Schro¨dinger equation (1) by Pµ from
the left, we get the following equation of motion,
i~
∂
∂t
|Ψµ(t)〉 .= Hµ|Ψµ(t)〉 for t ∈ T , (19)
where |Ψµ(t)〉 = Pµ|Ψ(t)〉 and
Hµ ≡ PµHPµ = PµHRPµ + PµHIPµ +HEPµ, (20)
which is an operator acting in the subspace HRµ ⊗HE .
Equation (19) has the following formal solution,
|Ψµ(t)〉 .= exp (−iHµt/~) |Ψµ(0)〉 for t ∈ T . (21)
The non-transition condition (17) is equivalent to the
relation PµHPµ|Ψ(t)〉 .= 0, hence, is equivalent to
PµHRPµ|Ψ(t)〉 .= −PµHIPµ|Ψ(t)〉 ∀µ, t ∈ T . (22)
The operator PµHRPµ on the left hand side of Eq.(22)
has trivial action in the Hilbert space HE , while the op-
erator PµHIPµ on the right hand side has non-trivial ac-
tion in HE . Hence, generally, for the relation in Eq.(22)
to hold, its two sides must be effectively equal to zero,
that is, for all values of µ and for t ∈ T ,
PµHRPµ|Ψ(t)〉 .= 0, (23)
PµHIPµ|Ψ(t)〉 .= 0. (24)
An important case, in which Eq.(23) is satisfied, is that
PµHRPµ .= 0, or equivalently,
[HR, A{µ}]
.
= 0. (25)
In this case, the subspaces HRµ are effectively eigen-
subspaces of HR and the corresponding definite property
of R is stable as long as the interaction is weak.
9B. Tree structure of branching for time evolution
In this section, we discuss a tree structure formed by
the components of the specified mixed-state descriptions
predicted by the assumption of specified MsD. Let us
consider an initial state of the total system, which is de-
scribed by a normalized vector |Ψ(t0)〉. According to
the postulate of SE, for t > t0, the state vector has
Schro¨dinger evolution, |Ψ(t)〉 = U(t, t0)|Ψ(t0)〉. Sup-
pose the non-transition condition (17) is satisfied for a
R-observable A{µ(1)} within a time interval [τ1, τ˜1], with
τ˜1−τ1 ≥ τd. Then, according the assumption of specified
MsD, for the time t1 = τ1 + τd, besides the pure-vector
description |Ψ(t1)〉, the total system also has the follow-
ing specified mixed-state description [see Eq.(16)],
ρ(t1) =
∑
µ(1)
Pµ(1) |Ψ(t1)〉〈Ψ(t1)|P†µ(1) , (26)
namely, with a probability 〈Ψ(t1)|Pµ(1) |Ψ(t1)〉, the total
system lies in a state described by Pµ(1) |Ψ(t1)〉 and has
a definite value µ(1).
Each component in the above specified mixed-state de-
scription evolves obeying Schro¨dinger equation, hence,
ρ(t) =
∑
µ(1)
|Ψ(µ(1))(t)〉〈Ψ(µ(1))(t)|, for t > t1, (27)
where
|Ψ(µ(1))(t)〉 = U(t, t1)Pµ(1) |Ψ(t1)〉. (28)
For brevity, one may say that the vector |Ψ(t)〉 “splits”
into the components |Ψ(µ(1))(t)〉 at t = t1. This feature
is schematically plotted in Fig. 2.
Note that, although |Ψ(µ(1))(t)〉 ∈ Hµ(1) for t ∈ (t1, τ˜1),
beyond the time τ˜1, it is not necessary for the vector
|Ψ(µ(1))(t)〉 to lie in the subspace Hµ(1) , since the non-
transition condition is not satisfied beyond τ˜1. For this
reason, in the subscript of Ψ we write µ(1) in a pair of
parentheses.
Suppose for a component |Ψ(µ(1))(t)〉 of t > τ˜1, the non-
transition condition (17) is satisfied for a R-observable
A{µ(2)} within a time period [τ2, τ˜2], with τ˜2 − τ2 ≥ τd.
Then, |Ψ(µ(1))(t)〉 may split at the time t2 = τ2 + τd,
giving the following specified mixed-state description ac-
cording to the assumption of specified MsD,
ρ(t) =
∑
µ(2)
|Ψ(µ(1)µ(2))(t)〉〈Ψ(µ(1)µ(2))(t)| for t > t2, (29)
where
|Ψ(µ(1)µ(2))(t)〉 = U(t, t2)Pµ(2) |Ψ(µ(1))(t2)〉〉. (30)
These features are also plotted in Fig. 2, where compo-
nents like |Ψ(µ(1))(t)〉 are indicated by short lines.
Proceeding with the above procedure, with increas-
ing time, splitting of components may happen again and
t1
|
( '
(1)  '
(2) )
(t)>
| ( (1))
(t)>
| ( ' (1) (2))
(t)>
|
(
(1) '(2))
(t)>
| ( (1) (2)
)
(t)>
t2
|
( '
(1) )
(t)>
t
t0
t2
FIG. 2: Schematic plot for the tree structure of time evo-
lution. Each small square represents a splitting point of
a component and each short line with direction represents
Schro¨dinger evolution of a component (branch). Specifically,
the tree plotted in this figure starts from an initial vector
|Ψ(t0)〉, then, evolves unitarily to a time t1 and splits into
components |Ψ(µ(1))(t1)〉. Then, after some period of unitary
evolution, each component (branch) splits at a time t2, giving
a sub-branch |Ψ(µ(1))(µ(2))(t)〉. A series of successive branches
going from left to right form a path. Paths with different val-
ues of µ(1) may have different times t2 and different labeling
µ(2).
again. Since subscripts of Ψ will become even longer, for
brevity, we use α to indicate a sequence of splittings and
call it a path of splitting. Explicitly, we have
α =
(
µα(1)(t
α
1 )→ µα(2)(tα2 )→ . . .→ µα(n)(tαn)
)
(31)
for a path with n splittings. For example, for n = 2 we
have |Ψα(t) = |Ψ(µα
(1)
µα
(2)
)(t)〉. Along a path α, around
the i-th spitting, the non-transition condition (17) is sat-
isfied for a R-observable A{µα
(i)
} within a time period
[ταi , τ˜
α
i ] with τ˜
α
i − ταi ≥ τd; the i-th spitting happens
at the time tαi = τ
α
i + τd.
Before continuing our discussion, it is useful to give
some remarks about the notations used: (1) In the gen-
eral situation here, a superscript α is added to µ, τ , and
t belonging to a path α, since the values of τi, µ(i), and
ti may be different along different paths α. (2) We write
the number i in the subscript of µα(i) within parentheses,
to indicate explicitly that the corresponding projection
operators Pµ at different splitting points i may be dif-
ferent. (3) A path α is in fact a function of the time t,
hence, sometimes we write α(t).
The short lines and small squares in Fig. 2 form a struc-
ture like a tree. For this reason, we call one set of com-
patible splitting points and components, which stem from
the same initial condition, like those shown in Fig. 2, a
tree and denote it by Υ. We call a component in a tree,
represented by a short line in the figure, a branch of the
tree.
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Similar to Eqs. (28) and (30), we get the following
explicit expression for a component at a time t, reached
through a path α,
|Ψα(t)〉 = U(t, tαn)Pµα(n)U(tαn, tαn−1)Pµα(n−1) · · ·U(tαi+1, tαi )Pµα(i)U(tαi , tαi−1) · · ·U(tα2 , tα1 )Pµα(1)U(tα1 , t0)|Ψ(t0)〉. (32)
At the time t, the state of the total system can be de-
scribed by both the vector |Ψ(t)〉 = U(t, t0)|Ψ(t0)〉 and
the following specified mixed-state description,
ρΥ(t) =
∑
α∈Υ
|Ψα(t)〉〈Ψα(t)|. (33)
We remind that the specified mixed-state description in
Eq.(33) has the specific meaning that the total system
lies in a state |Ψα(t)〉, reached through a path α, with
the probability
Pα(t) = 〈Ψα(t)|Ψα(t)〉. (34)
It is easy to verify that∑
α
〈Ψα(t)|Ψα(t)〉 = 1. (35)
Using the relation
∑
µα
(i)
Pµα
(i)
= I for each pair (α, i), it
is easy to verify
|Ψ(t)〉 =
∑
α∈Υ
|Ψα(t)〉. (36)
C. Fine and coarse-grained trees
A splitting of a branch along a path implies a change
in the description of the same physical state of the total
system, but not a physical change of the total system.
In fact, starting from the same initial state |Ψ(t0)〉, there
may exist many trees, because the only requirement for a
branching to happen is satisfaction of the non-transition
condition. For example, the i-th splitting time tαi along
a path α may in fact take any value between ταi + τd and
τ˜αi ; meanwhile, if the non-transition condition is satis-
fied for one R-observable, then, it is also satisfied for a
coarse-graining of the R-observable. Furthermore, since
a branching is just a change of description, when the non-
transition condition is satisfied, one has the freedom of
not choosing the happening of branching.
The above-discussed multiplicity in the tree descrip-
tion is not so strange as it looks like at the first sight,
since there exists coarse-graining relationship among
them. In fact, among the trees starting from the same
initial condition, there exists a finest tree, such that other
trees are its coarse-graining. This is a requirement of the
principle of compatible description.
Let us use Υf to denote a tree description of the total
system starting from the initial condition |Ψ(t0)〉, which
is obtained by taking branch-splitting as fine as possible
whenever a splitting is possible. We use βf to denote the
corresponding paths. Below, we show that this tree Υf
is the finest tree starting from |Ψ(t0)〉.
Let us consider an arbitrarily-chosen tree description
Υ with paths α, which also starts from |Ψ(t0)〉, hence,
describes the same physical state of the total system as
Υf does. Suppose the first branching of Υ happens at a
time t1 for a R-observable A{µ}. Thus, at the time t1,
the total system has the specified mixed-state description
that, with the probability pα(t1) = 〈Ψ(t1)|Pµ|Ψ(t1)〉, it
is described by [see Eq.(26)]
|Ψα(t1)〉 = Pµ|Ψ(t1)〉, (37)
possessing a definite value of µ, where α is just µ in this
case.
Meanwhile, according to the tree Υf , with the proba-
bility 〈Ψβf (t1)|Ψβf (t1)〉, the total system is described by
|Ψβf (t1)〉. A component |Ψβf (t1)〉 is usually an eigenvec-
tor of more than one R-observables and we use A{νβf }
to denote the finest one among these R-observables, with
νβf denoting the corresponding eigenvalue.
The point is to note the following requirement of
the principle of compatible description. That is, if
〈Ψβf (t1)|Ψα(t1)〉 6= 0, then, the two definite values µ and
νβf must be compatible. In terms of projection opera-
tors, this implies that either the projection operator Pµ
is a coarse-graining of some projection operators Pνβf , or
the projection operator Pνβf is a coarse-graining of some
projection operators Pµ. Since, by definition, Υf is ob-
tained by the finest R-observable whenever possible, we
must have the former case. Hence, for each component
|Ψβf (t1)〉 and an arbitrary value µ,
Pµ|Ψβf (t1)〉 = either |Ψβf (t1)〉 or 0. (38)
Substituting Eq. (36) for Υf at the time t1 into the right
hand side of Eq. (37), then, making use of Eq. (38), we
find
|Ψα(t1)〉 =
∑
βf∈gα(t1)
|Ψβf (t1)〉, (39)
where gα(t1) is the set of the paths βf for which the
components |Ψβf (t1)〉 lie in the same subspace Hµ as
|Ψα(t1)〉 does, that is,
gα(t1) = {βf : |Ψβf (t1)〉 ∈ Hµ, |Ψα(t1)〉 ∈ Hµ}. (40)
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For times t between t1 and the next splitting times
t2 of Υ, the tree Υf may have some splitting point(s).
Each of these splitting in Υf can be obtained by inserting
the identity operator expressed as the summation of a
complete set of projection operators [see Eq.(32)], hence,
Eq. (39) is still valid for these times t, with gα(t) defined
accordingly.
To study the influence of a next splitting point of Υ
at t2, we note that for times t ≥ t1, according to the
assumption of specified MsD, the components |Ψα(t)〉 in
the tree Υ are statistically independent. Hence, we can
treat each component |Ψα(t)〉 of t ≥ t1 in the same way
as done above for the whole vector |Ψ(t)〉 of t ≥ 0. Then,
similarly, we get an equation like Eq. (39) for the time(s)
t2, with appropriately defined set(s) gα(t2).
Proceeding with the above procedure, finally, we get
the following result for an arbitrary time t: For each
α(t) ∈ Υ, there exists a corresponding division of the set
{βf (t) ∈ Υf} into subsets gα(t), such that
|Ψα(t)〉 =
∑
βf∈gα(t)
|Ψβf (t)〉
with |Ψβf (t)〉 ∈ Hµ if |Ψα(t)〉 ∈ Hµ. (41)
The sets gα(t) of the paths βf , changing at splitting
points of Υf and Υ, have the following properties,⋃
α
gα(t) = {βf(t)}, gα(t)
⋂
gα′(t) = 0 for α 6= α′. (42)
Equation (41) shows that Υ can be regarded as a coarse-
graining of Υf . Due to the arbitrariness of Υ, Υf is the
finest tree starting from the given initial condition.
Further discussions about the relation between a tree
and its coarse-grained trees will be given in the appendix
B, where it is shown that coarse-graining at a splitting
point may require further change in the following part of
the tree.
D. A consequence of the principle of compatible
description
In this section, we derive a consequence of the principle
of compatible description. Suppose a tree Υ has a path
α, at the end of which the system R has a definite value
µ of a R-observable A{µ} at a time t. It is sometimes
useful to indicate explicitly the dependence of the value
of µ on the path α and we do this by labeling µα. Then,
|Ψα(t)〉 ∈ Hµα . (43)
For a given value of µ, we use sµ to denote the set of
paths α for which µα = µ, i.e., sµ = {α : |Ψα(t)〉 ∈ Hµ}.
The component |Ψα(t)〉 predicts that the system R has
the probability [see Eq.(34)]
PΥ(µ, α, t) = 〈Ψα(t)|Pµ|Ψα(t)〉 (44)
of possessing the definite value µ. The probability
PΥ(µ, t) for the system R to have the value µ at the
time t is given by
∑
α PΥ(µ, α, t) and has the following
expression,
PΥ(µ, t) =
∑
α∈sµ
〈Ψα(t)|Ψα(t)〉. (45)
As discussed in the previous section, there exists a
finest specified mixed-state description given by the finest
tree Υf . Equations (41)-(43) imply that each compo-
nent |Ψβf (t)〉 lies in a subspace with a definite value
of µ, specifically, |Ψβf (t)〉 ∈ Hµα for βf ∈ gα(t). Let
us use rµ to denote the set of paths βf whose corre-
sponding components lie in the subspace Hµ, that is,
rµ := {βf : |Ψβf (t)〉 ∈ Hµ}. Then, the finest tree Υf
predicts the following probability for the system R to
have a definite value µ,
PΥf (µ, t) =
∑
βf∈rµ
〈Ψβf (t)|Ψβf (t)〉. (46)
Making use of the relations given in Eqs.(41) and (42),
it is not difficult to verify the following relation between
the sets rµ, sµ, and gα(t),
rµ =
⋃
α∈sµ
gα(t). (47)
Substituting Eq. (41) into Eq. (45), we get
PΥ(µ, t) =
∑
α∈sµ
∑
βf ,β′f∈gα(t)
〈Ψβf (t)|Ψβ′f (t)〉. (48)
The principle of compatible description requires that
PΥ(µ, t) = PΥf (µ, t). Comparing Eq.(46) with Eq.(48)
and making use of the relation in Eq. (47), we obtain∑
α∈sµ
∑
βf 6=β′f∈gα
〈Ψβf (t)|Ψβ′f (t)〉
.
= 0 ∀µ. (49)
Without a complete proof, we conjecture that the va-
lidity of Eq. (49) for all the trees Υ and for all the times
t implies the following relation,
Dβfβ′f
.
= δβfβ′fDβfβf , ∀βf , β′f ∈ Υf , (50)
where
Dβfβ′f := 〈Ψβf (t)|Ψβ′f (t)〉. (51)
That is, we conjecture that the principle of compatible
description implies Eq.(50). Note that Eqs.(41) and (50)
imply that, for an arbitrary tree Υ with paths α,
Dαα′ .= δαα′Dαα, ∀α, α′ ∈ Υ , (52)
where
Dαα′ := 〈Ψα(t)|Ψα′(t)〉. (53)
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Although we do not have a complete proof for the
above conjecture, we do have arguments for its cor-
rectness. In fact, for Eq. (49) to hold for an arbi-
trary tree Υ, generally it is reasonable to expect that
Re〈Ψβf (t)|Ψβ′f (t)〉
.
= 0 for βf 6= β′f . Then, since
〈Ψβf (t)|Ψβ′f (t)〉 is a dynamical quantity that changes
with Schro¨dinger evolution except at splitting points, if
its real part vanishes for all the times, usually its imag-
inary part should vanish as well. The difficulty in com-
pleting the proof for Eq. (50) is related to the fact that
a mere coarse-graining at an arbitrary splitting point of
Υf , without change in other part of the tree, does not
necessarily give a coarse-grained tree (see the appendix
B), although each Υ is indeed a coarse-graining of Υf
for the same initial condition [see Eq.(41)]. The miss-
ing part of the proof is to show that this restriction to
the construction of new trees by coarse-graining does not
influence the validity of Eq. (50).
E. Initial-vector restriction
In previous sections, making use of the principle of
compatible description, we show validity of Eqs. (41) and
(50). Now, we show that the principle of compatible
description is satisfied, if for trees starting from |Ψ(t0)〉,
there exists a finest tree Υf such that both Eqs. (41) and
(50) hold. Indeed, when Eq. (41) holds, the probability
PΥ(µ, t) is given by Eq. (48). Then, substituting Eq. (50)
into Eq. (48), we have
PΥ(µ, t) =
∑
α∈sµ
∑
βf∈g
µ
α(t)
Pβf (t) =
∑
βf∈rµ
Pβf (t), (54)
where Pβf (t) = 〈Ψβf (t)|Ψβf (t)〉 is the probability for the
realization of the path βf in the tree Υf . Therefore, the
probability PΥ(µ, t) can be obtained from related prob-
abilities Pβf (t) given by the finest tree, according to the
sum rule of probability. Making use of this result, it
is not difficult to see that all the specified mixed-state
descriptions, predicted by trees starting from the same
initial condition |Ψ(t0)〉, give consistent predictions for
the probabilities for R to have definite values of µ.
It is straightforward to generalize the above discussions
to the case that a fraction of the paths of a tree Υ give
components possessing definite values of µ. The result is
similar: The principle of compatible description is satis-
fied, if the two equations (41) and (50) hold.
Therefore, for a given subsystemR to be used as the in-
ternal measuring apparatus, satisfaction of the principle
of compatible description is equivalent to the following
restriction to the initial condition.
• Initial-vector restriction: Only those initial vec-
tors are considered, for each of which there exists
a finest tree Υf that satisfies Eq.(50) and has the
relation in Eq.(41) to all other trees starting from
the same initial condition.
Then, the third basic assumption can be expressed as fol-
lows: Namely, the assumption of specified MsD is appli-
cable to vectors selected by the initial-vector restriction.
In including this section, we show that the temporary
assumption AT given in Sec.III B can be derived from the
theory proposed above. Let us consider the big system
composed of the external observer andR+E . Since there
is no interaction between the external observer andR+E ,
we assume that the big system is initially described by
|Ψ(t0)〉 ⊗ |ξ0〉, where |ξ0〉 is a vector in the Hilbert space
of the external observer and the vector |Ψ(t0)〉 satisfies
the initial-vector restriction for the system R + E . Sup-
pose application of the assumption of specified MsD pre-
dicts paths |Ψα(t)〉 for R + E , as a result, gives paths
|Ψα(t)〉 ⊗ |ξ(t)〉 for the big system. It is not difficult to
verify that these paths for the big system also satisfy
the initial-vector restriction, that is, they satisfy both
Eqs.(41) and (50), therefore, the assumption of specified
MsD is applicable to the vector |Ψ(t)〉⊗ |ξ(t)〉 for the big
system.
More specifically, if |Ψ(t)〉 satisfies the non-transition
condition for a time period T , then, the same is true for
|Ψ(t)〉 ⊗ |ξ(t)〉. Therefore, application of the assumption
of specified MsD to the big system predicts that the sys-
tem R+E has the specified mixed-state description given
in Eq.(16). This is just what is stated in the temporary
assumption AT.
Finally, we give several remarks concerning the initial-
vector restriction. (1) In the extreme case that a vector
|Ψ0〉 satisfies the initial-vector restriction for none of the
subsystems of the total system as the internal measuring
apparatus R, there exists no internal measuring appa-
ratus, hence, no possibility of experimentally checking
predictions of this vector |Ψ0〉 from inside.
(2) Physical restriction to the initial condition is not
a new idea in physics, in particular, when dealing with
irreversible processes. In fact, in studying the micro-
scopic origin of the macroscopic irreversibility stated in
the second law of thermodynamics, it has been suggested
by many authors that there might exist some selection
rule for the initial condition (see, e.g., [34–36]). But, the
initial-vector restriction derived in the theory proposed
above has not been discussed before.
(3) The initial-vector restriction, required by the prin-
ciple of compatible description, is irrelevant to the re-
striction used in the definition of R-observable for initial
product vectors in Sec.III B. In fact, the latter has noth-
ing to do with the present physical state of the total
system under consideration.
F. Further discussions in the condition CD and the
possibility of experimental test
In this section, we give further discussions for taking
the non-transition condition as the condition CD in the
third basic assumption (see Sec.IVB for previous discus-
sions), as well as the possibility of experimental test for
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this choice of the condition CD. It is important to note
that the principle of compatible description guarantees
the physical consistency of the proposed theory, inde-
pendent of the choice of the condition CD.
In the theory proposed above, the non-transition con-
dition alone can not guarantee the appearance of some
definite property of the considered system R. In fact, for
the system R to possess a definite property, other (more
important) requirements must also be met, namely, the
principle of compatible description and the existence of
R-observable. In particular, Eq.(50) imposes a restric-
tion more stringent than Eq. (7), since the former must
be satisfied in all the future times.
It is experiments that may finally determine whether
the non-transition condition is sufficient for the condition
CD. To see this point, let us first consider what may hap-
pen, if the non-transition condition is looser than what is
really needed for the condition CD, but it is still employed
as the condition CD. In this case, the assumption of spec-
ified MsD will predict more definite properties than the
system R may really possess. In principle, such predic-
tions can be tested experimentally, by studying possible
coherence among the components of the specified mixed-
state descriptions predicted by the assumption of spec-
ified MsD. Therefore, at least in principle, experiments
may test whether the non-transition condition is looser
than what is really needed for the condition CD.
Next, let us discuss what may happen, if some addi-
tional requirement is added to the condition CD, in the
case that the non-transition condition itself is sufficient
for the condition CD. In this case, the initial-vector re-
striction will impose more requirements than what are re-
ally needed, as a result, there will be less vectors that may
satisfy the initial-vector restriction. The more stringent
the condition CD is, the less there will be valid vectors
satisfying the initial-vector restriction. As a result, the
predictability and explainablility of the theory will be re-
duced and there may exist experimental results that can
not be explained within the theory. In fact, in the case of
an extremely stringent condition CD, there might exist
no vector that can satisfy the initial-vector restriction.
Therefore it is experiments that may finally determine
the exact form of the condition CD, hence, in principle,
the proposed theory is experimentally testable.
VI. MEASUREMENT AND MEASUREMENT
RESULTS
In this section, we discuss measurement processes
within the theory proposed above.
A. General measurement scheme
A general measurement has the following two basic fea-
tures: (i) In the process of measurement, the interaction
between the measuring apparatus R and the measured
system may induce transition among subspaces Hµ re-
lated to a R-observable A{µ} of R, and (ii) after the
measurement process, the measuring apparatus has some
definite value µ of the R-observable.
Let us consider an initial state of the total system de-
scribed by |Ψ(t0)〉, which satisfies the initial-vector re-
striction. Suppose the non-transition condition (17) is
satisfied by Schro¨dinger evolution |Ψ(t)〉 within a time
interval [τ1, t1] and with respect to a R-observable A{µ}
of R, where τ1 > t0 and t1 − τ1 > τd. Then, at the
time t1, according to the assumption of specified MsD,
the total system R+E also has the specified mixed-state
description that, with a probability 〈Ψ(t1)|Pµ|Ψ(t1)〉, it
is described by Pµ|Ψ(t1)〉, possessing a definite value µ
of R. In principle, from the recorded value µ of the mea-
suring apparatus R, some information can be obtained
about the measured system denote by S, which is a part
of the environment E . We use E1 to denote the rest part
of E , i.e., E = S + E1.
To get concrete information from a measurement, there
should be further restriction to the interaction process.
Of particular interest is a type of interaction process, for
which
Pµ|Ψ(t1)〉 = |φµ(t1)〉|Φµ(t1)〉, (55)
where |φµ(t1)〉 is a vector in HS , the Hilbert space of the
measured system S, and |Φµ(t1)〉 is a normalized vec-
tor in HE1Rµ . Here, HE1Rµ is the direct product of the
Hilbert space of the system E1, denoted by HE1 , and the
subspace HRµ , namely, HE1Rµ = HE1
⊗
HRµ . Then,
at the time t1, the measured system S lies in a state
described by
|φ˜µ〉 = |φµ(t1)〉√〈φµ(t1)|φµ(t1)〉 , (56)
with a probability pµ = 〈φµ(t1)|φµ(t1)〉. Thus, with the
recorded value µ of the measuring apparatus R, it is in
principle possible to infer the state |φ˜µ〉 of the system S
after the measurement.
B. POVM measurement
To be able to get, in a more explicit way, information
about properties of S from the values µ of the measuring
apparatus R, further restriction must be imposed into
the measurement scheme. Below, we discuss a measure-
ment scheme, which turns out to be a POVM measure-
ment.
Let us consider an initial state with a product form,
|Ψ(t0)〉 = |φ0〉|Φ0〉, where |φ0〉 ∈ HS and |Φ0〉 ∈ HE1R ≡
HE1
⊗
HR. Suppose there exist operators Kµ acting in
the Hilbert space HS , which can connect |φ0〉 to |φµ(t1)〉,
|φµ(t1)〉 = Kµ|φ0〉. (57)
Then, the probability for a state |φµ(t1)〉 of S to be ob-
tained after a measurement at the time t1 is written as
pµ = 〈φ0|K†µKµ|φ0〉. (58)
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In the case that the operators Kµ are independent of
the initial vector |φ0〉, the unity of the total probability
implies that
∑
µK
†
µKµ = I. Thus, we get a POVM mea-
surement, after which with the probability pµ in Eq.(58)
a state Kµ|φ0〉/√pµ of the system S is obtained [37].
Furthermore, if the operators Kµ form a complete set of
projection operators in the Hilbert space of the measured
system S, the vectors |φ˜µ〉 are orthogonal to each other
and the measurement discussed above gives a projective
measurement, which is usually discussed in the axiom
of measurement in the standard formalism of quantum
mechanics.
Finally, we give some further remarks. (1) The above
discussions show that there is no “collapse of state vec-
tor” in the theory proposed above. Here, a specified
mixed-state description for the total system may appear,
because it may describe the same physical state of the
total system as a pure-vector description |Ψ(t)〉 does.
(2) Due to the existence of the finest R-observable
of the measuring apparatus R, all its R-observables are
commutable. Thus, physical observables of the measur-
ing apparatus R are commutable. This fact is in con-
sistence with our experience that definite properties of a
measuring apparatus (within an appropriate energy re-
gion) may coexist. On the other hand, for a measured
system, discussions given above show that the action
of measurement is basically similar to that described in
the usual quantum mechanics. Hence, as well known, a
measured system may have non-commutable observables,
which can not have definite values at the same time.
VII. APPLICATION I — ISOLATABLE AND
NON-ISOLATABLE SYSTEMS
In this section, we show that a system which is isolat-
able from its environment for a sufficiently long time pe-
riod does not have a practically meaningful R-observable.
We still useR to denote the considered system in this sec-
tion, even though a system without a R-observable can
not be used as a measuring apparatus.
Consider an initial state described by a normalized vec-
tor with a product form, |Ψ(0)〉 = |ψR0 〉|φE0 〉. We assume
that the system R is isolated from its environment E
within a time period T , which is practically infinitely
long, namely,
HI |Ψ(t)〉 .= 0 for t ∈ T = [0, T ]. (59)
Equation (59) implies that, for t ∈ T ,
e−iHt/~|Ψ(0)〉 .= e−iHRt/~|ψR0 〉e−iHE t/~|φE0 〉. (60)
Let us use |mµ〉 to denoted an orthonormal basis in a
subspace HRµ . It is straightforward to verify that ele-
ments of the reduced density matrix of R in these basis
states can be written as
〈mµ|ρreR (t)|nν〉 = 〈Ψ(0)|eiHt/~|nν〉〈mµ|e−iHt/~|Ψ(0)〉.(61)
Substituting Eq.(60) into Eq.(61), one has
〈mµ|ρreR (t)|nν〉 .= 〈ψR0 |eiHRt/~|nν〉〈mµ|e−iHRt/~|ψR0 〉,(62)
for t ∈ T . Therefore, usually, Eq. (7) can not hold if
the initial vector has non-zero components in the two
subspaces Hµ and Hν . Then, since the time T is prac-
tically infinitely long, according to the definition of R-
observable, at least practically, this system R does not
have a R-observable. Without a R-observable, the as-
sumption of specified MsD is not applicable to the system
R, hence, such a system can not be used as a measuring
apparatus.
It is straightforward to generalize the above discussions
to the case that the time T is long, but not practically
infinitely long. In this case, the system R may have a
R-observable, but with a quite long decoherence time τd.
As an example of isolatable system, let us consider the
center-of-mass (COM) degrees of freedom of a physical
system, with its COM degrees of freedom taken as the
system R and its internal degrees of freedom taken as a
part of the environment of R. If it is in principle possible
for the COM to be uncoupled from its environment for a
very long time period such that Eq. (59) holds, then, the
COM does not have a R-observable. This implies that,
in principle, quantum interference effect may be observed
for the motion of the COM of some appropriately pre-
pared systems, regardless of their masses. Indeed, up to
now, no upper bound has been observed experimentally
for the size of a system whose COM motion may exhibit
quantum interference effects.
Finally, we discuss briefly some implications of the
above results. The above discussions show that for a sys-
tem R to have a R-observable, it must be non-isolatable
from its environment. In other words, there should exist
a part of the environment ofR, which is always accompa-
nying R and inducing decoherence to it. Some properties
that the accompanying environment should have in order
to guarantee the existence of a R-observable and the va-
lidity of Eq.(50), are discussed in appendixes C, D and
E. In particular, Eq.(50) requires that decoherence effects
related a difference in some steps of two paths should be
able to maintain in all the future times. Clearly, this
requirement can not be met by a general Hamiltonian,
hence, it imposes a restriction to the Hamiltonian of the
total system.
VIII. APPLICATION II — IRREVERSIBILITY
OF BRANCHING PROCESSES
In this section, we discuss an effectively-irreversible
feature of the proposed theory and derive a master equa-
tion for the behavior of the measuring apparatus R in
certain ideal processes.
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A. Irreversible feature of time evolution
The branching picture of time evolution discussed in
Sec.VB is not time-reversible. This is not in confliction
with the time-reversal symmetry of Schro¨dinger equa-
tion, because we have the branching picture only for ini-
tial conditions selected by the initial-vector restriction
with a chosen subsystem as the internal measuring appa-
ratus.
A quantity that can characterize the irreversible fea-
ture of branching is von Neumann entropy for the total
system,
S(t) = −Tr{ρ ln ρ}. (63)
Substituting the specified mixed-state description ρΥ(t)
in Eq. (33) into Eq. (63) and making use of Eq. (34) for
the probabilities of the realization of paths α, as well as
the orthogonality of paths given in Eq.(50), we find
SΥ(t) = −
∑
α
Pα(t) lnPα(t). (64)
When no branch-splitting happens, SΥ(t) keeps constant
as a result of Schro¨dinger evolution; while, at each split-
ting time tαi along a path α ∈ Υ, the entropy SΥ(t) ob-
tains a discontinuous increment. Therefore, SΥ(t) may
increase but never decrease with increasing time. It is of
interest to note that each increment of the entropy SΥ(t)
is related to a possibility of measurement.
The entropy SΥ(t) in Eq. (64) is different from the
thermodynamic entropy. (i) SΥ(t) increases without any
upper bound. (ii) It is un-measurable; in fact, different
branches may predict the same value of µ, as a result,
when a value µ comes out as a measurement result, one
does not know which path has been realized.
Coarse-graining may overcome the above-discussed
shortcomings. For example, consider a time t at which
the apparatus R has definite value of µ. Using pµ(t) to
denote the probability for R to have a definite value µ at
this time, we have
pµ(t) =
∑
α with |Ψα(t)〉∈Hµ
Pα(t). (65)
Using this quantity, we can define an entropy for the
measuring apparatus R,
SR(t) = −
∑
µ
pµ(t) ln pµ(t). (66)
This entropy may have an upper bound and is in principle
measurable.
B. Master equation for an ideal case of branching
In this section, we derive a master equation for the
probabilities for the systemR to take definite values of µ.
For the simplicity in discussion, we consider an ideal case,
in which all the time intervals [ταi+1, τ˜
α
i ] are very short
such that the non-transition condition is satisfied for al-
most all the times along the paths, as a result, the system
R almost always has definite value of µ. This is a good
approximation in some practical situations. For the same
reason, we assume that the branching times tαi , as well
as the times ταi and τ˜
α
i are path-independent, thus, we
can drop the superscript α in the labeling of these times.
Moreover, we consider one R-observable A{µ} only.
Let us consider a path α that ends at a time t beyond
a branching time tn, with |Ψα(t)〉 expressed in Eq. (32).
At a time tn+1, this path splits, resulting in paths we
denote by |Ψβ(t)〉 for t beyond tn+1, with
β = (α→ µ(n+1)(tn+1)), (67)
|Ψβ(t)〉 = U(t, tn+1)Pµ(n+1)U(tn+1, tn)|Ψα(tn)〉.(68)
The probability for the realization of a path β,
Pβ(tn+1) = 〈Ψβ(t)|Ψβ(t)〉, can be written as
Pβ(tn+1) = Γn(α, µ(n+1))Pα(tn), (69)
where Γn(α, µ(n+1)) is defined by
Γn(α, µ) =
1
Pα(tn)
〈Ψα(tn)|U †(tn+1, tn)PµU(tn+1, tn)|Ψα(tn)〉.(70)
From Eq. (65) we have
pµ(tn) =
∑
α with µα
(n)
=µ
Pα(tn). (71)
For a given value of µ(n+1), say, µ, the path β is deter-
mined by the path α, hence, similar to Eq. (71), for the
time tn+1 we have
pµ(tn+1) =
∑
α
Pβ(tn+1)|µ(n+1)=µ . (72)
We denote by Γn(µ
′, µ) the average of Γn(α, µ) over those
paths α that have a given value µ′ of µα(n),
Γn(µ
′, µ) =
1
N
∑
α with µα
(n)
=µ′
Γn(α, µ), (73)
where
N =
∑
α with µα
(n)
=µ′
1. (74)
Then, we can write
Γn(α, µ) = Γn(µ
α
(n), µ) + δΓn(α, µ), (75)
where δΓn(α, µ) denotes deviation of Γn(α, µ) from its
average value Γn(µ
α
(n), µ), with average taken over paths
α having the same value of µα(n). Substituting Eq. (75)
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with µ = µ(n+1) into Eq. (69), then, substituting the
result into Eq. (72), we have
pµ(tn+1) =
∑
α
Γn(µ
α
(n), µ)Pα(tn) + ∆p, (76)
where
∆p =
∑
α
δΓn(α, µ)Pα(tn). (77)
The summation over all the paths α is equivalent to
a summation over those paths α with a fixed value of
µα(n) = µ
′, followed by a summation over µ′. Hence,
making use of Eq. (71), from Eq. (76) we have
pµ(tn+1) =
∑
µ′
Γn(µ
′, µ)pµ′(tn) + ∆p. (78)
To give an estimate to ∆p, we note that by definition
the average of δΓn(α, µ) is zero and
∑
α Pα(t) = 1. This
implies that, when the number of α is sufficiently large,
∆p is usually negligibly small. In fact, in the case that
δΓn(α, µ)Pα(t
+
n ) can be regarded as a random number,
one has ∆p ∼ 1/√Mn, where Mn is the number of the
paths α. It is easy to see thatMn increases exponentially
with increasing n.
To summarize, when n, the number of steps is suf-
ficiently large, the probability for R to take a definite
value of µ at tn+1 satisfies a master equation,
pµ(tn+1) ≃
∑
µ′
Γn(µ
′, µ)pµ′(tn). (79)
From the definitions given in Eqs. (70) and (73), it is easy
to check that Γn(µ
′, µ) ≥ 0 and∑
µ
Γn(µ
′, µ) = 1. (80)
Some remarks: Compared with derivations of master
equations given in the usual quantum theory, the deriva-
tion given above has the following advantages: It is rel-
atively simple and uses less approximations (we do not
need to use approximations like Born approximation and
Markov approximation).
IX. DISCUSSIONS AND CONCLUSIONS
In this section, we first discuss relations between the
proposed theory and CHI and MWI of quantum mechan-
ics. Then, we give a brief summary for the main results
of this paper, as well as some discussions.
A. Comparison with CHI of quantum mechanics
In this section, we discuss relations between the the-
ory proposed here and CHI. In CHI, the time evolution
of a quantum system has a stochastic nature and is de-
scribed by (quantum) consistent histories [8–16]. Each
history is composed of a sequence of events represented
by time-ordered projection operators, with unitary con-
nection between each two successive events. The con-
sistency among consistent histories is guaranteed by a
consistency condition. One projective decomposition of
the identity operator, the elements of which are used
to construct histories, is called a framework. A single-
framework rule must be obeyed when CHI is used, which
states that a valid description must use one framework
only, even though other frameworks are also legitimate.
One may note some similarities between the mathe-
matical formulations of some main results of the theory
proposed here and of CHI, which we list below.
(1) The description given by a path in the theory here,
namely, |Ψα(t)〉 in Eq. (32), has a formal similarity
to the contribution given by a history in CHI.
(2) Substituting Eq. (32) into Eq. (53), it is seen that
the quantity Dαα′ can be written in a form with
formal similarity to the so-called decoherence func-
tional D(β, β′) in CHI [14, 15],
D(β, β′) = Tr
[
P
(n)
βn
U(tn, tn−1) . . . P
(1)
β1
U(t1, t0)ρ(t0)
U †(t1, t0)P
(1)
β′1
· · ·U †(tn, tn−1)P (n)β′n
]
, (81)
where β indicates a history and P
(j)
βj
of j = 1, . . . , n
denote projection operators in the history β. The
two quantities Dαα and D(β, β) give the corre-
sponding probabilities, respectively, in the two the-
ories.
(3) One of the two requirements of the principle of com-
patible description, namely, Eq. (52) has the same
formal form as the consistency condition in CHI,
which is
D(β, β′) = δββ′D(β, β). (82)
However, despite the formal similarities mentioned
above, the two theories have profound differences in their
physical contents, as listed below.
(i) Most of the consistent-histories descriptions allowed
in CHI do not have any corresponding description in the
theory proposed here. The reason is as follows. In CHI,
to have a consistent-histories description of the total sys-
tem, the only prerequisite is given by the consistency
condition in Eq.(82) related to some instants (not nec-
essarily for all the times). It has been pointed out that
many of the consistent-histories descriptions do not have
a quasiclassical feature [38] (see also discussions given
in Ref.[9]). While, the theory proposed here has more
stringent restrictions to descriptions of physical states of
the total system: Namely, (a) only R-observables can be
used in the assumption of specified MsD to get a specified
mixed-state description, (b) the non-transition condition
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must be satisfied around each branching point, and (c)
the principle of compatible description must be obeyed
for all the times.
For example, in CHI, one is allowed to use a few projec-
tion operators related to a few instants to construct con-
sistent histories, as long as the histories satisfy the con-
sistency condition in Eq.(82) for these instants, in spite
of what may happen in future times. The consistent-
histories descriptions obtained in this way usually do not
have any corresponding description in the theory pro-
posed here, because (a) projection operators used in CHI
are not necessarily related to R-observable in the the-
ory here, (b) the non-transition condition is not required
to be satisfied around the instants considered in CHI, (c)
more importantly, the descriptions allowed in CHI do not
necessarily satisfy the principle of compatible description,
i.e., Eqs.(50) and (41), in all the future times.
(ii) There is no single-framework rule in the theory
proposed here, while, the single-framework rule must be
obeyed in CHI to avoid logical inconsistency. (There
have been some debates in its physical validity [39, 40].)
In fact, in the theory here, the system R has a finest
R-observable, with other R-observables of R being its
coarse-grainings; in the language of CHI, this implies that
there exists only one legitimate (finest) ‘framework’ for
the system R.
(iii) The initial-vector restriction in the theory here
may effectively break the time-reversal symmetry of
Schro¨dinger equation; while, the time-reversal symmetry
is maintained in CHI.
(iv) In CHI, the consistency condition in Eq.(82) is
introduced to guarantee the validity of the sum rule of
probability. In the theory here, the principle of compat-
ible description states the physical compatibility of dif-
ferent mathematical descriptions for the same physical
state of the total system.
B. Comparison with MWI of quantum mechanics
The MWI of quantum mechanics has two main as-
sumptions [5–7]. Namely, (i) Schro¨dinger equation holds
universally, and (ii) the state vector of the total system
splits constantly into branches. One may combine the
MWI and the decoherence theory to get a more complete
picture for the time evolution, with a branch in MWI re-
lated to a preferred (pointer) state (or subspace) in the
decoherence theory (see, e.g., Ref.[30]).
There also exist partial formal similarities between the
theory proposed here and the combination of MWI and
decoherence theory.
(1) Schro¨dinger equation gives the dynamical law in
both theories.
(2) By virtue of the assumption of specified MsD, the
theory here gives a branching picture of time evo-
lution, as illustrated in Fig.2, which has a formal
similarity to that in MWI.
(3) The concept of R-observable has a close relation-
ship to the concept of preferred basis (subspace) in
the decoherence theory [2, 4, 29, 30, 41–48], though
not exactly the same (see App.F for further discus-
sions).
Meanwhile, the two theories have the following main
differences:
(i) In the theory here, the non-transition condition
gives an explicitly-expressed condition for branch-
ing to happen. In MWI, there is no such a condi-
tion.
(ii) MWI does not have a counterpart of the initial-
vector restriction.
(iv) In the theory here, there exists only one real world;
the description of the world may split into branches,
but, the real world never splits. In MWI, the world
may split into many worlds.
Discussions given in this and the previous sections
show that the theory proposed here can be regarded as
certain type of unification of CHI and MWI+decoherence
theory [49]. However, it is not a direct unification, since
the theory here abandons both the single framework rule
in CHI and the assumption about the splitting of the real
world in MWI. In addition, the theory here proposes a
concrete condition (non-transition condition) for the ap-
pearance of definite properties, which is given in neither
CHI nor MWI. Further, unlike in CHI and MWI, in the
theory here the internal measuring apparatus must be
designated and it plays a crucial role in description of
the total system.
C. Summary and discussions
In this paper, we have proposed a quantum theory for
a total system including a unique internal measuring ap-
paratus. The theory is based on three basic assumptions,
which roughly speaking have the following contents: (i)
the Hilbert space as the state space, (ii) Schro¨dinger
equation as the dynamical law, and (iii) the assumption
of specified MsD for vectors satisfying the initial-vector
restriction.
It has been shown that, when the state of the inter-
nal measuring apparatus is concerned, different decom-
position of a given density operator into mixture of pure
states may have different physical meaning. We use the
phase ‘specified mixed-state description’ to call a density
operator with a specified decomposition into mixture of
pure states. The above mentioned assumption of speci-
fied MsD states that some pure-vector descriptions of the
total system may imply the existence of certain specified
mixed-state descriptions. The initial-vector restriction is
a mathematical expression of the principle of compatible
description, which states that different mathematical de-
scriptions for the same physical state of the total system
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must give consistent predictions for measurement results
of the internal measuring apparatus.
Loosely speaking, the proposed theory gives the follow-
ing descriptions for the total system. Starting from an
initial vector, there always exists a pure vector descrip-
tion |Ψ(t)〉, given by Schro¨dinger equation. Usually, this
pure vector description does not directly give predictions
for definite properties of the internal measuring appa-
ratus. For a physical state of the total system, which is
initially described by a vector satisfying the initial-vector
restriction, the pure-vector description |Ψ(t)〉 may imply
the existence of certain specified mixed-state descriptions
at some times. A specified mixed-state description given
in this way may predict some definite property of the
internal measuring apparatus, while the pure-vector de-
scription |Ψ(t)〉, as a superposition of components in the
specified mixed-state description, usually does not.
The above discussed initial-vector restriction imposes
a restriction to initial vectors in the Hilbert space for a
designated internal measuring apparatus. It may effec-
tively break the time-reversal symmetry of Schro¨dinger
equation, leading to the irreversibility of some processes,
since the time reversal of a vector satisfying the initial-
vector restriction does not necessarily satisfy the restric-
tion. This may shed new light in the old problem of
the microscopic origin of the macroscopic irreversibility
stated in the second law of thermodynamics.
One characteristic feature of the theory proposed in
this paper, distinguishing it from other theories, is the
role played by the non-transition condition in determin-
ing the existence of a definite property of the internal
measuring apparatus. Due to this feature, it is possible
that the proposed theory might give some experimentally
testable predictions. However, lots of work are needed
before a concrete scheme for experimental test can be
proposed, in particular, because of the difficulty in find-
ing solutions of Eq.(50).
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Appendix A: RSI and CHI do not give concrete
condition for definite properties to appear
To be specific, let us discuss a special version of RSI
(relative-state interpretations), namely, the many-worlds
interpretation (MWI) of quantum mechanics. In the the-
ory of MWI, when the state vector for a whole system
splits into branches, each branch may have a property
more definite than that of the whole state vector. Thus,
in principle, the theory allows the appearance of some
definite property of a system. However, no concrete con-
dition has been given yet for branching to happen in
MWI.
It has been suggested that a combination of MWI and
the decoherence theory [28, 29] (see reviews given in
[2, 4, 30]) may do better, with preferred (pointer) states
in the decoherence theory related to branches in MWI
[30]. However, a concrete condition for branching to hap-
pen is still missing, because this approach faces the fol-
lowing problem, which is related to the fact that decoher-
ence in the decoherence theory is indicated by vanishing
of off-diagonal elements of the reduced density matrix
of a subsystem in certain (preferred) basis. That is, a
measuring apparatus may be repeatedly used and, dur-
ing each measuring process, some off-diagonal elements
of its reduced density matrix may become non-negligible
due to its interaction with the measured system. There-
fore, at least for repeatedly used measuring apparatuses,
off-diagonal elements of their reduced density matrices
can not vanish forever. Relatedly, the decoherence the-
ory faces a problem stressed by A.J.Leggett, namely, dis-
tinguishing ‘false’ and ‘true’ decoherence [50].
The theory of CHI considers consistent histories. In
this theory, when a measuring process is described by
a consistent history within a fixed framework, a subsys-
tem may have certain definite properties at some times.
However, starting from a given initial condition, there
may exist many incompatible frameworks, giving incom-
patible descriptions (histories). To avoid inconsistency, a
single-framework rule is assumed, which states that one
is allowed to adopt only one framework in a consistent
discussion, though other frameworks are equally valid.
(The physical origin of this single-framework rule is still
not clear and there have been some debates in its validity
[39, 40].) Therefore, the present form of CHI does not
supply a method of selecting a specific framework from
the many incompatible frameworks [51], as a result, it
does not give a condition under which a definite prop-
erty of a measuring apparatus may appear.
Appendix B: A relation between trees and their
coarse-grainings
In this appendix, we show that, to obtain a valid
coarse-grained tree, in addition to the coarse-graining at
one step of a path of the original tree, modifications in
the subsequent steps may also be needed.
It would be convenient to write explicit dependence of
a tree on the initial vector |Ψ(t0)〉 and on the ending time
t, i.e., write it as Υ(|Ψ(t0)〉, t). Let us consider an inter-
mediate time t˜0, at which the tree Υ gives components
|Ψα(t˜0)〉. Taking a component |Ψα(t˜0)〉 as an initial con-
dition, the subsequent evolution in the tree Υ(|Ψ(t0)〉, t)
forms a sub-tree, denoted by Υ(|Ψα(t˜0)〉, t). This possi-
bility can be seen clearly in Fig. 2. The relation between
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the original tree and the sub-trees can be written as
Υ(|Ψ(t0)〉, t) =
⋃
α(t˜0)
α(t˜0)⊙Υ(|Ψα(t˜0)〉, t), (B1)
where we write explicitly the ending time of the paths α
and use ⊙ to indicate a successive relationship of a path
and a following sub-tree.
Let us use B to denote the next splitting point of a
path α(t˜0), which takes place at a time tB and is related
with a R-observable A{µ}; we use αB(t) of t ∈ [t˜0, tB]
to indicate the extension of the path α(t˜0). For B to
be a splitting point, the non-transition condition should
be satisfied for the R-observable A{µ} around the time
tB. It is easy to see that, around tB, the non-transition
condition is also satisfied for an arbitrary coarse-grained
R-observable A{η} defined using Eq. (8). If at the point
B we use A{η}, instead of A{µ}, to generate the splitting
of the component |ΨαB (tB)〉, we will get a coarse-grained
sub-tree, denoted by Υc(|ΨαB (t˜0)〉, t). Then, we get the
following coarse-grained tree Υc for the initial condition
|Ψ(t0)〉,
Υc(|Ψ(t0)〉, t) = αB(t˜0)⊙Υc(|ΨαB (t˜0)〉, t)⋃
α6=αB
α(t˜0)⊙Υ(|Ψα(t˜0)〉, t), (B2)
where terms in the second line are the same as the cor-
responding ones in Eq. (B1).
Let us compare the sub-tree Υ(|ΨαB (t˜0)〉, t) and the
coarse-grained sub-tree Υc(|ΨαB (t˜0)〉, t). They have the
same initial condition |ΨαB (t˜0)〉 and the same first split-
ting time tB, but they have different R-observables at the
splitting time tB, namely, A{µ} and A{η}, respectively.
Since A{η} is a coarse-graining of A{µ}, the components
of the two sub-trees at a time t immediately beyond the
splitting time tB have the following relation,
|Ψα˜(t)〉 = Pµ|Ψα˜c(t)〉, (B3)
where we use α˜ and α˜c to denote paths in the two
sub-trees, respectively. Usually, |Ψα˜(t)〉 is not equal to
|Ψα˜c(t)〉, hence, if |Ψα˜(t)〉 satisfies the non-transition
condition at a time t˜2 for some R-observable, it is not
necessary for |Ψα˜c(t)〉 to satisfy the non-transition con-
dition at the same time and for the same R-observable.
As a result, the second splitting points of the two sub-
trees may be different. Therefore, a mere replacement of
µ(tB) by η(tB) at the point B, without any change in
the following steps, does not necessarily give the coarse-
grained tree Υc(|ΨαB (t˜0)〉, t).
Appendix C: Decoherence mechanism for the
existence of R-observable
As already mentioned previously, Eq.(7) in the defini-
tion of R-observable represents a decoherence effect. In
this appendix, we show that this equation can be writ-
ten in terms of a generalized (quantum) Loschmidt echo.
Then, we give qualitative arguments for the condition for
an observable A{µ} to be a R-observable.
The left hand side of Eq. (7) can be written in terms
of quantities in HE , by a method similar to that used
in a study of preferred pointer states [41, 42]. For this
purpose, let us consider an arbitrary basis in the subspace
HRµ, which we denote by |mµ〉 ∈ HRµ. In this basis,
Eq. (7) has the following equivalent form,
〈mµ|TrE [|Ψ(t)〉〈Ψ(t)|] |nν〉 .= 0 (C1)
for t ∈ [τd, T ] and for all mµ and nν with µ 6= ν. Making
use of the expression |Ψµ(t)〉 = Pµ|Ψ(t)〉 and the formal
solution in Eq.(21), it is not difficult to find that Eq.(C1)
can be written as
〈Ψ(0)|eiHνt/~|nν〉〈mµ|e−iHµt/~|Ψ(0)〉 .= 0. (C2)
Let us consider initial vectors of the product form, as
required in the definition of R-observable,
|Ψ(0)〉 =

∑
µ
∑
mµ
cmµ(0)|mµ〉

 |φ0〉, (C3)
with |φ0〉 ∈ HE . If the non-transition condition does not
impose too stringent restriction to the coefficients cmµ(0),
then, due to the arbitrariness of the coefficients cmµ(0),
Eq.(C2) is equivalent to the following requirement,
〈φ0|〈n′ν |eiHνt/~|nν〉〈mµ|e−iHµt/~|m′µ〉|φ0〉 .= 0. (C4)
Finally, introducing the operator
Vmµm′µ(t) := 〈mµ|e−iHµt/~|m′µ〉, (C5)
which represents a non-unitary evolution in the Hilbert
space of the environment E , we find that Eq.(7) has the
following form, namely,
LG(t)
.
= 0 (C6)
for t ∈ [τd, T ] and for all mµ,m′µ, nν and n′ν of µ 6= ν,
where
LG(t) := 〈φ0|V †nνn′ν (t)Vmµm′µ(t)|φ0〉 (C7)
is the overlap of two non-unitary evolutions in the Hilbert
space of the environment.
The quantity LG(t) defined in Eq. (C7) has a form sim-
ilar to the so-called quantum Loschmidt-echo amplitude.
To see this point, we recall that, as a measure of the
stability of the quantum motion of a system under small
perturbation, the quantum Loschmidt echo is defined as
the overlap of the time evolution of the same initial state
|ψ(0)〉 under two Hamiltonians H0 and H1 [52],
M(t) ≡ |m(t)|2 = |〈ψ(0)|eiH1t/~e−iH0t/~|ψ(0)〉|2. (C8)
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Decaying behaviors of the Loschmidt echo with small dif-
ference betweenH0 andH1 have been extensively studied
in recently years (see review given in Ref.[53]). In par-
ticular, when the two systems H0 and H1 are quantum
chaotic systems, or quantum integrable systems possess-
ing classical counterparts with sufficiently large degrees
of freedom, the echo has typically an exponential decay
[53–58].
Loosely speaking, the following four factors are re-
sponsible for the decaying behavior of the Loschmidt
echo M(t) in Eq.(C8). That is, (i) Schro¨dinger evo-
lutions in the two systems H0 and H1 start from the
same initial state; (ii) there exists some difference be-
tween H0 and H1; (iii) the Hilbert space is sufficiently
large, such that there is no finite-dimension restriction in
the separation of the two trajectories (evolutions) in the
Hilbert space. In fact, when these three requirements are
met, the two systems have different trajectories in the
Hilbert space, separating with increasing time. If, fur-
thermore, the following fourth requirement is met, i.e.,
(iv) the two systems have sufficiently irregular motion
in the Hilbert space within the time period of interest,
then, the Loschmidt echo may have a fast decay, usually,
an exponential decay.
Similar arguments are also applicable to the quantity
LG(t). Indeed, LG(t) is also an overlap of two evolutions
starting from the same initial condition. The definition
in Eq.(C5) suggests that if the unitary evolution under
Hµ is sufficiently irregular, the operators Vmµm′µ(t) may
generate somewhat irregular motions in the Hilbert space
of the environment. Then, if there are sufficient differ-
ences among the effects of Hµ and if the Hilbert space
of E is sufficiently large, it is reasonable to expect that
the quantity |LG(t)| has a fast decay, like the Loschmidt
echo. In this case, Eq. (C6) may hold, as a result, A{µ}
may be a R-observable.
To summarize, A{µ} may be a R-observable, when the
following requirements are met:
1. The operators Vmµm′µ(t) generate sufficiently irreg-
ular motion in the Hilbert space of the environ-
ment.
2. The effective Hamiltonians Hµ have sufficiently
different influences in the motions generated by
Vmµm′µ(t).
3. The Hilbert space of the environment E is suffi-
ciently large.
Appendix D: Dαα′ expressed as a generalized
Loschmidt echo
In this appendix, we give qualitative arguments for
that Eq. (52) may hold by a mechanism similar to that
discussed in the previous appendix. For this purpose,
it would be more convenient to rewrite the component
|Ψα(t)〉 in Eq. (32) in a form with respect to the times τi
and τ˜i. The reason is that the non-transition condition
(17) is satisfied within the time intervals [ταi , τ˜
α
i ]. Mak-
ing use of Eq. (21) for the time intervals [ταi , τ˜
α
i ], we can
write |Ψα(t)〉 in Eq. (32) in the following form,
|Ψα(t)〉 =Wα(t, t0)|Ψ(t0)〉, (D1)
where
Wα(t, t0) = U(t, τ˜
α
n ) Uµα(n)(τ˜
α
n , τ
α
n ) U(τ
α
n , τ˜
α
n−1)
· · ·Uµα
(2)
(τ˜α2 , τ
α
2 )U(τ
α
2 , τ˜
α
1 )Uµα(1)(τ˜
α
1 , τ
α
1 )U(τ
α
1 , t0),(D2)
with the following definition of Uµα
(i)
(τ˜αi , τ
α
i ),
Uµ(t
′, t) := exp
{
− i
~
(t′ − t)Hµ
}
. (D3)
In the derivation of Eq.(D1), we have used the following
property related to times tαi ∈ (ταi , τ˜αi ), namely,
U(τ˜αi , t
α
i )Pµα(i)U(tαi , ταi ) = Uµα(i)(τ˜αi , ταi ), (D4)
which can be obtained by making use of Eq. (18). For
t ∈ (ταn , τ˜αn ), the operator Wα(t, t0) can be obtained by
replacing the first two terms on the right hand side of
Eq. (D2) by the term Uµα
(n)
(t, ταn ).
The operator Wα(t, t0) generates a time evolution in
the total Hilbert space, given by a sequence of unitary
operators U in the total Hilbert space H , separated by
unitary operators Uµ acting in subspaces Hµ. As a prod-
uct of Us and Uµs, Wα(t, t0) is no longer a unitary opera-
tor in the total Hilbert space H . Making use of Eq.(D1),
Dαα′ can be written as
Dαα′ = 〈Ψ(t0)|W †α(t, t0)Wα′ (t, t0)|Ψ(t0)〉. (D5)
Obviously, like LG(t) discussed in the previous appendix,
Dαα′ expressed in Eq.(D5) can also be regarded as a gen-
eralized Loschmidt-echo amplitude, with unitary opera-
tors in Eq.(C8) replaced by the operators W .
Then, arguments similar to those given in the previous
section for LG(t) can be applied to the quantity Dαα′ ,
as well, giving the following results: Equation (52) may
hold, when the following requirements are met:
1. The operators Wα(t, t0) generate sufficiently irreg-
ular motion in the total Hilbert space.
2. The differences among Hµ should be sufficiently
large, such that Wα(t, t0) of each two different
paths generate sufficiently different motions in the
Hilbert space.
3. The total Hilbert space is sufficiently large.
Appendix E: n-level system
In this appendix, we discuss a model, in which an n-
level system interacts with a chaotic environment. In this
model, more explicit results may be obtained following
discussions given in Sec.C and Sec. D.
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1. Energy eigenstates and R-observable
We consider an n-level system with normalized energy
eigenstates denoted by |µ〉,
HR|µ〉 = Eµ|µ〉 for µ = 1, 2, · · · , n, (E1)
and projection operators Pµ = |µ〉〈µ|. To find out a
condition under which the corresponding observableA{µ}
can be a R-observable defined in Sec. III B, we should
consider times t within a time interval, namely, t ∈ T =
[0, T ], within which the non-transition condition (17) is
satisfied for an initial vector of a product form, |Ψ(0)〉 =(∑
µ cµ|µ〉
)
|φ(0)〉, where |φ(0)〉 is a normalized vector in
the Hilbert space of the environment E .
In this case, off-diagonal elements 〈µ|ρreR |ν〉 with µ 6= ν
can be expressed in terms of the Loschmidt echo. To
show this point, let us write Schro¨dinger evolution |Ψ(t)〉
in the following form,
|Ψ(t)〉 =
∑
µ
cµ|µ〉|φµ(t)〉. (E2)
Substituting Eq. (E2) into the definition of the reduced
density matrix ρreR , it is ready to find that
〈µ|ρreR (t)|ν〉 = cµc∗νfνµ(t), (E3)
where fνµ(t) = 〈φν(t)|φµ(t)〉. To find out an explicit
expression for fνµ(t), one may substitute Eq. (E2) into
Eq. (19), getting
i~
∂
∂t
|φµ(t)〉 .= HEµ |φµ(t)〉, (E4)
where
HEµ = 〈µ|H |µ〉 = Eµ +HE +HEIµ (E5)
is a Hermitian operator in the Hilbert space of the envi-
ronment E , with HEIµ = 〈µ|HI |µ〉. Hence,
|φµ(t)〉 .= UEµ (t, 0)|φ(0)〉, (E6)
where
UEµ (t, 0) = exp{−itHEµ/~}. (E7)
Then, making use of Eq. (E6), it is seen that
fνµ(t)
.
= 〈φ(0)|eitHEν /~e−itHEµ/~|φ(0)〉, (E8)
which is a Loschmidt-echo amplitude defined in Eq. (C8).
To get an explicit estimate to |fνµ(t)|, let us consider
an environment that can be modelled by a quantum
chaotic system [59]. In this case, the decaying behav-
ior of the Loschmidt echo is separated by a perturbative
border εp, which can be estimated by [55]
2πεpV 2nd ∼ σv∆, (E9)
where εV = HEIν − HEIµ and V 2nd is the average of
|〈n|V |n′〉|2 with n 6= n′. Here |n〉 denote the eigenstates
of HEµ , ∆ is the mean level spacing of H
E
µ , and σ
2
v is the
variance of the diagonal elements 〈n|V |n〉. Below and
above the border εp, typically, the Loschmidt echo has a
Gaussian and an exponential decay, respectively,
|fνµ(t)| ≃ e−ε2σ2vt2/2~2 , ε < εp, (E10)
|fνµ(t)| ∼ e−Γt/2~, ε > εp, (E11)
where Γ = 2πε2V 2nd/∆ [54–57].
For a large environment, ∆ is small, hence, the bor-
der εp is low and usually one is interested in the case of
ε > εp. In this case, the Loschmidt echo has the exponen-
tial decay in Eq. (E11), as a result, 〈µ|ρreR (t)|ν〉 becomes
negligibly small for times beyond a decoherence time τd,
τd = k~∆/[πε
2V 2nd], (E12)
where k is a number determined by the accuracy re-
quired. This exponential decay of the echo stops when
its saturation value is reached, which is inversely propor-
tional to the dimension N of the Hilbert space of the
environment [57]. For a sufficiently large environment,
the saturation value is (effectively) zero.
Finally, let us discuss the condition for A{µ} to be a R-
observable. First, in the case of a constant V , |fνµ(t)| = 1
[see Eq. (E8)] and τd =∞ [see Eq. (E12)], hence, there is
no decoherence induced by the environment and Eq. (7)
can never be satisfied; in this case, A{µ} can not be a R-
observable. Second, for a non-constant V with a non-zero
V 2nd, the Loschmidt echo decays with time, characterized
by the decoherence time τd given in Eq. (E12); in this
case, A{µ} can be a R-observable.
Summarizing the above discussions, we reach the fol-
lowing conclusion: For an environment that can be mod-
eled by a quantum chaotic system, A{µ} is a R-observable
of the system R, if the environment is sufficiently large
and there are sufficient differences among HEIµ.
2. Dβα expressed in the Hilbert space of the
environment
The condition under which Eq.(52) may be satisfied
can be discussed in a way similar to that given in Ap-
pendix D. In the present model, we may express Dβα in
terms of quantities in the Hilbert space of the environ-
ment.
For the simplicity in discussion, let us consider an ini-
tial vector |Ψ(t0)〉 = |µ0〉|φ0〉, with |φ0〉 ∈ HE . Making
use of Eq. (D1), the component |Ψα(t)〉 can be written
as
|Ψα(t)〉 =
∑
µ
|µ〉|φαµ(t)〉, (E13)
where
|φαµ(t)〉 = 〈µ|Wα(t, t0)|µ0〉|φ0〉.
22
Making use of Eq. (D2), we find that
〈µ|Wα(t, t0)|µ0〉 = Yµµα
(n)
(t, τ˜αn )) U
E
µα
(n)
(τ˜αn , τ
α
n ) · · ·
·UEµα
(2)
(τ˜α2 , τ
α
2 )Yµα(2)µ
α
(1)
(τα2 , τ˜
α
1 )U
E
µα
(1)
(τ˜α1 , τ
α
1 ) (E15)
·Yµα
(1)
µ0(τ
α
1 , t0),
where UEµ (t, t
′) is defined like the one in Eq. (E7) and
Yµµ′(t, t
′) = 〈µ|U(t, t′)|µ′〉. (E16)
The operator Yµµ′ , though an operator in HE , in fact
represents transition between subspaces Hµ and Hµ′ in
the total Hilbert space.
Thus, Dβα = 〈Ψβ(t)|Ψα(t)〉 has the following expres-
sion in the Hilbert space of the environment,
Dβα =
∑
µ
〈φ0|Y †
µβ
(1)
µ0
UE†
µβ
(1)
Y †
µβ
(2)
µβ
(1)
UE†
µβ
(2)
· · ·UE†
µβ
(m)
Y †
µµβ
(m)
·Yµµα
(n)
UEµα
(n)
· · ·UEµα
(2)
Yµα
(2)
µα
(1)
UEµα
(1)
Yµα
(1)
µ0 |φ0〉,(E17)
where the dependence of UEµ and Yµµ′ on times is not
written explicitly.
Appendix F: R-observable and preferred pointer
basis
The basic physical idea behind the concept of R-
observable is similar to that behind the concept of
preferred (pointer) basis in the decoherence theory [2,
30, 41–44], more exactly, to its generalization as pre-
ferred subspace [45]. The two concepts have the fol-
lowing main difference: The decoherence property of a
R-observable given in Eq.(7) is required to hold when
the non-transition condition is satisfied. In the decoher-
ence theory, the non-transition condition is not a general
requirement.
To be more specific, in the decoherence theory, in the
weak coupling limit of the system-environment interac-
tion, energy eigenstates of a system with discrete energy
levels form a preferred basis when some condition is sat-
isfied [42, 44]. While, for a quantum Brownian particle
with weak coupling with the environment, coherent states
have been found to be preferred states [4, 30, 46, 47]. Fur-
thermore, in the strong coupling limit, eigenstates of the
system-environment interaction Hamiltonian may form a
preferred basis [29, 44, 48].
Since the non-transition condition generally im-
plies Eq.(24), the weak coupling limit of the system-
environment interaction is a special case of what we are
considering here. Indeed, as shown in Appendix E, the
finest R-observable of a system R with n discrete energy
levels may be related to the energy eigenstates, similar to
the case of preferred basis in the weak coupling limit in
the decoherence theory. However, as shown in Sec.VII,
the COM degrees of freedom of a quantum Brownian
particle does not have a R-observable, in contrast to the
case in the decoherence theory with coherent states as
preferred states.
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