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Abstract
Quantum entanglement is known to provide a strong advantage in many two-party dis-
tributed tasks. We investigate the question of how much entanglement is needed to reach
optimal performance. For the first time we show that there exists a purely classical scenario for
which no finite amount of entanglement suffices. To this end we introduce a simple two-party
nonlocal game H , inspired by Lucien Hardy’s paradox. In our game each player has only two
possible questions and can provide bit strings of any finite length as answer. We exhibit a se-
quence of strategies which use entangled states in increasing dimension d and succeed with
probability 1−O(d−c) for some c ≥ 0.13. On the other hand, we show that any strategy using
an entangled state of local dimension d has success probability at most 1−Ω(d−2). In addition,
we show that any strategy restricted to producing answers in a set of cardinality at most d has
success probability at most 1 − Ω(d−2). Finally, we generalize our construction to derive sim-
ilar results starting from any game G with two questions per player and finite answers sets in
which quantum strategies have an advantage.
1 Introduction
Entanglement plays a key role in quantum information processing. The almost unnaturally strong
correlations it implies were initially seen as a weird, if not undesirable [EPR35], feature of quan-
tum mechanics. Yet more recently entanglement is increasingly being thought of as a distributed
resource that allows cooperating parties to accomplish otherwise impossible tasks, such as uncon-
ditionally secure cryptography [Eke91], randomness certification [Col06, PAM+10] and expan-
sion [VV12, CY14], or classical communication with improved efficiency [BW92]. All these tasks
are purely classical scenarios in which the use of shared entanglement provides a strong advan-
tage. It is thus natural to ask how much of this new resource is needed in order to achieve optimal
performance. The question arises in areas such as quantum Shannon theory [Wil13], communi-
cation complexity [BCMdW10], nonlocality [BCP+14], and many others. Perhaps surprisingly,
very few general results are known. Specific examples have been constructed to establish lower
bounds on the amount of entanglement required. Yet the problem of proving upper bounds is a
recurrent sticking point and few such bounds are known; two-player XOR games provide a rare
exception [CHTW04].
This unfortunate state of affairs has led to the question of whether such bounds exist in prin-
ciple. The question can be abstractly formulated as follows:
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Is it possible to associate an integer d(S) ∈ Z+ to any finite size S ∈ Z+ so that any distributed
task T of size S can be completed with vanishing error probability using entangled states of local
dimension at most d(S)?
(?)
We may also consider a less demanding finite-precision variant of the above question. That is,
we could require to achieve T approximately, within some finite precision ε, and allow d = d(S, ε)
to depend on ε as well. (For now we are purposefully leaving terms such as complexity, precision,
etc., loosely defined; they will be made more concrete in the coming paragraphs.)
We study both questions in the context of nonlocal games. In such games, two separated
parties are provided with questions x and y respectively, chosen according to a pre-specified
distribution pi(x, y). Without communicating they must respectively provide answers a and b.
The task T is to maximize the probability that their answers satisfy a pre-determined criterion
V (a, b|x, y) = 1. The entangled value, ω∗(G), of such a gameG = (V, pi) is the largest success prob-
ability achievable using finite-dimensional entangled states (see Section 2 for precise definitions).
It is known that for any d ∈ Z+ there exists a nonlocal game for which any strategy attaining the
optimal success probability requires measurements on a shared state with local dimension at least
d [BYJK08, WCD08, BBT11]. Thus the upper bound d(S) on the entanglement needed cannot be a
universal constant, i.e., its value must depend on some measure of complexity of the game.
Our results. We introduce a nonlocal game H for which the answer to question (?) is negative.
While ω∗(H) = 1, we show that this success probability can only be achieved in the limit of
strategies using entangled states of increasing dimension. More precisely, the game H is such that
for any ε > 0,
• H can be won with probability 1− ε using a shared state of local dimension O(1/ε7.3...);
• any strategy that wins H with probability 1− ε uses a state of local dimension Ω(1/√ε).
See Lemma 4 and Theorem 5 for precise statements. The game H is inspired by Hardy’s paradox
[Har92, Har93]; it has two questions per party and countably infinite answer sets (see Section 3.1
for a brief review of Hardy’s paradox, and Section 3.2 for a complete description of the game). We
also show that in order to win H with probability 1 − ε the quantum players must use a strategy
that assigns positive probability to at least Ω(1/
√
ε) distinct answers per party (see Theorem 7).
Finally, starting from any two-question game G with finite answer set, we construct games Gδ∞
with the same features as the Hardy’s game, as long as 0 < δ < ω(G)− ω∗(G) (see Section 3.4).
Our result has some bearing on the computational complexity of computing the entangled
value ω∗(G) of a general nonlocal game G. If the input size is defined to be the total number
of questions and answers in G, then ω∗(G) is known to be NP-hard to compute [IKM09]. The
problem is not known to be in NP however. In fact, no non-trivial upper bounds on its complexity
are currently known—it is even unknown whether it can be decided if ω∗(G) = 1. The only
known decidability result is for a related parameter ω∗FV (G), the field-theoretic value of G. Here
the tensor-product condition on the players’ strategy is relaxed to a commutativity requirement
(due to this relaxation, ω∗(G) ≤ ω∗FV (G) for any game G). The parameter ω∗FV is computable
provided that the optimal commuting strategy is finite-dimensional [WCD08, NPA08]. In such a
case ω∗(G) = ω∗FV (G) since any finite-dimensional commuting strategy can be used to construct
a tensor-product strategy with the same success probability. Equality in the general case would
follow from a positive resolution of Tsirelson’s conjecture (see e.g. [Fri12] for a formulation and
discussion of the conjecture).
Our results concerning the gameH show that no a priori upper bound on the dimension of op-
timal strategies exists for games with finite question and countable answer sets. Hence, in this case
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the “naı¨ve” algorithm that computes ω∗(G) by performing an exhaustive search over all possible
strategies in increasing dimension (and to within increasing precision) will keep finding strategies
with increasing success probability. Of course, in practice one will be content with a good approx-
imation to ω∗(G). In this case one can interpret our result as placing a lower bound, depending
on the desired approximation, on the dimension in which the search must be performed. The
game H can thus be used as a “dimension witness”, for any dimension: strategies achieving success
probability at least ω∗(H)− ε must necessarily use entanglement of local dimension d = Ω(1/√ε).
Examples of similar constructions are already known [BPA+08, Slo11, BBT11], but they all require
using different games in order to witness increasing dimensions. In particular, for all the known
constructions the number of questions increases along with the dimension to be certified. For
instance, Slofstra [Slo11] provides an n-question two-answer XOR game Gn for which achieving
ω∗(G) − ε requires dimension min(2Ω(
√
n),Ω(ε−1/12)). Brie¨t et al. [BBT11] provide an (1/ε)Θ(1/ε)-
question two-answer XOR game Gε for which the dependence on ε is Ω(1/ε). When compared
to these constructions, our game has the drawback of having infinitely many possible answers.
To rectify this, we can limit our game to answers of length ` = Θ(log 1/ε). This gives a family of
games H` with two questions and poly(1/ε) answers. To win H` with probability ω∗(H`) − ε, a
state of dimension at least Ω(1/
√
ε) is needed (see Corollary 8).
Related work. Prior to our work two examples of nonlocal games were known for which the
optimal success probability can only be approached in the limit of infinite-dimensional shared en-
tanglement. Leung et al. [LTW13] consider a game with quantum questions and answers, which
has inspired Regev and Vidick [RV13] to produce a game with quantum questions but classi-
cal answers. The latter game has two possible (3 × 3)-dimensional states as questions, and two
possible answers per player. Our game provides the first example with classical questions and
answers, thus resolving a question first formally asked in [NPA08]. The same question was also
asked [WCD08], but specifically for games with finite question and answer sets. Although there
is some numerical evidence that infinite-dimensional entanglement may be needed in that case as
well [PV10], the question remains tantalizingly open.
Organization of the paper. The remainder of the paper is organized as follows. In Section 2 we
formally define the classical and entangled values of a nonlocal game. In Section 3 we review
Hardy’s paradox, introduce the game H , and show that the classical value of H is 3/4 while
its entangled value equals 1. We also give a more general construction which yields a game with
similar properties to Hardy’s, but starting from any game with two questions per player and finite
answer sets. In Section 4 we establish our main result by showing that restricting the dimension of
shared entanglement bounds the achievable success probabilities away from one (see Theorem 5).
We also show that restricting the number of different answers has the same effect (see Theorem 7).
We conclude in Section 5.
2 Preliminaries
In this section we explain the terminology used to discuss one-round two-player nonlocal games.
A reader familiar with nonlocal games is encouraged to proceed directly to the next section.
A two-party nonlocal game G consists of a probability distribution pi over a set of the form
IA × IB , called the set of questions; sets of answers OA and OB , and a verification function
V : OA × OB × IA × IB → {0, 1}. With probability pi(x, y) the referee sends the two players,
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traditionally called Alice and Bob, questions x ∈ IA and y ∈ IB , respectively. Without com-
municating, the players must produce answers a ∈ OA and b ∈ OB , respectively. They win if
V (a, b, x, y) =: V (a, b|x, y) = 1 and lose otherwise. Classical players can use shared randomness
to possibly enhance their strategy while quantum players can use shared entanglement. The goal
of the players is to maximize their probability of winning. In case of classical players, we call this
probability the (classical) value of game G, denoted ω(G). In the quantum case we call it the entan-
gled value of G, denoted ω∗(G). Since quantum players are at least as powerful as classical ones,
ω(G) ≤ ω∗(G) for any game G.
2.1 Classical strategies and value
Any classical strategy for a game G can be specified using a pair of functions,
α : IA ×R→ OA and β : IB ×R→ OB, (1)
where R consists of the possible values of shared randomness (which, without loss of generality,
also includes any private randomness). We define α(x, r) to be Alice’s answer on question x given
that the shared randomness takes value r. We define β(y, r) similarly. If the shared randomness is
distributed according to τ : R→ [0, 1], then the classical value of the game is
ω(G) := sup
α,β
ω(G|α, β) := sup
α,β
∑
r
τ(r)
∑
x,y
pi(x, y)V
(
αr(x), βr(y)|x, y
)
, (2)
where αr(x) := α(x, r) and βr(y) := β(y, r). Note that for any r ∈ R the pair (αr, βr) specifies a
deterministic strategy. Since ω(G|α, β) is a convex combination of ω(G|αr, βr), there exists some
r ∈ R for which ω(G|αr, βr) ≥ ω(G|α, β). Therefore, it suffices to consider only deterministic
strategies (α, β), i.e.,
ω(G) = sup
α:IA→OA
β:IB→OB
∑
x,y
pi(x, y)V
(
α(x), β(y)|x, y). (3)
The following two lemmas show that if a game either has finitely many questions, or finitely many
answers, then the classical value can always be achieved exactly, i.e., the supremum in (3) can be
replaced with a maximum.
Lemma 1. Let G = (V, pi) be a two-party game with finite question sets IA, IB and (arbitrary) answer
sets OA,OB . Then the classical value of G is always achieved by some deterministic strategy, i.e., ω(G) =
ω(G|α, β) for some α : IA → OA and β : IB → OB .
Proof. Consider a two-party game G = (V, pi) with finite question sets. We have already argued
that it suffices to consider only deterministic strategies to find the classical value ω(G). There-
fore, it only remains to show that some deterministic strategy (α, β) achieves success probability
ω(G), i.e., ω(G) = ω(G|α, β). Since V (a, b|x, y) ∈ {0, 1} and the sets IA, IB are finite, the sum in
Equation (3) can only take on a finite number of different values, each of which is attained by a
particular pair of strategies. Therefore, the supremum can be replaced with the maximum and the
value of G is achieved by some deterministic strategy.
Lemma 2. LetG = (V, pi) be a 2-party game with countably infinite question sets IA, IB and finite answer
sets OA,OB . Then the classical value of G is always achieved by some deterministic strategy.
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Proof. Consider a game G = (V, pi) with question sets IA, IB = {1, 2, . . .} and finite answer sets
OA,OB . We can identify any deterministic strategy (α, β) with an infinite word(
α(1), β(1)
)(
α(2), β(2)
)(
α(3), β(3)
) · · · (4)
over the finite alphabet OA × OB . Consider a sequence of deterministic strategies (αn, βn) with
success probabilities converging to ω(G). Let wn be the n-letter prefix of the word corresponding
to strategy (αn, βn) and consider the set of words L = {wn}n. Ko¨nig’s lemma states that if X is
an infinite prefix-closed set of words over a fixed alphabet, then we can find an infinite word x
whose any prefix is shared by some word in X (see e.g. Proposition 1.2.3 in [Lot02]). Since the set
L is prefix-closed by construction, there exists w whose any prefix is shared by some word in L.
It now remains to note that the strategy that corresponds to w achieves success probability ω(G).
This is because the partial strategies corresponding to prefixes of w achieve success probabilities
arbitrarily close to ω(G).
In the case when both the question sets and answer sets are allowed to be infinite the value
of the game cannot always be achieved. To see this consider the following game, which was
suggested to us by A. Belovs. The question and answer sets are IA, IB,OA,OB := N, pi(x, y) =
2−x−y and V (a, b|x, y) = 1 if and only if a, b > max(x, y). Clearly no deterministic strategy achieves
success probability one. Yet if we define (αn, βn) via α(x) = x+n and βn(y) = y+n, then (αn, βn)
gives a sequence of strategies with vanishing error. Hence, ω(G) = 1 even though no single
strategy can be used to win game G perfectly.
2.2 Quantum strategies and value
A quantum strategy is specified by a finite-dimensional shared state |ψ〉 ∈ CdA ⊗ CdB , a POVM
Ax = {Axa : a ∈ OA} for every question x ∈ IA to Alice, and a POVM By = {Byb : b ∈ OB} for every
question y ∈ IB to Bob. Upon receiving questions x and y, the parties measure their systems with
POVMsAx, By respectively and answer with their respective measurement outcomes a and b. The
dimension of a strategy is the dimension of the shared entangled state it employs. We also use the
term “local dimension” to refer to dA or dB , i.e., the dimension of Alice’s or Bob’s local systems.
The quantum value of the game is given by
ω∗(G) = sup
∑
x,y
pi(x, y)V (a, b|x, y)〈ψ|(Axa ⊗Byb )|ψ〉, (5)
where the supremum is taken over all finite-dimensional shared states |ψ〉 and sets of POVMs
{Ax}x and {By}y.
3 Hardy’s game and its generalization
We introduce a nonlocal game that we call Hardy’s game, as it is based on Hardy’s paradox [Har92,
Har93]. We first describe the paradox, then the game we derive from it, and exhibit a sequence
of good strategies for quantum players of this game. We end this section by giving a general con-
struction which yields a nonlocal game with similar properties as Hardy’s game, starting from
any game G with finite question and answer sets.
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3.1 Hardy’s paradox
Hardy’s paradox is a two-party experimental setup whose outcomes, as predicted by quantum
mechanics, cannot be reproduced by any local hidden variables theory. The setup is noteworthy
for being minimal in a sense that it involves only two qubits, on which both of the parties perform
two measurements with two outcomes each. Our description of the setup roughly follows the
explanations given in [Lal01].
Suppose Alice and Bob share a two-qubit state
|ψ〉 := sin(θ)|v
′
0, v
′
0〉 − cos(θ)
(|v′0, v′1〉+ |v′1, v′0〉)√
1 + cos2(θ)
, (6)
where S ′ = {|v′0〉, |v′1〉} ⊆ R2 is any orthonormal basis and 0 < θ < pi2 . Let S = {|v0〉, |v1〉} ⊆ R2 be
the basis obtained by rotating S ′ by angle 2θ in the xz plane of the Bloch sphere, i.e.,
|v0〉 = cos(θ)|v′0〉+ sin(θ)|v′1〉, (7)
|v1〉 = − sin(θ)|v′0〉+ cos(θ)|v′1〉. (8)
If Alice and Bob measure the state |ψ〉 using the bases S or S ′ the following conditions are satisfied
(see also Figure 1):
(i) if both parties measure in S, the outcome pair (0, 0) occurs with probability pθ > 0 (see
Equation (9) for an exact formula);
(ii) if one of the parties measures in S and the other in S ′, the outcome pair (0, 0) never occurs;
(iii) if both parties measure in S ′, the outcome pair (1, 1) never occurs.
A = 0 B = 0
A′ = 1 B′ = 1
sometimes
never
alwaysalw
ay
s
Figure 1: Summary of correlations between the outcomes of Alice and Bob’s measurements in Hardy’s
setup. For instance, the arrow A = 0→ B′ = 1 marked “always” means that, if Alice measures her system
in basis S and Bob measures his system in basis S ′, then whenever Alice obtains the outcome 0 Bob always
obtains the outcome 1.
To see that condition (i) is satisfied, we note that
pθ := |〈v0, v0|ψ〉|2 = cos
4(θ) sin2(θ)
1 + cos2(θ)
> 0 (9)
as 0 < θ < pi. To verify the other two conditions one can check that 〈v0, v′0|ψ〉 = 0, 〈v′0, v0|ψ〉 = 0,
and 〈v′1, v′1|ψ〉 = 0.
Any two-qubit state that is neither product nor maximally entangled can be expressed in the
form of Equation (6) for appropriately chosen basis S ′ and angle θ [Har93, Gol94]. Therefore,
almost any two-qubit state can be used to perform an experiment whose outcomes will satisfy
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conditions (i)–(iii). Different values of θ will result in different pθ; one can verify that the maximum
pθ is 5
√
5−11
2 ≈ 0.09 and is attained at θ = arccos
((√
5−1
2
)1/2)
< pi4 .
Local hidden variables theories cannot reproduce the predictions (i)–(iii) made by quantum
mechanics. Any such theory assigns definite outcomes (depending only on the hidden variables)
for each of the four measurements: A,A′, B and B′. Condition (i) guarantees that for some setting
of the hidden variables the outcomes associated with A and B will both be 0. According to Con-
dition (ii) this implies that for the same setting of hidden variables the outcomes associated with
B′ and A′ must both be 1. This, however, contradicts Condition (iii).
A different construction that is often used to disprove the existence of non-contextual hid-
den variables theories are the so-called Kochen-Specker sets [Gle57, KS67]. These sets can easily
be turned into a nonlocal game with entangled value 1 and classical value bounded away from
1 [CHTW04]. Hardy’s paradox in itself does not immediately yield such a game; indeed it is un-
clear how to enforce Condition (i) in the framework of nonlocal games. In the next section we
show how to accommodate with that condition and turn Hardy’s paradox into a nonlocal game.
3.2 A nonlocal game from Hardy’s paradox
Building on Hardy’s paradox, we now propose the following nonlocal game that we call Hardy’s
game and denote as H . In game H there are two questions per player: Alice’s question set is
IA = {A,A′}, Bob’s question set is IB = {B,B′}, and the questions are uniformly distributed, i.e.,
pi(X,Y ) = 14 for all X ∈ IA, Y ∈ IB . The possible answers for both parties are binary strings of
arbitrary but finite length, i.e.,OA,OB = {0, 1}∗. The verification function V : OA×OB×IA×IB →
{0, 1} is defined by V (a, b|X,Y ) = 1 if and only if all of the following conditions are satisfied.
1. The answer strings a and b have the same length, i.e., |a| = |b|.
2. If X = A and Y = B, then ai = bi = 0 for some position i ∈ [n], where n := |a| = |b|.
3. For each position i ∈ [n]:
(a) if (X,Y ) = (A,B′) or (X,Y ) = (A′, B), then ai = 1 or bi = 1;
(b) if (X,Y ) = (A′, B′), then ai = 0 or bi = 0.
In the above, Condition 3 requires that each pair of answer bits (ai, bi) satisfies the last two con-
ditions in Hardy’s paradox. Condition 2 requires that there exists a position i for which (ai, bi)
satisfy the first condition in Hardy’s paradox with certainty.
3.3 The classical and entangled values
In this section we determine both the classical value and the entangled value of Hardy’s game.
Lemma 3. The classical value of Hardy’s game is ω(H) = 3/4.
Proof. The value of Hardy’s game is given by
ω(H) = max
α,β
∑
X∈{A,A′}
∑
Y ∈{B,B′}
1
4
V
(
α(X), β(Y )|X,Y ) (10)
and thus ω(H) ∈ {0, 14 , 12 , 34 , 1}. In fact, ω(H) ≥ 34 , since a strategy defined via α(A) = β(B) = 0
and α(A′) = β(B′) = 1 achieves a success probability of 34 . To complete the proof it remains to rule
out the existence of a perfect deterministic strategy. For contradiction, assume that ω(H|α, β) = 1
for some deterministic strategy (α, β). Since the strategy is perfect, there exists i such that the
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ith bit of the strings α(A) and β(B) is zero. This implies that the ith bit of both strings α(A′)
and β(B′) equals one. Therefore, the players lose on question (A′, B′) which gives the desired
contradiction.
Lemma 4. The entangled value of Hardy’s game is ω∗(H) = 1. Furthermore, for any ε > 0 there exists a
quantum strategy that succeeds with probability at least 1−ε using only answers of length ` = Θ(log(1/ε))
and entangled state of local dimension d = Θ(ε1/ log c) = Θ(1/ε7.35...), where c = 13−5
√
5
2 .
Proof. For each n ∈ N consider a strategy Sn in which players share n copies of the state |ψ〉
defined in Equation (6), for some value of θ. To produce an n-bit answer string they measure each
of the n copies in basis S = {|v0〉, |v1〉} upon receiving an unprimed question and in basis S ′ (see
Equation (8)) upon receiving a primed question. To analyze the success probability of strategy
Sn recall the three conditions from Section 3.2. Since both players answer strings of length n,
Condition 1 is always satisfied. As discussed in Section 3.1, the outcomes obtained by measuring
|ψ〉 in basis S and S ′ satisfy the conditions from Hardy’s paradox. This implies that Alice’s and
Bob’s answer bits (ai, bi) always satisfy Condition 3. Finally, note that upon question (A,B) we
have ai = bi = 0 with probability pθ (see Equation (9)). Hence, Condition 2 is satisfied with
probability 1 − (1 − pθ)n. If θ = arccos
((√
5−1
2
)1/2), then Sn errs with probability 14(13−5√52 )n.
Let c = 13−5
√
5
2 ≈ 0.91 < 1, fix any ε > 0 and consider n =
⌈ log ε
log c
⌉
= Θ(log(1/ε)). Then Sn errs
with probability at most ε, answers strings of length Θ(log(1/ε)) and uses entanglement of local
dimension d = 2n = Θ(ε1/ log c).
3.4 A general construction
The construction we used to define Hardy’s game from Hardy’s paradox can also be applied when
starting from any two-player game G with finite question and answer sets. For any such game
G = (V, pi) and any δ > 0 we define a game Gδ∞ = (V δ∞, pi). Results similar to those in Section 3.3
can be obtained for any of the defined games. Yet we focus on the games Gδ∞ arising from games
G with two questions per player, denoted A,A′ and B,B′ respectively, and δ < ω∗(G) − ω(G),
since our main contribution in Section 4 only applies in this case. For example, our construction
can be applied to the CHSH game, to obtain CHSHδ∞ for any 0 < δ < cos2(
pi
8 )− 34 .
Fix some entangled strategy that succeeds at G with probability ω∗(G) − δ2 and let ω∗XY be its
success probability conditioned on questions (X,Y ) being asked. The construction of the game
Gδ∞ is very simple. In the game, the verifier first chooses questions (X,Y ) ∈ {A,A′} × {B,B′}
according to pi, and sendsX to Alice and Y to Bob. Each player may reply with a string of arbitrary
yet finite length over the respective answer alphabets in G, i.e., OA and OB . The players win, i.e.,
V δ∞(a, b|X,Y ) = 1, if and only if their respective answer strings a = (ai) ∈ O∗A and b = (bi) ∈ O∗B
have the same length and the fraction of positions i for which V (ai, bi|X,Y ) = 1 is at least ω∗XY − δ2 .
The above definition of Gδ∞ depends on the probabilities ω∗XY and hence one should rather write
Gδ∞(ω∗00, ω∗10, ω∗01, ω∗11). For the sake of simplicity from now on we concentrate on the case where it
is possible to choose a strategy for which the success probability does not depend on the question
(X,Y ), i.e., ω∗XY = ω
∗(G)− δ2 .
Our results for Hardy’s game in Section 3.3 have straightforward extensions to the general
case. More precisely, for any game G with finite question and answer sets and any δ > 0, we
have ω(Gδ∞) = ω(G), ω∗(Gδ∞) = 1 and the players can achieve success probability 1 − ε using
entanglement of local dimension poly
(
1
ε
)
.
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4 Finite strategies do not achieve the entangled value
The results in this section apply to Hardy’s game as well as any game Gδ∞ which is constructed
from some game G which has two questions per player and finite answer sets OA and OB as ex-
plained in Section 3.4. (We suspect that this restriction can be relaxed but did not investigate this
further.) We show that for all small enough δ > 0 the entangled value cannot be attained by any
finite-dimensional strategy. We also show that the same holds for strategies with bounded answer
length (irrespective of the dimension of the entangled state they are based on).
Intuitively, the need for unbounded amount of entanglement to successfully play Gδ∞ stems
from the requirement that the answer strings in Gδ∞ should on average achieve the value of at
least ω∗(G) − δ2 . In order to guarantee success the players are “required” to repeatedly sample
from an entangled strategy for G, necessitating more and more entanglement as they improve
their chances by exploiting concentration.
At a slightly more formal level, our proof uses arguments that are reminiscent of techniques
used to lower bound the amount of quantum communication required to send classical informa-
tion from Alice to Bob in quantum one-way communication setting. We show that increasingly
better quantum strategies for Gδ∞ give rise to residual states (post-measurement states on Bob’s
side after Alice’s measurement) that can be distinguished with increasing success probability. We
obtain the desired bound on the dimension by observing that the latter can only happen if the
states are of sufficiently high dimension. The precise argument is slightly more involved as in-
deed success in the game does not imply any form of communication, and we cannot use the
intuition directly. Details are given in the proof of Theorem 5 in the next section.
4.1 Strategies with bounded entanglement
Theorem 5. Let ε > 0. Consider a strategy which succeeds at Hardy’s game H with probability at least
1 − ε and uses an entangled state of local dimensions dA and dB respectively. Then min(dA, dB) ≥
1/(16
√
ε). As a consequence, the game H cannot be won with probability one using finite-dimensional
entanglement.
Furthermore, a similar statement applies for any game Gδ∞ with 0 < δ < ω∗(G) − ω(G), constructed
from a two-player gameGwith two questions per player and finite answer sets. In this case, min(dA, dB) =
O
(
1√
ε
)
, where the implied constant depends on minXY pi(X,Y ) only.1
Below we give a proof of the “furthermore” part of Theorem 5 which applies for the games
Gδ∞. Although, strictly speaking, Hardy’s game does not fall in this category, the proof is in all
points similar. Before proceeding we give a key lemma with the following informal interpretation.
Consider any pair of answers (s, t) associated with Alice’s questions A and A′ respectively in Gδ∞.
Then we can find a question Y ∈ {B,B′} for Bob such that for any u ∈ O∗B either the answer pair
(s, u) is rejected upon question (A, Y ) or the answer pair (t, u) is rejected upon question (A′, Y ).
To state the lemma, let us define the following sets. For any s, t ∈ O∗A let
Us := {u ∈ O∗B : V δ∞(s, u|A,B) = 0, i.e., (s, u) is rejected upon questions (A,B)} (11)
1For games with two questions per player minXY pi(X,Y ) is necessarily positive, unless ω∗(G) = ω(G). To see this,
suppose G is such that e.g. pi(A′, B′) = 0. Fix an optimal quantum strategy. Consider a classical strategy in which each
player, upon receiving the unprimed question, uses shared randomness to sample from the distribution produced by
the quantum strategy upon questions (A,B). Now, upon receiving the primed question a player knows that the other
player received the unprimed question. Hence the player can use the same shared randomness to again simulate the
behavior of the quantum players: for any value of the shared random string the player knows precisely which answer
the other player will provide. Hence the classical strategy reproduces the quantum strategy perfectly.
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and letPt be the set of answers u for Bob such that (t, u) is rejected upon question (A′, B). Similarly
define U ′s and P ′t as the sets of Bob’s answers corresponding to rejected answer pairs for questions
(A,B′) and (A′, B′) respectively.2
Lemma 6. For any (s, t) ∈ (O∗A ×O∗A) it holds that either U ′s ∪ P ′t = O∗B or Us ∪ Pt = O∗B .
Proof. For contradiction suppose that there exists a pair of answer strings (s, t) ∈ (O∗A × O∗A)
such that both U ′s ∪ P ′t ( O∗B and Us ∪ Pt ( O∗B . Hence there exists a pair of strings of answers
(u, v) ∈ (O∗B × O∗B) for Bob such that u /∈ Us ∪ Pt and v /∈ U ′s ∪ P ′t. By definition, this means
that the pair of answers (s, u), (s, v), (t, u) and (t, v) are accepted by the verifier in the game Gδ∞,
on questions (A,B), (A,B′), (A′, B) and (A′, B′) respectively. We now derive a contradiction
by defining a classical strategy for the game G that has success probability strictly larger than
ω(G). The strategy is simple: upon receiving their respective questions, the players use shared
randomness to select an integer i ∈ {1, . . . , |s|} (note that necessarily |s| = |t| = |u| = |v|) and
answer the i-th symbol in their strings s or t for Alice (depending on whether her question was A
or A′), and u or v for Bob (depending on whether his question was B or B′). By definition of V δ∞,
their success probability is at least ω∗(G)− δ > ω(G), a contradiction.
Based on Lemma 6 one can already give a short proof of the fact that no finite strategy can
achieve success probability ω∗(Gδ∞) = 1 for any of the considered games Gδ∞. To see this, assume
that a perfect finite strategy exists and let ρs be Bob’s residual state in the case when Alice has re-
sponded with string s upon questionA and let ρ′t be his state in the case when Alice has responded
t upon question A′. Note that if Us ∪ Pt = O∗B then any answer of Bob’s which is accepted upon
question (A,B) and Alice answering s would be rejected upon question (A′, B) and Alice answer-
ing t. Hence, in order to win Bob must be able to perfectly distinguish state ρs from ρt, i.e., ρs ⊥ ρt.
Lemma 6 allows to conclude that ρs ⊥ ρt for all s, t which is a contradiction since
∑
s ρs =
∑
t ρt
cannot be the zero matrix.
To prove the dimension estimate stated in Theorem 5 we need a more involved quantitative
argument which we are about to give. Nevertheless, the underlying idea remains the same.
Proof of Theorem 5. Fix ε > 0, and assume that there exists a quantum strategy for winning Gδ∞
with probability 1−ε using |ψ〉 ∈ CdA⊗CdB as the shared entanglement. Without loss of generality
we can assume that |ψ〉 has full Schmidt rank and dA = dB =: d. Next, let
{
As : s ∈ O∗A
}
be the
POVM measured by Alice upon question A. Define POVM
{
A′t : t ∈ O∗A
}
similarly, as well as
POVMs
{
Bu : u ∈ O∗B
}
for Bob on question B and
{
B′v : v ∈ O∗B
}
on question B′. Also, for any
s, t ∈ O∗A, define the following post-measurement states on Bob’s system
ρs := TrA
(
(As ⊗ Id)|ψ〉〈ψ|
)
and ρ′t := TrA
(
(A′t ⊗ Id)|ψ〉〈ψ|
)
, (12)
and let ρ :=
∑
s ρs =
∑
t ρ
′
t = TrA(|ψ〉〈ψ|). Recall the definition of the set U ′s in Equation (11), and
define U ′s :=
∑
v∈U ′s Bv. Similarly define Us :=
∑
u∈Us Bu, P
′
t :=
∑
v∈P ′t Bv and Pt :=
∑
u∈Pt Bu.
Our assumption that the strategy succeeds with probability 1 − ε implies that the following four
2The letters P and U are meant to stand for the primed and unprimed questions for Alice.
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relations must hold:
pi(A,B)
∑
s
Tr(ρs Us) ≤ ε (13)
pi(A,B′)
∑
s
Tr(ρs U
′
s) ≤ ε (14)
pi(A′, B)
∑
t
Tr(ρ′t Pt) ≤ ε (15)
pi(A′, B′)
∑
t
Tr(ρ′t P
′
t) ≤ ε. (16)
To proceed we define the following sets:
S′ :=
{
(s, t) ∈ (O∗A ×O∗A) : U ′s ∪ P ′t = O∗B
}
S :=
{
(s, t) ∈ (O∗A ×O∗A) \ S′ : Us ∪ Pt = O∗B
}
.
By the definition of the two sets and Lemma 6, the set O∗A × O∗A is the disjoint union of S and S′.
We derive a lower bound on d by studying the following quantity:
Tr(ρ2) =
∑
s,t∈O∗A
Tr(ρsρ
′
t) =
∑
(s,t)∈S′
Tr(ρsρ
′
t) +
∑
(s,t)∈S
Tr(ρsρ
′
t). (17)
Since ρ is a d-dimensional density matrix it holds that Tr(ρ2) ≥ 1/d. We now upper bound each
of the two terms on the right-hand side of Equation (17) as a function of ε. The two bounds are
similar; we analyze the summation corresponding to pairs (s, t) ∈ S′.
By the definition of the set S′, we have that U ′s ∪ P ′t = O∗B for any (s, t) ∈ S′. Hence we can
decompose
Id = U ′s + P
′
t −R′s,t, (18)
where the term R′s,t :=
∑
v∈U ′s∩P ′t B
′
v takes care of double counting. Write∑
(s,t)∈S′
Tr(ρsρ
′
t) =
∑
(s,t)∈S′
Tr(ρs(U
′
s + P
′
t −R′s,t)ρ′t)
=
∑
(s,t)∈S′
Tr(ρsU
′
sρ
′
t) +
∑
(s,t)∈S′
Tr(ρsP
′
tρ
′
t)−
∑
(s,t)∈S′
Tr(ρsR
′
s,tρ
′
t). (19)
We bound each of the three terms from Equation (19) separately. The first two can be bounded in
a similar way. Specifically, for the first term, if we define σs :=
∑
t: (s,t)∈S′ ρ
′
t then∑
(s,t)∈S′
Tr(ρsU
′
sρ
′
t) ≤
∑
s
∣∣Tr(ρsU ′sσs)∣∣
≤
∑
s
(
Tr(ρsU
′
sσ
2
sU
′
s)
)1/2(
Tr(ρs)
)1/2
≤
(∑
s
Tr(ρsU
′
sσ
2
sU
′
s)
)1/2(∑
s
Tr(ρs)
)1/2
≤
(∑
s
Tr(ρsU
′
s)
)1/2
≤
√
ε/pi(A,B′),
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where the second inequality uses the Cauchy-Schwarz inequality for the trace inner product (us-
ing cyclicity of the trace to write Tr(ρsU ′sσs) = Tr(
√
ρsU
′
sσs ·
√
ρs)), the fourth uses σ2s ≤ Id,
(U ′s)2 ≤ U ′s, and Tr(ρ) ≤ 1, and the last is by (14). The same bound can be derived for the sec-
ond term in Equation (19), this time using (16). Note that the last sum in Equation (19) may be
negative, and we need to bound it as well. We proceed as follows:∣∣∣ ∑
(s,t)∈S1
Tr(ρsR
′
s,tρ
′
t)
∣∣∣ ≤ ( ∑
(s,t)∈S′
Tr(ρsR
′
s,tρ
′
tR
′
s,t)
)1/2( ∑
(s,t)∈S1
Tr(ρsρ
′
t)
)1/2
≤
( ∑
(s,t)∈S1
Tr
(√
R′s,tρs
√
R′s,t
)
Tr
(√
R′s,tρ
′
t
√
R′s,t
))1/2(
Tr(ρ2)
)1/2
≤
( ∑
(s,t)∈S1
Tr(ρsU
′
s) Tr(ρ
′
tP
′
t)
)1/2
≤
((∑
s
Tr(ρsU
′
s)
)1/2(∑
t
Tr(ρ′tP
′
t)
))1/2
≤ ε/
√
pi(A,B′)pi(A′, B′),
where the first inequality uses the Cauchy-Schwarz inequality for the trace inner product (using
cyclicity of the trace to write Tr(ρsR′s,tρ′t) = Tr(ρ
1/2
s R′s,t(ρ′t)1/2 · (ρ′t)1/2ρ1/2s )), the second uses the
inequality Tr(XY ) ≤ Tr(X) Tr(Y ) valid for all positive X,Y , and the fact that Tr(ρsρ′t) ≥ 0 for
every (s, t), the third uses cyclicity of the trace and R′s,t ≤ U ′s, R′s,t ≤ P ′t , the fourth uses that all
terms are non-negative to upper bound the summation over (s, t) ∈ S′ by a summation over all
s, t, and the last uses (14) and (16).
Putting everything together, we have shown that
∣∣∑
(s,t)∈S′ Tr(ρsρt)
∣∣ = O(√ε), where the im-
plied constant depends only on minXY pi(X,Y ). Proceeding in a similar way, the same bound can
be obtained for the summations over pairs (s, t) ∈ S. From Equation (17) we then obtain
1
d
≤
∑
s,t
Tr(ρsρ
′
t) = O
(√
ε
)
,
proving the bound claimed in the theorem.
4.2 Strategies with bounded number of answers
Theorem 7. Let G be a two-player game with two questions per player and finite answer sets OA and
OB . Also let ε > 0 and 0 < δ < ω∗(G) − ω(G). Consider an entangled strategy that succeeds at Gδ∞
with probability at least 1 − ε and for which either Alice’s or Bob’s answers always fall within a set of
cardinality L. Then L = Ω(1/
√
ε), where the implied constant depends on minXY pi(X,Y ) only.
Proof. Let L ∈ N and fix a string s ∈ O∗A of length at most log(L) that is answered by Alice
on question A. Let σ0 be the post-measurement state on Alice’s system that corresponds to Bob
applying his POVM {Bu} upon question B and obtaining an answer string u /∈ Us, that is,
σ0 :=
∑
u/∈Us
TrA
(
(Id⊗Bu)|ψ〉〈ψ|
)
. (20)
If the questions are (A,B) and Alice obtains s as outcome, then by definition of the set Us all other
answers for Bob are rejected in the game, hence
Tr
(
As(ρ− σ0)
)
= Tr(ρs)− Tr(Asσ0) ≤ ε/pi(A,B), (21)
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where {As : s ∈ O∗A} is the POVM measured by Alice upon the unprimed questionA. Similarly, let
σ′1 be the post-measurement state on Alice’s system that corresponds to Bob applying his POVM
for question B′ and obtaining an answer string v /∈ U ′s. By the same reasoning,
Tr
(
As(ρ− σ′1)
)
= Tr(ρs)− Tr(Asσ′1) ≤ ε/pi(A,B′). (22)
Let P ′ be the sum of those POVM elements for Alice’s question A′ that correspond to answers
t such that U ′s ∪ P ′t = O∗B , and Q′ = Id−P ′. By Lemma 6, every POVM element in Q′ corresponds
to an answer t such that Us ∪ Pt = O∗B . On questions (A′, B), if Alice obtains one of the outcomes
t corresponding to P ′ and Bob obtains an outcome u /∈ U ′s then it must be that u ∈ Pt and hence
Tr(P ′σ′1) ≤ ε/pi(A′, B). Similarly, on questions (A′, B′) if if Alice obtains one of the outcomes
t corresponding to Q′ and Bob obtains an outcome u /∈ Us then u ∈ Pt and hence Tr(Q′σ0) ≤
ε/pi(A′, B′). We have proven:
Tr(Q′σ0) ≤ ε/pi(A′, B′) and Tr(P ′σ′1) ≤ ε/pi(A′, B). (23)
Using P ′ +Q′ = Id we may decompose
Tr(Asσ0) = Tr(AsP
′σ0) + Tr(AsQ′σ0)
≤ Tr(AsP ′σ0) + Tr(AsQ′Asσ0)1/2 Tr(Q′σ0)1/2
≤ Tr(AsP ′σ0) +
√
ε/pi(A′, B′)
= Tr(AsP
′ρ)− Tr(AsP ′(ρ− σ0)) +
√
ε/pi(A′, B′)
≤ Tr(AsP ′ρ) + Tr(P ′AsP ′(ρ− σ0))1/2 Tr(As(ρ− σ0))1/2 +
√
ε/pi(A′, B′)
≤ Tr(AsP ′ρ) +O
(√
ε
)
, (24)
where the first inequality is Cauchy-Schwarz, the second uses AsQ′As ≤ Id and (23), the third
inequality is Cauchy-Schwarz again, and the last uses P ′AsP ′ ≤ Id and (21). A similar chain of
inequalities leads to the bound
Tr(Asσ
′
1) ≤ Tr(AsQ′ρ) +O
(√
ε
)
. (25)
But
Tr(AsP
′ρ) + Tr(AsQ′ρ) = Tr(Asρ) = Tr(ρs),
which combined with (24), (25) and (21), (22) yields
2 Tr(ρs) ≤ Tr(Asσ0) + Tr(Asσ′1) +O
(√
ε
) ≤ Tr(ρs) +O(√ε),
implying that Tr(ρs) = O
(√
ε
)
. Summing over swe deduce 1 ≤ O(√ε)L, proving the theorem.
We can use Hardy’s game, or any of the games Gδ∞, to certify the dimension of an entangled
state. According to Theorem 5, if Alice and Bob succeed with high probability, then they must
possess an entangled state of high local dimension. In practice it is not reasonable to test entan-
glement via a scheme involving infinitely many outcomes. Therefore, we consider games Gδ∞(`)
that are obtained from Gδ∞ by limiting the parties to answer strings of length at most ` ∈ N. For an
appropriately chosen ` = Θ(log 1/ε), the game Gδ∞(`) has two questions and poly(1/ε) answers
per player; moreover Lemma 4 shows that ω∗
(
Gδ∞(`)
) ≥ 1 − ε. Now, as a direct consequence of
Theorem 5 we obtain the following corollary.
Corollary 8. Let G be a two-player game with two questions per player and finite answer setsOA andOB .
Also let ε > 0, 0 < δ < ω∗(G) − ω(G) and ` = Θ(log 1/ε). Any strategy that succeeds at Gδ∞(`) with
probability at least ω∗
(
Gδ∞(`)
)− ε must use a state of local dimension at least Ω(1/√ε).
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5 Discussion and Open Problems
By exhibiting Hardy’s game we have shown that there exist two-party distributed tasks with clas-
sical questions and answers for which no finite amount of entanglement allows the parties to
perform optimally. We have also exhibited an infinite sequence of strategies, using entanglement
of increasing dimension, which obtain success probabilities that tend to the optimal ω∗(H) = 1.
Each strategy in our sequence produces answers of fixed length, increasing with the dimension of
the entangled state. We have showed that to some extent this is necessary: strategies producing
answers with bounded length succeed with probabilities that are bounded away from one. Fi-
nally, we have shown that games similar to Hardy’s can be constructed out of any game G with
two questions per player, finite answer sets and ω(G) < ω∗(G).
The most pressing question left open by our work is whether a finite-dimensional shared state
is always sufficient to achieve ω∗(G) for games with finite question and answer sets. As already
mentioned in the introduction, there are numerical results which suggest that this is not always
the case [PV10]. It is also interesting to investigate what kind of trade-offs may be required in
terms of the dimension of strategies which approach the optimum. In particular, are there any
general upper bounds on the dimension d sufficient to achieve value ω∗(G)− ε?
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