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e-zdravstvenega sistema
magistrsko delo
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Analiza bremena in zmogljivosti vzorčnega e-zdravstvenega
sistema
Ob izvajanju zmogljivostnega testiranja nekega sistema nas mnogokrat zanima, kako
bi se sistem odzval na večjo obremenitev. Da bi pri testiranju pridobili čim bolj realne
rezultate, uporabimo sintetično in ne povsem umetno breme, saj sintetično breme odraža
določene lastnosti realnega bremena. Pričujoče magistrsko delo razvije metodologijo
za analizo bremena vzorčnega e-zdravstvenega sistema, katere cilj je pridobiti čimbolj
natančne podatke o realnem bremenu, da bi na osnovi slednjega lahko prǐsli do izhodǐsč
formacije sintetičnega bremena, ki ga običajno uporabimo za potrebe izvajanja stresnih
in bremenskih testov vzorčnega sistema.
V magistrski nalogi sprva razložimo pojem e-zdravstva in predstavimo vzorčni sis-
tem, na katerem smo pridobili vzorčno breme. Nadaljujemo z opisom teorije strežbe,
definiranjem osnovnih metrik bremena in s predstavitvijo izračuna medprihodnih časov
zahtev po Poissonovi ter Paretovi verjetnostni porazdelitvi.
Ključna koraka analize bremena predlagamo v dveh korakih. Prvi korak zajema
pridobivanje oziroma obdelovanje podatkov o vzorčnem bremenu. Drugi korak zajema
analiziranje obdelanih podatkov, kar predstavlja osnovo za definiranje sintetičnega bre-
mena.
V okviru prvega koraka je naš fokus na zajemu in obdelavi zahtev HTTP. Ključno
vlogo v magistrskem delu igrajo uporabnǐske akcije, ki jih sestavlja množica zaporednih
zahtev HTTP. Za namen obdelave podatkov o akcijah razvijemo lastno orodje v pro-
gramskem jeziku Java. Rezultat procesa zajema in obdelave podatkov je frekvenčna
porazdelitev medprihodnih časov akcij, ki jih je uporabnik izvajal v vzorčnem sistemu.
Porazdelitev grafično prikažemo na histogramu.
V okviru drugega koraka se osredotočimo na metriko porazdelitev vstopanja zahtev
v strežni sistem. Podrobneje analiziramo dinamiko medprihodnih časov zahtev in akcij.
i
ii Povzetek
Porazdelitev medprihodnih časov akcij primerjamo s porazdelitvijo medprihodnih časov
po Poissonovi in Paretovi verjetnostni porazdelitvi. Odločitev o porazdelitvi, ki v največji
meri sovpada z našo porazdelitvijo medprihodnih časov akcij, sprejmemo na podlagi
rezultatov uporabe Jensen-Shannonove divergence. Rezultat tega koraka je definiranje
enačbe za izračun medprihodnih časov, ki bi služila kot izhodǐsče pri formaciji sintetičnega
bremena.
Ključne besede: računalnǐska zmogljivost, računalnǐsko breme, e-zdravstvo
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Analysis of load and performance of a sample e-health system
While performance testing a system, we are curious about how would the system perform
with a bigger load. To get as real results as possible, we use a synthetic load instead of a
fully artificial load. Synthetic load reflects some of the properties of the real load. This
master thesis develops a methodology for the analysis of the load of a sample e-health
system. The methodology aims to get as much detailed data of real load so the data can
be used as a starting point for forming synthetic load, which we usually use in case of
stress and load testing of sample systems.
In this master thesis, we first explain the concept of e-health and introduce the sample
system, which was used to obtain the sample load. We continue with queueing theory,
the definition of basic load metrics, and with a presentation of calculating interarrival
times for requests with Poisson and Pareto probability distribution.
The analysis is suggested in two main steps. The first step consists of obtaining and
processing of the data in the sample load. The second step consists of the analysis of the
processed data which represents the groundwork for defining synthetic load.
In the first step, we focus on capturing and processing of HTTP requests. User
actions play a key role in this master thesis. They consist of consecutive HTTP requests.
For the purpose of processing action data, we develop our own tool, written in the Java
programming language. The result of capturing and processing the data is a frequency
distribution of interarrival times for actions that the user performed in the sample system.
The distribution is graphically shown on a histogram.
In the second step, we focus on metrics of interarrival times of requests in the serving
system. In detail, we analyze the dynamics of interarrival times of requests and actions.
We compare the distribution of interarrival times of actions with Poisson and Pareto
probability distributions. The decision for the distribution which largely coincides with
our distribution of interarrival times of actions is based on the results of the Jensen-
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Shannon divergence. The final result of this step is a definition of the equation to
calculate interarrival times, which can be used as the groundwork for the definition of a
synthetic load.
Key words: computer performance, computer load, e-health
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2.1 Teorija strežbe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2 Osnovne metrike bremena . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
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1 Uvod
V zadnjih letih smo priče porastu digitalizacije in informatizacije na vseh področjih
človekovega delovanja. Zdravstvo zaradi različnih razlogov na ta vlak stopa z zamudo.
Kljub temu je to hitro razvijajoče področje, v katerem najbolj prednjači pojem e-zdrav-
stvo. E-zdravstveni sistemi oziroma e-zdravstvo (angl. e-health ali eHealth) predstavljajo
zdravstvene informacijske sisteme, ki podpirajo strokovno, organizacijsko in administra-
tivno delo v zdravstveni domeni. Slednji se od klasičnih zdravstvenih informacijskih
sistemov razlikujejo predvsem v tem, da je v celoten sistem vključen tudi pacient, ki
lahko postane tudi eden izmed uporabnikov oziroma deležnikov v njem [1, 2]. Pojem
e-zdravstva se je začel omenjati pred približno dvajsetimi leti, izoblikovati pa se je začel
tekom digitalne transformacije zdravstvene panoge. Največkrat omenjani pojem v e-
zdravstvu predstavlja elektronski zdravstveni zapis (angl. Electronic Health Record –
EHR), ki predstavlja zbirko zdravstvenih informacij o posameznem pacientu. Večina
e-zdravstvenih sistemov v praksi na enem mestu omogoča dostop do večjega sklopa pa-
cientovih informacij, ki se lahko agregirajo iz več sistemov. Izkaže se, da e-zdravstvo
postaja uveljavljen pojem, ki ga prepoznava vse več ljudi, kjub temu, da točna definicija
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takšnih sistemov ni povsem določena [3, 4].
Svetovna zdravstvena organizacija (angl. World Health Organization – WHO) je na
svojem 66. srečanju leta 2013 sprejela sklep o pomenu standardizacije in interoperabil-
nosti (angl. interoperability) e-zdravstva [5]. Standardizacija e-zdravstva naj bi prinesla
dodano vrednost vsem deležnikom v zdravstveni domeni. Iz zapisanega je moč razbrati
želje, težnje in zahteve, ki naj bi jih takšni informacijski sistemi izpolnjevali. Poleg inte-
roperabilnosti, ki bi omogočila realizacijo celotnega potenciala, ki ga ti sistemi prinašajo,
velja omeniti še težnjo po varnem in časovno efektivnem prenašanju podatkov o pacientih
med informacijskimi sistemi, težnjo po primerni uporabi informacijskih in komunikacij-
skih tehnologij z namenom izbolǰsanja zdravstvene oskrbe, distribuiranosti informacijskih
sistemov, težnje po veliki količini hranjenih, prenešenih in deljenih (osebnih) podatkov
in univerzalen dostop do takšnih sistemov. Razumeti moramo, da takšne zahteve in
uporaba standardov [6–8] za seboj potegnejo uporabo določenih programskih principov
in tehnik s pripadajočimi ogrodji, ki lahko tudi negativno vplivajo na zmogljivost teh
sistemov. Zaradi navedenih specifik menimo, da je analiza zmogljivosti takih sistemov še
kako pomembna.
V modernih računalnǐskih sistemih med nefunkcionalne zahteve sodijo tudi zmogljivo-
stne zahteve, ki posredno definirajo nivo željene uporabnǐske izkušnje. O sami zmogljivo-
stni oziroma performančni analizi računalnǐskih sistemov in modernih spletnih aplikacij
lahko najdemo ogromno literature. Primer le-te je vir [9]. Za specifične e-zdravstvene
sisteme različne pristope k analiziranju zmogljivosti takšnih sistemov najdemo v virih
[10–13].
1.1 Breme v e-zdravstvenih sistemih
Da bi lahko razumeli zmogljivostno problematiko e-zdravstvenih sistemov, moramo naj-
prej poznati breme, ki v takšne sisteme vstopa. Kot smo navedli že predhodno, takšni
sistemi nudijo dostop do večjega sklopa pacientovih podatkov, ki se lahko agregirajo iz
več virov. Takšen sistem običajno na eni strani streže zahtevam uporabnikov, na drugi
strani pa komunicira z različnimi drugimi sistemi, kjer se vrši agregacija in obdelava po-
datkov. Predpostavimo, da imamo zdravstveno ustanovo, ki hrani pacientove podatke.
Glede na osnovni koncept e-zdravstva, lahko do njih dostopa kdorkoli izmed deležnikov
v sistemu, če le ima za takšen dostop dodeljene tudi pravice. Na prvem mestu so to
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zdravniki in preostalo zdravstveno osebje, ki do sistema dostopajo znotraj zdravstvene
ustanove. Po standardu FHIR (angl. Fast Healthcare Interoperability Resources) lahko
do teh podatkov dostopa tudi administrativno in ostalo osebje zdravstvene ustanove
(prav tako znotraj zdravstvene organizacije) [14]. Po nekaterih definicijah tak sistem
še ni povsem pravi e-zdravstveni sistem, ker vanj kot uporabnik še ni vključen pacient.
Ob vključitvi pacienta se razsežnost sistema opazno spremeni. Glede na moderne teh-
nologije in cilje e-zdravstva, lahko pacient do svojih podatkov dostopa od kjerkoli (na
daljavo) in kadarkoli. Sistem mora biti tako pacientu dosegljiv tudi izven omrežja zdra-
vstvene ustanove, hkrati pa mora sistem pacientu ponujati dostopno točko za prijavo.
To dodatno poveča razsežnost sistema in posledično količino bremena, ki v e-zdravstveni
sistem vstopa. Upoševajoč moderne spletne tehnologije, smernice in trende za realiza-
cijo e-zdravstvenih sistemov pridejo v kontekstu realizacije v poštev spletne aplikacije,
ki delujejo tako v brskalniku na pametnem telefonu, kot tudi v brskalnikih na večjih
napravah, kot so to na primer tablice, prenosni in osebni računalniki. Poleg možnosti
vpogleda v lastne podatke pacientu moderne tehnologije omogočajo, da v sistem enkrat-
no ali intervalno vnaša tudi določene svoje podatke. Prenos podatkov med pacientom in
e-zdravstvenim sistemom tako poteka dvosmerno. S tem opisom smo pravzaprav uokvirili
oziroma definirali splošen e-zdravstveni sistem, ki je predstavljen na sliki 1.1.
E-zdravstvo je hitro rastoče področje, ki se nenehno širi, o njem pa najdemo tudi vse
več literature. Kljub temu na žalost nikjer nismo našli literature, ki bi podrobneje pred-
stavila zmogljivostno analizo na osnovi vhodnega bremena, ki v takšne sisteme vstopa.
Najverjetneje je razlog v tem, da so to občutljivi podatki, ki se jih zaradi zakonskih ali
drugih omejitev (npr. poslovnih skrivnosti) ne objavlja javno.
1.2 Opis vzorčnega e-zdravstvenega sistema
Da bi lahko analizirali breme e-zdravstvenega sistema in posledično naredili verodostojno
zmogljivostno analizo, potrebujemo nek referenčen oziroma vzorčen e-zdravstveni sistem.
Zaradi pomanjkanja literature oziroma informacij na tem področju smo se odločili, da
bomo podatke o bremenu skušali pridobiti v enem izmed domačih podjetij, ki se ukvarjajo
z razvojem e-zdravstvenih sistemov.
V podjetju PARSEK, informacijske tehnologije, d.o.o., že več let razvijajo celovite










































Slika 1.1 Shema splošnega e-zdravstvenega sistema z uporabniki kot generatorji zahtev.
nizacijskemu delu. Storitev Vitaly predstavlja platformo, ki omogoča povezovanje,
deljenje in prenašanje podatkov pacientov med izbranimi uporabniki. Platforma s svo-
jimi rešitvami teži k čim bolǰsi uporabnǐski izkušnji njenih uporabnikov. Ponuja hiter,
enostaven in vseskozen dostop do vseh potrebnih podatkov o pacientih. Za potrebe in-
tegracij storitev je razvita v skladu z mednarodnimi standardi, kot so na primer HL7
(angl. Health Level Seven, [6]), FHIR ([14]), IHE (angl. Integrating the Healthcare En-
terprise, [15]) in DICOM (angl. Digital Imaging and Communications in Medicine, [7]).
Poleg standardov, ki se nanašajo na same rešitve, podjetje tudi pri razvoju program-
ske opreme uporablja določene mednarodne standarde, kot so na primer ISO 9001:2015
[16], ISO 13485:2016 [17] in IEC 62304 [18]. Uporaba standardov omogoča povezova-
nje z zunanjimi servisi, pa tudi povezovanje z drugimi storitvami za potrebe deljenja
dostopov, preverjanja identitet, izvajanja video klicev in podobno. Dve izmed ključnih
lastnosti platforme Vitaly sta njena modularnost in njena prilagodljivost oziroma kon-
figurabilnost. Produkti, zgrajeni na platformi Vitaly so Vitaly Patient, Vitaly
Professional, Vitaly Case Conference in Vitaly Managed Care. V razvoju pa so
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tudi drugi produkti, s katerimi skušajo zadovoljiti potrebe trga informatizacije zdravstva.
Produkti podjetja se med seboj dopolnjujejo in z zmožnostjo konfigurabilnosti pokrivajo
širok spekter želja, teženj in trendov po e-zdravstvenih funkcijah, vsako namestitev pro-
dukta pa naročniku dodatno prilagodijo oziroma personalizirajo po njegovih željah in
zahtevah. Zaradi širokih zmožnosti modularnosti in konfigurabilnosti samih produktov
kot tudi krovne platforme Vitaly, smo v pregled dobili specifično konfiguracijo in na-
stavitve produkta Vitaly Managed Care. V nadaljevanju sledi njegov opis, ker nam
bo njegovo vhodno breme služilo kot osnova za vzorčno zmogljivostno analizo.
1.2.1 Vitaly Managed Care
Produkt Vitaly Managed Care je namenjen sledenju pacientovega zdravstvenega sta-
nja skozi njegovo okrevanje po prebolelem bolezenskem stanju. V našem vzorčnem pri-
meru bo to bolezensko stanje rak (natančneje rak dojke), v splošnem pa je omogočena
podpora tudi za druga bolezenska stanja. Pacienta se po zdravljenju vključi v petletni
program okrevanja. V sklopu tega programa se beleži pacientovo opravljanje določenih
aktivnosti, ki temeljijo na posameznih nalogah in se individualno določajo za vsakega pa-
cienta posebej. V primeru bolezni raka dojke so te naloge pregled ob sprejetju v program
(angl. knowledge sharing workshop), pregled zdravstvenega stanja ob vstopu v program
(angl. treatment summary appointment), redna letna mamografija (angl. mammography)
in redni letni virtualni pregledi stanja (angl. virtual follow-up review) z rednim izpol-
njevanjem vprašalnika poimenovanega Vitaly Questionnaire. Aktivnosti so odvisne
od vrste bolezenskega stanja. Pacientove obravnave se beležijo v CareMap elektron-
sko kartoteko, ki predstavlja funkcionalnost elektronskega zdravstvenega zapisa, kjer so
zbrani vsi podatki o pacientu in opravljanju njegovih aktivnosti skozi trajanje programa
okrevanja.
Večinski uporabniki predstavljenega produkta so zdravstveni tehniki oziroma medi-
cinske sestre z ustrezno specializacijo. Zaradi velikega števila možnih scenarijev uporabe
produkta Vitaly Managed Care je v nadaljevanju opisan en scenarij uporabe za primer
bolezni raka dojke. Uporabnik pridobi podatke o novi pacientki (v nadaljevanju upora-
bimo izraz pacient), ki se vključuje v program. Najprej v sistemu ustvari novega pacienta
in ustrezno vnese njegove podatke. Zanj nato ustvari CareMap zapis in določi po-
trebne naloge. S pacientom (lahko jih je tudi več) opravi prvo aktivnost (torej pregled po
sprejetju v program), kjer ga (jih) seznani o nadaljnjem spremljanju, poteku programa in
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aktivnostih v prihodnje. Nato z njim individualno opravi pregled zdravstvenega stanja
(pregled povzetka zdravljenja), rezultat česar je poročilo, ki se shrani v sistem. Poleg
poročila lahko priloži še kakšne druge dokumente. Omeniti velja, da naštete naloge ne
potekajo takoj ena za drugo, ampak je med njimi lahko tudi več dni presledka. Podobno
se dogaja tudi pri letnem obisku mamografije. Uporabnik glede na sistem sporoči drugi
ekipi, da je potrebno opraviti mamografijo, ekipa pa mu po opravljeni mamografiji poda
poročilo, ki ga ustrezno shrani v sistem. Mamografiji sledi pogovor s pacientom o njego-
vem zdravstvenem stanju, za tem pa se izpolni še vprašalnik, na podlagi katerega lahko
uporabnik ugotovi poslabšanje zdravstvenega stanja in ustrezno ukrepa. Tudi te naloge
lahko sledijo ena drugi z večdnevnimi vmesnimi premori. Naloga uporabnika je, da pa-
cienta ustrezno vodi skozi okrevanje, zato mora redno spremljati vse pripadajoče naloge
za vse paciente in datume zastavljenih nalog ustrezno uskladiti s pacienti in ostalimi
ekipami v bolnǐsnici. Uporabnik svoje delo opravlja znotraj negovalne enote, v kateri je
ekipa medicinskih sester z različnimi nivoji znanja in po potrebi ostalo medicinsko osebje,
pri čemer ima lahko vsak svojo nalogo. V obravnavo se lahko na primer vključi zdravnik,
ki je specializiran kot radiolog. V primeru našega vzorčnega sistema so v negovalni enoti
samo medicinske sestre. Svoj delovni dan ima medicinska sestra organiziran tako, da
odpre seznam vseh nalog za vse paciente in se loti načrtovanja nalog, ki so potrebne v
prihodnje, hkrati pa ustrezno zapre oziroma obdela vse preǰsnje naloge.
Zaradi poslovnih skrivnosti in drugih pravnih omejitev so pridobljeni vzorčni podatki
anonimizirani in pridobljeni iz pred-produkcijske testne implementacije takšne konfigura-
cije produkta. Testni sistem, ki smo ga analizirali, poimenujmo vzorčni sistem, njegovo
pripadajoče breme in pripadajoče podatke o vstopajočih zahtevah pa vzorčno breme.
Poleg tega smo v uporabo prejeli še dodatno (identično) implementacijo produkta, za
namene uporabe v primeru, če bi to za karkoli potrebovali. Ta sistem poimenujmo de-
monstracijski sistem oziroma kraǰse demo sistem, pripadajoče breme pa demonstracijsko
breme oziroma kraǰse demo breme.
Vzorčno breme je v svoji strukturi in zasnovi enako bremenu iz produkcijske imple-
mentacije takšnega sistema. Tako z njim na primer pridobimo razmerja med različnimi
vrstami podatkov v bremenu in oceno velikostnega razreda bremena. Omeniti velja, da so
nekateri podatki, ki se v vzorčnem sistemu uporabljajo, izmǐsljeni. To na primer pomeni,
da v sistemu verjetno obstaja umetno ustvarjena “Pacientka x”, ki je prebolela raka na
dojki in je bila preǰsnji teden na mamografiji, čeprav v realnosti ta ne obstaja. Kljub
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temu so podatki o bremenu še vedno ustrezni za uporabo pri analiziranju zmogljivosti
sistema. Analiziramo namreč breme in kako bi se sistem odzival v primeru obremenitve
in ne kako se sistem odziva iz vidika točnosti obdelave podatkov, ki jih uporabnik v
sistem vnaša. Na ta način so ustreznost podatkov, uporabljenih pri testiranju, utemeljili
tudi v viru [12], kjer so operirali s povsem umetno simuliranimi bremenskimi podatki.
Predhodno opisan scenarij uporabe produkta naj bi v realni implementaciji upora-
bljalo večje število uporabnikov. Sledje naj bi se prilagajalo številu pacientov. Sistem se
vsak delovni dan uporablja približno 8 delovnih ur. Seveda je točno obnašanje uporab-
nika skozi en delovnik odvisno od njegovih preferenc, kar pomeni, da lahko en dan zgolj
vnaša nove paciente, drug dan pa planira oziroma načrtuje bodoče naloge. V primeru
zajema vzorčnega bremena je Vitaly Managed Care uporabljal zgolj en uporabnik.
Ta uporabnik je eden izmed zaposlenih v podjetju PARSEK, informacijske tehnologije,
d.o.o., in nima izobrazbe iz področja zdravstva. Njegova vsakodnevna naloga je, da upo-
rablja testne sisteme podjetja na način, kot se jih uporablja v produkcijskem okolju. Tako
ugotavlja obnašanje sistema v različnih scenarijih, hkrati pa testira sistem zaradi iskanja
morebitnih napak. Gre torej za to, da imamo v primeru generiranja vzorčnega bremena
zverziranega uporabnika, ki to počne vsak dan na enak način kot končni uporabniki.
Podjetje smo prosili, da nam omogočijo zajem podatkov na dan, ko bo ta uporabnik
cel dan uporabljal vzročni sistem. Le-ta ga je 14.07.2020 tako kot v produkcijski imple-
mentaciji uporabljal 8 ur na dan na enem namiznem računalniku in v sistemu izvajal
enake naloge, kot se izvajajo tudi v produkcijski implementaciji. Večjega števila dnev-
nih vzorčnih bremen zaradi omejenosti resursov podjetja in poslovnih skrivnosti ni bilo
mogoče zajeti. V kolikor vzorčni sistem apliciramo na sliko 1.1, moramo poudariti, da
uporabnik vzorčnega sistema spada v skupino zdravstvenega osebja, uporabnikov iz sveta
pacientov pa v vzorčnem sistemu ni. Ta edini uporabnik je torej generiral vzorčno breme.
Naš cilj v nadaljevanju je izvedba analize vzorčnega bremena.
Vzorčni sistem sestavljajo sledeče štiri komponente:
nasprotni namestnik oziroma nasprotni namestnǐski strežnik (angl. reverse proxy)
– spletni strežnik Apache, v nadaljevanju namestnik, predstavlja vstopno točko
oziroma prehod za vse zahteve v sistem in nazaj iz njega; skozi ta strežnik namreč
potuje vsaka zahteva, ki prihaja oziroma zapušča sistem;
ponudnik identitete (angl. Identity provider – IdP) – Keycloak, ki skrbi za dode-
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ljevanje in preverjanje identitete prijavljenih uporabnikov; deluje kot samostojna
enota na aplikacijskem strežniku Wildfly;
čelni (angl. frontend – FE) in zaledni (angl. backend – BE) del sistema predsta-
vljata osrčje sistema; naložena sta na aplikacijskem strežniku Wildfly;
podatkovna baza (angl. Database – DB), kjer se hranijo vsi podatki;
1.2.2 Arhitektura vzorčnega sistema
Glede na pregledano literaturo smo se odločili, da vzorčni sistem in njegovo breme ana-
liziramo kot črno škatlo (angl. black box ). Tako bo našo metodologijo možno uporabiti
tudi na drugih sistemih in ne bo odvisna zgolj od vzorčnega sistema. Da lahko vemo, od
kod pridobiti podatke o bremenu in kako to breme v grobem potuje po sistemu, vseeno




IdP - Keycloak FE + BE - WildFly
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Prihajajoče in odhajajoče zahteve
Slika 1.2 Arhitektura vzorčnega sistema.
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1.2.3 Zgradba vzorčnega sistema
Tako čelni, kot tudi zaledni aplikacijski del sistema, sta zgrajena v programskem jeziku
Java, natančneje po specifikaciji Java EE. Čelni del je realiziran kot spletna aplikacija,
zgrajena z ogrodjem JavaServer™ Faces (JSF) in predstavlja edino vstopno točko v sistem.
Slika 1.3 Posnetek zaslona spletne aplikacije, zavihek o pacientih.
Na sliki 1.3 je predstavljen posnetek zaslona aplikacijskega dela sistema. Natančneje
je ta pogled uporabniku viden ob izbiri zavihka o pacientih. Pogled v spletni aplikaciji
razdelimo na tri glavne komponente, in sicer so to levi oziroma navigacijski meni, zgornja
iskalna vrstica oziroma glava in osrednji del oziroma vsebina. Navigacijski meni po
aplikaciji omogoča dostop do določene vsebine (pacientov, CareMap, naloge, sporočil,
obvestil in pogojno negovalnih enot). Negovalne enote se pokažejo zgolj v primeru, če ima
uporabnik ustrezne pravice in je pravzaprav administrator sistema. Na dnu menija se
nahaja bližnjica za ogled zadnjih petih ogledanih pacientov. V glavi se nahaja možnost za
iskanje pacienta (tako hitro kot tudi napredno iskanje), hiter pregled sporočil ter obvestil
in dostop do uporabnǐskih nastavitev ter možnost odjave iz aplikacije.
1.3 Pregled magistrskega dela
V okviru pričujoče magistrske naloge se bomo usmerili na analizo bremena in zmogljivosti
vzorčnega e-zdravstvenega sistema. Cilj naloge je zgraditi metodologijo za ustvarjanje
sintetičnega bremena [19], ki čim bolj verodostojno odraža realno breme. Pri predsta-
vitvi metodologije se bomo usmerili zgolj na eno izmed metrik bremena vzorčnega e-
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zdravstvenega sistema, in sicer na medprihodne čase in porazdelitev medprihodnih časov
zahtev, ki predstavljajo sistemsko breme.
Zakaj je analiza bremena pravzaprav pomembna? Predstavimo to skozi preprost
primer. Imamo sistem, ki ga uporablja 10 uporabnikov. Žal ne vemo, kako se sistem
zmogljivostno obnaša pri 100 uporabnikih, vendar bi to radi izvedeli. Če bomo izvedli
nekaj zmogljivostnih testov z modeliranim oziroma umetnim bremenom, bomo dobili
rezultate, za katere pa ni nujno, da bodo odražali realno stanje obremenitve sistema.
S tem, ko preučimo breme 10-ih uporabnikov in ustvarimo sintetično breme s podob-
nimi lastnostmi, se bomo pri analiziranju zmogljivosti sistema skozi teste bolj približali
realnemu bremenu 100-ih uporabnikov. Zmogljivostni testi bodo tako dali bolj realne
oziroma verodostojneǰse rezultate. Z eksperimentalno analizo lahko tako preverimo zmo-
gljivost aplikacije glede na vhodno breme, ki v produkcijskem okolju (še) ne obstaja [9].
Sintetično breme predstavlja breme, ki je sestavljeno iz podatkov o realnem bremenu,
le-ti pa so bili pridobljeni na osnovi meritev [19].
Izvedbo analize bremena predlagamo v dveh ključnih korakih. Prvi korak je prido-
bivanje oziroma obdelovanje podatkov o bremenu in drugi korak analiziranje le-teh. V
prvem koraku želimo izvedeti čim več o bremenu oziroma zahtevah, ki prihajajo v sistem.
Želimo si, da s temi podatki zajamemo čim več metrik bremena. Po zajemu pridobljene
podatke ustrezno obdelamo. V drugem koraku analiziramo obdelane podatke in defi-
niramo enačbo za izračun medprihodnih časov, ki bi služila kot izhodǐsče pri formaciji
sintetičnega bremena.
Tako v nadaljevanju v poglavju 2 definiramo osnovne zmogljivostne metrike z osno-
vami teorije strežbe, v poglavju 3 predstavimo pridobivanje in obdelavo bremena zahtev
vzorčnega sistema in v poglavju 4 analiziramo obdelane podatke ter definiramo izhodǐsče
sintetičnega bremena. Zaključek predstavimo v poglavju 5. Grafični prikaz aktivnosti in
pripadajočih rezultatov le-teh, ki smo jih izvedli tekom pričujočega magistrskega dela, je
predstavljen na sliki 1.4.
1.4 Skladnost dela s predlagano dispozicijo
Na tej točki dodajmo še komentar na zastavljene oziroma predvidene prispevke pričujočega
magistrskega dela, ki smo jih definirali v dispoziciji pred pričetkom dela. Šele po podrob-
nem pregledu širšega področja e-zdravstva in standardov smo ugotovili, da je e-zdravstvo









































Slika 1.4 Grafični prikaz aktivnosti in pripadajočih rezultatov le-teh v pričujočem magistrskem delu.
res delikatno področje z ogromno standardi in specifikacijami. Že zmogljivostna analiza
vzorčnega sistema upoštevajoč vsaj enega od naštetih standardov in odziv le-tega ob
uporabi tega standarda predstavlja velik izziv, ki pa mu nismo sledili, saj bi se tako
preveč omejili zgolj na en vzorčni sistem in en standard, s čimer pa analiza ne bi imela
možnosti za ponovno uporabo. Posledično bi tako odpadla tudi ideja o analiziranju po
principu črne škatle. Z enakim razlogom nismo pregledali ozkih grl vzorčnega sistema.
Fokusirali smo se na pridobivanje in analizo bremena, ker je v literaturi pravzaprav na
tem področju najmanj virov. Glede na dispozicijo smo predlagali tudi pregled literature
na področju testiranja zmogljivosti in določanje testov zmogljivosti. Nekaj testiranj zmo-
gljivosti, izvedenih na e-zdravstvenih sistemih, je razvidnih iz literature, predstavljene v
začetku pričujočega poglavja. Več o testih zmogljivosti kot eni od predlaganih možnosti
za nadaljne delo na podlagi naše analize bralcu predstavimo v zaključku.

2 Osnovne metrike strežnega
sistema
Večina modernih računalnǐskih storitev temelji na konceptu odjemalec – strežni sistem1.
Odjemalec zahteve poraja, strežni sistem jih mora v nekem predvidenem času postreči,
postrežene zahteve pa se nato vrnejo k odjemalcu. Poenostavljen model strežbe na
strežnem sistemu prikažemo na sliki 2.1, pri čemer T1 predstavlja čas potovanja zahteve
od odjemalca do strežnega sistema, T2 predstavlja čas prebivanja zahteve v strežnem
sistemu in T3 predstavlja čas potovanja odgovora od strežnega sistema do odjemalca. Pod
pojmom zahteve smatramo vsebinsko nerazčlenljivo entiteto, ki potuje po računalnǐskem
omrežju od odjemalca do strežnega sistema in obratno. Časovni vzorec vstopajočih
zahtev v strežni sistem tvori njegovo breme [19, 20]. Več o interpretaciji pojma zahteve v
domeni pričujoče magistrske naloge povemo v začetku poglavja 3, natančneje v razdelku
3.2.
1Strežni sistem – računalnǐsko podprta realizacija sistema, ki izvaja strežbo zahtev.
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Slika 2.1 Osnovna shema modela strežnega sistema. T1 predstavlja čas potovanja zahteve od odjemalca do strežnega
sistema, T2 predstavlja čas prebivanja zahteve v strežnem sistemu in T3 predstavlja čas potovanja odgovora od
strežnega sistema do odjemalca.
2.1 Teorija strežbe
Teorija strežbe (angl. queueing theory) ali teorija čakalnih vrst je področje, ki se ukvarja
z matematičnimi analizami delovanja strežnih enot. Praktično vse komponente tako v
strojni, kot tudi v programski opremi lahko modeliramo s pomočjo teorije čakalnih vrst.
Na podlagi študije določenega sistema lahko analiziramo njegovo čakalno vrsto, njegovo
strežbo, čas čakanja oziroma zakasnitev zahtev (angl. latency) in njegovo izkorǐsčenost
(angl. time-based utilization) [9, 20].
Temeljna gradnika teorije strežbe sta strežna enota in strežna mreža. V nadaljeva-
nju podamo njuni definiciji povzeti po viru [20] in predstavimo osnove področja teorije
strežbe.
Definicija 1. Strežno enoto tvori m (m ≥ 1) paralelno vezanih strežnikov Si (i = 1,...,
m), pri čemer so le ti funkcionalno in zmogljivostno ekvivalentni, pred paralelno vezavo
strežnikov pa se nahaja ena čakalna vrsta.
Vstopajoča zahteva je v strežni enoti postrežena natanko v enem izmed m strežnikov,
pri čemer lahko posamezni strežnik istočasno streže le eno zahtevo. Posamezna čakalna
vrsta je realizirana z vmesnikom (angl. buffer), kjer zahteva čaka, da bo postrežena
na prvem prostem strežniku. Čakalna vrsta ima svojo velikost, ki predstavlja največje
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število zahtev, ki v njej lahko čakajo na obdelavo, nahaja pa se pred strežnikom. Po-
jem funkcionalna ekvivalentnost pomeni, da vsi strežniki ponujajo enak tip strežbe, po-
jem zmogljivostna ekvivalentnost pa, da imajo vsi strežniki enako intenzivnost strežbe.









Slika 2.2 Model strežne enote povzet po [20].
Definicija 2. Strežno mrežo sestavljajo poljubne zaporedne, paralelne ali mešane vezave
n (n > 1) strežnih enot.
Strežne enote običajno predstavimo s Kendallovo notacijo. Zapǐsemo jo s šestorčkom
A/B/m/k/P/Q, (2.1)
kjer A predstavlja verjetnostno porazdelitev medprihodnih časov vstopajočih zahtev, B
predstavlja verjetnostno porazdelitev strežnih časov zahtev, m predstavlja število pa-
ralelno vezanih strežnikov, k pa predstavlja kapaciteto strežne enote, torej maksimalno
število zahtev, ki se lahko nahajajo v strežni enoti, pri čemer velja izraz
k = m+ len(queue). (2.2)
Pri tem izraz len(queue) predstavlja dolžino čakalne vrste v enoti. P predstavlja velikost
populacije zahtev, ki iz zunanjega okolja vstopajo v strežno enoto in Q predstavlja tip
strežne discipline v čakalni vrsti strežne enote. Privzeta vrednost za k in P je neskončno,
privzeta vrednost za Q pa FIFO strežna disciplina (vrsti red jemanja zahtev iz vrste je
enak vrstnemu redu prihajanja zahtev v vrsto). Te tri parametre pri zapisu strežnih enot
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navajamo le, če se razlikujejo od privzetih vrednosti. Neskončne čakalne vrste pridejo
v poštev v matematičnih analizah, ker le-te poenostavijo modele. V realnem strežnem
sistemu je velikost čakalnih vrst seveda venomer omejena. V primeru zapolnjene čakalne
vrste pride do zavračanja zahtev in posledično izgube le-teh [9, 20].
Parametra A in B po Kendallovi notaciji označimo z naslednjimi vrednostmi:
M : eksponentna porazdelitev markovskega (Poissonovega) procesa;
D: deterministična porazdelitev;
Ek: Erlangova porazdelitev reda k;
G: splošna verjetnostna porazdelitev;
Najpogosteǰse uporabljani modeli strežnih enot so tipa M/M/1, M/M/m, M/G/1 in
M/D/1.
2.2 Osnovne metrike bremena
Za oceno zmogljivosti poljubnega strežnega sistema in njegovega bremena moramo defi-
nirati oziroma vpeljati ustrezne metrike. Osnovne metrike strežnega sistema in bremena
povzete s področja teorije strežbe so sledeče [20, 21]:
število zahtev v strežnem sistemu v času t (N(t)) in povprečno število zahtev v
strežnem sistemu v časovnem intervalu [0, t] (N): metriki lahko razčlenimo še na
metrike število zahtev v čakalni vrsti strežnega sistema v času t (Nq(t)), povprečno
število zahtev v čakalni vrsti strežnega sistema v časovnem intervalu [0, t] (Nq),
število zahtev v obdelavi v strežnem sistemu v času t (Ns(t)) in povprečno število
zahtev v obdelavi v strežnem sistemu v časovnem intervalu [0, t] (Ns); veljata izraza
N(t) = Nq(t) +Ns(t) (2.3)
in
N = Nq +Ns, (2.4)
pri čemer prvi odraža vrednost v opazovani časovni točki t, drugi pa njeno časovno
povprečje;
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čas bivanja i-te zahteve v strežnem sistemu (Ti) in povprečni čas bivanja zahteve v
strežnem sistemu (T ): ob predpostavki, da strežni sistem s slike 2.1 interpretiramo
kot strežno enoto, prvi čas definiramo kot čas T2i drugi pa kot T2; podrobneje lahko
obe metriki delimo še na metrike čas bivanja i-te zahteve v vrsti strežnega sistema
(Wi), povprečni čas bivanja zahteve v vrsti strežnega sistema (W ), čas strežbe i-
te zahteve v strežnemu sistemu (xi) in povprečni čas strežbe zahteve v strežnem
sistemu (x); veljata izraza
Ti = Wi + xi (2.5)
in
T = W + x, (2.6)
pri čemer prvi odraža vrednosti časov povezanih z i-to zahtevo, drugi pa njihova
časovna povprečja;
verjetnost nahajanja k zahtev v strežnem sistemu v opazovanem času t (Pk(t)) in
stacionarna verjetnost prebivanja k zahtev v strežnem sistemu (Pk);
Poleg prehodno naštetih metrik v domeni koncepta odjemalec – strežni sistem lahko
definiramo še sledeče metrike:
porazdelitev vstopanja zahtev v strežni sistem: porazdelitev definira medprihodne
čase med posameznimi zahtevami ob vstopanju v strežni sistem;
čas potovanja zahteve od odjemalca do strežnega sistema: definiramo jo kot čas
T1 (povprečje) ali čas T1i (čas i-te zahteve), ki preteče od trenutka, ko zahtevo
odjemalec odpošlje, do trenutka, ko zahtevo strežni sistem sprejme;
čas potovanja odgovora od strežnega sistema do odjemalca: definiramo jo kot čas
T3 (povprečje) ali čas T3i (čas i-te zahteve), ki preteče od trenutka, ko je zahteva
dokončno postrežena in odgovor na zahtevo zapusti strežni sistem do trenutka, ko
ga odjemalec prejme;
klasifikacija tipov zahtev : zahteve običajno delimo na skupine glede na to, kako
obremenjujejo strežnǐske resurse (procesor, dinamični pomnilnik, diskovne resurse
itd); ker so običajno časi strežbe za različne tipe zahtev različni, lahko te zahteve
skladno s strežnim časom razdelimo v kategorije; enostaven primer klasifikacije
zahtev bi tako bil delitev v skupine lahka, srednja ali težka zahteva;
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klasifikacija uporabnikov in odjemalcev : s tem pojmom zajamemo skupno število
uporabnikov in odjemalcev, ki se povezujejo s strežnim sistemom in izvedemo nji-
hovo podrobneǰso klasifikacijo;
2.3 Porazdelitev vstopanja zahtev v strežni sistem
V okviru pričujočega magistrskega dela se bomo osredotočili na analizo metrike porazde-
litev vstopanja zahtev v strežni sistem. Če bi strežni sistem želeli zapisati v Kendallovi
notaciji, potem parameter A določimo na podlagi te metrike. Pri modeliranju medpriho-
dnih in strežnih časov je pri računalnǐskih omrežjih najpogosteje uporabljena Poissonova
porazdelitev [20]. Zaradi razvoja in širjenja uporabe novodobnih internetnih storitev
so se spremenile tudi lastnosti omrežnega prometa. Za novodobni omrežni promet je
značilna variabilnost in izbruhi le-tega skozi različne časovne intervale, za kar je bolje
uporabiti Paretovo porazdelitev [22, 23]. Paretova porazdelitev tako postaja vse bolj uve-
ljavljena in uporabljana. Cilj pričujočega magistrskega dela ni podrobneǰse spoznavanje z
navedenima porazdelitvama, temveč jih bomo zgolj uporabili pri analizi. V nadaljevanju
opǐsemo osnove obeh uporabljenih porazdelitev.
2.3.1 Poissonova verjetnostna porazdelitev
Kot smo že omenili je ena izmed najbolj znanih in najpogosteje uporabljenih porazde-
litev pri modeliranju prometa v računalnǐskih omrežjih Poissonova porazdelitev. Le-ta
definira verjetnost porajanja določenega števila dogodkov v opazovanem časovnem inter-
valu. Časovne intervale med posameznimi dogodki pa opisuje eksponentna porazdelitev.
Funkcija gostote verjetnosti (angl. probability density function – PDF) eksponentne po-
razdelitve se izračuna po izrazu
f(x, λ) =
λe
−λx, x ≥ 0,
0, x < 0,
(2.7)
zbirna funkcija verjetnosti eksponentne porazdelitve (angl. cumulative distribution func-
tion – CDF) pa po izrazu
F (x, λ) =
1− e
−λx, x ≥ 0,
0, x < 0,
(2.8)
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pri čemer λ predstavlja intenzivnost prihajanja zahtev, x pa slučajno spremenljivko.
Izračun simuliranega medprihodnega časa mcas po Poissonovi porazdelitvi definiramo z
izrazom
mcas = −t ∗ ln(1−R), (2.9)
pri čemer t predstavlja povprečni časovni interval med vstopajočimi zahtevami v sistem
in R naključno število, porazdeljeno po uniformni porazdelitvi na intervalu [0, 1] [20].
2.3.2 Paretova verjetnostna porazdelitev
Paretova verjetnostna porazdelitev predstavlja eno od porazdelitev dolgega repa (angl.
long-tail distributions) in v mnogo situacijah služi kot ustrezen model za modeliranje
takšnih porazdelitev [22]. Funkcija gostote verjetnosti (PDF) Paretove porazdelitve se
izračuna po izrazu
f(x) = βαβx−β−1, β > 0, x ≥ α, (2.10)
zbirna funkcija verjetnosti (CDF) Paretove porazdelitve pa po izrazu




, β > 0, x ≥ α, (2.11)
pri čemer α predstavlja lokacijski parameter (angl. location parameter) porazdelitve in
β parameter oblike (angl. shape parameter) porazdelitve. Izračun simuliranega medpri-







pri čemer α predstavlja lokacijo (angl. location) porazdelitve, β obliko (angl. shape)
porazdelitve in R naključno število, porazdeljeno po uniformni porazdelitvi na intervalu
[0, 1] [24, 25].

3 Zajem bremena vzorčnega
sistema
Beleženje podatkov o vstopajočih zahtevah v moderne računalnǐske strežne sisteme lahko
vršimo na več načinov. Najosnovneǰsi način za beleženje tovrstnih podatkov je beleženje
podatkov o prispelih zahtevah v dnevnǐske datoteke (angl. log files) na strežnikih sistema,
obstajajo pa tudi sofisticirani strežnǐski moduli in napredne programske rešitve oziroma
storitve za analitiko ter neposredno pridobivanje metrik. Ključna cilja naše naloge sta, da
analizo bremena izvedemo čim bolj univerzalno na način, da sistem obravnavamo kot črno
škatlo in da o vstopajočih zahtevah pridobimo čim več podatkov. Pri tem imamo v mislih
tako količino podatkov o eni sami zahtevi, kot tudi to, da obdelamo prav vse zahteve, ki
v obravnavani sistem vstopajo. V kolikor bi uporabili specifičen modul oziroma storitev
za pridobivanje metrik, bi se tako preveč oddaljili od prvotnega cilja, prav tako pa bi
zaradi delovanja sistema za pridobivanje metrik lahko imeli težave v primeru zajema vseh
zahtev, pri čemer bi najverjetneje morali posegati v programsko kodo našega vzorčnega
strežnega sistema.
Po pregledu možnosti smo se odločili, da beleženje v dnevnǐske datoteke predstavlja v
primeru naše analize najugodneǰso izbiro. Dnevnǐske datoteke beležijo različne podatke o
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prihajajočih zahtevah v sistem, ugodno pa je, da lahko tovrstno beleženje izvedemo tako
na različnih lokacijah, kot tudi na različnih nivojih v sistemu. Izkaže se, da tudi nekatere
sofisticirane storitve za beleženje metrik v veliki meri temeljijo prav na dnevnǐskih dato-
tekah. Omeniti velja, da izvajanje beleženja v dnevnǐske datoteke obremenjuje sistemske
resurse našega vzorčnega strežnika, seveda pa je ta obremenitev odvisna od invazivnosti
meritev oziroma količine podatkov, ki jih beležimo. Z obremenitvijo imamo v mislih
predvsem operacije branja in pisanja na sistemski disk.
3.1 Opis dnevnǐskih datotek vstopajočih zahtev
Dnevnǐske datoteke nam predstavljajo ključen vir podatkov o vstopajočih zahtevah. Po
pregledu arhitekture vzorčnega sistema v razdelku 1.2.2 smo ugotovili, da namestnik
predstavljen v razdelku 1.2.1 predstavlja edino vstopno/izstopno točko sistema. Skozi
ta strežnik tako potujejo vse zahteve, ki prihajajo v sistem ali iz njega odhajajo. S
tem razlogom smo vključili beleženje dnevnǐskih datotek na namestniku v vzorčnem sis-
temu. Dnevnǐske datoteke se v splošnem ločijo glede na vsebino, ki jo beležijo. Ker
vemo, da v primeru vzorčnega sistema vlogo namestnika izvaja strežnik Apache, lahko
glede na dokumentacijo [26] vklopimo beleženja v dnevnǐsko datoteko napak (angl. error
log), dnevnǐsko datoteko dostopov (angl. access log), dnevnǐsko datoteko forenzičnega
beleženja (angl. forensic logging), dnevnǐsko datoteko beleženja procesov na strežniku
(angl. Process Identification Number (PID) file), ali dnevnǐsko datoteko beleženja skript
(angl. script log). V našem magistrskem delu uporabimo dnevnǐsko datoteko dostopov.
Primer vrstice iz dnevnǐske datoteke dostopov, pridobljen z vzorčnega sistema, je pred-
stavljen v izpisu 3.1, pri čemer je uporabnikov naslov IP spremenjen oziroma zakrit v
niz xxx.xxx.xxx.xxx in ime gostitelja sistema v niz GOSTITELJ zaradi varovanja osebnih
podatkov.
xxx . xxx . xxx . xxx − − 14/ Jul /2020 0 8 : 1 5 : 4 1 . 1 3 1 +0100 ”GET /managed−care /
p a t i e n t s / pat i ent s − l i s t . xhtml? face s −r e d i r e c t=true&gender=FEMALE HTTP
/1.1” 200 7160 ”GOSTITELJ/managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml” ”
Moz i l l a /5 .0 ( Macintosh ; I n t e l Mac OS X 10 15 4 ) AppleWebKit /537.36 (
KHTML, l i k e Gecko ) Chrome /75 . 0 . 3770 . 142 S a f a r i /537.36” 60681 XiMVk−
i f j1k36SHzPiVii l8frr2xPobDmmr SJo2 . v057−a io01 ”−”
Izpis 3.1 Primer vrstice v dnevnǐski datoteki dostopov.
Formati dnevnǐskih datotek so si med seboj večinoma podobni in uporabljajo nek
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vnaprej konfiguriran oziroma prednastavljen vzorec. Osnoven in standardiziran format
dnevnǐskih datotek je Common Log Format (CLF) [27]. V dokumentaciji strežnika Apa-
che [26] smo podrobneje preverili nastavitve za konfiguracijo formata dnevnǐskih dato-
tek. Format, ki je v preteklosti že bil uporabljen na namestniku vzorčnega sistema, je
razširjena različica formata Combined Log Format [26]. Razširjeni format tako ni stan-
dardiziran. Slednjega smo dopolnili s podrobneǰsim časovnim žigom, dodali identifikator
seje in vrednost atributa Vitaly-Application-Toast ter ga uporabili pri zajemu bremena.
Format uporabljenega beleženja dnevnǐskih datotek dostopov je predstavljen v izpisu 3.2.
LogFormat ”%h %l %u %{%d/%b/%Y %T} t .%{msec f rac } t %{%z} t \”%r \” %>s %b \”%{
Refe r e r } i \” \”%{User−Agent} i \” %D %{JSESSIONID}C \”%{Vitaly−Appl icat ion
−Toast}o\”” Combinedextended
Izpis 3.2 Format beleženja vrstic v dnevnǐski datoteki dostopov.
Argumenti oziroma nizi v formatu predstavljajo sledeče vrednosti:
%h: ime gostitelja (angl. hostname) oziroma IP naslov izvora zahteve;
%l %u: podatki o prijavljenem sistemskem uporabniku;
%{%d/%b/%Y %T}t.%{msec frac}t %{%z}t: časovni žig beležen z milisekundami
oziroma na tisočinko sekunde natančno;
”%r”: prva vrstica zahteve;
%>s: status zahteve;
%b: velikost zahteve v bajtih (brez glave zahteve HTTP, format CLF);
”%{Referer}i”: izvor zahteve (iz glave zahteve HTTP);
”%{User-Agent}i”: uporabnǐski agent (iz glave zahteve HTTP);
%D: čas strežbe zahteve v mikrosekundah;
%JSESSIONIDC: vrednost atributa JSESSIONID, ki predstavlja identifikator upo-
rabnikove seje, shranjen v pǐskotku spletnega brskalnika;
”%{Vitaly-Application-Toast}o”: Vitaly-Application-Toast je ena izmed aplikacijskih
komponent na uporabnǐskem vmesniku; vrednost tega atributa je njena vsebina, ki
je zabeležena v glavi postrežene zahteve HTTP;
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LogFormat predstavlja nastavitveni ukaz, s katerim definiramo novo konfiguracijo for-
mata dnevnǐske datoteke. Combinedextended je ime tega specifičnega formata in bi na
njegovo mesto lahko zapisali katerokoli poljubno ime, ki se potem uporablja, ko format
pokličemo v nastavitvah strežnika. V izpisu 3.1 lahko na zadnjem mestu, torej kjer se po-
javi vrednost niza ”%{Vitaly-Application-Toast}o”, opazimo vrednost ”-”. Le-ta označuje,
da vrednost tega argumenta iz takšnega ali drugačnega razloga ni na voljo. Prav tako
na podlagi istega izpisa razberemo, da je glavni akter v vsaki vrstici zapisa dnevnǐske
datoteke zahteva protokola HTTP. Zahtevo definira tip zahteve (GET), naslov URL
(/managed-care/patients/patients-list.xhtml?faces-redirect=true&gender=FEMALE) in raz-
ličico protokola HTTP (HTTP/1.1).
3.2 Klasifikacija bremena
Glede na referenčni model ISO/OSI (angl. International Organization for Standardiza-
tion/Open Systems Interconnection) se protokol HTTP umešča v sedmo, aplikacijsko
plast. Cilj analize bremena je pravzaprav razumeti zahteve iz vidika akcij, ki se izvajajo
na odjemalcu, in ne iz vidika nižjih plasti v modelu OSI, kot bi bilo to na primer ana-
liziranje toka paketov protokola IP v omrežni plasti. Na tem mestu definirajmo pojma
zahteve in akcije uporabnika:
zahteva: posamezna zahteva protokola HTTP, ki se zabeleži v dnevnǐsko datoteko
dostopov na namestniku sistema;
akcija uporabnika: posamezna akcija, ki jo uporabnik vzorčnega sistema izvede
na odjemalcu; odraža izvedbo ene izmed funkcij sistema (npr. kreiranje novega
pacienta); posamezna akcija uporabnika je praviloma sestavljena iz zaporedja n
zahtev (n ≥ 1);
Razlog, da v analizo vključujemo akcije uporabnika (v nadaljevanju akcije) in ne
zgolj zahtev, tiči v tem, da so moderne spletne aplikacije in sistemi vse kompleksneǰsi
in ponujajo vse več funkcionalnosti. Prav tako so takšni sistemi zgrajeni z določenimi
različicami ogrodij in protokolov, ki povzročijo razdrobljeno pošiljanje zahtev v sistem.
Z razdrobljenim pošiljanjem zahtev imamo v mislih to, da se namesto ene večje zahteve v
sistem med izvajanjem določene akcije pošlje več manǰsih zahtev (npr. zahtev tipa AJAX
(angl. Asynchronous JavaScript and XML)). V primeru vzorčnega sistema smo ugotovili,
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da se v večini primerov že ob začetku izvajanja posamezne akcije pošljeta najmanj dve
zaporedni zahtevi.
3.3 Primer akcije uporabnika
V pričujočem razdelku prikažemo in razložimo primer ene izmed akcij, ki je na voljo
uporabniku. Uporabnik do sistema dostopa preko spletne aplikacije, opisane v razdelku
1.2.3. Da bi razumeli oziroma razpoznali pomen zahtev v dnevnǐskih datotekah, moramo
razumeti delovanje vzorčnega sistema. Ker vemo, da gre za spletno aplikacijo, izde-
lano z ogrodjem JSF, so zahteve v dnevnǐskih datotekah posledice uporabe tega ogrodja
in njegovih funkcionalnosti, na primer zahtev AJAX. Pogled na sliki 1.3 prikazuje po-
gled o pacientih. Le-ta je v aplikaciji dostopen na naslovu URL GOSTITELJ/managed-
care/patients/patients-list.xhtml, pri čemer je gostitelj poljuben (odvisen od specifične
inštalacije sistema). V tem pogledu lahko uporabnik izvede akcije iz vseh treh sklopov
pogleda. Natančneje lahko v navigacijskem meniju zamenja pogled ali si ogleda zadnjih
pet pacientov, v glavi lahko sproži iskanje pacienta, hiter pregled sporočil ali obvestil,
pregleda uporabnǐske nastavitve in se odjavi iz aplikacije, ali ustvari novega pacienta.
Akcije iz glave in navigacijskega menija lahko izvaja na katerem koli izmed pogledov. V
okviru tega primera se fokusirajmo zgolj na vsebino pogleda na paciente. S klikom na
gumb
”
Ustvari novega pacienta” se odpre modalno okno1, v katerem lahko uporabnik
kreira novega pacienta. Na voljo ima vnosna polja, kamor vnaša podatke o pacientu.
S klikom na gumb
”
Shrani” se v primeru veljavnih podatkov pacient uspešno doda v
sistem. Takoj za tem se uporabniku pokaže povzetek kreiranja oziroma pregled novo-
ustvarjenega pacienta. Na tej točki lahko uporabnik izvede tri akcije, in sicer lahko
modalno okno zapre, izbere akcijo
”
Na pacienta”, ki spremeni pogled aplikacije in nas
vodi na ravnokar kreiranega pacienta v zanj specifičen pogled, ali pa spremeni oziroma
uredi ravnokar kreiranega pacienta v tem modalnem oknu. V kolikor izbere akcijo za
urejanje pacienta, ima na voljo urejanje vnosnih polj, shranjevanje sprememb ali pa za-
piranje modalnega okna. V primeru zaključenega shranjevanja po urejanju ima spet na
razpolago prvotne tri akcije (torej tiste, ki so na voljo po kreiranju novega pacienta). Po
podrobnem pregledu delovanja tega pogleda smo ugotovili sledeče:
1Modalno okno (angl. modal window) – specifično okno kot komponenta uporabnǐska vmesnika, v
katerem uporabnik izvede zahtevano oziroma pomembno nalogo. V času, ko je okno aktivno, prevzame
glavni fokus celotnega vmesnika.
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klik na gumb
”
Ustvari novega pacienta”: sproži 2 zaporedni zahtevi tipa POST;
vsak vnos podatkov (pri kreiranju pacienta v modalnem oknu) v vnosna polja, ki
označujejo pacientove podatke: sproži 1 zahtevo tipa POST;
klik na gumb
”
Shrani” v modalnem oknu: sproži 2 zaporedni zahtevi tipa POST;




Uredi pacienta”: po kreiranju oziroma urejanju pacienta sproži 2
zaporedni zahtevi tipa POST;
vsako vnašanje podatkov pri urejanju pacienta v vnosna polja: enako kot pri krei-
ranju sproži 1 zahtevo tipa POST;
klik na gumb
”
Pojdi na pacienta”: sproži 1 zahtevo tipa GET in ustrezno preusmeri
pogled v aplikaciji;
V prilogi A.1 je predstavljen izpis iz dnevnǐske datoteke, ki predstavlja zabeležene
zahteve ob izvajanju sledečega zaporedja akcij uporabnika:




uporabnik nadaljuje s klikom na gumb
”








Seveda smo v izpisu iz priloge A.1 zaradi varovanja osebnih podatkov uporabnikov
naslov IP spremenili v niz xxx.xxx.xxx.xxx, ime sklopa znotraj ponudnika identitete, ki
potencialno označuje ime zdravstvene ustanove, spremenili v IME BOLNISNICE in ime
gostitelja sistema v GOSTITELJ. V izpisu je v določenih vrsticah, ki predstavljajo zahteve
na ponudnika identitete preko namestnika sistema, viden naslov IP 127.0.0.1. Ta naslov je
lokalni naslov namestnika znotraj omrežja sistema in kot podatek ne predstavlja nobenega
varnostnega tveganja. Glede na opise akcij lahko ugotovimo, da je zgolj iz zahtev v
dnevnǐski datoteki nemogoče rekonstruirati oziroma med seboj povezati in pogrupirati
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zahteve, ki predstavljajo opisano sosledje akcij. Do omenjene težave pride zato, ker v
dnevnǐski datoteki ni na voljo vsebin podatkov obrazca (angl. form data), ki jih nosi
vsaka izmed AJAX ali POST zahtev. Ciljni naslov URL je pri vsaki izmed zahtev AJAX
enak, torej GOSTITELJ/managed-care/patients/patients-list.xhtml.
Po podrobnem pregledu omenjenih akcij s pomočjo orodja za razvijalce, ki jih ponu-
jajo spletni brskalniki, smo ugotovili, da ima vsaka izmed zahtev pravzaprav drugačne
podatke obrazca. Na ta način lahko zahteve med seboj razlikujemo in jih razpoznamo
oziroma kategoriziramo (prisodimo) k določeni akciji. Na tej točki tako ugotovimo, da
poleg vsake zahteve tipa POST potrebujemo tudi pripadajočo vsebino podatkov obrazca.
To je pravzaprav edini način za analitično ugotavljanje povezanosti zahtev z akcijami v
takšnem sistemu brez poseganja v programsko kodo vzorčnega sistema. Hranjenje celo-
tne vsebine zahtev tipa POST oziroma takšnih podatkov v dnevnǐskih datotekah je iz
marsikaterega novodobnega vidika razvoja in uporabe programske opreme sporno ali celo
nedopustno, ker se po sistemu lahko prenašajo občutljivi podatki, ki se tako shranijo v
dnevnǐske datoteke. Na tej točki svetujemo, da naj se v primeru, ko ima sistem podobno
zasnovo kot vzorčni sistem in je za razpoznavanje akcij prav tako nujno potrebna vsebina
podatkov obrazca, beleženje le-teh omeji zgolj na polja, ki so nujno potrebna za razpo-
znavanje akcij in njihova vsebina ne odraža kritičnih podatkov. Ena izmed rešitev bi bila
lahko tudi ta, da se vsebino polj, katerih vrednosti so lahko kritični podatki, pred shra-
njevanjem v dnevnǐsko datoteko preprosto spremeni (anonimizira) oziroma popači. Sploh
pa tak poseg beleženja potrebuje ogromno pozornosti in razmisleka v primeru inštalacije
na produkcijsko okolje.
Po pregledu ponujenih modulov oziroma razširitev za strežnik Apache smo našli pro-
gramsko rešitev mod dumpost [28]. Programska rešitev v željeno datoteko shranjuje
okrnjeno različico dnevnǐske datoteke dostopov, njena ključna funkcionalnost pa je, da
rešitev dodatno beleži vsebino podatkov obrazca zahtev HTTP tipa POST. Ker gre v pri-
meru vzorčnega sistema za pred-produkcijsko testno okolje in je to v našem primeru edini
način za analiziranje bremena, nam je skrbnik vzorčnega sistema odobril našo prošnjo po
inštalaciji omenjene rešitve. Omeniti velja, da tak način beleženja v našem primeru ni
sporen, saj podatki v vzorčnem sistemu niso povsem realni in zgolj do neke mere odražajo
realno stanje. Iz tega razloga se tudi nismo odločili za uporabo kakšne bolj napredne
rešitve, ki bi morda omogočala še filtriranje oziroma formatiranje zapisov ali dodatne na-
stavitve pri beleženju zahtev. Datoteko, ki se ustvari s to rešitvijo, poimenujmo dnevnǐska
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datoteka
”
dumpost”. Največja zahteva, ki potencialno lahko pride v sistem, ima velikost
10 MB in predstavlja zahtevo za shranjevanje pacientovega dokumenta. Zato smo v kon-
figuraciji parameter DumpPostMaxSize nastavili na vrednost
”
11534336”, kar predstavlja
11 MB. Poleg tega smo nastavili še parameter DumpPostHeaderAdd z vrednostjo Cookie
Content-Type, kar pomeni, da se v datoteko v vsako vrstico zapǐse še vsebina pǐskotka iz
spletnega brskalnika uporabnika in tip vsebine (iz glave HTTP zahteve). Primer izpisa iz
dnevnǐske datoteke
”
dumpost” je predstavljen v prilogi A.2, ki odraža začetek izvajanja
prehodno opisanega zaporedja akcij iz izpisa v prilogi A.1. Za izpis zgolj prvih deset
vrstic smo se odločili, ker je količina podatkov v tej datoteki bistveno večja, kot v pri-
meru dnevnǐske datoteke dostopov. Razširitev zapǐse celotno vsebino podatkov obrazca,
zato je temu primerna tudi količina podatkov v tej datoteki. Seveda smo tudi v tem
primeru izpisa v prilogi A.2 zaradi varovanja osebnih podatkov uporabnikov naslov IP
ustrezno spremenili v niz xxx.xxx.xxx.xxx in ime sklopa znotraj ponudnika identitete, ki
potencialno označuje ime zdravstvene ustanove, spremenili v IME BOLNISNICE. Dodatno
je spremenjena oziroma zakrita vrednost atributa refresh token, ker je vrednost le-tega
kar 1174 znakov in je za samo razumevanje te analize povsem nepomemben. Sicer se
uporablja za namene avtorizacije in avtentikacije v aplikaciji.
Na podlagi obeh primerov dnevnǐskih datotek ugotovimo, da zapiranje modalnega
okna za ustvarjanje oziroma urejanje pacienta ne sproži zahteve proti vzorčnemu sis-
temu, ker se funkcionalnost modalnega okna izvaja v spletnem brskalniku. Prav tako v
dnevnǐskih datotekah opazimo nekaj vrstic, ki nas v okviru naše analize ne bodo zani-
male. Prva skupina teh vrstic predstavlja zahteve proti vzorčnemu sistemu po dostavi
statičnih datotek2, ki so potrebne za delovanje spletne aplikacije. Druga skupina ne-
zanimivih vrstic predstavlja zahteve s strani aplikacijskega dela sistema na ponudnika
identitete3, predstavljenega v razdelku 1.2.1. Da se zahteva na čelnem delu sistema
obdela, potrebuje potrditev s strani ponudnika identitete, da je uporabnik prijavljen v
sistem in ima dovoljenje za dostop do sistema. Vsako vstopajočo zahtevo obdela namest-
2Statične datoteke – slike, ikone, datoteke JS (angl. JavaScript) in datoteke CSS (angl. Casca-
ding Style Sheets). Komponente spletne aplikacije, ki se ne spreminjajo. Ko spletni brskalnik dobi
postreženo zahtevo po statični datoteki, se pridobljena statična datoteka za določen čas predpomni v
spletnem brskalniku. V kolikor spletna aplikacija ponovno zahteva to statično datoteko, se le-ta pridobi
iz predpomnilnika v spletnem brskalniku in se v obliki zahteve ne posreduje več v vzorčni sistem.
3Ponudnik identitete – programska rešitev, ki skrbi za dodeljevanje in preverjanje identitete prijavlje-
nih uporabnikov.
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nik in jo usmeri na čelni del sistema. Čelni del sistema takoj ustvari novo zahtevo na
ponudnika identitete, da preveri veljavnost oziroma ustreznost uporabnikove seje. Glede
na predstavljeno arhitekturo na sliki 1.2 je razvidno, da zahteva do ponudnika identitete
potuje preko namestnika sistema. Ponudnik identitete po potrebi dostopa do podatkovne
baze, postreženo zahtevo o informaciji uporabnikove seje pa vrne preko namestnika do
čelnega dela sistema. Na tej točki se v dnevnǐsko datoteko dostopov na namestniku za-
beleži zahteva na ponudnika identitete. Po potrebi nato čelni del sproži dodatno zahtevo
na zaledni del, ta pa naredi poizvedbo v podatkovno bazo. Ko čelni del postreženo zah-
tevo vrne namestniku, ta pa kasneje odjemalcu, se na namestniku v dnevnǐsko datoteko
dostopov zabeleži vstopajoča zahteva. Vsaka vstopajoča zahteva v vzorčni sistem ima
tako znotraj samega sistema pripadajočo zahtevo na ponudnika identitete. Odgovornost
za to, da se v dnevnǐsko datoteko dostopov beležijo navedene zahteve, leži torej na arhi-
tekturi oziroma zasnovi sistema, te zahteve pa lahko mirno ignoriramo – jih ne beležimo
v dnevnǐsko datoteko dostopov.
3.4 Opis orodja za obdelavo dnevnǐskih datotek
Na podlagi predhodnih dejstev smo ugotovili, da največji izziv predstavlja obdelovanje
dnevnǐskih datotek. Ker vemo, da za obdelavo dnevnǐskih datotek obstaja veliko prepro-
stih, a tudi zelo kompleksnih orodij, smo v prvi vrsti najprej raziskali to področje. Eno
izmed najbolj znanih orodij za obdelavo dnevnǐskih datotek je Apache Logs Viewer [29].
Orodje je preprosto za uporabo in omogoča kup naprednih nastavitev, vendar le-te niso
ponujene v brezplačni verziji. Zato smo poizkusili še GoAccess [30], ki pa je odprtokodno
orodje. Tudi tu je na voljo širok razpon konfigurabilnosti oziroma prilagajanja in celo
spremljanje dnevnǐskih datotek v realnem času. Po preizkusu orodja smo ugotovili, da
nam le-to ne omogoča kategoriziranja zahtev k akcijam oziroma nadzora nad podrobnim
kategoriziranjem zahtev. Zaradi tega smo bili primorani spisati svoje orodje.
Orodje smo spisali v programskem jeziku Java. Za ta jezik smo se odločili zgolj iz
razloga, ker ga dobro poznamo. Orodje ponuja sledeče funkcionalnosti, ki se ob njegovem
zagonu izvedejo v zaporedju štirih korakov:
1. filtriranje zahtev iz dnevnǐskih datotek;
2. združevanje podatkov o zahtevah iz obeh dnevnǐskih datotek; na eni strani iz
dnevnǐske datoteke dostopov pridobimo vse ključne podatke o zahtevi, na drugi
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strani pa iz dnevnǐske datoteke
”
dumpost” podatke obrazcev; rezultat tega koraka
so združene informacije o zahtevah v namenskih objektih znotraj spisanega orodja;
3. filtriranje in klasifikacija zahtev k akcijam iz združenih podatkov o zahtevah;
4. analiziranje podatkov povezanih z zahtevami in akcijami;
3.4.1 Prvi korak metode – filtriranje zapisov
V prvem koraku metode izvedemo filtriranje zahtev iz dnevnǐskih datotek. Ugotovili
smo, da lahko na podlagi poljubne kombinacije nekaterih vrednosti zahteve HTTP in
njenih pripadajočih podatkov, razberemo namen zahteve iz vidika vzorčnega sistema.
Zahteve, ki imajo isti namen, imajo tudi iste lastnosti, na podlagi teh lastnosti pa jih
lahko enostavno filtriramo. Ročno smo v dnevnǐski datoteki poiskali nekaj vrstic, ki
hranijo za nas nezanimive oziroma nepomembne zahteve. Ugotovili smo, da v kolikor
celotno vrstico dnevnǐske datoteke predstavimo kot en velik niz (String line), lahko med
vrsticami, ki vsebujejo zahteve z istimi lastnostmi, definiramo poljubne najdalǰse nize,
ki so takšnim vrsticam še skupni. Na podlagi tega dejstva lahko izvedemo primitivno
filtriranje ujemanja vsake vrstice s poljubnimi nizi, definiranimi v seznamski podatkovni
strukturi ArrayList<String> lineContent. Tako se preprosto sprehodimo čez vse vrstice
dnevnǐskih datotek in vrstice prepisujemo v novo datoteko pod pogojem, da le-ta ne
vsebuje (v Javi metoda String contains()) podanega niza iz ArrayList<String> lineContent.
Primer takšnega niza je GET /managed-care/ static/, s katerim zajamemo vrstice, ki
hranijo en sklop zahtev po statičnih datotekah. Nepomembne oziroma odvečne nize
predstavimo v nadaljevanju. Orodje nato novo datoteko shrani s poljubno pripono. V
primeru dnevnǐske datoteke
”
dumpost” smo opazili, da rešitev v primeru zahteve HTTP
tipa POST, ki spada v akcijo nalaganja dokumentov in so tam podatki obrazca kodirani
na način multipart/form-data, takšno zahtevo razbije v več vrstic. Zaradi tega smo v
orodje dodali metodo, ki pred filtriranjem takšne zahteve razpozna in jih združi v eno
vrstico, tako kot vse ostale zahteve v dnevnǐski datoteki. Odvečni nizi iz našega vzorčnega
bremena, ki jih filtriranje zavrže, so predstavljeni v tabeli 3.1. Pri tem oznaka stolpca
”
Št.” predstavlja zaporedno številko niza v postopku filtriranja, oznaka stolpca
”
Niz”
vrsto niza, na podlagi katerega se izvede filtriranje, oznaka stolpca
”
Dostop” predstavlja
število pojavitev določenega niza v dnevnǐski datoteki dostopov, oznaka
”
Dumpost” pa
število pojavitev določenega niza v dnevnǐski datoteki
”
dumpost”.




1 - prometheus 7440 0
2 GET /managed-care/parsek-metrics/ 465 0
3 GET /managed-care/ HTTP/1.1 40 37
4 GET /managed-care HTTP/1.1 19 19
5 GET / HTTP/1.1 3 0
6 POST /auth/realms/ 1614 1614
7 GET /auth/realms/ 46 31
8 GET /auth/resources/ 301 47
9 GET /managed-care/vitaly-auth/logout/ 3 3
10 GET /managed-care/vitaly-auth/redirect?vitaly realm= 6 6
11 GET /managed-care/vitaly-auth/login/ 2 2
12 GET /managed-care/?state= 11 11
13 302 - ”-” 3 0
14 GET /favicon.ico HTTP/1.1 43 0
15 GET /managed-care/fonts/ 42 42
16 GET /managed-care/javax.faces.resource/ 48 48
17 GET /managed-care/resources/images/ 20 0
18 GET /managed-care/ static/ 7 5
19 GET /managed-care/images/ 32 32
Tabela 3.1 Odvečni nizi iz vzorčnega bremena s pripadajočimi frekvencami pojavitev v dnevnǐskih datotekah.
Na podlagi predstavljenega filtriranja ugotovimo, da si vsebina obeh datotek sprva ni
enaka, saj je beleženje v dnevnǐski datoteki
”
dumpost” drugačno. Kriterije za izločitev
zahteve v procesu filtriranja lahko razdelimo v sledeče štiri skupine:
niza 1 in 2: vse zahteve po metrikah in preverjanju
”
zdravja” sistema (angl. health
check) iz zunanjega sistema;
nizi 3, 4 in 5: vse zahteve na vzorčni sistem pred prijavo uporabnika vanj;
nizi od vključno 6 do vključno 13: vse zahteve, ki so posledica uporabe rešitve
ponudnika identite oziroma so povezane z upravljanjem uporabnikove seje;
nizi od vključno 14 do vključno 19: vse zahteve po statičnih datotekah;
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Izmed vseh zahtev v dnevnǐski datoteki (11558) jih tako s filtiriranjem obdržimo
10145, pri čemer nam iz obravnave izpade 1413 zahtev. Izmed vseh zahtev v dnevnǐski
datoteki
”
dumpost” (3330) jih tako obdržimo 1917, zavržemo pa jih 1413. Na tej točki
izvedemo dodatno filtriranje po parametru JSESSIONID, opisanem v razdelku 3.1. To
naredimo, ker lahko v obeh dnevnǐskih datotekah pride do prekrivanja zahtev več upo-
rabnǐskih sej oziroma paralelnega izvajanja akcij. Poenostavljeno povedano se to zgodi ta-
krat, ko sistem uporabljata najmanj dva odjemalca. V tem primeru se lahko v dnevnǐske
datoteke njune zahteve beležijo istočasno, kar vodi v potencialno prekrivanje zaporedja
zahtev pri izvajanju določenih akcij. To bi pri zaporednemu branju zahtev povzročilo
nerealne rezultate oziroma netočno sosledje pri klasifikaciji zahtev k posamezni akciji.
Dnevnǐski datoteki po filtriranju ločimo v več manǰsih dnevnǐskih datotek, pri čemer
vsaka predstavlja sklop zahtev za posamezno vrednost JSESSIONID. Prihajajoča koraka
dva (združevanje podatkov o zahtevah) in tri (filtriranje in klasifikacija zahtev v akcije iz
združenih podatkov) se v orodju ločeno izvedeta za vsako izmed posameznih dnevnǐskih
datotek, rezultate pa združimo v okviru četrtega koraka.
3.4.2 Drugi korak metode – združevanje podatkov o zahtevah
V drugem koraku v seznamsko podatkovno strukturo ArrayList shranimo vrstice iz obeh
dnevnǐskih datotek. Za ta namen smo ustvarili objekt RequestLine. Vsebuje sledeče
atribute: (String) userIp, (Date) timestamp, (String) requestType, (String) requestUrl, (int)
requestStatus, (int) requestSize, (String) requestReferer, (String) userAgent, (int) reque-
stServeTime, (String) sessionId, (String) vitalyToast in (String)[] requestBodyFormData.
Objekt tako predstavlja posamezno relevantno zahtevo, ki je bila zabeležena v dnevni-
ški datoteki dostopov. V nadaljevanju ta seznam dopolnimo še s podatki iz dnevnǐske
datoteke
”
dumpost”. Omeniti velja, da pri združevanu vrstic vedno preverimo ujemanje
identifikatorja seje, časovnega žiga, tipa in naslova URL zahteve HTTP. S tem se pre-
pričamo, da res združujemo pomensko ekvivalentne vrstice iz obeh dnevnǐskih datotek.
Ob koncu tega koraka imamo podatke o zahtevah ustrezno pripravljene za nadaljnjo ob-
delavo. V izpisu v prilogi A.3 je prikazana izvorna koda za izvedbo algoritma iz drugega
koraka, pri čemer so nekatere izmed vrednosti dnevnǐskih datotek ustrezno prikrite iz
varnostnih razlogov.
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3.4.3 Tretji korak metode – klasifikacija zahtev
V tretjem koraku postopka se izvede filtriranje in klasifikacija obdelanih zahtev. Ta ko-
rak predstavlja največji izziv, saj je potrebno veliko semantičnega preverjanja z vidika
pomena zahtev. Na podlagi opazovanja i-te zahteve v mnogih primerih z gotovostjo ne
moremo določiti, v katero akcijo le-ta spada. Šele s pregledom i + 1, i + 2 itd. zahteve
(če seveda te obstajajo in so odvisne od akcije, v katero jih klasificiramo) lahko natančno
določimo, kateri akciji pripada. Prav tako je pri klasifikaciji zahtev pomembno, da razu-
memo izvajanje vseh akcij v sistemu in vemo, katere možnosti so uporabniku dosegljive
med ali po izvajanju določene akcije. Razložimo pomen semantičnega preverjanja na
predhodnem primeru iz razdelka 3.3. V idealnem scenariju bi uporabnik odprl modalno
okno, vnesel podatke o pacientu in pacientove podatke shranil. Po podrobneǰsem razmi-
sleku ugotovimo, da moramo biti še posebej pozorni na mejne primere. Prvi je ta, da bi
se modalno okno med izvajanjem te akcije lahko zaprlo iz razloga, da uporabnik akcije
ne bi dokončal, oziroma bi jo želel opraviti ponovno. Podatka o točnem času zapiranja
modalnega okna kot že rečeno nimamo, ampak za nas pravzaprav ni pomemben, saj ne
obremenjuje vzorčnega sistema. Ko prepoznamo, da gre za akcijo kreiranja pacienta,
moramo po prvi razpoznani akciji odpiranja modalnega okna stalno preverjati, ali je
naslednja zahteva res zahteva za validacijo (torej pričakovana akcija vnosa podatkov v
poljubno vnosno polje). V kolikor naslednja zahteva ni zahteva za validacijo, je lahko
zgolj zahteva, ki je posledica klika na gumb
”
Shrani”, ali neka druga zahteva, ki to akcijo
prekine, ker ne sodi več v okvir te akcije. Primer tega je lahko tudi ponovna zahteva
po odpiranju modalnega okna (torej vemo, da je uporabnik s predhodnim kreiranjem
pacienta predčasno prekinil vnašanje podatkov in modalno okno zaprl). Imamo tudi
mejni primer, pri katerem je shranjevanje lahko neuspešno (iz razloga validacije, da vsa
zahtevana vnosna polja niso vnešena ali so vnešena nepravilno), kot tudi iz razloga, da
zaledni del vrne napako. Že samo na osnovi obeh navedenih primerov lahko vidimo, da
je ugotavljanje mejnih pogojev ključno za uspešno kategoriziranje zahtev v akcije. V ta
namen smo pred obdelavo dnevnǐskih datotek najprej sami v demo sistemu izvedli nekaj
scenarijev izvedbe akcij in dnevnǐske datoteke za te akcije shranili z razlogom, da smo
pri razvijanju orodja ob vsakokratni spremembi oziroma dodajanju novih semantičnih
preverjanj preverili in stestirali preǰsnje shranjene primere, da že delujočega scenarija
slučajno ne bi nenamerno spremenili oziroma pokvarili.
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Orodje deluje tako, da v zanki preveri vsako izmed zahtev skozi sosledje določenih
pogojev in jo ustrezno kategorizira v določeno akcijo. Pred izvajanjem kategorizacije pre-
verimo, ali zahteva vsebuje status 302. Ta status označuje začasno preusmeritev4, ki se
izvede po prijavi v sistem. Tega filtriranja ni moč izvesti v predhodnih korakih, saj bi tam
morebiti filtrirali tudi ostale preusmeritve, ki so drugače del akcij (na primer ustvarjanje
CareMap elektronske kartoteke). V kolikor tu zaznamo preusmeritev kot prvo zahtevo
v določeni akciji, to z gotovostjo označuje preusmeritev po prijavi v sistem. Z namenom
klasifikacije zahtev smo ponovno ustvarili seznamsko podatkovno strukturo ArrayList,
kjer pa tokrat shranjujemo objekt Action, ki predstavlja akcijo. Vsebuje atribute: (Date)
startTimestamp, (Date) endTimestamp, (int) actionSize, (int) actionServeTime, (int) acti-
onName in (ArrayList <RequestLine>) requestTrace. Vsako zaporedje zahtev minimalne
dolžine 1, ki pripada določeni akciji, se tako shrani v ta objekt. V objektu imamo shra-
njene vse možne podatke, ki jih je o zaporedju zahtev možno pridobiti, hkrati pa tudi
sezname vseh zahtev, ki posamezne akcije tvorijo. V izpisu v prilogi A.4 je prikazana
izvorna koda za klasifikacijo zahtev v akcije. Zaradi velike količine vrstic kode in poslov-
nih skrivnosti, je v izpisu predstavljeno zgolj prepoznavanje akcije ob kliku na zavihek
o pacientih. Ostale akcije so prepoznane po enakem postopku. Manjkajoči del kode je
označen s tremi pikami (...).
V izpisu 3.3 je predstavljen primer zgrajenih objektov za akcijo kreiranja pacienta. Ta
izpis smo pridobili z uporabo razhroščevalnika v programu IntelliJ IDEA 2020.2 (Ultimate
Edition).
{Action@1158}
startTimestamp = {Date@1551} ”Tue Jul 14 15 : 24 : 07 CEST 2020”
endTimestamp = {Date@1552} ”Tue Jul 14 15 : 25 : 20 CEST 2020”
a c t i o n S i z e = 24319
actionServeTime = 1748596
actionName = ”POST − tab pat i ent s − l i s t . xhtml − Odpiranje modalnega okna za
k r e i r a n j e pac i enta ; uspesno shranjen pac i ent na backendu ; zak l juceno
k r e i r a n j e pac i enta . ”
requestTrace = {ArrayList@1554} s i z e = 45
{RequestLine@1558}
4Preusmeritev (angl. redirect) – zahteva HTTP, ki odjemalcu sporoči, da se zahtevan vir (angl.
resource) na tem naslovu URL pravzaprav nahaja na drugem naslovu URL. Status preusmeritve se
prične s 3 (glede na tip preusmeritve) in v glavi vsebuje naslov URL, kjer se vir pravzaprav nahaja.
Poznamo trajne, začasne in posebne preusmeritve [31].
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use r Ip = ”xxx . xxx . xxx . xxx”
timestamp = {Date@1551} ”Tue Jul 14 15 : 24 : 07 CEST 2020”
requestType = ”POST”
reques tUr l = ”/managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml”
r eque s tS ta tu s = 200
r e q u e s t S i z e = 240
r e q u e s t R e f e r e r = ”GOSTITELJ/managed−care / p a t i e n t s / pat i ent s − l i s t .
xhtml”
userAgent = ” Moz i l l a /5 .0 (Windows NT 1 0 . 0 ; Win64 ; x64 ; rv : 7 7 . 0 )
Gecko /20100101 F i r e f ox /77 .0”
requestServeTime = 33965
s e s s i o n I d = ”QVXtI4PN TKg−gSQm2IiaBH2huwgh−zSNjDnyISq . v057−a io01 ”
v i ta lyToas t = ”−”
requestBodyFormData = { St r ing [ 7 ] @1610}
0 = ”vcc−pat i ent s −view : form−open−pat ient −e d i t=vcc−pat i ent s −
view : form−open−pat ient −e d i t ”
1 = ” javax . f a c e s . ViewState
= −4414349086915342330: −7719069838571544603”
2 = ” javax . f a c e s . source=vcc−pat i ent s −view : form−open−pat ient
−e d i t : act ion−open−pat ient −ed i t −modal”
3 = ” javax . f a c e s . p a r t i a l . event=c l i c k ”
4 = ” javax . f a c e s . p a r t i a l . execute=vcc−pat i ent s −view : form−
open−pat ient −e d i t : act ion−open−pat ient −ed i t −modal vcc−
pat i ent s −view : form−open−pat ient −e d i t : act ion−open−
pat ient −ed i t −modal”
5 = ” javax . f a c e s . behavior . event=ac t i on ”
6 = ” javax . f a c e s . p a r t i a l . a jax=true ”
Izpis 3.3 Primer zgrajenih objektov za akcijo kreiranja pacienta, pri čemer je zaradi velike količine podatkov v obeh seznamih
izpisan samo prvi element.
3.4.4 Četrti korak metode – analiziranje podatkov
Zadnji korak postopka predstavlja analiziranje razpoznanih akcij. V tem koraku izpǐsemo
statistiko (koliko akcij smo prepoznali) in izračunamo ter analiziramo medprihodne čase
razpoznanih akcij. Prav tako orodje omogoča tudi grafični izris histograma za izračunane
medprihodne čase. Za potrebe grafičnega izrisa smo v orodju uporabili knjižnico JFree-
Chart, različice 1.5.0 [32].
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3.5 Izračun medprihodnih časov akcij
V tem razdelku predstavimo izračun medprihodnih časov akcij, ki prihajajo v vzorčni
sistem. Glede na terminologijo, definirano v razdelku 3.2, nas zanimajo medprihodni časi
med akcijami uporabnika. Natančno moramo določiti čase med vsemi prvimi zahtevami
vseh akcij. Medprihodne čase smo izračunali tako, da smo od časovnega žiga prve zahteve
v neki akciji odšteli časovni žig prve zahteve v predhodni akciji.
Dnevnǐsko datoteko dostopov smo kot že rečeno obdelali tako, da smo vse zahteve, ki
prihajajo v sistem, ustrezno pogrupirali k posameznim akcijam uporabnika. Dnevnǐske
datoteke, ki smo jih zajeli, zajemajo podatke o zahtevah med 00:00 in 24:00 na dan
14.07.2020. Ker smo izvedeli, da se vzorčni sistem primarno uporablja med 08:00 in 16:00
smo iz dnevnǐske datoteke najprej odstranili vse odvečne zapise izven tega časovnega in-
tervala. Po obdelavi podatkov z orodjem smo izmed vseh 1413 zahtev uspešno prepoznali
317 akcij, ki so sestavljene iz 1384 zahtev. Prepoznali smo torej 97,95% vseh zahtev. 22
(1,56%) zahtev je zahtev po preusmeritvah, preostalih 7 (0,50%) neprepoznanih zahtev
pa predstavlja anomalije (uporabo aplikacije sočasno v dveh zavihkih istega spletnega
brskalnika), zato jim nismo posvečali dodatne pozornosti.
Najmanǰsi medprihodni čas med dvema sosednjima akcijama je znašal 0,127 sekunde,
največji pa 2819,380 sekund. Zaradi velikega števila vseh možnih vrednosti, ki jih med-
prihodni čas lahko zavzame, smo za potrebe grafične ponazoritve medprihodnih časov
vpeljali frekvenčno porazdelitev, ki pa smo jo v nadaljevanju uporabili tudi pri analizira-
nju porazdeljevanja medprihodnih časov. Pri frekvenčni porazdelitvi sorodne vrednosti
številskih spremenljivk razvrstimo v skupine, poimenovane razredi [33]. Pri določanju
razredov smo uporabili Sturgesovo pravilo (angl. Sturges’ rule) [34]. Po njem število
razredov izračunamo po enačbi
K = 1 + 3, 322 ∗ log10(N), (3.1)
pri čemer N predstavlja število vseh vrednosti iz množice in K število razredov. Za
vhodni podatek N = 316 tako po enačbi dobimo 9 razredov. Pridobljena frekvenčna





predstavljata interval razreda, oznaka
”
Št. časov” število medprihodnih časov v razredu
oziroma frekvenco razreda, oznaka
”
Rel. frekvenca” pa relativno frekvenco razreda. In-
tervale smo v orodju zakrožili pri šestem decimalnem mestu, pri izpisu v tabeli pa zaradi
berljivosti uporabimo zaokroževanje na drugo decimalno mesto. Meje prvega razreda so
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tako od 0,127 do 313,377332, meje drugega razreda od 313,377333 do 626,627666 itd.
Pridobljeno frekvenčno porazdelitev grafično prikažemo na histogramu, predstavljenemu
na sliki 3.1.
Razred Spodnja meja (s) Zgornja meja (s) Št. časov Rel. frekvenca (%)
1 0,13 313,38 298 94,30
2 313,39 626,63 6 1,90
3 626,64 939,88 3 0,95
4 939,89 1253,13 5 1,58
5 1253,14 1566,38 2 0,63
6 1566,39 1879,63 1 0,32
7 1879,64 2192,88 0 0,00
8 2192,89 2506,13 0 0,00
9 2506,14 2819,38 1 0,32
Tabela 3.2 Frekvenčna porazdelitev medprihodnih časov akcij vzorčnega bremena pri devetih razredih.
Slika 3.1 Histogram medprihodnih časov akcij vzorčnega bremena.

4 Analiza vzorčnega bremena
Na koncu preǰsnjega poglavja smo prǐsli na osnovi klasifikacije zahtev k akcijam do za-
poredja medprihodnih časov med posameznimi uporabnǐskimi akcijami. V tem poglavju
podrobneje analiziramo pridobljene medprihodne čase in njihovo frekvenčno porazdelitev
primerjamo z znanimi uveljavljenimi porazdelitvami s področja strežnih sistemov.
4.1 Podroben pregled medprihodnih časov akcij
Po pregledu histograma in dobljene frekvenčne porazdelitve predstavljene na sliki 3.1
iz razdelka 3.5 nas je najprej zanimalo, kako bi se medprihodni časi po razredih poraz-
delili v primeru drugače definiranega števila razredov. Odločili smo se, da ustvarimo
frekvenčne porazdelitve v primeru obravnave podatkov s 5, 15, 50 in 150 razredi. Te
vrednosti smo izbrali na podlagi občutka, brez kakršnegakoli globljega pomena oziroma
razloga. Ustrezni histogrami medprihodnih časov akcij v vzorčni sistem so predstavljeni
na slikah 4.1 (5 razredov), 4.2 (15 razredov), 4.3 (50 razredov) in 4.4 (150 razredov). S
pregledom navedenih razredov še dodatno potrdimo ugotovitve iz razdelka 3.5. Večina
medprihodnih časov ima vrednost med 0 in 200 sekund. Število medprihodnih časov
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z vrednostjo več kot 200 sekund je občutno manǰse, kot število medprihodnih časov z
vrednostjo do 200 sekund. Na histogramih se jasno vidi ta preskok oziroma stopnica
med frekvencami prvega razreda in frekvencami preostalih razredov. Dobljene rezultate
razložimo skozi navade uporabnika. Očitno je, da uporabnik vzorčni sistem uporablja v
določenih intervalih, vsakemu intervalu pa sledi premor bodisi iz narave njegovega načina
dela, bodisi drugih razlogov. Na tej točki nas sedaj zanima, kako frekvenčna porazde-
litev medprihodnih časov akcij izgleda v primeru, ko pri izračunu medprihodnih časov
upoštevamo samo časovne izseke delovnika. Natančneje nas torej zanimajo časovni izseki
iz delovnika, ko je bil sistem aktivno obremenjen. Brez kakršnegakoli globljega pomena
oziroma razloga predlagamo delitev 8 urnega delovnika na 15 minutne intervale. Meje
prvega intervala so tako od vključno 08:00:00.000 do vključno 08:14:59.999, meje drugega
intervala od vključno 08:15:00.000 do 08:29:59.999 itd. V vsakem izmed intervalov smo
prešteli število akcij, ki jih je takrat uporabnik izvajal. Dobljeni rezultati so predstavljeni
v tabeli 4.1.
Slika 4.1 Histogram medprihodnih časov akcij vzorčnega bremena v primeru 5 razredov.
Glede na rezultate v tabeli 4.1, najmanǰse število akcij, ki jih uporabnik izvede v
15 minutnem intervalu znaša 0, največje pa 32. V našem primeru nas zanimajo zgolj
intervali, kjer je bil sistem aktivno obremenjen. Definiranje reprezentativnih intervalov
izvedemo na podlagi povprečnega števila akcij znotraj nekega intervala. Povprečje znaša
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Slika 4.2 Histogram medprihodnih časov akcij vzorčnega bremena v primeru 15 razredov.
Slika 4.3 Histogram medprihodnih časov akcij vzorčnega bremena v primeru 50 razredov.
9 akcij na 15 minutni interval. V primeru, da bi za mejo reprezentativnega intervala
postavili vrednost 9, bi tako zavrgli kar 18 intervalov, kar je več kot polovica vseh in-
tervalov (32). Na podlagi tega se raje odločimo, da reprezentativni interval predstavlja
vsak interval, kjer je število akcij najmanj polovica povprečja zaokroženo navzgor, torej 5.
Na ta način število reprezentativnih intervalov predstavlja več kot polovico vseh možnih
intervalov, zavržemo pa jih 13. Število akcij za izračun medprihodnih časov smo glede
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Slika 4.4 Histogram medprihodnih časov akcij vzorčnega bremena v primeru 150 razredov.
Interval Čas od - do Št. akcij Interval Čas od - do Št. akcij
1 08:00 - 08:15 0 17 12:00 - 12:15 4
2 08:15 - 08:30 21 18 12:15 - 12:30 10
3 08:30 - 08:45 15 19 12:30 - 12:45 26
4 08:45 - 09:00 32 20 12:45 - 13:00 8
5 09:00 - 09:15 10 21 13:00 - 13:15 1
6 09:15 - 09:30 1 22 13:15 - 13:30 0
7 09:30 - 09:45 0 23 13:30 - 13:45 19
8 09:45 - 10:00 8 24 13:45 - 14:00 22
9 10:00 - 10:15 18 25 14:00 - 14:15 10
10 10:15 - 10:30 15 26 14:15 - 14:30 17
11 10:30 - 10:45 7 27 14:30 - 14:45 30
12 10:45 - 11:00 2 28 14:45 - 15:00 30
13 11:00 - 11:15 0 29 15:00 - 15:15 1
14 11:15 - 11:30 0 30 15:15 - 15:30 5
15 11:30 - 11:45 5 31 15:30 - 15:45 0
16 11:45 - 12:00 0 32 15:45 - 16:00 0
Tabela 4.1 Število uporabnikovih akcij znotraj 15 minutnih intervalov v okviru osemurnega delovnika.
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na predstavljen način izbire reprezentativnih vzorcev zmanǰsali iz 317 na 308. Število
uporabnikovih akcij v reprezentativnih intervalih je predstavljeno v tabeli 4.2.
Interval Čas od - do Št. akcij Interval Čas od - do Št. akcij
2 08:15 - 08:30 21 19 12:30 - 12:45 26
3 08:30 - 08:45 15 20 12:45 - 13:00 8
4 08:45 - 09:00 32 23 13:30 - 13:45 19
5 09:00 - 09:15 10 24 13:45 - 14:00 22
8 09:45 - 10:00 8 25 14:00 - 14:15 10
9 10:00 - 10:15 18 26 14:15 - 14:30 17
10 10:15 - 10:30 15 27 14:30 - 14:45 30
11 10:30 - 10:45 7 28 14:45 - 15:00 30
15 11:30 - 11:45 5 30 15:15 - 15:30 5
18 12:15 - 12:30 10
Tabela 4.2 Število uporabnikovih akcij znotraj 15 minutnih reprezentativnih intervalov v okviru osemurnega delovnika.
Na tej točki ponovno izračunamo medprihodne čase akcij na enak način kot v razdelku
3.5, pri čemer izračun izvedemo ločeno v vsakem izmed reprezentativnih intervalov. V
primeru intervala 2 iz tabele 4.2 tako iz 21 akcij izračunamo 20 medprihodnih časov, v
primeru intervala 3 izračunamo 14 medprihodnih časov itd. Število medprihodnih časov
iz vseh reprezentativnih intervalov skupaj znaša 289. Najmanǰsi medprihodni čas med
dvema sosednjima akcijama je znašal 0,127 sekunde, največji pa 449,641 sekund. Izračune
medprihodnih časov iz vseh reprezentativnih intervalov združeno kot frekvenčno poraz-







Št. časov” število medprihodnih časov v razredu oziroma fre-
kvenco razreda, oznaka
”
Rel. frekvenca” pa relativno frekvenco razreda. Intervale smo
v orodju zakrožili pri šestem decimalnem mestu, pri izpisu v tabeli pa zaradi berljivo-
sti uporabimo zaokroževanje na drugo decimalno mesto. Za potrebe izdelave histograma
smo z uporabo Sturgesovega pravila po izrazu (3.1) za določitev števila frekvenčnih razre-
dov medprihodnih časov med akcijami iz reprezentativnih intervalov določili 9 razredov.
Pridobljeno frekvenčno porazdelitev grafično prikažemo na histogramu, predstavljenemu
na sliki 4.5.
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Razred Spodnja meja (s) Zgornja meja (s) Št. časov Rel. frekvenca (%)
1 0,13 50,07 244 84,43
2 50,08 100,02 24 8,30
3 100,03 149,96 11 3,81
4 149,97 199,91 3 1,04
5 199,92 249,86 4 1,38
6 249,87 299,80 0 0,00
7 299,81 349,75 1 0,35
8 349,76 399,69 1 0,35
9 399,07 449,64 1 0,35
Tabela 4.3 Frekvenčna porazdelitev medprihodnih časov akcij vzorčnega bremena iz reprezentativnih intervalov pri devetih
razredih.
Slika 4.5 Histogram medprihodnih časov akcij vzorčnega bremena iz reprezentativnih intervalov.
Na podlagi rezultatov v tabeli 4.3 razberemo visoko relativno frekvenco v prvem
razredu. Kot že omenjeno smo z razdelitvijo vseh podatkov o vzorčnem bremenu v
reprezentativne intervale oziroma s tem, da smo uporabili zgolj podatke o vzorčnem
bremenu, ko je sistem aktivno obremenjen, hoteli eliminirati ekstremne oziroma odklon-
ske primere. Ugotavljamo, da frekvenčne porazdelitve s tem nismo bistveno spremenili.
Da bi zares potrdili to ugotovitev, smo preverili povsem skrajen primer, ko smo zgoraj
predstavljeni algoritem ponovili zgolj na podatkih iz reprezentativnih intervalov, kjer je
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število akcij večje ali enako 30. Te intervali so trije, in sicer interval 4 (08:45 - 09:00,
32 akcij), interval 27 (14:30 - 14:45, 30 akcij) in interval 28 (14:45 - 15:00, 30 akcij).
V tem primeru govorimo o 92 akcijah in 89 medprihodnih časih. Najmanǰsi medpriho-
dni čas med dvema sosednjima akcijama je znašal 0,477 sekunde, največji pa 178,808
sekund. Izračune medprihodnih časov iz vseh treh reprezentativnih intervalov združeno





nja meja” predstavljata interval razreda, oznaka
”
Št. časov” število medprihodnih časov
v razredu oziroma frekvenco razreda, oznaka
”
Rel. frekvenca” pa relativno frekvenco raz-
reda. Intervale smo v orodju zakrožili pri šestem decimalnem mestu, pri izpisu v tabeli
pa zaradi berljivosti uporabimo zaokroževanje na drugo decimalno mesto. Za potrebe
izdelave histograma smo z uporabo Sturgesovega pravila po izrazu (3.1) za določitev
števila frekvenčnih razredov medprihodnih časov med akcijami iz reprezentativnih in-
tervalov določili 7 razredov. Pridobljeno frekvenčno porazdelitev grafično prikažemo na
histogramu, predstavljenemu na sliki 4.6.
Razred Spodnja meja (s) Zgornja meja (s) Št. časov Rel. frekvenca (%)
1 0.48 25.95 66 74.16
2 25.96 51.43 5 5.62
3 51.44 76.90 8 8.99
4 76.91 102.38 6 6.74
5 102.38 127.86 2 2.25
6 127.86 153.33 1 1.12
7 153.33 178.81 1 1.12
Tabela 4.4 Frekvenčna porazdelitev medprihodnih časov akcij vzorčnega bremena iz treh reprezentativnih intervalov pri
devetih razredih.
V tem razdelku smo z opravljenimi obdelavami in izračuni medprihodnih časov akcij
dosegli zgornjo mejo možnosti za analiziranje porazdeljevanja le-teh. Na podlagi rezul-
tatov v tabeli 4.4 opazimo minimalno razliko v relativni frekvenci prvega razreda med to
in predhodnimi frekvenčnimi porazdelitvami. Tako dokončno potrdimo ugotovitev, da
je za vzorčno breme značilna velika koncentracija medprihodnih časov v prvem razredu
frekvenčne porazdelitve. V primeru podatkov iz treh reprezentativnih intervalov tako
relativna frekvenca prvega razreda znaša 74.16% in širina razreda med 0,477 sekund in
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Slika 4.6 Histogram medprihodnih časov akcij vzorčnega bremena iz treh reprezentativnih intervalov.
178,808 sekund. To frekvenčno porazdelitev uporabimo kot osnovo za nadaljnjo analizo
porazdeljevanja medprihodnih časov akcij.
4.2 Izračun medprihodnih časov zahtev
Z uporabo iste metodologije kot pri računanju medprihodnih časov akcij smo izračunali
tudi medprihodne čase zahtev, le da smo tukaj seveda računali čase med vsemi časovno
sosednjimi zahtevami. Uporabili smo le zahteve iz prepoznanih akcij. Takšnih zahtev
je 1384, torej imamo vseh medprihodnih časov 1383. Najmanǰsi medprihodni čas med
sosednjima zahtevama je znašal 0 sekund in to kar v dveh primerih. Oba primera sta bila
posledica asinhronih zahtev, ki jih uporabnik nezavedno pošlje proti vzorčnemu sistemu.
Odjemalec ti dve zahtevi zgenerira eno za drugo, pri čemer je velikostni razred tega
časovnega razmaka nekaj milisekund, na primer 3 milisekunde. V opisanih dveh primerih
so bile zahteve iz takšnih ali drugačnih razlogov kot na primer zastojev na omrežju ali
namestniku v vzorčnem sistemu sprejete ob istem času. Največji medprihodni čas je
znašal 2819,072 sekund. Za potrebe izdelave histograma smo z uporabo Sturgesovega
pravila po izrazu (3.1) za določitev števila frekvenčnih razredov medprihodnih časov med
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oznaka
”
Št. zahtev” pa število zahtev v razredu oziroma frekvenco razreda. Intervale
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smo v orodju zaokrožili pri šestem decimalnem mestu, pri izpisu v tabeli pa zaradi
berljivosti uporabimo zaokroževanje na drugo decimalno mesto. Pridobljeno frekvenčno
porazdelitev grafično prikažemo na histogramu, predstavljenemu na sliki 4.7.
Razred Spodnja meja (s) Zgornja meja (s) Št. zahtev Rel. frekvenca (%)
1 0,00 256,28 1365 98,70
2 256,29 512,56 6 0,43
3 512,57 768,84 3 0,23
4 768,85 1025,12 3 0,23
5 1025,13 1281,40 2 0,15
6 1281,41 1537,68 1 0,07
7 1537,69 1793,95 1 0,07
8 1793,96 2050,23 1 0,07
9 2050,24 2306,51 0 0,00
10 2306,52 2562,79 0 0,00
11 2562,80 2819,07 1 0,07
Tabela 4.5 Frekvenčna porazdelitev medprihodnih časov zahtev vzorčnega bremena pri enajstih razredih.
Slika 4.7 Histogram medprihodnih časov zahtev vzorčnega bremena v primeru 11 razredov.
Kot pri akcijah, smo se tudi v primeru zahtev odločili, da grafično ponazorimo še
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frekvenčne porazdelitve pri večjem številu razredov, in sicer pri 15, 50 in 150 razredih.
Ustrezni histogrami medprihodnih časov vstopajočih zahtev v vzorčni sistem so predsta-
vljeni na slikah 4.8 (15 razredov), 4.9 (50 razredov) in 4.10 (150 razredov).
Slika 4.8 Histogram medprihodnih časov zahtev vzorčnega bremena v primeru 15 razredov.
Slika 4.9 Histogram medprihodnih časov zahtev vzorčnega bremena v primeru 50 razredov.
Rezultati frekvenčnih porazdelitev medprihodnih časov zahtev so pričakovani. Največ
medprihodnih časov se zopet nahaja v prvem razredu. V primeru 150 razredov je fre-
kvenca prvega razreda še vedno velika, in sicer kar 1274 (92,119%) medprihodnih časov.
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Slika 4.10 Histogram medprihodnih časov zahtev vzorčnega bremena v primeru 150 razredov.
Kot smo že pojasnili, je razlog za to povsem jasen, kajti marsikatera akcija ob začetku
in koncu sproži najmanj dve zaporedni zahtevi. Po podrobnem pregledu takšnih zapo-
rednih zahtev in frekvenčnih porazdelitev smo ugotovili, da je med takima zaporednima
zahtevama časovna razlika v večini primerov minimalna (manj kot sekunda). Na podlagi
pojavitev v prvem razredu smo potrdili našo hipotezo, da se je pri analizi bremena bolj
smiselno fokusirati na akcije, kot pa na zahteve. Skozi histograme dobimo občutek o
nenadnem porastu zahtev v opazovanem času. Ta značilnost je opisana predhodno v
razdelku 2.3.
V razdelku 4.1 smo za končno frekvenčno porazdelitev medprihodnih časov akcij
vzorčnega bremena izbrali samo tiste akcije, ki so bile zajete v treh reprezentativnih in-
tervalih. Na tej točki nas zanima, kako bi histogram medprihodnih časov zahtev izgledal
v primeru, ko bi medprihodne čase izračunali samo med zahtevami iz treh reprezenta-
tivnih intervalov. Medprihodne čase zahtev iz akcij izračunamo ločeno za vsakega izmed
reprezentativnih intervalov posebaj. Skupno imamo 315 zahtev (iz 92 akcij) in posledično
312 medprihodnih časov. Najmanǰsi medprihodni čas med dvema zahtevama je znašal
0,001 sekunde, največji pa 8,174 sekunde. Izračune medprihodnih časov iz vseh repre-
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frekvenca” pa relativno frekvenco razreda. Intervale smo v orodju zakrožili pri šestem
decimalnem mestu, pri izpisu v tabeli pa zaradi berljivosti uporabimo zaokroževanje na
drugo decimalno mesto. Za potrebe izdelave histograma smo z uporabo Sturgesovega
pravila po izrazu (3.1) za določitev števila frekvenčnih razredov medprihodnih časov
med akcijami iz reprezentativnih intervalov določili 9 razredov. Pridobljeno frekvenčno
porazdelitev grafično prikažemo na histogramu, predstavljenemu na sliki 4.11.
Razred Spodnja meja (s) Zgornja meja (s) Št. časov Rel. frekvenca (%)
1 0,00 0,91 296 94,87
2 0,92 1,82 5 1,60
3 1,83 2,73 2 0,64
4 2,74 3,63 0 0,00
5 3,64 4,54 3 0,96
6 4,55 5,45 3 0,96
7 5,46 6,36 1 0,32
8 6,37 7,27 1 0,32
9 7,28 8,17 1 0,32
Tabela 4.6 Frekvenčna porazdelitev medprihodnih časov zahtev vzorčnega bremena iz treh reprezentativnih intervalov pri
devetih razredih.
4.3 Iskanje najustrezneǰse porazdelitve
Na tej točki nas zanima, katera izmed znanih porazdelitev se najbolj približa naši po-
razdelitvi medprihodnih časov akcij. Primerjavo bomo izvedli s Poissonovo in Paretovo
porazdelitvijo. Naš cilj je, da s primerjavami z uveljavljenimi porazdelitvami najdemo
tisto, ki v največji meri sovpada z našo porazdelitvijo, ki bi jo v nadaljevanju lahko
uporabili kot model za generiranje večjih testnih sintetičnih bremen, ki bodo potencialno
služila zmogljivostnemu testiranju vzorčnega sistema.
Obstaja več načinov in metod za izračun določanja podobnosti med dvema verjet-
nostnima porazdelitvama [35]. Glede na razširjenost smo si najprej ogledali Kullback-
Leiblerjevo divergenco (angl. Kullback–Leibler divergence – DKL), vendar smo se na
koncu raje odločili za Jensen-Shannonovo divergenco (angl. Jensen–Shannon divergence
– DJS), saj predstavlja izbolǰsano različico DKL inačice. To divergenco uporabijo tudi v
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Slika 4.11 Histogram medprihodnih časov zahtev vzorčnega bremena iz treh reprezentativnih intervalov.
viru [35], kjer prav tako ǐsčejo najustrezneǰso porazdelitev v okviru analize medprihodnih








pri čemer je slučajna spremenljivka x porazdeljena po verjetnostni porazdelitvi P , pri
čemer P predstavlja eksperimentalno pridobljeno verjetnostno porazdelitev, Q pa teo-
retično verjetnostno porazdelitev, ki jo primerjamo s porazdelitvijo P . Omeniti velja, da
moramo biti pozorni na neenakost DKL(P ||Q) 6= DKL(Q||P ). To neenakost odpravlja
DJS , ki smo jo glede na vir [37] izračunali po izrazu












Metriko poimenovano distanca, ki jo na koncu uporabimo kot ključno vrednost za primer-
javo dveh verjetnostnih porazdelitev, predstavlja kvadratni koren izračunane divergence,
torej
√
DJS . Bolj, ko se distanca približa vrednosti 0, bolj sta si dve porazdelitvi med
seboj podobni.
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4.3.1 Primerjava s Poissonovo porazdelitvijo
Medprihodne čase za pridobitev verjetnostne porazdelitve Q iz izraza (4.1) smo umetno
generirali po Poissonovi porazdelitvi po enačbi (2.9), predstavljeni v razdelku 2.3.1. V
primeru 89 medprihodnih časov akcij iz treh reprezentativnih intervalov vzorčnega sis-
tema je povprečje medprihodnega časa za 45 delovnih minut ((45∗60)/89) znašalo 30,337
sekund, kar smo tudi uporabili kot vrednost t. Za izračun R smo uporabili objekt Split-
tableRandom s semenom 1 in metodo nextDouble() s parametroma 0 in Math.nextUp(1.0)
iz programskega jezika Java. Izračun smo ponovili 89-krat, kar sovpada s številom vseh
medprihodnih časov akcij in iz dobljenih podatkov ustvarili frekvenčno porazdelitev, ki
jo grafično prikažemo na sliki 4.12 in poimenujemo Poissonova frekvenčna porazdeli-
tev. Nad našo in Poissonovo frekvenčno porazdelitvijo medprihodnih časov akcij smo
izračunali Jensen-Shannonovo divergenco, pri čemer
√
DJS znaša 0,285.
Slika 4.12 Histogram izračunanih medprihodnih časov po Poissonovi porazdelitvi v primeru 7 razredov.
Naš cilj je poiskati najustrezneǰso oziroma najbolj podobno med znanimi porazde-
litvami, ki bi jo lahko uporabili kot model za generiranje večje količine bremena. Ker
vemo, da s spreminjanjem števila razredov spreminjamo frekvenčno porazdelitev, skladno
s ciljem predlagamo, da na tej točki poizkusimo še druge kombinacije razredov. Poleg
spreminjanja kombinacije razredov nas zanima tudi vpliv vrednosti t na izračun
√
DJS .
V našem orodju smo spisali metodo, ki v dveh zankah preverja kombinacije razredov in
t pri čemer izračuna
√
DJS . Število razredov v naši in Poissonovi frekvenčni porazdelitvi
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je vedno enako. Število razredov smo definirali v intervalu od vključno 5 do vključno 150
in t od vključno 1 do vključno 179. Obe vrednosti večamo za 1 (torej imamo sama cela
števila). Uporabo tega približka predlagamo oziroma toleriramo zato, ker nek minimalen
približek pridelamo že s tem, ko za analizo uporabljamo frekvenčno porazdelitev. V
primeru zank smo najmanǰso vrednost
√
DJS = 0,199 dobili pri petih razredih in t = 1.
Potem smo začetno vrednost zanke zvečali iz vrednosti 5 na vrednost 7 (kolikor razredov
dobimo po Sturgesovem pravilu) in še pri mejnih vrednostih 15, 50 in 150. Vrednosti
smo tako kot v razdelku 4.1 empirično določili brez posebnega razloga. Glede na večanje
začetnega števila razredov v zanki so dobljeni razultati
√
DJS pri mejnih vrednostih











DJS pri kombinaciji različnega števila razredov t.
Na podlagi tega smo ugotovili, da najmanǰso vrednost
√
DJS zabeležimo pri naj-
manǰsem številu razredov in t = 1. Ta pojav si najpreprosteje razložimo tako, da med
seboj vizualno primerjamo histogram naše in Poissonove frekvenčne porazdelitve, ozi-
roma konkretneje histograma s slik 4.6 in 4.12. Naša frekvenčna porazdelitev ima največ
akcij ravno v prvem razredu, potem pa frekvenca akcij v kasneǰsih razredih občutno pade.
Frekvenca akcij pri Poissonovi porazdelitvi skozi razrede pada počasneje, zato z večanjem
razredov samo slabšamo pogoje za ugoden rezultat Jensen-Shannonove divergence, ker
izračun le-te v osnovi upošteva verjetnost za vsak razred posebej. Pri ugotavljanju vpliva
t na vrednost
√
DJS ugotovimo, da se vrednost
√
DJS v zanki minimalno spreminja glede
na spreminjanje vrednosti t oziroma se lahko v določenih primerih sploh ne spremeni.
Glede na izračune dobimo manǰso vrednost
√
DJS pri manǰsih vrednostih t. Razen v pri-
meru, ko je število razredov 15, imamo tako vedno najbolǰse ujemanje že pri najmanǰsi
možni vrednosti t = 1. Po podrobnem pregledu primera petnajstih razredov trdimo,
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da je za napako krivo pomanljkljivo zaokroževanje natančnosti izračunov znotraj našega
orodja, ki smo ga uporabili pri izračunih.
Glede na rezultate empiričnega preizkušanja obnašanja vrednosti
√
DJS pri različnih
velikosti razredov in različnih vrednostih t smo sprejeli odločitev, da števila razredov
ne bomo manǰsali pod število razredov po Sturgesovem pravilu, torej 7. Ker glede na
naše izračune opazimo, da parameter t vpliva na ustvarjeno frekvenčno porazdelitev in
posledično spremembo
√
DJS , ga moramo definirati tako, da se vrednosti naše in Pois-
sonove frekvenčne porazdelitve čimbolj ujemajo. Kot kriterij ujemanja uporabimo širino
razreda v frekvenčni porazdelitvi, torej razliko med zgornjo in spodnjo mejo razreda.
Glede na tabelo 4.4 ta razlika znaša 25,47 sekund. Iščemo torej najmanǰso absolutno
razliko v širini enega razreda med frekvenčnima porazdelitvama. Natančnost širine raz-
reda in vrednosti parametra t ohranimo na dve decimalni mesti natančno. Ugotovimo, da
pri vrednosti parametra t = 29,36 pridelamo širino enako širini razreda kot v naši poraz-
delitvi, torej 25,47 s. V tem primeru je vrednost
√
DJS enaka 0,285, kar tudi sprejmemo
kot končni rezultat primerjave naše in Poissonove frekvenčne porazdelitve.
4.3.2 Primerjava s Paretovo porazdelitvijo
Medprihodni čas po Paretovi porazdelitvi smo umetno generirali po enačbi (2.12) pred-
stavljeni v razdelku 2.3.2. Za izračun R smo tako kot pri Poissonovi porazdelitvi upo-
rabili objekt SplittableRandom s semenom 1 in metodo nextDouble() s parametroma 0
in Math.nextUp(1.0) iz programskega jezika Java. Poslužimo se istega postopka kot pri
Poissonovi porazdelitvi. To frekvenčno porazdelitev poimenujmo Paretova frekvenčna
porazdelitev. Ker v tem primeru nimamo začetne oprijemljive vrednosti za oba parame-
tra (α in β) in ju pravzaprav sploh ne poznamo, se kar takoj lotimo metode s preverjanjem
vseh vrednosti. V trojni zanki se najprej sprehodimo po številu razredov od vrednosti
vključno 5 do vključno 150 (s povečevanjem za 1, torej imamo sama cela števila), potem
pa še ločeno po α in β od vključno 0,01 do 3 s povečevanjem za 0,01. Dobljeni rezultati
√
DJS pri mejnih vrednostih razredov so prikazani v tabeli 4.8.
Tako kot v prehodnem razdelku 4.3.1 tudi tu opazimo napako pri natančnosti izračuna
v našem orodju. Napaka je vidna v primeru petdesetih razredov, kjer je najmanǰsa
vrednost
√
DJS pri vrednosti α = 0,02 in ne pričakovani α = 0,01. Odločimo se (kot
pri Poissonovi porazdelitvi), da števila razredov ne bomo manǰsali pod 7. Na tej točki
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Število razredov α β
√
DJS
5 0,01 2,52 0,275
7 0,01 2,68 0,268
15 0,01 2,13 0,322
50 0,02 1,82 0,390
150 0,01 1,46 0,459
Tabela 4.8 Rezultati
√
DJS pri kombinaciji različnega števila razredov, α in β.
moramo tako kot pri Poissonovi porazdelitvi ustrezno prilagoditi vrednosti medprihodnih
časov. To storimo na enak način. Spomnimo, da širina razreda glede na tabelo 4.4 znaša
25,47 sekund. Iščemo torej najmanǰso absolutno razliko v širini razreda med frekvenčnima
porazdelitvama. Tudi tu ohranimo natančnost na dve decimalni mesti in ugotovimo,
da imamo najbolǰse ujemanje pri parametrih α = 20,46 in β = 2,68. Pridelana širina
razreda je enaka širini razreda naše frekvenčne porazdelitve, torej 25.47. V tem primeru
je vrednost
√
DJS enaka 0.279, kar tudi sprejmemo kot najbolǰsi rezultat primerjave naše
in Paretove frekvenčne porazdelitve medprihodnih časov akcij. Histogram te porazdelitve
je predstavljen na sliki 4.13.
Slika 4.13 Histogram izračunanih medprihodnih časov po Paretovi porazdelitvi v primeru 7 razredov.
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4.4 Definiranje sintetičnega bremena
Izkaže se, da Paretova frekvenčna porazdelitev z vrednostjo
√
DJS = 0,279 pri 7 razre-
dih v primerjavi s Poissonovo frekvenčno porazdelitvijo z vrednostjo
√
DJS = 0,285 pri 7
razredih, natančneje opǐse frekvenčno porazdelitev medprihodnih časov akcij v treh repre-
zentativnih intervalih v primeru vzorčnega sistema. V primeru definiranja sintetičnega
bremena bomo zatorej medprihodne čase izračunali glede na Paretovo porazdelitvijo po
enačbi (2.12). V izračunu uporabimo vrednost parametrov α = 20,46 in β = 2,68. Z
namenom jasne vizualne predstave na podlagi katerega lažje primerjamo obe porazdelitvi
na sliki 4.14 skupaj predstavimo histograma naše in sintetične frekvenčne porazdelitve.
Slika 4.14 Histogram medprihodnih časov akcij vzorčnega bremena v primeru treh reprezentativnih intervalov (rdeč) in hi-
stogram izračunanih medprihodnih časov po Paretovi porazdelitvi (moder).
5 Zaključek
Moderni računalnǐski strežni sistemi se soočajo z vse večjim porastom vstopajočih zahtev.
Ob spoznavanju vzorčnega e-zdravstvenega sistema smo ugotovili, da takšni sistemi z
dodajanjem novih funkcionalnosti pridobivajo dodatne zahteve, ki jih morajo postreči.
Število zahtev se prav tako veča z naraščajočim številom uporabnikov. Še več, glede na
koncepte e-zdravstva se bi v primeru dodajanja pacientov kot uporabnikov sistema to
število zahtev še drastično povečalo. S tem razlogom je pri gradnji in upravljanju takšnih
sistemov še kako pomembno analiziranje in testiranje le-teh, to početje pa za bolj realne
rezultate potrebuje tudi analiziranje obstoječega bremena.
V okviru pričujočega magistrskega dela smo vzpostavili metodologijo za analizo bre-
mena vzorčnega e-zdravstvenega sistema. Izkaže se, da pri uporabi te metodologije
večino oziroma več kot polovico časa porabimo za obdelavo bremena, seveda pod po-
gojem, da le-to še ni ustrezno pripravljeno. Tekom zajema in obdelave bremena smo
pokazali možnosti, ki so v primeru izbire te metodologije na voljo in na kakšen način.
Po obdelavi bremena smo se fokusirali na metriko medprihodnih časov in analizo le-teh.
Tekom analize smo uporabili frekvenčno porazdelitev na podlagi katere smo z uporabo
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Jensen–Shannonove divergence na enostaven način določili najprimerneǰso med razpore-
ditvami v primeru izračuna medprihodnih časov za definiranje sintetičnega bremena. Na
podlagi bremena vzorčnega sistema smo ugotovili, da se definirana frekvenčna razporedi-
tev medprihodnih časov bolj prilega Paretovi kot pa Poissonovi frekvenčni porazdelitvi.
S tem smo pravzaprav tudi sami zaznali eno izmed lastnosti novodobnega omrežnega
prometa, za katerega je značilna variabilnost in izbruhi le-tega skozi različne časovne
intervale, kot je to predstavljeno v virih [22] in [23]. Ugotovili smo, da se Paretova fre-
kvenčna porazdelitev z vrednostjo
√
DJS = 0,279 pri 7 razredih v primerjavi s Poissonovo
frekvečno porazdelitvijo z vrednostjo
√
DJS = 0,285 pri 7 razredih natančneje prilega
frekvenčni porazdelitvi medprihodnih časov akcij iz treh reprezentativnih intervalov v
primeru vzorčnega sistema. Iz tega razloga je Paretova porazdelitev bolj primerna za
izračune medprihodnih časov v primeru definiranja sintetičnega bremena za vzorčni e-
zdravstveni sistem.
Ob zaključku tega magistrskega dela se dotaknimo še možnosti za nadaljnje delo. V
prvi vrsti bi izpostavili definiranje sintetičnega bremena. Predlagan izračun medpriho-
dnih časov v primeru sintetičnega bremena temelji na enostavnosti. Definiran izračun
omogoči zapis parametra A v strežni enoti Kendallove notacije kot tudi zahteve za zmo-
gljivostne teste v primeru vzorčnega sistema. Kljub temu bi lahko definiranje medpri-
hodnih časov iz teoretičnega vidika še dodatneje preučili in analizirali. Tukaj imamo v
mislih predvsem uporabo kakšne dodatne metrike za iskanje najustrezneǰse porazdelitve,
analiziranje obnašanja takšnih metrik v primeru njihove uporabe na povsem sintetičnem
bremenu in ugotavljanje ustreznosti tako definiranega sintetičnega bremena. V duhu tega
razmǐsljanja se spomnimo tudi vseh ostalih podatkov o prihajajočih zahtevah v vzorčni
sistem, ki smo jih glede na predlagane metrike še beležili (velikost, tip, status in čas
strežbe posamezne zahteve ter podatki o odjemalcu). V okviru dodatnega definiranja
sintetičnega bremena in analize le-tega bi lahko upoštevali tudi te. S tem bi se defini-
rano sintetično breme še bolj približalo realnemu bremenu. Drugo možnost za nadaljnje
delo predstavlja preizkušanje sintetičnega bremena. Preizkus sintetičnega bremena bi
najlažje izvedli tako, da bi si zamislili nek testen scenarij za ugotavljanje zmogljivosti.
Pri testiranju bi lahko uporabili orodje Apache JMeter™ [38]. V podjetju PARSEK, in-
formacijske tehnologije, d.o.o., stremijo k čim manǰsim časom strežbe, saj to neposredno
pripomore k odzivnosti sistema in bolǰsi uporabnǐski izkušnji njihovega sistema. Tako bi
v okviru testnega scenarija najprej pregledali čase strežbe iz podatkov o bremenu za na
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primer 10 realnih uporabnikov. Potem bi izvedli test, kjer bi sintetično breme v sistem
pošiljali deterministično, na fiksno določen časovni interval in primerjali čase strežbe z
realnimi podatki. Nato bi v sistem sintetično breme pošiljali po Paretovi porazdelitvi in
spet primerjali čase strežbe. Da bi potrdili našo predpostavko smo pregledali funkcije
orodja Apache JMeter™ in ugotovili, da ta pri proženju testnih scenarijev omogoča nekaj
vnaprej določenih porazdelitev medprihodnih časov, med katerimi je tudi Poissonova po-
razdelitev. Še več, orodje omogoča definiranje lastnih porazdelitev medprihodnih časov,
kar pomeni, da bi brez težav definirali izračun po željeni porazdelitvi medprihodnih časov
sintetičnega bremena. S pomočjo tega testnega scenarija bi tako zaznali razliko med re-
alnim bremenom in različnimi sintetičnimi bremeni. Za potrebe dodatnega testiranja
bi lahko ta testni scenarij kadarkoli poskalirali z nekajkrat večjim faktorjem in simuli-
rali scenarij še več uporabnikov. Tako bi lahko simulirali enega prihajajočih pojavov
e-zdravstva v prihodnosti – porast uporabnikov in njihovih pripadajočih podatkov.
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A Priloge A
A.1 Izpis iz dnevnǐske datoteke dostopov
1 2 7 . 0 . 0 . 1 − − 15/ Jul /2020 1 4 : 0 4 : 0 7 . 7 0 3 +0200 ”POST /auth/ realms /
IME BOLNISNICE/ pro to co l / openid−connect / token HTTP/1.1” 200
5136 ”−” ”−” 5957 − ”−”
xxx . xxx . xxx . xxx − − 15/ Jul /2020 1 4 : 0 4 : 0 7 . 6 8 5 +0200 ”POST /
managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml HTTP/1.1” 200 238
”GOSTITELJ/managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml” ”
Moz i l l a /5 .0 (Windows NT 1 0 . 0 ; Win64 ; x64 ) AppleWebKit /537.36
(KHTML, l i k e Gecko ) Chrome /83 . 0 . 4103 . 116 S a f a r i /537.36”
43056 502OcTNj7ZiT7GCL7Ji9iqpbSWpv 92Q5M6ap8Jc . v075−a io01
”−”
1 2 7 . 0 . 0 . 1 − − 15/ Jul /2020 1 4 : 0 4 : 0 7 . 7 9 4 +0200 ”POST /auth/ realms /
IME BOLNISNICE/ pro to co l / openid−connect / token HTTP/1.1” 200
5136 ”−” ”−” 5815 − ”−”
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xxx . xxx . xxx . xxx − − 15/ Jul /2020 1 4 : 0 4 : 0 7 . 7 8 6 +0200 ”POST /
managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml HTTP/1.1” 200 2123
”GOSTITELJ/managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml” ”
Moz i l l a /5 .0 (Windows NT 1 0 . 0 ; Win64 ; x64 ) AppleWebKit /537.36
(KHTML, l i k e Gecko ) Chrome /83 . 0 . 4103 . 116 S a f a r i /537.36”
76070 502OcTNj7ZiT7GCL7Ji9iqpbSWpv 92Q5M6ap8Jc . v075−a io01
”−”
ZUNANJA STORITEV IP − prometheus 15/ Jul /2020 1 4 : 0 4 : 0 8 . 6 6 5 +0200
”GET / metr i c s /v075−a io01 /node HTTP/1.1” 200 10720 ”−” ”
Prometheus /2 . 19 . 1 ” 14615 − ”−”
ZUNANJA STORITEV IP − prometheus 15/ Jul /2020 1 4 : 0 4 : 0 9 . 0 0 9 +0200
”GET / metr i c s /v075−a io01 /apache HTTP/1.1” 200 2002 ”−” ”
Prometheus /2 . 19 . 1 ” 5083 − ”−”
1 2 7 . 0 . 0 . 1 − − 15/ Jul /2020 1 4 : 0 4 : 0 9 . 1 7 0 +0200 ”POST /auth/ realms /
IME BOLNISNICE/ pro to co l / openid−connect / token HTTP/1.1” 200
5136 ”−” ”−” 6608 − ”−”
xxx . xxx . xxx . xxx − − 15/ Jul /2020 1 4 : 0 4 : 0 9 . 1 6 0 +0200 ”POST /
managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml HTTP/1.1” 200 419
”GOSTITELJ/managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml” ”
Moz i l l a /5 .0 (Windows NT 1 0 . 0 ; Win64 ; x64 ) AppleWebKit /537.36
(KHTML, l i k e Gecko ) Chrome /83 . 0 . 4103 . 116 S a f a r i /537.36”
38121 502OcTNj7ZiT7GCL7Ji9iqpbSWpv 92Q5M6ap8Jc . v075−a io01
”−”
1 2 7 . 0 . 0 . 1 − − 15/ Jul /2020 1 4 : 0 4 : 1 0 . 3 4 9 +0200 ”POST /auth/ realms /
IME BOLNISNICE/ pro to co l / openid−connect / token HTTP/1.1” 200
5136 ”−” ”−” 5756 − ”−”
xxx . xxx . xxx . xxx − − 15/ Jul /2020 1 4 : 0 4 : 1 0 . 3 3 9 +0200 ”POST /
managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml HTTP/1.1” 200 506
”GOSTITELJ/managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml” ”
Moz i l l a /5 .0 (Windows NT 1 0 . 0 ; Win64 ; x64 ) AppleWebKit /537.36
(KHTML, l i k e Gecko ) Chrome /83 . 0 . 4103 . 116 S a f a r i /537.36”
39594 502OcTNj7ZiT7GCL7Ji9iqpbSWpv 92Q5M6ap8Jc . v075−a io01
”−”
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ZUNANJA STORITEV IP − prometheus 15/ Jul /2020 1 4 : 0 4 : 1 2 . 4 8 3 +0200
”GET / metr i c s /v075−a io01 / w i l d f l y HTTP/1.1” 200 5633 ”−” ”
Prometheus /2 . 19 . 1 ” 145505 − ”−”
ZUNANJA STORITEV IP − prometheus 15/ Jul /2020 1 4 : 0 4 : 1 2 . 8 8 7 +0200
”GET / metr i c s /v075−a io01 / po s tg r e s HTTP/1.1” 200 12760 ”−” ”
Prometheus /2 . 19 . 1 ” 28727 − ”−”
1 2 7 . 0 . 0 . 1 − − 15/ Jul /2020 1 4 : 0 4 : 1 3 . 4 5 0 +0200 ”POST /auth/ realms /
IME BOLNISNICE/ pro to co l / openid−connect / token HTTP/1.1” 200
5136 ”−” ”−” 7960 − ”−”
xxx . xxx . xxx . xxx − − 15/ Jul /2020 1 4 : 0 4 : 1 3 . 4 4 0 +0200 ”POST /
managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml HTTP/1.1” 200 414
”GOSTITELJ/managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml” ”
Moz i l l a /5 .0 (Windows NT 1 0 . 0 ; Win64 ; x64 ) AppleWebKit /537.36
(KHTML, l i k e Gecko ) Chrome /83 . 0 . 4103 . 116 S a f a r i /537.36”
45531 502OcTNj7ZiT7GCL7Ji9iqpbSWpv 92Q5M6ap8Jc . v075−a io01
”−”
1 2 7 . 0 . 0 . 1 − − 15/ Jul /2020 1 4 : 0 4 : 1 5 . 1 9 4 +0200 ”POST /auth/ realms /
IME BOLNISNICE/ pro to co l / openid−connect / token HTTP/1.1” 200
5136 ”−” ”−” 5998 − ”−”
xxx . xxx . xxx . xxx − − 15/ Jul /2020 1 4 : 0 4 : 1 5 . 1 8 4 +0200 ”POST /
managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml HTTP/1.1” 200 419
”GOSTITELJ/managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml” ”
Moz i l l a /5 .0 (Windows NT 1 0 . 0 ; Win64 ; x64 ) AppleWebKit /537.36
(KHTML, l i k e Gecko ) Chrome /83 . 0 . 4103 . 116 S a f a r i /537.36”
36065 502OcTNj7ZiT7GCL7Ji9iqpbSWpv 92Q5M6ap8Jc . v075−a io01
”−”
1 2 7 . 0 . 0 . 1 − − 15/ Jul /2020 1 4 : 0 4 : 1 6 . 1 3 3 +0200 ”POST /auth/ realms /
IME BOLNISNICE/ pro to co l / openid−connect / token HTTP/1.1” 200
5136 ”−” ”−” 5758 − ”−”
xxx . xxx . xxx . xxx − − 15/ Jul /2020 1 4 : 0 4 : 1 6 . 1 2 2 +0200 ”POST /
managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml HTTP/1.1” 200 477
”GOSTITELJ/managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml” ”
Moz i l l a /5 .0 (Windows NT 1 0 . 0 ; Win64 ; x64 ) AppleWebKit /537.36
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(KHTML, l i k e Gecko ) Chrome /83 . 0 . 4103 . 116 S a f a r i /537.36”
38172 502OcTNj7ZiT7GCL7Ji9iqpbSWpv 92Q5M6ap8Jc . v075−a io01
”−”
1 2 7 . 0 . 0 . 1 − − 15/ Jul /2020 1 4 : 0 4 : 1 7 . 9 9 6 +0200 ”POST /auth/ realms /
IME BOLNISNICE/ pro to co l / openid−connect / token HTTP/1.1” 200
5136 ”−” ”−” 8378 − ”−”
xxx . xxx . xxx . xxx − − 15/ Jul /2020 1 4 : 0 4 : 1 7 . 9 8 3 +0200 ”POST /
managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml HTTP/1.1” 200 501
”GOSTITELJ/managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml” ”
Moz i l l a /5 .0 (Windows NT 1 0 . 0 ; Win64 ; x64 ) AppleWebKit /537.36
(KHTML, l i k e Gecko ) Chrome /83 . 0 . 4103 . 116 S a f a r i /537.36”
43148 502OcTNj7ZiT7GCL7Ji9iqpbSWpv 92Q5M6ap8Jc . v075−a io01
”−”
1 2 7 . 0 . 0 . 1 − − 15/ Jul /2020 1 4 : 0 4 : 1 9 . 4 5 2 +0200 ”POST /auth/ realms /
IME BOLNISNICE/ pro to co l / openid−connect / token HTTP/1.1” 200
5136 ”−” ”−” 5731 − ”−”
xxx . xxx . xxx . xxx − − 15/ Jul /2020 1 4 : 0 4 : 1 9 . 4 4 2 +0200 ”POST /
managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml HTTP/1.1” 200 392
”GOSTITELJ/managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml” ”
Moz i l l a /5 .0 (Windows NT 1 0 . 0 ; Win64 ; x64 ) AppleWebKit /537.36
(KHTML, l i k e Gecko ) Chrome /83 . 0 . 4103 . 116 S a f a r i /537.36”
35913 502OcTNj7ZiT7GCL7Ji9iqpbSWpv 92Q5M6ap8Jc . v075−a io01
”−”
1 2 7 . 0 . 0 . 1 − − 15/ Jul /2020 1 4 : 0 4 : 1 9 . 5 4 2 +0200 ”POST /auth/ realms /
IME BOLNISNICE/ pro to co l / openid−connect / token HTTP/1.1” 200
5136 ”−” ”−” 5659 − ”−”
xxx . xxx . xxx . xxx − − 15/ Jul /2020 1 4 : 0 4 : 1 9 . 5 3 3 +0200 ”POST /
managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml HTTP/1.1” 200 392
”GOSTITELJ/managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml” ”
Moz i l l a /5 .0 (Windows NT 1 0 . 0 ; Win64 ; x64 ) AppleWebKit /537.36
(KHTML, l i k e Gecko ) Chrome /83 . 0 . 4103 . 116 S a f a r i /537.36”
40487 502OcTNj7ZiT7GCL7Ji9iqpbSWpv 92Q5M6ap8Jc . v075−a io01
”−”
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1 2 7 . 0 . 0 . 1 − − 15/ Jul /2020 1 4 : 0 4 : 1 9 . 7 2 2 +0200 ”POST /auth/ realms /
IME BOLNISNICE/ pro to co l / openid−connect / token HTTP/1.1” 200
5136 ”−” ”−” 5633 − ”−”
xxx . xxx . xxx . xxx − − 15/ Jul /2020 1 4 : 0 4 : 1 9 . 7 1 1 +0200 ”POST /
managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml HTTP/1.1” 200 392
”GOSTITELJ/managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml” ”
Moz i l l a /5 .0 (Windows NT 1 0 . 0 ; Win64 ; x64 ) AppleWebKit /537.36
(KHTML, l i k e Gecko ) Chrome /83 . 0 . 4103 . 116 S a f a r i /537.36”
38081 502OcTNj7ZiT7GCL7Ji9iqpbSWpv 92Q5M6ap8Jc . v075−a io01
”−”
1 2 7 . 0 . 0 . 1 − − 15/ Jul /2020 1 4 : 0 4 : 1 9 . 8 1 3 +0200 ”POST /auth/ realms /
IME BOLNISNICE/ pro to co l / openid−connect / token HTTP/1.1” 200
5136 ”−” ”−” 6295 − ”−”
xxx . xxx . xxx . xxx − − 15/ Jul /2020 1 4 : 0 4 : 1 9 . 8 0 2 +0200 ”POST /
managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml HTTP/1.1” 200 392
”GOSTITELJ/managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml” ”
Moz i l l a /5 .0 (Windows NT 1 0 . 0 ; Win64 ; x64 ) AppleWebKit /537.36
(KHTML, l i k e Gecko ) Chrome /83 . 0 . 4103 . 116 S a f a r i /537.36”
39629 502OcTNj7ZiT7GCL7Ji9iqpbSWpv 92Q5M6ap8Jc . v075−a io01
”−”
1 2 7 . 0 . 0 . 1 − − 15/ Jul /2020 1 4 : 0 4 : 1 9 . 9 0 2 +0200 ”POST /auth/ realms /
IME BOLNISNICE/ pro to co l / openid−connect / token HTTP/1.1” 200
5136 ”−” ”−” 5866 − ”−”
xxx . xxx . xxx . xxx − − 15/ Jul /2020 1 4 : 0 4 : 1 9 . 8 9 2 +0200 ”POST /
managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml HTTP/1.1” 200 392
”GOSTITELJ/managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml” ”
Moz i l l a /5 .0 (Windows NT 1 0 . 0 ; Win64 ; x64 ) AppleWebKit /537.36
(KHTML, l i k e Gecko ) Chrome /83 . 0 . 4103 . 116 S a f a r i /537.36”
37655 502OcTNj7ZiT7GCL7Ji9iqpbSWpv 92Q5M6ap8Jc . v075−a io01
”−”
1 2 7 . 0 . 0 . 1 − − 15/ Jul /2020 1 4 : 0 4 : 2 0 . 0 2 2 +0200 ”POST /auth/ realms /
IME BOLNISNICE/ pro to co l / openid−connect / token HTTP/1.1” 200
5136 ”−” ”−” 6188 − ”−”
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xxx . xxx . xxx . xxx − − 15/ Jul /2020 1 4 : 0 4 : 2 0 . 0 1 2 +0200 ”POST /
managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml HTTP/1.1” 200 392
”GOSTITELJ/managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml” ”
Moz i l l a /5 .0 (Windows NT 1 0 . 0 ; Win64 ; x64 ) AppleWebKit /537.36
(KHTML, l i k e Gecko ) Chrome /83 . 0 . 4103 . 116 S a f a r i /537.36”
37556 502OcTNj7ZiT7GCL7Ji9iqpbSWpv 92Q5M6ap8Jc . v075−a io01
”−”
1 2 7 . 0 . 0 . 1 − − 15/ Jul /2020 1 4 : 0 4 : 2 0 . 1 2 7 +0200 ”POST /auth/ realms /
IME BOLNISNICE/ pro to co l / openid−connect / token HTTP/1.1” 200
5136 ”−” ”−” 6705 − ”−”
xxx . xxx . xxx . xxx − − 15/ Jul /2020 1 4 : 0 4 : 2 0 . 1 1 6 +0200 ”POST /
managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml HTTP/1.1” 200 392
”GOSTITELJ/managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml” ”
Moz i l l a /5 .0 (Windows NT 1 0 . 0 ; Win64 ; x64 ) AppleWebKit /537.36
(KHTML, l i k e Gecko ) Chrome /83 . 0 . 4103 . 116 S a f a r i /537.36”
40144 502OcTNj7ZiT7GCL7Ji9iqpbSWpv 92Q5M6ap8Jc . v075−a io01
”−”
1 2 7 . 0 . 0 . 1 − − 15/ Jul /2020 1 4 : 0 4 : 2 0 . 2 2 1 +0200 ”POST /auth/ realms /
IME BOLNISNICE/ pro to co l / openid−connect / token HTTP/1.1” 200
5136 ”−” ”−” 5443 − ”−”
xxx . xxx . xxx . xxx − − 15/ Jul /2020 1 4 : 0 4 : 2 0 . 2 1 2 +0200 ”POST /
managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml HTTP/1.1” 200 392
”GOSTITELJ/managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml” ”
Moz i l l a /5 .0 (Windows NT 1 0 . 0 ; Win64 ; x64 ) AppleWebKit /537.36
(KHTML, l i k e Gecko ) Chrome /83 . 0 . 4103 . 116 S a f a r i /537.36”
35914 502OcTNj7ZiT7GCL7Ji9iqpbSWpv 92Q5M6ap8Jc . v075−a io01
”−”
1 2 7 . 0 . 0 . 1 − − 15/ Jul /2020 1 4 : 0 4 : 2 0 . 3 1 1 +0200 ”POST /auth/ realms /
IME BOLNISNICE/ pro to co l / openid−connect / token HTTP/1.1” 200
5136 ”−” ”−” 5538 − ”−”
xxx . xxx . xxx . xxx − − 15/ Jul /2020 1 4 : 0 4 : 2 0 . 3 0 1 +0200 ”POST /
managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml HTTP/1.1” 200 392
”GOSTITELJ/managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml” ”
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Moz i l l a /5 .0 (Windows NT 1 0 . 0 ; Win64 ; x64 ) AppleWebKit /537.36
(KHTML, l i k e Gecko ) Chrome /83 . 0 . 4103 . 116 S a f a r i /537.36”
37231 502OcTNj7ZiT7GCL7Ji9iqpbSWpv 92Q5M6ap8Jc . v075−a io01
”−”
1 2 7 . 0 . 0 . 1 − − 15/ Jul /2020 1 4 : 0 4 : 2 0 . 4 0 3 +0200 ”POST /auth/ realms /
IME BOLNISNICE/ pro to co l / openid−connect / token HTTP/1.1” 200
5136 ”−” ”−” 5551 − ”−”
xxx . xxx . xxx . xxx − − 15/ Jul /2020 1 4 : 0 4 : 2 0 . 3 9 3 +0200 ”POST /
managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml HTTP/1.1” 200 392
”GOSTITELJ/managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml” ”
Moz i l l a /5 .0 (Windows NT 1 0 . 0 ; Win64 ; x64 ) AppleWebKit /537.36
(KHTML, l i k e Gecko ) Chrome /83 . 0 . 4103 . 116 S a f a r i /537.36”
35429 502OcTNj7ZiT7GCL7Ji9iqpbSWpv 92Q5M6ap8Jc . v075−a io01
”−”
1 2 7 . 0 . 0 . 1 − − 15/ Jul /2020 1 4 : 0 4 : 2 1 . 1 7 6 +0200 ”POST /auth/ realms /
IME BOLNISNICE/ pro to co l / openid−connect / token HTTP/1.1” 200
5136 ”−” ”−” 5465 − ”−”
xxx . xxx . xxx . xxx − − 15/ Jul /2020 1 4 : 0 4 : 2 1 . 1 6 7 +0200 ”POST /
managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml HTTP/1.1” 200 439
”GOSTITELJ/managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml” ”
Moz i l l a /5 .0 (Windows NT 1 0 . 0 ; Win64 ; x64 ) AppleWebKit /537.36
(KHTML, l i k e Gecko ) Chrome /83 . 0 . 4103 . 116 S a f a r i /537.36”
42248 502OcTNj7ZiT7GCL7Ji9iqpbSWpv 92Q5M6ap8Jc . v075−a io01
”−”
1 2 7 . 0 . 0 . 1 − − 15/ Jul /2020 1 4 : 0 4 : 2 2 . 2 8 4 +0200 ”POST /auth/ realms /
IME BOLNISNICE/ pro to co l / openid−connect / token HTTP/1.1” 200
5136 ”−” ”−” 5825 − ”−”
xxx . xxx . xxx . xxx − − 15/ Jul /2020 1 4 : 0 4 : 2 2 . 2 7 1 +0200 ”POST /
managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml HTTP/1.1” 200 406
”GOSTITELJ/managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml” ”
Moz i l l a /5 .0 (Windows NT 1 0 . 0 ; Win64 ; x64 ) AppleWebKit /537.36
(KHTML, l i k e Gecko ) Chrome /83 . 0 . 4103 . 116 S a f a r i /537.36”
38085 502OcTNj7ZiT7GCL7Ji9iqpbSWpv 92Q5M6ap8Jc . v075−a io01
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”−”
1 2 7 . 0 . 0 . 1 − − 15/ Jul /2020 1 4 : 0 4 : 2 2 . 8 3 0 +0200 ”POST /auth/ realms /
IME BOLNISNICE/ pro to co l / openid−connect / token HTTP/1.1” 200
5136 ”−” ”−” 8423 − ”−”
xxx . xxx . xxx . xxx − − 15/ Jul /2020 1 4 : 0 4 : 2 2 . 8 1 9 +0200 ”POST /
managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml HTTP/1.1” 200 409
”GOSTITELJ/managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml” ”
Moz i l l a /5 .0 (Windows NT 1 0 . 0 ; Win64 ; x64 ) AppleWebKit /537.36
(KHTML, l i k e Gecko ) Chrome /83 . 0 . 4103 . 116 S a f a r i /537.36”
41636 502OcTNj7ZiT7GCL7Ji9iqpbSWpv 92Q5M6ap8Jc . v075−a io01
”−”
ZUNANJA STORITEV IP − prometheus 15/ Jul /2020 1 4 : 0 4 : 2 3 . 6 6 5 +0200
”GET / metr i c s /v075−a io01 /node HTTP/1.1” 200 10705 ”−” ”
Prometheus /2 . 19 . 1 ” 12353 − ”−”
ZUNANJA STORITEV IP − prometheus 15/ Jul /2020 1 4 : 0 4 : 2 4 . 0 0 9 +0200
”GET / metr i c s /v075−a io01 /apache HTTP/1.1” 200 2000 ”−” ”
Prometheus /2 . 19 . 1 ” 5133 − ”−”
1 2 7 . 0 . 0 . 1 − − 15/ Jul /2020 1 4 : 0 4 : 2 4 . 3 4 5 +0200 ”POST /auth/ realms /
IME BOLNISNICE/ pro to co l / openid−connect / token HTTP/1.1” 200
5136 ”−” ”−” 5439 − ”−”
xxx . xxx . xxx . xxx − − 15/ Jul /2020 1 4 : 0 4 : 2 4 . 3 3 5 +0200 ”POST /
managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml HTTP/1.1” 200 406
”GOSTITELJ/managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml” ”
Moz i l l a /5 .0 (Windows NT 1 0 . 0 ; Win64 ; x64 ) AppleWebKit /537.36
(KHTML, l i k e Gecko ) Chrome /83 . 0 . 4103 . 116 S a f a r i /537.36”
37018 502OcTNj7ZiT7GCL7Ji9iqpbSWpv 92Q5M6ap8Jc . v075−a io01
”−”
1 2 7 . 0 . 0 . 1 − − 15/ Jul /2020 1 4 : 0 4 : 2 4 . 4 3 4 +0200 ”POST /auth/ realms /
IME BOLNISNICE/ pro to co l / openid−connect / token HTTP/1.1” 200
5136 ”−” ”−” 5585 − ”−”
xxx . xxx . xxx . xxx − − 15/ Jul /2020 1 4 : 0 4 : 2 4 . 4 2 5 +0200 ”POST /
managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml HTTP/1.1” 200 1068
”GOSTITELJ/managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml” ”
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Moz i l l a /5 .0 (Windows NT 1 0 . 0 ; Win64 ; x64 ) AppleWebKit /537.36
(KHTML, l i k e Gecko ) Chrome /83 . 0 . 4103 . 116 S a f a r i /537.36”
156076 502OcTNj7ZiT7GCL7Ji9iqpbSWpv 92Q5M6ap8Jc . v075−a io01
”{\” s e v e r i t y \” :\” s u c c e s s \” ,\” message \” :\”You have
s u c c e s s f u l l y c r ea ted a new pat i en t .\” ,\” t i t l e \” :\”New
pat i en t c rea ted \”}”
1 2 7 . 0 . 0 . 1 − − 15/ Jul /2020 1 4 : 0 4 : 2 4 . 6 5 6 +0200 ”POST /auth/ realms /
IME BOLNISNICE/ pro to co l / openid−connect / token HTTP/1.1” 200
5136 ”−” ”−” 5615 − ”−”
xxx . xxx . xxx . xxx − − 15/ Jul /2020 1 4 : 0 4 : 2 4 . 6 5 2 +0200 ”POST /
managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml HTTP/1.1” 200 589
”GOSTITELJ/managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml” ”
Moz i l l a /5 .0 (Windows NT 1 0 . 0 ; Win64 ; x64 ) AppleWebKit /537.36
(KHTML, l i k e Gecko ) Chrome /83 . 0 . 4103 . 116 S a f a r i /537.36”
61646 502OcTNj7ZiT7GCL7Ji9iqpbSWpv 92Q5M6ap8Jc . v075−a io01
”−”
ZUNANJA STORITEV IP − prometheus 15/ Jul /2020 1 4 : 0 4 : 2 7 . 4 8 3 +0200
”GET / metr i c s /v075−a io01 / w i l d f l y HTTP/1.1” 200 5633 ”−” ”
Prometheus /2 . 19 . 1 ” 140529 − ”−”
ZUNANJA STORITEV IP − prometheus 15/ Jul /2020 1 4 : 0 4 : 2 7 . 8 8 7 +0200
”GET / metr i c s /v075−a io01 / po s tg r e s HTTP/1.1” 200 12763 ”−” ”
Prometheus /2 . 19 . 1 ” 27604 − ”−”
1 2 7 . 0 . 0 . 1 − − 15/ Jul /2020 1 4 : 0 4 : 2 8 . 2 9 8 +0200 ”POST /auth/ realms /
IME BOLNISNICE/ pro to co l / openid−connect / token HTTP/1.1” 200
5136 ”−” ”−” 5671 − ”−”
xxx . xxx . xxx . xxx − − 15/ Jul /2020 1 4 : 0 4 : 2 8 . 2 9 4 +0200 ”POST /
managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml HTTP/1.1” 200 238
”GOSTITELJ/managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml” ”
Moz i l l a /5 .0 (Windows NT 1 0 . 0 ; Win64 ; x64 ) AppleWebKit /537.36
(KHTML, l i k e Gecko ) Chrome /83 . 0 . 4103 . 116 S a f a r i /537.36”
96791 502OcTNj7ZiT7GCL7Ji9iqpbSWpv 92Q5M6ap8Jc . v075−a io01
”−”
1 2 7 . 0 . 0 . 1 − − 15/ Jul /2020 1 4 : 0 4 : 2 8 . 4 5 0 +0200 ”POST /auth/ realms /
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IME BOLNISNICE/ pro to co l / openid−connect / token HTTP/1.1” 200
5136 ”−” ”−” 6010 − ”−”
xxx . xxx . xxx . xxx − − 15/ Jul /2020 1 4 : 0 4 : 2 8 . 4 4 4 +0200 ”POST /
managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml HTTP/1.1” 200 2184
”GOSTITELJ/managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml” ”
Moz i l l a /5 .0 (Windows NT 1 0 . 0 ; Win64 ; x64 ) AppleWebKit /537.36
(KHTML, l i k e Gecko ) Chrome /83 . 0 . 4103 . 116 S a f a r i /537.36”
67349 502OcTNj7ZiT7GCL7Ji9iqpbSWpv 92Q5M6ap8Jc . v075−a io01
”−”
1 2 7 . 0 . 0 . 1 − − 15/ Jul /2020 1 4 : 0 4 : 3 2 . 6 0 3 +0200 ”POST /auth/ realms /
IME BOLNISNICE/ pro to co l / openid−connect / token HTTP/1.1” 200
5136 ”−” ”−” 6489 − ”−”
xxx . xxx . xxx . xxx − − 15/ Jul /2020 1 4 : 0 4 : 3 2 . 5 9 3 +0200 ”POST /
managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml HTTP/1.1” 200 416
”GOSTITELJ/managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml” ”
Moz i l l a /5 .0 (Windows NT 1 0 . 0 ; Win64 ; x64 ) AppleWebKit /537.36
(KHTML, l i k e Gecko ) Chrome /83 . 0 . 4103 . 116 S a f a r i /537.36”
39500 502OcTNj7ZiT7GCL7Ji9iqpbSWpv 92Q5M6ap8Jc . v075−a io01
”−”
1 2 7 . 0 . 0 . 1 − − 15/ Jul /2020 1 4 : 0 4 : 3 2 . 6 9 3 +0200 ”POST /auth/ realms /
IME BOLNISNICE/ pro to co l / openid−connect / token HTTP/1.1” 200
5136 ”−” ”−” 6697 − ”−”
xxx . xxx . xxx . xxx − − 15/ Jul /2020 1 4 : 0 4 : 3 2 . 6 8 4 +0200 ”POST /
managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml HTTP/1.1” 200 1025
”GOSTITELJ/managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml” ”
Moz i l l a /5 .0 (Windows NT 1 0 . 0 ; Win64 ; x64 ) AppleWebKit /537.36
(KHTML, l i k e Gecko ) Chrome /83 . 0 . 4103 . 116 S a f a r i /537.36”
143464 502OcTNj7ZiT7GCL7Ji9iqpbSWpv 92Q5M6ap8Jc . v075−a io01
”{\” s e v e r i t y \” :\” s u c c e s s \” ,\” message \” :\” Your e d i t s were
s u c c e s s f u l l y saved .\” ,\” t i t l e \” :\” Edits saved \”}”
1 2 7 . 0 . 0 . 1 − − 15/ Jul /2020 1 4 : 0 4 : 3 2 . 9 2 3 +0200 ”POST /auth/ realms /
IME BOLNISNICE/ pro to co l / openid−connect / token HTTP/1.1” 200
5136 ”−” ”−” 5527 − ”−”
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xxx . xxx . xxx . xxx − − 15/ Jul /2020 1 4 : 0 4 : 3 2 . 9 2 0 +0200 ”POST /
managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml HTTP/1.1” 200 589
”GOSTITELJ/managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml” ”
Moz i l l a /5 .0 (Windows NT 1 0 . 0 ; Win64 ; x64 ) AppleWebKit /537.36
(KHTML, l i k e Gecko ) Chrome /83 . 0 . 4103 . 116 S a f a r i /537.36”
62136 502OcTNj7ZiT7GCL7Ji9iqpbSWpv 92Q5M6ap8Jc . v075−a io01
”−”
1 2 7 . 0 . 0 . 1 − − 15/ Jul /2020 1 4 : 0 4 : 3 7 . 0 2 2 +0200 ”POST /auth/ realms /
IME BOLNISNICE/ pro to co l / openid−connect / token HTTP/1.1” 200
5136 ”−” ”−” 8925 − ”−”
xxx . xxx . xxx . xxx − − 15/ Jul /2020 1 4 : 0 4 : 3 7 . 0 1 8 +0200 ”GET /managed
−care / p a t i e n t s / pat i ent s − l i s t . xhtml HTTP/1.1” 200 6774 ”
GOSTITELJ/managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml” ”
Moz i l l a /5 .0 (Windows NT 1 0 . 0 ; Win64 ; x64 ) AppleWebKit /537.36
(KHTML, l i k e Gecko ) Chrome /83 . 0 . 4103 . 116 S a f a r i /537.36”
98050 502OcTNj7ZiT7GCL7Ji9iqpbSWpv 92Q5M6ap8Jc . v075−a io01
”−”
Izpis A.1 Izpis iz dnevnǐske datoteke dostopov pri izvajanju akcij na zavihku o pacientih.
A.2 Izpis iz dnevnǐske datoteke dumpost
[Wed Jul 15 1 4 : 04 : 07 2020 ] 1 2 7 . 0 . 0 . 1 ”POST /auth/ realms /
IME BOLNISNICE/ pro to co l / openid−connect / token HTTP/1.1”
a p p l i c a t i o n /x−www−form−ur lencoded ; cha r s e t=UTF−8 grant type=
r e f r e s h t o k e n&r e f r e s h t o k e n=REFRESH TOKEN VREDNOST&c l i e n t i d
=managed−care
[Wed Jul 15 1 4 : 04 : 07 2020 ] xxx . xxx . xxx . xxx ”POST /managed−care /
p a t i e n t s / pat i ent s − l i s t . xhtml HTTP/1.1”
OAuth Token Request State=174cf108 −7a43−4082−97 f4−
cb7577c8ec5 f ; v i t a l y r e a l m=IME BOLNISNICE ; JSESSIONID=502
OcTNj7ZiT7GCL7Ji9iqpbSWpv 92Q5M6ap8Jc . v075−a io01 ;
e x p e r i m e n t a t i o n s u b j e c t i d=
IjViOWQzNDE2LWZjMDctNDk2Zi1iZDdjLWQ0YTMzYmQyYmNjYyI%3D−−873
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b75b4584d357a935e8e1e8988aef17ed5b514 a p p l i c a t i o n /x−www−form
−ur lencoded ; cha r s e t=UTF−8 vcc−pat i ent s −view%3Aform−open−
pat ient −e d i t=vcc−pat i ent s −view%3Aform−open−pat ient −e d i t&
javax . f a c e s . ViewState =551863643764259701%3
A8363133327598735247&javax . f a c e s . source=vcc−pat i ent s −view%3
Aform−open−pat ient −e d i t%3Aaction−open−pat ient −ed i t −modal&
javax . f a c e s . p a r t i a l . event=c l i c k&javax . f a c e s . p a r t i a l . execute=
vcc−pat i ent s −view%3Aform−open−pat ient −e d i t%3Aaction−open−
pat ient −ed i t −modal%20vcc−pat i ent s −view%3Aform−open−pat ient −
e d i t%3Aaction−open−pat ient −ed i t −modal&javax . f a c e s . behavior .
event=ac t i on&javax . f a c e s . p a r t i a l . a jax=true
[Wed Jul 15 1 4 : 04 : 07 2020 ] 1 2 7 . 0 . 0 . 1 ”POST /auth/ realms /
IME BOLNISNICE/ pro to co l / openid−connect / token HTTP/1.1”
a p p l i c a t i o n /x−www−form−ur lencoded ; cha r s e t=UTF−8 grant type=
r e f r e s h t o k e n&r e f r e s h t o k e n=REFRESH TOKEN VREDNOST&c l i e n t i d
=managed−care
[Wed Jul 15 1 4 : 04 : 07 2020 ] xxx . xxx . xxx . xxx ”POST /managed−care /
p a t i e n t s / pat i ent s − l i s t . xhtml HTTP/1.1”
OAuth Token Request State=174cf108 −7a43−4082−97 f4−
cb7577c8ec5 f ; v i t a l y r e a l m=IME BOLNISNICE ; JSESSIONID=502
OcTNj7ZiT7GCL7Ji9iqpbSWpv 92Q5M6ap8Jc . v075−a io01 ;
e x p e r i m e n t a t i o n s u b j e c t i d=
IjViOWQzNDE2LWZjMDctNDk2Zi1iZDdjLWQ0YTMzYmQyYmNjYyI%3D−−873
b75b4584d357a935e8e1e8988aef17ed5b514 a p p l i c a t i o n /x−www−form
−ur lencoded ; cha r s e t=UTF−8 javax . f a c e s . p a r t i a l . a jax=true&
javax . f a c e s . source=vcc−pat ient −ed i t −modal%3Aform−rc−pat ient −
e d i t%3Arc−open−modal&pr ime face s . r e s e t v a l u e s=true&javax . f a c e s
. p a r t i a l . execute=%40 a l l&javax . f a c e s . p a r t i a l . render=vcc−
pat ient −ed i t −modal&vcc−pat ient −ed i t −modal%3Aform−rc−pat ient −
e d i t%3Arc−open−modal=vcc−pat ient −ed i t −modal%3Aform−rc−
pat ient −e d i t%3Arc−open−modal&vcc−pat ient −ed i t −modal%3Aform−
rc−pat ient −e d i t=vcc−pat ient −ed i t −modal%3Aform−rc−pat ient −
e d i t&javax . f a c e s . ViewState =551863643764259701%3
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A8363133327598735247
[Wed Jul 15 1 4 : 04 : 09 2020 ] 1 2 7 . 0 . 0 . 1 ”POST /auth/ realms /
IME BOLNISNICE/ pro to co l / openid−connect / token HTTP/1.1”
a p p l i c a t i o n /x−www−form−ur lencoded ; cha r s e t=UTF−8 grant type=
r e f r e s h t o k e n&r e f r e s h t o k e n=REFRESH TOKEN VREDNOST&c l i e n t i d
=managed−care
[Wed Jul 15 1 4 : 04 : 09 2020 ] xxx . xxx . xxx . xxx ”POST /managed−care /
p a t i e n t s / pat i ent s − l i s t . xhtml HTTP/1.1”
OAuth Token Request State=174cf108 −7a43−4082−97 f4−
cb7577c8ec5 f ; v i t a l y r e a l m=IME BOLNISNICE ; JSESSIONID=502
OcTNj7ZiT7GCL7Ji9iqpbSWpv 92Q5M6ap8Jc . v075−a io01 ;
e x p e r i m e n t a t i o n s u b j e c t i d=
IjViOWQzNDE2LWZjMDctNDk2Zi1iZDdjLWQ0YTMzYmQyYmNjYyI%3D−−873
b75b4584d357a935e8e1e8988aef17ed5b514 a p p l i c a t i o n /x−www−form
−ur lencoded ; cha r s e t=UTF−8 vcc−pat ient −ed i t −modal%3Aform−
pat ient −e d i t=vcc−pat ient −ed i t −modal%3Aform−pat ient −e d i t&vcc−
pat ient −ed i t −modal%3Aform−pat ient −e d i t%3A i d e n t i f i e r%3Avitaly
−input =1237999999&vcc−pat ient −ed i t −modal%3Aform−pat ient −e d i t
%3Apre f ix%3Avitaly−input=&vcc−pat ient −ed i t −modal%3Aform−
pat ient −e d i t%3Af i r s t −name%3Avitaly−input=&vcc−pat ient −ed i t −
modal%3Aform−pat ient −e d i t%3Amiddle−name%3Avitaly−input=&vcc−
pat ient −ed i t −modal%3Aform−pat ient −e d i t%3Alast−name%3Avitaly−
input=&vcc−pat ient −ed i t −modal%3Aform−pat ient −e d i t%3Adate−of−
b i r t h%3Avitaly−input=&vcc−pat ient −ed i t −modal%3Aform−pat ient −
e d i t%3Agender%3Avitaly−input=&vcc−pat ient −ed i t −modal%3Aform−
pat ient −e d i t%3Aemail%3Avitaly−input=&vcc−pat ient −ed i t −modal
%3Aform−pat ient −e d i t%3Aphone%3Avitaly−input=&vcc−pat ient −
ed i t −modal%3Aform−pat ient −e d i t%3Aphone2%3Avitaly−input=&vcc−
pat ient −ed i t −modal%3Aform−pat ient −e d i t%3Aaddress1%3Avitaly−
input=&vcc−pat ient −ed i t −modal%3Aform−pat ient −e d i t%3Apostcode
%3Avitaly−input=&vcc−pat ient −ed i t −modal%3Aform−pat ient −e d i t
%3Acity%3Avitaly−input=&vcc−pat ient −ed i t −modal%3Aform−
pat ient −e d i t%3Acounty%3Avitaly−input=&javax . f a c e s . ViewState
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=551863643764259701%3 A8363133327598735247&javax . f a c e s . source
=vcc−pat ient −ed i t −modal%3Aform−pat ient −e d i t%3A i d e n t i f i e r%3
Avitaly−input&javax . f a c e s . p a r t i a l . execute=vcc−pat ient −ed i t −
modal%3Aform−pat ient −e d i t%3A i d e n t i f i e r%3Avitaly−input&javax .
f a c e s . p a r t i a l . render=vcc−pat ient −ed i t −modal%3Aform−pat ient −
e d i t%3A i d e n t i f i e r&javax . f a c e s . behavior . event=valueChange&
javax . f a c e s . p a r t i a l . a jax=true
[Wed Jul 15 1 4 : 04 : 10 2020 ] 1 2 7 . 0 . 0 . 1 ”POST /auth/ realms /
IME BOLNISNICE/ pro to co l / openid−connect / token HTTP/1.1”
a p p l i c a t i o n /x−www−form−ur lencoded ; cha r s e t=UTF−8 grant type=
r e f r e s h t o k e n&r e f r e s h t o k e n=REFRESH TOKEN VREDNOST&c l i e n t i d
=managed−care
[Wed Jul 15 1 4 : 04 : 10 2020 ] xxx . xxx . xxx . xxx ”POST /managed−care /
p a t i e n t s / pat i ent s − l i s t . xhtml HTTP/1.1”
OAuth Token Request State=174cf108 −7a43−4082−97 f4−
cb7577c8ec5 f ; v i t a l y r e a l m=IME BOLNISNICE ; JSESSIONID=502
OcTNj7ZiT7GCL7Ji9iqpbSWpv 92Q5M6ap8Jc . v075−a io01 ;
e x p e r i m e n t a t i o n s u b j e c t i d=
IjViOWQzNDE2LWZjMDctNDk2Zi1iZDdjLWQ0YTMzYmQyYmNjYyI%3D−−873
b75b4584d357a935e8e1e8988aef17ed5b514 a p p l i c a t i o n /x−www−form
−ur lencoded ; cha r s e t=UTF−8 vcc−pat ient −ed i t −modal%3Aform−
pat ient −e d i t=vcc−pat ient −ed i t −modal%3Aform−pat ient −e d i t&vcc−
pat ient −ed i t −modal%3Aform−pat ient −e d i t%3A i d e n t i f i e r%3Avitaly
−input =1237999999&vcc−pat ient −ed i t −modal%3Aform−pat ient −e d i t
%3Apre f ix%3Avitaly−input=Mr&vcc−pat ient −ed i t −modal%3Aform−
pat ient −e d i t%3Af i r s t −name%3Avitaly−input=&vcc−pat ient −ed i t −
modal%3Aform−pat ient −e d i t%3Amiddle−name%3Avitaly−input=&vcc−
pat ient −ed i t −modal%3Aform−pat ient −e d i t%3Alast−name%3Avitaly−
input=&vcc−pat ient −ed i t −modal%3Aform−pat ient −e d i t%3Adate−of−
b i r t h%3Avitaly−input=&vcc−pat ient −ed i t −modal%3Aform−pat ient −
e d i t%3Agender%3Avitaly−input=&vcc−pat ient −ed i t −modal%3Aform−
pat ient −e d i t%3Aemail%3Avitaly−input=&vcc−pat ient −ed i t −modal
%3Aform−pat ient −e d i t%3Aphone%3Avitaly−input=&vcc−pat ient −
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ed i t −modal%3Aform−pat ient −e d i t%3Aphone2%3Avitaly−input=&vcc−
pat ient −ed i t −modal%3Aform−pat ient −e d i t%3Aaddress1%3Avitaly−
input=&vcc−pat ient −ed i t −modal%3Aform−pat ient −e d i t%3Apostcode
%3Avitaly−input=&vcc−pat ient −ed i t −modal%3Aform−pat ient −e d i t
%3Acity%3Avitaly−input=&vcc−pat ient −ed i t −modal%3Aform−
pat ient −e d i t%3Acounty%3Avitaly−input=&javax . f a c e s . ViewState
=551863643764259701%3 A8363133327598735247&javax . f a c e s . source
=vcc−pat ient −ed i t −modal%3Aform−pat ient −e d i t%3Apre f ix%3
Avitaly−input&javax . f a c e s . p a r t i a l . event=change&javax . f a c e s .
p a r t i a l . execute=vcc−pat ient −ed i t −modal%3Aform−pat ient −e d i t%3
Apre f ix%3Avitaly−input%20vcc−pat ient −ed i t −modal%3Aform−
pat ient −e d i t%3Apre f ix%3Avitaly−input&javax . f a c e s . p a r t i a l .
render=vcc−pat ient −ed i t −modal%3Aform−pat ient −e d i t%3Apre f ix&
javax . f a c e s . behavior . event=valueChange&javax . f a c e s . p a r t i a l .
a jax=true
[Wed Jul 15 1 4 : 04 : 13 2020 ] 1 2 7 . 0 . 0 . 1 ”POST /auth/ realms /
IME BOLNISNICE/ pro to co l / openid−connect / token HTTP/1.1”
a p p l i c a t i o n /x−www−form−ur lencoded ; cha r s e t=UTF−8 grant type=
r e f r e s h t o k e n&r e f r e s h t o k e n=REFRESH TOKEN VREDNOST&c l i e n t i d
=managed−care
[Wed Jul 15 1 4 : 04 : 13 2020 ] xxx . xxx . xxx . xxx ”POST /managed−care /
p a t i e n t s / pat i ent s − l i s t . xhtml HTTP/1.1”
OAuth Token Request State=174cf108 −7a43−4082−97 f4−
cb7577c8ec5 f ; v i t a l y r e a l m=IME BOLNISNICE ; JSESSIONID=502
OcTNj7ZiT7GCL7Ji9iqpbSWpv 92Q5M6ap8Jc . v075−a io01 ;
e x p e r i m e n t a t i o n s u b j e c t i d=
IjViOWQzNDE2LWZjMDctNDk2Zi1iZDdjLWQ0YTMzYmQyYmNjYyI%3D−−873
b75b4584d357a935e8e1e8988aef17ed5b514 a p p l i c a t i o n /x−www−form
−ur lencoded ; cha r s e t=UTF−8 vcc−pat ient −ed i t −modal%3Aform−
pat ient −e d i t=vcc−pat ient −ed i t −modal%3Aform−pat ient −e d i t&vcc−
pat ient −ed i t −modal%3Aform−pat ient −e d i t%3A i d e n t i f i e r%3Avitaly
−input =1237999999&vcc−pat ient −ed i t −modal%3Aform−pat ient −e d i t
%3Apre f ix%3Avitaly−input=Mr&vcc−pat ient −ed i t −modal%3Aform−
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pat ient −e d i t%3Af i r s t −name%3Avitaly−input=Lad i s l av&vcc−
pat ient −ed i t −modal%3Aform−pat ient −e d i t%3Amiddle−name%3
Avitaly−input=&vcc−pat ient −ed i t −modal%3Aform−pat ient −e d i t%3
Alast−name%3Avitaly−input=&vcc−pat ient −ed i t −modal%3Aform−
pat ient −e d i t%3Adate−of−b i r t h%3Avitaly−input=&vcc−pat ient −
ed i t −modal%3Aform−pat ient −e d i t%3Agender%3Avitaly−input=&vcc−
pat ient −ed i t −modal%3Aform−pat ient −e d i t%3Aemail%3Avitaly−
input=&vcc−pat ient −ed i t −modal%3Aform−pat ient −e d i t%3Aphone%3
Avitaly−input=&vcc−pat ient −ed i t −modal%3Aform−pat ient −e d i t%3
Aphone2%3Avitaly−input=&vcc−pat ient −ed i t −modal%3Aform−
pat ient −e d i t%3Aaddress1%3Avitaly−input=&vcc−pat ient −ed i t −
modal%3Aform−pat ient −e d i t%3Apostcode%3Avitaly−input=&vcc−
pat ient −ed i t −modal%3Aform−pat ient −e d i t%3Acity%3Avitaly−input
=&vcc−pat ient −ed i t −modal%3Aform−pat ient −e d i t%3Acounty%3
Avitaly−input=&javax . f a c e s . ViewState =551863643764259701%3
A8363133327598735247&javax . f a c e s . source=vcc−pat ient −ed i t −
modal%3Aform−pat ient −e d i t%3Af i r s t −name%3Avitaly−input&javax .
f a c e s . p a r t i a l . event=change&javax . f a c e s . p a r t i a l . execute=vcc−
pat ient −ed i t −modal%3Aform−pat ient −e d i t%3Af i r s t −name%3Avitaly
−input&javax . f a c e s . p a r t i a l . render=vcc−pat ient −ed i t −modal%3
Aform−pat ient −e d i t%3Af i r s t −name&javax . f a c e s . behavior . event=
valueChange&javax . f a c e s . p a r t i a l . a jax=true
Izpis A.2 Primer izpisa v dnevnǐski datoteki dumpost, začetek izvajanja sosledja akcij kot v izpisu iz priloge A.1.
A.3 Izpis izvorne kode drugega koraka obdelave podatkov o bre-
menu
i f (PRINT INFO) {
System . out . p r i n t l n ( ”Zacenjam branje datoteke ” +
fi leNameAccesLog + ” . ” ) ;
}
F i l e f i l e = new F i l e ( f i l e D i r e c t o r y + fi leNameAccesLog ) ;
Scanner sc = null ;
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try {
sc = new Scanner ( f i l e ) ;
} catch ( f ina l FileNotFoundException e ) {
System . out . p r i n t l n ( ”Nekaj j e narobe z branjem datoteke . ” ) ;
i f (Main .PRINT STACK TRACE EXCEPTIONS) {
e . pr intStackTrace ( ) ;
}
return new ReadMainActionsResults (new ArrayList<Action>() ,
0 , 0 , 0 , 0 , 0) ;
}
f ina l ArrayList<RequestLine> r eque s tL ine s = new ArrayList<>() ;
while ( sc . hasNextLine ( ) ) {
f ina l St r ing l i n e = sc . nextLine ( ) ;
i f (PRINT LOG READING) {
System . out . p r i n t l n ( l i n e ) ;
}
// LINE LENGTH p r e d s t a v l j a minimalno d o l z i n o niz−a , da
sprejmemo v r s t i c o v d n e v n i s k i d a t o t e k i ko t ve l j a vno ,
p r i v z e t a vrednos t = 4
i f ( l i n e . l ength ( ) >= PomozneMetode .LINE LENGTH) {
f ina l St r ing [ ] tokens = l i n e . s p l i t ( ”\”” ) ;
// primer :
// tokens0 = xxx . xxx . xxx . xxx − − 03/ Ju l /2020
1 5 : 5 5 : 0 8 . 3 4 1 +0200
// tokens1 = GET /managed−care / p a t i e n t s / p a t i e n t s − l i s t .
xhtml HTTP/1.1
// tokens2 = 200 6773
// tokens3 = GOSTITELJ/managed−care / p a t i e n t s /caremaps/
view /caremap−view . xhtml ? carePlanIdPart=de89ae1c−3c50
−4415−9f7c−b9e9028d652e&i d e n t i f i e r =75e6 f10 f −b19f −4
c17−a7b4 −882a65c4151a ( n a p o t i t e l j z a h t e v e )
// tokens4 = ” ”
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// tokens5 = M o z i l l a /5.0 (Windows NT 1 0 . 0 ; Win64 ; x64 )
AppleWebKit /537.36 (KHTML, l i k e Gecko ) Chrome
/83 .0 .4103 .116 S a f a r i /537.36
// tokens6 = 210340 eRwoVCq−6
PKG0mLYOrlNuyfcp7MFU3Fsc4nEWZCL . v075−aio01 ( cas
i z v a j a n j a z a h t e v e + s e s s i o n I d )
// tokens7 = − ( V i t a l y t o a s t )
f ina l St r ing [ ] ipAndUserAndDateAndTimestamp = tokens [ 0 ] .
s p l i t ( ” ” ) ;
f ina l St r ing [ ] httpRequest = tokens [ 1 ] . s p l i t ( ” ” ) ;
f ina l St r ing [ ] httpRequestStatusAndSize = tokens [ 2 ] .
s p l i t ( ” ” ) ;
f ina l St r ing [ ] t imeProcess ingAndSess ionID = tokens [ 6 ] .
s p l i t ( ” ” ) ;
// p r i d o b i t e v i p
f ina l St r ing use r Ip = ipAndUserAndDateAndTimestamp [ 0 ] ;
// p r i d o b i t e v timestamp
// TIMESTAMP PATTERN = ”dd/MMM/ yyyy HH:mm: ss . S X”;
f ina l SimpleDateFormat timestampFormat = new
SimpleDateFormat ( PomozneMetode .TIMESTAMP PATTERN,
Locale .ENGLISH) ;
f ina l Date timestamp ;
try {
timestamp = timestampFormat . parse (
ipAndUserAndDateAndTimestamp [ 3 ] + ” ” +
ipAndUserAndDateAndTimestamp [ 4 ] + ” ” +
ipAndUserAndDateAndTimestamp [ 5 ] ) ;
} catch ( f ina l ParseException e ) {
System . out . p r i n t l n ( ”Napaka p r i r a z c l e n j e v a n j u datuma
. ” ) ;
e . pr intStackTrace ( ) ;
return null ;
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}
f ina l St r ing requestType = httpRequest [ 0 ] ;
f ina l St r ing reques tUr l = httpRequest [ 1 ] ;
f ina l int r eque s tS ta tu s = I n t e g e r . pa r s e In t (
httpRequestStatusAndSize [ 1 ] ) ;
// racunanje v e l i k o s t i z a h t e v e
int r e q u e s t S i z e = 0 ;
i f ( ! httpRequestStatusAndSize [ 2 ] . conta in s ( ”−” ) ) {
r e q u e s t S i z e = I n t e g e r . pa r s e In t (
httpRequestStatusAndSize [ 2 ] ) ;
}
i f (PRINT LOG READING) {
System . out . p r i n t ( ” Ve l i ko s t zahteve : ” ) ;
System . out . p r i n t ( r e q u e s t S i z e ) ;
}
// racunanje casa o b d e l a v e
int requestServeTime = 0 ;
requestServeTime = I n t e g e r . pa r s e In t (
t imeProcess ingAndSess ionID [ 1 ] ) ;
i f (PRINT LOG READING) {
System . out . p r i n t ( ” , cas obdelave ( mikro sekunde ) : ” )
;
System . out . p r i n t l n ( requestServeTime ) ;
}
St r ing v i ta lyToas t = ”−” ;
i f ( ! tokens [ 7 ] . equa l s ( ”−” ) ) {
f ina l St r i ngBu i l d e r s t r i n g B u i l d e r = new
St r i ngBu i l d e r ( ) ;
for ( int i = 7 ; i < tokens . l ength − 1 ; i++) {
s t r i n g B u i l d e r . append ( tokens [ i ] ) ;
}
v i ta lyToas t = s t r i n g B u i l d e r . t oS t r i ng ( ) ;
}
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f ina l RequestLine reques tL ine = new RequestLine ( userIp ,
timestamp , requestType , requestUr l , r eques tStatus ,
r eque s tS i z e , tokens [ 3 ] , tokens [ 5 ] , requestServeTime ,
t imeProcess ingAndSess ionID [ 2 ] , v i ta lyToast , null ) ;
r eque s tL ine s . add ( reques tL ine ) ;
}
}
System . out . p r i n t l n ( ” S t e v i l o vseh zahtev dnevn i sk i da to t ek i
dostopov : ” + reque s tL ine s . s i z e ( ) ) ;
System . out . p r i n t l n ( ”Zacenjam branje datoteke ” +
fileNameDumpostLog + ” . ” ) ;
f i l e = new F i l e ( f i l e D i r e c t o r y + fileNameDumpostLog ) ;
try {
sc = new Scanner ( f i l e ) ;
} catch ( f ina l FileNotFoundException e ) {
System . out . p r i n t l n ( ”Nekaj j e narobe z branjem datoteke . ” ) ;
e . pr intStackTrace ( ) ;
return null ;
}
int dumpostCounter = 0 ;
while ( sc . hasNextLine ( ) ) {
f ina l St r ing l i n e = sc . nextLine ( ) ;
i f (PRINT LOG READING) {
System . out . p r i n t l n ( l i n e ) ;
}
i f ( l i n e . l ength ( ) >= PomozneMetode .LINE LENGTH) {
f ina l St r ing [ ] tokens = l i n e . s p l i t ( ”\”” ) ;
// primer :
// tokens0 = [ Thu Ju l 09 14 :24 :03 2020] 193 .105 .127 .7
// tokens1 = POST /managed−care / p a t i e n t s / p a t i e n t s − l i s t .
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xhtml ? faces −r e d i r e c t=t r u e&lastName=%C5%A0kufca HTTP
/1.1
// tokens2 = ( p o d a t k i obrazca )
f ina l St r ing [ ] dateAndTimestampAndIp = tokens [ 0 ] . s p l i t ( ”
” ) ;
f ina l St r ing [ ] httpRequest = tokens [ 1 ] . s p l i t ( ” ” ) ;
// v primeru na laganja dokumentov se vsa v s e b i n a obrazca
ne n a l o z i v tokens [ 2 ] , za t o ga t u k a j zdruzimo
i f ( tokens . l ength > 3) {
f ina l St r i ngBu i l d e r getDocUploadTogether = new
St r i ngBu i l d e r ( ) ;
getDocUploadTogether . append ( tokens [ 2 ] ) ;
for ( int i = 3 ; i < tokens . l ength ; i++) {
getDocUploadTogether . append ( tokens [ i ] ) ;
}
tokens [ 2 ] = getDocUploadTogether . t oS t r i ng ( ) ;
}
// v c a s i h se pred d e f i n i c i j o c h a r s e t i z neznanega
r a z l o g a p o j a v i p r e s l e d e k , t u k a j ga pobrisemo
f ina l St r ing [ ] ful lHttpRequestBody = tokens [ 2 ] . r e p l a c e ( ”
cha r s e t=UTF−8” , ” cha r s e t=UTF−8” ) . s p l i t ( ” ” ) ;
// p r i d o b i t e v timestamp
// TIMESTAMP PATTERN DUMPOST = ”EEE MMM dd HH:mm: s s yyyy
” ;
f ina l SimpleDateFormat timestampFormat = new
SimpleDateFormat (TIMESTAMP PATTERN DUMPOST, Loca le .
ENGLISH) ;
f ina l Date timestamp ;
try {
timestamp = timestampFormat . parse (
dateAndTimestampAndIp [ 0 ] . r e p l a c e ( ” [ ” , ”” ) + ” ”
+ dateAndTimestampAndIp [ 1 ] + ” ” +
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dateAndTimestampAndIp [ 2 ] + ” ” + ” ” +
dateAndTimestampAndIp [ 3 ] + ” ” +
dateAndTimestampAndIp [ 4 ] . r e p l a c e ( ” ] ” , ”” ) ) ;
} catch ( f ina l ParseException e ) {
System . out . p r i n t l n ( ”Napaka p r i r a z c l e n j e v a n j u datuma
. ” ) ;
e . pr intStackTrace ( ) ;
return null ;
}
f ina l St r ing requestType = httpRequest [ 0 ] ;
f ina l St r ing reques tUr l = httpRequest [ 1 ] ;
S t r ing s e s s i o n I d = ”” ;
for ( f ina l St r ing tmpString : ful lHttpRequestBody ) {
i f ( tmpString . conta in s ( ”JSESSIONID” ) ) {
s e s s i o n I d = tmpString . r e p l a c e ( ”JSESSIONID=” , ”” )




i f ( s e s s i o n I d . equa l s ( ”” ) ) {
System . out . p r i n t l n ( ”Napaka : manjkajoc s e s s i o n I d . ” ) ;
}
// Ce j e zah teva t i p a GET, ne v s e b u j e v s e b i n e obrazca
// Kljub temu naredimo c e l o t n o proceduro p r e v e r j a n j a , da
lahko z g o t o v o s t j o recemo , da se v r s t i c i ujemata
// Preverim ujemanje datuma b r e z mi l i s ekund
i f ( r eque s tL ine s . get ( dumpostCounter ) . getTimestamp ( ) .
getTime ( ) / 1000 != timestamp . getTime ( ) / 1000) {
System . out . p r i n t l n ( ”Napaka : n i ujemanja v datumu (
timestamp ) . ” ) ;
return null ;
}
// Preverim ujemanje z a h t e v e HTTP
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i f ( ! r eque s tL ine s . get ( dumpostCounter ) . getRequestType ( ) .
equa l s ( requestType ) ) {
System . out . p r i n t l n ( ”Napaka : n i ujemanja v t ipu
zahteve . ” ) ;
return null ;
}
i f ( ! r eque s tL ine s . get ( dumpostCounter ) . getRequestUrl ( ) .
equa l s ( r eques tUr l ) ) {
System . out . p r i n t l n ( ”Napaka : n i ujemanja v ur l−ju
zahteve . ” ) ;
return null ;
}
// Preverim ujemanje s e s s i o n I d
// Ce zah teva p r e d s t a v l j a 302 r e d i r e c t , se v d n e v n i s k i
d a t o t e k i dumpost ne napise s t a t u s
// z a h t e v e a l i pa s e s s i o n I d , ampak j e na primer samo
t o l e :
// ”GET /managed−care / HTTP/1.1” v i t a l y r e a l m=bth
// Ce s t a obe z a h t e v i b r e z s e s s i o n I d in j e r e d i r e c t , j e
to ok , drugace ne
i f ( ! r eque s tL ine s . get ( dumpostCounter ) . g e t S e s s i o n I d ( ) .
equa l s ( s e s s i o n I d ) && ! r eque s tL ine s . get (
dumpostCounter ) . g e t S e s s i o n I d ( ) . equa l s ( ”−” ) && !
s e s s i o n I d . equa l s ( ”” ) && reque s tL ine s . get (
dumpostCounter ) . getRequestStatus ( ) == 302) {
System . out . p r i n t l n ( ”Napaka : n i ujemanja v s e s s i o n I d
zahteve . ” ) ;
return null ;
}
i f ( requestType . equa l s ( ”POST” ) ) {
// Ce imamo na lagan je dokumenta , j e vrednos t
fu l lHt tpReques tBody r a z t r e s c e n a z a r a d i
r a z d e l i t v e na p r e s l e d k e
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// v tem primeru ga j e potrebno z d r u z i t skupaj ,
s p e c i f i c n o iscemo m u l t i p a r t /form−data
boolean documentUpload = fa l se ;
f ina l St r i ngBu i l d e r documentUploadStringBuilder =
new St r i ngBu i l d e r ( ) ;
for ( int i = 0 ; i < ful lHttpRequestBody . l ength ; i++)
{
i f ( ful lHttpRequestBody [ i ] . c onta in s ( ” mult ipart /
form−data ” ) ) {
documentUpload = true ;
}
i f ( documentUpload ) {
documentUploadStringBuilder . append (
ful lHttpRequestBody [ i ] ) ;
}
}
St r ing [ ] requestBodyFormData = {
documentUploadStringBuilder . t oS t r i ng ( ) } ;
i f ( ! documentUpload ) {
f ina l St r ing urlEncodedRequestBody =
ful lHttpRequestBody [ ful lHttpRequestBody .
l ength − 1 ] ;
f ina l St r ing urlDecodedRequestBody = urlDecoder (
urlEncodedRequestBody ) ;
requestBodyFormData = urlDecodedRequestBody .
s p l i t ( ”&” ) ;
}
r eque s tL ine s . get ( dumpostCounter ) .
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}
System . out . p r i n t l n ( ” S t e v i l o vseh zahtev v dnevn i sk i da to t ek i
dumpost : ” + dumpostCounter ) ;
i f ( dumpostCounter != reque s tL ine s . s i z e ( ) ) {
System . out . p r i n t l n ( ” S t e v i l o vseh zahtev v dnevn i sk i
datotekah se ne ujema ! ” ) ;
return null ;
}
Izpis A.3 Izvorna koda drugega koraka.
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// Zapodimo se cez vse z a h t e v e in j i h grupiramo v a k c i j e
for ( int i = 0 ; i < r eque s tL ine s . s i z e ( ) ; i++) {
f ina l RequestLine currentRequestLine = reque s tL ine s . get ( i ) ;
// Tukaj preverimo , a l i zah teva o b s t a j a
i f ( currentRequestLine != null ) {
// Tukaj preverimo , a l i gre za preusmer i tev
i f ( currentRequestLine . getRequestStatus ( ) != 302) {
// Najpre j gledamo , a l i imamo a k c i j o i z g l a v e a l i
menija , t o r e j s l e d e c e moznosti :
// − advanced search
// − o d p i r a n j e pre da l a za o b v e s t i l a
// − o d p i r a n j e pre da l a za s p o r o c i l a
// − o d p i r a n j e ” l a s t viewed p a t i e n t s ”
ArrayList<RequestLine> th i sAct ionReques tL ines = new
ArrayList<>() ;
Action ac t i on = null ;
boolean advancedSearchDrawer = fa l se ;
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boolean l a s t N o t i f i c a t i o n s D r a w e r = fa l se ;
boolean lastMessagesDrawer = fa l se ;
boolean l a s tViewedPat i ent s = fa l se ;
i f ( currentRequestLine . getRequestType ( ) . equa l s ( ”POST
” ) ) {
for ( f ina l St r ing formDataContent :
currentRequestLine . getRequestBodyFormData ( ) )
{
// . . .
}
i f ( advancedSearchDrawer ) {
Act ionAnalys i s . advancedSearchDrawer ( i ,
r eques tL ines , act ion ,
th i sAct ionReques tL ines ) ;
// ce j e p r i s l o do preusmeri tve , se po n j e j
z g o d i j o se as inhrone z a h t e v e
i f ( ac t i on . getActionName ( ) . conta in s ( ”
oprav l j en r e d i r e c t na r e z u l t a t e i s k a n j a .
” ) ) {
while ( r eque s tL ine s . get ( i ) == null ) {
i ++;
}
Act ionAnalys i s . asyncFetch ( i − 1 ,
reques tL ines , act ion ,
th i sAct ionRequestLines , true ) ;
}
a c t i o n s . add ( ac t i on ) ;
} else i f ( l a s t N o t i f i c a t i o n s D r a w e r ) {
Act ionAnalys i s . l a s t N o t i f i c a t i o n s D r a w e r ( i ,
r eques tL ines , act ion ,
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th i sAct ionReques tL ines ) ;
a c t i o n s . add ( ac t i on ) ;
} else i f ( lastMessagesDrawer ) {
Act ionAnalys i s . lastMessagesDrawer ( i ,
r eques tL ines , act ion ,
th i sAct ionReques tL ines ) ;
a c t i o n s . add ( ac t i on ) ;
} else i f ( l a s tViewedPat i ent s ) {
a c t i o n s . add ( ac t i on ) ;
}
}
// Ce j e b i l a ena izmed z g o r n j i h a k c i j i z g l a v e a l i
menija , l ahko ta korak razpoznavanja s tandardnih
a k c i j preskocimo
i f ( ! advancedSearchDrawer && !
l a s t N o t i f i c a t i o n s D r a w e r && ! lastMessagesDrawer
&& ! la s tViewedPat i ent s ) {
// Tukaj s e d a j gledamo vse mozne v s e b i n e v
a p l i k a c i j i
i f ( currentRequestLine . getRequestType ( ) . equa l s ( ”
GET” ) && ( currentRequestLine . getRequestUrl ( )
. equa l s ( ”/managed−care / p a t i e n t s / pat i ent s −
l i s t . xhtml” ) | | currentRequestLine .
getRequestUrl ( ) . conta in s ( ”/managed−care /
p a t i e n t s / pat i ent s − l i s t . xhtml? s t a t e=” ) | |
currentRequestLine . getRequestUrl ( ) . conta in s (
”/managed−care / p a t i e n t s / pat i ent s − l i s t . xhtml?
face s −r e d i r e c t=true&” ) ) ) {
// EQUALS
// Edina mozna a k c i j a na ta u r l j e
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k l i k na tab p a c i e n t o v .
// Akci ja ima 1 sam korak − g e t
zah tevo ( s p r i p a d a j o c i m i
as inhronimi zahtevami ) .
th i sAct ionReques tL ines = new
ArrayList<>() ;
th i sAct ionReques tL ines . add (
currentRequestLine ) ;
a c t i on = new Action (
currentRequestLine . getTimestamp
( ) , currentRequestLine .
getTimestamp ( ) ,
currentRequestLine .
getRequestS ize ( ) ,
currentRequestLine .
getRequestServeTime ( ) ,
th i sAct ionRequestL ines , ”GET −
tab ” + currentRequestLine .
getRequestUrl ( ) + ” − pat i ent s −
l i s t . xhtml” ) ;
i f (PRINT ACTIONS) {
System . out . p r i n t l n ( ”∗ Akci ja :
GET − tab ” +
currentRequestLine .
getRequestUrl ( ) + ” −
pat i ent s − l i s t . xhtml . ” ) ;
}
Act ionAnalys i s . asyncFetch ( i , r eques tL ines ,
act ion , th i sAct ionRequestL ines , true ) ;
a c t i o n s . add ( ac t i on ) ;
} else i f ( . . . ) {
// . . .






System . out . p r i n t l n ( ”Imamo r e d i r e c t − 302 s t a t u s ! ” ) ;
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