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Abstract
We introduce a user-friendly computational framework for implementing robust
versions of a wide variety of structured regression methods using the L2 criterion.
In addition to introducing a scalable algorithm for performing L2E regression,
our framework also enables robust regression using the L2 criterion for additional
structural constraints, works without requiring complex tuning procedures, can be
used to automatically identify heterogeneous subpopulations, and can incorporate
readily available non-robust structured regression solvers. We provide convergence
guarantees for the framework and demonstrate its flexibility with some examples.
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1 Introduction
Linear regression is a classic method that is ubiquitous across numerous domains. Its ability
to accurately quantify a linear relationship between a response vector y ∈ Rn and a set
of predictor variables X ∈ Rn×p, however, is diminished in the presence of outliers. The
L2E method introduced in [27, 28] presents an approach to robust linear regression that
optimizes the well-known L2 criterion from nonparametric density estimation in lieu of the
maximum likelihood. The usage of the L2E method, however, has been limited by the
lack of a simple computational framework. In fact, its previous implementations utilized
black-box optimization solvers and consequently, its use has been limited when the number
of variables p > 3 [28].
In this paper, we introduce a general computational framework for performing a wide
variety of robust structured regression methods using the L2 criterion. Our work offers the
following novel contributions.
1) Our framework enables practical implementation of the L2E method for robust
multivariate regression from [27, 28] to handle more than a handful of covariates.
2) Our framework extends the L2E method from [27, 28] to a wide variety of robust
structured regression methods using the L2 criterion.
3) Our framework can be employed tuning-free since it estimates the regression
coefficients and precision parameter simultaneously as demonstrated in Section 3.
4) Our framework can be employed to instantly obtain robust versions of existing
implementations of non-robust structured regression methods in a “plug-and-play”
manner as demonstrated in Section 4.
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5) Our framework comes with convergence guarantees (Proposition 2). Our proof
(supplement) involves a nonstandard combination of Meyer’s convergence theorem,
which is traditionally used in the statistics literature to prove the convergence of EM
algorithms, and a classic result about the Krasnosel’ski˘i-Mann iterative method for
computing fixed points of non-expansive maps.
We describe the motivation for using the L2 criterion to perform robust linear regression
in Section 2. We introduce our computational framework with convergence guarantees for
performing robust structured regression using the L2 criterion in Section 3. We demonstrate
the simplicity and flexibility of our framework by incorporating readily available structured
regression solvers to implement robust versions of several MLE-based methods in Section
4. Finally, we provide a brief discussion in Section 5.
1.1 Related Work
The L2 minimization criterion has been used for histogram bandwidth selection as well
as for obtaining kernel density estimators [26]. Applying this well-known criterion from
nonparametric density estimation to parametric estimation for regression problems enables
a trade-off between efficiency and robustness in the estimation procedure. In fact, [6]
introduced a family of divergences that includes the L2E as a special case and the MLE as
a limiting case. The members of this family of divergences are indexed by a parameter that
explicitly trades off efficiency for robustness. While the MLE is the most efficient, it is also
the least robust. Meanwhile, the L2E represents a reasonable trade-off between efficiency
and robustness.
Some of the example methods we use to demonstrate our framework in Section 4 have
robust implementations. These include the well-known robust multiple linear regression
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[3, 4, 11, 16, 22], robust convex regression [8], robust isotonic regression [2, 18], and robust
lasso [1, 10, 34]. The purpose of our experiments is not to compare the L2E to each of
these robust methods. Rather, it is to demonstrate the flexibility of this computational
framework and show how it can be used in a plug-and-play manner to obtain robust versions
with convergence guarantees of existing non-robust implementations.
2 Robust regression with the L2 criterion
Let f be the true but unknown density generating the observed data Y1, . . . , Yn ∈ R, and let
fˆθ be a probability density function indexed by a parameter θ ∈ Θ ⊂ Rq that approximates
f . If we were to estimate f using the fˆθ that is closest to it, we could minimize the L2
distance between f and fˆθ in lieu of the negative log-likelihood with
min
θˆ∈Θ
∫ [
fˆθ(y)− f(y)
]2
dy. (1)
In practice, however, we do not know f and so identifying θˆ in this way is impossible.
While we typically cannot minimize the L2 distance between f and its estimate fˆθ directly,
we can minimize an unbiased estimate of this distance. To observe this, we first expand
the quadratic integrand in (1), rewriting it as∫
fˆθ(y)
2 dy − 2
∫
fˆθ(y) f(y) dy +
∫
f(y)2 dy.
Notice that the second integral is the expectation EY [fˆθ(Y )], where Y is a random variable
drawn from f . Therefore, the sample mean provides an unbiased estimate of this quantity.
Meanwhile, the third integral does not depend on θ so we can exclude it in the minimization.
In this way, we arrive at the the following fully data-based loss function H(θ) that provides
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an unbiased estimate for (1) up to an irrelevant additive constant
H(θ) =
∫
fˆθ(y)
2dy − 2
n
n∑
i=1
fˆθ(yi). (2)
Minimizing over this fully observed loss function presents us with our estimator θˆ, also
called an L2E [27]. We discuss how our computational framework provides intuition for
how the L2E imparts robustness in Section 3.2.
2.1 Regression model formulation
Let y ∈ Rn denote a vector of n observed responses and let X ∈ Rn×p denote the
corresponding observed design matrix of p-dimensional covariates. The standard linear
model assumes the response and covariates are related via the model
y = Xβ0 + τ
−1
0 ε,
where β0 ∈ Rp is an unobserved vector of regression coefficients, τ0 ∈ R+ is an unobserved
precision parameter, and the unobserved noise εi ∈ R for 1 ≤ i ≤ n are independently
and identically distributed standard Gaussian random variables. We phrase the regression
model in terms of the precision rather than the variance to obtain a more straightforward
optimization problem later.
Let θ ≡ (βT, τ)T denote the vector of unknown parameters. Additionally, let r denote
the residual vector obtained from the current prediction estimate for β so that its ith
component is ri = yi − xTi β, where xTi ∈ Rp denotes the ith row of X. Given any suitable
pair of β and τ , the conditional density of yi for 1 ≤ i ≤ n is
fˆ
(i)
θ (yi) =
τ√
2pi
exp
(
−τ
2
2
r2i
)
.
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The corresponding L2E loss function is then
H(i)(θ) =
∫ ∞
−∞
[
fˆ
(i)
θ (yi)
]2
dyi − 2 fˆ (i)θ (yi) =
τ
2
√
pi
− τ
√
2
pi
exp
(
−τ
2
2
r2i
)
.
As recommended in [27], when utilizing the L2E loss function for linear regression, we
average the L2 distance over the observed data and minimize
h(θ) = 1
n
∑n
i=1H(i)(θ) =
τ
2
√
pi
− τ
n
√
2
pi
n∑
i=1
exp
(
−τ
2
2
r2i
)
. (3)
The solution θˆ = (βˆ
T
, τˆ)T of (3) contains the L2E regression estimates. This minimization
is similar to the exponential squared loss introduced in [33]. While they propose a three-
step data-driven procedure for estimating the variance, our framework simultaneously
estimates the regression coefficients and precision, removing the need for additional tuning
procedures.
3 Computational framework
We present a computational framework for performing robust structured regression using
the L2 criterion described in Section 2. We do this by introducing a general algorithm for
combining the L2E method [27, 28] with a general structural constraint term. Concretely,
we seek a minimizer of the objective function
L(β, τ) = h(β, τ) + J(β) (4)
subject to β ∈ Rp and τ ∈ [τmin, τmax], where τmin ∈ R and τmax ∈ R are minimum and
maximum values for τ , respectively.
There are two computational challenges in minimizing (4). The first is that L is non-
convex in θ since h(θ) is non-convex. The second is that commonly used constraint terms
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J(β) are often non-smooth or non-differentiable. We focus on the case where the J are
lower semicontinuous convex functions. This condition on J ensures that its proximal
mappings are well defined – namely, they always exist and are unique.
In minimizing (4), we utilize the key property that the block derivatives of h with respect
to β and τ , that is ∇βh(β, τ) and ∂∂τ h(β, τ), respectively, are Lipschitz differentiable.
Proposition 1. Given the assumptions in Section 2.1, let σ(X) denote the largest
singular value of the design matrix X, let g(r) = (1 − τ 2r) exp(−τ 2r2/2), and let r? =
− 1
2τ2
[
√
1 + 4τ 2 − 1]. Then the L2E loss function h(β, τ) is block Lipschitz differentiable
with respect to β and τ so that
‖∇βh(β, τ)−∇βh(β˜, τ)‖2 ≤ Lβ τ
3
n
√
2
pi
g(r?)σ(X)2 ‖β − β˜‖2
for all β and β˜, and ∣∣∣∣ ∂∂τ h(β, τ)− ∂∂τ h(β, τ˜)
∣∣∣∣ ≤ Lτ |τ − τ˜ |
for all τ and τ˜ .
The proof is given in the supplement. The block Lipschitz differentiability of the L2E
loss function h and the regularity conditions on J lead us to employ an inexact block
coordinate descent algorithm to minimize (4). At a high level, we alternate between
inexactly minimizing with respect to β holding τ fixed, and then inexactly minimizing
with respect to τ holding β fixed. Therefore, at the kth update, we inexactly solve the
following two subproblems:
Subproblem 1: Update β
β(k) = arg min
β∈Rp
h(β, τ (k−1)) + J(β), and (5)
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Subproblem 2: Update τ
τ (k) = arg min
τ∈[τmin,τmax]
h(β(k), τ). (6)
Our algorithm takes a few proximal gradient descent steps to inexactly solve (5) and
(6). Recall that proximal gradient descent is a first order iterative method for solving
optimization problems of the form
minimize
θ
f(θ) + g(θ), (7)
where f is a Lipschitz differentiable function and g is a convex and lower semicontinuous
function. Further recall that the proximal map of g is given by
proxg(θ) = arg min
θ˜
1
2
‖θ˜ − θ‖22 + g(θ˜).
The proximal map exists and is unique whenever g(θ) is convex and lower semicontinuous.
Many regularizers J(β) that are useful for recovering models with structure satisfy these
conditions and also admit proximal maps that can be evaluated using either an explicit
formula or an efficient algorithm. For example, the proximal map of the scaled 1-norm
λ‖·‖1 is the celebrated element-wise soft-thresholding operator, namely[
proxλ‖·‖1(θ)
]
i
= sign(θi) max(|θi| − λ, 0).
As its name suggests, the proximal gradient descent method for solving problems of the
form described in (7) combines a gradient descent step with a proximal step. Given a
current iterate θ, the next iterate θ+ is computed as
θ+ = proxtg(θ − t∇f(θ)), (8)
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where t is a positive step-size parameter.
We emphasize that our framework does not require computing the global minimizers
in (5) and (6). Nonetheless, in spite of inexactly solving (5) and (6), we will see that the
algorithm still comes with convergence guarantees.
3.1 A general algorithm for robust structured regression using
the L2 criterion
Algorithm 1 presents pseudocode for minimizing (4) using inexact block coordinate descent.
When updating β (5) and τ (6), we take a fixed number of proximal gradient steps, Nβ
and Nτ respectively, in (8). The gradients for updating β and τ are given by
∇βh(β, τ) = τ 3XTWr,
where W ∈ Rn×n is a diagonal matrix that depends on β with ith diagonal entry
wii = exp
[
−τ
2
2
r2i
]
, (9)
and
∂
∂τ
h(β, τ) =
1
2
√
pi
− 1
n
√
2
pi
[
n∑
i=1
wii
(
1− τ 2r2i
)]
,
respectively.
Proposition 2 states the convergence property of Algorithm 1 rigorously and also imparts
guidance on the choice of the step sizes tβ and tτ . Under appropriate step-sizes tβ and tτ
in (5) and (6), Algorithm 1 produces a monotonically decreasing sequence of objective
function values and its iterates converge to a first order stationary point of the objective
function in (4). Recall that a point θ = (βT, τ)T is a first order stationary point of a
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function f(θ) if for all directions v the directional derivative f ′(θ;v) of f is nonnegative,
namely
f ′(θ;v) ≥ 0.
For the update step on τ , the operator P[τmin,τmax] denotes the projection onto [τmin, τmax].
Proposition 2 (Convergence of Algorithm 1). Under modest regularity conditions on (4)
and step sizes tβ ≤ 1Lβ and tτ ≤ 1Lτ , where Lβ and Lτ are given by Proposition 1, the iterate
sequence generated by Algorithm 1 converges to a first order stationary point of (4) for any
choice of Nβ and Nτ .
The proof is given in the supplement.
3.2 Algorithmic intuition
We present a simple example illustrating intuition for Algorithm 1. Let the design matrix
X be the n× n identity matrix In, and let the structural constraint J(β) be the indicator
function of a closed and convex set C. Therefore, J(β) = ιC(β) and is zero when β ∈ C,
and ∞ otherwise. This scenario results in simplifications to (5). In particular, we can take
step-size tβ = 1 so that the update rule for β becomes
β+ = PC (z) ,
where PC (z) is the Euclidean projection of z = Wy + (I −W)β onto C, and W is a
diagonal matrix with diagonal elements defined in (9).
We observe how the L2E imparts robustness through the action of W. Consider z ∈ Rn
as a vector of pseudo-observations, where each element zi is a convex combination of yi and
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Algorithm 1 Alternating block coordinate descent for minimizing (4)
Initialize β(0), τ (0) and fix Nβ, Nτ , tβ, tτ
k ← 0
repeat
β ← β(k) // Update β (5)
for i = 1, . . . , Nβ do
β ← proxtβJ
[
β − tβ∇βh(β, τ (k))
]
end for
β(k+1) ← β
τ ← τ (k) // Update τ (6)
for i = 1, . . . , Nτ do
τ ← P[τmin,τmax]
[
τ − tτ ∂∂τ h(β(k+1), τ)
]
end for
τ (k+1) ← τ
k ← k + 1
until convergence
the current prediction βi. If the current residual is large, wi is small and the corresponding
pseudo-observation zi resembles the current predicted value βi. Meanwhile, if the current
residual is small, the corresponding pseudo-observation resembles the observed response yi.
Therefore, the pseudo-observations impart the following algorithmic intuition. Given an
estimate β˜ of the regression coefficients, the algorithm performs constrained least squares
regression using a pseudo-response z, whose entries are a convex combination of the entries
of the observed response y and the prediction β˜. Observations with large current residuals
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are essentially replaced by their predicted value.
Thus, the algorithm can fit a fraction of the observations very well while also accounting
for outlying observations by replacing them with pseudo-response values that are more
consistent with a model that fits the data. Notice that the algorithm is oblivious to
whether large residuals come from outliers in the response or in the predictor variables.
Consequently, it can handle outliers arising from either source.
4 Examples of robust structured regression using the
L2 criterion
We demonstrate how the computational framework presented in Section 3 provides a flexible
framework for performing a wide variety of robust structured regression methods using the
L2 criterion. Our examples highlight how the framework can incorporate existing non-
robust structural regression solvers to automatically “robustify” existing implementations.
Additionally, we emphasize that our framework is tuning-free as it enables simultaneous
estimation of the regression coefficients β and precision τ .
We refer to the estimates obtained from optimizing the maximum likelihood and the
L2 criterion as the MLE and the L2E , respectively. Software for implementing robust
structured regression using the L2 criterion is available in the L2E package for R and will
be available on the Comprehensive R Archive Network (CRAN).
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4.1 Robust multivariate linear regression using the L2 criterion
We first demonstrate the scalability of the framework for multivariate L2E regression
[27, 28], where J(β) = 0. Let X ∈ Rn×p with rank(X) = p. Surprisingly, there have
been no proposed computational procedures for handling cases beyond p > 3. To illustrate
this example, we utilize data from an Italian bank [25]. The response y ∈ Rn is the annual
investment earnings for each of n = 1,949 banking customers. Additionally, the design
matrix X contains quantitative measurements for each customer on each of p = 13 bank
services.
Since J(β) = 0, proxtβJ is simply the identity operation. Therefore, Subproblem 1
for updating β in (5) reduces to iteratively performing the following: 1) computing the
current residuals, 2) updating the weights wii in (9), and then 3) updating β using the
current residuals and the gradient described in Section 3.1.
Figures 1a and 1b depict scatter plots of the fitted values against the residuals obtained
using the MLE and L2E, respectively. A good fit is evidenced by normally distributed
noise in the residuals – namely, a symmetric scatter of points about the zero residual level
(depicted by the horizontal orange dashed line). Figure 1a, however, shows a discernible
pattern in the MLE residuals with asymmetric scatter of points about the zero residual
level. This indicates that additional trends in the data not captured by the Gaussian linear
model remain in the residuals and are not captured by the MLE fit.
Meanwhile, Figure 1b shows that after removing the outlying points identified by the
automatic tuning of τ in our computational framework (depicted by the blue triangles), the
residuals obtained using the L2E fit are normally distributed about the zero residual level.
Thus, the L2E adequately captures the linear relationship between investment earnings and
bank services for the non-outlying customers. Notice that L2E regression can be recursively
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repeated on the outlying customers to identify an appropriate linear relationship between
investment earnings and bank services for subgroups among the customers.
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(a) MLE fitted values vs. residuals.
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(b) L2E fitted values vs. residuals.
Figure 1: (a) Asymmetric spread of points about the zero residual line suggests additional
variation in the data not captured by the MLE linear fit. (b) Blue triangles denote outlying
observations identified by the L2E . Remaining observations are well-fit by the L2E linear
fit, as seen in normal distribution of points about the zero residual line.
In addition to illustrating how the L2E presents a more robust linear fit in the presence
of outliers, this example also highlights another benefit of our computational framework.
Our framework enables the joint estimation of the regression coefficient vector β and the
precision τ , resulting in automatic identification of outlying observations in the data. This
is practically useful since the L2E can simultaneously identify subpopulations within the
data and appropriate fits for each of those groups when applied recursively to the subgroups.
14
4.2 Robust isotonic regression using the L2 criterion
We demonstrate how the computational framework proposed in Section 3 can perform
robust isotonic regression using the L2 criterion. Let an observed response y ∈ Rn consist
of n samples drawn from a monotonic function f sampled at discrete time points t1, . . . , tn
with additive independent Gaussian noise. We can express the ith entry of y as
yi = f(ti) + i for 1 ≤ i ≤ n,
where f is monotonic, i
iid∼ N(0, 1
τ
), and τ ∈ R+. The goal of isotonic regression
[5, 9, 12, 17, 20] is to estimate f by solving
min
β(t1), ... , β(tn)
n∑
i=1
[yi − β(ti)]2
subject to β(t1) ≤ β(t2) ≤ · · · ≤ β(tn).
We then construct a piece-wise constant estimate for f using the elements of the estimator
βˆ =
(
βˆ(t1) βˆ(t2) · · · βˆ(tn)
)T
.
For the corresponding L2E problem, the design matrix X is the n×n identity matrix In
and J(β) = ιM(β) is the indicator function over the set of vectors M satisfying element-
wise monotonicity so that β1 ≤ β2 ≤ · · · ≤ βn for β ∈ Rn. Subproblem 1 for updating β in
(5) reduces to iteratively performing the following: 1) computing the current residuals, 2)
updating the weights wii in (9), and then 3) updating β using the current residuals and the
gradient described in Section 3.1 and projecting onto the set M. The gpava function for
implementing the generalized pool-adjacent-violators algorithm (generalized PAVA) in the
isotone package [20] for R performs this last step. Therefore, we harness a readily available
non-robust isotone regression solver inside our computational framework to perform robust
isotonic regression using the L2 criterion.
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We illustrate with a univariate cubic function. Figure 2a shows how the MLE and L2E
produce similar estimates in the absence of outliers. The true underlying cubit fit f is
shown in black and the gray points depict the observations generated from f with additive
Gaussian noise. The dashed orange line depicts the MLE obtained using generalized PAVA
while the solid blue line depicts the L2E . Meanwhile, Figure 2b shows how the MLE is
skewed towards the outliers while the L2E estimate remains less sensitive to them.
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(a) Isotonic regression without outliers.
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(b) Isotonic regression with outliers.
Figure 2: The black, orange, and blue lines depict the true, MLE, and L2E fits for isotonic
regression, respectively. The MLE and L2E produce similar results in the absence of outliers.
The MLE is skewed towards the outliers while the L2E provides a more robust estimate.
Figure 3 depicts results of Monte Carlo simulations comparing the MLE and the
L2E while varying the number of outliers. We simulate four datasets with n = 1,000
observations of a cubic function with additive Gaussian noise and 10, 50, 100, and 200
16
outliers, respectively. We obtain the MLE using the gpava function in the isotone package
[20] for R. We repeat experiments in each scenario 100 times on a 2.67 GHz Intel Core i5
computer with 12 GB of RAM and present boxplots of the mean squared error (MSE).
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Figure 3: Monte Carlo experiments for isotonic regression with n = 1,000 observations
drawn from a univariate cubic function with additive Gaussian noise. Boxplots of the mean
squared error (MSE) obtained over 10, 50, 100, and 200 outliers from the from 100 trials
are shown with the MLE in orange and the L2E in blue. The MSE obtained using the L2E
grows much more slowly than the MSE obtained with the MLE in the presence of outliers.
The MLE produces increasingly larger MSE as the number of outliers increases.
Meanwhile, the L2E produces a much smaller increase in MSE for the same number of
outliers. Thus, the L2E can produce an isotonic regression fit that is much less sensitive to
outliers than the MLE. This example highlights how our framework can utilize a readily
available non-robust isotonic regression solver to automatically perform robust isotonic
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regression using the L2 criterion.
4.3 Robust convex regression using the L2 criterion
We demonstrate how the computational framework proposed in Section 3 can perform
robust convex regression using the L2 criterion. For illustrative purposes, we consider the
univariate case [13, 32]. However, applying our framework to multivariate convex regression
[7, 14, 15, 19, 21, 23, 29] can be performed in a similar manner. Let an observed response
y ∈ Rn consist of n samples drawn from a convex function f sampled at discrete time
points t1, . . . , tn with additive independent Gaussian noise. We can express the i
th entry of
y as
yi = f(ti) + i for 1 ≤ i ≤ n,
where f is convex, i
iid∼ N(0, 1
τ
), and τ ∈ R+. The goal of shape-restricted convex regression
is to estimate f by solving
min
β(t1), ... , β(tn)
n∑
i=1
[yi − β(ti)]2
subject to β(ti) ≤ 1
2
[β(ti−1) + β(ti+1)] for 2 ≤ i ≤ n− 1.
Let β ≡
(
β(t1) β(t2) · · · β(tn)
)T
. We can recast this constraint in terms of the second-
order differencing matrix D ∈ Rn×n with Dβ ≥ 0 so that all the elements of Dβ are
non-negative. We then construct a piece-wise constant estimate for f using the elements
of the estimator βˆ =
(
βˆ(t1) βˆ(t2) · · · βˆ(tn)
)T
.
For the corresponding L2E problem, the design matrix X is the n × n identity matrix
In and J(β) = ιC(β) is the indicator function over the set of vectors in C ≡ {β : Dβ ≥ 0}.
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Subproblem 1 for updating β in (5) reduces to iteratively performing the following: 1)
computing the current residuals, 2) updating the weights wii in (9), and then 3) updating
β using the current residuals and the gradient described in Section 3.1 and projecting onto
the convex cone C. The conreg function in the cobs package [24] for R can be used to
perform this last step. Therefore, we can utilize a readily available non-robust convex
regression solver inside our computational framework to perform robust convex regression
using the L2 criterion.
Figure 4a shows how the MLE and L2E produce similar fits in the absence of outliers.
The true underlying convex fit f is shown in black and the gray points depict the
observations generated from the true fit and some additive Gaussian noise. The dashed
orange line depicts the MLE obtained using the cobs package in R while the solid blue
line depicts the L2E . Meanwhile, Figure 4b shows how the MLE is substantially skewed
towards the outliers while the L2E is less distorted. This example again highlights how the
L2E is less sensitive to outliers than the MLE.
Figure 5 depicts the results of Monte Carlo simulations comparing the MLE and L2E
on shape-restricted convex regression while varying the number of outliers. We simulate
four datasets with n = 1,000 observations using a fourth-order polynomial with additive
Gaussian noise and 10, 50, 100, and 200 outliers, respectively. We obtain the MLE using
the conreg function in the cobs package for R [24]. We repeat experiments in each scenario
100 times on a 2.67 GHz Intel Core i5 computer with 12 GB of RAM and present boxplots
of the MSE.
Figure 5 highlights how the MLE produces increasingly larger MSE values as the number
of outliers increases. Meanwhile, the MSE obtained using the L2E also grows slightly as
the number of outliers increases but it is much less sensitive to outliers. This example
19
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(a) Convex regression without outliers.
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Figure 4: The black, orange, and blue lines depict the true, MLE, and L2E fits for convex
regression, respectively. The MLE and L2E produce similar results in the absence of outliers.
The L2E is much less sensitive to outliers than the MLE.
again underscores how the computational framework presented in Section 3 can perform a
robust version of a structured regression problem utilizing a readily available non-robust
implementation.
4.4 Robust sparse regression using the L2 criterion
We demonstrate how the computational framework proposed in Section 3 can perform
robust sparse regression using the L2 criterion. We compare L2E sparse regression with the
20
ll l l
1
3
10
1 5 10 20
Number of Outliers
Lo
g 1
0(M
SE
)
Method
MLE
L2E
Figure 5: Monte Carlo experiments for convex regression with n = 1,000 observations
drawn from a convex function with additive Gaussian noise. Boxplots of the mean squared
error (MSE) obtained over 10, 50, 100, and 200 outliers from the from 100 trials are shown
with the MLE in orange and the L2E in blue. Similar to the MSE comparisons for isotonic
regression, the MSE for convex regression obtained using the L2E grows much more slowly
than the MSE obtained with the MLE in the presence of outliers.
lasso [31], which solves
min
β
‖y −Xβ‖22
subject to ‖β‖1 ≤ t
for t ≥ 0.
For the corresponding L2E problem, let X ∈ Rn×p with rank(X) = p and let
J(β) = ιS(β) be the indicator function over the set of vectors in S ≡ {β : ‖β‖1 ≤ t}
for t ≥ 0. Subproblem 1 for updating β in (5) reduces to iteratively performing the
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following: 1) computing the current residuals, 2) updating the weights wii in (9), and then
3) updating β using the current residuals and the gradient described in Section 3.1 and
projecting onto the `1 ball with radius t.
We illustrate with data from a prostate cancer dataset [30]. The response y ∈ Rn is the
percent of Gleason score (a measure of a prostate-specific antigen) for each of n = 97
patients who were to receive a radical prostatectomy. The design matrix X contains
quantitative measurements for the patients on each of p = 10 clinical variables. Figure
6 shows how the lasso and L2E produce similar solution paths in the absence of outliers.
After introduction of outliers in the design matrix, however, the lasso solution paths can
be substantially distorted. In this example, the L2E solution paths are less sensitive to
outliers.
While there are several robust implementations of the lasso and its variations [1, 10, 34],
the purpose of this example is not to compare L2E sparse regression with those
implementations. Rather, it is to illustrate how the framework we present can wrap around
existing maximum penalized estimators to automatically compute robust versions of those
methods.
5 Discussion
We introduced a user-friendly computational framework for performing a wide variety
of robust structured regression methods using the L2 criterion. We highlight that our
framework can “robustify” existing structured regression solvers by utilizing the non-robust
solvers in the β-update step in a plug-and-play manner. Thus, our framework can readily
incorporate newer and improved technologies for existing structured regression methods;
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as faster and better algorithms for these non-robust structured regression solvers appear,
users may simply replace the previous solver with the new one in the β-update step.
We also highlight the significance of the convergence properties of our computational
framework. As long as the structural constraints satisfy convexity and lower semi-
continuity, a solution obtained using our framework is guaranteed to converge to a first
order stationary point. Since many commonly-used structural constraints satisfy these
conditions, our framework provides convergence guarantees for robust versions of many
non-robust methods with readily available software.
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Figure 6: Solution paths for lasso and L2E sparse regression as a function of the shrinkage
factor s = ‖β(t)‖1/‖βLS‖1, where βLS denotes the least squares estimate of β and
0 ≤ t ≤ ‖β‖1. The lasso and L2E perform similarly in the absence of outliers but the
L2E can be less sensitive to outliers.
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