We begin by showing how piecewise linear bounds may be devised, which bound both above and below any concave log-density in general dimensions. We then show how these bounds may be used to gain an upper bound to the volume in the tails outside the convex hull of the sample path in order to assess how well the sampler has explored the target distribution. This method can be used as a stand-alone diagnostic to determine when the sampler output provides a reliable basis for inference on the stationary density, or in conjunction with existing convergence diagnostics to ensure that they are based upon good sampler output. We provide an example and briefly discuss possible extensions to the method and alternative applications of the bounds.
Ž
. 1. Introduction. The use of Markov chain Monte Carlo MCMC methods has increased dramatically within the statistical community since their Ž . introduction by Gelfand and Smith 1990 . Essentially, MCMC methods involve simulating Markov chains with particular stationary densities in order to sample indirectly from densities which are impossible to sample from Ž . directly. See, for example, Smith and Roberts 1993 . There are many impor-Ž tant implementational issues to consider for MCMC. These include among . others the choice of sampler, the number of independent replications to be run and the choice of starting values. Arguably, the most difficult problem is that of deciding when to stop the algorithm with some degree of confidence that a state of equilibrium has been reached or convergence achieved. A number of authors have proposed methods for diagnosing convergence of a particular sampler, based upon the output they produce. See Cowles and Ž . Carlin 1996 for a review of recent methods.
Ž . However, Asmussen, Glynn and Thorisson 1992 show that there can exist no universally effective means of detecting stationarity, applicable to all stochastic simulations. They suggest that, in order to construct effective methods for detecting stationarity, we need to concentrate on particular classes of problems, and take explicit advantage of the unique characteristics of those classes. This result is directly applicable to Markov chain Monte Carlo, and it can be shown that no diagnostic, based solely upon the output from however many chains, may work for all problems.
One useful subclass of problems is the set of all those where the target density is log-concave. The set of log-concave densities comprises a large Ž . number of those that occur in practice; see Dellaportas and Ž . Gilks and Wild 1992 , for example. We begin with a formal definition of log-concavity. DEFINITION 1. Given a positive function , with support E ; ‫ޒ‬ n , we say that is log-concave if log is concave, that is, w x log x q 1 y log y F log x q 1 y y Ž . Ž . Ž . Ž . w x ᭙ x , y g E and g 0, 1 .
An alternative definition can be made in terms of the positive definiteness of the Hessian matrix for log , if this can be assumed to exist.
It is possible to show that, subject to certain regularity conditions, the information matrix for a generalized linear model is positive definite. Thus, if we take the canonical link function, where the Hessian and information w Ž .x matrix coincide McCullagh and Nelder 1989 , the likelihood will be logconcave. Therefore, commonly used models such as the classical linear regression, log-linear Poisson, logistic, probit and complementary log-log models can all be shown to be log-concave. If we choose not to use a canonical link, Ž . Wedderburn 1976 provides a number of alternative link functions, which Ž . also lead to log-concave likelihoods. Additionally, Polson 1996 shows how Ž . the introduction of latent variables to a variety of possibly multimodal densities can lead to an augmented density with the log-concavity property. Thus, despite the restriction to unimodal distributions, our method may still be applied to a wide variety of models.
We also note that the class of log-concave models are known to have good Ž . convergence properties. For example, Mengersen and Tweedie 1995 show that, on the real line, the Metropolis᎐Hastings algorithm, under very general conditions, is geometrically ergodic if the target density is log-concave. Thus, the assumption of log-concavity may even be desirable in terms of the convergence rate of the associated Markov chain.
Restricting our attention to the class of problems for which the posterior density is log-concave, we will show how upper and lower bounds to the target density, , can be obtained from the sampler output. Having obtained these bounds, it is then possible to obtain an upper bound to the probability Ž . in the tails under , lying outside the convex hull of the sample path. Thus, we might make the decision to stop the sampler when the area in the tails becomes sufficiently small. Note that our approach is quite different from others in that, instead of trying to estimate the length of the burn-in period, we try to ascertain whether or not the chain has explored a sufficient proportion of the parameter space for inference based upon the sampler output to adequately reflect characteristics of the underlying distribution.
We begin by showing how, given the output from our sampler, we can obtain both upper and lower bounds to the target density in the one-dimen-Ž . sional case, before progressing to the more general and useful higher-dimensional cases. . a manner similar to that described by Gilks and Wild 1992 in the context of adaptive rejection sampling.
For j s 1, . . . , k y 1, the tangents to the points x and x intersect at Figure 1 . Therefore, if we let z be the greatest lower bound of D or formed from the chords between adjacent points in T by
Finally, if we define
Ž .
k k Ž . Thus, for x G x , we gain an upper bound for x of the form,
c c and therefore we can obtain an upper bound to the proportion of the parameter space contained within the tail beyond x given by
Similarly, we can obtain an upper bound to the proportion in the lower tail,
Thus, if our set T were the output from an MCMC sampler that we k wanted to decide when to stop, we might continue to run the chain until the set T has largest and smallest elements x and x , respectively, which
at which point, the convex hull of the sample path covers at last 100 1 y % of the parameter space. We argue that this is a necessary condition for convergence, since the chain cannot possibly have converged until ''the entire parameter space has been explored.'' Ž Similar results can be obtained when the derivatives are unknown or . incalculable , by introducing an extra point x . In this case the lower bound 0 becomes tighter by forming the piecewise linear lower bound to h from the line segments between the ordered points in the sample, including the extra point x . The upper bound is formed from the straight line segments between 0 Ž . each of the x in the sample and the point x which is ideally somewhere i 0 near the mode; see Figure 2 . We now discuss how the method may be extended to higher dimensions in the case where the derivatives are known and, more importantly in the more Ž . general and practically useful case, where they are not. In Sections 3᎐5, we limit ourselves to obtaining bounds on the proportion of the parameter space explored, given a convex hull consisting of exactly n q 1 points in n-dimensional space. We discuss the generalization of this method to the case where the convex hull consists of k ) n q 1 points in n-space in Section 6, before comparing the two methods in Section 7.
We begin, in Section 3, by extending bounds to h in the one-dimensional Ž method to general dimensions in the case where derivatives are known or . calculable . In Section 4 we develop bounds on h in the case where the derivatives are not available and finally, in Section 5, we show how the derivative-free bounds on h may be practically implemented to bound the proportion in the tails. where u corresponds to the bounding plane in region R , that is,
.x since X y x, u x и N s 0 and N s y1; see Figure 3 . To find the lower bound, we proceed as follows. Define the normal to the plane containing the three points X , X and X by Ž . Ž . then we can proceed as before to define a lower bound l x , to h x by
Ž . where we arbitrarily define l x in terms of x , by 0 1
Thus, the required lower bound to the value of the density function integrated over the parameter space contained within the convex hull R , is 0 given by
The method in general dimensions. The tangent-based method can be generalized to higher dimensions. First let us alter our notation and let an upper case vector X denote a point in ‫ޒ‬ nq 1 and a lower case vector x denote the n-dimensional projection of X onto the h s 0 plane. If we take points in n Ž .
Ž . ‫ޒ‬ , with h x forming the n q 1 th component, then we will require n q 1 Ž . points to form a hyperplane covering the corresponding n q 1 -dimensional surface, h. Thus, we obtain n q 2 vertices for this hyperplane, one where all n q 1 planes meet and a further n q 1 where n of the planes meet with the h s 0 plane.
. . , n q 1 be the set of points on the concave Then the point where all hyperplanes, except the one tangential to X , meet i the h s 0 plane is given by We now proceed to define a lower bound, but first we require the following definition and lemmas. Ž . DEFINITION 2. Following Spivak 1965 , we define the n q 1-dimensional vector product between n vectors Z , . . . , Z g ‫ޒ‬ nq 1 to be
where W is such that the determinant of the square matrix with rows given < < by the Z and another vector Y, denoted by Z , . . . , Z , Y is given by
exists and is unique.
PROOF. Let Z i denote the n = n matrix with the jth row given by the vector Z with the ith component removed, that is, Z , . . . , Z ,
The result follows. I
sents the normal to the hyperplane containing points Z , . . . , Z .
1 n PROOF.
The result follows. I Thus, to define the lower bound, we let the normal to the hyperplane Ä 4 containing the points X : i s 1, . . . , n q 1 be denoted by N , where
by Lemma 2. Then we can define a lower bound l x to h x using 6 and 7 so that the required lower bound to the volume within the convex hull R is 0 Ž . the same as that for the lower-dimensional case, and is given by 8 .
The derivative-free method.
In practice, the derivatives will not generally be known and they will need to be estimated numerically. This can be computationally expensive, since the derivatives may need to be calculated for a large number of points. This is particularly true for slowly mixing samplers, where diagnostic methods are most needed. In this section we propose an alternative method, which does not require the calculation of derivatives.
As with the tangent-based method, we begin by looking at the derivativefree method in the two-dimensional case before extending the method to general dimensions. 4.1. The method in two dimensions. The tangent-based method for the two-dimensional case, can be adapted to remove the need for calculating derivatives as follows. If, instead of taking three points, we take four points Ä Ž . 4 on the log-surface h, X s x , 0 : i s 0, . . . , 3 , such that x lies strictly
Ž . within the convex hull formed from the other three points and h x ) h x 0 i ᭙ i s 1, 2, 3. Then we can define three nontangent planes, each of which contains both X and two other points and has normal given by
The lower bound to h could be formed in a similar manner to that of the tangent-based method, but a tighter lower bound may be formed by introduc-Ž . ing the fourth point X ; see Figure 5 . We then define the lower bound l x in 0 Ž . a similar way to that of Section 3, using the normals given in 10 . Thus, a lower bound to the volume under the surface is given by
x y x и n Ž .
where N denotes the k th component of the normal vector N . Note i jk i j N / 0, since x lies strictly within the convex hull.
In order to obtain an upper bound to h, beyond the convex hull, we note that each of the planes described above intersects the surface at three points X , X and X , say, but lies below the surface for a sectioned paraboloid x and x on the h s 0 plane. Now, let U denote the value of 0 --1
i j i j i j is the single point described above. Once we have our point X U , then our
Before continuing, we provide a result that shows that such a method for ''tilting'' the original plane provides us with a plane bounding h above for all points beyond the line x y x .
i j THEOREM 1. For any point in ‫ޒ‬ 2 of the general form For the proof, see the Appendix. Ž Thus, we can define three such planes bounding the surface above beyond . the points X , X and X , by splitting the state space into three subre- 
Thus, in essence, we replace the computational expense of the estimation of derivatives from the first method by the optimization of the function h over all possible -values in the second. However, there are several advantages to the derivative-free method over the original. First, the optimization is extremely easy and can be performed by a simple downhill search mechanism and hence, the computational expense is decreased, particularly in higher dimensions. Second, we no longer require that f be differentiable everywhere on D and finally, the practical implementation of the diagnostic necessarily becomes less problem dependent.
The method in general dimensions.
The derivative-free method can be extended to general dimensions as follows. Let
x Then, as before, we find * which maximizes h x and set
Then, our tilted plane bounding h above beyond the hyperplane with points
If we define
then we gain the following theorem.
THEOREM 2. For any point in ‫ޒ‬
n of the general form
h x , is bounded above by u x , for all ) 0 and g ‫ޒ‬ .
The proof is a direct extension of the proof of Theorem 1. Once we have calculated the N U for all values of i s 1, . . . , n q 1 we can
Ž . define N* as a direct generalization of the two-dimensional case in 13 and proceed in the same manner as the tangent-based method in general dimensions, by substituting N U for the N to obtain the relevant upper bound.
Similarly, a lower bound can be found by the obvious extension to that of the Ž . two-dimensional derivative-free method of 11 , given by
where x y x и n Ž .
Ž . Ž . and the N are the normals to the original nontilted planes given in 9 .
i Thus, we have lower bounds on h within a convex hull of n q 1 points in n-dimensions and an upper bound on h beyond the convex hull. We now show how the derivative-free bounds can be used in practice to gain an upper bound on the proportion in the tails beyond the convex hull under the distribution . Ž . and x is both contained within this hypertriangle, and is such that h x ) 0 0 Ž . h x ᭙ i s 1, . . . , n q 1. Having gained this starting set, we continue to i monitor the sampler output, updating our set of points so as to maximize the volume of their convex hull, until our set covers a sufficient proportion of the parameter space.
A derivative-free
Thus, the implementation of our method can be split into two algorithms. We shall begin by defining these two algorithms and then return to individual steps to explain how they might be performed. This algorithm produces our starting set, which is simply the first set of Ä 4 Ž . Ž . n q 2 points x , . . . , x from the sampler output such that h x ) h x 0 nq1 0 i ᭙ i s 1, . . . , n q 1 and x lies within the convex hull of the other n q 1 0 points, R. The second algorithm monitors the output, updating our set of points whenever the volume in the region R can be increased and stopping once the probability mass outside R falls below some critical value , say.
Algorithm 2. Diagnosing convergence. Convergence can be diagnosed by using the following algorithm, which may be run several times in succession to ensure that the ''best'' points are used:
, define R and calculate the upper 0 nq1
bound to the probability mass beyond the convex hull of the sample path, P. If P -, then stop. STEP 2. Generate a new point, x.
Ž .
Ž Step 2.
It is not immediately obvious how these steps can be accomplished. In particular, it is not clear how we might perform any of the following:
1. Calculate the upper bound for P. 2. Define the region R and decide whether or not some point x is an element of R. 3. Calculate the hypervolume of R, given the n q 1 vertices.
We shall now discuss in detail how each of these tasks can be performed in practice.
5.1.
Calculating an upper bound for P. If we let T denote the volume in Ž . the tails under f beyond the convex hull R, and M denotes the volume within the convex hull, then the proportion in the tails is given by
However, we can bound T and M by
For general u and l, the bounds to T and M given in 14 and 15 are not easily found, but the piecewise linear nature of both u and l, as we define them, allow us to bound T above and M below via the following theorem. can be bounded below by L, so that P is bounded above by
Ž . and where N s n , y1 is the normal to the hyperplane formed from the
ÄŽ . 4
U set of vectors X y X : j s 1, . . . , n q 1, j / i , and N denotes the corre-
Ž . sponding tilted normals as defined in 12 .
For the proof, see the Appendix. Thus, given a set of n q 2 points in ‫ޒ‬ n , we can bound the volume beyond Ž . the convex hull of these points by P s Ur U q L . 
Definition of R and its elements.
Here we show how we can decide whether or not a vector x is within the convex hull R : ‫ޒ‬ n , formed from the points x , . . . , x .
nq1
If we take n s 2, for example, and points x , x and x , then R is simply a 
Ž .
i j i i j and let n denote the perpendicular to l .
i j i j
We may decide upon which side of l some general point x g ‫ޒ‬ 2 must lie i j Ž . for it to be an element of R by taking the vector x y x and determining i whether it has a positive or negative component in the n direction. We know i j that for all points x g R, the sign of this component will be the same, and that no points for which this component has the opposite sign can be elements of R. Thus, to determine which side of the edge l a point must lie i j for it to be an element of R, we need only decide what sign the dot product Ž . x y x и n should take. Now, we know that the third point x , k / i, j is i ij k Ž . an element of R so the correct sign is simply the sign of x y x и n . Thus,
for all k, and for any i, j / k such that i / j. Then, x g R if and only if Ž . g x ) 0 ᭙ k s 1, 2, 3. k Clearly, we can generalize this to general dimensions as follows. If we take points x , . . . , x and define the plane containing all points other than x to
where Ł denotes the vector cross-product as given in Definition 2. Then we can define
Ž . and x g R if and only if g x ) 0 ᭙ k s 1, . . . , n q 1. Ž . define the functions g x , k s 1, . . . , n q 1 and then x g R if and only if where is the angle between the vectors a and a . We can generalize this 2 3 result to higher dimensions via the following theorem.
THEOREM 4. Given n q 1 points in n-space, x , . . . , x , if a s x y x ,
, then the hypervolume of the n-dimensional hypertriangle contained within those points is given by
The proof is in the Appendix. Ž . Thus in practice, 19 may be used to calculate the hypervolume of the region R in the final steps of Algorithms 1 and 2.
Note that this entire section deals with the use of the derivative-free bounds on h to gain an upper bound on P. Unfortunately, there is no similar procedure for using the tangent-based bounds on h to bound P, since the region beyond a particular ''face'' of the convex hull is bounded above by a collection of hyperplanes, rather than just one. Thus, the tangent-based equivalent of Theorem 3 requires two lemmas providing simple, computable values of In general, some form of numerical approach would be necessary to approximate these integrals. However, the whole point of forming these piecewise linear bounds to h is to avoid such integration, and thus the tangent-based method is implementationally no less complex than calculating P directly, by the same numerical methods. Thus, only the derivative-free bounds are of any practical value in terms of forming bounds on the proportion, P.
Ž
. 6. Extending the implementation. Elekes 1986 shows that the volume of the convex hull formed from any m points on an n-dimensional hypersphere with volume V, is at most mVr2 n . This suggests that the number of points necessary to gain a reasonable estimate of V will increase exponentially with n and so the number of points used to form our upper bound on the area in the tails should increase at least exponentially with dimension and not simply be limited to n q 1 points. Thus, we may choose an alternative implementation of our diagnostic where, instead of looking at hypertriangles formed from n q 2 points, we take the convex hull comprising of a set of k G n q 2 points and allow k to increase exponentially with n. In this case we require the following implementational algorithm.
Algorithm 3. Implementation for general hulls. STEP 1. Given output from any sampler, calculate the convex hull of the Ä 4 sample path, recording the points x , . . . , x which form the hull
Ž . within the hull formed by points x , . . . , x and h x ) h x
Calculate an upper bound U to the volume under h beyond the convex hull, and a lower bound L, to the volume within the hull.
X -, then we may consider the sample path to have adequately b covered the parameter space. If not, then we may wish to continue the simulation or consider some form of reparameterization in order to improve the sampler's performance properties. In terms of practical implementation, Step 1 can be performed using any standard package for computing convex hulls. In particular, the Quickhull w Ž .x program Barber, Dobkin and Huhdanpaa 1993 can be used to provide the required vertex and face information, given only the sampler output. In
Step 2, the bounds U and L are computed in a similar manner to the previous method and are stated explicitly in the following corollary to Theorem 3.
Ä 4 COROLLARY 1. Given a convex hull with vertices x , . . . , x , arranged into
, we can form an upper bound U, to the volume beyond the convex ␥ Ž n. i hull, and a lower bound L, to the volume within the convex hull, so that the proportion in the tails beyond the convex hull P is bounded above by 
Ž . as defined in 12 .
The proof is identical to that of Theorem 3, allowing for the new notation. The advantage of this method, in terms of the tightness of the bound on P, is obvious. We would expect that, by adding more points to the hull, we get much tighter bounds on h and therefore on both U and L. The disadvantage of this method is that we might expect that, for high-dimensional problems, the number of faces forming the convex hull may become quite large, leading to increased computational expense. Both of these points are addressed in the next section, which discusses the two derivative-free approaches in terms of their practical utility.
7.
A practical examination of the methods. In order to examine how the two proposed methods might be expected to perform in practice, we present an example based upon the multivariate normal density. Here we take the target distribution to be a d-dimensional normal, and we sample n points, uniformly distributed over the surface of the d-dimensional hypersphere of radius r, and centered about the origin. We examine the performance of the two methods for various values of d, n and r.
In order to calculate the convex hulls of a particular sample, we use the Ž . Quickhull algorithm of Barber, Dobkin and Huhdanpaa 1993 . However, we find ourselves restricted to problems of five dimensions or less, due to the huge computational storage demands of problems in higher dimensions, primarily because of the large number of faces associated with even a small number of points in high dimensions. Table 1 presents the number of faces associated with differing numbers of vertices on the convex hull and for different dimensions. We can see that the number of faces increases with the number of vertices in the hull and that the ratio of faces to vertices increases with dimension, so that a five-dimensional hull with 1500 points possesses over 40,000 faces. Thus, we restrict ourselves to d F 5. Figure 7 plots the true proportion P, beyond the hypersphere of radius Ž x r g 0, 10 , under the d-variate normal and for dimensions d s 1, . . . , 5. For each r, we obtain a sample of n s 500 observations, uniformly distributed over the surface of a hypersphere of radius r, and add a single point x , at 0 the origin. Given this sample, we plot the two bounds, P and P X , on P. Note that since the points are all on the surface of a hypersphere, all n points will lie on the convex hull. We can see that for d s 1, the two methods provide identical bounds, since there exists only two distinct points on the one-dimensional hypersphere of Ž radius r and thus both methods use the same three points two on the . hypersphere, one at the origin . The bound in one dimension is actually quite good and would generally be acceptable in most applications. However, in one Ž dimension there are considerably better methods for estimating or even . calculating P, so the one-dimensional case is not a realistic one.
In higher dimensions, we observe that P is a very poor bound on P and, b for d G 3, lies permanently close to 1, with no substantial improvement observed by taking n ) 500. Table 2 provides the value of P X for r-values b corresponding to P s 0.05, 0.1, 0.2 and 0.5, for d s 1, . . . , 5. From Table 2 and Figure 7 , we can see that the alternative bound P X performs reasonably well b but, as we might expect for fixed n s 500, the bound weakens considerably as d increases. Table 3 provides the execution times for the code to produce the plots of Figure 7 . It should be noted that each plot is based upon 100 different r-values, so execution times are for the calculation of 100 bounds in each case. Clearly, the calculation of P is considerably faster than that of P X , in In practice, we would only calculate the bounds once, so two minutes is perhaps not unreasonable, but in order to get a tighter bound in higher dimensions, we need to increase n, which leads to a substantial increase in the computational expense, as we shall see. Figure 8 provides the plots of P for r g 0, 10 and for different values of b n and d. From these plots, it is clear that increasing n improves the bound, but that n must increase at least exponentially in order for the improvement to continue. This suggests that even if computational storage were not a problem, the number of points required to produce an acceptably ''tight'' bound may be prohibitive in higher dimensions. Table 4 provides the execution times for the code to produce the output plotted in Figure 8 for different values of d and n. We can see that for fixed d, the execution time increases exponentially with n and similarly for fixed n, the execution time increases exponentially with d. This is due to the exponentially increasing number of faces to the convex hull, as d and n increase. You can see that for 1500 points in five dimensions, the calculation of the bound for a single value of r takes approximately 16 minutes and yet the bound on P remains very weak. In order to gain a tighter bound on P, bound. Thus, there is a trade-off between the strength of the bound and the computational expense incurred in higher dimensions.
Discussion.
We have shown how the piecewise linear upper and lower bounds can be used to determine how well the output from an MCMC sampler explores the target density, in the case of log-concavity.
We provide a bound to the proportion of the sample space outside the convex hull of a sample of points and show how close this bound can be to the true value, given an ''optimal'' sample of points. Since, in general, the sampler output will not include points on the boundary maximizing the region R, nor the optimal point x located at the mode, we investigated how 0 well the bound performs given a set of points sampled directly from the target density. We showed that, given such a sample, the bound provides a strong indication that the target is well explored, given a sample of sufficient size.
The method is a useful diagnostic in its own right, in that it determines when the sampler output may be a reliable basis for inference upon the stationary density. If P is small, then the parameter space has been
largely explored and there is little chance that significant portions of the space have not been visited by the sampler. Thus the method may also be useful if applied in conjunction with convergence diagnostics, such as that of Ž . Gelman and Rubin 1992 . Many diagnostic methods based upon the sampler output rely on the assumption that the sampled points cover the entire sample space. There are many examples where diagnostics can spuriously indicate convergence, while large portions of the sample space remain unexplored. Thus, this method may be applied in conjunction with existing convergence diagnostics in order to ensure that such diagnostics are not being misled by ''poor'' samples. There may also be an additional application of these piecewise linear bounds.
Ž . Gilks and Wild 1992 use piecewise exponential bounds on a univariate density , to provide upper and lower bounds, which can be used as envelope and squeezing functions to produce an adaptive rejection sampling method for sampling from . The multivariate bounds described in the early sections of this chapter may be similarly used to provide a multivariate adaptive rejection sampling algorithm. Clearly, in high dimensions, computational expense will remain a problem, but for moderate dimensions, approximate hulls may be used to bound the true density , with little loss in efficiency, due to the associated increase in the rejection rate. The application of these bounds to produce such an algorithm is the focus of current work and beyond the scope of this paper.
APPENDIX

Proofs of theorems.
We begin with the following lemma, essentially proving that the upper bound described for the one-dimensional derivativefree method is indeed an upper bound for all points in the tail. LEMMA A.1. Take two points x -x g ‫ޒ‬ and a concave function h. Then,
x if x s x q x y x and u x is such that X s x, u x lies on the 0 1 0 chord passing through points X and X , that is, Ž .
x y x 0 1
where hЈ denotes either the left or right derivative, both of which must exist and be nonincreasing by concavity of h. Consider the case G 1. We have
Ž . by definition of hЈ and uЈ. Finally, since h x s u x ,
Ž . Ž .
The proof follows similarly for the case F 0. I
We extend this result to the two-dimensional case, showing that the above method does indeed produce a plane, bounding h above for all points ''beyond'' the line x y x .
i j
If we let
denote the upper bound to h given by the tilted plane with normal N U , then i j we can extend Lemma A.1 to the two-dimensional case, via Theorem 1, which Ž . requires the following trivial lemmas.
where v s x y x and v s x U y x for some i and j, then
Ž . where u x denotes the derivative of u in the direction v at the point x.
i j, v i j PROOF. Given a function g, and the general direction vector v, we define Ž . the derivative of g at some point x in the direction v , by
However, v и n U s 0, since v is in the plane to which n U is perpendicular. Ž . between x and x . Clearly, h x can be obtained by setting s 0 in 22 . 
This implies that
by definition of m as the tangent to h at x U and the concavity of h. Hence, if the result holds for n s k, it also holds for n s k q 1, and hence for all n G 2, by induction. I
Given these lemmas, we can now proceed to prove Theorem 3 by detailing the analytic bound on P.
PROOF OF THEOREM 3. To gain the lower bound L to M, split the hull into n q 1 regions by taking for each i s 1, . . . , n q 1, the n-dimensional hyper-Ä 4 triangle formed from the vertices x , . . . , x , x , . . . 
is1
To gain the upper bound U to T, we begin by splitting the convex hull as before and then use the tilted planes as described in Section 4 to define an upper bound to h beyond this convex hull, denoted by
x y x и n U Ž . 
Ý i j j j/i
Then, the required upper bound for f beyond the convex hull formed from the Ä 4 set of points x , . . . , x , x , . . . , x is given by 0 iy1 iq1 nq1 ϱ since A kq 1 s 0 ᭙ j s 2, . . . , k q 1. Thus,
kq 1 2 kq2 k q 1 !
Ž .
so that the result is also true for n s k q 1, and hence is true for all n G 2, by induction. I
