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1. Einleitung
Der  Begriff  Sprache umfasst  einen  weiten  Bedeutungsbereich  und  wird  sowohl  im 
alltäglichen nicht-wissenschaftlichen Bereich als auch in zahlreichen wissenschaftlichen 
Studien in unterschiedlichstem Kontext eingesetzt.  Binder & Price (2001) definieren 
den Begriff Sprache sehr weit und verstehen darunter jedes kommunikative System auf 
der Basis einer willkürlichen Assoziation zwischen einem zu vermittelnden Inhalt und 
dem  entsprechenden  Informationsträger,  z.B.  einem  akustischen  Laut.  Das  verbale 
Sprachsystem als Teil dieses Oberbegriffes ist ihrer Meinung nach durch ein komplexes 
Wissen  über  Worte  charakterisiert,  das  in  verschiedene  Subsysteme  untergliedert 
werden kann: Das phonetische System befasst sich mit Artikulation und Wahrnehmung 
gesprochener  Sprache,  das  phonologische  System  beschäftigt  sich  mit  sprach-
spezifischen Regeln zur Reihung und Realisierung von Sprachlauten, das  lexikalische 
System  umfasst  die  Informationen  zur  lautlichen  Struktur  und  zur  Bedeutung  von 
Wörtern,  im  semantischen  System  befindet  sich  das  Wissen  zur  Dekodierung  der 
Bedeutung von Wörtern und ganzen Äußerungen und im syntaktischen System werden 
die Regeln zum Aufbau eines Satzes aus Wortkombination bearbeitet. Neben diesem 
verbalen  Wissensspeicher  existieren  weitere  Systeme  (Sensorik,  Motorik, 
Aufmerksamkeit und Arbeitsgedächtnis), die zwar in engem Zusammenhang mit dem 
Sprachsystem stehen, aber dennoch als nicht-linguistisch bezeichnet werden, da sie auch 
an der Ausführung nicht-verbalen Verhaltens beteiligt sind. Auch Dronkers et al. (2000) 
definieren Sprache als die Fähigkeit zur Verschlüsselung einer Idee in ein Signal zum 
Zweck der Kommunikation mit anderen. Dabei grenzen sie Sprache von dem Bereich 
Lesen und Schreiben sowie dem Begriff Denken, der die Fähigkeit zur Entwicklung von 
Ideen  bezeichnet  und  ihrer  Meinung  nach  unabhängig  von  der  Möglichkeit  zur 
Kommunikation  ist,  ab.  Sprache  setzt  sich  aus  zwei  Komponenten  zusammen:  den 
Wörtern  als  willkürliche  Verknüpfung  zwischen  Bedeutung  und  Laut  und  der 
Grammatik, die die Subsysteme Syntax, Morphologie und Phonologie beinhaltet. Die 
Syntax regelt dabei innerhalb eines Satzes die Beziehungen von Wörtern zueinander. 
Die  Morphologie beschreibt die Regeln zur Verbindung von Wörtern und Affixen zu 
größeren  Einheiten.  Phonologie beschäftigt  sich  mit  der  Verbindung  von  einzelnen 
Lauten zu Wörtern oder Wortteilen, ohne dabei auf deren Bedeutung einzugehen. 
1
Im  Zusammenhang  mit  der  Sprachproduktion  werden  im  Folgenden  in 
Anlehnung  an  das  Modell  von  Van  der  Merwe  (1997)  grundsätzlich  zwei  Ebenen 
unterschieden: Eine linguistische (nicht-motorische) Ebene, die die von Dronkers et al. 
(2000)  beschriebenen  Subsysteme  umfasst,  und  eine  motorische  Ebene,  auf  der  die 
Transformation einer linguistisch-symbolischen Einheit in motorische Bewegungen der 
Artikulatoren stattfindet. Dieser Transformationsprozess steht mit seinen verschiedenen 
Aspekten im Fokus der vorliegenden Arbeit. Grundlegend dabei ist die Motortheorie 
der Sprachwahrnehmung (Liberman et al. 1967, Liberman & Mattingly 1985). Auf der 
Theorie  über  eine  enge  Verknüpfung  zwischen  Sprachwahrnehmung  und  Sprach-
produktion  basiert  die  im  Rahmen  dieser  Arbeit  untersuchte  Fragestellung,  ob  das 
Erlernen  visuell  dargebotener  Artikulationsmuster  einen  Einfluss  auf  neuronale 
Mechanismen zur Sprachproduktion hat.
Die Arbeit besteht aus einem theoretischen und einem experimentellen Teil. Der 
theoretische  Teil  behandelt  zunächst  die  phonetischen  Grundlagen  der  Artikulation, 
indem die systematische Einteilung des Artikulationsprozesses, die an der Artikulation 
beteiligten  Organe  sowie  die  im  Standarddeutschen  gebräuchlichen  Vokale  und 
Konsonanten  vorgestellt  werden.  Anhand  zweier  Modelle,  dem  Sprachproduktions-
modell von Levelt et al. (1999) und dem DIVA-Modell von Guenther et al. (2006), wird 
im  Weiteren  ein  möglicher  Ablauf  des  Wortproduktionsprozesses  –  beginnend  auf 
linguistischer Ebene mit der Konzeptualisierung bis hin zur Steuerung der Artikulatoren 
auf  motorischer  Ebene  –  dargestellt.  Daran  anschließend  werden  Mechanismen  der 
auditiven und visuellen Sprachwahrnehmung dargelegt. Basierend auf dem McGurk-
Effekt (McGurk & MacDonald 1976) finden sich in der Literatur zahlreiche Studien 
zum  Einfluss  visuell  dargebotener  Sprachsignale  auf  neuronale  Mechanismen  der 
Sprachproduktion.  Gegenstand  aktueller  Diskussion  ist  dabei,  ob  die  Verarbeitung 
visueller Sprachsignale den primären auditorischen Kortex involviert  und somit über 
identische neuronale Netzwerke erfolgt wie die Verarbeitung akustischer Sprachsignale. 
Im folgenden Kapitel werden das in dieser Studie verwendete visuelle Artikulations-
modell,  der  SpeechTrainer  (Kröger  2003a),  sowie  bisherige  Studien  mit  dem 
SpeechTrainer,  der  animierte  mediosagittale  Darstellungen  des  Artikulationstraktes 
präsentiert,  vorgestellt.  Albert  (2005)  und  Gotto  (2004)  zeigten  im  Rahmen  ihrer 
Diplomprojekte  bereits,  dass  der  SpeechTrainer  ein  geeignetes  Hilfsmittel  in  der 
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Therapie  von  Sprechstörungen  bei  Erwachsenen  und  Kindern  sein  kann,  ohne  auf 
mögliche neuronale Mechanismen einzugehen. Als ersten Schritt zur Klärung, der durch 
die  Integration  des  SpeechTrainers  vermittelten  neuronalen  Prozesse,  untersucht  die 
aktuelle  Studie  den  Effekt  eines  systematischen  SpeechTrainer  Trainings  auf  die 
neuronalen  Mechanismen  bei  Normalsprechern  während  der  Silbenproduktion.  Im 
Hinblick auf die  während des Trainings beteiligten Lernprozesse wird im folgenden 
Kapitel  ein  Überblick  über  explizites  und  implizites  Lernen  gegeben.  Detaillierter 
betrachtet  wird  das  Lernen  durch  Imitation  und  das  dabei  involvierte  Spiegel-
neuronensystem  sowie  die  Veränderung  der  kortikalen  Aktivität  bei  zunehmender 
Automatisierung. Der theoretische Teil schließt mit einem Kapitel über die Grundlagen 
der  funktionellen  Bildgebung  und  die  Möglichkeiten  zur  Darstellung  neuronaler 
Verarbeitungsmechanismen. 
Im  experimentellen  Teil  werden  zunächst  Fragestellung  und  Hypothesen  der 
Studie vorgestellt.  Es folgt eine umfangreiche Beschreibung des Studiendesigns,  der 
Studiendurchführung  sowie  der  Datenerhebung  und  -auswertung.  Die  Ergebnisse 
werden im folgenden Kapitel zunächst rein systematisch vorgestellt. In der Diskussion 
werden  die  Daten  vor  dem  Hintergrund  der  theoretischen  Grundlagen  und  der 
aufgestellten  Hypothesen  behandelt  und  interpretiert.  Die  Arbeit  schließt  mit  einer 
Zusammenfassung und einem Ausblick über mögliche zukünftige Studien zur weiteren 
Veranschaulichung  des  Effekts  animierter  mediosagittaler  Schnittbilder  auf  die 
neuronalen  Prozesse  der  Sprachproduktion  bei  Normalsprechern  und  Patienten  mit 
Sprechapraxie.
3
2.1 Phonetische Grundlagen der Artikulation
2.1.1 Systematik und Anatomie des Artikulationsprozesses
Als Artikulation bezeichnet man die Bewegung der Artikulationsorgane während des 
Sprechens. Dadurch erfolgt eine Verformung des Ansatzrohres und die Modulation des 
im  Kehlkopf  erzeugten  Rohschalls.  Unter  dem  Begriff  des  Ansatzrohres  ist  der 
Luftraum oberhalb der Glottis zu verstehen, der sich aus Rachen, Mund- und Nasen-
höhle zusammensetzt. Abb. 2.1 zeigt einen Sagittalschnitt durch das Ansatzrohr mit den 
für die Verformung verantwortlichen Artikulationsorganen sowie dem Kehlkopf, der für 
die Phonation wichtig ist. Der Begriff Artikulationsorgane, der die Zunge, die Lippen, 
den  Unterkiefer,  das  Gaumensegel  mit  dem Zäpfchen,  den  Rachen  und  die  Glottis 
umfasst, ist eine sprachwissenschaftliche Bezeichnung und beschränkt sich nur auf die 
sekundäre Funktion der genannten Strukturen, nämlich auf das Sprechen. Primär dienen 
sie der Nahrungsaufnahme und dem Weiterleiten der Atemluft. Aufgrund ihrer außer-
ordentlichen Beweglichkeit ist die Zunge das wichtigste Artikulationsorgan und wird 
aus funktionaler Sicht in Zungenrücken und Zungenspitze gegliedert. Eine sehr geringe 
Beweglichkeit weist dagegen der Pharynx auf (Pompino-Marschall 1995).
 
Abb. 2.1: Der Sprechapparat des Menschen nach Kröger (2003b)
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Neben den Artikulatoren, die als die beweglichen Teile des Ansatzrohres gelten, werden 
die  relativ  unbeweglichen  Artikulationsstellen definiert.  Als  Artikulationsstellen 
fungieren die  Lippen,  die  Schneidezähne,  die  Alveolen,  der  harte  und  der  weiche 
Gaumen,  das  Zäpfchen,  der  Pharynx  und  die  Glottis.  Sie  dienen  zur  näheren 
Charakterisierung der Lage der Artikulatoren während der Lautproduktion. 
An der Bewegung der Artikulatoren sind verschiedene Muskelgruppen beteiligt: 
Bei der Zunge wird zwischen intrinsischer und extrinsischer Muskulatur unterschieden. 
Zu den intrinsichen Muskeln gehören der M. longitudinalis superior und inferior, der M. 
transversus sowie der M. verticalis.  Als extrinsische Zungenmuskeln werden der M. 
genioglossus,  M.  styloglossus,  M.  palatoglossus  und der  M.  hyoglossus  zusammen-
gefasst.  Der  Kiefer  wird  durch  die  Kaumuskulatur  gehoben und gesenkt.  Zu dieser 
gehört der M. masseter, der M. temporalis sowie der M. pterygoideus externus und der 
M.  pterygoideus  internus.  Für  die  Verformung  der  Lippen  sind  die  zahlreichen 
mimischen Muskeln verantwortlich, von denen vor allem der ringförmige M. orbicularis 
oris zu nennen ist. Der Hebung und Straffung des Gaumensegels dienen der M. levator 
palatini  sowie  der  M.  tensor  palatini.  Die  geringe  Beweglichkeit  des  Pharynx wird 
durch seine drei Sphinkter-Muskeln vermittelt. Die Innervation der genannten Muskeln 
erfolgt  über  die  motorischen  Hirnnervenkerne.  Diese  erhalten  ihre  Afferenzen  vom 
primären Motorkortex über  die  Fibrae corticonucleares,  die  von der  Pyramidenbahn 
abzweigen.  Für  die  Artikulation  relevant  sind  der  motorische  Trigeminuskern  zur 
Innervation  der  Kaumuskulatur,  der  Fazialiskern  zur  Versorgung  der  mimischen 
Gesichtsmuskulatur, der Nucleus ambiguus, aus dem die motorischen Fasern für den 
Nervus glossopharyngeus und den Nervus vagus zur Versorgung des Pharynx entstehen, 
sowie der Hypoglossuskern zur Innervation der Zungenmuskulatur (Kahle 2001). Die 
Generierung der motorischen Programme zur Steuerung der einzelnen Bewegungen des 
Artikulationstraktes ist ein komplexer Prozess, der Gegenstand zahlreicher Studien ist 
und in Kapitel 2.2. anhand zweier Modelle näher dargestellt wird. 
Die  durch  Verformung  des  Ansatzrohres  erzeugbaren  Laute  können  grund-
sätzlich in die Gruppe der Konsonanten und der Vokale eingeteilt werden. Im Hinblick 
auf ihre Relevanz für die vorliegende Studie soll im Folgenden eine kurze Übersicht 
über die häufigsten Lautgruppen des Standarddeutschen gegeben werden.
5
2.1.2 Konsonanten
Der Begriff Konsonanten bezeichnet die Laute, „bei deren Produktion im Ansatzrohr 
ein teilweiser oder vollständiger Verschluss bzw. eine geräuschbildende Enge vorliegt“ 
(Grassegger  2001,  S.  43).  Zur  systematischen  Charakterisierung  der  Konsonanten 
werden Angaben zur Stimmtonbeteiligung, dem artikulierenden Organ, der Artikula-
tionsstelle  sowie  dem  Artikulationsmodus  herangezogen.  Die  Stimmtonbeteiligung 
beschreibt, ob es sich um einen stimmhaften oder stimmlosen Konsonanten handelt. Sie 
ist  abhängig  vom Schwingen der  Stimmbänder.  Als  verschiedene  Artikulationsmodi 
sind Plosive, Nasale, Vibranten und geschlagene Laute, Frikative und Lateralfrikative, 
Laterale sowie Approximanten bekannt.
Bei  den  Plosiven  entsteht  durch  einen  völligen  Verschluss  bei 
gehobenem Gaumensegel ein Überdruck im Ansatzrohr, der zur Lösung der Okklusion 
führt.  Je  nach  dem zeitlichen  Verlauf  der  Stimmbandschwingungen  kann  zwischen 
stimmhaftem Plosiv (z.B. [b]) und stimmlosem Plosiv (z.B. [p]) unterschieden werden. 
Im  Gegensatz  zu  den  Plosiven,  bei  denen  der  Zugang  zum  Nasenraum  durch  das 
Gaumensegel  verschlossen  ist,  sind  die  Nasale  durch  gesenktes  Gaumensegel  bei 
völligem oralen  Verschluss  gekennzeichnet,  so  dass  die  Luft  durch  den  Nasenraum 
entweicht.  Im  Deutschen  kommen  die  Nasale  nur  als  stimmhafte  Laute  vor.  Als 
Beispiele sind das [m], das durch einen labialen Verschluss gebildet wird und das [n] 
mit alveolarem Verschluss zu nennen. Vibranten und geschlagene Laute unterscheiden 
sich nur in Bezug auf die Häufigkeit der Kontakte zwischen Artikulationsorgan und 
Artikulationsort  voneinander.  Die  Vibranten  [r,  ]  entstehen  durch  das  wiederholte 
Anschlagen des Zäpfchens an den gehobenen Zungenrücken. Bei den Frikativen findet 
kein  Verschluss  statt,  sondern  bei  gehobenem  Gaumensegel  wird  eine  Enge  im 
Mundraum gebildet, durch die die Luft unter Geräuschbildung hindurch gepresst wird. 
Bei Lateralfrikativen besteht ein zentraler Verschluss mit seitlicher Engebildung, durch 
die die Luft entweicht. Ein Beispiel für einen stimmhaften frikativen Laut mit alveolarer 
Engebildung ist das [z]. Das stimmlose Gegenstück bildet das [s]. Bei den Lateralen, 
wie z.B. dem alveolar gebildeten [l], findet sich ein zentraler Verschluss mit seitlicher 
Öffnung.  Die  auch  als  Halbvokale  bezeichneten  Approximanten  sind  durch  eine 
zentrale Verengung gekennzeichnet,  die aber so viel  Luft  hindurch lässt,  dass keine 
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frikative Geräuschbildung stattfindet.
 
Artikulationsmodus/-ort bilabial, 
labio-
dental
alveolar post-
alveolar
palatal, 
velar
glottal
Plosive stimmlos
stimmhaft




k

Frikative stimmlos 
stimmhaft





Z
C,  
Nasale   
Lateral 
Approximanten  
Vibranten r, 
 Abb. 2.2: Konsonantensystem des Standarddeutschen in Anlehnung an 
Grassegger (2001)
2.1.3 Vokale
Bei den Vokalen findet weder ein Verschluss noch eine Engebildung statt, es liegt ein 
„zentral offenes Ansatzrohr“ vor (Grassegger 2001, S. 53). Sie werden charakterisiert 
nach der Artikulationsstelle (entspricht der horizontalen Position des höchsten Zungen-
punktes),  der  Zungenhöhe  und  der  Lippenstellung  (gerundet  oder  ungerundet).  Das 
Vokaltrapez  (Abb.  2.3)  ist  ein  zweidimensionales  Koordinatensystem,  in  dem  alle 
Vokalartikulationen repräsentiert sind. Man erhält es, indem man die Zungenhöhe (und 
damit den Öffnungsgrad des Vokaltraktes) auf einer vertikalen Achse aufträgt und die 
Position des höchsten Zungenpunktes auf einer horizontalen Achse wiedergibt, bei der 
das linke Ende dem vorderen palatalen Teil  des Mundraumes, das rechte Ende dem 
hinteren  velaren  Teil  entspricht.  Demnach  kennzeichnen  die  äußersten  Punkte  des 
Vokaltrapezes die Extremstellungen der Zunge und werden als Eckvokale bezeichnet: 
Beim  [i:]  ist  der  Zungenrücken  am  weitesten  vorne,  beim  [u:]  befindet  sich  der 
Zungenrücken oben und weit zurückgezogen, beim [a:] ist der Vokaltrakt so weit offen 
wie möglich, d.h. die Zunge liegt ganz tief (siehe Abb. 2.4). Der Übergang zwischen 
den Vokalen ist fließend: Zwischen [i:] und [a:] liegen [e:] und [:], zwischen [u:] und 
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[a:] befinden sich [o:] und [].
Abb. 2.3: Vokaltrapez des Standarddeutschen nach Pompino-Marschall (1995). Die 
Laute [i], [e], [y], [2], [o] und [u] kennzeichnen in dieser Abbildung Langvokale und 
können deshalb, wie im Text geschehen, mit nachfolgendem Doppelpunkt 
gekennzeichnet werden. 
Abb. 2.4: Darstellung der Zungenlage bei der Realisierung der Eckvokale [a:], [i:] und 
[u:] nach Pompino-Marschall (1995)
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2.2 Sprachproduktion
Aufgrund der Komplexität der neuronalen Netzwerke, die an der Transformation eines 
gedanklichen Inhaltes in ein gesprochenes Wort beteiligt sind, gibt es eine Vielzahl von 
Studien, die unterschiedlichste Aspekte der Sprache und des Sprechens  thematisieren. 
Zwei Modelle, die gemeinsam betrachtet fast den gesamten Prozess der Wortproduktion 
darstellen, sind das Sprachproduktionsmodell von Levelt et al (1999), das sich vor allem 
auf die linguistische Ebene bezieht, und das DIVA Modell von Guenther et al. (2006) 
zur Beschreibung der motorischen Transformation.
2.2.1 Modell der Sprachproduktion nach Levelt et al. (1999)
Levelts  Modell  zur  Sprachproduktion  (Levelt  et  al.  1999,  Indefrey  & Levelt  2004) 
beginnt auf linguistischer Ebene mit dem Vorgang der Konzeptualisierung (siehe Abb. 
2.5). Der Sprecher  aktiviert über verschiedene Wege (z.B. ein Bild, das er benennen 
soll, oder im Kontext einer Unterhaltung) ein mentales Konzept, das eine präverbale 
Vorstellung  der  Bedeutung,  die  vermittelt  werden  soll,  enthält.  Über  spezifische 
Knotenpunkte werden die zu diesem Konzept möglicherweise passenden Wörter, die 
Levelt auf dieser Stufe als Lemmata bezeichnet, aus dem mentalen Lexikon aktiviert. 
Die Auswahl eines Lemmas erfolgt nach dem Mehrheitsprinzip, d.h. das Lemma mit 
der  größten  Aktivierung  erreicht  die  nächste  Stufe  des  Verarbeitungsprozesses.  Die 
Bezeichnung  Lemma macht  deutlich,  dass  nicht  nur  ein  Wort  als  Bedeutungsträger 
abgerufen  wird,  sondern  dass  neben  inhaltlichen  Informationen  auch  syntaktische 
Eigenschaften,  wie  z.B.  Wortklasse,  Tempus,  Genus  und  Numerus,  mit  eingebracht 
werden.  Im nächsten  Arbeitsschritt  wird  das  Lemma morphophonologisch  encodiert 
und die phonologische Gestalt festgelegt. Hierzu müssen Informationen über Morpho-
logie,  Metrik  und Gliederung aus  dem mentalen  Lexikon abgerufen  werden.  Levelt 
betont  an  dieser  Stelle,  dass  diese  Informationen  nur  für  das  ausgewählte  Lemma 
abgerufen werden und nicht für alle über den Lemmaknoten aktivierten Einträge. Das 
Ziel der  phonologischen Encodierung ist die Weiterverarbeitung des Lemmas in ein 
phonologisches Wort. Zu dessen Erstellung werden zunächst der metrische Rahmen und 
die  segmentale  Struktur,  die  aus  abstrakten  phonemähnlichen  Einheiten  besteht, 
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getrennt bearbeitet. 
Abb.2.5: Modell zur Sprachproduktion nach Levelt et al. (1999) 
Nach  Zusammenbringen  dieser  Informationen  erfolgt  die  Prosodifizierung  und 
Silbifizierung, bei der die aufeinander folgenden Segmente zu Silben zusammengestellt 
werden. Dies geschieht kontextabhängig, d.h. dass keine vorgegebene Schablone für die 
Erstellung  der  Silben  existiert,  sondern  die  Erstellung  der  Silbenstruktur  „online“ 
abläuft. In der  phonetischen Encodierung wird das phonologische Wort in artikula-
torische  Gesten  aufgeschlüsselt.  Diese  Gesten  definieren  keine  exakten  motorischen 
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Programme, sondern artikulatorische Ziele (z.B. Lippenschluss), die auf unterschied-
liche  Art  und  Weise  realisiert  werden  können.  Einen  erheblichen  Einfluss  auf  das 
endgültige  Motorprogramm,  das  erst  später  anhand  der  artikulatorischen  Gesten 
berechnet wird, hat z.B. das Phänomen der Koartikulation. Für hochfrequente Silben 
sind die artikulatorischen Gesten in einem mentalen  Silbenspeicher (Syllabarium) als 
Ganzes  abgelegt.  Bei  seltenen Silben ohne Eintrag im Syllabarium müssen die  ent-
sprechenden Gesten aus bekannten artikulatorischen Gesten für die einzelnen Segmente 
der Silbe zusammengesetzt werden. Zur Überwachung der korrekten Silbenproduktion 
nennt  Levelt  zwei  Subsysteme  der  Selbstkontrolle. Die  externe  Schleife nutzt  die 
auditive Wahrnehmung der selbst gesprochenen Silbe (overt speech) und kann Fehler 
erst  nach  Abschluss  der  Silbenproduktion  registrieren.  Die  interne  Schleife dagegen 
nutzt  eine  interne  Repräsentation  (internal  speech)  der  sich  gerade  in  Produktion 
befindenden Silbe und kann Fehler somit vor Abschluss der Artikulation detektieren 
und korrigieren.
Die  Ausführung  der  Artikulation  durch  ein  komplexes  neuronales  Netzwerk 
beschreibt Levelt nicht näher, so dass zur weiteren Erklärung des Sprachprozesses das 
Modell  von  Guenther  et  al.  (2006)  herangezogen  werden  kann.  Die  Ebene  der 
Verknüpfung beider Modelle ist Levelts Syllabarium, das funktionell der phonemischen 
Karte aus Guenthers Modell entspricht. 
2.2.2 DIVA Modell nach Guenther et al. (2006)
Das DIVA Modell (DIVA = Directions Into Velocities of Articulators) von Guenther et 
al.  (2006)  ist  ein  rechnergestütztes  Modell  des  neuronalen  Netzwerkes  zur  Sprach-
produktion.  Die Bezeichnung als  neuronales Netzwerkmodell  bedeutet,  dass die von 
Guenther  entwickelten  Verarbeitungsschritte  die  neuronalen  Vorgänge  im  Gehirn 
simulieren.  Die  Zellaktivitäten  und  synaptischen  Übertragungen  werden  durch 
mathematische  Gleichungen  charakterisiert  und  die  einzelnen  Komponenten  des 
Modells, in denen die jeweiligen Prozesse stattfinden, können direkt auf Kortexareale 
übertragen werden. Das Modell besteht aus neuronalen Karten (maps), die funktionelle 
Zellverbände  enthalten.  In  jeder  Karte  findet  eine  neuronale  Repräsentation  der 
Informationen,  die  gerade  Bestandteil  des  Arbeitsprozesses  sind,  statt.  Die 
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Verbindungen  zwischen  den  neuronalen  Karten  stellen  die  Umwandlung  einer 
Repräsentationsform in  eine  andere  dar,  also  die  synaptische  Verbindung  zwischen 
verschiedenen  Kortexarealen  und  damit  die  Verarbeitung  der  Informationen  auf 
verschiedenen Ebenen.
Abb. 2.6: Sprachproduktionsmodell nach Guenther et al. (2006)
Das Modell beschäftigt sich mit der motorischen Verwirklichung von Sprecheinheiten. 
Eine Sprecheinheit ist ein Phonem, eine Silbe, ein Wort oder ein kurzer Ausdruck. Das 
Modell  umfasst  zwei  Säulen  zur  Steuerung der  Produktion  einer  Sprecheinheit:  das 
feedforward-Kontrollsystem und  das  feedback-Kontrollsystem (siehe  Abb.  2.6).  Die 
Informationen  aus  beiden  Systemen  werden  im  primären  Motorkortex  zusammen-
gebracht. Von Guenther nicht weiter ausgeführt sind die darauf folgenden Schritte der 
Umsetzung der motorischen Programme über die Aktivierung der für die Artikulation 
wichtigen Muskulatur.
Gemeinsamer  Ausgangspunkt  für  das  feedforward-  und  feedback-
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Kontrollsystem  ist  die phonemische  Karte (speech  sound  map).  Hier  findet  die 
phonologische  Repräsentation  der  abgespeicherten  Sprecheinheiten  statt.  Guenther 
lokalisiert  diese  Region  im  linken  ventralen  prämotorischen  Kortex  und/oder  dem 
posterioren Broca-Areal (siehe Abb. 2.7). Im Modell wird jede Sprecheinheit von einer 
Zelle vertreten, während Guenther diese Aufgabe im Gehirn einer Gruppe von Zellen 
zuordnet.  Während der  Lernphase  des  Sprechens  wird  bei  der  Wahrnehmung eines 
neuen Lautes eine noch „freie“ Zelle der phonemischen Karte rekrutiert und es werden 
Verbindungen zwischen dieser Zelle und dem akustischen Eindruck eines Lautes, einer 
Silbe oder eines Wortes gebahnt. Da die Zellen also sowohl während der Sprachpro-
duktion als auch während der Sprachwahrnehmung aktiviert sind, handelt es sich laut 
Guenther  um  spiegelneuronale  Repräsentationen.  Nach  der  Lernphase  führt  die 
Aktivierung der entsprechenden Zelle zur Einleitung der Realisierung der Sprecheinheit 
über das feedforward- und feedback-System. 
Abb. 2.7: Feedback-System nach Ghosh (2004): Die phonemische Karte des 
prämotorischen Kortex (P) aktiviert die Soll-Zustände, die in der auditorischen (ΔAu) 
bzw. somatosensorischen (ΔS) Differenzkarte mit den Signalen der auditorischen (Au) 
bzw. somatosensorischen (S) Ist-Karte verglichen werden. M: Primärer Motorkortex
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Abb. 2.8: Direkte Transformation eines Fehlersignals in eine motorische Bewegung 
nach Gosh (2004): Das Fehlersignal wird aus der auditorischen (ΔAu) bzw. somato-
sensorischen (ΔS) Differenzkarte direkt zum primären Motorkortex (M) projiziert.
Das  feedback-Kontrollsystem  (siehe Abb. 2.7 und Abb. 2.8)  nutzt zwei sensorische 
Systeme, das auditorische System und das somatosensorische System. Beide arbeiten 
nach  dem  gleichen  Prinzip.  Soll  eine  Sprecheinheit  realisiert  werden,  führt  die 
entsprechende Zelle der phonemischen Karte zur Aktivierung der Soll-Zustände des zu 
produzierenden Lautes. Unter Soll-Zustand ist die interne Vorstellung, welche kortikale 
Aktivität  die  Wahrnehmung  des  selbst  produzierten  Lautes  hervorrufen  soll,  zu 
verstehen.  In  höheren  sensorischen  Arealen  wird  die  Aktivität  der  tatsächlichen 
Wahrnehmung des gerade produzierten Lautes mit der Zielvorgabe verglichen. Wird 
hier  keine  Übereinstimmung festgestellt,  entsteht  ein  Fehlersignal,  das  über  erlernte 
Projektionen zwischen sensorischen Differenzzellen und Motorkortex direkt in einen 
korrekten motorischen Befehl umgewandelt wird. Auch das feedback-Kontrollsystem 
ist  in  verschiedene  neuronale  Karten  untergliedert:  eine  auditorische  Ist-Karte,  eine 
somatosensorische  Ist-Karte,  eine  auditorische  Differenzkarte  sowie  eine 
somatosensorische Differenzkarte (siehe Abb. 2.7).
In  der  auditorischen  Ist-Karte (auditory  state  map)  werden  die  tatsächlich 
realisierten  Sprecheinheiten  kortikal  repräsentiert,  d.h.  die  Wahrnehmung  des  selbst 
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produzierten akustischen Signals führt zu einem gewissen kortikalen Aktivitätsmuster. 
Diese auditorische Ist-Karte lokalisiert Guenther im primären Hörkortex sowie in nahe 
benachbarten Arealen (BA 41, 42, 22). In der somatosensorischen Ist-Karte (somato-
sensory state map) werden taktile Wahrnehmungen und propriozeptive Informationen 
über die Stellung der Artikulatoren als bestimmte Aktivitätsmuster repräsentiert. Diese 
Karte vermutet Guenther in der Region der sensiblen Repräsentation der Artikulatoren 
(BA 1, 2, 3, 40, 43).
Die  Soll-Zustände, welche mit der Aktivität der Ist-Karte verglichen werden, 
sieht Guenther in den Verbindungen zwischen motorischen und höheren sensorischen 
Arealen.  Diese  Verbindungen  verlaufen  sowohl  kortiko-kortikal  als  auch  trans-
cerebellär. Für das auditorische feedback-System aktivieren die Projektionen zwischen 
den frontalen motorischen Arealen (BA 6 lateral und BA 44) und dem Gyrus temporalis 
superior (BA 22) die auditive Erwartung des Lautes, der gerade produziert wird. Diese 
Erwartung beruht auf der früher wahrgenommen Produktion dieses Lautes durch andere 
Sprecher und auf den schon erfolgreichen eigenen Produktion. Das somatosensorische 
System  realisiert  seine  Soll-Zustände  über  Projektionen  zwischen  prämotorischen 
Arealen und dem vorderen Gyrus supramarginalis sowie dazu benachbarten Strukturen 
(v.a. BA 40 und eventuell auch Teile von BA 1, 2, 3, 43). Diese propriozeptiven und 
taktilen Erwartungen wurden während früherer korrekter Realisierungen erworben. Die 
Soll-Zustände charakterisiert Guenther als multidimensionale Regionen, die sich mit der 
Zeit  verändern  können.  Ihre  Encodierung  erfolgt  über  die  Bahnung  von  Synapsen 
zwischen den Zellen der phonemischen Karte und den Zellen der höheren sensorischen 
Areale.  Diese Bahnungen haben räumliche und zeitliche Bezüge,  d.h.  sie  geben für 
bestimmte  Zeitpunkte  (hier  jede  msec)  bestimmte Ziele  vor.  Diese  Soll-Zustände 
werden mit der aktuellen Wahrnehmung des produzierten Lautes verglichen. Liegen die 
durch Wahrnehmung verursachten Aktivierungen außerhalb der Zielregion, wird in der 
jeweiligen  Differenzkarte  (error  map)  ein  Fehlersignal  generiert.  Die  Aktivität  der 
Zellen in der jeweiligen Differenzkarte kodiert die Differenz zwischen Soll-Zustand und 
tatsächlicher  Wahrnehmung  und  projiziert  über  erlernte  Verbindungen  zum  Motor-
kortex (siehe Abb. 2.8). Über diese Verbindungen werden sensorische Fehlersignale in 
motorische Bewegungen transformiert um den Fehler zu korrigieren. Die auditorische 
Differenzkarte (auditory error map) vermutet Guenther in der linken hinteren Fissura 
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Sylvii und dem lateralen hinteren Gyrus temporalis superior. Die  somatosensorische 
Differenzkarte (somatosensory error map) lokalisiert er im inferioren parietalen Kortex 
entlang  des  anterioren  Gyrus  supramarginalis.  Die  Projektionen  zwischen  der 
Differenzkarte und motorischen Arealen sollen laut Guenther in der frühen Lernphase 
entstehen  (babbling),  in  der  die  Beziehung  zwischen  motorischem  Befehl  und 
sensorischer  Konsequenz  hergestellt  wird.  Bei  häufiger  Fehlermeldung  hinsichtlich 
einer  Sprecheinheit  im  somatosensorischen  oder  auditorischen  System  wird  das 
motorische Programm der entsprechenden Sprecheinheiten korrigiert.
Das  feedforward-Kontrollsystem  entwickelt  sich  erst  während  des  Sprach-
erwerbs und gewinnt mit zunehmender Sprechübung an Bedeutung, bis schließlich das 
feedback-System nur noch benötigt wird, wenn externe Störfaktoren die Steuerung des 
feedforward-Systems  beeinflussen.  Die  ersten  Lautproduktionen  sind  durch  das 
feedback-Kontrollsystem gesteuert. Das feedforward-System entwickelt sich erst durch 
die  Übernahme  der  motorischen  Befehle,  die  durch  das  feedback-System  generiert 
werden.  Im  Laufe  der  Entwicklung  übernimmt  das  feedforward-System  die 
entscheidende  Rolle  bei  der  Lautproduktion.  Wichtig  ist  das  feedback-System  zum 
einen beim Auftreten äußerer Störfaktoren, zum anderen aber auch, um die motorischen 
Programme, vor allem während des Wachstums, auf die sich verändernden Größen-
verhältnisse der an der Artikulation beteiligten Strukturen abzustimmen.
Die  Rolle  von  feedback-  und  feedforward-Kontrolle  während  der  senso-
motorischen Entwicklung des Sprechens beschreiben Kröger et al. (2006) anhand eines 
computerimplementierten Modells. Kröger gliedert den Prozess des Spracherwerbs in 
eine prälinguistische und eine linguistische Phase. In der prälinguistischen Phase, die im 
Englischen als babbling phase bezeichnet wird, entwickelt sich das feedback-System in 
drei Schritten: Während der  stummen Artikulation erfolgt  zunächst die Verknüpfung 
zwischen  zufälligen  motorischen  Bewegungen  des  Artikulationstraktes  und  den 
entsprechenden somatosensorischen feedback-Signalen (Abbildung somatosensorisch-
nach-motorisch). Es folgt die  quasistationäre vokalische Artikulation,  bei der motori-
sche  Bewegungen  mit  auditiven  feedback-Signalen  verknüpft  werden  (Abbildung 
auditorisch-nach-motorisch). In der Phase der  verschlussbildenden Artikulationsbewe-
gungen erfolgt der Aufbau und das Training der Abbildungen somatosensorisch-nach-
motorisch  und  auditorisch-nach-motorisch  für  verschlussbildende  Artikulationsbewe-
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gungen. Die prälinguistische Phase verläuft in der Entwicklung des Kindes bis etwa zur 
Vollendung des ersten Lebensjahres. Danach findet die linguistische Phase statt, bei der 
aufbauend auf den oben beschriebenen Verknüpfungen die Imitation muttersprachlicher 
Laute und Wörter im Vordergrund steht. Dabei wird ein mentales Lexikon angelegt, das 
neuronale Repräsentationen für Laute, Silben und Wörter umfasst. Es entwickeln sich 
zum einen Verknüpfungen zwischen dem mentalen Lexikon und somatosensorischen 
Repräsentationen, zum anderen gewinnt das feedforward-System durch den Aufbau von 
Verknüpfungen zwischen dem mentalen Lexikon und motorischen Repräsentationen bei 
der Lautproduktion eine immer bedeutendere Rolle.
Die feedforward-Kontrolle beschreiben Guenther et al. (2006) in ihrem Modell 
als  Projektionen  der  phonemischen  Karte  im  prämotorischen  Kortex  zum primären 
Motorkortex. Diese Projektionen verlaufen sowohl direkt kortiko-kortikal als auch vom 
Prämotorkortex über die pontinen Kerne zum Kleinhirn, das wiederum in Verbindung 
mit dem motorischen Kortex steht (siehe Abb. 2.9). Außerdem kann das Kleinhirn auch 
Informationen aus höheren auditorischen und somatosensorischen Arealen erhalten und 
verarbeiten.
Abb. 2.9: Feedforward-System nach Ghosh (2004): Die phonemische Karte (P) 
projiziert direkt und über das Kleinhirn zum primären Motorkortex (M).
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Die Zellen der phonemischen Karte leiten keine exakten motorischen Befehle weiter, in 
denen die Aktivität der an der Artikulation beteiligten Muskeln genau charakterisiert ist. 
Guenther  beschreibt  die  Befehle  des  feedforward-Systems als  „gestural  scores“  und 
stellt  sein  Modell  in  den  Kontext  des  Sprachproduktionsmodells  von  Levelt  et  al. 
(1999).  Der  mentale  Silbenspeicher  (Syllabarium)  in  Levelts  Modell  wird  nach 
Guenther durch die Zellen der phonemischen Karte und deren neuronale Verbindungen 
zu  motorischen  Plänen  und  zu  den  sensorischen  Erwartungen  der  Sprecheinheiten 
geformt.  Für  häufig  verwendete Silben  sind  im  mentalen  Silbenspeicher  gestisch-
artikulatorische Ablaufpläne (gestural scores) zur Realisierung einer Silbe abgelegt. Das 
Ausmaß der einzelnen Muskelaktivität ist dabei noch nicht festgelegt, sondern wird erst 
später  im  Rahmen  der  motorischen  Realisierung  definiert,  so  dass  z.B.  ko-
artikulatorische Prozesse berücksichtigt werden können.
Der  primäre Motorkortex  ist  die  unterste  Instanz,  die  Guenther  beschreibt. 
Hier werden  die  Informationen  aus  feedforward-  und  feedback-Kontrollsystem  zu 
motorischen  Befehlen  integriert.  Die  Verarbeitung  erfolgt  über  drei  untergeordnete 
neuronale Karten (motor cortex velocity and position maps). Die Stellungskarte (motor 
cortex  position  map)  beschreibt  eine  Zellpopulation,  die  Informationen  über  die 
Stellung  der  Artikulatoren  enthält.  Die  feedforward-Bewegungskarte  (feedforward 
motor  cortex  velocity  map) repräsentiert  Bewegungsbefehle,  welche  aus  dem 
feedforward-System abgeleitet wurden. Die feedback-Bewegungskarte (feedback motor 
cortex velocity map) verarbeitet die Bewegungsbefehle aus dem feedback-System. Die 
Informationen  aus  dem  feedforward-Kontrollsystem  erreichen  den  primären 
Motorkortex entweder direkt aus den prämotorischen Arealen oder von dort aus über 
das Kleinhirn. 
Die Zellen der primär motorischen Stellungskarte, die schließlich die Bewegung 
der  Artikulatoren  des  Modells  veranlassen,  bilden  zu  jedem  Artikulator  ein 
antagonistisches Paar und repräsentieren dessen Stellung. Ihre Aktivität zum Zeitpunkt t 
ist eine komplexe Funktion M(t), bei der die initiale Stellung des Artikulationstraktes 
M(0), der Einflussfaktor der feedforward-Kontroll  αff und der feedback-Kontrolle  αfb, 
die  Sprechrate  g(t)  sowie  die  Verarbeitung  der  Bewegungsinformationen  aus 
feedforward-Kontrollsystem M˙ Feedforward  und feedback-Kontrollsystem M˙ Feedback  mit-
einbezogen werden.
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Die  Umwandlung  kortikaler  Aktivität  in  Bewegungen  der  Artikulatoren  eines 
simulierten  Artikulationstraktes,  eines  Sprachgenerators,  beschreibt  Guenther  mit 
folgender Funktion fMAr. 
Die  Stellung der  Artikulatoren  Artic(t)  ist  demnach abhängig  von der  Aktivität  der 
Zellen der Stellungskarte M(t), der Zeit τMAr, die benötigt wird bis sich ein motorischer 
Befehl auf die Stellung der Artikulatoren auswirkt,  sowie von externen Störfaktoren 
Pert(t), die hinzugefügt werden können (z.B. die Beschwerung des Unterkiefers). Dabei 
ist  zu betonen, dass die Funktion Artic(t)  keine Zellaktivität  beschreibt,  sondern die 
Stellung der Artikulatoren definiert, durch die der Rohschall so moduliert wird, dass ein 
akustisches Sprachsignal entsteht (siehe Kap. 2.1). 
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2.3 Sprachwahrnehmung
2.3.1 Anatomie und Physiologie des Hörens
Die Grundlage der Sprachwahrnehmung ist das Hören. Der Begriff  Hören beschreibt 
die Wahrnehmung und Verarbeitung eines Schallereignisses, das durch Frequenzgehalt 
und Schalldruck charakterisiert ist. Die Schallfrequenz bestimmt die Tonhöhe, d.h. je 
höher die Frequenz ist,  desto höher wird der Ton empfunden. Das menschliche Ohr 
kann  Frequenzen  zwischen  ca.  16Hz  und  20000Hz  wahrnehmen.  Die  objektive 
Lautstärke ist vom Schalldruck abhängig und wird in der Praxis als Schalldruckpegel in 
dB angegeben. Die Hörschwelle liegt bei ungefähr 4dB, ein normales Gespräch bei etwa 
60dB und die Schmerzschwelle ist bei ca. 130dB erreicht (Zenner 1997). Das Hören 
verläuft vom Ohr bis zum Hörkortex über die verschiedenen Stationen der Hörbahn, die 
in Abb. 2.10 mit ihren wichtigsten Komponenten gezeigt ist und im Folgenden kurz 
dargestellt  wird.  Aufgrund  der  Komplexität  der  Hörbahn  werden  dabei  nicht  alle 
Verschaltungen berücksichtigt.
Abb. 2.10: Schematische Darstellung der zentralen Hörbahn nach Zenner (1997)
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Der  Schall  gelangt  über  Luftleitung  im  äußeren  Gehörgang  zum  Trommelfell  und 
versetzt dieses in Schwingung. Die Gehörknöchelchen leiten diese Schwingungen auf 
die Lymphflüssigkeit und die Basalmembran des Innenohrs weiter. Durch Abscherung 
der Härchen der Haarzellen auf der Basilarmembran werden die Sinneszellen stimuliert 
und geben ein Signal  an die afferenten Fasern des Hörnervs weiter.  Dieser verläuft 
durch den inneren Gehörgang und tritt als  Radix cochlearis in die Medulla oblongata 
ein. Hier erfolgt im  Nucleus cochlearis ventralis oder im  Nucleus cochlearis dorsalis 
die erste Umschaltung. Der Großteil der Fortsätze aus dem Nucleus cochlearis ventralis 
kreuzt entweder direkt oder nach Umschaltung im ipsilateralen superioren Olivenkern 
im Corpus trapezoideum auf die Gegenseite zum Lemniscus lateralis. Die Faserbündel 
aus  dem  Nucleus  cochlearis  dorsalis  verlaufen  als  Striae  acusticae  dorsales  zur 
Gegenseite  und  schließen  sich  dem  Lemniscus  lateralis  an,  der  hauptsächlich  in 
tonotopischer Ordnung im Hauptkern des Colliculus inferior endet. Dieser ist zum einen 
Schaltstelle für akustische Reflexe, zum anderen beginnt hier der Pedunculus colliculi 
inferioris,  der  zum  Corpus  geniculatum  mediale zieht.  Vom  Corpus  geniculatum 
mediale nimmt die Hörstrahlung, Radiatio auditiva, ihren Ausgang. Sie zieht durch die 
Capsula interna zur  Hörrinde des Temporallappens. Der Gyrus temporalis transversus 
entspricht dem BA 41 und stellt  den  primären Hörkortex dar.  Dieser  wird von den 
sekundären Rindenfeldern, den BA 42 und 22, umgeben, in denen eine höhergradige 
Verarbeitung der akustischen Perzeption stattfindet (Kahle 2001, Zenner 1997).
2.3.2 Auditive Sprachwahrnehmung
Ein  akustisches  Sprachsignal  ist  ein  sehr  komplexes  Schallereignis,  das  neben  den 
Eigenschaften wie Tonhöhe und Lautstärke auch durch seine Bedeutung, die der Hörer 
im  Kontext  erkennen  und  entschlüsseln  muss,  charakterisiert  ist.  Bei  der  genauen 
Definition  eines  akustischen  Sprachsignals  treten  zwei  Probleme  auf:  die  fehlende 
Invarianz  und  die  Unsegmentierbarkeit  (Pompino-Marshall  1995).  Der  Begriff  der 
fehlenden  Invarianz bedeutet,  dass  einem  einzelnen  Laut  aufgrund  eines 
unterschielichen  Kontextes  häufig  kein  eindeutiges  akustisches  Signal  zugeordnet 
werden kann. In Abb. 2.11 sind die Sonogramme der Silben [du] und [di] schematisch 
dargestellt. Obwohl es sich in beiden Fällen um denselben Plosivlaut handelt, wird der 
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Laut  [d]  je  nach  vokalischem Kontext  durch  unterschiedliche  Transitionen gebildet. 
Trotz dieser und weiterer Unterschiede, die z.B. durch die unterschiedliche Sprechweise 
der einzelnen Sprecher verursacht werden, nimmt der Hörer immer dasselbe Phonem 
wahr, was als Wahrnehmungskonstanz bezeichnet wird (Goldstein 1997).
Abb.2.11: Schematische Sonogramme der Silben [du] und [di] nach Pompino-Marschall 
(1995). Die Kreise markieren die unterschiedlichen Transitionen des Plosivs [d].
Die  Unsegmentierbarkeit der Sprachsignale zeigt sich darin, dass bei der technischen 
Synthese eines Lautes kein sprachliches Signal entsteht, wenn z.B. nur die Transitionen 
des Konsonanten [d] aus einer der oben dargestellten Silben ohne die anschließenden 
Formanten  des  Vokals  gebildet  werden.  Stattdessen  entsteht  ein  nichtsprachliches 
Geräusch,  obwohl  dieselben  Transitionen  im  Silbenkontext  als  Konsonant  wahr-
genommen werden. 
Angesichts  dieser  Probleme stellt  sich  die  in  der  Literatur  häufig  diskutierte 
Frage, ob die auditiven Mechanismen zur Wahrnehmung von Tonhöhe und Lautstärke 
ausreichend  sind,  um  die  Komplexität  eines  Sprachsignals  zu  erfassen  oder  ob  es 
spezifische  Verarbeitungsmechanismen  für  Sprache  gibt.  Etabliert  hat  sich  neben 
anderen Theorien, die hier nicht eingehend dargestellt  werden, die  Motortheorie der  
Sprachwahrnehmung (Liberman et al. 1967, Liberman & Mattingly 1985), die auf der 
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Annahme  einer  engen  Verknüpfung  zwischen  Sprachproduktion  und  Sprachwahr-
nehmung basiert. Liberman & Whalen (2000) gehen davon aus, dass die Grundelemente 
der linguistischen Kommunikation – sowohl der Wahrnehmung als auch der Produktion 
– nicht die akustischen Laute sind, sondern die artikulatorischen Gesten, die diese Laute 
generieren. Die Gesten, die konkrete Verformungen des Vokaltraktes spezifizieren, sind 
phonetischer Natur und grenzen sich damit von nicht-phonetischen Bewegungen ab. Die 
artikulatorischen Gesten sind dabei mit Atomen zu vergleichen, die zu Molekülen, d.h. 
phonetischen Segmenten, zusammengesetzt werden. Es wird weiter davon ausgegangen, 
dass es ein phonetisches Modul gibt,  das sowohl für die Kombination der einzelnen 
Gesten bei der Artikulation als auch für die Perzeption dieser verantwortlich ist. Durch 
Rekonstruktion der Bedingungen, die nötig wären, um das wahrgenommene Signal zu 
produzieren,  werden die  einzelnen  Gesten  –  und damit  auch  die  einzelnen  Laute  – 
innerhalb des Sprachsignals identifiziert.  Im Gegensatz zu den variablen akustischen 
Signalen,  aus  denen  ein  Phonem gebildet  werden  kann,  ist  die  Beschreibung  eines 
Phonems durch einen bestimmten Satz phonetischer Merkmale eindeutig. 
Eng mit der motorischen Theorie der Sprachwahrnehmung verbunden, ist das 
Phänomen der kategorialen Wahrnehmung. Akustische Sprachsignale können demnach 
nur in einer begrenzten Zahl von Kategorien wahrgenommen werden. Dies zeigt sich 
z.B. bei einer am akustischen Signal künstlich erzeugten Veränderung der Vokaleinsatz-
zeit (voice onset time) nach einem Konsonanten in den Silben [da] und [ta]. Obwohl der 
zeitliche Abstand zwischen dem Beginn des Lautes und der voice onset time, also dem 
Einsetzen der Schwingung der Stimmbänder,  kontinuierlich verlängert wird,  nehmen 
die  Hörer  bis  zu  einem  gewissen  Schwellenwert  immer  den  Laut  [da]  wahr,  ohne 
Unterschiede festzustellen. Ist die voice onset time länger als dieser Schwellenwert, der 
als phonetische Grenze bezeichnet wird, nehmen die Versuchspersonen den Laut [ta] 
wahr, unabhängig davon, ob die Stimmeinsatzzeit nur wenig oder viel länger als die 
phonetische  Grenze  ist.  Die  Mechanismen,  die  durch  die  Motortheorie  der 
Sprachwahrnehmung und das Phänomen der kategorialen Wahrnehmung verständlich 
werden, sind die  Grundlagen höherer kortikaler  Prozesse zur  Verarbeitung und zum 
Verständnis von Sprachsignalen,  bei denen z.B. das Broca- und das Wernicke-Areal 
involviert sind.
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2.3.3 Visuelle Sprachwahrnehmung
Die  Wahrnehmung  von  Sprachsignalen  ist  nicht  nur  auf  die  akustische  Ebene 
beschränkt, sondern findet auch auf visueller Ebene statt. Dies zeigt der McGurk-Effekt: 
Werden  einer  Versuchsperson  z.B.  als  visuelles  Signal  die  Lippenbewegungen  von 
[gaga] und das akustische Signal von [baba] zeitsynchron dargeboten, nimmt sie [dada] 
wahr  (McGurk  &  MacDonald  1976).  Die  Beobachtung  der  Lippenbewegungen 
beeinflusst somit die Perzeption akustisch dargebotener Sprachsignale. Im Kontext der 
Motortheorie  der  Sprachwahrnehmung  lässt  sich  dies  dadurch  erklären,  dass  das 
phonetische  Modul  zur  Rekonstruktion  der  Gesten  alle  verfügbaren  Hinweise  nutzt. 
Gerade  die  Lippenbewegungen  haben  dabei  einen  entscheidenden  Einfluss,  da  sie 
direkte Informationen liefern, wie das wahrgenommene Sprachsignal erzeugt wurde.
Die  neuronalen  Mechanismen,  die  bei  der  audiovisuellen  Wahrnehmung von 
Sprache involviert  sind,  wurden in  diversen Studien diskutiert.  Calvert  et  al.  (1997) 
stellten  in  ihrer  fMRT-Studie  die  These  auf,  dass  Lippenlesen  die  Wahrnehmung 
akustischer Sprachsignale auf prälexikalischem Level, wahrscheinlich auf dem Level 
der  phonetischen  Klassifikation,  beeinflusst.  Entscheidend  für  diese  These  war  die 
Aktivität  im primären auditorischen Kortex und im auditorischen Assoziationskortex 
(BA 41, 42, 22) während die Probanden ein tonloses Video betrachteten, auf dem ein 
Sprecher  Nummern  zählte,  die  die  Probanden  ebenfalls  tonlos  (still)  nachsprechen 
sollten (ON-Kondition). Die neuronalen Aktivitätsmuster der ON-Kondition wurden mit 
den  Aktivitätsmustern  der  OFF-Kondition  verglichen.  Diese  bestand  in  der  stillen 
Wiederholung der Zahl „eins“ während der Betrachtung eines statischen Gesichts. Da in 
beiden Konditionen der vom Magnetresonanztomographen verursachte Hintergrundlärm 
vorhanden war,  ist  die  Mehraktivierung der  auditorischen Kortexareale  während der 
ON-Kondition im Vergleich zur OFF-Kondition somit nicht als Ausdruck der Wahr-
nehmung des vom Scanner verursachten Geräusches zu deuten. Des Weiteren zeigten 
die Autoren, dass auch Lippenbewegungen, die sprachlichen Signalen zwar ähneln, aber 
keine  Wörter  formen,  vergleichbare  kortikale  Regionen  aktivierten  wie  normales 
Lippenlesen. Im Gegensatz dazu, zeigten komplexe Lippenbewegungen ohne Ähnlich-
keit  zu  sprachlichen  Signalen  (z.B.  Zuckungen  des  unteren  Gesichts)  keine  Akti-
vierungen  im  auditorischen  Kortex.  Die  unterschiedliche  neuronale  Verarbeitung 
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bewegter und statischer Lippenbilder mit sprachlicher Information untersuchten Calvert 
&  Campbell  (2003)  in  einer  weiteren  Studie.  Probanden  wurden  Standbilder  und 
bewegte Sequenzen von Silben gezeigt. Sie sollten dabei durch Knopfdruck anzeigen, 
wenn sie  den  Laut  [v]  als  Standbild,  innerhalb  einer  Silbe  (z.B.  [vu:])  oder  in  der 
Kontrollbedingung  erkannten.  Als  Kontrollbedingung  wurde  das  Bild  eines 
geschlossenen Mundes überlagert  mit  dem geschriebenen Buchstaben V gezeigt.  Im 
Vergleich zwischen bewegten Sequenzen und der Kontrollbedingung spielte dabei vor 
allem  der  superiore  Teil  des  Temporallappens  eine  entscheidende  Rolle.  Bei  der 
Verarbeitung der dynamischen Lippenbewegungen traten somit unter anderem Aktivie-
rungen im Sulcus temporalis superior auf, die sich bis in den primären auditiven Kortex 
ausdehnten, obwohl keine akustische Stimulation stattfand. MacSweeney et al. (2000) 
untersuchten  darüber  hinaus  explizit  die  neuronalen  Aktivitätsmuster  während  des 
stillen  Lippenlesens  ohne  den  durch  den  Magnetresonanztomographen  verursachten 
Hintergrundlärm. Dazu trennten sie zeitlich die Aufgabe des stillen Lippenlesens und 
die Aufnahme des BOLD-Signals durch den Magnetresonanztomographen. Anhand der 
in der Literatur beschriebenen Daten sowie einer Pilotstudie schätzten die Autoren das 
Maximum des im fMRT gemessenen BOLD Signals auf ca. 6sec nach Stimulusbeginn. 
Daher  erfolgte  die  Aufnahme  eines  einzelnen  MR  Volumens  5-8sec  nach  der 
Präsentation des visuellen Stimulus, so dass die neuronale Aktivität durch die Wahr-
nehmung  des  Scanner-Geräusches  nicht  mit  erfasst  wurde.  Auch  unter  diesem 
Studiendesign  zeigten  sich  bei  allen  Probanden  Aktivierungen  im  BA  42  beidseits 
während  des  stillen  Lippenlesens.  Bei  einem  Probanden  fand  sich  zusätzlich  eine 
Aktivierung im primären auditorischen Kortex rechts. Ob visuell dargebotene Sprach-
signale in Form von Lippenbewegungen tatsächlich primäre auditorische Kortexareale 
aktivieren und im Folgenden über gleiche Prozessabläufe wie akustische Sprachsignale 
verarbeitet  werden,  ist  Gegenstand  aktueller  Forschung.  Bernstein  et  al.  (2002) 
bestätigen die Aktivierung von BA 41/42 durch die Beobachtung von stillen Lippen-
bewegungen  in  ihrer  Studie  nicht  und  sprechen  sich  daher  für  einen  modalitäts-
spezifischen Verarbeitungsprozess von Sprachsignalen aus.
Auch  die  Prozesse  zur  Integration  audio-visueller  Sprachsignale  werden  in 
verschiedenen Studien diskutiert. Calvert et al. (2000) stellten in diesem Zusammen-
hang  den  ventralen  Anteil  des  linken  Sulcus  temporalis  superior  als  Areal  der 
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Integration  verschiedener  Modalitäten  durch  multisensorische  Neuronen  dar.  Als 
einziges  kortikales  Areal  erfüllte  der  ventrale  Anteil  des  linken  Sulcus  temporalis 
superior  alle  drei  geforderten  Kriterien:  Er  wurde  bei  der  getrennten  Darbietung 
akustischer  und  visueller  Sprachsignale  aktiviert,  bei  der  kongruenten  Präsentation 
audio-visueller Sprachsignale war eine supra-additive Aktivierung zu beobachten und 
bei der Darbietung inkongruenter Sprachsignale zeigte sich eine sub-additive Aktivität. 
Wright  et  al.  (2003)  bestätigten  diese  Ergebnisse  und  beobachteten  in  ihrer  Studie 
stärkste  Aktivierung  des  Sulcus  und  Gyrus  temporalis  superior  bei  der  Darbietung 
audio-visueller Sprachsignale im Vergleich zur getrennten Präsentation akustischer und 
visueller Sprachsignale. Zusammenfassend gibt es somit deutliche Hinweise, dass im 
Sulcus  temporalis  superior  die  Querverbindung zwischen verschiedenen Modalitäten 
stattfindet.
Neben  den  Aktivierungen  im  superioren  temporalen  Kortex  zeigten  sich  im 
Zusammenhang mit stillem Lippenlesen Aktivierungen in inferioren frontalen Arealen 
einschließlich des Broca-Areals (Calvert & Campbell 2003, MacSweeney et al. 2000). 
Diese Ergebnisse bestätigten die Rolle des Broca-Areals, das lange Zeit ausschließlich 
als  klassisches  Sprachareal  gesehen  wurde,  und  angrenzender  Regionen  bei  der 
Beobachtung  motorischer  Bewegungen.  Da  vor  allem bei  der  Darbietung  statischer 
Bilder Aktivierungen im ventralen prämotorischen Kortex sowie dem intraparietalen 
Sulcus auftraten,  wurde von Calvert  & Campbell  (2003) die  These aufgestellt,  dass 
gerade  unbewegte  Bilder  die  parietofrontale  Schleife,  die  in  der  Beobachtung  und 
Imitation von Bewegungen involviert  ist,  in Anspruch nehmen.  Dies wurde mit  der 
Annahme  erklärt,  dass  die  Probanden  bei  der  Beobachtung  eines  Standbildes 
versuchten, die dazu passende Bewegung innerlich zu rekonstruieren. Die Ergebnisse 
zeigen,  dass die  Verarbeitung von Sprache  und die  Beobachtung und Imitation von 
Bewegungen über neuronale Mechanismen eng zusammenhängen und untermauern im 
Kontext der Motortheorie der Sprachwahrnehmung die Annahme, dass ein phonetisches 
Modul alle verfügbaren Hinweise nutzt, um die artikulatorische Geste als Grundeinheit 
der Sprache zu rekonstruieren. Vor diesem Hintergrund werden die Mechanismen der 
Imitation und des Lernens durch Nachahmung in Kapitel 2.5.2. näher betrachtet. 
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2.4. Visuelles Modell zur Artikulation
2.4.1. Der SpeechTrainer
Der  SpeechTrainer  ist  ein  von  Kröger  (2003a)  entwickeltes  visuelles  Modell  zur 
Artikulation.  Mit  Hilfe  der  anatomischen  Magnetresonanztomographie  wurden  die 
Artikulationsbewegungen  eines  deutschen  Normalsprechers  erfasst  und  mit  diesen 
Daten  ein  Computerprogramm  zur  realitätsnahen  Darstellung  der  Artikulations-
bewegungen in Form von zweidimensionalen mediosagittalen Schnittbildern entwickelt 
(siehe Abb. 2.12).
Abb. 2.12: Mediosagittale Darstellung des Artikulationstraktes mittels MRT (links) und 
SpeechTrainer (rechts) für den Buchstaben [m]
Der SpeechTrainer ermöglicht es, sowohl einzelne Laute in Form von Standbildern als 
auch  die  Bewegungen  des  Vokaltraktes  während  der  Produktion  von  Silben  und 
Wörtern in animierten Videosequenzen zu präsentieren. Dabei verläuft die Umwand-
lung vom Text zur animierten Videosequenz über drei Module (siehe Abb. 2.13). Im 
Graphem-Allophon-Modul erfolgt  die  Umsetzung  eines  eingegebenen  Textes  in 
Lautschrift.  Der  artikulatorische  Ablaufplan,  der  den  „zeitlichen  Verlauf  aller 
artikulatorische[n] Parameter“ (Kröger 2003a, S. 403) beschreibt, wird im temporalen 
Artikulationsmodell erstellt,  bevor  das  spatiale  Artikulationsmodell aus  diesen 
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Informationen zweidimensionale mediosagittale Schnittbilder mit einem Abstand von 
jeweils 40ms generiert, aus denen sich dann die fertige Videosequenz zusammensetzt.
Abb. 2.13: Module und Ebenen des SpeechTrainers nach Kröger (2003a)
Zur  Beschreibung  der  zeitlich-räumlichen  Aspekte  der  Artikulationsbewegungen 
definiert Kröger neun Parameter: Die sechs konsonantischen Parameter beziehen sich 
jeweils  auf  eine  physiologisch-artikulatorische  Funktionseinheit  (Lippen:  vokalisch-
verschlossen,  Zungenrücken:  vokalisch-gehoben,  Zungenspitze:  vokalisch-gehoben, 
Zungenspitze:  hinten-vorne,  Gaumensegel:  gesenkt-gehoben,  Stimmlippen:  ver-
schlossen-geöffnet).  Im  Rahmen  der  räumlichen  Koartikulation  wird  durch  den  je-
weiligen Parameter allerdings nicht nur der primäre Artikulator gesteuert, sondern es 
erfolgt auch die Steuerung der sekundären Artikulatoren. Drei Parameter beziehen sich 
nicht  auf  eine  einzelne  Funktionseinheit,  sondern  auf  die  Bewegungsbereiche  des 
gesamten  Artikulationsraumes  bei  der  vokalischen Artikulation  (vokalische  Gesamt-
form: tief-hoch, vokalische Gesamtform: hinten-vorne, Lippen: ungerundet-gerundet). 
Die  vokalische  Gesamtformung  ist  Ausgangspunkt  für  die  Realisierung  eines 
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Konsonanten, so dass die konsonantischen Parameter immer relativ wirken. 
Bei  der  Generierung von Sprechbewegungen werden artikulatorische  Ablauf-
pläne  erstellt.  Diese  definieren  für  jeden  Laut  die  entsprechenden  artikulatorischen 
Zielpunkte und den Zeitverlauf der artikulatorischen Bewegungen zum Erreichen dieser 
Zielpunkte. Auf dieser Ebene werden die räumlichen Ziele für Konsonanten und Vokale 
getrennt  voneinander  generiert.  So  wird  bei  der  Erstellung  der  Videosequenzen 
ermöglicht, Effekte der zeitlichen Koartikulation darzustellen. Dies bedeutet, dass schon 
während der Realisierung eines Konsonanten die Produktion des nachfolgenden Vokals 
vorbereitet wird. Am Beispiel der Silben [ma:] und [mi:] wird deutlich, dass sich schon 
während der Verschlussphase des Plosivs [m] die Zunge in die entsprechende Position 
für den nachfolgenden Vokal bewegt. Bei der Produktion von [ma:] befindet sich die 
Zunge also eher unten, bei [mi:] dagegen oben vorne (siehe Abb. 2.14)
Abb. 2.14: Position des Zungenrückens im Rahmen der Koartikulation während der 
Verschlussphase des Konsonaten [m] bei Produktion der Silbe [ma:] (mitte) und [mi:] 
(rechts) im Vergleich zur Verschlussphase des Konsonaten [m] ohne nachfolgenden 
Vokal (links)
Das  Verständnis  für  den  Aufbau  und  die  Bewegungen  des  Vokaltraktes  und  der 
Artikulatoren kann mit dem SpeechTrainer Stück für Stück aufgebaut werden. Unter 
dem  Menüpunkt  Markieren kann  zur  Erklärung  der  Anatomie  jede  Struktur  (z.B. 
Zunge, Stimmritze) einzeln rot markiert werden. Unter  Ansicht  → Artikulatoren wird 
eine  Übersicht  über  die  neun  verschiedenen  Parameter  aufgerufen,  die  im  Fall  der 
konsonantischen Parameter jeweils nach dem primären Artikulator benannt sind (siehe 
Abb.  2.15).  Dabei  ist  es  möglich,  die  Position  der  einzelnen  physiologisch-
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artikulatorischen Funktionseinheiten stufenlos zwischen den beiden Extremstellungen 
zu variieren und damit den gesamten Bewegungsbereich zu demonstrieren. Einzellaute 
oder  Silben  bzw.  Wörter  können  direkt  durch  Auswahl  der  entsprechenden  phone-
tischen  Lautsymbole  aus  einem  unter  Ansicht  → Laute aufrufbaren  Eingabefenster 
zusammengestellt werden (siehe Abb. 2.16). Unter Ansicht → Text ist es darüber hinaus 
möglich, einen beliebigen Text einzugeben, der dann in Lautschrift transformiert wird. 
Sowohl Silben und Wörter als auch Einzellaute können ausgehend vom Schwa-Laut 
animiert  dargeboten  werden.  Dabei  lässt  sich  die  Darstellungsgeschwindigkeit  unter 
Einstellungen → Geschwindigkeit im Bereich von x2 bis x1/64 der normalen Sprechrate 
variieren.  Nach  dem  Beginn  der  Videosequenz  kann  diese  zu  jedem  Zeitpunkt 
angehalten und die aktuelle Stellung der Artikulatoren betrachtet werden.
Abb. 2.15: Übersichtsfenster über veränderbare Parameter am SpeechTrainer
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 Abb. 2.16: Eingabefenster des SpeechTrainers für die IPA-Symbole. Im oberen 
Abschnitt sind die Vokale angeordnet, im unteren Teil befinden sich die Konsonanten
Es  gibt  verschiedene  Möglichkeiten  der  Darstellung,  die  unter  Einstellungen  → 
Darstellung  ausgewählt  werden  können.  So  lässt  sich  z.B.  die  Darstellung  der 
Halswirbel  sowie  die  Markierung  des  Ortes  der  Einspeisung  des  Phonationsschalls 
durch einen roten Punkt und des Rauschens bei Frikativen durch einen gelben Punkt 
ausblenden. Diese Benutzerfreundlichkeit und die schon beschriebene realitätsnahe Dar-
stellung der Artikulationsbewegungen machen den SpeechTrainer zu einem attraktiven 
Hilfsmittel in der logopädischen Therapie von Sprechstörungen. 
2.4.2. Bisherige Studien mit dem SpeechTrainer
Der Einsatz des SpeechTrainers in der Therapie von Sprechstörungen bei Erwachsenen 
und  Kindern  wurde  im  Rahmen  zweier  Diplomprojekte  im  Fach  Lehr-  und 
Forschungslogopädie  an  der  Medizinischen  Fakultät  der  RWTH Aachen  evaluiert.  
Gotto (2004)  untersuchte  in  einer  Einzelfallstudie  den  Einsatz  des  Speech-
Trainers  in  der  Therapie  von  Sprechapraxie  bei  einer  erwachsenen  Patientin.  Nach 
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einem ischämischen Mediaterritorialinfarkt links, der 6 Jahre zuvor stattgefunden hatte, 
litt die 47jährige Patientin zu Beginn der Studie an einer schweren Broca-Aphasie mit 
chronischem  Agrammatismus  und  einer  schweren  Sprechapraxie.  Während  ihres 
siebenwöchigen Aufenthaltes auf der Aphasiestation des Universitätsklinikums Aachen 
wurde der SpeechTrainer begleitend zu den sonstigen Therapien (z.B. reguläre logo-
pädische Therapie, Kommunikationsrunde, Musiktherapie) eingesetzt. Dabei diente der 
„SpeechTrainer  nur  als  Vermittlungstechnik  innerhalb  eines  spezifischen  Therapie-
konzeptes“ (Gotto 2004, S. 58), das auf segmentalen Prinzipien begründet war. Den 
Therapieverlauf  beschrieb  Gotto  als  sehr  positiv.  Sie  führte  die  Stabilisierung  des 
sprechmotorischen  Systems,  die  Verbesserung  der  Fähigkeit  zur  Koordination  von 
komplexen  Artikulationsbewegungen,  deutliche  Generalisierungseffekte  und  Ansätze 
zum Transfer als Belege dafür an, dass sich der SpeechTrainer als technisches Hilfs-
mittel  zur  Verbesserung  der  Sprechplanung  bei  der  untersuchten  Sprechapraxie-
Patientin eignete. Dabei betonte sie, dass aufgrund der Integration des SpeechTrainers 
in ein komplexes Therapiekonzept keine eindeutige Zuordnung der erzielten Effekte 
zum Einsatz  des SpeechTrainers möglich war.  Mit  Hilfe  eines speziell  entwickelten 
SpeechTrainer  Screenings  belegte  sie  aber  dennoch ihre  Hypothese,  dass  durch  den 
SpeechTrainer „artikulatorische Bewegungsmuster auf Silbenebene visuell identifiziert 
und  verbal  realisiert  werden  [können]“  (Gotto  2004,  S.  126).  Auf  der  Basis  dieser 
Ergebnisse  bewertete  Gotto  den  SpeechTrainer  insgesamt  als  „effizientes  und 
ökonomisches Hilfsmittel“ (Gotto 2004, S. 128), das die Therapie von Sprechapraxie 
sinnvoll ergänzen kann.
In  einem weiteren  Diplomprojekt  wurde  der  Einsatz  des  SpeechTrainers  bei 
Kindern  evaluiert  (Albert  2005).  Zunächst  stellte  Albert  in  einer  Pilotstudie  mit  11 
Kindern  die  Frage,  ob  Kinder  generell  mit  dem  SpeechTrainer  umgehen  und  die 
Transformation  der  abstrakten Bewegungen des  Programms in eigene  Artikulations-
bewegungen leisten können. Die teilnehmenden Kinder wiesen heterogene Störungs-
bilder auf (von rein phonetischen Störungen über phonetisch-phonologische Störungen 
bis hin zu Sprachentwicklungsstörungen) und waren entweder zum Zeitpunkt der Studie 
in  logopädischer  Therapie  oder  warteten  auf  einen  Therapieplatz.  Albert  bestätigte 
hierbei ihre These, „dass Kinder ab 4;6 Jahren dazu fähig sind, nach einer kurzen Ein-
führung in das Computerprogramm SpeechTrainer die mediosagittalen Artikulations-
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bewegungen zu erkennen und einzelne artikulatorisch-visuelle Lautmerkmale in ihrer 
eigenen Lautproduktion zu realisieren“ (Albert 2005, S.82). Des Weiteren zeigte sich 
eine Korrelation zwischen dem Alter der Kinder und der visuellen Erkennungsleistung 
von  Lautbewegungen,  wobei  Albert  anmerkte,  dass  die  jüngeren  Kinder  Einschrän-
kungen in ihrem Phoninventar und damit Lautproduktionsdefizite aufwiesen,  die die 
Testergebnisse  beeinflusst  haben  könnten.  Außerdem  erörterte  sie  die  Frage,  ob 
bestimmte Lautmerkmale besser erkannt werden als andere. Es stellte sich die folgende 
Reihenfolge mit abnehmender Erkennungsleistung heraus: Rundung der Lippen, Ort der 
Engebildung, Artikulator und Nasalität (beide an dritter Stelle), Stärke der Engebildung 
und Stimmhaftigkeit (beide mit schlechten Ergebnissen). Albert bestätigte damit ihre 
These, dass die Kinder auch den hinteren Mundbereich in der Darstellung des Speech-
Trainers wahrnehmen. 
Im  zweiten  Teil  ihrer  Arbeit  untersuchte  Albert  die  Wirksamkeit  einer 
Artikulationstherapie unter Einbeziehung des SpeechTrainers. Der SpeechTrainer wurde 
dabei in den Bereichen Förderung der auditiven Wahrnehmung, Förderung orofazialer 
Funktionen und  Aneignung des Lautsystems als visuelles Hilfsmittel eingesetzt und in 
ein bestehendes Gesamtkonzept integriert. Albert führte die Therapiestudie mit einem 
Jungen im Alter von 4;7 Jahren und einem Mädchen im Alter von 4,6 Jahren durch. 
Beide Kinder wiesen „eine phonetisch-phonologische Störung mit Einschränkung des 
Phonem-Inventars  bezüglich  der  Laute  [k]  und  []“  auf  (Albert  2005,  S.91).  Die 
phonetische Therapie für den Laut [k] wurde unter Einbeziehung des SpeechTrainers 
durchgeführt, die phonetische Therapie für den Laut [] fand ohne Einsatz des Speech-
Trainers  statt.  Grundsätzlich  stellte  Albert  fest,  dass  der  SpeechTrainer  ein  für  die 
Therapie mit Kindern geeignetes Hilfsmittel ist und dass das eigenständige Arbeiten mit 
dem  Computerprogramm  bei  beiden  Kindern  die  Motivation  und  Aufmerksamkeit 
steigerte. Des Weiteren beschrieb Albert, dass die Verbesserung der Artikulation des 
Lautes [k] unter Einbeziehung des SpeechTrainers ebenso schnell und effektiv erfolgte 
wie  die  Fortschritte  bei  der  Realisierung  des  Lautes  []. Dabei  begründete  sie  die 
fehlende  Bestätigung  der  Hypothese,  dass  ein  signifikanter  Vorteil  durch  den 
SpeechTrainer erreicht würde, mit der guten Visualisierbarkeit des Lautes [] durch das 
Mundbild  des  Therapeuten.  Bestätigt  durch  die  erhöhte  Erkennungsleistung  visuell-
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artikulatorischer Merkmale nach der Therapie mit dem SpeechTrainer, festigte Albert 
ihre Vermutung, „dass durch den Einsatz des SpeechTrainers die motorische Steuerung 
und taktil-kinästhetische Sensibilisierung für Artikulationsorgane und -orte verbessert 
werden“ (Albert 2005, S. 129). 
Beide Diplomprojekte kommen somit zu dem Schluss, dass der SpeechTrainer 
unter  entsprechenden Voraussetzungen (z.B.  der  Bereitschaft  der  Patienten  mit  dem 
Computer zu arbeiten) ein geeignetes Hilfsmittel in der Therapie von Sprechstörungen 
bei  Kindern  und  Erwachsenen  sein  kann.  Informationen  über  die  neuronalen 
Mechanismen, die die Effekte des SpeechTrainers vermitteln, gibt es bisher aber noch 
nicht.  Vor  diesem  Hintergrund  werden  in  der  vorliegenden  Arbeit  die  neuronalen 
Verarbeitungsmechanismen gesunder Probanden im Zusammenhang mit einem speziell 
entwickelten  Training  am  SpeechTrainer  untersucht,  um  eine  Basis  für  zukünftige 
Untersuchungen der Effekte des SpeechTrainers auf kortikale Prozesse zu schaffen.
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2.5. Lernen und Gedächtnis
2.5.1. Überblick über explizite und implizite Lernprozesse
Das menschliche Verhalten ist durch das Zusammenspiel von endogenen und exogenen 
Faktoren geprägt. Die wichtigsten Mechanismen, durch die die exogenen Faktoren, also 
die Ereignisse in der Umgebung des Menschen, Einfluss auf dessen Verhaltensweisen 
nehmen, sind nach Kandel et al. (2000) Lernen und Gedächtnis. Dabei wird der Begriff 
Lernen als Oberbegriff für die Prozesse zum Wissenserwerb definiert, während unter 
dem  Begriff  Erinnerung bzw.  Gedächtnis die  Arbeitsschritte  der  Encodierung, 
Abspeicherung und des späteren Abrufens zu verstehen sind. Einen Überblick über die 
verschiedenen Lernprozesse, die in unterschiedlicher Art und Weise Einfluss auf das 
Verhalten des Individuums nehmen, gibt Abb. 2.17.
Abb. 2.17: Verschiedene Formen des Langzeitgedächtnisses und involvierte Hirnareale
nach Kandel et al. (2000)
Ein grundsätzliches Kriterium, nach dem das explizite (deklarative) und das implizite 
(nicht-deklarative)  Gedächtnis  unterschieden  werden,  stellt  die  Beteiligung  des 
Bewusstseins beim Abrufen von Wissensinhalten dar. Bei der expliziten Erinnerung ist 
die bewusste Verknüpfung und Nutzung von Wissensinhalten beteiligt. Dagegen wird 
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der Inhalt des impliziten Gedächtnisses eher unbewusst abgerufen. 
Das explizite Wissen wird in dem Areal des Assoziationskortex gespeichert, in 
dem  die  sensorische  Information  ursprünglich  verarbeitet  wurde.  Dabei  entstehen 
Verknüpfungen  zwischen  verschiedenen  Assoziationsarealen,  so  dass  mehrere  an 
verschiedenen  Orten  gespeicherte  Information  zu  einem  komplexen  Wissensinhalt 
abgerufen  werden  können.  Eine  entscheidende  Rolle  bei  der  Speicherung  der 
Informationen  und  dem  Erstellen  der  Verknüpfungen  zwischen  den  einzelnen 
Speicherorten  spielt  der  Hippocampus.  Die  explizite  Erinnerung  wird  weiter 
untergliedert in episodische Erinnerung, die Erfahrungen und Erlebnisse beinhaltet, und 
semantische Erinnerung zur  Abspeicherung von Fakten.  Trotz  der  unterschiedlichen 
Aspekte von episodischer und semantischer Erinnerung sind in beiden Lernprozessen 
vier  aufeinander  aufbauende  Arbeitsschritte  erforderlich:  Unter  Encodierung ist  die 
Aufschlüsselung  neu  erworbener  Informationen  zu  verstehen.  Konsolidierung 
beschreibt  die  Prozesse,  die  das  neu  erworbene  Wissen  stärken  und  auf  die 
Abspeicherung im  Langzeitgedächtnis,  dem  dritten  Arbeitsschritt,  vorbereiten.  Das 
Abrufen der Informationen erfordert die Verknüpfung der verschiedenen Wissensinhalte 
zu einem ganzen Eindruck. 
Sowohl  für  die  Encodierung  als  auch  für  das  Abrufen  gespeicherter 
Wissensinhalte  ist  das  Kurzzeitgedächtnis,  der  Arbeitsspeicher,  von entscheidender 
Bedeutung.  Die  Aufgabe  des Kurzzeit-  bzw.  Arbeitsgedächtnisses  besteht  in  der 
Integration von Momentaufnahmen über die Zeit,  der Aufzählung derselben und der 
Kombination  mit  vergangenen  Erlebnissen,  Handlungen  und  Wissensinhalten.  Das 
Arbeitsgedächtnis  besteht  aus  drei  Komponenten.  Die  zentrale  Exekutive ist  im 
präfrontalen Kortex lokalisiert und verwaltet zwei Subsysteme:  die  artikulatorische 
Schleife zur Verarbeitung verbaler Informationen und die räumlich-visuelle Schleife zur 
Verarbeitung visueller  Informationen.  Die  artikulatorische  Schleife  besteht  aus  zwei 
weiteren Komponenten, dem „silent speech rehearsal system“, welches durch das Lesen 
von  Wörtern  oder  Nummern  aktiviert  wird,  und  dem phonologischen Speicher,  der 
direkt durch Sprache erreicht wird.
Aspekte des impliziten Lernens sind das Priming, das prozedurale Lernen von 
Fähigkeiten  (skills)  und  Gewohnheiten,  das  assoziative  Lernen  sowie  das  nicht-
assoziative  Lernen.  Während Inhalte  des  expliziten  Gedächtnisses  primär  sprachlich 
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geäußert werden, zeigt sich implizit  Erlerntes eher in der Ausführung (performance) 
ohne bewussten Abruf des Gelernten. Die verschiedenen Formen des impliziten Lernens 
beanspruchen  jeweils  unterschiedliche  Regionen  des  Gehirns  und  verlaufen  über 
verschiedene  Lernzirkel.  Zwei  große  Bereiche  des  impliziten  Lernens  sind  das 
assoziative und das nicht-assoziative Lernen. Beim assoziativen Lernen werden zwei 
Stimuli oder ein Stimulus und eine Reaktion miteinander verknüpft. Beispiele bilden die 
klassische  und  operante  Konditionierung.  Einfache  Beispiele  für  nicht-assoziatives 
Lernen,  bei  dem  Eigenschaften  eines  einzelnen  Stimulus  erlernt  werden,  sind 
Habituation  und  Sensibilisierung.  Aber  auch  das  Lernen  durch  Nachahmung  unter 
Beteiligung  des  Spiegelneuronensystems  gehört  zu  der  nicht-assoziativen  Form  des 
Lernens.  Das Spiegelneuronensystem ist  dabei  entscheidend für  die  enge Beziehung 
zwischen der Ausführung und der Beobachtung einer motorischen Aktion. Dass diese 
Verknüpfung auch bei  der  Sprachverarbeitung eine  wichtige  Rolle  spielt,  zeigt  sich 
anhand der Motortheorie der Sprachwahrnehmung (Liberman et al.1967, Liberman & 
Mattingly 1985, Liberman & Whalen 2000), die  in Kapitel 2.3.3 ausführlich dargestellt 
wurde.  Rizzolatti  &  Arbib  (1998)  begründen  darauf  ihre  These,  dass  das  Spiegel-
neuronensystem und die damit verbundene Fähigkeiten, Handlungen zu erkennen und 
zu  imitieren,  die  Grundlage  der  menschlichen  Sprachentwicklung  sind.  Vor  diesem 
Hintergrund werden im Folgenden das Spiegelneuronensystem und die Mechanismen 
der Imitation bzw. des Lernens durch Imitation diskutiert.
2.5.2. Spiegelneuronen und Lernen durch Imitation
Das Spiegelneuronensystem 
Als  Spiegelneuronen  werden  Neuronen  bezeichnet,  die  sowohl  bei  der  motorischen 
Ausführung einer Handlung als auch bei der Beobachtung dieser Bewegung Aktivität 
zeigen. Zuerst entdeckt wurden die Spiegelneuronen im Areal F5 des prämotorischen 
Kortex von Affen. Im Gegensatz zu den beim Menschen bekannten Spiegelneuronen 
zeigen  die  Spiegelneuronen  des  Affens  nur  Aktivität  bei  der  Beobachtung  von 
transitiven, also Objekt-bezogenen, Handlungen (z.B. das Greifen eines Stocks), nicht 
jedoch bei intransitiven Bewegungen ohne Bezug zu einem Objekt (z.B. eine einfache 
Handbewegung).  Werden  transitive  Handlungen  beobachtet,  weisen  die  Spiegel-
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neuronen des  Affens die  Fähigkeit  zur  Generalisierung auf,  was bedeutet,  dass ihre 
Aktivität unabhängig davon ist, ob eine beobachtete Handlung z.B. von einer Affenhand 
oder einer menschlichen Hand ausgeführt wird. Neben dem Areal F5 wird das Areal PF 
im rostralen Teil des inferioren parietalen Lobulus als weitere Region, in der Spiegel-
neuronen  zu  finden  sind,  beschrieben.  Diese  Region  erhält  Informationen  aus  dem 
Sulcus  temporalis  superior  und  projiziert  zum  ventralen  prämotorischen  Kortex, 
inklusive  dem  Areal  F5.  Der  Sulcus  temporalis  superior  ist  zwar  eng  mit  dem 
Spiegelneuronensystem verbunden, zeigt aber nur Aktivität bei der Beobachtung von 
Bewegungen, nicht jedoch bei der Bewegungsausführung, so dass er – aufgrund seiner 
fehlenden  motorischen  Eigenschaften  –  nicht  direkt  zum  Spiegelneuronensystem 
gezählt wird (Rizzolatti & Craighero 2004).
Es werden zwei Funktionen vermutet, in denen das Spiegelneuronensystem eine 
entscheidende Rolle spielt: das Verstehen von Aktionen anderer und die Bewegungs-
imitation (Rizzolatti  et  al.  2001,  Rizzolatti  & Craighero 2004).  Das  Verstehen von 
Aktionen erklärt  Rizzolatti  mit  der  “direct-matching-hypothesis“.  Hierbei  wird  die 
visuelle  Repräsentation  einer  beobachteten  Bewegung in  eine  motorische  Repräsen-
tation umgewandelt, so dass die neuronalen Strukturen, die auch bei der Ausführung 
dieser Handlung involviert wären, aktiviert sind und der Beobachter auf diese Weise die 
Bewegung  des  anderen  versteht. Unterstützt  wird  diese  Hypothese  durch  die 
Entdeckung von audio-visuellen Spiegelneuronen durch Kohler et al. (2002), die beim 
Hören eines für eine Handlung spezifischen Geräusches Aktivität zeigen. Ebenfalls für 
die  Rolle  des  Spiegelneuronensystems  beim  Verstehen  von  Handlungen  spricht  die 
Studie von Umiltà et al. (2001), bei der die Spiegelneuronen auch bei der Beobachtung 
von Greifbewegungen aktiviert  wurden,  bei  denen die  Bewegung nur  bis  zu  einem 
gewissen Punkt für den beobachtenden Affen sichtbar war. Das letztliche Ergreifen des 
Objektes fand hinter einer undurchsichtigen Abtrennung statt. Der Affe hatte aber zuvor 
gesehen, dass ein Objekt hinter der Abtrennung versteckt wurde. Ohne diesen Hinweis, 
also ohne das offensichtliche  Verstecken eines  Gegenstandes  hinter  der  Trennwand, 
zeigten die entsprechenden Spiegelneuronen bei der Beobachtung der Greifbewegung 
keine  Aktivierung.  Dies  spricht  dafür,  dass  sich  der  Affe  unter  Involvierung  des 
Spiegelneuronensystems  das  Ziel  der  Bewegung  aufgrund  der  gegebenen  visuellen 
Hinweise erschließen konnte und die Handlung verstanden hat. 
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Die  Fähigkeit  zur  Imitation  von  Bewegungen sowie  das  Lernen  durch 
Nachahmung  sind  beim  Affen  im  Gegensatz  zum  Menschen  gering  ausgeprägt 
(Iacoboni  2005).  Bevor im nächsten Abschnitt  die neuronalen Mechanismen bei der 
Bewegungsimitation und die Rolle des Spiegelneuronensystems erläutert werden, muss 
zuerst geklärt werden, ob die Daten über die Lokalisation der Spiegelneuronen beim 
Affen auf den Menschen übertragbar sind. Rizzolatti et al. (2001) definieren mit Hilfe 
von  mehreren  Studien  zwei  kortikale  Regionen,  die  sowohl  Aktivität  bei  der 
Bewegungsbeobachtung zeigen als auch motorische Eigenschaften besitzen und somit 
den Kern des menschlichen Spiegelneuronensystems bilden. Diese Regionen sind der 
rostrale  Teil  des  inferioren  parietalen  Lobulus  sowie  ein  frontales  Gebiet,  das  den 
ventralen  Teil  des  Gyrus  präcentralis  und  den  Pars  opercularis  des  Gyrus  frontalis 
inferior, der sich weitgehend mit BA 44 deckt, umfasst. Der inferiore frontale Kortex 
spielt dabei eine besondere Rolle in der Aufschlüsselung des Handlungsziels (Iacoboni 
2005,  Rizzolatti  &  Craighero  2004).  Aktivität  zeigen  die  Spiegelneuronen  des 
Menschen im Gegensatz zum Affen nicht nur bei transitiven Bewegungen, sondern auch 
bei intransitiven Handlungen, d.h. bei Bewegungen, die nicht Objekt-bezogen sind. Die 
Fähigkeit zur Generalisation wird in einer Studie von Buccino et al. (2004a) deutlich, in 
der verschiedene Bewegungen von Menschen, Affen und Hunden dargestellt und durch 
Probanden  beobachtet  wurden.  Aktivierungen  im  Spiegelneuronensystem  bei  der 
Beobachtung von Bewegungen, die von Hunden ausgeführt wurden, zeigten sich dabei 
nur, wenn es sich um Bewegungen handelte, die im motorischen Repertoire des Beob-
achters gespeichert waren (z.B. Beißen im Gegensatz zum Bellen). 
Imitation und Lernen durch Imitation
Die  Begriffe  Bewegungsimitation und  Lernen  durch  Imitation müssen  differenziert 
betrachtet  werden.  Imitation  beschreibt  die  Nachahmung  von  Bewegungen  durch 
Bewegungsabläufe,  die  bereits  im  motorischen  Repertoire  der  imitierenden  Person 
vorhanden  sind.  Beim Lernen  durch  Imitation  findet  dagegen  die  Aneignung  einer 
bisher unbekannten Bewegung durch Nachahmung statt. 
Iacoboni  (2005)  beschreibt  den  Informationsfluss  während  der  Imitation 
bekannter motorischer Aktionen in einem einfachen Modell (siehe Abb. 2.18), in dem 
der Sulcus temporalis superior und das frontoparietale Spiegelneuronensystem, das sich 
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aus dem inferioren frontalen Kortex und dem rostralen Teil des inferioren parietalen 
Lobulus zusammensetzt, die Kernstrukturen bilden. Im Sulcus temporalis superior wird 
eine  visuelle  Beschreibung  der  beobachteten  Handlung  erstellt,  die  an  das  fronto-
parietale Spiegelneuronensystem weitergeleitet  wird.  Hier werden das Handlungsziel 
und die motorischen Charakteristika zum Erreichen dieses Ziels festgelegt. Im ventralen 
Teil des Pars opercularis des Gyrus frontalis inferior wird eine Efferenzkopie des so 
erstellten motorischen Plans generiert.  Diese Efferenzkopie wird zurück zum Sulcus 
temporalis  superior  geschickt,  wo  ein  Abgleich  zwischen  den  zu  erwartenden 
sensorischen  Konsequenzen  der  geplanten  motorischen  Aktion  und  der  visuellen 
Beschreibung der beobachteten Handlung stattfindet.
Abb. 2.18: Neuronale Aktivität bei der Bewegungsimitation nach Iacoboni (2005). STS: 
Sulcus temporalis superior, parietal MNS: parietales Spiegelneuronensystem, frontal 
MNS: frontales Spiegelneuronensystem
Die Imitation neu zu erlernender Handlungen untersuchten Buccino et al. (2004b) in 
einer  Studie,  in  der  Probanden ohne Erfahrungen im Gitarre  spielen die  von einem 
professionellen Gitarrenspieler  gezeigten  Akkorde  nachahmen sollten.  Aktivierungen 
zeigten sich bei  dieser Aufgabe im Spiegelneuronensystem, in  präfrontalen Arealen, 
dem  anterioren  medialen  Kortex  und  dem  superioren  parietalen  Lobulus.  Die 
Aktivierung  im  superioren  parietalen  Lobulus  waren  unabhängig  davon,  ob  die 
Probanden  einen  vorgespielten  Akkord  imitierten  oder  einen  selbst  ausgewählten 
Akkord produzierten, so dass in diesem Areal die propriozeptive Repräsentation einer 
beliebigen bevorstehenden Handlung vermutet wurde. Im Kontext früherer Studien, in 
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denen der rostrale Teil des medialen Kortexareals als Kontrollsystem der parietalen-
prämotorischen  Schleife  im  Zusammenhang  mit  Handlungsimitation  beschrieben 
wurde,  deuteten  die  Autoren  die  Aktivität  in  den  medialen  frontalen  Bereichen  als 
exzitatorisches und inhibitorisches System zur Kontrolle der Handlungsausführung, die 
in diesem Experiment vor allem dadurch gefordert war, dass zwischen der Beobachtung 
der Handlung und der Ausführung eine Pause eingehalten werden musste. Wie auch 
Iacoboni  (2005)  sehen Buccino et  al.  (2004b)  das  Spiegelneuronensystem als  Kern-
struktur  bei  der  Imitation.  Es  umfasst  den  rostralen  Teil  des  inferioren  parietalen 
Lobulus,  den  ventralen  prämotorischen  Kortex  und  den  Pars  opercularis  des  Gyrus 
frontalis  inferior.  Im  rostralen  Teil  des  inferioren  parietalen  Lobulus  wird  die 
beobachtete Handlung in ihre einzelnen motorischen Elemente aufgeschlüsselt. Anhand 
dieser  Aufschlüsselung  werden  die  eigenen  motorischen  Repräsentationen  zur 
Nachahmung der Handlung im ventralen prämotorischen Kortex und Pars opercularis 
des Gyrus frontalis inferior aktiviert. Es erfolgt also eine Translation von der visuellen 
zur  motorischen  Repräsentation  der  beobachteten  Handlung.  Zum  Nachahmen  und 
Erlernen der Handlung müssen die motorischen Repräsentationen und Aktionen korrekt 
ausgewählt  und  kombiniert  werden.  Diese  entscheidende  Aufgabe  übernimmt  der 
dorsolaterale präfrontale Kortex, der BA 46 entspricht.
Die kortikale Verarbeitung zu imitierender Handlungen ist von verschiedenen 
Faktoren abhängig und weist eine große Komplexität auf. So verdeutlichten Jackson et 
al. (2006) z.B. den Einfluss der Perspektive, aus der einfache intransitive Hand- und 
Fußbewegungen von der imitierenden Person gesehen werden. Bei der Imitation einer 
aus  der  Ich-Perspektive  beobachteten  Bewegung  fanden  sie  im  kontralateralen 
sensomotorischen  Kortex  eine  höhere  Aktivität  als  bei  der  Beobachtung  dieser 
Handlung aus der Perspektive der dritten Person, sodass vermutet wurde, dass in die 
Imitation aus der Ich-Perspektive mehr kinästhetische Komponenten miteinfließen. Aus 
der  Ich-Perspektive  beobachtete  Bewegungen  wurden  möglicherweise  direkt  in  die 
entsprechenden motorischen Repräsentationen transformiert. Dagegen mussten bei der 
Imitation  einer  aus  der  Perspektive  der  dritten  Person  beobachteten  Bewegung 
räumliche  Informationen  zunächst  in  die  Ich-Perspektive  umgewandelt  werden,  was 
sich in einer vermehrten Aktivität im Bereich des Übergangs zwischen Temporal- und 
Okzipitallappen – also in assoziativen visuellen Arealen – widerspiegelte, während bei 
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der Ich-Perspektive vermehrt primäre und sekundäre visuelle Areale Aktivität zeigten. 
Als weiterer bedeutender Unterschied stellte sich die ausgedehntere Beanspruchung des 
motorischen  Systems  sowohl  bei  der  Beobachtung  als  auch  bei  der  Imitation  von 
Bewegungen  aus  der  Ich-Perspektive  dar.  Dies  wurde  im  Kontext  der  Zusammen-
gehörigkeit  von motorischen Programmen und der Repräsentation ihrer sensorischen 
Konsequenzen  erklärt.  Die  sensorischen  Repräsentationen  wurden  aus  der  Ich-
Perspektive  unmittelbarer  aktiviert  und  projizierten  zu  ihren  entsprechenden 
motorischen Repräsentationen.
Auch im Zusammenhang mit sozialer Interaktion spielen die Kernstrukturen der 
Imitation  eine  wichtige  Rolle.  Während  der  Beobachtung  und  Imitation  von 
emotionalen Gesichtsausdrücken wurden Aktivitäten im Sulcus temporalis superior und 
dem Spiegelneuronensystem sowie  der  Insel  und  dem limbischen  System gefunden 
(Iacoboni 2005).
2.5.3. Veränderung der kortikalen Netzwerke bei zunehmender Automatisierung 
Das Erlernen von motorischen Reaktionen zur Bewältigung einer bestimmten Aufgabe 
kann auf der Grundlage verschiedener Mechanismen stattfinden. Das im vorangegangen 
Kapitel besprochene  Imitationslernen (siehe Kap. 2.5.2) basiert auf der Nachahmung 
der  von einem Modell  oder  Lehrer  vorgeführten  Bewegungen.  Unter  prozeduralem 
Lernen wird  die  Aneignung  von  motorischen  Fähigkeiten  (motor  skill  learning) 
verstanden. Diese Form des Lernens wird häufig untersucht, indem die Probanden eine 
bestimmte  Reihenfolge  motorischer  Bewegungen  (z.B.  das  Drücken  von  Knöpfen) 
durch  Ausprobieren  mit  nachfolgender  Rückmeldung  über  die  Korrektheit  der 
Bewegung  herausfinden  und  erlernen  müssen  (trial-and-error-Prinzip).  Beim 
assoziativen  Lernen werden  willkürliche  Verknüpfungen  erstellt  zwischen  einem 
sensorischen  Reiz  und  einer  motorischen  Antwort,  was  auch  als  konditionales 
motorisches Lernen bezeichnet wird. Ein Beispiel für diese Form des Lernens bieten 
Wise & Murray (1999) in einer Studie mit Affen, in der die Tiere einen Joystick mit 
drei Freiheitsgraden bewegen sollten. Jede Richtung war einem visuellen Stimulus, der 
selbst  keine  Richtungsinformationen  enthielt,  zugeordnet.  Beim  Erscheinen  des 
Stimulus  auf  einem Bildschirm  musste  der  Affe  den  Joystick  in  die  entsprechende 
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Richtung lenken. Die Zuordnung zwischen Stimulus und Bewegung erlernte der Affe 
ebenfalls nach dem trial-and-error-Prinzip.
Bei ausreichender Übung werden die erlernten motorischen Muster automatisch 
produziert.  Dies bedeutet,  dass Ihre Ausführung nicht mehr bewusst überwacht wird 
und nicht mehr die volle Aufmerksamkeit des Probanden erfordert. Doyon et al. (1998) 
definieren den Begriff der Automatisierung motorischer Aufgaben mit der Möglichkeit, 
die allgemeine Aufmerksamkeit während der Ausführung des Bewegungsmusters auf 
eine andere Aufgabe zu richten. Floyer-Lea & Matthews (2004) untersuchten mit der 
Fragestellung  nach  den  neuronalen  Veränderungen  durch  die  Automatisierung  15 
Probanden, die während der fMRT-Messung anhand einer visuellen feedback-Kontrolle 
lernten, mit  ihrer Daumen- und Fingermuskulatur den Druck auf einen Sensor einer 
visuellen Zielvorgabe anzupassen.  Den Grad der  Automatisierung bestimmten sie  in 
einem zusätzlichen Versuch, in dem die Probanden die motorische Aufgabe bewältigten 
und gleichzeitig in dreier Schritten von 100 rückwärts zählen mussten. Die Abnahme 
der Fehlerrate galt dabei als Maß für die Automatisierung. Sie fanden dabei deutliche 
Veränderungen der neuronalen Aktivität mit zunehmender Übung der Probanden. Bei 
steigender Automatisierung in der Anpassung des Drucks stellten sie eine Abnahme der 
Aktivität  im  frontalen  Pol,  im  linken  präfrontalen  Kortex,  beidseitig  in  primären 
sensomotorischen  Arealen,  im  linken  intraparietalen  Sulcus,  im  supplementär-
motorischen Kortex und in  einigen subkortikalen Strukturen fest.  Die Abnahme der 
Aktivität  im  primären  Motorkortex deuteten  sie  als  Zeichen  für  die  spezifischere 
afferente Aktivierung des primären Motorkortex mit verbesserter Aufgabenbewältigung. 
Der dorsolaterale präfrontale Kortex (BA 46) und der frontale Pol (BA 10) zeigten in 
der frühen Lernphase, in der ein hohes Maß an Aufmerksamkeit gefordert war, eine 
ausgedehnte Aktivität,  die mit  zunehmender  Übung schnell  abfiel.  In Anlehnung an 
Hazeltine  et  al.  (1997) wurde dies mit  der Involvierung der  präfrontalen Areale im 
Aufbau oder der Encodierung von explizitem Wissen zur Aufgabenerfüllung erklärt. 
Unterstützt wird diese Vermutung auch durch eine Studie von Jueptner et al. (1997), bei 
der  während  des  Erlernens  neuer  Motorsequenzen  eine  erhöhte  Aktivität  des 
präfrontalen Kortex und des anterioren cingulären Kortex (BA 32 und BA 24) gefunden 
wurde.  Dieses  anteriore  System  war  dann  aktiviert,  wenn  die  Probanden  ihre 
motorischen Aktionen aufmerksam verfolgten und nicht automatisiert generierten. Ein 
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weiteres Areal, dass in der Studie von Floyer-Lea & Matthews (2004) Veränderungen 
der  Aktivität  durch  erhöhte  Automatisierung  zeigte,  war  der  intraparietale  Sulcus 
(BA  40).  Hier  war  zwar  eine  monotone  Abnahme  der  Aktivität  mit  zunehmender 
Beherrschung  der  Aufgabe  festzustellen,  diese  blieb  jedoch  während  des  gesamten 
Experimentes deutlich über der Grundaktivität, was für den Beitrag des intraparietalen 
Sulcus  in  der  Bewegungskontrolle  durch  Transformation  visuell-räumlicher 
Informationen spricht. 
Auch Sakai et al. (1998) diskutierten in ihrer Studie den zeitlichen Verlauf der in 
den Lernprozess involvierten neuronalen Netzwerke. Sie unterteilten den Lernprozess in 
drei  Phasen,  die  den  Übergang  von  der  deklarativen  Verarbeitung  in  der  frühen 
Lernphase  über  ein  intermediäres  Stadium  zur  prozeduralen  Verarbeitung  im 
fortgeschrittenen  Stadium  mit  hohem  Automatisierungsgrad  widerspiegeln.  Eine 
entscheidende Rolle spielten dabei vier kortikale Areale: der dorsolaterale präfrontale 
Kortex,  das  prä-supplemtärmotorische  Areal,  der  Präcuneus  und  der  intraparietale 
Sulcus.  Ähnlich  wie  in  der  Studie  von  Floyer-Lea  &  Matthews  (2004)  zeigte  der 
dorsolaterale  präfrontale  Kortex um  BA  46  seine  größte  Aktivität  in  der  frühen 
Lernphase,  wodurch  seine  zentrale  Rolle  im Zusammenhang mit  der  Steuerung  der 
Aufmerksamkeit  und  dem  Arbeitsgedächtnis  verdeutlicht  wird.  Der  intraparietale  
Sulcus war in Übereinstimmung mit den Ergebnissen von Floyer-Lea & Matthews noch 
in der späten Phase des Lernprozesses aktiviert und spielt somit nach Sakai et al. (1998) 
eine wichtige Rolle in der prozeduralen Verarbeitungsphase. Die Aktivität im prä-SMA 
dauerte  bis  ins  intermediäre  Stadium  an  und  stellte  die  Verknüpfung  zwischen 
deklarativer und prozeduraler Lernphase her, indem hier Informationen aus dem dorso-
lateralen  präfrontalen  Kortex  genutzt  wurden,  um  die  motorischen  Abläufe  zur 
Aufgabenerfüllung zu generieren.  Auch wenn Floyer-Lea & Matthews (2004)  keine 
genauere Unterscheidung zwischen prä-SMA und SMA vornahmen, bestätigten sie in 
ihrer Studie diese Ergebnisse und damit die Aufgabe dieser Region in der motorischen 
Vorbereitungsphase. Die Aktivierungen im Präcuneus zeigten sich vor allem im inter-
mediären Stadium und ließen Sakai et al. (1998) vermuten, dass über den Präcuneus der 
deklarative Zugang zur Abspeicherung der Bewegungssequenz vermittelt wird.
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2.6. Funktionelle Bildgebung zur Darstellung neuronaler 
Verarbeitungsmechanismen
2.6.1. Überblick über die Methoden der funktionellen Bildgebung
Die Technik der funktionellen Bildgebung ist ein effektives Werkzeug zur Verknüpfung 
von  Wahrnehmung,  Kognition  und  Handlung  mit  den  entsprechenden  neuronalen 
Mechanismen. Als Grundlage der funktionellen Bildgebung dienen die bis heute noch 
nicht  vollständig  geklärten  Zusammenhänge  zwischen  cerebralem  Blutfluss  (CBF), 
Metabolismus und neuronaler Aktivität. 
Abb. 2.19: Grundlagen von PET und fMRT nach Buckner & Logan (2001)
Die  erste  Beschreibung  dieses  Zusammenhangs  zwischen  Energieverbrauch  und 
cerebralem Blutfluss führt Logothetis (2002) auf einen Artikel aus dem Jahr 1881 von 
Angelo Mosso zurück, der bei einem Patienten mit einem Defekt der Schädeldecke über 
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dem Frontalhirn  eine  plötzliche  Zunahme  der  Pulsation  während  der  Durchführung 
einfacher  Rechenaufgaben  beobachtete  und  daraus  folgerte,  dass  die  regionalen 
Veränderungen des cerebralen Blutflusses von der neuronalen Aktivität abhängig sind. 
Aus dieser Entdeckung entwickelten sich bis heute zwei grundlegende Methoden der 
funktionellen Bildgebung zur Untersuchung neuronaler Mechanismen im Zusammen-
hang mit kognitiven Prozessen: die Positronen-Emissions-Tomographie (PET) und die 
funktionelle  Magnetresonanztomographie (fMRT).  Der  Anstieg  des  Blutflusses  auf-
grund neuronaler Aktivität  wird in der  PET mit  Hilfe  der  Positronenstrahlung eines 
injizierten Radionukleids, das sich entsprechend der Durchblutung mehr oder weniger 
im  Gewebe  verteilt,  gemessen.  Die  fMRT  dagegen  macht  sich  einen  endogenen 
Indikator  zunutze  und  basiert  auf  den  unterschiedlichen  Signaleigenschaften  von 
Oxyhämoglobin  und  Deoxyhämoglobin.  Durch  die  steigende  Durchblutung  erreicht 
mehr  oxygeniertes  Hämoglobin  die  aktive  Hirnregion,  als  dort  verbraucht  wird. 
Dadurch  verschiebt  sich  das  Verhältnis  zwischen  oxygeniertem  Hämoglobin  und 
deoxygeniertem  Hämoglobin,  so  dass  für  die  aktive  Hirnregion  ein  anderes  Signal 
detektiert  wird als  für  den  Rest  des  Gehirns.  Dieses  Prinzip wird als  BOLD-Effekt 
(Blood Oxygenation Level Dependent) bezeichnet. Sowohl bei der PET als auch bei der 
fMRT handelt  es  sich um indirekte Darstellungsmethoden (siehe Abb. 2.19),  da die 
neuronale  Aktivität  nicht  unmittelbar  gemessen  wird,  sondern  hämodynamische 
Veränderungen,  die  mit  dieser  im Zusammenhang stehen  (Buckner  & Logan 2001, 
Logothetis 2002).
Die fMRT weist gegenüber der PET einige Nachteile auf, die jedoch mit 
fortlaufender  Entwicklung  immer  besser  zu  beherrschen  sind.  Hierzu  gehören  unter 
anderem die Lautheit des Scanners während des Messvorgangs und die Anfälligkeit für 
Bewegungsartefakte. Im Vergleich dazu bietet die fMRT aber entscheidende Vorteile, 
wie die bessere Verfügbarkeit der Apparatur, die kostengünstigere Durchführung sowie 
die höhere zeitliche und räumliche Auflösung. Darüber hinaus handelt es sich um eine 
nicht-invasive  Technik  mit  geringen  Risiken  für  die  Versuchspersonen,  so  dass  die 
fMRT heute  in  vielen  Fällen  die  bevorzugte  Methode zur  Untersuchung neuronaler 
Aktivität darstellt (Fiez 2001). 
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2.6.2. Grundlagen von MRT und fMRT
Die Magnetresonanztomographie (MRT) basiert auf der Tatsache, dass Atomkerne, die 
eine ungerade Anzahl an Protonen aufweisen (wie z.B. der Wasserstoffatomkern  1H), 
aufgrund des Drehimpulses (Spin) der Protonen als kleine Dipole wirken. Werden die 
Dipole,  die  normalerweise  zufällig  im  Raum  ausgerichtet  sind,  in  ein  starkes 
Magnetfeld  gebracht,  synchronisiert  sich  ihre  Orientierung  und  es  entsteht  eine 
Nettomagnetisierung. Der Kern des Wasserstoffatoms  1H besitzt ein Proton mit dem 
Spin I = ½ und kann sich auf einem niedrigen Energieniveau parallel oder auf einem 
hohen Energieniveau  antiparallel  zum Hauptmagnetfeld  ausrichten.  Da  die  parallele 
Ausrichtung energetisch günstiger ist, wird sie bevorzugt eingenommen, so dass bei der 
Magnetisierung  des  Körpers  durch  das  Magnetfeld  des  MRT-Scanners  immer  eine 
kleine  Überzahl  der  parallel  ausgerichteten  Wasserstoffprotonen  auftritt,  die  die 
Nettomagnetisierung ausmacht. Durch Einschalten eines Hochfrequenzimpulses werden 
die Dipole aus ihrer Ausrichtung geklappt und auf ein höheres Energieniveau befördert. 
Die Anregung der Protonen findet aber nur dann statt, wenn die Frequenz des Impulses 
der  Lamorfrequenz,  d.h.  der  Geschwindigkeit,  mit  der  sich  die  Protonen  um  ihre 
Längsachse  drehen,  entspricht.  Beim  Rückgang  (Relaxation)  in  das  niedrigere 
Energieniveau der parallelen Ausrichtung wird Energie emittiert, die im MRT gemessen 
werden  kann.  Die  Unterscheidung  der  verschiedenen  Bildstrukturen,  d.h.  der 
Gewebetypen, erfolgt anhand der Relaxationszeit der gekippten Protonen. Hierbei wird 
zwischen der longitudinalen T1- und der transversalen T2-Relaxation unterschieden. Die 
Relaxationszeit  ist  abhängig  von  verschiedenen  Gewebeeigenschaften  und  korreliert 
grob mit dem Wassergehalt des Gewebes. In einer T1-gewichteten Aufnahme erscheint 
wasserreiches  Gewebe  dunkler  als  fettreiches  Gewebe.  In  einer  T2-gewichteten 
Aufnahme ist es umgekehrt, d.h. wasserreiches Gewebe ist signalstärker als fettreiches 
Gewebe. 
Bei  der  Ortslokalisierung  wird  die  Tatsache  ausgenutzt,  dass  nur  die 
Protonen aus ihrer Lage herausgekippt werden und somit durch Relaxation ein Signal 
abgeben,  deren  Lamorfrequenz  mit  der  Frequenz  des  zugeschalteten  Impulses 
übereinstimmt. Die Lamorfrequenz ist von der Stärke des Magnetfeldes abhängig. Mit 
Hilfe  von  Gradientenspulen  ist  es  möglich,  dem  Hauptmagnetfeld  in  allen  drei 
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Raumrichtungen magnetische Felder dazu zu schalten, so dass die Feldstärke in jedem 
Punkt von ihrer räumlichen Lage abhängig ist. Durch den Gradienten Gz wird zunächst 
eine Schicht des Messvolumens ausgewählt. Nur in dieser Schicht treten die Protonen in 
Resonanz mit dem zugeschalteten Hochfrequenzimpuls. Die Zuordnung der Signale zu 
der  entsprechenden  Position  innerhalb  dieser  Schicht  erfolgt  durch  Zuschalten  der 
Gradienten Gy zur Phasenencodierung und Gx zur Frequenzencodierung. Die einzelnen 
Bildpunkte (Voxel) sind schließlich durch Frequenz, Phase und Amplitude innerhalb 
des mathematischen K-Raumes definiert. Mit Hilfe der Fouriertransformation kann aus 
diesen Informationen ein räumliches Bild erstellt werden.
Für  die  funktionelle  Magnetresonanztomographie wird  die 
Gradientenecho-Technik eingesetzt. Aufgrund der paramagnetischen Eigenschaften von 
deoxygeniertem  Hämoglobin  entstehen  in  seiner  Umgebung  Magnetfeldin-
homogenitäten, die mit der Gradientenecho-Sequenz gemessen werden können und mit 
zunehmender  Konzentration  an  Deoxyhämoglobin  zu  einer  Signalabschwächung 
führen. Durch die Steigerung der Durchblutung in der aktiven Hirnregion erreicht diese 
jedoch mehr oxygeniertes Hämoglobin als zusätzlich verbraucht wird. Dadurch sinkt die 
Konzentration an Deoxyhämoglobin und es kommt zu einem Anstieg der Signalstärke 
in  aktiven  Hirnregionen.  Die  zurzeit  schnellste  Methode zur  Darstellung neuronaler 
Aktivität ist das Echo Planar Imaging (EPI). Bei dieser Technik können alle Daten, die 
zur  Erstellung eines  Bildes  nötig  sind,  nach  Auslösung eines  einzigen  Impulses  als 
Gradientenechos  aufgenommen  werden.  Die  Erstellung  eines  Bildes  mit  der  EPI-
Technik ist demnach in weniger als 50ms möglich (Logothetis 2002, Buckner & Logan 
2001). 
2.6.3. Möglichkeiten des Studiendesigns zur Darstellung neuronaler Prozesse
Das Studiendesign spielt eine wichtige Rolle, um von den gemessenen Aktivitäten auf 
neuronale Prozesse schließen zu können. Üblicherweise wird dabei versucht, die Rolle 
spezieller Hirnareale in bestimmten Verarbeitungsschritten isoliert zu erfassen. Ein nach 
Buckner  &  Logan  (2001)  häufig  verwendetes  Paradigma  besteht  im  Vergleich  der 
neuronalen  Aktivitäten  während  der  Erfüllung  einer  Aufgabe  mit  den  Aktivitäten 
während  der  Bearbeitung  einer  Kontrollaufgabe  unter  der  Annahme,  dass  die 
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Unterschiede zwischen beiden Zuständen alleine auf die veränderte Aufgabenstellung 
und die damit veränderten kognitiven Ansprüche zurückzuführen sind. Sowohl bei PET- 
als  auch  bei  fMRT-Studien  kommt  dabei  das  block  design  zur  Anwendung.  Dies 
bedeutet, dass die Messung in Blöcke aufgeteilt wird (siehe Abb. 2.20). Während eines 
Blockes  wird  ein  bestimmter  Aufgabentyp  mehrmals  wiederholt  und  die  neuronale 
Aktivität  über  den  gesamten  Zeitraum  des  Blockes  integriert.  Es  können  dann  die 
Aktivierungen  des  einen  Blockes  von  den  Aktivierungen  eines  anderen  Blockes 
subtrahiert  werden,  so  dass  sich  die  Differenz  der  kortikalen  Aktivierung  bei 
Bewältigung der einen gegenüber der anderen Aufgabe darstellt. 
Ein  Beispiel  für  dieses  Design  stellt  die  PET-Studie  von  Murphy  et  al. 
(1997)  zur  Untersuchung  der  kortikalen  Areale,  die  mit  der  motorischen 
Sprechkontrolle  beim  Menschen  assoziiert  sind,  dar.  Murphy  formuliert  vier 
unterschiedliche Bedingungen zur Produktion desselben Satzes. In Bedingung A soll 
der Satz in normaler Lautstärke wiederholend aufgesagt werden. Bedingung B besteht 
aus der wiederholten Artikulation des Satzes ohne Phonation. Bedingung C enthält die 
wiederholte Phonation, ohne dabei Artikulationsbewegungen auszuführen. Bedingung 
D  besteht  aus  der  wiederholten  innerlichen  Produktion  des  Satzes  ohne  Muskel-
kontraktion.  Durch  Kontrastierung  der  Aktivierungen  bei  den  entsprechenden  Be-
dingungen werden die neuronalen Mechanismen zur Kontrolle bestimmter Aspekte bei 
der Lautproduktion herausgestellt. So stellt der Kontrast zwischen Bedingung A und B 
die kortikalen Areale heraus, die während der Artikulation im Zusammenhang mit der 
Atmung während des Sprechens, der Phonation und dem Hören der eigenen Stimme 
stehen.  Der  Kontrast  zwischen  C  und  D  isoliert  die  gleichen  Prozesse,  ohne  dass 
gleichzeitig Artikulation stattfindet. Der Kontrast zwischen den Bedingungen A und C 
stellt die Areale heraus, die die Artikulation bei gleichzeitiger Kontrolle der Atmung 
und  Phonation  steuern,  während  der  Kontrast  zwischen  B  und  D die  Regionen  im 
Zusammenhang  mit  Artikulation  ohne  gleichzeitige  Kontrolle  von  Atmung  und 
Phonation betrachtet. 
Ein  Beispiel  für  eine  fMRT-Studie  im  block  design  ist  die  Studie  von 
Buccino  et  al.  (2004a)  zur  Untersuchung  der  neuronalen  Mechanismen  bei  der 
Erkennung  von  Bewegungen,  die  durch  andere  Spezies  ausgeführt  werden.  Die 
eigentliche  Aufgabe  besteht  in  der  Beobachtung  von  zwei  verschiedenen 
49
Bewegungsklassen (Beißen und oralen Kommunikationsgesten), die von einem Mann, 
einem  Affen  oder  einem  Hund  ausgeführt  werden.  Jeder  Block  besteht  aus  der 
Beobachtung einer Bewegung, die wiederholt  von demselben Individuum ausgeführt 
wird (z.B. die Bewegung „beißen“ dargestellt von einem Affen). Im Kontrollblock wird 
für den gleichen Zeitraum ein statisches Bild der Bewegung gezeigt. Durch Abzug der 
Aktivierungen  während  des  Kontrollblocks  von  den  Aktivierungen  während  der 
Bewegungsbeobachtung zeigen sich für die  jeweilige,  von einer Spezies ausgeführte 
Bewegung  die  neuronalen  Netzwerke,  die  im  Zusammenhang  mit  der  Bewegungs-
erkennung stehen.
Eine  andere Art  des  Designs  bei  fMRT-Messungen ist  das  event-related 
design.  Dabei  wird  die  hämodynamische  Antwort  nicht  über  einen  gesamten  Block 
integriert,  sondern nach jedem einzelnen Ereignis gemessen.  So ist  es z.B. möglich, 
verschiedene  Aufgabentypen  in  beliebiger  Reihenfolge  zu  kombinieren  (siehe  Abb. 
2.20).  Das  minimale  Zeitintervall  zwischen  zwei  Ereignissen,  die  differenziert 
betrachtet  werden  sollen,  kann  in  extrem schnellen  Präsentationen  kleiner  als  zwei 
Sekunden sein (Buckner & Logan 2001).
Abb. 2.20: Gegenüberstellung der Reihenfolge der Aufgaben A und B im 
block design (oben) und event-related design (unten)
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Ein  Beispiel  für  die  Komplexität  der  Versuchsparadigmen,  die  aufgrund  des  event-
related  designs  möglich  werden,  gibt  Buccino  et  al.  (2004b)  in  seiner  Studie  zur 
Untersuchung  neuronaler  Netzwerke  bei  der  Imitation  von  Handbewegungen.  Er 
definiert 4 Konditionen, die pseudorandomisiert präsentiert werden: Kondition „IMI“: 
Imitation eines beobachteten Gitarrenakkords; Kondition „Non IMI“: Ausführung einer 
anderen Handbewegung nach Beobachtung eines Gitarrenakkords; Kondition „OBS“: 
nur  Bewegungsbeobachtung;  Kondition  „EXE“:  Ausführen  eines  selbst  gewählten 
Gitarrenakkords. Jede Kondition wird in vier Ereignisse (events) unterteilt (siehe Abb. 
2.21).  Da  die  Konditionen  in  pseudorandomisierter  Reihenfolge  präsentiert  werden, 
erscheint vor jeder Kondition ein Quadrat in einer bestimmten Farbe als Hinweis für die 
Probanden, welche Aufgabe im Folgenden erfüllt werden soll. Ereignis 1 zeigt jeweils 
eine Videosequenz.  In  Kondition „IMI“ und „Non IMI“ handelt  es  sich jeweils  um 
einen  Gitarrenakkord.  In  Kondition  „OBS“  und  „EXE“  wird  ein  sich  hin-  und 
herbewegender  Gitarrenhals  dargestellt.  In  Ereignis  2  wird  jeweils  ein  blauer 
Bildschirm gezeigt. Am Ende der Phase erscheint ein Kreuz (in derselben Farbe wie das 
Quadrat  vor  Ereignis  1),  um  den  Beginn  von  Ereignis  3  anzukündigen  und  den 
Probanden an die in Phase 3 zu erfüllende Aufgabe der Kondition (z.B. Imitation des 
Gitarrenakkords) zu erinnern. In Ereignis 4 sehen die Probanden wieder einen blauen 
Bildschirm. Der schraffierte Bereich in Abb. 2.21 kennzeichnet den Zeitraum, in dem 
die Probanden ihre rechte Hand zurück in die Ausgangsstellung positionieren. Da es 
sich um ein event-related design handelt, wird für jedes Ereignis einer Kondition das 
Aktivierungsmuster  einzeln  gemessen.  Bei  der  Auswertung  werden  die  Ereignisse 
kontrastiert,  die zwar  physisch gleich sind (z.B.  das Beobachten eines  vorgespielten 
Gitarrenakkords),  sich  aber  in  der  kognitiven  Komponente  unterscheiden  (z.B. 
Beobachtung  eines  Gitarrenakkords  mit  der  Absicht  diesen  zu  imitieren  versus  der 
einfachen  Bewegungsbeobachtung).  Die  Aktivierungen,  die  sich  in  den  jeweiligen 
Kontrasten ergeben, können so der entsprechenden kognitiven Komponente zugeordnet 
werden. 
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Abb. 2.21: Aufteilung der vier Konditionen in jeweils vier Ereignisse 
nach Buccino et al. (2004b). 
Die  im Rahmen dieser  Arbeit  durchgeführten  fMRT-Studie  wurde  im block  design 
durchgeführt.  Die Probanden müssen während der fMRT-Messung visuell  (d.h.  vom 
SpeechTrainer  dargestellte)  und  auditiv  dargebotene  Silben  laut  und  innerlich 
nachsprechen  (overt  speech  versus  covert  speech).  Es  wird  eine  Messung  vor  dem 
Training am SpeechTrainer durchgeführt, bei der die Probanden das PC-Programm zum 
ersten Mal kennen lernen. Nach dem Training, bei dem das Erkennen und Nachsprechen 
der Silben so lange geübt wird bis die Aufgabe mit geringer Fehlerrate erfüllt werden 
kann, findet eine weitere Messung statt. Durch Kontrastierung der Aktivierungen vor 
und nach dem Training werden somit die neuronalen Mechanismen isoliert,  die sich 
aufgrund  des  Trainings  am  SpeechTrainer  geändert  haben.  Die  Studie  wird  aus 
folgenden Gründen im block design durchgeführt: 
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– Den Probanden wird vor dem entsprechenden Block mitgeteilt,  ob die folgenden 
Silben laut oder innerlich nachgesprochen werden sollen. Würde dieser Faktor von 
Silbe zu Silbe variiert  werden,  müsste dem Probanden vor  jeder  Silbe kenntlich 
gemacht werden, ob er laut oder innerlich artikulieren soll (z.B. in Anlehnung an die 
oben  beschriebene  Studie  von  Buccino  et  al.  (2004b)  mit  Hilfe  eines  farbigen 
Quadrates). Auch wenn es mit der Technik des event-related design möglich ist, die 
neuronale Antwort auf diesen sensorischen Reiz in der Auswertung auszublenden, 
ist es nicht auszuschließen, dass zwischen dem entsprechenden Hinweis, wie z.B. 
der  Farbe  des  Quadrates,  und  der  zu  erledigenden  Aufgabe  eine  Assoziation 
entsteht, die mit der zu untersuchenden Wechselwirkung zwischen SpeechTrainer-
Darstellung und Artikulationsvorgang interferiert.
– Ein Wechsel zwischen auditiver und visueller Darbietung von Silbe zu Silbe wäre 
zwar ohne Hinweise vor jedem Stimulus möglich, doch auch in diesem Punkt wird 
davon ausgegangen, dass es die Aufgabe für die Probanden erleichtert, wenn sie sich 
auf  einen  sensorischen  Modus  einstellen  können  und  somit  die  volle 
Aufmerksamkeit  auf  die  durchaus  komplexe  Aufgabe  des  Erkennens  und 
Nachsprechens  der  SpeechTrainer-Stimuli  gerichtet  werden  kann.  Gerade  im 
Hinblick  darauf,  dass  das  Versuchsparadigma  auch  die  Grundlage  für  die 
Untersuchung von Patienten mit Sprechapraxie sein soll, erscheint es notwendig, die 
Anordnung der Aufgaben so durchschaubar wie möglich zu halten.
– Die Entwicklung der neuronalen Aktivität über die Zeit wird durch die Dreiteilung 
des Experiments (erste Messung, Training, zweite Messung) berücksichtigt, so dass 
eine Betrachtung der einzelnen Ereignisse innerhalb eines Blocks nicht nötig ist. Da 
durch das Training die Erfüllung der Aufgabe bis zur Automatisierung geübt wird, 
sind bei der zweiten Messung keine Veränderungen der neuronalen Aktivität zur 
Aufgabenbewältigung mehr zu erwarten. Im Gegensatz dazu werden während der 
Messung  vor  dem  Training  zwar  durchaus  Veränderungen  erwartet,  die  frühe 
Lernprozesse widerspiegeln, diese Prozesse gehören jedoch alle zur frühen Phase 
des Lernens und sollen daher in der Summe betrachtet werden.
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3.1. Fragestellung und Hypothesen der Studie
3.1.1. Fragestellung
Durch den Vergleich der mittels fMRT gewonnenen Daten zur kortikalen Aktivität vor 
und  nach  dem  Training  mit  dem  visuellen  Artikulationsmodell  SpeechTrainer im 
Zusammenhang  mit  den  Faktoren  akustische  versus  visuelle  Darbietung  und  laute 
versus  innerliche  Produktion  (overt  versus  covert  speech)  soll  untersucht  werden, 
welchen  Einfluss  das  Erlernen  visueller  mediosagittaler  Information  über 
Artikulationsprozesse auf neuronale Netzwerke der Sprachproduktion hat.
Im Rahmen zweier Diplomprojekte im Fach Lehr- und Forschungslogopädie an 
der medizinischen Fakultät der RWTH Aachen wurde der SpeechTrainer als Hilfsmittel 
bei der Therapie von Sprechstörungen evaluiert (siehe Kap. 2.4.2). Es ist zu vermuten, 
dass  der  SpeechTrainer  in  Kombination  mit  konventionellen  logopädischen 
Therapieansätzen zu einer bewussten Kontrolle der Artikulation beiträgt und gerade bei 
Sprechapraxiepatienten  die  Reorganisation  der  artikulatorischen  Planung  von 
Einzellauten und Silben ermöglicht. Über die genauen kortikalen Mechanismen dieser 
Reorganisation gibt es bisher keine Daten. Die vorliegende Gruppenstudie versucht eine 
Grundlage für weitere Studien zur Klärung dieser Frage zu schaffen, indem zunächst 
der Einfluss des SpeechTrainers auf Normalsprecher untersucht wird. Dabei liegt der 
Schwerpunkt  nicht  auf  der  Identifikation  der  kortikalen  Prozesse  zur  Artikulations-
steuerung selbst, sondern auf der Darstellung der Lernprozesse, die im Zusammenhang 
mit dem Lernen am SpeechTrainer stehen. 
Abschließend soll aufbauend auf den Ergebnissen dieses Experiments und im 
Kontext  aktueller  Studien  zur  Sprachproduktion  sowie  zu  den  verschiedenen 
Lernprozessen die Frage gestellt  werden, wie das visuelle Artikulationsmodell in der 
Therapie von Sprechstörungen funktionieren könnte.
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3.1.2. Hypothesen
Hypothese 1: Lautes und innerliches Nachsprechen visuell dargebotener Silben:
Bei der Produktion der visuell dargestellten Silben  vor dem Training zeigen sich im 
Vergleich zu nachher Aktivierungen im von Iacoboni (2005) beschriebenen neuronalen  
Netzwerk der Imitation. 
Da die Probanden vor der ersten Messung keine Erfahrung am SpeechTrainer 
haben und die Erkennungsrate der Silben gering ist,  basiert  das „Nachsprechen“ der 
gezeigten  Silben  vor  allem  auf  der  Imitation  der  dargestellten  Bewegung. Die 
Grundlage  dieser  Hypothese  bildet  die  Studie  von  Buccino  et  al.  (2004a)  zur 
Untersuchung der neuronalen Mechanismen bei der Erkennung von Bewegungen, die 
durch andere Spezies ausgeführt werden (siehe Kap. 2.5.2). In diesem Experiment wird 
die  Fähigkeit  der  Spiegelneuronen  zur  Abstraktion  verdeutlicht,  so  dass  davon 
ausgegangen wird, dass die vom SpeechTrainer dargestellten Stimuli in ähnlicher Weise 
verarbeitet werden wie die von anderen Spezies ausgeführten Bewegungen. 
Hypothese 2a: Lautes Nachsprechen (overt speech) visuell dargebotener Silben:
Im Vergleich zu nachher zeigen sich vor dem Training Aktivierungen im dorsolateralen 
frontalen Kortex, der mit der Steuerung der Aufmerksamkeit bei der Erfüllung neuer  
Aufgaben in Zusammenhang steht. Im Kontrast zu vorher ist das laute Nachsprechen 
visuell dargebotener Silben  nach dem Training automatisiert, so dass ein Rückgang 
der kortikalen Aktivität und fokalere Aktivierungsmuster zu beobachten sein werden. 
Diese  Hypothese  stützt  sich auf  Beobachtungen von Sakai  et  al.  (1998)  und 
Floyer-Lea  & Matthews  (2004)  zur  Änderung neuronaler  Netzwerke  beim Erlernen 
motorischer Fähigkeiten und visuomotorischer Assoziationen (siehe Kap. 2.5.3). 
Hypothese  2b:  Innerliches  Nachsprechen  (covert  speech)  visuell  dargebotener 
Silben:
Die  in  Hypothese  2a  genannten  Veränderungen  der  kortikalen  Aktivierungsmuster  
gelten  nicht  für  das  innerliche  Nachsprechen  (covert  speech)  visuell  dargebotener 
Silben beim Vergleich der Aktivierungen nach und vor dem Training.
Diese  Hypothese  wird  dadurch  begründet,  dass  das  innerliche  Nachsprechen 
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ohne die Bewegung der an der Phonation und Artikulation beteiligten Strukturen ein für 
die Probanden ungewohnter Prozess ist, der ihre Aufmerksamkeit in Anspruch nimmt. 
Abzugrenzen ist die hier geforderte innerliche Lautproduktion von den Vorgängen beim 
Lesen. Beim leisen Lesen erfolgt zwar ebenfalls eine innerliche Sprachproduktion, die 
je nach Individuum mit oder ohne Bewegung der Artikulationsorgane stattfindet, aber 
es findet keine bewusst kontrollierte innerliche Lautproduktion statt, sondern vielmehr 
eine  innere  Repräsentation  des  gelesenen  Inhaltes,  d.h.  die  Aufmerksamkeit  des 
lesenden  Individuums  konzentriert  sich  nicht  auf  die  innerliche  Artikulation  der 
gelesenen Laute ohne Bewegung der Artikulationsorgane, sondern auf das Verständnis 
des  Textes.  Ebenfalls  erwähnt  werden  muss  an  dieser  Stelle,  dass  das  innerliche 
Nachsprechen  in  diesem  Zusammenhang  nicht  mit  dem  von  Levelt  et  al.  (1999) 
definierten  Begriff  internal  speech,  der  den  bei  jeder  Lautproduktion  unbewusst 
ablaufenden Prozess der Selbstkontrolle beschreibt (siehe Kap. 2.2.1), gleichzusetzen 
ist.  Der  in  dieser  Studie  geforderte  Prozess  der  bewusst  kontrollierten  innerlichen 
Lautproduktion ist nicht Gegenstand des Trainings und somit auch nach dem Training 
nicht automatisiert, so dass nur die in Hypothese 1 beschriebenen Veränderungen beim 
Vergleich zwischen den Aktivierungen vor und nach dem Training zu beobachten sein 
werden. 
Hypothese 3a: Lautes Nachsprechen (overt speech) auditiv dargebotener Silben:
Beim Vergleich der lauten Silbenproduktion vor und nach dem Training zeigen sich  
keine Veränderungen der kortikalen Aktivierungen.
Das  laute  Nachsprechen  auditiv  dargebotener  Laute  ist  ein  bei  erwachsenen 
Normalsprechern  überlernter  Prozess,  der  bereits  in  der  linguistischen  Phase  des 
kindlichen Spracherwerbs geübt wird (Kröger et al.  2006). Die Lautproduktion nach 
akustischer Stimulation, d.h. das im Alltag übliche Nachsprechen einer Silbe oder eines 
Wortes,  wird  über  das  von  Guenther  et  al.  (2006)  beschriebene  feedforward-
Kontrollsystem (siehe Kap. 2.2.2) gesteuert. Auf diesen hoch automatisierten Prozess 
hat  das  Training  am  SpeechTrainer  keinen  Einfluss,  so  dass  die  kortikalen 
Aktivierungsmuster vor und nach dem Training keine Unterschiede zeigen.
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Hypothese  3b:  Innerliches  Nachsprechen  (covert  speech)  auditiv  dargebotener 
Silben: 
Auch beim Vergleich der leisen Silbenproduktion vor und nach dem Training zeigen 
sich keine Veränderungen der kortikalen Aktivierungen.
Das  innerliche  Nachsprechen  ist  ein  für  den  Normalsprecher  ungewohnter 
Prozess, der wie das innerliche Nachsprechen visuell dargebotener Silben – sowohl vor 
als  auch  nach  dem  Training  –  bewusst  kontrolliert  wird.  Des  Weiteren  ist  die 
Verarbeitung  auditiver  Stimuli  ein  überlernter  Prozess,  der  durch  das  einmalige 
Training am SpeechTrainer nicht beeinflusst wird. 
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3.2. Design der Studie
Das Design der Studie umfasste zwei fMRT-Messungen sowie ein zwischen den zwei 
Messterminen  durchgeführtes  Training  mit  dem  visuellen  Artikulationsmodell 
SpeechTrainer.  Die Aufgabe der Probanden während der ersten und zweiten fMRT-
Messung  bestand  in  der  lauten  (overt  speech)  und  innerlichen  (covert  speech) 
Produktion visuell und akustisch präsentierter Silben. Bei der akustischen Präsentation 
wurden  die  Silben  von  einer  weiblichen  Stimme  gesprochen,  bei  der  visuellen 
Präsentation  handelte  es  sich  um  animierte  mediosagittale  Darstellungen  des 
Artikulationstraktes,  die  mit  dem  SpeechTrainer  generiert  wurden  (SpeechTrainer 
Videos). Während des Trainings wurde systematisch das Erkennen der SpeechTrainer 
Videos  gelernt.  Um den  Effekt  des  Trainings  auf  die  kortikalen  Mechanismen  der 
Sprachproduktion  darzustellen,  wurden  für  die  jeweiligen  Bedingungen  die 
Aktivierungen vor und nach dem Training miteinander kontrastiert und ausgewertet.
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3.3. Durchführung
3.3.1. Probanden
Es wurden 16 männliche Probanden im Alter von 22 bis 46 Jahre untersucht (Tab. 3.1). 
Alle Probanden waren deutsche Muttersprachler, wiesen eine normale Intelligenz auf 
und wurden anhand eines Fragebogens nach dem Edingburgh inventory (Oldfield 1971) 
als  Rechtshänder  eingestuft  (Händigkeitsdezil  R5  bis  R10).  Keiner  der  Probanden 
kannte  vor  der  Teilnahme  an  der  Studie  den  SpeechTrainer  oder  hatte  spezielle 
Kenntnisse im Bereich der  Phonetik.  Vor Beginn der  Studie  wurden die  Probanden 
umfassend über die ausschließlich nicht-invasiven Maßnahmen informiert und erklärten 
schriftlich ihr Einverständnis.
3.3.2. Auswahl und Präsentation der Silben
Die Matrix umfasste 27 Silbenfrequenzen, die jeweils die Abfolge Konsonant-Vokal-
Konsonant-Vokal  (CVCV)  aufwiesen.  Es  wurden  9  Konsonanten  mit  3  Vokalen 
kombiniert.  Als  Vokale  wurden  die  artikulatorischen  Eckvokale  [i:],  [a:]  und  [u:] 
(Pompino-Marschall 1995) mit den extremsten Stellungen der Zunge ausgesucht, um 
eindeutige  und  klare  Unterschiede  darzustellen.  Bei  der  Auswahl  der  Konsonanten 
wurden aus den verschiedenen in der deutschen Sprache vorkommenden Konsonanten-
Gruppen  (Plosive,  Nasale,  Vibranten,  Frikative)  jeweils  Beispiele  für  die  in  dieser 
Gruppe geläufigen Artikulationsorte ausgesucht (siehe Tab. 3.2). Nach Kombination der 
Konsonanten mit den Vokalen ergab sich die in Tab. 3.3 dargestellte Matrix aus 27 
verschiedenen Stimuli. 
Die  Silben  wurden  sowohl  akustisch  als  auch  visuell  präsentiert.  Bei  der  visuellen 
Darbietung  handelte  es  sich  um  animierte  mediosagittale  Darstellungen  des 
Artikulationstraktes, die mit dem SpeechTrainer generiert wurden (siehe Kap. 2.4.1.). 
Die  Darstellungsgeschwindigkeit  war  während  beider  fMRT-Messungen  und  im 
Training, im Vergleich zur normalen Sprechrate, um den Faktor 2 verlangsamt, um den 
Probanden das Erkennen zu erleichtern. Die akustischen Stimuli waren zuvor von einer 
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weiblichen,  logopädisch  ausgebildeten  Sprecherin  in  normal  langsamer  Sprech-
geschwindigkeit aufgenommen worden. 
Proband Alter Händigkeitsdezil Erkennung 
vorher (%)
Erkennung 
nachher (%)
Trainingsdauer 
(min)
ER 27 R 10 22,2 96,3 80
EU 46 R 6 20,4 94,4 110
FM 27 R 10 11,1 96,3 90
HM 22 R 6 44,4 100 70
JS 27 R 10 44,4 98,2 60
KC 29 R 6 5,6 94,4 140
MM 25 R 5 25,9 96,3 80
RP 24 R 10 7,4 96,3 120
RT 25 R 6 14,8 94,4 180
SB 24 R 10 18,5 96,3 90
SD 27 R 10 18,5 96,3 120
SF 25 R 10 14,8 94,4 50
ST** 23 R 10 22,2 96,3 80
VS** 26 R 10 20,4 100 90
WC** 23 R 5 44,4 94,4 90
WR** 27 R10 12,9 100 250
Tab.3.1: Übersicht über Probanden, deren Alter, Händigkeitsdezil, Erkennungsleistung 
und Trainingsdauer. (**nach der Bewegungskorrektur nicht mehr berücksichtigte 
Probanden)
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Artikulationsort/Artikulationsart Plosiv Nasal Frikativ Vibrant
bilabial [] []
labiodental []
alveolar [] [] []
postalveolar []
velar []
uvular []
Tab.3.2: Übersicht über die verwendeten Konsonanten mit ihren phonetischen 
Merkmalen
baba bibi bubu
dada didi dudu
gaga gigi gugu
mama mimi mumu
nana nini nunu
wawa wiwi wuwu
rara riri ruru
sasa sisi susu
schascha schischi schuschu
Tab.3.3: Stimulus Matrix aus 27 CVCV-Silben
3.3.3. Versuchsablauf
Der Versuchsablauf gliederte sich in vier Abschnitte, die an drei Tagen innerhalb von 
zwei  Wochen  durchgeführt  wurden:  (a)  Einführung,  (b)  erste  fMRT-Messung,  (c) 
Training, (d) zweite fMRT-Messung (siehe Abb. 3.1). 
(a) Die  Einführung fand unmittelbar vor der ersten fMRT-Messung statt. Die 
Probanden wurden zunächst mit dem Versuchsablauf vertraut gemacht. Anschließend 
erhielten sie eine kurze Einführung zum SpeechTrainer. Dabei wurde die mediosagittale 
Darstellung des  Artikulationstraktes  erklärt  und die  Artikulatoren (Lippen,  Gaumen, 
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Gaumendach,  Zunge,  Gaumensegel)  wurden  benannt.  Des  Weiteren  wurde  die 
Beweglichkeit der einzelnen Artikulatoren gezeigt, ohne aber eine Beziehung zu den zu 
erkennenden  Silben  herzustellen.  Den  Probanden  wurde  zudem die  Matrix  mit  den 
ausgewählten Silben vorgelegt, die sie laut vorlesen und sich einprägen sollten. 
(b)  Die erste  fMRT-Messung im block  design  umfasste  vier  Bedingungen. 
Während Bedingung  1  wurden  die  Stimuli  akustisch,  während Bedingung  2  visuell 
präsentiert.  In  beiden  Bedingungen  sollten  die  Probanden  die  präsentierten  Silben 
innerlich ohne Muskelbewegung produzieren (covert  speech). Während Bedingung 3 
wurden  die  Stimuli  ebenfalls  akustisch  und  während  Bedingung  4  wieder  visuell 
präsentiert, jedoch war während dieser Bedingungen gefordert, die präsentierten Silben 
laut  mit  normaler  Sprechgeschwindigkeit  zu  produzieren  (overt  speech).  Jede 
Bedingung  umfasste  27  Stimuli  (siehe  Tab.  3.3)  in  randomisierter  Reihenfolge  und 
wurde zweimal präsentiert,  so dass ein Messtermin (session) aus 8 Blöcken bestand 
(siehe Abb. 3.1). 
(c) Das Training fand bis zu 7 Tage vor der zweiten fMRT-Messung mit jedem 
Probanden  einzeln  statt.  Dabei  wurde  das  Erkennen  der  SpeechTrainer  Stimuli 
systematisch geübt. Das Training bestand aus 6 Phasen. Während  Phase 1 wurde ein 
Vorab-Erkennungstest  am  PC  durchgeführt,  um  die  Leistung  während  der  ersten 
Messung  zu  reproduzieren.  Dieser  bestand  in  einer  kurzen  Wiederholung  der 
Einführung vom ersten Messtermin und der Benennung der 2 x 27 Stimuli aus der oben 
dargestellten Matrix. Dabei erfolgte die Darstellung ähnlich wie im MRT: Mit Hilfe des 
Programms  IrfanView  (www.irfanview.de)  wurde  aus  den  Videosequenzen  eine 
automatische Präsentation (slideshow) in zuvor festgelegter randomisierter Reihenfolge 
erstellt. Auf dem Computerbildschirm erschienen die Filmsequenzen mit einer Dauer 
von ca. 2sec, danach erschien ein schwarzer Bildschirm und der Teilnehmer hatte ca. 
4sec Zeit, die gezeigte Silbe zu benennen. Seine Antworten wurden vom Übungsleiter 
in  einer  vorgefertigten  Tabelle  (siehe  Anhang) notiert,  ohne  dass  der  Proband eine 
Rückmeldung  darüber  erhielt,  ob  seine  Antwort  korrekt  oder  falsch  war.  Nach 
Abschluss des Tests wurden die notierten Silben mit den tatsächlich dargestellten Silben 
verglichen. Sowohl nicht korrekte als auch gar keine und zeitlich zu stark verzögerte 
(d.h. erst während der Darbietung des nächsten Stimulus geäußerte) Antworten wurden 
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als falsch notiert. Übereinstimmungen wurden in der entsprechenden Spalte als richtig 
markiert. Die Erkennungsrate lag in einem Bereich von 5,6% bis 44,4%. Das weitere 
Vorgehen  war  unabhängig  vom Testergebnis  für  jeden  Probanden  gleich.  Während 
Phase 2 wurden die Grundlagen der Phonetik besprochen. Den Probanden wurden die 
artikulierenden Organe (Lippen, Zungenspitze, Zungenrücken, Gaumensegel) und ihre 
Bewegungsmöglichkeiten am SpeechTrainer gezeigt. Danach folgte die Erklärung der 
verschiedenen Artikulationsarten (Plosive,  Frikative,  Nasale,  Vibranten und Vokale). 
Zuletzt wurden die verschiedenen Artikulationsorte anhand von Beispielen besprochen 
(vorne:  labial  und  labiodental;  mitte:  alveolar  und  postalveolar;  hinten:  velar  und 
uvular). In Phase 3 wurden die Einzellaute eingeführt. Die 3 Vokale und 9 Konsonanten 
wurden  am SpeechTrainer  gezeigt  und  die  Probanden  mussten  Artikulationsart  und 
Artikulationsort  zuordnen.  Danach  sollten  die  Probanden  ohne  SpeechTrainer-
Darstellung  die  jeweiligen  Kriterien  zu  den  einzelnen  Lauten  nennen.  Im  nächsten 
Schritt mussten die in randomisierter Reihenfolge gezeigten Einzellaute erkannt werden. 
Dabei wurden die falschen Antworten sofort besprochen.  Phase 4  bestand aus einem 
Einzellaut-Erkennungstest,  um  sicher  zu  stellen,  dass  die  Probanden  mit  den 
Darstellungen der Einzellaute vertraut waren.  Dabei wurden mit Hilfe des Programms 
IrfanView  (www.irfanview.de) die  Einzellaute  als  „slideshow“  jeweils  zweimal  in 
randomisierter Reihenfolge gezeigt, die Antworten der Probanden – ohne Rückmeldung 
über richtig oder falsch – notiert (siehe Mustertabelle im Anhang) und später wie beim 
Vorab-Erkennungstest ausgewertet. Hatten die Probanden 23 (95, 83%) von 24 Stimuli 
richtig benannt, folgte Phase 5. Wurden weniger als 23 Stimuli korrekt benannt, wurden 
Phase 3 und 4 bis zum Bestehen des Tests wiederholt. In Phase 5 wurde das Erkennen 
der SpeechTrainer Videos für Silben geübt. Dabei wurden die 27 Silben (siehe Tab.3.3) 
in geblockter Form in zwei Durchgängen gezeigt und vom Probanden nachgesprochen. 
Im  ersten  Durchgang  veränderte  sich  zunächst  der  Vokal  bei  gleich  bleibendem 
Konsonant (baba, bibi, bubu, dada, didi, dudu...), während im zweiten Durchgang der 
Vokal  konstant  gehalten und mit  den verschiedenen Konsonanten kombiniert  wurde 
(baba,  dada,  gaga,…bibi,  didi,  gigi,…). Phase  6  bestand  aus  einem  Silben-
Erkennungstest,  der  in  gleicher  Weise  erfolgte  wie  der  Vorab-Erkennungstest.  Zum 
Bestehen  des  Tests  mussten  die  Probanden  51  (94,44%)  der  2x27  Stimuli  richtig 
erkennen und nachsprechen. Bei bestandenem Test war das Training beendet. Bei einer 
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Erkennungsleistung  von  weniger  als  51  Stimuli,  wurden  Phase  5  und  6  bis  zum 
Bestehen des Tests wiederholt.
(d) Die zweite fMRT-Messung fand 7 bis 14 Tage nach dem ersten Messtermin 
statt. Vor der Messung wurde den Probanden die Stimulus Matrix noch einmal gezeigt. 
Des Weiteren sollten sie die SpeechTrainer Videos der 27 Silben ohne Testbedingungen 
nachsprechen, um sich an die Situation während der Messung selbst zu gewöhnen. Der 
Messablauf, die Bedingungen sowie die Reihenfolge der Blöcke erfolgten in gleicher 
Weise wie während der ersten fMRT-Messung.
Abb. 3.1: Darstellung des Versuchsablaufs bestehend aus 4 Abschnitten: Einführung, 
erster Messtermin, Training und zweiter Messtermin
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3.4. Datenerhebung
Die  fMRT-Messung wurde  an einem Philips  Gyroscan Intera  1,5T Magnetresonanz-
tomographen mit Standardkopfspule durchgeführt. Dabei wurde eine Gradientenecho-
EPI-Sequenz verwendet.  Die Repetitionszeit  (TR) betrug 2800ms, die Echozeit  (TE) 
50ms, der Flipwinkel (FA) 90°, das Field of View (FOV) 240 x 240mm2. Pro Session 
wurden 234 Volumen parallel zur gedachten Verbindungslinie zwischen anteriorer und 
posteriorer  Kommissur  aufgenommen.  Pro  Scan  wurden  31  Schichten  mit  einer 
Schichtdicke von 3,5mm erstellt. Die interslice gap betrug 0,4mm. Die Abdeckung des 
Gehirns umfasste 12cm. Die verwendete Matrix war 64 x 64. Die Voxelgröße betrug 
3,75 x 3,75 x 3,75mm3. Die anatomischen Aufnahmen waren T1-gewichtet und wurden 
mit  einer  Fast-Field-Echo-Sequenz  aufgenommen.  Dabei  betrug  die  Repetitionszeit 
(TR) 30ms, die Echozeit (TE) 4,6ms, der Flipwinkel 30°. Die sagittal ausgerichteten 
Schichten waren 2mm dick. Es wurden 170 Schichten aufgenommen.
Während der Messung lagen die Probanden auf dem Rücken. Vor der Fixation 
des Kopfes mit Schaumstoff zur Vermeidung von Bewegungsartefakten zogen sie einen 
Kopfhörer („Commander XG“, Fa. Resonance Technology Inc.) und eine Videobrille 
(„Visua  Stim  XGA“,  Fa.  Resonance  Technology  Inc.)  auf.  Bei  bestehenden 
Sehschwächen trugen die Probanden entweder eigene Kontaktlinsen oder der Sehfehler 
wurde mit Hilfe spezieller Linsen an der Videobrille korrigiert. Die Präsentation der 
Stimuli wurde mit „Presentation“ programmiert und aus einem Vorraum gesteuert. Pro 
Messtermin wurden 8 Blöcke mit je 27 Stimuli präsentiert (siehe Abb. 3.1). Vor Block 1 
und  Block  5  erhielten  die  Probanden  eine  kurze  akustische  Anweisung,  ob  die 
folgenden  Stimuli  laut  oder  innerlich  produziert  werden  sollten.  Das  Interstimulus-
intervall  betrug 6sec mit  einem Jitter  von 0,5sec. Die akustische Stimulusdarbietung 
dauerte ca. 1sec, die visuelle Darbietung ca. 2sec, so dass die Probanden 4-5sec Zeit 
hatten, den Stimulus zu erkennen und nachzusprechen. Bei der akustischen Darbietung 
und  nach  Verschwinden  der  SpeechTrainer-Darstellung  wurde  ein  schwarzer 
Hintergrund gezeigt. Die fMRT-Messung dauerte pro Messtermin ca. 22min.
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3.5. Datenauswertung
Zunächst wurden die fMRT-Daten in das ANALYZE-Format umgewandelt und eine 
Reorientierung  um die  y-Achse  durchgeführt.  Es  folgte  die  Auswertung  mit  SPM2 
(Wellcome  Department  of  Imaging  Neuroscience)  bestehend  aus  Realignment, 
Normalization und Smoothing (Kap. 3.5.1). Dann wurde die statistische Auswertung 
durchgeführt (Kap. 3.5.2). 
3.5.1. Vorverarbeitung
Beim  Realignment wurden  zur  Bewegungskorrektur,  d.h.  zum  Ausgleich  leichter 
räumlicher Verschiebungen während der Messung, zunächst die gemessenen Daten auf 
das  erste  Bild  als  Referenzbild  ausgerichtet.  Daten  von  Probanden,  bei  denen  die 
Korrektur  von Translation und Rotation mehr  als  eine Voxelgröße (4 x 4 x 4mm3) 
betrug, wurden im weiteren Verlauf nicht mehr berücksichtigt (siehe Tab. 3.1.). Bei der 
räumlichen  Normierung (Normalization)  fand  eine  Übertragung  der  Daten  in  den 
standardisierten  anatomischen  Raum  des  in  SPM2  verwendeten  MNI-Templates 
(Montreal  Neurological  Institute)  statt,  um  eine  Vergleichbarkeit  der  Datensätze 
zwischen den einzelnen Versuchspersonen zu erreichen. Beim  Smoothing  wurden die 
funktionellen Bilder räumlich geglättet. Dieser Schritt diente der Erhöhung des Signal-
Rausch-Abstandes und der Verringerung der anatomischen Variabilität zwischen den 
Versuchspersonen.  Dazu  erfolgte  eine  Filterung  mit  einer  räumlichen  Gaußfunktion 
(Full  Width  Half  Maximum:  8  x  8  x  8mm3),  so  dass  die  Daten  dem  Modell  der 
Gaußschen Felder, die in der Statistik von SPM verwendet werden, entsprachen.
3.5.2. Statistische Auswertung
Die  statistische  Analyse  bestand  aus  der  Einzelfallstatistik  und  der  anschließenden 
Gruppenfallstatistik. In der Einzelfallstatistik fand zunächst die statistische Auswertung 
für jeden Probanden einzeln statt. Mit Hilfe des General Linear Model (GLM) wurde 
für  jedes  einzelne  Voxel  bestimmt,  wie  viel  Varianz  im  Signalverlauf  durch  die 
Versuchsbedingung erklärt wird. Aus diesen Daten wurde für jeden Probanden und jede 
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Bedingung eine beta-Karte erstellt, die anzeigte, welche Voxelaktivität tatsächlich von 
der  jeweiligen  Versuchsbedingung  abhing.  Durch  Subtraktion  der  beta-Karten  für 
verschiedene Bedingungen wurden Kontraste gebildet. Die so erstellten Kontrastkarten 
enthielten  für  jedes  Voxel  T-  bzw.  Z-Werte  zur  Beschreibung  der  Größe  des 
statistischen Zusammenhangs zwischen Versuchsbedingungen und Verlauf des Signals 
in  diesem  Voxel.  In  der  Gruppenfallstatistik  wurde aus  den  Kontrastkarten  der 
einzelnen  Probanden  der  Zusammenhang  zwischen  Voxelaktivität  und  Versuchs-
bedingung für die gesamte Gruppe bestimmt. Dazu wurde die Random-Effects Analyse 
mit t-Test angewendet. Dieses Verfahren basiert auf der Annahme, dass in die Messung 
der  einzelnen  Individuen  zufällig  unterschiedliche  Störfaktoren  einfließen  und  sich 
daraus in der Gruppe ein nicht mehr aufzuklärender Varianzanteil bildet. Die Voxel mit 
statistisch  signifikanter  Signalstärke  wurden  im  MNI-Template  dargestellt.  Das 
Signifikanzniveau wurde bei p = 0,01 unkorrigiert  gewählt.  Die Mindestgröße eines 
Clusters betrug 10 Voxel.
Abschließend  wurden  die  Daten  mit  einem  Verfahren  von  Matthew  Brett 
(matlab-Tool mni2tal) in den standardisierten stereotaktischen Raum von Talairach und 
Tournoux (1988) übertragen.
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3.6. Ergebnisse
Um den Einfluss des Trainings am SpeechTrainer auf die kortikalen Mechanismen der 
lauten  und  innerlichen  Silbenproduktion  sowohl  beim  Nachsprechen  akustisch 
dargebotener  als  auch  visuell  gezeigter  Laute  darzustellen,  wurden 18  verschiedene 
Subtraktionen berechnet, bei denen einerseits die Aktivierungen vor dem Training von 
den Aktivierungen nach dem Training und andererseits die Aktivierungen nach dem 
Training von den Aktivierungen vor dem Training abgezogen wurden. Auf diese Weise 
zeigen sich sowohl die neuronalen Areale, die zur Erfüllung der Aufgabe nur vor dem 
Training beansprucht werden, als auch die Regionen, die erst nach dem Training am 
SpeechTrainer  zur  Aufgabenbewältigung  aktiviert  werden.  Schritt  für  Schritt  wurde 
nach den einzelnen Faktoren aufgelöst. Zunächst wurde der Einfluss des Trainings ohne 
Berücksichtigung des Darbietungs- und Artikulationsmodus betrachtet (Kontrast 1 und 
Kontrast 2). Im Folgenden wurde dann zunächst nach Darbietung (Kontrast 3, 4, 5, 6) 
oder nach Artikulation (Kontrast 7, 8, 9, 10) unterschieden. Im letzten Schritt folgte 
schließlich  die  Auflösung  nach  Darbietung  und  Artikulation  (Kontrast  11  bis  18). 
Tabelle 3.5. gibt einen Überblick über die berechneten Kontraste. Die Ergebnisse der 
Subtraktionen werden im Folgenden nach ihrer anatomischen Lage beschrieben. Dabei 
bezieht sich die Lagebeschreibung auf die Forel-Achse des Großhirns (siehe Abb. 3.2). 
Die genaue Lokalisation in Form der Talairach-Koordinaten bezieht sich jeweils auf die 
Maximalaktivierung eines Clusters. 
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Abb. 3.2: Lagebezeichnung des Großhirns anhand der Forel-Achse nach Kahle (2001)
Auftrennung nach: Kontrast
Keine weiteren 
Faktoren
1. nach_Training – vor_Training
2. vor_Training – nach_Training
Faktor Darbietung
3. akustisch_nach_Training – akustisch_vor_Training
4. akustisch_vor_Training – akustisch_nach_Training
5. visuell_nach_Training – visuell_vor_Training
6. visuell_vor_Training – visuell_nach_Training
Faktor Artikulation 
7. laut_nach_Training – laut_vor_Training
8. laut_vor_Training – laut_nach_Training
9. leise_nach_Training – leise_vor_Training
10. leise_vor_Training – leise_nach_Training
Faktoren Darbietung 
und Artikulation
11. akustisch_laut_nach_Training – akustisch_laut_vor_Training 
12. akustisch_laut_vor_Training – akustisch_laut_nach_Training 
13. akustisch_leise_nach_Training – akustisch_leise_vor_Training 
14. akustisch_leise_vor_Training – akustisch_leise_nach_Training 
15. visuell_laut_nach_Training – visuell_laut_vor_Training 
16. visuell_laut_vor_Training – visuell_laut_nach_Training 
17. visuell_leise_nach_Training – visuell_leise_vor_Training 
18. visuell_leise_vor_Training – visuell_leise_nach_Training 
Tab. 3.4: Übersicht über die einzelnen Faktoren und die berechneten Kontraste
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Einfluss des Trainings über alle Faktoren:
Kontrast 1: nach_Training – vor_Training (Abb. 3.3 und Tab. 3.5):
Nach der Subtraktion der Aktivierungen über alle weiteren Faktoren vor dem Training 
von den Aktivierungen nach dem Training zeigen sich in der rechten Hemisphäre zwei 
Cluster. Das dorsal gelegene Cluster erstreckt sich von der medialen Hirnseite bis zum 
Parietallappen  mit  der  Maximalaktivierung  im  Bereich  des  Gyrus  cinguli  im 
Limbischen  Lappen bei  [20,  -30,  31].  Die  Hauptaktivierung  des  weiter  ventral 
gelegenen Clusters befindet sich im Bereich des Gyrus parahippocampalis und Gyrus 
fusiformis bei [36, -47, -1]. In der linken Hemisphäre zeigen sich keine Aktivierungen.
Abb. 3.3: Kontrast 1: nach_Training – vor_Training
Hemisphäre Lappen Genauere Beschreibung Talairach-Koordinaten Z-Score
x y z
rechts Limbischer Lappen Gyrus cinguli 20 -30 31 4,39
Okzipitallappen Gyrus fusiformis 36 -47 -1 3,09
Tabelle. 3.5: Kontrast 1: nach_Training – vor_Training
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Kontrast 2: vor_Training – nach_Training (Abb. 3.4 und Tab. 3.6): 
Dargestellt  werden  die  Aktivierungsmuster,  die  sich  nach  Subtraktion  der 
Aktivierungen nach dem Training von den Aktivierungen vor dem Training über alle 
anderen Faktoren zeigen. In der  linken Hemisphäre stellt sich im  Frontallappen ein 
nahe der Zentralfurche gelegenes Aktivierungscluster mit einer Maximalaktivierung im 
Bereich des Gyrus frontalis medius bei [-44, 3, 51] dar. Der Temporallappen weist im 
superioren und medialen Bereich ausgedehnte Aktivierungen mit Maximalwerten bei 
[-59, -38, 9] und [-48, -50, 10] auf. Im Parietallappen befindet sich eine Aktivierung im 
Gyrus postcentralis mit den Koordinaten [-36, -39, 65]. Das Cluster mit der Maximal-
aktivierung im Präcuneus bei [-16, -71, 51] dehnt sich bis in den Okzipitallappen aus. In 
der  rechten  Hemisphäre  finden  sich  im  Frontallappen  Aktivierungen  im  Gyrus 
frontalis superior bei [12,  3, 70] und ein kleines aktiviertes Feld im Gyrus frontalis 
inferior bei [40, 27, 6]. Im Temporallappen zeigen sich ventral des Sulcus lateralis zwei 
Aktivierungen bei [59, -30, 16] und bei [44, -34, 13]. Ein ausgedehntes Cluster mit der 
Hauptaktivierung im Temporallappen im Gyrus fusiformis bei [32, -48, -21] erstreckt 
sich bis in den Okzipitallappen. Vom Parietallappen aus erstreckt sich ein ausgedehntes 
Cluster mit der Maximalaktivierung im Gyrus postcentralis, nahe des Sulcus lateralis 
bei [63, -7, 19] bis in den Temporallappen. Weitere Aktivierungen des Parietallappens 
zeigen sich dorsal im Gyrus postcentralis bei [44, -29, 35], nahe der Mantelkante im 
Präcuneus bei [4, -51,  58] sowie im inferioren parietalen Lobulus bei [40, -40,  54]. 
Darüber hinaus findet sich ein subkortikales Aktivierungscluster im Nucleus lentiformis 
mit der Maximalaktivierung im Putamen bei [20, 4, 0].
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Abb. 3.4: Kontrast 2: vor_Training – nach_Training
Hemisphäre Lappen Genauere Beschreibung Talairach-Koordinaten Z-Score
x y z
links Frontallappen Gyrus frontalis medius -44 3 51 3,90
Temporallappen superiorer bis medialer 
Bereich
-59 -38 9 4,05
superiorer bis medialer 
Bereich
-48 -50 10 3,51
Parietallappen Gyrus postcentralis -36 -39 65 3,56
Präcuneus -16 -71 51 3,35
rechts Frontallappen Gyrus frontalis superior 12 3 70 3,70
Gyrus frontalis inferior 40 27 6 3,44
Temporallappen Gyrus fusiformis 32 -48 -21 4,05
Übergang zum Parietallappen 59 -30 16 3,34
superiorer Bereich 44 -34 13 3,11
Parietallappen
subkortikale 
Strukturen
Gyrus postcentralis 63 -7 19 3,76
Präcuneus 4 -51 58 3,68
Gyrus postcentralis 44 -29 35 3,35
inferiorer Lobulus 40 -40 54 3,14
Nucleus lentiformis, Putamen 20 4 0 3,72
Tab. 3.6: Kontrast 2: vor_Training – nach_Training
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Einfluss des Trainings unter Miteinbeziehung des Faktors Darbietung (akustisch 
versus visuell): 
Kontrast 3: akustische_Darbietung_nach_Training –
akustische_Darbietung_vor_Training:
Nach  Abzug  der  Aktivierungen  bei  der  leisen  und  lauten  Silbenproduktion  nach 
akustischer  Stimulusdarbietung  vor  dem Training  von  den  Aktivierungen nach  dem 
Training  sind  bei  einem Signifikanzniveau von 0,01 keine  kortikalen  Aktivierungen 
mehr zu beobachten. 
Kontrast 4: akustische_Darbietung_vor_Training –
akustische_Darbietung_nach_Training (Abb. 3.5 und Tab. 3.7):
Dargestellt werden die Aktivitätscluster, die sich nach Abzug der Aktivierungen bei der 
leisen  und  lauten  Silbenproduktion  nach  akustischer  Stimulusdarbietung  nach  dem 
Training von den Aktivierungen vor dem Training ergeben. In der linken Hemisphäre 
zeigen  sich  Aktivierungen  im  Frontallappen im Bereich  des  Gyrus  präcentralis  bei 
[-28, -17, 52] und weiter rostral im Bereich des Gyrus frontalis medius bei [-36, -1, 48]. 
An der medialen Hirnseite lässt  sich die Aktivierung bei [-8, -21, 42] am Übergang 
zwischen Gyrus cinguli und Frontallappen lokalisieren. Im Temporallappen finden sich 
Aktivierungen  im  rostralen  superioren  Teil  bei  [-55,  3,  -10]  und  weiter  kaudal  bei 
[-59, -42, 13]. Des Weiteren zeigen sich im Parietallappen Aktivierungen im Bereich 
des Gyrus postcentralis bei [-59, -18, 27] und des superioren parietalen Lobulus bei 
[-12,  -59,  62].  Im  Okzipitallappen zeigt  sich  im  Cuneus  eine  Aktivierung  bei 
[-8, -88, 27]. Subkortikal zeigen sich zwei Aktivierungen, die nicht genau zugeordnet 
werden  können.  Die  Aktivierung  bei  [-24,  16,  14]  kann  dem Claustrum oder  dem 
Putamen zugeordnet werden. Die Aktivierung bei [-28, -42, 6] kann im Hippocampus 
oder in der Cauda nuclei caudati liegen. In der  rechten Hemisphäre  finden sich im 
Frontallappen mehrere Aktivierungen. Sehr weit rostral im Bereich des Gyrus frontalis 
medius lokalisiert sich die Aktivierung bei [40, 36, 24]. Näher an der Zentralfurche im 
Bereich des Gyrus  präcentralis  ist  die  Aktivierung bei  [24,  -4,  70]  gelegen. An der 
medialen Seite können Aktivierungen bei [4, 22, 54] und [8, 3, 55] lokalisiert werden. 
Im  Temporallappen am  Übergang  zwischen  Gyrus  temporalis  medius  und  Gyrus 
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fusiformis  zeigt  sich  ein  Cluster  mit  der  Maximalaktivierung  bei  [51,  -35,  5].  Der 
Parietallappen weist Aktivierungen im Gyrus postcentralis bei [63, -7, 15], nahe der 
Fissura lateralis,  und weiter  dorsal  bei  [59,  -29,  42]  sowie im superioren parietalen 
Lobulus bei [12, -51, 58] auf. Bis in den Okzipitallappen dehnt sich ein Cluster mit der 
Hauptaktivierung im Bereich des Präcuneus bei [24, -83, 41] aus.
Kontrast 5: visuelle_Darbietung_nach_Training – 
visuelle_Darbietung_vor_Training:
Nach  Abzug  der  Aktivierungen  bei  der  leisen  und  lauten  Silbenproduktion  nach 
visueller  Stimulusdarbietung  vor  dem  Training  von  den  Aktivierungen  nach  dem 
Training  sind  bei  einem Signifikanzniveau von 0,01 keine  kortikalen  Aktivierungen 
mehr zu beobachten. 
Abb. 3.5: Kontrast 4: akustische_Darbietung_vor_Training – 
akustische_Darbietung_nach_Training
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Hemisphäre Lappen Genauere Beschreibung Talairach-Koordinaten Z-Score
x y z
links Frontallappen Gyrus präcentralis -28 -17 52 3,90
medial am Übergang zu 
Gyrus cinguli 
-8 -21 42 3,33
Gyrus frontalis medius -36 -1 48 2,79
Temporallappen superiorer rostraler Teil -55 3 -10 3,08
superiorer medialer Teil -59 -42 13 3,04
Parietallappen Gyrus postcentralis -59 -18 27 3,39
superiorer Lobulus -12 -59 62 3,10
Okzipitallappen Cuneus -8 -88 27 3,20
subkortikale 
Strukturen
Claustrum/ Putamen -24 16 14 3,58
Hippocampus/ Cauda nuclei 
caudati
-28 -42 6 3,30
rechts Frontallappen Gyrus frontalis medius 40 36 24 3,34
mediale Seite 8 3 55 3,33
Gyrus präcentralis 24 -4 70 3,01
mediale Seite 4 22 54 2,76
Temporallappen Übergang Gyrus temporalis 
medius und Gyrus fusiformis
51 -35 5 3,31
Parietallappen superiorer Lobulus 12 -51 58 3,64
Gyrus postcentralis 63 -7 15 3,39
Gyrus postcentralis 59 -29 42 3,25
Okzipitallappen Bereich von Präcuneus und 
Cuneus
24 -83 41 3,85
Tab. 3.7: Kontrast 4: akustische_Darbietung_vor_Training – 
akustische_Darbietung_nach_Training
75
Kontrast 6: visuelle_Darbietung_vor_Training – 
visuelle_Darbietung_nach_Training (Abb. 3.6 und Tab. 3.8):
Dargestellt werden die Aktivitätsmuster, die sich nach Abzug der Aktivierungen bei der 
leisen  und  lauten  Silbenproduktion  nach  visueller  Stimulusdarbietung  nach  dem 
Training von den Aktivierungen vor dem Training ergeben. In der linken Hemisphäre 
können im  Frontallappen  Aktivitäten bei [-40, 3, 51] im Bereich des Gyrus frontalis 
medius  und weiter  ventral  bei  [-36,  9,  22]  im Bereich  des  Gyrus  frontalis  inferior 
lokalisiert werden. Letztere Aktivierung kann auch der Inselregion zugeordnet werden. 
Auf  der  medialen  Hirnseite  zeigt  sich  ein  Aktivierungscluster  mit  einer  Maximal-
aktivierung im Bereich des präcentralen Lobulus bei [-4, -32, 64]. Im Temporallappen 
findet  sich  ein  Aktivierungscluster  im superioren  Teil  mit  der  Hauptaktivierung bei 
[-51,  -4,  -3].  Der  Parietallappen weist  eine  Aktivierung im Gyrus  postcentralis  bei 
[-36,  -40,  61]  auf.  Subkortikal  findet  sich  eine  Aktivierung im Corpus  striatum bei 
[-20, 16, 10]. In der rechten Hemisphäre finden sich Aktivierungen im Frontallappen 
im Gyrus frontalis superior, nahe der Mantelkante bei [12, 3, 70] und weiter rostral bei 
[12, 56, 23]. Im Bereich des Gyrus präcentralis, nahe des Sulcus lateralis, findet sich ein 
Cluster  mit  der  Maximalaktivierung  bei  [63,  -6,  33].  Ventral  davon  zeigt  sich  im 
Temporallappen  ein Aktivierungscluster  mit  der Maximalaktivierung im Bereich des 
Gyrus temporalis superior bei [51, -8, 0]. Kaudal im Gyrus temporalis medius tritt eine 
Aktivierung bei  [63,  -58,  3]  auf.  Die Aktivierung bei  [40,  -7,  2]  kann sowohl  dem 
inferioren  Frontallappen  als  auch  der  Insel  zugeordnet  werden.  Der  Parietallappen 
weist  Aktivierungen im Gyrus postcentralis  bei  [40,  -21,  45] und weiter  ventral  bei 
[51, -34, 24] im Bereich des inferioren parietalen Lobulus auf. Die letzte Aktivierung 
kann auch der Insel zugeordnet werden.
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Abb. 3.6: Kontrast 6: visuelle_Darbietung_vor_Training – visuelle_Darbietung_nach_Training
Hemisphäre Lappen Genauere Beschreibung Talairach-Koordinaten Z-Score
x y z
links Frontallappen medial, präcentraler Lobulus -4 -32 64 3,29
Gyrus frontalis medius -40 3 51 2,94
Gyrus frontalis inferior -36 9 22 2,80
Temporallappen Gyrus temporalis superior -51 -4 -3 3,57
Parietallappen Gyrus postcentralis -36 -40 61 4,10
subkortikale 
Strukturen
Corpus striatum -20 16 10 3,82
rechts Frontallappen inferiorer Frontallappen oder 
Inselregion
40 -7 2 3,54
Gyrus präcentralis 63 -6 33 3,49
Gyrus frontalis superior 12 56 23 3,39
Gyrus frontalis superior 12 3 70 3,25
Temporallappen Gyrus temporalis medius 63 -58 3 3,32
Gyrus temporalis superior 51 -8 0 3,11
Parietallappen Gyrus postcentralis 40 -21 45 3,37
inferiorer Lobulus oder 
Inselregion
51 -34 24 2,79
Tab. 3.8: Kontrast 6: visuelle_Darbietung_vor_Training – visuelle_Darbietung_nach_Training
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Einfluss des Trainings unter Miteinbeziehung des Faktors der Artikulation (laut 
versus innerlich):
Kontrast 7: laute_Artikulation_nach_Training – 
laute_Artikulation_vor_Training:
Nach  Abzug  der  Aktivierungen  bei  lauter  Silbenproduktion  nach  akustischer  und 
visueller  Stimulusdarbietung  vor  dem  Training  von  den  Aktivierungen  nach  dem 
Training  sind  bei  einem Signifikanzniveau von 0,01 keine  kortikalen  Aktivierungen 
mehr zu beobachten.
Kontrast 8: laute_Artikulation_vor_Training – 
laute_Artikulation_nach_Training (Abb. 3.7 und Tab. 3.9):
Dargestellt werden die Aktivierungsmuster, die sich nach Abzug der Aktivierungen bei 
lauter Silbenproduktion nach akustischer und visueller  Stimulusdarbietung nach dem 
Training von den Aktivierungen vor dem Training ergeben. In der linken Hemisphäre 
treten  im Frontallappen  im Bereich  des  Gyrus  frontalis  medius  zwei  Aktivierungs-
cluster auf. Weiter rostral liegt die Hauptaktivierungen bei [-40, 29, 39], näher an der 
Zentralfurche  befindet  sich  die  Hauptaktivierung bei  [-40,  6,  51].  An der  medialen 
Hirnseite im posterioren Bereich des limbischen Areals zeigt sich eine Aktivierung bei 
[-4, 30, 27]. Der  Okzipitallappen weist ein Aktivierungscluster mit der Hauptaktivität 
bei [-24, -84, 26] im Bereich des Sulcus parietooccipitalis auf. Subkortikal zeigt sich ein 
Aktivierungscluster,  dessen  Hauptaktivierung  bei  [-20,  20,  14]  dem  Corpus  nuclei 
caudati oder dem Claustrum zugeordnet werden kann. Die rechte Hemisphäre zeigt im 
Frontallappen ein Aktivitätscluster mit der Maximalaktivierung bei [8, 18, 54], das sich 
bis in die linke Hemisphäre ausdehnt. An der medialen Hirnseite im limbischen Lappen 
liegt  die  Aktivierung  bei  [12,  33,  32].  In  der  Inselregion liegt  ein  Cluster  mit  der 
Hauptaktivierung bei  [40,  -7,  19].  Der  Parietallappen weist  im Gyrus  postcentralis 
Aktivität bei [40, -21, 45] auf.
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Abb. 3.7: Kontrast 8: laute_Artikulation_vor_Training – laute_Artikulation_nach_Training 
Hemisphäre Lappen Genauere Beschreibung Talairach-Koordinaten Z-Score
x y z
links Frontallappen Gyrus frontalis medius -40 6 51 3,11
Gyrus frontalis medius -40 29 39 3,01
Limbischer Lappen Gyrus cinguli/posteriores 
Cingulum
-4 30 27 2,85
Okzipitallappen Bereich des Sulcus 
parietooccipitalis
-24 -84 26 2,73
subkortikale 
Strukturen
Corpus nuclei caudati -20 20 14 3,23
rechts Frontallappen Gyrus frontalis superior 8 18 54 3,71
Limbischer Lappen medial am Übergang vom 
Gyrus cinguli zum 
Frontallappen
12 33 32 2,76
Inselregion 40 -7 19 2,82
Parietallappen Gyrus postcentralis 40 -21 45 3,51
Tab. 3.9: Kontrast 8: laute_Artikulation_vor_Training – laute_Artikulation_nach_Training
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Kontrast 9: leise_Artikulation_nach_Training – 
leise_Artikulation_vor_Training (Abb. 3.8 und Tab. 3.10):
Dargestellt werden die Aktivierungsmuster, die sich nach Abzug der Aktivierungen bei 
leiser  Silbenproduktion  nach  akustischer  und  visueller  Stimulusdarbietung  vor  dem 
Training von den Aktivierungen nach dem Training ergeben. In der linken Hemisphäre 
zeigt  sich  medial  am Übergang zwischen  Frontallappen und  anteriorem  limbischen 
Lappen ein Aktivitätscluster mit der Hauptaktivierung bei [-20, 35, 9]. In der rechten 
Hemisphäre  finden sich medial im limbischen Lappen Aktivierungen im Bereich des 
posterioren Cingulums bei [8, -42, 17] und weiter rostral und dorsal bei [12, -29, 35]. 
Der Parietallappen zeigt im inferioren parietalen Lobulus ein Aktivitätscluster mit der 
Hauptaktivierung im Bereich des Gyrus supramarginalis bei [44, -45, 32]. Subkortikal 
zeigt sich eine Aktivierung im Thalamus bei [4, -23, 12].
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Abb. 3.8: Kontrast 9: leise_Artikulation_nach_Training – leise_Artikulation_vor_Training 
Hemisphäre Lappen Genauere Beschreibung Talairach-Koordinaten Z-Score
x y z
links Frontallappen medial am Übergang zum 
Limbischen Lappen
-20 35 9 3,36
rechts Limbischer Lappen posteriores Cingulum 8 -42 17 3,94
Gyrus cinguli 12 -29 35 3,54
Parietallappen Gyrus supramarginalis 44 -45 32 3,81
subkortikale 
Strukturen
Thalamus 4 -23 12 2,67
Tab. 3.10: Kontrast 9: leise_Artikulation_nach_Training – leise_Artikulation_vor_Training
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Kontrast 10: leise_Artikulation_vor_Training – 
leise_Artikulation_nach_Training (Abb. 3.9 und Tab. 3.11):
Nach  Abzug  der  Aktivierungen  bei  leiser  Silbenproduktion  nach  akustischer  und 
visueller  Stimulusdarbietung  nach  dem  Training  von  den  Aktivierungen  vor  dem 
Training  zeigen  sich  nur  Aktivierungen  in  der  linken  Hemisphäre.  Im  limbischen 
Areal befindet sich ein Aktivierungscluster mit der Maximalaktivierung bei [-4, -6, 41]. 
Im  Okzipitallappen  zeigt  sich  im  Bereich  des  Gyrus  fusiformis  bei  [-36,  -67,  -10] 
Aktivität.
Abb. 3.9: Kontrast 10: leise_Artikulation_vor_Training – leise_Artikulation_nach_Training 
Hemisphäre Lappen Genauere Beschreibung Talairach-Koordinaten Z-Score
x y z
links Limbischer Lappen Gyrus cinguli -4 -6 41 3,49
Okzipitallappen Gyrus fusiformis -36 -67 -10 2,76
Tab. 3.11: Kontrast 10: leise_Artikulation_vor_Training – leise_Artikulation_nach_Training 
82
Einfluss  des  Trainings  unter  Miteinbeziehung  der  Faktoren  Darbietung  und 
Artikulation (akustisch versus visuell und laut versus leise)
Kontrast 11: akustische_Darbietung_laute_Artikulation_nach_Training –
akustische_Darbietung_laute_Artikulation_vor_Training
Nach  Abzug  der  Aktivierungen  bei  lauter  Silbenproduktion  nach  akustischer 
Stimulusdarbietung nach dem Training von den Aktivierungen vor dem Training sind 
bei  einem  Signifikanzniveau  von  0,01  keine  kortikalen  Aktivierungen  mehr  zu 
beobachten. 
Kontrast 12: akustische_Darbietung_laute_Artikulation_vor_Training – 
akustische_Darbietung_laute_Artikulation_nach_Training 
(Abb. 3.10 und Tab. 3.12):
Dargestellt  werden  die  Aktivierungsmuster,  die  sich  nach  Subtraktion  der 
Aktivierungen  bei  lauter  Silbenproduktion  nach  akustischer  Stimulusdarbietung  vor 
dem  Training  von  den  Aktivierungen  nach  dem  Training  ergeben.  In  der  linken 
Hemisphäre  zeigt sich im  Frontallappen  ein Aktivitätscluster im Bereich des Gyrus 
frontalis superior mit der Hauptaktivierung bei [-40, 14, 47]. Mehr ventral gelegen im 
Bereich des Gyrus frontalis inferior befindet sich eine Aktivierung bei [-40, 24, 17]. Die 
Aktivierung  bei  [-16,  -20,  -9]  kann  entweder  dem  Gyrus  parahippocampalis  im 
limbischen  Areal oder  subkortikalen  Strukturen  zugeordnet  werden.  Im 
Temporallappen tritt im Bereich des kaudalen Gyrus temporalis medius bei [-51, -47, 2] 
eine  Aktivierung  auf.  In  den  subkortikalen  Strukturen  findet  sich  ein 
Aktivierungscluster  mit  der  Hauptaktivierung  im  Claustrum  bei  [-24,  20,  14].  Die 
rechte Hemisphäre zeigt im Frontallappen ein Aktivitätscluster nahe der Mantelkante 
im  Gyrus  frontalis  superior  bei  [8,  18,  54],  das  sich  bis  in  die  linke  Hemisphäre 
ausbreitet.  Im  Parietallappen stellt  sich  ein  Cluster  mit  der  Maximalaktivierung im 
Bereich des inferioren parietalen Lobulus bei [51, -45, 24] dar.
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Abb. 3.10: Kontrast 12: akustische_Darbietung_laute_Artikulation_vor_Training – 
akustische_Darbietung_laute_Artikulation_nach_Training
Hemisphäre Lappen Genauere Beschreibung Talairach-Koordinaten Z-Score
x y z
links Frontallappen Gyrus frontalis superior -40 14 47 3,40
Gyrus frontalis inferior -40 24 17 3,03
Limbischer Lappen Gyrus parahippocampalis -16 -20 -9 3,49
Temporallappen Gyrus temporalis medius -51 -47 2 4,13
subkortikale 
Strukturen
Claustrum -24 20 14 3,19
rechts Frontallappen Gyrus frontalis superior 8 18 54 3,49
Parietallappen inferiorer Lobulus 51 -45 24 3,18
Tab. 3.12: Kontrast 12: akustische_Darbietung_laute_Artikulation_vor_Training – 
akustische_Darbietung_laute_Artikulation_nach_Training
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Kontrast 13: akustische_Darbietung_leise_Artikulation_nach_Training –
akustische_Darbietung_leise_Artikulation_vor_Training 
(Abb. 3.11 und Tab. 3.13):
Dargestellt wird das Aktivitätsmuster, das sich nach Abzug der Aktivierungen bei lauter 
Silbenproduktion  nach  akustischer  Stimulusdarbietung  vor  dem  Training  von  den 
Aktivierungen  nach  dem  Training  zeigt.  In  der  linken  Hemisphäre  ist  im 
Frontallappen eher medial gelegen eine Aktivierung bei [-20, 50, -6] zu sehen. Am 
Übergang zwischen Gyrus frontalis medius und Gyrus frontalis inferior zeigt sich eine 
Aktivierung bei [-51, 17, 32]. Im  Temporallappen ist eine Aktivierung am Übergang 
zum Parietallappen bei [-40, -57, 32] zu finden. Die rechte Hemisphäre  zeigt medial 
gelegen im limbischen Lappen ein Cluster mit der Maximalaktivierung bei [12, -38, 17]. 
Im  Parietallappen findet  sich  ein  ausgedehntes  Aktivierungscluster  mit  einer 
Hauptaktivierung im Bereich des inferioren parietalen Lobulus bei [55, -49, 36]. 
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Abb. 3.11: Kontrast 13: akustische_Darbietung_leise_Artikulation_nach_Training – 
akustische_Darbietung_leise_Artikulation_vor_Training
Hemisphäre Lappen Genauere Beschreibung Talairach-Koordinaten Z-Score
x y z
links Frontallappen medial am Übergang zum 
anterioren Cingulum
-20 50 -6 4,09
ventraler Gyrus frontalis 
medius
-51 17 32 3,45
Temporallappen am Übergang zum 
Parietallappen
-40 -57 32 2,99
rechts Limbischer Lappen posteriores Cingulum 12 -38 17 3,24
Parietallappen inferiorer Lobulus 55 -49 36 3,88
Tab. 3.13: Kontrast 13: akustische_Darbietung_leise_Artikulation_nach_Training – 
akustische_Darbietung_leise_Artikulation_vor_Training
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Kontrast 14: akustische_Darbietung_leise_Artikulation_vor_Training –
akustische_Darbietung_leise_Artikulation_nach_Training 
(Abb. 3.12 und Tab. 3.14):
Nach  Abzug  der  Aktivierungen  bei  lauter  Silbenproduktion  nach  akustischer 
Stimulusdarbietung nach dem Training von den Aktivierungen vor dem Training zeigt 
sich ein Aktivitätscluster mit Ausdehnung über die medialen Flächen der rechten und 
linken  Hemisphäre.  Die  Hauptaktivierung  liegt  in  der  linken  Hemisphäre im 
limbischen Areal bei [-4, -6, 41].
Kontrast 15: visuelle_Darbietung_laute_Artikulation_nach_Training –
visuelle_Darbietung_laute_Artikulation_vor_Training
Nach  Abzug  der  Aktivierungen  bei  lauter  Silbenproduktion  nach  visueller 
Stimulusdarbietung nach dem Training von den Aktivierungen vor dem Training sind 
bei  einem  Signifikanzniveau  von  0,01  keine  kortikalen  Aktivierungen  mehr  zu 
beobachten. 
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Abb. 3.12: Kontrast 14: akustische_Darbietung_leise_Artikulation_vor_Training – 
akustische_Darbietung_leise_Artikulation_nach_Training
Hemisphäre Lappen Genauere Beschreibung Talairach-Koordinaten Z-Score
x y z
links Limbischer Lappen Gyrus cinguli -4 -6 41 3,85
Tab. 3.14: Kontrast 14: akustische_Darbietung_leise_Artikulation_vor_Training – 
akustische_Darbietung_leise_Artikulation_nach_Training
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Kontrast 16: visuelle_Darbietung_laute_Artikulation_vor_Training –
visuelle_Darbietung_laute_Artikulation_nach_Training 
(Abb. 3.13 und Tab. 3.15):
Dargestellt  werden die Aktivitätsmuster,  die sich nach Abzug der Aktivierungen bei 
lauter Silbenproduktion nach visueller Stimulusdarbietung nach dem Training von den 
Aktivierungen vor  dem Training  ergeben.  In  der  linken Hemisphäre  zeigt  sich  im 
Frontallappen  ein  ausgedehntes Aktivierungscluster  im Bereich  des  Gyrus  frontalis 
medius und Gyrus präcentralis mit der Maximalaktivierung bei [-44, 25, 39]. Weiter 
ventral im Bereich des Gyrus präcentralis findet sich eine Aktivierung bei [-32, 5, 26]. 
Im Bereich des Gyrus frontalis superior zeigt sich eine Aktivierung bei [-12, 15, 58]. 
Medial am Übergang zwischen Frontallappen und limbischem Lappen findet sich eine 
Aktivierung bei  [-24,  10,  44].  Im  limbischen Areal ist  zudem eine  Aktivierung bei 
[-4,  -30,  31] zu sehen. Der  Parietallappen weist  Aktivierung im Bereich des Gyrus 
supramarginalis bei [-55, -37, 35] auf. Subkortikal zeigen sich Aktivierungen im Corpus 
striatum bei [-20, 16, 10] und bei [-24, -39, 6] im Bereich des Hippocampus sowie der 
Cauda  nuclei  caudati.  In  der  rechten  Hemisphäre können  Aktivierungen  im 
Frontallappen im Bereich des Gyrus frontalis medius bei [51, 21, 39] und im Bereich 
des Gyrus frontalis superior, nahe der Mantelkante bei [8, 18, 54] lokalisiert werden. 
Medial befindet sich ein Aktivierungscluster am Übergang zwischen Frontallappen und 
limbischem Lappen mit der Hauptaktivierung bei [16, 33, 35]. Die  Inselregion  weist 
Aktivität bei [36, -7, 22] auf. Im Parietallappen zeigen sich Aktivierungen im Bereich 
des inferioren Lobulus bei [51, -45, 35] sowie im Bereich des Gyrus postcentralis bei 
[40,  -21,  45]  und  [40,  -22,  27],  wobei  letztere  Aktivierung  auch  der  Inselregion 
zugeordnet werden kann.
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Abb. 3.13: Kontrast 16: visuelle_Darbietung_laute_Artikulation_vor_Training –
visuelle_Darbietung_laute_Artikulation_nach_Training
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Hemisphäre Lappen Genauere Beschreibung Talairach-Koordinaten Z-Score
x y z
links Frontallappen Gyrus frontalis medius -44 25 39 3,58
Gyrus präcentralis -32 5 26 3,18
Gyrus frontalis superior -12 15 58 3,13
medial am Übergang zum 
Gyrus cinguli
-24 10 44 2,93
Limbischer Lappen Gyrus cinguli -4 -30 31 3,29
Parietallappen Gyrus supramarginalis -55 -37 35 3,13
subkortikale 
Strukturen
Corpus striatum -20 16 10 3,38
Bereich Hippocampus und 
Cauda nuclei caudati
-24 -39 6 3,26
rechts Frontallappen Gyrus frontalis medius 51 21 39 4,24
Gyrus frontalis superior 8 18 54 3,22
medial am Übergang zum 
Limbischen Lappen
16 33 35 2,88
Inselregion 36 -7 22 3,14
Parietallappen inferiorer Lobulus 51 -45 35 3,80
Gyrus postcentralis 40 -22 27 3,38
Gyrus postcentralis 40 -21 45 3,21
Tab. 3.15: Kontrast 16: visuelle_Darbietung_laute_Artikulation_vor_Training –
visuelle_Darbietung_laute_Artikulation_nach_Training
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Kontrast 17: visuelle_Darbietung_leise_Artikulation_nach_Training –
visuelle_Darbietung_leise_Artikulation_vor_Training 
(Abb. 3.14 und Tab. 3.16):
Dargestellt  werden die Aktivitätsmuster,  die sich nach Abzug der Aktivierungen bei 
leiser Silbenproduktion nach visueller Stimulusdarbietung nach dem Training von den 
Aktivierungen vor dem Training ergeben. In der linken Hemisphäre zeigt sich an der 
medialen  Fläche  ein  Aktivierungscluster  am Übergang zwischen  Frontallappen und 
limbischem Lappen mit einer Maximalaktivierung bei [-16, 32, 17]. Eine subkortikale 
Aktivierung findet sich auf der Mittellinie im Pulvinar des Thalamus bei [0, -27, 9]. Die 
rechte Hemisphäre  weist  im posterioren Bereich des  limbischen Areals ventral  des 
Splenium corporis callosi eine Aktivierung bei [8, -42, 17] auf. Weiter dorsal findet sich 
im Bereich des Gyrus cinguli ein Cluster mit der Maximalaktivierung bei [16, -29, 35]. 
Im  Parietallappen zeigt  sich  im  Bereich  des  inferioren  parietalen  Lobulus  ein 
Aktivierungscluster mit maximaler Aktivität bei [48, -41, 35].
Kontrast 18: visuelle_Darbietung_leise_Artikulation_vor_Training –
visuelle_Darbietung_leise_Artikulation_nach_Training 
(Abb. 3.15 und Tab. 3.17):
Dargestellt  werden die Aktivitätsmuster,  die sich nach Abzug der Aktivierungen bei 
leiser Silbenproduktion nach visueller Stimulusdarbietung vor dem Training von den 
Aktivierungen nach dem Training ergeben. In der  linken Hemisphäre zeigt sich im 
Frontallappen  ein  Aktivierungscluster  im  Bereich  des  Gyrus  frontalis  inferior  bei 
[-51,  9,  22].  Im  Temporallappen findet  sich ein  Cluster  mit  der  Hauptaktivität  im 
Bereich  des  Gyrus  temporalis  superior  bei  [-51,  -4,  -3],  die  auch  der  Inselregion 
zugeordnet werden kann. Der  Okzipitallappen weist im Bereich des Gyrus fusiformis 
ein Cluster mit der Hauptaktivität bei [-28, -63, -14] auf.
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Abb. 3.14: Kontrast 17: visuelle_Darbietung_leise_Artikulation_nach_Training –
visuelle_Darbietung_leise_Artikulation_vor_Training
Hemisphäre Lappen Genauere Beschreibung Talairach-Koordinaten Z-Score
x y z
links Limbischer 
Lappen
medial am Übergang zum 
Frontallappen
-16 32 17 3,01
links/rechts subkortikale 
Strukturen
Thalamus, Pulvinar 0 -27 9 2,98
rechts Limbischer Lappen posteriores Cingulum 8 -42 17 3,42
Gyrus cinguli 16 -29 35 2,97
Parietallappen inferiorer Lobulus 48 -41 35 3,11
Tab. 3.16: Kontrast 17: visuelle_Darbietung_leise_Artikulation_nach_Training – 
visuelle_Darbietung_leise_Artikulation_vor_Training
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Abb. 3.15: Kontrast 18: visuelle_Darbietung_leise_Artikulation_vor_Training – 
visuelle_Darbietung_leise_Artikulation_nach_Training
Hemisphäre Lappen Genauere Beschreibung Talairach-Koordinaten Z-Score
x y z
links Frontallappen Gyrus frontalis inferior -51 9 22 3,14
Temporallappen Gyrus temporalis superior 
oder Inselregion
-51 -4 -3 3,71
Okzipitallappen Gyrus fusiformis -28 -63 -14 3,63
Tab. 3.17: Kontrast 18: visuelle_Darbietung_leise_Artikulation_vor_Training – 
visuelle_Darbietung_leise_Artikulation_nach_Training
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4. Diskussion
Hypothese 1: 
Nach Hypothese 1 sind bei der Produktion visuell dargestellter Silben vor dem Training, 
im  Vergleich  zu  nach  dem  Training,  Aktivierungen  im  neuronalen  Netzwerk  der 
Imitation  zu  erwarten.  Dieses  läuft  nach  Iacoboni  (2005)  über  drei  hauptsächliche 
Komponenten  (siehe  Kap.  2.5.2.):  dem  Sulcus  temporalis  superior,  dem  inferioren 
frontalen Kortex um das Broca-Areal und dem rostralen Teil des inferioren parietalen 
Lobulus.  In  der  vorliegenden  Studie  lassen  sich  alle  drei  Areale  gemeinsam  beim 
Vergleich  der  Aktivierungen  über  laute  und  leise  Silbenproduktion  nach  visueller 
Stimulusdarbietung (Kontrast 6) nachweisen. Hier zeigen sich beidseitig Aktivierungen 
im  inferioren  Frontallappen  sowie  im  Bereich  des  superioren  Temporallappens. 
Aktivierungen im inferioren parietalen Lobulus finden sich nur rechts. Aufgrund des 
Studiendesigns,  das  nur  Kontraste  im Aktivitätsmuster  zwischen vor  und nach  dem 
Training betrachtet, ist es nicht möglich, an dieser Stelle zu erörtern, ob weder vor noch 
nach dem Training Aktivierungen im linken inferioren parietalen Lobulus stattfanden 
oder ob dieser Bereich sowohl vor als auch nach dem Training aktiviert war und somit 
nach der Subtraktion der Bedingungen kein Signifikanzniveau erreicht wurde. 
Bei der Betrachtung der Aktivierungen für das innerliche Nachsprechen visueller 
Stimuli  (Kontrast  18) finden  sich  vor  dem  Training,  im  Vergleich  zu  nachher, 
Aktivierungen im Bereich des linken Gyrus frontalis inferior (BA 44/45) und des linken 
superioren  Temporallappens  (BA  22/21)  sowie  im  Gyrus  fusiformis  des 
Okzipitallappens  (BA  19).  Die  fehlende  Aktivierung  im  parietalen  Teil  des 
Spiegelneuronensystems, in dem nach Buccino et al. (2004b) die Aufschlüsselung in 
einzelne  motorische  Elemente  stattfindet,  könnte  darauf  hinweisen,  dass  diese 
Verarbeitungsstufe von den Probanden vor dem Training noch nicht realisiert werden 
kann. Die Transformation von visueller Wahrnehmung der Bewegung zu motorischer 
Aktion, also die Imitation, kann demnach aufgrund der Komplexität der SpeechTrainer 
Stimuli  nicht  geleistet  werden.  Dabei  würde die  Aktivierung im peristriären Kortex 
zusammen mit der Aktivierung im superioren Temporallappen, in dem nach Iacoboni 
(2005) eine visuelle Beschreibung der beobachteten Handlung erstellt  wird,  auf eine 
hauptsächlich visuelle Verarbeitung der SpeechTrainer Stimuli hinweisen, während das 
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bewusste innerliche Nachsprechen vor dem Training in den Hintergrund tritt.
Für die laute Produktion visueller Stimuli  (Kontrast 16) zeigen sich vor dem 
Training,  im  Vergleich  zu  nachher,  im  Hinblick  auf  die  Netzwerke  der  Imitation 
lediglich Aktivierungen beidseitig  im Parietallappen (BA 40).  Im Kontext  des  oben 
aufgestellten Erklärungsansatzes, dass bei der ersten Messung noch nicht alle Ebenen 
der Imitation bewältigt werden können, würde in diesem Aufgabenteil die Generierung 
einer motorischen Aktion nach einem Stimulus im Vordergrund stehen, während der 
visuelle Stimulus an sich nicht weiter verarbeitet wird. Somit ist Hypothese 1 nur in 
abgewandelter Form aufrecht zu erhalten und in weiteren Studien zu spezifizieren: Der 
erste Kontakt mit dem SpeechTrainer verläuft  zum Teil  über grundlegende kortikale 
Mechanismen  der  Imitation.  Obwohl  die  Spiegelneuronen  die  Fähigkeit  zur 
Generalisation  besitzen  (Buccino  et  al.  2004a)  und  sich  die  vom  SpeechTrainer 
dargestellten  Bewegungen  des  Artikulationstraktes  im  motorischen  Repertoire  der 
Probanden  befinden,  scheint  vor  dem  entsprechenden  Training  die  mediosagittale 
Darstellung  der  Artikulationsbewegungen  doch  zu  komplex  zu  sein,  um  über  die 
neuronalen Mechanismen der Imitation verarbeitet werden zu können.
Hypothese 2a:
Nach der Subtraktion der Aktivierungen während der lauten Produktion bei visueller 
Stimulusdarbietung  nach  dem  Training  von  den  Aktivierungen  vor  dem  Training 
(Kontrast 16) werden Aktivierungen im dorsolateralen frontalen Kortex erwartet, der 
mit  der  Steuerung  der  Aufmerksamkeit  bei  der  Erfüllung  neuer  Aufgaben  in 
Zusammenhang steht. Beidseitig zeigen sich Aktivierungen im präfrontalen Kortex im 
Bereich von BA 8 und BA 6 sowie im anterioren cingulären Kortex um BA 24 und 32. 
Dieses Aktivierungsmuster bestätigt die Ergebnisse von Jueptner et al. (1997), der dies 
als  anteriores  System  beschreibt,  das  bei  der  aufmerksamen  Kontrolle  motorischer 
Handlungen Aktivität zeigt.
Nach dem Training zeigen sich dagegen in dieser Bedingung, im Vergleich zu 
vorher  (Kontrast 15), keine signifikanten Aktivierungscluster. Dadurch bestätigt sich 
Hypothese 2a , dass die laute Produktion nach dem Training automatisiert erfolgt und 
fokalere  kortikale  Netzwerke  in  Anspruch  nimmt.  Über  die  bei  der  automatisierten 
Lautproduktion  nach  visueller  Stimulation  involvierten  Mechanismen  können  im 
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Rahmen  dieses  Studiendesigns  keine  konkreten  Aussagen  getroffen,  sondern  nur 
Hypothesen  aufgestellt  werden.  Eine  möglicher  Prozess  könnte  die  spezifische 
Aktivierung der entsprechenden phonemischen Repräsentation der visuell dargestellten 
Silbe  sein.  Diese  spezifische  Aktivierung  könnte  über  während  des  SpeechTrainer 
Trainings erlernte neuronale Projektionen zwischen Arealen der visuellen Informations-
verarbeitung und der von Guenther et  al.  (2006) beschriebenen  phonemischen Karte 
verlaufen  und  nach  dem  Training  die  Lautproduktion  nach  visueller  Stimulus-
präsentation über das feedforward-System einleiten.
Hypothese 2b:
Das innerliche Nachsprechen der visuell gezeigten Stimuli ist  ein für die Probanden 
ungewohnter Prozess. Abzugrenzen ist dieser Prozess von den Vorgängen beim Lesen, 
da beim leisen Lesen keine bewusst kontrollierte innerliche Lautproduktion stattfindet, 
sondern vielmehr eine innerliche Sprachrepräsentation mit Konzentration auf den Inhalt 
des  Gelesenen.  Ebenso  muss  differenziert  werden,  dass  es  sich  bei  der  in  dieser 
Bedingung geforderten Aufgabe nicht um den von Levelt et al. (1999) beschriebenen 
Begriff  internal  speech,  der  die  unbewusste  Selbstkontrolle  während  jeder 
Silbenproduktion  beschreibt  (siehe  Kap.  2.2.1),  handelt,  sondern  um  die  bewusst 
kontrollierte  innerliche  Lautproduktion  ohne  Bewegung  der  an  der  Phonation  und 
Artikulation beteiligten Strukturen.  Da diese Form der  ungewohnten Lautproduktion 
nicht Teil des Trainings ist, wird erwartet, dass die unter Hypothese 2a beschriebenen 
Veränderungen im Zusammenhang mit der Automatisierung nicht zu beobachten sind. 
Diese  Hypothese  bestätigt  sich.  Nach  der  Subtraktion  der  Aktivierungen  bei  der 
innerlichen Produktion vor dem Training von den Aktivierungen nach dem Training 
(Kontrast  17) und  umgekehrt  (Kontrast  18) zeigen  sich  keine  Aktivierungen  im 
dorsolateralen  frontalen  Kortex,  dem  die  Aufgabe  der  Aufmerksamkeitssteuerung 
zugeordnet  wird  (Floyer-Lea  &  Matthews  2004).  Auch  an  dieser  Stelle  lässt  sich 
natürlich  nicht  eindeutig  beweisen,  ob  die  fehlende  Aktivierung  im  dorsolateralen 
frontalen  Kortex  Folge  der  Subtraktion  der  Aktivitätsmuster  beider  Bedingungen 
voneinander ist oder ob weder vor noch nach dem Training neuronale Aktivität dort 
stattfindet. Allerdings erscheint es wohl eher als unwahrscheinlich, dass die Erfüllung 
dieser  komplexen  Anforderung,  sowohl  vor  als  auch  nach  dem  Training,  ohne 
97
Involvierung des Arbeitsgedächtnisses und des Systems zur Aufmerksamkeitssteuerung 
erfolgt,  so dass angenommen wird,  dass die  genannten Bereiche vor  und nach dem 
Training Aktivität zeigen. 
Hypothese 3a:
Da das  laute  Nachsprechen akustisch dargebotener  Silben beim Normalsprecher  ein 
automatisierter Prozess ist, der schon während der linguistischen Phase des kindlichen 
Spracherwerbs geübt wird (Kröger et al. 2006), wird erwartet, dass durch das Training 
am  SpeechTrainer  keine  Veränderung  der  kortikalen  Aktivität  stattfindet.  Diese 
Hypothese wird in der vorliegenden Studie nicht bestätigt. Für das laute Nachsprechen 
auditiver  Stimuli  nach  der  Subtraktion  der  Aktivitäten  vor  dem  Training  von  den 
Aktivitäten  nach  dem  Training  (Kontrast  11) zeigen  sich  keine  signifikanten 
Aktivierungsmuster. Nach der Subtraktion der Aktivitäten nach dem Training von den 
Aktivitäten vor dem Training  (Kontrast 12) zeigen sich links im inferioren frontalen 
Gyrus (BA 46) sowie beidseitig im präfrontalen Kortex (BA 6/8) Aktivierungen, die in 
Anlehnung an Floyer-Lea & Matthews (2004) auf einen erhöhten Aufmerksamkeits-
prozess bei der ersten Messung schließen lassen. Dies kann zum einen dadurch erklärt 
werden,  dass  die  Probanden beim ersten fMRT-Durchgang mit  dem Versuchsablauf 
noch nicht  vertraut  sind und daher  auch die  eigentlich „einfache“ Aufgabe bewusst 
kontrollieren. Zum anderen wäre es denkbar, dass die Artikulation der Silbenfrequenz 
CVCV kein überlernter Prozess ist, da die Silben in dieser Form nicht im alltäglichen 
Sprachgebrauch zu finden sind, so dass ihre Produktion nicht automatisch aus der von 
Guenther et al.  (2006) beschriebenen phonemischen Karte (siehe Kap, 2.2.2) erfolgt, 
sondern  unter  der  Steuerung  des  präfrontalen  Kortex  die  Zusammensetzung  aus 
artikulatorischen Gesten für bekannte Segmente stattfindet. 
Hypothese 3b:
Für  das  innerliche  Nachsprechen  auditiv  dargebotener  Stimuli  werden  keine 
Veränderungen der kortikalen Aktivierungen beim Vergleich zwischen vor und nach 
dem Training  erwartet,  da  die  bewusst  kontrollierte  innerliche  Lautproduktion –  im 
Gegensatz zur innerlichen Sprachrepräsentation beim leisen Lesen – einen ungewohnten 
Prozess  darstellt,  der  nicht  Gegenstand  des  SpeechTrainer  Trainings  ist.  Diese 
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Hypothese  wird  in  der  vorliegenden  Studie  nicht  bestätigt.  Bei  Subtraktion  der 
Aktivierungen  nach  dem  Training  von  den  Aktivierungen  vor  dem  Training 
(Kontrast 14) zeigt sich lediglich eine Aktivierung links im Gyrus cinguli bei BA 24. 
Bei der Subtraktion der Effekte vor dem Training von den Effekten nach dem Training 
(Kontrast 13) sind links Aktivierungen im präfrontalen Kortex zu finden. Dies könnte 
darauf hinweisen, dass das bewusst kontrollierte innerliche Nachsprechen auch bei rein 
auditiver Stimulation nach dem Training mit einem höheren Maß an Aufmerksamkeit 
einhergeht.  Diese aufmerksamere Kontrolle der innerlichen Lautproduktion akustisch 
dargebotener  Silben  könnte  auf  das  am  SpeechTrainer  erworbene  Wissen  über  die 
Artikulationsprozesse zurückzuführen sein und damit die von Albert (2005) aufgestellte 
und  in  ihrer  klinischen  Studie  gefestigte  Hypothese  unterstützen,  „dass  durch  den 
Einsatz  des  SpeechTrainers  die  motorische  Steuerung  und  taktil-kinästhetische 
Sensibilisierung für Artikulationsorgane und -orte verbessert werden“ (Albert 2005, S. 
129). Die ausgedehnte Aktivierung im rechten inferioren Lobulus des Parietallappens 
(BA  40)  könnte  in  diesem  Zusammenhang  die  Aufschlüsselung  des  Artikulations-
prozesses  in  seine  einzelnen  motorischen  Elemente  (Buccino  et  al.  2004b) 
widerspiegeln. Diese Aufschlüsselung unter Beteiligung der parietalen Spiegelneuronen 
würde dabei erst durch das während des SpeechTrainer Trainings erworbene Wissen 
über  die  Bewegungen  der  Artikulationsorgane  bei  der  Lautproduktion  ermöglicht 
werden.
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5. Zusammenfassung und Ausblick
Zusammenfassend hat die im Rahmen dieser Arbeit  durchgeführte fMRT-Studie ge-
zeigt, dass animierte mediosagittale Schnittbilder des Artikulationstraktes nach einem 
systematischen Training von Normalsprechern erkannt und verarbeitet werden können. 
Die fokaleren kortikalen Aktivierungsmuster während der lauten Silbenproduktion bei 
visueller  Stimulusdarbietung nach dem Training,  im Vergleich zu vorher,  lassen auf 
einen  erhöhten  Automatisierungsgrad  bei  der  Aufgabenerfüllung  schließen  und 
sprechen für die Lerneffekte durch das Training am SpeechTrainer. Die zusätzlichen 
Aktivierungen nach dem Training während des  innerlichen  Nachsprechens  auditiver 
Stimuli sprechen darüber hinaus für die Integration des am SpeechTrainer erworbenen 
Wissens bei bewusst kontrollierten Prozessen der Lautproduktion. 
Bei der Sprechapraxie wird eine Störung auf der Ebene der artikulatorischen 
Gesten vermutet, die entweder im Zugriff auf das von Levelt et al. (1999) beschriebene 
Syllabarium –  bzw.  die  phonemische  Karte  von  Guenther  et  al.  (2006)  –  oder  im 
mentalen Silbenspeicher selbst liegen könnte (Gotto 2004). Die Lautproduktion kann 
demnach nicht über das von Guenther et al. (2006) beschriebene feedforward-System 
(siehe  Kap.  2.2.2)  erfolgen,  so dass  sich die  Frage  stellt,  welche  Mechanismen zur 
Lautproduktion  stattdessen  aktiviert  werden  können.  Als  ein  möglicher  Erklärungs-
ansatz  kann  an  dieser  Stelle  das  Modell  zur  sensomotorischen  Entwicklung  des 
Sprechens von Kröger et al. (2006) dienen. Demnach müsste der Sprechapraktiker die 
einzelnen  Verknüpfungen  zwischen  auditorischen,  sensorischen  und  motorischen 
Repräsentationen  ähnlich  wie  das  Kind  neu  erlernen.  Da  die  ursprünglichen 
Informationswege aufgrund einer Läsion zerstört sind, dient der SpeechTrainer durch 
die  Visualisierung  der  artikulatorischen  Prozesse  als  Hilfsmittel  zum Aufbau  neuer 
Verknüpfungen oder sogar neuer Repräsentationen. Dass die animierten mediosagittalen 
Schnittbilder  grundsätzlich  von  Normalsprechern  im  Rahmen  der  Silbenproduktion 
verarbeitet werden, zeigt das durchgeführte Experiment. Zur Aufschlüsselung genauer 
Mechanismen  sind  jedoch  weitere  fMRT-Studien  erforderlich,  die  die  im  Rahmen 
dieser Studie aufgestellte Hypothesen detaillierter untersuchen. Dabei stellt  sich zum 
einen die Frage, ob die fokaleren Aktivierungsmuster bei der lauten Produktion visuell 
dargestellter  Silben nach dem Training wirklich auf  die  spezifische  Aktivierung der 
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entsprechenden Repräsentationen in der phonemischen Karte zurückzuführen sind. Zum 
anderen  sind  die  Mechanismen  zur  Integration  des  am  SpeechTrainer  erworbenen 
Wissens  bei  der  bewussten  innerlichen  Lautproduktion  nach  akustischer 
Stimulusdarbietung  zu  spezifizieren  und  zu  differenzieren.  Aufbauend  auf  diesen 
Ergebnissen könnte ein Modell über den Effekt animierter mediosagittaler Schnittbilder 
auf  kortikale  Mechanismen  bei  Patienten  mit  Sprechapraxie  erstellt  und  mittels 
bildgebender Untersuchung gefestigt werden.
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Anhang
Tab. 1: Erkennungsleistung auf Lautebene
dargebotener Laut gesagter Laut richtig falsch
1 r
2 b
3 g
4 w
5 d
6 n
7 u
8 sch
9 i
10 m
11 s
12 a
13 w
14 g
15 s
16 u
17 a
18 d
19 m
20 r
21 i
22 sch
23 n
24 b
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Tab 2: Erkennungsleistung auf Silbenebene
dargebotene Silbe gesagte Silbe richtig falsch
1 gu
2 wu
3 wi
4 nu
5 ra
6 ga
7 ma
8 za
9 du
10 ni
11 gi
12 bi
13 ru
14 scha
15 ba
16 na
17 mu
18 schu
19 da
20 ri
21 bu
22 di
23 mi
24 schi
25 zu
26 wa
27 zi
28 za
29 ga
30 schu
31 zi
32 gu
33 wa
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34 ma
35 ru
36 ni
37 nu
38 na
39 scha
40 ra
41 du
42 wi
43 bi
44 wu
45 mi
46 gi
47 ri
48 mu
49 bu
50 schi
51 zu
52 da
53 di
54 ba
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