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ОБ ОДНОМ МЕТОДЕ МИНИМИЗАЦИИ ВЫПУКЛОЙ
ЛИПШИЦЕВОЙ ФУНКЦИИ ДВУХ ПЕРЕМЕННЫХ НА
КВАДРАТЕ
Д. А. Пасечнюк, Ф. С. Стонякин
1 Введение
В последние десятилетия активно исследуются самые разные подходы
к численным методам для условных и безусловных задач многомерной
оптимизации [2, 4, 6, 7]. В частности, условные задачи оптимизации с
небольшим количеством функциональных ограничений с помощью ме-
тода множителей Лагранжа могут сводиться к маломерным двойствен-
ным задачам. А для задач маломерной оптимизации обычно используют
разные геометрические методы, среди которых весьма популярны ме-
тод центров тяжести Левина-Ньюмена, а также метод эллипсоидов (см.,
например, [4, 6, 7]). Отметим [5, 6], что метод центров тяжести имеет оп-
тимальную оценку числа итераций n на классе выпуклых функционалов
для достижения необходимой точности решения ε задачи (d — размер-
ность пространства):
n > Cd log
(
1
ε
)
. (1)
Однако стоимость самих итераций метода центра тяжести может быть
довольно дорогой за счёт трудоёмкой операций отыскания центра тяже-
сти выпуклого множества (см., например [4, 6]). Поэтому на практике
часто применяют метод эллипсоидов, где операция нахождения центра
тяжести заменяется на задачу нахождения центра описанного эллипсо-
ида, что делает итерацию метода менее затратной. Указанные методы
работают с линейной скоростью сходимости (сопоставимой с (1)) как для
гладких, так и негладких функций и требуют для достижения достаточ-
но приемлемого качества решения вычисления (суб)градиента на каждой
итерации.
Известны самые разные подходы к проблеме ускорения работы ме-
тодов оптимизации [4, 6, 7]. Например, для удешевления стоимости ите-
раций метода часто применяют рандомизированные процедуры, пред-
полагающие вместо вычисления точных значений важных параметров
(например, градиента) на итерациях их вероятностных аналогов [1, 3].
Например, вычисление вместо (суб)градиентов на итерациях метода их
стохастических аналогов позволяет уменьшить стоимость итерации. Од-
нако для такого типа неполноградиентных методов при этом теряются
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детерминированные оценки гарантированного качества найденного ре-
шения заменяются на вероятностные (стохастические).
Мы же рассмотрим в настоящей статье предложенный Ю.Е. Несте-
ровым (см. упражнение 1.5 из [4]) неполноградиентный метод миними-
зации липшицевой выпуклой липшицевой функции двух переменных на
квадрате, позволяющий получить детерминированные оценки. Особен-
ность метода — сведение задачи минимизации к постепенному сужению
области определения за счёт учёта направления (суб)градиентов целе-
вой функции вблизи точек-решений вспомогательных одномерных за-
дач. Иными словами, предлагается комбинировать быстро работающие
методы одномерной минимизации и с учётом геометрической структу-
ры области определения выяснять направление субградиентов в точках
на каждой итерации. Важно при этом, что на каждой итерации метода
два раза находится направление (суб)градиента (а не самого градиента!),
что существенно удешевляет стоимость итерации по сравнению с любым
полноградиентным методом. При этом сохраняется линейная скорость
сходимости метода.
Основной результат работы — оценка скорости сходимости метода
Ю.Е. Нестерова для гладких выпуклых липшицевых функций, имеющих
липшицев градиент (теорема 1). Метод может быть использован и в слу-
чае вычисления (направления) градиента с некоторой погрешностью (за-
мечание 2). Отмечено, что свойство липшицевости градиента достаточно
потребовать не на всём квадрате, а лишь на некоторых отрезках внутри
этого квадрата (замечание 3). Показано, что метод может эффективно
работать и для некоторых негладких функций. Однако построен пример
простой негладкой функции, для которой при неверном выборе субгра-
диента свойство сходимости метода может не выполняться (пример 1).
Проведено сравнение работы метода Ю.Е. Нестерова, метода эллипсои-
дов и градиентного спуска для гладких выпуклых функций различного
вида. Проведённые эксперименты показали, что рассматриваемый ме-
тод может позволить достичь требуемой точности решения задачи за
меньшее в сравнении с другими рассмотренными методами время как в
случае известного точного решения, так и при использовании оценок на
скорость сходимости методов. Замечено, что при увеличении точности
искомого решения время работы метода Ю.Е. Нестерова может расти
медленнее, чем время работы метода эллипсоидов.
Отметим, что норму и скалярное произведение на плоскости всюду
мы считаем стандартными.
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2 Описание метода
Дан квадрат Π ⊂ R2 со стороной R, задана функция f : Π→ R.
Опишем итерацию предлагаемого метода (см. [4], упражнение 1.5).
Сформулируем его как для гладких, так и негладких целевых функцио-
налов, хотя метод может расходиться на негладкой функции (см. пример
1 далее). При этом отметим, что для негладких выпуклых функционалов
вместо обычного градиента используется субградиент υ ∈ R2 определя-
емый неравенством
f(x)− f(x0) > 〈υ, x− x0〉,
справедливым для всех x из области определения. Отметим, что суб-
градиентые методы широко используются в оптимизации (см., напри-
мер [4, 7–9]).
1. Через центр имеющегося квадрата проводится горизонтальная пря-
мая. На отрезке, высекаемом из квадрата этой прямой, с точностью δ по
аргументу решается задача одномерной оптимизации. Далее при реали-
зации для решения одномерной задачи мы используем метод золотого
сечения.
2. В найденной точке xδ вычисляется вектор (суб)градиента ∇f(xδ)
и определяется, в сторону какого из двух прямоугольников направлен
вектор ∇f(xδ) и этот прямоугольник исключается из рассмотрения. При
этом важно, что достаточно знать именно направление, а не точное зна-
чение (суб)градиента.
3. Через центр оставшегося прямоугольника проводится вертикаль-
ная прямая, на отрезке, высекаемом этой прямой в прямоугольнике, так-
же с точностью δ по аргументу решается задача одномерной оптимиза-
ции. В найденной точке вычисляется вектор (суб)градиента функции и
определяется, в сторону какого из двух квадратов он направлен. Этот
квадрат исключается из рассмотрения.
Если вектор (суб)градиента в точке-приближении решения вспомо-
гательной одномерной задачи нулевой, то процесс можно остановить и
выдать указанную точку (она и даст точное решение).
Также возможно, что (суб)градиент в данной точке будет направлен
вдоль отрезка, на котором решается вспомогательная одномерная зада-
ча и неясно, какую часть оставшейся фигуры отсекать. В таком случае
условимся отсекать любую из частей на выбор.
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3 Обоснование оценки скорости сходимости
Легко понять, что на каждой итерации метода Ю.Е. Нестерова линейные
размеры квадрата уменьшаются вдвое и в какой-то момент оставшийся
квадрат будет настолько мал, что в силу условия Липшица значения
целевого функционала в его точках будут достаточно близкими друг к
другу и можно выбирать любую из них. Мы докажем, что при подходя-
щем выборе точности решения вспомогательных одномерных задач мож-
но гарантировать, что значения целевой функции в точках оставшегося
квадрата будут достаточно близки к оптимальному.
Теорема 1. Пусть на некотором квадрате Π ⊂ R2 со стороной R за-
дана выпуклая дифференцируемая функция f : Π→ R, для которой при
любых x, y ∈ Π
1)
∣∣f(x)− f(y)∣∣ 6 L‖x− y‖,
2) ‖∇f(x)−∇f(y)‖ 6 M‖x− y‖.
Тогда для всякого ε > 0 после
n = log2
2LR
√
2
ε
шагов метода Ю. Е. Нестерова при условии, что вспомогательные од-
номерные задачи решаются с точностью по аргументу
δ =
ε
2MR
√
5 log2
2LR
√
2
ε
,
получим квадрат Kn ⊂ Π = K0 такой, что
f(x)−min
x∈Π
f(x) 6 ε ∀x ∈ Kn.
Доказательство. 1. На каждом шаге метода линейные размеры квад-
рата уменьшаются в 2 раза. Поэтому после n шагов метода длина
диагонали оставшегося квадрата Kn будет равна
R
√
2
2n
. Из условия
Липшица для f имеем
f(x)− min
x∈Kn
f(x) 6 L‖x− arg min
x∈Kn
f(x)‖, ∀x ∈ Kn.
Наибольшее возможное расстояние между точками в полученном квад-
рате равно длине его диагонали. Это позволяет оценить правую часть
неравенства сверху.
f(x)− min
x∈Kn
f(x) 6
LR
√
2
2n
, ∀x ∈ Kn. (2)
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Тогда получаем критерий останова метода
LR
√
2
2n
6
ε
2
или n > log2
2LR
√
2
ε
. (3)
2. Пусть после некоторого количества итераций метода мы рассматрива-
ем квадрат P . На текущей итерации он разделяется на два меньших
прямоугольника Q и Z, причём на разделяющем отрезке l решается
задача одномерной оптимизации f .
Как известно, для её решения x0 можно найти приближение xδ со
любой сколь угодно малой точностью по аргументу δ (используя та-
кие методы одномерной оптимизации, как, например, метод золотого
сечения)
‖xδ − x0‖ 6 δ.
3. 1) Обозначим через x0 решение вспомогательной задачи
f(x)→ min
x∈l
.
Из липшицевости градиента f : ‖∇f(x)−∇f(y)‖ 6 M‖x−y‖ имеем
‖∇f(xδ)−∇f(x0)‖ 6 Mδ. (4)
Допустим, что ∇f(xδ) направлен в сторону Z, и xδ не совпадает
ни с одним из концов отрезка l. Докажем, что
min
x∈Q
f(x)−min
x∈P
f(x) 6
MRδ
√
5
2
(5)
Согласно лемме Ферма (не уменьшая общности рассуждений, мы
считаем, что решение вспомогательной задачи не совпадает с кон-
цом отрезка)
x0 = argmin
x∈l
f(x)⇒ ∂f
∂xi
= 0.
Тогда ∇if(x0) = 0, откуда[
∇f(x0) = 0,
∇f(x0) ⊥ l.
2) Пусть ∇f(x0) = 0. Тогда x0 ∈ l ⊂ Q —- точка локального (а ввиду
выпуклости f и глобального) минимума функции f на P . В таком
случае
min
x∈Q
f(x) = min
x∈P
f(x). (6)
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3) Если вектор ∇f(x0) 6= 0 и направлен в сторону Z, то также верно
(6), так как производная по всякому направлению, лежащему в Z,
в таком случае будет неотрицательной.
4) Если ∇f(x0) 6= 0 и направлен в сторону Q, то вектора ∇f(x0)
и ∇f(xδ) направлены в разные части делимого прямоугольника.
Также вектор ∇f(x0) перпендикулярен l и поэтому вектора ∇f(x0)
и ∇f(xδ) образуют тупой угол.
В тупоугольном треугольнике, составляемом этими векторами, про-
тив большего угла лежит большая сторона, откуда
‖∇f(xδ)‖ 6 ‖∇f(xδ)−∇f(x0)‖
(4)
6 Mδ.
Тогда
‖∇f(xδ)‖ 6 Mδ. (7)
Пусть x∗ = argmin
x∈Z
f(x). Тогда
f(x∗)− f(xδ) > 〈∇f(xδ), x∗ − xδ〉 ⇒
⇒ f(xδ)− f(x∗) 6 〈−∇f(xδ), x∗ − xδ〉 6
∣∣〈−∇f(xδ), x∗ − xδ〉∣∣ .
По неравенству Коши-Буняковского:
f(xδ)− f(x∗) 6 ‖∇f(xδ)‖ · ‖x∗ − xδ‖.
Известно, что x∗ находится в одном из двух прямоугольников, на
которые был поделен исходный квадрат. Диагональ этого прямо-
угольника (длина которой есть также и наибольшее возможное рас-
стояние между точками в нём) равна
R
√
5
2
. То есть
‖xδ − x∗‖ 6 R
√
5
2
.
Так как в xδ достигается минимум f(x) на Q, а в x∗ – минимум
f(x) на P , то верно следующее неравенство
min
x∈Q
f(x)−min
x∈P
f(x) 6
MRδ
√
5
2
.
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4. Если точка xδ находится на одном из концов l и градиент в этой точ-
ке направлен в сторону Z, то все производные по направлениям, от-
клоняющимся от направления градиента не более, чем на
pi
2
, будут
неотрицательны. Таким образом имеем, что на полуплоскости, отде-
ляемом прямой, проходящей через конец отрезка и содержащим Z,
значения функции не меньше, чем в самом конце отрезка. Тогда
min
x∈Q
f(x) = min
x∈P
f(x).
5. На каждой итерации дважды исключается из рассмотрения некото-
рый прямоугольник. Тогда после n итераций, ввиду (2) и (5), имеем
min
x∈Kn
f(x)−min
x∈Π
f(x) 6 nMRδ
√
5.
Если потребовать, чтобы выполнялись неравенства
min
x∈Kn
f(x)−min
x∈Π
f(x) 6 ε/2, (8)
то необходимая точность решения вспомогательных одномерных за-
дач оптимизации:
δ 6
ε
2MR
√
5 log2
2LR
√
2
ε
. (9)
Тогда (2), (3) и (9) означают
f(x)−min
x∈Π
f(x) 6 ε, ∀x ∈ Kn. (10)
Замечание 1. Из доказанного результата по стандартной схеме рас-
суждений можно доказать и сходимость метода по аргументу в клас-
се сильно выпуклых целевых функционалов (см., например [8]).
Замечание 2. Важно отметить, что схема доказательства основно-
го результата (теорема 1) позволяет учитывать не только погреш-
ность решения вспомогательных одномерных задач, но и погрешность
вычисления градиента в точках xδ (см. п. 3 доказательства теоремы
1). Точнее говоря, в точках xδ вектор градиента функции может вы-
числяться с точностью ∆: если ∇f(xδ) — точная величина градиента,
то нам доступен некоторый вектор v(xδ), для которого
‖v(xδ)−∇f(xδ)‖ 6 ∆.
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В таком случае за счёт погрешности нахождения вектор-градиент
v(xδ) может быть направлен как раз в ту часть делимого прямоуголь-
ника, где расположено решение x∗ (и эта часть будет удаляться). Тем
не менее, если погрешность ∆ небольшая, необходимое качество реше-
ния по функции может достигаться (это можно проверить по схеме
рассуждений доказательства теоремы 1).
4 О работе методаЮ.Е. Нестерова на неглад-
ких функциях
Итак, мы обосновали сходимость за линейное время метода Ю. Е. Несте-
рова в классе гладких функций двух переменных с липшицевым гради-
ентом.
Замечание 3. На самом деле условие Липшица для градиента в дока-
зательстве теоремы 1 было использовано лишь для точек, лежащих
на высекаемых отрезках, вдоль которых рассматривались задачи одно-
мерной минимизации (теорема 1, п. 3 доказательства). Если известна
точность ε для желаемого решения, а также константа Липшица L
функционала f , то можно определить число итераций n метода Ю. Е.
Нестерова. По этому числу n можно построить 2 · (2n − 1) прямых –
2n − 1 вертикальных и то же количество горизонтальных, вдоль ко-
торых возможно будут решаться вспомогательные задачи.
Условие Липшица для градиента целевого функционала достаточно
потребовать только в точках построенных отрезков. Это, в частно-
сти, означает, что вне точек этих отрезков функция даже может
иметь точки негладкости.
Естественный интерес представляет вопрос о возможности обобщения
теоремы 1 на случай негладкого выпуклого липшицева функционала f .
Оказывается, что можно привести пример, для которого такая схема
будет эффективно работать. Напомним, что для гладких функций f1 и
f2 функция
f(x) = max{f1(x), f2(x)}
будет уже негладкой и по теореме Демьянова-Данскина субградиен-
том f может считаться градиент ∇f1(x) при f1(x) > f2(x) и наоборот
∇f2(x) при f2(x) > f1(x).
Приведем результаты работы методов для функции g(x1, x2) = max{2x1+
6;−x1; x2 + 3;−2x2} (критерий останова для каждого из методов – до-
стижение точности ε = 5 × 10−3 по функции в сравнении с известным
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точным решением). Для метода Ю.Е. Нестерова время работы состав-
ляет около 2 ms, для градиентного спуска — около 5 ms, для метода
эллипсоидов — значительно дольше.
Тем не менее, возможен простой пример негладкой выпуклой функ-
ции, для которой рассматриваемый метод не будет сходиться.
Пример 1. Рассмотрим на квадрате с вершинами в точках (0; 0), (0; 1), (1; 0)
и (1; 1) функцию
f(x1, x2) = |x1 − x2|+ 0.9x1.
В качестве первой разделяющей прямой выберем x2 = 1/2. Тогда при
x1 < 1/2 имеем f (x1, x2) = x2−0.1x1, а при x1 > 1/2 получаем f (x1, x2) =
1.1x1 − x2. Поэтому
∇f (x1, 1/2) =
{
(−0.1; 1), если x1 < 1/2,
(1.1;−1), если x1 > 1/2.
Иными словами, в зависимости от выбора точки приближения реше-
ния (и даже при точном решении) вспомогательной задачи (суб)градиент
может быть направлен в любую из полуплоскостей относительно x2 =
1/2 (отметим, что min
06x161
f
(
x1, 1/2
)
= f
(
1/2, 1/2
)
). Вместе с тем
при отбрасывании части квадрата, для которой x2 < 1/2, наименьшее
значение целевой функции f в оставшейся части будет f
(
1/2, 1/2
)
=
9/20 > f(0, 0) = 0.
5 Эксперименты
Основное преимущество метода Ю.Е. Нестерова состоит в том, что дан-
ный метод является неполноградиентным, то есть не требует для сво-
ей работы вычисления полного значения градиента функции на каждой
итерации. При этом некоторым неодостатком может быть необходимость
знать константы L иM (или их верхние оценки) для целевой функции. В
то же время работа, например, метода эллипсоидов не зависит от уровня
гладкости целевой функции. Также может оказаться не вполне удобным,
что необходимая точность решения вспомогательных одномерных задач
зависит от ε, что требует полного перезапуска метода при изменении
точности решения задачи.
Приведем результаты работы методов для функции f(x1, x2) = (x1 −
1)2+x42 (критерий останова для каждого из методов —- достижение необ-
ходимой точности по функции в сравнении с известным точным решени-
ем). Для метода Ю.Е. Нестерова время работы составляет около 3 ms,
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для градиентного спуска — более 7 ms, для метода эллипсоидов — около
4 ms.
Рассмотрим гладкую выпуклую функцию f(x1, x2) = (x1−1)2+x42 на
квадрате с вершинами в точках (−3;−3), (−3; 1), (1; 1), (1;−3). В данном
эксперименте критерием останова методов будет достижение необходи-
мой точности по функции ε = 5×10−3 в сравнении c минимумом функции
на квадрате, достигающемся в точке (1; 0).
Эксперименты показали, что в сравнении с другими рассматриваемы-
ми методами (градиентным спуском и методом эллипсоидов), методЮ.Е.
Нестерова работает быстрее, несмотря на большее количество выполнен-
ных итераций. Это достигается за счёт того, что другие рассмотренные
полноградиентные методы тратят большее время на вычисление полно-
го значения градиента функции. При этом рассматриваемый в работе
метод Ю.Е. Нестерова предполагает для своей работы лишь вычисле-
ние направления (суб)градиента, что, вообще говоря, может удешевлять
стоимость итерации.
Приведем результаты работы методов для функции f(x1, x2) = (x1 +
1)2 + x22− x1 + ex1 + ex2+1 (останова для каждого из методов определяет-
ся в соответствии с теоретическими оценками (см., например, [8])). Для
метода Ю.Е. Нестерова время работы составляет около 8 ms, для метода
эллипсоидов — более 15 ms.
6 Заключение
В работе получена оценка скорости сходимости одного неполногради-
ентного метода минимизации выпуклой липшицевой функции двух пе-
ременных на квадрате. Как показали результаты экспериментов, такой
метод может работать существенно быстрее метода эллипсоидов.
Основной результат (теорема 1) преполагает помимо условия Липши-
ца для целевой функции ещё и условие липшицевости градиента. Однако
как показано далее, это требование можно существенно ослабить, потре-
бовав его выполнение на отдельных отрезках (замечание 3). Очевидно,
что если, например, количество точек негладкости целевого функцио-
нала конечно, то незначительным сдвигом разделяющих (на итерациях
метода) квадрат отрезков можно исключить эти точки негладкости из
рассмотрения. Однако нами предложен также и простой пример неглад-
кой функции, для которой метод не сходится (пример 1).
Уточним, что все численные эксперименты были выполнены с по-
мощью с помощью программного обеспечения Anaconda 5.3.1 Python 3.6
version [10] на компьютере с 2-ядерным процессором Intel Core i5-5250U с
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тактовой частотой 1,6 ГГц на каждое ядро. ОЗУ компьютера составляла
8 Гб.
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