This report describes the use of a one-component dual-scatter laser velocimeter (LV), in the forward-scatter mode, to measure the particle velocity distribution in a hypersonic dust erosion facility. The data acquired from a number of experiments are briefly summarized. Additional data acquired from holographic and fiber-optics measurements are also compared with the LV data. A discussion of the effects of both periodic and nonperiodic electrical noise upon the data is presented.
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Figure Page The hypersonic Dust Erosion Tunnel (DET), Propulsion Wind Tunnel Facility (PWT), AEDC, is being used to study the effects of the high-energy impact of dust particles on various targets. A knowledge of the particle velocity on impact is imperative. The laser velocimeter (LV) has been proven ideal for measuring these velocities. The LV measures the shift in frequency of the laser radiation scattered from the moving particles. The data are, therefore, a direct measure of the velocity of the particles as opposed to an indirect determination using the gas velocity and drag laws.
The LV development at AEDC is well documented. (Refs. 1, 2, 3, 4, and 5.) The LV systems have been used in actual test situations during the development phase and have shown good results {Refs. 4 and 5). During the present work, the dual-scatter, off-axis collection configuration was used to perform the measurements.
SECTION II LASER VELOCIMETER -DESCRIPTION
The dual-scatter LV system in the off-axis forward-scatter arrangement is shown in Fig. 1 (Appendix). The laser beam is split into two parallel beams, compensated for optical path length, through the selfaligning optics package (Ref. 2). The two beams are then focused to a common point by lens L]_. The angle of convergence (0) of the beams is dependent on the beam separation obtained through the beam-splitting blocks and the focal length of L]_. At the focal point, interference of the two beams takes place to provide the fringe pattern, as described below. The detection system consists of a lens (L2) and a photomultiplier <PM) tube to collect the radiation scattered from within the focal volume to provide the alternating current for processing.
In the crossover region (focal region) the two beams consist of plane waves. Figure 2 represents this region with the lines normal to the beam axes illustrating adjacent wave crests of maximum intensity. The interference phenomenon produces a series of bright and dark fringes oriented in the x, y plane so that y is constant.
It is shown in Fig. 2b that the fringe spacing (6) is 6 = X/[2 sin (0/2)]. As a particle traverses the fringe region, the period of the signal
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obtained is the time required to travel one fringe space. Thus, the velocity component normal to the fringes is V n = fX/[2 sin (0/2)], where f is the signal frequency.
It is important to note that the signal frequency is independent of the viewing angle, which was not true in the earlier LV configurations. This leads to great flexibility in adapting this system to practical test applications. A detailed treatment of laser Doppler velocimeter (LDV) theory is found in Ref. 1 , where the mathematical derivation of the Doppler effect obtains the same result as that shown above.
A measurement of one component of the velocity {along the tunnel centerline) is satisfactory for this application, although gross errors could result if the particle trajectory varied significantly from the selected component. In the present case, with a very long nozzle with angles of divergence of 2 deg, the measured velocity could vary less than 0. 1 percent from the actual velocity because of trajectory error < v m = v a cos 2 de g>-
The input radiation source for the velocimeter was an argon laser with a nominal output of 0. 10 w at 4880-A wavelength in the transverse electromagnetic (TEM ) mode. The input optics consisted of the selfaligning be am-splitting blocks and a 6-in.-diam, 90-in. focal length focussing lens. A polarization rotator was used to optimize power and to balance the intensity of the two beams downstream of the be am-splitting blocks. The two beams each contained, generally, about 16 MW of power. The laser was operated in a semidonut mode (near TEMn), which gave a somewhat larger probe volume than a Gaussian mode and also increased the power output by about 100 percent. The beams were directed by two plane, front-surface mirrors into the test cell, with the focal point on the test cell centerline.
The collection package (Fig. 3) contained two 6-in.-diam lenses with 30-and 49-in. focal lengths back to back, which imaged a conical portion of the beam crossover region onto a pin hole (0. 040-in. diameter) located immediately in front of the PM tube.
The alignment of the collection optics is very critical. Alignment was accomplished by placing a scattering source in the probe volume center and aligning the PM tube and pin hole with a precision x, y, z micropositioner. The alternating scattered signal from the PM tube is amplified and fed to the Doppler Data Processor* (DDP)(Ref. 1), which Patent Pending.
checks the signal for periodicity for a given number of cycles and then determines its period. (If the signal is not periodic within 2 percent, it is rejected.) The period is then recorded both on a paper tape printer and on magnetic tape for compiiter interfacing. A millisecond clock is incorporated in the recording system so that the time each data point was acquired is also printed.
The computer calculates the velocity and plots but both the velocity distribution, including all data points of a given run, and a plot of velocity versus time of data acquisition. The clock is started by a relay connected to the test facility arc starting unit so that the data acquisition time is correlated with PWT data.
SECTION III DUST EROSION TUNNEL -DESCRIPTION
The AEDC Dust Erosion Tunnel is a continuous-flow, arc-heated wind tunnel in which erosion tests of materials under high-velocity, high-enthalpy conditions can be conducted. A schematic of the facility is shown in Fig. 4 .
Magnesium oxide (MgO) dust particles are injected upstream of the hypersonic nozzle throat and are aerodynamically accelerated. The velocity versus particle size is shown in Fig. 5 for normal tunnel conditions. The basic aerodynamic drag equation, with the assumption that the particles are spherical in shape, was used in calculating the values presented (see Ref. 6) . A multiple-mount model-positioning system is enclosed in the test cell for model injection into the flow.
SECTION IV TEST PROCEDURES, RESULTS, AND DISCUSSION
The test activity varied with each run conducted in the tunnel. After a nominal 40 to 60 sec required for arc stabilization, from one to six models were sequentially injected into the test flow. After a time in dust-free flow the MgO particles, of nominal 100-Mm diameter, were introduced for a specified length of time (usually from 5 to 20 sec). The data processor was started at the time of arc ignition. The time history of run number 8 is shown in Fig. 6 , where each data point was plotted versus time of acquisition.
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The dust-free periods between model injections are clearly seen. The data from all the dust periods during run number 8 are shown combined in Fig. 7 . The most frequently obtained velocity was 5600 ft/sec. The spread in velocities shown was mainly caused by the spread in diameter of the dust particles about the mean diameter of 100 jum. This fact was established from the holographic studies carried on concurrently in the DET. A laboratory determination of the size distribution was also made, using a fiber-optics array method currently under study at AEDC (Ref. 7). The size distribution using this technique is shown in Fig. 8 . The theoretical considerations in Fig. 5 indicate that this dust size distribution should produce velocities ranging from 3400 ft/sec up to approximately 9500 ft/sec. Thus, it is seen that the LV distributions obtained will depend primarily on the particle size distribution although there is surely a range of velocities for each discrete size. Typical data are shown in Figs. 9 through 18.
HOLOGRAPHIC DATA COMPARISON
A newly developed, double-pulse holography system was used to obtain velocity data on a different, but equivalent, run in the DET. This system makes a hologram of a portion of the test section at two instants of time separated by about 1 msec (see Ref. 8 ). This technique allows a time-distance determination of velocity of the individual particles in the hologram. In addition, the size of these particular particles can be determined. One disadvantage of holography is that the data are valid only for one instant of time (1 msec) during the dust period. As shown by the LV data in Fig. 6 , the velocity distribution seems to vary with time as might be expected. For instance, the range of velocities at 68 sec is much less than that at 118 sec. The results of a holographic analysis are presented in Fig. 19 . It shows approximately the same range of velocities as the LV results, with the distribution peaks occuring at nearly the same velocities. The LV distribution in Fig. 10 compares exceedingly well in shape and range with the holographic data.
All of the LV data from runs of equivalent tunnel conditions were compiled into one total velocity distribution. These data are shown in Fig. 20 superimposed on the data from the two other experimental techniques discussed, the holographic data (one run only) and the fiber-optics sizing technique. The fiber-optics size distribution was converted into a velocity distribution using the data in Fig. 5 . The velocity peaks fall within 500 ft/sec of each other (9. 1-percent deviation from LV peak) with the holographic and LV data showing only a 200-ft/sec difference (4. 6 percent). Based on microscopic examination of the dust particles, the dashed line extrapolated from the fiber-optics curve is felt to be a reasonable approximation of the trend of the data.
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NOISE PROBLEMS
The noise level in the systems varied considerably from day to day, presumably because of the other test activities in the area of the DET. One definite noise source was traced to arc noise introduced in a cable from the LV equipment to the control room. This source was removed, but an intermittent noise problem persisted throughout the tests. Figure 17 shows the results of what appears to be a high-frequency noise band at 4600 ft/sec. This noise is evident because it appears during periods of nondusting, especially during the first 40 sec of arc stabilization. Attempts to isolate the problems were frustrated by the fact that the tunnel run time was seldom more than 2 to 3 min and occurred no more than once a day.
Fortunately, when a noise band exists in the data, it is evident on the velocity-time plot, and valid data can still be extracted. Clean breaks between dust periods assure that the data are unaffected by noise.
The threshold level at which the signal will trigger the processor and be recorded is variable. Since each run seemed to have a different associated noise level, the trigger level had to be adjusted accordingly during the first of each run. Also, since the high-velocity end of the range would come from signals from the smaller particles, and therefore the lower signal levels, it is important to detect the smallest possible signals. The process of setting the trigger so that it is above noise level, but still getting the small amplitude signals, is very critical. The procedure used was to set the trigger level manually so that the noise would trigger the system and then to increase the threshold just above this level. This was done while the arc conditions were being set, and no dust was introduced. A better procedure would require a continuouslyvariable-gain amplifier instead of the step-gain amplifier used. Then the existing noise could be amplified to just below the minimum processor threshold of 20 MV. This would optimize the collection of high-frequency signals.
DATA ACQUISITION RATE
The average rate of particle mass flow was found for each run by weighing the sample in the "hopper" before and after the run. A typical value for what was considered heavy dusting was (for run number 9) 68. 8 x 10 "^ gm/cm. Assuming that the particles are spherical with 90-jum diameter and a specific gravity of 3. 58, the particle mass is seen to be 1. 37 x 10~° gm/particle. The particle concentration (Np) was then 0. 5 particles per cubic centimeter of air.
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For an estimate of the rate of particle flow through the probe volume, the cross-sectional sensing area normal to the flow is required. The actual probe volume is a very complicated intersection of two cylinders of different diameters and varying angles of intersection, all of which change from one LV application to the next. The volume is also a function of the electronic characteristics of the data processor in that a certain minimum number of cycles of the signal is required for processing. This sensitive area is estimated by use of the equations and sketches in Fig. 21 . The height of this area is the portion of the crossed beams over which a particle can pass and cross a minimum of 10 fringes. (This particular processor required 10 cycles. > The width of the area is more difficult to obtain. Maximum width would be defined by the point marked 106 in part (c) of Fig. 21 , but this would only be for a particle passing directly through the center as shown in part (d). As the particle moves above or below the centerline toward the edge of the beam, the effective width decreases until the point along Z is reached where the centerline length of coincidence of the two cylinders is about 156. At this point any particle passing through within the height limitation (h) will see 10 fringes. For this estimate the average width is assumed to be where the centerline length of 126 is reached.
As previously stated, the laser was operated in a semidonut mode, which is considerably larger in diameter than the Gaussian mode; therefore, since all the theory has been developed for Gaussian mode, the diameter (D) of the crossed beams was determined experimentally. The crossover point was magnified and projected onto a screen, where the fringes were visually counted. [The fringe spacing (6) depends only on the wavelength (X) and the beam angle (0)]. In this configuration there were 18 fringes of 8. 02 x 10"^ cm spacing each or a beam diameter of 1.44 mm.
By the use of the equations in Fig. 21 , the sensitive area was estimated to be 3 x 10"2 cm^. Taking the theoretical gas velocity of about 9000 ft/sec, one can see that the probe region samples the gas at a rate of 8. 3 x 103 cm^/sec. With N p = 0. 5 cm -3, this is an available data rate of about 4000 sec -1 . The lowest dust density run thus far would be, using the above assumption, about 600 sec"^.
This rate is much greater than the capability of the system in its present configuration. Because of the requirement to record the time of each data point, the maximum data rate is 10 points/sec. On each run the data show that there were periods during which the maximum rate was reached, but in general the data were recorded at about 60 percent of maximum, or 6 points/sec. Since this is a very small percentage
of what was available, possible data rejection mechanisms were present, such as multiple particles simultaneously in the probe volume. Any mechanism which destroys the periodicity of the signal will cause rejection of that signal within the processor.
If one continues the logic of Fig. 21 and uses the shaded area of part (b) as the cross-sectional area of the probe volume, an estimate of the probe volume of about 4 x 10~3 cm 3 is obtained. However, N p = 0. 5 cm" 3 , i. e., there are only two particles per 1000 probe volumes sampled. The logical conclusion is that the signal rejection is being accomplished by random noise pulses. This noise is not periodic and, therefore, does not contribute erroneous data as did the high-frequency noise discussed above, but would prevent the system from obtaining all the available data. This is another reason that the threshold voltage for the processor must be optimized according to locally existing noise levels.
SECTION V SUMMARY OF RESULTS
The dual-scatter LV system proved capable of measuring the hypersonic velocities produced in the dust erosion facility. Velocities greater than 8000 ft/sec were recorded. It was pointed out that the distribution in measured velocities was primarily due to the distribution in particle size; therefore, a determination of the accuracy of the system for this application was not made. The systematic error of the LV is felt to be no greater than 3 percent, primarily because of the frequency window width set within the data processor. On the one comparison with data from the very straightforward holographic technique, the velocity distribution peaks compared within 4. 6 percent. The capability of recording the time of each data point was very useful in providing a time history of individual runs. The only significant operational problem encountered was the high-frequency electronic noise, which was easily detectable, and its effects were readily removed from the data. Greater emphasis will be placed on the setting of the threshold level for signal processing. The threshold must be low enough to insure acceptance of the lowamplitude, high-frequency pulses, yet high enough to prevent rejection of valid data by spurious noise pulses reaching the processor. 
