Usability engineering (UE) methods attempt to ensure that designs can be used; unfortunately, ability to use alone does not determine willingness to use an application. Work in the Management Information Systems (MIS) field has sought to predict user acceptance of new technologies but, surprisingly, such work is rarely applied in HCI testing scenarios. In the present paper we propose a simplified model of technology usage determinants that incorporate both traditional UE and important MIS concepts. In this model, both objective measures of an application's utility and the user's performance are matched with user perceptions of utility and performance to support a more complete (and thus, robust) model of users' willingness to use an available application than currently exists. The P3 (Power, Perception and Performance) model is outlined in a form that supports its immediate application by HCI practitioners.
INTRODUCTION
Within the human-computer interaction (HCI) community, there exists a long and rich research paradigm on usability engineering (UE). From a UE perspective, usability is operationally defined as the effectiveness, efficiency and satisfaction with which specified users can perform particular tasks in a given environment (see e.g., Shackel 1991 , Nielsen, 1993 .
Effectiveness answers: can users perform their tasks? Efficiency means: what resources must users expend to achieve a given outcome (e.g., time, effort)? Finally, satisfaction measures answer: how well do users like the application? Data to answer each of these questions is ideally obtained from performance tests and questionnaires with appropriate users in relevant contexts. From this perspective, usability is contextually defined in operational terms that designers can see as targets to meet, for example: "Users should be able to perform specified tasks with new tool after W minutes training, with X% effectiveness, at least Y% efficiency, and Z% greater satisfaction than with old interface" [where W < infinity, and 0< [X, Y, Z] <100]
The strengths of the usability engineering approach include:
1. The use of operationalized measures that are negotiated in context. Rather than assuming there exists an ideal interface that is ultimately usable, the UE approach emphasizes the situated nature of interaction and the variability in users and tasks that frequently necessitate idiosyncratic solutions in designs.
2. The direct coupling of usability measurement to tasks which the tool must support. By focusing directly on task support, the UE approach emphasizes demonstrable utility in user terms. If advantages cannot be tied to clear tasks, the usability engineer views the tool as poorly specified.
3. The capability of negotiated targets to fit into an iterative design process. By negotiating agreed targets for design, usability tests can inform all stakeholders of the degree to which a current version improves on existing tools. Furthermore, tests of this kind can serve to inform participants that their expectations for usability are valid or over-ambitious. With each iteration under UE, the expectations of the tool and the degree of match between it and its context of use can be observed.
4. The decoupling of the usability construct from interface features. By adopting an operationalized approach, the concept is divorced from simple appeals to interface features that might enhance use. Conformance to style guides and embodiment of design principles such as consistency alone are not accepted as evidence of an interface's usability.
Each of these strengths gives the approach value to the software industry where design practices require targets to be met and where the success of a new tool is determined in general rather than in absolute terms. Thus, the usability engineering paradigm has enjoyed a wide range of support from industry even where informal testing methods are the norm.
Nonetheless, there are associated weaknesses of the UE approach. For example:
1. In contextually determining usability, it is accepted that what works in one context may not work in another and design activities must continually be grounded in work practices to be effective.
2. Determining usability criteria requires considerable analytic skill. It is not sufficient merely to establish effectiveness as primary criterion and then to place a numerical value of say, 90% as a target without considering existing levels or effectiveness or the practical implications of such targets being met (such as training overheads, user effort etc.).
3. Generalization beyond a given context is difficult since this approach assumes any change in users, tasks or environments necessitates a new operationalization for test purposes. This limits the ability of the field to extract principles which can be employed in design education and practice.
4. Finally, effectiveness, efficiency and satisfaction criteria do not determine re-design advice. To find out that a design has failed to fully meet the required levels of satisfaction or efficiency for example does not in itself tell a deign team how they should re-design the interface. Certainly such results can focus attention on issues but they require interpretation by skilled usability analysts who can relate these performance data to modifiable features of the application under test.
While the UE approach of deriving appropriate targets for design and testing to meet is useful, it is clear that usability does not fully determine actual system use (Dillon and Morris, 1996) . Thus, it is possible that designers may produce a well engineered artifact that meets set criteria, but still fails to gain the acceptance of discretionary users. In other words, usability is a necessary but insufficient determinant of use.
SO WHAT DOES PREDICT USE?
Research indicates that use is determined by combined attributes of the individual, the situation or the technology. For example, early work in the management information systems literature by Lucas (1975) suggested that "attitudes and perceptions" as well as "situational and personal factors" were determinants of use. From a theoretical perspective, Rogers' innovation diffusion theory (ID) (1995) identified individual attributes of acceptors with "early adopters" being typically individuals who are wealthy, highly educated, and risk-accepting. In addition, Rogers posits 5 characteristics of adopted technology that determine its use. These include:
Relative advantage (the degree to which an innovation is perceived as being better than its predecessor), Compatibility (the degree to which an innovation is perceived as being consistent with existing values, needs and past experiences of potential adopters), Complexity (the degree to which an innovation is perceived as being difficult to use), Trialability (the degree to which an innovation may be experimented with before adoption), and
Observability of outcome (the degree to which the results of an innovation are observable to others).
Tornatzky and Klein's (1982) meta-analysis of the ID literature examined the relationship between these five characteristics and actual adoption or implementation. In their extensive review they found that two characteristics, compatibility and relative advantage were most closely related with adoption, while complexity was negatively related to adoption. Rogers' original ideas have been extended to information technology to study spreadsheets (Brancheau and Wetherbe, 1990) , personal computers (Moore, 1987) , and expert systems (Leonard-Barton and Deschamps, 1988).
Unfortunately, some have criticized much of the IS literature looking at ID as violating many of the assumptions of classic innovation diffusion theory. These assumptions include: a) a focus on an individual (vs. organizational) locus of adoption and b) a low knowledge burden and low user interdependencies on the part of users (Fichman, 1992) . A further problem is that many of the ID constructs are rather loosely defined. For example, for "relative advantage," the criteria used to judge what is "advantageous" is not clear-an innovation could be "advantageous" because it helps one get their work done faster, or more accurately, or at a lower cost, or some combination of all of these.
Therefore, while ID offers a rich description it seems to afford little predictive power that can be coupled with usability engineering to produce an applicable design framework (although clearly the complexity attribute of ID is related to usability). Thus, while it seems that the UE approach is at least likely to positively influence one of the major determinants of acceptance (i.e., complexity), it is not clear that UE can be extended to embrace other components of ID theory. For example, the relationship between the effectiveness and efficiency measures of usability engineering may relate more to relative advantage or observability of outcome than they do to "complexity" in ID terms.
A more powerful tool that has been proposed is the Technology Acceptance Model (Davis et al., 1989) which explicitly seeks to model the dynamics of acceptance in individual users by tapping their reactions to the system early in the design process. Based on the Theory of Reasoned Action from social psychology (Fishbein and Ajzen, 1975 , TAM predicts use based on the influence of two factors: perceived usefulness (the degree to which a user believes that using the system will enhance his/her performance) and perceived ease of use (the degree to which the user believes that using the system will be free from effort). Davis' research shows that TAM offers an R2 (variance explained) in range of .5 for many common office automation applications--an impressive result when one considers that good predictive tests for human behaviors in selection tests usually account for .25 (Dillon and Watson, 1996) .
Davis argues that usefulness is the most important predictor of use, explaining significantly more variance than ease of use ratings by users. Impressively, TAM has been widely applied across a number of different application types in both laboratory and field settings (e.g., Adams, Nelson, and Todd, 1992; Davis, 1993; Hartwick and Barki, 1994; Mathieson, 1991; Taylor and Todd, 1995) with consistent results. However, research on TAM is typically based on a single time period when users are exposed to a ready-made system. Morris (1996) tested Netscape for discretionary use with 263 users, tested every 4 weeks. Users kept self-report usage logs and all data were analyzed for perceptual measures from TAM plus quality and amount of use variables. This study showed that the general TAM relationships hold but over time "quality of use" (whether a user was effective or efficient with a system in usability engineering terms) is a significant mediating variable which influences subsequent ratings of usefulness and ease of use. Unlike TAM, ease of use was directly linked to intention to use in this study suggesting a continuous cycle of attitude influencing behavior which then further shapes attitude, and so forth. Therefore, while perceptions clearly play a vital role in user's cognitive evaluation decision-making process about whether to use (or continue using) a new system, the evidence also suggests that relying on perceptual measures alone may be inherently risky due to changes in users' perception of a system over time.
A number of practical issues surface in trying to apply TAM in the context of UE activities. In design terms, it is not clear how well TAM predicts usage when prototypes are evaluated (the time when most scope for re-design exists). Work on TAM to date has always involved testing user reactions to complete systems to which they are formally introduced or trained in using. There is no evidence supporting its use with systems that are necessarily incomplete at an early stage of design. For example, is it reasonable to assume that users can rate how useful a system will be if all the proposed functionality is not currently present in the system? Or, can users adequately rate the system's ease of use before all the options and interface features have been designed? Further complicating the issue of acceptability, TAM's measures are self-ratings of usefulness and ease of use, and it is clear from studies of users over time that user ratings of an interface can change considerably with repeated exposure (Dillon, 1987) and may shift independently of the usability of the interface, for example as the user finds new tasks to perform that the technology supports. Tractinsky (1997) shows that initial reactions to a system show that aesthetics positively correlate such users ratings of likely usability, though ratings of likely usability themselves are not related to real performance. Thus, while TAM's perceptual measures may be valuable and offer IS professionals and managers an early look at whether users are likely to use the system, they may not offer much to the designer in terms of feedback about what should be changed to help increase user's perceptions of ease of use or usefulness. For example, a designer may find that potential users find the system difficult to use; however, the source of that difficulty is not pinpointed by TAM measures. Thus, the designer may find himself in the uncomfortable position knowing the system is not likely to be accepted by users, but having no idea about how to proceed.
DIFFICULTIES MERGING EXISTING APPROACHES
Combining the usability engineering approach with TAM is not as simple as joining the two perspectives together. Usability Engineering measures behavior within a tightly controlled region and establishes only that users can perform to a certain level with the system under test. This is useful but does not allow us to predict actual use in the real world. TAM predicts behavior for developed systems once users have the opportunity to test those systems. However, this approach offers little insight for design where feedback from users is needed to shape the emerging technology early in the process. It is possible that by the time designers are able to gather meaningful data on TAM to see whether users will or will not accept a system, it is too costly to make major alterations.
Obviously, both approaches have utility but they do not cleanly complement each other. The operational definitions of effectiveness, efficiency and satisfaction in UE are not equivalent to TAM's 'ease of use' construct. Indeed it is possible that measuring usability in the UE manner might produce findings that are contradicted by TAM since part of UE's definition of usability is more likely measured by usefulness in TAM. UE measures behavior of users with the system, while TAM measures affect and unfortunately, the relationship between the two is complicated. What seems to be missing from the current literature in this area is a unified model of use that supports both the process of design early on and clarifies the relationship between usability and acceptability.
INTRODUCING THE P3 MODEL
The evidence to date indicates that actual use is multiply determined (e.g., see Nielsen and Levy, 1994) . Obviously, no complete theory of the relative interacting effects of environment, tool and user is within sight at this time. However, there are clear indications that we know where to start looking. If we wish to extend our analyses from identifying if user 'can' use a tool, to determining if the user 'will' use a tool, then we can start with the key variables. We propose that use of a given information technology is driven by the following: Utility (i.e., functionality, capability): This refers to the technical capability of the tool to actually support tasks that the user wishes to perform. This can be established in most cases objectively by audit or inspection of the specification or working version. In normal application, completing a task analysis will provide sufficient information to establish the utility level of any tool.
User Attitude (i.e., perceptions, affect): This refers to users' subjective evaluation of the information system. While two systems may have identical utility and both prove usable, users may express a preference for a system based on personal judgment, previous experience, aesthetics, cost etc. Therefore, the final driver of use must be the user's perceptions of or attitude toward the technology.
Usability (i.e., operability, user performance with the tool): This is the classic behavioral data set employed HCI studies. Usability refers to the extent to which users can exploit the utility of the system. Thus, systems with equivalent utility may result in different levels of usability depending on how the design is implemented.
To render these drivers meaningful for systems implementation we propose they be conceptualized in the following terms as the P3 framework, i.e.,
Power: An objective measure of the applications capability/functionality, i.e., "what the system can do", regardless of a user's ability to exploit it.
Perception: Perceptual measures from users regarding usability, utility, etc., (as in TAM).
Performance: Behavioral measures of usability as in traditional usability engineering. By conceptualizing systems evaluation in these terms one can offer inputs to design appropriate to the stage of the process in which one is working. Thus, power is proposed to be an important determinant of use, since the inability to even support task performance renders the application limited in use for the intended audience. Assuming task support is provided by the tool, the model addresses the capability of the user to exploit it (here operationalized by traditional usability measures). We propose a user's performance with the tool has an important bearing on their decision to use (or continue using) it. Finally, given a usable and utilitarian tool, an important question is whether people think that they should use the tool or not. This is the domain of perception, where TAM most naturally fits. Thus, we suggest that one's subjective evaluation of the system is a third important determinant of use.
Note that the P3 model includes both direct and indirect effects on use. In other words, as outlined above, power, performance, and perception all have direct influences on a user's decision to use a technology. However, the P3 model also suggests that power and performance also have indirect effects on use (though perception). The idea here is that these perceptions are based, in part, on a user's understanding of the capabilities offered by the tool (power) and his ability to exploit those capabilities (performance). This is consistent with Nielsen and Mack's (1994) meta-analysis which found a positive correlation (r=.44) between objective performance measures and more subjective preference scales (consistent with P3's conceptualization of "perception."). While correlational data cannot conclusively establish causality, from a theoretical perspective, the relationships between power and perception as well as performance and perception are modeled here as unidirectional. Power is an objective assessment of utility-a given technology either does or does not allow certain tasks to be completed. The P3 model suggests that a user's perception of the tool is directly influenced by her awareness of this fact (rightly or wrongly). Similarly, performance of the user with the system will serve in a classic cyclical form to shape his or her perception of the tool's value. These relationships are complex but in effect, the P3 model argues that merely measuring one of these components will never provide enough information to estimate the likelihood of use. Rather, much like a three-legged stool, we believe that all three "legs" of the model are critical and eliminating any one of the components may cause the stool to collapse. Thus, in a practical sense, we believe all three components of the model should be measured if we hope to gain a more complete understanding of why users choose to use or reject new systems. To do less is risky at best and invites the potential for making poor decisions with respect to the design and implementation of new technology.
From a theoretical perspective the P3 model suggests that the usability engineering constructs of effectiveness and efficiency of use, and the TAM constructs of perceived ease of use and perceived usefulness are really different entities that should not be compared directly. The capability to use and the perception of ease of use are necessarily different constructs and it is plausible that they may even contradict each other in certain situations (e.g., where users performance and perceptions are not equivalent). Bailey (1995) for example shows that when choosing between design alternatives, users will rarely prefer the interface that best supports their own performance.
From a practical standpoint, the P3 model itself is relatively easy to use-in fact, the process of measurement could be accomplished today by any usability or systems development professional using existing methods. UE already provides the means of clearly establishing the performance component through a host of measures too numerous to outline here. Furthermore, task analysis methods enable the derivation of the power component and a variety of tools for measuring user perception exist (e.g., see Davis, 1993 ; Morris and Dillon, 1996, among others). While certainly none of these methods are perfect, and the merger of the three data sources drawn in this manner might be less than elegant, we believe that it is important to start considering the relationship between objective, behavioral and affective aspects of interaction if we are to extend our abilities to predict use.
We believe that the P3 model presented here represents an important step forward in integrating valuable concepts from divers (HCI and MIS) literatures. The model has a strong theoretical base and an intuitive appeal in that it can be easily implemented. While as a conceptual model, it holds a high degree of face validity, the next step as we see it is to begin the process of empirical validation. We therefore believe that further research might usefully address the extent to which performance data from user trials maps onto later perceptual ratings in TAM. Conversely, comparing TAM data with user performance scores on developed systems will show the degree of overlap between perception and performance for a given context. Where various measures are taken, we may begin to identify the relative weights of each P component (power, performance, and perception) in explaining user behavior with new technology. In the end, we believe that the model proposed here offers HCI researchers and practitioners a valuable tool upon which a more complete understanding of user response to technology can be built.
