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1 Introduction
The Baxter Q-operators were introduced by Baxter [1], and are considered to be one of the
most powerful tools in quantum integrable systems. The T-operators (transfer matrices)
are expressed in terms of Q-operators. Thus Q-operators are fundamental objects.
In particular, Bazhanov, Lukyanov and Zamolodchikov defined Q-operators as the
partial trace of the L-operator, which is a bosonic realization of the universal R-matrix,
over some q-oscillator representations of the Borel subalgebra of a quantum affine algebra
[2]. This ‘q-oscillator construction’ of the Q-operators was developed and generalized for
higher rank algebras, superalgebras and so forth ([3, 4, 5, 6, 7] and references therein).
It is known that the q-oscillator representations for the Q-operators are given as limits
of some representations of the Borel subalgebra of quantum affine algebra. Recently, a
systematic account on this from the point of view of the representation theory was given
and used in [8].
The T and Q-operators are given as the traces of (product of) the L-operators, which
are images of the universal R-matrix. In particular, L-operators for (infinite dimensional)
Verma modules of the quantum affine algebra (or the Yangian) factorize with respect to
‘L-operators for the Q-operators’. Examples for such factorization formulas were given
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by a number of authors ([9, 10] and references therein). In this paper, we reconsider this
phenomenon in relation to properties of the universal R-matrix and obtain a universal
factorization formula, which is independent of the quantum space. Throughout this paper,
we use presentations of the universal R-matrix from [12, 13]. We remark that a detailed
explanation on the evaluation of the universal R-matrix related to Q-operators, which
might be omitted or missing in earlier papers, can be found in a recent series of papers
[6].
2 Quantum algebras
2.1 Uq(sˆl(2))
The quantum affine algebra Uq(sˆl(2)) is a Hopf algebra generated by the generators
ei, fi, hi, d, where i ∈ {0, 1}. We introduce the q-commutator [X, Y ]q = XY − qY X .
In particular, [X, Y ]1 = [X, Y ]. For i, j ∈ {0, 1}, the defining relations of the algebra
Uq(sˆl(2)) are given by
[hi, hj] = 0, [hi, ej ] = aijej, [hi, fj] = −aijfj,
[ei, fj] = δij
qhi − q−hi
q − q−1
,
[ei, [ei, [ei, ej ]q2 ]]q−2 = [fi, [fi, [fi, fj]q−2 ]]q2 = 0 i 6= j,
(2.1)
where (aij)0≤i,j≤1 is the Cartan matrix
(aij)0≤i,j≤1 =
(
2 −2
−2 2
)
.
We use the following co-product ∆ : Uq(sˆl(2))→ Uq(sˆl(2))⊗ Uq(sˆl(2)):
∆(ei) = ei ⊗ 1 + q
−hi ⊗ ei,
∆(fi) = fi ⊗ q
hi + 1⊗ fi, (2.2)
∆(hi) = hi ⊗ 1 + 1⊗ hi.
We will also use an opposite co-product defined by
∆′ = σ ◦∆, σ ◦ (X ⊗ Y ) = Y ⊗X, X, Y ∈ Uq(sˆl(2)). (2.3)
We always assume zero value of the central element h0 + h1. Anti-pode, co-unit and
grading element d are not used in this paper.
The Borel subalgebra B+ (resp. B−) is generated by ei, hi (resp. fi, hi), where
i ∈ {0, 1}. For complex numbers ci ∈ C which obey the relation
∑1
i=0 ci = 0, the
transformation
hi 7→ hi + ci, i = 0, 1, (2.4)
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determines the shift automorphism τc1 of B+ (or of B−). Here we omit the unit element
multiplied by the above complex numbers.
There exists a unique element [11, 12]R in a completion of B+⊗B− called the universal
R-matrix which satisfies the following relations
∆′(a) R = R ∆(a) for ∀ a ∈ Uq(sˆl(2)) ,
(∆⊗ 1)R = R13R23 , (2.5)
(1⊗∆)R = R13R12
where R12 = R⊗ 1, R23 = 1⊗R, R13 = (σ ⊗ 1)R23. The Yang-Baxter equation
R12R13R23 = R23R13R12 , (2.6)
is a corollary of these relations (2.5). The universal R-matrix can be written in the form
R = R qK, K =
1
2
h1 ⊗ h1. (2.7)
Here R is the reduced universal R-matrix, which is a series in ej ⊗ 1 and 1 ⊗ fj and
does not contain Cartan elements (to denote this symbolically, we will use a notation
R = R({e0⊗1, e1⊗1, 1⊗f0, 1⊗f1})). Thus the reduced universal R-matrix is unchanged
under the shift automorphism τc1 of B+, see (2.4), while the prefactor K is shifted as
K 7→ K +
c1
2
(1⊗ h1). (2.8)
2.2 Uq(sl(2))
The algebra Uq(sl(2)) is generated by the elements E, F,H . The defining relations are
[H,E] = 2E, [H,F ] = −2F,
[E, F ] =
qH − q−H
q − q−1
. (2.9)
The following elements are central in Uq(sl(2)):
C(r) = FE +
qH+1 + q−H−1
(q − q−1)2
, C(l) = EF +
qH−1 + q−H+1
(q − q−1)2
(2.10)
Due to the relations (2.9), C(r) = C(l) holds.
There is an evaluation map evx: Uq(sˆl(2)) 7→ Uq(sl(2)):
e0 7→ F, f0 7→ E, h0 7→ −H,
e1 7→ xE, f1 7→ x
−1F, h1 7→ H,
(2.11)
where x ∈ C∗ is a parameter. Let pi+µ be the Verma module over Uq(sl(2)) with the highest
weight µ. In a basis {vn|n ∈ Z≥0}, we have
Hvn = (µ− 2n)vn, Evn = [n]q[µ− n+ 1]qvn−1, F vn = vn+1. (2.12)
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For µ ∈ Z≥0, the module pi
+
µ contains an invariant subspace isomorphic to pi
+
−µ−2, and the
quotient space pi+µ /pi
+
−µ−2 is isomorphic to the finite dimensional irreducible module piµ with
the highest weight µ. In particular, pi1(E) = E12, pi1(F ) = E21 and pi1(H) = E11 − E22
gives the fundamental representation of Uq(sl(2)), where Eij is a 2× 2 matrix unit whose
(k, l)-element is δi,kδj,l.
Then the compositions pi+µ (x) = pi
+
µ ◦ evx and piµ(x) = piµ ◦ evx give evaluation repre-
sentations of Uq(sˆl(2)).
2.3 q-oscillator algebras
We introduce two kinds of oscillator algebras Osci (i = 1, 2). They are generated by the
elements hi, ei, fi which are subject to the relations:
[h1,h1] = 0, [h1, e1] = 2e1, [h1, f1] = −2f1,
f1e1 = q
1− qh1
(q − q−1)2
, e1f1 = q
1− qh1−2
(q − q−1)2
,
(2.13)
[h2,h2] = 0, [h2, e2] = 2e2, [h2, f2] = −2f2,
f2e2 = q
−1 1− q
−h2
(q − q−1)2
, e2f2 = q
−11− q
−h2+2
(q − q−1)2
,
(2.14)
Note that Osc1 and Osc2 can be swapped by the transformation q 7→ q
−1. One can derive
the following corollaries of (2.13) and (2.14):
[e1, f1] =
qh1
q − q−1
, [e2, f2] = −
q−h2
q − q−1
, (2.15)
[e1, f1]q−2 =
1
q − q−1
, [e2, f2]q2 = −
1
q − q−1
. (2.16)
Relations (2.15) are nothing but contractions 1 of the relations (2.9). On the other hand,
the relations (2.16) are conditions that central elements take constant values. The follow-
ing limits of the generators of Uq(sl(2)) for the Verma module pi
+
µ
lim
q−µ→0
(H − µ) = h1, lim
q−µ→0
q−H−µ = 0,
lim
q−µ→0
F = f1, lim
q−µ→0
Eq−µ = e1,
(2.17)
lim
qµ→0
(H − µ) = h2, lim
qµ→0
qH+µ = 0,
lim
qµ→0
F = f2, lim
qµ→0
Eqµ = e2,
(2.18)
realize the q-oscillator algebras Osc1 and Osc2, respectively. By this construction, oscilator
algebras Osc1 and Osc2 are given together with irreducible highest weight representations
1Contractions of a quantum algebra and its relation to a q-oscillator algebra was discussed in [14].
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W1 and W2 of zero highest weight. The vector space of W1 is generated by vectors
v
(1)
n = fn1 v
(1)
0 , and the vector space of W2 is generated by vectors v
(2)
n = fn2 v
(2)
0 , so that
e1v
(1)
n = [n]q
q−n+1
q − q−1
v
(1)
n−1, e2v
(2)
n = −[n]q
qn−1
q − q−1
v
(2)
n−1.
Here [n]q =
qn−q−n
q−q−1
.
3 L-operators
In the following we denote λ = q − q−1. We set
L(x) =
(
q
H
2 − q−1xq−
H
2 λFq−
H
2
λxEq
H
2 q−
H
2 − q−1xq
H
2
)
, (3.1)
We have
q detL(x) = L11(x)L22(q
−2x)− q−1L21(x)L12(q
−2x) = 1− q−2λ2C(l)x+ q−4x2. (3.2)
Then
L(x) = φ(x)(evx ⊗ pi1(1))R,
and φ(x) solves the relation (3.2), so that φ(x)φ(q−2x) = 1− q−2λ2C(l)x+ q−4x2. Explic-
itly, it implies φ(x) = exp(
∑∞
k=1
−Ck
1+q2k
xk
k
), with central elements Ck ∈ Uq(sˆl(2)), so that
pi+µ (Ck) = q
(µ+1)k + q−(µ+1)k.
Define L(1)(x) and L(2)(x) as the following limits of homomorphic images of L(x):
L(1)(x) = lim
q−µ→0
(pi+µ ⊗ 1)L(xq
−µ)q−
µ⊗pi1(1)(h1)
2 =
(
q
h1
2 λf1q
−
h1
2
λxe1q
h1
2 q−
h1
2 − q−1xq
h1
2
)
, (3.3)
L(2)(x) = lim
qµ→0
(pi+µ ⊗ 1)L(xq
µ)q−
µ⊗pi1(1)(h1)
2 =
(
q
h2
2 − q−1xq−
h2
2 λf2q
−
h2
2
λxe2q
h2
2 q−
h2
2
)
, (3.4)
where the limits (2.17) and (2.18) are applied2 correspondingly to (3.1). The latter L-
operators can be also presented as homomorphic images of the universal R-matrix under
the homomorphisms ρ
(i)
x : B+ → Osci defined by the relations
ρ(i)x (e0) = fi, ρ
(i)
x (e1) = xei, ρ
(i)
x (h0) = −hi, ρ
(i)
x (h1) = hi, i = 1, 2. (3.5)
Namely we have the relations L(i)(x) = φ(i)(x)(ρ
(i)
x ⊗ pi1(1))R, where
φ(1)(x) = exp(
∞∑
k=1
−qk
1 + q2k
xk
k
), φ(2)(x) = exp(
∞∑
k=1
−q−k
1 + q2k
xk
k
).
2The factor q−
µ⊗pi1(1)(h1)
2 came from (2.8) for c1 = −µ.
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The L-operators (3.3) and (3.4) are given by some contraction3 of the original L-operator
(3.1) with respect to the Cartan part (diagonal elements). We will also use notations 4
L(µ,+)(x) = (pi+µ (x)⊗ 1)R and A
(i)(x) = (ρ(i)x ⊗ 1)R.
Thus L(i)(x) = φ(i)(x)(1 ⊗ pi1(1))A
(i)(x).
4 Representations of B+ and the factorization for-
mula
In this section, we reconsider the q-oscillator representations of B+ introduced in [2] (see
also a detailed explanation in [4]), and give a factorization formula of the L-operator.
We will use the co-product in [13, 12] rather than the one in [2]. We will repeatedly use
formulas in Appendix B.
Denote by Wi(x) the pullbacks of basic highest weight representations of the oscillator
algebras by means of the homomorphisms ρ
(i)
x : B+ → Osci. These are representations of
B+ in the spaces Wi. In tensor product W1(xq
µ)⊗W2(xq
−µ) we consider the basis vn,m
vn,m = expq−2
(
(q − q−1
)
e1 ⊗ f2) v
(1)
n ⊗ v
(2)
m =
n∑
k=0
(
n
k
)
q−2
v
(1)
n−k ⊗ v
(2)
m+k, (4.1)
where we introduce notations
expq(x) = 1 +
∞∑
k=1
xk
(k)q!
,
(
n
k
)
q
=
(n)q!
(k)q!(n− k)q!
,
(k)q! = (1)q(2)q · · · (k)q, (k)q =
1− qk
1− q
.
The action of the generators of B+ on these vectors is as follows:
∆(e0)vn,m = vn+1,m,
∆(e1)vn,m = x[n]q[µ− n + 1]qvn−1,m −
xq−µ+2n+m−1[m]q
q − q−1
vn,m−1,
∆(h0)vn,m = 2(n+m)vn,m, ∆(h1)vn,m = −2(n+m)vn,m.
(4.2)
Here we see a filtration by m, with quotients isomorphic to evaluation Verma modules
pi+µ (x) shifted by automorphisms τ−2m. Set E1 = (q
µ − q−µ−h1)e1, F1 = f1, H1 = h1 + µ,
which realize the Verma module pi+µ on the basis {v
(1)
n |n ∈ Z≥0}. In particular, E1, F1 and
H1 satisfy Uq(sl(2)) relations (2.9). We also set E2 = e2, H2 = h2 − µ.
3A preliminary form of such contraction was previously discussed in [15] and developed in [16, 7].
4We find that A(2)(x) contains an infinite product of q-exponentials, while A(1)(x) contains only finite
(two) for the non-Cartan part.
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Then, the above relations (4.1) on vectors v
(1)
n ⊗ v
(2)
m can be rewritten as the following
identities on operators in W1 ⊗W2
O−1∆(e0)O = F1 ⊗ 1, O
−1∆(e1)O = xE1 ⊗ 1 + q
−H1 ⊗ xE2,
O−1∆(h0)O = −H1 ⊗ 1− 1⊗H2, O
−1∆(h1)O = H1 ⊗ 1 + 1⊗H2,
(4.3)
where we set O = expq−2(λe1 ⊗ f2). This should be interpreted as
O−1
(
(ρ
(1)
xqµ ⊗ ρ
(2)
xq−µ
)∆(a)
)
O = (ev(1)x ⊗ ev
(2)
x )∆(a), (4.4)
for a ∈ B+, where we introduced the evaluation maps of B+ into two algebras, which may
be regarded as certain quotients of Uq(sl(2)):
ev
(1)
x (e0) = F1, ev
(1)
x (e1) = xE1, ev
(1)
x (h0) = −H1, ev
(1)
x (h1) = H1, (4.5)
ev
(2)
x (e0) = 0, ev
(2)
x (e1) = xE2, ev
(2)
x (h0) = −H2, ev
(2)
x (h1) = H2. (4.6)
Let us evaluate the universal R-matrix (∆⊗ 1)R = R13R23 on W1(xq
µ)⊗W2(xq
−µ)⊗ 1.
O−112
(
(ρ
(1)
xqµ ⊗ ρ
(2)
xq−µ
⊗ 1)(∆⊗ 1)R
)
O12 = O
−1
12
(
(ρ
(1)
xqµ ⊗ ρ
(2)
xq−µ
⊗ 1)R13R23
)
O12
= O−112A
(1)
13 (xq
µ)A
(2)
23 (xq
−µ)O12. (4.7)
On the other hand, taking note on (4.4), we obtain
O−112
(
(ρ
(1)
xqµ ⊗ ρ
(2)
xq−µ
⊗ 1)(∆⊗ 1)R
)
O12 = (ev
(1)
x ⊗ ev
(2)
x ⊗ 1)(∆⊗ 1)R
= (ev(1)x ⊗ ev
(2)
x ⊗ 1)R13R23 = L
(µ,+)
13 (x)
(
(1⊗ ev(2)x ⊗ 1)R23
)
, (4.8)
Combining (4.7) and (4.8), we obtain the factorization formula
O−112 A
(1)
13 (xq
µ)A
(2)
23 (xq
−µ)O12 = L
(µ,+)
13 (x)
(
(1⊗ ev(2)x ⊗ 1)R23
)
. (4.9)
Note that the co-product of the universal R-matrix has the form (∆⊗1)R = R({∆(e0)⊗
1,∆(e1)⊗ 1, 1⊗ 1⊗ f0, 1⊗ 1⊗ f1})q
∆(h1)⊗h1
2 . Then we obtain
(1⊗ ev(2)x ⊗ 1)R23 = R({0, 1⊗ xe2 ⊗ 1, 1⊗ 1⊗ f0, 1⊗ 1⊗ f1})q
1⊗(h2−µ)⊗h1
2 =
= expq−2 (λ⊗ xe2 ⊗ f1) q
1⊗(h2−µ)⊗h1
2 , (4.10)
where we used an explicit form of the universal R-matrix [12, 13]. The universal R-matrix
is an infinite product of q-exponentials. However, only one of them is non-trivial in this
case since the image of the generator e0 is 0. From (4.9), we arrive at the universal
factorization formula in B+, which is independent on the quantum space (which is a
representation of B−).
Theorem 4.1.
O−112 A
(1)
13 (xq
µ)A
(2)
23 (xq
−µ)O12 = L
(µ,+)
13 (x) expq−2 (λ⊗ xe2 ⊗ f1) q
1⊗(h2−µ)⊗h1
2 . (4.11)
7
In the right hand side, the first factor says that we have an evaluation Verma module
with highest weight µ, the second factor says that we have a filtration indexed by the
powers of e2 and the third factor says that in each quotient of the filtration the evaluation
Verma module is given with a shift automorphism τ−µ of B+. A similar factorization
will also occur for B− (see Appendix A). Let us evaluate the quantum space (the third
space) of (4.11) to the fundamental evaluation representation pi1(1) of B− (f0 = E12, f1 =
E21, h1 = −h0 = E11 − E22). Then we obtain the following factorization formula for the
L-operators (3.1) for pi+µ , (3.3) and (3.4).
Corollary 4.2.
O−112 L
(1)
13 (xq
µ)L
(2)
23 (xq
−µ)O12 =
=
(
q
H1
2 − q−1xq−
H1
2 λF1q
−
H1
2
λxE1q
H1
2 q−
H1
2 − q−1xq
H1
2
)(
1 0
λxe2 1
)(
q
h2−µ
2 0
0 q−
h2−µ
2
)
. (4.12)
Here we use the identity
pi+µ φ(x) = φ
(1)(qµx)φ(2)(q−µx).
A factorization formula for the rational case (q = 1), which is similar to (4.12), was given
in [10].
5 Baxter Q-operators
In this section, we define T and Q-operators, and mention a factorization formula for the
T-operators. We will use a convention of [7] (or [5]). We define the universal boundary
transformation as
D = qϕh1, ϕ ∈ C. (5.1)
The commutativity (D⊗D)R = R(D⊗D) follows from (2.2). It implies the YB relation
for the modified R-matrix R(D ⊗ 1).
We define the universal T-operator for the Verma module as
T +µ (x) = (Trpi+µ (x) ⊗ 1) [R(D ⊗ 1)] = (Trpi+(x) ⊗ 1)
[
R D
]
, (5.2)
where
D = qK(D ⊗ 1) = (1⊗ z)h1⊗1, z = q
1
2
h1+ϕ. (5.3)
We also define the universal Q-operators as
Q(i)(x) = χ−1i (TrWi(x) ⊗ 1) [R(D ⊗ 1)] = χ
−1
i (TrWi(x) ⊗ 1)
[
R D
]
i = 1, 2, (5.4)
where we introduce normalization operators
χi = (TrWi(x) ⊗ 1)
[
D
]
=
1
1− z−2
. (5.5)
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Eq. (5.4) also have an expression Q(i)(x) = χ−1i (TrWi ⊗ 1)
[
A(i)(x) ρ
(i)
x (D)⊗ 1
]
. Let us
apply (4.4) for D, multiply this by (4.11) and take the trace over the first and the second
space. Then taking note on the definitions (5.2) and (5.4), we arrive at the factorization
formula on the T-operator.
Theorem 5.1. (cf. [2])
T +µ (x) =
zµ
1− z−2
Q(1)(xqµ)Q(2)(xq−µ) (5.6)
Note that T +µ (0) = z
µ/(1 − z−2) is the character of the Verma module pi+µ . Thus the
T-operator is the Baxterization of the character by the Baxter Q-operators in the sense
of [17, 7].
Appendix A: various factorization formulas
Representations of B−
Set F2 = f2(q
µ − q−µ+h2), E2 = e2, H2 = h2 − µ. Let us introduce evaluation maps from
B−
ev
(1)
x (f0) = 0, ev
(1)
x (f1) = x
−1F1, ev
(1)
x (h0) = −H1, ev
(1)
x (h1) = H1, (A1)
ev
(2)
x (f0) = E2, ev
(2)
x (f1) = x
−1F2, ev
(2)
x (h0) = −H2, ev
(2)
x (h1) = H2, (A2)
ρ(i)x (f0) = ei, ρ
(i)
x (f1) = x
−1fi, ρ
(i)
x (h0) = −hi, ρ
(i)
x (h1) = hi, i = 1, 2. (A3)
Then we find that (4.4) also5 hold true for any a ∈ B− under (A1)-(A3). From a similar
argument on B+ case, we arrive at the universal factorization formula on B−.
O−123
(
(1⊗ 1⊗ ρ
(2)
xq−µ
)R13
)(
(1⊗ ρ
(1)
xqµ ⊗ 1)R12
)
O23 =
=
(
(1⊗ 1⊗ ev(2)x )R13
)
expq−2
(
λe1 ⊗ x
−1f1 ⊗ 1
)
q
h1⊗(h1+µ)⊗1
2 . (A4)
The opposite case W2(xq
−µ)⊗W1(xq
µ)
Set
E˜1 = (q
−µ − qµ−h1)e1, F˜1 = f1, H˜1 = h1 − µ, (A5)
E˜2 = e2, F˜2 = f2(q
−µ − qµ+h2), H˜2 = h2 + µ. (A6)
These generators with tilde can be obtained from the ones without tilde by µ→ −µ. Let
us introduce extended evaluation maps
e˜v
(1)
x (e0) = F˜1, e˜v
(1)
x (e1) = 0, e˜v
(1)
x (h0) = −H˜1, e˜v
(1)
x (h1) = H˜1, (A7)
e˜v
(1)
x (f0) = E˜1, e˜v
(1)
x (f1) = x
−1F˜1, (A8)
e˜v
(2)
x (e0) = F˜2, e˜v
(2)
x (e1) = xE˜2, e˜v
(2)
x (h0) = −H˜2, e˜v
(2)
x (h1) = H˜2, (A9)
e˜v
(2)
x (f0) = E˜2, e˜v
(2)
x (f1) = 0. (A10)
5However, this does not mean that the maps (A3) can be extended to the whole algebra Uq(sˆl(2)).
They are regarded as maps from contracted algebras on Uq(sˆl(2)) (cf. [7]).
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Then we obtain
O−121 q
−
µ(1⊗h1−h2⊗1)
2
(
(ρ
(2)
xq−µ
⊗ ρ
(1)
xqµ)∆(a)
)
q
µ(1⊗h1−h2⊗1)
2 O21 = (e˜v
(2)
x ⊗ e˜v
(1)
x )∆(a),
a ∈ B+ or a ∈ B−. (A11)
Let us evaluate the universal R-matrix (∆⊗ 1)R = R13R23 on W2(xq
−µ)⊗W1(xq
µ)⊗ 1.
From (A11), we arrive at the universal factorization formula on B+
O−121 q
−
µ(1⊗h1−h2⊗1)⊗1
2
(
(ρ
(2)
xq−µ
⊗ 1⊗ 1)R13
)
·
(
(1⊗ ρ
(1)
xqµ ⊗ 1)R23
)
q
µ(1⊗h1−h2⊗1)⊗1
2 O21 =
=
(
(e˜v(2)x ⊗ 1⊗ 1)R13
)
expq−2 (λ⊗ f1 ⊗ f0) q
1⊗(h1−µ)⊗h1
2 . (A12)
Factorization on both B+ and B−
We expect the following factorization formula with respect to four kinds of images of the
universal R-matrix:
O−134 O
−1
12
(
(ρ
(1)
xqµ ⊗ 1⊗ 1⊗ ρ
(2)
yq−ν
)R14
)(
(ρ
(1)
xqµ ⊗ 1⊗ ρ
(1)
yqν ⊗ 1)R13
)
×
×
(
(1⊗ ρ
(2)
xq−µ
⊗ 1⊗ ρ
(2)
yq−ν
)R24
)(
(1⊗ ρ
(2)
xq−µ
⊗ ρ
(1)
yqν ⊗ 1)R23
)
O12O34 =
=
(
(ev(1)x ⊗ 1⊗ 1⊗ ev
(2)
y )R14
)
expq−2
(
λx(qµ − q−µ−h1)e1 ⊗ 1⊗ y
−1f1 ⊗ 1
)
× expq−2
(
λ⊗ xe2 ⊗ 1⊗ y
−1f2(q
ν − q−ν+h2)
)
expq−2
(
λq−h1−µ ⊗ xe2 ⊗ y
−1f1 ⊗ q
h2−ν
)
× q
(h1+µ)⊗1⊗(h1+ν)⊗1
2
+
1⊗(h2−µ)⊗((h1+ν)⊗1+1⊗(h2−ν))
2 , (A13)
where ev
(2)
y is defined by (A2) replacing (µ, x) with (ν, y).
Appendix B: q-analogue of H’Adamar formula
Here we mention formulas derived from the H’Adamar identity [18]
expq(A)B exp
−1
q (A) =
∞∑
k=0
Bk
(k)q!
, (B1)
where B0 = B, Bk+1 = [A,Bk]qk . Set O = expq−2(λe1 ⊗ f2). To simplify the notation,
we will abbreviate o1 ⊗ 1 and 1 ⊗ o2 as o1 and o2 respectively for any element o of the
oscillator algebra. Then we obtain (as formal series on e1f2)
O−1e1O = e1, O
−1e2O = e2 − (1− qλ
2e1f2)
−1e1q
−h2,
O−1f1O = f1 − (1− qλ
2e1f2)
−1f2q
h1 , O−1f2O = f2,
O−1qαh1O =
(q2α+1λ2e1f2; q
2)∞
(qλ2e1f2; q2)∞
qαh1 , O−1qαh2O =
(q−2α+1λ2e1f2; q
2)∞
(qλ2e1f2; q2)∞
qαh2 ,
(B2)
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where α ∈ C, (a; q)∞ =
∏∞
k=0(1 − aq
k). From the last two identities, one can derive the
following relations.
O−1qα(h1+h2)O = qα(h1+h2), O−1q±
h1−h2
2 O = (1− q±1λ2e1f2)
∓1q±
h1−h2
2 . (B3)
One can calculate the inverse of (B2).
Oe1O
−1 = e1, Oe2O
−1 = e2 + e1q
−h2,
Of1O
−1 = f1 + f2q
h1 , Of2O
−1 = f2,
Oqαh1O−1 =
(q2α−1λ2e1f2; q
−2)∞
(q−1λ2e1f2; q−2)∞
qαh1 , Oqαh2O−1 =
(q−2α−1λ2e1f2; q
−2)∞
(q−1λ2e1f2; q−2)∞
qαh2 .
(B4)
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