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Abstract
As a generalization of [KMW], we introduce a higher Riemann zeta function
for an abstract sequence. Then we explicitly determine its regularized product
expression.
1 Introduction
It is known ([De]) that the Riemann zeta function ζ(s) =
∏
p:prime(1 − p
−s)−1 has the
regularized product expression:
∐∏
ρ∈R
(s− ρ
2pi
)
= 2−1/2(2pi)−2pi−s/2s(s− 1)Γ
(s
2
)
ζ(s),
where R is the set of the non-trivial zeros of ζ(s), and Γ(s) is the classical gamma function.
On the other hand, a higher Riemann zeta function ζl∞(s) :=
∏∞
n=1 ζ(s+ ln) has been
introduced and studied in the paper [CL] for l = 1, [KMW] for l ∈ Z≥1. We now consider
a generalized higher Riemann zeta function. Let Λ = {λk}k∈I be a sequence of complex
numbers. Then we define a higher Riemann zeta function for the sequence Λ by
Z(s,Λ) :=
∏
λ∈Λ
∏
p:prime
(1− p−s−λ)−1 =
∏
λ∈Λ
ζ(s+ λ).
In this paper, we study several properties of the higher Riemann zeta function. For a
“regularizable” sequence Λ, we see that Z(s,Λ) has the regularized product expression:
∐∏
λ∈Λ, ρ∈R
(s + λ− ρ
2pi
)
= “ gamma factor ”× Z(s,Λ).
1
Here
∐∏
denotes the “dotted” regularized product due to [KW3].
Further, when Λ is given by a lattice Ω := {n1ω1+ · · ·+nrωr|nj ∈ Z≥0}, we show that
the higher Riemann zeta function
Z(s,Ω) =
∞∏
n1,··· ,nr=0
∏
p:prime
(1− p−(s+n1ω1+···+nrωr))−1
satisfies a certain functional equation of the type s ↔ 1 + ω1 + · · ·+ ωr − s. We remark
that the form of Z(s,Ω) looks like the Selberg zeta function (when r = 1) defined for a
discrete subgroup of a real rank 1 semi-simple Lie group (Cf. [Go] [Ku2]).
2 Notation
2.1 Regularized Product
Let Λ = {λk}k∈I be a sequence of complex numbers. We call the sequence Λ is “regulariz-
able” if Λ satisfies the following conditions: (i) Re(λk) ≥ 0 for all k ∈ I, and Re(λk)→∞
as k → ∞. (ii) The series
∑
k∈I, λk 6=0
λ−sk converges for sufficiently large Re(s). (iii) The
function Θ(x,Λ) :=
∑
k∈I e
−λkx has an asymptotic expansion:
Θ(x,Λ) ∼
∞∑
n=0
xtnTn(log x) as x→ +0,
where t0 ≤ 0, t0 < t1 < t2 < · · · → +∞, and Tn(z) ∈ C[z] is a polynomial.
For a regularizable sequence, we can define the regularized product as follows.
Lemma 2.1.1 ([Ill], [KW3]). Assume that the sequence Λ = {λk}k∈I is regularizable.
Then, (1) for Re(z) > 0, the function
ζ(s, z,Λ) :=
∑
k∈I
(z + λk)
−s
has an analytic continuation as a meromorphic function on s ∈ C. (2) The “dotted”
regularized product
∐∏
k∈I
(z + λk) := exp
{
− CT
s=0
ζ(s, z,Λ)
s
}
exists, and this is an entire function on z ∈ C with zeros at z = −λk (k ∈ I). Here
CTs=0 f(s) denotes the constant term in the Laurent expansion of f(s) at s = 0.
We remark that the dotted regularized product
∐∏
m∈I, n∈J(z+am+bn) exists if {am}m∈I
and {bn}n∈J are regularizable sequences. This follows at once from the relation Θ(x, {am+
bn}m∈I, n∈J) = Θ(x, {am}m∈I)×Θ(x, {bn}n∈J).
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2.2 Multiple Gamma Function and Multiple Sine Function
Let ω = (ω1, · · · , ωr) where ωj ∈ C, Re(ωj) > 0, and Ω := {n1ω1 + · · ·+ nrωr|nj ∈ Z≥0}.
We fix Re(z) > 0. Then the multiple zeta function of Barnes ([Ba]) is defined by
ζ(s, z,ω) := ζ(s, z,Ω) =
∞∑
n1,··· ,nr=0
(z + n1ω1 + · · ·+ nrωr)
−s.
This sum converges absolutely for Re(s) > r. It is seen that the sequence Ω is regulariz-
able, and ζ(s, z,ω) has a meromorphic continuation to s ∈ C. Further, for m ∈ Z≥0, it is
known that
ζ(−m, z,ω) =
(−1)m ·m! · Bm+r(z,ω)
(m+ r)!
.
Here Bn(z,ω) is the multiple Bernoulli polynomials given by
xre−zx
(1− e−ω1x) · · · (1− e−ωrx)
=
∞∑
n=0
Bn(z,ω)
n!
xn,
for |x| < min1≤j≤r |2pi/ωj|. We remark that ζ(s) = ζ(s, 1, (1)) is the Riemann zeta
function and ζ(−m) = (−1)mBm+1/(m+1), where Bm = Bm(1, (1)) is the usual Bernoulli
number.
Now we define the multiple gamma function Γ(z,ω) and the multiple sine function
S(z,ω) by using the regularized product as follows ([Ku1]).
Γ(z,ω) := exp
{ d
ds
ζ(s, z,ω)
∣∣∣
s=0
}
=
∞∐∏
n1,··· ,nr=0
(z + n1ω1 + · · ·+ nrωr)
−1,
S(z,ω) :=Γ(z,ω)−1 · Γ(ω1 + · · ·+ ωr − z,ω)
(−1)r .
It is seen that these functions satisfy the condition:
Γ(z, (ω1, · · · , ωr−1, ωr)) = Γ(z, (ω1, · · · , ωr−1)) · Γ(z + ωr, (ω1, · · · , ωr−1, ωr)),
S(z, (ω1, · · · , ωr−1, ωr)) = S(z, (ω1, · · · , ωr−1)) · S(z + ωr, (ω1, · · · , ωr−1, ωr)).
And we note that Γ(z, (1)) = (2pi)−1/2 Γ(z) and S(z, (1)) = 2 sin(piz).
3 Higher Riemann Zeta Function
3.1 Definition and Analytic Continuation
First of all, we introduce a higher Riemann zeta function as follows.
Definition 3.1.1. Define a higher Riemann zeta function for Λ = {λk}
∞
k=0 by
Z(s,Λ) = Z(s, {λk}
∞
k=0) :=
∞∏
k=0
ζ(s+ λk) =
∞∏
k=0
∏
p:prime
(1− p−(s+λk))−1.
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To show the absolute convergence of Z(s,Λ), we prepare the following lemma.
Lemma 3.1.2. Fix a positive number x ≥ 2. If the sequence Λ = {λk}
∞
k=0 satisfies (i)
0 ≤ Re(λ0) ≤ Re(λ1) ≤ · · · → ∞, and (ii) the sum
∑
k∈I, λk 6=0
λ−sk converges absolutely
for large Re(s), then we have
∣∣
∞∑
k=j
x−λk
∣∣ <<j x−Re(λj), for all j ≥ 0 .
Proof. We observe that
∣∣
∞∑
k=j
x−λk
∣∣ =∣∣x−λj ·
∞∑
k=j
x−(λk−λj)
∣∣
≤x−Re(λj ) ·
∞∑
k=j
2−(Re(λk)−Re(λj)).
Under the condition (ii), the sum of the second factor is bounded.
Theorem 3.1.3. Assume that the sequence Λ = {λk}
∞
k=0 satisfies the conditions (i) and
(ii) in previous lemma. Then Z(s,Λ) is defined for Re(s) > 1−Re(λ0). Moreover Z(s,Λ)
has an analytic continuation as a meromorphic function on s ∈ C.
Proof. We see from the lemma that
∣∣
∞∑
k=0
∑
p
p−(s+λk)
∣∣≪
∑
p
p−Re(s)−Re(λ0).
The right side converges in Re(s) > 1 − Re(λ0). Hence Z(s,Λ) is holomorphic on this
domain. Further, we have
Z(s, {λk}
∞
k=0) =
j−1∏
k=0
ζ(s+ λk) ·
∞∏
k=j
ζ(s+ λk) =
j−1∏
k=0
ζ(s+ λk)× Z(s, {λk}
∞
k=j)
for any j. From the previous lemma, we see that the second factor is defined now for
Re(s) > 1− Re(λj). This provides a meromorphic continuation to C.
We remark that the higher Riemann zeta function has the Dirichlet series expression
Z(s,Λ) =
∑∞
n=1 gΛ(n)n
−s where
gΛ(n) =
∑
n0·n1·n2···· =n
n0≥1, n1≥1,···
n−λ00 · n
−λ1
1 · n
−λ2
2 · · · .
From this expression, we see that gΛ(n) is multiplicative and Z(s,Λ) has the Euler product:
Z(s,Λ) =
∏
p:prime
∞∑
m=0
gΛ(p
m)
pms
, for Re(s) > 1− Re(λ0).
Moreover, using the Tauberian theorem (Cf.[Mu]), we obtain the behavior of gΛ(n) as
follows.
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Corollary 3.1.4. If Λ = {λk}
∞
k=0 satisfies (i) (ii) and 0 ≤ λ0 = · · · = λK−1 < λK ≤ · · · .
Then we have
∑
n≤x
gΛ(n) =
(
cΛ + o(1)
)
x1−λ0 · logK−1 x as x→∞,
where cΛ is a constant which is given by
cΛ :=
1
(K − 1)!
lim
s→1−λ0
(s− 1 + λ0)
KZ(s,Λ)
=
1
(K − 1)!
Z(1− λ0, {λk}
∞
k=K).
3.2 Regularized Product Expression
We first recall the regularized product expression of the Riemann zeta function.
Lemma 3.2.1 ([De]). For Re(z) > 1 and Re(s) > 1, we have
∑
ρ∈R
(z − ρ)−s = z−s + (z − 1)−s −
∞∑
n=0
(z + 2n)−s −
1
Γ(s)
∞∑
k=0
∑
p: prime
log p
pnz
(log pn)s−1,(3.1)
where R denotes the set of the non-trivial zeros of the Riemann zeta function.
This relation follows by applying Weil’s explicit formula. For a proof, see [De]. From
the lemma we see that the function
∑
ρ∈R(z − ρ)
−s has a meromorphic continuation to
s ∈ C and the Riemann zeta function has the regularized product expression:
∐∏
ρ∈R
(s− ρ
2pi
)
=
s
2pi
·
s− 1
2pi
·
∞∐∏
n=0
(s+ 2n
2pi
)−1
· ζ(s).
Further using properties of the Hurwitz zeta function and the gamma function, we have
∐∏
ρ∈R
(s− ρ
2pi
)
= 2−1/2 (2pi)−2 · s(s− 1) · pi−s/2 · Γ(
s
2
) · ζ(s).
We remark that this function is invariant under s↔ 1− s.
Next we describe the regularized product expression of the higher Riemann zeta func-
tion as follows.
Theorem 3.2.2. Let Λ be a regularizable sequence. Then the higher Riemann zeta func-
tion Z(s,Λ) has the following regularized product expression.
∐∏
λ∈Λ, ρ∈R
(s+ λ− ρ
2pi
)
=
∐∏
λ∈Λ
(s+ λ
2pi
)
·
∐∏
λ∈Λ
(s− 1 + λ
2pi
)
·
∐∏
λ∈Λ, n≥0
(s+ λ+ 2n
2pi
)−1
· Z(s,Λ).
(3.2)
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Proof. From (3.1), we see that
∑
λ∈Λ
∑
ρ∈R
(z + λ− ρ)−s =
∑
λ∈Λ
(z + λ)−s +
∑
λ∈Λ
(z + λ− 1)−s −
∑
λ∈Λ
∞∑
n=0
(z + λ+ 2n)−s
−
1
Γ(s)
∑
λ∈Λ
∞∑
n=1
∑
p
log p
pn(z+λ)
(log pn)s−1,
for Re(z) > 1 and large Re(s). We observe that the right hand side is now meromorphic
for any s ∈ C. Therefore the dotted product
∐∏
λ, ρ{(z + λ − ρ)/2pi} exists. Further we
obtain the equation (3.2) by using the relation
logZ(z,Λ) =
∑
λ∈Λ
∑
p
∞∑
n=1
1
npn(z+λ)
= CT
s=0
1
s
{(2pi)s
Γ(s)
∑
λ∈Λ
∞∑
n=1
∑
p
log p
pn(z+λ)
(log pn)s−1
}
.
This completes the proof.
3.3 Semi-Lattice and Functional Equation
Let Ω := {n1ω1 + · · · + nrωr|nj ∈ Z≥0} with Re(ωj) > 0. Then it is seen that Ω is
a regularizable sequence. Now, we consider the higher Riemann zeta function for the
semi-lattice Ω.
Definition 3.3.1. Define the higher Riemann zeta function of the weight ω = (ω1 · · ·ωr)
by
Z(s,ω) := Z(s,Ω) =
∞∏
n1,··· ,nr=0
∏
p:prime
(1− p−(s+n1ω1+···+nrωr))−1.
We see that this product absolutely for Re(s) > 1 and Z(s,ω) has an analytic con-
tinuation as a meromorphic function on s ∈ C. Obviously, this is invariant under the
arrangement of ωj ’s.
Proposition 3.3.2. The higher Riemann zeta function Z(s,ω) defined for Re(s) > 1 has
a meromorphic continuation to the whole complex plane and satisfies
Z(s, (ω1, · · · , ωr−1, ωr)) = Z(s, (ω1, · · · , ωr−1)) · Z(s+ ωr, (ω1, · · · , ωr−1, ωr)),(3.3)
Z(s,ω)×
∏
1≤k1<···<kj≤r
1≤j≤r
Z(s+ ωk1 + · · ·+ ωkj ,ω)
(−1)j = ζ(s).
Proof. We observe that
Z(s, (ω1, · · · , ωr−1, ωr)) =
∞∏
n=0
Z(s+ nωr, (ω1, · · · , ωr−1))
= Z(s, (ω1, · · · , ωr−1)) ·
∞∑
n=0
Z(s+ nωr + ωr, (ω1, · · · , ωr−1))
= Z(s, (ω1, · · · , ωr−1)) · Z(s+ ωr, (ω1, · · · , ωr−1, ωr)).
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Thus the relation (3.3) holds. By using (3.3) repeatedly, we have
ζ(s) =Z(s, (ω1)) · Z(s+ ω1, (ω1))
−1
=Z(s, (ω1, ω2))Z(s+ ω2, (ω1, ω2))
−1 · Z(s+ ω1, (ω1, ω2))
−1Z(s+ ω1 + ω2, (ω1, ω2))
= · · ·
=Z(s,ω)×
∏
1≤k1<···<kj≤r
1≤j≤r
Z(s+ ωk1 + · · ·+ ωkj ,ω)
(−1)j .
This completes the proof.
Next we show the regularized product expression of Z(s,ω) as follows.
Theorem 3.3.3. We have
∐∏
n1,··· ,nr≥0, ρ∈R
(s+ n1ω1 + · · ·+ nrωr − ρ
2pi
)
=exp
{(
−
Br(s,ω)
r!
−
Br(s− 1,ω)
r!
+
Br+1(s, (2, ω1, · · · , ωr))
(r + 1)!
)
log(2pi)
}
×Γ(s,ω)−1 · Γ(s− 1,ω)−1 · Γ(s, (2, ω1, · · · , ωr)) · Z(s,ω).
Here Bn(s,ω) is the multiple Bernoulli polynomial, Γ(s,ω) is the multiple gamma func-
tion.
Proof. We note that
∞∐∏
n1,··· ,nr=0
(z + n1ω1 + · · ·+ nrωr
2pi
)
= (2pi)−ζ(0,z,ω)
∞∐∏
n1,··· ,nr=0
(z + n1ω1 + · · ·+ nrωr).
Then, the result follows from Theorem 3.2.2.
From this theorem, we see that the function
Zˆ(s,ω) := exp
{(
−
Br(s,ω)
r!
−
Br(s− 1,ω)
r!
+
Br+1(s, (2, ω1, · · · , ωr))
(r + 1)!
)
log(2pi)
}
×Γ(s,ω)−1 · Γ(s− 1,ω)−1 · Γ(s, (2, ω1, · · · , ωr)) · Z(s,ω)
is an entire function of order r+1 with zeros at s = ρ−n1ω1−· · ·−nrωr. Further Zˆ(s,ω)
satisfies the relation
Zˆ(s, (ω1, · · · , ωr−1, ωr)) = Zˆ(s, (ω1, · · · , ωr−1)) · Zˆ(s+ ωr, (ω1, · · · , ωr−1, ωr)).
Finally, we give the functional equation of the higher Riemann zeta function Z(s,ω)
as follows.
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Theorem 3.3.4. Define the function Λ(s,ω) by
Λ(s,ω) := Zˆ(s,ω) · Zˆ(1 + ω1 + · · ·+ ωr − s,ω)
(−1)r+1.
Then we have
Λ(s, (ω1, · · · , ωr−1, ωr)) = Λ(s, (ω1, · · · , ωr−1)) · Λ(s+ ωr, (ω1, · · · , ωr−1, ωr)).(3.4)
Moreover, Λ(s,ω) satisfies the functional equation:
Λ(s,ω)×
∏
1≤k1<···<kj≤r
1≤j≤r
Λ(s+ ωk1 + · · ·+ ωkj ,ω)
(−1)j = 1.(3.5)
Proof. we observe (3.3) and
Zˆ(1 + ω1 + · · ·+ ωr−1 + ωr − s, (ω1, · · · ,+ωr−1, ωr))
=
Zˆ(1 + ω1 + · · ·+ ωr−1 + ωr − (s+ ωr), (ω1, · · · ,+ωr−1, ωr))
Zˆ(1 + ω1 + · · ·+ ωr−1 − s, (ω1, · · · , ωr−1))
.
Then the equation (3.4) follows immediately.
Next, using (3.4) repeatedly, we have
Λ(s,ω)×
∏
1≤k1<···<kj≤r
1≤j≤r
Λ(s+ ωk1 + · · ·+ ωkj ,ω)
(−1)j = ζˆ(s) · ζˆ(1− s)−1 = 1,
where
ζˆ(s) :=
∐∏
ρ∈R
(s− ρ
2pi
)
= 2−1/2 (2pi)−2 · s(s− 1) · pi−s/2 · Γ(
s
2
) · ζ(s).
Hence the theorem follows.
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