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Аннотация 
В статье предлагается использовать нейрокомпьютерную систему, использующую двумерные 
бинарные карты признаков сигналов (построение системы базируется на квантовании сигналов по 
амплитуде и времени), для повышения быстродействия систем распознавания сигналов без 
требований их воспроизведения после распознавания. Это возникает в связи с использованием 
нейрокомпьютерными системами неявное и явное представление времени, что приводит к ряду 
достоинств и недостатков. Обосновывается построение нейрокомпьютерной системы, 
использующей двумерные бинарные карты признаков сигналов, и приводится её структура, 
реализующая метод классификации сигналов с явным представлением времени, что приводит к 
повышению эффективности (быстродействия) сети.  
 
Abstract 
The article proposes to use a neurocomputer system using two-dimensional binary maps of signal 
characteristics (the system is based on quantization of signals in amplitude and time) to improve the 
performance of signal recognition systems without the requirements of their reproduction after recognition. 
This occurs in connection with the use of neurocomputer systems implicit and explicit representation of 
time, which leads to a number of advantages and disadvantages. Neural networks with an implicit 
representation of time should have the property of dynamism, which is provided by the introduction of a 
network of direct propagation of time delays, and in the recognition of signals used neurocomputer systems 
with an explicit representation of time. Explains the construction of brain-computer system employing a 
two-dimensional binary map of characteristics of signals, and provides the framework that implements the 
method of classification of signals with explicit representation of time. This leads to an increase in the 
efficiency (speed) of the network. 
 
Ключевые слова: нейрокомпьютерная система, нейронная сеть, распознавание сигналов, 
классификация сигналов. 
Keywords: neurocomputer system, neural network, signal recognition, signal classification. 
 
 
 
В интеллектуальных системах значительное внимание уделяется развитию методов 
распознавания сигналов и их реализации. Актуальность решения этой задачи состоит в ав-
томатизированном распознавания сигналов для организации человеко-машинного обуче-
ния, распознавания эхо-сигналов в радиолокации, распознавания сигналов виброакустики, 
в диагностике и других областях. 
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Известные методы и структуры нейрокомпьютерных систем используют неявное и 
явное представление времени [Хайкин Саймон, 2006]. Нейронные сети с неявным представ-
лением времени должны обладать свойством динамичности, которое обеспечивается вве-
дением в сеть прямого распространения задержек по времени сигналов, поступающих на 
входы распознающей многослойной сети от входных (сенсорных) нейронов [Тетерин и др., 
2018]. Существенным недостатком данной сети является длительное время обучения мето-
дом обратного распространения с задержками и отсутствие возможностей адаптировать 
сеть к сигналам той же формы, но с различными длительностями и амплитудами. 
При неявном временном факторе нейрокомпьютерные системы используют предва-
рительное преобразование Фурье с последующим обучением методом обратного распро-
странения ошибки [Уоссермен, 1992]. Достоинством таких нейрокомпьютерных систем яв-
ляется их инвариантность спектра относительно частоты. Обучение методом обратного 
распространения ведет к низкой скорости обучения. Кроме того, использование спектраль-
ных методов требует создания эталонов каждого сигнала и последовательного сравнения 
спектра входного сигнала со спектрами всех эталонных. 
При распознавании сигналов применяют нейрокомпьютерные системы с явным 
представлением времени, которое характеризуется двухуровневой архитектурой с исполь-
зованием на одном уровне сети Кохонена, а не другой – сети Гроссберга [Синтез и распо-
знавание речи. Современные решения. URL: http://www.frolov-lib.ru (дата обращения 
18.04.2019)]. Сеть Кохонена выполняет кластеризацию непрерывных или дискретных век-
торов, задающих функциональные зависимости сигналов от времени  txi  [Манжула, Фе-
дяшов, 2011], а сеть Гроссберга формирует эти зависимости путем обучения методом об-
ратного распространения. Сеть обладает недостатками, аналогичными сетям, использую-
щим преобразование Фурье, но не требует сравнения классифицируемого сигнала с каждым 
из эталонных. 
Недостатки компьютерных систем с явным представлением времени обусловлены 
заданием функциональных зависимостей как для эталонных, так и для распознаваемых сиг-
налов. Эти трудности существенно возрастают при использовании нейрокомпьютерных си-
стем для распознавания сигналов сложной формы, к которым относятся, прежде всего, сиг-
налы, представляющие слова речи. 
Для повышения быстродействия систем распознавания сигналов без требований их 
воспроизведения после распознавания предлагается нейрокомпьютерная система, исполь-
зующая двумерные бинарные карты признаков сигналов. Построение системы базируется 
на квантовании сигналов по амплитуде и времени [Жиляков и др.,  2009.]. Сигналы кванто-
ванных уровней xkh  в соответствующие кванты времени tlh  задают соответственно строки 
и столбцы, пересечения которых определяют узлы, представляющие карты признаков сиг-
нала. Так как сигнал представляет некоторую функцию времени, то информация о харак-
тере функции сосредотачивается в её экстремальных точках, задаваемых координатами 
iд tt ,  [Ле, Панченко, 2011]. Здесь ,...2,1,...,2,1,,  lklttkhS tlxi  
Входной сигнал  tx  можно представить последовательностью сигналов [Остроух, 
2015]. 
       ,...21 txtxtxtx k  
где  txi  существуют только в интервале 
it  и при этом начало интервала 
1l
Нt  совпадает с 
концами интервала ikt . Сигналы  txi  при использовании в качестве начальных и конечных 
значений    ikiiНi txtx ,  представляют спираль [Mozer, 1994.], характеризуемую единствен-
ным максимальным значением  ii tx max . Значения ikiНikiН ttxx ,,,  являются случайными вели-
чинами, длительность it  существования сигнала  txi  определяется 
i
н
i
k
i ttt  ,     внутри 
которого существует  ii tx max , то есть ii tt max . Так как амплитуда ix  и время его существо-
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вания квантуется, то любые точки  ix  определяются уровнями квантования xihk  и дис-
кретными моментами времени tihl , которыми задаются расстояния от начального значения 
 00 tx  и расстояния от начального значения 
i
нt  до любой точки внутри интервала 
it , то есть 
 ikiH txtx )(  , tiihl .             (1) 
Выберем в качестве характеристики сигнала  tx  точки экстремумов. А так как точки 
максимумов существуют в каждой спирали, то для определения точек минимумов необхо-
димо определение точек начала iнt  и конца 
i
kt  каждого интервала 
it . Время существования 
сигнала определяется суммарным временем it . 
Для определения точек максимумов и минимумов, соответствующих изменениям 
знака производной, при дискретном представлении сигнала найдем приращения сигнала 
ix  точки  x  слева и справа по отношению к уровню kihk  
  xihkxx  1  ,  xhkx xi  2 ,            (2) 
где  x  – точка кривой, которая может быть расположена в интервале  
  xiki hkxhk 1  , соответствует 1x , 
  xiki hkxhk  1 , соответствует 2x . 
При несовпадении знаков 1x  и 2x  существует в окрестности xh  точки  ix  экс-
тремум  txi  в интервале 
it . При этом если 1x  положительно, а 2x  – отрицательно, то в 
окрестности точки  x  достигается максимум, а при 1x  отрицательном и 2x  положи-
тельном достигается минимум. 
Так как xh  разделяет уровни дискретизации  tx , то точка максимума определяется 
пересечением нижележащего уровня iS  дважды, один раз при возрастании  txi  в направ-
лении от iS  к 1iS , а второй раз при убывании  txi  в направлении от iS  к 1iS  . Точка 
минимума   mintxi в конце интервала 
i
kt  определяется пересечением уровня xii hkS   два-
жды, один раз при возрастании  txi  от 1iS  к 1iS , а второй – при возрастании  txi  от 1iS  
к 1iS  . Так как точки экстремумов определяются значением координат  ix , )( 1
i
ki tx  , )(
i
ki tx
, то каждый из экстремумов можно отметить значением 1 в узле таблицы признаков, распо-
ложенных  на пересечении соответствующей строки, задаваемой xii hkS  , и столбца, зада-
ваемого xlhk . Получается, таким образом, таблица, в которой на пересечении определенных 
строк и столбцов стоят 1, а на пересечении остальных – 0, представляет карту бинарных 
признаков сигнала.  
Если необходимо определить совпадение некоторого сигнала с одним из многих, то 
количество подобных таблиц определяется числом сигналов, называемых эталонными. Все 
карты признаков заносятся в базу данных. При последовательном задании сигналов 
   ..., 21 txtx , они должны разделяться паузами, во время которых сигналы не превосходят 
заданного порогового уровня 0S , и разделение сигналов осуществляется при заданной дли-
тельности их нахождения ниже порогового уровня 0S .  
После заполнения базы данных для всех эталонных сигналов производится обучение 
с учителем простейшей нейронной сети прямого распространения, наиболее простым ме-
тодом, например Хэбба [Хайкин Саймон, 2006]. Обученная сеть используется для класси-
фикации сигнала, не участвующего в обучении. Из изложенного следует, что нейрокомпь-
ютерная система с использованием явного представления времени должна обеспечивать за-
дание уровней квантования амплитуды сигнала  tx  и времени  , определять линии уровня 
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iS , mi ,1 , достигаемые сигналом  tx  в моменты, соответствующие квантом времени, а 
также определять направление изменения (роста или убывания) сигнала, фиксировать ко-
ординаты точек экстремумов, запоминать эти координаты в карты бинарных признаков, 
определять и запоминать длительности интервалов между соседними минимумами и обес-
печивать многократное использование для формирования карты признаков других сигна-
лов, обучаться распознаванию эталонных сигналов и классифицировать сигналы, не ис-
пользуемые в обучении.  
На рисунке 1 приведена структура нейрокомпьютерной системы, реализующая пред-
ложенный метод классификации сигналов с явным представлением времени. 
 
 
 
Рис. 1. Структура нейрокомпьютерной системы 
Fig. 1. The structure of the neurocomputer system 
 
Система включает блок управления 1, нейронные сети 2, 4, блочное матричное запо-
минающее устройство 3. Блок управления выдает и распределяет импульсы тактового гене-
ратора между всеми блоками нейрокомпьютерной системы. Нейронная сеть 2 служит для 
формирования сигналов, активизирующих линии Y  адреса матричного запоминающего 
устройства 3, X  линии которого активизируются сигналами с выходов дешифратора одного 
из сигналов. Активизация линий Y  адреса  запоминающего устройства 3 осуществляется од-
ним из слоев сети при определении экстремальных значений сигнала  tx . Определение экс-
тремальных значений сигнала  tx  осуществляется слоем, определяющим пересечение од-
ного из уровней сигнала, формируемых входным слоем сети, в которой нейрон, получая на 
входы сигнал  tx  и d , формирует выходной сигнал [Корсунов и др., 1998]: 
    нулябольшеаргументесли нулябольшенеаргументеслиdwwtxS ___,1 ____,021  . 
При этом направление изменения сигнала определяется значениями   1 iSxS   и 
ii SxS  1  при возрастании и убывании  tx , что соответствует (2). Управляющий нейрон 
при определении экстремума инициализирует вход записи в соответствующем блоке матрич-
ного запоминающего устройства 2 и в выбранную ячейку линиями 4, X заносится 1. 
Выбирается очередной интервал 1it  и описанный процесс повторяется. При переходе 
к следующему интервалу содержимое соответствующих счетчиков пересылается в буферные 
регистры, содержимое которых по окончанию сигнала, определяемого понижением уровня 
ниже порогового в течение заданного интервала 0t , заносится в запоминающее устройство, 
формируется адрес следующего блока запоминающего устройства. Процесс формирования 
очередной карты признаков продолжается до тех пор, пока не будет обработано последнее эта-
лонное слово. По окончании формирования базы данных из карт признаков эталонных сигна-
лов блоком управления запускается распознающая нейронная сеть 4. 
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Распознающая нейронная сеть может быть персептроном, сетью Кохонена и т. д. Если 
использовать простейшую нейронную сеть, обучаемую с учителем по правилу Хэбба  
WWW vednew  , то будет затрачено минимальное время на обучение [Ткаченко, 2014]. Блок 
управления включает генератор тактовых импульсов с делителем частоты, элемент формиро-
вания весового коэффициента W , счетчики для задания длительности интервалов, буферные 
регистры для временного хранения содержимого счетчиков. Счетчики запускаются, обнуля-
ются, их содержимое пересылается в буферные регистры, в запоминающее устройство сигна-
лами с выходов нейронной сети 2. Сигналы, управляющие работой блоков нейрокомпьютер-
ной системы, подаются по соответствующим шинам, связывающим блоки системы. 
Для адаптации системы к частоте и интенсивности сигнала используют в блоке 
управления разные выходы дешифраторов и задания W , определяемые зависимостями от 
длительности и амплитуды сигнала. 
Сигнал, подлежащий распознаванию без предварительной обработки, которая тре-
буется в сетях с неявным представлением времени, поступает на вход сети непосред-
ственно. Для него автоматически формируется карта признаков, пользуясь которой распо-
знающий слой относит его к одному из эталонных. Это обеспечивает повышение эффек-
тивности (быстродействия) сети. 
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