This paper studies open-loop stabilization problem for bimodal systems with continuous vector field. It is based on the earlier work of the authors on the controllability problem for the same class of systems. A full characterization of stabilizability is established by presenting algebraic necessary and sufficient conditions. It is also shown that controllability implies stabilizability for these systems in a very similar fashion to the linear case.
Introduction
Controllability and stabilizability of a linear system are two basic concepts which were born in the early sixties. They have played a central role in various problems throughout the history of modern control theory. As such, these concepts have been studied extensively. In the context of finite-dimensional time-invariant linear systems the complete algebraic characterizations of stabilizability and controllability are among the classical results of systems theory. For nonlinear systems, controllability/stabilizability problems become too complex to obtain global results. This paper focuses on the stabilizability problem for bimodal piecewise linear systems of the forṁ
x(t) = A 1 x(t) + b 1 u(t) if y(t) 0, A 2 x(t) + b 2 u(t) if y(t) 0 (1a) y(t) = c T x(t) + du(t) (1b)
1 A preliminary version of this paper has been presented at the 2nd IFAC Conference on Analysis and Design of Hybrid Systems, Sardinia, Italy, 2006. where A 1 , A 2 ∈ R n×n , b 1 , b 2 , c ∈ R n , and d is a scalar. The characterization of stability and controllability of such a simple class of hybrid systems is already very complex; in [2] it was shown that these problems for a related class of discrete-time systems are NP-hard and undecidable, meaning that there is no algorithm to decide the controllability status of a given system, respectively. In [2] it was advocated that classes should be identified for which these questions are solvable in an efficient way. In case the vector field is continuous (over the switching plane) for (1), algebraic necessary and sufficient conditions for the controllability of this class of systems (and various extensions) are provided by the authors in [4] [5] [6] [7] . The contribution of the current paper is an algebraically verifiable condition for stabilizability for the same class of systems. Interestingly, this result shows that in this class of systems controllability implies stabilizability, as is also true for linear systems but not in general for nonlinear systems.
In the linear case [10] and also in the constrained linear case [13] , one can even show that a linear and Lipschitz continuous, respectively, state feedback can be found that does the job. In the piecewise linear case this is still an open issue, although several constructive results for par-ticular feedback structures (e.g. piecewise linear state feedback) based on (control) Lyapunov functions have been proposed in the literature (see e.g. [9] ). However, these results give no conclusion on a general level on the stabilizability issue. Only when the design turns out feasible, a stabilizing controller is found and in this sense those papers only present particular instances of sufficient conditions, but not necessary and sufficient cases as is done in this paper.
Also in the case of switched linear systems several results on controllability and stabilizability have appeared, see e.g. [14] [15] [16] , which construct in addition to a control signal also the switching sequence to stabilize the system. However, since the switching sequence is constructed as well, as opposed to given by a state space partitioning in the piecewise linear case, the case of switched linear systems is essentially different from the case of piecewise linear systems, where a particular switching mechanism is a priori given. Moreover, a full connection between stabilizability and controllability as indicated in this paper for piecewise linear systems is not (yet) available for switched linear systems. However, some partial results are available as, for instance in [16] , one proves that controllability implies stabilizability for discretetime switched linear systems.
The paper is organized as follows. After providing some of the notation used in this paper, the class of systems that we consider and the main result are presented in Section 2. In Section 3 a quick review is given for some ingredients from geometric control theory that we need to give the proof of the main results, which can be found in Section 4. In Section 5 conclusions are given. The following notational conventions will be in force. The set of real numbers is denoted by R, the n-tuples of real numbers by R n , complex numbers by C, locally integrable functions by L 1 . The transpose of a vector x (or matrix M ) is denoted by x T (M T ) and the conjugate transpose by x * (M * ). For two matrices M 1 ∈ R m×p and M 2 ∈ R n×p with the same number columns, the operator col stacks the matrices in an (m + n)
T . All inequalities involving a vector are understood componentwise. A square matrix is said to be Hurwitz if the real parts of all its eigenvalues are negative.
Bimodal piecewise linear systems
Consider the bimodal piecewise linear system (1) that has a continuous vector field. To be precise, we assume that the dynamics is continuous along the hyperplane
This is equivalent to existence of a vector e ∈ R n such that
This can be seen from the fact that (2) is equivalent to
Example 2.1 As an example, consider the mechanical system shown in Figure 1 . We assume that all the elements are linear. Let x 1 and x 2 denote the displacements of the left and right cart from the tip of the leftmost spring, respectively. Also let the masses of the carts denoted by m 1 (for the left one) and m 2 (for the other), the spring constants by k (for the leftmost one) and k (for the other), and the damping constant by d. Then, the governing differential equations can be given by
where F is the force that is applied to the right cart. By denoting the velocities of the left and right cars, respectively, by x 3 and x 4 , one arrives at the following bimodal piecewise linear systeṁ Figure 1 . Linear mechanical system with a one-sided spring
As the right hand side of (1) From a control theory point of view, one of the very immediate issues is the controllability of the system at hand. Following the classical literature, we say that the system (1) is completely controllable if for any pair of states (x 0 , x f ) there exists a locally-integrable input u such that the solution x x0,u of (1) passes through x f , i.e. x x 0 ,u (τ ) = x f for some τ > 0.
We quote the following theorem that gives necessary and sufficient conditions for controllability of bimodal systems. (A 1 , b 1 e ) is controllable and the inequality system µ 0 (5a)
holds. (3) The pair
admits no solution 0 = col(z, µ) ∈ R n+1 and λ ∈ R. 2 ⇒ 3 : If there exists no nontrivial solution to (5b) then the inequality system (5) admits no solution. Hence, the statement 3 trivially holds. Let λ ∈ R, µ ∈ R, and z ∈ R n be such that
It can be seen that v = z, µ 1 = µ, and
It follows from the implication in statement 2 that µ 1 µ 2 > 0. Hence, the inequalities (5a) and (5c) cannot be satisfied at the same time. This means that the statement 2 implies 3.
3 ⇒ 2 : There are two cases:
• There is no nontrivial solution for (5b). In this case, there cannot be a solution to (7) and hence the statement 2 holds.
• The equation (5b) admits a nontrivial solution. It can be seen that (7) is satisfied with v = z, µ 1 = µ, and µ 2 = µ + z T e. Since (5a) and (5c) are not satisfied at the same time, it follows that µ 1 µ 2 > 0. Hence, the statement 2 holds.
An equally important concept of system theory is stabilizability. We call the system (1) (A 1 , b 1 e ) is stabilizable and the inequality system µ 0 (9a)
admits no solution 0 = col(z, µ) ∈ R n+1 and 0 λ ∈ R.
Remark 2.4
We can recover well-known controllability and stabilizability conditions for a linear systeṁ 
A numerical example
Consider Example 2.1 where m 1 and m 2 are positive quantities and k, k , and d are nonnegative.
• Case 1: d = 0. In this case, it can be checked that (9b) admits no solution. If k > 0 then we get
and if k = 0 we get
Therefore, Theorem 2.3 implies that the system given in Example 2.1 is stabilizable if and only if not both k and k are zero.
• Case 2: d > 0. For this case, it can be verified that the only solution for (9b) is given by
Then, the inequality system (9) boils down to
This has a nontrivial solution if and only if k = 0. So, the system is stabilizable only if k > 0. Similar to the previous case, if k > 0 then we get (11) and if k = 0 we get (12) . Therefore, Theorem 2.3 implies that the system given in Example 2.1 is stabilizable if and only if k > 0.
A quick review of basic geometric control theory
Consider the linear system Σ(A, B, C, D)
where x(t) ∈ R n is the state, u(t) ∈ R m is the input, y(t) ∈ R p is the output at time t ∈ R, and the matrices A, B, C, D are of appropriate sizes.
We use the notation
for the controllable subspace and unobservable subspace, respectively. It is well-known that
where W ⊥ denotes the orthogonal space of W. It is well-known that V * is the limit of the subspaces
We say that a subspace V is output-nulling controlled invariant
A detailed computational algorithm can be found in [12] .
In fact, there exists an index i n−1 such that
Dually, we say that a subspace T is input-containing conditioned invariant if for some matrix L the inclusions (A − LC)T ⊆ T and im(B − LD) ⊆ T hold.
As the set of such subspaces is non-empty and closed under subspace intersection, it has a minimal element T * (Σ) (also written as T * (A, B, C, D) ). Whenever the system Σ is clear from the context, we simply write T * . The notation L(T ) stands for the set {L | (A −
LC)T ⊆ T and im(B − LD) ⊆ T }. Moreover, we write L(A, B, C, D) for L(T * (A, B, C, D)). Note that
We quote some standard facts from geometric control theory in what follows. The first one presents certain invariants under state feedbacks and output injections. Besides the system Σ (13), consider the linear system Σ K,L given bẏ
This system can be obtained from Σ (13) by applying both state feedback u = −Kx + v and output injection −Ly.
and L ∈ R n×p be given. The following statements hold.
The next proposition relates the invertibility of the transfer matrix to controlled and conditioned invariant subspaces. The following proposition presents sufficient conditions for the invertibility of the system matrix. It can be proved by using (15) (see [7] for a detailed proof). We now prove that the inequality system (9) does not admit a nontrivial solution. Suppose that col(z, µ) ∈ R n+1 is a solution to (9b) for λ 0 which means that
