Abstract. Starting from characterizations of continuous distributions in terms of the expected values of two functions of record values we construct a family of goodness-of-fit tests calculated from U-statistics.
1. Introduction. Characterizations play an important role in many techniques for constructing goodness-of-fit tests. For commonly occurring distributions, for example uniform, exponential and normal, characterizations are given in the literature (cf. Baringhaus and Henze [2] , Henze and Meintanis [10] , [11] , Csörgő et al. [7] , Hill and Perez-Abreu [12] ). Characterizations of continuous distributions in terms of expected values of order statistics and of record values as presented in Lin [14] , Grudzień and Szynal [9] , Malinowska et al. [15] were used to construct families of goodness-of-fit tests (cf. Morris and Szynal [16] [17] [18] [19] [20] [21] [22] ). Here we present a family of goodness-of-fit tests using characterizations of continuous distributions via expected values of two functions of record values (cf. Malinowska et al. [15] ). They are expressed in terms of U -statistics similar to those used in Morris and Szynal [22] .
Characterization conditions in terms of expected values of two functions of record values.
We recall the concepts of the kth upper record values. Let {X n , n ≥ 1} be a sequence of i.i.d. random variables with a common cumulative distribution function F , F = 1 − F , and probability density f . For a fixed integer k ≥ 1 we define the sequence 204 D. SZYNAL U k (1), U k (2), . . . of kth upper record times of {X n , n ≥ 1} as follows:
U k (n + 1) = min{j > U k (n) : X j:j+k−1 > X U k (n):U k (n)+k−1 }, n ≥ 1.
The sequence {Y (k) n , n ≥ 1} is called the sequence of kth (upper) record values of the above sequence. For convenience we also take Y = X 1:k = min(X 1 , . . . , X k ) (Dziubdziela and Kopociński [8] ).
We note only the recurrence relations for the cdf of Y (k) n and for its moments that are useful here:
(cf. Grudzień and Szynal [9] , Bieniek and Szynal [3] , [4] ).
Characterizations of continuous distributions via expected values of two functions of record values were first established in Too and Lin [25] . Some extensions were discussed in Grudzień and Szynal [9] , Malinowska et al. [15] . Here we discuss and apply characterizations in terms of the expected values of two functions of upper record values.
Let {X n , n ≥ 1} be a sequence of random variables distributed as a variate X. Assume that n ≥ 1, k ≥ 1 and s ≥ 0, s = n are given integers and r = 0 a given real number such that n + r + 1 > 0. Then under some conditions (cf. Lin [14] , Malinowska et al. [15] ) X ∼ F and F is continuous iff
Letting n = 2 and s = 1 in (3) we see that X ∼ F iff
for r > −3. Thus by (4) we have for
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Note that for X ∼ Exp(1) we have
(cf. Bieniek and Szynal [5] ). Now using (1) and (2) we get
Hence we conclude that X ∼ Exp(1) implies
Taking into account (6) and the statement: X ∼ F iff Y := − log F (X) ∼ Exp(1) for r > −1 we have the implication:
We apply the above formulae to construct goodness-of-fit tests. The characterization condition (5) cannot be used to construct tests since in practice only a finite sample is available, whereas in general information about Y (k) n can be obtained only from an infinite sample. The exception is Y (k) 1 = X 1:k . The method used here is to base the tests on consequences of these characterizations obtained by replacing the random variables in (5) by random variables that have the same expectations but can be estimated from any sample of size k or more. Here the estimates used are U -statistics.
3.
Tests of H : X ∼ F when parameters are known. We consider the hypothesis H : X ∼ F when F is completely specified. From the sample X 1 , . . . , X n we construct tests of H based on (7) for given k ≤ n. To this end we estimate the expectations in (7) by the U -statistics
We first construct tests of H 1 : X ∼ Exp(1), i.e. with F (x) = 1 − e −x , x > 0, and then we reject H 1 if these estimates differ sufficiently from the expectations in (6) . Under H 1 , (7) appears as (6), and the above estimates are
Simple calculations lead to the formula for Var(V n2 ) was derived in Morris and Szynal [22] . To derive Cov(V (r,k) n1 , V (r,k) n2 ) we use the following formula for the covariance of two U -statistics (Theorem 2 in Lee [13] , p. 17):
Let U
(1) n and U (2) n be two U -statistics, both based on a common sample X 1 , . . . , X n but having different kernels ψ and φ of degrees k 1 and k 2 respectively, with k 1 < k 2 .
Define σ 2 c,d to be the covariance between the conditional expectations of variables ψ c (X 1 , . . . , X n ) and φ d (X 1 , . . . , X n ), and let |S| denote the number of elements in S.
Suppose that c ≤ d. If S 1 is in S n,k1 and S 2 in S n,k2 with |S 1 ∩ S 2 | = c, where S n,k denotes a k-subset of {1, . . . , n}, then
Let X 1 , . . . , X n be a sample from F , where
We suppose first that k > 1. Letting c = d = 1 and x 1 := z we have
with Z ∼ Exp(1). Then
To derive Eφ 1 (Z) we write Y 2,k := min (X 2 , . . . , X k ) and define
then U has possible values in [0, z] and its distribution consists of a lump of probability at U = z, viz.
and for y ∈ [0, z) it has a density f 2 (y) equal to the density of
Also we have
where we used properties of the incomplete gamma function γ(a, z) = z 0 t a−1 e −t dt and
from Temme [24] and Andrews et al. [1] (cf. also Appendix in Morris and Szynal [22] ). Thus
show that
is asymptotically Normal. Hence tests of H 1 : X ∼ Exp(1) based on the implication (6) can be obtained from
with
If X has a continuous distribution with specified distribution function F then tests of
Since h is an increasing function then, referring to the definition of V (r,k) n2
(at the beginning of Section 3), in this case
where denotes summation over all
where
.
Taking into account that
we can write T (r,k) n in the following extended form
We also consider tests using the statistics obtained from the following partitions:
4. Tests of H : X ∼ F when there are unknown parameters. We now study the hypothesis H that F has the form F (x; λ λ λ) where λ λ λ(p × 1) are identifiable parameters with unknown true value λ λ λ 0 in the parameter space Λ, and we denote the pdf by f (x; λ λ λ).
Here we defineV
whereλ λ λ n is the MLE of λ λ λ. We then construct tests of H as in Section 3, but using F (x;λ λ λ n ) instead of F (x). And we further assume regular estimation, for which
where I(λ λ λ 0 ) is the expected information matrix based on a single observation X from F (x; λ λ λ 0 ). Following the procedure presented for this case where a theorem of Pierce [23] is used (cf. Morris and Szynal [17] ) for a sample from F (x; λ λ λ 0 ) the variance matrix ofV V V (r,k) n for large n is given approximately by
where E 0 means expectation when X is F (x; λ λ λ 0 ), and
∂F (X; λ λ λ) ∂λ j (cf. Morris and Szynal [22] ). Write
Thus corresponding to T (r,k) n in (8) we havê
under H, but this can be used for testing H only if it does not depend on the unknown λ λ λ 0 , i.e. if K K K (r,k) (λ λ λ 0 ) does not depend on λ λ λ 0 . In one or two parameters when λ λ λ = (α) and λ λ λ = (α, β) we write
and then for λ λ λ = (α) we have
∂F (X; α) ∂α and for λ λ λ = (α, β) we have
Then in extended form the above test statisticT
and we use the partitionsT
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5. Special cases 5.1. Exponential distribution: X ∼ Exp(α). Here F (x; α) = 1 − e −αx for x > 0, Λ = {α : α > 0}, I −1 = α 2 and
Then we can write s
Referring to Σ (r,k) n1
it follows that for k > 1 
For the direct tests we havê
The quantities a
are as for the exponential distribution and the tests statistics are given by similar formulae.
Normal distribution: X
Here by f and F we denote the corresponding density and the cumulative distribution function, Λ = {(µ, σ 2 ) : µ ∈ R, σ 2 > 0}, and
and φ, Φ denote the pdf and cdf of Z, respectively. Similarly
, where E
The test-statistics for the direct tests arê
6. Simulations. We have selected tests and alternatives in Table 1 from Cabaña and Cabaña [6] as standards of comparison with our proposed tests. When n = 20 and n = 50 the test-statisticsT . Critical values were simulated using 100 000 and the associated powers were obtained using 100 000 samples, but only some results are presented here.
For samples of size 20 we include simulations for some favorable omnibus tests with Av. powers ≥ 44.5 ( Table 2) . Powers of tests with Av. powers < 44.5 and greatest powers for some alternatives are given in Table 3 . For samples of size 50 we include (Table 4) simulations for tests with Av. powers ≥ 75.2. Table 5 contains tests with Av. powers < 75.2 and greatest powers for some alternatives. Bold numbers stand for powers greater than those from Table 1 , and the stars denote the overall maxima. The meaning of the headings and the test-statistics can be found in Cabaña and Cabaña [6] and Henze and Meintanis [11] and their references: Table 2 . Powers of 5% tests based on 100 000 simulations using empirical critical values with Av. powers ≥ 44.5; n = 20 TestsT (r,k) n;c 3T (r,k) n;c 3T (r,k) n;c 3T (r,k) n;c 3T (r,k) n;c 2T (r,k) n;c 3T (r,k) n;c 3T (r,k) n;c 3T (r,k) n;c 3 TestsT (r,k) n;c 3T (r,k) n;c 3T (r,k) n;c 3T (r,k) n;c 3T (r,k) n;c 3T (r,k) n;c 3T (r,k) n;c 2T (r,k) n;c 2 Table 3 . Tests with Av. powers < 44.5 and greatest powers for some alternatives; n = 20
