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The first quantum technologies to solve computational problems that are beyond the capabilities
of classical computers are likely to be devices that exploit characteristics inherent to a particular
physical system, to tackle a bespoke problem suited to those characteristics. Evidence implies that
the detection of ensembles of photons, which have propagated through a linear optical circuit, is
equivalent to sampling from a probability distribution that is intractable to classical simulation.
However, it is probable that the complexity of this type of sampling problem means that its solution
is classically unverifiable within a feasible number of trials, and the task of establishing correct
operation becomes one of gathering sufficiently convincing circumstantial evidence. Here, we develop
scalable methods to experimentally establish correct operation for this class of sampling algorithm,
which we implement with two different types of optical circuits for 3, 4, and 5 photons, on Hilbert
spaces of up to 50, 000 dimensions. With only a small number of trials, we establish a confidence
> 99% that we are not sampling from a uniform distribution or a classical distribution, and we
demonstrate a unitary specific witness that functions robustly for small amounts of data. Like the
algorithmic operations they endorse, our methods exploit the characteristics native to the quantum
system in question. Here we observe and make an application of a “bosonic clouding” phenomenon,
interesting in its own right, where photons are found in local groups of modes superposed across two
locations. Our broad approach is likely to be practical for all architectures for quantum technologies
where formal verification methods for quantum algorithms are either intractable or unknown.
The construction of a universal quantum computer,
capable of implementing any quantum computation or
quantum simulation, is a major long term experimen-
tal objective. However, it is expected that non-universal
quantum machines, that exploit characteristics of their
own physical system to solve specific problems, will out-
perform classical computers in the near-term [1]. Ensem-
bles of single photons in linear optical circuits are a re-
cently proposed example: despite being non-interacting
particles, their detection statistics are described by func-
tions that are intractable to classical computers — matrix
permanents [2]. It is therefore believed that linear optics
constitutes a platform for the efficient sampling of proba-
bility distributions that cannot be simulated by classical
computers, with strong evidence provided in the case of
circuits described by large random matrices [3–7].
A universal quantum computer, running for example
Shor’s factoring algorithm [8], creates an exponentially
large probability distribution with individual peaks at
highly regular intervals that facilitate the solution to the
factoring problem allowing efficient classical verification,
as is the case for all problems in the NP complexity class
[9]. Accordingly, correct operation of the quantum com-
puter is confirmed. In contrast, it is not clear that sim-
ilarly useful structure exists in the exponentially large
probability distribution that is sampled when photons are
detected after a random transformation. And since such
boson sampling problems [3] are related to the harder #P
complexity class [10], it is not understood how to verify
correct operation for large versions of a boson sampling
machine, with formal verification likely to be classically
intractable.
The correct operation of Shor’s algorithm is verified
independently of the physical platform of the universal
quantum computer on which it is run. However, boson
sampling is native to linear optical experiments, which
allows us to exploit experimental methods and funda-
mental properties of linear optics to develop procedures
that provide strong evidence that the system is function-
ing properly. Firstly, we are interested in finding con-
figurations of optical circuits that engender large-scale,
ordered, photonic quantum interference, to produce a
predictable structure in the probability distribution of
possible detection events. Fully reconfigurable circuits,
capable of implementing any unitary transformation on
optical modes, are realisable with arrays of beamsplitters
and phase shifters [11], which have been demonstrated on
partially reconfigurable waveguide circuits [12, 13]. With
large scale single-photon and multi-photon interference
verified for a predictable experiment, on a fully charac-
terised circuit [14], a reasonable assumption is that quan-
tum mechanics holds and the system maintains correct
operation as the circuit is continuously reconfigured to
implement a random unitary operation.
Secondly, we determine that the most likely route to
incorrect operation is the unwanted introduction of dis-
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FIG. 1. Experimental setup to generate (a), interfere (b,c) and detect (d) single photons. (a) 780nm laser light from a 140fs
pulsed Titanium:Sapphire laser was attenuated with a half wave plate (HWP) and polarising beams splitter (PBS), before
frequency doubling with a type-I BBO nonlinear crystal. The subsequent 390nm light was reflected from four dichroic mirrors
(DM) and focused onto a type-I BiBO nonlinear crystal to generate double pairs of photons through spontaneous parametric
down conversion. After passing through an interference filter (IF) photons are reflected off a prism (PR) and collected into
polarisation maintaining fibres (PMF) which are butt-coupled, via a V-groove fibre array, to either (b) the QW chip, or (c) the
RU chip. Outgoing photons are coupled from the chip using a second fibre array, either directly to 16 single photon avalanche
diodes (SPADs) (d), or via a network of fibre splitters. Detection events are time-correlated and counted using a 16-channel
time-correlated single photon counting system (TCSPC). A full description of our measurement scheme is given in the appendix.
tinguishably between photons [15], which destroys quan-
tum interference [16] and effectively pushes the matrix
description of the optical circuit from one with complex
entries, to a real valued matrix, where classical algo-
rithms can efficiently and precisely approximate matrix
permanents corresponding to the classical probability of
individual outcomes [17]. This regime is readily acces-
sible experimentally, for example by introducing tempo-
ral delay between photons. The opportunity then ex-
ists to tune between ideally indistinguishable (quantum)
and perfectly distinguishable (classical) data, and mea-
sure the change in a suitably constructed metric. Addi-
tionally, we find a metric that discriminates among uni-
taries, based on the change in quantum versus classical
statistics. Our experimentally informed approach is dif-
ferent to a recently proposed test to confirm that boson
sampling statistics are not drawn from an unbiased prob-
ability distribution [18], which we also demonstrate, but
which has the drawback that is it does not distinguish
between quantum and classical statistics.
In these experiments, we observe and exploit a regular
structure in the quantum probability distribution gen-
erated by a circuit of continuously coupled waveguides,
which arises from a phenomenon related to boson bunch-
ing, which we term bosonic clouding. Here, photons are
found to cluster in different but nearby modes, in a su-
perposition around two separate locations. This has been
observed for systems of two photons propagating in con-
tinuously coupled waveguides known as photonic quan-
tum walks [19–22]. Here, we observe that bosonic cloud-
ing persists for systems of 3, 4, and 5 photons propagat-
ing in continuously coupled waveguides, but is absent for
circuits described by random unitary matrices, even for
3 photons. We observe dissipation of the bosonic clouds
when distinguishability is introduced among the photons.
While our observation of this basic behaviour of parti-
cles is of fundamental interest, the boson clouds provide
a unitary witness and a discriminator for operation be-
tween the quantum and classical regimes, without having
to reconstruct parts of the probability distribution.
We experimentally implement our verification methods
with 3, 4, and 5 photon ensembles propagating in arrays
of 21 continuously coupled waveguides, producing Hilbert
spaces of >50,000 dimensions. The computational com-
plexity of regularly structured probability distributions
arising from such systems is not known, however for ran-
dom unitary devices, strong evidence exists that efficient
classical simulation is impossible [3]. Turning our atten-
tion to photonic networks described by random unitary
matrices, we observe probability distributions with lit-
tle or no apparent structure for 3 photons propagating
in 9 randomly connected optical modes, and we exper-
imentally test the verification procedures that rule out
sampling from a flat probability distribution [18].
All experiments presented here use a similar setup, dis-
played in Figure 1, where two pairs of identical 780nm
photons are generated from a pulsed spontaneous para-
metric downconversion source and injected into one of
two waveguide circuits, which we label as QW and RU.
The QW chip is a planar array of 21 evanescently cou-
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FIG. 2. Verification of boson sampling B against the uniform distribution F (a,b) and discrimination between quantum B
and classical C statistics (c). (a) The expected probability density function for values of R∗, for sub-matrices chosen from
the boson sampling distribution (blue line) using the RU chip, and the uniform distribution (black line). The bars show a
histogram of R∗ values from experimental 3 photon data. (b) Dynamic updating using Bayesian inference for confidence in
sampling from boson sampling distribution, rather than the uniform distribution. After only 12 three-fold detection events
we are over 90% confident, and by the end of our experiment we assign only 10−35 probability to the null hypothesis. (c)
Probability of registering a p-fold click with both quantum (blue) and classical (red) particles. The lines are asymptotic values
with the constraint m = p2, and the histograms (inset) are for numerical data up to 5 photons in 25 modes. Values calculated
for experimental data are shown over the inset histograms for 3 photons in 9 modes.
pled single mode waveguides fabricated in silicon oxyni-
tride (SiOxNy), with a circuit configuration similar to
that used previously for photonic quantum walks of two
photons. The RU chip is a 9 mode array of directional
couplers and fixed phase shifts in silicon nitride (Si2N3),
which can be fabricated to implement any fixed unitary
operation [11]; here we have chosen a 9 × 9 Haar ran-
dom unitary matrix. Detection is performed over a si-
multaneous maximum of 16 modes with 16 single pho-
ton avalanche diodes (SPADs) and a 16-channel time-
correlated single photon counting (TCSPC) system to
monitor all
(
16
p
)
p-fold events in realtime.
Our first experimental demonstration is motivated by
the claim that boson sampling with an optical network
described by a random unitary matrix is operationally
indistinguishable from the case where detection events
are drawn from an unbiased or flat probability distribu-
tion, with discrimination between the two only becoming
possible after an exponential number of trials [23]. We
experimentally implement a procedure that, reasonably,
uses knowledge of the unitary operation to efficiently ver-
ify that detection statistics are not collected from a flat
probability distribution [18]. (Note that, even if the uni-
tary description is a priori unknown, it can be efficiently
measured, e.g. [24]). The theoretical discriminator R∗
is the product of row norms of the p × p sub-matrix M
that describes a transformation of p photons, and is cal-
culated from the complex matrix elements {ai,j} by com-
puting, for each row, Ri = |ai,1|2 + |ai,2|2 + · · ·+ |ai,p|2,
then taking the product R∗ =
∏p
i Ri and normalising
so that E[R∗] = 1. Intuitively, this discriminator works
because R∗ is sufficiently correlated with |Per(M)|2, the
probability of a p-fold detection given by the mod square
permanent of the transformation sub-matrix.
We collected 434 three-fold detections after injecting
p = 3 photon ensembles into our m = 9 mode RU chip,
shown in Fig. 1(c), the unitary matrix description for
which was reconstructed from single photon and two pho-
ton tomography [24]. Figure 2(a) shows a histogram of
R∗ for these 434 events, together with numerical plots for
both bosonic (B) and flat (F) distributions obtained by
averaging over 105 Haar random unitaries. To quantify
the performance of this discriminator, we use Bayesian
inference to update in real time our confidence that the
samples were drawn from B rather than F . Figure 2(b)
shows that after only 12 three-fold detection events a
confidence level of 90% that sampling is not from F is
achieved, which rises to 1−10−35 by the end of the exper-
iment. See the appendix for details of this calculation.
A more physically relevant probability distribution to
rule out, which is likely to be classically simulatable [18],
is that which is generated when photons become distin-
guishable, which we label as C. While R∗ discriminates
between B and F , it does not discriminate between B
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FIG. 3. The absence and emergence of correlated bosonic clouds in three photon correlation cubes for a nine mode random
unitary (a,b,e,f) and a 21 mode quantum walk (c,d,g,h). The radii of spheres centred at coordinates (i, j, k) are proportional
to the probability of finding three photons in output modes i, j and k respectively. We tune between indistinguishable
(blue) and distinguishable (red) photons by introducing a time delay between them. These data are: (a) Experimental nine
mode random unitary with indistinguishable and (b) distinguishable photons. (c) Bosonic clouds from experimental 21 mode
quantum walk unitary with indistinguishable and (d) distinguishable photons. (e) Theoretical nine mode random unitary with
indistinguishable and (f) distinguishable photons. (g) Theoretical bosonic clouds from 21 mode quantum walk unitary with
indistinguishable and (h) distinguishable photons. The experimental data (top row) has been corrected for detector efficiencies
and the theory has been filtered to show only events that were experimentally measured, which is the main reason for the
apparent asymmetry between the pair of boson clouds.
and C. Indistinguishability among photons may be veri-
fied at source [16], yet the circuit may introduce distin-
guishability through decoherence, dispersion and other
extra unwanted degrees of freedom such as polarisation.
We therefore implement a scalable method to verify that
photon indistinguishability is maintained during propa-
gation through the circuit, based around the question:
given a p-photon input state in p modes (one photon per
mode) what is the probability, P (p-fold), of a p-fold de-
tection?
The intuition, that p-fold detection is less likely for in-
distinguishable photons due to bosonic bunching, is for-
malised in [25] with a simple counting argument to show
that, when averaged over the Haar measure, in the case
of indistinguishable photons PQ(p-fold) =
(
m
p
)/(
m+p−1
p
)
while in the case of distinguishable photons, as in the
classical birthday paradox PC(p-fold) =
(
m
p
)
p!
/
mp. If
m  p2, PQ(p-fold) ≈ PC(p-fold), however if m = p2
the equivalence does not emerge, as can be seen in Fig-
ure 2(c) where a separation emerges between PQ(p-fold)
and PC(p-fold) [26].
The protocol requires N trials of p-photon input states,
which gives rise to M p-fold detector events, allowing the
comparison M/N to the analytic values of PQ(p-fold)
and PC(p-fold). Due to the non deterministic nature
of the downconversion process, we employ the method
of [26] to calculate P (p-fold) . We found PQ(p-fold) =
0.450±0.028 compared to an expected value 0.509, while
PC(p-fold) = 0.680 ± 0.0002 compared to an expected
value of 0.691. Using the numerically determined prob-
ability density functions (pdf), shown in Fig. 2(c), we
estimate the probability (over Haar unitaries) that quan-
tum data is the result of distinguishable particles to be
3× 10−3, while the probability that classical data is the
result of indistinguishable particles is 2× 10−2.
Taken together, the tests in Fig. 2 provide circumstan-
tial evidence that a boson sampling machine is operating
according to the laws of quantum mechanics [18], with
non-trivial dependence on circuit parameters, and ex-
hibiting quantum interference. However, we now present
a method which gives even stronger evidence for cor-
rect operation. Consider implementing a highly struc-
tured unitary that promotes all of the essential physical
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FIG. 4. Quantum-walk-specific verification. (a) Experimental data (black points) for four indistinguishable photons in a
21 mode quantum walk, over 1820 four-fold detection patterns, ordered by descending theoretical probability (red points).
Number-resolved data is highlighted with blue circles. Error bars assume Poissonian statistics. (b) Reconstructed pure-state
four-photon data, after subtraction of experimentally-measured contributions due to |2200〉 and |0022〉 terms (see Appendix
for details). In (c-e) we perform a quantum-walk-specific test for p = 3, 4, 5 photons, measuring the fraction of events C in the
principal quadrants (see inset). We plot experimental results for indistinguishable (blue) and distinguishable (red) photons,
along with a corresponding theoretical distribution with the same number of samples drawn. In all cases, we see a statistically
significant increase in C for indistinguishable photons. In (f) we perform the same test for three photons in a 9-mode random
unitary, where our quantum-walk-specific test does not reveal statistically significant quantum-classical separation, as expected.
features of boson sampling, including single photon and
large scale multi-photon interference, but where signifi-
cantly large parts of the probability distribution of p-fold
detector clicks can be determined efficiently, classically,
without calculating permanents of random matrices. Af-
ter experimentally confirming the structured probability
distribution, the optical circuit can be tuned (contin-
uously) to realise a unitary operation, such as a Haar
random unitary, that produces a classically inaccessible
probability distribution. The reasonable assumption is
that correct operation is maintained during this process.
Such a system could be realised by highly reconfigurable
circuitry [11, 13]. In our proof of principle experimental
demonstration — at the classically tractable scale where
correct sampling from both probability distributions can
be verified — we physically swap between circuits.
The structured unitary operation we choose is our QW
chip of continuously coupled waveguides [19]. The effect
of this unitary operation is to produce bosonic clouding
behaviour with photons observed to cluster, in superpo-
sition, around two separate local groups of modes. We
injected three photons into the middle (k = 10, 11, 12)
waveguides of the 21 mode QW chip (Fig. 1(c)) and mea-
sure 524 out of a possible 1771 three-photon events, using
fibre splitters and multiple detectors to achieve nondeter-
ministic number resolved photon detection.
Experimentally obtained probability distributions for
the QW chip, for both indistinguishable and distinguish-
able (temporally delayed) photons are compared with
theoretical models in Fig. 3(c,d,g,h). We found a statis-
tical fidelity F =
∑
i
√
pexpi p
th
i between the normalised
theoretical pthi and experimental p
exp
i probability distri-
butions of FQ = 0.930 ± 0.003 and FC = 0.961 ± 0.002
for the indistinguishable and distinguishable case respec-
tively. Errors bars are calculated by propagating Pois-
sonian count rate errors and the deviation from unit fi-
delity can be attributed to the presence of higher order
terms, and the temporal distinguishability between non-
pair photons [27]. For the theory model, by assuming
a nearest neighbour Hamiltonian [28], single photon to-
mography is sufficient to yield the unitary description of
the circuit.
Bosonic clouding behaviour can be clearly seen for in-
distinguishable photons (Fig. 3(c)), that is photons clus-
ter around the main diagonal line of the correlation cube,
where probabilities exactly on this line correspond to full
bunching of all three photons in the same mode. Two
clouds have formed at separate locations in the cube cen-
tred on modes 6 and 16; this means if one photon is
detected in the locality of mode 16 (for example), the
remaining two photons have a high probability of being
correlated to this event and also detected around mode
616. In contrast, when temporal distinguishability is in-
troduced between all photons (Fig. 3(d)), quantum in-
terference is destroyed and the clouds dissipate: there is
now a higher probability that the two remaining photons
will be found away from the modes local to mode 16.
For further comparison, we have also presented all 84
possible three-photon correlated detection probabilities
in the RU chip in Fig. 3(a,b,e,f). We note that the clouds
observed in Fig. 3(c) are absent in the RU chip for both
indistinguishable Fig. 3(a) and distinguishable photons
Fig. 3(b); the correlation cubes do not reveal any dis-
cernible structure. We found a fidelity between our ex-
periment and theoretical model of FQ = 0.939 ± 0.010
and FC = 0.970±0.007, for indistinguishable and distin-
guishable photons, respectively .
To use the bosonic clouding behaviour as a QW wit-
ness we construct a metric which determines how many
events lie in the clouded regions by dividing the correla-
tion hypercube in half along each axis, which for p pho-
tons creates 2p quadrants [29]. (see the inset of Fig. 4(a)),
and calculating the fraction of events C which occupy the
two principle quadrants In the case of perfect clouding all
photons are output from the same half of the interferom-
eter, meaning all events are in the principle quadrants
and C = 1. If there are always at least two photons
detected in different halves of the interferometer, then
C = 0, which means zero events in the principle quad-
rant. To include cases of approximate clouding, where
most photons are localised, one can consider clusters of
quadrants around the principle quadrant, but we expect
this to be the subject of future investigations and do not
consider them here.
Numerical simulations confirm that C can witness the
correct operation of QW unitaries after a small number
of trials for up to p = 7 photons, which is supported by
our experimental evidence for up to p = 5 photons. For
the three photon case we find C = 0.288 ± 0.015, com-
pared to a numerically determined value of 0.332±0.008.
For p = 4 photons we use a novel sifting technique (see
appendix for details) to yield statistics for four photons
injected into the central (k = 9, 10, 11, 12) waveguides
(one photon per mode) and we measure 1016 out of a
possible 10626 four-fold events as shown in Fig. 4(a,b).
The fidelity between experimental and theoretical prob-
ability distributions was found to be FQ = 0.971± 0.001
and FC = 0.978± 0.0004. For the case of p = 4 photons
we measured C = 0.175±0.007 compared to 0.144±0.002.
For p = 5 photons we observe 217 5-fold detection events
from the four mode input state, corresponding to a six
photon creation event where one photon is lost, and we
found C = 0.079±0.019 compared to 0.058±0.016. These
values deviate from our numerical simulations because of
experimental imperfections (e.g. photon distinguishabil-
ity and partial mixture for p = 5), however by tuning
between the distinguishable and indistinguishable case,
we observe a change in C that witnesses the formation
of bosonic clouds.
This change is depicted in Fig. 4(c,d,e) and for three
photons was found to be ∆C = 0.089 ± 0.017 compared
to 0.130 ± 0.009, for four photons was ∆C = 0.083 ±
0.008 compared to 0.065 ± 0.002, and for five photons
was ∆C = 0.061 ± 0.020 compared to 0.033 ± 0.018. In
the five photon case, even though the state is partially
mixed, bosonic clouding can still be observed with only
a small number of experimental samples in a vast (>
50, 000 dimensional) Hilbert space. For comparison, in
Fig. 4(f) we plot C for the random unitary, and find
∆C = −0.012±0.022, confirming the absence of clouding.
Here we have shown how to combine physical phe-
nomena associated to a physical system with experi-
mental and technological capabilities in that system, to
provide evidence of correct operation for quantum algo-
rithms that may be formally unverifiable. In doing so,
we demonstrate bosonic clouding which is interesting in
its own right. However, each platform for quantum tech-
nologies will exhibit its own unique features, for example
anti-bunching due to the Pauli exclusion principle. We
expect machine level verification techniques to continue
to be important and, increasingly, techniques will need
to keep pace with the growing scale and complexity of
quantum systems [30].
During the final revision of this manuscript, the effi-
cient experimental validation of photonic boson sampling
against the uniform distribution has been reported online
[31].
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8BAYESIAN INFERENCE
We use Bayesian inference to update in real time our
confidence that the device is not sampling from the uni-
form distribution, using the row-norm product estimator
R∗. As shown in Figure 2(a), the pdf for this variable is
different depending on whether samples are drawn from
the flat distribution F or the boson sampling distribution
B, with a high value of R∗ being more likely in the latter
case.
We have determined numerically (by averaging over
105 random unitaries chosen by the Haar measure ) that
for the case of p = 3 photons and m = 9 modes:
P ((R∗ > 1) |B) = 0.631,
P ((R∗ < 1) |B) = 0.369,
P ((R∗ > 1) |F) = 0.355,
P ((R∗ < 1) |F) = 0.645.
Given these probabilities we can use the value of R∗ com-
puted from a detection event to update our confidence
that the device is sampling from B rather than F ac-
cording to Bayes’ theorem
P (H|R∗) = P (R
∗|H)P (H)
P (R∗)
,
where for H we substitute either B or F . Our prior is
P (B) = P (F) = 0.5.
The reason for choosing 1 as a threshold for R∗ is that
this was the method proved to be a scalable discrimina-
tor in [18]. Although the numerically determined pdf in
Figure 2(a) for boson sampling events cannot be com-
puted in a scalable way, the pdf for uniform sampling
can. In fact, in the limit of large photon number p and
large mode number m  p2 it tends to lognormal, so
P ((R∗ > 1) |F) and P ((R∗ < 1) |F) can be computed.
The result in [18], that
P ((R∗ > 1) |B)− P ((R∗ > 1) |F) ≥ 1
9
can then give us bounds on P ((R∗ > 1) |B) and
P ((R∗ < 1) |B). We are not operating in the limits where
this applies, so computing the values numerically is more
appropriate.
DEVICE DETAILS
9 mode unitary
The m = 9 mode random unitary was fabricated in
silicon nitride (Si2N3) with a refractive index contrast
∆ = (n2core − n2cladding)/2n2core = 27%. The waveguides
had a width of 1.5µm and outside the interaction region
were separated by 127µm. The device consisted of 36
directional couplers whereby the waveguides are bought
to within 2.5µm of one another, for an interaction length
of ∼ 400µm (dependent on the desired splitting ratio).
The fibre to fibre coupling efficiency was ∼ 5%.
21 mode quantum walk unitary
The m = 21 waveguide array was fabricated in silicon
oxynitride (SiOxNy). The index contrast of 2.4% en-
ables fabrication of micron sized single mode waveguides
in compact circuit designs with a minimum bend radius
of 560µm. The waveguides are designed with a constant
width of 2.2µm and height of 0.85µm. They are pitched
at 1.3µm within the coupling region of length 700µm in
order to achieve sufficient mode overlap for nearest neigh-
bour coupling. The waveguides bend adiabatically to a
pitch of 127µm at the input and output facets to match
the standard separation of the fibre arrays we butt cou-
ple to the chip. The waveguides are tapered to a width
0.7µm at the facet to achieve better mode overlap with
the fibre modes, this way we obtain an overall fibre to
fibre coupling efficiency of ∼ 30%.
DETECTION SCHEME
Generally, off-diagonal elements in the p-photon cor-
relation matrix (i.e. the collision free subspace where
j1 6= j2 6= j3... 6= jp) can be measured without the use of
fibre splitters, with waveguide outputs connected directly
to APDs. Diagonal elements, where ja = jb for some
a, b ∈ [1, . . . , p] , a 6= b give the probability of finding two
or more photons in the same spatial mode and must be
measured using fibre splitters and multiple detectors to
achieve nondeterministic number resolved photon detec-
tion.
In particular for the three photon case correlations
of the form |2i1j〉 and |1i1j1k〉 were measured between
all even numbered and all odd numbered waveguides.
Further we measured all possible three photon coinci-
dences, including |3i〉, across the four sets of waveguides
{1 − 5},{6 − 10},{11 − 15}, and {16 − 20}. In total we
measured 524 out of a possible 1771 three fold events.
For the four photon case we measured collision free
events of the form |1i1j1k1l〉 across the set of 16 waveg-
uides numbered {3 − 10, 12 − 19} and all possible four
photon coincidences across waveguides {3, 7, 11, 15}. We
measured 1016 out of a possible 10626 four photon events.
FOUR PHOTON INPUT STATE
The challenge in yielding four photon data for the non-
superposed |ψ〉4 = |1111〉 input state, is isolating this
state from the entire down-conversion state. We do this
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FIG. 5. A four mode two crystal down-conversion system
with unknown phases φi in the i
th mode, and a half (HWP)
and two quarter waveplates (QWP) to force the system into
a maximal mixture.
in postselection by applying a series of phases to one arm
of the down-conversion, which when summated yield a
maximal mixture. We then subtract the superposition
terms separately to yield statistics for |ψ〉4. To see this
consider the entire four photon subspace of the two crys-
tal, four mode down-conversion state
|ψ〉SPDC =
1√
3
(
ei(φ1+φ2+φ3+φ4) |1111〉
+e2i(φ3+φ4) |0022〉+ e2i(φ1+φ2) |2200〉
)
,
where φi is an unknown phase φ in the i
th mode of the
down-conversion as in Figure 5.
We apply a phase θ to mode 1 by inserting half
(H) and quarter (Q) waveplates in the configuration
Q(pi/4)H(θ/4 + pi/4)Q(pi/4), to give a state ρθ. It can
be shown that
ρ0 + ρpi/2 + ρpi + ρ3pi/2 = |1111〉 〈1111|+ |0022〉 〈0022|
+ |2200〉 〈0022|
=ρmix
where ρmix is the four photon maximally mixed state. By
inputting modes 1,2 and 3,4 we yield data for ρ2200 =
|2200〉 〈2200| and ρ0022 = |0022〉 〈0022|, which can be
subtracted from ρmix to give |ψ〉4.
The phases φi are a function of time. However, our
scheme yields statistics for the mixed state independent
of the speed of phase fluctuation. The only necessary
assumption is that on average the phases φi are not cor-
related with the phase θ.
Note that this is not intended to be a scalable solution
to isolating large states like |11...1〉.
