This paper presents incremental hierarchical discriminant regression (IHDR) which incrementally builds a decision tree or regression tree for very high-dimensional regression or decision spaces by an online, real-time learning system. Biologically motivated, it is an approximate computational model for automatic development of associative cortex, with both bottom-up sensory inputs and top-down motor projections. At each internal node of the IHDR tree, information in the output space is used to automatically derive the local subspace spanned by the most discriminating features. Embedded in the tree is a hierarchical probability distribution model used to prune very unlikely cases during the search. The number of parameters in the coarse-to-fine approximation is dynamic and data-driven, enabling the IHDR tree to automatically fit data with unknown distribution shapes (thus, it is difficult to select the number of parameters up front). The IHDR tree dynamically assigns long-term memory to avoid the loss-of-memory problem typical with a global-fitting learning algorithm for neural networks. A major challenge for an incrementally built tree is that the number of samples varies arbitrarily during the construction process. An incrementally updated probability model, called sample-size-dependent negative-log-likelihood (SDNLL) metric is used to deal with large sample-size cases, small sample-size cases, and unbalanced sample-size cases, measured among different internal nodes of the IHDR tree. We report experimental results for four types of data: synthetic data to visualize the behavior of the algorithms, large face image data, continuous video stream from robot navigation, and publicly available data sets that use human defined features.
The mathematical model described here can be considered as a coarse, approximate computational model for the development of the association cortex, whose main goal is to establish the association (i.e., mapping) between the primary sensory cortex and motor cortex. However, a lot of puzzles about the biological brain are unknown. The computational model described here does not intend to fit all biological details.
Classification trees (class labels as output) and regression trees (numerical vectors as output) have two purposes: indexing and prediction. The indexing problem assumes that every input has an exactly matched data item in the tree, but the prediction problem does not assume so and, thus, requires superior generalization. The prediction problem has the indexing problem as a special case, where the input has an exact match. Indexing trees, such as K-D trees and R-trees, have been widely used in database for known data retrieval with a goal to reach a logarithmic time complexity. Prediction trees, also called decision trees, have been widely used in machine learning to generate a set of tree-based prediction rules for better prediction for unknown future data. Although it is desirable to construct a shallow decision tree, the time complexity is typically not an issue for decision trees. The work presented here is required for a real-time, online, incrementally learning artificial neural network (AAN) system [4] . Therefore, both goals are thought: fast logarithmic time complexity and superior generalization. Further, we require the tree to be built incrementally, since the tree must be used for operation while data arrive incrementally, such as in a system that takes real-time video streams. Thus, in the work presented here, we concentrate on trees and, in particular, incrementally built trees.
Traditionally, classification and regression trees use a univariate split at each internal node, such as in classification and regression trees (CART), [5] , C5.0, [6] , and many others. This means that the partition of input space by each node uses hyperplanes that are orthogonal to the axes of the input space . Multivariate linear splits correspond to partition hyperplanes that are not necessarily orthogonal to any axis of the input space and thus, potentially can cut along the decision boundaries more appropriately for better prediction or generalization. Trees that use multivariate splits are called oblique trees. As early as the mid 1970s, Friedman [7] proposed a discriminating node-split for building a tree which resulted in an oblique tree. The oblique classifier 1 (OC1) by Murthy et al. [8] and self-organizing hierarchical optimal subspace learning and inference framework (SHOSLIF) tree by Swets and Weng [9] are two methods for constructing oblique trees. For an extensive survey of decision trees, see a survey in [10] .
The OC1 uses an iterative search for a plane to find a split. The SHOSLIF uses the principal component analysis (PCA) and linear discriminant analysis (LDA) to directly compute splits. SHOSLIF uses multivariate nonlinear splits corresponding to curved partition surfaces with any orientation. Why is discriminant analysis such as LDA important? LDA uses information of the output space in addition to the information in the input space to compute the splits. PCA only uses information in the input space. Consequently, variations in the input space that are totally useless for output (e.g., pure noise components) are also captured by the PCA. A discriminant analysis technique, such as LDA, can disregard input components that are irrelevant to output (e.g., pure noise components).
The problem gets harder when the output is a multidimensional analogue signal, as is the case with a real-time motor controlled by a robot. The class label is unavailable and, thus, the LDA method is not directly applicable. Developed concurrently with the incremental version presented here, the hierarchical discriminant regression (HDR), by the same authors [11] , performs clustering in both output space and input space, while clusters in the output space provide virtual labels for membership information in forming clusters in the input space. An HDR tree uses multivariate nonlinear splits, with multivariate linear splits as a special case.
A. Incremental Regression
The problem becomes even harder if the learning must be fully incremental. By fully incremental, we mean that the tree must be updated with every input vector. It is not unreasonable to assume that the brain is fully incremental: it must function and update for every sensory input. In an incremental learning system, the data frames arrive sequentially in time. Each frame (vector) is a sample (snapshot) of the changing world at time . Since the streams of observation are very long and often open-ended, the system must be updated using one frame at a time. Each frame is discarded as soon as it is used for updating. The major reasons for sequential learning include the following. 1) The total amount of data is too much to be stored. 2) Batch processing (including block-sequential processing, where the system is updated with each temporal block of data) takes time and introduces time delay between the time when the first batch is collected and the time the next batch is collected. 3) Updating a tree is fast, significantly faster than constructing the entire tree. Thus, the latency between updating using a frame and using the updated tree is short.
Since incremental learning works under a more restricted condition (e.g., all the training data are not available all at once), the design of an effective incremental algorithm is typically more challenging than a batch version. In the neural network community, incremental learning is common since the network alone does not have space to store all the training data. Further, incremental learning is a must for simulating what is called autonomous mental development [12] , [13] .
Due to the fact that incremental learning operates under more restrictive conditions, typically one should not expect an incremental learning system to outperform a batch learning method in terms of, e.g., error rate. But, our experimental results presented in Section V indicated that the difference of error rates between HDR and IHDR is small, and in a test (Table III) , the error of IHDR is smaller.
However, we can also take advantage of the incremental learning nature as follows: 1) perform while being built-the tree can work before all the data are available; 2) concentration on hard cases-the later training samples can be collected based on the performance of the current tree, allowing for the collection of more training cases for weak cases or hard-to-learn cases; 3) dynamic determination of the number of training samples-given a classification or regression task, it is very difficult to determine how many training samples are needed. Incremental learning enables dynamic determination of the total number of samples needed based on current system performance; and 4) the same sample (microcluster in the leaf nodes of IHDR), received at different times, can be stored at different positions of the tree, potentially improving the performance.
The batch processing version of HDR appeared in [11] . This paper presents the incremental HDR (IHDR). We concentrate on the incremental nature of the technique and refer the reader to [11] for issues common to HDR and IHDR. In other words, IHDR follows the learning principle of typical neural networks-incremental learning. The incrementally generated IHDR tree is a kind of network. Unlike traditional neural networks, such as feedforward (FF) networks and radial basis functions (RBFs), the IHDR network has the following characteristics.
1) A systematic organization of long-term memory and short-term memory. The long-term memory corresponds to information in shallow nodes and microclusters (also called primitive prototypes, when the meaning of microclusters is alluded) in leaf nodes which are not visited often. The short-term memory corresponds to microclusters in leaf nodes that are visited often, so that the detail is forgotten through incremental averaging. The long-term memory prevents catastrophic loss of memory in, e.g., backpropagation learning for FF networks. 2) A dynamically, automatically determined (not fixed) set of system parameters (degrees of freedom). The parameters correspond to the mean and covariance matrix of probability models in all of the internal nodes and the dynamically created microclusters in leaf nodes. The dynamically determined degrees of freedom present severe local minima that might result from a network with a fixed number of layers or a fixed number of nodes in each layer, when it intends to minimize the error of fitting for desired outputs. IHDR does not use fitting at all. 3) A course-to-fine distribution approximation hierarchy so that coarse approximation is finished at parent nodes before finer approximation by their children. The imperfection of the boundaries determined by early frozen ancestor nodes are corrected and refined by their later children. Such a scheme also contributes to the avoidance of the local minima problem: limited experience (the total number of microclusters in all leaf nodes) may result in lack of detail in regression but not local minima in overall fitting. 4) Fast local update through the tree without iteration. Some existing methods, such as evolutionary computation and simulated annealing can deal with local minima, but they require iterative computations which are not suited for the real-time updating and performance. We did not find, in the literature, an efficient technique that performs discriminant analysis incrementally while satisfying all of the seven stringent requirements discussed in Section I-B. As far as we know, there was no prior published incremental statistical method suited for constructing a regression tree for high-dimensional input space based on discriminant analysis. By high-dimensional space we mean that the dimension ranges from a few hundred to a few thousand and beyond. The number of samples can be smaller than the dimension. When the number of samples is smaller than the input dimension (i.e., the number of features), [5] and [8] described the situation as data underfits the concept and, thus, disregarded the situation.
This high-dimensional, small sample case becomes very important with increased use of high-dimensional digital multimedia data, such as images and video, where each pixel value is a component of the input vector. 1 These applications give rise to high-dimensional data with strong correlations among components of input. CART, C5.0, OC1, and other published tree classifiers that we know perform reasonably well for relatively low-dimensional data that was prepared by humans. Each component of such training data is a human-defined feature and, thus, correlation among these features is relatively low. However, they are not designed for highly correlated, directly sensed, high-dimensional data such as images and video. Further, the elements in such a high-dimensional vector are highly correlated, since pixels are highly correlated. The SHOSLIF tree is for high input dimension and has an incremental version [18] , but it uses PCA for the splits. It is technically challenging to incrementally construct a classification or regression tree that uses discriminant analysis due to the complex nature of the problem involved.
B. Regression Requirements
With the demand of online, real-time, incremental, multimodality learning with high-dimensional sensing by an autonomously learning embodied agent, we require a general purpose regression technique that satisfies all of the following challenging requirements.
1) It must take high-dimensional inputs with very complex correlation between components in the input vector (e.g., an image vector has over 5000 dimensions). Some input components are not related to output at all (e.g., posters on a wall are not related to navigation). 2) It must perform one-instance learning. An event represented by only a single-input sensory frame must be learned and recalled. Thus, iterative learning methods, such as backpropagation learning, are not applicable. 3) It must adapt to increasing complexity dynamically. It cannot have a fixed number of parameters like a traditional neural network, since the complexity of the desired regression function is unpredictable. 4) It must deal with the local minima problem. If the tree currently being built sticks into a local minima, the tree being built is a failed tree. In online real-time learning of open-ended autonomous development of an agent, such a failed case means that the agent failed to develop normally. Traditionally, a variety of engineering methods have been used to alleviate the problem of local minima, e.g., a) simultaneously keeping multiple networks, each starting with a different random initial guess, and only the best performing network is selected, b) simulated annealing, and c) evolutionary computation. However, these methods are not applicable to real-time online development where every system must develop normally. 5) It must be incremental. The input must be discarded as soon as it is used for updating the memory. It is impossible to save all the training samples since the space required is too large. 6) It must be able to retain most of the information of the longterm memory without catastrophic memory loss. However, it must also forget and neglect unrelated details for memory efficiency and generalization. With an artificial network with backpropagation learning, the effect of old samples will be lost if these samples do not appear later. 7) It must have a very low time complexity in computing and updating so that the response time is within a fraction of second for real-time learning, even if the memory size has grown very large. Thus, any slow learning algorithm is not applicable here. Of course, the entire tree construction process can extend to a long-time period. Some existing ANNs can satisfy some of the aforementioned requirements, but not all.
For example, consider FF neural networks with incremental backpropagation learning. They perform incremental learning and can adapt to the latest sample with a few iterations (not guarantee to fit well), but they do not have a systematically organized long-term memory, and, thus, early samples will be forgotten in later training. Cascade-correlation learning architecture [19] improves them by adding hidden units incrementally and fixing their weights to become permanent feature detectors in the network. Thus, it adds long-term memory. Major problems for them include the high-dimensional inputs and local minima.
We present IHDR to deal with the aforementioned seven requirements altogether, which is a very challenging task of design. Further, we deal with the unbalanced sample problem in that some regions of input space have a large number of samples, while other regions have sparse samples. A sample-size-dependent likelihood measure is proposed to make suboptimal decisions for different sample sizes, which is critical for an incremental algorithm; it must perform reasonably well while being constructed. We present experimental results that demonstrate the performance of the new IHDR technique and compare it with some major published methods.
II. IHDR METHOD
First, we discuss briefly classification and regression.
A. Unification of Classification and Regression
The tasks of discriminant analysis can be categorized into two types according to their output: class-label (symbolic) output and numerical output. The former case is called classification and the latter case is called regression. A classification task can be defined as follows.
Definition 1: Given a training sample set , where is an input (feature) vector and is the symbolic label of , the classification task is to determine the class label of any unknown input . A regression task is similar to the corresponding classification one, except that the class label is replaced by a vector in the output space , . The regression task can be defined as follows.
Definition 2: Given training set and any testing vector , the regression task is to estimate the vector from . Regression tasks are very common. As long as the output of the system needs to control effectors that take graded values, the learning problem is regression. Examples include motors, steering wheels, brakes, and various machines in industrial settings. The biological cortex also performs regression.
In a classification problem, the class labels themselves do not provide information in terms of how different two classes are. Any two different classes are just different, although some may differ more than others in the original application. This is not the same for a regression problem. Any two different regression output vectors have their natural distance.
Furthermore, we can cast a classification problem into a regressive one so that we can conveniently form coarse classes by merging some original classes. These coarse classes are useful for performing coarse-to-fine classification and regression using a decision tree, as we will explain later in this paper.
The biological cortex does only regression, not classification per se. In the applications presented later in this paper, we used the IHDR regressor to deal with both regression (e.g., navigation) and classification (e.g., face recognition). For the purpose of understanding, here we outline three ways to cast a classification task into a regression one. More detail is available in [11] .
1) Canonical mapping. Map class labels into an -dimensional output space. For the th class, the corresponding output vector is an -dimensional vector which has 1 as its th component and all the other components are zero. For incremental learning, this method has a limitation since the maximum number of classes is limited to . 2) Embedding cost matrix. If a cost matrix is available, the class labels can be embedded into an -dimensional output space by assigning vector to class , , so that is as close to , the cost of confusing classes and , as possible. This process is not always practical since a predefined cost matrix is not always easy to provide. This also means that the number of classes is limited for the incremental learning case.
3) Class means in input space. Each sample belonging to class is converted to , where , the vector class label, is the mean of all that belong to the same class . In the incremental learning, the mean is updated by using an amnesic average as described in Section III-F. This is often a desirable method since the distance in the output space is closely related to the distance in the input space. In all of the classification experiments presented later, we used this mapping. On the other hand, one cannot map a numeric output space into a set of class labels without losing the numeric properties among an infinite number of possible numerical vectors. Therefore, a regression problem is more general than the corresponding classification problem.
B. Technical Motivation
In the remainder of this paper, we consider a general regression problem: incrementally approximating a mapping constructed from a set of training samples . By incremental approximation, we mean that the incremental developer takes the previous mapping and input the sample to produce the updated mapping for . With the high-dimensional input space , many components are not related to the desired output at all. A straightforward nearest neighbor classifier, using the Euclidean distance in space, will fail miserably. Fig. 1 illustrates a two-dimensional (2-D) example. Fig. 1(a) shows the decision boundary of the straightforward nearest neighbor rule called the Voronoi diagram. Its error rate is high (about 50%) as shown in Fig. 1(c) . If the discriminating feature, in this example, is detected and a nearest neighbor classifier is used in this discriminating subspace [one-dimensional (1-D)], the error rate is drastically smaller as shown in Fig. 1(d) .
The phenomenon illustrated in Fig. 1 becomes more severe in high-dimensional space because there are more dimensions (such as ) that distract the Euclidian distance used by the nearest neighbor classifier. Therefore, it is necessary to automatically derive discriminating features by the regressor. If , in the incrementally arriving training samples , is a class label, we could use LDA as in [20] since the within-class scatter and between-class scatter matrices are all defined. Unfortunately, if each class has a small number of training samples, the within-class scatter matrix is poorly estimated and often degenerate, and, thus, the LDA is not very effective. If the classification problem is cast into a regression one, it is possible to form coarse classes, each having more samples, which enables a better estimation of the within-class scatter matrix. However, if is a numerical output, which can take any value for each input component, it is a challenge to figure out an effective discriminant analysis procedure that can disregard input components that are either irrelevant to output or contribute little to the output.
Such a challenge becomes intertwined with other challenges when a discriminant analysis must be performed incrementally, in a sense that samples are provided one at a time and the mapping approximator must be updated for each training sample.
With these challenges in mind, we introduce a new hierarchical statistical modeling method. Consider the mapping , which is to be approximated by a regression tree called an IHDR tree for the high-dimensional space . Our goal is to automatically derive discriminating features, although no class label is available (other than the numerical vectors in space ). In addition, for the real-time requirement, we must process each sample to update the IHDR tree using a minimal amount of computation.
C. Outline
For notation simplicity, we consider a complete tree where each node has -children, and the tree has levels. Thus, the tree has nodes at level with the root at . Mathematically, the space is incrementally partitioned into mutually nonintersecting regions at level , where if . The partitions are nested. That is, the region at level is further partitioned into regions at level (1) for
. Denote the center of region by a vector computed as the mean of the samples in region . The subregions of are the Voronoi diagram of the corresponding centers at level . Given any training sample pair , its label at level is determined by the location of in . If for some , then has a label at level . Among all the sample pairs in the form , all the 's that share the same label at level form the th -cluster at level , represented by the center . In reality, the IHDR tree is updated incrementally from arriving training samples . Therefore, it is typically not a complete tree.
D. Double Clustering
Each internal node of the IHDR tree incrementally maintains -clusters and -clusters, as shown in Fig. 2 . There are a maximum of (e.g., ) clusters of each type at each node. Mathematically, the clustering of of each node is conditioned on the class of space. The distribution of each -cluster is the probability distribution of random variable conditioned on random variable . Therefore, the conditional probability density is denoted as , where is the th -cluster, . The -clusters determine the virtual class label of each arriving sample based on its part. The virtual class label is used to determine which -cluster the input sample should update using its part. Each -cluster approximates the sample population in the space for the samples that belong to it. It may spawn a child node from the current node if a finer approximation is required. The incremental updating is done in the following way. At each node, in finds the nearest -cluster in Euclidean distance and updates (pulling) the center of the -cluster. This -cluster indicates to which corresponding -cluster the input belongs. Then, the part of is used to update the statistics of the -cluster (the mean vector and the covariance matrix). The statistics of every -cluster are then used to estimate the probability for the current sample to belong to the -cluster, whose probability distribution is modeled as a multidimensional Gaussian at this level. In other words, each node models a region of the input space using Gaussians. Each Gaussian will be modeled by more small Gaussians in the next tree level if the current node is not a leaf node.
Moreover, the centers of these -clusters provide essential information for discriminating subspace, since these -clusters are formed according to the virtual labels in the space. We define the most discriminating feature (MDF) subspace as the linear space that passes through the centers of these -clusters. A total of centers of the -clusters give discriminating features which span -dimensional discriminating space . Why is it called the most discriminating space? For example, suppose that there are two components in the input, one contains signals relevant to outputs, and the other is irrelevant to the output as shown in Fig. 3 . Although the latter component contains information probably useful for other purposes, it is "noise" as far as the regression task is concerned. Because the centers of the -clusters have similar coordinates in the "noise" direction and different coordinates in the signal direction, the derived discriminating feature subspace that goes through the centers of the -clusters successfully catches the signal component and discards the "noise" component, as illustrated in Fig. 3 . Other directions are not as good as the MDF direction. Of course, an irrelevant component can be in any orientation and does not have to be along an input axis. The presented technique is a general technique that deals with any orientation.
E. Adaptive Local Quasi-Invariance
When high-dimensional input vectors are represented by vectors (clusters) in lower dimensional feature subspaces, the power of features in disregarding irrelevant factors in the input as discussed previously is displayed as invariance in the regressor's output.
IHDR is typically used to classify a temporal series of input samples, where consecutive input frames are not totally irrelevant (e.g., during tracking of an object). Suppose that input samples are received consecutively in time, where is the input observation and is the desired output. The consecutive vectors and may correspond to an image of a tracked object (e.g., moving away, moving along a direction, rotating, deformation, facial expression, lighting changes, etc.). Invariance in classification requires that the classifier classifies the different inputs (e.g., views) of the tracked object as the same object. This kind of quasi-invariance is adaptive and local. By adaptive, we mean that the quasi-invariance is derived from sensorimotor experience (i.e., the pairs), not hand-designed. By local, we mean that the quasi-invariance is applicable to a local manifold in the input space, not the entire input space. By quasi, we mean that the invariance is approximate, but not absolutely true.
In the literature, there have been no systematic methods that can effectively detail with all kinds of local quasi-invariance in an incremental learning setting. For example, if we compare two vectors using Euclidian distance , the variation of every pixel value will be summed in such a distance.
The most discriminating feature subspace derived using the previous method can acquire such adaptive local quasi-invariance. Suppose that a series of training samples are received by the IHDR tree , . For simplicity, we assume that the output takes only four values , , , and , represented by four different signs in Fig. 4 . Because of the variations that are irrelevant to the output, the trajectory of shown in Fig. 4 (a) is a mess. That is, there is no clearly visible invariance.
The labels generated by the -clusters allow -clusters to be formed according to output. In each internal node, the most discriminating subspace is created, shown as thick line segments in Fig. 4(b) . Irrelevant factors while an object is tracked, such as size, position, orientation, deformation, and lighting, are automatically disregarded by the feature subspace. There is no need to hand-model what kind of physical invariance the tracked object exhibits. This is a significant advantage of such internally generated representation (hierarchical feature subspaces). In each leaf node of the IHDR tree, these samples are not stored. They participate in the amnesic average of the primitive prototypes in the leaf node. As shown in Fig. 4(b) , due to the nonlinear decision boundaries determined by the parents, not many primitive prototypes are needed in a leaf node if the leaf node is pure (samples are from a single -cluster).
F. Clusters as Observation-Driven States
When the IHDR is used to generate actions from a series of temporally related input vectors , the -cluster that IHDR tree visited at time is useful as a (context) state of the system at time . From Fig. 4 (b), we can see that the transition diagrams among the primitive prototypes (i.e., context states) are similar to a traditional Markov decision process (MDP). However, this is an observation-driven Markov decision process (OMDP), as discussed in [21] . The major differences between the OMDP and a traditional MDP include the following.
1) The states in OMDP are automatically generated from sensory inputs, i.e., observation-driven. The states in a traditional MDP are based on the hand-constructed model about a known task.
2) The states in OMDP are vectors without specified meanings (i.e., distributed numerical representation), while those in a traditional MDP are symbols with hand-assigned meanings (i.e., atomic symbolic representation).
3) The number of states in OMDP is fully automatically determined. The number of states in a traditional MDP is hand-selected. 4) The states in OMDP are adaptive local quasi-invariant in the most discriminating feature subspaces, while states in a traditional MDP are not necessarily so. 5) The OMDP is supported by the hierarchy of most discriminating subspaces in IHDR which is fully automatically and incrementally constructed, while that for a multilevel traditional MDP is hand-designed. These properties are necessary for automatically generating a task-specific (or context-specific) internal representation through experiences, but during the programming time the programmer of IHDR does not know what tasks that the system will end up learning later, as discussed in [13] . Fig. 5 illustrates an IHDR tree. Each node in the IHDR tree corresponds to a cortical region. The space , represented as -dimensional vectors, is first partitioned coarsely by the root. The root partitions the space into subregions ( in the figure) , each corresponds to one of its children. Each child partitions its own smaller region into subregions again. Such a coarse-to-fine partition recursively divides input space into increasingly small input regions through the learning experience. The neurons (called -clusters) in each node correspond to feature detectors. With incrementally arriving input vectors , these neurons perform competitive incremental updates for these -clusters and -clusters. If a leaf node has received enough samples, it spawns children. In the leaf node, a collection of microclusters in the form are kept. If is given, but is not, a search process is carried through the IHDR tree until a leaf node is reached. The algorithm finds the nearest neighbor of among the microclusters of the form in the leaf node. The corresponding in is the estimated output: .
G. Biological View

III. IHDR ALGORITHM
The algorithm incrementally builds an IHDR tree from a sequence of training samples , . The deeper a node is in the tree, the smaller the variances of its -clusters. When the number of samples in a node is too small to give a good estimate of the statistics of -clusters, this node is a leaf node.
The mode of IHDR program is run as follows. Procedure 1: IHDR Algorithm. Initialize root. For , do the following. • Grab the current sample . • If is given, call update-tree(root, , and ); otherwise, call compute-response(root, , and ) and output . The following sections explain procedures update-tree and compute-response.
A. Update Tree
The following is the incremental algorithm for updating the tree. Given the root of the tree and the training sample , update the tree using a single training sample . Each call to update-tree may grow the tree. This procedure handles adaptive cortical plasticity (tree layers). The system parameters are as follows: is the number of maximum children for each internal node and is the number of samples needed per scalar parameter (e.g.,
). Procedure 2: Update-tree(root, , and ) 1) Initialization. Let be the active node waiting to be searched. is initialized to be the root.
2) Tree search. While is not a leaf node, do the following. a) Compute response. Compute the response for all neurons in from input , by computing the probabilities described in Section IV-C. That is, the response of a node (neuron) is the probability for to belong to the input region represented by the node. b) Compete. Among maximum of neurons in , the neuron that has the maximum response wins. c) The child of that corresponds to the winning neuron is set as the new , the next active node. 3) If is an internal node and is marked as plastic, update by calling update-note to update the partition of the region that represents. 4) If is a leaf node, update the matched microcluster of by calling update-cluster-pair , where is the set of all microclusters in . 5) If is a leaf node, spawn if it necessary. For the leaf node , if the number of samples received is larger than a threshold automatically computed based on number of scales per parameter (NSPP)
, turn into an internal node and spawn leaf nodes as children of by distributing the microclusters of into its children. As indicated previously, an internal node is marked as plastic or nonplastic. A plastic internal node may allow significant changes in its region's partition which may imply that many previous samples were incorrectly allocated to its subtrees according to the new partition. Therefore, every internal node is marked plastic until it has spawn levels of nodes (e.g., ).
B. Update Node
Procedure 2 update-node in the update-tree is explained here. Given a node and a training sample , it updates the node using . This procedure handles adaptive plasticity for cortical patches (within a tree node).
Procedure 3: Update-Node . 1) Update -clusters. Let be the set of -clusters in node .
Update -clusters by calling update-clusters , which returns the index of the closet cluster .
2) Update the th -cluster associated with . That is, update the mean of the -cluster using , employing amnesic average to be explained in Section III-F. 3) Update the subspace of the most discriminating features of the node , since the th -cluster has been updated.
C. Update-Clusters
Procedure 3 requires the procedure update-clusters. Given sample and the set of clusters , the procedure update-clusters updates the clusters in . This procedure is partially responsible for handling adaptive plasticity for neurons (clusters). The parameters include the following: is the bound on the number of clusters in the set and is the resolution in the output space .
Procedure 4: Update-Clusters 1) Find the nearest neighbor in the following:
where denotes the argument that reaches the minimum.
2) If and (to prevent very similar or even the same samples to form different cluster centers), increment by one, set new cluster , add into , and return. Otherwise, do the following.
3) Update a certain portion (e.g., , i.e., pulling top 20%) of nearest clusters using the amnesic average explained in Section III-F and return the index .
D. Update-Cluster-Pair
The procedure update-tree also requires the procedure update-cluster-pair, which is only for a leaf node. Given a sample and the set of cluster pairs in the leaf node, the procedure update-cluster-pair updates the best matched cluster in . This procedure is partially responsible for handling adaptive plasticity for each output neuron (microcluster). The parameters include the following:
is the bound on the number of microclusters in a leaf node and is the resolution in the input space . 
E. Compute Response
When the desired output is not given, IHDR calls the procedure compute-response. Given the root of the tree and sample , the procedure compute-response computes the response of the tree to produce the final output . The system parameters include , the number of maximum children for each internal node.
Procedure 6: Compute-Response root 1) Do steps "initialization" and "tree search" the same way as the corresponding steps in procedure update-tree, which finds the leaf node . 2) Compute the output . Let the set of microclusters in to be . Find the best match in the input space Assign output to be the associated , i.e., , and return.
F. Amnesic Average
The amnesic average is motivated by the scheduling of neuronal plasticity which should adaptively change with ongoing experience. It is also motivated by the mathematical notion of statistical efficiency in the following sense. To estimate the mean vector of a distribution (e.g., the mean vector of observations , , as the synaptic weight vector of the neuron), the sample mean is the most efficient estimator for a large class of time-invariant distributions (e.g., exponential distributions such as Gaussian). By definition, the most efficient estimator has the least expected error variance among all possible estimators. However, since the distribution of observations is typically not time-invariant in practice, the amnesic average is needed to adapt to the slowly changing distribution while keeping the estimator to be quasi-optimally efficient.
From the algorithm point of view, in incremental learning, the initial centers of each state clusters are largely determined by early input data. When more data are available, these centers move to more appropriate locations. If these new locations of the cluster centers are used to judge the boundary of each cluster, the initial input data was incorrectly classified. In other words, the center of each cluster contains some earlier data that do not belong to this cluster. To reduce the effect of the earlier data, the amnesic average can be used to compute the center of each cluster. The amnesic average can also track the dynamic change of the input environment better than a conventional average.
The average of input data is given by (2) In (2), every is multiplied by a weight and the product is summed. Therefore, each receives the same weight . This is called an equally weighted average. If arrives incrementally and we need to compute the average for all the inputs received so far, it is more efficient to recursively compute the current average based on the previous average
In other words, the previous average gets a weight and the new input gets a weight . These two weights sum to one. The recursive equation (3) gives an equally weighted average. In amnesic average, the new input gets more weight than old inputs as given in the following:
where is an amnesic parameter. The two weights still always sum to one. For example, , which means that the weight for the new sample is doubled.
The amnesic weight for the new data will approach zero when goes to infinity. This means that when grows very large without bound, the new data will hardly be used and thus the system will hardly adapt. We would like to enable to change dynamically. Thus, we denote as . We use two transition points, and . When , we like to let to fully use the limited data. When , we let change linearly from 0 to (e.g.,
). When , we let to grow slowly and its growth rate gradually approaches . The previous discussion leads to the following expression for :
Since , when grows without bound, the weight for the new data is approximately the same as that of the nonamnesic average with data points. Such a growing enables the amnesic average to track the nonstationary random input process , whose mean changes slowly over time.
The update expression for incrementally computing sample covariance matrix is as follows: (5) The amnesic function changes with as we discussed previously.
Note that (5) assumes degrees of freedom, instead of in the batch computation of the sample covariance matrix, for the following reason. Even with a single sample , the corresponding covariance matrix should not be estimated as a zero vector, since is never exact if it is measured from a physical event. For example, the initial variance matrix can be estimated as , where is the expected digitization noise in each component and is the identity matrix of the appropriate dimension. This is the archival journal version of IHDR which explains IHDR in its entirety with significant new material. IHDR has been used in several applications as a component, where the presentations of the IHDR part were partial and brief. IHDR was used for vision-based motion detection, object recognition (appearance classification), and size-dependent action (appearance regression) in [22] . IHDR was used for recognition of handwritten numerals and detection of orientation of natural images in [23] .
IV. DISCRIMINATING SUBSPACE AND OPTIMAL CLASS BOUNDARY
Each internal node automatically drives the subspace of the MDF for superior generalization. The MDF subspace is tuned to each internal node for characterizing the samples assigned to the node. For our partition purpose, each child of the internal node represents a class. Probability-based optimal class boundary is needed to partition the input space of the internal node, based on the MDF subspace.
A. Discriminating Subspace
Due to a very high input dimension (typically at least a few thousand), for computational efficiency, we should not represent data in the original input space . Further, for better generalization characteristics, we should use discriminating subspaces in which input components that are irrelevant to output are disregarded.
We first consider -clusters. Each -cluster is represented by its mean as its center and the covariance matrix as its size. However, since the dimension of the space is typically very high, it is not practical to directly keep the covariance matrix. If the dimension of is 3000, for example, each covariance matrix requires 3000 3000 9 000 000 numbers! We adopt a more efficient method that uses subspace representation.
As explained in Section II-A, each internal node keeps up to -clusters. The centers of these -clusters are denoted by (6) The locations of these centers tell us the subspace in which these centers lie. is a discriminating space since the clusters are formed based on the clusters in output space . The discriminating subspace can be computed as follows. Suppose that the number of samples in cluster is and, thus, the grand total of samples is . Let be the mean of all the -cluster centers. . The set of scatter vectors from their centers then can be defined as , . These scatter vectors are not linearly independent because their sum is equal to a zero vector. Let be the set that contains these scatter vectors: . The subspace spanned by , denoted by span , consists of all the possible linear combinations from the vectors in , as shown in Fig. 6 .
The orthonormal basis of the subspace span can be constructed from the radial vectors using the Gram-Schmidt orthogonalization (GSO) procedure.
Procedure 7: GSO procedure. Given vectors , compute the orthonormal basis vectors . 1)
.
2) For
, do the following: a) ; b)
. In Procedure 7, a degeneracy occurs if the denominator is zero. In the first step, the generacy means is a zero vector. In the remaining steps, it means that the corresponding vector is a linear combination of the previous radial vectors. If a degeneracy occurs, the corresponding should be discarded in the computation for the basis vectors. The number of basis vectors that can be computed by the GSO procedure is the number of linearly independent radial vectors in . Given a vector , we can compute its scatter part . Then, compute the projection of onto the linear manifold by , where . We call the vector the discriminating features of in the linear manifold . The mean and the covariance of the clusters are then computed on the discriminating subspace.
The Fisher's linear discriminant analysis by [20] finds a subspace that maximizes the ratio of between-cluster scatter and within-cluster scatter. Since we decided to use the entire discriminating space , we do not need to consider the withincluster scatter here in finding since probability will be used in defining distance. This simplifies the computation for discriminating features. Once we find this discriminating space , we will use size-dependent negative-log-likelihood (SDNLL) distance as discussed in Section IV-B to take care of the reliability of each dimension in using information that is richer than the within-cluster scatter.
B. Probability-Based Metrics
The subspace of the most discriminating features is automatically derived from a constraint that the dimension allowed is . Within this subspace, we need to automatically determine the optimal class boundaries for every child node, based on the estimated probability distribution. Different models of probability distribution correspond to different distance metrics.
To relate the distance metrics with the response of neurons, we model the response of a neuron from an input as where is distance from and the center vector (i.e., the synaptic vector) of the neuron, and is a smooth sigmoidal nonlinear function.
Let us consider the negative-log-likelihood (NLL) defined from Gaussian density of dimension (7) We call it Gaussian NLL for to belong to the cluster . and are the cluster sample mean and sample covariance matrix, respectively, computed using the amnesic average in Section III-F. Similarly, we define Mahalanobis NLL and Euclidean NLL as (8) (9) where is the within-class scatter matrix of each node-the average of the covariance matrices of the clusters (10) computed using the same technique of the amnesic average.
Suppose that the input space is and the discriminating subspace for an internal node is . The Euclidean NLL treats all of the dimensions in the discriminating subspace the same way, although some dimensionalities can be more important than others. It has only one parameter to estimate. Thus, it is the least demanding among the three NLL in the richness of the observation required. When very few samples are available for all of the clusters, the Euclidean likelihood is the suited likelihood.
The Mahalanobis NLL uses the within-class scatter matrix computed from all of the samples in all of the -clusters. Using Mahalanobis NLL as the weights for subspace is equivalent to using Euclidean NLL in the basis computed from Fisher's LDA procedure. It decorrelates all dimensions and weights each dimension using a different weight. The number of parameters in is , and, thus, the Mahalanobis NLL requires more samples than the Euclidean NLL.
The Mahalanobis NLL does not treat different -clusters differently because it uses a single within-class scatter matrix for all of the -clusters in each internal node. For Gaussian NLL, in (7) uses the covariance matrix of -cluster . In other words, the Gaussian NLL not only decorrelates the correlations but also applies a different weight at a different location along each rotated basis. However, it requires that each -cluster has enough samples to estimate the covariance matrix. Thus, it is the most demanding on the number of observations. Note that the decision boundary of the Euclidean NLL and the Mahalanobis NLL is linear, but, by the Gaussian NLL, it is quadratic.
C. Automatic Soft Transition Among Different Matrices
In the ominivariate trees [24] , [25] , each internal node performs batch analysis to choose among three types of splits: univariate, linear multivariate, and nonlinear multivariate. However, IHDR cannot perform such batch analysis, due to the challenge of incrementally arrived samples. Different distance metrics are needed at every internal node based on the number of available samples in the node. Further, the transition between different metrics must be gradual and automatic.
We would like to use the Euclidean NLL when the number of samples in the node is small. Gradually, as the number of samples increases, the within-class scatter matrix of -clusters are better estimated. Then, we would like to use the Mahalanobis NLL. When a cluster has very rich observations, we would like to use the full Gaussian NLL for it. We would like to make an automatic transition when the number of samples increase. We define the number of samples as the measurement of maturity for each cluster .
is the total number of samples in a node.
For the three types of NLLs, we have three matrices, , , and . Since the reliability of the estimates are well indicated by the number of samples, we consider the number of scales received to estimate each parameter, called NSPP, in the matrices. The NSPP for is , since the first sample does not give any estimate of the variance and each independent vector contains scales. For the Mahalanobis NLL, there are parameters to be estimated in the (symmetric) matrix . The number of independent vectors received is because each of the -clusters requires a vector to form its mean vector. Thus, there are independent scalars. The NSPP for the matrix is . To avoid the value becoming negative when , we take NSPP for to be . Similarly, the NSPP for for the Gaussian NLL is . Table I summarizes the result of the NSPP values of the previous derivation. The procedure update-tree used NSPP for Gaussian NLL.
A bounded NSPP is defined to limit the growth of NSPP so that other matrices that contain more scalars can take over when there is a sufficient number of samples for them. Thus, the bounded NSPP for is , where denotes the soft switch point for the next, more complete matrix to take over. To estimate , we consider a series of random variables drawn independently from a distribution with a variance , the expected sample mean of random variables has an expected variance . We can choose a switch confidence value for . When , we consider that the estimate can take about a 50% weight. Thus, . As an example, let meaning that we trust the estimate with 50% weight when the expected variance of the estimate is reduced to about 5% of that of a single random variable. This is like a confidence value in hypothesis testing except that we do not need an absolute confidence and a relative one suffices. We then get , which leads to . The same principle applies to Mahalanobis NLL and its bounded NSPP for is . It is worth noting that the NSPP for the Gaussian NLL does not need to be bounded, since among our models it is the best estimate with increasing number of samples beyond. Thus, the bounded NSPP for Gaussian NLL is . How do we realize automatic transition? We define a size-dependent scatter matrix (SDSM) as a weighted sum of three matrices (11) where , , , and is a normalization factor so that these three weights sum to 1:
. Using this SDSM , the SDNLL for to belong to the -cluster with center is defined as (12) With , , and changing automatically, transits smoothly through the three NLLs. the relation between the LDA and SDNLL metric is worth noting. The LDA in space with original basis gives a basis for a subspace . This basis is a properly oriented and scaled version for so that the within-cluster scatter in is a unit matrix, [20, Sec. 2.3 and 10.2]. In other words, all of the basis vectors in for are already weighted according to the within-cluster scatter matrix of . If has the same dimension as , the Euclidean distance in on is equivalent to the Mahalanobis distance in on , up to a global scale factor. However, if the covariance matrices are very different across different -clusters and each of them has enough samples to allow a good estimate of every covariance matrix, the LDA in space is not as good as the Gaussian likelihood because covariance matrices of all -clusters are treated the same in the LDA, while Gaussian likelihood takes into account such differences. The SDNLL in (12) allows automatic and smooth transition between three different types of likelihood: Euclidean, Mahalanobis, and Gaussian, according to the predicted effectiveness of each likelihood. Hwang and Weng [11] demonstrated that SDNLL effectively deals with various sample cases, including small, moderate, large, and unbalanced samples.
D. Computational Considerations
Due to the challenge of real-time computation, an efficient noniterative computational scheme must be designed for every internal node.
The matrix weighted squared distance from a vector to each -cluster with center is defined by (13) which is the first term of (12).
This distance is computed only in -dimensional space using the basis . The SDSM for each -cluster is then only a square symmetric matrix, of which only parameters need to be estimated. When , for example, this number is 15.
Given a column vector represented in the discriminating subspace with an orthonormal basis whose vectors are the columns of matrix , the representation of in the original space is . To compute the matrix weighted squared distance in (13), we use a numerically efficient method, Cholesky factorization, [26, Sec. 4.2] . The Cholesky decomposition algorithm computes a lower triangular matrix from so that is represented by as stated in Procedure 8. With the lower triangular matrix , we first compute the difference vector from the input vector and each -cluster center :
. The matrix weighted squared distance is given by (14) We solve for in the linear equation and then and . Since is a lower triangular matrix, the solution for in is trivial since we simply use the back-substitution method as described in [27, p. 42] .
Typically, many different clusters in leaf nodes point to the same output vector as the label. To get the class label quickly, each cluster (or sample) in the leaf node of the regression tree has a link to label so that when is found as a good match for the unknown input , is directly the output as the class label. There is no need to search for the nearest neighbor in the output space for the corresponding class label.
Therefore, the incrementally constructed IHDR tree gives a coarse-to-fine probability model. If we use a Gaussian distribution to model each -cluster, this is a hierarchical version of the well-known mixture-of-Gaussian distribution models: the deeper the tree is, the more Gaussians are used and the finer these Gaussians are. At shallow levels, the sample distribution is approximated by a mixture of large Gaussians (with large variances). At deep levels, the sample distribution is approximated by a mixture of many small Gaussians (with small variances). The multiple search paths guided by probability allow a sample that falls in-between two or more Gaussians at each shallow level, to explore the tree branches that contain its neighboring -clusters. Those -clusters to which the sample has little chance to belong to are excluded from further exploration. This results in the well-known logarithmic time complex for tree retrieval:
where is the number of leaf nodes in the tree, and is the dimension of the input vector, assuming that the number of samples in each leaf node is bounded above by a constant (e.g., 50). See [11] for the proof of the logarithmic time complexity.
V. EXPERIMENTAL RESULTS
Several experiments were conducted using the proposed incremental algorithm. First, we present the experimental results using synthetic data. Then, we show the power of the method using real face images as high-dimensional input vectors for classification. For the regression problem, we demonstrated the performance of our algorithm for autonomous navigation where input is the current image and output is the required steering signal.
A. For Synthetic Data
The purpose of using synthetic data is to examine the near optimality potential of our new algorithm with the known distributions as a ground truth (but our algorithm does not know the distribution).
The synthetic experiment presented here is for three-dimensional (3-D) , where the discriminating space D is 2-D. There were three clusters, each being modeled by a Gaussian distribution with means, respectively, (0, 0, 0), (5, 0, 0), (0, 5, 0), and covariance matrices There are 500 samples per class for training and testing, respectively. Fig. 7 plots these samples in plane, along with the decision boundaries from the following five types of distance metrics: 1) the Bayesian ground-truth decision rule (Bayesian-GT) where all the ground truths about distributions are known (i.e., the rule does not use samples); 2) the Euclidean distance measured from a scalar covariance matrix ; 3) the Mahalanobis distance using a single estimated covariance matrix ; 4) the Gaussian NLL (Bayesian-sample) using estimated full sample covariance matrices for all clusters; and 5) our SDNLL. Table II shows the classification errors of 1) Bayesian-GT, 2) Bayesian-sample, and 3) the new SDNLL. It shows that the classification errors are very similar among all the measurements. Of course, our adaptive method SDNLL would not be able to reach the error rates of the impractical Bayesian-GT and 
B. For Real Face Data
A critical test of the presented algorithm is to directly deal with high-dimensional, multimedia data, such as images, video, or speech. We present the results for images here. Each image of rows and columns is considered a -dimensional vector, where each component of the vector corresponds to the intensity of each pixel. Statistical methods have been applied directly to these vectors of high dimension. This type of approach has been very successful in the field of computer vision and now has been commonly called appearance-based methods [15] , [28] , [17] . Although appearance-based methods themselves do not have invariance in position, size, and orientation when applied to appearance-based object recognition, they have been well accepted for their superior performance when input images are preprocessed images with roughly normalized position and size.
The first experiment used face images from the Weizmann Institute, Rehovot, Israel. The image database was constructed from 28 human subjects, each having thirty images: all combinations of two different expressions under three different lighting conditions with five different orientations. An example of the face images from one human subject is shown in Figs. 8 and Fig. 9 . The preprocessed images have a resolution of 88 64, resulting in a input dimension of 5632. The task here is to classify images into a person's ID as class label. We used the mean of all training images of each person as the corresponding vector. For this classification problem, a node does not spawn children as long as it contains only samples of the same class (pure node). For our disjoint test, the data set was divided into two groups: training set and testing set. The training set contains 504 face images. Each subject contributed 18 face images in the training set. The 18 images include three different poses, three different lightings, and two different expressions. The remaining 336 images were used for the testing set. Each subject had 12 images for testing, which include two different poses, three different lightings, and two expressions. In order to present enough training samples for the IHDR algorithm to build a stable tree, we artificially increased the samples by presenting training samples to the program 20 times (20 epochs). Table III compares different appearance-based methods. Table IV completes  a twofold cross validation with Table III . In other words, the test and training sets in Table III exchange their roles in Table IV . We used 95% sample variance in determining the number of basis vectors (eigenvectors) in the principal component analysis (PCA). The 95% of variance results in about 98 eigenvectors which are much less than that of NN form (5632 D). The PCA organized with a binary tree was faster than straight NN as shown in the Table III . It is the fastest algorithm among all of the methods we tested but the performance is worse than those of the PCA and NN. The accuracy of the LDA is the third best. Our new IHDR method is faster than the LDA and resulted in the lowest error rate.
For comparison, we also applied the support vector machines (SVM) by [29] to this image set. The SVMs utilize a structural risk minimization principle [30] . It results in a maximum separation margin and the solution depends only on the training samples (support vectors) which are located on the supporting planes. The SVM has been applied to both classification and regression problems. We used the SVM software obtained from Royal Holloway, University of London, London, U.K., by [31] , for this experiment. To avoid excessively high dimension that SVM is unable to deal with, first, we applied the PCA to provide feature vectors for the SVM. 2 The best result we obtained, by tuning the parameters of the software, is reported in Table III . The data showed that the recognition rate of the SVM with the PCA is similar to that of the PCA alone. However, the SVM with the PCA is faster than the PCA. This is because the SVM has more compact representation and the PCA alone needs to conduct linear search for every training sample. However, the SVM is not suited for the real-time, incremental learning that our applications require because its training is extremely slow [32] , in addition to its inferior performance shown in Tables III  and IV. The error rate of the proposed IHDR algorithm was compared with some major tree classifiers. CART of [5] and C5.0 of [33] are among the best known classification trees. 3 However, like most other decision trees, they are univariate trees in that each internal node used only one input component to partition the samples. This means that the partition of samples is done using hyperplanes that are orthogonal to one axis. We do not expect that this type of tree can work well in a high-dimensional or highly correlated space. Thus, we also tested a more recent multivariate tree OC1 of [10] . We realize that these trees were not designed for high-dimensional spaces like those from the images. Therefore, to fully explore their potential, we also tested the corresponding versions by performing the PCA before using CART, C5.0, and OC1 and called them CART with the PCA, C5.0 with the PCA, and OC1 with the PCA, respectively, as shown in Tables III and IV. Further, we compared the batch version of our HDR algorithm. Originally, we expected the batch method to outperform the incremental one. However, the error rate of the IHDR tree turned out lower than that of the HDR tree for this set of data. A major reason for this is that the same training samples may distribute in different leaf nodes for the IHDR tree because we 2 The software failed when we used the original image input with dimension 5362. 3 We have also experimented the same data set using CART implemented by OC1. The performance is significantly worse than those reported in the Table III . For a large sample test, we performed an experiment on the face-recognition technology (FERET) face image set from [34] . The FERET face image set was developed under the FERET project sponsored by the U.S. Army Research Laboratory. Not all of the images of the FERET project were available publicly due to the need to keep some of the test sets. We used the front view images that were made publicly available to us during our participation with blind FERET tests. It contains face images of 34 individuals, under different lighting conditions and expressions. Each person had three face images for the purpose of training. The other face image was used for testing.
A face normalization program was used to translate, scale, and rotate each face image into a canonical image of 88 rows and 64 columns so that eyes are located at prespecified positions as shown in Fig. 10 .
To reduce the effect of background and nonfacial areas, image pixels are weighted by a number that is a function of the radial distance from the image center. Further, the image intensity is masked by a linear function so that the minimum and maximum values of the images are 0 and 255, respectively. Fig. 10 shows the effect of such a normalization procedure.
A summary of comparison is listed in Table V . Notice that the training time is measured for the total time to train the corresponding system. The testing time is the average time per query. To make a fair comparison, training and testing times for the PCA are included in C5.0 with the PCA, OC1 with the PCA, and CART with the PCA. As shown, none of these existing decision trees can deal with the FERET set well, not even the versions that use the PCA as a preprocessing step. The batch version of the proposed algorithm (HDR) tree shares the same error rate as the IHDR tree. The HDR tree is faster than the IHDR in both training and testing. This is because we ran several epochs for the IHDR tree and the IHDR tree has more redundant information inside.
In order to display how the IHDR tree converges, Fig. 11 shows the error rates versus epoch plot. Each epoch means that the training set is fed into the algorithm once, one image at a time. As can be seen, the resubstitution error rate converges to zero at the fifth epoch. The testing error rate reaches zero at sixth epoch. 
C. Autonomous Navigation by a Robot
All of the aforementioned tasks are classification tasks. We present the result for a regression task. Our vision-based navigation system accepts an input image and outputs the control signal to update the heading direction of the vehicle. The navigator can be denoted by a function that maps the input image space to control signal space . The learning process of the autonomous navigation problem can then be realized as a function approximation. This is a very challenging task since the function to be approximated is for a very high-dimensional input space and the real application requires the navigator to perform in real-time.
We applied our algorithm to this challenging problem. Some of the example input images are shown in Fig. 12 . As can be seen in the images, surface specularity, floor tile patterns, various doors and windows along the straight sections, and turning corners pose an extremely challenging computer vision task for traditional vision systems. Our method uses the entire image directly and the feature basis vectors of subspaces are automatically derived online instead of manually designed offline. Totally, 318 images with the corresponding heading directions were used for training. Desired heading direction, which must keep the robot in the center of straight hallways and turn properly at six kinds of corners, was recorded online at each time. The resolution of each image is 30 by 40. We used the other 204 images to test the performance of the trained system. Fig. 13 shows the maximum error rates and the mean error rates versus the number of training epochs. Both the maximum error and the mean error converge around the fifteenth epoch. Fig. 14 gives plots of the histograms of the error rates at different epochs. As shown, even after the first epoch, the performance of the IHDR tree is already reasonably good due to our coarse-to-fine approximation scheme using the tree. With the increase of the epochs, we observed the improvement of the maximum error and mean error. The improvement stopped at the fifteenth epoch because the algorithm did not use any new training samples in that epoch and the system has perfectly fit the existing training data set. Our test on a real mobile robot has shown that a system of such an error level of epoch 5 can navigate the robot very reliably for hours even with passersby until the on board batteries are exhausted.
We also compare our experimental results with two ANNs with a consideration that the pattern-by-pattern training mode of ANNs is also an incremental learning method. A two-layer FF network and an RBF network were used to train and test for the mapping from the image space to control signal space using the same data set as used in our IHDR tree algorithm. The results are listed in Table VI which shows that the mean error of FF was 60% larger (2.00/1.25 1.6) than that of IHDR while that of RBF was 47% larger. The maximum error of IHDR was slightly larger, but the difference was not significant to draw a general conclusion here.
D. For Data With Manually Extracted Features
We have also further investigated how our IHDR algorithm performs on lower dimensional real data, such as those publicly available data sets that use human defined features. We tested our algorithm on two publicly available data sets, and we report the comparison results for these data sets.
1) Letter image recognition data: There are 26 classes which correspond to 26 capital letters. Each sample has 16 numeric features. 15 000 samples were used for training and 5000 samples were used for testing. 2) Satellite image data set: There are six decision classes representing different types of soils from satellite images. Each sample has 36 attributes. The training set includes 4435 samples and the testing set includes 2000 samples. We listed the results of our HDR and IHDR algorithms with those published in the StatLog project from [35] as Tables VII and VIII. For these lower dimensional data sets, the performance of our IHDR tree algorithm is comparable with other best existing ones.
VI. CONCLUSION
IHDR is an approximation for fully automatic development of an associative cortex with bottom-up sensory pathways and top -TABLE VIII  TEST RESULTS ON SATELLITE IMAGE DATA SET down motor projections. Various automatic, adaptive plasticities occur in different cortical regions (layers), cortical patches (nodes), and neurons (clusters). The proposed IHDR technique is for the very challenging seven simultaneous requirements: high-dimensional inputs, one-instance learning, adaptation to increasing complexity, avoidance of local minima, incremental learning, long-term memory, and logarithmic time complexity. The proposed IHDR technique is applicable to both regression and classification problems.
We propose to cluster in both output and input spaces. Clusters in the output space provide coarse-to-fine virtual class labels from clusters in the input space. Thus, discriminant analysis is possible. To deal with high-dimensional input space, in which some components are not very useful and some can be very noisy, a discriminating subspace is incrementally derived at each internal node of the tree. Such a discriminant subspace is especially necessary for high-dimensional input space. A size-dependent probability-based distance metric SDNLL is proposed to deal with large sample cases, small sample cases, and unbalanced sample cases, which occur at different nodes at different levels with different observation richness.
Our experimental study with the synthetic data has showed that the method can achieve near-Bayesian optimality for both low-dimensional data and high-dimensional data with low-dimensional data manifolds. With the help of the decision tree, the retrieval time for each sample is of logarithmic complexity making real-time performance a reality even for high-dimensional inputs. The output of the system can be both class label or numerical vectors, depending on how the system trainer gives the training data. The experimental results have demonstrated that the algorithm can deal with a wide variety of sample sizes with a wide variety of dimension. The presented IHDR technique enables real-time, online, interactive training where the number of training samples is too large to be stored or to be processed in a batch, but the resulting IHDR tree does not need to store all of the training samples.
