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Abstract
In this study we construct self-similar diffusions on the Sierpinski carpet that are reversible with respect
to the Hausdorff measure. The diffusions are obtained from self-similar diffusions reversible with respect to
self-similar measures, which are singular to the Hausdorff measure. To do this we introduce a new sufficient
condition for the continuity of sample paths to be preserved by a singular time change.
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1. Introduction
A self-similar fractal is a closed subset in Rd that possesses a natural self-similarity. Since the
pioneering works of [6,5,3] appeared, there has been a large and growing interest in diffusion on
self-similar fractals. Here, a diffusion is a strong Markov process with a continuous sample path
(see [4, p. 158]).
We call a self-similar fractal finitely ramified if a subset can be isolated by removing a finite
number of points, otherwise it is called infinitely ramified. To date, many studies have appeared on
finitely ramified fractals. However, compared with finitely ramified fractals, serious difficulties
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arise in the study of infinitely ramified fractals, even in the construction of diffusions. As a result,
comparatively little work has been done on infinitely ramified fractals.
The Sierpinski carpet in Rd is a prototype infinitely ramified fractal. Barlow and Bass [1,2]
first constructed diffusions on the Sierpinski carpet. The diffusions are obtained as scaling limits
of the reflecting barrier Brownian motion on the pre-Sierpinski carpet, which is a domain in Rd
with a large-scale fractal structure [8]. A beautiful coupling technique has been developed to do
this.
Diffusions have a lot of invariance and are reversible with respect to the Hausdorff measure ν
of the Sierpinski carpet. So they are called Brownian motions on the Sierpinski carpet although
their uniqueness is yet to be proved.
In [9] we constructed a family of diffusions (X,Pα) on the Sierpinski carpet in Rd . We used
a method based on the Dirichlet form theory and isoperimetric inequalities, which is totally
different from [1] and [2]. The diffusions (X,Pα) have some but fewer invariances; moreover,
they are reversible with respect to µα . Here µα is the Radon measure with the self-similar
dimension α in the sense that µα( · ) = 3−αµα(3 · ). The dimension α can be taken to be an
arbitrary number within
dH < α <∞,
where dH = log3(3d − 1) is the Hausdorff dimension of the Sierpinski carpet in Rd . We note
that all µα are singular to the Hausdorff measure ν.
The properties of these diffusions depend on the parameter α. If α is close enough to dH ,
then one can carry out the time change with respect to ν. Since ν is singular to µα , it is quite
non-trivial whether or not the continuity of sample paths is preserved by the time change. If this
is the case, the ν-time changed processes (Y,Pα) are diffusions ν-reversible and inherit various
invariance properties from the original processes.
The purpose of this paper is to prove that the ν-time changed processes become diffusions.
There is a standard method for this known as the Wiener test [7], which requires two-sided
estimates of Green functions. Unfortunately, we have no two-sided bounds because of the lack of
the doubling condition on µα . Therefore, we have developed a new method to prove this property
without using the Wiener test. Our method needs only an upper bound of the transition densities
and a condition on the reference measures (see Proposition 3.3). We expect this method to be
widely applicable.
As mentioned above, we constructed a family of ν-reversible, well behaved diffusions on the
Sierpinski carpet that are different from the Barlow and Bass Brownian motions. One of the most
important problems in the theory of diffusions on fractals is the uniqueness of Brownian motions
on the Sierpinski carpet (more generally, on all infinitely ramified fractals). Our results show the
difficulty and sensitivity involved with this problem.
Our main results are valid for infinitely ramified fractals. So the main theorems are stated in a
general framework that includes Sierpinski carpets, the Menger sponge and Euclidean spaces as
typical examples.
The organization of the paper is as follows: In Section 2 we give the framework of the problem
and state the main results (Theorems 2.1 and 2.3). The problem is reduced to a criterion for a
point x to be a regular point of the quasi-support of Radon measures, which we give in Section 3.
Since this criterion is valid for general symmetric diffusions on locally compact metric spaces,
all statements in Section 3 are formulated for such a situation. In Section 4 we present the proof
of Theorem 2.1. In Section 5 we investigate the path-wise property of the original diffusion as an
application of the main theorems.
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2. Main results
Let L be a natural number such that L ≥ 2. Let L = {0, . . . , L − 1}d . Let L0 ⊂ L be a subset
such that 0 = (0, . . . , 0) 6∈ L0. We note that L0 is the set of lower-left corners of sets that will be
removed in order to form the fractal.
Let
R =
⋃
`∈L0
R(`), where R(`) = L−1{`+ [0, 1]d}.
We see that R(`) is a d-dimensional closed square with side length L−1. If L0 is empty, then
R = ∅. Let ψ0 be the contraction map defined by
ψ0(x) = x/L (2.1)
and let ψn0 (resp. ψ
−n
0 ) be the n-composition of ψ0 (resp. ψ
−1
0 ). We set
O =
⋃
n∈Z
ψn0 (O
0), where O0 =
⋃
z∈Zd
{z + R}. (2.2)
Let
F = Rd \O, F◦ = F ∩ (0, 1)d , F¯ = F◦. (2.3)
Here · is the closure of · in Rd . We note that F¯ 6= F ∩ [0, 1]d in general. Note further that F◦ is
the open kernel of F¯ in F if we endow F with the relative topology in Rd .
The closed set F is self-similar in the sense that ψ0(F) = F. It is easy to see that the Hausdorff
dimension dH of F is given by
dH = logL(Ld − ]L0), (2.4)
which is fractional in general. F describes the class of fractals we will examine in this work. This
formulation contains many examples:
Example 2.1. (1) Let d ≥ 2, L = 3 and L0 = {(1, . . . , 1)}. Then F is the d-dimensional
Sierpinski carpet.
(2) Let d ≥ 2, L ≥ 2 and L0 = ∅. Then F = Rd .
(3) Let d = L = 3, L0 = {(0, 1, 1), (1, 0, 1), (1, 1, 0), (1, 1, 1), (1, 1, 2), (1, 2, 1), (2, 1, 1)}.
Then F is the Menger sponge.
Let F◦ be as (2.3) and C0 = {c = F◦ + a ; a ∈ Zd such that c ⊂ F}. Let
Cn = {ψn0 (c); c ∈ C0}, C =
⋃
n∈Z
Cn . (2.5)
An element c ∈ C is called a cell with side length L−n if c ∈ Cn .
For i = 1, . . . , d let B0i = F
⋂{(xk) ∈ Rd; xi ∈ Z, x j 6∈ Z for all j 6= i} and
Bni = ψn0 (B0i ), Bi =
⋃
n∈Z
Bni , B
n =
d⋃
i=1
Bni , B =
⋃
n∈Z
Bn, (2.6)
Bi∗ =
d⋃
j=1, j 6=i,
B j (2.7)
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An = Bn+1 \ Bn, A =
⋃
n∈Z
An, A0 = A0 ∩ (0, 1)d . (2.8)
Let λ be the Hausdorff measure on A0 and let m : A0 → R be a non-negative, measurable
function such that 0 <
∫
A0
mdλ < ∞. Let α be a constant such that dH < α < ∞. Let µα be
the Radon measure on F satisfying the following:
µα is self-similar in the sense that µα(·) = Lαµα(ψ0(·)), (2.9)
µα is cell-translation invariant; that is, (2.10)
µα(· ∩ c1) = µα((· + a) ∩ c2) for c1, c2 ∈ C s.t. c1 + a = c2,
µα(F◦) = 1 and µα(F \ A) = 0, (2.11)
µα(· ∩ A0) = const.
∫
·
mdλ. (2.12)
We note that for a given triplet (λ,m, α) such a measure µα exists uniquely. The constant
in (2.12) is determined by the condition (2.11). Since A is dense in F and µα satisfies (2.9)
and (2.10), the topological support of µα coincides with F. The assumption dH < α < ∞ is
necessary to make µα a Radon measure.
One specific feature of the fractal F is that its boundary also has a fractal structure similar to
F. To see this, let L′ = {0, 1, . . . , L − 1}d−1 and pi∗i : L → L′ be the projection defined by
pi∗i (`) = `′, where `′ = (`′j ) is `′j = ` j if j < i and `′j = ` j+1 if j > i . Let L+ = L − 1 and
L− = 0, and define Li , L−i by
L±i = {pi∗i (`); ` ∈ L0, `i = L±}, where i ∈ {1, . . . , d}. (2.13)
We assume that each Li (i = ±1, . . . ,±d) does not contain 0 = (0, . . . , 0) ∈ Rd−1. Then from
Li we construct the fractal Fi in Rd−1 similarly to F. We set F◦i and F¯i from Fi similarly as with
F◦ and F¯. We have F◦i = Fi ∩ (0, 1)d−1 by definition.
One can regard Fi as the face of F¯ in the i-direction as follows:
F¯ ∩ {x ∈ Rd; xi = 1} ∼ F¯i , F¯ ∩ {x ∈ Rd; xi = 0} ∼ F¯−i , (2.14)
where i > 0 and ∼ stands for the isometry in Rd . We call Fi boundary fractals of F. Let
β = min{βi ; i ∈ {±1, . . . ,±d}}, βi = logL(Ld−1 − ]Li ). (2.15)
We remark that βi is the Hausdorff dimension of Fi .
Example 2.2. Let d = 2, L = 3 and L0 = {(0, 1)}. Then F2 = F±1 = R and F−2 is the Cantor
set. So F2 6= F−2 and F¯ 6= F ∩ [0, 1]2. Moreover β = log3 2.
Let (X,P) be a µα-reversible diffusion with state space F. Here P = {Px }x∈F is a family of
probability measures and X = {X t } is the F-valued process starting at x under Px . It is known
that such a diffusion always exists if the set A0 consists of hyperplanes and the function m is
bounded and lower semicontinuous [9–11].
We assume (X,P) satisfies (A.1)–(A.3) below:
(A.1) The transition probability of (X,P) has a version of µα-density p(t, x, y) satisfying for
any compact set K ⊂ (0,∞)× F× F
p(t, x, y) ≥ c1 for all (t, x, y) ∈ K , (2.16)
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where c1 is a positive constant depending on K .
(A.2) There exist positive constants dw and c2 such that for r ∈ N
Gr (x, y) ≤ c2max{|x − y|−α+dw , 1} for all (x, y) ∈ Fr × Fr , (2.17)
where Fr = F ∩ {|x |max < Lr } and Gr is the Green function of 0-order on Fr with the Dirichlet
boundary condition on F ∩ {|x |max = Lr }. Here |x |max = maxi |xi | for x = (xi ) ∈ Rd .
(A.3) dH < α < β + dw.
Remark 2.1. One can carry out the time change for dH < α < dH + dw. We conjecture that the
time-changed processes will have jumps if β + dw ≤ α < dH + dw.
Let (E,D, L2(F, µ)) be the Dirichlet space associated with (X,P). Let ν denote the Hausdorff
measure on F. By (A.2) and (A.3) we can easily check that ν is a smooth measure (see [4], p. 80)
with respect to the Dirichlet space (E,D, L2(F, µ)). We refer to [9, Section 5] for proof, where
this was proved for dw = 2 in a slightly different form. Since ν is a smooth measure, we can
carry out the ν-time change of (X,P). Indeed, by the Revuz correspondence there exists a unique
positive continuous additive functional A = (At ) whose Revuz measure is ν. (see [4, Chapter
5.1]). Let
at = inf{s > 0; t < As}. (2.18)
Then the resulting ν-time changed process Y = (Yt ) is given by
Yt = Xat under Px . (2.19)
We note that the process (Y,P) is a ν-reversible Hunt process. It is however not obviously a
diffusion because ν is singular to µα . We now state our first main theorem:
Theorem 2.1. Assume (A.1)–(A.3). Then:
(1) The ν-time changed process (Y,P) is a diffusion.
(2) The Dirichlet form associated with (Y,P) is (E,D) on L2(F, ν).
Readers familiar with the Dirichlet form theory may find the assumptions (A.1) and (A.2)
strange because they are stated for all x not for q.e. x . It is known that uniform estimates for
transition densities enable us to pass from q.e. statements to absolute statements.
We present examples of diffusions satisfying the assumptions in Theorem 2.1. These
diffusions are given by Dirichlet forms: Let E be as follows.
E( f, g) =
∫
F
D[ f, g]µα(dx), where D[ f, g] = 1
2
d∑
i=1
∂ f
∂xi
∂g
∂xi
.
Let D0 = { f |F ; f ∈ C(Rd) satisfies (2.20), (2.21), (2.22)}:
f is a Lipschitz continuous function with compact support. (2.20)
‖D[ f, f ]‖L∞(µα) <∞. (2.21)
∇N f (x) = 0 for µα -a.e. x ∈ A. (2.22)
Here ∇N is the normal derivative on A. Since A is a disjoint union of subsets of (d − 1)-
dimensional hyperplanes, the operator ∇N makes sense. More precisely, for each x ∈ A there
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exists a unique i such that x ∈ Bi . Then ∇N = ∂∂xi for such an x . Condition (2.22) implies
that each element f in D0 satisfies the Neumann boundary condition in the dense subset A of F,
which is one of the key points of the argument in [9]. For (A.1) and (A.2) we recall the following
result.
Lemma 2.2 ([9]). Assume F is the d-dimensional Sierpinski carpet or the d-dimensional
Euclidean space. Assume m is bounded and uniformly positive. Then (E,D0) is closable on
L2(F, µ) and its closure (E,D) is a regular Dirichlet form. In addition, the associated diffusion
(X,P) satisfies (A.1), (A.2) with dw = 2 and
• Self-similarity: Px/L(X t ∈ ·) = Px (L−1XL2t ∈ ·) for all x ∈ F.
• Cell translation invariance: For c1, c2 ∈ C such that c1 + a = c2 for some a
Px (X t∧τc1 ∈ ·) = Px+a(X t∧τc2 ∈ ·)
Here τA is the first exiting time from the set A; τA = inf{t > 0; X t 6∈ A}.
We note that β + dw = d + 1 in Lemma 2.2 because β = d − 1 and dw = 2. Combining
Theorem 2.1 with Lemma 2.2 we obtain:
Theorem 2.3. Assume F is the d-dimensional Sierpinski carpet or the d-dimensional Euclidean
space. Assume m is bounded and uniformly positive. Let the diffusion (X,P) be as in Lemma 2.2.
Assume dH < α < d + 1. Then the ν-time changed process (Y,P) is a diffusion.
Remark 2.2. The diffusions (Y,P) in Theorem 2.3 have many desirable properties; the cell-
translation invariance, the self-similarity and the reversibility with respect to the Hausdorff
measure ν. However, they are different from the Barlow and Bass Brownian motions in the case
of Sierpinski carpets and the standard Brownian motion in the case of the Euclidean space.
3. Quasi-support
In this section we investigate some properties of quasi-support for general Dirichlet forms. So
throughout this section the space F will be a locally compact metric space and not necessarily
fractals in Rd as discussed in Section 2.
Let µ be a Radon measure on F. Let (X,P) be a µ-symmetric diffusion with state space F
with no killing inside F. We remark that (X,P) is not necessarily conservative. We denote the
associated Dirichlet space by (E,D, L2(F, µ)).
In this situation we will assume (A.1)–(A.3) in Section 3. We remark that the set Fr in (A.2)
is replaced by Fr = {x ∈ F; ρ(x0, x) < r}, where ρ is the metric of F and x0 ∈ F is a point. The
number r ranges over countable positive numbers such that F = ∪r Fr . Let (Xr ,P) denote the
part of (X,P) on Fr , i.e., Xrt = X t∧τFr , where τFr = inf{t > 0; X t 6∈ Fr }.
3.1. Definition and elementary properties of quasi-support
We begin by recalling the definition of capacities by following [4]. Let O denote the set
of all open sets in F. For O ∈ O let LO = { f ∈ D; f ≥ 1µ-a. e. on O}. The 1-capacity
of O ∈ O is given by Cap(O) = inf{E1( f, f ); f ∈ LO}, and for any subset A we let
Cap(A) = inf{Cap(O); A ⊂ O ∈ O}, where E1( f, f ) = E( f, f ) + ( f, f )L2(F,µ). Similarly,
we define the 0-capacity Cap(0) by replacing E1 by E in the definition of Cap. We now recall the
definition of quasi-support.
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Definition 3.1. (a) We say a Borel measure ξ charges no set of zero capacity if Cap(A) = 0
implies ξ(A) = 0.
(b) Let ξ be a Borel measure charging no sets of zero capacity. Then a subset Sξ is called a
quasi-support of ξ if it is a minimal quasi-closed set satisfying ξ(Scξ ) = 0. More precisely,
Sξ is a unique set (up to q.e.) satisfying the following:
(1) Sξ is full for ξ in the sense that
ξ(Scξ ) = 0 (3.1)
and Sξ is a quasi-closed set; that is, there exists an increasing sequence of closed sets
{Sn} such that⋃
n
Sn ⊂ Sξ , lim
n→∞Cap(Sξ \ Sn) = 0. (3.2)
(2) Sξ is minimal; that is, if S′ is a subset satisfying (1), then Sξ ⊂ S′ q.e.
(c) We say Sξ is a quasi-support for ξ of a diffusion (X,P) if it is a quasi-support for the Dirichlet
space associated with (X,P).
Let µr = µ(· ∩ Fr ). Let σ XrA = inf{t > 0; Xrt ∈ A} denote the first hitting time of Xr to a set A.
Lemma 3.1. Let S be a Borel subset such that µr (Sc) = 0 and that S ⊂ Fr . Then Px (σ XrS =
0) = 1 for all x ∈ Fr .
Proof. By assumption and by a simple argument we see that Px (Xrt ∈ · ∩ Fr ) has a density with
respect to µr . This combined with µr (Sc) = 0 and S ⊂ Fr implies that Px (Xrt ∈ Fr \ S) = 0
for all 0 < t <∞. Hence
Px (Xrt ∈ S ∪ Fcr ) = 1 for all 0 < t <∞.
By Fubini’s theorem this implies that Px (Xrt ∈ S ∪ Fcr for a.e. t) = 1. Hence by Blumenthal’s
0–1 law we have Px (σ X
r
S∪Fcr = 0) = 1. This, combined with
Px (σ X
r
Fcr
= 0) = 0 for all x ∈ Fr ,
yields Px (σ X
r
S = 0) = 1 for all x ∈ Fr , which completes the proof. 
Lemma 3.2. Let Sξ denote the quasi-support of ξ for (Xr ,P). Suppose µr (Scξ ) = 0. Then
Px (σ X
r
Sξ
= 0) = 1 for all x ∈ Fr .
Proof. This is immediate from Lemma 3.1. 
3.2. A proposition on quasi-support
In this subsection we fix r > 0. Let Gr (x, y) be the 0-order Green function in Fr =
F∩{ρ(x0, x) < r}with the Dirichlet boundary condition on F∩{ρ(x0, x) = r}. For a measurable
set A such that A ⊂ Fr and a Radon measure ξ such that ξ(A) > 0 we define G(A, ξ) by
G(A, ξ) =
∫
A×A
Gr (x, y)
ξ(dx)ξ(dy)
ξ(A)2
. (3.3)
By the Kelvin principle [7] the 0-capacity Cap(0)(K ) of a compact set K is given by
Cap(0)(K ) = sup
0<ξ(K )<∞
{
1
G(K , ξ)
}
. (3.4)
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So we use G to control the lower bound of the capacity.
The following plays a crucial role in the proof of Theorem 2.1.
Proposition 3.3. Let A and B be Borel subsets such that A, B ⊂ Fr . Let ξ and η be finite
Borel measures such that ξ(Ac) = η(Bc) = 0. Let Sξ denote the quasi-support of ξ . Assume
(ξ, η, A, B) satisfies the assumptions below. Then η(B \ Sξ ) = 0.
Assumption: There exist Borel subsets An of A, measurable maps ιn : An → B, and probability
measures ξn satisfying (3.5)–(3.9) below.
lim
n→∞ ρ(An, B) = 0. (3.5)
Here ρ(∗, ·) = max{sup{dist(x, ∗); x ∈ ·}, sup{dist(x, ·); x ∈ ∗}} is the Hausdorff metric of two
sets ∗ and ·.
ξn((An)
c) = 0 for all n, (3.6)
ξn are absolutely continuous w.r.t. ξ for all n, (3.7)
lim sup
n
G(An, ξn) <∞, (3.8)
c3η ≤ ξn ◦ ι−1n and ξn ◦ ι−1n (B) ≤ c4η(B) for all n. (3.9)
Here c3 and c4 are positive constants independent of n.
We note that the first inequality in (3.9) means that c3η(S) ≤ ξn ◦ ι−1n (S) holds for all measurable
sets S, while the second requires this only for S = B.
Proof. Suppose η(B \ Sξ ) > 0. Then there exists a compact set such that K ⊂ B \ Sξ and that
η(K ) > 0. Let
 = c
2
3 η(K )
2
c24 η(B)
2 lim sup
n→∞
G(An, ξn)
. (3.10)
Then by (3.8), η(B) <∞ and η(K ) > 0 we have  > 0.
By using (3.2) for Sξ we see that there exists a closed set S such that
S ⊂ Sξ , Cap(Sξ \ S) < . (3.11)
Since K ⊂ B \ Sξ , we have S ∩ K = ∅. Hence by using (3.5) and the fact that S (resp. K ) is a
closed (resp. compact) set, there exists an n ∈ N such that
S ∩ Kn = ∅, where Kn = ι−1n (K ). (3.12)
Let 0 < δ < c3η(K ). Then by (3.9) we have δ < ξn ◦ ι−1n (K ) = ξn(Kn). Recall that
ξn(Sξ ∩ Kn) = ξn(Kn) by (3.1) and (3.7). So there exists a compact set Lδ such that
ξn(Lδ) ≥ ξn(Sξ ∩ Kn)− δ = ξn(Kn)− δ (3.13)
Sξ ∩ Kn ⊃ Lδ. (3.14)
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By (3.12) and (3.14) we have Sξ \ S ⊃ Lδ . Hence
Cap(Sξ \ S) ≥ Cap(Lδ)
≥ 1
G(Lδ, ξn( · ∩ Lδ)) by (3.4)
= 1
G(An, ξn( · ∩ Lδ)) by Lδ ⊂ An
≥ ξn(Lδ)
2
ξn(An)2G(An, ξn)
by ξn(Acn) = 0
≥ {ξn(Kn)− δ}
2
ξn(An)2G(An, ξn)
by (3.13)
≥ {c3η(K )− δ}
2
c24η(B)
2G(An, ξn)
by (3.6) and (3.9).
We now take an arbitrary δ in 0 < δ < c3η(K ). This implies Cap(Sξ \ S) ≥  by (3.10), which
contradicts (3.11). 
4. Proof of Theorem 2.1
The purpose of this section is to prove Theorem 2.1, so notations such as Fr , Gr (x, y), (X,P)
will be used, just as in Section 2. We divide the section into two parts. In the first subsection we
study the property of the quasi-support for (Xr ,P). In the second subsection we complete the
proof of Theorem 2.1.
4.1. The property of quasi-support for part of a diffusion
For each c1, c2 ∈ C such that c1 + a = c2 we define the map ψc1,c2 : c1 → c2, called a cell
translation, by the correspondence c1 3 x 7−→ x + a ∈ c2. For given c1, c2 ∈ C, which may
be of different sizes, we define the bijection ψc1,c2 : c1 → c2 by the composition of the finite
sequences of cell translations and ψ0 in (2.1). It is easy to see that ψc1,c2 is independent of the
choice of the sequence of transformations.
We indicate by λci the Hausdorff measure on the i-face of c. We remark that in the case of
Example 2.1(1), (2) these faces become (d − 1)-dimensional rectangles; so that λci is a constant
multiple of the (d − 1)-dimensional Lebesgue measure.
Let us denote by νr the Hausdorff measure on Fr and by S(νr , r) its quasi-support for (Xr ,P).
The key step for the proof of Theorem 2.1 is the following proposition: Let I = {±1, . . . ,±d}.
Proposition 4.1. Assume (A.1)–(A.3). Then
λci (S(νr , r)
c) = 0 for all i ∈ I, c ∈ C such that c ⊂ Fr . (4.1)
Below we fix i ∈ I. We will prove Proposition 4.1 only for F◦ because the same proof works
for general c ∈ C. We will use Proposition 3.3 to prove Proposition 4.1, so we set A, B, ξ , η in
Proposition 3.3 as follows:
A = F◦ \ B, B = F◦i \ Bi∗, ξ = νr (· ∩ A)
λF
◦
i (B)
νr (A)
, η = λF◦i .
Here B and Bi∗ are given by (2.6) and (2.7), respectively. F◦ (resp. F◦i ) is defined by (2.3)
(resp. before (2.14)). To construct ιn in Proposition 3.3 we prepare:
684 H. Osada / Stochastic Processes and their Applications 116 (2006) 675–689
Lemma 4.2. There exists a measurable map ι0 : A → B such that
c5η ≤ ξ ◦ ι−10 ≤ c6η (4.2)
for some positive constants c5 and c6.
Proof. Let L0 be the set defined at the beginning of Section 2 and let L0(Fi ) be L0 for the
boundary fractal Fi introduced before (2.14). Put
m = Ld − ]L0, n = Ld−1 − ]L0(Fi ).
Then we can easily see that m = LdH and n = Lβi . Moreover, we have 1 < n < m.
Let M = {1, . . . ,m} and N = {1, . . . ,n}. We will construct an injection from A to MN. We
call an element c ofCn an n-cell (of the fractal F). Note that there exist exactlym 1-cells, labeled
as c1, . . . , cm, such that ck ⊂ F◦ for all k and that ck ∩ cl = ∅ if k 6= l. We note that
A ⊂
m⋃
m=1
cm .
Let ψm = ψF◦,cm , where ψF◦,cm is the map defined at the beginning of this section. Then for
each c ∈ Cn such that c ⊂ F◦ there exists a unique (m1(c), . . . ,mn(c)) ∈ Mn such that
c = ψmn(c) ◦ · · · ◦ ψm1(c)(F◦).
We remark that if c ∈ Cn and c′ ∈ Cn′ such that c′ ⊂ c ⊂ F◦, then mk(c) = mk(c′) for all
k ≤ n and n ≤ n′. For each x ∈ A and n ≥ 1 there exists a unique n-cell cn(x) including x (the
uniqueness is a consequence of x 6∈ B). So let mn(x) = mn(cn(x)) and use mn(x) to define the
map κA(x) : A → MN by
κA(x) = (m1(x), . . . ,mn(x), . . .) ∈ MN.
It is clear that κA is well defined and injective. We similarly define κB : B → NN.
We next consider a modification of κA: Let a = (an)n=1,2,... be a sequence of positive integers
and set sn = ∑ni=1 ai for n ≥ 1 and s0 = 0 for n = 0. We set κaA : A → ∏∞n=1Man by
κaA(x) = (man(x)) ∈
∏∞
n=1Man , where
man(x) = (msn−1+1(x), . . . ,msn (x)) ∈ Man .
Let bn = [man/n]. Here [·] is the greatest integer smaller than or equal to ·. Let θn : Man → N
be a map such that
]{x; θn(x) = y} = bn or bn + 1 for all y ∈ N. (4.3)
Of course there are choices of θn for (4.3), and we may select any of them. We define
θ :∏∞n=1Man → NN by θ(x) = (θn(x)). Let
ι0 = κ−1B ◦ θ ◦ κA. (4.4)
It is clear that κ(B) ⊂ θ ◦ κA(A) and the map ι0 is well defined.
Let Cn(Fi ) denote the set of all n-cells of the boundary fractal Fi . It is easy to see that for any
n-cell b ∈ Cn(Fi ) such that b ∩ B 6= ∅ the following holds:
n∏
m=1
bm
mam
≤ ξ ◦ ι−10 (b ∩ B) ≤
n∏
m=1
bm + 1
mam
. (4.5)
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Note that η(b ∩ B) = n−nη(B). So we have η(B)−1nnη(b ∩ B) = 1. Multiplying (4.5) by this
and taking n to infinity yield
c7η(b ∩ B) ≤ ξ ◦ ι−10 (b ∩ B) ≤ c8η(b ∩ B), (4.6)
where c7 = η(B)−1∏∞m=1 nbm/mam and c8 = η(B)−1∏∞m=1 n(bm + 1)mam . We can and do
choose a = (an) in such a way that 0 < c7, c8 < ∞ because 1 − n/mam ≤ nbm/mam and
n(bm + 1)/mam ≤ 1+ n/mam .
Since (4.6) holds for all b ∈ ∪n Cn(Fi ) such that b ∩ B 6= ∅, the inequality (4.6) is also valid
for all measurable sets in B, which completes the proof. 
Let An = {(x1, . . . , xd) ∈ A ; xi ∈ I ni }. Here I ni = (0, L−n) for the case where i < 0 and
I ni = (1− L−n, 1) for i > 0. Let ξn be the measure such that ξn(Acn) = 0 and that for any c ∈ C
satisfying c ⊂ An
ξn(· ∩ c) = Zn ξ ◦ ψ−1F◦,c. (4.7)
Here Zn = L(dH−βi )n ; this normalizing constant is selected in such a way that ξ(A) = ξn(An)
for all n. In addition we have:
Lemma 4.3. Assume (A.1)–(A.3). Then (An, ξn) satisfies (3.5)–(3.9).
Proof. (3.5)–(3.7) are clear. We next prove (3.8). The shape of An and (4.7) imply the existence
of a constant c9 independent of n and x, r such that
ξn({y; |x − y| ≤ r}) ≤
{
c9Znr
dH if r ≤ L−n
c9Znr
βi if r ≥ L−n . (4.8)
This combined with the assumption dH < α < β + dw ≤ βi + dw and the estimate of the
Green function (2.17) yields (3.8). Finally (3.9) follows from (4.2) and the scaling property of
the Hausdorff measure νr and the fact that the Hausdorff dimension of the surface F◦i is βi . 
Proof of Proposition 4.1. By Lemma 4.3 we can apply Proposition 3.3 to derive Proposi-
tion 4.1. 
4.2. Completion of proof of Theorem 2.1
Let λci be the Hausdorff measure on the i-face f
c
i of c as before, and set
λ∗r =
∑
i∈I
∑
n∈Z
 ∑
c∈Cn ,fci ⊂An−1,c⊂Fr
λci
 . (4.9)
Lemma 4.4. Assume (A.1)–(A.3). Then λ∗r (S(νr , r)c) = 0.
Proof. The claim is clear from Proposition 4.1 and the definition of λ∗r . 
Lemma 4.5. Assume (A.1)–(A.3). Then
Px (σSν = 0) = 1 for all x ∈ F. (4.10)
Here as before σSν is the first hitting time of X to the quasi-support Sν .
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Proof. Let µαr = µα(· ∩ Fr ) as before. Then the diffusion (Xr ,P) is µαr -symmetric. Note that
µαr is absolutely continuous with respect to λ
∗
r . So by Lemma 4.4 we have µ
α
r (S(νr , r)
c) = 0.
This combined with Lemma 3.2 yields
Px
(
σ X
r
S(νr ,r) = 0
)
= 1 for all x ∈ Fr . (4.11)
It is not difficult to see that S(νr , r) ⊂ Sν ∩ Fr q.e. Here q.e. is with respect to both (Xr ,P) and
(X,P). So from (4.11) we deduce the following:
Px
(
σ X
r
Sν∩Fr = 0
)
= 1 for all x ∈ Fr . (4.12)
Since this holds for all r ∈ N, we conclude (4.10). 
Proof of Theorem 2.1. Once Lemma 4.5 is established, Theorem 2.1 is an immediate
consequence of the general theory (see [4, Ch. 6.2]). Indeed, the Dirichlet form associated with
the time-changed process (Y,P) is given by the trace (Eˇ, Dˇ) of (E,D) relative to ν, where
Eˇ( f, g) = E(H f, Hg), H f (x) = Ex [ f (XσSν )].
We refer to [4, pp. 265–266] for the precise definition of (Eˇ, Dˇ). By Lemma 4.5 we see that
H f (x) = f (x). Hence we obtain (2) of Theorem 2.1.
Since (E,D) is a local Dirichlet form and (Y,P) is associated with (E,D) by (2) of
Theorem 2.1, we conclude that (Y,P) is a diffusion. 
5. Instantaneous penetration
The purpose of this section is to investigate the path-wise property of (X,Pα). Note that the
reversible measure µα of (X,P) satisfies µα(Ac) = 0. In Theorem 2.3 the energy measure of
the associated Dirichlet form E is concentrated on A in the sense that E( f, g) = ∫A D[ f, g]dµα .
So it is interesting to ask whether or not the diffusion (X,P) hits F \ A instantaneously. We will
prove this under an additional assumption, which is mild and is satisfied by the diffusions in
Theorem 2.3.
We now introduce several notations to formulate the assumption. We note that each cell c ∈ C
has 2d faces. So we naturally label them i-faces, where i ∈ I := {±1, . . . ,±d}. We denote by
fci the i-face of c. More precisely we remove the boundary (edges) in the definition of f
c
i . For
example, if c = F◦, then we take fF◦i = F◦i not fF
◦
i = F¯i .
For c ∈ C and i ∈ I let ci denote the adjacent element of c across the face fci with the same
size. Let Aci = {fc
′
i ; c′ ⊂ c, fc
′
i ⊂ fci } and K = {k = (i, j); i ∈ I, j ∈ {1, 2}}. For k = (i, j) ∈ K
let
Ack =
{
Aci \ Aci−i if j = 1
Aci ∩ Aci−i if j = 2.
(5.1)
We remark, if a1,a2 ∈ ∪k Ack , then one of the following holds: a1 ∩ a2 = ∅ or a1 ⊂ a2 or
a1 ⊃ a2.
A cell c is said to be of size n if c ∈ C−n , and an a ∈ ∪k Ack of size n if it is a face of a cell c
of size n. For a ∈ Ack , where k = (i, j), we set
d(a) =
{
a ∪ c1 if j = 1
a ∪ c1 ∪ c2 if j = 2,
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where c1 and c2 are cells with the same size as a satisfying a ⊂ c1 ⊂ c and a ⊂ c2 6= c1. The
last condition means that c1 and c2 are adjacent across the face a (if j = 2). We assume:
(A.4) For a1,a2 ⊂ Ack such that d(a1)+ a = d(a2) for some a
Px (X t∧τd(a1) ∈ ·) = Px+a(X t∧τd(a2) ∈ ·) for all x ∈ d(a1).
We note that, if (X,P) is a diffusion in Theorem 2.3 with m ≡ 1, then (X,P) satisfies (A.4).
Now we state our last main theorem.
Theorem 5.1. Assume (A.1)–(A.4). Then
Px (σF\A = 0) = 1 for all x ∈ F. (5.2)
Here σF\A is the first hitting time of X to F \ A.
The crucial element of the proof is to use the fact that the time-changed process Yt = Xat
is also a continuous process that has the same trajectories as X t and that Yt is reversible with
respect to ν.
We prepare three lemmas to prove Theorem 5.1. The proof of Theorem 5.1 will be given at
the end of this section.
For k = (i, j) ∈ K and c ∈ C let Ack = ∪a∈Ack a and Bk = Bi∗, where K and Ack were
specified for (5.1), and Bi∗ was given by (2.7).
Lemma 5.2. Let c ∈ C and k = (i, j) ∈ K. Assume ξ is a measure which is cell-translation
invariant in Ack; that is, ξ(· ∩ a1) = ξ((· + a) ∩ a2) for any a1,a2 ∈ Ack such that a1 + a = a2.
Assume 0 < ξ(Ack) <∞ and ξ(Ack ∩ Bk∗) = 0. Then
ξ(A) = ξ(A
c
k)
λci (A
c
k)
λci (A) for any A ∈ B(Ack). (5.3)
Here λci denotes the Hausdorff measure on the i-face of c as in Section 4.2.
Proof. Let Ac,nk denote the subset of A
c
k consisting of cells with side length L
−n . Suppose
c ∈ Cm . Then, because of the cell-translation invariance of ξ , we have
ξ(a1) = L−βinξ(Ack) if a1 ∈ Ac,m+nk n ≥ 0.
Hence (5.3) holds for all a1 ∈ Ack . Since ξ(Ack ∩ Bk∗) = 0, such a family Ack of subsets
of Ack determines the measure ξ on A
c
k . This implies that (5.3) holds for all measurable sets
A ∈ B(Ack). 
For k ∈ K we set Ak = ∪c∈C Ack . We point out that A = ∪k∈K Ak . Let
Uk = {x ∈ Ak \ Bk∗;Px (σF\A = 0) = 1}, (5.4)
Vk = {x ∈ Ak \ Bk∗;Px (σF\A = 0) = 0}. (5.5)
Blumenthal’s 0–1 law implies Ak \ Bk∗ = Uk + Vk . We note µα(Ak \ Bk∗) = µα(Ak).
Lemma 5.3. For each k ∈ K one of the following holds;
µα(Ak \ Uk) = 0, (5.6)
µα(Ak \ Vk) = 0. (5.7)
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Proof. Let Ak = ∪c∈C Ack . Let a ∈ Ak and µαa = µα( · ∩ {Uk ∩ a}). By (A.4) we see that the set
Uk ∩ a is cell-translation invariant in a. This implies that the measure µαa is also cell-translation
invariant in a. Therefore, using Lemma 5.2 together with the fact that Uk ∩ Vk = ∅ means that
one of the following holds:
µα(Uk ∩ a) = µα(a) or µα(Vk ∩ a) = µα(a).
Suppose µα(Uk ∩ a) = µα(a) for some a ∈ Ak . Then by the invariance of the diffusion (the
self-similarity and the cell-translation invariance in (A.4)), we see µα(Uk ∩ a) = µα(a) for all
a ∈ Ak , which implies (5.6). Suppose µα(Vk ∩ a) = µα(a) for some a ∈ Ak . Then we have
(5.7) for the same reason. This completes the proof. 
Lemma 5.4. Suppose dH < α < β + dw. Then (5.6) holds for all k ∈ K.
Proof. We suppose that (5.7) holds for some k ∈ K and we deduce the claim from a
contradiction. For this purpose it is sufficient to show∫ ∞
0
Px (Yt ∈ A)dt > 0 for all x ∈ F. (5.8)
Indeed, by integrating (5.8) over x ∈ F with respect to ν we have∫ ∞
0
Pν(Yt ∈ A)dt > 0. (5.9)
By the stationarity of Yt in t with respect to ν, we have Pν(Yt ∈ A) = ν(A) for all t > 0. So
(5.9) implies ν(A) > 0. This contradicts ν(A) = 0.
Let V = ⋃Vk , where the union is taken over k ∈ K so that (5.7) holds. We divide the case
into two parts; (1) x ∈ V and (2) x ∈ F \ V.
Suppose (1) x ∈ V. Then Px (0 < σF\A) = 1 by definition. This implies
Px
(
0 < σ YF\A
)
= 1, (5.10)
where σ YF\A = inf{t > 0; Yt ∈ F\A}. Here we use the fact that Yt = Xat is a continuous process.
Now we see∫ ∞
0
Px (Yt ∈ A)dt ≥
∫ ∞
0
Px
(
t < σ YF\A
)
dt > 0. (5.11)
Here we use Yt ∈ A for all 0 ≤ t < σ YF\A for the first inequality, and (5.10) for the second. This
implies (5.8) for x ∈ V.
Next suppose (2) x ∈ F \ V. Since we suppose (5.7) for some k ∈ K, we have µα(V) > 0.
Taking this together with (2.16) we have
Px (σV <∞) > 0 for each x ∈ F \ V.
This combined with Yt = Xat and the continuity of at in t yields
Px
(
σ YV <∞
)
> 0 for each x ∈ F \ V.
By using the strong Markov property and the fact that (5.8) holds for x ∈ V we see that (5.8) also
holds for x ∈ F \ V. 
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Proof of Theorem 5.1. Let U = ⋃k∈KUk . Then for all x ∈ U we have (5.2) by definition (see
(5.4)). So we prove (5.2) for x ∈ F \ U.
Let Wn denote an increasing sequence of closed sets such that Wn ⊂ U for all n and
µα(U \W) = 0, whereW = ∪∞n=1Wn . Then it is not difficult to see that
lim
n→∞ σWn = σW a.s. (5.12)
By using (2.11) and Lemma 5.4 we see that µα(F \ U) = 0. Hence by µα(U \ W) = 0 and
W ⊂ U we have µα(Wc) = 0, which combined with Lemma 3.1 yields
Px (σW = 0) = 1 for each x ∈ F. (5.13)
Note that XσWn ∈ Wn ⊂ U becauseWn is a closed set. So PXσWn (σF\A = 0) = 1. Hence by the
strong Markov property we see σF\A ≤ σWn a.s. Px , which yields
Px (σF\A ≤ t) ≥ Px (σWn ≤ t) for each t > 0.
Taking n to infinity we have Px (σF\A ≤ t) ≥ Px (σW ≤ t) by (5.12). Then letting t go to 0 and
using (5.13) yields Px (σF\A = 0) = 1, which completes the proof. 
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