Abstract. In this paper, we study the generalization of the Falconer distance problem to the Riemannian setting. In particular, we extend the result of Guth-Iosevich-Ou-Wang for the distance set in the plane to general Riemannian surfaces. Key new ingredients include a family of refined microlocal decoupling inequalities, which are related to the work of Beltran-Hickman-Sogge on Wolff-type inequalities, and an analog of Orponen's radial projection lemma which has proved quite useful in recent work on distance sets.
Introduction
The Falconer distance problem has been a central and persistently difficult question in harmonic analysis and geometric measure theory since 1986 when it was introduced by Falconer [Fal86] . He conjectured that if the Hausdorff dimension of a compact subset E ⊂ R d , d ≥ 2, is greater than Falconer [Fal86] proved that the Lebesgue measure of ∆(E) is positive if dim H (E) > d+1 2 . This exponent was lowered to 13 9 in two dimension by Bourgain [Bou94] and to 4 3 by Wolff [Wol99] . Erdogan [Erd05] established the threshold d 2 + 1 3 and subject remained stuck for a while until a flurry of activity in the last couple of years, culminating in the exponent 5 4 by Guth, Iosevich, Ou and Wang [GIOW19] in the plane, the exponent 1.8 by Du, Guth, Ou, Wang, Wilson and Zhang [DGOWWZ18] in R 3 , and the exponent d 2 2d−1 by Du and Zhang [DZ18] in higher dimensions. It is interesting to note that the 5 4 result in two dimensions is pinned in the sense that the authors prove that there exists x ∈ E such that the Lebesgue measure of ∆ x (E) = {|x − y| : y ∈ E} is positive. The transition Liu is partially supported by the grant CUHK24300915 from the Hong Kong Research Grant Council, and a direct grant of research (4053341) from the Chinese University of Hong Kong. to pinned results was made possible, in part, due to a result by the second author [Liu19] who established the 4 3 pinned threshold in two dimensions. It is also interesting to formulate an analog of this problem on manifolds. Let M be a d-dimensional compact Riemannian manifold without a boundary. Let g be the associated Riemannian metric, d g the induced distance function, and for E ⊂ M define ∆ g (E) = {d g (x, y) : x, y ∈ E}.
Once again, we ask how large dim H (E) needs to be to ensure that the Lebesgue measure of ∆ g (E) is positive. The Peres-Schlag machinery [PS00] implies that if dim H (E) > d+1 2 , then there exists x ∈ E such that the Lebesgue measure of the pinned distance set ∆ g,x (E) = {d g (x, y) : y ∈ E} is positive. Later this problem was studied by Eswarathasan, Iosevich and Taylor [EIT11], Iosevich, Taylor and Uriarte-Tuero [ITU16] , Iosevich and Liu [IL19] , but no better dimensional exponent was obtained. The main result of this paper is the following. It is not difficult to see that for any compact two-dimensional Riemannian manifold M without a boundary and any > 0 there exists E ⊂ M of Hausdorff dimension 1 − such that the Lebesgue measure of ∆ g (E) is zero. This is accomplished by putting a suitable thickened and scaled arithmetic progression on a sufficiently small piece of a geodesic curve. More precisely, one projects the one-dimensional version of the classical Falconer sharpness example (Theorem 2.4 in [Fal86] ) onto a small piece of the geodesic. However, the situation in higher dimensions is much more murky. We suspect that a generic d-dimensional, d ≥ 3, compact Riemannian manifold without a boundary does not possess a subset E of Hausdorff dimension d 2 − , small, such that the Lebesgue measure of ∆ g (E) is zero. We shall endeavor to address this question in a sequel.
The proof of Theorem 1.1, just as the proof of its Euclidean predecessor (Theorem 1.1 in [GIOW19] ) is based on decoupling theory, a series of Fourier localized L p inequalities that underwent rapid development in recent years due to the efforts of Bourgain, Demeter, Guth and others. The application of decoupling theory to the proof of Theorem 1.1 has a variety of new features and complications stemming from the general setup of Riemannian manifolds. In particular, we shall prove a family of decoupling inequalities (Theorem 2.4), which respect a certain microlocal decomposition that naturally generalizes the one used in the Euclidean decoupling theory of Bourgain and Demeter. Similar decompositions were used in the work of Blair and Sogge [BS15] to study concentration of Laplace eigenfunctions. Our work on these variable coefficient decoupling inequalities is inspired by the work of Beltran-Hickman-Sogge [BHS18] , where the authors proved certain Wolfftype decoupling inequalities for the variable coefficient wave equation and then used them to obtain sharp local smoothing estimates for the associated Fourier integral operators. Our proof of Theorem 2.4 use the idea in [BHS18] that one can exploit the multiplicative nature of the decoupling constant to make use of the gain at small scales. We believe that, like the inequalities obtained in [BHS18] , the microlocal decoupling inequalities we proved are interesting in their own right. This paper is structured as follows. We motivate and set up our main decoupling inequalities in Section 2, with the proof of the key decoupling results carried out in Section 3, parabolic rescaling in Section 4 and the refined decoupling inequality in Section 5. The application of the decoupling technology to distance sets on Riemannian manifolds is set up in Section 6 and carried out in Section 7. The key analog of Orponen's radial projection lemma used in [GIOW19] is established in Section 8.
A microlocal decoupling inequality
In this section we introduce a decoupling inequality associated to a certain microlocal profile. Our motivation is to consider the oscillatory integral operator
, and phase function φ(x, y) satisfies the CarlesonSjölin condition, see e.g. Corollary 2.2.3 in [Sog17] .
Definition 2.1 (Carleson-Sjölin condition). We say the phase function φ in S λ satisfies the d-dimensional Carleson-Sjölin condition if
(1) for all (x, y) ∈ supp a(x, y),
(2) For all x 0 ∈ supp x a(x, y), y 0 ∈ supp y a(x, y), the Gaussian curvature of C ∞ -hypersurfaces
is positive and ≈ 1 everywhere.
Remark 2.2. Denote x = (x , x d ). For simplicity, we will actually only work with phase functions which are normalized in the sense that |det ∂ 2 φ ∂x ∂y | ≈ 1, and all other entries in the mixed Hessian is small. In addition, we will also assume that both pure second partial |det ∂ 2 φ ∂x 2 | and |det ∂ 2 φ ∂y 2 | are about 1 on the support of a(x, y). This can be guaranteed by possibly adding terms purely in x or y to φ, which will not change the L p mapping properties of the operator. These conditions are satisfied on the Riemannian distance function d g (x, y) if the points x and y are separated and positioned on the last coordinate axis.
Notice that
Integrating by parts in the x variable, we can see that the kernel is essentially supported on the λ -neighborhood of the rescaled hypersurface λS x . With this operator in mind, we will prove a general decoupling inequality associated to such a microlocal profile. For convenience, we set φ λ (x, y) := λφ(x/λ, y/λ), a λ (x, y) = a(x/λ, y/λ), S λ x = S x/λ and work on the rescaled ball B λ . Here, and throughout, B k r (x) denotes the ball in R k centered at x of radius r. For convenience, B r denotes the ball in R d centered at the origin of radius r.
Suppose 1 ≤ R ≤ λ. Denote
We choose a cutoff function ψ φ λ ,R (x, ξ) ∈ C ∞ 0 (T * R d ), which equals 1 on N φ λ ,R , and equals zero outside N φ λ ,R/2 .
Without loss of generality, we may assume for each pair (x, ξ) ∈ N φ λ ,R , the flow starting from x with velocity ξ intersect the hyperplane x d = 0. Then we cover S d−1 using R −1/2 -caps τ and further decompose N φ λ ,R . Given (x, ξ), let u = u(x, ξ) ∈ R d−1 be the unique element such that
In other words, denote T x,ξ as the flow starting from x with velocity ξ, then (u(x, ξ), 0) is the intersection of T x,ξ and the hyperplane x d = 0, and θ(x, ξ) is the direction of T x,ξ at this intersection point. It is easy to check that the local existence and uniqueness of the two functions above are guaranteed by our assumption on φ. Denote
and ψ τ φ λ ,R (x, ξ) as a smooth partition of unity associated to this decomposition so that
We now define a function with microlocal support N φ λ ,R and state the decoupling inequality under the decomposition N τ φ λ ,R . Definition 2.3. We say a smooth function F has microlocal support in
Theorem 2.4 (The main decoupling inequality). Let F be a function with microlocal support in N φ λ ,R . For any ε > 0, there exists a constant C ε > 0 such that for any ball B R of radius R contained in B(0, λ), we have
d−1 . Remark 2.5. By Minkowski inequality and the freedom given by allowing the ε loss, it suffices to prove (2.4) for 1
Another remark is that, all arguments in this paper in fact work for functions whose microlocal support essentially lies in N φ λ ,R , namely
and thus it applies to S λ f . Here, and throughout, we write a function a(R) = RapDec(R) if for any natural number N , there exists a constant C N such that |a(R)| ≤ C N R −N for all R > 0.
3. Proof of Theorem 2.4 3.1. Local Small Scale Decoupling. We first show that at a sufficiently small scale R λ, (2.4) can be reduced directly to Bourgain-Demeter. We shall then obtain the general case by induction on scales. Let 0 < K ≤ λ 1/2−δ , where 0 < δ < 1 2 is small but fixed. Decompose the physical space using the partition of unity ω(K −1 (x −x)), for eachx ∈ KZ d . We remark that for the purpose of our application, K can be chosen to be as small as λ ε/2d , but the argument works with K = λ 1/2−δ , for any ε 2 < δ < 1 2 . Lemma 3.1. Let F be a function with microlocal support in N φ λ ,K , where 1 ≤ K ≤ λ 1/2−δ . Then for 0 < ε 1, there is a constant C ε > 0 such that
d−1 uniformly over the class of phase function φ, and the position of B(x, K).
Proof. First, we restrict F to B K (x) using a weight function. We have
Similarly,
Integrating by parts in ξ, we see that the above integral is rapidly decaying unless z is in the set {z : |z −x| λ ε 2 K}.
And thus we can pay the price of an extra rapidly decaying term, which can be absorbed by the left hand side, to insert a C ∞ 0 cutoff function ω 0 (λ −ε 2 K −1 (z −x)) into the above integral.
Remark 3.2. In fact, the constant in the rapidly decaying factor depends only on ε, and thus it will be offset by the rapid decay in λ. For the sake of simplicity, we will do the same for all similar rapid decaying terms without mentioning it, and we will only do this finitely many times in each lemma.
Observation. There exists an absolute constant C > 0 such that:
(1) z∈B
Proof of Observation. The claim (1) follows from the fact that
To see (2), since the function θ defined in (2.2) is differentiable,
This observation implies that the Fourier support of F lies in a CK −1 -neighborhood of Sx, and the Fourier supports of F σ are CK −1 -caps with finite overlap. Then Lemma 3.1 follows directly from Bourgain-Demeter's decoupling inequality [BD15, Theorem 1.1].
3.2. Small Scale Decoupling. Now we assemble B(x, K) ⊂ B R to obtain the following estimate on B R . Lemma 3.3. Given λ ε 2 < K < λ 1/2−δ , 0 < ε 1, there exists C ε > 0 such that
Proof. The key ingredient of the proof is a dyadic pigeonholing argument on the size of F σ L p (ω B R ) . Take 2 j 0 = 2 j as the dyadic number that maximizes
.
Without loss of generality, since K is a fixed positive power of λ, we may assume
Now we cover B R using balls of radius K,
and then employ Proposition 3.3 on each term in the sum to obtain
Let # denote the total number of σ-caps such that
Then we sum over balls of radius K,
as desired.
3.3. Iteration. Now we are ready to prove Theorem 2.4. Denote D ε (R, λ) the smallest constant such that (2.4) holds. The proof goes by induction. Assume that
To proceed with our iteration, we shall use the following parabolic rescaling lemma which will be proved in the next section.
, there exists a constant C ε which is uniform among the class of φ, such that
Applying Lemma 3.4 to (3.2) with ρ 2 = K = λ ε/2d . It follows that
By our induction hypothesis,
Choose K large enough such that C ε C ε (K) −ε/2 ≤ 1, then the induction closes.
Parabolic rescaling and proof of Lemma 3.4
Parabolic rescaling is already a standard technique in harmonic analysis. The key idea is, denote by N R the R −1 -neighborhood of a cap on the hypersurface
1/ρ }, with Σ(0) = ∇Σ(0) = 0, and curvature ≈ 1. Then
is the (R/ρ 2 ) −1 -neighborhood of a cap whose curvature is also ≈ 1. Although our version of the parabolic rescaling lemma is more complicated, this geometric fact will be still used as a key ingredient in the proof. Using parabolic rescaling, we now prove Lemma 3.4. Let the center of the cap σ ∈ S d−1 to be θ 0 . Without loss of generality, assume that B R is centered at the origin. Consider a finite overlapping collection of tubes of size Rρ −1 × · · · Rρ −1 × R that are positioned with respect to σ and cover B R . More precisely, decompose [−R,
Therefore, if we can decouple h on each ω T , by parallel decoupling, we can decouple h over the whole ball. Thus, from now on, we assume that h is localized to such a tube with a suitable weight function.
Fixing a tube T , after rotation and translation, we may assume the center of σ is θ 0 = ( 0, 1), and the central curve of T passes through the origin.Recall that as in Remark 2.2, we are assuming det ∂ 2 φ ∂x ∂y ≈ 1, all other entries of ∂ 2 φ ∂x∂y are 1, and that det ∂ 2 φ ∂y 2 ≈ 1, since adding a polynomial p(y) to the phase function does not influence the Carleson-Sjölin condition nor the mapping properties of the operator associated to this phase.
4.1. Straightening the Tube. We would like to perform a parabolic rescaling over the tube T . However, since our tube T is curved, the tangent to the central curve of the tube is changing smoothly along the curve. Thus a simple stretching along fixed orthogonal directions will not always provide desired rescaling for the caps along the curve. To fix this problem, we would like to do a smooth change of variables to Lagrangian coordinates before we do parabolic rescaling. See Figure 1 . To describe this change of variable, first we rescale back to the unit ball, where T get rescaled back to a R(λρ) −1 × · · · × R(λρ) −1 × Rλ −1 tube. Then since θ 0 = ( 0, 1), a point x on the central curve must satisfy Denote
Since the center of σ is ( 0, 1) and the central curve passes through the origin, we have F (x, 0) = 0 for each x in the central curve of T . Also
so by implicit function theorem there exists a neighborhood U of the central curve away from the origin and a differentiable function α on this neighborhood such that
Then denote
Since the center of σ is ( 0, 1) and the central curve starting from the origin passes through (α(0, 1), 1), we have G(0, (0, 0)) = 0. Also
so by implicit function theorem there exists a neighborhood V of the origin and a differentiable function β on this neighborhood such that
Notice the size of U, V is independent in ρ, R, λ, thus we may assume T ⊂ U ∪ V . Also from (4.1), (4.2) one can see
To see the Jacobian is ≈ 1, take ∇ u on both sides of (4.1), ∇ v on both sides of (4.2),
Since det
Hence the Jacobian of this change of variables is ≈ 1. Now the curve starting from (u, 0) with initial velocity ( 0, 1) can be written as the union of
We shall show the velocity of this curve is the normal of S (α(u,t),t) at its center.
Since the curve starting from (u, 0) with initial velocity ( 0, 1) passes through (α(u, t), t), one concludes that the center of S (α(u,t),t) is
Take ∂ t on both sides of (4.1),
generate the tangent space of the center of S x , thus we conclude that the velocity of the curve (α(u, t), t), for any u ∈ R d−1 , is the normal of S (α(u,t),t) at its center.
Also denote
We claim that now the cap σ of S λ
becomes a capσ ofS λ (u,t) associated withφ λ whose center has normal ( 0, 1). This is necessary for parabolic rescaling.
and by (4.5) the center ofS λ (u,t) is (4.9)
It remains to check the normal at the center. Since α λ in (4.7) is independent in v, we can take ∇ v on the last component of (4.7) to obtain
which is 0 when (v, s) = (u, 0) by (4.6). AsS λ (u,t) can be parametrized by v, this meansS λ (u,t) has normal ( 0, 1) at (v, s) = (u, 0), as desired. Also from (4.8) we have the curvature ofS λ (u,t) is ≈ 1.
Next we claim that, without loss of generality, we may assume the center ofσ is always the origin. To see this, notice we are allowed to change the phase function fromφ λ tõ
This is because the second term only depends on (u, t). Then by (4.3), (4.1) we have
where the second term is nothing but the center of S λ (α(u,t),t) . 4.2. Checking Microlocal Profile. Recall that h has been restricted to the tube T . Now if we takeh(u, t) = h(α λ (u, t), t), then its Fourier transform is:
For fixed z and ξ, if we do integration by parts in (w, r), we will get a rapid decay unless
Now if we do the change of variable z = (α λ (u, t), t), and for fixed (u, t), denote
Now by the same argument as above, we may drop the term ψ σ φ λ ,R (z, ξ) to see that modulo another rapid decaying error (4.12)
Now integration by parts in ξ yields that
otherwise we will get a rapid decay. Therefore, in terms of the microlocal support, we can identify (u, t) with (w, r).
Since for given (w, r) ≈ (u, t), ξ ∈ N , it follows from (4.8) that ((w, r), η) ∈ Nσ φ λ ,R . Then we apply Fourier inversion to the first line of (4.10) to obtain (4.13)h(u, t) = e −2πi((w,r)−(u,t))·η ψσ φ λ ,R ((w, r), η)h(w, r) dw dr dη,
and eachσ is a ρ −1 -cap centered at the origin with normal ( 0, 1).
4.3. Parabolic Rescaling. The parabolic rescaling argument goes back to the decoupling theory of Bourgain and Demeter in [BD15] , and the argument that we use here is a variant of the argument used by Beltran, Hickman and Sogge [BHS18] . Here we apply the parabolic rescaling (u, t) = (ρũ, ρ 2t ), (w, r) = (ρw, ρ 2r ),η = (ρη 1 , ρ 2 η 2 ), and denotẽ
).
Then (ũ,t), (w,r) ∈ B R/ρ 2 and (4.13) is equivalent to (4.14)h ρ (ũ,t) = e −2πi((w,r)−(ũ,t))·η ψσ φ λ ,R ((w, r), η)h ρ (w,r) dw dr dη.
By the geometric observation we mentioned at the beginning of this section, it follows that
where the functionφ ρ ((ũ,t), (ṽ,s) ) is chosen such that
Hence (4.14) becomes
Now we can apply our induction hypothesis toh ρ at scale (
By our reduction above,
and similarly for each R −1/2 -cap τ , there is a ρR −1/2 -capτ such that
Hence
and the proof is complete.
A Refined Microlocal decoupling Inequality
In this section, we shall use the microlocal decoupling inequalities proved above and the approach in the Euclidean case ( [GIOW19] ) to obtain further refined decoupling inequalities. In this section, we shall only present the theorem in the two-dimensional case for the critical index p = 6, for the sake of simplicity, even though the result can be readily generalized to higher dimensions case for all 2 ≤ p ≤ 2(d + 1)/(d − 1) with the same proof. Given 1 ≤ ρ ≤ R ≤ λ, we shall consider collections of curved tubes T = ∪ τ T τ associated to the phase function φ λ , and caps τ ⊂ S 1 of width R −1/2 . A curved tube T of dimension R 1/2 × R is in T τ , if the central axis of T is the curve γ τ t passing through (t, 0),
here t is chosen from a maximal ρ −1/2 separated subset of R, and θ is the center of τ ⊂ S 1 . For instance, in the case φ = d g , the angle between central geodesic γ τ of T and the first coordinate axis is θ ∈ τ . We say a function f is microlocalized to a tube T ∈ T τ if f has microlocal support essentially in N τ φ λ ,R , and f is essentially supported in T in physical space as well.
Theorem 5.1. Let 1 ≤ R ≤ λ. Let f be a function with microlocal support in N φ λ ,R . Let T be a collection of tubes associated to R −1/2 caps, and W ⊂ T. Suppose that each T ∈ W is contained in the ball B R . Let W be the cardinality of W. Suppose that
where each f T is microlocalized to T ∈ W, and f T L 6 is roughly constant among all T ∈ W. If Y is a union of R 1 2 -cubes in B R each of which intersects at most M tubes T ∈ W. Then
This matches the refined decoupling inequalities appeared in [GIOW19] , and the proof is very similar. We include the proof here for the sake of completeness.
Proof. Like the proof for (2.4), we shall employ induction on scales via parabolic rescaling, and therefore we shall prove a stronger theorem which works for all phase function φ in our class.
By a standard dyadic pigeonholing, we shall assume that f L p (Q) is approximately a constant for all R 1/2 cubes Q ⊂ Y .
For each R −1/4 -cap σ, we cover B R with fat tubes ∈ F of dimension R 3/4 × R, with central axis being the curves γ σ . Each fat tube is associated to one σ = σ( ). Then we consider the subcollection W := {T ∈ W : T ∈ T τ for some τ ⊂ σ( ) and T ⊂ }. Now consider f = T ∈W f T , then it is easy to see that f has microlocal support in N σ φ λ ,R 
Now, we are in a position to begin the induction on scales argument. We assume that (5.1) is true at scale R 1 2 , we shall prove it for the scale R. Let us decompose into R 
Finally, we perform dyadic pigeonhole one last time for the number of fat tubes such that Q ⊂ Y . This results in a subset Y ⊂ Y which is a union of R 1 2 cubes Q ⊂ that each lies in ∼ M choices of ∈ B. Now for each Q ⊂ Y , we have
Invoking decoupling inequality (2.4), we have
Noting that the number of terms in the sum is ∼ M , if we apply Hölder's inequality, raise everything to the 6-th power and sum over Q ⊂ Y , we see that
Using our bound on f 6 L 6 (Y ) from the induction hypothesis and taking account of loss from dyadic pigeonholing, we see that
Noting that M M ≤ M and |B|W ≤ W , we have
which closes the induction.
Application to Riemannian distance set
Let (M, g) be a Riemannian surface. E ⊂ M is a compact set with positive α-dimensional Hausdorff measure. Rescaling the metric, if necessary, we can assume that E is contained in the unit geodesic disk of a coordinate patch of M , and in this disk, the metric g is very close to the flat metric. Let E 1 and E 2 be subsets of E with positive α-dimensional Hausdorff measure so that the distance from E 1 to E 2 is comparable to 1, and E j is supported in some geodesic disk B j of radius 1/100. Each E i admits a probability measure µ i such that suppµ i ⊂ E i and µ i (B(x, r) ) r α . Here B(x, r) denotes the geodesic disk of radius r.
Let d g be the Riemannian distance function on M . We define the push-
The following result in the Euclidean case is proved in [GIOW19] , Proposition 6.1.
Proposition 6.1. For every 1 ≤ α < 4/3 and every positive number C, there is a probability measure µ on B 2 (1) with the following properties:
(1) For any ball B(x, r), µ(B(x, r)) r α .
It is not difficult to check, using geodesics and parallel transport, that the direct analog of Proposition 6.1 holds in the setting of two-dimensional Riemannian manifolds. For this reason we cannot expect to obtain the desired result by estimating the L 2 norm of the distance measure, so we follow [GIOW19] and eliminate the contribution of the "rail tracks" using a suitable pruning procedure. This is where we now turn our attention.
6.1. Microlocal decomposition. We shall use the geodesic normal coordinates {(x 1 , x 2 )} about a given point x 0 in the middle of E 1 and E 2 , such that in this coordinate system,
and
More precisely, we put E 1 and E 2 on the 2nd coordinate axis symmetrically. Then we identify the cotangent space at each point on the x 1 -axis using parallel transport along this axis.
The microlocal decomposition is performed with respect to the geodesic flow transverse to the x 1 axis.
Let R 0 1, R j = 2 j R 0 . Cover the part of the annulus R j−1 ≤ |ξ| ≤ R j where {(ξ 1 , ξ 2 ) :
2 } by rectangular blocks τ with size about R 1 2 j × R j , with long direction of each block being the radial direction. Then we need two big blocks to cover the remaining part of the annulus. We choose a partition of unity subordinate to this cover, so that
Let δ > 0 be a small constant, and T 0 be the geodesic tube of width 1/10 about the x 2 -axis. For each (j, τ ), we look at geodesics γ so that γ intersects the x 1 -axis, and the tangent vector of γ at the intersection point is pointing in the direction of τ . Now we use geodesic tubes T γ of size R −1/2+δ j × 1 about such geodesics to cover T 0 . Let T j,τ be the collection of all these tubes, T = ∪ j,τ T j,τ . Let η T be a partition of unity subordinate to this covering, that is, in the unit disk,
Now we need to use a microlocal decomposition for functions supported in B 1 , which respects the geodesic flow. For function f with suppf ⊂ B 1 , and each (j, τ ), let
Where Φ(x, ξ) is a smooth function with bounded derivatives that gives a unique direction ζ, |ζ| = |ξ|, so that there exists a unique point z = (z 1 (x, ξ), 0) on the x 1 -axis, the geodesic connecting z and x has tangent vector ζ/|ζ| at z and ξ/|ξ| at x. Similarly define
is the identity operator. Denote A * (x, ξ) = ψ * • Φ(x, ξ) to be the symbol of the pseudodifferential operator Ψ * . Now, for each T ∈ T j,τ , define the operator M T by
6.2. Good and Bad tubes. We call a tube T ∈ T j,τ bad if
other wise, we say T is good. Define
In the Euclidean setting, it is proved in [GIOW19] that the contribution from bad tubes is negligible. Our goal is the generalize this fact to the Riemannian setting. We shall prove the following.
Proposition 6.2 (Bad Tubes
We proceed by considering d x * (M T µ 1 ) for each tube T .
Lemma 6.3 (Lemma 3.1 and Lemma 3.2 in [GIOW19]). If
For x ∈ E 2 , and x ∈ 2T , we have
Moreover, for any x ∈ E 2 ,
Proof. Recall that
Here A j,τ (y, ·) is the inverse Fourier transform of A j,τ in the second variable. It is clear that for each given y, A j,τ (y, ·) is a smooth Schwartz class function with essential support contained in a rectangle R z centered at 0 of size R
denotes the characteristic function of 2R z , the above implies that
uniformly in z. Now the left hand side of (6.1) is
here we have used the fact that T has width R −1/2+δ j R −1/2 j . The above implies (6.1).
To prove (6.2), we write
where l(y) is the formal restriction of µ 2 on the geodesic circle
is negligible unless t ∼ 1. Now since
and | dµ 1 | = 1, it suffices to show that
Now let y = |y|(cos ω, sin ω) parametrize the geodesic circle S 1 (x, t). Then dl(y) ≈ |y|dω. If we wright ξ = |ξ|(cos θ, sin θ), we can see that
Since x ∈ 2T, y ∈ T , we have |θ − ω| R −1/2+δ j , thus the ω derivative of the phase function is bounded below by R 1/2+δ j . While
integration by parts yields (6.2). A similar proof using T 0 in place of T gives (6.3).
A corollary of (6.1) is that
Lemma 6.4. For f supported in B 1 , we have
The left hand side is
which has rapid decay in R j . Now define
Lemma 6.5. For any x ∈ E 2 ,
Proof. If we use lemma 2.3 and (6.3), we see that
By invoking (6.4) and (6.2), we have
since there are only finite overlaps between different 2T 's, the right hand side is bounded by
To estimate the measure of Bad j (x), we shall need a generalized version of Orponen's radial projection theorem that is adapted to our microlocal setup.
For a point y ∈ E 1 , consider the generalized radial projection map defined on x ∈ B 2 (6.6)
Here exp −1 y is the inverse of the exponential map centered at y, which gives the tangent vector of the geodesic connecting x and y. We may assume directions are identified at different base points.
We need the following analog of Theorem 3.7 stated in [GIOW19] . The proof is given in Section 8 Theorem 6.6. For every α > 1 there exists p(α) > 1 so that
As in [GIOW19] , if we denote Bad j := {(y, z) : there is a bad T ∈ T j so that 2T contains y and z}, then we show that the above analog of Orponen's projection theorem implies the following.
Lemma 6.7. For each α > 1, there is a constant c(α) > 0 so that for each j ≥ 1,
Proof. Note that
Suppose that T ∈ T j is a bad rectangle and y ∈ 2T . Let Arc(T ) be the arc of S 1 that correspond to the direction of T with length about R −1/2+δ j . Note that if we take two points z, z on the central geodesic of the tube then π z (z ) ∈ S 1 gives the center of the arc. It then follows that π y (2T ) ⊂ Arc(T ), and thus
Therefore π y (Bad j (y)) can be covered by arcs Arc(T ) of length about R −1/2+δ j , satisfying the above estimates. By the Vitali covering lemma, we can choose a disjoint subset of the arcs Arc(T ) so that 5Arc(T ) covers π y (Bad j (y)), thus we have
Now we can use Lemma 2.6 to prove Proposition 2.1, the proof is identical to that of [GIOW19] .
Proof of Proposition 6.2. Recall
For each j ≥ 1, we can choose S j ⊂ E 2 so that µ 2 (S j ) ≤ R −(1/2)c(α)δ j , and for all x ∈ E 2 \ S j ,
Let E 2 = E 2 \ ∪ j≥1 S j , thus µ 2 (E 2 ) ≥ 1 − 1/1000 if R 0 is sufficiently large. Then for x ∈ E 2 , we have
, which can be arbitrarily small if we choose R 0 to be large enough.
Proof of Main Theorem
Now we are ready to follow ideas in [GIOW19] to prove our main theorem. It suffices to show
If it holds, together with Proposition 6.2 there exists R 0 > 0, x ∈ E 2 such that d
,
is a probability measure on ∆ g,x (E),
On the other hand, by Cauchy-Schwarz
Hence |∆ g,x (E)| > 0.
Now it remains to consider
Since µ 1,good ∈ C ∞ 0 ([0, 1] 2 ), one can see that
Denote R j = 2 j R 0 . Then it suffices to show
is summable in j = 1, 2, . . . . Recall that µ 1,good :
Since λ ≈ R j , by standard integration by parts argument it is equivalent to consider
where
We claim that this decomposition coincides with the wave-packet decomposition in Section 6.1. By Lemma 6.3 and (7) we may replace F λ T by χ 2T ·F λ T , so the physical support is fine. To check the microlocal support, notice
By integration by parts in z, one can see that ξ essentially lies in the R 2δ -neighborhood of
Since z lies in 2T as well, both y, z lie in a R −1/2 -neighborhood of the central curve of T , thus for each fixed z, ∇ z d g (z, y) must lie in a R −1/2 -cap of the geodesic circle determined by T , as desired. By dyadic pigeonholing, we can only consider tubes T ∈ W β where ||F T || L 6 ∼ β. Denote W = #(W β ).
Decompose [0, 1] 2 into R −1/2 -squares Q. By dyadic pigeonholing again we can only consider
Since F is (morally) locally constant at scale R −1 , we can replace µ 2 by µ 2 * ψ R −1 , where ψ R −1 is a bump function with integral 1 essentially supported on B R −1 . Then by Hölder's inequality
For the first factor, we apply the refined microlocal decoupling inequality (5.1) to obtain
For the second factor, by the ball condition on µ 2 we have
Lemma 7.1. For any γ, M ,
The proof is the same as that of [GIOW19, Lemma 5.4]. We give the proof for the sake of completeness.
Proof of Lemma 7.1. This is a double counting argument. Consider
Since each tube T ∈ W β is good, we have µ 2 (2T ) R
On the other hand, each Q ∈ Q γ,M intersects M tubes T . Therefore
Comparing these bounds for I, one gets
Hence the lemma follows since µ 2 (Q) ∼ γ for each Q ∈ Q γ,M . Put (7.1), (7.2), (7.3) and Lemma 7.1 together, it follows that (7.4)
where the last inequality follows since F λ T is essentially supported on 2T . Notice
This implies that ξ essentially lies in the λ/R ≈ R 2δ j -neighborhood of λτ , where τ ⊂ S y is a R −1/2 -cap, thus
is defined in (2.3). Then by Cauchy-Schwarz it is bounded from above by
For each fixed y ∈ 2T ,
in (2.3) one can see that uniformly in y ∈ 2T ,
It follows that
and therefore
denotes the energy integral which is well known to be finite for any α ∈ (0, s) (see e.g. [Mat15, Section 2.5, 3.5]). Plug this estimate into (7.4), with |T | ≈ R −1/2 :
which is summable in j if s > 5/4 and δ > 0 is small enough. The proof is complete.
Radial projections on manifolds
In Euclidean spaces, denote the radial projection centered at y ∈ R d by π y (x) = x − y |x − y| :
The following estimate due to Orponen plays an important role in recent work on Falconer distance conjecture [KS19] , [GIOW19] , [Shm18] . It holds in general dimensions but we only state the planar version for our use. dν(y) I t (ν) 1/2 · I s (µ) p/2 < ∞.
In this paper an analog of this result on Riemannian manifolds is needed. Recall on manifolds the radial projection is defined by Theorem 8.2. Given compactly supported Borel measures µ, ν on a twodimensional Riemannian manifold such that supp(µ)∩supp(ν) = ∅, I s (µ), I t (ν) < ∞, with s > 1, s + t > 2. Then for any 1 < p < min{2 − t, t/(2 − s)} we have
The argument is the same as Orponen's. The only difference here is we work on generalized projections, which have already been studied by Peres and Schlag [PS00] .
We shall give a proof of Theorem 8.2 for completeness. It also holds in higher dimensions, but we only state the planar version for our use.
8.1. Generalized projections. For any u ∈ R and θ ∈ S 1 , denote by π θ (x) = u the "orthogonal projection" if there exists t ∈ R such that exp (u,0) tθ = x.
We claim that π θ satisfies the transversal condition in [PS00] . In fact it suffices to show
To see this, by definition −∇ y φ(x, (π θ (x), 0)) = (cos θ, sin θ).
Take ∂ x 1 , ∂ x 2 on both sides, we have
It implies ∇ x π θ is parallel to ∂ y 1 ∇ x φ, thus tangent to S x in Definition 2.1. Therefore |∂ θ ∇ x π θ (x)| ≈ 1 by the curvature assumption on S x .
With this transversality condition, it is well known that (see [PS00] , or [Mat15, Chapter 18])
• if I α (µ) < ∞, then • for any measure σ on S 1 satisfying σ(B(θ, r)) r s , ∀ θ ∈ S 1 , r > 0, I β ((π θ ) * µ) dσ(θ) I β (µ), ∀ β < s ≤ 1.
In particular, since by Hölder . We may assume µ, ν ∈ C ∞ 0 , then the general case follows by standard limit argument (see [Orp19] for details).
The first step is to reduce it to orthogonal projections: for any p > 0, (8.5) ||π
where the implicit constant only depends on dist(supp(µ), supp(ν)). To see this, for any f ∈ C(S 1 ), f (e) µ(exp y te) dt dH 1 (e).
Therefore as a function π y * µ(e) ≈ µ(exp y (te)) dt = µ(exp (π θ(y,e) ,0) tθ(y, e)) dt, where θ(·, ·) is already defined in (2.2).
Since the exponential map is a local diffeomorphism on the tangent bundle, the map that sends y, e to u = π θ(y,e) , θ = θ(y, e) is differentiable, with Jacobian ≈ 1. Therefore Fix f ∈ L p ((π θ ) * µ), ||f || L p ((π θ ) * µ) = 1. Since there exists > 0 such that 2 − s + ∈ (0, 1) and 1 < p ≤ t/(2 − s + ), by Hölder's inequality twice we have
