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1
Summary
We onsider a family S = S(a) of 2-valued transformations of speial form on the segment
[0, 1] with measure µ =
Z
p(x) dλ , whih is absolutely ontinuous with respet to the Lebesgue
measure λ . We endow S with a set of weight funtions α = {α1(x), α2(x)} and nd a riterion
of measure invariane under the transformation. This riterion relates the three parameters a ,
p , α to eah other.
Key words: multivalued dynamial system, invariant measure, β -expansion, Bernoulli
onvolution
Àííîòàöèÿ
àññìàòðèâàåòñÿ ñåìåéñòâî äâóçíà÷íûõ òðàíñîðìàöèé S = S(a) ñïåöèàëüíîãî âè-
äà íà îòðåçêå [0, 1] ñ ìåðîé µ =
Z
p(x)dλ , àáñîëþòíî íåïðåðûâíîé îòíîñèòåëüíî ìåðû
Ëåáåãà λ . Òðàíñîðìàöèÿ S îñíàùàåòñÿ íàáîðîì âåñîâûõ óíêöèé α = {α1(x), α2(x)} .
Íàõîäèòñÿ êðèòåðèé èíâàðèàíòíîñòè ìåðû ïîä äåéñòâèåì çàäàííîé îñíàùåííîé òðàíñ-
îðìàöèè. Ýòîò êðèòåðèé ÿâíûì îáðàçîì ñâÿçûâàåò òðè ïàðàìåòðà: a , p è α .
Êëþ÷åâûå ñëîâà: ìíîãîçíà÷íàÿ äèíàìè÷åñêàÿ ñèñòåìà, èíâàðèàíòíàÿ ìåðà, β -
ðàçëîæåíèå
1. Introdution. Dynamial system onneted to arithmeti
representation
Connetions between the ergodi theory and the metri number theory are well
known. One of these onnetions are arithmeti representations arising in speial
symboli realization of dynamial systems.
Let β ∈ (1, 2] . Any innite sequene σ1σ2 . . . of zeros and ones is alled β -expansion
of number x ∈ [0, 1] (see [1, 2℄), provided that
x =
∞∑
k=1
σkβ
−k.
It is lear that with β = 2 we obtain the usual binary representation of number x .
Every number x ∈ [0, 1] has at least one β -expansion whih is alled anonial, or
¾greedy expansion¿: σk = [βT
k−1x] , k ≥ 1 , where Tx = {βx} ( [y] and {y}  whole
and frational parts of number y ∈ R) (see [3℄).
1
This artile was published (in redued way) by the author in Russian as Òðîøèí Ï.È. Îá èíâà-
ðèàíòíîñòè ìåðû äëÿ îäíîé 2 -òðàíñîðìàöèè // Ó÷åíûå çàïèñêè Êàçàíñê. óíèâåðñèòåòà. Ñåð.
Ôèç.-ìàòåì. íàóêè.  2009.  Ò. 151, êí. 4.  Ñ. 183191. (P.I. Troshin. On measure invariane for
a 2 -valued transformation. Uhenye zapiski Kazanskogo universiteta. Ser. Phys.-math. nauki, vol. 151,
no. 4 (2009), pp. 183191, ISSN 1815-6088).
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If β ∈
(
1, 1+
√
5
2
)
, then x ∈ [0, 1] has a ontinuum of dierent β -expansions [4℄, if
β ∈
[
1+
√
5
2 , 2
)
, the same is true for almost every x ∈ [0, 1] [5℄. On the other hand, for
all m ∈ N there exists a base β ∈
(
1+
√
5
2 , 2
)
and a number x ∈ [0, 1] whih has exatly
m dierent β -expansions [6℄.
As it is shown in [7℄, to nd an arbitrary β -expansion of number x1 ∈ [0, 1] , it is
neessary and suient to follow the one of the possible orbit of the point x1 under
multi-valued transformation S (see g. 1)


h0(x) = βx, x ∈
[
0, 1
β
]
;
h1(x) = βx− β + 1, x ∈
[
1− 1
β
, 1
]
.
There is a orrespondene between every orbit x1, x2, x3 . . . and β -expansion σ1σ2σ3 . . .
of number x1 whih an be found by the rule:
σk = 0, åñëè xk+1 = h0(xk);
σk = 1, åñëè xk+1 = h1(xk).
If xk ∈ [1− 1β , 1β ] , then we an hoose the mapping h0 as well as h1 to onstrut xk+1 .
Thus we obtain every possible β -expansions of number x1 .
To nd a anonial β -expansion it is neessary and suient to follow in the same
way as before a single-valued orbit under 1 -transformation S2 (see g. 1)
S2(x) =


βx, x ∈
[
0, 1− 1
β
)
;
βx− β + 1, x ∈
[
1− 1
β
, 1
]
.
0 1
1
Β - 1
Β
Βx
x
y
0 1
1
Β - 1
Β - 1
Β
Β - 1 x
y
Figure 1: Sheme of transformations S (on the left) and S2 (on the right)
By investigating the orbits of points under transformation S2 , we ome to the
onlusion that orbits of all the points exept x = 1 are ¾aptured¿ by the segment
[0, β− 1] . Dynamial system ([0, β− 1];S2|[0,β−1]) was onsidered in lassial papers on
β -expansions [1,2,8℄, in whih they found invariant measure equivalent to the Lebesgue
measure, and also in [7,9℄, where they alulated top addresses for the iterated funtion
system
{
[0, 1];φ1(x) =
1
β
x+ 1− 1
β
, φ2(x) =
1
β
x, 1 < β < 2
}
.
Transformation S is also tightly onneted to the problem of nding every parameter
β ∈ (1, 2) whih provides nonsingularity of Erdos measure on the segment [0, 1] , 
à measure orresponding to a distribution of random variable
∑∞
k=1 σkβ
−k
where
oeients σk ∈ {0, 1} are independently hosen with probability 1/2 (this is alled
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Bernoulli onvolution problem and it has not been solved yet) (see [10℄, ne survey on
the topi an be found in [11℄).
Given a ∈ (0, 12 ] , we onsider 2 -transformation S = S1 ∪ S2 on the segment [0, 1]
(see g. 2) where
S1(x) =
{
1
1−ax, x ∈ [0, 1− a);
1
1−ax− a1−a , x ∈ [1− a, 1],
S2(x) =
{
1
1−ax, x ∈ [0, a);
1
1−ax− a1−a , x ∈ [a, 1].
Note that in the disussion above β = 11−a .
0 1
1
a x
y
=
0 1
1
1 - 2 a
1 - a
1 - a x
y
⋃
0 1
1
a
1 - a
a x
y
Figure 2: Sheme of 2-transformation S = S1 ∪ S2
Let λ be the Lebesgue measure on [0, 1] , B  σ -eld of Borel subsets of [0, 1] .
Let also µ(B) =
∫
B
p(x) dλ be a measure absolutely ontinuous with respet to the
Lebesgue measure, p(x) ∈ L1([0, 1],B, λ) and p(x) ≥ 0 . We endow 2 -transformation
S with a set of weight funtions
α = {α1(x), α2(x)}, α1(x), α2(x) ∈ L1([0, 1],B, λ)
provided that α1(x) + α2(x) ≡ 1 and α1(x), α2(x) ≥ 0 . Heneforth, we onsider 2 -
valued dynamial system ([0, 1],B, µ, {S, α}) with the nite measure µ .
Aording to [12℄, we obtain a new measure µS on B by the next formula:
µS(B) =
∫
S
−1
1
(B)
α1(x)p(x) dλ +
∫
S
−1
2
(B)
α2(x)p(x) dλ.
Denote α1(x)p(x) = A1(x) , α2(x)p(x) = A2(x) . Then A1(x) +A2(x) = p(x) and
µS(B) =
∫
S
−1
1
(B)
A1(x) dλ +
∫
S
−1
2
(B)
A2(x) dλ.
There are three independent parameters in the studied onstrution: density funtion
p(x) , number a (parameter of transformation S ) and an equipment α = {α1(x), α2(x)}
(µ = µ(p) and S = S(a, α)). When searhing for equipped transformation with given
invariant measure µ or searhing measure whih is preserved by given transformation
S ,  we have a ertain relation between the parameters to fulll the equation µS = µ .
This relation is investigated in Lemma 1 and Theorem 1. In the Corollary 2
we partiularly disuss the Lebesgue measure(p ≡ 1). The onstrution dened in
Theorem 3 gives an example of an invariant measure with non-onstant density.
Two more examples onsistent with lassial results in ergodi theory are given in
Corollaries 3 and 5.
2. Main results. Criterion of measure invariane
Fix three parameters: a ∈ (0, 12 ] , α = {α1(x), α2(x)} and p(x) . Then the ondition
of measure invariane µS = µ is haraterized by the following
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Lemma 1. µS = µ if and only if for almost every x ∈ [0, 1] (with respet to λ)
A1((1− a)x) + χ[ 1−2a1−a ,1](x)A1((1− a)x+ a) +A2((1− a)x+ a)+
+ χ[ 0, a1−a )
(x)A2((1− a)x) = p(x)
1− a . (1)
Proof. Let C1 =
[
1−2a
1−a , 1
]
, C2 =
[
0, a1−a
)
. Then by hanging variables in the
Lebesgue integral we obtain that for every B ∈ B
µS(B) =
∫
(1−a)B
A1(x) dλ +
∫
(1−a)(B∩C1)+a
A1(x) dλ +
∫
(1−a)(B∩C2)
A2(x) dλ+
+
∫
(1−a)B+a
A2(x) dλ =
= (1 − a)

∫
B
A1((1− a)x) dλ +
∫
B
χC1(x)A1((1− a)x+ a) dλ+
+
∫
B
χC2(x)A2((1 − a)x) dλ +
∫
B
A2((1 − a)x+ a) dλ

 . (2)
If µS = µ , then onsidering arbitrariness of B ∈ B formula (2) implies (1). And
onversely, by substituting the equality (1) into (2), we get µS = µ .
Let heneforward
1
n+ 1
< a ≤ 1
n
(n ∈ N, n ≥ 2).
Theorem 1. µS = µ if and only if the following onditions hold true:
n−1∑
k=−1
p(x0 + ka) =
1
1− a
n−2∑
k=−1
p
(
x0 + ka
1− a
)
, x0 ∈ [a, 1− (n− 1)a); (3)
n−2∑
k=−1
p(x1 + ka) =
1
1− a
n−3∑
k=−1
p
(
x1 + ka
1− a
)
, x1 ∈ [1− (n− 1)a, 2a); (4)
α1(x+ma)p(x+ma) =
m∑
k=−1
p(x+ ka)− 1
1− a
m−1∑
k=−1
p
(
x+ ka
1− a
)
, (5)
where x+ma ∈ [(m+1)a, (m+2)a) for m = 0, n− 3 , x+(n− 2)a ∈ [(n− 1)a, 1− a) .
There is no restrition on funtion α1(x) on the intervals [0, a) and [1− a, 1] .
Proof. Let us onsider two ases.
1. First let 0 < a ≤ 13 . Then a1−a ≤ 1−2a1−a and formula (1) an be written in the
following form:
p(x)
1− a =


p((1 − a)x) +A2((1 − a)x+ a), x ∈
[
0, a1−a
)
;
A1((1− a)x) +A2((1 − a)x+ a), x ∈
[
a
1−a ,
1−2a
1−a
)
;
p((1 − a)x+ a) +A1((1− a)x), x ∈
[
1−2a
1−a , 1
]
.
(6)
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Consider the rst equation of the system:
p(x)
1−a = p((1 − a)x) + A2((1 − a)x + a) ,
x ∈
[
0, a1−a
)
. Make a hange y = (1− a)x+ a , then, for y ∈ [a, 2a) ,
1
1− a p
(
y − a
1− a
)
= p(y − a) + A2(y) = p(y − a) + p(y)−A1(y).
Consider the seond equation of the system:
p(x)
1−a = A1((1−a)x)+A2((1−a)x+a) ,
x ∈
[
a
1−a ,
1−2a
1−a
)
. Make a hange y = (1− a)x , then, for y ∈ [a, 1− 2a) ,
1
1− a p
(
y
1− a
)
= A1(y) +A2(y + a) = p(y + a) +A1(y)−A1(y + a).
Consider the third equation of the system:
p(x)
1−a = p((1 − a)x + a) + A1((1 − a)x) ,
x ∈
[
1−2a
1−a , 1
]
. Make a hange y = (1− a)x , then, for y ∈ [1− 2a, 1− a] ,
1
1− a p
(
y
1− a
)
= p(y + a) +A1(y).
Thus we obtain:

A1(y) = p(y − a) + p(y)− 11−a p
(
y−a
1−a
)
, y ∈ [a, 2a);
A1(y + a) = A1(y) + p(y + a)− 11−a p
(
y
1−a
)
, y ∈ [a, 1− 2a);
A1(y) =
1
1−a p
(
y
1−a
)
− p(y + a), y ∈ [1− 2a, 1− a].
(7)
Note that for 0 ≤ y < a or 1− a < y ≤ 1 funtion α1(y) an be arbitrary, beause
equality (1) doesn't apply any onditions on it.
Let y˜ ∈ [a, 2a) , then
A1(y˜) = p(y˜ − a) + p(y˜)− 1
1− a p
(
y˜ − a
1− a
)
=
=
0∑
k=−1
p(y˜ + ka)− 1
1− a
−1∑
k=−1
p
(
y˜ + ka
1− a
)
.
Using the seond equality of the system (7) we an get by indution:
A1(y˜ + a) =
0∑
k=−1
p(y˜ + ka)− 1
1− a
−1∑
k=−1
p
(
y˜ + ka
1− a
)
+ p(y˜ + a)−
p
(
y˜
1−a
)
1− a =
=
1∑
k=−1
p(y˜ + ka)− 1
1− a
0∑
k=−1
p
(
y˜ + ka
1− a
)
,
A1(y˜ + 2a) =
1∑
k=−1
p(y˜ + ka)− 1
1− a
0∑
k=−1
p
(
y˜ + ka
1− a
)
+ p(y˜ + 2a)−
p
(
y˜+a
1−a
)
1− a =
=
2∑
k=−1
p(y˜ + ka)− 1
1− a
1∑
k=−1
p
(
y˜ + ka
1− a
)
,
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.
.
.
A1(y˜ +ma) =
m∑
k=−1
p(y˜ + ka)− 1
1− a
m−1∑
k=−1
p
(
y˜ + ka
1− a
)
, (8)
where m = 1, 2, . . . is suh that y˜ +ma− a ∈ [a, 1− 2a) , that is
y˜ ∈ [(2 −m)a, 1− (m+ 1)a) ∩ [a, 2a).
This way the values of funtion A1(y) from interval [a, 2a) are indued onto [2a, 3a) ,
[3a, 4a) ,. . . The system (7) an be desribed by sheme depited on g. 3, in whih
γ = 1− [1−a
a
]
a ( [x]  whole part of x ∈ R).
Figure 3: Sheme of indution in system (7)
Let
1
n+1 < a ≤ 1n , n = 3, 4, . . . Note that γ = 1−(n−1)a (n ≤ 1a < n+1 ,
[
1
a
]
= n ,[
1−a
a
]
=
[
1
a
] − 1 = n − 1) and a ≤ γ < 2a . We will use system (7) again. In order to
improve visibility we will highlight interesting expression in a hain of inequalities in
bold. Take y0 ∈ [a, γ) , then, for m = n− 2 ,
a ≤ (n− 2)a = a+ (n− 3)a ≤ y0 + (n− 2)a− a < 1− (n− 1)a+ (n− 3)a = 1− 2a.
On the other hand, whereas
1− 2a < (n− 1)a ≤ y0 + (n− 2)a < 1− a,
we an use the formula (8) and the third equality of system (7):
1
1− a p
(
y0 + (n− 2)a
1− a
)
− p(y0 + (n− 1)a) = A1(y0 + (n− 2)a) =
=
n−2∑
k=−1
p(y0 + ka)− 1
1− a
n−3∑
k=−1
p
(
y0 + ka
1− a
)
,
whih implies formula (3).
Now take y1 ∈ [γ, 2a) . If n ≥ 4 , then, for m = n− 3 ,
a ≤ 1− 3a = γ + (n− 3)a− a ≤ y1 + (n− 3)a− a < 2a+ (n− 3)a− a ≤ 1− 2a.
On the other hand, whereas
1− 2a ≤ y1 + (n− 3)a < 1− a,
we an write:
1
1− a p
(
y1 + (n− 3)a
1− a
)
− p(y1 + (n− 2)a) = A1(y1 + (n− 3)a) =
=
n−3∑
k=−1
p(y1 + ka)− 1
1− a
n−4∑
k=−1
p
(
y1 + ka
1− a
)
,
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whih implies formula (4).
If n = 3 , then y1 ∈ [a, 2a)∩ [1−2a, 1−a] . Therefore, we get formula (4) by equating
the rst and the third equalities in the system (7).
2. Now let
1
3 < a ≤ 12 . In this ase 1−2a1−a < a1−a and formula (1) an be written in
the following way:
p(x)
1− a =


p((1− a)x) +A2((1 − a)x+ a), x ∈
[
0, 1−2a1−a
)
;
p((1− a)x) + p((1− a)x+ a), x ∈
[
1−2a
1−a ,
a
1−a
)
;
p((1− a)x+ a) +A1((1− a)x), x ∈
[
a
1−a , 1
]
.
(9)
Consider the rst equality of the system:
p(x)
1−a = p((1 − a)x) + A2((1 − a)x + a) ,
x ∈
[
0, 1−2a1−a
)
. Make a hange y = (1− a)x + a , then, for y ∈ [a, 1− a) ,
1
1− a p
(
y − a
1− a
)
= p(y − a) + A2(y) = p(y − a) + p(y)−A1(y). (10)
Consider the seond equality of the system:
p(x)
1−a = p((1 − a)x) + p((1 − a)x + a) ,
x ∈
[
1−2a
1−a ,
a
1−a
)
. Make a hange y = (1− a)x+ a , then, for y ∈ [1− a, 2a) ,
1
1− a p
(
y − a
1− a
)
= p(y) + p(y − a). (11)
Consider the third equality of the system:
p(x)
1−a = p((1 − a)x + a) + A1((1 − a)x) ,
x ∈
[
a
1−a , 1
]
. Make a hange y = (1− a)x , then, for y ∈ [a, 1− a] ,
A1(y) =
1
1− a p
(
y
1− a
)
− p(y + a). (12)
Equating the values of A1(y) obtained from equations (10) and (12) for y ∈ [a, 1−a) ,
and taking in aount equation (11), we exatly get formulae (3)(5) for n = 2 .
Conversely, µS = µ provided that (3)(5) hold true. Indeed, these onditions do not
set a value of α1(x) in the point 1−a , but on the interval [a, 1−a) they are equivalent
to the system (7) (for n ≥ 3) or to onditions (10)(12) (for n = 2). Therefore almost
everywhere (exluding pointx = 1 (y = 1− a)) equality (1) holds true.
For the sake of larity we provide two Corollaries from the Theorem.
Corollary 1. Given measure µ≪ λ , there exists equipped 2-transformation S(a, α)
preserving measure µ if and only if parameters p(x) , a and α = {α1(x), α2(x)} sue
the onditions (3)(5).
Corollary 2. Given equipped 2-transformation S(a, α) , there exists measure µ≪ λ
whih is preserved by S if and only if the parameters p(x) , a and α = {α1(x), α2(x)}
sue the onditions (3)(5).
An example of trivial density is given in the following Theorem disussing the ase
of the Lebesgue measure (µ = λ , p ≡ 1).
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Theorem 2. λS = λ if and only if a =
1
n
, n ∈ N , n ≥ 2 , and
α1(x) =


n−2
n−1 , x ∈
[
1
n
, 2
n
)
;
n−3
n−1 , x ∈
[
2
n
, 3
n
)
;
.
.
.
1
n−1 , x ∈
[
n−2
n
, n−1
n
)
.
On the intervals
[
0, 1
n
)
,
[
n−1
n
, 1
]
funtion α1(x) is arbitrary.
Proof. We apply Theorem 1 for p(x) = 1 . The ondition (3) loses its meaning,
beause the interval turns into an empty set:
n+ 1 =
1
1− an, x0 ∈ [a, 1− (n− 1)a) =
[
1
n+ 1
,
1
n+ 1
)
= ∅.
Condition (4),
n =
1
1− a (n− 1), x1 ∈ [1− (n− 1)a, 2a) =
[
1
n
,
2
n
)
,
immediately implies a = 1
n
. Condition (5) for m = 0, n− 3 yields the following formula:
α1
(
x+
m
n
)
= m+ 2− m+ 1
1− 1
n
=
n−m− 2
n− 1 , x ∈
[
1
n
,
2
n
)
.
For m = n − 2 the Condition (5) loses its meaning, beause [(n − 1)a, 1− a) = ∅ .
In partiular for n = 2 the equipment an be hosen arbitrarily.
Thus summing up aforesaid we obtain the formula
α1(x) =
n− k
n− 1 , x ∈
[
k − 1
n
,
k
n
)
, k = 2, n− 1,
whih implies the statement of the Theorem.
Corollary 3. If a = 12 , then λS = λ for every α .
Corollary 3 agrees with a known result [1℄: diadi transformation S(x) = 2x (mod 1)
preserves the Lebesgue measure.
However, our onstrution admits not only trivial density: equalities (3)(5) are
possible when p(x) is not a onstant.
Theorem 3. For all n = 2, 3, . . . there exists parameter a , 1
n+1 < a <
1
n
, density
p(x) and equipment {α1(x), α2(x)} suh that µS = µ . Furthermore density p(x) is not
a onstant.
Proof. First onsider the ase of even n = 2m . Let a = 2m+1−
√
4m2+1
2m =
n+1−√n2+1
n
be the root of the equation
ma
1− a = 1−ma. (13)
It is easy to verify that
1
n+ 1
< a <
1
n
(
1
2m+ 1
< a <
1
2m
)
. (14)
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Let β, γ ≥ 0 . Consider a density given by the step funtion
p(x) = βχ[0,ma)(x) + (β + γ)(1−ma)χ[ma,1−ma)(x) + γχ[1−ma,1](x).
Let us show that it sues the equalities (3)(4). Thereto heneforward we will use
onditions (13)(14), and for better visibility will also highlight interesting parts of
equalities in bold.
Consider ondition (3). Let x0 ∈ [a, 1− (2m− 1)a) . For −1 ≤ k ≤ m− 2
0 ≤ x0 + ka
1− a <
1− (2m− 1)a+ ka
1− a ≤
1− (m+ 1)a
1− a = ma.
For m− 1 ≤ k ≤ n− 2
1−ma = ma
1− a ≤
a+ ka
1− a ≤
x0 + ka
1− a < 1.
For −1 ≤ k ≤ m− 2
0 ≤ x0 + ka < 1− (2m− 1)a+ ka < (2m+ 1)a− (2m− 1)a+ ka = a(2 + k) ≤ ma.
For k = m− 1
ma = (k + 1)a ≤ x0 + ka < 1− (2m− 1)a+ ka = 1−ma.
For m ≤ k ≤ n− 1
1−ma < (2m+ 1)a−ma = ma+ a ≤ a+ ak ≤ x0 + ka < 1.
In the ase β = γ = 0 equalities (3)(4) are obviously fullled. Heneforth, we will
assume β + γ > 0 . Then
n−2∑
k=−1
p
(
x0+ka
1−a
)
n−1∑
k=−1
p(x0 + ka)
=
mβ +mγ
mβ + (β + γ)(1 −ma) +mγ =
m
1−ma+m = 1− a.
Consider ondition (4). Let x1 ∈ [1− (2m− 1)a, 2a) . For −1 ≤ k ≤ m− 3
0 <
x1 + ka
1− a <
2a+ ka
1− a ≤
ma− a
1− a < ma.
For k = m− 2
ma =
1− (m+ 1)a
1− a =
1− 2ma+ a+ ka
1− a ≤
x1 + ka
1− a <
2a+ ka
1− a =
ma
1− a =
= 1−ma.
For m− 1 ≤ k ≤ n− 3
1−ma < 1− 2ma+ a+ma− a
1− a ≤
1− (2m− 1)a+ ka
1− a ≤
x1 + ka
1− a < 1.
For −1 ≤ k ≤ m− 2
0 < x1 + ka < 2a+ ka ≤ ma.
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For m− 1 ≤ k ≤ n− 2
1−ma = 1− (2m− 1)a+ma− a ≤ x1 + ka < 1.
Thus
n−3∑
k=−1
p
(
x1+ka
1−a
)
n−2∑
k=−1
p(x1 + ka)
=
(m− 1)β + (β + γ)(1−ma) + (m− 1)γ
mβ +mγ
=
m(1− a)
m
=1− a.
The ase of odd n = 2m − 1 , m = 2, 3, . . . we will desribe in less detail. Let
a = m−
√
m2−m
m
= n+1−
√
n2−1
n+1 be the root of the equation
(m− 1)a
1− a = 1−ma
(
1
n+ 1
< a <
1
n
)
. (15)
Let p(x) = βχ[0,1−ma)(x) + (β + γ)(1 − ma)χ[1−ma,ma)(x) + γχ[ma,1](x) , where
β, γ ≥ 0 . Let us show that p(x) sues the equalities (3)(4).
Consider ondition (3). Let x0 ∈ [a, 1− (2m− 2)a) . Then
x0 + ka
1− a ∈


[0, 1−ma), −1 ≤ k ≤ m− 3;
[1−ma,ma), k = m− 2;
(ma, 1), m− 1 ≤ k ≤ n− 2,
x0 + ka ∈
{
[0, 1−ma), −1 ≤ k ≤ m− 2;
[ma, 1), m− 1 ≤ k ≤ n− 1,
n−2∑
k=−1
p
(
x0+ka
1−a
)
n−1∑
k=−1
p(x0 + ka)
=
(m− 1)β + (β + γ)(1−ma) + (m− 1)γ
mβ +mγ
=
m(1− a)
m
=1− a.
Consider ondition (4). Let x1 ∈ [1− (2m− 2)a, 2a) . Then
x1 + ka
1− a ∈
{
(0, 1−ma), −1 ≤ k ≤ m− 3;
[ma, 1), m− 2 ≤ k ≤ n− 3,
x1 + ka ∈


(0, 1−ma), −1 ≤ k ≤ m− 3;
[1−ma,ma), k = m− 2;
(ma, 1), m− 1 ≤ k ≤ n− 2,
n−3∑
k=−1
p
(
x1+ka
1−a
)
n−2∑
k=−1
p(x1 + ka)
=
(m− 1)β + (m− 1)γ
(m− 1)β + (β + γ)(1−ma) + (m− 1)γ =
m− 1
m−ma = 1− a.
It remains to show that for the funtion α1(x) given by the formula (5), 0≤α1(x)≤1 .
We will nd out α1(x) expliitly.
Reall formula (5):
α1(x+ sa)p(x+ sa) =
s∑
k=−1
p(x+ ka)− 1
1− a
s−1∑
k=−1
p
(
x+ ka
1− a
)
,
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where x+ sa ∈
{
[(s+ 1)a, (s+ 2)a) for s = 0, n− 3;
[(s+ 1)a, 1− a) for s = n− 2.
To nd α1(x) we have to onsider 10 following ases. In doing this, we will use
inequalities from above on numbers x + ka and x+ka1−a . In ases 1.1.12.2.3, when we
divide by β , γ or β + γ , we assume β > 0 , γ > 0 or β + γ > 0 orrespondingly.
Otherwise (β = 0 , γ = 0 or β + γ = 0) the values of α1(x + sa) an be hosen
arbitrarily (α1(x) ∈ L1 , 0 ≤ α1(x) ≤ 1).
1. n = 2m . Note here that ma1−a = 1−ma .
1.1. x ∈ [a, 1− (n− 1)a) .
1.1.1. 0 ≤ s ≤ m− 2 , then
α1(x+ sa) =
1
β
(
(s+ 2)β − 1
1− a (s+ 1)β
)
= s+ 2− s+ 1
1− a .
1.1.2. s = m− 1 , then
α1(x+ sa) =
=
1
(β + γ)(1−ma)
(
(s+ 1)β + (β + γ)(1−ma)− 1
1− a (s+ 1)β
)
=
γ
β + γ
. (16)
1.1.3. m ≤ s ≤ n− 2 , then
α1(x+ sa) =
=
1
γ
(
mβ + (β + γ)(1−ma) + (s−m+ 1)γ − 1
1− a(mβ + (s−m+ 1)γ)
)
=
=
1
γ
(
(1−ma)γ + (s−m+ 1)γ − 1
1− a (s−m+ 1)γ
)
=
=
a(2m− s− 1)
1− a .
1.2. x ∈ [1− (n− 1)a, 2a) .
1.2.1. 0 ≤ s ≤ m− 2 , then
α1(x+ sa) =
1
β
(
(s+ 2)β − 1
1− a (s+ 1)β
)
= s+ 2− s+ 1
1− a .
1.2.2. m− 1 ≤ s ≤ n− 3 , then
α1(x+ sa) =
1
γ
(
mβ + (s−m+ 2)γ−
− 1
1− a ((m− 1)β + (β + γ)(1 −ma) + (s−m+ 1)γ)
)
=
=
a(2m− s− 2)
1− a .
2. n = 2m− 1 . Note here that (m−1)a1−a = 1−ma .
2.1. x ∈ [a, 1− (2m− 2)a) .
2.1.1. 0 ≤ s ≤ m− 2 , then
α1(x+ sa) =
1
β
(
(s+ 2)β − 1
1− a (s+ 1)β
)
= s+ 2− s+ 1
1− a .
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2.1.2. m− 1 ≤ s ≤ n− 2 , then
α1(x+ sa) =
1
γ
(
mβ + (s−m+ 2)γ −
− 1
1− a ((m− 1)β + (β + γ)(1−ma) + (s−m+ 1)γ
)
=
a(2m− s− 2)
1− a .
2.2. x ∈ [1− (2m− 2)a, 2a) .
2.2.1. 0 ≤ s ≤ m− 3 , then
α1(x+ sa) =
1
β
(
(s+ 2)β − 1
1− a (s+ 1)β
)
= s+ 2 +
s+ 1
1− a .
2.2.2. s = m− 2 , then
α1(x+ sa) =
=
1
(β + γ)(1−ma)
(
(s+ 1)β + (β + γ)(1 −ma)− 1
1− a (s+ 1)β
)
=
γ
β + γ
.
2.2.3. m− 1 ≤ s ≤ n− 3 , then
α1(x+ sa) =
1
γ
(
(m− 1)β + (β + γ)(1 −ma) + (s−m+ 2)γ −
− 1
1− a ((m− 1)β + (s−m+ 2)γ)
)
=
a(2m− s− 3)
1− a .
We sum up formulae for α1(x) obtained above in more ompat way.
For n = 2m , x ∈ [a, 1− (n− 1)a) ,
α1(x+ sa) =


s+ 2− s+11−a , 0 ≤ s ≤ m− 2;
γ
β+γ , s = m− 1;
a(n−s−1)
1−a , m ≤ s ≤ n− 2.
For n = 2m , x ∈ [1− (n− 1)a, 2a) ,
α1(x+ sa) =
{
s+ 2− s+11−a , 0 ≤ s ≤ m− 2;
a(n−s−2)
1−a , m− 1 ≤ s ≤ n− 3.
For n = 2m− 1 , x ∈ [a, 1− (n− 1)a) ,
α1(x+ sa) =
{
s+ 2− s+11−a , 0 ≤ s ≤ m− 2;
a(n−s−1)
1−a , m− 1 ≤ s ≤ n− 2.
For n = 2m− 1 , x ∈ [1− (n− 1)a, 2a) ,
α1(x+ sa) =


s+ 2− s+11−a , 0 ≤ s ≤ m− 3;
γ
β+γ , s = m− 2;
a(n−s−2)
1−a , m− 1 ≤ s ≤ n− 3.
Thus 0 < α1(x) < 1 , sine for k = 1, 2
0 <
1−ma
1− a ≤ s+ 2−
s+ 1
1− a =
1− 2a− sa
1− a ≤
1− 2a
1− a < 1, 0 ≤ s ≤ m− 2,
0 <
a
1− a ≤
a(n− s− k)
1− a ≤
am
1− a < 1, m− 1 ≤ s ≤ n− 3.
Using Theorem 1 for an equipment α given by the formula (5) we obtain µS = µ .
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Remark. In the proof of Theorem 3 we have atually found a family of densities
depending on two parameters β, γ ≥ 0 .
As an example we provide the plots of density p(x) and weight funtion α1(x) for
the ase of n = 10 , see g. 4. We used β = 1 , γ = 2 , α1(x) = cosx for x ∈ [0, a) ,
α1(x) = sinx for x ∈ [1− a, 1] .
0.2 0.4 0.6 0.8 1.0
1.2
1.4
1.6
1.8
2.0
0.2 0.4 0.6 0.8 1.0
0.2
0.4
0.6
0.8
1.0
Figure 4: Density p(x) plot (to the left) and weight funtion α1(x) plot (to the right), here
n = 10
Corollary 4. For all β, γ ≥ 0 hosen in the proof of Theorem 3,
µ([0, 1]) =
{ (
1 + n2 − n√n2 + 1) (β + γ), n is even;(
1− n2 + n√n2 − 1) (β + γ), n is odd.
In partiular we an hose β + γ suh that µ([0, 1]) = 1 .
Proof. If n = 2m , then ma = (n+ 1−√n2 + 1)/2 (see formula (13)) and
µ([0, 1]) =
∫ 1
0
(
βχ[0,ma)(x) + (β + γ)(1−ma)χ[ma,1−ma)(x) + γχ[1−ma,1](x)
)
dλ =
= (ma+ (1−ma)(1− 2ma)) (β + γ) =
(
1 + n2 − n
√
n2 + 1
)
(β + γ).
If n = 2m− 1 , then ma = (n+ 1−√n2 − 1)/2 (see formula (15)) and
µ([0, 1]) =
∫ 1
0
(
βχ[0,1−ma)(x) + (β + γ)(1−ma)χ[1−ma,ma)(x) + γχ[ma,1](x)
)
dλ =
= (2ma(1−ma)) (β + γ) =
(
1− n2 + n
√
n2 − 1
)
(β + γ).
As a onlusion let us onsider the following. Let n = 2 . By Theorem 3 for the
number a = 3−
√
5
2 ∈
(
1
3 ,
1
2
]
and density p(x) = βχ[0,a)(x)+β(1−a)χ[a,1−a)(x) (we use
γ = 0) µS = µ . Condition (5) turns to the following:
α1(x)p(x) = p(x− a) + p(x)− 1
1− a p
(
x− a
1− a
)
, x ∈ [a, 1− a).
Then x− a ∈ [0, 1− 2a) ⊂ [0, a) , x−a1−a ∈
[
0, 1−2a1−a
)
= [0, a) and we obtain
α1(x)β =
1
1− a
(
β + β(1− a)− 1
1− aβ
)
= 0
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(this result also follows from formula (16) given in the proof of Theorem 3).
Let us take α1(x) ≡ 0 , α2(x) ≡ 1 . This ase orresponds to single-valued dynamial
system ([0, 1],B, µ, S2) onsisting of one funtion S2 . The support of a measure of suh
system lays inside [0, 1− a] . Being restrited to [0, 1− a] , transformation S2 oinides
with the mapping
Tx =
1
1− ax (mod 1− a),
ating by the rule Tx = (1 − a)
{
1
(1−a)2x
}
. Note that
1
1−a =
√
5+1
2 is a ¾golden
ratio¿ (being also a ¾simple β -number¿, see [2℄). On the g. 5 we depit the plot of
transformation S2 in the square [0, 1]× [0, 1] and the plot of mapping T in the smaller
square [0, 1− a]× [0, 1− a] .
0 1
1
a
1 - a
a 1 - a x
y
Figure 5: Sheme of transformations S2 and Tx =
1
1−a
x(mod 1− a)
(in the small square region)
Let us normalize the density p(x) suh that µ([0, 1− a]) = 1− a :
µ([0, 1− a]) =
∫ 1−a
0
p(x) dλ = βa+ β(1− a)(1 − 2a) = 1− a,
whene β = 5+3
√
5
10 , β(1− a) = 5+
√
5
10 . For the sake of simpliity we let also p(1− a) =
5+
√
5
10 (sine p(x) is dened λ-almost everywhere).
Thus we get invariant measure for the dynamial system ([0, 1− a],B′, µ′, T ) (here
B
′
is a σ -eld obtained by interseting sets from B with the segment [0, 1− a] , µ′ =
µ|
B′
).
Corollary 5. Transformation S2|[0,1−a](x) = Tx : [0, 1 − a] → [0, 1 − a] preserves
measure µ′(p˜) with density
p˜(x) =
{
5+3
√
5
10 , 0 ≤ x < 3−
√
5
2 ;
5+
√
5
10 ,
3−√5
2 ≤ x ≤
√
5−1
2 .
This agrees with lassial result (adapted for the segment [0, 1 − a]) obtained by
A. Renyi in [1℄ (see also [2℄): transformation T is ergodi and has a unique invariant
measure (with density p˜(x)) equivalent to the Lebesgue measure.
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