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Abstract 
Based on our previous work on the use of subspace dis- 
tances for the outlier deiection problem in video sequences 
under afFne projection. this paper reports ourfurther anal- 
ysis of the problem and presents fwo algorithms for com- 
puting the reprojection errors of imagefeatures in  the out- 
lier detection process. Extensive experiments on real video 
sequences have been conducted to verrfi the performance 
ofthe algorithms. The key contributions ofthe paper are 
presentation offhe relationship befween subspace distances 
and reprojection errors and demonstration thar repmjec- 
tion errors can be estimated without erplicitly computing 
the projective structure. 
1. Introduction 
The structure-from-motion problem is one of the old prob- 
lems in computer vision. It has been studied under the set- 
ting ofseveral different camera models and types of features 
detected in the images. Among all these camera models, 
the most common model is the perspective camera, and the 
next is the affine camera, which is introduced in [13]. The 
affine camera is a good approximation of the pin-hole cam- 
era when the objects' distances relative to one another in 
the scene are much smaller than their absolute distances to 
the camera. It also uses fewer parameters and thus simpli- 
fies the structure-from-motion problem. The types of fea- 
tures used vary from image comers to lines, line segments, 
curves, conics, etc [7, 1 I ,  141. In this paper, we use the 
affine camera model and comers as our image features. 
The extraction of structure from images has been at- 
tempted via various methods. For two images, the funda- 
mental matrix that relates the epipolar geometry has been 
studied by many researchers (e.g. [2,6]) and robust methods 
for estimating the matrix have been proposed [25,21,24]. 
For three images, the trifocal tensor, which relates the 
epipolar geometry and supports the transfer of image fea- 
tures, has been investigated [16, 7, 221. For image se- 
quences, a common approach is to construct the image mea- 
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surement matrix using the coordinates of image features in  
all images and factorize it into the motion and shape com- 
ponents [20]. In all these cases, the presence of outliers is a 
sub-problem that must be dealt with for real images in order 
to achieve optimal shape reconstruction. Outliers are image 
features that do not conform to the projection of the tme 
structure. So, when the true structure is back projected onto 
the image plane, outliers show up with large reprojection 
errors. A better recovery of structure and camera motion is 
assured when outliers are excluded and the reprojection er- 
rors (i.e. the geometric errors in the images) are minimized 
In this paper we investigate the problem of detecting 
and eliminating outliers from video sequences for the affine 
camera. We study the relationship between subspace dis- 
tances (reported in [9]) and reprojection errors and present 
two algorithms for computing reprojection errors for outlier 
detection. A review of affine factorization and the litera- 
ture on outlier detection are given in Section 2. By applying 
the LMedS (Least Median of Squares) technique to samples 
of columns chosen from the image measurement matrix, a 
normalized subspace distance algorithm and a factorization 
free algorithm for computing reprojection errors in the out- 
lier detection process are presented in Section 3. A dis- 
cussion on our previous work is also outlined in the same 
section. Experiments on simulated data and real video se- 
quences are presented in Section 4. Finally, Section 5 dis- 
cusses the related issues and future work; Section 6 gives 
the conclusions. 
(see [SI). 
2. Review on affine factorization 
The notation used in this paper is outlined below. We use 
uppercase letters to represent matrices, uppercase bold let- 
ters to represent scene points, lowercase bold letters to rep- 
resent vectors and image points. Notation for some special 
entities will be given when they arise. 
For the perspective camera model, the projection matrix 
P E R3x4, a scene point X = (X, Y, 2, l)T and its cor- 
responding image point i = (5, y, satisfy the relation- 
ship: 
PX = &. 
where a is an unknown scalar. Under the affine camera 
model and in the presence of outliers, the projection matrix 
P,  which has its third row being [ 0 0 0 1 1, is simplified to 
a 2 x 4  matrix a and the scalar a is simplified to 1, giving 
x -  [ ;] = P x  
By stacking up the n scene points and their image points 
in t h e m  images, we obtain the following relation connect- 
ing the joint affine prpjection matrix P E W Z m X 4 ,  the joint 
affine shape matrix X E P’“. and the joint image mea- 
surement matrix f E WZmxn: 
^ ^  
* P X = f , [ % ’  ’ , ’  ? I ,  (2)  
where p, E SZx4 denotes the affine projectjon matrix of 
camera i in the joint affine projecfion matrix P ,  X; the jth 
scene point in the shape matrix X ,  4 the jth image point 
in image i, and 2’ a 2m-vector that encompasses all the 
image coordinates in the m images of the jth scene point. 
We call x’ the observation of the jth scene point. 
2.1. LMedS, RANSAC, and outlier detection 
The problem of detecting and eliminating outliers has been 
investigated by [25,21,24] for estimation ofthe fundamen- 
tal matrix that relates two views. The LMedS technique for 
estimating the fundamental matrix from noisy image mea- 
surement can be’outlined as follows [ZS, 241: samples of 
matching features are chosen at random and, for each sam- 
ple, a fundamental matrix is estimated and the image point 
reprojection errors are computed; the fundamental matrix 
that gives the smallest median of image point reprojection 
errors is voted to be the winner. The RANSAC paradigm [3]- 
adopted by Torr et al [2 11 is similar except that a criterion is 
used to speed up the process. Torr et al[22] later also extend 
the RANSAC paradigm to estimation of the trifocal ten- 
sor. Recently, Schaflalitzky et al [IS] apply the RANSAC 
paradigm to multiple views and obtain very good results. In 
each sample of 6 observations, their method first transforms 
5 of the  scene points into canonical form. It then recov- 
ers the coordinates of the 6~ scene points and, using the 
recovered projection matrices of all views, computes coor- 
dinates ofall of the remaining scene points. An observation 
is classified as an outlier when its reprojection error exceeds 
a computed threshold. 
In this paper, we study the outlier detection problem on 
video sequences for the affine camera model, which sim- 
plifies the projection matrix of each view to 2 x 4. The 
procedure for detecting outliers is summarized in Section 
3 below. 
3. Detecting outliers from video se- 
quences for the affine camera 
For the affine camera model, 4 observations are sufficient 
to determine projective stmcture. Let the total number of 
tracked observations be n, the percentage of outlying ob- 
servations be L ,  and the size of each sample be p (in this 
case, p = 4). Then the number of samples, w, required test- 
ing satisfies the condition: (1 - (1 - (1 - L)P)”  = v, so as 
to have a probability of v (usually v is a real number close 
to I ,  e.g. v = 0.95) that at least one ofthe samples contains 
no outlying Observations. 
3.1. Algorithm 
l , . . .  , w ,  
For the kth observation quadruplet sample, where k = 
1. form the f k  E iRZmx4 matrix, in which each column is 
2. factorize fk into 4 E ~ ’ m 4  and f k  E W4, 
3. for j = 1 , .  . . ,n, compute the projective reconshuc- 
tion X; using the recovered P k ,  
4. compute the reprojection errors 
an observation of the quadruplet sample, 
11&x’ - U l / / m ,  
for all j = 1, . . . , n, and the median of these errors. 
Note that in the algorithm there are 2 loops indexed by k 
(the outer loop) and j (the inner loop) respectively. 
Out of the w randomly generated quadruplets, the one 
that has the smallest median reprojection error, dmin, is 
chosen as the winner. The robust standard deviation, U, is 
defined to be U = 1.4826 (1 + 5/(n - p)) &in, and the 
threshold t can be set to 2 . 5 ~ .  Those observations having 
reprojection errors (computed based on the winner quadru- 
plet) larger than t are classified as outliers. 
Finally, a factorization is applied to the image measure- 
ment matrix composed of inlying obseyations only, giving 
the required affine projection matrix, P ,  and affine shape 
matrix, X (which contains columns corresponding to inly- 
ing observations only). It is ofinterest to also compute and 
compare the root mean squared (RMS) reprojection errors 
ofthe final reconstruction produced by the above algorithm 
and that by directly factorizing ,f in (2) (i.e. ignoring out- 
liers). Let 11di11 = IIPiX; - 411 be the reprojection error 
of the jth scene point on the ith image. We define RMS 
= J C ~ l ~ ; = l  l[d:112/n when all the observations are 
considered, and W S i .  = JCz, lldj112/h when 
only the inlying observations are considered. Here S is the 
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set of indices of the inlying observations and fi IS/ is the 
number of inlying observations. 
The above procedure is similar to that taken by Chen [ I ] ,  
except that in Chen's work, samples of observation quintu- 
plets are used instead and the final factorization mentioned 
above is not applied, 
In our previous work [9], we have studied the subspace 
spanned by the columns of %. We have investigated into 3 
different similarity functions: 41, 42, and 43, where func- 
tion 41 computes the angle between the given subspaces 
and functions 4z and b3 compute their distance. Our fur- 
ther study on these functions reveals that if one of these 
subspaces is a vector (i.e. a I-column matrix) then function 
43 is related to the reprojection error of the vector to the 
other subspace. We revisit both 42 and 43 below. 
3.2. Similarity function 4 2  
Definition. Let A and B be two p dimensional subspaces 
in WO where p 2 1. Let A and B be respectively the two 
matrices whose columns are the orthonormal basis vectors 
of A and B. Then the subspace disronce 4 2  between A and 
B is defined by 
bz(A,B) = llATB% = IIBTA% (3) 
where A l  denotes a matrix whose columns form an or- 
thonormal basis for A' (the orthogonal complement of the 
subspace A), and 11.112 denotes the 2-norm of the matrix 
concerned. 0 
This similarity function is known as the subspace dis- 
tance and has been studied by Golub and Van Loan [4]. The 
Matlab code for d2 is: 
function d - subspace_distZlA. Bi 
c = orthl~li.orfC(orrhlnil; 
d - normlc. 21 ; 
*eturn 
Note that &(A, U) works only ifdim(A) = dim@) 
3.3. Similarity function 4 3  
Function +3 is defined to be equivalent to 4 2  but without 
the need to compute the orthogonal complement of one of 
the subspaces concerned and with the capability of handling 
subspaces of different dimensions. 
Definition. Let A and B be subspaces in W where 
dim(A), dim(B) 2 1. Let A and B be, respectively, thetwo 
matrices whose columns are the orthonormal basis vectors 
of A and B. Then the subspace distance 4s between A and 
U is defined by 
43(A,B) = 41 - %in, (4) 
equivalently, BTA). 0 
where Ami, is the smallest singular value of ATB (or 
The Matlab code (the last l ined = real (d )  is merely 
to cover round-off errors to prevent d to become a pure 
imaginary number) is: 
function d = aubspace_diet3lA, 8 )  
C i orth(AI"arthl8i; 
d i BqrCl 1 - lminlsvd(CIii^Z 1; 
d i realldl; 
rerllrn 
We note that if A , B  C RZm, where dim(A) = 4 and 
dim(B) = 1 (i.e. A is 2771x4 and B is 2 m x  l), then matrix 
C in the Matlab code above is a 4-vector and its SVD is: 
C = USVT,  with either 
U being a 4 x 4  orthonormal matrix, S being a 4-vector 
which contains zeros from the second element onward, 
and V being a scalar; or 
U being a 4-vector (scaled to unity), and both Sand  V 
being scalars. 
In the first case, svd (C) of Matlab gives the first element 
(being the only diagonal element) of S; in the second case, 
it gives the scalar S. The values returned by svd (C )  for 
both cases are identical and are zero only if B is a zero 
vector or if B 2 A. The same applies when dim(B) = 4 
anddim(A) = 1. 
3.4. Relationship between subspace distances 
and reprojection errors 
While the distance between two subspaces of dimensions 
larger than 1 is difficult to illustrate, ifone ofthe subspaces 
is of dimension I (i.e. a vector) then 43 gives the projected 
distance of the vector to the other subspace. In the context 
of outlier detection, this projected distance is synonymous 
to the reprojection error. The relationship between subspace 
distance d. and the reprojection error d, of an observation 
x is explained below and is illustrated in Figure 1. . 
/ 
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Figure 1: Relationship between the reprojection error, d,, 
and subspace distance, d,,  for an observation x, the true 
observation of which is X. 
Let X be the true observation of x then X must be on 
the 4D-subspace spanned by the quadruplet of observations 
and at the orthogonal projection o f x  onto the subspace. The 
reprojection error d, is defined to be IIx - XI1 while the sub- 
space function $3 automatically finds the unit vector paral- 
lel to X and gives the distance d.. which is the orthogonally 
projected distance of the normalized x (as a unit vector). 
This gives the relationship: 
d, = llxlld.. ( 5 )  
Since the subspace similarity functions treat points in the 
vector space as vectors and normalize all vectors to unity 
when computing subspace distances, observations that are 
further from the image origin are scaled down more than 
observations that are closer to the image origin. The scale 
factor llxll in ( 5 )  compensates for this non-uniform scaling 
and correctly converts a subspace distance to reprojection 
error. 
By employing the derived formula ford, given in ( 5 )  via 
the similarity function $3 for outlier detection, the loops in 
the algorithm given in Section 3.1 can be rewritten as fol- 
lows. 
For the kIh observation quadruplet sample, where k = 
I , . . ' , W ,  
I .  form the Xk E aZmx4 matrix, 
2. compute the reprojection errors 
Il2jII 43(&, iJ) /m,  
for all j = 1, . . . , n, and the median of these errors. 
Note that all the 11kJll's can be precomputed outside the 
outer loop (index k) so the repeated computation of these 
entities can be eliminated. We refer to this algorithm as the 
normalized subspace distance algorithm. 
In the algorithm described in our previous work [9], we 
used subspace distances rather than reprojection errors in 
Step 2 of the algorithm above. Although subspace dis- 
tances are not true geometric errors of the images requiring 
minimization, most of the outliers detected by our previous 
algorithm coincide with those detected by the normalized 
subspace distance algorithm given above. Figure 2 shows 
the outliers (as red line segments) detected by the two algo- 
rithms on an image sequence'of buildings. Inliers are dis- 
played as green line segments in the figure. The normalized 
subspace distance algorithm gave a slight improvement on 
the RMS reprojection error: WSi. = 0.348, compared to a 
RMSi. = 0.360 obtained from the previous algorithm. 
3.5. Computing reprojection errors without 
factorization 
Since the true value of a given observation must lie in the 
subspace spanned by the Observation quadruplet, it is pos- 
sible to compute the reprojection error of an observation, 
relative to the subspace, without factorization. This simple 
computation is shown below. 
Figure 2: Major outliers, due to the presence of repetitive 
patterns, were all successfully found on the lower edge of 
the top-right building, (a) output from our previous sub- 
space distance algorithm; @) output from the normalized 
subspace distance algorithm. 
Let M be the 2m x 4 matrix whose columns are the se- 
lected quadruplet of observations. Let x be an observation. 
Then the true observation X must be a linear combination 
of the 4 columns of M .  That is, X = E+, aim;, where 
cl; is a scalar and mi is the Ch column of M .  The coeffi- 
cients ai's can be put into a vector a to give the linear least 
squares problem 
4 
M a  = x .  
It can be easily verified that the true Observation, X, is 
M ( M T M ) - ' M T x .  Thus, the reprojection error, d,, can 
be computed as 
d, = IIM(MTM)-'MTx - X I / .  
This reduces the loops in the algorithm given in Sec- 
tion 3.1 to: 
For the k'h observation qUadNpkt sample, where k = 
l , . . .  ,w, 
1. form the kk E RZm4 matrix, 
2. compute.the reprojection errors 
Ilkk(X:kk)-'x:2~ - Xjll/rn, 
for all j = 1, . . . , n, and the median of these errors. 
Note that the term xk(fl%k)-'%:, for each k, can be pre- 
computed outside the inner loop (index j) but inside the 
outer loop (index k). We refer to this algorithm as the fac- 
forization free algorithm. 
4. Experiments 
We have applied the three algorithms described in Sec- 
tions3.1,3.4,and3.5 to IOOsyntheticandseveralrealvideo 
data. As expected, all these algorithms gave identical output 
when applied to the same collection of quadruplet samples 
since their detections of outliers are based on the geomet- 
ric errors (i.e. reprojection errors) of the observations and 
are therefore optimal. Table 1 shows the computed average 
RMS and RMSi. reprojection and reconstruction errors. 
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0.278 
0.305 
0.331 
1.337 ; 45.898 0.025 :0.212 
2.938; 91.875 0.024 ; 0.339 
3.224:62.178 0.028 : 0.286 
Table 1: The average RMS and RMSi. reprojection and re- 
construction errors for 100 simulations. 
We also compared the number of floating point opera- 
tions (flops) in Matlab required for each algorithm. The 
result shown in Table 2 demonstrates that the factorization 
free algorithm requires the least number of flops while the 
normalized subspace distance algorithm, due to the extra 
number of S M s  involved for subspace distance compu- 
tation, requires the largest number of flops. We note that 
Matlab has its own built-in implementation for many stan- 
dard functions (e.g. SVD, sin, cos, etc.), so, if the algo- 
rithms used a different mathematics library then the number 
of flops would be different. 
0.361 
0.189 
Table 2: The average number of flops required by the three 
algorithms for computing reprojection errors for 100 sim- 
ulated and three real data: building (Figure 2); tissue box 
(Figure 3); desk scene (Figure 4). 
The factorization free algorithm is an improved version 
of the algorithm given in Section 3.1, since the projective 
structure does not need to be explicitly computed in the 
loops in order to obtain the reprojection errors of observa- 
tions. On the other hand, the normalized subspace distance 
algorithm provides an insight to the relationship between 
the subspace distance of an observation to the quadruplet 
basis and its reprojection error. 
Experiments on two real video sequences are presented. 
In both experiments the KLT feature tracker [12, 171 was 
employed to track image comers. In both video sequences, 
the scene was so set up that the relative distances of objects 
to each other were much smaller than their absolute dis- 
tances to the camera (the ratios were less than 0.1) to make 
tbe projection approximately affine. There were 101 images 
in the first video sequence, from which we extracted 5 im- 
ages at 25 image spacings for testing the outlier detection 
algorithms. Figure 3 shows the 26 detected outliers (red 
line segments) and 41 inliers (green). The magnitudes and 
directions of the line segments indicate the displacements 
of the image comers from one image to the next. The out- 
lying observations clearly have random directions and mag- 
3.733 I22  804 0.024 j 0.203 
3.397; 21.222 0.028 ; 0.201 
nitudes. The computed reprojection errors were: R M S  = 
11.78 pixels, RMS;. = 1.62 pixels. 
Figure 3: The detected inliers and outliers. 
The second video sequence consists of 131 images. 
Seven images at 20 image spacings (images 0,20, . . . , 120) 
were chosen to form the image measurement matrix 2. Five 
of these images are shown in Figure 4, superimposed onto 
which are the 20 outliers (red line segments) and 142 in- 
liers (green). It is clear from image 100 of Figure 4 that all 
the outlying observations are randomly directed from the 
remaining observations. In this experiment, RMS = 6.72 
pixels and RMSi, = 2.05 pixels. 
5. Discussions 
When generating random quadruplet samples, it is impor- 
tant that the 4 observations in each sample are well scattered 
in the images. In our implementation, Zhang’s method [Z5] 
of dividing the images into disjoint buckets was employed 
for sample generation. Furthermore, each & matrix was ex- 
amined to ensure that its rank is not less than 4, otherwise, 
the associated sample was discarded and a new sample was 
regenerated. 
We found that outliers tend to be present in some, rather 
than all, images of video sequences. For instance, most of 
the comers in images 0 to 80 of Figure 4 were inliers until 
they were wrongly tracked from image 100 onward. An ap- 
propriate postprocess will therefore allow these image cor- 
ners’ coordinates to be corrected and their projective struc- 
ture to be recovered. This topic is part of ow future studies. 
Long video sequences can be naturally broken into sev- 
eral short video sub-sequences. A merging process will be 
required to fuse the image tracking results. We have not in- 
vestigated into the problem of missing image features due to 
occlusion, poor contrast, contrast variation, etc. in the track- 
ing process. Of interest is to combine outlier detection and 
the technique proposed by Jacobs [IO] for handling missing 
features uniformly in the same framework. 
Extending the outlier detection algorithms mentioned 
here to the perspective camera model will require comput- 
ing the relative or projective depths [8, 18, 19, 231 for the 
image measurement matrix and projective reconstruction. 
An altemative solution is to adopt the approach proposed 
by Schaffilitzky et al [15] (see also the discussion in Sec- 
tion 2.1). Their method does not involve the image mea- 
surement matrix and so does not require estimation of rel- 
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Figure 4: The detected inliers and outliers. From left to right: images 0,40,60,80, and 100. 
ative depths. They compute the projection matrices using 
S scene points represented in canonical form, resulting in a 
one parameter family of projection matrices (in [IS], this is 
termed a pencil o fcameras) .  The projection matrices are 
finally recovered after the projective coordinates of the 6'h 
scene points are estimated. Their method has been shown 
to be optimal. 
6. Conclusions 
Wc have presented an analysis of the outlier detection proh- 
lem in video sequences for the affine camera, and two algo- 
rithms for computing reprojection errors in detecting out- 
liers. The contributions of this research are its demon- 
stration of the relationship between subspace distances and 
reprojection errors and estimation of reprojection errors 
without explicitly computing the projective structure under 
affine projection. 
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