Abstract: Considering the problems of low solution precision and suffering from pre-mature convergence by the basic bat algorithm, an improved self-adaptive bat algorithm (SABA) is proposed after the introduction of the self-adaptive step-controlled mechanism and mutation mechanism in this paper. The results of the proposed algorithm based on 6 test functions indicate that compared with the particle swarm algorithm and the basic bat algorithm, the SABA algorithm effectively avoid falling into the local optimum in the early stage and had the higher solution accuracy.
Introduction
BA algorithm has strong robustness and fast convergence rate, but it also has the disadvantage of being easy to fall into local optimum and low convergence precision, which restrict the application of BA algorithm in engineering field. Xiao proposed an improved BA algorithm based on differential evolution in 2014 [1] . In order to solve the engineering planning problems, Wang presented a hybrid BA algorithm in 2015 [2] . Gai-Ge Wang solved the three-dimensional path planning problems by using an improved BA algorithm in 2016 [3] . For improving the accuracy of BA algorithm, an improved selfadaptive bat algorithm (SABA) is proposed after the introduction of the step-controlled mechanism and mutation mechanism.
Improved self-adaptive bat algorithm

2.1
Step-controlled mechanism. Based on the basic bat algorithm, the inertia weight coefficient is added into the velocity item:
= + (3) where h * is the optimal solution of the current individual bat; x * is the optimal solution for the current bat group; f 1 and f 2 are pulse frequencies; r 1 and r 2 are uniformly random numbers within the range of (0.5, 1.5); F avg is the average fitness of all the individuals in bat group; F best is the optimal individual in bat group; f min is a constant, which is used to set and control the minimum value of f 1 . In the paper, the linearly decreasing weight is used to endow the algorithm with the strong global search capability.
The step weight coefficient μ is added to restrain the iterative step size of an individual bat i:
where μ is in the range of (0,1]. In this paper, a local search strategy is proposed and described as follows: First, a random number is set as β ∈[0,1]. If β is less than the pulse emission frequency R, then the individual bat performs the local search. The local search strategy is described as follows:
When the evaluation index k<0.4, the position vector of an individual bat i is updated as follows:
, the position vector of an individual bat i is updated as follows:
where the evaluation index is k=t/t max (t max is the maximum number of iterations and k ∈(0,1]); x * is the optimal solution of the bat group; A is the average loudness of the current bat group; s is the ratio of the distance between the upper and lower boundaries of the feasible solution domain to the number of bat group and can adapt the local search step size to the scale of the problem to be solved; δ ∈[-1,1] is a random vector. The function g(k) is updated as follows:
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2.2 Mutation mechanism. The step-controlled mechanism can effectively improve the global search capability of the algorithm, but it cannot ensure the global optimal solution. Moreover, in the later stage of the algorithm, f 1 decreases and the global search capability is reduced. Therefore, the algorithm still has the probability to fall into local optimum. In this paper, the loudness A and the emission frequency R are restricted, so that the SABA algorithm can perform the mutation operation in the later stage, thus reducing the probability that the algorithm falls into a local optimum. The pulse loudness A and the emission frequency R are updated as follows:
where f max is the upper limit of the pulse frequency. Pulse frequencies f 1 and f 2 depends on the number of current iterations and the average fitness of the group, so the loudness A and the emission frequency R can be adaptively changed with the optimum search process of the algorithm. Through the analysis of the behavior characteristics of bats, this paper presents a mutation mechanism combined with the pulse loudness A of bats. The mechanism is summarized as follows:
A random number β 1 ∈[0,1] is generated. If β 1 is less than A and the individual bat does not perform local search, then a random number β 2 ∈[0,1] is generated. If β 2 is greater than the mutation threshold ρ∈(0,1), then the individual bat is randomly reset.
SABA algorithm flowchart is shown in Fig. 1 .
Test results and analysis
Test environment.
The control algorithms include the PSO algorithm [4] , the basic BA algorithm [5] , and the IBA algorithm [6] . The parameters are consistent with the original reports. The group sizes of all algorithms are 40; the maximum number of iterations is 500; independent runs are 50. The calculation results based on 30D are shown in Table 1 . The iterative curves are shown in Fig. 2 .
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Initialize the parameters of the SABA Update the loudness A and pulse rates R according to Eqs. (8)- (9) Update velocity and position according to Eqs. (1) and (4) The random number β < R? 
Result analysis.
According to the data in Table 1 , in the optimum search performance, the basic BA algorithm shows the slightly worse solution precision for the unimodal functions (f 1 -f 2 ) than the PSO algorithm. In multimodal functions, the overall performance of the basic BA algorithm is better than that of the PSO algorithm. The IBA algorithm has good test results in the multimodal functions.
Compared with the above-mentioned control algorithms, the SABA algorithm shows the better test results. Moreover, the standard variances of various test functions indicate that the SABA algorithm has the good robustness. 
Conclusions
In the SABA algorithm, the moving step size of a bat can be adjusted according to the feasible solution domain and the current iterative progress and the solution accuracy of the algorithm is improved. The test results of various test functions show that the SABA algorithm has the better performance. In the future, we will verify the engineering applications of the SABA algorithm.
