The procedure developed in this paper for estimating these basic dimensions is, in effect, a method of performing singular value decomposition of a matrix with missing elements. Monte Carlo testing shows that the procedure reliably reproduces the missing elements. Because of this reliability, the estimation procedure can be used to produce Eckart-Young matrix lower rank approximations. A number of applications to political data are shown and discussed.
Introduction
Asking respondents to place themselves and/or stimuli on issue/attribute scales/dimensions is a common type of data gathered by social scientists. For example, the Center for Political Studies at the University of Michigan has been collecting seven point scale data in its National Election Studies since 1968. The endpoints of these scales are labeled and the respondent is asked to place herself on the scale (her "ideal point") along with a set of political figures and, in some cases, the two political parties and current federal government policy.
The extent to which a set of issue scale placements arise from common underlying evaluative dimensions is an important empirical question for political scientists. The seminal work in this area is Philip Converse's 1964 paper "The Nature of Belief Systems in Mass Publics". Converse defined a belief system "as a configuration of ideas and attitudes in which the elements are bound together by some form of constraint or functional interdependence" (p. 207). Constraint means that certain issue positions are bundled together, and the knowledge of one or two issue positions makes the remaining positions very predictable. For example, to know that someone favors increasing taxes to pay for more aid to the homeless makes it very likely that the person also favors increasing the minimum wage and providing everyone with health insurance. In the current context of American politics, these relationships are typically summarized by the words "liberal" and "conservative" and informed observers of the American political scene can easily list the issue positions normally associated with these words.
A natural representation of Converse's theory of belief systems is a spatial theory of voting suggested by Ordeshook (1976) and fully developed by Hinich and his colleagues (Hinich and Pollard, 1981; Enelow and Hinich, 1984; Hinich and Munger, 1994) . Each issue is modeled as an ordered dimension of alternatives, and each respondent is assumed to have an ideal point on, and single-peaked preferences over, each issue dimension. Constraint has a natural geometric interpretation. It means that the issues lie on a low-dimensional hyperplane through the issue space. This low dimensional space was dubbed a basic space by Ordeshook (1976) , and the predictive dimensions by Hinich. I will refer to these as basic dimensions in the discussion below.
In Section 2 a simple Hinich-Ordeshook model of basic dimensions is stated and a procedure for estimating basic dimensions from a set of issue or attribute scales is developed. The estimation procedure is, in effect, a method of performing singular value decomposition of a matrix with missing entries. The estimation procedure uses an alternating least squares approach and the method for estimating the missing entries is a variant of the regression method discussed by Gleason and Staelin (1975) . 1 Monte Carlo tests of the procedure are discussed in Section 3. The Monte Carlo tests show that the estimation procedure accurately reproduces the true data even with high levels of error and missing data.
The relationship of the model stated in Section 2 with the Aldrich-McKelvey (1977) scaling technique is discussed in Section 4. Issue scale data can be preferentialthe respondent reporting her most preferred position on the scale -as well as perceptualthe respondent is asked to place where she thinks political stimuli are on the scale. The Hinich-Ordeshook basic space model can be applied to both types of data.
Three applications are shown in Section 5. The first is to the self placements of respondents on a set of issue scales in the 1980 CPS national election study. The second is to a liberal-conservative scale in the 1980 election study to show that the procedure is a multidimensional generalization of the Aldrich-McKelvey scaling technique. The final application is to W-NOMINATE scores of the House and Senate from 1937-95.
The Model
Let x ij be the ith individual's (i=1, ..., p) reported position on the jth issue (j = 1, ..., n) and let X 0 be the p by n matrix of observed data where the "0" subscript indicates that elements are missing from the matrices --not all individuals report their positions on all issues. Let ψ ik be the ith individual's position on the kth (k = 1, ..., s) basic dimension.
The model I estimate is:
where Ψ is the p by s matrix of coordinates of the individuals on the basic dimensions, W is an n by s matrix of weights, c is a vector of constants of length n, J p is a p length vector of ones, and E 0 is a p by n matrix of error terms. W and c map the individuals from the basic space onto the issue dimensions.
Without loss of generality, the centroid of the coordinates of the individuals on the basic dimensions may be placed at the origin; that is, J p ′Ψ = 0′, where 0 is an s length vector of zeroes. Because J p ′Ψ = 0′, if there were no missing data, then
where 0 is an n length vector of zeroes. Equation (1A) can be written as the product of partitioned matrices [ ]
where [ ] Ψ|J p is a p by s+1 matrix and [ ] W c | is a n by s+1 matrix. If p > n and there is no error or missing data, then rank of X is s and the rank of X -J p c′ is also s. If n > p and there is no error or missing data, then the rank of X is s and if J p ′X ≠ 0 , then the rank of
That is, subtracting off the column means from X so that the p entries in each of the n columns sum to zero reduces the rank by 1.
If there were no missing data in (1), then it could be estimated quite simply by using singular value decomposition. In particular, the following two well known matrix decomposition theorems can be utilized to solve (1):
Theorem I (Singular Value Decomposition)
Let A be a p by n matrix of real elements with p ≥ n. Then there is a p by p orthogonal matrix U, an n by n orthogonal matrix V, and a p by n matrix Λ such that A = U Λ V′ and U′AV = Λ where
where Λ n is an n by n diagonal matrix and 0 is a p-n by n matrix of zeroes. The diagonal entries of Λ n are non negative with exactly s entries strictly positive (s ≤ n).
Theorem II (Eckart and Young)
Given a p by n matrix A of rank r ≤ n ≤ p, and its singular value decomposition, UΛV′, with the singular values arranged in decreasing sequence
then there exists a p by n matrix B of rank s, s ≤ r, which minimizes the sum of the squared error between the elements of A and the corresponding elements of B when B = UΛ s V′ where the diagonal elements of Λ s are
Theorem I states that every real matrix can be written as the product of two orthogonal matrices and one diagonal matrix.
2 Theorem II states that the least squares approximation in s dimensions of a matrix A can be found by replacing the smallest n-s roots of Λ with zeroes and remultiplying UΛV′.
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Because the lower p-n rows of Λ are all zeros, it is convenient to discard them and work only with the n by n diagonal matrix Λ n . In addition, the p-n eigenvectors in U corresponding to the p-n lower rows of Λ may also be discarded. Hereafter, unless otherwise noted, Λ will be treated as a square diagonal matrix with the singular values on the diagonal (that is, from now on Λ = Λ n ). Hence U is a p by n matrix, Λ is an n by n diagonal matrix, and V is an n by n matrix. A decomposition according to Theorem I will be assumed to be in this form.
To solve (1), set c equal to the column means of X; that is where, as noted above, U is a p by n matrix, Λ is an n by n matrix, and V is an n by n matrix.
A simple solution for Ψ and W is
where the diagonal elements of Λ 1 2 are the square roots of Λ. Let I n be the n by n identity matrix. Equation (2) implies that Ψ′Ψ = W′W. That is: In addition, as noted above, because J p ′[X -J p c′] = 0′ , then J p ′U = J p ′Ψ = 0′, where 0 is a n length vector of zeros. Hence,
When an s < n is preferred, Theorem II may be used in (2) to arrive at solutions for Ψ and W. That is, the s + 1 to n singular values are set equal to zero so that Ψ and W from (2) are p by s and n by s matrices respectively.
Because of the presence of missing data, Theorems I and II cannot be used 
which, if there were no missing data, is the function which is minimized by Theorem II when c j = 0. The notation n i means that the total of the summation over j may vary from s + 1 to n depending on how many entries there are in the ith row of X 0 . That is, each individual must report at least s + 1 issue positions in order to be identified. Furthermore, the number of missing entries in the columns of X 0 must also be restricted. In most practical applications p will be much larger than n. Consequently, I will adopt the convention that there must be at least 2n entries in each column of X 0 .
In line with the discussion above, the following two restrictions are applied to the loss function:
These restrictions produce the Lagrangean multiplier problem
where γ is an s length vector of Lagrangean multipliers and Φ is a symmetric s by s matrix of Langrangean multipliers.
In Appendix A I show that all the Lagrangean multipliers are zero. Intuitively, γ = 0 because the columns of Ψ can always be set equal to zero because of the presence of the vector of constants, c. Φ=0 because, given an estimated Ψ and W, Theorem I can be used at any time as shown in equation (2) to produce Ψ and W such that Ψ′Ψ = W′W.
However, because these constraints are important in the way the model specified in equation (1) is estimated, Appendix A shows a more formal demonstration.
Given that the Lagrangean multipliers are all zero, the partial derivatives of Ψ, W, and c from equations (3) and (4) If W*′W* is nonsingular, then
and the rows of Ψ can be estimated through ordinary least squares. (5B)
where
is a p j by s + 1 matrix (the matrix Ψ with the appropriate rows corresponding to missing data removed and then bordered by ones), w j is the s length vector of the jth row elements of W, c j is the jth element of c, x oj is the jth column of X o and is of length p j , and 0 is an s+1 length vector of zeroes.
If Ψ j *′Ψ j * is nonsingular, then
and the rows of W and the elements of c can be estimated through ordinary least squares.
The easiest way to estimate W and Ψ is to select some suitable starting estimate of either matrix and then iterate between (6) and (7) 
where Λ is an s by s diagonal matrix containing the s singular values in descending order, and U and V are p by s and s by s matrices respectively such that U′U = V′V = I s . Setting
Λ as in (2) satisfies the constraints.
A simple way to proceed with the estimation is to exploit the orthogonality of Ψ and estimate one column of Ψ and W at a time. This is motivated by the fact that if the p j are close to p, Ψ j *′Ψ j * in (7) will be very close to a diagonal matrix. This process begins with computing simple starting estimates of c j and the first row of W, the n length vector, w 1 , and then using these to obtain starting estimates of ψ i1 from the formula: . This is a convenient starting point because it tends to maximize the sum of the $ ψ i1 2 .
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The first step is to obtain starting estimates of the c j . These are simply taken to be the column means of X 0 :
To obtain a starting estimate of w 1 , let Γ be an n by n diagonal matrix where the diagonal entries are either +1 or -1. An iterative search is conducted to find a Γ that maximizes the number of positive elements in the n by n covariance matrix
Appendix B shows a simple numerical example of how to estimate Γ. The diagonal of Γ is used as the starting estimate of w 1 .
This first estimate of the first column of Ψ from equation (8), $ ψ
1
(1) (where the superscript indicates the iteration number), is returned to (7) to get a second estimate of
, and a new estimate of c j , $ c j (2) . These are returned to (6) to reestimate ψ 1 .
After each reestimate of ψ 1 , it is adjusted so that its mean is equal to zero and its sum of squares is held constant; namely, at the hth iteration:
Going back and forth between (6) and (7) will always reduce the sum of squared error. This process is continued until there is no further improvement in the sum of squared error. This usually takes not more than five iterations. At convergence, the $ ψ
(h)
from equation (6) and the $ w 1 (h) and $ c j (h) from equation (7) reproduce each other.
The second column of Ψ is computed in the same was as the first, only now X 0 is replaced by the matrix of residuals
Note that the columns of E 01 and subsequent residual matrices (E 02 , … , E 0s-1 ) sum to zero due to the standard OLS form of equation (6). (The rows of the residual matrices do not necessarily sum to zero.) Consequently, unlike the starting estimates of $ ψ i1 shown in equation (8) which use the c j , the starting estimates of $ ψ i2 are simply:
where, as before, the $ w j2 are plus or minus ones. To obtain a starting estimate of w 2 an iterative search is conducted to find an n by n diagonal matrix of plus and minus ones, Γ , that maximizes the number of positive elements in the n by n covariance matrix:
As with the starting estimates for $ w 1 , the diagonal of Γ is used as the starting estimate of $ w 2 . Because c has been estimated, $ ψ 2 does not have to be bordered by ones to construct Ψ j * for use in equation (7). Instead, equation (7) , it is adjusted so that its mean is equal to zero and its sum of squares is held constant; namely, at the hth iteration:
Going back and forth between (11) and (12) will always reduce the sum of squared error. This process is continued until there is no further improvement in the sum of squared error. After convergence is achieved, a second matrix of residuals is computed. That is
To estimate the remaining columns of Ψ and W, equations (10), (11), and (12) Given the full p by s matrix $ Ψ , it is bordered by a vector of ones to form the p by s+1 matrix $ * Ψ which is used in equation (7) to obtain the full n by s matrix $ W and the n length vector of constants $ c . $ W and $ c are then used in equation (6) to obtain a new estimate of $ Ψ . Going back and forth between (6) and (7) will always reduce the sum of squared error. After each pass the columns of $ Ψ are set equal to zero. This process is continued until there is no further improvement in the sum of squared error. Only about five iterations using the entire matrices are usually necessary to achieve final convergence. At convergence, a singular value decomposition of $ $ ' ΨW is performed so that the final estimates are as shown in equation (2).
In summary, the estimation procedure consists of two main ALS phases. In the first, each dimension is estimated one at a time (the columns of Ψ and W and the elements of c ). In the second ALS phase, the full Ψ and W matrices and the vector of constants c are used in equations (6) and (7) until convergence. The estimation procedure is summarized in detail in Table 1 . The first ALS phase consists of steps (1) to (13) and second ALS phase consists of steps (14) to (16). Table 1 About Here __________________
__________________

Monte Carlo Tests of the Model
In order to test the ability of the procedure to recover Ψ, W and c, a number of matrices of varying ranks were created such that X = ΨW' + J p c' , where X is a p by n matrix of rank s. The matrices were then converted to the form shown in equation (1) by adding random error to the elements of the matrix and then randomly removing some of the elements; that is, X 0 = [ X + E ] 0 . This procedure was repeated ten times for each true matrix. The results are shown in Table 2. __________________ Table 2 About Here __________________ The first three columns of Table 2 show 
where e ij is the error added to x ij , e is the mean of the error, and x is the mean of the x ij .
The error level is the ratio of the standard deviation of the error to the standard deviation of the x ij .
Finally, the ninth column shows the percentage of missing elements in X 0 . Each entry in the fourth through ninth columns in a row of the table represents the average of 10 runs using the same true X matrix each time but with different error matrices and different patterns of random removal of elements.
Random error was generated by sampling from a normal distribution with mean 0.
The level of error was controlled by adjusting the standard deviation. To create missing data, for each entry in X + E a number was drawn from the uniform distribution over
For example, to create a level of 50 percent missing data, if the number drawn was greater than .5, the corresponding entry in X + E was removed and treated as missing data.
Every row was required to contain at least s+2 entries. If the number of missing entries resulted in fewer than s+2 entries, a new row was created and the process repeated. This ensured that any particular column in the target matrix, X 0 = [ X + E ] 0 , from having significantly more missing data than any other column. Table 2 is divided into six sections. Some rows appear in more than one section.
The first section of the table shows some experiments using errorless data with the size of the matrix and the level of missing data held fixed (1000 by 25 and approximately 70 percent, respectively). As the rank of the matrix is increased from 2 to 5, the recovery of the target matrix, X 0 , is unaffected. The lowest average r-square is .996. In these tests the full matrix, the true matrix, and the Eckart-Young approximation matrix are the same. The recovery of these matrices declines slightly (from an average r-square of 1.0 to an average r-square of .968) as the rank increases. This is due to the fact that the number of degrees of freedom for the regressions decline with an increase in s so that the missing elements are less accurately predicted.
In the second section of the table, the level of error is held constant (approximately .25) and the percentage of missing data is increased in three steps from 25 to about 67 percent. As the percentage of missing elements is increased, the fit with the target matrices increases slightly and the fits with the full, true, and E-Y approximation matrices decrease.
This pattern occurs because as the number of missing elements increases, there are fewer constraints on the regressions so that it becomes easier to fit the observed elements but more difficult to reproduce the missing elements.
In the third and fourth sections of the table, the number of missing elements is held to about 50 percent and the level of error is increased in three steps from about .25 to about .75. As the level of error is increased, all the fits drop. However, even at very high levels of error where the standard deviation of the error is about 75 percent of the standard deviation of the distances, the procedure is reproducing the true matrices reasonably well with an average r-square of about .7.
Finally, sections five and six show the effect of increasing p and n respectively when the number of dimensions and the levels or error and missing data are held constant.
Increasing either p or n increases the fit with the true, full, and Eckart-Young approximation matrices. Holding everything else fixed, the bigger the matrix, the easier it is to predict the missing elements.
Although Table 2 is by no means exhaustive, it is apparent that the procedure outlined in Section 2 is stable and will reliably reproduce a matrix even at high levels of error and missing data.
Relationship With the Aldrich-McKelvey Scaling Procedure
Aldrich and 
Empirical Applications
A. Recovering a Basic Space From the 1980 Issue Scales
My first application is to 14 issue scales from the 1980 CPS cross-sectional survey.
These scales are listed in Table 3 . The approve the equal rights amendment and the two abortion questions were four point scales, the tax cut question was a five point scale, and the remaining issue questions were all seven point scales. Table 3A shows the fits for one, two, and three dimensions, and Table 3B shows the estimated $ c 's and $ w 's and the fits by issue for one, two and three dimensions. Boot-strapped standard errors are shown below the coefficient estimates.
The standard errors were computed by sampling respondents with replacement (that is, sampling the rows of the actual X 0 with replacement) to form a pseudo X 0 matrix. This pseudo matrix was then analyzed by the procedure to obtain estimates of the $ c 's and $ w 's.
This process was repeated 100 times. The standard errors were obtained by computing the sum of squared differences between the actual $ c 's and $ w 's from the original data and the 100 $ c 's and $ w 's from the bootstrap trials, dividing by 100, and taking the square root.
These are the numbers shown in the table.
__________________ Table 3 With the third dimension, the r-square for the Russia scale rises to .70. The five point tax cut scale doesn't fit well with any of the three dimensions. The problem with it is that everyone appears to favor tax cuts. If conventional t-tests were applied using the estimated standard errors, then none of the $ w 's for the second and third dimension are statistically significant although a few $ w 's for the second dimension are close to being so. Table 4 shows the singular values recovered form the input data and the singular values for $ X for s = 3. By equation (1B), $ X will have a rank of 4 so that there are four singular values shown in the right hand column. The singular values for the input data were obtained by inserting the corresponding elements from $ X into missing entries in X 0 . That is, the 14.1 percent missing entries in X 0 were replaced by their estimates in $ X . This composite matrix was then decomposed. Even though the two matrices had 2,507 elements in common (14.1%), they had 15,237 elements that were not in common. Hence, the closeness of the first four singular values --and especially the first three, indicates that the procedure is doing a good job in recovering the primary dimensions underlying the data.
Similar results were obtained for s = 1 and s = 2. Table 4 About Here __________________ Figure scale. This is one of the fourteen scales analyzed in the previous subsection.
__________________
In this application the rows of the data set are the political stimuli and the columns are the respondents' perceptions of where on the seven point scale the stimuli are.
Consequently, there are p political stimuli and the basic space coordinates of the political stimuli are given in $ Ψ . Recall that, by equation (1B), if X has no missing entries and no error, that its rank is s. However, because n > p, subtracting off the column means reduces the rank of X by one provided that the columns do not already sum to zero. In this case the number of basic dimension is s-1 so that $ Ψ is a p by s-1 matrix, $ W is n by s-1 and $ c is an n length vector where $ W and $ c are the linear mappings for the n respondents. Table 5 Reagan at the far right -is intuitively appealing. The second basic dimension essentially separates John Anderson from everyone else. The standard errors were computed using a bootstrap procedure identical to that described earlier except now the columns (respondents) are being sampled with replacement. The standard errors are based on 100 trials. Table 5 About Here __________________ These standard errors must be taken with a grain of salt, however, because, as Aldrich and McKelvey (1977) note, a respondent "…who sees things backwards … contributes to a better fit to the 'true' space" (p. 116). That is, respondents who perceive a mirror image of the true configuration improve the fit of the model so that the standard errors in Table 5 underestimate the true standard errors. However, Monte Carlo work done by Aldrich and McKelvey and Palfrey and Poole (1987) , show that the recovery of the simulus configuration is robust to violations of the error assumptions and is very accurate even when the error level is very high and a large number of respondents are reporting mirror or semi-mirror images.
The fourth column of Table 5 shows the first basic dimension normalized so that its sum of squares equals one so that it can be directly compared to the Aldrich-McKelvey configuration shown in the fifth column of the table. The two configurations are, not surprisingly, virtually identical. The differences are due to the slightly different samples analyzed by the two procedures because the Aldrich-McKelvey procedure requires that there be no missing data. Of the 888 respondents used to estimate the two basic dimensions, 643 had no missing data and were used in the Aldrich-McKelvey procedure.
B. Fitting Together Coordinate Configurations
The procedure for estimating equation (1) outlined in Table 1 is also a solution for what is known in psychometrics as an "orthogonal procrustes" problem (Schonemann, 1966; Schonemann and Carroll, 1970) In order to test the model's performance as an orthogonal procrustes procedure, the W-NOMINATE __________________ Table 6 About Here __________________ The r-squares for the House and Senate are quite high; .934 and .886 respectively, indicating that members of Congress are very stable in their location on the liberal/conservative dimension over time. The standard errors were computed using the same approach as that for the issue scale data shown in Table 3 . Legislators were sampled with replacement (that is, sampling the rows of the actual X 0 with replacement) to form a pseudo X 0 matrix. This pseudo matrix was then analyzed by the procedure to obtain estimates of the $ c 's and $ w 's. This process was repeated 100 times and the standard errors computed as explained above. If conventional t-tests were applied using the estimated standard errors, all the $ w 's for both the House and Senate are statistically significant.
Recall that, from equation (1B), the rank of $ X will be s+1 or two in this application. The first two estimated and recovered singular values for both chambers were virtually identical. However, this must be interpreted with caution since over 70 percent of the entries in X 0 were missing and were filled with the corresponding entries 
where X 0h and X 0s are the p h + p b by n and p s + p b by n matrices of W-NOMINATE scores for the House and Senate respectively.
The procedure to estimate equations (17A) and (17B) is the same as that shown in and W s and c s using equation (7). This process can be repeated as many times as desired.
The results are shown in Table 7 .
__________________ Table 7 About Here __________________ Table 7A shows the overall results. A total of 1431 legislators served in at least five Congresses during the 1937 to 1995 period -1106 in the House only, 174 in the Senate only, and 151 served in both chambers. The number of members in each of the two chambers will be larger than those in Table 6 because members who served one Congress in one chamber and four Congresses in the other chamber (or two in one and three in the other) are included in the estimation. In Table 6 members had to serve in at least five Congresses in their respective chamber to be included in the analysis of that chamber.
The overall fit of the model stated in equation (17) is a respectable .918 indicating, as noted earlier with respect to Table 6 , that members of Congress are very stable in their location on the liberal/conservative basic dimension over time. If conventional t-tests are applied using the estimated standard errors, all the $ w 's for both the House and Senate are statistically significant.
Given the $ ψ 's for members serving in at least five Congresses, coordinates for members serving in less than five Congresses can be estimated using the estimated $ w 's and Southern Democrats move to the right in both chambers until just after the Civil Rights era of the mid to late 1960s and then begin moving back to the left during the 1970s and 1980s.
Republicans shift to the left from the late 1940s and then reverse course after the Civil Rights era. Republicans in both chambers have been moving to the right since the late 1970s McCarty, Poole, and Rosenthal, 1996) . Note that because each member is assumed to have the same position throughout his career, these shifts in the various party means are due to replacement not conversion. The correlation between the chamber means is .90 indicating that whatever forces are at work in American politics tend to work on both chambers equally regardless their very different constituencies, terms, and internal rules and procedures. The corresponding correlations for The procedure is, in effect, a method of performing singular value decomposition of a matrix with missing elements. Monte Carlo tests show that the procedure does a reasonable job of reproducing the missing elements of a matrix even at high levels of error and missing data. Consequently, the procedure can be used with some confidence to produce Eckart-Young lower rank approximations and it can be applied to a wide variety matrices of perceptual data as well as preference data.
APPENDIX B
To maximize the number of positive elements in the n by n covariance matrix
a vector of plus and minus ones must be found so that when they are placed on the diagonal of an n by n diagonal matrix Λ*, the number of positive elements in the n by n matrix.
will be maximum.
For example, suppose the covariance matrix is A simple algorithm to produce a diagonal for Λ* is to find the row in the covariance matrix with the most negative elements and change its sign and that of the corresponding column (if no row has more than (n -1)/2 negative elements, than no sign changes are necessary). This process is then repeated. The row with the next most negative elements is found and its sign is changed. This process can be continued until all rows have (n -1)/2 or less negative entries. 
2) Use $ 
