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Abstract
In this paper we introduce a new formulation for shape optimization problems in fluids
in a diffuse interface setting that can in particular handle topological changes. By
adding the Ginzburg–Landau energy as a regularization to the objective functional
and relaxing the non-permeability outside the fluid region by introducing a porous
medium approach we hence obtain a phase field problem where the existence of a
minimizer can be guaranteed. This problem is additionally related to a sharp interface
problem, where the permeability of the non-fluid region is zero. In both the sharp and
the diffuse interface setting we can derive necessary optimality conditions using only
the natural regularity of the minimizers. We also pass to the limit in the first order
conditions.
Key words. Shape and topology optimization, phase field method, diffuse interfaces,
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1 Introduction
Shape optimization is the problem of minimizing some functional depending on the shape
or geometry of certain regions. If the topology is part of the optimization process one refers
to this also as shape and topology optimization. Here we work on the specific branch of
shape optimization in fluids. This means, that the objective functional depends not only
explicitly on certain quantities related to the shape but also implicitly by including physical
values describing the motion of some fluid which is located inside the unknown optimal
region. Hence the objective functional may depend for instance on the velocity or the
pressure of the fluid. In this work we assume that the fluid obeys the Stokes equations.
Thus the general problem to be considered here can be written as
min(E,u)∫E f (x,u,Du, p) dx subject to − µ∆u +∇p = f , divu = 0, in E. (1)
Here, u denotes the velocity, p the pressure, µ > 0 the viscosity of the fluid and f is some
general external force.
Due to the broad application fields of shape optimization in fluid mechanics, quite elabo-
rated practical methods have been developed in industry. But advanced numerical meth-
ods, like gradient or Newton’s method, require gradients of the cost functional. One
approach to formulate a gradient in an appropriate Hilbert space setting is the shape
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sensitivity analysis. Several authors derived formulas for the shape derivative in a fluid
dynamical setting. But either the calculations are formal, [35], or there are restrictions
in terms of geometric or regularity constraints on the reference domain and hence on the
minimizing set, compare for instance [3, 32, 33, 37]. In this work we will present a for-
mula for shape derivatives that is verified for very general sets as a reference domain, see
Section 5.
Furthermore, it has turned out that most shape optimization problems lack existence of
a minimizer and finding well-posed formulations of (1) is not trivial. The right space for
the admissible shapes has to be characterized and suitable regularizations or constraints
may be necessary. The main contribution here is due to Sˇvera´k, [44], who was able to
show an existence result in space dimension two. This was then extended to more space
dimensions by Bucur and Zole´sio, see [11], and applied to a fluid dynamical setting in [5].
But their result needs a restriction on the admissible shapes in terms of not yet charac-
terized geometric constraints. Apart from that, there are also contributions considering
compressible fluids, like [34], but again geometric constraints on the admissible shapes are
necessary. As indicated in [31, 41], it may not be expected that a minimizer exists for
the general problem (1) without any restrictions or regularizations. One idea to overcome
this problem was established in the field of finding optimal material configurations by [1].
There, a multiple of the perimeter of the shape is added to the objective functional and
the problem is formulated in a setting of Caccioppoli sets. This additional perimeter term
gives rise to better compactness properties and prevents oscillations and the occurrence
of microstructures, compare also [4]. In addition, by minimizing over all Caccioppoli sets
there are almost no restrictions in geometric, regularity or topological terms on the ad-
missible shapes. Anyhow, most problems in shape optimization that have been shown to
be well-posed, even by using a perimeter penalization, have special structure, i.e. they
can be reformulated to a problem without state equations, see for example [1, 9]. This
corresponds in our case to the case of minimizing the total potential power and is already
discussed in [24]. For minimizing a general objective functional, the idea of a so called
fictitious material approach has been developed in the field of structural optimization,
see [1, 9], where the void region is replaced by a very weak material. This idea has been
transferred to fluid mechanical setting by [8], where the region outside the fluid is replaced
by a porous medium. Anyhow, only applying the porous medium approach gives only a
well-posed problem in case of having the above-mentioned special structure, i.e. here min-
imizing the total potential power in a Stokes flow. As discussed in [21], it is not expected
that one can generalize this to general objective functionals or different state equations.
But coupling this porous medium approach to a Ginzburg–Landau penalization, which is
the diffuse interface analogue of the perimeter penalization, one can show well-posedness
with a general objective functional and also apply different state equations. The resulting
problem is then given in a phase field setting. Additionally, we can consider a sharp inter-
face limit and show that under suitable assumptions the obtained minimizers approximate
a black-and-white solution of a perimeter penalized sharp interface problem.
The porous medium – phase field formulation of the shape optimization problem (1) with
a general objective functional including the velocity of the fluid and its derivative can be
roughly outlined as
min(ϕ,u)∫Ω 12αε (ϕ) ∣u∣2 dx + ∫Ω f (x,u,Du) dx + γ ∫Ω ε2 ∣∇ϕ∣2 + 1εψ (ϕ) dx
subject to ∫
Ω
αε (ϕ)u ⋅ v + µ∇u ⋅ ∇v dx = ∫
Ω
f ⋅ v dx ∀v,
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where ϕ is the phase field function. For details we refer to Section 2.
In this paper we will
 show existence of a minimizer for the resulting phase field problem (see Theorem 1
in Section 2);
 discuss the corresponding perimeter penalized sharp interface problem (see Sec-
tion 3), which is in a simplified form given as
min(ϕ,u)∫Ω f (x,u,Du) dx + γc0PΩ({ϕ = 1})
subject to ∫{ϕ=1} µ∇u ⋅ ∇v dx = ∫{ϕ=1} f ⋅ v dx ∀v;
 consider convergence of solutions of the phase field problem to a solution of the sharp
interface problem as the interfacial thickness and the permeability of the medium
outside the fluid converge to zero (see Section 4);
 derive first order optimality conditions for the phase field and sharp interface shape
optimization problems by geometric variations. In the case of the sharp interface
problem we can derive the first order conditions under assumptions which are much
weaker than conditions which appeared in the literature previously (see Section 5);
 relate the obtained optimality conditions to existing criteria, hence to a variational
inequality in the diffuse interface setting, compare Remark 8, and to shape deriva-
tives in the well-known Hadamard form in the sharp interface setting, see Remark 9;
 consider the sharp interface limit in the obtained optimality systems (see Theorem 5
in Section 5);
 discuss the same questions if the objective functional depends additionally on the
pressure of the fluid (see Section 6).
A comparable sharp interface limit in the first variation formula has been carried out
for instance in [23], where geometric variations of the elastic Ginzburg–Landau energy are
considered. We also mention the work [6] where a sharp interface limit in the structural
optimization has been carried out by formal asymptotics. But for a setting with state
equations, which even depend on the phase field parameter, the rigorous considerations in
this paper are new. The generalization to the stationary Navier–Stokes equations will be
the subject of a forthcoming paper but is already discussed in [27].
2 Problem formulation
In the following we will minimize a certain objective functional depending on the behaviour
of some fluid by varying the shape, geometry and topology of the region wherein the fluid
is located. The fluid region is to be chosen inside a fixed container Ω ⊂ Rd, which is
assumed to fulfill
(A1) Ω ⊆Rd, d ∈ {2,3}, is a bounded Lipschitz domain with outer unit normal n.
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The velocity of the fluid has prescribed Dirichlet boundary data on ∂Ω, hence we may
impose for instance certain in-or outflow profiles. Additionally we can assume a body force
acting on the whole of Ω. And so we fix for the subsequent considerations the following
functions:
(A2) Let f ∈ L2(Ω) denote the applied body force and g ∈H 12 (∂Ω) the given boundary
function such that ∫∂Ω g ⋅ndx = 0.
We remark, that throughout this workRd-valued functions or function spaces ofRd-valued
functions are denoted by boldface letters.
The general functional to be minimized is for the time being given as ∫Ω f (x,u,Du) dx
and hence depends on the velocity u ∈ U ∶= {v ∈H1(Ω) ∣ divv = 0,v∣∂Ω = g} of the fluid
and its derivative. The treatment of the pressure in the objective functional is studied in
Section 6. The objective functional is chosen according to the following assumptions:
(A3) We choose f ∶ Ω ×Rd ×Rd×d →R as a Carathe´odory function, thus fulfilling
 f(⋅, v,A) ∶ Ω→R is measurable for each v ∈Rd, A ∈Rd×d, and
 f(x, ⋅, ⋅) ∶Rd ×Rd×d →R is continuous for almost every x ∈ Ω.
Let p ≥ 2 for d = 2 and 2 ≤ p ≤ 2d/d−2 for d = 3 and assume that there are a ∈ L1(Ω),
b1, b2 ∈ L∞(Ω) such that for almost every x ∈ Ω it holds
∣f (x, v,A)∣ ≤ a(x) + b1(x)∣v∣p + b2(x) ∣A∣2 , ∀v ∈Rd,A ∈Rd×d. (2)
Additionally, assume that the functional
F ∶H1(Ω)→R, F (u) ∶= ∫
Ω
f (x,u(x),Du(x)) dx (3)
is weakly lower semicontinuous, F ∣U is bounded from below, and F is radially un-
bounded in U , which means
lim
k→∞ ∥uk∥H1(Ω) = +∞ Ô⇒ limk→∞F (uk) = +∞ (4)
for any sequence (uk)k∈N ⊆ U .
Remark 1. Remark that condition (2) implies that H1(Ω) ∋ u ↦ ∫Ω f (x,u,Du(x)) dx
is continuous, see [36].
The shape to be optimized is here the region filled with fluid and is described by a
design function ϕ ∈ L1(Ω). The fluid region then corresponds to {x ∈ Ω ∣ ϕ(x) = 1} and the
non-fluid region is described by {x ∈ Ω ∣ ϕ(x) = −1}. We will formulate a diffuse interface
problem, hence ϕ is also allowed to take values in (−1,1), which yields then an interfacial
region. The thickness of the interface is dependent on the so-called phase field parameter
ε > 0. We impose an additional volume constraint for the fluid region, i.e. ∫Ωϕdx ≤ β ∣Ω∣,
where β ∈ (−1,1) is an arbitrary but fixed constant. Hence, the design space for the
optimization problem is given by
Φad ∶= {ϕ ∈H1(Ω) ∣ ∣ϕ∣ ≤ 1 a.e. in Ω,∫
Ω
ϕdx ≤ β ∣Ω∣} . (5)
SHAPE OPTIMIZATION FOR STOKES FLOW 5
In order to obtain a well-posed problem, we use the idea of perimeter penalization, see
for instance [1]. Thus we add a multiple of the diffuse interface analogue of the perimeter
functional, which is the Ginzburg-Landau energy, to the objective functional. To be precise
we add
γ ∫
Ω
ε
2
∣∇ϕ∣2 + 1
ε
ψ (ϕ) dx
where ψ ∶R→R ∶=R ∪ {+∞}, given by
ψ(ϕ) ∶= ⎧⎪⎪⎨⎪⎪⎩
1
2
(1 − ϕ2) , if ∣ϕ∣ ≤ 1,+∞, otherwise,
is the potential and γ > 0 a fixed weighting parameter for this regularization. As already
discussed in the introduction, we will use the porous medium approach introduced by [8]
for the optimization problem. Thus the region outside the fluid obeys the equations of
flow through porous material with small permeability (αε)−1 ≪ 1. Notice that we couple
the parameter for the porous medium approach to the phase fiel parameter ε > 0. In the
interfacial region we interpolate between the Stokes equations and the porous medium
equations by using an interpolation function αε ∶ [−1,1] → [0, αε] fulfilling the following
assumptions:
(A4) Let αε ∶ [−1,1]→ [0, αε] be decreasing, surjective and continuous for every ε > 0.
It is required that αε > 0 is chosen such that limε↘0 αε = +∞ and αε converges
pointwise to some function α0 ∶ [−1,1] → [0,+∞]. Additionally, we impose αδ(x) ≥
αε(x) if δ ≤ ε for all x ∈ [−1,1], limε↘0 αε(0) <∞ and a growth condition of the form
αε = o (ε− 23 ).
Remark 2. For space dimension d = 2 we can even choose αε = o (ε−κ) for any κ ∈ (0,1),
compare also Remark 5.
Thus the overall optimization problem is given as
min(ϕ,u)Jε (ϕ,u) ∶= 12 ∫Ω αε (ϕ) ∣u∣2 dx + ∫Ω f (x,u,Du) dx + γ ∫Ω ε2 ∣∇ϕ∣2 + 1εψ (ϕ) dx (6)
subject to (ϕ,u) ∈ Φad ×U and
∫
Ω
αε (ϕ)u ⋅ v dx + µ∫
Ω
∇u ⋅ ∇v dx = ∫
Ω
f ⋅ v dx ∀v ∈ V (7)
where V ∶= {v ∈ H10(Ω) ∣ divv = 0}. The first term which includes the interpolation
function αε appearing in the objective functional (6) penalizes too large values for ∣u∣
outside the fluid region (hence if ϕ = −1). This is a result of the choice of αε(−1) = αε ≫ 1.
The penalization of too large values for the velocity in the porous medium is in particular
important because we want in the limit ε ↘ 0 the velocity u to vanish outside the fluid
region, see Section 3. By this we ensure to arrive in the desired black-and-white solutions.
Concerning the state equations (7) we directly find the following solvability result:
Lemma 1. For every ϕ ∈ L1(Ω) with ∣ϕ(x)∣ ≤ 1 a.e. in Ω there exists a unique u ∈ U
such that (7) is fulfilled. This defines a solution operator for the constraints, which will be
denoted by Sε ∶ Φad → U . Here, we define Sε (ϕ) ∶= u if u solves (7).
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Proof. This follows by an application of Lax-Milgram’s theorem. For details we refer to
[27, Lemma 5.1].
Using this existence result for the state equations we can rewrite (6) − (7) into an
unconstrained optimization problem by introducing the reduced objective functional jε ∶
L1(Ω)→R, which is given as
jε (ϕ) ∶= ⎧⎪⎪⎨⎪⎪⎩Jε (ϕ,Sε (ϕ)) if ϕ ∈ Φad,+∞ otherwise. (8)
Then (6) − (7) is equivalent to
min
ϕ∈L1(Ω) jε(ϕ). (9)
Due to the regularization by the Ginzburg-Landau energy and the porous medium
formulation we obtain, in contrast to most formulations in shape optimization, that the
problem (6) − (7) admits a minimizer, even with a general objective functional, as the
following theorem shows:
Theorem 1. There exists at least one minimizer ϕε ∈ Φad of jε, and hence there exists
also a minimizer of (6) − (7).
Proof. We use the direct method in the calculus of variations. From the boundedness
assumption in Assumption (A3) we deduce that Jε ∶ Φad×U →R is bounded from below by
a constant. Thus we can choose an admissible minimizing sequence (ϕk,uk)k∈N ⊂ Φad×U ,
which gives in particular that uk = Sε (ϕk) for all k ∈ N. The coercivity of the objective
functional, see (4), yields a uniform bound on ∥uk∥H1(Ω).
Moreover, the uniform bound in (Jε (ϕk,uk))k∈N implies that supk∈N ∥∇ϕk∥L2(Ω) < ∞.
Besides, ϕk ∈ Φad for all k ∈N, and so ∥ϕk∥L∞(Ω) ≤ 1 ∀k ∈N. Thus we find a subsequence
of (uk, ϕk)k∈N, denoted by the same, such that uk ⇀ u0 in H1 (Ω) and ϕk ⇀ ϕ0 in H1 (Ω)
for some element (u0, ϕ0) ∈ U ×Φad. Here we used that Φad and U are closed and convex
and thus weakly closed subspaces of H1(Ω) and H1(Ω), respectively.
Next we show, that u0 = Sε (ϕ0). Therefore we use Lebesgue’s dominated convergence
theorem and the pointwise convergence of the sequences (uk)k∈N and (ϕk)k∈N, which
follows after choosing subsequences. From this we find quite easily
lim
k→∞∫Ω αε(ϕk)uk ⋅ v dx = ∫Ω αε(ϕ)u ⋅ v dx ∀v ∈ V .
Then we can take the limit k →∞ in the weak formulation of the state equation (7) and
see that u0 fulfills (7) with ϕ replaced by ϕ0. In particular, this gives u0 = Sε (ϕ0) and
thus (ϕ0,u0) is admissible for (6) − (7).
Similar as above we obtain by using Lebesgue’s dominated convergence theorem
lim
k→∞∫Ω αε (ϕk) ∣uk∣2 dx = ∫Ω αε (ϕ0) ∣u0∣2 dx.
This gives us in view of the lower semicontinuity of the objective functional stated in
Assumption (A3) the estimate
Jε (ϕ0,u0) ≤ lim inf
k→∞ Jε (ϕk,uk) = inf(ϕ,u)∈Φad×U ,u=Sε(ϕ)Jε (ϕ,u)
which implies that (ϕ0,u0) minimizes Jε.
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Thus we have shown that the phase field model, which is given by (6) − (7), is well-
defined in the sense that we have a well-defined solution operator for the constraints and
have guaranteed existence of a minimizer for the overall optimization problem.
3 Sharp interface problem
In Section 4 we will consider the limit ε ↘ 0, the so-called sharp interface limit. Hence
we want to send both the interface thickness and the permeability of the medium outside
the fluid to zero in order to arrive in a sharp interface problem whose solutions can be
considered as black-and-white solutions. This means that only pure fluid and pure non-
fluid phases exist, and the permeability of the material outside the fluid is zero (thus “real
walls”, according to [20], can appear). The problem appearing in the limit ε ↘ 0 will be
introduced in this section. This turns out to be a sharp interface problem in a setting of
Caccioppoli sets with perimeter penalization. In order to formulate this we will briefly
introduce some notation. For a detailed introduction into the theory of Caccioppoli sets
and functions of bounded variations we refer to [2, 19]. We call a function ϕ ∈ L1(Ω) a
function of bounded variation if its distributional derivative is a vector-valued finite Radon
measure. The space of functions of bounded variation in Ω is denoted by BV (Ω), and
by BV (Ω,{±1}) we denote functions in BV (Ω) having only the values ±1 a.e. in Ω. We
then call a measurable set E ⊂ Ω Caccioppoli set if χE ∈ BV (Ω). For any Caccioppoli set
E, one can hence define the total variation ∣DχE ∣ (Ω) of DχE , as DχE is a finite measure.
This value is then called the perimeter of E in Ω and is denoted by PΩ (E) ∶= ∣DχE ∣ (Ω).
In the sharp interface problem we still define the velocity of the fluid on the whole
of Ω, even though there is only a part of it filled with fluid. This is realized by defining
the velocity to be zero in the non-fluid region. Hence, the velocity corresponding to
some design variable ϕ ∈ L1(Ω) is to be chosen in the space Uϕ ∶= {u ∈ U ∣ u∣{ϕ=−1} =
0 a.e. in Ω}, where we recall that the fluid regions is given by {ϕ = 1} and the non-fluid
region by {ϕ = −1}. Correspondingly we define V ϕ ∶= {u ∈ V ∣ u∣{ϕ=−1} = 0 a.e. in Ω}.
The space Uϕ may be empty if the conditions u∣{ϕ=−1} = 0 and u∣∂Ω = g are conflicting.
Thus we only allow design variables ϕ where Uϕ ≠ ∅. The design space for the sharp
interface problem is given as
Φ0ad ∶= {ϕ ∈ BV (Ω,{±1}) ∣ ∫
Ω
ϕdx ≤ β ∣Ω∣ , Uϕ ≠ ∅} .
We can then write the the sharp interface problem as
min(ϕ,u)J0 (ϕ,u) ∶= ∫Ω f (x,u,Du) dx + γc0PΩ ({ϕ = 1}) (10)
subject to (ϕ,u) ∈ Φ0ad ×Uϕ and
µ∫
Ω
∇u ⋅ ∇v dx = ∫
Ω
f ⋅ v dx ∀v ∈ V ϕ. (11)
Here, c0 ∶= ∫ 1−1 √2ψ(s)ds = pi2 is a constant appearing due to technical reasons in the limit
ε↘ 0, compare Section 4. Recall, that γ > 0 was an arbitrary weighting parameter for the
perimeter penalization. Let us start by considering the state equations.
Lemma 2. For every ϕ ∈ L1(Ω) such that Uϕ ≠ ∅ there exists a unique u ∈ Uϕ such that
(11) is fulfilled. This defines a solution operator denoted by S0 ∶ Φ0ad → U where we define
S0(ϕ) ∶= u ∈ Uϕ if u fulfills (11).
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Proof. This can be shown by an application of Lax-Milgram’s theorem, compare [27,
Lemma 6.1] for details.
Using this solution operator we can define the reduced objective functional j0 ∶ L1(Ω)→
R by
j0 (ϕ) ∶= ⎧⎪⎪⎨⎪⎪⎩J0 (ϕ,S0 (ϕ)) if ϕ ∈ Φ
0
ad,+∞ otherwise. (12)
Hence we see that (10) − (11) is equivalent to
min
ϕ∈L1(Ω) j0(ϕ). (13)
Remark 3. The existence of a minimizer for this problem may not be guaranteed in
general. There are several examples for the Laplace equation, see for instance [12, 15] and
included references, indicating this. But we will obtain as a consequence from our sharp
interface considerations in Section 4 and the fact that the porous medium – phase field
problem introduced in the previous section always admits a minimizer for each ε > 0, that
under suitable assumptions also the sharp interface problem (13) has a minimizer.
4 Sharp interface limit
We will show in this section, that the sharp interface problem (13), which was introduced
in the previous section, appears in some sense as limit problem of the phase field problems
(9) introduced in Section 2 as the phase field parameter ε tends to zero. We directly state
the main result of this section:
Theorem 2. Let (ϕε)ε>0 be minimizers of (jε)ε>. Then there exists a subsequence of(ϕε)ε>0, which is denoted by the same, and an element ϕ0 ∈ L1(Ω) such that
lim
ε↘0 ∥ϕε − ϕ0∥L1(Ω) = 0. (14)
If it holds
∥ϕε − ϕ0∥L1({x∈Ω∣ϕ0(x)=1,ϕε(x)<0}) = O (ε) (15)
then we obtain moreover
lim
ε↘0 jε (ϕε) = j0 (ϕ0) (16)
and ϕ0 is a minimizer of j0.
Remark 4. In particular, Theorem 2 implies that if (15) is fulfilled, then the sharp inter-
face problem is well-posed in the sense, that there exists a least one minimizer of (10)-(11).
This has not been shown so far and is still an open problem for the general shape opti-
mization problem in fluid dynamics, compare also discussion in the introduction and in
Remark 3. And so proving a convergence result without any condition as in (15) would
imply a much stronger result concerning well-posedness of the shape optimization problem
that is not expected. In this sense, the result at hand seems currently optimal.
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Before proving this theorem, we start with a preparatory lemma.
Lemma 3. Let (ϕε)ε>0 ⊆ L1(Ω) with uε = Sε (ϕε) be such that for ε↘ 0
lim
ε↘0 ∥ϕε − ϕ0∥L1(Ω) = 0, ∥ϕε − ϕ0∥L1({ϕ0=1,ϕε<0}) = O (ε) (17)
with ϕ0 ∈ BV (Ω,{±1}), Uϕ0 ≠ ∅ and ∣ϕε∣ ≤ 1 pointwise almost everywhere in Ω. Then
there exists a subsequence of (uε)ε>0 (denoted by the same) such that
lim
ε↘0 ∥uε −u0∥H1(Ω) = 0, limε↘0∫Ω αε (ϕε) ∣uε∣2 dx = 0
where u0 = S0 (ϕ0).
Proof. We split the proof into several steps:
 1st step: First of all we choose a subsequence of (ϕε)ε>0 that converges pointwise
almost everywhere in Ω to ϕ0. Then we take some δ > 0, such that ε < δ for ε small
enough and notice that due to Assumption (A4) it holds αδ ≤ αε pointwise, and
therefore we arrive in the pointwise estimate
αδ (ϕ0 (x)) = lim
ε↘0αδ (ϕε (x)) ≤ lim infε↘0 αε (ϕε (x)) . (18)
This gives, as δ ↘ 0,
α0 (ϕ0 (x)) = lim
δ↘0αδ (ϕ0 (x)) = limδ↘0(limε↘0αδ (ϕε (x))) ≤ limδ↘0(lim infε↘0 αε (ϕε (x))) == lim inf
ε↘0 αε (ϕε (x))
(19)
for almost every x ∈ Ω. On the other hand we deduce from αε ≤ α0 pointwise almost
everywhere
lim sup
ε↘0 (αε (ϕε (x))) ≤ lim supε↘0 (α0 (ϕε (x))) = α0 (ϕ0 (x)) .
We sum up the estimates to obtain
α0 (ϕ0 (x)) ≤ lim inf
ε↘0 αε (ϕε (x)) ≤ lim supε↘0 αε (ϕε (x)) ≤ α0 (ϕ0 (x))
which holds for almost every x ∈ Ω and implies
lim
ε↘0αε (ϕε (x)) = α0 (ϕ0 (x)) for a.e. x ∈ Ω. (20)
This will be used later.
 2nd step: Now we show, that for all v ∈H1(Ω) such that v∣{ϕ0=−1} = 0 it holds
lim
ε↘0∫Ω αε (ϕε) ∣v∣2 dx = 0.
To this end, we notice first for almost every x ∈ Ω that due to (20),
lim
ε↘0αε (ϕε(x)) ∣v(x)∣2 = 0. (21)
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To apply Lebesgue’s convergence theorem and deduce the convergence in L1(Ω) we
estimate in several steps. Since αε is decreasing we find
αε (ϕε (x)) ∣v(x)∣2 ≤ αε (0) ∣v(x)∣2 ≤ α0(0) ∣v(x)∣2
for almost every x ∈ {ϕε ≥ 0} where we used limε↘0 αε (0) = α0(0) <∞, see Assump-
tion (A4). From this bound and the pointwise convergence (21) we obtain thanks
to Lebesgue’s convergence theorem
lim
ε↘0∫{ϕε≥0} αε (ϕε) ∣v∣2 dx = 0. (22)
To consider the part of Ω where ϕε is non-positive, we deduce from v∣{ϕ0=−1} = 0 that{x ∈ Ω ∣ v(x) ≠ 0} ⊆ {x ∈ Ω ∣ ϕ0(x) = 1} and thus we get for almost every x ∈ {ϕε < 0}
the estimate
αε (ϕε(x)) ∣v(x)∣2 ≤ αε ∣ϕε(x) − ϕ0(x)∣´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶≥1 ∣v(x)∣
2 χ{ϕ0=1}(x). (23)
Due to the pointwise estimate ∣ϕε∣ ≤ 1, ∣ϕ0∣ ≤ 1 we have
αε∫
Ω
χ{ϕ0=1}∩{ϕε<0} ∣ϕε − ϕ0∣ ∣v∣2 dx ≤ Cαε ∥ϕ0 − ϕε∥ 23L1({ϕ0=1}∩{ϕε<0}) ∥v∥2L6(Ω) .
(24)
We combine ∥ϕε − ϕ0∥L1({ϕ0=1}∩{ϕε<0}) = O (ε) (25)
and αε = o (ε−2/3), see Assumption (A4), to get therefrom
lim
ε↘0∫Ω χ{ϕ0=1}∩{ϕε<0}αε ∣ϕε − ϕ0∣ ∣v∣2 dx = 0. (26)
And so, in view of (23)
lim
ε↘0∫{ϕε<0} αε (ϕε) ∣v∣2 dx = 0
which gives combined with (22) finally
lim
ε↘0∫Ω αε (ϕε) ∣v∣2 dx = 0.
We notice that for every ε > 0 the velocity field uε ∈ U is the unique solution of
min
v∈U Fε (v) ∶= ∫Ω (12αε (ϕε) ∣v∣2 + µ2 ∣∇v∣2 − f ⋅ v) dx
since the state equation (7) is the first order optimality condition for this optimization
problem, which is necessary and sufficient for the convex optimization problem of mini-
mizing the functional Fε over U .
We proceed by defining
F0 (v) ∶= ∫
Ω
(1
2
α0 (ϕ0) ∣v∣2 + µ
2
∣∇v∣2 − f ⋅ v) dx
and notice, that the unique minimizer of F0 in U is S0(ϕ0), since again the state
equations are the necessary and sufficient first order optimality conditions for the convex
optimization problem minv∈U F0(v). We use the functionals (Fε)ε>0 to show that (uε)ε>0
is uniformly bounded:
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 3rd step: From Uϕ0 ≠ ∅ we know that can choose some u0 ∈ Uϕ0 ⊂ U and obtain,
because uε are minimizers of Fε, the estimate
∫
Ω
(µ
2
∣∇uε∣2 + 1
2
αε (ϕε) ∣uε∣2 − f ⋅uε) dx = Fε(uε) ≤ Fε(u0) =
= ∫
Ω
(µ
2
∣∇u0∣2 + 1
2
αε (ϕε) ∣u0∣2 − f ⋅u0) dx ≤
≤ ∫
Ω
(µ
2
∣∇u0∣2 − f ⋅u0) dx + (lim sup
ε↘0 ∫Ω 12αε (ϕε) ∣u0∣2 dx + c)
(27)
for some constant c ≥ 0 and ε > 0 small enough.
To see that lim supε↘0 ∫Ω αε (ϕε) ∣u0∣2 dx < ∞ we can use the second step of this
proof. And so from (27), the inequalities of Poincare´ and Young and the boundary
condition on uε we find a constant C > 0 independent of ε such that
∥uε∥H1(Ω) < C.
The result of the previous step implies in particular the existence of a subsequence
of (uε)ε>0, which will be denoted by the same, that converges weakly in H1(Ω) to some
limit element u0 ∈ U . To see that u0 = S0(ϕ0), we next claim that (Fε)ε>0 Γ-converges in
U with respect to the weak H1(Ω) topology to F0 as ε↘ 0.
 4th step: We will see, that the constant sequence defines a recovery sequence for(Fε)ε>0. Choosing v ∈ U we can assume that F0(v) < ∞, otherwise it would hold
trivially
lim sup
ε↘0 Fε (v) ≤ F0(v).
Therefore, we can assume ∫Ω α0 (ϕ0) ∣v∣2 dx <∞ and so v ∈ Uϕ0 . Due to the second
step of this proof this yields
lim
ε↘0∫Ω αε (ϕε) ∣v∣2 dx = 0.
As the remaining terms of (Fε)ε>0 are independent of ε this already implies
lim sup
ε↘0 Fε (v) ≤ F0 (v) .
 5th step: Let (vε)ε>0 ⊆ U be an arbitrary sequence that converges weakly in H1(Ω)
to some v ∈ U . Due to the compact imbedding of H1(Ω) into L2(Ω) we certainly
have a subsequence of (vε)ε>0, which will be denoted by the same, that converges
pointwise almost everywhere in Ω to v. From this convergence, the pointwise con-
vergence of αε (ϕε) that was proven in (20) and Fatou’s lemma we see
∫
Ω
α0 (ϕ0) ∣v∣2 dx = ∫
Ω
(lim inf
ε↘0 αε (ϕε))(lim infε↘0 ∣vε∣2) dx ≤≤ ∫
Ω
lim inf
ε↘0 (αε (ϕε) ∣vε∣2) dx ≤ lim infε↘0 ∫Ω αε (ϕε) ∣vε∣2 dx (28)
which yields
F0 (v) ≤ lim inf
ε↘0 Fε (vε)
since the remaining terms are weakly lower semicontinuous in H1(Ω).
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This proves that (Fε)ε>0 Γ-converges to F0 as ε ↘ 0 in U with respect to the weak
H1(Ω) topology. In view of standard results for Γ-convergence, see for instance [14], we
see therefrom that the limit point of (uε)ε>0 is the unique minimizer of F0, and thus u0
minimizes F0 in U . We find that the first order optimality conditions for the convex
optimization problem minv∈U F0(u) are exactly given by the state equations (11). Thus,
the minimizer u0 ∈ U of F0 fulfills (11) and hence u0 = S0 (ϕ0).
Due to the Γ-convergence result we have additionally limε↘0 Fε (uε) = F0(u0) and so
lim
ε↘0 [∫Ω 12αε (ϕε) ∣uε∣2 + µ2 ∣∇uε∣2 dx] = ∫Ω 12α0 (ϕ0) ∣u0∣2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=0
+µ
2
∣∇u0∣2 dx.
This gives us in view of (28) and by using Lemma 4 the convergences
lim
ε↘0∫Ω 12αε (ϕε) ∣uε∣2 dx = 0, limε↘0∫Ω µ2 ∣∇uε∣2 dx = ∫Ω µ2 ∣∇u0∣2 dx
and finally proves the statement of the lemma.
In the proof we used the following lemma that can be verified by direct calculations:
Lemma 4. Let (ak)k∈N , (bk)k∈N ⊆ R be sequences that are bounded from below with
limk→∞ (ak + bk) = (a + b) where a, b ∈R, such that a ≤ lim infk→∞ ak and b ≤ lim infk→∞ bk.
Then it holds limk→∞ ak = a and limk→∞ bk = b.
Remark 5. If we are in space dimension d = 2 we can use that H1(Ω) is imbedded in
Lp
′(Ω) for any 1 ≤ p′ <∞. Hence we can replace (24) for some 1 < p <∞ by
αε∫
Ω
χ{ϕ0=1}∩{ϕε<0} ∣ϕε − ϕ0∣ ∣v∣2 dx ≤ Cαε ∥ϕ0 − ϕε∥1/pL1({ϕ0=1}∩{ϕε<0}) ∥∣v∣2∥1/p′Lp′(Ω)
where p′ = pp−1 . Thus to conclude (26) from (25) it is sufficient to assume αε = o (ε−1/p)
for any p ∈ (1,+∞). And so the condition αε = o (ε−2/3) claimed in Assumption (A4) can
be weakened if d = 2, see also Remark 2.
Lemma 3 and the Γ-convergence results of [29], where it is shown that a multiple of
the perimeter is the L1(Ω)-Γ-limit of the Ginzburg-Landau energy, give us all essential
tools to prove Theorem 2.
Proof of Theorem 2. We split the proof into several steps:
 1st step: Assume we have an arbitrary ϕ ∈ L1(Ω) chosen such that j0(ϕ) <∞. We
will show that there exists a sequence (ϕε)ε>0 ⊂ L1(Ω) converging to ϕ in L1(Ω) as
ε↘ 0 such that
lim sup
ε↘0 jε(ϕε) ≤ j0(ϕ).
We start by approximating Eϕ ∶= {ϕ = 1} by smooth sets. For this purpose we
use the result of [29, Lemma 1], which gives a sequence (Ek)k∈N of open subsets of
Ω such that ∂Ek ∩ Ω ∈ C2, ∣Ek∣ = ∣Eϕ∣ for k ≫ 1, limk→∞ PΩ (Ek) = PΩ (Eϕ) and
limk→∞ ∥ϕk − ϕ∥L1(Ω) = 0 with the convergence rate
∥ϕk − ϕ∥L1(Ω) = O (k−1) . (29)
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Here we denoted ϕk ∶= 2χEk − 1. The convergence rate (29) is not explicitly stated
in [29, Lemma 1] but follows easily from the explicit construction in the proof.
We now construct for every k large enough a recovery sequence (ϕkε)ε>0 ⊂ L1(Ω)
converging to ϕk in L
1(Ω) as ε↘ 0 such that
lim sup
ε↘0 ∫Ω (γε2 ∣∇ϕkε ∣2 + γεψ (ϕkε)) dx ≤ γc0PΩ (Ek) (30)
analog as it is done for example in [40, p. 222 ff], [29, Proposition 2] or [7, Proposition
3.11]. To this end we define for ε > 0 small enough the function gε ∶R→R by
gε (s) ∶=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
−1, s < −ε pi√
2
sin ( s√
2ε
) ∣s∣ ≤ ε pi√
2
1 s > ε pi√
2
.
To fulfill the integral constraint, it may be necessary to shift the profile by a constant
ηε > 0. Here we choose ηε ∶= ε pi√2 = O (ε) to ensure ϕkε(x) = −1 if ϕ(x) < 0. Thus we
define
ϕkε(x) ∶= gε (dk(x) − ηε) .
with dk being the signed distance function to Γk ∶= ∂Ek ∩ ∂ (Ω ∖Ek), which means
dk(x) = d (x,Γk) for x ∈ Ek and dk(x) = −d(x,Γk) otherwise. Due to our construc-
tion, Γk defines a C
2-submanifold and thus the signed distance function dk to Γk is
a C2-function. Then we get pointwise gε(dk(x) − ηε) ≤ ϕk(x) and so in particular∫Ωϕkε(x)dx ≤ ∫Ωϕk(x)dx = ∫Ωϕdx ≤ β ∣Ω∣ which means, that the integral constraint
is fulfilled for ϕkε .
Now we use calculations that can be found in more detail in [29, 40, 7] to obtain
lim
ε↘0 ∥ϕkε − ϕk∥L1(Ω) = 0, ∥ϕkε − ϕk∥L1(Ω) = O (ε) (31)
and that (30) holds.
Then we choose a diagonal sequence (ϕkεk)k∈N that converges to ϕ in L1(Ω) and
fulfills per construction
lim sup
k→∞ ∫Ω (γεk2 ∣∇ϕkεk ∣2 + γεkψ (ϕkεk)) dx ≤ γc0PΩ (Eϕ)
which follows from (30) and limk→∞ PΩ (Ek) = PΩ (Eϕ). Besides, we conclude from
(29) and (31) the following convergence rate ∥ϕkεk − ϕ∥L1(Ω) = O (k−1) . We continue
with defining uk ∶= Sεk (ϕkεk) and see that Uϕ ≠ ∅ since j0(ϕ) <∞. From Lemma 3
we thus get, after possibly choosing a subsequence, that (uk)k∈N converges strongly
in H1(Ω) to u ∶= S0(ϕ) and it holds limk→∞ ∫Ω αεk (ϕkεk) ∣uk∣2 dx = 0. Using the
continuity of the objective functional we end up with
lim sup
k→∞ jεk(ϕkεk) ≤ j0(ϕ).
 2nd step: Next we will show that for any sequence (ϕε)ε>0 ⊆ L1(Ω) converging to
an arbitrary element ϕ ∈ L1(Ω) such that
∥ϕε − ϕ∥L1({x∈Ω∣ϕ(x)=1,ϕε(x)<0}) = O (ε) (32)
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it holds
j0(ϕ) ≤ lim inf
ε↘0 jε (ϕε) .
Without loss of generality we assume lim infε↘0 jε(ϕε) <∞ and can therefore assume
ϕ ∈ BV (Ω,{±1}) and ∫Ωϕ ≤ β ∣Ω∣. Moreover we denote uε = Sε(ϕε).
From Assumption (A3) and lim infε↘0 jε(ϕε) <∞ we know that there exists a sub-
sequence, denoted by the same, such that (∥uε∥H1(Ω))ε>0 is bounded uniformly in
ε > 0. So we obtain for a subsequence, which is still indexed by ε > 0, that (uε)ε>0
converges weakly in H1(Ω) to some element u ∈H1(Ω). Furthermore, we see that
lim inf
ε↘0 jε (ϕε) <∞ Ô⇒ lim infε↘0 ∫Ω αε (ϕε) ∣uε∣2 dx <∞.
At the same time we can assume that (after choosing a subsequence) (ϕε)ε>0 and(uε)ε>0 converge pointwise almost everywhere in Ω, and as a consequence we get
similar to (28) with Fatou’s Lemma
∫
Ω
α0 (ϕ) ∣u∣2 dx ≤ lim inf
ε↘0 ∫Ω αε (ϕε) ∣uε∣2 dx <∞
and thus in particular u = 0 a.e. in {ϕ = −1} where we used limε↘0 αε (ϕε (x)) =
α0 (ϕ (x)) a.e. in Ω, which follows as in (19)-(20).
We have uε = Sε (ϕε), which gives us uε ∈ U , and as a consequence u ∈ U . Alto-
gether this implies u ∈ Uϕ, and thus Uϕ ≠ ∅ together with j0 (ϕ) <∞.
According to [29, Proposition 1] we have, after rescaling in ε,
γc0PΩ ({ϕ = 1}) ≤ lim inf
ε↘0 ∫Ω (γε2 ∣∇ϕε∣2 + γεψ (ϕε)) dx.
After those preparation, we choose a subsequence (jεk (ϕεk))k∈N such that
lim
k→∞ jεk (ϕεk) = lim infε↘0 jε (ϕε) .
We will now apply Lemma 3 to deduce the convergence of a subsequence of (uεk)k∈N
in H1(Ω). For this purpose, we use in particular the convergence rate of (ϕεk)k∈N
stated in (32). Thus, we obtain the existence of a subsequence (uεk(l))l∈N such that
lim
l→∞ ∥uεk(l) −u∥H1(Ω) = 0, liml→∞∫Ω αεk(l) (ϕεk(l)) ∣uεk(l) ∣2 dx = 0
where u = S0(ϕ).
Plugging these results together we end up with
j0 (ϕ) ≤ lim inf
l→∞ jεk(l) (ϕεk(l)) = limk→∞ jεk (ϕεk) = lim infε↘0 jε (ϕε)
and finish the second step.
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 3rd step: We use the results of the previous steps to finally prove the statement.
First of all we see, that the existence of minimizers (ϕε)ε>0 ⊂ Φad of (jε)ε>0 with
jε (ϕε) <∞ follows from Theorem 1.
Let now ϕ̃ε ⊆ L1(Ω) be the sequence constructed in the first step corresponding to
some arbitrary ϕ̃ ∈ Φ0ad. Then, as we have shown, there exists a constant C > 0
independent of ε such that
jε (ϕ̃ε) < C.
Since ϕε is a minimizer of jε for every ε > 0 we deduce
jε (ϕε) ≤ jε (ϕ̃ε) < C
and so we can conclude
∫
Ω
(γε
2
∣∇ϕε∣2 + γ
ε
ψ (ϕε)) dx < C. (33)
Using the arguments of [29, Proposition 3, case a)], compare also [40, Proposition 3,
Remark (1.35)], we get from this uniform estimate that (ϕε)ε>0 has a subsequence
that converges in L1(Ω) to an element ϕ0 ∈ L1(Ω).
For the next step we assume that the sequence of minimizers (ϕε)ε>0 fulfills addi-
tionally (15). Then we see by the second step of this proof, that
j0 (ϕ0) ≤ lim inf
ε↘0 jε (ϕε) . (34)
Taking another arbitrary admissible ϕ ∈ L1(Ω), j0(ϕ) <∞, we find again by the first
step of this proof, that there exists a sequence (ϕ̂ε)ε>0 ⊂ L1(Ω) converging in L1(Ω)
to ϕ as ε↘ 0 such that
lim sup
ε↘0 jε (ϕ̂ε) ≤ j0 (ϕ) .
And thus, by the minimizing property of ϕε and (34), we end up with
j0 (ϕ0) ≤ lim inf
ε↘0 jε (ϕε) ≤ lim supε↘0 jε (ϕ̂ε) ≤ j0 (ϕ) (35)
which implies
j0 (ϕ0) ≤ j0 (ϕ) ∀ϕ ∈ L1(Ω).
And thus ϕ0 minimizes j0. It remains to prove (16). But for this purpose we choose
ϕ ≡ ϕ0 in the previous considerations and obtain then from (35) that
j0 (ϕ0) ≤ lim inf
ε↘0 jε (ϕε) ≤ lim supε↘0 jε (ϕ̂ε) ≤ j0 (ϕ0) (36)
and thus limε↘0 jε (ϕε) = j0 (ϕ0) . This finally proves the statement of the theorem.
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5 Optimality conditions
In this section we will derive first order necessary optimality conditions for both the phase
field problem (9) and the sharp interface problem (13) by geometric variations of the op-
timal shape. To be precise, we vary the fluid regions in direction of certain vector fields
and calculate the first variation with respect to those geometric transformations. This
means that we apply the ideas of shape sensitivity analysis to a setting where the refer-
ence domain are only Caccioppoli sets in general. In Theorem 5 we will then show that
we can also derive the optimality system for the sharp interface problem as a limit from
the corresponding diffuse interface system.
For this purpose, we have to impose additional differentiability assumptions on the
data, which have to be assumed throughout this section:
(A5) Assume that αε ∈ C2([−1,1]) for all ε > 0 and f ∈H1(Ω).
Assume that x ↦ f(x, v,A) ∈ R is in W 1,1(Ω) for all (v,A) ∈ Rd ×Rd×d and the
partial derivatives D2f (x, ⋅,A), D3f (x, v, ⋅) exist for all v ∈ Rd, A ∈ Rd×d and a.e.
x ∈ Ω. Let p ≥ 2 for d = 2 and 2 ≤ p ≤ 2d/d−2 for d = 3 and assume that there are
aˆ ∈ L1(Ω), bˆ1, bˆ2 ∈ L∞(Ω) such that for almost every x ∈ Ω it holds
D(2,3)f (x, v,A) ≤ aˆ(x) + bˆ1(x) ∣v∣p−1 + bˆ2(x) ∣A∣ ∀v ∈Rd,A ∈Rd×d. (37)
Remark 6. If the objective functional fulfills Assumption (A7), we find that
F ∶H1(Ω) ∋ u↦ ∫
Ω
f (x,u,Du) dx
is continuously Fre´chet differentiable and that its directional derivative is given in the
following form:
DF (u)(v) = ∫
Ω
D(2,3)f (x,u,Du) (v,Dv) dx ∀u,v ∈H1(Ω).
For details concerning Nemytskii operators we refer to [36].
As we will derive first order optimality conditions by varying the domain Ω with
transformations, we introduce here the admissible transformations and its corresponding
velocity fields:
Definition 1 (Vad, Tad). The space Vad of admissible velocity fields is defined as the set
of all V ∈ C ([−τ, τ] ;C (Ω,Rd)), where τ > 0 is some fixed, small constant, such that it
holds:
(V1) (V1a) V (t, ⋅) ∈ C2 (Ω,Rd),
(V1b) ∃C > 0: ∥V (⋅, y) − V (⋅, x)∥C([−τ,τ],Rd) ≤ C ∣x − y∣ ∀x, y ∈ Ω,
(V2) V (t, x) ⋅n(x) = 0 on ∂Ω,
(V3) V (t, x) = 0 for a.e. x ∈ ∂Ω with g(x) ≠ 0.
We will often use the notation V (t) = V (t, ⋅).
Then the space Tad of admissible transformations for the domain is defined as solutions of
the ordinary differential equation
∂tTt(x) = V (t, Tt(x)), T0(x) = x (38a)
for V ∈ Vad, which gives some T ∶ (−τ˜ , τ˜) ×Ω→ Ω, with 0 < τ˜ small enough.
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Remark 7. Let V ∈ Vad and T ∈ Vad be the transformation associated to V by (38). Then
T admits the following properties:
 T (⋅, x) ∈ C1 ([−τ˜ , τ˜] ,Rd) for all x ∈ Ω,
 ∃c > 0,∀x, y ∈ Ω, ∥T (⋅, x) − T (⋅, y)∥C1([−τ˜ ,τ˜],Rd) ≤ c ∣x − y∣,
 ∀t ∈ [−τ˜ , τ˜], x↦ Tt(x) = T (t, x) ∶ Ω→ Ω is bijective,
 ∀x ∈ Ω, T−1(⋅, x) ∈ C ([−τ˜ , τ˜] ,Rd),
 ∃c > 0,∀x, y ∈ Ω, ∥T−1 (⋅, x) − T−1 (⋅, y)∥
C([−τ˜ ,τ˜],Rd) ≤ c ∣x − y∣.
This is shown in [16, 17].
We start with stating optimality conditions for the phase field problem (9):
Theorem 3. For any minimizer (ϕε,uε) ∈ Φad ×U of (6) − (7) there exists a Lagrange
multiplier λε ≥ 0 for the integral constraint such that the following necessary optimality
system is fulfilled:
∂t∣t=0jε (ϕε ○ T−1t ) = −λε∫
Ω
ϕε divV (0)dx, λε (∫
Ω
ϕε dx − β ∣Ω∣) = 0 (39)
for all T ∈ Tad with velocity V ∈ Vad. The derivative is given by the following formula:
∂t∣t=0jε (ϕε ○ T−1t ) = ∫
Ω
αε (ϕε) (uε ⋅ u˙ε [V ] + 1
2
∣uε∣2 divV (0)) dx+
+ ∫
Ω
[Df (x,uε,Duε) (V (0), u˙ε [V ] ,Du˙ε [V ] −DuεDV (0))++ f (x,uε,Duε) divV (0)] dx++ ∫
Ω
(γε
2
∣∇ϕε∣2 + γ
ε
ψ (ϕε)) divV (0) − γε∇ϕε ⋅ ∇V (0)∇ϕε dx
(40)
where u˙ε [V ] ∶= ∂t∣t=0 (Sε (ϕε ○ T −1t ) ○ Tt) ∈H10(Ω) is given as the unique solution of
∫
Ω
αε(ϕε)u˙ε [V ] ⋅ z + µ∇u˙ε [V ] ⋅ ∇z dx =
= ∫
Ω
µDV (0)T∇uε ∶ ∇z dx + ∫
Ω
µ∇uε ∶ DV (0)T∇z dx+
+ ∫
Ω
µ∇uε ∶ ∇ (divV (0)z −DV (0)z) dx−
− ∫
Ω
µ∇uε ∶ ∇z divV (0)dx + ∫
Ω
(∇f ⋅ V (0)) ⋅ z dx + ∫
Ω
f ⋅DV (0)z dx−
− ∫
Ω
αε (ϕε)uε ⋅DV (0)z dx
(41)
which has to hold for every z ∈ V , together with
div u˙ε [V ] = ∇uε ∶ DV (0). (42)
Proof. We start with proving that R ⊇ I ∋ t↦ uε(t) ○ Tt ∈H1(Ω) is differentiable at t = 0
if I is a suitably small interval around 0 and uε(t) ∶= Sε(ϕε ○ T −1t ). We also obtain that
u˙ε[V ] ∶= ∂t∣t=0 (uε(t) ○ Tt) solves the equation stated in the assumption. To this end, we
apply the implicit function theorem and start by defining the function
F = (F1, F2) ∶ I × {v ∈H1(Ω) ∣ v∣∂Ω = g}→ V ′ ×L20(Ω)
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by
F1 (t,u) (z) ∶= ∫
Ω
αε (ϕε)u ⋅ (det DT−1t DTtz)det DTt dx++ ∫
Ω
µDT−Tt ∇u ∶ DT−Tt ∇ (det DT−1t DTtz)det DTt dx−− ∫
Ω
f ○ Tt ⋅ (det DT−1t DTtz)det DTt dx
(43)
and
F2(t,u) = (DT−1t ∶ ∇u)det DTt.
The function F2 is motivated by the identity (DT−1t ∶ ∇v) ○ T−1t = div (v ○ T−1t ). This
function is well-defined, since for any v ∈H1(Ω) such that v∣∂Ω = g we have due to Gauß’
theorem
∫
Ω
(DT−1t ∶ ∇v)det DTt dx = ∫
Ω
div (v ○ T−1t ) ○ Tt det DTt dx = ∫
Ω
div (v ○ T−1t ) dx == ∫
∂Ω
v ○ T−1t ⋅ndx = ∫
∂Ω
g ○ T−1t ⋅ndx = 0
where we used, that Tt(x) = x if g(x) ≠ 0 and ∫∂Ω g ⋅ndx = 0, see Assumption (A2).
Fixing some G ∈H1(Ω) with G∣∂Ω = g we define
(G1,G2) = G ∶ I ×H10(Ω)→ V ′ ×L20(Ω), G(t,v) ∶= F (t,v +G) .
Direct calculations then show that
G(t,uε(t) ○ Tt −G) = F (t,uε(t)) = 0, ∀t ∈ I.
Using additionally
DuG1 (0,uε −G) (v) (z) = ∫
Ω
αε (ϕε)v⋅z dx+∫
Ω
µ∇v⋅∇z dx, DuG2 (0,uε −G)v = divv
for all v ∈ H10(Ω),z ∈ V , we find by Lax-Milgram’s theorem and [38, Lemma II.2.1.1]
that DuG(0,uε +G) ∶H10(Ω) → V ′ × L20(Ω) is an isomorphism. Hence, we can apply the
implicit function theorem to obtain differentiability of t ↦ (uε(t) ○ Tt −G) ∈ H1(Ω) at
t = 0, and thus of t↦ uε(t) ○ Tt at t = 0, together with
∂t∣t=0 (uε(t) ○ Tt) = ∂t∣t=0 (uε(t) ○ Tt −G) = −DuG (0,uε −G)−1 ∂tG (0,uε −G) == −DuG (0,uε −G)−1 ∂tF (0,uε) . (44)
This means, that u˙ε[V ] ∈H10(Ω) is the unique solution of (41) − (42).
Hence we can derive the differentiability of t↦ jε(ϕε ○T−1t ) at t = 0 together with (40)
by using standard calculation rules that can be found in books introducing in the field of
shape sensitivity analysis, compare for instance [16, 39].
It remains to show the existence of a Lagrange multiplier for the integral constraint
such that (39) is fulfilled. Therefore, we distinguish between two cases.
First we assume that ∫Ωϕε dx < β ∣Ω∣. Then we find for t small enough and any transfor-
mation T ∈ Tad that ∫Ωϕε ○ T−1t dx < β ∣Ω∣, and so ϕε ○ T−1t ∈ Φad. Thus,
jε (ϕε ○ T−1t ) ≥ jε (ϕε) ∀∣t∣ ≪ 1
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and so
∂t∣t=0jε (ϕε ○ T−1t ) = 0.
Hence, (39) is fulfilled for λε = 0. Therefore, so we can assume for the following consider-
ations that ∫Ωϕε dx = β ∣Ω∣.
We follow now a similar idea as in [13, Proof of Proposition 1.17]. Since ∫Ωϕε dx = β ∣Ω∣,
we may find some W ∈ Vad with associated transformation S ∈ Tad such that
−∫
Ω
ϕε divW (0)dx = 1.
We define g ∶= [−t0, t0] × [−s0, s0]→R by
g(t, s) ∶= −∫
Ω
ϕε ○ T−1t ○ S−1s dx + β ∣Ω∣
for t0, s0 > 0 small enough. We want to use the implicit function theorem to find a
function t ↦ s(t) such that g(t, s(t)) = 0. To this end, we notice that by assumption it
holds g(0,0) = 0 and besides
∂s∣s=0g(0, s) = −∂s∣s=0∫
Ω
ϕε det DSs dx = −∫
Ω
ϕε divW (0)dx = 1 ≠ 0. (45)
Moreover, since V,W ∈ Vad and thus V (t),W (s) ∈ C2 (Ω,Rd) for all ∣t∣ ≪ 1 and ∣s∣ ≪ 1,
we see directly that g is continuously differentiable. And so the implicit function theorem
yields the existence of some τ0 > 0 and a continuously differentiable function s ∶ [−τ0, τ0]→
R such that
g(t, s(t)) = 0, ∀t ∈ (−τ0, τ0) , s′(0) = −∂sg(0,0)−1∂tg(0,0).
The last identity can in view of (45) be rewritten as
s′(0) = −∂tg(0,0). (46)
In particular, we obtain that ϕε ○ T −1t ○ S−1s(t) ∈ Φad for all t ∈ (−τ0, τ0) and so
jε (ϕε ○ T−1t ○ S−1s(t)) ≥ jε (ϕε)
holds for all t small enough. From this, we see
0 = ∂t∣t=0jε (ϕε ○ T−1t ○ S−1s(t)) = ∂t∣t=0jε (ϕε ○ (Ss(t) ○ Tt)−1) . (47)
Introducing the notation T̃t ∶= Ss(t) ○ Tt, we find from S,T ∈ Tad that T̃ ∈ Tad with
∂t∣t=0T̃t = W (0)s′(0) + V (0). Now we notice, that by (40) and (41)-(42) the expression
∂t∣t=0jε (ϕε ○ T−1t ) only depends on ∂t∣t=0Tt and that C1(Ω) ∋ ∂t∣t=0Tt ↦ ∂t∣t=0jε(ϕε ○ T−1t )
is linear. Thus, (47) reads as
∂s∣s=0jε (ϕε ○ S−1s ) s′(0) + ∂t∣t=0jε (ϕε ○ T−1t ) = 0.
Defining
λε ∶= ∂s∣s=0jε (ϕε ○ S−1s ) ∈R (48)
we thus have
∂t∣t=0jε (ϕε ○ T−1t ) = −λεs′(0) = λεg′(0) = −λε∫
Ω
ϕε divV (0)dx
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where we made use of (46). This shows, that (39) is fulfilled for λε, if λε is defined by
(48). As ∫Ωϕε dx = β ∣Ω∣, the complementarity condition of (39) holds trivially. And so it
remains to show that λε ≥ 0. To this end, we recall that ∫Ωϕε = β ∣Ω∣ and by the particular
choice of W ∈ Vad we have
∂s∣s=0 (∫
Ω
ϕε ○ S−1s dx) = ∫
Ω
ϕε divW (0) = −1 < 0.
Thus, any s > 0 small enough fulfills ∫Ωϕε ○S−1s dx ≤ β ∣Ω∣, which yields that ϕε ○S−1s ∈ Φad.
Hence,
jε (ϕε ○ S−1s ) ≥ jε (ϕε) ∀0 < s≪ 1
and thus we obtain
λε = ∂s∣s=0jε (ϕε ○ S−1s ) ≥ 0.
So we have shown, that λε ≥ 0 is a Lagrange multiplier for the integral constraint.
We finally remark that λε ≥ 0 does not depend on the choice of the transformation T ∈ Tad
or on its velocity field V ∈ Vad. This can be seen in the definition of λε, see (48), since the
transformation S ∈ Tad is chosen independently of T and V .
For some more detailed calculations we refer to [27, Section 7.2].
Remark 8. We want to remark, that one can also consider the phase field problem (6) −
(7) as an optimal control problem and then derive a variational inequality by parametric
variations as in standard optimal control problems, see [43]. This optimality condition is
then given by
Djε (ϕε) (ϕ − ϕε) + λε∫
Ω
(ϕ − ϕε) dx ≥ 0 ∀ϕ ∈H1(Ω), ∣ϕ∣ ≤ 1 a.e. in Ω. (49)
This criteria can also be rewritten in a more convenient adjoint formulation.
Assuming more regularity on Ω, the boundary data g and the objective functional one
can then show, that the optimality conditions derived in Theorem 3 are necessary for the
variational inequality. To be precise, if the variational inequality is fulfilled, also (39) is
fulfilled. Roughly speaking, one can insert ϕ ≡ ϕε ○T−t into (49), divide by t, and use some
rearrangements. For details, we refer to [27, Section 7].
In the next theorem, we want to state optimality conditions for the sharp interface
problem that can be obtained by geometric variations. We point out, that in contrast to
existing works [3, 10, 30, 37] no constraints on the reference domain, thus the minimizer,
are necessary despite it being only measurable.
As a preparation we prove the following lemmas:
Lemma 5. Assume T ∈ Tad. Let v ∈H1(Ω) with divv = 0 and define
vt ∶= (det DT−1t ) (DTt)v ○ T −1t .
Then it holds divvt = (det DT−1t ) (divv) ○ T−1t = 0.
Lemma 6. Let u ∈H1(Ω) with divu = 0. Then
div (divV (0)u +DuV (0) −DV (0)u) = 0 ∀V ∈ Vad,
where this identity has to be understood in the distributional sense.
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Both lemmas can be shown by direct calculations, see [27, Lemma 3.6, Lemma 3.7].
Now we can state necessary optimality conditions for the sharp interface optimization
problem (10) − (11):
Theorem 4. For every minimizer (ϕ0,u0) ∈ Φ0ad×Uϕ0 of (10)−(11) there exists a Lagrange
multiplier λ0 ≥ 0 for the integral constraint such that the following necessary optimality
system is fulfilled:
∂t∣t=0j0 (ϕ0 ○ T−1t ) = −λ0∫
Ω
ϕ0 divV (0)dx, λ0 (∫
Ω
ϕ0 dx − β ∣Ω∣) = 0 (50)
for all T ∈ Tad with velocity V ∈ Vad. The derivative is given by the following formula:
∂t∣t=0j0 (ϕ0 ○ T−1t ) = ∫
Ω
[Df (x,u0,Du0) (V (0), u˙0 [V ] ,Du˙0 [V ] −Du0DV (0))++ f (x,u0,Du0) divV (0)] dx++ γc0∫
Ω
(divV (0) − ν ⋅ ∇V (0)ν) d ∣DχE0 ∣
(51)
with ν = DχE0∣DχE0 ∣ being the generalised unit normal on the Caccioppoli set E0 ∶= {ϕ0 = 1},
compare [2].
Moreover u˙0 [V ] ∶= ∂t∣t=0 (S0 (ϕ0 ○ T−1t ) ○ Tt) ∈ H10(Ω) with u˙0 [V ] = 0 a.e. in Ω ∖ E0 is
given as the unique solution of
∫
E0
µ∇u˙0 [V ] ∶ ∇z dx = ∫
E0
µDV (0)T ∇u0 ∶ ∇z dx + ∫
E0
µ∇u0 ∶ DV (0)T ∇z dx+
+ ∫
E0
µ∇u0 ∶ ∇ (divV (0)z −DV (0)z) dx − ∫
E0
µ∇u0 ∶ ∇z divV (0) dx+
+ ∫
E0
(∇f ⋅ V (0)) ⋅ z dx + ∫
E0
f ⋅DV (0)z dx
(52)
which has to hold for all z ∈ V E0, together with
div u˙0 [V ] = ∇u0 ∶ DV (0). (53)
Proof. Let us first notice that Uϕ0(t) ≠ ∅, where ϕ0(t) ∶= ϕ0 ○ T−1t , and hence u0(t) ∶=
S0(ϕ0(t)) is due to Lemma 2 well-defined. Indeed (det DT−1t ) (DTt)u0 ○ T −1t is due to
Lemma 5 and Definition 1 an element in Uϕ0(t) since u0 ∈ Uϕ0 .
Our proof starts with considering the mapping R ⊇ I ∋ t↦ u0(t) ○ Tt ∈H1(Ω), where I is
assumed to by a suitably small interval around 0. The procedure to show differentiability
of this mapping at t = 0 is to apply some implicit function argument. But the mapping{v ∈H10(Ω) ∣ v∣Ω∖E0 = 0} ∋ v ↦ divv is not surjective onto L20(Ω) or L20(E0), as we don’t
have enough regularity of E0 ∶= {ϕ0 = 1} (see the counterexample in [22]). Instead, we
apply [37, Theorem 6], which is a result for differentiating implicit equation solutions in a
linear setting. For this purpose, we define F ∶ I ×V ϕ0 → (V ϕ0)′ ×L2(Ω) such that F (t, ⋅)
give the weak from of the state equations on {ϕ0(t) = 1} pulled back onto {ϕ0 = 1} = E0
and transformed to a homogeneous problem where. Some additional terms have to be
added because we will insert the divergence free pullback (det DTt) (DT−1t )u0(t) ○ Tt of
u0(t) onto {ϕ0(t) = 1}. To be precise, we define
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F (t,v)z ∶= ∫
E0
µ∇u ∶ DT−Tt ∇ (det DT−1t DTtz) dx−
− ∫
E0
µ∇ (det DTtDT−1t ) ⋅u ∶ DT−Tt ∇ (det DT−1t DTtz) ⋅ det DTt dx =
= ∫
E0
µdet DT−1t DTt ⋅DT−1t ⋅ ∇u ∶ DT−Tt ∇ (det DT−1t DTtz) ⋅ det DTt dx−
− ∫
E0
µ∇ (det DTtDT −1t ) ⋅u ∶ DT−Tt ∇ (det DT−1t DTtz) ⋅ det DTt dxdx ∀z ∈ V ϕ0 .
Then we observe with Lemma 5 that due to u0(t) ∈ Uϕ0(t) and T ∈ Tad it fol-
lows (det DTt) (DT−1t )u0(t) ○ Tt ∈ Uϕ0 . Moreover, for z ∈ V ϕ0 arbitrary we get zt ∶=(det DT −1t ) (DTt)z ○ T−1t ∈ V ϕ0(t) and thus we find
∫
E0
µ (∇u0(t)) (Tt) ⋅ (∇zt) (Tt) ⋅ det DTt dx − ∫
E0
f ○ Tt ⋅ zt ○ Tt ⋅ det DTt dx =
= ∫
Tt(E0) µ∇u0(t) ⋅ ∇zt dx − ∫Tt(E0) f ⋅ zt dx = 0.
Next we choose some G ∈ Uϕ0 . Then we see by direct calculation that it holds
F (t, (det DTt) (DT−1t )u0(t) ○ Tt −G)z = ∫
E0
f ○ Tt ⋅ zt ○ Tt ⋅ det DTt dx − F (t,G)z =
= ∫
E0
f ○ Tt ⋅ (det DT−1t DTtz) ⋅ det DTt dx − F (t,G)z =∶ F̃ (t)z
which defines
F̃ (t) ∈ (V ϕ0)′ .
Summarizing, we have
F (t, ⋅) ∈ L (V ϕ0 , (V ϕ0)′) ∀t ∈ I
and
F (t, (det DTt) (DT−1t )u0(t) ○ Tt −G) = F̃ (t) ∀t ∈ I.
Due to the differentiability assumptions on the transformation T ∈ Tad we observe that
I ∋ t↦ F (t, ⋅) ∈ L (V ϕ0 , (V ϕ0)′)
as well as I ∋ t ↦ F̃ (t) ∈ (V ϕ0)′ are differentiable at t = 0. We see that it holds for all
v,z ∈ V ϕ0
F (0,v)z = ∫
E0
µ∇v ⋅ ∇z dx. (54)
Thus for fixed v ∈ V ϕ0 we can estimate, using Poincare´’s inequality,
∥F (0,v)∥(V ϕ0)′ = sup
z∈V ϕ0∖{0}
∣F (0,v)z∣∥z∥H1(Ω) ≥ µ ∥∇v∥
2
L2(Ω)∥v∥H1(Ω) ≥ c(Ω) ∥v∥H1(Ω) .
And so we can apply [37, Theorem 6] to get differentiability of
I ∋ t↦ ((det DTt) (DT−1t )u0(t) ○ Tt −G) ∈H1(Ω)
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and thus of t↦ u0(t)○Tt ∈H1(Ω) at t = 0. Besides, we obtain that u˙0 [V ] ∶= ∂t∣t=0 (u0(t) ○ Tt)
is the unique solution of
F (0, (divV (0))u0 −DV (0)u0 + u˙0 [V ]) = F̃ ′(0) − ∂t∣t=0F (t,u0 −G)
which yields after some calculation (52).
We now proceed by deriving (51). Therefore, we first note that by [26, 10.2] it holds
∂t∣t=0PΩ (Tt(E0)) = ∫
Ω
(divV (0) − ν ⋅ ∇V (0)ν) d ∣DχE0 ∣ .
The remaining terms of ∂t∣t=0j0 (ϕ0 ○ T−1t ) can be calculated directly and hence we arrive
in (51).
Finally, the existence of a Lagrange multiplier λ0 ≥ 0 for the integral constraint can be
deduced by the same method as in Theorem 3.
Remark 9. Assume that E0 ∶= int ({ϕ0 = 1}) is a well-defined open subset of Ω such that
∂E0∩Ω ∈ C2, E0 has finitely many connected components, g ∈H 32 (∂Ω) and (D2f (⋅,u0,Du0)−
div D3f (⋅,u0,Du0)) ∈ L2(E0) for u0 ∈H2(E0). Then one can also derive the “classical”
shape derivatives which can for a large class of possible objective functionals be rewritten in
the well-known Hadamard form, compare for instance [16, 39]. In this case, the optimality
conditions derived in Theorem 3 can be shown to be equivalent to the following system,
which can be obtained by classical calculus:
∫
E0
D (f (x,u0,Du0))V (0)dx + ∫
Ω
f (x,u0,Du0) divV (0)dx+
+ ∫
∂E0∩Ω (µ∂νq0 ⋅ ∂νu0 − (D3f) (x,u0,Du0)ν ⋅ ∂νu0 + γc0κ + 2λ0)V (0) ⋅ ν dx = 0,
which holds for all V ∈ Vad. Here, u0 ∈ Uϕ0 solves the state equations (11) corresponding
to ϕ0 and q0 ∈H10(E0) with q0∣∂E0 = 0 is the solution of the adjoint equation
∫
E0
µ∇q0 ⋅ ∇v dx = ∫
E0
D(2,3)f (x,u0,Du0) (v,Dv) dx ∀v ∈H10(E0), divv = 0.
For details, we refer to [27, Section 8].
So far, we have derived necessary optimality conditions by geometric variations for
the phase field problem, see Theorem 3, and also for the sharp interface problem, see
Theorem 4. Additionally, we know, that in the diffuse interface setting, where the problem
inherits the structure of an optimal control problem, the geometric optimality conditions
are fulfilled if the variational inequality, which is obtained by parametric variations, is
fulfilled, compare Remark 8. Additionally, we can also show equivalence of the optimality
system in the sharp interface to shape derivatives in Hadamard form, compare Remark 9.
Thus, the optimality conditions are all consistent with existing approaches towards these
problems.
In Section 4 we have connected the phase field problems to the sharp interface problems by
showing that as the thickness of the interface tends to zero, also minimizers converge under
suitable assumptions. We now complete this picture by showing that also the optimality
conditions of the phase field problem can be shown to be an approximation of the derived
necessary optimality system in the sharp interface setting. This is the content of the
following theorem:
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Theorem 5. Let (ϕε)ε>0 be the sequence of minimizers of (jε)ε>0 converging to ϕ0 ∈ L1(Ω)
given by Theorem 2. Assume moreover that
∥ϕε − ϕ0∥L1({x∈Ω∣ϕ0(x)=1,ϕε(x)<0}) = O (ε) . (55)
Then the limit element ϕ0 is a minimizer of j0. Moreover it holds
lim
ε↘0∂t∣t=0jε (ϕε ○ T−1t ) = ∂t∣t=0j0 (ϕ0 ○ T −1t ) ∀T ∈ Tad. (56)
If ∣{ϕ0 = 1}∣ > 0 then we have additionally the following convergence results:
ϕε
ε↘0Ð→ ϕ0 in L1(Ω), (57a)
uε
ε↘0Ð→ u0, u˙ε [V ] ε↘0Ð→ u˙0 [V ] in H1(Ω), (57b)
λε
ε↘0Ð→ λ0, jε(ϕε) ε↘0Ð→ j0(ϕ0) in R, (57c)
where uε ∶= Sε(ϕε), u0 ∶= S0(ϕ0), (λε)ε>0 ⊆ R+ are Lagrange multipliers for the integral
constraint defined due to Lemma 3, λ0 ≥ 0 is a Lagrange multiplier such that it holds
(50), and thus is a Lagrange multiplier for the integral constraint in the sharp interface
according to Theorem 4.
Remark 10. We remark that the condition ∣{ϕ0 = 1}∣ > 0 is only necessary to prove
convergence of the Lagrange multipliers (λε)ε>0, whereas the other statements would hold
true even if this condition is not fulfilled. But as ∣{ϕ0 = 1}∣ = 0 means that there is no fluid
present at all (up to sets of measure zero) this is not a restrictive assumption. For instance
in the case of non-homogeneous boundary data, thus if Hd−1 ({x ∈ ∂Ω ∣ g(x) ≠ 0}) > 0, we
find that ∣{x ∈ Ω ∣ ϕ0(x) = 1}∣ > 0.
Proof. We assume for the following considerations that (55) is fulfilled. The existence of
a subsequence of (ϕε)ε>0 that converges to a minimizer ϕ0 of j0 in L1(Ω) follows from
Theorem 2. In fact, we even obtain therefrom directly the convergence of the objective
functionals, see (57c). Moreover, by using (55) we can apply Lemma 3 to obtain, after
possibly choosing a subsequence
lim
ε↘0∫Ω αε (ϕε) ∣uε∣2 dx = 0, limε↘0 ∥uε −u0∥H1(Ω) = 0 (58)
which shows the first convergence of (57b).
From the second step in the proof of Lemma 3 we even find
lim
ε↘0∫Ω αε (ϕε) ∣v∣2 dx = 0 ∀v ∈H1(Ω),v∣Ω∖Eϕ0 = 0. (59)
This result will be used later on in this proof. We proceed by defining the auxiliary
functions wε ∶= (−divV (0) +DV (0))uε for all ε > 0 and obtain from the regularity of V
and the already proven convergence of (uε)ε>0 directly that (wε)ε>0 converges strongly in
H1(Ω) to w0 ∶= (−divV (0) +DV (0))u0.
We recall, that u˙ε [V ] ∈ H10(Ω) is due Lemma 3 given as the unique solution of
(41) − (42). The main idea of the proof is to use the approach of Lemma 3, i.e. we
show that (u˙ε [V ])ε>0 are the unique minimizers of functionals which Γ-converge as ε↘ 0
in the weak H1(Ω)-topology. To this end, we define for v ∈H1(Ω):
Fε(v) ∶= ∫
Ω
(1
2
αε (ϕε) ∣v∣2 + µ
2
∣∇v∣2) dx −Rε(v)+
+ ∫
Ω
αε (ϕε)uε ⋅DV (0)v dx −Dε(wε)(v)
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where Rε ∈H−1(Ω) is given by
Rε(z) ∶= ∫
Ω
µDV (0)T∇uε ∶ ∇z dx + ∫
Ω
µ∇uε ∶ DV (0)T∇z dx+
+ µ∫
Ω
∇uε ∶ ∇ (divV (0)z −DV (0)z) dx−
− ∫
Ω
µ∇uε ∶ ∇z divV (0)dx + ∫
Ω
(∇f ⋅ V (0)) ⋅ z + f ⋅DV (0)z dx
and Dε(wε) ∈H−1(Ω) is defined by
Dε(wε)(z) = ∫
Ω
αε(ϕε)wε ⋅ z + µ∇wε ⋅ ∇z dx.
Additionally, we define
F0(v) ∶= ∫
Ω
(1
2
α0 (ϕ0) ∣v∣2 + µ
2
∣∇v∣2) dx −R0(v) −D0(w0)(v)
where
R0(z) ∶= ∫
Ω
µDV (0)T∇u0 ∶ ∇z dx + ∫
Ω
µ∇u0 ∶ DV (0)T∇z dx+
+ µ∫
Ω
∇u0 ∶ ∇ (divV (0)z −DV (0)z) dx−
− ∫
Ω
µ∇u0 ∶ ∇z divV (0)dx + ∫
Ω
(∇f ⋅ V (0)) ⋅ z dx + ∫
Ω
f ⋅DV (0)z dx
and
D0(w0)(z) = ∫
Ω
α0(ϕ0)w0 ⋅ z + µ∇w0 ⋅ ∇z dx.
We remark that (Rε)ε>0 ⊆H−1(Ω) and R0 ∈H−1(Ω). From the already proven con-
vergence of (uε)ε>0 to u0 we find that (Rε)ε>0 converges to R0 (strongly) in H−1(Ω).
Next we see, that due to Lemma 6 it holds
div (divV (0)uε +DuεV (0) −DV (0)uε) = 0
and so
divwε = div (−divV (0)uε +DV (0)uε) = div (DuεV (0)) = Duε ∶ ∇V (0)
where we used for the last step divuε = 0. This implies div (u˙ε [V ] −wε) = 0. And so we
can conclude from u˙ε [V ] ∣∂Ω = wε∣∂Ω = 0 that (u˙ε [V ] −wε) ∈ V . In particular, we can
insert (u˙ε [V ] −wε) ∈ V as a test function into (41) and end up with
∫
Ω
αε (ϕε) ∣u˙ε [V ]∣2 dx + ∫
Ω
µ ∣∇u˙ε [V ]∣2 dx = Rε (u˙ε [V ] −wε)−
− ∫
Ω
αε (ϕε)uε ⋅DV (0) (u˙ε [V ] −wε) dx −Dε (u˙ε [V ]) (wε) ≤≤ ∥Rε∥H−1(Ω) (∥u˙ε [V ]∥H1(Ω) + ∥wε∥H1(Ω))+
+C (∫
Ω
αε (ϕε) ∣uε∣2) 12 ⎛⎝(∫Ω αε (ϕε) ∣u˙ε [V ]∣2)
1
2 + (∫
Ω
αε (ϕε) ∣wε∣2) 12⎞⎠+
+C (∫
Ω
αε (ϕε) ∣wε∣2) 12 (∫
Ω
αε (ϕε) ∣u˙ε [V ]∣2) 12 + µ ∥∇wε∥L2(Ω) ∥∇u˙ε [V ]∥L2(Ω) .
(60)
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By observing
∫
Ω
αε (ϕε) ∣wε∣2 dx = ∫
Ω
αε (ϕε) ∣(−divV (0) +DV (0))uε∣2 dx ≤
≤ C ∫
Ω
αε (ϕε) ∣uε∣2 dx. (61)
we find thanks to Young’s inequality from (60)
∫
Ω
αε (ϕε) ∣u˙ε [V ]∣2 dx + ∫
Ω
µ
2
∣∇u˙ε [V ]∣2 dx ≤
≤ ∥Rε∥H−1(Ω)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶≤C
⎛⎜⎜⎜⎝∥u˙ε [V ]∥H1(Ω) + ∥wε∥H1(Ω)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶≤C
⎞⎟⎟⎟⎠ +C (∫Ω αε (ϕε) ∣uε∣
2)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶≤C
+
+ µ ∥∇wε∥L2(Ω)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶≤C ∥∇u˙ε [V ]∥L2(Ω) .
(62)
And so, by using again Young’s inequality together with Poincare´’s inequality we end up
having a uniform bound on ∥u˙ε [V ]∥H1(Ω) and
sup
ε>0 ∫Ω αε (ϕε) ∣u˙ε [V ]∣2 dx <∞. (63)
This directly implies the existence of a subsequence of (u˙ε [V ])ε>0, denoted by the same,
that converges weakly in H1(Ω) as ε↘ 0.
After these preparatory steps we notice that (u˙ε [V ] −wε)ε>0 are the unique minimizers
in V of the convex functionals (Fε)ε>0, and similarly (u˙0 [V ] −w0) is the unique mini-
mizer of F0 in V . This follows by observing that the linearized state equations (41)− (42)
and (52)− (53) are the necessary and sufficient optimality conditions for these convex op-
timization problems, see also discussion in Lemma 3.
We continue by proving that (Fε)ε>0 Γ-converges to F0 in V with respect to the weak
H1(Ω) topology as ε ↘ 0. For this purpose, we will follow closely the arguments of
Lemma 3 and only point out the steps which differ from the corresponding parts in the
proof of Lemma 3. We conclude in several steps:
Claim: For any v ∈ V it holds lim supε↘0 Fε(v) ≤ F0(v).
Proof: Without loss of generality we can assume F0(v) <∞, which gives ∫Ω α0(ϕ0) ∣v∣2 <∞. As we know α0 (ϕ0) ∈ {0,∞} a.e. in Ω this already implies v = 0 in {ϕ0 = −1}.
Using (59) we deduce therefrom
lim
ε↘0∫Ω 12αε (ϕε) ∣v∣2 dx = ∫Ω α0 (ϕ0) ∣v∣2 dx = 0
and applying Ho¨lder’s inequality we get moreover
∣∫
Ω
αε (ϕε)uε ⋅DV (0)v dx∣ ≤ C (∫
Ω
αε (ϕε) ∣uε∣2) 12 (∫
Ω
αε (ϕε) ∣v∣2) 12 ε↘0ÐÐ→ 0.
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Similarly, we get due to (61) that
∣∫
Ω
αε (ϕε)wε ⋅ v dx∣ ≤ C (∫
Ω
αε (ϕε) ∣uε∣2 dx) 12 (∫
Ω
αε(ϕε) ∣v∣2 dx) 12 ε↘0ÐÐ→ 0.
Combining these results with the convergence of (wε)ε>0 to w0 in H1(Ω) we deduce
the claim.
Claim: Let (vε)ε>0 ⊂ V be such that (vε)ε>0 converges weakly in H1(Ω) to v as ε ↘ 0.
Then:
F0(v) ≤ lim inf
ε↘0 Fε(vε).
Proof: We assume lim infε↘0 Fε(vε) <∞, otherwise the claim would be trivial. Following
the arguments of Lemma 3, in particular the calculation in (28), we can deduce
∫
Ω
α0(ϕ0) ∣v∣2 dx ≤ lim inf
ε↘0 ∫Ω αε (ϕε) ∣vε∣2 dx.
Next we choose a subsequence such that
lim
k→∞∫Ω αεk (ϕεk) ∣vεk ∣2 dx = lim infε↘0 ∫Ω αε (ϕε) ∣vε∣2 dx.
By Ho¨lder’s inequality we find for this subsequence
∣∫
Ω
αεk (ϕεk)uεk ⋅DV (0)vεk dx∣ ≤
≤ C (∫
Ω
αεk (ϕεk) ∣uεk ∣2 dx) 12 (∫
Ω
αεk (ϕεk) ∣vεk ∣2 dx) 12´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶<C
which gives in view of (58),
lim
k→∞ ∣∫Ω αεk (ϕεk)uεk ⋅DV (0)vεk dx∣ = 0.
Thus, we obtain
lim inf
ε↘0 ∣∫Ω αε (ϕε)uε ⋅DV (0)vε dx∣ ≤ limk→∞ ∣∫Ω αεk (ϕεk)uεk ⋅DV (0)vεk dx∣ = 0
and therefrom
lim inf
ε↘0 ∫Ω αε(ϕε)uε ⋅DV (0)vε dx = 0.
Similarly, we find by means of (61)
0 = ∫
Ω
α0(ϕ0)w0 ⋅ v dx = lim inf
ε↘0 ∫Ω αε (ϕε)wε ⋅ vε dx.
Now we can use the strong convergence of (Rε)ε>0 to R0 in H−1(Ω) and the weakly
lower semicontinuity of the remaining terms to deduce the claim.
Combining the previous two claims, we can conclude that (Fε)ε>0 Γ-converges to F0 in V
with respect to the weak H1(Ω) topology. And so standard results for Γ-convergence, see
for instance [14], imply:
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Claim: If vε ∈ V minimizes Fε for every ε > 0 and the sequence (vε)ε>0 converges weakly
in H1(Ω) to v0, then v0 minimizes F0 and limε↘0 Fε(vε) = F0(v0).
We will use this result to show the remaining statements of the theorem. To this end,
we recall that (u˙ε [V ] −wε)ε>0 converges weakly in H1(Ω) to some element in H1(Ω),
which has to be a minimizer of F0 due to the claim above. But since F0 is a strictly convex
function, the minimizer u˙0 [V ]−w0 is the only one, and thus (u˙ε [V ])ε>0 converges weakly
in H1(Ω) to u˙0 [V ] and
lim
ε↘0Fε (u˙ε [V ] −wε) = F0 (u˙0 [V ] −w0) . (64)
By
∣∫
Ω
αε (ϕε)wε ⋅ u˙ε [V ] dx∣ (61)≤ C (∫
Ω
αε (ϕε) ∣uε∣2 dx) 12´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
(58)ÐÐ→0
(∫
Ω
αε (ϕε) ∣u˙ε [V ]∣2 dx) 12´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
(63)< C
(65)
we also have
lim
ε↘0∫Ω αε (ϕε)wε ⋅ u˙ε [V ] dx = 0.
Thanks to the convergence of (Rε)ε>0 to R0 in H−1(Ω), the strong convergence of(wε)ε>0 in H1(Ω) this yields in view of (64)
lim
ε↘0 [∫Ω 12αε (ϕε) ∣u˙ε [V ]∣2 + µ2 ∣∇u˙ε [V ]∣2 dx + ∫Ω αε (ϕε)uε ⋅DV (0)u˙ε [V ] dx] == ∫
Ω
1
2
α0 (ϕ0) ∣u˙0 [V ]∣2 + µ
2
∣∇u˙0 [V ]∣2 dx.
Applying again (63) and (58) we find similar to (65)
lim
ε↘0∫Ω αε (ϕε)uε ⋅DV (0)u˙ε [V ] dx = 0
wherefrom we arrive in
lim
ε↘0 [∫Ω 12αε (ϕε) ∣u˙ε [V ]∣2 + µ2 ∣∇u˙ε [V ]∣2] = ∫Ω 12α0 (ϕ0) ∣u˙0 [V ]∣2 + µ2 ∣∇u˙0 [V ]∣2 dx.
Thus, using Lemma 4, we can deduce the strong convergence of (u˙ε [V ])ε>0 in H1(Ω)
and
lim
ε↘0∫Ω 12αε (ϕε) ∣u˙ε [V ]∣2 dx = ∫Ω 12α0(ϕ0) ∣u˙0 [V ]∣2 dx = 0.
We continue this proof by considering the terms in the optimality system arising from
the Ginzburg-Landau energy. To this end we observe that
lim
ε↘0 jε (ϕε) = j0(ϕ0), limε↘0∫Ω αε (ϕε) ∣uε∣2 dx = 0
together with (57b) imply
lim
ε↘0∫Ω (γε2 ∣∇ϕε∣2 + γεψ (ϕ)) dx = γc0PΩ ({ϕ0 = 1}) .
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Using the same calculations as in [23, Proof of Theorem 4.2] we can deduce therefrom
lim
ε↘0γ ∫Ω (ε2 ∣∇ϕε∣2 + 1εψ (ϕε)) divV (0)dx = γc0∫Ω divV (0)d ∣DχE0 ∣
and
lim
ε↘0γε∫Ω∇ϕε ⋅ ∇V (0)∇ϕε dx = γc0∫Ω ν ⋅ ∇V (0)ν d ∣DχE0 ∣
where ν is as usual the generalised unit normal on E0 ∶= {ϕ0 = 1}. The proof in [23] uses
ideas of [28] and is based on the Reshetnyak continuity theorem, see [2, Theorem 2.39].
For more details we refer the reader to [23, Proof of Theorem 4.2].
To finish the proof of (56) we deduce from (58) and (63)
∣∫
Ω
αε (ϕε)uε ⋅ u˙ε [V ] dx∣ ≤ (∫
Ω
αε (ϕε) ∣uε∣2) 12 (∫
Ω
αε (ϕε) ∣u˙ε [V ]∣2) 12 ε↘0ÐÐ→ 0.
At the same time, (56) and the regularity of V ∈ Vad imply
lim
ε↘0∫Ω 12αε (ϕε) ∣uε∣2 divV (0)dx = 0.
Due to the proven convergence results of (uε)ε>0 and (u˙ε [V ])ε>0 we thus obtain
lim
ε↘0∂t∣t=0jε (ϕε ○ T −1t ) = ∂t∣t=0j0 (ϕ0 ○ T−1t ) . (66)
It remains to consider the Lagrange multipliers (λε)ε>0. In view of (39), we see that the
left-hand side of
∂t∣t=0jε (ϕε ○ T−1t ) = −λε∫
Ω
ϕε divV (0)dx
converges for every T ∈ Tad with velocity field V ∈ Vad as ε ↘ 0. We choose a specific
velocity field V ∈ Vad such that it holds ∫Ωϕ0 divV (0)dx > 0. This is possible, since
ϕ0 ∈ Φad and thus {ϕ0 = 1} ⊊ Ω, and due to the assumption ∣{ϕ0 = 1}∣ > 0 it holds{ϕ0 = −1} ⊊ Ω. Then we deduce from (66) that
lim
ε↘0−λε∫Ωϕε divV (0)dx = limε↘0∂t∣t=0jε (ϕε ○ T−1t ) = ∂t∣t=0j0 (ϕ0 ○ T−1t ) .
But since
lim
ε↘0∫Ωϕε divV (0)dx = ∫Ωϕ0 divV (0)dx > 0
it follows therefrom that (λε)ε>0 converges in R, and we call the limit element λ0 ≥ 0.
Additionally, we know then that λ0 ≥ 0 fulfills (50). This finally finishes the proof.
6 Pressure terms in the objective functional
6.1 Phase field problem
As already mentioned in the introduction, we can also include the pressure of the fluid
in the objective functional. There are several applications where this is desirable. But in
contrast the the velocity of the fluid, we cannot give a meaning to the pressure in the whole
of Ω in the sharp interface setting, as we do not know if the pressure vanishes outside the
fluid region or how it behaves. And so it only makes sense to consider the pressure in a
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part where fluid is present. Mathematically, this condition is implemented by including
an additional constraint in the admissible regions. To be precise, we prescribe the design
variable to have the value one, which corresponds to presence of fluid, at certain given
region Mi, i = 1, . . . ,m. Those regions Mi are given as the parts where the pressure is
included in the objective functional.
(A6) Assume to have finitely many fixed disjoint Lipschitz domains (Mi)mi=1, Mi ⊂ Ω. Let
hM ∶ Rm → R be a Carathe´odory function, that means here hM is assumed to be
continuous, such that ∣hM (v)∣ ≤ C ∣v∣2 holds for all v ∈Rm for some constant C > 0.
Additionally, assume that
H ∶ L2(Ω) ∋ q ↦ ∫
Ω
hM(qχM1 , . . . , qχMm)dx (67)
is weakly lower semicontinuous and bounded from below. We use the following the
notation: ∫
Ω
h(p)dx = ∫
Ω
hM (pχM1 , . . . , pχMm) dx ∀p ∈ L2(Ω).
Moreover, we have to assume some compatibility condition such that the admissible
set is not empty: ∑mi=1 ∣Mi∣ < β ∣Ω∣ .
The admissible design functions ϕ for the phase field problem are then chosen in
Φp ∶= {ϕ ∈ Φad ∣ ϕ∣Mi = 1, ∀i = 1, . . . ,m}
and the pressure is chosen in
L2M(Ω) ∶= {q ∈ L2(Ω) ∣ ∫
Mi
q dx = 0, ∀i = 1, . . . ,m, q∣Ω∖∪mi=1Mi = 0} .
The choice of the pressure to be zero outside the regions Mi is arbitrary and does not
influence the problem, as the objective functional only takes the pressure inside Mi into
account. The overall optimization problem in the phase field setting is given as
min(ϕ,u,p)JPε (ϕ,u, p) ∶= 12 ∫Ω αε (ϕ) ∣u∣2 dx + ∫Ω f (x,u,Du) + h(p)dx++ γ ∫
Ω
ε
2
∣∇ϕ∣2 + 1
ε
ψ (ϕ) dx (68)
subject to (ϕ,u, p) ∈ Φp ×U ×L2M(Ω),
∫
Ω
αε (ϕ)u ⋅ v dx + µ∫
Ω
∇u ⋅ ∇v dx = ∫
Ω
f ⋅ v dx ∀v ∈ V (69)
and
∫
Ω
αε (ϕ)u ⋅ v dx + ∫
Ω
µ∇u ⋅ ∇v − pdivv dx = ∫
Ω
f ⋅ v dx ∀v ∈H10(Mi), (70)
i = 1, . . . ,m. (71)
Remark 11. Of course, one could also replace the objective functional ∫Ω f(x,u,Du) +
h(p)dx by ∫Ω f˜(x,u,Du, p)dx for an appropriate chosen function f˜ . But to simplify the
considerations and notation we focus here on the form specified above.
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Remark 12. By standard results, compare for instance [22, 42], we obtain for an arbitrary
bounded Lipschitz domain U ⊂ Rd the following result: If F ∈H−1(U) with F (u) = 0 for
all u ∈H10(U) with divu = 0, then there exists some p ∈ L2(U), which is unique up to a
constant, such that ∇p = F in H−1(U).
This result ensures for any F ∈H−1(Ω) such that F (u) = 0 for all u ∈H10(U) with divu =
0 the existence and uniqueness of pi ∈ L2(Mi) with ∫Mi pi dx = 0 such that ∇pi = F ∣H10(Mi)
in H−1(Mi). Then we can define p ∶= ∑mi=1 pi ∈ L2M(Ω) and see that ∇p = F ∣H10(Mi) in
H−1(Mi) for all i = 1, . . . ,m.
We directly establish the following existence results:
Lemma 7. For every ϕ ∈ L1(Ω) with ∣ϕ(x)∣ ≤ 1 a.e. in Ω there exists a unique u ∈ U and
p ∈ L2M(Ω) such that (69) − (70) is fulfilled. This defines a solution operator SPε ∶ Φp →
U ×L2M(Ω), SPε (ϕ) ∶= (u, p) if (u, p) solve (69) − (70).
Proof. By Lemma 1 we obtain for every ϕ ∈ L1(Ω) with ∣ϕ∣ ≤ 1 a.e. in Ω a unique solution
u ∈ U of (69). The pressure p ∈ L2M(Ω) can then be obtained as outlined in Remark 12.
Remark 13. We obtain by standard results, compare for instance [42, Proposition 1.2],
in particular that for any p ∈ L2M(Ω) fulfilling (70) for some u ∈ U and ϕ ∈ L1(Ω) with∣ϕ∣ ≤ 1 a.e. in Ω it holds
∥p∥L2(Ω) ≤ c(Ω)(m∑
i=1 ∥αε(ϕ)u − µ∆u − f∥H−1(Mi)) . (72)
This estimate is important for the following considerations.
We can hence define the reduced objective functional jPε ∶ L1(Ω)→R by
jPε (ϕ) ∶= ⎧⎪⎪⎨⎪⎪⎩J
P
ε (ϕ,SPε (ϕ)) if ϕ ∈ Φp,+∞ otherwise (73)
and obtain that (68)-(70) is equivalent to
min
ϕ∈L1(Ω) jPε (ϕ). (74)
Additionally we obtain well-posedness of the optimization problem:
Theorem 6. There exists at least one minimizer ϕε ∈ ϕp of jPε , and hence there exists
also a minimizer of (68)-(70).
Proof. This can be established by the direct method in the calculus of variations by using
in particular the pressure estimate (72) and the arguments of Theorem 1, see also [27,
Lemma 19.2].
6.2 Sharp interface problem
Corresponding to Section 3 we can introduce a corresponding sharp interface problem in
a setting of Caccioppoli sets including a perimeter constraint. But before introducing the
problem formulation we study the general existence of the pressure in measurable sets.
Standard results, compare [42, 22], only ensure the existence of a pressure in a Lipschitz
domain. But in our setting we can define some pressure in a measurable set, as the
following lemma shows:
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Lemma 8. Let E ⊂ Ω be a measurable set and u ∈ U with u∣Ω∖E = 0 a.e. such that
µ∫
Ω
∇u ⋅ ∇v dx = ∫
Ω
f ⋅ v dx ∀v ∈ V ,v∣Ω∖E = 0. (75)
Then there exists some p ∈ L2 (E) such that
µ∫
Ω
∇u ⋅ ∇v dx − ∫
E
pdivv dx = ∫
Ω
f ⋅ v dx ∀v ∈H10(Ω), v∣Ω∖E = 0. (76)
Proof. We denote by ϕ ∶= 2χE −1 ∈ L1 (Ω,{±1}) the function associated to the measurable
set E. For ε > 0 we define uε ∈ U as a solution to
∫
Ω
αε (ϕ)uε ⋅ v dx + µ∫
Ω
∇uε ⋅ ∇v dx = ∫
E
f ⋅ v dx ∀v ∈ V (77)
which exists for example due to Lemma 1 and means that uε = Sε (ϕ). Defining ϕε ∶= ϕ
for all ε > 0 we see as in the proof of Lemma 3 that (after possibly choosing a subsequence)(uε)ε>0 converges to u in H1(Ω) as ε ↘ 0 and limε↘0 ∫Ω αε (ϕ) ∣uε∣2 dx = 0. Now from
(77) and using the convergence of (uε)ε>0 to u in H1(Ω) we see that (αε (ϕ)uε)ε>0 is
bounded in V ′ and thus there exists some A ∈ V ′ such that
lim
ε↘0∫Ω αε (ϕ)uε ⋅ v dx = A(v) ∀v ∈ V
and so passing to the limit in (77) gives
A (v) + µ∫
Ω
∇u ⋅ ∇v dx = ∫
E
f ⋅ v dx ∀v ∈H10 (Ω) , divv = 0.
For some v ∈H10(Ω) with v∣Ω∖E = 0 we obtain
∫
Ω
αε (ϕ)uε ⋅ v dx = ∫{ϕ=−1} αε (ϕ)uε ⋅ v®=0 dx + ∫{ϕ=1} αε (ϕ)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=0 uε ⋅ v dx = 0. (78)
So we know that we can extend A to a linear, continuous functional on(V + {w ∈H10(Ω) ∣w∣Ω∖E = 0}) .
Since V +{w ∈H10(Ω) ∣w∣Ω∖E = 0} is a linear and closed subspace of H10(Ω) we can extend
A to a linear and continuous functional on H10(Ω) by defining
A(v) = 0 ∀v ∈ (V + {w ∈H10(Ω) ∣w∣Ω∖E = 0})
where (V + {w ∈H10(Ω) ∣w∣Ω∖E = 0}) denotes the orthogonal complement of
V + {w ∈H10(Ω) ∣w∣Ω∖E = 0} in H10(Ω).
Using standard results concerning solvability of the gradient equation, compare for in-
stance [22, 42] or Remark 12, we can thus conclude that there exists some p ∈ L2(Ω) such
that
A (v) + µ∫
Ω
∇u ⋅ ∇v dx − ∫
Ω
pdivv dx = ∫
Ω
f ⋅ v dx ∀v ∈H10 (Ω) . (79)
Since due to (78) it holds A(v) = 0 for all v ∈H10(Ω) such that v∣Ω∖E = 0, this implies in
particular
µ∫
Ω
∇u ⋅ ∇v dx − ∫
Ω
pdivv dx = ∫
Ω
f ⋅ v dx ∀v ∈H10(Ω),v∣Ω∖E = 0
and so p∣E is a pressure associated to u fulfilling (76).
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One question that arises during these considerations is, if the set {v ∈H10(Ω) ∣ v∣Ω∖E = 0}
can be identified with H10(int(E)), because then Lemma 8 would define a pressure p ∈
L2(int(E)) associated to the Stokes equations that are fulfilled in int(E), whereas int(E)
is not a Lipschitz set as it is necessary for the classical results. In those results the lack
of boundary regularity implies that the pressure can only be found in L2loc of the corre-
sponding subset.
But due to the considerations in [18], see also [27], we find one representative Ec of the
equivalence class of E, a so-called “crack-free” representative, such that{v ∈H10(Ω) ∣ v = 0 a.e. in Ω ∖Ec} =H10(intEc) =H10(intEc).
Now fixing this representative Ec, we can solve the Stokes equations in intEc in the sense
of (75) and obtain due to Lemma 8 an associated pressure p ∈ L2 (intEc).
But even though we could define one pressure in the usual way for the sharp interface
equation this is not the situation we want to consider because it is not clear which con-
ditions to state to get uniqueness of this pressure, since the Caccioppoli sets in the shape
optimization problem may have varying, or even infinitely many, connected components.
In particular, we cannot fix the connected components, since topological changes are al-
lowed during the optimization process. Instead, we define the pressure only in the fixed
domains Mi, as already done in the previous subsection. Thus the overall optimization
problem in the sharp interface formulation is given as
min(ϕ,u,p)JP0 (ϕ,u, p) = ∫Ω f (x,u,Du) dx + ∫Ω h(p)dx + γc0PΩ ({ϕ = 1}) (80)
with (ϕ,u, p) ∈ Φ0p ×Uϕ ×L2M(Ω)
such that
µ∫
Ω
∇u ⋅ ∇v dx = ∫
Ω
f ⋅ v dx ∀v ∈ V ϕ, (81)
µ∫
Ω
∇u ⋅ ∇v dx − ∫
Ω
pdivv dx = ∫
Ω
f ⋅ v dx ∀v ∈H10(Mi), i = 1, . . . ,m. (82)
The design space Φ0p is given as
Φ0p ∶= {ϕ ∈ Φ0ad ∣ ϕ∣Mi = 1, ∀i = 1, . . . ,m}.
We directly obtain:
Lemma 9. For every ϕ ∈ L1(Ω) such that Uϕ ≠ ∅ there exists a unique u ∈ Uϕ and p ∈
L2M(Ω) such that it holds (81)-(82). This defines a solution operator SP0 ∶ Φ0p → U×L2M(Ω),
where SP0 (ϕ) ∶= (u, p) if (u, p) fulfill (81) − (82).
Proof. Existence and uniqueness of u ∈ Uϕ follow from Lemma 2, and the existence and
uniqueness of p in L2M(Ω) follows then as indicated in Remark 12.
And so we end up in defining the reduced objective functional for the sharp interface
problem by
jP0 ∶ L1(Ω)→R, jP0 (ϕ) ∶= ⎧⎪⎪⎨⎪⎪⎩J
P
0 (ϕ,SP0 (ϕ)) , if ϕ ∈ Φ0p,+∞, otherwise. (83)
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6.3 Sharp interface limit
We want to show a sharp interface limit result corresponding to Theorem 2 and directly
state the main result:
Theorem 7. Let (ϕε)ε>0 be minimizers of (jPε )ε>0. Then there exists a subsequence of(ϕε)ε>0, which is denoted by the same, and an element ϕ0 ∈ L1(Ω) such that limε↘0 ∥ϕε − ϕ0∥L1(Ω) =
0. If it holds ∥ϕε − ϕ0∥L1({x∈Ω∣ϕ0(x)=1,ϕε(x)<0}) = O (ε) then we obtain moreover limε↘0 jPε (ϕε) =
jP0 (ϕ0) and ϕ0 is a minimizer of jP0 .
We can follow the arguments of Theorem 2 by making in particular use of Lemma 3.
The only point that has to be treated more carefully is the construction of the recovery
sequence, since we have to ensure that the condition ϕε∣Mi = 1 is not violated. And so we
will need the following adapted version of [29, Lemma 1]:
Lemma 10. Let E be a measurable subset of Ω. If (E ∖⋃mi=1Mi) and Ω∖E both contain a
non-empty open ball and ⋃mi=1Mi ⊂ E, then there exists a sequence (En)n∈N of open subset
of Ω such that ∂En ∩Ω ∈ C2, limn→∞ ∣En∆E∣ = 0, limn→∞ PΩ (En) = PΩ (E), ∣En∣ = ∣E∣ for
n large enough, and
m⋃
i=1Mi ⊆ En, d (∂Mi ∩Ω, ∂En ∩Ω) > 0 ∀n≫ 1, i = 1, . . . ,m.
Moreover, we get the convergence rate ∣En∆E∣ = O (n−1).
Proof. We adapt the construction of [29, proof of Lemma 1] and roughly sketch the mod-
ifications of this proof. We distinguish between two cases:
 1st case: Assume that d (∂Mi ∩Ω, ∂E ∩Ω) > 0 for all i = 1, . . . ,m.
We define ϕ ∶= χE , choose standard mollifiers φε ∈ C∞0 (Rd), suppφε ⊆ Bε(0), φε ≥ 0,∫Rd φε dx = 1 and define ϕε ∶= ϕ ∗ φε. We then choose the sequence (εn)n∈N and(tn)n∈N ⊂ (0,1) as in [29, Lemma 1] and define En ∶= {x ∈ Ω ∣ ϕεn(x) > tn}, Fn ∶= {x ∈
R
d ∣ ϕεn(x) > tn}. Remark, that we may alter En by in-or excluding, respectively,
balls of certain radii in order to obtain ∣En∣ = ∣E∣ for n ≫ 1, see [29]. Denoting
M ∶= ⋃mi=1Mi we obtain that for almost every x ∈ M there exists some n(x) such
that x ∈ intFn for all n ≥ n(x) and so M ⊆ ⋃x∈M intFn(x). Since M is compact, we
can choose finitely many {Fn(xi) ∣ xi ∈M, i = 1, . . . ,N} such that M ⊆ ⋃Ni=1 intFn(xi).
Defining n ∶= maxi=1,...,N n(xi) we see that M ⊆ intFn for all n ≥ n. Then the
statement follows from the fact En = Fn∩Ω and the corresponding parts in the proof
of [29, Lemma 1].
 2nd case: Now assume we have a general E fulfilling the assumptions of the lemma.
Then we choose some ε > 0 such that Bε(E) ∩ Ω ⊂ Ω, E ⊊ Bε(E) ∩ Ω and define
Fε ∶= Bε(E) ∩ Ω. Using that d(∂Mi ∩ Ω, ∂Fε ∩ Ω) > 0 for all i = 1, . . . ,m we find
from the first case of the proof that there exists a sequence (Eεn)n∈N such that the
statements of the lemma are fulfilled for E replaced by Fε. But we do not want
the volume of Eεn to equal Fε but merely this of E, which is smaller, and hence
we define Ẽεn ∶= Eεn ∖ Brε(x1) with rε such that ∣Brε(x1)∣ = ∣Eεn∣ − ∣E∣ = O(ε) and
x1 ∈ E ∖⋃mi=1Mi such that Bδ0(x1) ⊂ E ∖⋃mi=1Mi for some δ0 > 0. One then obtains
by direct calculations and the results of [29] that a diagonal sequence (Ẽεnε)ε>0 fulfills
the statements of the lemma.
For more details we refer to [27, Lemma 21.1].
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Proof of Theorem 7. We can follow the arguments of the proof of Theorem 2. We only give
some details on the construction of the recovery sequence in the first step of this proof. We
approximate for some ϕ ∈ L1(Ω) with j0(ϕ) <∞ the set Eϕ ∶= {ϕ = 1} by the sets (En)n∈N
given by Lemma 10. This ensure in particular that dn ∶= d(⋃mi=1 ∂Mi ∩ Ω, ∂En ∩ Ω) > 0
for n ≫ 1. An analogous construction as in Theorem 2 gives for every n ≫ 1 sequence(ϕnε )ε>0 ⊂H1(Ω) such that
lim sup
ε↘0 ∫Ω (ε2 ∣∇ϕnε ∣2 + 1εψ(ϕε)) dx ≤ c0PΩ (En) .
We observe from this construction in particular that
{ϕnε = 1} ⊂ En, dnε ∶= d ({ϕεn = 1}, ∂En ∩Ω) = O(ε).
And so if we choose ε0n > 0 such that dnεn0 < dn, which implies dnε < dn for all ε < ε0n, we find
Mi ⊂ {ϕnε = 1} for all ε < ε0n and all i = 1, . . . ,m.
We then choose the diagonal sequence (ϕnεn)n∈N such that εn < ε0n. This diagonal sequence
is hence admissible for the diffuse interface problem and we can proceed as in the proof of
Theorem 2.
In particular we can always deduce the convergence of the pressure in L2(Ω) from the
convergence of the velocity fields in H1(Ω) by using pressure estimates as in Remark 13
and the fact that ϕε∣Mi = 1 implies αε(ϕε) = 0 in Mi.
6.4 Optimality conditions
As in the previous sections, we can derive optimality conditions by geometric variations
in the setting including pressure terms in the objective functional, too. For this purpose
we have to assume the differentiability assumptions (A7) of Section 5 together with
(A7) Assume that hM ∶ Rm → R is differentiable and that there is some constant C > 0
such that ∣DhM(v)∣ ≤ C ∣v∣ for all v ∈Rm.
Remark 14. If Assumption (A7) is fulfilled, we find that H ∶ L2(Ω) → R, defined in
(67), is differentiable with DH(p)(q) = ∫Ω Dh(p)q dx for all p, q ∈ L2(Ω), compare [36].
For the geometric variations we use transformations T ∈ T pad which are to be defined
by the ordinary differential equation (38) associated to some velocity fields V ∈ Vpad. The
set Vpad is given asVpad ∶= {V ∈ Vad ∣ V (t, x) = 0 for every x ∈Mi, i = 1, . . . ,m}.
Thus we do not vary the domains Mi, which are assumed to be part of the fluid region
and hence do not have to be changed. Then we find:
Theorem 8. For any minimizer (ϕε,uε, pε) ∈ Φp ×U ×L2M(Ω) of (68)-(70) the following
necessary optimality conditions are fulfilled:
∂t∣t=0jPε (ϕε ○ T−1t ) = −λε∫
Ω
ϕε divV (0)dx, λε (∫
Ω
ϕε dx − β ∣Ω∣) = 0 (84)
for all T ∈ T pad with velocity V ∈ Vpad, where λε ≥ 0 is a Lagrange multiplier for the integral
constraint and the derivative is given by the following formula:
∂t∣t=0jPε (ϕε ○ T−1t ) = ∂t∣t=0jε (ϕε ○ T−1t ) + ∫
Ω
Dh (pε) p˙ε [V ] + h (pε) divV (0)dx. (85)
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Here u˙ε [V ] ∈H10(Ω) is given as the solution of (41)-(42) and p˙ε [V ] ∈ L2(Ω) with p˙ε [V ] =
0 in Ω∖∪mi=1Mi is the pressure associated to u˙ε [V ] by (41)−(42) as described in Remark 12
where the mean value is here chosen according to
∫
Mi
p˙ε [V ] dx = −∫
Mi
pε divV (0)dx ∀i = 1, . . . ,m. (86)
Proof. To prove that R ⊇ I ∋ t ↦ (pε(t) ○ Tt) ∈ L2(Ω) is differentiable at t = 0, if(uε(t), pε(t)) ∶= SPε (ϕε ○ T−1t ), we can apply the differentiability result for implicit func-
tion equations [37, Theorem 6] to
F ∶ I × {p ∈ L2(Ω) ∣ p∣Ω∖∪mi=1Mi = 0}→ m⨉
i=1 H−1(Mi) ×Rm
F (t, p)(z) = ((∫
Ω
p (Dzi ∶ DT−1t )det DTt dx)m
i=1 ,(∫Mi pdet DTt dx)mi=1) .
We then see that F (t, pε(t) ○ Tt) = f(t) for t small enough and some appropriate chosen
function f . The remaining requirements for [37, Theorem 6] can be verified quite easily,
compare [27, Theorem 19.2].
For the rest of the proof we can follow the arguments of Theorem 3, where in particular
also a formula for ∂t∣t=0jε (ϕε ○ T−1t ) is given.
Correspondingly, we also obtain optimality conditions for the sharp interface problem
by geometric variations:
Theorem 9. For any minimizer (ϕ0,u0, p0) ∈ Φp×U ×L2M(Ω) of (80)− (82) the following
necessary optimality conditions are fulfilled:
∂t∣t=0jP0 (ϕ0 ○ T−1t ) = −λ0∫
Ω
ϕ0 divV (0)dx, λ0 (∫
Ω
ϕ0 dx − β ∣Ω∣) = 0 (87)
for all T ∈ T pad with velocity V ∈ Vpad, where λ0 ≥ 0 is a Lagrange multiplier for the integral
constraint and the derivative is given by the following formula:
∂t∣t=0jP0 (ϕε ○ T −1t ) = ∂t∣t=0j0 (ϕ0 ○ T−1t ) + ∫
Ω
Dh (p0) p˙0 [V ] + h (p0) divV (0)dx. (88)
Moreover u˙0 [V ] ∈ H10(Ω) with u˙0 [V ] = 0 a.e. in Ω ∖ E0 fulfills (52)-(53)and p˙0 [V ] ∈
L2(Ω) with p˙0 [V ] = 0 in Ω ∖ ∪mi=1Mi is the pressure associated to u˙0 [V ] by (52) − (53) as
described in Remark 12 where the mean value is here chosen according to
∫
Mi
p˙0 [V ] dx = −∫
Mi
p0 divV (0)dx ∀i = 1, . . . ,m. (89)
Proof. Let’s use the notation (u0(t), p0(t)) ∶= SP0 (ϕ0(t)) for t small enough. We know
from Theorem 4 that R ⊃ I ∋ t ↦ (u0(t) ○ Tt) ∈ H1(Ω) is differentiable at t = 0, if I is a
suitable small interval around t = 0. Applying the idea of the proof of Theorem 8 to the
setting of Theorem 4 we can deduce that I ∋ t ↦ (p0(t) ○ Tt) ∈ L2(Mi) is differentiable at
t = 0 for all i = 1, . . . ,m. Then we get by direct calculations and by using the arguments
of Theorem 4 the result.
Finally, we also obtain the we can pass to the limit ε ↘ 0 in this geometric first
variations and obtain a result corresponding to Theorem 5:
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Theorem 10. Let (ϕε)ε>0 be the sequence of minimizers of (jPε )ε>0 converging to ϕ0 ∈
L1(Ω) given by Theorem 7 and assume that ∥ϕε − ϕ0∥L1({x∈Ω∣ϕ0(x)=1,ϕε(x)<0}) = O (ε).
Then the limit element ϕ0 is a minimizer of j
P
0 and it holds limε↘0 ∂t∣t=0jε (ϕε ○ T−1t ) =
∂t∣t=0j0 (ϕ0 ○ T −1t ) for all T ∈ T pad. If ∣{ϕ0 = 1}∣ > 0 then we have additionally the conver-
gence results (57), with jε and j0 replaced by j
P
ε and j
P
0 , respectively. Additionally, it holds
limε↘0 ∥pε − p0∥L2(Ω) = 0 and limε↘0 ∥p˙ε [V ] − p˙0 [V ] ∥L2(Ω) = 0 where (uε, pε) ∶= SPε (ϕε)
for all ε ≥ 0.
Proof. This can be shown as in Theorem 10, where the pressure terms can all be handled
as in the proof of Theorem 7. I.e., we deduce the convergence of (pε)ε>0 and (p˙ε [V ])ε>0
in L2(Ω) from the convergence of the corresponding velocity fields in H1(Ω) by using
pressure estimates as in Remark 13 and the fact that ϕε∣Mi = 1 implies αε(ϕε) = 0 in Mi.
See [27, Theorem 21.2] for more details.
7 Conclusion and outlook
Summarizing we have found a very general formulation for shape and topology optimiza-
tion in a Stokes flow. Due to the phase field structure and the porous medium approach
this problem can be shown to be well-posed and we arrive in a structure that can be
handled with well-known techniques, both mathematically and numerically. In contrast
to different formulations we can even use general objective functionals. Additionally, this
approach is also applicable to nonlinear state equations like the stationary Navier-Stokes
equations, compare [27]. First numerical examples show that this problem is also prac-
ticable and the results are comparable to those in literature, see [25]. In addition to the
sharp interface limit, we also derived necessary optimality conditions that can be related
to classical optimality conditions under suitable regularity assumptions. As also the op-
timality system can be shown to converge as the phase field parameter tends to zero, we
have hence found a consistent approximation of the difficult problem of shape and topol-
ogy optimization in fluid dynamics which can be used for further investigations in this
field.
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