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ABSTRACT
This thesis describes the development of a robust and portable calorimeter for use in 
radiotherapy photon and electron beams. The system consists of the calorimeter itself, 
means for thermal isolation and temperature control, and a temperature measurement 
system. The requirement for portability placed restrictions on the design which led to 
higher heat transfer between components than was desirable and much effort was put 
into thermodynamic modelling of the system. Effort was also focussed on the 
development of a temperature control system sensitive enough to allow measurements 
of temperature rises of the order of 1 mK. The control system maintains the 
temperature of the calorimeter to within ± 0.2 mK over several hours in an 
uncontrolled environment. A full characterisation of the calorimeter was earned out at 
NPL in 60Co radiation and X-ray and electron beams from the NPL linear accelerator. 
This showed the system is capable of measuring a dose of 1 Gy at doserates as low as
1.5 Gy m in'1 with a measurement uncertainty of ± 0.3% (1 standard deviation). In 
comparisons with the present NPL primary standards the calorimeter gave agreement 
within the overall uncertainties. The robustness and portability of the calorimeter were 
proven in a number of external tests, firstly in an intercomparison between NPL and 
the Bureau International des Poids et Mesures in the BIPM’s 60Co beam in Paris. In 
the final test an ion chamber was calibrated in a 6 MV X-ray beam from a clinical 
linac, yielding a calibration factor 0.68% different from that obtained in the NPL linac 
beam. This difference is within the measurement uncertainties and indicated that there 
is no significant error in the transfer of ion chamber calibrations from NPL to the 
radiotherapy clinic.
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1 IN T R O D U C T IO N
Cancer is a disease that touches everyone, either directly or through a close friend or 
relative and radiotherapy is one of the primary modalities for treating cancer. It is 
either used alone, with the intent to cure or relieve pain, or in conjunction with other 
techniques such as surgery or chemotherapy. There are around 60 radiotherapy centres 
in the UK and in 1999 these centres carried out over 102,000 treatments. The aim of 
radiotherapy is to use ionising radiation - usually either high energy photons or 
electrons - to destroy the tumour while at the same time saving healthy tissues. The 
quantity of interest is absorbed dose (defined as the energy deposited per unit mass) as 
it is closely related to the biological effect of the radiation (i.e. cell killing). Too a 
high dose will kill all the cancerous cells but will produce significant side-effects due 
to damage to other organs, which, in the extreme, will result in death. Too low a dose 
will leave some malignant cells alive which can develop into a new tumour. One of 
the primary concerns in radiotherapy is delivering the correct dose to destroy the 
tumour with the minimum of side effects and there is therefore a fine line between 
under and over dosing. The allowable error in the delivered dose depends on many 
factors such as the type and location of the tumour but for some cancers can be as 
little as 3-4%.
The output of the machines that produce the radiation for radiotherapy (linacs) must 
be known to a very high accuracy and a great deal of quality assurance work is earned 
out in the radiotherapy clinic to maintain consistency of the linac output. Before the 
linac can be used for patient treatment, daily checks are carried out to ensure that it is 
operating within normal parameters. More detailed measurements are made during 
weekly and monthly QA sessions checking all aspects of treatment delivery. Inter­
departmental audits are used to check that procedures are being followed correctly and 
to ensure national consistency. On an annual basis the linac output is recalibrated 
using an ionisation chamber traceable to national standards.
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Figure 1.1 Calibrating the output of a radiotherapy linear accelerator
Ion chambers do not measure absorbed dose directly and require calibration against an 
absolute device, usually a calorimeter. Current calorimeters can only be operated at 
primary laboratories so the clinic must send its ion chamber to the primary lab for 
calibration. In the UK this is the National Physical Laboratory. A potential problem 
arises because of this need to calibrate the ion chamber at the primary laboratory. If the 
beam used to calibrate the ion chamber is different from that in the radiotherapy clinic 
the calibration factor used may not be applicable. The reason for this is that it is 
difficult to uniquely parameterise photon and electron beams. This would not be a 
major problem except that standards labs generally operate linacs that are very 
different in design from their radiotherapy counterparts and therefore the radiation
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beams could be significantly different.
This problem first came to light when one of the world’ s first absorbed dose protocols 
was introduced in the UK in 1990, based on the NPL calibration service. There was an 
unexpected discrepancy of 0.6% between the calibration factors obtained in a 60Co and 
linac photon beam. This discrepancy raised the possibility of an even larger error 
occurring in the transfer from the standards lab to the radiotherapy clinic.
Although much work has been earned out in recent years in improving the 
characterisation of photon and electron beams there still remains some doubt about 
the accuracy of dose measurement in the clinic. One possible solution is to install a 
clinical linac at the standards lab so that there is no difference between calibration and 
user beams, but this would be very costly. However, this would only cover one type of 
clinical accelerator and there are currently seven linac manufacturers represented in 
the UK. It is unlikely that it would be possible to install a linac that is typical of all 
those in use in clinics. Operating an absolute device in the radiotherapy clinic would 
therefore be a more realistic option. By measuring absorbed dose directly in the user’s 
radiation beam any errors in the use of ion chambers can be investigated and 
identified.
Operation of a calorimeter in the radiotherapy clinic can also be seen as the next step 
in the evolution of absorbed dose measurements. Linacs have been used since the 
1950s for radiotherapy but there were no absorbed dose standards for megavoltage 
photon or electron beams until the 1970s. Absorbed dose measurements using ion 
chambers were based on air-kerma calibrations derived at lower photon energies (e.g. 
60Co or 2MV X-rays) and protocols were developed to enable users to obtain a 
measurement of absorbed dose in the clinic. In more recent years absorbed dose-based 
calibrations have become available from national standards laboratories and 
associated protocols produced. This move towards absorbed-dose protocols resulted 
in a significant reduction in the uncertainty in measuring dose in the clinic. Typical 
uncertainties for the dose derived via air-kerma and absorbed dose-based codes of
3
practice are 3.5% and 1.4% respectively (at the 95% confidence level), an 
improvement of more than a factor of two. Calorimetry in the clinic should reduce this 
uncertainty still further, although it is unlikely that it will ever be a routine method for 
clinical dosimetry.
The main body of this thesis takes this requirement as the starting point. Chapter 2 
sets out the theory of radiation dosimetry relevant to this project together with a 
detailed discussion of the calibration and use of ion chambers. In Chapter 3 the outline 
design requirements of the calorimeter are identified and the results of a literature 
search are discussed. Chapters 4 and 5 describe the construction and testing of the 
prototype calorimeter. In the light of this, an improved version was constructed and 
Chapter 6  details the validation of this improved calorimeter including comparisons 
with the present NPL primary standards. Chapter 7 covers the first tests of the 
calorimeter at external facilities, confirming that the design meets the requirements set 
out at the beginning of the project.
fFL physicab c?qjeriment which makes a bang is abzvays worth more than a quiet one.
*Therefore a man cannot strongby enough asfjof Jbcaven: if it wants to bet him 
discover something, may it be something that makes a bang.
It wdb resound into eternity.'
Qeorg Christoph Lichtenberg 1742-1799
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2 R A D IA T IO N  D O S IM E T R Y
‘To understand a science it is necessary to knozu its history
August Comte 1798-1794
The introduction outlined the need for a primary device that could operate in various 
radiation facilities (but particularly radiotherapy clinics) to confirm the absolute 
accuracy of the dose measured. In this chapter the basic theory of radiation dosimetry 
will be presented, together with a discussion of primary and secondary dosimeters.
2.1 RADIATION MEASUREMENT AND QUANTITIES
Dosimetric quantities arise through the interaction of some property of a radiation 
field with the material it passes through.
i) Absorbed dose
ICRU report 35 (ICRU, 1984) gives the definition of absorbed dose as follows: if a 
small volume of the medium is thermally isolated from the remainder, the mean 
absorbed dose in this volume (the absorber) is given by
yn dE. dEv
D i = ^  = - T +~ T  (2-Ddm dm dm
where D{ is the mean absorbed dose in the absorber of material i, and mass dm; dE is 
the mean energy imparted to the absorber by the radiation beam (photons or 
electrons); dEh is the energy appearing as heat; and dEs is the energy absorbed by 
chemical reactions (the heat defect, which may be positive or negative). The unit of 
absorbed dose is the gray (Gy); 1 Gy = 1 J kg'1. Absorbed dose tends to be the primary 
quantity of interest as it is most closely related to the biological, physical or chemical
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effects that radiation interactions produce.
ii) Fluence
The fluence, Q, is defined (ICRU Report 60, 1998) as the number of particles incident 
on a sphere of unit area (dN/da), i.e. it is a time integral of the particle flux density. 
The energy fluence, T  (defined as the energy incident on a sphere of unit area) is 
generally of more interest for photons as it is more closely related to the dose 
deposited (see below).
iii) Interaction coefficients
The stopping power, S, of a material is defined as the energy lost by the charged 
particle (electron or positron), dE, along an increment of path dl. Ignoring energy 
losses due to nuclear reactions, stopping power has two principal components, namely 
that due to collisions and that due to radiative losses. For some purposes, collisional 
losses are split into two subgroups, defined by an impact parameter In practice mass 
stopping powers (S/p) are generally used so that it is easier to compare the properties 
of materials with very different densities. If the mass collision stopping power (S/p)coIl 
is multiplied by the charged particle fluence <D one obtains the absorbed dose. A 
complementary quantity is the scattering power, T, which describes the increase in the 
mean square scattering angle of the electron beam as it passes through a material.
For photon beams there are a much larger number of possible interactions, the 
dominant ones in the energy range of interest being the photoelectric effect, Compton 
effect, pair production, coherent (Rayleigh scattering) and nuclear photoeffect. The 
total interaction cross section is simply the sum of all the individual cross-sections. 
The attenuation coefficient, p, tends to be used rather than cross sections as it 
describes the probability per unit thickness that a photon will undergo an interaction 
while traversing a material. As for stopping powers, the effect of density is removed 
and for dosimetric purposes two further coefficients are defined. The mass energy 
transfer coefficient ji,/p relates the energy transferred from the photon to kinetic 
energy of charged particles and is used in the determination of Kerma (see below).
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The mass energy absorption coefficient uel/p  takes account of the fact that some of the 
energy transferred to charged particles is lost as bremsstrahlung. Absorbed dose is 
related to the photon energy fluence at a point in a medium irradiated by a photon 
beam under conditions of transient charged particle equilibrium by:
D = V (VjP) P (2.2)
where {3 is the ratio of absorbed dose to collision kerma at a point. Charged particle 
equilibrium (CPE) exists at a point in the medium if the distribution of the charged 
particles (mainly electrons) with respect to energy is constant within distances equal 
to the maximum charged particle range.
iv) Kerma
Kerma (kinetic energy released per unit mass), is required because photons (and 
neutrons) deposit their energy in two steps: (a) interaction of the photon with an atom 
resulting in -energy transfer of energy to charged particles (predominantly electrons), 
and (b) deposition of that energy in the medium via Coulomb interactions (excitation 
and ionisation). The dose contributed through direct interactions between photons or 
neutrons and the absorbing material will generally be negligible compared with this 
two-step process. ICRU Report 60 gives the definition of Kerma as:
dEtr
K = (2.3)
dm
where dEtr is the kinetic energy transferred from photons to electrons in a volume
element of mass dm. For a monoenergetic photon spectrum, energy E, with fluence ®
Equation 2.3 becomes
K  = 0 £ ±  (2.4)
P
where (gt/p) is the mass energy transfer coefficient. For a real photon beam Equation
2.4 becomes an integral over the full photon spectrum.
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The energy transferred from the photon to secondary electrons is deposited along a 
track which, depending on the energy of the electron, may be appreciable and 
therefore kerma and absorbed dose do not take place at the same location. If a state of 
charged particle equilibrium exists then the absorbed dose will be equal to the kerma 
(assuming no bremsstrahlung losses). As the photon energy increases, the maximum 
energy of the secondary electrons increases and it becomes harder to meet the 
requirements of CPE and therefore kerma is generally limited to photon energies 
below 3 MeV. For such situations where CPE is closely approximated the absorbed 
dose is given by
D = K (l-g )  (2.5)
where g is the fraction of the energy that is lost to bremsstrahlung. For a 60Co beam g 
has a value of 0.003.
v) Cema
Cema (converted energy per unit mass) is the equivalent of kerma for charged 
particles. The cema, C, is defined as:
dEc = —£• (2.6)
dm
where dEc is the energy lost by charged particles, except secondary electrons, in 
electronic collisions in a mass dm of a material. The unit, as for dose and kerma, is the 
gray. Cema is related to the collisional stopping power via the energy fluence in the 
same way that kerma is related to the mass transfer coefficient, but is a rarely used 
quantity.
vi) Equivalent dose
This measurement is useful when comparing different radiation types where the effect 
produced by the same absorbed dose is dependant on the particle type. The most 
obvious example is in describing biological damage. In studying the effects of 
radiation on cells it is not enough to simply measure the absorbed dose. The principle
pathway for cell killing is a double strand break of the cell’s DNA and this is much 
more likely for densely ionising particles such as protons, neutrons and a-particles 
than it is for electrons or photons. A radiation weighting factor (w) is therefore 
introduced to take account of this and the equivalent dose (H) is defined as the 
absorbed dose multiplied by this weighting factor - H - D w . Values of w vary from 1 
for photons and electrons to 20 for a-particles. In this study, where the radiation types 
are either photons or electrons there is no need to take the particle type into account. 
The unit of equivalent dose is the sievert (Sv).
vii) Effective dose equivalent
This quantity takes the biological effect one step further and introduces a weighting 
factor for individual tissues. Some organs are much more sensitive to radiation than 
others and therefore where the dose is received in the body will affect outcome in 
terms of the total detriment to health. The same unit (Sv) is used as for equivalent 
dose. This quantity is not directly relevant to this project as the concern here is dose to 
a reference medium and not the human body. It is mainly used in radiation protection 
to estimate the effect of exposure (either deliberate or accidental) to ionising radiation.
2.2 THE CHALLENGE OF MEASURING ABSORBED DOSE
For megavoltage photon and electron beams, absorbed dose is the quantity of interest. 
The measurement of absorbed dose has a number of problems (some fundamental, 
others practical) that limit the accuracy of the result and put constraints on the 
experimental techniques that can be used:
i) Doses o f interest are small
The definition of absorbed is in terms of the energy absorbed in an amount of 
material. Radiotherapy dose levels are typically < 10 Gy (10 J leg'1) and the radiation- 
induced temperature rise is therefore very small (of the order of a few mK). If one is 
trying to measure this temperature rise, the small signal means that it is very difficult 
to achieve uncertainties less than 0.1%. This is discussed in more detail in Chapter 3.
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ii) The quantity required is the dose in an undisturbed phantom.
In radiotherapy, the required end-point is the dose to the tumour. However, radiation 
interactions are very material-dependant and therefore, for reference dosimetry, a 
homogeneous phantom is the chosen medium. This immediately presents a problem in 
that any measuring instrument will perturb the phantom and affect the measurement 
one wishes to make.
iii) The quantity required is the dose at a point in this phantom.
For radiotherapy dosimetry, one is not interested in the average dose to the whole 
phantom (although mean dose is relevant when considering radiation protection or 
radiation processing of materials). Radiotherapy treatments using photon and electron 
beams produce significant dose variations within a phantom, otherwise, healthy tissue 
could not be spared. It is therefore important to be able to measure these dose 
variations, which by implication requires a small detector. Such a detector will 
generally have a larger uncertainty than a larger detector. Care is required in designing 
a detector that samples the dose at a point and does not give some averaged result.
iv) Scattered radiation contributes a significant proportion o f the absorbed dose
In a typical radiotherapy radiation field used for cancer treatment (e.g. a 6  MV photon 
beam), 15% of the dose at the point of interest is due to scattered, rather than primary, 
radiation. The experimental geometry is therefore very important and care must be 
taken in designing experiments - especially when comparing or calibrating dosemeters 
- so that scattered radiation is properly taken into account.
iv) Optimisation o f the measurement is difficult
One of the biggest practical constraints is that in the measurement of absorbed dose 
one is not determining some fundamental constant or characteristic of a material. The 
dose is the effect of a particular radiation field at a point in a particular material and it 
is therefore not possible to optimise all aspects of a measurement. There are so many 
“influence quantities” - material, energy spectrum, geometry that, what may appear to 
be, minor variations from the real measurement problem (dose to a tumour) can result 
in significant errors being introduced.
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2.3 M E T H O D S  O F D E T E R M IN IN G  A B SO R B E D  D O SE
2.3.1 Calorimetry
Calorimetry would seem to be the obvious technique to choose as a calorimeter 
directly measures the absorbed dose as it is defined above. Although care must be 
taken in the design of a calorimeter, in terms of geometry and material composition, 
no primary conversion factor (e.g. G-value for a chemical species, or intrinsic 
efficiency of a scintillator) is required.
However, the basic operating principle of calorimetry is that all the energy deposited 
by the radiation is expressed as heat. If this is not the case then there is said to be a 
heat defect. The heat defect is due to radiation-driven chemical reactions and is 
strongly material dependent. It is well known that water can have a heat defect of 
several percent, and a significant amount of work has been carried out to determine 
the heat defect of water (e.g. Klassen et al, 1994).
It follows from Equation 2.1 that if there is no heat defect then
D, = c_AT (2 .7 )I P
where cp is the specific heat at constant pressure and riTis the temperature rise in the 
material (absorber). The size of the ‘element’ that defines the measured dose will 
depend on the specific application as well as the design of the calorimeter and the 
material used. For reference dosimetry one usually wants to know the absorbed dose 
at a point in a homogeneous phantom from a broad radiation beam. A material with a 
high thermal conductivity will require mechanically defined components (e.g. some 
small absorber thermally isolated from the rest of the material), while it is much easier 
to measure a point dose in a material with a low thermal conductivity.
Inhomogeneities in the phantom will affect the scattering of the radiation beam and 
therefore change the absorbed dose measured.
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The three challenges in calorimetry are therefore to i) measure the radiation induced 
temperature in ii) a material of known specific heat capacity and iii) make sure that 
what is measured is relevant to the particular application of the radiation beam. 
Although at this stage it is not necessary to go into detail on the practicalities, it is 
sufficient to say that these problems have been addressed in a number of (often novel) 
ways over many years, some of which are discussed in the literature review in Chapter 
3. Currently, the lowest uncertainty in absorbed dose to water obtainable with 
calorimetry is around 0.5% (one standard deviation).
2.3.2 Chemical dosimetry
In chemical dosimetry, the absorbed dose is determined from some chemical change 
in an appropriate material and any well-characterized and quantitative chemical 
reaction may serve as the basis for the dosimeter. Chemical dosimeter systems were 
developed as early as 1927 and a wide range of systems have been studied. Although, 
in principle, a chemical dosimeter is a secondary device in that it does not directly 
measure the absorbed energy it can be regarded as a primary device if the relation 
between absorbed energy and chemical change can be determined absolutely. This 
relationship is termed the radiation chemical yield and is expressed as the number of 
molecules or ions of product X  liberated per 100 eV of absorbed energy, designated 
G(X). Assuming that the G-value is known and is constant with dose then the 
absorbed dose is given by:
n _ AM
G ( X ) p
where AM  is the volume concentration of molecules produced by the radiation 
absorbed and p is the density of the medium.
To act as a primary dosimeter, a chemical dosimeter should be dose, dose-rate and 
LET independent. Aqueous systems are preferred as they are basically water 
equivalent, although this introduces a containment vessel whose effect must be taken
12
into account.
The ferrous sulphate (Fricke and Morse, 1929) dosimeter is the most widely used and 
longest-established dosimetry system and demonstrates the advantages and problems 
of chemical dosimeters. The reaction mechanism is the oxidation of ferrous to ferric 
ions, in aerated sulphuric acid. The oxidation proceeds via a number of reactions 
involving hydroxyl radicals, hydroperoxy (H02) radicals and hydrogen peroxide. The 
ferric ion formation is directly proportional to energy absorbed as long as some 
oxygen remains in the solution, hence the requirement for aeration. All the reactions 
are fast (< 1 minute) therefore there is no aftereffect under usual y- or electron 
irradiations. However, great care must be taken in the preparation of the solutions, 
particularly with regal'd to water purity as organic impurities can have a significant 
effect. Spontaneous oxidation of the ferrous ions occurs which can be corrected for by 
the use of an unirradiated sample as a control.
The concentration of fenic ions may be determined by titration but absoiption 
spectroscopy is generally a more convenient technique, using UV wavelengths of 304 
nm or 224 nm. The Fricke dosimeter is dose-rate independent for Co-60 radiation in 
the range 0 .1 -4 0  Gys'1. For linac irradiations, G(Fe3+) production is linear up to a 
maximum dose-per-pulse of 2 Gy (significantly greater than radiotherapy linacs). The 
normal dose range is 10 Gy to 350 Gy, although this can be extended by suitable 
modifications of the composition of the system, or of its analysis. For accuracy one 
requires a minimum dose of 50 Gy. The uncertainty in measuring absorbed dose using 
Fricke is dominated by the G-value (the best determinations estimate the uncertainty 
to be around 1.5% (1 s.d.)). Other chemical dosimeter systems include Ceric Sulphate, 
Oxalic acid, Potassium Dichromate and Alanine, which cover higher dose ranges than 
Fricke. However, G-values for these systems are either unknown, or have a much 
larger uncertainty, and therefore cannot be regarded as primary dosemeters.
The PTB (Physikalisch Technische Bundesanstalt) in Germany use Fricke in their 
realisation of absorbed dose (Feist, 1982), although this method is being replaced by
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water calorimetry. The NRC (National Research Council) in Canada have also used 
Fricke to transfer the dose from their water calorimeter to ionisation chambers (Ross 
et al, 1994). The standard uncertainty on the measurement of absorbed dose using 
Fricke is around 1.5%.
2.3.3 Particle counting
If one knows the radiation spectrum and fluence (both absolutely) at the point of 
interest, and one knows all the interaction cross-sections then it should be possible to 
calculate the absorbed dose. There are various ways to measure spectra but particle 
counting methods give the possibility of determining the energy and fluence in the 
same measurement. The most suitable detectors available are scintillators such as 
thallium-loaded sodium iodide (Nal(Tl)) or hyper-pure germanium (HPGe). Absolute 
calibration of such a detector is possible using a radioactive source with known 
gamma ray energies, and there is a large number of applications for such systems (e.g. 
Knoll, 1999).
The big disadvantage of particle methods is that the dose rate must be much lower 
than for standard irradiations. For linac irradiations, the time resolution of these 
detectors means that there must never be more than one electron or photon in each 
pulse (this compares with the typical intensity for radiotherapy doserates of 109 
electrons/photons per pulse). There is therefore the major practical difficulty of 
operating a linac at these very different doserates and ensuring that the beam 
characteristics (energy, spectral width) are the same in both situations. Particle 
counting methods may be useful in very specific situations, but they are unlikely to be 
generally applicable for the measurement of absorbed dose. Alternatively, they could 
be used to provide accurate input data into Monte Carlo simulations. McPherson 
(1998) used a Sodium Iodide detector in the measurement of stopping powers and 
Owen (1975) used a Ge(Li) detector to measure the electron energy from the NPL 
linac.
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2.3.4 Ionom etry
An ion chamber measures the ionisation produced by the incident radiation beam in 
an air cavity in a medium. The dose to the air volume is given by Bragg-Gray cavity 
theory
n _ Q W
~ “ — 7 (2.9)
air e
where Q is the charge liberated in a volume of air mass muir and W/e is the average 
energy required to liberate an ion pair. The dose to the medium is obtained using a 
ratio of stopping powers (see Section 2.4):
D ,  = +med
s
111 air e \ P / med,air
(2.10)
where (S/p)med/air is the mass stopping power ratio for the medium divided by that for 
air. An advantage of this approach is that the measurements required to obtain the 
absorbed dose (W/e, stopping power ratio, etc) can be separated and optimised. The
o\3
value of W/e has been measured by a large number of experimenters p f  many years 
and there is an agreed value of 33.97 eV/ion pair (CCEMRI, 1985), which is constant 
over widely varying conditions (air pressure, electron energy). In principle, if the 
value for W/e is known, then this equation gives a possible route to the absolute 
absorbed dose if one can determine the mass of air in the cavity. Unfortunately this 
generally proves to be very difficult as the sensitive volume of the ion chamber is not 
simply equal to the geometric volume of the cavity. It is possible to design a cavity 
ion chamber with a known effective volume but great care is required.
The Bureau International des Poids et Mesures (BIPM) maintains such ionometric 
standards for absorbed dose to graphite and absorbed dose to water. These are both 
graphite walled ionisation chambers and are described in detail by Boutillon and 
Peroche (1993). The graphite standard can perhaps be considered the “primary” 
device as its volume has been determined by mechanical measurements while that of
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the water standard is derived by comparison with the graphite chamber. The chambers 
are nominally identical and consist of a graphite cylindrical disk with an air cavity 
45 mm in diameter and 5 mm thick. The largest uncertainty in Equation 2.10 would be 
the stopping power ratio, graphite-to-air, but the experiment used to determine the 
value for W/e also yields the stopping power ratio and the combined uncertainty on 
the product of these two factors is significantly reduced (±0.1%  compared with ±  
0.5% for the stopping power ratio alone). By this fortunate occurrence the standard 
uncertainty in measuring absorbed dose to graphite is ±  0.3%, while that for water is ±  
0.4%. The major limitation of this system is that the standards are only realised for 
coCo gamma rays.
The problem of accurately defining the effective volume can be overcome to a certain 
extent by the use of an extrapolation chamber. In such a chamber the absolute volume 
of the cavity is not known but can be changed by a known amount, usually by 
changing the electrode spacing. Assuming that the chamber does not perturb the 
medium then the dose is given by
where AQ is the change in the measured ionisation charge for a change in the 
electrode spacing of Ax, A is the area of the electrode and pair is the air density. The 
dose measurement becomes a relatively simple charge measurement and the problem 
of the determination of volume is reduced to that of determining the area of the 
collecting electrode. Klevenhagen (1993) describes such a chamber for electron 
dosimetry, which is particularly attractive in that it can be used in a water phantom. It 
is a parallel plate chamber with a fixed radius and the plate separation is varied by 
way of a stepper motor. Bass (2001) has developed an extrapolation chamber for (3-ray 
dosimetry at NPL. However, the uncertainty in the measurement of the electrode area 
is of the order of several percent, and it would therefore appear that, in practice, an 
extrapolation chamber is no better than a well designed Bragg-Gray cavity chamber.
(2.11)
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2.3.5 M onte  C arlo techniques
There has been a rapid development of Monte Carlo techniques for radiation 
dosimetry in the last 10-15 years. A Monte-Carlo calculation is based on radiation 
transport physics and tracks individual particles as they interact with the detector and 
phantom. By averaging over a large number of particles (typically greater than 10 
million) statistical fluctuations can be reduced to an acceptable level. More recent 
Monte Carlo codes (e.g. BEAM (Rogers et al, 1995)) have included the simulation of 
the radiation source (usually a linac) and even the detector itself. The sophistication 
has reached the level where they may be considered as viable alternatives to 
measurements, although the major limitation is validation - a Monte Carlo calculation 
still requires comparison with physical measurements for absolute doses. However, 
one could potentially rely on calculations if one is confident that the physics is 
correctly specified and that the input data is correct. This could be provided by 
measurement of some aspect of the simulation, (e.g. spectrum) rather than 
measurement of dose. If the validation measurement can be made with a sufficiently 
low uncertainty then this opens the way to deriving a value for the absorbed dose with 
an uncertainty close to experimental techniques.
2.4 CONVERSION OF DOSE BETWEEN MATERIALS
Since dose is material-dependant, the primary device one uses to measure absorbed 
dose may not yield the quantity required. A conversion procedure is therefore needed. 
For electron beams a ratio of stopping powers is generally used, while for photon 
beams various methods have been employed. If the uncertainty on this conversion is 
sufficiently large then the value of the primary device is called into question.
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2.4.1 Dose conversion  fo r  electron beam s
For electron beams, the conversion factor is a product of two factors - a ratio of 
stopping powers and a fiuence correction. The fluence ratio correction factor takes 
account of the differences in scattering power between the two materials and is dealt 
with in Section 2.7.
The most accurate values for stopping powers are those given in ICRU Report 37 but 
these are based on calculation alone. Berger and Seltzer (1982) earned out these 
calculations and quote an uncertainty around 1% for each material. There have been a 
number of attempts to measure stopping powers (Feist and Muller, 1989; McEwen. 
1993) but these did not have the accuracy to validate the calculations. One of the 
problems in measuring stopping powers is that it is only possible to measure relatively 
small energy losses and this significantly increases the precision required if the 
achieved overall uncertainty is to be less than 1% (see Rogers and Faddegon, 1992). 
Bums et al (1995) realised that absolute values were not that important for dosimetry 
and describe a method to improve the accuracy of stopping power ratios by using the 
ratio of experimentally-determined ranges. Although Ross and McPherson (1996) 
raised mathematically (but not physically) based objections to the method McEwen et 
al (1998) used it successfully and state that the standard uncertainty on the 
water/graphite stopping power ratio was estimated to be ±  0.5%. This reduced 
uncertainty compared to using the calculated data alone means that the primary device 
does not need to be made from the material of interest (i.e. a graphite calorimeter can 
be used to determine dose-to-water). Faddegon et al (1992) presented a new technique 
using a large sodium iodide detector to directly measure stopping powers and 
McPherson (1998) reports the results of such measurements. The standard uncertainty 
on these measurements (0.4% to 0.7%) is significantly lower than the previous 
attempts and is at a level where the calculated values in ICRU 37 can be tested. Work 
is currently in progress at NPL to repeat these measurements using a HPGe detector 
system.
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The majority of effort has concentrated on water and graphite as graphite is commonly 
used for primary standard calorimeters and water is the material of interest. However, 
Sephton et al (2001) extended the method proposed by Bums to determine the 
stopping power of alanine relative to water.
2.4.2 Dose conversion in photon beams
For megavoltage photon beams there is more than one method available for 
converting dose from one material to another. Burns and Dale (1990) describe two 
methods, the first making use of the photon fluence scaling theorem (Pruitt and 
Loevinger, 1982) and the second based on cavity ionisation theory. Leitner and 
Witzani (1994) also used these two techniques, obtaining good agreement between 
them. Nutbrown et al (2000) repeated the experimental work of Burns and Dale and 
applied a third method based on extensive Monte-Carlo simulations. This third 
method was also used by Boutillon (1986) to convert from the dose measured by the 
BEPM ionometric standard in a graphite phantom to water absorbed dose. The photon 
fluence theorem method is described below in detail because it is the method 
presently used at NPL and is therefore most relevant to this project.
The photon fluence scaling theorem is used to convert a calibration factor for an ion 
chamber from one medium to another. If the chamber is compared against a primary 
device a calibration factor, ND is derived for the chamber in medium m:
n d„  = ( 2 .1 2 )
Dstd is the dose measured by the primary device and Qm the chamber reading in 
medium m. Using Equation 2.2 above, which gives the relationship between dose and 
fluence, and assuming a monoenergetic photon spectrum, the ratio of calibration 
factors for two media (e.g. graphite and water) is given by:
N T  Q (IT/p) Riv _ >v ^ g
T s '  +  q -w ( D p ) ,  T ,  (2‘13)
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The photon energy fluence at a point in medium m is determined by the incident 
photon energy fluence, attenuation of the primary photons and radiation scattered 
from the irradiated medium:
m (2.14)
where is the photon energy fluence at the same point in the absence of medium 
m, |im is the mean linear (narrow beam) photon attenuation coefficient for the 
medium, clm is depth of the given point in the medium and Sm is the scatter factor for 
the photons at a point (i.e. the ratio of total to primary photon energy fluence at a 
point). By substitution therefore:
This equation is simplified, first by applying the inverse square law - %  vv/T 0 g = f 2/fw2 
where f g and/,, are the source to point of measurement distances in graphite and water, 
and second by the application of the photon fluence scaling theorem. This states that 
when two phantoms are irradiated in a photon beam such that all dimensions are 
scaled in the inverse ratio of the electron densities of the phantom materials, then the 
proportion of scattered radiation incident at corresponding points is the same 
assuming that all photon interactions take place by Compton scatter. The ratios of 
attenuation coefficients and scatter factors equal unity giving:
In reality, one needs to integrate over the whole photon spectrum. Values for mass 
energy absorption coefficients and p are obtained from tables and therefore a simple 
charge measurement for the two suitably-positioned phantoms gives the ratio of 
calibration factors. Corrections are required for non-inverse square behaviour, air
(2.15)
®  = / /  Q, (mm/p)„ P,„ 
Ns f w2 Q J p ), Ps
(2.16)
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attenuation, and non-Compton interactions (pair production, bremsstrahlung, 
annihilation radiation).
In the dose ratio method, Monte Carlo simulations are used to derive the ratio DJDg 
and therefore yield the ratio of calibration factors directly. No scaling assumptions are 
used and measurements are made at the same source to chamber distance. The two 
methods are thus complementary and Nutbrown et al (2000) report very good 
agreement between the two methods (within the uncertainties) over a wide range of 
photon energies. Although this agreement is reassuring, mass energy absoiption 
coefficients are required for both methods, which does not rule out a common 
systematic error. The standard uncertainty on the conversion is estimated to be ±0.3%.
Fricke dosimeters can also be used to transfer the dose between materials as it can be 
assumed that the G-value is independent of the phantom material (Bums and Dale, 
1990).
2.5 CHOICE OF M E T H O D  FOR THIS PROJECT
It is worth noting that the relative importance of the dose-measuring techniques
described has varied over the years, and this variation is mainly due to technological
advances. For example, very little work was carried out on solid state dosimeters until
after the Second World War, when there was a great advance in solid state physics.
Similarly, Monte-Carlo techniques have gained in importance as computing power
S’
has developed. Moore’s law mean that today’s desktop PCs have an order of 
magnitude more computing power than a 1991 mainframe and simulations that were 
impossible only a few years ago are routinely carried out today. When making a 
choice of which technique to use for any particular project it is important to take 
technological considerations into account. From a radiation physics point of view the 
choice may appear obvious, but if the appropriate technology is not available then it is 
unlikely to result in a successful measurement device.
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In general, calorimetry is now the technique of choice and the majority of standards 
laboratories use calorimeters to realise absorbed dose. However, due to the 
fundamental limitations of measuring the radiation-induced temperature rise it is 
difficult to see how the accuracy of calorimeters can be improved significantly. If this 
becomes the limiting factor in radiotherapy dosimetry then a new approach will be 
required, perhaps combining a number of the techniques described above. At the basis 
of this project is the requirement to be able to measure absorbed dose absolutely in a 
variety of locations - both standards laboratories and radiotherapy clinics - in both 
photon and electron beams. At present the only technology that can meet this 
requirement is calorimetry.
2.6 CHOICE OF SECONDARY DOSIMETER
As with primary devices, there are number of different types of secondary dosimeter 
that are used in radiotherapy. Secondary dosimeters require calibration against a 
primary standard and are then used in the clinic to realise absorbed dose.
i) Ion chambers
Ionisation chambers (particularly air-filled chambers) are the most widely used 
instruments in radiotherapy dosimetry. They offer a number of characteristics which 
are particularly suited to the measurement of therapy radiation beams - sensitivity, 
long-term stability, and ease-of-use.
ii) Diodes
Semiconductor diodes offer increased sensitivity over air-filled ionisation chambers 
due to the higher density of charge earners. This means that the sensitive volume can 
be made ~ 100-1000 times smaller, giving excellent spatial resolution. The stopping 
power ratio silicon/water varies much less with energy than the air/water ratio and 
therefore diodes are ideally suited for measuring dose-distributions. The biggest 
problem with diodes is that the sensitivity is dose-dependant and diodes need re-
22
calibrating approximately every 600 Gy. This lack of stability makes then better suited 
to internal measurements within one location, rather than as a transfer from primary to 
secondary laboratory.
iii) Fricke
The Fricke dosimeter was described in detail in Section 2.3. As a secondary dosimeter 
it is used in exactly the same way, except that the G-value is effectively measured for 
each batch of solution by comparison with a calorimeter. The big disadvantage of 
Fricke is the care required to produce ‘good’ solutions.
iv) Alanine
Over recent years, alanine has become the chemical dosimeter of choice as it offers a 
number of advantages of aqueous systems. It is a solid dosimeter, with a density and 
atomic number close to that of water. Alanine has been developed at NPL over recent 
years and Shaipe et al (1999) describe the system in detail. The dosimeters are 
typically disks 5 mm diameter and 3 mm thick but can be made as thin as 0.5 mm for 
measuring low electron energies. Alanine has some significant advantages over other 
dosimetry systems - it has a very wide dose range, showing a linear response from 
10 Gy to 70 lcGy. The energy dependance is very small - work at NPL has shown that, 
when calibrated in terms of absorbed dose to water, any variation in the sensitivity of 
alanine is not more than ±0.5% over the energy range from 60Co to 19MV X-rays. The 
dosimeter is read out non-destructively using ESR (electron spin resonance) 
spectroscopy. This non-destructive read-out, together with the long-term stability of 
the radiation-induced signal means that alanine has a potential role as a dose record. 
The IAEA provide a mailed dosimetry service for industrial processing using alanine 
dosimeters (Mehta, 1999).
v)TLD
Another class of systems are thermo-luminescent dosimeters (TLD). One of the 
obvious advantages of such dosimeters is that they can be made very small, and are 
therefore ideal for plotting dose distributions. TLD materials have wide dose range,
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from few tens of pGy to ~ 1 kGy. LiF is the most widely used system for radiotherapy 
applications as it has a mean atomic number close to that of tissue (Zeff~ 8.2, 
compared to 7.4 for tissue). It has a fairly flat response with energy and is therefore 
not particularly sensitive to variations in beam quality. CaF2 and CaS04 are useful in 
that they have sensitivities 10-100 times greater than LiF, but because of their high Z 
values, they show very a rapid change in energy response at low energies. Lithium 
borate has a better tissue similarity (Zeff -  7.4) but has a sensitivity of only one tenth of 
that of LiF. As for the other systems based on some chemical change, TLD materials 
require calibration against a primary dosemeter. It is not possible to determine any 
thermo-luminsecent equivalent of a G-value as the dose response tends to be batch 
dependent. Typical reproducibility at the 2% level is possible and the overall 
uncertainty is 2-3% (one standard deviation). However, Marre et al (2000) obtained a 
reproducibility of better than ± 0.5% and an overall standard uncertainty in measuring 
absorbed dose to water of ±  1.6%. These values are approaching those of ion 
chambers, although the major disadvantage of TLDs is the delay between irradiation 
and readout.
vi) Other detectors
A  number of other detectors have been developed as secondary dosimeters. Diamond 
detectors have been investigated for over 20 years (Laub et al, 1999; Planskoy, 1980). 
The spatial resolution of diamond detectors is comparable to that of commonly used 
silicon diode detectors with the added advantage of showing high resistance to 
radiation damage (0.05% kGy'1). As expected for a solid state dosimeter, diamond 
detectors have a high sensitivity, but also a good long term stability and low 
temperature dependance. Diamond has a reasonable tissue equivalence for both 
photon and electron beams.
MOSFET dosimeters (Ramani et al, 1997) are a more recent development. The 
dosimeter operates by measuring the MOSFET threshold voltage, which is 
permanently changed by the absoiption of radiation. As an integrating detector it 
therefore has similar applications to alanine although the small detector area (only
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0.2 mm x 0.2 mm) offers much better spatial resolution than alanine. Unfortunately, 
the reproducibility is typically ±  2% which is too large for application to this project
vii) Summary
For reference dosimetry in radiotherapy clinics the system of choice is the ion 
chamber. Ion chambers are simple to use, offer high precision and accuracy and give 
an immediate reading. Integrating dosimeters (Fricke, alanine and TLD) tend to be 
used as QA checks, either internally or within a wider framework of national or 
international comparisons (e.g. the IAEA mailed reference dosimetry service 
(Izewska, 2000)). Diodes and other solid-state detectors tend to be used where size is 
an issue and ion chambers are too large (e.g. plotting the edges of dose distributions). 
Generally, ion chambers are calibrated against primary standards and then used to 
calibrate other dosimetry systems within the clinic.
2.7 CALIBRATION OF SECONDARY DOSIMETERS
2.7.1 Basic Formalism
An ideal secondary dosimeter will have a zero energy dependance. Calibration against 
a primary standard (calorimeter) would then only need to be earned out at one beam 
quality (e.g. 60Co). Energy independence also implies that the calibration factor is the 
same in photon and electron beams as the dose in a photon beam is dependant on the 
secondary electron spectrum generated in-phantom. In practice, the majority of 
secondary dosimeters commonly in use have some energy dependance. The least 
energy dependant dosimeter is alanine - measurements of its response are consistent 
with no energy dependance for 4-19 MV photons (at the ±  0.5% level). By contrast, 
ionisation chambers show a much larger variation of 3% over the same energy range.
The obvious method to calibrate an ion chamber in terms of absorbed dose is to 
compare a chamber with a primary device. However, although linacs were being used
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from the 1950s for radiotherapy there were no absorbed dose standards for 
megavoltage photon or electron beams until the 1970s. Absorbed dose measurements 
using ion chambers were therefore based on air-kerma calibrations derived at lower 
photon energies (either 60Co or 2MV X-rays). Protocols were developed to enable 
users to obtain a measurement of absorbed dose in the clinic. Only in recent years 
have absorbed dose-based calibrations become available from national standards 
laboratories and associated protocols produced (e.g. IPSM, 1990, AAPM, 1999; 
IAEA, 2000). For the puipose of this report we will only deal with absorbed dose 
calibrations.
The basic formalism for the calibration of an ion chamber is simple. The chamber is 
compared against the primary device and a calibration factor - ND ref - for that beam is 
derived:
N °,ef - (2-17)
ref
Dsld is the dose measured by the primary device and Mref the chamber reading. This 
calibration factor will be a function of the energy of the photon or electron beam. 
Unless a radioactive source (such as Cobalt-60) is used, the radiation source is a linear 
accelerator (Linac). A typical radiotherapy linac accelerates electrons to energies in 
the range 4-20 MeV and can also produce bremsstrahlung X-ray beams over a similar 
energy range. In both cases the energy spectrum will have a certain width and the 
calibration factor will be some function of this spectrum. Since it is not generally 
possible to measure the energy spectrum directly a beam quality specifier (Q) is used. 
This is obtained by measuring some property of the radiation beam (e.g. the 
penetration through a material). A “good” beam quality specifier is one such that a 
value of Q relates uniquely to the effect of a particular spectrum. One therefore 
obtains the variation of the calibration factor with beam quality, NDre/Q ref).
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The chamber is then used in the user’s radiation beam to measure the absorbed dose,
E user'
D usa- = N D,efQ«se)M ma- (2.18)
Qtlser is the beam quality measured for user’s beam and Muser is the chamber reading.
Various beam quality specifiers have been suggested but for the NPL calibration 
services they are as follows:
Electrons: R50 - the depth at which the dose is 50% of the maximum dose
Photons: TPR2010 - the ratio of ionisation currents at depths of 20 cm and 10 cm
The specific detail of the NPL calibration procedures are given in appendix A.
2.7.2 Potential problems with beam quality specifiers
A problem arises if Q is not a good beam quality specifier, i.e. there is some 
ambiguity of the relation between Q and the effect of the incident spectrum. The 
transfer of the calibration factor from the reference beam to the user’s beam is then 
put in doubt since effectively the wrong value of ND could be used. Such a problem 
has come to light in megavoltage photon beams, where TPR (tissue phantom ratio) is 
used to measure the beam quality. Rosser et al (1994) found that bremsstrahlung 
beams with quite different spectra (and therefore possibly different chamber 
calibration factors) can yield the same value for the TPR. This appears to be 
particularly a problem for photon beams with little inherent filtration (e.g. the NPL 
research linac). It is difficult to assess the magnitude of any possible error unless you 
can either measure the spectrum of the reference and user’s beam, or measure the 
absorbed dose directly in the user’s beam. By using a calorimeter in the radiotherapy 
clinic one can derive a value for ND[lser(Quser) and compare this with ND reJ(Quser).
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i) B eam  quality specifiers fo r  photon  beam s
A typical depth-ionisation curve for a 10 MV photon beam is shown in Figure 2.1 (it 
should be noted that MeV tends to be used as a label for electron beams and MV for 
photon beams). Over the years a number of beam quality specifiers have been 
proposed for megavoltage photon beams, but all relate in some way to the penetration 
of the photons through some material. The most widely used parameter is TPR2010 
(tissue phantom ratio). This is defined as the ratio of ionisation currents at 
measurement depths of 20 cm and 10 cm in water with a fixed field size and source to 
chamber distance. The 10 cm and 20 cm points in Figure 2.1 are on the downward 
portion of the curve and therefore TPR is a simple measure of the attenuation of the 
beam.
depth in water (cm)
Figure 2.1 Depth dose curve for a 10MV photon beam
There has been much debate (Andreo, 2000, Rogers 2000) in recent years over the
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sufficiency of TPR2010 as a beam quality specifier for the purpose of ion chamber 
calibration in terms of absorbed dose to water. Rosser et al (1994) found that an error 
of up to 0.6% could be introduced by the incorrect application of calibration factors 
using TPR. A number of other beam quality specifiers have been put forward as 
alternatives to TPR including: d80 (the depth at which the dose is 80% of the peak 
dose (BJR Report 17)); the HVL of water (Karlsson and Nystrom, 1994); the 
percentage depth dose at a depth of 10 cm, PDD10 (Kosunen and Rogers, 1993). There 
is no consensus on this problem at the moment - the new IAEA Code of Practice 
(IAEA, 2000) uses TPR2010 while the AAPM absorbed dose protocol (AAPM, 1999) 
uses PDD10 x as the photon specifier (where a 1 mm lead filter is used to correct for 
electron contamination). NPL plans to introduce an additional specifier, the lead 
attenuation index, LAI (the ratio of doses at a depth of 10cm with and without a 1 cm 
lead filter in place) which informs users as to whether the photon beam they are using 
is “typical” of all linacs (Duane et al, 2001).
ii) Beam quality specifiers for electron beams
It is potentially simpler to measure the electron spectrum from a Linac than a photon 
spectrum. The most accurate method is to use a calibrated magnetic spectrometer 
(Wessels et al, 1979; McPherson, 1998), but this technique tends to be rather time 
consuming and the necessary equipment is not always available. Other methods have 
been suggested such as detecting Cerenkov radiation in low pressure gases (de 
Almeida and Almond, 1974) and activation analysis (Almond, 1967, Klevenhagen, 
1993). Determination of the total charge and energy using a Faraday cup can also be 
used. A system to measure the mean electron energy has been developed at NPL using 
a total absorption calorimeter together with a calibrated toroidal charge monitor to 
determine the electron beam energy (Williams , 1994). However, all these systems 
tend to be rather complex so the actual electron spectrum (or even the mean electron 
energy) is rarely measured.
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As with photons, parameters derived from the penetration of electrons in a medium 
are used as a measure of electron energy. A typical electron depth-dose curve in water 
is shown in Figure 2.2. The two most important parameters obtained from such a 
curve are R50, defined as the depth at 50% of the peak dose; and Rp (the practical 
range), defined as the point where the extrapolation from the point of maximum 
gradient on the downward part of the curve meets the extrapolation of the 
bremsstrahlung background (ICRU 35, 1984), Other parameters can be obtained from 
a depth-dose curve (e.g. R80) but these two are the most useful range parameters.
Water is the reference medium for measurement of R50 and Rp. Considerable work 
has been done to relate these parameters to beam energy - ICRU Report 35 describes a 
number of range-energy relationships. However, the concept of incident energy is not 
that helpful in reference dosimetry as it can lead to confusion with the nominal energy 
of the Linac.
It is generally understood that R50 and Rp described different aspects of the incident
Ov\ ^
electrum. R50 relates to the mean electron energy, while Rp is directly related to the/v
most probable energy. For a symmetrical, single-peaked spectrum the mean and most 
probable energies will be the same but, as shown by Klevenhagen (1985) the spectrum 
incident on a phantom will be skewed towards lower energies due to scattering in air. 
ICRU Report 35 shows depth-dose data for two spectra where the most probable 
energy is the same but with different mean energies (and different energy spreads). In 
this case the two curves give the same value for the practical range but different 
values for R50. However, Burns (1996) collated a large amount of depth-dose data 
from a wide variety of Linacs and showed that there was a direct relation between R50 
and Rp, indicating that the majority of linacs in use today generate symmetrical 
spectra. Patel (2000) extended this work to show that for a symmetrical spectrum, the 
width (FWHM) has no effect on the shape of the depth dose curve for widths in the 
range 0.2 - 1 MeV. Although this finding would seem to limit the usefulness of depth- 
dose curves in providing information about the electron spectrum, the corollary of this 
is that for “normal” electron spectra, the mean energy should be sufficient to describe 
the electron beam for dosimetric purposes.
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The concept of the reference depth for a calibration is much more important for 
electrons than photons. In a phantom irradiated by a megavoltage photon beam the 
secondary electron spectrum (which determines the dose) varies only slowly with 
depth (for depths greater than the range of incident primary electrons). By contrast the 
electron spectrum seen by the detector constantly changes from the surface to the 
practical range.
Figure 2.2. An electron beam depth-dose distribution in water showing the various range parameters.
2.8 MEASUREMENT OF ABSORBED DOSE IN THE CLINIC
Assuming that the user has a chamber with a calibration factor, defined as a function 
of a good beam quality specifier, then it is a relatively simple procedure to obtain a 
value for the absorbed dose to water in the radiotherapy clinic using Equation 2.18.
driuix ^50
depth in water (2)
n
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2.8.1 C urrent status o f  dosim etric accuracy in the U K
There are approximately 60 radiotherapy centres in the UK. In 1999 these centres 
carried out over 102,000 treatments in 1.2 million fractions (UK DoH, 2000). These 
centres are organised into eight geographical regions for the purpose of inter­
departmental audits, which have been earned out on a regular basis to check the 
uniformity of dosimetry, treatment planning, record keeping etc. Thwaites et al (1992) 
earned out a dosimetric intercomparison of megavoltage photon beams in all UK 
radiotherapy centres obtaining a mean value for the ratio audit/local dose of 1.003 
with a standard deviation of 1.5%. In 1997 Nisbet et al carried out a similar 
intercomparison for electron beams and repeated the photon intercomparison. They 
found agreement within ± 1 %  for photons and within ±  2% for electrons. Since it was 
unrealistic to cany out such exhaustive comparisons on a regular basis but desirable to 
maintain national uniformity of dosimetry the Institute for Physical Sciences in 
Medicine (IPSM) asked the National Physical Laboratory (NPL) to cany out regular 
audits across the whole of the UK to ensure that there were no significant inter-region 
differences.
One option for an audit scheme would be to use a mailed dosimeter such as TLD or 
alanine, which is the route taken by ESTRO with the EQUAL dosimetry quality 
assurance network (Mane et al, 2000) or the IAEA mailed dosimetry service (Izewslca 
et al, 2000). However, since there are advantages to carrying out the audit in person 
(e.g. procedures as well as doses are verified, problems can be addressed immediately) 
this was the approach taken. The present programme covers dosimetry of megavoltage 
photons and electrons and low and medium energy (10-300 kV) photons.
Megavoltage photon audits have the longest history, while electron audits began in 
2000 and kV audits are only at the pilot stage. The results are summarised below - for 
more detail see McEwen et al (2001).
In the work described below the author was instrumental in initiating and canying out 
the electron audits, has been involved more recently in photon audits, but took no part
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in the kV photon investigations.
i) Megavoltage photon audits
In the clinic, the secondary standard chamber calibrated at NPL is not used for routine 
measurements of linac output but is used instead to calibrate field instruments (usually 
a Farmer-type chamber). The aim of the audit is to verify the local measurement of 
absorbed dose in the clinic. The audit measurements are made following the same 
protocol but using different equipment. The scope of the audit therefore amounts to a 
check that the equipment used by the centre is operating as expected and that the Code 
of Practice is being followed correctly - it is not an absolute measurement of the dose.
Since 1994 twenty-five audits have been earned out and the overall results are 
summarised in Table 2.1.
Table 2.1 Summary of results for megavoltage photon audits
Quantity Ratio (NPL/Host) Standard deviation 
(%)
TPR 0.9981 0.64
Machine output 1.0032 0.80
Field instrument calibration 0.9998 0.72
The spread on these results appeal's to reduce over the period of the audits and is 
significantly smaller than that reported by Thwaites et al (1992), indicating that there 
has been a steady improvement in dosimetry technique within the clinics. The overall 
standard uncertainty (as defined by UKAS, 1995) of the NPL calibration is ±  0.7% but 
one should find greater consistency among measurements made with different 
dosemeters whose calibration is traceable to the same NPL standard. This would 
certainly appear to be the case for the most recent series of audits (standard deviation 
~ 0.4%), indicating that the Code of Practice is being implemented fully. The audits 
reported above cover linacs from a wide range of manufacturers and there is no
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difference in the results for different manufacturers or for machines of different ages.
The problems noted above with using TPR as the beam quality lead to a contribution 
to the overall uncertainty in absorbed dose measurements from the transfer of chamber 
calibration between primary laboratory and user X-ray beams. The validity of this 
transfer cannot be established merely by making more measurements with an ion 
chamber: for that, one needs to use a dosimetry system based on different physical 
principles, such as alanine/ESR or an absolute dosimeter as proposed in this project. 
Work at NPL has shown that, when calibrated in terms of absorbed dose to water, any 
variation in the sensitivity of alanine is not more than ±0.5% over the energy range 
covered by the NPL linac (Sharpe et al, 1999). A comparison between the NPL values 
of absorbed dose at the radiotherapy centers audited, determined using the secondary 
standard ion chamber and alanine was carried out and the results are shown in Figure 
2.3. The error bars indicate only the internal consistency (1 sigma) of the ratios 
obtained. As can be seen, there is no variation with beam quality, which indicates that 
the uncertainty introduced during the transfer from primary laboratory to clinic is 
unlikely to be larger than 1%.
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Figure 2.3. Comparison of doses measured using ion chamber and alanine
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ii) Electi on audits
Dosimetry for electron beam radiotherapy in the UK, as for the rest of the world, 
remains traceable to 60Co air kerma standards (IPEMB, 1996), instead of to a primary 
standard of absorbed dose for electron beams. NPL has launched a calibration service 
for electron beam radiotherapy, traceable to a new primary standard (McEwen et al, 
1998), and a working party of IPEM (Institute of Physics and Engineering in 
Medicine) is currently working on a Code of Practice to match. Trial calibrations 
involving a limited number of UK centres have allowed the comparison of the existing 
and proposed Codes of Practice (McEwen et al, 2001). In the meantime, audits have 
been carried out to establish uniformity of application across the UK of the present 
Code.
As for the photon audits, the aim is to measure the absorbed dose to water in a water 
phantom at the reference depth for a standard field size. Each of the individual steps in 
the IPEMB 1996 Code is checked - this is to make sure that no fortuitous combination 
of wrong ND air and stopping power values can give an apparently correct dose 
measurement.
At the time of writing, three audits have been carried out measuring output factors for 
six electron beams, covering linacs from three major manufacturers - Philips, Varian 
and Siemens. Output factors were measured using both NACP and PTW Roos 
chambers and the results are summarised in Table 2.2.
Table 2.2 Comparison of output factors
Chamber type Machine output Standard deviation (%)
(NPL/Host)
NACP-02 1.0049 0.52
PTW Roos 0.999 0.32
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The IPEMB ‘96 Code gives a figure of around ±  2% for the overall uncertainty of a 
measurement of dose but the standard uncertainty in the ratios given in Table 2.2 is 
estimated to be ± 0.5% because of the cancellation of physical constants (stopping 
powers etc). Of the three audits earned out so far, good agreement (within ± 0.5%) 
was obtained for five of the six beams, indicating that there are no significant errors in 
the application of the EPEMB 96 Code of Practice. Any differences between the 
chamber types in Table 2.2 are due only to chamber readings (either in the high energy 
comparison with the Farmer chamber or in the output measurement) which may be 
due to a real effect such as beam uniformity (the Roos chamber having a larger 
diameter collector) or chamber perturbation or a measurement error (e.g. incorrect 
positioning). Further audits will determine whether there is a significant difference 
between the Roos and NACP chambers and, if confirmed, the portable calorimeter 
could be used to investigate reasons for such a difference.
2.9 CONCLUSION
This chapter has outlined the problems involved in measuring absorbed dose and the 
various systems that can be used. The aim of this project is the development of a 
device that can operate in radiotherapy clinics and from examining the options, the 
best choice would appear to be a calorimeter. As noted in the Introduction, there is a 
potential problem in the use of secondary dosimeters due to the different linear 
accelerators used for calibration at the primary laboratory and use in the radiotherapy 
clinic. To investigate this problem of transferring ion chamber calibrations from 
primary laboratory to clinic, the calorimeter must be able to calibrate an ion chamber 
in both situations. The results of audit measurements carried out by NPL indicate that 
there is dosimetric consistency within the UK at the ±  0.7% level and measurements 
with alanine indicate that any absolute error in the transfer of dose in photon beams is 
no more than 1%. This sets an upper limit on the uncertainty on the relative 
measurement of dose between primary laboratory and clinic of ±  0.5%. The challenge 
now is to design and build a calorimeter that can meet this specification.
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3 C A L O R IM E T E R  D E SIG N
Everyone is a genius at Ceast once a year.
(The reaCgeniuses sitnpCy have their Bright ideas cboser together.
Qeorg Christoph LichtenSerg 1742-1799
From the review of methods of measuring absorbed dose it is clear' that a calorimeter- 
based system is likely to be the best approach to take to address the problem set out in 
the Introduction. This chapter sets out the design specification of such a calorimeter, 
discusses the problems that must be addressed in any design, and reviews the various 
types of calorimeter described in the literature. From this it should be possible to 
identify an outline design to meet the specification.
3.1 DESIGN SPECIFICATION
The first step is to define a functional specification for the calorimeter. This follows 
on from the discussion in the previous chapter:
(1) A single calorimeter to operate in high energy photon beams (Co-60 gamma 
rays and 4 MV to 20 MV X-rays) and electron beams (3 MeV to 25 MeV) at 
doserates in the range 1 Gy min'1 to 100 Gy min'1.
(2) Portable, to allow measurements at other radiation facilities, primarily in the 
UK but also in other countries (for comparing national standards).
(3) Measure absorbed dose to water with an uncertainty close to that of primary 
standard calorimeters (i.e. achieve a standard uncertainty in the measurement 
of absorbed dose to water of the order of ±  0.7%).
(4) Calibrate an ion chamber at both the standards laboratory and at external 
facilities.
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3.2 P R O B L E M S  T O  BE A D D R E SSE D  IN A N Y  C A L O R IM E T E R  D ESIG N
3.2.1 Characteristics of the radiation beams to be measured
The design specification for the project requires a single calorimeter that can measure 
absorbed dose in both high energy photon and electron beams. This provides a 
significant constraint due to the different properties of photon and electron beams, 
particularly their penetrating power. 4 MeV electrons have a typical R50 in water of 
less than 1.5 cm, while a 20 MV photon beam requires a phantom size (water) of the 
order 25 cm x 25 cm x 25 cm to approximate to a full scatter situation. Dose gradients 
vary greatly from close to zero (in a significant region around the peak of a high 
energy electron beam) to > 50% cm'1 on the build-up and fall-off of a 4 MeV electron 
beam. Photon beam dose gradients are generally less severe, around 5 % cm'1. Radial 
beam uniformity is also an issue, although it is generally a parameter that is easier to 
adjust than the penetration of the radiation beam. Linacs usually have complex beam 
flattening systems to ensure that the radial uniformity is not more than a few percent 
over the central 10 cm of the beam (at an SSD of 1 m).
3.2.2 Measurement of absorbed dose
Radiation calorimetry at its most basic is the measurement of a radiation-induced 
temperature rise in a material of known specific heat capacity. Although this sounds 
very simple it is very challenging.
The first step is to measure the temperature rise. It follows from Equation 2.7 that the 
radiation-induced temperature rise in a material is related to the absorbed dose via the 
specific heat. A complete six-week radiotherapy treatment (with intent to cure) is 
typically 60 Gy, consisting of thirty fractions of 2 Gy each. A dose of 2 Gy to water 
(the material closest to human soft tissue) leads to a temperature rise of 0.5 mK. To be 
useful, the calorimeter must be able to measure this dose with an uncertainty better 
than ± 0.5%, which is equivalent to ±  2.5 pK. Water has a very large specific heat
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capacity compared to other materials so the situation is made somewhat easier if one 
uses a material with a lower specific heat capacity. Graphite has been the material of 
choice for calorimetry as its radiation properties are very similar to water and it has a 
specific heat capacity approximately six times smaller. The gain, although welcome, 
is not orders of magnitude, and therefore resolving temperatures to the pK level at 
room temperature is a severe problem requiring state-of-the art equipment.
There are generally two methods to measure the specific heat capacity - either by 
using a known value, or previous measurement; or by using a substitution method in 
situ. The advantage of a separate measurement of the specific heat capacity, as earned 
out by Williams et al (1993), is that the measurement procedure can be optimised 
without regal'd for any radiation dosimetry issues (e.g. homogeneous phantom). It 
should be possible to obtain a lower uncertainty on the measurement of the specific 
heat capacity by this method, although more work is required to demonstrate that 
sample-to-sample variations are small. Although an in situ measurement (e.g. by 
electrical heating) is constrained by the design of the calorimeter it has the obvious 
advantage of directly measuring the specific heat capacity of the absorber in which the 
dose is to be measured. It is therefore possible that many of the systematic corrections 
(heat loss, impurities etc) will cancel for the electrical heating and radiation 
measurements.
As the specific heat capacity of many materials is temperature-dependant, increasing 
with temperature, operation at low temperatures offers the possibility of increased 
sensitivity, together with a reduction in the thermal noise of the system. However, any 
real benefit is only gained by operating significantly below room temperature (e.g. at 
liquid nitrogen temperature or below) and a homogeneous calorimeter design would 
be seriously compromised by the requirements of the cooling system. Operation 
around room temperature is therefore a real constraint imposed by the need to relate 
the measured absorbed dose to the specific application of radiotherapy.
Measuring the radiation-induced temperature rise would also be simplified if there
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was no heat-loss from the core ‘element’ or if the dose could be delivered 
instantaneously. Although it is possible to produce high-doserate beams and therefore 
deliver an instantaneous dose, the aim of this project is to measure the radiation 
beams used for radiotherapy. Radiotherapy linacs operate at a doserate around 4 
Gy/min giving a typical irradiation time of 30 seconds. One of the major concerns in 
calorimetry design is therefore to minimise the heat losses, or to be able to accurately 
correct for them.
An idealised calorimeter trace is shown in Figure 3.1. As can be seen, the gradient of 
the post-irradiation trace is different from the pre-heat trace which indicates that there 
is heat-loss from the absorber. A first-order correction for the heat loss (which is 
usually sufficient) is obtained by extrapolating the pre- and post-irradiation 
temperature-time traces to the mid-point of the irradiation. This mid-point should be 
the time at which the temperature is half-way between the beam-on and beam-off 
temperatures. If the heat loss from the calorimeter is not significant then this mid­
temperature point will coincide with the mid-time of the irradiation. The requirement 
for extrapolating the pre- and post-irradiation temperature traces implies a stable 
environment for the calorimeter. Large environmental changes will simply swamp the 
radiation-induced temperature rise, smaller changes could produce a non-linear 
background which would significantly affect the accuracy of the extrapolations.
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Figure 3.1 Idealised calorimeter run
3.2.3 Choice of phantom material
Ideally for an application when one wants absorbed dose to water, water should be 
used as the absorbing medium. Unfortunately, water is a difficult medium for 
calorimetry and, as discussed in Section 2.4, it is possible to convert dose from one 
material to another. This allows a certain amount of freedom when choosing the 
phantom material. The uncertainties in the conversion methods for both photons and 
electrons are minimised if the radiation properties of the two materials are close and 
this therefore rules out the use of high-Z materials, even though they are attractive in 
having low values of the specific heat capacity. The material should not be easily 
activated as this would equate to a heat defect, as well as raising radiation protection 
issues. The choice is practically limited to water itself, a low-Z elemental material
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such as graphite, or any of a wide range of plastics.
In the ideal situation, a water-substitute phantom material should exactly mimic water 
in all the relevant physical parameters across the whole energy range. These 
parameters are the stopping and scattering powers for electrons and mass attenuation 
coefficients and effective electron density, for photons.
Dealing first with electron beams, graphite very closely matches the scattering 
properties of water but a significant stopping power scaling (~ 14%) is required. 
Practical plastic phantom materials (e.g. polystyrene and polymethylmethacrylate 
(PMMA)) come close but fail in that the carbon content reduces the effective atomic 
number, producing a scattering power which is too low when the stopping power is 
matched. A second problem arises with these two plastics as they are both good 
insulators and this can give rise to errors in dosimetry due to charge storage effects of 
stopped electrons being trapped in the phantom and modifying the behaviour of 
subsequent incoming electrons (Galbraith et al 1984, Mattsson and Svensson 1984, 
Thwaites 1984, Pitchford and Thwaites 1985). The increases can be very significant in 
a thick slab phantom. Although the majority of this work has been earned out with 
ion chambers, charge storage effects can also be significant in calorimetry 
measurements (particularly when using a DC measurement system).
In recent years a number of epoxy-resin-based water substitute phantom materials 
have been developed and have become increasingly available (White et al 1977, 
Constantinou et al 1982, Nisbet et al, 1998). These have been specifically formulated 
for radiation dosimetry purposes and have densities and radiation interaction 
properties reasonably well matched to those of water. In addition they do not appear to 
show charge storage effects. Although epoxy-resin-based water substitute phantom 
materials are gaining widespread acceptance for use with ionisation chambers there 
have been no reports of their use in calorimetry.
The situation for megavoltage photons is somewhat simpler because there are only
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secondary electrons and therefore no problem with charge storage. The developmentA-
of water equivalent materials has been similar to that for electrons and it has been 
found that the more recent electron formulations of the epoxy-based materials are also 
very good for photon beams (Allahverdi et al, 1999).
When choosing the phantom material one must consider the magnitude of any 
possible heat defect. As mentioned earlier, water can have a significant heat defect 
and problems with its determination has been the major delaying factor in the 
introduction of water calorimeters in primary standards laboratories. Elemental 
materials are simpler to deal with, although one must take account of possible 
impurities. It is generally accepted that graphite has zero heat defect.
3.2.4 Temperature control
As mentioned above, the measurement of absorbed dose at radiotherapy levels 
requires a very stable background against which one can measure the radiation- 
induced temperature rise. Although a constant environment is the ideal, it is not a 
necessity as long as drifts in the environmental temperature are linear, i.e. a time 
constant very large compared to the duration of the measurement (~5 minutes).
Environmental control basically comes down to two options. The most obvious 
example of the first type of system is air-conditioning, whereby one controls the 
temperature of a volume of air around the object (calorimeter). The technology of air 
conditioning is well-developed and is therefore an attractive option. Also, it should be 
relatively simple with an air system to minimise the amount of material in front of the 
calorimeter - a particular issue when making measurements at low electron energies. 
However, the major disadvantage of such a system is that air, because of its density 
has a very low heat capacity (thermal inertia), and therefore close control requires a 
large volume of air (e.g. a room) or very precise control of the temperature of the 
heating/cooling unit. Convection must also be taken into account. The second option 
is to use a solid (or liquid) body around the calorimeter and actively control the
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temperature of this body. The immediate advantage is the increase in thermal mass 
afforded by a solid over air so that it should be possible to make a solid-body 
environment much smaller than an air-based system with the same stability. However, 
a solid body could have a significant effect on the calorimeter in terms of scattered 
radiation and care must be taken to minimise the material in front of the calorimeter.
A second disadvantage of a solid system is that it is relatively difficult to incorporate 
cooling as well as heating, which could lead to instabilities in the control 
performance. A liquid control medium has the same advantages and disadvantages of 
the solid body, but with the added problem of being less robust.
3.3 LITERATURE REVIEW
A study was earned out to review the various designs of calorimeter described in the 
literature. Calorimetry has been a technique used for radiation dosimetry since the 
1920s. However, the problems inherent in measuring the very small radiation-induced 
temperature rise meant that early attempts were rather inaccurate. It wasn’t until 1956 
(Genna and Laughlin) that a calorimeter was used successfully to measure the 
absorbed dose in a small mass of material within a phantom of the same material.
The first high-precision calorimeter of note was designed and built by Domen and 
Lamperti at the National Bureau of Standards (now the National Institute for 
Standards and Technology) in 1974. One of the primary aims of the design was to 
overcome the problems of heat loss from the calorimeter to its surroundings. The 
calorimeter is constructed from graphite and is a multi-element design with a small 
core (20mm diameter, 3mm thick) surrounded by a jacket and shield, all made of the 
same material. The core and jacket have equal heat capacities while that of the shield 
is significantly larger. Thermistors in each component are used both for temperature 
measurements and as heaters in the core and jacket to restore the system to 
equilibrium between irradiation runs. The core heater is also used to determine the 
effective specific heat capacity of the core by substitution electrical heating. A
44
vacuum system is used to evacuate the gaps between components and minimise heat 
transfer. The temperature measurement system consists of a 0.25mm diameter 
thermistor in an equal-arm DC Wheatstone bridge. The thermistor in the jacket around 
the core is used to correct for heat transfer between core and jacket, significantly 
reducing the heat loss correction required. Temperature control is obtained by using a 
heater to maintain the temperature of the shield at an elevated temperature and using 
the heat loss to the environment as the cooling element. Domen and Lamperti (1974) 
describe two graphite calorimeters, labelled respectively as portable and non-portable. 
Both employ vacuum systems but the portable version has a much smaller diameter 
phantom (150 mm). Domen et al (1976) describes the intercomparison of the two 
NBS calorimeters in 20 and 50 MeV electrons.
A large number of graphite calorimeters based on this design have been constructed 
and, until recently, the majority of national standards laboratories used such 
calorimeters in the primary realisation of absorbed dose. These include NPL (UK), 
NMi (The Netherlands), BEV (Austria), and ARL (Australia). It is perhaps worth 
describing the NPL calorimeter, a schematic of which is shown in Figure 3.2, in more 
detail. The NPL primary standard microcalorimeter (Cross, 1988; DuSautoy, 1996) 
was built to the design of Domen and Lamperti, with modifications to the vacuum 
housing, electrical connector and one of the graphite jackets. Great care was taken to 
minimize the use of materials other than graphite and the jackets and phantom present 
a nearly homogeneous graphite medium for the absorption and scattering of the beam. 
A dry vacuum system is used to evacuate the gaps between components so that no oil 
or other material from vacuum pumps can contaminate the graphite components. 
Aluminized surfaces are employed to minimise radiative heat transfer. The minimum 
measurement depth is 0.93 g cm'2, which means that the calorimeter can be used in 
photon beams from Co-60 to 20 MV and electron beams above 6 MeV. The method 
of operation is optimised for measuring a dose of 1 Gray at a doserate of 1 Gray per 
minute. The temperature measurement system uses an AC double-Kelvin bridge 
system.
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Perspex vacuum 
housing
Figure 3.2 NPL primary standard photon calorimeter 
This is typical of the Domen-style graphite calorimeters in use in standards laboratories worldwide
One of the main problems of the Domen and Lamperti design is that it is very difficult 
to repair if a component fails. Grimbergen et al (1994) report the problems 
encountered with the NMi graphite calorimeter when one of the core thermistors 
failed. It was felt too risky to attempt to dismantle the calorimeter to effect a repair, 
and the method of operation had to be significantly modified so that it could continue 
to be used.
McDonald et al (1976) describe a portable, tissue-equivalent plastic calorimeter,
constructed from A -150 plastic. However, it was found that the heat defect of A -150
is around 4%, which is a major problem for reference dosimetry. Rao and Naik (1980)
a
constructed a graphite calorimeter, similar in size and shape to Farmer-type ion
A
chamber, to measure absorbed dose in a water phantom. As for the Domen and 
Lamperti design, there was a core and jacket arrangement and the mode of operation 
was similar. The major advantage of this design is that no conversion from graphite to 
water is required, but the calorimeter is limited to use in a 60Co beam. The overall 
standard uncertainty in measuring absorbed dose to water was estimated to be ±  1.1%.
A number of compact water calorimeters have been developed over the last twenty 
years which are worth considering. Since absorbed dose to water is the quantity of 
interest, a water calorimeter simplifies the procedure to obtain dose to water in the 
radiotherapy clinic. However, the inherent problems of water calorimetry 
(containment, large specific heat capacity, heat defect) have made their development a 
rather slow process.
The majority of water calorimeters designed for radiotherapy dosimetry tend to be 
very bulky. Williams (2000) provides a very good review of water calorimeters. As a 
typical example, the NPL water calorimeter (Williams, 1999) is ~ 60 cm x 60 cm x 
60 cm. However, a number of smaller water calorimeters have been constructed. 
McEwen (1991) built a water calorimeter specifically for electron beam dosimetry 
which was only 40 cm x 40 cm x 50 cm. However, the calorimeter was designed to 
operate at room temperature and the performance was severely hampered by 
convection. Pieksma et al (2000) describe a prototype transportable water calorimeter 
that could potentially be used in a radiotherapy clinic. It is based on the sealed-water 
calorimeter design of Domen (1994) and uses a compact heat exchanger to maintain a 
temperature of 4 °C. The overall size is around 40 cm x 40 cm x 40 cm. However, the 
prototype suffered from problems with temperature gradients and therefore operation 
in a radiotherapy clinic may be difficult.
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Water calorimeters for radiotherapy have tended to focus on photon dosimetry. The 
reason for this is twofold - the lack of linacs at standards laboratories to provide 
megavoltage electron beams and the fact that electron beam treatments for cancer 
have only recently become widely used. The number of electron calorimeters 
described in the literature is therefore relatively small. NPL has been at the forefront 
of electron dosimetry, building on the experience gained at industrial doserates. The 
N P L  primary standard graphite calorimeter for electron beam dosimetry (Burns et al, 
1994; McEwen et al, 1998) covers the dose range from therapy levels of typically 
1 Gy up to kilogray dose levels. The basic elements of the calorimeter are shown 
schematically in Figure 3.3. The main calorimeter body is a graphite core and a 
graphite surround. The core is a disc 50 m m  in diameter and 2 m m  thick. The graphite 
surround is 150x150 m m  in cross section and 6 m m  in thickness. The core is 
thermally isolated from the surround by a nominal 1 m m  air gap at all faces and is 
supported by small expanded polystyrene beads. Graphite plates are added in front of 
the calorimeter body to position the core at the desired measurement depth and also 
added to the rear to provide backscatter. The thickness of this backing depends on the 
incident beam energy and on the measurement depth and is chosen so that the 
temperature rise in the backing is as close as possible to that in the core. The entire 
calorimeter assembly is enclosed in 25 m m  of expanded polystyrene to provide a 
degree of thermal isolation. The design is simple because the measurement area at the 
NP L  linear accelerator can be controlled in temperature to ± 0.2 °C. By working at a 
doserate above 5 Gy/min one can obviate the need for complex temperature control 
and vacuum system within the calorimeter. The thermistor that measures the 
temperature rise in the absorber is included in one ami of a simple D C  Wheatstone 
bridge.
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Figure 3.3 NPL primary standard electron beam calorimeter 
(One of the few primary standards for electron beams in use worldwide)
Humphreys et al (1993) describe a novel graphite calorimeter designed for industrial 
electron beams which could, with modification, be used for radiotherapy. The 
calorimeter consists of a stack of eight graphite disks 50 m m  diameter, 1.8 m m  thick, 
each thermally isolated and with its own thermistor. This design allows the 
measurement of depth-dose curves with a single measurement and provides a high 
degree of redundancy. It is designed to be taken to radiation facilities and is therefore 
portable. The basic design does not have the sensitivity to measure radiotherapy doses 
but the techniques to increase the sensitivity are relatively straightforward. The main 
problem is that the large number of air gaps mean that the dose is measured in a very 
inhomogeneous phantom. However, it should be possible to apply this design to the 
problem outlined in the Introduction by making ion chamber measurements in a 
similar phantom.
Miller and Kovacs (1985) developed a very simple water calorimeter for use at 
industrial electron accelerators. The issues at industrial doserates are somewhat
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different from the radiotherapy situation - thermal isolation is much less critical and 
the required uncertainties are not as strict. It consists of a polystyrene Petri dish filled 
with water, with a glass encapsulated thermistor to measure the temperature rise. A  
standard value for the specific heat capacity of water and the lowest dose normally 
measured is 3 kGy. Although this is orders of magnitude greater than what is required 
for radiotherapy dosimetry, this limit is a practical, rather than fundamental one. 
Miller and McLaughlin (1975) employed the novel, non-invasive technique of 
holographic interferometry to measure the change in refractive index of water and 
derive a value for the absorbed dose. However, this technique is only really applicable 
at very high doses (i.e. from industrial accelerators) as the refractive index of water is 
a slow function of temperature.
3.4 CHOICE OF OUTLINE DESIGN FOR CALORIMETER
The development of calorimeters tends to be a relatively slow process and this is 
because, although the basic theory of calorimetry is straightforward, the practical 
realisation of absorbed dose is very difficult. As can be seen from the literature review 
above, a wide variety of approaches have been taken in designing calorimeters and the 
designs tend to be application-specific. This makes the task of choosing the correct 
type of calorimeter for the problem set out in the Introduction somewhat harder, 
although the functional specification in Section 3.1 will help. The aim in this section 
is not to pick a particular design (unless the choice is obvious) but to identify the best 
approaches to take.
3.4.1 Calorimeter medium
The first choice is probably that of the medium. A water calorimeter is the ideal but 
water introduces so many measurement problems (heat defect, small temperature rise, 
containment, convection) that the chances of building a robust device that can be 
easily transported are low. It is also very difficult to build a water calorimeter that can
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cover the range of photon and electron energies required for this study. A solid 
calorimeter is easier to construct and operate and the measurement depth can be 
changed relatively easily to cope with different beam energies and modalities. As set 
out in Section 2.4, the conversion from the material used to water can be made with a 
relatively small uncertainty. Also, if chamber measurements are also made in the same 
medium, the additional uncertainty incurred in using a non-water is reduced further.
A
Graphite would seem to be the material of choice, as stated in ICRU Report 14. It has 
properties close to water, a zero heat defect and is easy to machine. Although some of 
the recently-developed water-equivalent materials look attractive there would be 
significant effort in determining the heat defect. Even with such a well-studied system 
as water there is still some uncertainty of its heat defect, therefore the problems are 
likely to be greater for these epoxy-resin based materials.
3.4.2 Temperature control system
In all the solid calorimeters reviewed, the temperature control is based on the solid- 
body principle. A number of water calorimeters have used air cooling (e.g. Seuntjens 
and Palmans, 1999) but, as noted above, this leads to an unacceptably large enclosure. 
A solid body can certainly be made small enough to be portable, yet at the same time 
provide the level of stability required to measure radiotherapy doses in an 
uncontrolled environment. It would seem that the simplest option (and therefore likely 
to be the most robust) is to operate at an elevated temperature and use heat loss to the 
environment as the cooling system. The majority of graphite calorimeters studied 
employ a vacuum system to minimise the heat transfer between the absorber where 
the dose is measured and the surrounding phantom. The major problem with a 
vacuum system is that there is significant associated equipment and therefore it would 
be preferable to go for a design that employs an air gap around the point of 
measurement. It is encouraging that the NPL electron calorimeter operates with only 
an air gap down to a doserate of 5 Gy/min, indicating that an enhanced version of this 
design would meet the functional specification. However, a vacuum system cannot be 
ruled out until the magnitude of the heat transfer has been evaluated for this new
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calorimeter. Since the calorimeter is to be made from graphite, the controlling body 
should also be graphite. Although the overall system will not be homogeneous it is 
good practice to minimise the number of different materials used.
A primary constraint of the temperature control system is that the new calorimeter 
must be portable. Although some calorimeters are described as ‘portable’ , it is more 
the case that they are ‘transportable’ - they can be moved from one location to another 
but one wouldn’t want to do it very often. One of the principle objectives of this 
project is to make absorbed dose measurements at a large number of radiotherapy 
clinics on a regular basis. As noted in Section 2.8, NPL currently carries out 
dosimetric audits of UK radiotherapy centres using ionisation chambers at a rate of 8- 
10 per year and it is hoped that in the future up to 50% of these would include the use 
of the calorimeter. Portability can therefore be more closely defined in terms of the 
total weight and volume of equipment required. Considering the dosimetric 
equipment commonly in use in the clinic, one can say that, as a rough guide, the 
calorimeter should be not be significantly heavier or larger than a standard phantom,
i.e. less than 25 kg and around 30 cm x 30 cm x 30 cm.
3.4.3 Temperature sensor
In all the calorimeters designed for radiotherapy applications the temperature-sensing 
device is a thermistor, therefore the choice of sensor would seem to be limited to the 
type and size of thermistor. The requirement to minimise the perturbing effect of the 
thermistor on the measurement of absorbed dose would lead to using the smallest 
thermistors available. These are typically 0.25 mm in diameter with correspondingly 
thin leads, making them delicate and susceptible to damage. Since robustness is a key 
feature of this new calorimeter care must be taken in choosing the thermistor type.
The thermistors used in the NPL electron calorimeter look a good starting point as 
they have been extensively tested (McEwen et al, 1993) and are manufactured with 
2 m long leads as standard.
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3.4.4 Tem perature m easurem ent system
The choice here is relatively simple - AC or DC bridge. The photon primary standard 
calorimeter uses an AC bridge system, as does the water calorimeter under 
development at NPL. A review of calorimeters at standards laboratories around the 
world indicates that an AC system is the first choice. However, AC bridges tend to be 
more difficult to set up and use and it is likely that a DC system would be more 
reliable for use “in the field”. Williams (2000) has made a direct comparison of AC 
and DC bridge systems and found that by using an AC system the signal-to-noise is 
increased by a factor of 2.8. However, this has to be considered in combination with 
the acquisition time since both have a direct effect on the extrapolations to determine 
the absorbed dose. The preferred option for the calorimeter core is not to use a 
vacuum system, relying on an air gap for thermal isolation, which means that there is 
increased heat transfer between core and surround. It follows, therefore, that the 
irradiations must be kept short and measurement times must be of the order of 0.1-0.2 
s. The operation of lock-in amplifiers (and indeed, some high precision DVMs) 
assumes that the measured signal is constant therefore use is made of long acquisition 
times (> one second) and rolling averages, which are incompatible with the 
requirements of the calorimeter operation. If we take, as the starting point, the DC 
bridge in used in the electron primary standard together with the report by Williams 
(2000) then we require an increase in the signal-to-noise of around 3 to match a 
simple AC system. If it is not possible to develop a DC system with the required level 
of signal-to-noise then an AC system would have to be considered.
The first step is to increase the value of the bridge supply used. The NPL electron 
calorimeter uses a bridge supply of 1.4 V therefore a 4.8 V supply would provide the
VfcV+o
necessary increase in signal-to-noise. However, one must consider the power
A.
dissipation of the thermistor, which can affect the measurement of dose. The power 
dissipated in the thermistor raises the temperature of the thermistor above that of the 
core. If this temperature difference is a function of temperature then there will be a 
systematic effect on the measured temperature rise. McEwen et al (1993) found no
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temperature dependance over the range 14-30 °C for a thermistor using a bridge 
supply of 1.27 V. Since power dissipation is proportional to V2, care must be taken 
when using a larger bridge supply. An alternative/complimentary method is to 
increase the number of thermistors used. For a DC system this can either be two 
thermistors in opposing arms of one bridge, or two separate bridges. Analysis of the 
possible currents induced in the circuit indicates that a significant proportion of the 
noise should cancel by using thermistors in opposing arms.
3.4.4 Conclusion
It follows from this discussion that we can identify some key features that will shape 
the design of the calorimeter. The dose measurement will be made in graphite using a 
temperature sensing system based on a thermistor in a DC bridge. A jacket/body is 
required to provide temperature control. The literature review has not revealed a 
calorimeter design that matches this description although the NPL electron 
calorimeter would seem to be a good starting point for the first two components. One 
can therefore expect the calorimeter and temperature sensing systems to be evolutions 
of the electron calorimeter, but a new design is required for the temperature 
controlling body.
3.5 PROTOTYPING
A number of experimental investigations were earned out to evaluate aspects of the 
outline design identified in Section 3.4 and confirm whether the solutions proposed 
there are likely to be successful.
3.5.1 Testing DVMs and bridge supplies
For the temperature sensing system, it was decided to follow the design of the NPL 
electron beam calorimeter, where the bridge contains a fixed balance resistor and the 
out-of-balance voltage is measured. One of the first steps was therefore to select the
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most suitable equipment for the three components of the DC bridge system - the DC 
supply, the bridge itself, and DVM. It was very likely that the bridge and supply 
would have to be custom-built, but it was decided to use a commercial DVM rather 
than design purpose-built circuitry since it would ease maintenance.
A number of DVMs were tested - Solartron[1] 7061; Wavetek[2] 1271; Hewlett 
Packard[3] HP3458A, Keithley[4] 2001, 2010 and 2182 - and the results are shown in 
Figure 3.4. The 7061 has been used for many years with the NPL electron calorimeter 
and combines 6Vi~digit resolution (minimum resolution 100 nV) with a reasonably 
fast acquisition time (0.2 s) and good noise rejection. The other four DVM types were 
all found to suffer from the same problem - although they have 71/2-digit capability (10 
nV resolution), the acquisition time for that resolution was either too long (of the 
order of 2 s) or the noise rejection wasn’t as good as obtained with the 7061. The 
Wavetek 1271 DVM was the best of the rest, offering a faster acquisition time at 6Vi- 
digit (0.1 s) but at the price of a noisier signal. The possibility of shielding the DVMs 
was also investigated but no improvement was observed. The only problem with the 
Solartron 7061 is that the instrument itself is sensitive to interference and the 
measured signal suffers from occasional “spikes”. Although the Wavetek 1271 gives a 
noisier trace it has better shielding than the 7061 and therefore the noise spectra for 
the two DVMs is quite different. Is was therefore decided to use one 7061 and one 
1271 on the two dose-measuring bridge circuits planned for the calorimeter, to give a 
degree of robustness to the measuring system.
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Figure 3.4 Comparison of the performance of various commercial DVMs
As the typical out-of-balance voltage is of the order of 20 mV a number of methods to 
increase the signal level were investigated. A DC pre-amplifier based on an Analog 
Devices AMP-01FX op-amp was constructed but it was found to introduce significant 
noise. Two approaches to increasing the bridge drive voltage were tested. The electron 
calorimeter uses a bridge supply designed and built at NPL by Sanders and Thomas 
(1991). They reported very good long term stability and low noise levels (± 1 pV over 
24 hours) but there was concern that the mains input could introduce noise into the 
bridge circuit. The first approach was to use a 2 V lead-acid accumulator as the bridge 
drive supply - this is the simplest option and has the advantage of no electronic
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components. As a comparison, a variant of the Sanders and Thomas design was 
constructed, powered from a 12V lead-acid battery and with an output of 2 V. It was 
found that the battery driven, stabilised supply is orders of magnitude more stable than 
the battery alone - the peak-to-peak variations were 40 pV compared to 1.1 mV for 
the battery. There is a slight trend of the stabilised supply output with time, which 
follows the decay of the 12V battery input and noise level is typically ± 4 pV. A 
comparison between the 1.4V mains-powered supply and the 2V battery-driven 
supply showed no difference in the signal-to-noise level. Operation at an even higher 
bridge supply (7V) was counter-productive as it produced instabilities in the bridge 
output. This is thought to be due to effects within the thermistor bead as other, larger 
beads have been operated at similar power levels (-500 pW) without a problem. The 
lack of any improvement using the 2V supply compared to the 1.4V supply may also 
be due to power dissipation effects (see Section 4.3 for more detail on thermistor 
power dissipation).
3.5.2 Testing the Electron Beam calorimeter in Cobalt-60
As stated above, the intention was to use an air gap to provide thermal isolation of the 
core. However, as there no experience at NPL of making measurements with such a 
calorimeter in a photon beam it was decided to carry out a test of the electron beam 
primary standard in the NPL 60Co facility. The aim of these tests was to obtain data 
that could be used to feed into the design of a new calorimeter. The NPL 60Co facility 
at the beginning of this project consisted of a “Mobaltron” therapy irradiator in a fixed 
head assembly providing a horizontal beam. The irradiation room dimensions were 5 
m x 3 m x 3 m and the combination of small size, poor air conditioning and low 
activity source made this a “worst case” test.
The calorimeter was set up with a measurement depth of 1.2 gem'2 and a total 
thickness of 2.6 gem'2. This depth was determined from depth-ionization curves 
obtained previously and placed the calorimeter close to the depth of dose maximum. 
The calorimeter was positioned at an approximate SSD of 1 m with a field size of 15
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cm x 15 cm. A simple temperature controlled enclosure was positioned around the 
calorimeter. This enclosure consists of an insulated box ~ 28 cm x 33 cm x 39 cm 
with a thin front window constructed from expanded polystyrene. Initially the 
enclosure was operated in passive mode, as the NPL 60Co facility had poor air 
conditioning. Later it was operated in active mode - using electrical heater elements to 
raise the air temperature and a thermistor temperature sensor in the feedback loop of 
the heater supply circuit. This enclosure was not big enough to provide the level of 
control required for a calorimeter in a radiotherapy clinic but provided data on the 
performance of such a system.
Irradiations consisted of approx. 120s pre-irradiation, 120s irradiation, 240s post­
irradiation. It was assumed that the Co-60 source output was reproducible between 
stowings and no transmission monitor was used.
The main problem experienced was temperature stability - the poor temperature 
control in the Mobaltron combined with the low doserate (-0.2 Gymin'1) meant that it 
was difficult to acquire useful data. A set of 4 runs (one of which is shown in Figure 
3.5) was obtained giving a mean doserate of 0.195 Gymin'1 with a standard deviation 
of ± 3.3%. A further run earned out the following day gave a value of 0.205 Gymin'1, 
not inconsistent with the first day’s results. For a increased activity source with a 
doserate of 1 Gymin"1, these results imply a standard deviation of around ± 0.6%, 
which is only a factor of three worse than the primary standard photon calorimeter. 
This indicates that a calorimeter design based on the electron beam calorimeter, but 
with increased signal-to-noise should achieve the required precision.
Although the enclosure was successful at reducing the effects of draughts it was not 
possible to make calorimeter measurements using the active temperature control 
system. The heaters appeared to induce large convection currents, resulting in an 
oscillating environmental temperature, probably because the volume of the enclosure 
is relatively small and there is poor mixing of the air. This illustrated the problems 
with an air-control system, as discussed in Section 3.5 and confirmed that a solid-
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body system was more likely to be successful.
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Figure 3.5 Electron calorimeter run in “Co beam at a doserate of 0.2 Gymin'
It was found that the stowing mechanism of the 60Co source interfered with the DC 
bridge output, introducing large noise spikes at beam-on and beam-off. This effect 
was significantly reduced by moving the DC bridge from the irradiation room to the 
control room. Since the control room for a clinical linac is likely to be less noisy than 
the irradiation room it would seem sensible to adopt this approach for the bridge 
system for the new calorimeter.
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3.6 CONCLUSION
The functional specification of the calorimeter required for this project has been 
developed. A literature review has shown a wide range of approaches to the problem 
of measuring absorbed dose by calorimetry. However, the application in this project 
imposes some specific constraints which have enabled an outline design to be 
identified, based on a graphite calorimeter using a solid body to provide the 
temperature control and a DC bridge for the temperature measurement system. Tests 
have been earned out to confirm whether this outline design is likely to be successful. 
Electrical measurements have indicated that a DC bridge should provide a sufficient 
level of signal-to-noise to operate at radiotherapy doserates and, in addition, testing of 
the electron beam primary standard in a 60Co beam has shown that a calorimeter of 
this type should operate satisfactorily in photon beams down to a doserate of 
one Gymin'1. The next stage is to build a prototype calorimeter and evaluate its 
performance.
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4 CONSTRUCTION OF MARK 1 CALORIMETER
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The construction of the calorimeter was split into two phases. In the first phase a 
prototype (Mark 1) calorimeter was constructed and its performance evaluated. In the 
light of the experience gained with this first version a second calorimeter was then 
constructed (Mark 2). The construction of the prototype (Mark 1) portable calorimeter 
can be split into three distinct parts:
i) definition of the volume in which the dose is to be measured (the absorber)
ii) provision of a stable background against which radiation-induced temperature 
rise can be measured (the enclosure)
iii) system to measure this temperature rise.
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4.1 ENCLOSURE
4.1.1 Design and construction of enclosure (Mark 1)
The prototype temperature control system is shown schematically in Figures 4.1 and 
4.2.
Figure 4.1 Schematic of body design - front view
It consists of a graphite body (total mass ~ 14 kg) which surrounds the calorimeter on 
five sides. It is not desirable to put material in front of the calorimeter since that 
would increase the measurement depth and prevent operation at the lowest electron 
energies (for a 4 MeV electron beam the range in graphite is around 1 cm).
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Figure 4.2 Schematic of body design - side view
Embedded within the graphite body are electrical heater elements which elevate the 
body temperature to approximately 30 °C. These heater elements are constructed from 
resistance wire sandwiched between sheets of unit density graphite gasket material 
(Papyex, Carbone Lorraine)151. The construction of one such element is shown in 
Figure 4.3 - PVC tape is used to insulate the resistance wire from the conducting 
graphite sheets. There are six heater elements - one on each side and two at the rear 
(where there is a larger mass of graphite) - with a total resistance of 27 G. Operation 
at an elevated temperature uses the environment as the cooling circuit rather than 
employing cooling systems such as Peltier heat engines. This keeps the system simple 
and small but leads to an asymmetry between heating and cooling that may be the 
limiting effect on the stability. The entire body is surrounded by 25 mm of expanded 
polystyrene, with an extra 20 mm at the front to reduce the heat transfer from the 
calorimeter to the environment. This polystyrene is enclosed in a clear plastic case, 
open at the front, which provides a stable air volume around the calorimeter thus 
preventing any draughts affecting the temperature sensors. The outer case and the
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polystyrene at the front are easily removed to enable access to the calorimeter. The 
entire body is designed to come apart relatively easily in case of the failure of any 
component - an important consideration when ‘in the field*. The overall dimensions of 
the body controller are 40 x 40 x 40 cm which makes it relatively easy to transport. 
The design incorporates as little high-Z material as possible, which could affect the 
measurement of dose at the absorber. In the first prototype there are no fixed heater 
elements in the calorimeter itself and the body is outside the beam (except behind the 
calorimeter). The maximum recommended field size is 15 x 15 cm. Figure 4.4 shows 
the enclosure with the front removed.
Figure 4.3 Construction of heater element - resistance wire is insulated using PVC tape
65
Figure 4.4 Enclosure showing graphite body and space for calorimeter 
This picture was taken after electrical screening had been added.
The current to the heater elements is provided by a computer-controlled power supply. 
The heaters are connected in series and the graphite body is treated as a single block. 
Three temperatures are sensed - the calorimeter surround, graphite body, and outside 
air. An algorithm running on the controlling PC adjusts the heater current according to 
the temperatures of the air, body and calorimeter surround in order to keep the 
calorimeter temperature constant. This is usually in the range 28-29 °C, but the 
operating temperature is somewhat arbitrary as long as it is above the environment 
temperature. Operation at 3 °C above ambient has been achieved but a higher 
operating temperature should yield improved control due to the increased rate of 
cooling. The thermistors have been tested up to 100 °C but operation above 50 °C 
leads to deterioration of the expanded polystyrene (as was accidentally found when the
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leads to deterioration of the expanded polystyrene (as was accidentally found when 
the heater supply was left on without the control program running).
The temperature sensing thermistors used for the control system are independent of 
those used to determine the absorbed dose. The sensor for the calorimeter (embedded 
in the surround) is a single Betatherm[6] type 22K7MCD thermistor (22 kQ, as used in 
the electron calorimeter) in a DC bridge. The graphite body uses nine Betatherm type 
50K6A1 thermistors (50 kf2) in a series/parallel arrangement in a single arm of a DC 
bridge. This arrangement behaves like a single thermistor but gives the mean 
temperature over the whole of the graphite body. The high thermal conductivity of the 
graphite should ensure a relatively even temperature throughout and sensing all sides 
of the body individually would significantly reduce the read-rate and complicate the 
control algorithm. Similarly, the air is sensed using five Betatherm type 10K3A1 
thermistors (10 kO) in a series arrangement to give the mean air temperature over four 
sides of the inner case. A separate air sensor is used at the front of the calorimeter as a 
monitor, but is not used as part of the control system. The thermistors are calibrated in 
terms of absolute temperature against a commercial platinum resistance thermometer 
(PRT). A comparison of the calibration of a large number of this type of thermistor 
has shown that a generic calibration can be applied in an emergency (e.g. if any of the 
control sensors were to fail). Shielded, twisted-pair cable is used since any noise will 
affect the control algorithm.
Separate PCs are used to control the calorimeter temperature and measure the 
absorbed dose - although this involves more equipment it simplifies the software and 
allows individual optimisation of the two systems.
4.1.2 Temperature control system
There are a number of requirements for a control algorithm. Of primary concern is 
that it must be able to control the temperature of the calorimeter without affecting the 
measurement of the radiation-induced temperature rise. The absolute value at which
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control is obtained is not crucial as long as it is stable. Although this simplifies the 
specification, the problem is further complicated by the open front design which 
means that there is no temperature-controlled barrier between the environment and the 
calorimeter itself. Any control algorithm also needs to be relatively robust, otherwise 
temperature control will be limited to specific situations. The range of the radiation to 
be measured varies from 1 cm for 4 MeV electrons to > 20 cm for high energy 
photons. Different amounts of graphite build-up and backing plates will therefore be 
required so that the total mass of the graphite in the calorimeter will vary according to 
radiation type - from approximately 140 g for 4 MeV electrons to 1400 g for 20 MV 
photons, a significant spread. The response of the calorimeter to temperature 
variations will therefore depend on the calorimeter configuration and the control 
algorithm must be able to take account of this. Rapid stabilization of the system is 
also required since access to radiotherapy linacs is limited. Practically this means a 
maximum equilibration time of ten hours.
Standard control systems use various combinations of proportional, integral and 
differential (PID) modes to control the current delivered to the heaters in the body. In 
proportional mode, the current is varied in proportion to the difference between the 
operating and set temperatures. The integral mode ties the operating temperature to a 
fixed value, which is not particularly of interest as the requirement here is for an 
arbitrary but constant the temperature. The differential mode takes account of rates of 
change of temperature. It was likely that PID would not be able to provide the level of 
stability required for this system and therefore an alternative algorithm was 
developed.
The approach taken to control is quasi-one-dimensional - the system is viewed as a 
number of discrete bodies (calorimeter, body, air) at different temperatures. This is a 
reasonable approximation because: i) the high thermal conductivity of graphite will 
minimise thermal gradients; and ii) the outer cover should mean that there are no 
significant variations in air temperature with position. As a first step, a simple 
proportional control algorithm was implemented and this performed reasonably well
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but could not cope with a rapidly changing room temperature. A modification was 
made to take account of the varying air temperature:
+  = -  ® ) [ 'o  + -  W  (4.1)
where Iset is the cuiTent set on the power supply, Tset is the set temperature and Tbocty 
and Tair are the body and air temperatures respectively. The term in square brackets is 
the basic proportional alogrithm where a is the constant of proportionality. The term 
in front varies the current to the heaters as the air temperature varies. This 2-variable 
algorithm performed better but it proved difficult to find optimal values for a and p.
It was therefore decided to take a more objective approach and a control algorithm 
was developed based on the heat-transfer in the system. One can see from Figure 4.2 
that there are three main heat transfer processes to take account of when developing a 
method of temperature control. These are air:body, body:calorimeter, and 
air:calorimeter. An extensive series of measurements were earned out to determine 
the coefficients which describe these heat transfer processes. This was done by 
making changes to the temperature of each component in turn (e.g. cycling the air 
temperature, maldng a step change in the body temperature) and measuring how the 
system responded. One concern is that the system may behave differently in different 
facilities therefore these tests were repeated a number of times to look for consistency 
in the determination of coefficients.
The starting point for the algorithm is the basic fact that the calorimeter will tend 
towards thermal equilibrium with its environment. Making simple but reasonable 
assumptions, a model can be set up in which this environment is equivalent to a 
suitably weighted average of the sensed air and body temperatures. The weightings 
depend on the mass of the body and the heat transfer coefficients for body:calorimeter 
and air:calorimeter. The control algorithm adjusts the power to the body heater so as 
to maintain this weighted average temperature at a constant value, normally 29 °C. To 
the extent that the model is valid, the calorimeter relaxes towards this constant
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temperature and, provided the air is always cooler than the calorimeter, the effect on 
the calorimeter of variations in air temperature should be cancelled by variations in 
the body temperature. (This control algorithm is referred to below as quasi-core 
constant.)
It turns out that the time constant for this mode of operation is about 6 hours, which is 
rather too long for equilibrium to be achieved overnight, as would be required for 
measurements in the field. The approach to equilibrium can be accelerated by 
overheating the body when the calorimeter is cool and warming too slowly, and 
reducing the power to the body heater when the calorimeter is cool but wanning too 
quickly (or warm but cooling too slowly). The same approach as above can then be 
used to make this qualitative idea quantitative, and the result is a control algorithm 
(refereed to below as core constant) for which the time constant is reduced to 1 hour. 
In this version, variations in the calorimeter temperature have a direct effect on the 
body electrical heating power, which in turn affect the rate at which the calorimeter 
temperature drifts. This is to be avoided during radiation measurements.
The controlling equation is the one that determines the required power supply current:
t 2 body set Ebod)I = --------    + Heatloss (4,2)
Tout
I2 - the square of the desired power supply current 
tcon, - control loop time interval
Cb0 - coefficient related to the heat capacity of the system 
Tbod - current temperature of body
Heatloss - combination of terms that describe the heat loss from the body 
Tbody set - desired temperature, the value of which depends on the operating mode: 
body-constant mode:
%  odyset constant (4.3)
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Ebodyset 7 coreset + K(TCOreset E aireff) (4 .4 )
Tcoreset ~ desired core temperature
Taireff - effective air temperature (taking into account time constant for 
heat loss to the environment
K - coefficient describing the heat loss directly from core to 
environment
core-constant mode:
E body set 7 coreset + K ( T careM  “  E a ire fj + e (4 .5 )
8 - function similar to the Integral control mode so that the value of the 
core temperature is taken into account
The values for Cb0, Heatloss and K  were determined from a general least squares fit 
of the data. The form of the function s was determined by trial and error.
Figure 4.5 shows the performance of the temperature control system operating in 
core-constant mode. Initially the calorimeter is at room temperature with all three 
sensors reading the same temperature. As stated earlier, rapid stabilization of the 
calorimeter at its operating temperature is a primary requirement of the algorithm, and 
this is achieved by rapidly heating the body above its operating temperature and then, 
at the appropriate moment, switching the electrical heating off. This makes the 
calorimeter temperature drift up to the desired operating temperature and, just before 
its temperature would start to fall again, the body is turned on again to maintain 
constant temperatures. The user is able to set the required temperature of the 
calorimeter and the control program adjusts the body temperature to suit, depending 
on the air temperature. As can be seen the air sensor also indicates an increase in
quasi-core constant:
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temperature. This is because the air sensors are placed on the outside of the case of the 
body and respond to heat conducting through the polystyrene insulation. Although this 
means that the air sensors do not measure the true air temperature, it does not 
significantly affect the performance of the control program. Stabilization of the 
calorimeter is achieved within eight hours.
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Figure 4.5 Performance of control algorithm from cold
Figure 4.6 shows the response of the control program during a calorimeter run when 
operated in core-constant mode. The program sees the radiation induced temperature 
rise in the calorimeter and adjusts the body temperature to counteract the effect. This 
affects the heat transfer from calorimeter to body and changes the shape of the post­
irradiation calorimeter trace, introducing an added uncertainty in the extrapolation to 
give the dose. Core constant mode is therefore only suitable for achieving rapid 
equilibrium before switching to quasi-core constant mode (where the core temperature
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does not influence the control algorithm)
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Figure 4.6 Effect of irradiations on control algorithm on core-constant mode
Figure 4.7 shows the stability of the calorimeter at a later time when stabilization has 
been achieved, with the system operating in quasi-core constant mode. By varying the 
body temperature in response to air temperature variations, the calorimeter 
temperature is maintained to ±  0.2 mK over several hours.
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Figure 4.7 Performance of control algorithm in quasi-core constant mod
Slow changes in temperature are acceptable since these produce linear drifts in the 
calorimeter trace. As one can see, the long term stability is impressive but there is a 
slight systematic residual in the calorimeter temperature (at the 0.1 mK level) 
indicating that the control algorithm isn’t fully taking account of air temperature
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variations. The assumptions made in the formulation of the quasi-core-constant 
algorithm mean that it is suited to achieving stability in the long term but one is really 
interested in the stability of the system over the length of a calorimeter run - typically 
five minutes. However, if temperature control in the clinical environment is better 
than the ‘worse case’ assumed then the algorithm should be good enough.
In the NPL LINAC exposure room, the room temperature control is sufficiently close 
that, once the system has reached equilibrium, it is enough to maintain the body 
temperature constant, ignoring the (essentially constant) sensed air temperature. This 
control algorithm (referred to as body constant) eliminates the possibility that 
variations in electrical heating power might introduce a systematic error into the 
measurement of absorbed dose. The stability of this mode is very good - during one 
test earned out over 6 days the mean body temperature was constant at the milliKelvin 
level.
4 .1 .3  T e s t in g  o u ts id e  N P L
During the initial testing of the body, portability and performance was tested in a 
novel way - the calorimeter was part of an NPL exhibition in a marquee. In such a 
harsh environment the temperature control system performed remarkably well. 
Stability approximately ten times poorer than in a non-air conditioned room was 
achieved, indicating that satisfactory control for dose measurement in clinics is 
possible. This test demonstrated the importance of an outer, light-proof shield as the 
main problems expeiienced were due to air movement and the heating effect of high- 
wattage lights on the thermistors.
In a second test, the calorimeter was taken to a radiotherapy clinic and the 
stabilization and control aspects were tested. This test was successful, although 
performance was not as good as in testing at NPL due to a problem with the heater 
supply. The supply is designed to deliver 1.3 A but was limiting at 0.72 A, extending 
the time to reach equilibrium from the normal 8 hours to approximately 13 hours. It
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was found that the air temperature in the treatment room was generally stable but 
there were occasional large changes of up to 1.0 °C in less than 60 minutes. The 
control algorithm performed very well, as shown in Figure 4.8 - for over 40 minutes 
after the room temperature changed, the core was maintained within 0.1 mK.
t (min) after start
t (min) after start
t (min) after start
Figure 4.8 Testing of body control system in radiotherapy clinic
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However, it then appear that there was a further problem with the power supply output 
which lead to a slow drop in the core temperature of approximately 1 mK. The noise 
pickup is also thought to be due to the faulty power supply. This test indicates that the 
control algorithm can provide the level of control required for making measurements 
in the radiotherapy clinic.
One of the concerns in developing the control algorithm was whether the parameters 
determined in the model were “universal” or situation specific - ideally the control 
program would perform in the same manner in any radiation facility. These tests 
indicate that the algorithm is relatively robust although only further testing will 
confirm this.
4.2 CONSTRUCTION  OF C A LO R IM ETER  CO RE
The basic elements of the calorimeter core are shown schematically in Figure 4.9. The 
absorber is a disc 20 mm in diameter and 2 mm thick, with holes drilled radially into 
the disc to accommodate four Betatherm type 22K7MCD 22 lcH NTC (negative 
temperature coefficient) bead thermistors of diameter 0.5 mm and length 3 mm. 
Thermal isolation from the surround is provided by a nominal 1 mm air gap at all 
faces - the absorber being supported by small expanded polystyrene beads. A simple 
calculation showed that expanded polystyrene beads were the simplest way of locating 
the core while minimising the heat flow from core to absorber. The graphite surround 
is an octagon 90 x 90 mm in cross section and 6 mm in thickness. The octagon is a 
convenient approximation to the nominal 90 mm diameter circular field of the NPL 
LINAC at a SSD (source-surface distance) of 1 m. The thickness of the absorber 
corresponds to use in the lowest electron energy available from the NPL LINAC - 
3 MeV. The volume of the absorber is such that any correction for beam 
non-uniformity and “contamination” due to the thermistors should be small.
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Figure 4.9 Schematic of calorimeter
Graphite plates are added in front of the calorimeter body to position the absorber at 
the desired measurement depth and also added to the rear to provide backscatter. The 
optimal thickness of this backing depends on the radiation type, the incident beam 
energy and on the measurement depth. It is chosen so that the temperature rise in the 
backing is as close as possible to that in the core. One of the major problems with 
electron dosimetry is the rapid fall-off of the depth-dose curve. If one used a 
traditional “thick” phantom, such as employed in the photon primary standard 
calorimeter, there would be significant heat transfer from the absorber to the graphite 
surround (especially without the benefit of a vacuum system) making extrapolations 
more uncertain. The entire calorimeter assembly is enclosed in 35 m m  of expanded 
polystyrene to provide the second level of thermal isolation.
This design of calorimeter relies on a known value of the specific heat capacity of the 
material to give the absorbed dose. Extensive measurements have been carried out at 
NPL to measure the specific heat capacity of the graphite absorber over the
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temperature range 18-32 °C. Williams et al (1993) looked at several samples of 
graphite and found no significant difference in the specific heat capacity. He also 
irradiated a sample up to a dose of 3 MGy and re-measured the specific heat capacity - 
again, there was no significant difference in the result. The result also agreed with 
previous measurements of the specific heat capacity made at NPL using the method of 
differential scanning calorimetry (Richardson, 1984), but with a much reduced 
uncertainty. The graphite used for this calorimeter was of the same type as measured 
by Williams (IG11, manufactured by Southern Graphite Services (now Morganite 
SGS))[7].
When using the calorimeter in an electron beam there is the possibility of charge 
collection in the core or surround affecting the temperature measuring system. The 
core and surround are therefore earthed using thin copper leads.
One of the major concerns with this design is maintaining the 1 m m  air gap using 
expanded polystyrene beads. Although this method makes it simple to dismantle the 
entire calorimeter (e.g. to replace a thermistor), the heat flow would be significantly 
altered if one of the beads “collapsed” and the core came into direct contact with the 
surround. Radiographs were therefore used to image the core after construction and a 
typical image is shown in Figure 4.10. There was an initial problem in obtaining 
sufficient contrast edge-on, but the final images clearly show the position of the core 
within the surround. Regular dismantling has indicated that the polystyrene beads are 
very stable.
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Figure 4.10 Radiograph of calorimeter 
The central bright line is the earthing wire connected to the core
The radiographs also showed that the thermistor material was significantly smaller 
than the outer casing (3 m m  long, 0.5 m m  diameter). The material that exhibits the 
variation in resistance with temperature is a mixture of metal oxides, which have a 
much higher atomic number than the epoxy encapsulation. From the radiographs the 
thermistor bead itself was estimated to be a sphere of diameter 0.3 mm. Because of 
the desire to keep the calorimeter as simple to maintain as possible the thermistors 
only sit in the holes in the graphite core. This means that the thermal contact between 
thermistor and core will not be as good as if they were cemented in place. This will 
affect the self-heating, which is described below, although there should not be a 
significant affect on the measurement of dose.
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4.3 MODELLING OF CALORIMETER CORE
The major concern in this design of calorimeter is the heat transfer between the 
absorber where the dose was to be measured and the surrounding material. It is 
therefore necessary to evaluate the effect of the air gap around the absorber. It should 
be noted that in the work reported in this section, the Pafec simulations were earned 
out by Gabriel Lord and Ian Smith (NPL). However, the author designed the 
experiments, provided all the input data and earned out the analysis of the theoretical 
calorimeter runs.
4.3.1 Determination of the effect of the air gap around absorber
As discussed in Chapter 3, it would be difficult to incorporate a vacuum system into a 
portable calorimeter design since the associated equipment is too bulky. An air gap 
around the core is therefore the only option and this practical constraint is a significant 
drawback of the design because an air gap provides only limited isolation of the 
absorber from the surround. At the two extremes, corresponding to zero heat transfer 
and 100% heat transfer one is measuring point and bulk doses respectively. In the 
region between, one is measuring some combination of the two. To allow for an 
accurate determination of the radiation induced temperature rise, the time constant for 
the heat transfer process from absorber to surround should be significantly larger than 
the irradiation time. A series of measurements were therefore carried out to determine 
the absorber:surround time constant. A prototype graphite calorimeter very similar to 
the calorimeter in Figure 4.9 was constructed consisting of an absorber (20 m m  
diameter, 2 m m  thick) in a surround with a 1 m m  air gap around the absorber. One 
temperature sensing thermistor and one heating thermistor were embedded in the 
absorber. By switching the heating thermistor on and off and monitoring the change in 
temperature of the absorber it is possible to determine the time constants for the 
system. There are four processes involved - radiative and conductive heat transfer 
between absorber and surround, and radiative and conductive heat transfer between 
surround and environment. The surround:environment processes are much slower
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because of the larger mass of the surround and its encapsulation of 30 m m  of 
expanded polystyrene. A typical measurement is shown in Figure 4.11. Initially the 
system is in equilibrium, the power dissipated by the heating thermistor maintaining a 
constant temperature. The heating thermistor is then switched off and the absorber and 
surround cool towards the environment temperature. By carrying out the 
measurements in a vacuum chamber the effectiveness of air and vacuum gaps could 
be compared directly. Measurements at three pressures were made - atmospheric 
pressure, 10'1 mbar (using a rotary pump to evacuate the chamber) and 10 4 mbar 
(using an oil diffusion pump).
time (s)
Figure 4.11 Temperature-time trace for measurement of absorber time constant.
The heating thermistor, used to maintain a constant temperature, is switched off at t=810 s.
It turns out that the three different pressures cover the range of possibilities for heat 
transfer. At Iff4 mbar there is no conduction and radiation is the only process, at 
atmospheric pressure conduction dominates, while for the intermediate pressure both
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processes are important. As a first approximation, a simple model based on the 
one-dimensional heat equation was constructed to describe the calorimeter. This 
consisted of three bodies - absorber, surround and environment - and two interfaces - 
the 1 m m  air gap and the expanded polystyrene around the surround. The 
temperature-time curve after the heater is switched on or off should therefore be the 
sum of exponentials describing the various heat transfers.
Using standard values for thermal conductivity and emissivity, good agreement was 
obtained between the model and the measured data. The smallest absorber:surround 
time constant for each situation is the one of interest and the values determined using 
this model are given in Table 4.1.
Table 4.1. Variation of time constant with pressure
Pressure (mbar) Time constant (s) Dominant heat transfer process
1013 30 conduction
10'1 105 conduction
10‘4 298 radiation
The model was also used to determine the same time constant for the photon primary 
standard calorimeter, yielding a value of ~ 750 s. This is in good agreement with the 
value reported by Cross (1988) indicating that the model is a reasonable one. The 
photon calorimeter has a much larger time constant because the mass of the absorber 
is larger and the surround has aluminized surfaces to reduce radiation losses (the 
emissivity for graphite is ~ 0.7 while that for aluminium is ~ 0.2). It is only necessary 
to aluminize one surface (i.e. the surround) which means that the homogeneity of the 
absorber is unaffected. Where conduction is the dominant process (as in the prototype 
portable calorimeter) aluminizing the surfaces will have no significant effect.
Looking at Table 4.1, it is obvious that the time constant is increased significantly by 
the use of high vacuum, making it relatively easy to make a measurement of the dose 
at a point with such a system. However, the significant number in Table 4.1 is the
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time constant for the calorimeter at atmospheric pressure, which is of the same order 
as the irradiation time. Extrapolation of the pre- and post-irradiation traces is only 
valid if the change in gradient (dT/dt) is monotonic in time. This is simple to 
demonstrate if any heat processes take place over timescales greater than the 
irradiation time but the situation is less clear in this calorimeter where there is 
significant heat transfer between absorber and surround during the irradiation.
However, there is one advantage of a small time constant - the calorimeter returns to 
equilibrium much faster so that the number of runs that can be made is higher than for 
a vacuum-gap calorimeter. An increased runrate means that the calorimeter can 
monitor any time variation in the Linac output and can lead to a reduced random 
uncertainty on the measurement of dose. This gain is nullified to a certain extent by 
the increased systematic uncertainty in the individual extrapolations. The effect of the 
increased heat transfer can be minimised by reducing the irradiation time and/or 
developing an accurate thermal model of the calorimeter which corrects for this heat 
transfer.
4.3.2 Thermal modelling of the behaviour of the calorimeter
When considering the heat transfer within the calorimeter itself during irradiation, a 
simple 1-D model as used above is not sufficient. A 3-D dose distribution requires 
3-D modelling and a finite element package (Pafec) was used. Pafec is a software 
package which can be used for a wide range of finite element problems such as 
transient and static stress analysis, vibrational analysis, heat transfer, etc. For a 
thermal analysis, the user supplies the problem geometry, material properties and 
initial temperature distribution, and Pafec calculates the temperature distribution at 
any future time. As a first step, a simple experimental setup was designed to acquire 
data to validate the results of any model. This consisted of a thermally-isolated 
graphite block (90 x 70 x 70 mm) with an electrical heater at one end and four 
thermistors positioned along the major axis. The heater was used to produce a heat 
pulse that passed along the block. The experiment was modelled by running a Pafec
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transient thermal analysis which returns information on the variation of temperature 
with time at selected points within the system. The error (model-experiment) at each 
point was calculated and the product of errors for the four thermistors was minimised 
to obtain a value for the thermal conductivity of the graphite used. A  value of 134 
Jm'YflC1 was found, which is in the middle of the tabulated range for graphite. 
Interfaces and gaps were then introduced into the block to simulate the construction of 
the calorimeter. It was found that a series of thin graphite plates had a significantly 
lower effective thermal conductivity than a single, larger block, even though the plates 
were in good thermal contact. The value of the coefficient for heat transfer across the 
interface between two graphite plates was found to be 350 Jm'2s'1K'1 while that for the 
air gap between absorber and surround was 85 Jm'YfrC1. To put these numbers in 
context, the interface between two plates is equivalent to 0.1 m m  of air.
The next step was to simulate a calorimeter irradiation - the proposed construction of 
the calorimeter was described and a model 16 M V  X-ray dose distribution was used as 
the ‘input’. Figure 4.12 shows the initial calculated heat distribution within the 
calorimeter and the development over time.
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T  = 0 T  = 0 .5  s
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Figure 4.12 Calculated time development of energy distribution in calorimeter
86
Analysis of the simulated calorimeter temperature-time traces showed that heatflow 
across the absorber takes typically 0.1-0.2 s. This means that there is no significant 
heat distribution across the absorber - it can be considered as an isothermal volume - 
and the position of the temperature sensing thermistor is not critical. As was found for 
the electrical heating tests, the interfaces between graphite plates that make up the 
calorimeter have a significant effect - there is rapid equilibration of temperature 
within each plate, but a much slower transfer of heat from one plate to another. This, 
together with the air gap around the absorber produces an interesting post-heat 
temperature-time trace as shown in Figure 4.13, where there is a lack of cooling from 
t=0 s to t=5 s. During this period there is radial temperature equilibration in each slice 
of the surround but very little heat transfer across boundaries. From t=5 s each slice is 
at a uniform temperature and the dominant heat transfer process is between slices. 
Since the absorber is hotter than the rest of the graphite it cools as you would expect. 
Using the standard extrapolation techniques for determining the dose would lead to an 
over-estimation of 0.7-1 %  because they do not take account of such a change in 
curvature.
time (s)
Figure 4.13 Calculated core temperature-time trace for 16 MV photon beam irradiation.
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A  second calculation was carried out to look at the effect of a radial barrier around the 
absorber - it was hoped that an additional interface would reduce the radial heat 
transfer and thus improve the isolation of the absorber. The radial barrier was a 
graphite:graphite interface (i.e. no second air gap) at a distance of 15 m m  from the 
centre of the absorber. However, the effect of introducing this barrier was to increase 
the time taken for radial equilibration from 5 s to 10 s. This increases the possible 
over-estimation of the dose from 1 %  to 1.5 %, and therefore the use of a radial barrier 
would be counter productive. A  third calculation was performed for a calorimeter 
consisting entirely of graphite plates 2 m m  thick - by introducing a large number of 
interfaces the axial heat flow should be reduced. The results showed that the short 
term behaviour (t < 5 s) was unaffected but that the heat loss from the absorber was 
reduced over longer timescales. It would appeal' that the short term behaviour is 
dominated by the dose distribution rather than any heat flow considerations and using 
such an arrangement for the calorimeter would not give any significant improvement 
in the determination of dose.
It should be noted that the conclusions drawn from the modelling are only valid for 
this particular setup i.e. depth-dose distribution (16 M V  photons), measurement depth 
and arrangement of plates. The short-term (t<10 s) behaviour of the absorber 
temperature will be very dependent on the immediate dose distribution after 
irradiation, although it is likely that the results for the radial barrier are valid for all 
realistic beams. Unfortunately it is not possible to carry out an experiment to directly 
validate these results because a linear accelerator cannot deliver an instantaneous, 
measurable photon dose to resolve the effect seen in the calculation. One possibility 
would be to introduce a series of radial barriers such that the radial equilibration time 
is greater than the irradiation time (-15 s). A  simpler alternative, without requiring 
significant modifications to the calorimeter, is to use an electron beam to deliver an 
‘instantaneous’ (i.e. less than 0.2 s) dose since it is possible to produce much larger 
doserates for electron beams than photon beams using a Linac.
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Measurements were earned out using the NPL electron beam primary standard 
calorimeter in a 10 M e V  beam. The dose distribution is significantly different to that 
of the 16 M V  photon beam but one might expect to see some effect if the results of 
the thermal modelling are correct. A  doserate of 3400 Gymin'1 was used with an 
irradiation time of 0.02 s and a typical result is shown in Figure 4.14. The resolution 
on the time is 0.2 s and approximately 0.2-0.4 s is required for the thermistor to come 
to equilibrium after the irradiation. After this time there is no measurable change in 
the slope of the post-irradiation trace - the core cools in the way you would expect. 
This result indicates that the effect seen in the model may be an artefact of the 
calculation, although this cannot be confirmed until the calorimeter has been tested in 
an X-ray beam.
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Figure 4.14 Heatflow investigation in a high doserate electron beam
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4.4 TEMPERATURE SENSING SYSTEM
4.4.1 Design
As shown in Figure 4.9, the thermistors that measure the temperature rise in the 
graphite absorber are included in opposing arms of two DC Wheatstone bridges. 
These bridges are constructed from precision resistors with a very low temperature 
coefficient (<1 ppm/°C). The bridge out-of-balance voltage is given by:
V = VV br
Rball Rth2
V E th l+ E bal R +Rbal2 th2 /
(4.6)
where Vs is the power supply for the bridge, RJhl and Rlh2 are the resistances of the 
thermistors and Rhall and Rbal2 are the balance resistors in each arm. The power supply 
for the bridge is a precision voltage supply (Vsup equivalent to 1.4 V) constructed at 
NPL (Sanders and Thomas, 1991). Two digital voltmeters (DVMs) read the 
out-of-balance voltages from the bridges simultaneously and are operated under 
IEEE-488 computer control. It can be shown that by using thermistors in opposing 
arms of each bridge one can cancel out the noise induced in the circuit by external 
sources, which is better than single thermistors in individual bridges. The reason for 
two bridges is twofold - firstly, the signal-to-noise ratio is increased, and secondly, 
each bridge acts as a check on the other, improving the measurement reliability.
4.4.2 Calibration
The bridge out-of-balance voltage is calibrated directly against the absolute absorber 
temperature using a PRT (PtlOO). This is preferred to the alternative method of using 
an adjustable balance resistor because it is simpler and requires less equipment. The 
calibration typically covers 16-35 °C, allowing operation at a range of the 
temperatures. A typical calibration is shown in Figure 4.15.
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A polynomial (usually 3rd or 4th order) of the form:
T = £  aFh;  (4.7)/=0
is fitted to the data and gives a mis deviation of the order of 0.5 mK. The thermistor 
calibration is a crucial step in the measurement of absorbed dose and therefore an 
investigation of the calibration process and stability of thermistors was carried out. 
The thermistors were initially calibrated by placing them in the same graphite block as 
the calibrated PRT in a closely-controlled water bath. However, subsequent re­
calibrations were carried out with the thermistors in situ with the calorimeter placed in 
the water bath. With a stirred, closely-controlled water bath there should be no 
difference in the methods as all elements will be at the same temperature.
A comprehensive test of the calibration procedure was carried out to determine the 
uncertainty in the measurement of dose due to the calibration. Calibrations were 
typically carried out over the range 19-32 °C and the coefficients at are shown in 
Table 4.2. As can be seen the agreement between the calibrations is very good. The 
best way to compare calibration is to look at the change in sensitivity over the 
temperature range of interest as this is directly related to the change in the dose that 
would be measured. Three temperatures were chosen - 22°C, 25 °C and 28 °C and the 
dose ratio determined for each calibration compared to an initial calibration.
The results are shown in Table 4.3 and the biggest differences are for the calibrations 
on 8/6 and 11/6. The calibration on the 8th June was slightly different from the others 
in that only three thermistors were dissipating power into the core. It had been found 
that one thermistor was faulty and for this calibration it was replaced by an external 
fixed resistor. This difference in power dissipation would change the temperature of 
the core which would affect the calibration. However, there is no obvious reason for 
the difference seen on 11th June. Between each calibration the calorimeter and 
graphite block were removed from the water bath and the position of the thermistors 
checked a number of times by talcing the calorimeter apart. This series of tests should
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therefore yield a good estimate of the uncertainty associated with a calibration. Taking 
all the data from 30/5 to 13/6 except that on 8/6 (for reasons given above), the mean 
difference in the sensitivity between these calibrations and the previous one is 0.08%. 
The standard deviation on this mean is 0.10%. Therefore, one can estimate with 
reasonable confidence that the standard uncertainty in the absorbed dose measurement 
due to the thermistor calibration is ± 0.1%
The effect of accumulated dose on the response of this thermistor type has also been 
measured at NPL (McEwen et al, 1993). No change in thermistor sensitivity was 
measured at the ±0.1% level for doses in excess of 1 MGy.
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Figure 4.15 Typical thermistor calibration.
The deviations from the least-squares fit are shown in the smaller graph
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4.4.3 Self-heating
The electrical power dissipated in the thermistor is given by:
R.
P = V,2.-
(R (4'8)lh +Rbal)
where Rtll is the resistance of the thermistor and Rbal is the balance resistor. This power 
dissipation raises the temperature of the thermistor above that of its environment. This 
effect is non-linear since the thermistor resistance changes with temperature and will 
affect the measurement of temperature rise. However, the variation in the power 
dissipation for a 1.4 V supply is only 1% over the range 20-30 °C, therefore the 
“temperature excess” will act as a constant offset. The effect of the small variation in 
thermistor power dissipation with temperature on the measurement of absorbed dose 
has been estimated to be less than 0.01% (for a 1.4 V supply). Calculations indicate 
that the effect only becomes significant (i.e > 0.1%) for bridge supplies greater than 
5 V.
The self-heating is dependant not only on the power dissipated but also on the degree 
of thermal contact between thermistor and absorber. It is a characteristic, therefore, of 
the whole system and not merely the thermistor type. There are a number of ways to 
determine the magnitude of the self-heating. The most fundamental is to make 
measurements of the bridge output at a fixed temperature using a range of values of 
the bridge voltage and extrapolate to zero power. McEwen et al (1993) used this 
method and obtained a self-heating value for a glass bead thermistor in water of 
1.8 mK. This value was constant within the measurement uncertainties over the 
temperature range 14-29 °C. The second method is to model the heat flow and derive 
an equilibrium temperature differential for the system. McEwen et al in the same 
paper showed that this method can yield very good agreement with the direct 
determination of the self-heating. However, the situation here is complicated by the 
graphite absorber which conducts heat away from the thermistors and the absorber 
will therefore be at an elevated temperature compared to the surround, due to the
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thermistor power dissipation. A measure of this temperature elevation can be obtained 
by treating one of the bridge circuits as a heater element and switching the supply to 
this circuit on and off to change the power dissipation in the core. The method is 
basically the same as used to investigate the gap effect in Section 4.3, but here the 
measurement is made in situ. As well as determining the temperature differential, it is 
possible to derive a direct measurement of the time constant for the core and compare 
it with the measurements made in Section 4.3.
The temperature-time plot for an individual measurement is shown in Figure 4.16 and 
the results are summarised in Table 4.4 (AT is the difference in the equilibrium core 
temperatures when the power to the heating thermistor is switched off).
t(s)
Figure 4.16 In situ determination of self-heating effect
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Table 4.4 Results of self-heating measurements
Bridge supply 
(V)
Power dissipation 
(FW)
K ore :5 u rrou n d  00 AT (mK)
1.4 [1] 45 29.9 1.61
2 [1] 91 30.4 3.32
7  [ i ] 557 30.1 19.8
7  [2] 1113 30.1 40.6
[1] One thermistor used in the heating circuit
[2] Two thermistors used in the heating circuit giving double the power dissipation
As can be seen, the results for the measurement of the time constant were in very good 
agreement with the initial measurements described in Section 4.3, confirming that the 
time constant for the calorimeter is around 30 s. The change in core temperature due 
to the power dissipation scales as V2, as expected.
Measurements made approximately two years later gave very similar results, 
demonstrating that this technique can be used to monitor the condition of the 
thermistors in the core, without having to dismantle the core. Any change in the 
thermal contact between thermistor and core will change the measured temperature 
difference, while any change in the thermal contact between core and surround will 
affect the time constant. For the standard setup of four thermistors in the core with a 
bridge supply of 1.4 V the power dissipation will be 90 pW and the core will be
3.2 mK above the surround. This test can be used whenever the calorimeter is taken to 
outside facilities to quickly confirm that the core geometry has not changed. It will be 
necessary to develop a series of tests to rapidly validate the calorimeter’s performance 
in radiotherapy clinics so that we have confidence in all the components of the 
calorimeter.
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The next step is derive a value for the thermistor self-heating. It is clear from Equation 
4.6 that the out-of-balance voltage is directly proportional to the bridge supply value.
If a different value of the bridge supply from that in the thermistor calibration 
(Equation 4.7) is used for the calorimeter run then, to a first approximation:
T - E  (4.9)
1 ® s,use
where Vva(/ and Vsuse are the bridge supplies during calibration and use respectively.
By using the two bridge circuits - one with Vuse = Vcal and the other with Vtlse > Vcal - 
the difference in indicated temperatures is equal to the differential self-heating. Using 
supply voltages of 1.4 V and 7 V (Vcal = 1.4 V in both cases) a value for the 
differential self-heating of 354 mK was obtained. Assuming that the self-heating 
scales with the value of the bridge supply in the same way as the core temperature in 
table 4.3 then one can obtain a self-heating value for Viae = 1.4 V of 14 mK.
These measurements also give a measure of the error introduced by using a different 
bridge supply than used during calibration. The limiting factor is the change in 
thermistor sensitivity dT/dVbr. If one allows a maximum error of 0.1% in the 
sensitivity then this leads to a maximum value of the thermistor self-heating of ~ 230 
mK. This equates to a bridge supply no larger than 5 V.
4.4.4 Electrical noise
A thorough investigation was earned out into the sources of noise in the temperature 
sensing system. As stated at the beginning of this section, an uncertainty of ± 0.5% in 
the measurement of a dose of 1 Gy requires an uncertainty in the measurement of the 
temperature rise of ± 7 pIC. For the DC system described above with a bridge supply 
of 1.4 V this is equivalent to ± 0.2 pV, which indicates the scale of the problem.
A linear' accelerator is a very electrically noisy environment and therefore every 
precaution must be taken to minimise the effects of noise. There are a number of
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aspects of the operation of the portable calorimeter which have a direct impact on the 
electrical noise in the system. As mentioned above, short irradiations require a fast 
acquisition rate, which increases the noise contribution from the DVM. Long cable 
runs are also a problem - linear' accelerators require extensive radiation shielding 
leading to cable lengths of the order of ten metres or more. The size of the thermistors 
(0.5 mm diameter) means that the leads will be unshielded for part of their length. 
This unshielded part is kept to a minimum but is a weak link in the system. All 
aspects of the measurement system were investigated in terms of their contribution to 
the overall noise - thermistors, DVMs, cabling configuration, bridge construction and 
bridge supply. The results are summarised in Table 4.5.
The thermistor probes used consist of the bead of semiconductor material (diameter ~ 
0.3 mm) encapsulated in epoxy, with a polyimide coating, and 38 awg bifilar nickel 
leads. A number of the probes were constructed, with particular attention being paid 
to the connectors as it was initially found these were critical to minimising the noise. 
The first probes used thermocouple-type connectors with copper contacts but these 
proved surprisingly unreliable and very noisy. After some investigation it was found 
that LEMO 00 series (two-pole) connectors gave the best combination of reliability 
and low noise. For the purposes of noise testing, each thermistor was embedded in a 
thermally insulated graphite block and connected in a single-arm DC bridge. The out- 
of-balance voltage data obtained was fitted using a polynomial least squares fit and 
the deviations binned to produce a noise histogram. The voltage change from point to 
point was used as a second measure of the noise. If the noise was random then this 
histogram should follow a normal (Gaussian) distribution and, as can be seen in 
Figure 4.17, there is a very good match between theory and experiment. The width of 
the fitted Gaussian was used as measure of the inherent noise of each thermistor so 
that the individual thermistors could be compared and the four with the lowest noise 
were used in the calorimeter.
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Figure 4.17 Analysis of thermistor noise
Figure 4.18 shows a similar histogram for a thermistor that had become noisy. The 
rms deviation is significantly larger and there is a greater chance of a large deviation 
than would be predicted by a simple Gaussian distribution.
Two dual-thermistor bridge units with slight constructional differences were used to 
investigate how construction might affect the inherent noise of the bridge. The source 
of electrical noise is often difficult to identify and solder joints/connections are 
obvious possibilities. The major differences were in the type of enclosure (aluminium 
alloy or plastic coated on the inside with a conductive coating) and the mounting 
method for the resistors. As for the thermistor tests, the unit with the lowest noise was 
used for the radiation testing.
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Figure 4.18 Analysis of thermistor noise for “noisy” thermistor
A comparison was also made between twisted-pair and co-axial cable. The difference 
in the performance of the two cables was smaller than expected, with the twisted-pair 
giving approximately 10% less noise (equivalent to 1 pK). Twisted-pair cable gives 
more noise immunity from magnetic fields, while co-axial cable is better for electric 
fields. It is generally thought that for a DC bridge in the environment of the linear 
accelerator, twisted-pair cable gives the lowest noise, but the difference seen here is 
not significant. The possibility of shielding the DVMs was also investigated but no 
improvement was observed.
Testing of the complete system in the NPL linear accelerator showed that there was 
significant noise pickup on the calorimeter signals. This was greatly reduced by
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incorporating an electrical shield into the outer casing of the body.
Table 4.5 Results of noise testing
Component 
under test
Type/identifier RMS deviation 
(pIC)
RMS deviation (pIC) 
normalised
Bridge A 9.1 10.0
Bridge B 9.5 10.4
Cable Twisted pair cable 9.4 10.0
Cable Co-axial cable 10.4 11.1
Calorimeter Portable unshielded 11.7 10.0
Calorimeter Portable shielded 7.3 6.2
Calorimeter Electron calorimeter 10.9 9.3
A test was earned out to confirm the theory that two thermistors in opposing arms of a 
single bridge should give lower noise than two thermistors in separate bridges. For a 
dual-thermistor bridge compared to a single, the rms noise on the temperature signal 
was reduced by a factor of 1.3 but there was a much greater improvement in the 
uncertainty in measuring dose of a factor of 1.9. The difference between these values 
is that the rms value is affected more by the high frequency noise which is filtered by 
the fitting routines used to determine the dose.
The majority of these enhancements to the basic electron calorimeter design were to 
increase the signal to noise ratio. The results are satisfying - for a dose of 1 Gy the 
value for the signal-to-noise ratio for the new calorimeter is 290 compared with 150 
for the electron calorimeter (both using a 1.4V bridge supply). The reason that the 
improvement is not greater is probably due to the increased cable lengths in the new 
bridge system and the inherent noise in the thermistors. The minimum level of noise 
in a resistor is determined by the thermal motion of electrons and atoms within the 
material. This is the Johnson noise and the value for this system was calculated to be 2 
pK. The measured noise level is ~ 6 pK and if precision resistors are used in place of 
thermistors the measured noise level is very close to the Johnson minimum. The
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dominant noise contribution is therefore from the thermistors themselves and is 
presumably due to the behaviour of the thermistor material. This indicates that we are 
approaching the practical limits of noise reduction. These results would indicate that 
we could achieve the factor of 3 increase in signal-to-noise required to match the AC 
system by using a 2V bridge supply. There is therefore no obvious reason that the DC 
system described here should not meet the requirements for measuring dose in the 
radiotherapy clinic.
4.5 CONCLUSION
A prototype portable calorimeter has been constructed. A precision temperature 
control system has developed which can maintain the temperature of the calorimeter 
core to within ±0.1 mK over several hours. Thermal modelling of the calorimeter has 
indicated a possible problem with heat transfer during irradiation, but initial 
measurements could not replicate the results of the simulation. A thorough 
characterisation of the temperature sensing system has shown that the uncertainty in 
measuring the typical radiation-induced temperature rise is around ±0.1%. The choice 
of a DC bridge system means that electrical noise is a significant concern and a major 
investigation was carried out into minimising the noise in the system. The conclusion 
of these investigations is that the calorimeter should be able to achieve an uncertainty 
in measuring absorbed dose close to that of a primary standard calorimeter. The next 
step is to test the calorimeter in radiation beams to evaluate its overall performance.
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5 EVALUATION OF MARK 1 CALORIMETER AND CONSTRUCTION
OF MARK 2
‘Experience is the name everyone gives to their mistakes 
Oscar WiCcCe 1834-1900
5.1 TESTING OF MARK 1 CALORIMETER IN RADIATION BEAMS
Once the individual components of the calorimeter had been constructed and tested 
independently, (as described in Chapter 4) the calorimeter system was set up for 
testing in a radiation beam. A series of basic tests were earned out in a 10 MV X-ray 
beam and in a 60Co beam to evaluate noise levels, random uncertainties, analysis 
methods and identify any obvious problems. In addition, an investigation was earned 
out into the potential heatflow problem indicated by the thermal modelling in Chapter 
4.
5.1.1 Testing in 10 MV X-rays
The experimental conditions for testing in 10 MV X-rays are given in Table 5.1. The 
measurement depth is the same as used for the primary standard photon calorimeter 
and is the scaled depth in graphite equivalent to 5 cm of water (the recommended 
calibration depth for X-ray beams of 10 MV and below). Scaling is via electron density 
and the factor used is 1.12.
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Table 5 .1 Summary of setup for testing in 10 MV X-ray beam
Measurement depth
Total thickness of calorimeter surround
SSD
Field size
Body operating temperature 
Doserate
5 .6 gem'2 
10.9 gem'2 
950 mm
9 cm diameter field (circular) 
28 °C 
2-4 Gy/min
Irradiations typically consisted of 60 s pre-irradiation, 15 s irradiation, 180 s post- 
irradiation. A transmission monitor was used to correct for variations in the output of 
the linac.
Chamber
Additional
filtration Not to scale
Figure 5.1 NPL linac geometry for X-ray measurements
Figure 5.1 shows the geometry for the Linac irradiations. As can be seen, the additional 
filtration (required after the problems with the NPL lightly filtered beams became 
apparent) is placed between the monitor and calorimeter. This means that small 
variations in the photon spectrum may have a differential effect on the calorimeter and 
monitor. An investigation was carried out to look at the effect of the position of the 
monitor but it was found that there was no improvement in the stability of the 
calorimeter/monitor ratio when the monitor was placed very close to the calorimeter.
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The monitor was left as in Figure 5.1 for all future Linac X-ray irradiations.
The calorimeter was tested at doserates in the range 2-10 Gymin'1 with doses in the 
range 0.3-1.4 Gy. As would be expected the standard deviation was dependent on the 
dose delivered - the standard deviation for a set of 10 runs measuring a dose of 1 Gy 
was ± 0.7%. A direct comparison was made between three of the DVM types identified 
in Section 3.5 - the Solartron 7061, the Wavetek 1271, and the Keithley 2182. A 7061 
was used on Channel 1 for all measurements and Channel 2 used each DVM in turn. 
The results are shown in Table 5.2.
Table 5.2 Comparison of the performance of different DVM types
Channel 1 St dev 
(%)
Channel 2 DVM Channel 2 St dev 
(%)
Ch2/Chl
0.88 Solartron 7061 0.98 1.11
1.44 Wavetek 1271 1.93 1.34
1.00 Keithley 2182 1.67 1.67
The reason for the different values for Channel 1 is that different doses/doserates were 
used. The first set of measurements indicates that Channel 2 is inherently noisier than 
Channel 1 (presumably due to the particular thermistors used). Both the 1271 and 2182 
DVMs yield a higher standard deviation than the 7061, although the 1271 difference is 
probably not significant. As with previous Keithley DVM types tested it would appear 
that the 2182 design is not optimised for this type of application. The measurements 
suggest that one can either use a 7061/7061 or a 7061/1271 combination without loss 
of resolution, which makes things easier in case of instrument failure. One of the 
biggest problems with the 7061 is that is has very poor EMC shielding, which means it 
is susceptible to noise pickup. The Wavetek 1271 has better shielding but greater 
internal noise and therefore the noise spectrum from the two instruments is different. 
The difference in noise-susceptibility means that by using these two DVM types - one 
for each bridge - the robustness of the measurement system is improved.
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5.1.2 Testing in Co-60
One of the obvious advantages of C0Co over a Linac as a radiation source is that it is a 
stable reference field and therefore ideal for monitoring the stability of dosemeters. 
However, it is not possible to match the doserates available from linacs - therapy Co- 
60 irradiators typically have doserates in the range 1-2 Gymin'1. It was therefore 
important to test the performance of the calorimeter in a 60Co field. The same 
Mobaltron 60Co facility was used as had been used to carry out the initial tests on the 
electron calorimeter (Section 3.5). However, a recent re-sourcing meant that the 
doserate available was now approximately 1 Gymin"1 at an SSD of 700 mm. The same 
measurement and total depths for the calorimeter were used as for the 10 MV tests. 
The irradiation time was 30 s, delivering a dose of 0.5 Gy, and a typical calorimeter 
trace is shown in Figure 5.2.
t(s)
Figure 5.2 Typical calorimeter run in a “Co beam at 1 Gymin'1
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Between 25 and 40 irradiations were carried out each day, yielding a standard 
deviation around ± 1.7% and a standard uncertainty of ± 0.3%. This compares with 
typical values for the primary standard calorimeter in the same beam of ± 0.30% 
(standard deviation) and ± 0.06% (standard uncertainty). These uncertainties are only 
the random uncertainty associated with the temperature measurement and not the 
overall uncertainty in dose. As mentioned previously, due to the smaller time constant, 
it is possible to make more measurements with portable calorimeter than the primaryA
standard. This means that the larger standard deviation is not as big a problem as it 
might be. This level of performance for the new design is encouraging and 
demonstrates that operation at 1 Gymin*1 in 60Co is a possibility. By contrast, the Linac 
tests indicated that the minimum measurable doserate was around 2 Gymin'1, which is 
presumably due to either variations in linac output or the noisier environment of the 
accelerator. However, this is not a major problem as the majority of clinical linacs 
operate around 4 Gymin'1.
Measurements were carried out over several days to look at stability and the results are 
shown in Figure 5.3. As part of the testing, the calorimeter was removed from the 
irradiation room and then replaced two days later. There was no significant difference 
(within the uncertainties) in the doserate measured on different days and the 
calorimeter gave the same result after it had been taken down and replaced. This 
indicates that both the construction and operation are robust - essential for use in the 
radiotherapy clinic.
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Figure 5.3 Long term testing of calorimeter in 60Co beam
A comparison of using different bridge supplies was carried out. It was found in 
Section 3.5 that higher values of the supply voltage did not improve the signal-to-noise 
and therefore lower supply values were tested. The results are shown in Table 5.3 for 
channel 1 (Solartron 7061 DVM) and channel 2 (Wavetek 1271 DVM). Channel 1 
shows an expected reduction in the noise level as the supply is increased but the 
Channel 2 output is limited by the performance of the 1271 DVM. Although the 
standard deviations on the dose measurement for the 1.4 V and 0.7V supplies are 
similar, the data set for the 0.7 V supply consists of only six runs. This result may 
therefore not be representative of the population standard deviation.
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Table 5.3 Comparison of bridge supplies
0.45V 0.7V 1.4 V
Chi noise (pK) 14.4 11.7 5.7
Chi st dev (%) 2.97 1.33 1.45
Chi std unc (%) 0.85 0.55 0.29
Ch2 noise (pK) 25.9 12.0 11.0
Ch2 st dev (%) 3.10 2.12 2.39
Ch2 std unc (%) 0.90 0.86 0.48
An ion chamber in a small graphite phantom was used to measure the scatter 
contribution due to the body around the calorimeter. The only-the-material directly in 
the beam was that behind the calorimeter and, as might be expected, this was the major 
contribution to the scatter. It was found that the 75 mm graphite behind the calorimeter 
increased the dose at the measuring point by approximately 0.5% whereas the material 
around the sides had an effect less than 0.1%.
5.1.3 Calculation of gap effect
The air gap introduced in the calorimeter design to define the absorber volume 
introduces an inhomogeneity into the phantom which perturbs the radiation beam and 
affects the measurement of absorbed dose. A correction is required for this gap, which 
is of the order of 0.5% for a 1 mm gap. The air gap affects the measurement of 
absorbed dose because it changes the proportion of in-scattered and out-scattered 
radiation. This correction is generally obtained from Monte-Carlo simulations, 
although Owen and DuSautoy (1990) and Guerra et al (1994) determined the 
correction by carrying out an extensive series of measurements with different size 
gaps. It was decided that, as an initial investigation, the Monte-Carlo method would be 
simpler and yield the approximate size of the correction relatively quickly. If the 
calculation indicated a large correction (> 1.5%) then it would be necessary to 
reconsider the design or use the experimental method to accurately determine the 
effect of the gap.
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The EGS4 Code (Nelson et al, 1984) was used with the code DOSRZ and the 
calculations were carried out at NPL by Simon Duane. Initial results for a 10 MV X- 
ray beam gave a value of approximately 0.7%. Cottens et al (1981) earned out a series 
of measurements looking at the effect of the vacuum gaps in a Domen-type calorimeter 
(similar to the NPL photon primary standard) and saw a maximum effect of 0.7%, 
which is in good agreement with these calculations. The gap effect for electron beams 
has not yet been determined but measurements on the electron calorimeter in electron 
beams with air gaps of 0.5 mm and 1 mm have indicated that the correction is less 
than 0.3%. It is assumed that this calorimeter has a similar gap effect.
5.1.4 Analysis method used to determine radiation-induced temperature rise
The basic principle is that the radiation-induced temperature rise is obtained by 
extrapolating the pre- and post-irradiation traces to the mid-point of the irradiation. An 
idealised calorimeter trace is shown in Figure 5.4. The analysis determines the 
gradients at the beam-on and beam-off points (B and C respectively) using data sets A- 
B and C-D. These gradients are then extrapolated from points B and C to yield two 
values for the temperature at the mid-point of the irradiation (shown by the dotted 
lines). The radiation-induced temperature rise is then simply the difference between 
these two temperatures. If there is no significant heat-loss during the irradiation then 
the mid point is simply the mid-time between B and C. If there is heat-loss during the 
irradiation then the point to extrapolate to is the time at which the temperature is half 
way between B and C. However, the difference in the dose obtained by extrapolating 
to these two points is usually small (< 0.1%) and therefore the simpler option - the 
mid-time is generally used.
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Figure 5.4 Idealised calorimeter run
For this analysis to be valid the gradient must change linearly between the pre- and 
post-heat gradients. This is readily achieved by ensuring that the time constant for heat 
transfer from core to surround is much greater than the irradiation time. However, for 
this calorimeter the core:surround time constant is only 30 s, which means that 
significant heat transfer can occur during irradiation, possibly affecting the accuracy of 
extrapolations. An investigation was therefore earned out into the accuracy of the 
analysis method.
Assuming that the calorimeter is close to equilibrium before the irradiation then the 
pre-heat trace has a constant gradient and therefore the pre-heat extrapolation is trivial. 
The post-heat extrapolation is more complicated because the curvature requires a 
higher order polynomial to determine the gradient at point C. Ideally, a thermal model
111
of the calorimeter will yield the shape of the post-heat trace blit this has not been 
achieved yet. The problem is further complicated in a real calorimeter run by the 
presence of noise. An empirical analysis method was thus developed with the aim of 
providing a robust determination of the dose.
i) Pre-heat data
This is fitted using a simple linear fit. The next calorimeter run is generally started at 
least six time constants after the previous irradiation so that pre-heat data will be a 
very close approximation to a straight line. The advantage of a linear fit is that it is 
robust in the presence of noise.
i i)  Post-heat data
A combination of different order polynomials are used to determine the gradient at 
point C. This is because, although a higher order polynomial will fit the data more 
accurately, it is more sensitive to the presence of noise, especially around point C. The 
limitations of a linear fit are overcome by fitting increasing length data sets with C 
fixed and varying point D. The dose is then determined for each fit and this set of data 
is then extrapolated to a zero length fit. This method is repeated for quadratic, cubic 
and fourth order fits and a typical result for real data is shown in Figure 5.5. As can be 
seen, the linear fit data shows a smooth curve with a long fit underestimating the dose. 
As would be expected, the higher order fits become very variable for short data sets, 
but the calculated dose is constant for longer fits.
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Figure 5.5 Variation in calculated temperature rise with data length for different order fits
The final value for the dose is taken to be the mean of the determinations using the 
various order fits, based on the following (reasonable) assumptions:
i) the exact shape of the post-heat trace is not an exact polynomial - it is likely 
to be a sum of exponentials.
ii) the linear fit data is likely to underestimate the dose
iii) the radiation induced temperature rise in the thermistor is slightly greater 
than that in the graphite core. This results in a small artefact at beam off which 
will affect the higher order polynomials, making them overestimate the dose.
The obvious way to validate this method is to use a calculated temperature trace where 
the dose is known. However, one needs realistic data with realistic noise (correct
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magnitude and frequency spectrum). The data produced from the simulations is not 
suitable because it does not match experimental runs so the alternative is to use real 
calorimeter runs where the dose is delivered instantaneously. Measurements were 
made in a 16 MeV electron beam at a doserate of around 250 Gymin'1.
The validation involved moving point C away from the beam-off point so that a longer 
extrapolation was required. It was found that as C moves away from the beam-off time 
all the fits begin to underestimate the dose and the high order fits become somewhat 
erratic due to the presence of noise. It was found that if point C was chosen within two 
seconds of beam-off (the normal position for C) the mean of the various fits gave a 
value within 0.1% of the actual temperature rise. The uncertainty in this mean value 
was obtained from an analysis of calorimeter runs where the irradiation time was very 
short (< 5 s). The approach taken was to assume that as the different order fits are 
affected by curvature and noise in different ways one can treat the dose determinations 
for a single run as independent and the standard deviation on the set can therefore be 
taken as a measure of the uncertainty. The mean value for this standard deviation for a 
large number of runs was ± 0.14%. Therefore one can conclude that the algorithm 
accurately determines the real radiation-induced temperature rise within the 
uncertainty inherent in the method.
iii) Underlying drifts
During a series of calorimeter irradiations, the calorimeter temperature is elevated 
above its equilibrium value relative to the body. This is due to the long time constant 
(~ 120 minutes) between calorimeter and body and results in an underlying baseline 
drift for the later calorimeter runs. Although analysis has shown that this drift is linear 
over the timescale of a run, there was concern that the change in drift over the series of 
runs may affect the extrapolation technique. As there was limited data from the 
portable calorimeter, an analysis of electron calorimeter runs was carried out (a similar 
extrapolation algorithm is used in the electron calorimeter). This also had the 
advantage that the electron calorimeter is affected much more by the environment and 
therefore showed a wider range of underlying drifts. For the sample data set covering
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30 months there were initial drifts in the range of +1.8 mKmin'1 to -1.2 mKmin'1. The 
underlying drift at the end of a set of calorimeter runs was in the range +1.5 mKmin' 1 
to -2.3 mKmin'1. Changes in the drift were in the range +2.0 mKmin'1 to -1.9 mKmin"1. 
There was no correlated change in the dose measured by the calorimeter, indicating 
that, at least for drifts in the range ± 2 mKmin"1, there is no affect of the baseline drift 
on the extrapolation technique. The proviso, of course, is that this drift is linear* over 
the timescale of the run (200-300 s). A subsequent analysis of portable calorimeter 
data in a 10 MV photon beam gave the same limit on the drift (± 2 mKmin'1).
5.1.5 Investigation of heatflow in calorimeter after irradiation
As noted in Chapter 4, a finite element simulation of the heatflow within the 
calorimeter had indicated that the analysis method used may over-estimate the 
radiation-induced temperature rise because of the re-distribution of heat within the 
graphite plates. An initial investigation canied out using the electron calorimeter had 
not shown any effect (Section 4.3) but this test was not conclusive. An investigation 
was therefore carried out using the portable calorimeter in a 16 MV photon beam. A 
thin X-ray target with no inherent filtration was used to obtain a high doserate so that a 
measurable dose could be delivered in 1-2 s. The dose distribution was then varied by:
i) changing the SSD (and thus the radial beam uniformity)
ii) changing the beam steering relative to the conical beam flattening filter (see 
Figure 5.1), producing an asymmetric radial distribution.
iii) removing the beam flattening filter so the distribution became more forward 
peaked.
The different radial distributions obtained are shown in Figures 5.6 and 5.7. As can be 
seen in Figure 5.6, the smallest field size is less than the diameter of the calorimeter 
surround, resulting in significant heat transfer away from the core. By contrast the 
largest field will give a very uniform dose across the calorimeter so that the axial dose 
distribution should drive any heat transfer. The plate arrangement in the calorimeter
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was also changed, introducing more interfaces, to slow the axial transfer of heat. It was 
not possible to significantly change the axial dose distribution because the lower 
efficiency of X-ray production at lower energies limits the maximum achievable 
doserate.
Radial distance (mm)
Figure 5.6 Different radial dose distributions used in heatflow investigation 
(The legend refers to the SSD for each field size)
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Figure 5.7 Varying the radial dose distribution
The post-heat traces were compared qualitatively for the different beams and plate 
arrangements. It was found that there was reduced curvature (i.e. heat loss from the 
core) with more interfaces indicating that axial heat transfer does has an effect. 
Referring to Figure 5.7, the greatest curvature was found for the beam without 
flattening filter in place. This is as expected since for this beam the core will be the 
hottest part of the calorimeter. It was a little more surprising to find that the curvature 
was less for the skewed beam than for the flat beam, although this is probably because 
the flat beam gives a slightly higher dose at the centre, which will drive the heat 
transfer process. The post-heat traces obtained for the dose-distributions in Figure 5.6 
are shown in Figure 5.8.
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Figure 5.8 Variation in post-heat curvature for different filed sizes
The post-heat traces for all the different field sizes and dose distributions were fitted 
using a 4th order polynomial and the deviation of the data from the fit plotted. It was 
found that even for the most extreme dose distribution (field size less than the 
calorimeter diameter) there was no sign of the behaviour indicated by the thermal 
modelling. The fact that it is not possible to reconcile the calculated and measured 
post-heat calorimeter traces is somewhat puzzling. The experimental tests with very 
non-uniform dose distributions do not show any change in curvature at short 
timescales after beam-off. The shortest runs were only one second and therefore if any 
effect was present it should have been seen. Although there is no obvious error in the 
thermal model it may be that the original validation experiment using electrical heating 
did not adequately match the irradiation geometry, and therefore effectively a wrong 
model was being used to calculate the heat transfer in the calorimeter. It was decided 
that, as the calorimeter appeared to be operating correctly, the information gained 
from investigating the thermal model was not worth the effort it would require.
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This heatflow data was also used to test the algorithm used to determine the radiation- 
induced temperature rise (section 5.1.4) This showed that the algorithm gave 
consistent results at the ± 0.15% level for a wide range of post-heat curvatures (much 
wider than found in normal operation). One can therefore estimate that in normal 
operation.-therefore- the algorithm is consistent for different curvatures (e.g. different 
energies and/or field sizes) at the level of ± 0.1%.
5.2 REVIEW OF MARK 1 CALORIMETER PERFORMANCE
Following the initial testing of the Mark 1 calorimeter a review was carried out on the 
calorimeter’s performance. It was anticipated that a second prototype would be built, 
talcing account of the lessons leamt from the first version. Any review must take the 
functional specification as the benchmark for assessing performance. The calorimeter 
has only been tested in photon beams but there is nothing in these initial tests that 
would indicate a potential problem operating in electrons beams - the modular design 
means that optimisation for electron beams should be relatively straightforward. 
Operation at 1 Gymin'1 has been achieved and therefore measurements in any 
radiotherapy linac should be feasible. The temperature control system has been 
extensively tested (including at a radiotherapy clinic) and it appears that it can cope 
with a wide range of environments. The calorimeter is clearly portable and relatively 
robust. The final requirement is to achieve a measurement uncertainty close to that of 
the primary standard calorimeters. Although the end quantity required is absorbed 
dose to water, the conversion from graphite to water is independent of the calorimeter 
design, therefore the uncertainty analysis at this point should only cover the 
measurement of absorbed dose to graphite. The components contributing to the 
overall uncertainty are given in Table 5.4. Uncertainties are expressed according to 
UKAS (1995)
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Table 5.4 Uncertainties in photon beams (Calorimeter Mark 1)
Source Type A 
Standard Uncertainty 
(%)
Type B 
Standard 
Uncertainty (%)
Co-60 10 M V  X All qualities
Calorimeter reading 0.25 0.35
Thermistor calibration 0.05
Specific heat capacity 0.08
Gap effect 0.07 0.07 0.17
Scatter correction 0.08 0.08
Thermistor perturbation 0.08
Combined standard 0.27 0.37 0.21
uncertainty
Overall standard 0.34 0.43
uncertainty
This table only takes account factors directly relating to the calorimeter. There will be 
additional uncertainties when comparing the calorimeter with an ion chamber. As can 
be seen the overall uncertainty is approaching that of the primary standard 
calorimeters. However, although the overall design has been vindicated this 
calorimeter is clearly not the “finished product” and there are a number areas where 
improvements can be made.
There are no major dosimetric problems with the enclosure. The scatter produced by 
the graphite around the core has a small effect and ion chamber measurements 
indicate that it can be easily determined. However, the overall size is larger than 
desired and the robustness needs to be improved. The transparent case of the 
prototype means that the air sensors can be affected by lighting and this would be 
prevented by using an opaque outer case. The depth of the body is also not large 
enough to accommodate sufficient material for measurement in high energy photon 
beams, where the measurement depth is equivalent to 7 cm water. The use of two 
bridges in the calorimeter core works well in ensuring measurement reliability and
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there is no indication that four thermistors in the core has any significant effect on the 
dose measured. Noise is a major issue and any improvement in the signal-to-noise 
ratio should lead to a reduction in the uncertainty in measuring the radiation-induced 
temperature rise.
5 .3  C O N S T R U C T I O N  O F  M A R K  2  C A L O R I M E T E R
5 .3 .1  T e m p e r a t u r e  m e a su re m e n t sy ste m
As stated above, the weak link in the system is the unshielded thermistor leads which 
run from the absorber to outside the body. An investigation was therefore earned out 
to look into using electrical shielding around the calorimeter outer case. Without the 
shielding in place, the calorimeter signal shows large excursions which would make 
the extrapolations very inaccurate. High frequency noise is not a big problem for 
calorimetry since the fitting routines used in the extrapolations are very effective. The 
shielding is very effective in removing the low frequency noise (< 0.2 Hz) and 
reducing the rms deviation by approximately a factor of 1.5.
5 .3 .2  B o d y  c o n s t ru c t io n
To provide adequate backscatter at high photon energies, the second version uses a 
longer body to allow for greater measurement depths and increased material behind 
the core. The maximum thickness of graphite in the calorimeter is now 125 mm. The 
plates used in the body in version 2 interlock to form a much more rigid structure and 
give improved thermal contact so that the body is more closely an isothermal volume. 
However, the body can still be dismantled if there is a problem.
The expanded polystyrene around the graphite of the body was encased in 0.4 m m  
tinned sheet (8 pm aluminised mylar is used at the front) to provide electrical 
screening. An outer aluminium case (again with aluminised mylar at the front) is used
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to protect the calorimeter, prevent draughts affecting the sensing thermistors, and acts 
as a second electrical shield to further reduce noise pickup. This outer case has hinged 
panels front and back for easy access and alignment in the radiation beam. It is 
straightforward to completely remove the case to gain access to other parts of the 
body. The overall dimensions of the body controller were reduced to 40 x 30 x 30 cm 
which makes it easier to handle and transport. The overall weight remained similar at 
around 15 kg (the decrease in radial dimensions countered by the increased length). 
Figures 5 .9 and 5 .10 show pictures of the Mark 2 calorimeter with and without the 
outer case in place. As can be seen in Figure 5.9, the Mark 2 calorimeter is a smaller 
and neater design.
Figure 5.9 Comparison of Mark 1 and Mark 2 calorimeters 
This picture was taken after the Mark 2 window had been replaced (see Section 6.4).
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Figure 5.10 Mark 2 calonmeter - outer case removed
5.3.3 C alorim eter construction
A removable heater was added at the rear of the core to further reduce the time for the 
core to reach equilibrium. To minimise any perturbing effect of the radiation field, 
there is little high-Z material in the construction of the heater.
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5.4 TESTING OF M A R K  2 CALORIMETER
5.4 .1  C h a r a c t e r is in g  p e r fo r m a n c e  o f  b o d y  c o n tr o lle r
Since the major changes from version 1 were in the body, testing concentrated on the 
temperature control (prior to an in-depth validation of the system). As for version 1, 
the calorimeter was tested in a number of operating modes (body constant, core 
constant, heating power constant)and with different type of environment (constant 
temperature, slowly drifting, cycling variations). The algorithm was unchanged from 
version 1 and the same parameters were also used. It was found that the temperature 
control was as good as version 1 and that there was no need to change either the form 
of the algorithm or any of parameters. The addition of the core heater reduces the 
stabilisation time by around 2 hours, as can be seen in Figure 5.11. This is not a huge 
reduction but could prove useful in the clinical situation where time is always limited. 
Although in this test the core is overheated compared to the body, the control 
algorithm copes with the temperature inversion. At present, this heater is not used in 
any complex way - it is used simply to raise the temperature of the calorimeter close 
to its operating temperature. However, the core heater could be used to provide more 
sophisticated control of the core temperature, if required.
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Figure 5.11 Performance of control algorithm (core constant mode) with additional core heater
5.5 CONCLUSION
A prototype calorimeter has been constructed and tested in two high energy photon 
beams - a 10 M V  linac beam and a Co-60 beam. The results of these tests indicated 
that the overall design was a valid one, meeting the design specification set out in 
Chapter 3. The uncertainty in the measurement of absorbed dose to graphite was 
estimated to be around ± 0.4%. An investigation of the analysis method to derive the 
absorbed dose showed that the empirical algorithm gave the correct temperature rise 
within the uncertainties inherent in the calculations. A further investigation of the 
heatflow within the calorimeter failed to show the effect produced in the finite
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element modelling described in Chapter 3, which indicates that the model is not 
complete. Following these initial tests a second version of the calorimeter was 
constructed, which differed mainly in the design of the outer body. This improved 
body performed equally well in controlling the calorimeter environment. The next 
step is a full validation of the calorimeter against the present primary standards at 
NPL. Once these validations have been successfully carried out, the calorimeter will 
be ready for testing at external radiation facilities.
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E very  statem ent in  physics has to state the reCations Between oBservaBCe quantities
Ernst BlCach 1838-1916
Validation of the portable calorimeter has two main thrusts - the obvious step is to 
compare the dose measured by this calorimeter with that measured by the NPL 
primary standard calorimeters in photon and electron beams. However, more 
fundamental is a full investigation of influence quantities - doserate dependance, 
operating temperature, effect of scattered radiation etc.
6.1 E X P E R I M E N T A L  S E T U P
6 VALIDATION OF PORTABLE CALORIMETER (MARK 2)
Figure 6.1 Schematic diagram of a calorimeter system.
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Three formal intercomparisons were carried out in the three available NPL beams - 
60Co, linac photons and linac electrons. In addition to these formal comparisons, 
measurements were made at a number of photon and electron energies to look at the 
performance of the calorimeter and investigate influence quantities. The setups for the 
three comparisons carried out are summarised in Table 6.1. For all these comparisons 
graphite was the phantom material used so that no conversion to water is required.
Table 6.1 Summary of setup for comparisons with primary standard calorimeters
60Co 10 M V  X-rays 16 MeV 
electrons
Measurement 5.6 gem'2 5.6 gem'2 2.2 gem"2
depth
Total thickness 10.6 gem'2 10.6 gem'2 4.2 gem"2
of calorimeter
surround
Body operating 22-28 °C Uo00<N1CN 20-28 °C
temperature
SSD 700 m m  800 m m 1000 m m 2000 m m
Field size 10 x 10 cm 11x11 cm 9 cm diameter 15 cm 
diameter
Doserate 2.1 Gymin1, 1.6 Gymin'1 5 Gymin"1 8-30 Gymin"1
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A new Theratron 60Co facility had been installed at NPL and this was used for testing 
the portable calorimeter. The doserate available from this new source was 1.6 Gymin'1 
at a SSD of 800 mm. It was not possible to compare directly with the primary standard 
microcalorimeter so two calibrated NE2611 ionisation chambers were used as transfer 
standards. The chambers were placed in a phantom of the same dimensions as the 
calorimeter (i.e. a 9 cm diameter octagonal phantom). A graphite plate 25 mm thick 
was machined to take a NE2561/2611 chamber. A horizontal beam configuration was 
used, as shown in Figure 6.2. No transmission monitor was required as it was found 
that the irradiator’s timer was very consistent - for a fixed set time, the rms deviation 
on the irradiation time was ± 0.06%.
i) MCo
Figure 6.2 Setup for comparison in 60Co beam 
(Irradiator on the left, calorimeter to the right and the calibrated ion chamber in the foreground)
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ii) 16 M e V  electrons
The comparison in an electron beam was carried out directly against the primary 
standard calorimeter. The calibration depth for 16 MeV electrons (as defined in 
Section 2.7) is 3.7 gem'2 but a shallower measurement depth on the build-up part of 
the depth dose curve was chosen to minimise axial temperature gradients. A SSD of 
2000 mm is the standard calibration distance used at NPL. The experimental geometry 
is different from that for linac X-ray measurements in that the collimator and 
transmission monitor are much closer to the calorimeter, as shown in Figure 6.3. 
Different monitor chambers are used for X-rays and electrons due to the different field 
sizes.
Toroidal
BCM
▼
I i i
Linac
exit
window
200 cm
Aluminium
scattering
foil
Calorimeter
Lead
collimator
Transmission 
Ion monitor
Figure 6.3 Geometry for electron irradiations
iii) 10 M V  X-rays
The normal doserate available for high energy X-ray beams from the NPL linac is 1 - 
2 Gymin'1 but after some investigation a higher doserate of 5 Gymin"1 was obtained. 
This doserate, combined with the very good temperature stability of the linac exposure 
room, was high enough to test the calorimeter outside the body, and so directly 
measure the scatter effect (see Section 6.4.8). As for the 60Co measurements, 
ionisation chambers were used to transfer the dose from the microcalorimeter. The 
experimental set up is shown in Figure 6.4.
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Figure 6.4 Setup for comparison in 10 MV X-ray beam 
At the right can be seen the X-ray collimator, ion monitor and additional filtration (sec Figure 5.1)
6.2  B E A M  M O N I T O R I N G
Two types o f monitor are used on the NPL linac - a transmission ion monitor as used 
in radiotherapy linacs and a toroidal beam current monitor (BCM). The BCM is 
described in detail by Bums (1985) and Williams et a l  (1998) but is basically a 
transformer where the electron pulse is the primary winding inducing a pulse in the 
secondary toroid. The BCM is placed around the linac flight tube upstream of the exit 
window and flattening foil/target system.
Ion monitors offer the highest precision but the BCM has a number o f advantages in 
that it integrates each pulse individually and has no recombination correction. There is
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therefore no pre-irradiation required and no dependance on irradiation time. It is also a 
significant distance from the point o f measurement and therefore cannot be affected by 
what is placed in the beam - as shown in Figure 6.3, the ion monitor for electron 
measurements is very close to the device being irradiated (calorimeter or chamber) and 
therefore sensitive to differences in backscatter from what is in the beam. However, 
the BCM’s position before the scattering foil (or X-ray target), means that it samples 
the whole electron beam and not what reaches the calorimeter. The BCM is generally 
limited to high doserate applications due to the presence of noise, but it was found that 
by operating with a very narrow electron pulse from the linac (<0.5 ps) good 
repeatability o f the BCM output could be obtained. A comparison o f the BCM with 
the transmission ion monitor in a 16 MeV electron beam at a doserate o f 30 Gymin"1 
gave a standard deviation on the ratio o f ± 0.25%. This is low enough to be o f use in 
investigating the systematics o f the calorimeter but significantly larger than the ± 0.1% 
or less typically seen for the ratio o f an ion chamber with the ion monitor.
6 .3  P E R F O R M A N C E  O F  M A R K  2  C A L O R I M E T E R
The values for the noise level, standard deviation and standard uncertainty on the dose 
measured by the calorimeter are summarised in Table 6.2
Table 6.2 Summary o f calorimeter performance
60Co 10 MV X-rays 16 MeV 
electrons
rms noise level (pK) 7.7 6.2 6.9
dose delivered (Gy) 1.1 1.6 2.4
irradiation time (s) 40 20 7
standard deviation ±0.80% ± 0.46% ± 0.30%
standard uncertainty ± 0.20% ±0.10% ±0.11%
Number o f runs 16 20 8
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The noise level is that using a Solartron 7061 DVM to measure the bridge output. As 
for the initial testing, a Wavetek 1271 DVM gave a noise level ~1.4 times larger. The 
performance of the calorimeter in 60Co is not that different from the initial testing 
described in Section 4.4. For those measurements, where the dose delivered was ~
0.5 Gy, the standard deviation was ± 1.7%. It should be noted that a different Co-60 
facility was used in Section 4.4 and therefore the electrical environment will be 
different. Measurements in a third 60Co source (see Chapter 6) gave a lower noise 
level of 6.4 pK, indicating that the noise is not entirely internal to the calorimeter 
system. The 10 MV results also give a similar result to the initial testing in Section 4.4 
(where the typical standard deviation for measuring a dose of 1 Gy was ±0.7% ).
One might have expected a reduction in the standard deviation as the new design has 
improved electrical shielding, and testing did show that the shield reduced the rms 
noise by ~ 1.4. The lack of any improvement in the dose measurement would indicate 
that fitting routines used in the analysis are unaffected by random noise at this level 
(6-10 pIC).
The standard uncertainties given in the table above are for a single day’s irradiations. 
For the linac measurements at least three days irradiations were earned out, while the 
fi0Co comparison covered seven days of calorimetry. The variation from day to day 
was consistent with the intrinsic random uncertainty, indicating that the calorimeter 
performance is reproducible. The standard uncertainty on the dose measurement is 
approaching that of the primary standard photon calorimeter and is better than the 
electron primary standard. This latter point would be expected since the portable 
calorimeter is basically an enhanced version of the electron calorimeter. The 
calorimeter therefore meets requirements (1) & (3) of the functional specification 
stated at the beginning of Chapter 3.
These results also confirmed the value for the internal uncertainty in the analysis 
method obtained in Section 4.7.3 of ± 0.14%.
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The uncertainty budget for the portable calorimeter is given in Table 6.3. A typical 
value for the random uncertainty in the calorimeter dose measurement is given - the 
actual values are given in Table 6.2 above. This gives a combined uncertainty in the 
calibration of a chamber in terms of dose to graphite of ± 0.37%.
Table 6.3 Portable calorimeter uncertainties
Component of uncertainty Std uncertainties (%) 
Type A Type B
Calorimeter dose measurement 0.15
Thermistor calibration 0.1
Specific heat capacity 0.08
Thermistor perturbation 0.05
Analysis method 0.14 0.10
Gap effect 0.1 0.17
Chamber reading 0.04
Reproducibility (positioning) 0.06
Recombination correction 0.1
Beam uniformity 0.05
Depth correction 0.03 0.05
Scatter correction 0.03
Inverse square correction 0.04 0.04
Charge calibration of electrometer 0.02
Overall 0 .2 5 0 .2 7
6 .4  I N V E S T I G A T I O N  O F  I N F L U E N C E  Q U A N T I T I E S
6.4 .1  D o s e  d e p e n d a n ce
According to Equation 2.7, an ideal calorimeter cannot have any dose or doserate 
dependance as the radiation-induced temperature is directly proportional to the dose
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delivered. However, in practice, dependance on dose can be introduced in a number of 
ways:
S ig n a l-t o -
n o ise
A n a ly s is
m e th o d
D o se
d e p e n d a n c e  
o f  m o n ito r
The typical noise on a calorimeter run is ± 7 pK. As the dose is 
reduced the signal-to-noise value will reduce and the analysis 
method used to derive the temperature rise may be sensitive to the 
magnitude of the noise.
As determined above, the time constant for this calorimeter is only 
30 s and therefore the post-heat trace has significant curvature due to 
heat loss. The analysis method used to determine the radiation 
induced temperature rise must correct for this heat loss. Since the 
post-heat curvature will be dependant on the dose delivered, any 
error in the analysis technique could therefore appeal* as an apparent 
dose dependance. A specific example is the extrapolation time. As 
mentioned earlier, the radiation-induced temperature rise is 
determined by the extrapolation of the pre- and post-heat traces to 
the middle of the run. The correct time to extrapolate to is the time 
at which the temperature is half-way between the start and finish 
temperatures, but normally one extrapolates to the mid-time as this 
is simpler. If an irradiation time greater than the time constant of the 
calorimeter is used then the error introduced by using the mid-time 
can be significant (several tenths of one percent).
Apart from use in a 60Co beam, where one can assume a constant 
doserate, a monitor is required to relate the calorimeter dose to any 
other dosimeter. If the monitor has an un-corrected dose dependance 
then this will exhibit itself as an apparent dose dependance of the 
calorimeter.
Although it may not be possible to separately investigate all these effects, if there is 
no measurable dose dependance then it is highly unlikely that real effects have 
cancelled out. Only the last of these three effects can be readily measured - the dose
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dependance of the transmission ion chamber was checked using a NE2611 ion 
chamber. The ratio of chamber readings was measured for a range of irradiation times 
and no effect was seen at the 0.1% level.
Figures 6.5, 6.6, and 6.7 show the results of irradiation time (dose) investigation in the 
three beams described. Since any dose dependance is likely to come about due to an 
error in the analysis method, the x-axis is given in terms of the irradiation time rather 
than dose. For 16 MeV electrons there is a change of 0.2% from 4 s to 20 s, but no 
significant effect except at very short run lengths. For a 10 MV photon beam there is a 
change of 0.25% from 7 s to 50 s. The data for 60Co are somewhat noisier but show no 
significant difference for irradiation times of 30-50 s, although there is a large fall off 
in the measured dose of -2.5%  from 50 s to 110 s.
Irradiation time (s)
Figure 6.5 Run length investigation -1 6  MeV electron beam
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Figure 6.7 Run length investigation - 60Co
The variation with irradiation time should be dependant on the post-heat temperature 
drift and Figure 6.8 shows a comparison between the traces for the three beams. As
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can be seen, the curvature is greatest for the 10 MV beam, which is due to the smaller 
field size for the 10 MV beam (Table 6.1) resulting in a more non-uniform radial 
temperature distribution. One can infer from the 10 MV result that the noisy ^Co data 
is not masking any significant effect for run times less than 50 s. For the normal 
irradiation times used for the three beams (as given in Table 6.2) the effect of the run 
time on the determination of dose is less than ± 0.1%.
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Figure 6.8 Comparison of post-heat curvature for the different beam qualities
6.4.2 Doserate dependance
Doserate dependance is somewhat harder to investigate due to the mode of operation 
o f the NPL linac - as the doserate is changed the energy spectrum also changes. 
Although the calorimeter’s response is independent o f the incident spectrum this is not 
true o f the monitor used. 60Co would appear to be the ideal radiation source for such 
an investigation, by varying the SSD, but has two problems - the variation in doserate 
is small (only 1-2 Gymin'1 given the 1 Gymin'1 lower limit o f the calorimeter) and 
varying the SSD will either change the field size or the proportion of scattered to
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primary radiation. A doserate investigation was earned out in an electron beam where 
the largest variation in doserate is possible. For such an investigation a knowledge of 
the doserate dependance of the monitor is required.
The monitor used for electron beam measurements is a PTW type 786 and consists of 
four graphited films (2 HT electrodes and 2 collecting electrodes) with a plate 
separation of 2.5 mm. The chamber is operated at a high polarizing voltage (400- 
500 V) to minimise recombination effects. The recombination correction was 
determined at doserates of 3 Gymin'1 and 24 Gymin'1. The variation in the correction 
with doserate was linear with no apparent initial recombination component:
kim = 1 + 0-°7 6dPPs
where dpps is the dose per pulse (dose to graphite) in cGy. This equation is valid for a 
polarizing voltage of 470 V and is in very good agreement with the equation for a 
NACP parallel plate chamber (plate separation of 2 mm) at the same field strength - 
kion = 1.0002 + 0.071 dppg.
Calorimeter measurements were made at doserates in the range 8-27 Gymin'1 and the 
results, corrected for monitor recombination, are shown in Table 6.4.
Table 6.4 Variation in calorimeter response with doserate
Doserate
(Gymin'1)
dppg (cGy) kion(mon) cal/mon ratio 
(arbitrary units)
standard 
uncertainty (%)
8.3 0.08 1.006 0.1262 0.07
13.3 0.12 1.009 0.1257 0.26
13.3 0.12 1.009 0.1260 0.10
26.9 0.25 1.019 0.1256 0.06
There is the indication of a slight trend with doserate (-0.5%  from 8-27 Gymin'1) . 
However, Table 6.4 does not take account of any changes in the electron spectrum
139
with doserate, which will affect the calorimeter and monitor differently . This effect 
can be estimated by using an ion chamber which should have no doserate dependance. 
It was found that the ratio of ion chamber/monitor (after correction for ion 
recombination) changed by 0.7% over the range 3-24 Gymin'1 (with the change in the 
same direction). This indicates that there is no doserate dependance of the calorimeter 
at the level of ±0.1% , which is within the measurement uncertainties.
6.4.3 Energy dependance
A calorimeter should not have any energy dependance. However, as for the other 
“variables” discussed here, an apparent dependance can occur through a number of 
routes, e.g. energy-dependant correction factors. One should ideally use some energy- 
independent dosimeter (e.g. alanine) for such an investigation but this option was not 
available at the time. Comparisons were made with the primary standard calorimeters 
on the assumption that these had no energy dependance. This is a reasonable 
assumption as these calorimeters have been in use for many years and any significant 
energy dependance would have come to light previously. The results are given in 
Tables 6.5 and 6.6 for photon and electron beams respectively - two separate 
investigations were carried out in photon beams during the development of the 
calorimeter. In both tables the absolute value of the calorimeter ratio is not important, 
it is the change with energy. The standard uncertainties quoted refer to the random 
uncertainties in the measurement.
140
Table 6.5 Energy variation - X-rays
Quality TPR20.10
Calorimeter ratio 
Portable/ X-rav
standard 
uncertainty (% )
S e t l
4 MV light 0.584 1.0049 0.42
6 MV light 0.646 1.0077 0.27
10 MV heavy 0.746 1.0070 0.34
12 MV heavy 0.758 1.0085 0.24
Set 2
6 MV heavy 0.670 0.9970 0.37
10 MV heavy 0.746 1.0006 0.39
16 MV heavy 0.779 0.9987 0.28
Light and heavy refer to the amount of added filtration in the beam. The differences in 
the absolute ratio for the two investigations were due a positioning error, but it was 
not possible to accurately determine the correction for this error. Normalising to the 
means of each set allows us to combine the data as shown in 6.9. Although there is 
the indication of slight variation with energy all the points agree within the (non­
correlated) measurement uncertainties.
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Figure 6.9 Variation in calorimeter response with photon energy
Table 6.6 Energy variation - Electrons
Energy Doserate
(G y m in 1)
Calorimeter ratio 
Portable / electron
standard 
uncertainty (%)
16 16.3 1.0066 0.30
16 112.1 1.0049 0.21
10 19.4 1.0052 0.19
10 86.0 1.0041 0.22
6 21.3 1.0032 0.28
Looking at the electron data, there appears to be a slight trend (~ 0.25%) in the 
calorimeter ratio from 16 MeV to 6 MeV, but all the results agree within the (non-
142
correlated) measurement uncertainties. The conclusion from both the photon and 
electron data is that there is no significant energy dependance for the portable 
calorimeter. The electron data also confirms the doserate independence as discussed 
above.
6.4.4 Beam  uniform ity
There are two aspects to beam uniformity in megavoltage photon and electron beams. 
The first is radial uniformity, which is usually adjustable via the collimator 
arrangement used. The second is that of axial uniformity, which is more commonly 
referred to as the depth-dose distribution. The combination of the two effects gives the 
3-D dose distribution in the phantom of interest. If the dose distribution is not 
completely uniform throughout the phantom then a correction is required when 
comparing two dosimeters of different sizes (e.g. the core diameters for the portable 
calorimeter and electron primary standard are 20 mm and 50 mm respectively). The 
dose distribution will also have an effect on the calorimeter post-irradiation 
temperature trace which may affect the determination of the radiation-induced 
temperature rise. The correction for different size dosimeters is relatively simple to 
obtain, the effect on calorimeter traces requires a more in-depth analysis.
Radial uniformity is generally determined by field size selected, although flattening 
filters in X-ray beams also have an effect. The NPL linac has fixed photon and 
electron collimators which are significantly different from those of clinical linacs. It is 
therefore important that any systematic effect with field size is characterised prior to 
testing in an external facility. During development and testing of the calorimeter, 
measurements were made in three different 60Co beams with three different field sizes 
and typical temperature-time traces are shown in Figure 6.10.
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Figure 6.10 Comparison of post-heat curvature for different 60Co field sizes
The difference in post-heat curvature is thought to be due to different beam 
uniformities, which are given in Table 6.7
Table 6.7 Beam Uniformity measurements for a number o f 60Co beams
Beam Dose 1cm off axis
Theratron 800  SSD 0.9991
Theratron 700 SSD 0.9990
C IS  1000 SSD 0.9980
M ob altro n  750 SSD 0.9994
The non-uniformity of the beam appears to correlate well with the post heat curvature. 
To confirm this, measurements were also made in a number of megavoltage X-ray
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beams (4MV to 12 MV) with the same field size, thus varying only the depth-dose 
distribution. There was very little difference in the post-heat traces (Figure 6.11), 
although the indication is that the curvature reduces as the energy increases (as would 
be expected). This indicates that beam uniformity has a dominant effect on the post­
irradiation curve.
Time (s)
Figure 6.11 Comparison of post-heat curvature for different X-ray energies
The differing degrees of curvature in the post-heat trace for the 60Co beams gave a 
further opportunity to test the dose calculation algorithm and confirm the null result 
obtained in Section 4.7.3. Since there are no beam quality issues, a calibrated chamber 
provides a stable reference against which the performance of the calorimeter can be 
measured. The results are described in detail later in this chapter and the following but 
the conclusion is that there was no significant difference in the doses obtained using 
the calorimeter in the different beams within the measurement uncertainties.
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6.4.5 Operating temperature
The operating temperature of the calorimeter shouldn't have any effect on the 
measurement of absorbed dose. The magnitudes of the heat transfer processes, 
calorim eter:body and calorim eter:a ir, will depend on the temperature differential 
between core, body and air and which will affect the post-heat trace. However, the 
time constants for these processes (170 s or greater) are significantly longer than the 
limiting time constant - transfer from core to surround - so any effect should not be 
significant. To test this assertion, measurements were made in two photon beams - 10 
MV X-rays and 60Co at a range of operating temperatures. A NE2561 ionisation 
chamber was used to monitor day-to-day changes in the output of the linac beam and 
the results are shown in Table 6.8.
Table 6.8 Variation in calorimeter response with operating temperature
Modality Operating temp 
(°C)
Calorimeter/chamber 
ratio
Standard 
uncertainty (%)
10 MV X-rays 28.0 1.0073 0.17
10 MV X-rays 21.2 1.0045 0.17
Co-60 28.0 1.0056 0.15
Co-60 27.4 1.0030 0.28
Co-60 25.1 1.0049 0.22
Co-60 22.7 1.0028 0.30
Co-60 22.2 1.0046 0.15
The standard uncertainty refers to the random component of the calorimeter/chamber 
reading, all correlated uncertainties have not been included. The 60Co data appeal* to 
be more consistent, which is probably due to the fact that this beam has no day-to-day 
variations to affect the measurements. The NPL linac is reaching the end of its 
operating life and has proved less stable in recent years, particularly for X-ray beams. 
The conclusion from these measurements is that there is no measurable temperature 
dependance.
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However, an apparent temperature dependance can be introduced if an incorrect 
thermistor calibration is used. This could be due to the incorrect application of 
calibration data, or some change in the response of the thermistor(s). A simple check 
prior to irradiations, comparing the temperatures measured by the two core bridge 
circuits will show most problems, although it cannot say which bridge is wrong, and 
will show nothing if both bridges are equally wrong (an unlikely possibility). A more 
detailed test is to compare the ratio of doses measured by the two bridge circuits for 
each set of measurements. For the measurements described in Section 6.3 there was 
very good agreement between the channels - the mean value for the ratio of doses was 
1.0011 with a standard deviation of ± 0.27%.
As a result of the experience gained of having two independent temperature sensing 
channels in the portable calorimeter, a second sensor has now been added to the 
primary standard electron calorimeter.
6.4.6 Gap correction
The EGS4 (Nelson et a l, 1985), OMEGA-BEAM (Rogers et a l, 1995) and EGSnrc 
(Kawrakow and Rogers, 2001) code systems were used to investigate the effect of the 
air gaps surrounding the core of the portable calorimeter on the measured dose in 
photon and electron beams. The calculations were carried out by David Shipley and 
Simon Duane.
The X-ray beams produced by the NPL linear accelerator have previously been 
modelled using an EGS4/PRESTA user code NPLLINAC (Nutbrown et a l, 2000), 
over the full range of energies from 4 MV to 19 MV, with and without additional 
aluminium filtration. In these simulations a monoenergetic pencil beam, incident on 
the exit window, was transported through the target assembly, primary and secondary 
collimators, beam flattening filter, transmission monitor chamber and any additional 
filtration. The NPL 60Co source was simulated using another EGS4 user code 
MOBALTRN (Shipley et a l, 1994), which transported photons from their production
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inside the active volume, through the source containment and adjustable collimator. 
Phase-space data representing millions or tens of millions of particles reaching the 
front face of the calorimeter were stored in each case. The simulated beams were 
validated by comparing depth dose data and values of the Tissue Phantom Ratio 
measured in water at NPL, with those obtained by Monte Carlo simulation using the 
EGS4 user code DOSRZ/PRESTA.
For each beam, DOSRZ/PRESTA was used to model the interaction of these photon 
beams with the portable calorimeter, calculating the absorbed dose to graphite 
averaged over the calorimeter core, with and without the 1 mm air gap separating the 
core from the surround. The thickness of graphite between the front face of the 
calorimeter surround and the mid-plane of the calorimeter core was the same in each 
case, as was the source to core distance (this gives the “compensated gap correction”). 
The gap correction was obtained as the ratio of the doses without and with gaps in 
each beam. The results, listed in the table, are somewhat larger than the values 
obtained from measurements using an ionisation chamber (Owen et a l, 1990), for the 
gap correction for the NPL photon beam primary standard. The gap in front of the 
core was found to dominate the effect: the dose to the core decreases as the gap is 
introduced, i.e. as the material in front of the core moves away from the core, and this 
reduction is not compensated by the scatter from additional material.
Table 6.9 Results of gap effect calculation for photon beams
Nominal energy 
(MV)
Dose ratio 
(No Gaps / Gaps)
standard uncertainty (%) 
Type A
6 1.0078 0.15
10 1.0074 0.06
16 1.0068 0.07
The electron beams at energies of 6, 10 and 16 MeV were modelled using a new user 
code BEAM_Elinac. Phase space data were obtained at each beam energy (using a
1.0 mm monoenergetic pencil beam as the electron source) typically ~5 million
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electrons at 195 cm from the exit window (the standard SSD for electron 
measurements is 200 cm). The electron spectra were validated by comparing 
calculated depth dose curves in a water phantom for the three beam energies with 
recently measured depth-dose data (obtained by the author) at an SSD of 200cm. The 
EGSnrc user code DOSRZnrc was used with the default EGSnrc electron transport 
parameters but with electron spin-dependent effects turned off. Satisfactory agreement 
was obtained for all three energies over the fall off portion of the depth dose curve 
with good agreement in R50 values. Some differences were observed in the build-up 
region near the front surface of the phantom suggesting that the simulations do not 
model all the sources of radiation scatter. These differences should not however affect 
the gap effect calculations.
DOSRZnrc was then used to simulate the portable calorimeter with and without air 
gaps using each of the above phase space spectra (with the default EGSnrc transport 
parameters). The Range Rejection variance reduction technique was also used to 
improve the efficiency of the calculation (which was found to have no effect on the 
dose ratio). The distance from the exit window to the centre of the calorimeter core 
was fixed at 200 cm. The thickness of graphite at the front and behind the core was 
also unchanged in each case. The ratio of calculated doses to the graphite core with 
and without air gaps for each beam energy is given in Table 6.10 with estimated 
random uncertainties (at the 1 a  level). A conservative estimate of the non-random 
uncertainty in the calculations is at most ± 0.2% .
Table 6.10 Results of gap effect calculation for electron beams
Nominal energy 
(MeV)
Dose ratio 
(No Gaps / Gaps)
standard uncertainty (%) 
Type A
6 0.9956 0.09
10 0.9955 0.11
16 0.9963 0.11
It is interesting to note that the dose is increased by the presence of the air gap. This
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effect is opposite to that for photon beams and is presumably due to the fact that with 
the gap present scattered electrons from a larger area will deposit more energy in the 
core.
6.4.7 Scatter and  attenuation  effects
When comparing the dose measured by the portable calorimeter with another device 
(either a calibrated ionisation chamber or other calorimeter) a correction is required 
for the effect of the graphite body around the calorimeter. A correction may also be 
required when comparing calorimeters with different size phantoms. To determine the 
effect of the graphite body, an ion chamber was placed in a phantom the same size as 
the calorimeter phantom. Measurements were then made with graphite blocks placed 
at the rear and sides of the phantom, simulating the presence of the graphite body.
i) Variation in scatter correction with photon beam quality
Table 6.11 shows the variation in the scatter correction determined at a range of X-ray 
qualities including 60Co. The (L) refers to a X-ray beam with minimal filtration. The 
standard uncertainty on the corrections is estimated to be ± 0.05% for the baclcscatter 
and ±0.07%  for the sidescatter.
Table 6.11 Corrections for the presence of the body in X-ray beams
60Co 6 MV (L) 6 MV 10 MV 12 MV 16 MV
TPR20)io 0.568 0.646 0.670 0.746 0.758 0.779
Field size 10 x 10 9 cm 9 cm 9 cm 9 cm 9 cm
(cm) diameter diameter diameter diameter diameter
Side 1.0002 1.0000 1.0003 1.0009 1.0024 1.0038
scatter
Back 1.0034 1.0027 1.0022 1.0009 1.0022 1.0012
scatter
There is a steady reduction in the baclcscatter effect as the mean photon energy
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increases from 60Co to 16MV although the contribution due to side scatter is only 
significant at the highest energy. The side correction must be due to doubly scattered 
photons (the side parts are not directly in the beam) and this appeal's to only be 
important at high energies. It should be noted in analysing these results that there is a 
change in the measurement depth between 10MV and 12MV. Due to the fixed size of 
the chamber phantom there is therefore less graphite material in the calorimeter itself 
behind the core, which probably explains the increase in the backseatter correction 
seen. An interesting result of the different energy dependancies of the two effects - 
side and back scatter - is that the correction around 10 MV is close to unity.
For megavoltage X-ray beams Compton interactions dominate. The angular 
dependance of Compton scattered photons shows a reduction in the backseatter as the 
photon energy increases. However a simple analysis, using the mean energy of the 
photon spectrum to characterise the backseatter, gave a poor match with the 
experimental data. This is partly because one must take account of multiple scattering, 
which will have a high probability at low photon energies.
As noted above, the calorimeter comparison in 10MV X-rays was at a doserate high 
enough to make calorimeter measurements without the temperature-controlled body in 
place and so give a direct measurement of scatter rather than using ion chamber. The 
only limitation to this measurement is that the expected scatter correction is close to 
unity, so one would expect a null result. It was found that the difference between the 
doses (normalised using an ion chamber) with and without the body was 0.13% which 
is within the measurement uncertainties. This indicates that the error in the scatter 
correction as determined using an ion chamber is less than 0.1%, consistent with the 
measurement uncertainties.
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i i)  Varia tion in  scatter correction w ith  f ie ld  size - 60Co
The field size for a clinical linac can be changed very easily, but the collimation on 
the NPL linac is fixed. Table 6.12 gives the scatter corrections obtained at three 
different times in three 60Co fields. Although different irradiators were used there 
should be no significant difference in the beam quality so the data can be treated as a 
single set.
Table 6.12 Variation in scatter corrections for different 60Co beams
Ir ra d ia to r N P L  M obaltron, N P L  Theratron, B 1PM  CIS
Field size (cm) 1 2 x 1 2 11 x 11 1 0 x 1 0
Side scatter L0006 1.0006 1.0002
Back scatter 1.0060 1.0052 1.0034
The values in the table are the increase in chamber reading with the extra material in 
place. In all three cases the contribution from the body material at the side was at the 
limit of the measurement uncertainty (± 0.02%) but there is a significant effect of the 
body material behind the calorimeter. It appears that the magnitude of the back scatter 
component is proportional to field size, which is not unexpected as the amount of 
backscattered radiation will depend on the area of graphite irradiated. Although a 
larger field size increases the scatter correction it has an advantage that the effect of 
any beam non-uniformity is reduced (as noted below). These results are confirmed by 
Figure 6.12, which shows the variation of the baclccatter component with field size. 
Measurements were not made of sidescatter as the earlier results indicated that it was 
not significant for 60Co.
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Figure 6.12 Variation in dose enhancement due to backseatter from calorimeter body for 60Co beam
Measurements in the 16 MeV electron beam showed no effect of the body on the dose 
measured by the calorimeter. This is to be expected as McEwen et a l  (1998) showed 
that the backseatter contribution to the core dose is due to the first few millimetres of 
material directly behind the core. The mechanism for a sidescatter effect is electrons 
undergoing two large angle scatters, which is highly unlikely.
When comparing the portable calorimeter with the primary standard electron 
calorimeter a correction is required for the different phantom sizes. The size of the 
portable calorimeter phantom (9 cm diameter) was chosen specifically for the NPL 
photon beam and it does not provide full radial scatter in high energy electron beams. 
The electron calorimeter is 15 cm diameter and its size was chosen to provide full 
scatter. An ion chamber was used to evaluate the correction and it was found that in a 
16 MeV electron beam, the 9 cm phantom gave a dose 0.26% lower than for the 15 cm
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phantom. All photon comparisons were earned out via a calibrated ion chamber, 
where the phantom size was the same. The photon calorimeter is significantly larger 
(300 mm diameter, 130 mm thick) than the portable calorimeter phantom and the 
sidescatter correction in particular could be significant in such a comparison.
A different scatter/attenuation problem was encountered during measurements in a 
16 MeV electron beam due to the outer front cover. The original front cover, as shown 
in Figure 5.9, had a 10 cm diameter thin window, whereas the field size in electrons is 
15 cm diameter. It was initially thought that the effect of electrons scattering off the 
aluminium front cover would not have a significant effect on the dose at the core (the 
measurement depth being beyond the range of low energy electrons). However, during 
testing it was found that there was a 2.5% effect compared to measurements without 
the front cover in place. By using a BCM it was found that the effect was not due to 
enhanced baclcscatter into the monitor but was a real increase in the dose at the 
measurement point. As a result of these findings a new front cover was manufactured 
with a 15 cm x 15 cm thin window.
i i i )  A ttenuation correction
As shown in Figure 4.2, there is additional expanded polystyrene in front of the 
calorimeter compared to a chamber phantom or other calorimeter. This correction can 
be derived from depth dose curves (assuming that the density of the expanded 
polystyrene is known) or obtained directly via measurement. The effect in an electron 
beam is only likely to be significant at low energies (below 6 MeV) because 
measurements are made close to the depth of dose maximum where variations in depth 
have little effect on the measured dose. However, the correction in photon beams can 
be significant since measurements are made on the downward portion of the depth- 
dose curve.
The thickness of the additional material in front of the calorimeter is 42 mm and the 
nominal density is 0.015 gem'3. Expanded polystyrene comes in a range of densities 
from ~ 0.01 gem'3 upwards. A higher density material was chosen for the front as it
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needed to be more robust to cope with regular removal. For a 60Co beam the fall-off at 
the measurement depth is ~ 7.5% (gem'2)’1 in water therefore one would expect a 
correction of 0.47%. The measured correction was 0.54%, indicating that the actual 
density was slightly higher. For higher photon energies where the fall-off is not as 
steep the correction will be less. Measurements in a 10 MeV electron beam showed no 
effect of the extra expanded polystyrene at the level of the measurement uncertainties 
(± 0.03%).
6.4.8 Experim ental set up
One of the drawbacks of the small 9 cm phantom is that of chamber positioning. The 
small size and manufacturing tolerances on the graphite mean that the NE2561/2611 
chamber can move a small am ount, Measurements were made to evaluate the size of 
the effect of this movement, as well as to test if the hole for the chamber was 
perpendicular to the beam. These are summarised in Table 6.13.
Table 6.13 Variation in chamber reading with position in phantom
Action C hange(%)
10  M V  X-rays
Chamber half-removed and replaced 0.12
Chamber moved within phantom (slight front-back 0.07
wobble)
Chamber completely removed and replaced 0,08
60Co
Chamber completely removed and replaced 0.00
Chamber rotated by 180° within phantom -0.07
Chamber rotated by 180° back to original position 0.03
Chamber moved within phantom (slight left-right wobble) -0.01
Chamber completely removed and replaced 0.11
Chamber moved within phantom (slight left-right wobble) 0.01
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The standard deviation of the chamber reading for two chambers over several days 
(corrected for temperature and pressure), both being replaced regularly was ± 0.05%. 
This indicates that the positioning of the chamber is very repeatable. The effect of 
rotating the chamber holder plate by 180° was to change the chamber reading by
0.09%. The gradient of the depth-dose curve for 60Co is around 6.6%/(gcm'2) and the 
difference in the chamber reading equates to a change in depth of 0.073 mm The hole 
is therefore off-centre by 0.037 mm, (which is within the manufacturing tolerances),
6.5 RESULTS O F COM PARISON  W IT H  PRIM ARY STANDARDS
6.5.1 U ncertainties
The uncertainties for the primary standard calorimeter are given in Tables 6.14 and 
6.15. The values in the table are given as standard uncertainties according to UKAS 
report 3003 (UKAS, 1995).
Table 6.14 Uncertainties for photon primary standard calorimeter
Component of uncertainty Std uncertainties (%)
Type A Type B
Calorimeter dose measurement 0.1
Electrical calibration 0.13 0.50
Analysis method 0.05
Gap effect 0.1 0.17
Chamber reading 0.05
Overall 0.20 0.52
A typical value for the random uncertainty in the calorimeter dose measurement is 
given. In the photon calorimeter the electrical calibration combines the thermistor 
calibration and determination of the effective specific heat capacity (including 
thermistor perturbation). The large Type B uncertainty for this component is due to a
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recently discovered error in the determination of the energy deposited in the core. 
Work is in progress to resolve this problem. The combined standard uncertainty is 
±0.55% .
Table 6.15 Uncertainties for electron primary standard calorimeter
Component of uncertainty Std uncertainties (%)
__________________________ Type A______Type B
Calorimeter dose measurement 0.15 0.1
Thermistor calibration 0.1
Specific heat capacity 0.08
Thermistor perturbation 0.05
Analysis method 0.14
Gap effect 0.15 0.17
Chamber reading 0.04
Overall 0.26 0.24
A typical value for the random uncertainty in the calorimeter dose measurement is 
given. The combined standard uncertainty is ± 0.35%.
6.5.2 C orrection factors
In the comparison of the portable calorimeter with the primary standards at NPL a 
number of corrections are a required to account for differences in the measurement 
geometry (size, position, measurement depth etc). A number of corrections including 
the gap effect and attenuation/scatter have already been discussed in Section 6.4.
Although the build-up thicknesses for calorimeters and chamber are matched, the 
finite sizes of graphite plates available mean that a correction may be required for 
slight differences in measurement depth. Corrections were obtained from depth- 
ionisation measurements. Included in this correction factor is the averaging effect of 
the 2 mm thick calorimeter absorber, compared to the chamber measuring at a point
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(NE2561/2611 chambers are calibrated against the primary standard photon 
calorimeter to give the dose at the position of the centre of the chamber). There will be 
the same averaging effect in the electron comparison since the calorimeter cores are 
the same thickness. A further correction is required to account for a difference in the 
SSD of the calorimeter and chamber - the distances from the source to the front of the 
phantom are matched, but this does not take account of the 1 mm air gap in front of 
the calorimeter core.
A correction is required for beam uniformity - the diameter of the calorimeter core is 
20 mm, the diameter of the electron calorimeter core is 50 mm, and the diameter of a 
NE2611 chamber is approximately 8 mm. The experimental geometry is chosen to 
minimise the effects of beam non-uniformity, although a correction is still required, 
which is obtained from beam scans. In photon beams, beam scans were obtained using 
a PTW LA48 linear ion chamber array. This is an array of 47 liquid-filled ion 
chambers which gives an instantaneous readout of the beam uniformity. However, this 
only operates up to 5 Gy/min; therefore beam scans in electron beams were obtained 
by moving a NACP chamber in a graphite phantom (at the relevant measurement 
depth) across the beam. Typical beam scans at a number of photon energies are shown 
in Figure 6.13. As can be seen, the field size and beam flatness are the same at all 
energies. The only difference is the in the scatter outside the main beam which 
increases with energy as would be expected.
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Figure 6.13 Beam uniformity measurements in photon beams using linear ion chamber array
There is also a small correction for the impurity effect of the thermistors in the 
calorimeter core. With four thermistors in a core only 20 mm in diameter this 
correction could be significant, but calculations based on the thermistor composition 
indicate that the effect is negligible within the uncertainties. A value of 1.000 was 
used.
Ion chamber measurements are usually carried out in a continuous beam so that it is 
clear that the chamber has stabilised. It was found during the 10 MV measurements 
that there was difference in the chamber/monitor ratio for the short runs used for the 
calorimetry compared to the continuous irradiations for ion chamber measurements. 
This difference is likely to be due to slight changes in the X-ray spectrum. The effect 
was small (<0.1 %) but measurable and so a correction was made.
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For linac measurements a monitor chamber is required to transfer the dose between 
the devices which may have an effect. However, measurements indicated that no 
correction was required.
The correction factors for the various quantities are given in the Table 6.16. These 
factors should be applied to the portable calorimeter reading.
Table 6.16 Correction factors required for calorimeter comparisons
T y p e  o f  c o rre c t io n  
(th e  re le v a n t  se c tio n  
is  g iv e n  in  b r a c k e ts )
oOo
[ 
0
V a lu e
10 MV
X-rays
16 MeV 
electrons
S t a n d a r d
u n c e rta in ty
(% )
Positioning (6.4.8) 1.0000 0.9993 1.0000 0.03
Attenuation (6.4.7) 1.0052 1.0019 1.0008 0.02
Depth 1.0005 1.000 0.9994
Scatter (6.4.7) 0.9938 0.9982 1.0027 0.01
Inverse square 1.0025 1.0020 1.0000 0.04
Beam uniformity 1.0010 1.0015 0.9971
Gap effect (6.4.6) 1.0078 1.0074 0.9960 0.17
Thermistor 1.0000 1.0000 1.0000 0.05
perturbation 
Total correction 1.0108 1.0103 0.9960
In the photon comparisons, where a calibrated ion chamber was used as the reference 
standard, a correction for ion recombination is required. For the 60Co beam this is 
1.0014, while for 10MV X-rays the value is 1.0122.
6 .5 .3  R e s u lts
The results of the comparisons are given in Table 6.17, expressed as portable dose 
over primary standard.
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Table 6.17 Results of comparisons of portable calorimeter with 
NPL primary standards
Beam quality Dose ratio Standard
(portable/primary) uncertainty (%)
60Co 1.0044 0.63
10 MV X-rays 1.0060 0.63
16 MeV electrons 1.0030 0.42
There are a number of common uncertainties (e.g. gap effect calculation) in these 
comparisons that have been removed to give the uncertainty values in Table 6.17.
6.5.4 Discussion
The first point to note is that the agreement between the portable calorimeter and the 
primary standards is within the uncertainties, indicating that there are no significant 
errors in the operation of the portable calorimeter. However, the fact that all three 
values of the ratio are greater than unity indicates that some effect may not have been 
taken into account. A subsequent review of the portable calorimeter’s operation has 
not shown any obvious error. As noted there is a problem with the electrical 
calibration in the photon calorimeter which is currently under investigation. Initial 
measurements indicate that the photon calorimeter currently underestimates the dose 
by around 0.4%. If this is confirmed in the final analysis then agreement with the 
portable calorimeter is significantly improved. The requirement for an in-depth 
investigation of the portable calorimeter will depend on the outcome of the photon 
calorimeter investigation.
The intercomparisons described here are part of wider investigation of calorimetric 
standards at NPL. Over recent years all the calorimeters operating and under 
development at NPL have been intercompared in photon and electron beams. The full 
detail is given in McEwen et a l (2002) and summarised in Table 6.18
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(expressed as colum n/row)
Table 6.18 Summary of calorimetric intercomparisons earned out at NPL,
portable
calorimeter
therapy
electron
calorimeter
photon
calorimeter
portable 0.9940[2]
hi-dose 1.001[3]
therapy e 1.0030[3] 0.9998[2]
photon 1.0044m 1.0004[3]
m 6oCo
[2] 10 MV X-rays
13116 MeV electrons
The agreement between the electron and photon calorimeters is much better than one 
would expect from the measurement uncertainties. However, the level of agreement is 
directly dependant on the photon calorimeter’s electrical calibration. Taking the 
assumption that the calorimeters should all agree one can use Table 6.18 to determine 
a value for how much the photon calorimeter underestimates the dose. Using a least- 
squares approach to minimise differences between calorimeters gives a value of 0.3%, 
which is consistent with estimates from an analysis of the electrical calibration process 
(Duane 1999). The overall agreement between all these calorimeters is very 
reassuring, indicating that there are no significant errors in the realisation of absorbed 
dose at NPL.
Having extensively validated the portable calorimeter and shown that all the graphite 
calorimeters in use at NPL are consistent within the measurement uncertainties, one 
must question the need for so many devices. Three of the calorimeters (hi-dose, 
therapy electron and portable) are very similar in operation, although the hi-dose 
calorimeter is suitable for energies above 10 MeV and is only maintained so that the 
therapy calorimeter is not irradiated to high doses levels. One possible action is to
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replace the electron primary standard by the portable calorimeter as it offers greater 
resolution and increased signal-to-noise. The main disadvantage with the portable 
design is the small size of the central phantom which does not provide full scatter, 
although this can be corrected for with sufficient accuracy. As a result of this work a 
review is currently in progress to determine the future of the various calorimeters.
6.6 CONCLUSION
A thorough validation of the portable calorimeter has been successfully carried out. 
This included investigation of a wide range of influence quantities including dose, 
doserate, energy, and operating temperature. No dependance on these quantities was 
observed within the measurement uncertainties. Geometrical factors were also 
investigated - beam uniformity, scatter and attenuation - and corrections obtained. The 
overall standard uncertainty in the calibration of an ionisation chamber in terms of 
absorbed dose is estimated to be ± 0.37%, a value very similar to the primary standard 
calorimeters. A comparison with these primary standards gave agreement within the 
measurement uncertainties, indicating no significant error in the operation of the 
portable calorimeter. It is fair to say that this calorimeter meets the functional 
specification set out at the beginning of Chapter 3, in terms of operation, portability 
and accuracy. The next stage is to carry out a full test of the calorimeter “off-site” at 
other radiation facilities.
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7 O PERATIO N  O F TH E PO RTA BLE C A LO R IM ETER  AT EXTERNAL 
FA C ILITIES
(D iffering  weights a n d  d iffering  measures -  the L o r d  detests them Both.
tVroverBs 2 0 :1 0
The aim of this project has been to develop a portable calorimeter that can measure 
absorbed dose to water external to NPL. The calorimeter has now been built and 
validated and is ready to be tested in the situations for which it was designed. This 
chapter describes testing of the portable calorimeter in two different radiation 
facilities, together with an investigation of the transfer of absorbed dose from graphite 
to water in the clinical situation.
7.1 TH E PO RTA BLE C A LO R IM ETER  AS A STANDARD O F ABSORBED 
DOSE TO  G RA PH ITE
7.1.1 In troduction
The first complete test of the portable calorimeter off-site was as part of an 
intercomparison carried out at the BIPM (Bureau International des Poids et Mesures) 
in Paris. The purpose of these measurements was to:
1. Test the portability of the calorimeter. Although the control system has 
previously been tested at a UK radiotherapy clinic, this was the first test of the 
calorimeter’s ability to measure absorbed dose outside NPL.
2. Test the portable calorimeter as a transfer standard. Although, as stated in the 
Introduction, the primary aim of this project is to measure absorbed dose in 
radiotherapy clinics, a portable calorimeter offers the possibility of transferring
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dose between national standards laboratories using a primary device (rather 
than the normal method of using ionisation chambers). A calorimeter removes 
the uncertainty in the transfer of chamber calibrations between laboratories.
3. Investigation of the new BIPM 60Co irradiator. Until recently, the doserate at 
the BfPM was limited to ~ 0.2 Gymin'1, which is too low for practical 
calorimetry. However, a newly installed 60Co irradiator with a doserate > 1 
Gymin'1 offered the opportunity of making measurements using the portable 
calorimeter. BIPM are planning to develop a calorimetric standard for 60Co so 
this test gave an opportunity to evaluate the suitability of this design.
7.1.2 M ethodology
Since dose is dependant on so many parameters, e.g. radiation type, material type, 
phantom size, measurement depth, effect of scattered radiation, it can be quite 
difficult to compare different standards. The BIPM standard of absorbed dose to 
graphite is an ionization chamber approximating an ideal Bragg-Gray cavity (see 
Section 2.3). The phantom for this standard is a cylindrical graphite phantom 297 mm 
diameter, ~ 300 mm thick, which is significantly larger than the 9 cm diameter 
surround of the portable calorimeter. The simplest way to transfer the dose between 
these standards is to use an ionisation chamber. The ion chamber is first calibrated 
against the calorimeter in a phantom the same size as the calorimeter, and then 
calibrated against the BIPM standard in the BIPM phantom. In this way all the 
corrections for phantom size, scattered radiation, etc. are taken into account. The only 
problem was that the BIPM standard had not been commissioned in the new 60Co 
beam so that the two steps would be separated somewhat in time. The first step - 
calibrating an ionisation chamber against the portable calorimeter in a 9 cm diameter 
graphite phantom - is therefore the same procedure as used when validating the 
calorimeter against the NPL primary standard microcalorimeter in the NPL 60Co 
facility. To give a direct link back to those validation measurements, the same 
ionisation chambers and electrometer were therefore used in the BIPM 60Co facility.
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This would enable an immediate check on the performance of the portable calorimeter 
prior to the measurements of the BIPM standard. A previous intercomparison between 
NPL and BIPM (using ion chambers) had given agreement within the measurement 
uncertainties (Allisy-Roberts et a l, 2002).
7.1.3 T ran sp o rt
The calorimeter, together with associated equipment was taken to BIPM by car. At 
present, the calorimeter is not designed for transport by air, although this would be 
required if it were to be used in intercomparisons further afield. The equipment list is 
given below in Table 7.1 (a large estate car is required to carry all this equipment)
Table 7.1 Equipment required for BIPM intercomparison
C alorim etry equipm ent C ham ber equipm ent
Portable calorimeter Chamber phantom
Body controller system: Ionisation chambers
DVM with 10 channel scanner Types NE2561/NE2611
IEEE-controlled power supply At least two chambers are required
6-way DC bridge with supply
Laptop PC to run control program
DC bridge for temperature measurement Electrometer
Bridge supply (separate from above) NE2590 Dosemaster or similar
2 x DVMs (7061/7061 or 7061/1271)
Laptop PC to run acquisition program
Spare cables, thermistors etc in case of Graphite blocks to determine scatter
failure correction for presence of body
Extra graphite plates to change controller
measurement depth if required
Laptop PC for analysis
Portable Ethernet hub to allow the three
laptops to communicate
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7.1.4 Experimental Setup
The obvious advantage of a 60Co source compared to a Linac beam is the stability of 
the radiation field, which allows measurements over an extended period of time 
without having to regularly bracket calorimeter and chamber readings. This is 
fortunate as the experimental table at the BIPM facility is only large enough for either 
the calorimeter or chamber phantom. Repeat measurements indicated that the 
precision of the positioning was ± 0.2 mm. The experimental setup for the calorimeter 
is shown in Figure 7.1 and the relevant parameters are given in Table 7.2.
Table 7.2 Summary of setup for measurements in BIPM 60Co beam
Measurement depth 5.6 gem'2
Total thickness of calorimeter surround 11.6 gem'2 
SCD 1000 mm
Field size 10 cm x 10 cm
Doserate 1.2 Gymin"1.
A SCD of 1 m is the reference distance for measurements at BIPM. Although a 
smaller SCD would have given an increased doserate it would be more difficult to 
relate the doses obtained with the different standards. Ionisation chamber 
measurements were made using both NPL and BIPM equipment. The NPL 
electrometer used was a NE2590 Dosemaster (S/N 287). The BIPM equipment is a 
computer-controlled system based on a Keithley 642 electrometer and Fluke 415B HV 
supply. The same temperature and pressure sensors were used for both systems. Four 
ion chambers were used in the intercomparison - type NE2561 S/N 260 & 295, type 
NE2611 S/N 122 & 134. Chamber S/N 260 remained at BIPM after these 
measurements to enable the transfer to the BIPM standard.
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Figure 7.1 Calorimeter set up in BIPM 60Co beam 
The ion chamber used to monitor the irradiation time can be seen at behind the calorimeter (see below).
7.1 .5  In v e s t ig a t io n  o f  60C o  ir r a d ia t o r
Calorimetry requires timed irradiations and any variation in the length o f the irradiation 
will affect the statistical analysis o f the calorimeter data. An initial investigation was 
therefore carried into the stability o f the timer for the irradiator. As the doserate is
A.
constant, any variation in the measured current (defined as charge/set time) is due to 
variations in the “effective source exposure time”. By making chamber measurements 
at a range of irradiation times one can derive any offset between the set and effective 
source exposure time and determine the calibration of the timer. Measurements were 
made for times from 10-120 s and the results are shown in Figure 7.2.
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Irradiator set time (s)
Figure 7.2 Variation in measured ionisation current for different set irradiation times
As can be seen, there are large variations in the apparent doserate, indicating a 
problem with the irradiator timer. Analysis of the data indicates that for a set time, the 
delivered time has an uncertainty of -  0.5 s. A system was therefore set up using a 
DVM to sample the analog output from the electrometer every 50 ms to measure 
directly the time of each irradiation. An extensive series of measurements for a set 
time of 40 s yielded data with a spread of approximately one second. This equates to a 
standard deviation of ~ 0.8% which would significantly increase the uncertainty in the 
calorimeter dose measurement. The typical standard deviation for the measurement of 
0.7 Gy is 0.8%, which would be increased to -  1.2% by the variation in the timer, if 
not corrected for. Most of the calorimeter measurements for this intercomparison were 
earned out while this problem existed, using a chamber as a time monitor (as shown 
in Figure 7.1). However, the manufacturers of the irradiator were able to solve the
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problem during the visit, which was related to synchronisation of the timer and source 
exposure mechanism. Testing after modification indicated that variations in the 
irradiation time were less than 20 ms.
Once the timer problem had been resolved it was possible to look at the effect of the 
source transit time. As the source moves into position the doserate will vary. In a 
comparison of ion chambers with a calorimeter the transit time will have an effect if 
ion chamber measurements are earned out in a continuous beam (rather than the same 
timed irradiations as the calorimeter). To minimise any effect one requires a very 
short, constant transit time. Measurements were therefore made of the mean ionisation 
current for a range of measured irradiation times and the results are shown in Figure
7.3. At short irradiation times the ionisation current is reduced, indicating either that 
the transit time is having a measurable effect. This effect is not due to a lack of 
synchronisation between the start/stop timer and source exposure mechanism because 
the irradiation time is determined from sampling the chamber reading. If one assumes 
a simple linear rise from zero to a fixed doserate as the source is exposed and a 
similar* decrease as the source is stowed one can use this data to derive the transit time 
(assuming that it is the same for expose and stow). The data is best fitted by a transit 
time of 0.1 s.
This problem, which fortunately could be solved, highlights the difficulty in 
performing calorimetry in unfamiliar surroundings. This kind of experience is useful 
in devising a testing procedure to be used in external facilities to ensure the reliability 
of the calorimeter results obtained.
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Figure 7.3 Investigation of transit time.
The smaller plot shows the variation in mean ion current after correcting for the transit time
7.1.6 C alorim etry m easurem ents
The doserate available from the BIPM source is similar to that from the NPL 
Theratron irradiator. Measurements at NPL had indicated that an irradiation time 
between 40 and 50 s was the best compromise between random (signal-to-noise) and 
systematic (heat loss) uncertainties, therefore it was decided to use 40 s irradiations 
throughout for this intercomparison. The measured irradiation time was 39.5 s. Two 
operating temperatures were used, 25 °C and 28 °C, as a check on the thermistor 
calibrations. Typically 30-40 runs were made each day and the results are given in 
Table 7.3.
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Table 7.3 Summary of calorimeter performance
20/6/01 21/6/01 28/6/01
Operating temperature 28 25 28
(°C)
Number of runs 41 40 29
Mean dose (Gy) 0.7768 0.7776 0.7770
Standard deviation (%) 1.41 0.99 0.83
Standard uncertainty (%) 0.22 0.17 0.16
The standard deviations for 20Ul and 21st June include the added uncertainty in the 
coCo timer. Timing measurements were not made on the 20th but correcting for time 
on the 21st reduced the standard deviation to 0.68% and the standard uncertainty to 
0.12%. Combining the data for all three days gives an overall standard uncertainty of 
±0.1% , which is very close to that of the primary standard microcalorimeter. As for 
earlier tests, there was no dependance on the operating temperature. The doses 
measured by the two sensing channels agreed within the measurement uncertainties, 
although the noise level on Channel 2 was significantly larger. A brief investigation 
did not find the source of this increased noise.
The corrections to the measured dose are given in Table 7.4
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Table 7.4 Correction factors required for BIPM intercomparison 
(To be applied to calorimeter reading)
Type of correction Value Standard uncertainty 
(%)
Positioning 1.0000 0.06
Extra material 1.0056 0.02
Depth 1.0007 0.06
Scatter 0.9966 0.01
Inverse square 1.0000 0.04
Beam uniformity 1.0012 0.05
Gap effect 1.0078 0.17
Total correction 1.0119 0.20
The definitions of these corrections are as given in Section 6.5. As noted in Section
6.4, the scatter correction is significantly smaller than that measured at NPL, and this 
is attributed to the different field sizes used.
7.1.7 Ionisation cham ber m easurem ents
A series of ion chamber measurements was made to investigate potential problems 
such as chamber leakage, chamber type, measuring apparatus and phantom. This 
would allow an accurate transfer of dose between the two standards. There was no 
difference in the chamber readings between the charge measuring equipment used:
B IP M
electrometer __  ^ 0003 
^ E P eiec trometer
for the same ionisation chamber. The chamber leakage current was less than 0.01% of 
the ionisation current. There was no difference in the ratio of ion chamber readings for 
the two graphite phantoms indicating that scatter difference between the two 
phantoms is not chamber-dependant. The four ion chambers gave very good 
agreement for the measured doserate (using calibration factors obtained at NPL):
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Table 7.5 Doserate measured using ion chambers
Chamber type S/N Doserate (Gymin'1)
NE2561 260 1.1809
NE2561 295 1.1798
NE2611 122 1.1811
NE2611 134 1.1795
The mean doserate is 1.1803 Gymin'1. There is no difference between the chamber 
types and the standard deviation of the four results is ± 0.07%.
7.1.8 Discussion of results
Because the measurements with the BIPM standard have not been earned out yet (due 
to BIPM staff commitments) we can only compare the portable calorimeter with the 
ion chambers calibrated against the NPL primary standard photon calorimeter. 
Although this is effectively a repeat of the measurements described in Section 6.5, it is 
a good test of the portability of the calorimeter. The ratio of calorimeter and chamber 
doserates (taking all corrections into account) is:
Doserate  . i i s i ^
 —  = 11813 = 1.0006
Doserate joii 1.1806
The overall standard uncertainty is estimated to be ± 0.66%. There is therefore very 
good agreement within the measurement uncertainties. One can also compare this 
ratio with that obtained in the NPL 60Co beam (as reported in Section 6.5). This 
comparison is stricter in that the uncertainties from the primary standard calorimeter 
are removed:
C a ll Ion  NPL 1.0044 _  ^ QQgg
C aU IonBIpM 1.0006
The overall standard uncertainty on this ratio is estimated to be ± 0.34%. The 
uncertainties are detailed in Table 7.6. The agreement is just outside one standard
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deviation, which is not unreasonable and may indicate the stability of the calorimeter 
that can be expected.
Table 7.6 Uncertainties for BIPM measurements
Std uncertainties (%) Std uncertainties (%)
Individual measurement When comparing chamber
calibrations
Type A Type B Type A Type B
Calorimeter dose 0.10 0.15
measurement
Thermistor calibration 0.1 0[1]
Specific heat capacity 0.08 0
Thermistor perturbation 0.05 0
Analysis method 0.14 0.14
Gap effect 0.1 0.17 0 0
Chamber reading 0.04 0.05
Reproducibility (positioning) 0.06 0.06
Recombination correction 0.05 0
B eam  uniform ity 0.05 0.05
Depth correction 0.03 0.05 0.03 0
Scatter correction 0.03 0.03
Inverse square correction 0.04 0.04 0.04 0
Charge calibration of 0.05 0t2]
electrometer
Overall 0.25 0.25 0.23 0.05
Combined uncertainty in 0.35 % 0.23 %
calibration of chamber in
terms of dose to graphite
there will be a non-zero component if different thermistor calibrations have 
been used
there will be a non-zero component if different electrometers are used for the 
chamber measurements
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The successful testing of the calorimeter in the 60Co beam of the BIPM has confirmed 
the suitability of the design. The calorimeter can be taken to external radiation 
facilities and can be relied on to operate correctly within a short space of time. The 
uncertainty in the measurement of absorbed dose to graphite was the same as obtained 
at NPL. This investigation has also highlighted the potential problems of operating at 
unfamiliar facility. One cannot be prepared for every problem that may occur but one 
should not take things for granted without, at least minimal, verification 
measurements.
176
7.2 DERIV ATION  OF DOSE CONVERSION FACTORS IN A CLIN ICA L 
PH O T O N B E A M
7.2.1 In troduction
As discussed in Section 2.4, factors are required to convert the absorbed dose from 
one material to another. The calorimeter can be used as a transfer standard without 
such a conversion if the two standards being compared both realise absorbed dose to 
graphite (as in the case at BIPM). However, to evaluate the transfer of ion chamber 
calibrations from NPL to the radiotherapy clinic, the required quantity is dose to 
water. It was therefore necessary to evaluate the graphite/water conversion factors for 
a clinical beam. As noted in Section 2.7, the main problem in the transfer of ion 
chamber calibrations is that TPR2010 does not fully characterise the photon spectrum. 
Measurements were therefore carried out in two clinical photon beams (6 MV and 
10 MV) from a Philips SL 15 Linac to evaluate the water/graphite conversion factors, 
following the approach used at NPL and described by Nutbrown et a l (2000). This 
work is described in more detail by Nutbrown et a l (2001). The author instigated this 
work and earned out the measurements with Russell Thomas. The Monte Carlo 
calculations were the work of Rebecca Nutbrown, David Shipley and Simon Duane. 
Mary Oatey of Mount Vernon Hospital provided access to the accelerator.
7.2.2 Experim ental Setup
As discussed in Section 2.4 and Nutbrown et a l (2000), the photon fluence and dose 
ratio methods require ion chamber measurements at a range of distances. The standard 
radiotherapy couch could provide neither the range of distances nor the precision in 
positioning required, so a transportable positioning table was designed and built. It 
consists of a 2 m optical bench mounted on a rugged framework. A sliding base to 
take the graphite or water phantom is mounted on the optical bench, which allows 
relative movements with a precision of better than ± 0.2 mm. The setup is shown in 
Figures 7.4 and 7.5.
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Figure 7.4 Positioning bench for dose conversion measurements
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Figure 7.5 Setting the distance of the water phantom 
The graphite phantom can be seen in the lower right of the picture
The main problem in setting up was making sure that the axis o f the bench was on-axis 
and parallel to the axis o f the linac. This was achieved by an iterative process using the 
linac pointer, field light and laser alignment system. As shown in Figure 7.5, an 
external transmission ion monitor was used to simplify the data acquisition process. 
Measurements were made at scaled and equal distances for the two phantoms so that 
both conversion methods described in Section 2.4 could be used. Two NE2561 
chambers were used and the measurements were repeated at each energy. There are a 
number o f correction factors required (e.g. for scattered radiation and pair production) 
which could not be easily determined for the clinical beam so values derived for the 
NPL linac were used. The individual uncertainties on these corrections were increased 
to take account o f potential differences in the photon spectra but, due to the size of the 
corrections, the added overall uncertainty in taking this approach was not significant.
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7.2.3 Discussion of results
The standard uncertainty for method A (photon fluence scaling theorem) and method 
B (dose ratio method) was estimated to be ± 0.35% and ± 0.43% respectively. The 
results for the two methods agreed within these uncertainties, which was re-assuring. 
The combined results are shown in Table 7.7, together with interpolated values from 
the NPL measurements of Bums and Dale (1990) and Nutbrown et a l (2000) 
(interpolation via TPR2010). Figure 7.6 shows the same data and indicates that the NPL 
beam qualities are very similar to clinical beams. The uncertainties on values taken 
from Burns et a l (1990) are the total uncertainties. The uncertainties on values taken 
from Nutbrown et a l (2000) and for the two clinical qualities are the uncertainties on 
the photon fluence method results and do not include type B uncertainties common to 
both methods.
Table 7.7 Comparison of factors for the clinical beams with those determined for the
NPL linac
water/graphite conversion factor (Nvv/Nc)
Energy TPR20lio measured derived from derived from
(MV) Bums et a l Nutbrown et a l
(1990) (2000)
6 0.679 1.1339 1.1361 1.1343
10 0.739 1.1400 1.1404 1.1413
Although these measurements indicate that there is no a significant difference 
between the NPL photon beams and those from a clinic linac, the choice of 
accelerator may have been fortuitous. However, the transportability of the positioning 
bench together with the success of experimental procedure means that this work could 
be repeated for other types of clinical linac (Varian and Siemens are the other major 
suppliers in the UK).
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Figure 7.6 Water/graphite conversion factors for 6 and 10 MV clinical qualities and for all NPL MV X-ray beams
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7.3 CALORIMETER MEASUREMENTS IN A RADIOTHERAPY CLINIC
7.3.1 Introduction
Although measurements at BIPM had demonstrated the calorimeter’s use as a transfer 
instrument, the main aim of the project is to measure absorbed dose directly in 
radiotherapy clinics. This was the test to see if the calorimeter fully meets the 
functional specification set out in Chapter 3. In addition to establishing that the 
calorimeter could be operated in a clinic, it was intended to carry out an initial 
investigation into the transfer of an ion chamber calibration from NPL to the user’s 
beam. The measurements were carried out at St Bartholomew’s Hospital in London 
with the co-operation of Elizabeth McCauley. The biggest constraint was the limited 
time available - two hours in the evening to set up the calorimeter and start the control 
system running, then another two hours the next morning to carry out all the 
calorimeter and chamber measurements. This timetable did not leave any room for 
major problems!
7.3.2 Experimental Setup
The experimental set-up is as described in Table 7.8 and shown in Figure 7.6
Table 7.8 Summary of setup for clinical measurements
Linac type 
Modality
Measurement depth 
Total thickness of 
calorimeter surround
6 MV X-rays
5.6 gem'2
10.6 gem"2
Varian 6EX
Body operating temperature 28 °C
SSD 1000 mm
Field size 10 x 10 cm 
6 Gymin'1Doserate (nominal)
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Although the linac is of a different type from that used in the water/graphite scaling 
work it was assumed that there were no significant differences in the photon spectrum 
between a Varian and Philips linac. NPL values for the water/graphite ratio were used, 
interpolated for the beam quality used (TPR2010 = 0.664).
Figure 7.6 Portable calorimeter set up in 6 M V  linac beam 
(For dosimetry work the standard couch top is replaced by a solid wood insert.)
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7.3.3 Calorimetry measurements
It was found that there was significant noise pickup as shown in Figure 1.1. This was 
present on both sensing channels, and was therefore some external source of noise 
(presumably the Linac). It was not possible to isolate the effect in the limited time 
available and therefore it was decided to continue with the calorimeter measurements.
t(s)
Figure 7.7 Typical calorimeter run
As the noise pickup appeared to be varying cyclically, an attempt was made to 
digitally extract the “real” calorimeter signal. However, this did not prove successful 
and therefore the calorimetry data was analysed as for previous investigations. The 
performance of the calorimeter is summarised in Table 7.9, and compared with data 
obtained at NPL.
184
Table 7.9 Comparison of calorimeter performance at clinic and NPL
St Barts NPL
Modality 6 MV X-rays 10 MV X-rays
rms noise level (pK) 12.8 6.2
dose delivered (Gy) 1.5 1.6
irradiation time (s) 20 20
standard deviation ± 0.90% ± 0.46%
standard uncertainty ± 0.25% ± 0.10%
Number of runs 13 20
The rms noise level is around twice that for measurements made at NPL (and BIPM) 
and this is reflected in the larger standard deviation for the same doserate. However, 
the standard uncertainty is low enough to enable a comparison of chamber and 
calorimeter doses. This is due, in part to the robustness of the fitting algorithms, as 
discussed in Section 5.1.
The issue of noise pickup will be a significant problem if it proves to be common to 
most radiotherapy linacs. This test may be the first indication that a DC bridge cannot 
provide the necessary noise rejection, although it may be due to some other effect 
such as positioning of equipment, DMM performance or incorrect operation of the 
linac. More measurements are required before a redesign need be considered.
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7.3.4 Ionisation chamber measurements
Once the calorimeter measurements had been completed, the chamber phantom was 
set up with the same SSD and a series of measurements carried out to determine the 
dose via the ion chamber together with the various corrections listed above in Table 
7.10.
Table 7.10 Correction factors required for St Barts measurements 
(To be applied to calorimeter reading)
Type of correction Value Std uncertainty 
(%)
Positioning 1.0000 0.10
Extra material 1.0052 0.02
Depth 1.0000 0.06
Scatter 0.9972 0.01
Inverse square 1.0019 0.04
Beam uniformity 1.0000 0.08
Gap effect 1.0078 0.17
Total correction 1.0121 0.23
The definitions of these corrections are as given in Section 6.5. The measured values 
are very similar to those obtained at NPL. Due to the limited time available it was 
only possible to set up the calorimeter once so it is assumed that the positioning was 
correct. The beam uniformity correction was obtained from data provided by the 
clinic. The same gap correction as obtained for the NPL 6 MV beam was used. The 
majority of modem linacs deliver high doserates by operating at a relatively low pulse 
repetition frequency and large value of the dose per pulse. This leads to a large ion 
recombination correction of the order of 1% for an NE2611 chamber (measured using 
the half-voltage technique).
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7.3.5 Discussion of results
Using a graphite calibration factor for the chamber (derived from comparison with the 
photon primary standard at NPL) the output factors for the calorimeter and chamber 
were compared:
Dose , 0 7588---------------= U /3 8 8  = J QQgg
D o se ian 0 7 536
where the doses (talcing all corrections into account) are given in terms of cGy per 
MU (monitor unit). The overall standard uncertainty is estimated to be ± 0.71% and 
therefore the agreement is (just) within the measurement uncertainties. As discussed 
in Section 6.5, it is thought that the primary standard photon calorimeter under-reads 
by ~ 0.3% which, if confirmed, will improve the level of agreement (and reduce the 
overall uncertainty). It is also useful to compare the calorimeter/chamber ratio with 
the values obtained in NPL beams (see Table 7.11) as such a comparison removes the 
uncertainty due to the primary standard calorimeter.
Table 7.11 Comparison of calorimeter/chamber doses for different beams
Modality Calorimeter dose/
Chamber dose
60Co (NPL) 1.0044
10 MV X-rays (NPL) 1.0060
6 MV X-rays (St Baits) 1.0068
The overall standard uncertainty on each ratio is estimated to be ± 0.46% and the 
agreement between the measurements is therefore very good. Although this is only a 
single measurement, it indicates that there is no significant uncertainty introduced by 
the transfer of the chamber calibration from NPL to the clinic.
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7.4 CONCLUSION
The calorimeter has been successfully tested at two external radiation facilities. These 
trials have clearly demonstrated that the calorimeter meets the functional specification 
set out at the beginning of this project. The calorimeter is robust, having survived a 
journey of several hundred miles by car. Setup and operation were achieved within the 
required timescale and the measurement uncertainty obtained was close to that of 
primary standard calorimeters (and similar to that obtained at NPL). The first use of 
the calorimeter in a radiotherapy clinic has highlighted the reasons why calorimetry in 
such facilities is rarely attempted. The combination of lack of time and an 
environment unsuited to making low noise electrical measurements means that it is a 
significant challenge to match the measurement uncertainties achieved at NPL.
The conversion from absorbed dose to graphite to absorbed dose to water in a clinical 
photon beam has also been investigated. It was demonstrated that the same method as 
employed at NPL could be used in the clinic and water/graphite conversion factors 
were obtained for two photon beams. The conclusion of this work was that there was 
no significant difference between the beams from the NPL accelerator and that of a 
Philips SL15 linac.
The intercomparison between NPL and BIPM is not complete as the BIPM standard 
has not been re-commissioned in the new 60Co beam. However, a comparison of the 
portable calorimeter with an ion chamber traceable to the NPL primary standard 
photon calorimeter gave a dose ratio of 1.0006 (standard uncertainty of ± 0.66%).
This result was very similar to that obtained in the NPL 60Co beam (see Chapter 6) 
and indicated that transporting the calorimeter had not affected its performance. The 
investigation at the radiotherapy clinic, again comparing the portable calorimeter with 
an ion chamber traceable to the NPL primary standard photon calorimeter gave a dose 
ratio of 1.0068 (standard uncertainty of ± 0.71%). This result indicates that, for this 
particular accelerator, there is no significant uncertainty introduced by the transfer of 
the chamber calibration from NPL to the clinic. Further measurements in a range of 
clinical beams are required to confirm this result.
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8 SUMMARY OF THESIS AND CONCLUSIONS
This project has described the design, construction and testing of a calorimeter that 
can measure absorbed dose to water directly in a radiotherapy clinic. Absorbed dose is 
usually measured in the clinic using some type of ionisation chamber, but an ion 
chamber does not measure the quantity of interest - absorbed dose - directly and must 
be calibrated against an absolute device. This is usually done at a primary standards 
laboratory such as NPL. Because the types of linac used at standards laboratories are 
generally very different from those used in radiotherapy clinics an error could be 
introduced in the transfer of chamber calibrations from standards lab to the clinic. 
Results of audit measurements earned out by NPL in UK radiotherapy clinics indicate 
any absolute error in the transfer of dose in photon beams is no more than 1%. 
However, this value is not precise enough as, to achieve the required uncertainty in 
measuring the linac output in the clinic, the error must be measured with an accuracy 
of better than 0.5%. There are a number of ways to investigate this problem but the 
most direct is to operate an absolute dosimeter in radiotherapy clinics.
A review of the options was carried out and a number of techniques were considered, 
including the Fricke dosimeter system, ionometry and calorimetry. At the basis of this 
project is the requirement to be able to measure absorbed dose absolutely in a variety 
of locations - both standards laboratories and radiotherapy clinics - in both photon and 
electron beams. At present the only technology that can meet this requirement is 
calorimetry. From the review of methods it is possible to develop a design 
specification for the calorimeter. It should operate in both high energy photon and 
electron beams and electron beams at doserates in the range 1 Gy min'1 to 100 Gy 
min'1. It must be portable to allow measurements at radiation facilities external to 
NPL, primarily in the UK but also in other countries. The uncertainty in the 
measurement of absorbed dose should be close to that of primary standard 
calorimeters (i.e. achieve a standard uncertainty in the measurement of absorbed dose 
to water of the order of ±0.7%) and it must be able to calibrate an ion chamber at 
both the standards laboratory and the external facility.
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Having identified the basic functions of the calorimeter a literature review was earned 
out, revealing a wide variety of approaches to solving the main challenges of therapy- 
level calorimetry - measuring the very small temperature rise produced and providing 
a stable background against which this temperature rise can be measured. However, 
this review did not reveal a calorimeter that matched the design specification of this 
project and therefore a new design of calorimeter was required.
The design and construction of the portable calorimeter can be split into three distinct 
parts: definition of the volume in which the dose is to be measured; provision of a 
stable background against which radiation-induced temperature rise can be measured; 
and a system to measure this temperature rise. A prototype portable calorimeter was 
constructed from graphite using a solid surrounding body to provide the temperature 
control and a DC bridge-based temperature measurement system, and a series of tests 
were earned out in high energy photon beams to evaluate performance and identify 
any obvious problems in the design. In the light of these initial tests a second version 
of the calorimeter was constructed, with increased robustness and improved electrical 
shielding. A thorough validation of the Mark 2 calorimeter was then successfully 
carried out. The temperature control system was extensively tested and coped with a 
wide range of environments, typically maintaining the temperature of the calorimeter 
core too within ±0.1 mK over several hours. Operation at doserate as low as 1 Gymin* 
1 was achieved, indicating that measurements in any radiotherapy linac should be 
feasible (where doserates are typically greater than 3 Gymin'1). Characterisation in 
terms of dose, doserate, energy, and operating temperature showed no dependance on 
these quantities within the measurement uncertainties. The overall standard 
uncertainty in the calibration of an ionisation chamber in terms of absorbed dose to 
graphite is estimated to be ± 0.37%, a value very close to the primary standards 
themselves. A comparison with the NPL primary standard calorimeters was earned 
out giving agreement within the measurement uncertainties. This indicated no 
significant error in the operation of the portable calorimeter.
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Table 8.1 Summary of calorimeter performance
Parameter Specification Achieved in this project
Temperature control ±0.1 mK over 1 hour ±0.1 mK over several hours
Minimum 1 Gymin'1 1 Gymin'1
operational doserate
Portability Operate in UK and Operation demonstrated in two
international facilities radiotherapy clinics and one 
standards laboratories
Uncertainty Close to that of primary Dose to graphite = 0.37%
standard calorimeters Dose to water = 0.70%
(0.7% for dose to water)
Accuracy Agree with present NPL D O S e  portab le/ prim ary 1.0052
primary standard Standard uncertainty = 0.63%
calorimeters
Following on from this the calorimeter was successfully tested at two external 
radiation facilities. Intercomparisons between national laboratories are generally 
earned out via the exchange of calibrated ionisation chambers. This calorimeter 
allows a direct measurement of absorbed dose using the same equipment at both 
laboratories, removing some of the possible systematic errors associated with the use 
of ion chambers. Testing at the Bureau International des Poids et Mesures (BIPM) 
confirmed this application of the calorimeter.
The conversion from absorbed dose to graphite to absorbed dose to water in a clinical 
photon beam was also investigated. It was demonstrated that the same method as 
employed at NPL could be used in the clinic and water/graphite conversion factors 
were obtained for two photon beams. The conclusion of this work was that there was 
no significant difference between the beams from the NPL accelerator and that of a 
Philips SL15 linac. Although there are a number of other manufacturers that supply 
linacs this result indicates that the calorimeter can be used to realise absorbed dose to
191
water in the radiotherapy clinic.
The first use of the calorimeter in a radiotherapy clinic has highlighted the reasons 
why calorimetry in such facilities is rarely attempted. The combination of lack of time 
and an environment unsuited to making low noise electrical measurements means that 
it is a significant challenge to match the measurement uncertainties achieved at NPL. 
The investigation at the radiotherapy clinic compared the portable calorimeter with an 
ion chamber traceable to the NPL primary standard photon calorimeter and gave a 
dose ratio of 1.0068 (with a standard uncertainty of ± 0.71%). This result indicated 
that, for this particular accelerator, there was no significant uncertainty introduced by 
the transfer of the chamber calibration from NPL to the clinic. Further measurements 
in a range of clinical beams are required to confirm this result.
Table 8.2 Comparisons between portable and primary standard calorimeters
Location Dose Standard uncertainty
(portable/primary) (%)
NPL 1.0052 0.63
BIPM 1.0006 0.66
Radiotherapy clinic 1.0068 0.71
These trials demonstrated that the calorimeter meets the functional specification set 
out above. The calorimeter is robust, having survived journeys that took in the capital 
cities of France and Great Britain. The calorimeter can be taken to external radiation 
facilities and can be relied on to operate correctly within a short space of time. 
External operation was demonstrated in 60Co and megavoltage photon beams and the 
system is now ready for regular measurements “in the field”.
192
Malcolm McEwen, Russell Thomas and David Bums in front of the pavilion at BIPM 
at the end of a successful test of the portable calorimeter
fVorf^  Tints ft, (pu6Cisfi 
MicfiaeC Taraday 1791-1867
193
9 BIBLIOGRAPHY
References are listed by chapter 
2 Radiation Dosimetry
ICRU (International Commission on Radiation Units and Measurements) 1984 
Radiation dosimetry: electron beams with energies between 1 and 50 MeV, ICRU 
Report 35 (Bethesda, MD: ICRU)
ICRU (International Commission on Radiation Units and Measurements) 1998 
Fundamenal Quantities and Units for Ionizing Radiation ICRU Report 60 (Bethesda, 
MD: ICRU)
Klassen N V, Ross C K and Shortt K R 1994 Water calorimetry: Model and 
Experiment Proc. of NPL Calorimetry Workshop (Teddington: National Physical 
Laboratory)
Fricke H and Morse S 1929 The actions of x-rays on ferrous sulfate solutions Phil. 
Mag. [7] 7 pl29
Feist H 1982 Determination of the absorbed dose to water for high energy photons 
and electrons by total absoiption of electrons in ferrous sulfate solution Phys. Med. 
Biol. 27 1435-1447
Ross C K, Klassen N V and Shortt K R 1994 The development of a standard based on 
water calorimetry for the absorbed dose to water Proc. of NPL Calorimetry Workshop 
(Teddington: NPL)
Knoll G F 1999 Radiation Detection and Measurement 3rd ed (New York: Wiley)
194
McPherson M S 1998 Accurate measurements of the collision stopping powers for 5 
to 30 MeV electrons PhD thesis PIRS-0626, (Ottawa: INMS, NRC)
Owen B 1975 Calibration of the NPL linear accelerator using a HPGe spectrometer 
NPL internal report
Comite Consultatif pour les Etalons de Mesure des Rayonnements Ionisants 
(CCEMRI) (Section I) 1985 Report to the Comite International des Poids et Mesures 
8th Meeting CCEMRI(I) ed S C Ellis (Paris: BIPM)
Boutillon M and Peroche A-M 1993 Ionometric determination of absorbed dose to 
water for cobalt-60 gamma rays Phys. Med. Biol 38 439-454
Klevenhagen S C 1993 Physics and Dosimetry of Therapy Electron Beams (Madison: 
Medical Physics Publishing)
Bass G A 2001 private communication on the operation of an extrapolation chamber 
for Beta-ray dosimetry
Rogers DWO, Faddegon B A, Ding G X, Ma C-M, Wei J and Mackie T R 1995 
BEAM: A Monte Carlo code to simulate radiotherapy treatment units Med. Phys. 22 
p503 - 524.
ICRU (International Commission on Radiation Units and Measurements) 1984 
Stopping powers for electrons and positrons (ICRU Report 37) (Bethesda, MD: 1984)
Berger M J and Seltzer S M 1982 Stopping power and ranges of electrons and 
positrons NBS Report NBSIR 82-2550 (Washington: National Bureau of Standards)
195
Feist H and Muller U 1989 Measurement of the total stopping power of 5.3 MeV 
electrons in polystyrene by means of electron beam absorption in ferrous sulphate 
solution Phys. Med. Biol. 34 1863
McEwen 1993 Measurement of the stopping power of graphite MSc thesis (London: 
UCL)
Rogers D W O and Faddegon B A 1992 Re-evaluation of the total stopping power of 
polystyrene for 5.3 MeV electrons Phys. Med. Biol. 37 969-83
Bums D T, Duane S and McEwen M R 1995 A new method to determine ratios of 
electron stopping powers to an improved accuracy Phys. Med. Biol. 40 733-9
Ross C K and McPherson M S 1996 Comments on ‘A new method to determine ratios 
of
electron stopping powers to an improved accuracy’ Phys. Med. Biol. 41 785-788
McEwen M R, Williams A J and DuSautoy A R 1998 Trial calibrations of therapy 
level electron beam ionisation chambers in terms of absorbed dose to water NPL 
Report CIRM 20 (Teddington: NPL)
Faddegon B A, Ross C K and Rogers D W O 1992 Measurement of collision stopping 
powers of graphite, aluminium and copper for 10 and 20 MeV electrons Phys. Med. 
Biol. 37 1561-71
Sephton J P, McEwen M R and Sharpe P H G 2001 Determination of the 
water/alanine stopping power ratio to be published
Burns J E and Dale J W G 1990 Conversion of absorbed-dose calibration from 
graphite to water NPL Report RSA(EXT)7 (Teddington: NPL)
196
Pruitt J S and Loevinger R 1982 The photon-fluence scaling theorem for Compton- 
scattered radiation Med. Phys. 9 176-179
Leitner A and Witzani J 1994 The realisation of the unit of absorbed dose at the BEV 
Proc. of NPL Calorimetry Workshop (Teddington: NPL)
Nutbrown R F, Duane S, Shipley D R and Thomas R A S 2000 Evaluation of factors 
to convert absorbed dose calibrations in graphite to water or mega-voltage photon 
beams NPL Report CIRM 37 (Teddington: NPL)
Boutillon M 1986 Determination of absorbed dose in a water phantom from 
measurement of absorbed dose in a graphite phantom Rapport BIPM-81/2 rev 1986 
(Sevres: Bureau International des Poids et Mesures)
Sharpe P H G, Sephton J P 1999 Alanine dosimetry at NPL - the development of a 
mailed reference dosimetry service at radiotherapy dose levels Proc. Symp on 
Techniques for high dose dosimetry in industry, agriculture and medicine, Vienna, 
1999 (Vienna: IAEA) pl83-189
Mehta K 1999 High-dose dosimetry programme of the IAEA Proc. Symp on 
Techniques for high dose dosimetry in industry, agriculture and medicine, Vienna, 
1999 (Vienna: IAEA) pi 1-18
Mane D, Ferreira IH, Bridier A, Bjoreland A, Svensson H, Dutreix A and J 
Chavaudra 2000 Energy conection factors of LiF powder TLDs inadiated in high- 
energy electron beams and applied to mailed dosimetry for quality assurance networks 
Phys. Med. Biol. 45 3657-3674
Laub W U, Kaulich T W and Fridtjof N 1999 A diamond detector in the dosimetry of 
high-energy electron and photon beams Phys. Med. Biol. 44 2183-2192.
197
Planskoy B 1980 Evaluation of diamond radiation dosemeters Phys. Med. Biol. 25
Ramani R, Russell S and O’Brien P 1997 Clinical Dosimetry Using MOSFETS Int. 
Jour. Rad. One. Biol. Phys. 37 956-964
Izewska J, Bera P, Andreo P, Meghzifene A 2000 Thirty Years of the IAEA/WHO 
TLD Postal Dose Quality Audits for Radiotherapy Proc. World Congress on Medical 
Physics (Chicago: AAPM)
IPSM (Institute of Physical Sciences in Medicine) 1990 Code of Practice for high- 
energy photon therapy dosimetry based on the NPL absorbed dose calibration service 
Phys. Med. Biol. 35 pl355-1360
American Association of Physicists in Medicine (AAPM) 1999 AAPM’s TG-51 
protocol for clinical reference dosimetry of high-energy photon and electron beams 
Report of AAPM Radiation Therapy Committee Task Group No. 51 Med. Phys. 26 
1847-70
International Atomic Energy Agency (IAEA) 2000 Absorbed Dose Determination in 
External Beam Radiotherapy (IAEA Technical Reports Series No. 398) (Vienna: 
IAEA)
Rosser IC E, Owen B, DuSautoy A R, Pritchard D H, Stoker I, Brend C J 1994 The 
NPL absorbed dose to water calibration service for high energy photon beams Proc. 
Int. Symp. on Measurement Assurance in Dosimetry (IAEA-SM-330/35) ed S P Flitton 
(Vienna: IAEA) p73
Andreo P 2000 On the beam quality specification of high-energy photons for 
radiotherapy dosimetry Med. Phys. 27 p434-440
198
Rogers 2000 Comment on “On the beam quality specification of high-energy photons 
for radiotherapy dosimetry” Med. Phys. 27 p441-444
Joint working party of the British Institute of Radiology and Hospital Physicists 
Association 1983 Central axis depth dose data measured in water BJR Report 17
Karlsson M and Nystrom H 1993 Beam quality specifications of photon beams Proc. 
Int. Symp. on Measurement Assurance in Dosimetry (IAEA-SM-330/54) ed S P Flitton 
(Vienna: IAEA) p73
Kosunen A and Rogers D W O 1993 Beam quality specification for photon beam 
dosimetry Med. Phys. 20 1181-1188
Duane S, Nutbrown R F and Thomas R A S 2001 Megavoltage photon beam quality 
specifiers to be published
Wessels B W, Paliwal B R, Parrot M J and Choi M C 1979 Characterization of 
Clinac-18 electron-beam energy using a magnetic analysis method Med. Phys. 6 p45
de Almeida C E and Almond P R 1974 Energy calibration of high energy electrons 
using a Cerenkov detector and a comparison with different methods Phys. Med. Biol. 
19 p476
Almond P R 1967 The physical measurements of electron beams from 6 to 8 MeV: 
absorbed dose and electrical calibration Phys. Med. Biol. 12 pl3
Williams A J 1994 Measurement of the NPL linear accelerator beam energy by totally 
absorbing calorimetry MSc. Thesis (London: University College London)
Klevenhagen S C 1985 Physics of electron beam therapy (Bristol: Adam Hilger) p65
199
Patel IM 2000 Development of a simple QA system and associated equipment for the 
NPL electron linear accelerator Industrial Training Report (Teddington: National 
Physical Laboratory)
IPEMB (Institute of Physics and Engineering in Medicine and Biology) 1996 The 
IPEMB code of practice for electron dosimetry for radiotherapy beams of initial 
energy from 2 to 50 MeV based on an air kerma calibration. Phys. Med. Biol. 41 
p2557
Allahverdi M, Nisbet A, Thwaites D 1 1999 An evaluation of epoxy resin phantom 
materials for megavoltage photon dosimetry Phys. Med. Biol. 44 1125-1132
United Kingdom Department of Health 2000 A Survey of Radiotherapy Services in 
England (1999)
Thwaites D I, Williams J R, Aird E G, Klevenhagen S C and Williams P C 1992 A 
dosimetric intercomparison of megavoltage photon beams in UK radiotherapy centres 
Phys. Med. Biol. 37 p445
Nisbet A and Thwaites D 11997 A dosimetric intercomparison of electron beams in 
UK radiotherapy
centres Phys. Med. Biol. 42 p2393
McEwen M R, Duane S, Thomas R A S and Rosser K E 2001 The Role of the 
National Physical Laboratory in monitoring and improving dosimetry in UK 
radiotherapy Journal of Medical Physics 26/4 p266-272 (Association of Medical 
Physicists of India)
UKAS (United Kingdom Accreditation Service) 1995 The Expression of Uncertainty 
and Confidence in Measurement and Calibrations (Report NIS 3003 Edition 8) 
(Teddington: UKAS)
200
3 Calorimeter Design
Williams A J, Bums D T and McEwen M R 1993 Measurement of the specific heat 
capacity of the electron beam graphite calorimeter (NPL Report RSA(EXT)40) 
(Teddington: National Physical Laboratory)
Galbraith D M, Rawlinson J A and Munro P 1984 Dose errors due to charge storage 
in electron irradiated plastic phantoms Med. Phys. 11 197-302
Mattsson L O and Svensson H 1984 Charge build-up effects in insulating phantom 
materials Acta Radiol. Oncol. 23 p393-9
Thwaites D 1 1984 Charge storage effects on dose in insulating phantoms irradiated 
with electron beams Phys. Med. Biol. 29 pi 153-6
Pitchford W G and Thwaites D 1 1985 Effect on dose of charge storage in electron 
irradiated insulating phantoms Med. Biol. Eng. Comput. 23 (Supplement) 610-11
White D R, Martin R J and Darlison R 1977 Epoxy resin-based tissue substitutes Br. 
J. Radiol. 50 814-21
Constantinou C, Attix F H and Paliwal B R 1982 A solid water phantom material for 
radiotherapy x-ray and (-ray beam calibrations Med, Phys. 9 436-41
Nisbet A and Thwaites D 1 1998 An evaluation of epoxy resin phantom materials for 
electron dosimetry Phys. Med. Biol. 43 1523-1528
Genna S and Laughlin J S 1956 Local absorbed dose determination by direct 
calorimetric measurement Radiat. Res. 5 p604
Domen S R and Lamperti P J 1974 J. Res. Natl. Bur. Stand. (US) 78 p595
201
Domen S R, Lamperti P J and Mikado T 1976 Direct comparisons of the NBS 
absorbed dose calorimeters irradiated with 20 and 50 MeV electrons NBSIR 76-1023 
(Washington: National Bureau of Standards)
Cross C 1988 The construction of a graphite microcalorimeter for the measurement of 
absorbed dose (NPL Report RS(EXT)96) (Teddington: National Physical Laboratory)
Grimbergen T W M 1994 Changes of the electrical calibration factor observed for the 
NMi graphite calorimeter Proc. of NPL Calorimetry Workshop (Teddington: NPL)
McDonald J C, Laughlin J S and Freeman R E 1976 Portable tissue equivalent 
calorimeter Med. Phys. 3 p80
Rao IS S and Nailc S B 1980 Graphite calorimeter in water phantom and calibration 
of ionization chambers in dose to water for 60Co gamma radiation Med. Phys. 7 pi96
Williams A J ed. 2000 Proceedings of the NPL Workshop on Recent Advances in 
Calorimetric Absorbed Dose Standards (Teddington: National Physical Laboratory)
Williams A J 1999 A status report on the NPL water calorimeter (NPL Report CIRM 
22) (Teddington: National Physical Laboratory)
McEwen MR 1991 The electron-beam water calorimeter project at the National 
Physical Laboratory (NPL Report RSA(EXT)30) (Teddington: National Physical 
Laboratory)
Pielcsma M, van Dijk E and Aalbers A H L 2000 The NMi absorbed dose to water 
calorimeter Proceedings of the NPL Workshop on recent advances in calorimetric 
absorbed dose standards (Teddington: National Physical Laboratory)
202
Domen S R 1994 A sealed water calorimeter for measuring absorbed dose J. Res.
Natl. Inst. Stand. Technol. 99 p 121
Humphreys J C, Walker M L, Puhl J M, Dick C E and McLaughlin W L 1993 Nucl. 
Inst. Meth. B 83 p563
Miller A and Kovacs A 1985 Calorimetry at industrial electron accelerators, Nucl. 
Instr. Methods B10/11 994
Miller A and McLaughlin W L 1975 Imaging and measuring electron beam dos 
distributions using holographic interferometry Nucl. Instr. Methods 128 p337
ICRU (International Commission on Radiation Units and Measurements) 1969 
Radiation dosimetry: X rays and gamma rays with maximum photon energies between
0.6 and 50 MeV, ICRU Report 14 (Bethesda, MD: ICRU)
Seuntjens J and Palmans H 1999 Correction factors and performance of a 4°C sealed 
water calorimeter Phys. Med. Biol. 44 p627-646
McEwen M R, Bums D T and Williams A J 1993 The use of thermistors in the NPL 
electron beam calorimeter (NPL Report RSA(EXT)41) (Teddington: National Physical 
Laboratory)
Williams A J 2000 A comparison of AC and DC Wheatstone bridges for the purpose 
of high precision temperature measurement Proceedings of the NPL Workshop on 
recent advances in calorimetric absorbed dose standards (Teddington: National 
Physical Laboratory)
Sanders R P and Thomas C G 1991 A precision voltage supply for the NPL primary 
standard electron beam calorimeter (NPL Report RSA(EXT)24) (Teddington:
National Physical Laboratory)
203
4 Construction of Mark 1 Calorimeter
Richardson M  J 1984 Compendium of thermophysical property measurement methods 
Vol 1; Survey of measurement techniques, Chapter 17 ed Maglic, Cezairliyan and 
Peletsky (New York: Plenum Press)
5 Evaluation of Mark 1 Calorimeter and Construction of Mark 2
Owen B and DuSautoy A  R  NPL absorbed dose graphite calorimeter - correction for 
the effect of the gaps around the core in high energy photon radiation (NPL Report 
RSA(EXT)12 (Teddington: National Physical Laboratory)
Guerra A  S, Laitano R  F and Pimpinella M  1994 Gap effect at various depths in 
graphite calorimeter: experimental determination with variable field size at Co-60 
gamma-ray beam, Proceedings of NP L  Calorimetry Workshop (Teddington: National 
Physical Laboratory)
Nelson W  R, Hirayama H  and Rogers D  W  O  1985 The EGS4 code system Stanford 
Linear Accelerator Center Report SLAC-265
Cottens E, Janssens A, Eggermont G  and Jacobs R  1981 Absorbed dose calorimetry 
with a graphite calorimeter, and G-value determinations for the Fricke dosemeter in 
high energy electron beams, Proc. Int. Symp. on Biomedical Dosimetry: Physical 
Aspects, Instrumentation, Calibration (IAEA-SM-249/32) (Vienna: IAEA) pi89
6 Validation of Portable Calorimeter (Mark 2)
Bums D  T  1985 An automated charge monitoring system for the NPL linear 
accelerator (NPL Report RS(EXT)80) (Teddington: National Physical Laboratory)
204
Williams A J, McEwen M R and Burns D T 1998 A new beam current monitor for the 
NPL linear accelerator NPL Report CIRM(EXT) 012 (Teddington: National Physical 
Laboratory)
McEwen M R, Duane S, Stoker, I and DuSautoy A R 2001 A comparison of NPL 
graphite standard calorimeters in megavoltage photon and electron beams to be 
published
Nutbrown R F and Shipley D R 2000 Calculation of the Response of a NE2561 Ion 
Chamber in a Water Phantom for High Energy Photons NPL Report CIRM 40 
(Teddington: National Physical Laboratory)
Shipley D R and Duane S 1994 Determination of photon fluence spectra from the 
NPL Mobaltron 60Co unit NPL Report RS A(EXT) 46 (Teddington: National Physical 
Laboratory)
Duane S 1999 Private communication
Kawrakow I and Rogers D W O 2001 The EGSnrc Code System: Monte Carlo 
simulation of electron and photon transport NRCC report PERS-701 (Ottawa:
National Research Council)
7 Use of Calorimeter At External Facilities
P J Allisy-Roberts et al 2002 Comparison of the standards for absorbed dose to 
graphite and for absorbed dose to water of the NPL and the BIPM for 60Co gamma 
radiation (BIPM Report, in preparation).
205
Appendix A
McEwen M R, Williams A J and DuSautoy A R 2001 Determination of absorbed dose 
calibration factors for therapy level electron beam ionization chambers Phys. Med. 
Biol.46 p741
Burns D T, Ding G X and Rogers D W O 1996 R50 as a beam quality specifier for 
selecting stopping-power ratios and reference depths for electron dosimetry Med.
Phys. 23 p383
Burns D T, McEwen M R and Williams A J 1994 An NPL absorbed dose calibration 
service for electron beam radiotherapy, Proc. Int. Symp. on Measurement Assurance 
in Dosimetry (IAEA-SM-330/34) ed S P Flitton (Vienna: IAEA) p61
Mattsson L O, Johansson K A and Svensson H 1981 Calibration and use of plane- 
parallel ionisation chambers for the determination of absorbed dose in electron beams 
Acta Radiologica Oncology 20 p385
NACP (Nordic Association of Clinical Physicists) 1981 Electron beams with mean 
energies at the phantom surface below 15 MeV Acta Radiologica Oncology 20 (1981) 
p401
DuSautoy A R 1996 The UK primary standard calorimeter for photon beam absorbed 
dose measurement Phys. Med. Biol 41 pi37
Kemp LAW 1972 The NPL secondary-standard therapy-level x-ray exposure meter 
Br. J. Radiol. 45 775-8
206
Manufacturers
[ 1 ] S ol artron Mobrey
[2] Fluke-Wavetek
[3] Agilent Technologies U K  Limited 
(formerly Hewlett Packard)
[4] Keithley Instruments Ltd
[5] Carbone Lorraine
[6] Betatherm thermistors
[7] Morganite SGS
Edinburgh Ave, Slough, U K
Hurricane Way, Norwiclc, U K
Eskdale Road, Winnersh Triangle, 
Woldngham, U K
The Minster, 58 Portman Road, Reading, 
U K
www.carboneloiTaine.com
New Mill Lane, Eversley 
Hampshire, RG27 ORA
Quay Lane Industrial Estate,
Gosport, Hampshire, P012 4LJ
207
APPENDIX A NPL ABSORBED DOSE CALIBRATION PROCEDURES
FOR HIGH ENERGY PHOTON AND ELECTRON 
BEAMS
A.l NPL method for photons
In 1988 NPL launched a calibration service for secondary standard dosimeters in 
terms of absorbed dose to water for G0Co y-radiation and X-ray beams in the nominal 
range 4-19 M V  (Rosser et al, 1994). The accompanying U K  protocol was published 
in 1990 (IPSM, 1990). The calibration procedure is quite similar to that described 
above for electrons and has three stages:
1. Calibration of the NPL reference ionisation chambers against the primary 
standard graphite calorimeter in terms of absorbed dose to graphite.
2. Conversion of the calibration factors from absorbed dose to graphite to 
absorbed dose to water.
3. Comparison of user ionisation chambers with the NPL reference chambers in a 
water phantom at the same beam qualities as used for the calorimetry work in 
step 1.
The stalling point is again the reference depth in water and this is defined as 5 cm for 
photon energies below 12 M V  (TPR values below 0.75) and 7 cm above this energy. 
Both depths are on the descending part of the depth dose curve and this depth is 
chosen to be beyond the range of any primary electrons (e.g. collimator scatter). The 
graphite calorimeter used for photon measurements is different from that used in 
electron beams and is described by DuSautoy (1996). A  scaled measurement depth in 
graphite is derived by the ratio of electron densities and the NPL reference chambers 
are placed in a graphite phantom at the same measurement depth to give an absorbed 
dose to graphite calibration factor . For photon beams the reference chamber is the 
NE2561/2611 cylindrical chamber with a graphite-wall and aluminium central 
electrode, designed by Kemp (1972). The chamber type has a long history of use and
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the stability of chambers is very good, showing very small drifts in response over 
decades. The procedure to convert from absorbed dose to graphite to absorbed dose to 
water is as described in section 2.4, yielding an absorbed dose to water calibration 
factor, Nrefw, for the NPL reference chambers.
The calibration of user chambers is a straightforward comparison of ionisation 
measurements for the two chambers in a water phantom at the correct reference depth:
M ,
N  = N  ___-/i?  . /A INIyuser,w ref,w (A.I)
user, iv
The calibration factors are given as a function of TPR2010 (see below) and therefore 
the user interpolates the calibration data for their particular value of TPR20I0 and the 
dose is given by
Dw ~ MchiWNttser'W(TPR2010) (A.2)
where Mch w is the meter reading of the chamber/electrometer system.
DuSautoy (1996) reports a comparison between dose measured using the calorimeter 
(DCT;/)and the dose derived using air kerma standards and cavity theory (Dcav). In a 60Co 
beam a value for the ratio Dca/Dcav of 1.0019 was obtained. The overall standard 
uncertainty on this ratio was ±0.47% and therefore one can conclude that there is no 
significant difference in the doses within the measurement uncertainties.
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A.l NPL method for electrons
The calibration of ionisation chambers in electron beams in terms of absorbed dose to 
water is described in detail by McEwen et al (1998, 2001) and summarised here. The 
first step in carrying out the calibration of ion chambers is to define the reference 
depth at which measurements are made. Burns et al (1996) give an expression for the 
best choice of reference depth dw:
CL  = 0(5 - 01 (A.3)
where both dw and R50w are in cm. This depth is very close to the depth of the dose 
maximum in clinical beams at low energies, where the dose maximum is well defined. 
At higher energies, where the depth of dose maximum varies significantly from one 
accelerator to another for a given value of R50>w, this equation specifies a robust 
reference depth which is generally beyond the dose maximum. Burns et al showed 
that this choice of reference depth minimised the differences in the water/air stopping 
power ratio between different linacs (including N P L ’s research linac) so that the 
uncertainty in transferring a chamber calibration from one linac to another will be 
minimised.
If the reference depth in graphite, dg, is chosen such that
R<d = 5°’g ds R w (A.4)
50,1V
then the electron spectrum at the reference depth will be similar for each phantom.
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The NP L  electron beam graphite calorimeter (McEwen et al, 1998; Bums et al 1994) 
is then used at NPL to calibrate a set of reference chambers in graphite at this 
reference depth;
N , s- (A.5)
ref,g
where Nrefg is the absorbed dose-to-graphite calibration factor for each reference 
chamber and Mrefg is the corrected chamber reading at the depth dg in graphite and Dg 
is the dose recorded by the calorimeter.
The absorbed dose to water calibration factor Nuserw for a user chamber is derived by 
direct comparison of the user chamber against an NPL reference electron chamber at a 
reference depth dw in a water phantom in the NPL beam. According to the modified 
Spencer-Attix cavity theory this is given by
AT =  AT r^efw Prefw Sw/air 
ttser,w ref,g M (A.6)
user,w ‘ reftg g/air
Here, Mref w and Muser w are the corrected chamber readings at the depth dw in water, for 
the reference and user chambers respectively. The perturbation factors, prefw and prefg, 
for the reference chamber correct for the presence of the chamber in water and 
graphite respectively, while sw/air and sg/air are ratios of mean stopping powers of water 
and graphite, respectively, to those of air. Burns et al (1995) describe one method of 
obtaining the ratio of stopping powers. To reduce the dependence on any one 
chamber, the value of Mref w is taken as the mean response of a set of four NPL 
reference chambers.
This procedure can be used to calibrate any chamber type as the factors in Equation 
A.6 apply to the NPL reference chambers, not the user chamber. After some years of 
experimental investigation, NPL has chosen the N A C P  chamber type (Mattson et al, 
1981; NACP, 1981) as its reference chamber (specifically the NACP-02 design
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manufactured by Scanditronix). This chamber is widely used throughout the medical 
physics community and can operate over the whole energy range of interest. The 
N A C P  chamber is a good design with a small (if not zero) perturbation correction.
Technically, the calibration factor derived from Equation A.6 should only be applied 
at that value of R 50. However, a plot of the calibration factor against R 50 reveals a 
smooth curve and therefore it is reasonable to treat the individual calibration points as 
being part of a continuous set. The application of the chamber calibration factor, 
N"Serw, to measure absorbed dose is then very straightforward. With the chamber 
positioned at the reference depth, zref, a meter reading is taken and the dose is given by
= Mch„ N„«r,3R50,D> (A.7)
where the correct value of Nuserw is interpolated from the table of calibration data for 
the particular chamber.
A.3 Water-equivalence of non-water phantoms
Although water is the medium of interest for radiotherapy dosimetry the practicalities 
of using water has meant that solid phantoms are preferable for routine measurements. 
P M M A  and polystyrene have been used for many years but more recently there have 
been a number of epoxy-based materials which are designed to be water equivalent. 
The big advantage of water equivalence is that the in-water calibration factor for an 
ion chamber can be used in the solid phantom without any correction factors. 
Dosimetry protocols have prescribed ways to use a water absorbed-dose calibration 
factor for an ion chamber in a solid phantom.
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i)  E le c ti on beams
The approach followed here is that described in the IPEMB 1996 Code of Practice. 
The basic requirement for the application of the calibration factor is that the air in the 
cavity responds to the same electron fluence as that at the depth of interest in the 
undisturbed medium. To ensure this, a depth conversion must be effected to 
determine zweJp the effective depth in water at which the mean energy Ez is the same 
as at depth znon.w in the alternative phantom material. This ensures that the shapes of 
the electron fluence energy spectra are as similar as possible. IPEMB (1996) use a 
scaling by the ratio of practical ranges in the two media based on measured values:
rj
_ p,water
water non-w (A.8)
p,non-water
where the range ratio or scaling factor is given the symbol Cpl. For plastic materials 
having close to unit density (e.g. polystyrene or epoxy-resin materials) Cpl has a value 
close to 1.00. However, if a material has a large value of Cpl* this does not exclude its 
use if the factor can be accurately determined and especially if there is no fluence 
correction required.
The next step is to take account of any differences in the magnitude of the electron 
fluence between the plastic at depth znon_w and water at depth zwater Such differences 
are mainly due to differences in scattering power between the two materials, but with 
a small additional contribution from the different distances between the source and the 
measuring point in the two situations. A  factor hm is employed to correct for this 
effect (NACP 1981), such that at equivalent depths
K + a J  = <S>no„-+„on-Jhm (A .9)
where ®  is the electron fluence. The fluences in plastic phantoms are generally less 
than in water in equivalent conditions, so hm is generally greater than unity. Values of 
hm are generally in the range 1.00-1.03 for standard plastic phantoms.
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The ion chamber reading is proportional to the mean dose to the air in the cavity, 
which in turn is proportional to the product of the electron fluence and the collision 
stopping power of air. Since at scaled depths the energy spectra are very similar, the 
stopping-power term will be the same in both media. Thus the meter reading 
appropriate to the effective depth in water can be written as
K ce r  (A.10)
The expression for the absorbed dose to water at the depth zwaler in water is then
fl, U  = M „o„-wa,erhm N D,w (A.11)
where the assumption is made that the calibration factor, NDw, evaluated at zmiter is 
independent of the fluence-ratio correction factor.
IPEMB (1996) estimates that the use of a non-water phantom introduces an additional 
uncertainty of 0.7% (1 s.d.) in the measurement of dose.
ii) Photon beams
Solid phantoms are not recommended for reference dosimetry (IAEA, 2000) as 
positioning in a photon beam is not as critical. The only factor that is required is a 
depth scaling which is taken as the ratio of electron densities. The same materials tend 
to be used as for electron beams and Allahverdi et al (1999) report the results of 
testing the water equivalence of some commercial materials.
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