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After briefly recalling the quantum entanglement-based view of Topological Phases of Matter in
order to outline the general context, we give an overview of different approaches to the classification
problem of Topological Insulators and Superconductors of non-interacting Fermions. In particular,
we review in some detail general symmetry aspects of the "Ten-Fold Way" which forms the foun-
dation of the classification, and put different approaches to the classification in relationship with
each other. We end by briefly mentioning some of the results obtained on the effect of interactions,
mainly in three spatial dimensions.
I. INTRODUCTION
Based on the theoretical and, shortly thereafter, experimental discovery of the Z2 Topological Insulators in d = 2
and d = 3 spatial dimensions dominated by spin-orbit interactions (see [1, 2] for a review), the field of Topological
Insulators and Superconductors has grown in the last decade into what is arguably one of the most interesting and
stimulating developments in Condensed Matter Physics. The field is now developing at an ever increasing pace in
a number of directions. While the understanding of fully interacting phases is still evolving, our understanding of
Topological Insulators and Superconductors of non-interacting Fermions is now very well established and complete,
and it serves as a stepping stone for further developments.
Here we will provide an overview of different approaches to the classification problem of non-interacting Fermionic
Topological Insulators and Superconductors, and exhibit connections between these approaches which address the
problem from very different angles. The exposition is meant to be fairly accessible. To set the stage we begin in section
II by briefly recalling the general quantum entanglement-based viewpoint of Topological Phases of Matter. Section
III addresses the classification of Topological Insulators (Superconductors) of non-interacting Fermions. In particular,
in section IIIA we review in some detail general symmetry aspects of the so-called "Ten-Fold Way" which forms the
underpinning of the classification problem, stressing its generality as well as its geometrical interpretation. In section
III B we present basic ideas of how to bring topology into the general framework of the "Ten-Fold Way", and explain the
result arising from the K-Theory classification of topological band theory for the translationally invariant Topological
Insulators (Superconductors) in the bulk. In section III C we review a very different, boundary-based approach to
the classification problem which exploits the inability of the boundaries of a non-interacting Topological Insulator
(Superconductor) to support an Anderson-insulating phase even for a strong amount of breaking of translational
symmetry ("disorder") - ‘lack of Anderson Localization’. In section IIID we address the source of the agreement
between the former bulk-based approach of topological band theory, requiring translational symmetry, and the latter
boundary-based approach using Anderson Localization in which translational symmetry is intrinsically broken. We
review in section III E a third perspective on the classification problem, that is also boundary-based, and exploits the
existence of what are known as Quantum Anomalies which prevent the boundary to exist as a consistent quantum
theory on its own, in isolation from the topological quantum state in the bulk. It was in the context of the classification
problem of Topological Insulators (Superconductors) of non-interacting Fermions that the importance of Quantum
Anomalies, well known for more than three decades from Quantum Field Theory in Elementary Particle Physics, was
first recognized as a very general tool to characterize these phases.[3] The importance of the characterization in terms
of Quantum Anomalies is that they are universal and persist beyond the non-interacting regime, and this has recently
been a very active area of study. Finally, in section III F we mention results on Fermionic Topological Insulators
(Superconductors) in d = 3 spatial dimensions in the presence of interactions. This example indicates that while there
are, expectedly, in many cases some significant differences between the interacting and non-interacting Topological
Insulators (Superconductors), the fully interacting classification appears to follow rather closely the ‘non-interacting
template’.
A number of technical details are delegated to four Appendices.
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2II. TOPOLOGICAL PHASES - ENTANGLEMENT PERSPECTIVE
Quantum entanglement turns out to provide an important and very instructive perspective[4] on topological quantum
states of matter. In particular, it is illuminating to distinguish two cases:
Case (1) - No Symmetry Constraints. Let us first consider a situation where the system under consideration is
not subject to any symmetry constraints. It turns out to be useful to distinguish so-called (1a) Short Range Entangled
(SRE), and (1b) Long Range Entangled (LRE) quantum states |s〉, depending on whether an "initial" state |s〉 = |s〉i
can (SRE), or cannot (LRE) be continuously transformed into a "final" direct product state |s〉f ,
|s〉f = Tg
[
e−i
∫ gf
gi
dg Hˆ(g)
]
|s〉i,
|s〉f = ...⊗ |s1〉i=1 ⊗ |s2〉i=2 ⊗ |s3〉i=3 ⊗ .... (1)
Here Hˆ(g) is a local “Hamiltonian” (depending on a parameter g) on which no symmetry condition is imposed, and
Tg is the usual ’time-ordering’ (in the parameter g acting as ‘time’ for purposes of ‘time-ordering’).[5] Long Range
Entangled (LRE) states turn out to have what is often called “intrinsic bulk topological order”: that is, they typically
possess ground state degeneracies on topologically non-trivial manifolds, anyonic excitations which may have fractional
quantum numbers, etc.. (These are all properties familiar, e.g., from the 2D fractional quantum Hall states, the 2D
Toric Code, etc..) Short Range Entangled (SRE) states, on the other hand, possess no such “intrinsic bulk topological
order”; they can all be continuously transformed into each other using Eq. (1), i.e. there is only a single SRE phase
in the current situation where no symmetry is imposed.
Case (2) - Systems with Symmetry Constraints. Let us now consider systems on which the condition is imposed
that they be invariant under some symmetry group G. In this case the class of Short Range Entangled (SRE) quantum
states can be richer and depends on the particular group G. First of all, there are ‘standard’ Short Range Entangled
(SRE) states which simply arise from spontaneously breaking of the symmetry of the system; let us call this Case
(2a.1). Second, there can be Short Range Entangled (SRE) states in which the symmetry of the system is not broken.
These are called Symmetry Protected Topological (SPT) states which form the focus of much of this review; let us
call this Case (2a.2). It turns out that in Case (2a.2) there can be several distinct phases, all possessing the same
symmetry, such that in going from one such phase to another a quantum phase transition has to be crossed with the
bulk gap closing. On the other hand, if we don’t impose the symmetry, the state can be continuously deformed into
a direct product state (since it is as SRE state, case (1a) above). Well known examples of SPT phases are the spin-1
chain of SU(2) quantum spins in the "Haldane Phase", as well as the non-interacting Fermion topological insulators
which form much of the focus of this review. But there are many others, and indeed, SPT phases can be viewed as
a generalization of the non-interacting topological insulator phases. Finally, there are Long Range Entangled (LRE)
states with given symmetry constraints. These are called Symmetry Enhanced Topological (SET) phases, Case (2.b),
but they will not form the subject of this review.
Let us briefly review key properties of SPT phases [4, 6–11], case (2a.2) above. They have a bulk gap and, as
already mentioned, no intrinsic bulk topological order (i.e. no anyons, no fractional quantum numbers, no ground
state degeneracy on topologically non-trivial manifolds, ...) In short, an SPT phase appears to exhibit no interesting
bulk properties. However, the distinguishing feature of an SPT phase, that reflects the ‘topologically non-trivial’
nature of the phase, consists in the fact that the boundary (to vacuum or a topologically different phase) is always
non-trivial in some way: Specifically, the boundary (i): must either spontaneously break the symmetry governing
the phase, or (ii): if gapped, must have intrinsic (boundary-, not bulk-) topological order (i.e. anyons etc. ...) ,
or else, (iii): must be gapless. In fact, the fundamental and characteristic property of an SPT phase resides in the
nature of its boundary: The (d-1)-dimensional boundary of a d-dimensional SPT state cannot exist in isolation as a
purely (d-1)-dimensional object. Rather, it must always be the boundary of some bulk theory in one dimension higher
(i.e. of a d-dimensional SPT state). We say that the theory on the boundary of an SPT phase ‘is anomalous’,
or ‘has an anomaly’. This property of SPT phases was first recognized in its general form in the context of non-
interacting Fermionic Topological Insulators in Ref. [3], where it was related to the notion of quantum anomalies
familiar from elementary particle physics. In the general case, including interacting theories, the properties of the
boundaries of SPT phases in the various physical spatial dimensions are today known to be as follows: 1.) The
(0+1)-dimensional boundary of a (1+1)-dimensional SPT phase is always gapless. (Gaplessness of a quantum theory
at a point in space, such as at the (0+1)-dimensional boundary, is understood to be the presence of a zero mode at
that point, i.e. a quantum state right at zero energy localized at that point.) 2.) The (1+1)-dimensional boundary of
a (2+1)-dimensional SPT phase is either gapless or spontaneously breaks the symmetry defining the phase. 3.) The
(2+1)-dimensional boundary of a (3+1)-dimensional SPT phase either spontaneously breaks the symmetry, carries
intrinsic (boundary) topological order, or is gapless.
As already mentioned briefly, Topological Insulators and Superconductors of non-interacting Fermions provide the
simplest examples of SPT phases (they were also the first examples of such phases that were discovered): A special
3property of these non-interacting Fermion SPT phases is that their boundaries happen to be always gapless [case (iii)
above]. As is the case for all SPT phases, they cannot exist in isolation, without being attached to a bulk Topological
Insulator (Superconductor) in one dimension higher. Topological Insulators and Superconductors of non-interacting
Fermions can be completely classified in any dimension of space. Here we will review different approaches to this
classification, and the interrelation between these approaches. This classification displays extremely interesting and
far-reaching general structures.
More general SPT phases are minimal generalizations of the non-interacting Fermion Topological Insulators (Su-
perconductors) to interacting system. This is currently a very active field of research and a number of interesting
results have recently emerged. Some will be quoted further below.
It should also be mentioned that there has been much recent progress on Bosonic SPT phases, which are concerned
with the physics of topological phases of systems of Bosons, or quantum spins. In particular, Chen, Gu, Liu and
Wen[4, 12] pointed out that the notion of Group Cohomology plays an important role as a classifying principle of
these (Bosonic) topological systems. Yet, Group Cohomology in its original form does not appear to exhaustively
classify all Bosonic SPT phases, or may require certain extensions. It should also be mentioned that a slightly
different direction consisting in the development of approaches focusing directly on physical properties of SPT phases
was initiated in Ref. [6] (and follow-up work). On the other hand, the full significance of a proposed generalization of
the Group Cohomology approach ("Group Super Cohomology"[13]), aimed at classifying interacting Fermionic SPT
phases, has not been fully understood to-date. In this review we will not focus on the Group Cohomology approach,
nor on Bosonic SPT phases.
III. CLASSIFICATION OF TOPOLOGICAL INSULATORS AND SUPERCONDUCTORS OF
NON-INTERACTING FERMIONS, AND THE TEN-FOLD WAY
Topological Insulators and Superconductors of Non-Interacting Fermions have been completely classified. Three
entirely different approaches to the classification problem have been used. These are:
- Anderson Localization (Schnyder, Ryu, Furusaki, Ludwig, 2008; 2009; 2010) [14–16]),
- Topology (K-Theory) (Kitaev, 2009)[17]),
and slightly later a perspective using
- Quantum Anomalies (Ryu, Moore, Ludwig, 2012) [3])
was developed. Below we will review these approaches, and put them in perspective with each other[18]. (For
additional recent work see [19], [20].)
In three spatial dimensions for example, only one Topological Insulator was known to exist prior to the appearance
of the classification. This was the Z2-Topological Insulator[1, 2, 21–29] characterized by the presence of strong spin-
orbit interactions. (This Topological Insulator belongs to Symmetry Class AII in the classification scheme discussed
in this review.) As a result of the classification, on the other hand, it was found that there exist precisely five dis-
tinct types of Topological Insulators (Superconductors) in every dimension of space. In three spatial dimensions, the
four new Insulators (on top of the above-mentioned Z2 Topological Insulator known before), include (i) Topological
Superconductors with spin-orbit interactions, and the 3B Helium Superfluid (to be referred to as belonging to Sym-
metry Class DIII in the classification scheme), as well as (ii) Topological Singlet Superconductors (to be referred to
as belonging to Symmetry Class CI in the classification scheme). This theoretical prediction, made as a consequence
of the classification scheme, has since nucleated experimental activity on both types of systems, three-dimensional
topological superconductors and the Helium 3B phase.[30]
A. The Ten-Fold Way: Framework for the Classification of Topological Insulators and Superconductors
The simplest and most fundamental classification scheme for Topological Insulators and Superconductors of non-
interacting Fermions, which is the one we will be reviewing here, applies to systems for which no symmetry that is
unitarily realized on the first quantized Hamiltonian is required to protect the topological phase. Unitarily realized
symmetries include for example translational invariance, invariance with respect to some internal symmetry such as
e.g. SU(2) spin-rotation symmetry, symmetries of an underlying crystal lattice, lattice inversion (‘parity’) symmetry,
etc.. It is of course also possible to ask what classification of Topological Insulators and Superconductors emerges when
4certain unitarily realized symmetries are required to protect a topological phase[31]. The answer to this question will
however clearly not be as universal in that it will depend on the specific unitarily realized symmetry group required
to protect the topological phase. (For Bosonic SPT phases the Group Cohomology approach aims at addressing
this question[4]. As already mentioned, the power of Group Cohomology to classify topological phases of Fermions
(this is ‘Group Super Cohomology’[13]) is currently not entirely understood.) For this reason we ask here the most
universal question possible, i.e. what topological phases of non-interacting Fermions can exist when no unitarily
realized symmetry of the first quantized Hamiltonian is required to protect the topological phase. In order to obtain
an exhaustive classification that incorporates all possible cases, one first needs to have a framework within which to
describe all possible Hamiltonians. This is the framework of the so-called "Ten-Fold Way" that we will now review.
After having reviewed this framework we will address the question as to which of those Hamiltonians are "topological"
and which are not.
Of course, even when a given unitarily realized group of symmetries is not required to protect a topological phase,
it may still be a symmetry of the Hamiltonian, i.e. it may commute with it. Given any first quantized Hamiltonian
invariant under an unitarily realized symmetry, we may always choose a basis in which the Hamiltonian takes on
block-diagonal form and the blocks possess no invariance properties with respect to the symmetry. That is, there are
no constraints on any of those blocks arising from the unitarily realized symmetry, and thus there will be no linear
operators that commute with any of them. (We will be more explicit below.) Since we are currently interested in
systems for which no unitarily realized symmetry is required to protect the topological phase, it will thus have to
be the properties of these block Hamiltonians that are responsible for the topological properties of the system, and
we will now focus on the properties of the blocks. Since the block Hamiltonians will not commute with any linear
operator, they must be very generic Hamiltonians. They can have very little specific structure[32]. What can we say
about the properties of such very generic first quantized Hamiltonians? It turns out, perhaps not unexpectedly, that
the only properties they can possess are certain reality conditions, meaning that the Hamiltonian is real or complex in
a suitable sense. Such reality conditions have in fact a very transparent physical meaning: They turn out to reflect the
properties of the Hamiltonian under time-reversal and charge-conjugation (particle-hole) symmetry operations. The
operations of time-reversal and charge-conjugation are fundamentally different from ordinary symmetry operations
since they are not realized by unitary, but rather by anti-unitary operators on the Hilbert space of the first quantized
Hamiltonian. [This is familiar from elementary quantum mechanics for time-reversal, but is also true for the charge
conjugation (particle-hole) operation when acting on the Hilbert space of the first quantized Hamiltonian, as we detail
below.] In fact, as we will now briefly review, there are only ten types of such block Hamiltonians, i.e. 10 ways such a
block Hamiltonian can respond to time-reversal and charge conjugation (particle-hole) symmetries. These ten types of
generic Hamiltonians were first disovered in foundational work in the context of random matrix theory by Zirnbauer,
and Altland and Zirnbauer[33–36].
Let us be more specific. First focus on non-superconducting systems, whose time-evolution is described in second
quantization by the second quantized Hamiltonian of the form
Hˆ =
∑
A,B
ψˆ†A HA,B ψˆB = ψˆ
†Hψˆ (2)
with Fermion creation and annihilation operators satisfying canonical anti-commutation relations
{ψˆA, ψˆ†B} = δA,B , {ψˆA, ψˆB} = {ψˆ†A, ψˆ†B} = 0. (3)
In the last equality of (2) we have denoted by ψˆ the column vector with components ψˆA, and by ψˆ† the row vector
with components ψˆ†A.[37] For convenience we have ‘regularized’ the system on a lattice: The label A denotes the lattice
site "i, j, ..." (i.e. A,B, ... = i, j, ...), or may be a combined index, e.g. denoting a lattice site "i" and the orientation
of Pauli-spin "σ = ±1" at that site (i.e. A = (i, σ)), etc.. Hence, the indices A,B, ... take on N values where N is the
number of lattice sites, or twice the number of lattice sites, etc.. The Hamiltonian H = {HA,B} in (2) is then a N×N
matrix of numbers, the first quantized (or single-particle) Hamiltonian, and we are interested in the thermodynamic
limit N >> 1. (For a superconducting system, this Hamiltonian is replaced by the Bogoliubov-de-Gennes (BdG)
Hamiltonian, and the vector ψˆ is replaced by the Nambu Spinor - see e.g. Appendix A for details. In all cases,
superconducting or not, HA,B is a N ×N matrix of numbers, the first quantized Hamiltonian, and we are interested
in the thermodynamic limit N >> 1. We continue here discussing the non-superconducting case.)
1. Unitarily Realized Symmetries
In the case where the Hamiltonian is invariant under a group G0 of symmetries that are linearly realized on the
single particle Hilbert space, there exists a set of unitary N ×N matrices U (= Ug a linear representation of G0 where
5g ∈ G0) which commute with the first quantized (‘single-particle’) Hamiltonian,
UHU† = H. (4)
In second quantized language this corresponds to operators Uˆ acting on the Fermion Fock space via
Uˆ ψˆA Uˆ−1 ≡
∑
B
U†A,B ψˆB , Uˆ ψˆ†A Uˆ−1 ≡
∑
B
ψˆ†B UB,A (5)
and commuting with the second quantized Hamiltonian
Uˆ Hˆ Uˆ−1 = Hˆ. (6)
In this situation, the first quantized Hamiltonian H (a N×N matrix) possesses a block-diagonal structure (as it is well
known from basic quantum mechanics). Specifically, the N -dimensional vector space V spanned by the single-particle
states |A〉 = ψˆ†A|0〉 (where A=1, ..., N, and |0〉 denotes the Fock Space vacuum) decomposes into a direct sum of
vector spaces Vλ associated with certain irreducible representations (irreps) λ of the group G0,
V =
certain irreps⊕
λ
Vλ. (7)
In each vector space Vλ a (orthonormal) basis can be chosen of the form |v(λ)〉α⊗|w(λ)〉k such that the group G0 acts
only on |w(λ)〉k but not on |v(λ)〉α, whereas the single particle Hamiltonian H acts only |v(λ)〉α and not on |w(λ)〉k.
(Here α = 1, ...,mλ and k = 1, ..., dλ where dλ is the dimension of the irreducible representation λ, and mλ is the
multiplicity with which λ occurs in the vector space V.) Thus each irrep. λ defines a block Hamiltonian H(λ) which
is a mλ ×mλ matrix with matrix elements H(λ)α,β = α〈v(λ)|H|v(λ)〉β .[38]
We can now ask the following question, which turns out to have a rather interesting answer: Fix a symmetry group
G0 and consider all possible single particle Hamiltonians H which commute with all symmetry operations in G0 that
are unitarily realized on the single particle Hilbert space. As we run through the set of all these Hamiltonians, what
sets of matrices does one obtain for the blocks H(λ)? The answer is that the resulting set of block Hamiltonians H(λ)
is independent of the symmetry group G0. It is also (essentially) independent of the irrep. λ. What is interesting
is that there turn out to be only ten possible such sets of matrices, and the complete list of corresponding quantum
mechanical time-evolution operators U (λ)(t) = exp{itH(λ)} associated with these Hamiltonian blocks is provided in
the column titled "Time evolution operator" of FIG.1. Thus, the question we have been asking (and its answer) is
very useful since it has made the problem of listing all block Hamiltonians tractable. It has turned the problem of
listing all Hamiltonians into a finite problem, no matter what the group G0 of unitarily realized symmetries is they
are invariant under, and what the irrep. λ. In section IIIA 3 below we will elaborate further on this result.
In order to better understand this result, we may ask the question: What can we say about the block Hamiltonians
H(λ)? They can only depend on very general properties of the quantum mechanical system under consideration, as
they are completely independent of any unitarily realized symmetries. The key to the answer lies in the well known
fact that any symmetry in quantum mechanics must be realized either by a unitary or by an anti-unitary operator
acting on Hilbert space. Because we have already exhausted the properties of a Hamiltionian following from any
unitarily realized symmetries, the only property that the block Hamiltonians may depend on is the behavior of the
underlying quantum mechanics under anti-unitarily realized symmetries. As we will review below, there are only
very few anti-unitarily realized symmetry operations (modulo unitarily realized symmetries), and this is the reason
why the resulting list is finite. Since anti-unitary symmetries involve complex conjugation, the presence or absence of
anti-unitary symmetries will imply only certain reality conditions on the block Hamiltonians. As we will now review,
there are only ten possibilities for this to happen.
2. Anti-Unitarily Realized Symmetries
We will now briefly list the relevant properties of three symmetry operations that can appear in connection with
anti-unitary symmetries. At the end of this section we show that there are no others.
Time-Reversal Symmetry: This is the most familiar anti-unitary symmetry operation. The operator Tˆ implementing
time-reversal symmetry on the Fermion Fock space of second quantization is defined by its action on Fermion creation
and annihilation operators by
Tˆ ψˆATˆ −1 =
∑
B
(U†T )A,B ψˆB ; Tˆ ψˆ†ATˆ −1 =
∑
B
ψˆ†B (UT )B,A; Tˆ iTˆ −1 = −i (anti− unitarity) (8)
6where UT is a unitary matrix. The second quantized Hamiltonian Hˆ is time-reversal invariant if and only if
Tˆ HˆTˆ −1 = Hˆ. (9)
Note that when acting on the time-evolution operator Uˆ(t) = exp{itHˆ}, one has Tˆ Uˆ(t)Tˆ −1 = Uˆ(−t), as desired
for time-reversal. Now, it is readily seen that the condition in (9) implies for the first quantized Hamiltonian the
condition
UTH
∗U†T = +H. (10)
This means that the first quantized Hamiltonian H is time-reversal invariant if and only if the Hamiltonian H∗ (where
all matrix elements are complex conjugate) is equal to the original Hamiltonian H up to a ‘rotation’ by a unitary
matrix UT . It will be convenient to introduce a special notation for the first quantized time-reversal operator (acting
on the single-particle space),
T ≡ Tˆ|first quantized. (11)
Equation (10) can then be written in the form
THT−1 = H, where T = UT ·K. (12)
Here K is the (anti-unitary) operator that implements complex conjugation, KHK−1 = H∗, where K2 = 1. As
is immediately checked, the square of the time-reversal operator Tˆ 2 is a unitary operator Uˆ as in (4, 5, 6), where
the associated unitary matrix is U = UTU∗T . It follows from (10) that the matrix UTU
∗
T commutes with H. We
are interested in the case where H is one of the block Hamiltonians H(λ) discussed below (7). Since these block
Hamiltonians turn out to run over an irreducible space of Hamiltonians (as we will see in more detail below), the
matrix UTU∗T must be a multiple of the identity matrix by Schur’s Lemma: UT U
∗
T = e
iγ1 (due to the unitarity of
that matrix the multiple must be a phase). Considering the matrix product UT U∗T UT = (UT U
∗
T ) UT = UT (U
∗
T UT ),
we obtain from the last equality eiγUT = UT e−iγ which implies eiγ = ±1, and thus UT U∗T = ±1.
We therefore conclude that there are three ways a Hamiltonian H can respond to time-reversal symmetry. Let us
denote these three possibilities by T = 0,+1,−1:
T =

0, when the Hamiltonian H is not time reversal invariant
+1, when the Hamiltonian H is time reversal invariant and T2 = +1
−1, when the Hamiltonian H is time reversal invariant and T2 = −1.
(13)
We end by noting that in the case where T2 = −1, we have Tˆ 2ψˆATˆ −2 = (−1)ψˆA, and Tˆ 2ψˆ†ATˆ −2 = (−1)ψˆ†A. Since a
state with a number of q Fermions is created from the Fock space vacuum by applying q Fermion creation operators,
we see that when T2 = −1, the second quantized time-reversal operator squares to the Fermion Parity operator,
Tˆ 2 = (−1)Fˆ = (−1)Qˆ (14)
where Qˆ =
∑
A ψˆ
†
AψˆA is the particle number operator. On the other hand, Tˆ 2 = 1 when T2 = 1.
Charge-Conjugation (Particle-Hole) Symmetry: There turns out to be a similar way of classifying the behavior of
the first quantitzed Hamiltonian H under charge-conjugation (particle-hole) symmetry. It is most convenient to first
recall the definition of the second quantized operator Cˆ which implements charge-conjugation (particle-hole) symmetry
on the Fermion Fock space:
CˆψˆACˆ−1 =
∑
B
(U∗†C )A,B ψˆ
†
B ; Cˆψˆ†ACˆ−1 =
∑
B
ψˆB (U
∗
C)B,A; Tˆ iTˆ −1 = +i (unitarity) (15)
where UC is a unitary matrix. Note that the second quantized charge-conjugation operator Cˆ is a unitary operator
when acting on the Fermion Fock space. The second quantized Hamiltonian Hˆ is charge-conjugation (particle-hole)
invariant if and only if
CˆHˆ Cˆ−1 = Hˆ. (16)
It is easily checked[14] that (16) implies for the first quantized Hamiltonian the condition
UCH
∗U†C = −H. (17)
7The minus sign arises from Fermi statistics. (Note that because H is Hermitian, we could have also written Ht instead
of H∗, but the current notation is most convenient.) In analogy to our discussion of time-reversal, it will be convenient
to introduce a special notation for the first quantized charge-conjugation operator (acting on the single-particle space),
C ≡ Cˆfirst quantized. (18)
As in the case of time-reversal, equation (17) can then be written in the form
CHC−1 = −H, where C = UC ·K. (19)
(As above, K implements complex conjugation.) Using the same arguments as for time-reversal, the square of
the charge-conjugation operator Cˆ2 is a unitary operator Uˆ as in (4),(5),(6), where the associated unitary matrix
U = UCU
∗
C commutes with H, and consequently UCU
∗
C = ±1. We therefore conclude that there are three ways a
Hamiltonian H can respond to charge-conjugation.
C =

0, when the Hamiltonian H is not charge conjugation invariant
+1, when the Hamiltonian H is charge conjugation invariant and C2 = +1
−1, when the Hamiltonian H is charge conjugation invariant and C2 = −1.
(20)
By the same arguments as those used for time-reversal, equation (14), we note that in the case where C2 = −1 the
second quantized charge-conjugation operator squares to the Fermion Parity operator,
Cˆ2 = (−1)Fˆ = (−1)Qˆ. (21)
On the other hand, Cˆ2 = 1 when C2 = 1.
Chiral (Sublattice) Symmetry: As we will explain below, we will also need to consider, besides Tˆ and Cˆ, the combined
operation
Sˆ ≡ Tˆ · Cˆ (22)
which is conventionally given the name "chiral", or "sublattice" symmetry (because in certain special cases it reduces
to symmetries that are suitably characterized by these names). Sˆ is an anti-unitary operator on the Fermion Fock
space whose action follows from (8),(15):
SˆψˆASˆ−1 =
∑
B
(U∗†S )A,B ψˆ
†
B ; Sˆψˆ†ASˆ−1 =
∑
B
ψˆB (U
∗
S)B,A; SˆiSˆ−1 = −i (anti− unitarity) (23)
where US ≡ UTU∗C . The second quantized Hamiltonian Hˆ is invariant under Sˆ if and only if
SˆHˆSˆ−1 = Hˆ. (24)
It is immediately checked that (24) implies for the first quantized Hamiltonian the condition
USHU
†
S = −H (US ≡ UTU∗C). (25)
As for time-reversal and charge-conjugation, it will be convenient to introduce a special notation for the first quantized
chiral operator (acting on the single-particle space),
S ≡ Sˆfirst quantized = T ·C = (UT ·K) · (UC ·K) = UT · U∗C = US . (26)
The condition (25) reads
SHS−1 = −H, (27)
consistent with (25), (12) and (19). We see from (27) that S2 = (US)2 commutes with H which implies, by the same
argument used above for time-reversal and charge-conjugation, that it must be a multiple of the identity operator,
S2 = (US)
2 = eiφ 1. (28)
8(The multiple is a phase because the left hand side is unitary.) Recalling that US = UTU∗C , and observing that the
phases of both UT and UC are completely arbitary (they will not affect any of the results we have mentioned), we can
multiply these two matrices by suitable phases so that eiφ = 1. Upon making such a choice of phase we obtain[39]
S2 = (US)
2 = 1. (29)
We note that in (22) we could have equally well chosen the other order, obtaining a slightly different version of the
chiral symmetry operation
Sˆ ′ ≡ Cˆ · Tˆ . (30)
One can immediately check that the corresponding unitary matrix is now US′ = UCU∗T . As explained in Appendix B,
that yields precisely the same results as the original chiral symmetry operation Sˆ, but corresponds simply to writing
the first quantized Hamiltonian H in another basis.
Thus, in general there are two possibilities denoted by S = 0, 1 by which a Hamiltonian H can respond to chiral
(sublattice) symmetry S:
S =
{
0, when the Hamiltonian H does not anti− commute with chiral symmetry S
1, when the Hamiltonian H anti− commutes with chiral symmetry S. (31)
To summarize: Considering operators on the Fermionic Fock space of second quantization, the operators Tˆ and Sˆ
are anti-unitary operators, whereas the composition Cˆ = Tˆ −1 · Sˆ is a unitary operator. All these operators commute
with the second quantized Hamiltonian Hˆ when the corresponding operators are symmetries. On the other hand,
considering operators acting on the single-particle Hilbert space of first quantization, the corresponding operators
T and C are anti-unitary, whereas S is unitary. While T commutes with the first quantized Hamiltonian H, the
operators C and S anti-commute with H, when the corresponding operations are symmetries.
Let us now come back to two items that we had briefly mentioned, but not yet addressed further.
(i): First, we observe that we need to consider only one time-reversal and only one charge-conjugation operation.
We will work in the first quantized formulation where these operators are both anti-unitary. Assume there were, e.g.,
two time-reversal operators T1 = UT1 · K and T2 = UT2 · K. Then, the composition T1 · T2 = UT12 ≡ UT1U∗T2 is
a unitary operator. This means that T2 = T−11 · UT12 = K · U†T1 · UT12 = U
∗†
T1
· U∗T12 · K. Therefore, T2 is equal
to T1 modulo (left-) multiplication by a unitary operation, T2 = U12 · T1 (where U12 = U∗†T1 · U∗T12 · U
†
T1
). Hence
we can go back to section IIIA 1 and enlarge the existing group G0 of symmetries that are unitarily realized on the
single particle Hilbert space by the group element U12 to a new group G′0. Upon repeating all the previous analysis
using G′0 instead of G0, there will be no difference in extending the unitarily realized symmetries by the anti-unitary
symmetry elements T1 or T2. (Recall from section IIIA 1 that the structure of the block Hamiltonians which is the
focus of our interest does in fact not depend on the group G0.) So we do not get a new result when we include a
second anti-unitary time-reversal operator T2 in addition to T1. A completely analogous argument can be made in
case there are two (anti-unitary) charge-conjugation operators C1 and C2. In summary, we only need to consider one
time-reversal operator T and one charge-conjugation operator C.
Note however that it is not possible to dispose of the anti-unitary charge-conjugation operation C while keeping
only one T, or vice versa. Indeed, while it is true that the composition S = T ·C is a unitary operator, invariance
under the chiral symmetry, equation (24), implies that S anti-commutes with the first quantized Hamiltonian H,
equation (27). S can never commute with H. For this reason it is not possible to dispose of, say C, in favor of T (or
vice versa) by augmenting G0 by the element S. We must keep S explicitly in our analysis, and we will see below the
effect this has.
(ii): Second, the above discussion can be directly extended to include Bogoliubov-de-Gennes (BdG) Hamiltonians
for Fermionic quasiparticles in superconductors. All that is necessary is to replace the column vector ψˆ in (2) by the
column vector χˆ, the Nambu Spinor (see e.g. (A1) of Appendix (A)). The entire discussion in the previous subsection
(IIIA 1) as well as in the current Subsection (IIIA 2) goes through analogously. The main difference is that the Nambu
Spinor χˆ is not independent from its conjugate, (
χˆ†
)t
= τ1χˆ, (32)
where τ1 is a Pauli matrix in ‘particle-hole space’(see (A6) and (A7) of Appendix (A)). This leads to the fact that
the first quantized BdG Hamiltonian H automatically satisfies the charge-conjugation symmetry condition (17)
τ1H
∗τ1 = τ1Htτ1 = −H. (33)
9(See (A10) of Appendix (A).)
More formally, we can describe both systems, normal and superconducting, within the same language if we replace
the column vector ψˆ in (2), (3) and all subsequent equations in sections (IIIA 1) and (IIIA 2) by the general symbol Ψˆ
which can denote normal systems (in which case Ψˆ→ ψˆ as in (2)) or superconducting sytems (in which case Ψˆ→ χˆ,
the Nambu Spinor (A1)).
3. The Ten-Fold Way
We now return to the problem of classifying all first quantized Hamiltonians H which are invariant under some
symmetry group G0 of symmetries that are unitarily realized on the singe-particle Hilbert space. (Note that this
also includes the case where the symmetry group G0 is trivial, G0 = {1}.) As reviewed in section IIIA 1, these
Hamiltonians are characterized by "symmetry-less" block Hamiltonians H(λ). Since the only quantum mechanical
symmetries not yet accounted for by invariance under G0 are symmetries that are anti-unitarily realized on the
single-particle Hilbert space, it must be that these blocks can be classified by their behavior under these so-far not-
yet-accounted-for anti-unitary symmetries. As we have seen in the previous subsection, there can only be two such
anti-unitary symmetries, namely time-reversal T and charge-conjugation C; as also mentioned above, we need to
consider in addition their product, the chiral (sublattice) symmetry S = T · C, since this operation can never be
included into the group G0 of unitarily realized symmetries (because it can never commute with H). Therefore, the
problem of classifying all block Hamiltonians H(λ), which we for brevity simply again denote by H, has been reduced
to the problem of classifying all possible ways in which H can respond to time-reversal, charge-conjugation and chiral
(sublattice) symmetries[40]. - Note that we have not just picked "at random" three arbitrary possible symmetries
of quantum mechanics which happen to be time-reversal (T), charge-conjugation (C) and chiral symmetry (S) and
used them to classify quantum mechanical Hamiltonians H. Rather, after systematically eliminating all unitarily
realized symmetries, there are only three additional symmetries left that a quantum mechanical system can possibly
possess: These are T, C and S. It is for this reason that the current scheme provides a complete classification of all
single-particle Hamiltonians H.
The classification goal is now easily achieved as follows: Note that it would at first appear that there are 3× 3 = 9
ways a first quantized Hamiltonian H can respond to time-reversal and particle-hole operations. This is not quite
(but almost) true: As discussed, one needs to consider also the product S ≡ T ·C. It turns out that for eight of the 9
choices the value of S is uniquely fixed by the transformation property of the Hamiltonian under T and C. These are
the eight choices where the value of T or C, or of both, is not zero. There is however one of the nine cases, namely
the case where the Hamiltonian is not invariant under time-reversal nor under particle-hole operations, T = C = 0,
where the value of S is not fixed by the bebavior of H under T and C: It can be either S = 0 or S = 1. Therefore we
obtain (3× 3− 1) + 2 = 10 possibilities. Each of these 10 possibilities is called a "symmetry class". The 10 symmetry
classes are listed in FIG. (1).
The column “Time evolution operator” of FIG. (1) shows what type of N × N matrix the first quantized time-
evolution U(t) = exp{itH} is. For example, the first row ("Cartan Symmetry Class A") lists systems with a Hamil-
tonian H that possesses neither time-reversal (T = 0), nor charge-conjugation (C = 0), nor chiral symmetry (S = 0).
There is no constraint on such a Hamiltonian, so it is a general hermitian N × N matrix (apart from conditions of
locality). Therefore, the time-evolution operator is a general a unitary N×N matrix which is the meaning of the entry
U(N) in the first row of the Figure. To illustrate how to obtain the other entries in this column of the Figure, let us
discuss the case of a Hamiltonian invariant under a (anti-unitary) time-reversal symmetry T which squares to plus the
identity, T2 = +1. This case is labeled by the "Cartan symbol" AI. We know that in this case there exists a basis in
which the Hamiltonian is represented by a real symmetric matrix Hs. To understand the nature of the time-evolution
operator in this case, let us first choose an arbitrary hermitean Hamiltonian H, and decompose it into symmetric and
antisymmetric pieces, H = 12 (H+H
t)+ 12 (H−Ht) = Hs+Ha, where the superscript t denotes the transposed matrix.
Hence, in a suitable basis, we can write the time-reversal symmetric Hamiltonian as Hs = H −Ha; upon exponen-
tiation, exp{itH} = unitary ∈ U(N), and exp{itHa} = orthogonal ∈ O(N). Therefore, the time-evolution operator
of the time-reversal invariant system with T2 = +1 is an element of the coset space exp{itHs} ∈ U(N)/O(N). This
is the meaning of the entry in the 4th row of the Figure (with heading: "Time evolution operator"). The form of
the time-evolution operator in all remaining eight cases can be determined analogously. What is interesting (and
surprising) is that the result obtained for the list of ten time-evolution operators has a geometrical meaning. In
the early parts of the last century, the mathematician Élie Cartan asked himself the following, seemingly completely
unrelated question: What are all possible generalizations of spheres? (A sphere is an example of a space that has
a constant curvature everywhere.) More precisely, can one write down a list of all possible Riemannian spaces (i.e.
those that have a Riemannian metric) which have the same curvature everywhere (technically, where the Riemann
curvature tensor is (covariantly) constant), and which have only a single curvature scale? Cartan found the answer
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FIG. 1. The “Ten-Fold Way”. Listed are the ten generic symmetry classes of first quantized Hamiltonians. This is a complete
list of Hamiltonians which possess no unitarily realized symmetries. As reviewed in the text, the different symmetry classes
can be characterized by their different behaviors of the first quantized Hamiltonian under time-reversal (T), charge-conjugation
(C), and chiral symmetry (S = T ·C). The column ‘Name (Cartan)’ lists the name given to the symmetric space appearing in
the column ‘Time evolution operator’ by Élie Cartan in his classification scheme of symmetric spaces. The column ‘Anderson
Localization NLSM Manifold G/H’ lists the (compact sectors of the) target space of the Non-Linear Sigma Model describing
Anderson Localization physics in the corresponding symmetry class.
in the year 1926: The list of ‘constant curvature spaces’ turns out to be precisely the set of ten (coset) spaces listed
under the column “Time evolution operator” of FIG. (1) ![41]
Let us now turn attention to the 6th column of FIG. (1) (with the heading “Anderson Localization NLSM Manifold
G/H [compact (fermionic) sector]"). Note that the same set of 10 symmetric spaces appears as in the previous
column (Time evolution operator), except that their order is permuted. In our context, this column refers to the d =
(d− 1)-dimensional boundary of the topological insulator in d spatial bulk dimensions. A characteristic property of a
non-interacting Fermion Topological Insulator is that while the bulk is insulating, there must always exist extended
degees of freedom which are confined to the boundary[42], whose presence is protected by the topological nature of
the bulk of the system. Physically, the presence of these extended degrees of freedom at the boundary implies that
in contrast to the bulk, the boundaries conduct, depending on the case, electrical current or heat like a metal. (The
existence of such extended (gapless) degrees of freedom on the boundary of the fully gapped bulk state may be viewed
as an operational definition of the topological insulator.) These extended boundary degrees of freedom remain to be
present when translational symmetry is broken, even if translational symmetry breaking is arbitrarily strong (but the
corresponding energy scale is still well below the gap of the bulk state), because their existence is a consequence of the
topological properties of the bulk, and translational symmetry (a unitarily implemented symmetry) is not necessary to
11
protect the topological nature of the quantum state. The situation where translational invariance is broken (in practice
often by the presence of impurities placed randomly within the sample, or due the presence of ‘random’ potentials,
which typically result from the presence of such impurities) is commonly referred to as ‘disordered’ or ‘random’. The
fact that these boundary degrees of freedom remain extended in the presence of translational symmetry breaking is
very unusual because of the phenomenon of Anderson localization[43, 44], which says that in ordinary systems (which
are not boundaries of Topological Insulators or Superconductors) spatially extended eigenstates of the Hamiltonian
become localized (i.e. exponentially decaying in space), at least for sufficiently strong breaking of translational
symmetry (e.g. due the presence of ‘disorder’ potentials breaking translational symmetry). In practice the presence
of extended eigenstates at the boundary of a topological insulator, even if translational symmetry is broken, implies
that the boundary conducts electrical current or heat (similar to a metal), whereas the presence of only localized
eigenstates would mean that the boundary is an electrical or thermal insulator. The boundaries of Topological
Insulators (Superconductors) therefore always evade (“by definition") the phenomenon of Anderson localization. The
theoretical description of Anderson localization phenomena is known to be very systematic and geometrical. For a
Hamiltonian in one of the ten symmetry classes, the system (in the current situation the system in question is that
at the boundary) is known to be described at length scales much larger than the ‘mean free path’ (which decribes
the microscopic scale at which translational invariance is violated) by a Non-Linear Sigma Model (NLSM). A NLSM
is a system like that describing the classical statistical mechanics of a Heisenberg ferromagnet. The only difference
is that while for the Heisenberg ferromagnet a unit vector ‘spin’ is assigned to every point in space, which lives on
a 2-dimensional unit sphere, in a general NLSM the unit vector ‘spin’ is replaced by an element of one of the ten
Cartan symmetric spaces which, as we have mentioned, are all possible generalizations of spheres. These are listed in
the 6th column of FIG. (1) with heading “Anderson Localization NLSM Manifold G/H [compact (fermionic) sector]".
[45] The general NLSM is decribed by a field theory whose (Boltzmann-type) weight is exp{−S} where
S =
1
g
∫
ddr
d∑
µ=1
Tr (∂µΦ(r)∂µΦ(r)) (34)
and the integral is over the d = (d − 1)-dimensional boundary of the Topological Insulator in d spatial dimensions.
Here Φ(r) is a matrix field[46] which is an element of the symmetric space G/H listed in the NLSM column of FIG.
(1). [(The space G/H of which the ‘generalized Heisenberg spin’ Φ(r) is an element, is usually referred to as the
‘target space’, or the ‘target manifold’ of the NLSM. [47].)
We end by noting, as already mentioned at the beginning of section III, that a very interesting formulation of the
Ten-Fold Way from a more mathematical perspective was recently developed in [48].
B. Classification by Topology of the Bulk: Translationally Invariant Case (K-Theory)
In this section we review how topology can be implemented in the general framework of the Ten-Fold-Way classifi-
cation of Hamiltonians if we impose translational symmetry (so we can label all states by a momentum eigenvalue),
and if we impose the condition that there is an excitation gap that separates all filled from all empty bands, so that
the bulk is a "band insulator". In particular, in the presence of translational symmetry we can write the single-particle
Hamiltonian H in momentum space in the form
H(~k) |ua(~k)〉 = Ea(~k) |ua(~k)〉 (35)
where ~k is the d-dimensional wavevector which is an element of the Brillouin zone (a torus). Here a denotes the band
index; we consider the case of n filled and m empty bands - see FIG. (2).
Since we are interested in the topological properties of the system, we may continuously deform the Hamiltonian
H(~k) to bring it into a simplified form where all filled bands have energy E = −1 and all empty band have energy
E = +1 ("spectral flattening"). By definition, any topological properties will remain unchanged by such continuous
deformations. We thereby obtain the "simplified Hamiltonian"
Q(~k) = Hamiltonian where Ea(~k) =
{
+1, empty bands
−1, filled bands. (36)
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FIG. 2. Typical band structure of a gapped band insulator. There are n filled bands, and m empty bands. EF denotes the
Fermi energy.
1. Basic Ideas underlying the Classification and Simplest Example for Classification in the Bulk
In order to illustrate the idea of how to input information about topology, consider the simplest case of a Hamiltonian
in a symmetry class that has no symmetry conditions at all. This is symmetry class A in FIG. 1. Since the simplified
Hamiltonian Q(~k) has n eigenvalues E = −1 and m eigenvalues E = +1, it can be written in the form
Q(~k) = U(~k) Λ U†(~k), where Λ =
(
1m 0
0 −1n
)
, and U(~k) ∈ U(m+ n). (37)
Λ describes the eigenvalues, and U(~k) ∈ U(m + n) describes the collection of all eigenvectors of Q(~k). Now, when
U(~k) is of the form
U(~k) =
(
U1(~k) 0
0 U2(~k)
)
, where U1(~k) ∈ U(m) and U2(~k) ∈ U(n), (38)
Q(~k) remains unchanged from the value = Λ that it takes when U(~k) = 1m+n . Therefore Q(~k) only changes when
U(~k) is a non-trivial element of the coset space Gm,m+n(C) = U(m + n)/[U(m) × U(n)] which is conventionally
called the (complex) "Grassmannian" Gm,m+n(C), i.e. when U(~k) ∈ U(m + n)/[U(m) × U(n)]. Therefore we have
established that every ground state of the simplified Hamiltonian Q(~k) (where all n bands are filled, and all m bands
are empty) is described by a map from the Brillouin zone (BZ) into the (complex) Grassmannian,
Q : BZ → Gm,m+n(C) = U(m+ n)/[U(m)× U(n)] (39)
~k → Q(~k). (40)
Each such map describes a ground state, i.e. a filled Fermi sea of occupied states. Now, we want to know the answer to
the question: How many different ground states of this kind, i.e. how many such different maps are there that cannot
be continuously deformed into each other? For simplicity, let us assume that the Brillouin zone is a d-dimensional
sphere (and not a d-dimensional torus, which it really is - we come back to the torus case shortly). In this case (i.e.
for a d-dimensional "spherical" Brillouin zone) the answer is well known: It is given by the
Homotopy Group pid (U(m+ n)/[U(m)× U(n)]) (41)
which is known.
For example, when the spatial dimension is d = 2, then it is known that pid=2 (U(m+ n)/[U(m)× U(n)]) = Z, the
set of all integers. This means that for every integer there is a ground state, and ground states which are assigned
different integers cannot be continuously deformed into each other (without closing the gap of the underlying bulk
Hamiltonian H(~k)). This particular result is of course not new, since the topological quantum state in d = 2 spatial
dimensions that appears for a single-particle Hamiltonian on which no symmetry conditions are imposed is the 2D
integer quantum Hall state. The mentioned integer just counts the number of branches of chiral edge states, which
tells us exactly which integer quantum Hall plateau the state describes.
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Let us try the case of spatial dimension d = 3, where pid=3 (U(m+ n)/[U(m)× U(n)]) = {1}, i.e. the Homotopy
Group is trivial and consists only of a single element. Therefore, our calculation predicts that in the present symmetry
class (class A) there is only one state: All other states can be continously deformed into it. We have recovered the
well known result that there are no integer quantum Hall states in d = 3 spatial dimension.
2. General Classification in the Bulk - Results and K-Theory
Conceptually, the classification of Topological Insulators and Superconductors employing the current approach of
determining the topology of the bulk states in the presence of translational invariance, proceeds analogously for all
symmetry classes. In particular, for each of the 10 symmetry classes listed in FIG. 1, we need to find the corresponding
"simplified Hamiltonian" Q(~k). This task however turns out to be more complicated than that in (39) for symmetry
class A, because the simplified Hamiltonian Q(~k) now has to reflect the invariance under the symmetries (time-
reversal, charge-conjugation, chiral) which define the symmetry class. The corresponding list is displayed in TABLE
I.
Cartan Class Simplified Hamiltonian
A {Q(k) ∈ Gm,m+n(C) }
AI {Q(k) ∈ Gm,m+n(C) |Q(k)∗ = Q(−k) }
AII {Q(k) ∈ G2m,2(m+n)(C) | (iσy)Q(k)∗(−iσy) = Q(−k) }
AIII {q(k) ∈ U(m) }
BDI {q(k) ∈ U(m)|q(k)∗ = q(−k) }
CII {q(k) ∈ U(2m) | (iσy)q(k)∗(−iσy) = q(−k) }
D {Q(k) ∈ Gm,2m(C) | τxQ(k)∗τx = −Q(−k) }
C {Q(k) ∈ Gm,2m(C) | τyQ(k)∗τy = −Q(−k) }
DIII {q(k) ∈ U(2m) |q(k)T = −q(−k) }
CI {q(k) ∈ U(m) |q(k)T = q(−k) }
TABLE I. List of "simplified Hamiltonians" Q(~k) for all ten symmetry classes[14]. As mentioned in the text, the (complex)
Grassmannian is the coset space Gm,m+n(C) = U(m+ n)/[U(m)×U(n)]. The meaning of the matrices q(k), which appear in
all symmetry classes possessing chiral symmetry, is briefly explained in Appendix C.
The list of 10 "simplified Hamiltonians" displayed in TABLE I exhibits an interesting structure which is most
easily revealed by looking at this list either in the special case of zero spatial dimensions, d = 0, or in general spatial
dimensions d at special points ~k = ~k0 in the Brillouin zone which satisfy the property that +~k0 and −~k0 differ by
a reciprocal lattice vector. The list of the corresponding "simplified Hamiltonian" matrices Q(~k) is displayed in the
rightmost column TABLE II. Before commenting on this list, let us first elaborate on the subdivision of the 10 Cartan
symmetry classes into "complex" and "real" ones. A look at FIG. 1 reveals that there are exactly two symmetry classes
(classes A and AIII) which don’t possess any invariance under either of the two anti-unitary symmetries T or C. All
remaining eight symmetry classes are invariant under one or both of these anti-unitary symmetries: In particular,
recall from (10) and (17) that each of the two anti-unitary symmetries imposes a reality condition on the Hamiltonian
H. Thus we see that classes A and AIII are the only two classes in which no reality condition whatsoever is imposed
on the Hamiltonian. It is for this reason that they are called "complex". On the other hand, in the remaining eight
symmetry classes the Hamiltonian satisfies at least one reality condition. For this reason these symmetry classes are
called "real". Now we come to the main point of TABLE II: It reveals the remarkable observation that the simplified
Hamiltonians Q(~k) run again over the 10 symmetric spaces. But now these spaces appear yet in a different order as
compared to the order in the column "Time evolution operator", and to the column "Anderson localization" in FIG.
14
1 .
Cartan Time evolution operator Q(~k)
label exp{itH} Classifying Space
A U(N)×U(N)/U(N) ("complex") U(N +M)/U(N)×U(M) = C0
AIII U(N +M)/U(N)×U(M) U(N)×U(N)/U(N) = C1
AI U(N)/O(N) O(N +M)/O(N)×O(M) = R0
BDI O(N +M)/O(N)×O(M) O(N)×O(N)/O(N) = R1
D O(N)×O(N)/O(N) O(2N)/U(N) = R2
DIII SO(2N)/U(N) ("real") U(2N)/Sp(2N) = R3
AII U(2N)/Sp(2N) Sp(N +M)/Sp(N)× Sp(M) = R4
CII Sp(N +M)/Sp(N)× Sp(M) Sp(N)× Sp(N)/Sp(N) = R5
C Sp(2N)× Sp(2N)/Sp(2N) Sp(2N)/U(N) = R6
CI Sp(2N)/U(N) U(N)/O(N) = R7
TABLE II. List[16] of time-evolution operators and "simplified Hamiltonians" Q(~k) in either zero spatial dimension, or in
arbitrary spatial dimensions at special points ~k = ~k0 in the Brillouin zone which satisfy the property that +~k0 asnd −~k0 differ
by a reciprocal lattice vector. The sets of "simplified Hamiltonians" Q(~k) listed in the rightmost column are the so-called
"Classifying Spaces" of K-Theory. They are called C0 and C1 for the complex symmetry classes, and Rq with q = 0, 1, 2, ..., 7
(modulo 8) in the real symmetry classes. The Classifying Spaces run again over all symmetric spaces, but in an order that
is different from that enountered in the column "Time evolution operator". Note that in the left column "Time evolution
operator" the numbers N and M physically denote numbers of lattice sites. In the right column "Classifying space" the N and
M denote the numbers of filled and empty bands, generalizing the setup in FIG. 2.
At this point is it basically clear conceptually how to go about the classification in the bulk. We have to repeat
the analysis of section III B 1 for all the remaining nine "simplified Hamiltonians" Q(~k) listed in TABLE I. It turns
out that this is a rather involved task, due to constrains arising from the three symmetry operations defining the ten
symmetry classes. However, it turns out that K-Theory is the tool that precisely answers this question. While we will
not review here the apparatus of K-Theory, it is easy to state the result and explain the physical features appearing
in it. Let us list the result for the real symmetry classes. They are denoted by the symbols Rq which are defined in
the rightmost column of TABLE II. The result due to Kitaev reads[17]
pi
(
Td, Rq
)
= pi0 (Rq−d) ⊕
d−1⊕
s=0
(
d
s
)
pi0 (Rq−s) . (42)
The symbol pi
(
Td, Rq
)
appearing on the left hand side of the above equation generalizes the Homotopy Groups
appearing in (41). The generalization is twofold. The above symbol generalizes (i) the Homotopy Group to maps
from the actual d-dimensional Brillouin zone torus (hence the appearance of T d) and not from the d-dimensional
"spherical Brillouin zone", and (ii) to all the eight real symmetry classes which are labeled by the symbold Rq,
defined in TABLE II, taking into account all the constraints listed in TABLE I (hence the "bar" over T d). The result
on the right hand side of (42) contains nothing but the zeroth Homotopy Groups of the various Classifying spaces Rq.
(These are known and will be listed explicitly in subsequent Tables or Figures.) The result on the right hand side of
(42) consists of two pieces, the first piece "pi0 (Rq−d)" and remaining sum "
⊕d−1
s=0
(
d
s
)
pi0 (Rq−s)" . The first piece
turns out to be the universal piece of interest to us, which is not tied to the presence of translational invariance.[49]
If this first piece is non-trivial we have what is called a "strong Topological Insulator or Superconductor", whose
topological properties would persist even if translational symmetry was broken. On the other hand it is clearly seen
already from the structure of the second piece that it relies on the presence of translational order: The various d terms
in the summand of the second piece describe the presence or absence of a Topological Insulator or Superconductor
phase on submanifolds of dimension s = (d − 1), (d − 2), ..., 0. In particular, the term with s = (d − 1) describes
the presence or absence of a Topological Insulator (Superconductor) in hyperplanes of the d-dimensional lattice (of
codimension = 1), s = (d − 2) describes submanifolds of the lattice of condimension = 2 (e.g. one lines in a d = 3
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dimensional lattice), etc.. The term s = 0 describes such toplogical properties associated with points. The factor
(
d
s
)
counts the number of ways the s-dimensional objects can be placed into the d-dimensional lattice. None of these lower
dimensional objects would be defined in the absence of the lattice. For this reason the second piece characterizes
"weak Topological Insulators (Superconductors)" which can exist in the system.[50] Finally, there is a corresponding
expression for the two complex symmetry classes A and AIII, and the corresponding complex Classifying Spaces called
Cq, q = 0, 1. By keeping only the first, universal piece on the right hand side of (42) as well as the corresponding
"complex" version, one arrives at the Table of Topological Insulators and Superconductors displayed in TABLE III.
We end by noting that, as already mentioned at the beginning of section III, a somewhat different approach to
topological band theory, which does not use K-Theory, was very recently developed in [51] (see also the contribution
[52] to the present Nobel Symposium).
Cartan\d 0 1 2 3 4 5 6 7 8
Complex case:
A Z 0 Z 0 Z 0 Z 0 Z · · ·
AIII 0 Z 0 Z 0 Z 0 Z 0 · · ·
Real case:
AI Z 0 0 0 2Z 0 Z2 Z2 Z · · ·
BDI Z2 Z 0 0 0 2Z 0 Z2 Z2 · · ·
D Z2 Z2 Z 0 0 0 2Z 0 Z2 · · ·
DIII 0 Z2 Z2 Z 0 0 0 2Z 0 · · ·
AII 2Z 0 Z2 Z2 Z 0 0 0 2Z · · ·
CII 0 2Z 0 Z2 Z2 Z 0 0 0 · · ·
C 0 0 2Z 0 Z2 Z2 Z 0 0 · · ·
CI 0 0 0 2Z 0 Z2 Z2 Z 0 · · ·
TABLE III. Table of Topological Insulators and Superconductors[14–17] .
C. Classification by Lack of Anderson Localization on the Boundary (Non-Linear Sigma Models)
The technically simplest way to obtain the Table of Topological Insulators and Superconductors, TABLE III, is
to focus on the classification of boundaries of the system, as opposed to the approach in the previous section III B
which focused on the bulk. The characterization of Topological Phases in terms of their boundaries has proven
more generally to be one of the most successful tools in this subject area. This is related to the fact that these
boundaries must exhibit an "anomaly" of some kind, a fact that was first recognized in its general form in the
context of non-interacting Fermionic Topological Insulators and Superconductors in [3], and this is discussed in section
III E below. The characterization of more general Topological Phases, including interacting systems, by anomalies
at their boundaries has become a key tool in this area. (See also the comments in sections II and III E.) In the
case of non-interacting Fermionic Topological Insulators (Superconductors) the anomalous properties of the sample
boundaries manifest themselves through the fact that the boundaries must always possess extended states. This
means that the boundaries always conduct electrical current or heat similar to a metal. Because of the well known
phenomenon of Anderson localization this provides a very convenient and quick way to classify Toplogical Insulators
(Superconductors), as we will now review.
As already mentioned above, Anderson localization is the phenomenon that, at least for sufficiently strong breaking
of translational invariance (typically introduced by potentials that arise from randomly located impurities - "disor-
der"), spatially extended eigenstates of the Hamiltonian H tend to become localized in space (typically exponentially
decaying in space about a point)[43, 44]. The resulting phase is the so-called Anderson Insulator which, hence, typ-
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ically always occurs at least for sufficiently strong breaking of translational invariance. Now, the point is that the
Anderson Insulator is a phase that does not conduct electrical current nor heat, and therefore is not allowed to occur
at the boundaries of a Topological Insulator or Superconductor. Thus, the boundary of any Topological Insulator
or Superconductor must entirely evade the phenomeon of Anderson Localization. As we will now see, this condition
can be fairly easily exploited at the technical level, and this directly yields the classification of Topological Insulators
(Superconductors), TABLE III.
In summary, the current method of classification amounts to the following: We reduce the problem of classifying
Topological Insulators (Superconductors) in d spatial dimensions to a problem of Anderson Localization in d = (d−1)
dimensions (i.e. "at the boundary"). By studying the lack of Anderson Localization in d = (d−1) spatial dimensions,
we solve the classification problem of Topological Insulator (Superconductors) in d spatial dimensions.
In order to understand how to implement this program in practice, all one needs to appreciate is that the answer
to the question about the lack of Anderson Localization is a question in Field Theory. It is well known that the
theoretical description of problems of Anderson Localization is very systematic and geometrical (See e.g. [33, 53, 54]).
Microscopically, the underlying first quantized Hamiltonian H is a member of one of the ten symmetry classes, FIG.
1, in every realization of disorder. Physically, this is in our current discussion the Hamiltonian describing the d =
(d− 1) dimensional boundary of the d-dimensional Topological Insulator (Superconductor) in question which will lie
in the same symmetry class as the bulk. It turns out that at long length scales (i.e. at scales much larger than the
"mean free path", the corresponding small length scale in this kind of problem) a description in terms of a Non-
Linear Sigma Model (NLSM) field theory emerges. As already briefly mentioned above, a general NLSM is a simple
generalization of the theory we use in standard Statistical Mechanics to describe the classical Heisenberg Ferromagnet.
The Ferromagnet can be formulated as a model of a unit vector spin, at every point in space, that points to the surface
of a two-dimensional sphere (in three dimensional spin space). The energy is simply a gradient square of such a spin
configuation. A general NLSM of interest in the present context is the same type of theory, except that the field, the
unit vector spin that used to represent an element of a sphere in the Ferromagnet, is now replaced by an element of
one of the ten symmetric spaces listed in the 6th column of FIG.1 (with the heading "Anderson Localization, NLSM
Manifold G/H"). As mentioned towards the end of Section IIIA 3, the ten symmetric spaces G/H appearing in
FIG.1 are generalizations of spheres (according to the seminal work by the mathematician Élie Cartan). The general
NLSM is therefore described by a "Boltzmann"-type weight (‘action’) of the form already displayed in (34), where the
coupling constant g changes with the amount of translational symmetry breaking ("disorder"). NLSMs of the form
(34) will always possess an Anderson Insulator phase, at least for sufficiently large values of the coupling constant
g. In the Anderson Insulator phase the correlation length[55] is finite. At the boundary of a Topological Insulator
(Superconductor), the corresponding NLSM must however always describe a (electrical or heat) conductor, which
means that the correlation length must be infinite. Now, the NLSM on the d dimensional boundary completely evades
the phenomenon of Anderson Localization if a certain extra term of topological origin with no adjustable parameter
can be added to the action (34) of the NLSM[56]:
S =
1
g
∫
ddr
d∑
µ=1
Tr (∂µΦ(r)∂µΦ(r)) + Stop{Φ(r)}, Φ(r) ∈ G/H = ”target space”. (43)
The question whether a suitable such term of topological origin Stop exists or not, depends (i) on the "target space"
G/H of the NLSM which is determined by the symmetry class of the underlying Topological Insulator (Superconduc-
tor) in d spatial dimension, as determined by FIG.1, and (ii) on the dimension d = (d− 1) of the boundary on which
the NLSM is defined. There is however a simple answer to this question: It is the Homotopy Group of the target
space G/H which determines whether a suitable term exists. Namely, the target space G/H of the NLSM allows for
(a): a Z2 topological term if and only if pid (G/H) = pid−1 (G/H) = Z2 (44)
(b): a Wess− Zumino−Witten term if and only if pid+1 (G/H) = pid (G/H) = Z. (45)
We will now implement this rule to determine the list of Topological Insulators (Superconductors). To this end, we
display in FIG. 3 a Table containing the list of the Homotopy Groups pis (G/H) for all 10 symmetric spaces G/H.
The left-arrows indicate that due to (45) the boundary dimension d of the Topological Insulator (Superconductor)
with the corresponding Z classification is located at the position to which the end of the arrow points. After moving
all entries Z to the end of the corresponding arrows, and after shifting all columns of the Table in FIG. 3 (i.e. d →
d = d+ 1) - this implements the rules specified in (44, 45) - one obtains from FIG. 3 directly the Table of Topological
Insulators and Superconductors, TABLE IV (which is a copy of TABLE III, reproduced again for the convenience of
the reader).
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CONTENTS 14
Cartan G/H d¯ = 0 d¯ = 1 d¯ = 2 d¯ = 3 d¯ = 4 d¯ = 5 d¯ = 6 d¯ = 7
Complex :
A U(N+M)/U(N)×U(M) ← Z 0 ←− Z 0 ←− Z 0 ←− Z 0 ←
AIII U(N) 0 ←− Z 0 ←− Z 0 ←− Z 0 ←− Z
Real :
AI Sp(N+M)/Sp(N)×Sp(M) ← Z 0 0 0 ←− Z Z2 Z2 0 ←
BDI U(2N)/Sp(2N) 0 ←− Z 0 0 0 ←− Z Z2 Z2
D O(2N)/U(N) Z2 0 ←− Z 0 0 0 ←− Z Z2
DIII O(N) Z2 Z2 0 ←− Z 0 0 0 ←− Z
AII O(N+M)/O(N)×O(M) ← Z Z2 Z2 0 ←− Z 0 0 0 ←
CII U(N)/O(N) 0 ←− Z Z2 Z2 0 ←− Z 0 0
C Sp(2N)/U(N) 0 0 ←− Z Z2 Z2 0 ←− Z 0
CI Sp(2N) 0 0 0 ←− Z Z2 Z2 0 ←− Z
FIG. 3. Table of Homotopy Groups pis (G/H) of the ten symmetric spaces appearing in the Ten-Fold-Way.[16, 57]. Here,
according to (44), s = d when pis (G/H) = Z2, whereas according to (45), s = d + 1 when pis (G/H) = Z. The left-arrows
indicate that due to (45) the boundary dimension d of the Topological Insulator (Superconductor) with the corresponding Z
classification is located at the end of the arrow. After moving all entries Z to the end of the corresponding arrows, and after
shifting all columns of the Table in FIG. 3 - this implements the rules specified in (44, 45) - one obtains from FIG. 3 directly
the Table of Topological Insulators and Superconductors, TABLEs III and IV.
Cartan\d 0 1 2 3 4 5 6 7 8
Complex case:
A Z 0 Z 0 Z 0 Z 0 Z · · ·
AIII 0 Z 0 Z 0 Z 0 Z 0 · · ·
Real case:
AI Z 0 0 0 2Z 0 Z2 Z2 Z · · ·
BDI Z2 Z 0 0 0 2Z 0 Z2 Z2 · · ·
D Z2 Z2 Z 0 0 0 2Z 0 Z2 · · ·
DIII 0 Z2 Z2 Z 0 0 0 2Z 0 · · ·
AII 2Z 0 Z2 Z2 Z 0 0 0 2Z · · ·
CII 0 2Z 0 Z2 Z2 Z 0 0 0 · · ·
C 0 0 2Z 0 Z2 Z2 Z 0 0 · · ·
CI 0 0 0 2Z 0 Z2 Z2 Z 0 · · ·
TABLE IV. Table of Topological Insulators and Superconductors[14–17] .
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D. Mathematical Reason for Agreement between Bulk- and Boundary- based Classifications
While the bulk-based classification method from section III B, based on an analysis of topological band theory, and
the boundary-based classification from section III C, based on the lack of Anderson Localization on the boundary, must
yield the same result on physical grounds (as they do), it is a priori not clear what the technical (i.e. mathematical)
reason for this agreement is, since the two methods appear to be based on conditions that look mathematically very
different. By explicitly comparing these two conditions, we will now exhibit a certain "symmetry" property inherent
in Table of Homotopy Groups, FIG. 3, that is responsible for the agreement of the two methods.
R4−p Rp
⇓ ⇓
Cartan Time evolution operator Fermionic replica Classifying
label exp{itH} NLSM target space space
A U(N)×U(N)/U(N) U(2n)/U(n)×U(n) = C0 U(N +M)/U(N)×U(M) = C0
AIII U(N +M)/U(N)×U(M) U(n)×U(n)/U(n) = C1 U(N)×U(N)/U(N) = C1
AI U(N)/O(N) Sp(2n)/Sp(n)× Sp(n) = R4 O(N +M)/O(N)×O(M) = R0
BDI O(N +M)/O(N)×O(M) U(2n)/Sp(2n) = R3 O(N)×O(N)/O(N) = R1
D O(N)×O(N)/O(N) O(2n)/U(n) = R2 O(2N)/U(N) = R2
DIII SO(2N)/U(N) O(n)×O(n)/O(n) = R1 U(2N)/Sp(2N) = R3
AII U(2N)/Sp(2N) O(2n)/O(n)×O(n) = R0 Sp(N +M)/Sp(N)× Sp(M) = R4
CII Sp(N +M)/Sp(N)× Sp(M) U(n)/O(n) = R7 Sp(N)× Sp(N)/Sp(N) = R5
C Sp(2N)× Sp(2N)/Sp(2N) Sp(2n)/U(n) = R6 Sp(2N)/U(N) = R6
CI Sp(2N)/U(N) Sp(2n)× Sp(2n)/Sp(2n) = R5 U(N)/O(N) = R7
TABLE V. Comparison[16] of the order of the three occurrences of the 10 Cartan Symmetric Spaces. (Symmetry Classes with
Chiral Symmetry are marked in bold face). For the eight real cases, the last column ("Classifying space") lists the spaces Rp
where p = 0, 1, ..., 7 (mod 8) in ascending order downwards, whereas the corresponding symmetric space in the middle column
("Fermionic replica NLσM target space") is seen to be R4−p. - As also seen from the TABLE, the corresponding symmetric
space in the column "Time evolution operator" is Rp−1 as compared to the last column. The corresponding shift C0 ↔ C1 for
the two complex symmetric spaces C0 and C1 is also clearly visible.
To this end, it is useful to compare the three different occurrences of the 10 Cartan Symmetric Spaces in the
classification. This can be seen from TABLE V: Let us first focus on the eight real classes, which are listed in
descending order in the 4th (last) column of this TABLE, and are denoted by Rp (p = 0, 1, ..., 7 (mod 8). The 3rd
column of the TABLE, with the heading "Fermionic replica NLSM target spaces", lists the NLSM target spaces
G/H of Anderson Localization, which appear in the permutation R4−p ⇔ Rp as compared to the 4th column, as
also indicated in the TABLE. (We also see that the corresponding symmetric space in the 2nd column with the
heading "Time evolution operator" is Rp−1.) Now, the conditions (44, 45) for obtaining a Topological Insulator
(Superconductor) based on the Boundary method (Anderson Localization - NLSM) are displayed on the right hand
sides of (46). Here we used the property pid (Rp) = pi0 (Rp+d) which can immediately be read off from the Table of
Homotopy Groups, FIG. 3. On the other hand, the conditions (42) based on the Bulk method (Topology of Bulk
Band Structure) are displayed on the left hand sides of (46). As mentioned above, it is not immediately obvious that
the conditions arising from the "Bulk" and "Boundary" methods are the same. However, it is not difficult to check
using FIG.3 that these conditions are indeed the same, which is a certain built-in "symmetry" property of the Table
of Homotopy Groups, FIG.3. (Details are provided in Appendix (D).)
Bulk: Topological Band Theory Boundary: Anderson Localization(NLSM)
(a) : pi0 (Rq−d) = Z2 if and only if [pid−1 (R4−q) =] pi0
(
R3−(q−d)
)
= Z2
(b) : pi0 (Rq−d) = Z if and only if [pid (R4−q) =] pi0
(
R4−(q−d)
)
= Z
using : pid (Rp) = pi0 (Rp+d)

(46)
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E. Perspective of Quantum Anomalies
As already mentioned at the beginning of section III, a third classifying principle has emerged, besides those
discussed in sections III B and III C. This new classifying principle, which is based on Quantum Anomalies that are
forced to occur at the boundary of Topological Insulators and Superconductors, is probably the most general such
principle as it will extend also to interacting theories; it has been the topic of much recent discussions. (For a very
short (and incomplete) list of references to recent discussions see e.g. [9, 58–61].) This principle was first recognized
in Ref. [3] in its general form in the context of non-interacting Fermionic Topological Insulators and Superconductors.
The perspective of Quantum Anomalies of Topological Insulators (Superconductors) can be viewed as a generalization
of the boundary-based classification principle invoking Anderson Localization that was reviewed in section III C. It
relies on the notion that the boundary of a Topological Insulator (Superconductor) cannot exist as an isolated system
in its own dimensionality. Rather it must always be attached to a higher dimensional bulk. Technically, the inability
of the boundary of the system to exist in isolation is rooted in certain ill-defined properties the boundary would
possess in isolation. It was in Ref. [3] that such ill-defined properties of the boundary of non-interacting Fermionic
Topological Insulators (Superconductors) were in general related to the notion of Quantum Anomalies known from
work in the 1980ies in relativistic Quantum Field Field Theory and Elementary Particle Physics (see e.g. [62, 63]).
We will review the basic ideas of [3] in this section.
In general, a quantum system possesses a Quantum Anomaly if the corresponding classical system is invariant under
some (global or gauge) symmetry, and this symmetry gets lost in the process of quantization. For technical reasons it
is useful to take advantage of the following result that emerged from the classification of Topological Insulators and
Superconductors: It turns out that every Topological Insulator (Superconductor) phase of non-interacting Fermions, in
any dimension, has a massive Dirac Hamiltonian representative in the same topological class[16, 17, 64]. Since we are
only interested in the topological properties of the phase, we are free to consider the Dirac Hamiltonian representative.
Next, we couple the Dirac Hamiltonian representative to suitable space and time dependent classical background
fields. These could be a U(1)-gauge field if the Topological Insulator (Superconductor) has a conserved U(1) charge,
an SU(2)-gauge field if it has SU(2) symmetry, etc.. If, on the other hand, we have a Topological Superconductor
which is not invariant under any continuous symmetries (examples are known in Cartan Symmetry Classes D and
DIII), then we can still couple the Dirac Hamiltonian to a background gravitational field, i.e. we put it in a curved
background[65]. In either case we end up, after integrating out the gapped Fermions, with an effective action for the
classical space and time dependent background fields (in the gravitational case, the effective action depends on the
background metric). For example in the case of a U(1) background gauge field Aµ(x) we obtain an effective action
e−Weff [Aµ] ≡
∫
D[ψ¯, ψ] e−S[ψ¯,ψ;Aµ]. (47)
We work in imaginary time where x denotes the D = d + 1 space-time coordinates x = (τ, ~x), and ~x the spatial
coordinates. As indicated in the second line of the above equation, the effective action for the gauge field, which
physically describes the responses of the system to the external classical perturbation Aµ, can have, besides a possible
"standard" or "usual" term (in D = 4 space-time dimensions and in the case of a U(1) gauge field this will be
Maxwell action for electromagnetism in the medium of the Topological Insulator (Superconductor)), an unusual or
anomalous response arising from a topological term Wtop. That latter (anomalous) response would never exist for an
"ordinary" system describing a boundary that is allowed to exist in isolation without an attached bulk. It only occurs
for boundaries of Topological Insulators (Superconductors)[66].
It turns out that in general we need to distinguish two types of such anomalous responses which will be defined in
more detail below: (i) Chern-Simons type responses, occuring in odd space-time dimensions D = d+ 1 = 2n− 1,
and (ii) Theta term type responses, occuring in even space-time dimensions D = d + 1 = 2n. In the following
section we will describe two well-known special cases of these anomalous responses in D = 3 and D = 4 space-time
dimensions. In the subsequent section, we will generalize them and show how to use the so-obtained generalized
responses to predict various Topological Insulators and Superconductors occuring in TABLE III .
1. Examples: Chern-Simons term in Integer Quantum Hall effect in D = 3 space-time dimensions, and Theta Term in
standard Z2 Topological Insulator in D = 4 space-time dimensions.
(i) Chern-Simons type response: d = 2 (D = 3) Integer Quantum Hall effect. Let us consider an (spatial)
annulus filled with the Integer Quantum Hall state - marked red in FIG. 4. There are two counterpropagating
chiral edge modes at the boundaries of the annulus. Let us consider the theory describing one of these boundaries in
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D = 2 = (1+1) dimensional space-time. We know that charge conservation at such a boundary is spoiled by quantum
effects: charge will ‘leak’ from the boundary into the bulk (the annulus) and eventually to the other boundary. The
d = 2 Integer Quantum Hall state is in Cartan Symmetry Class A, and is thus one of the Topological Insulators in the
10-fold Table. The ‘leaking’ of charge indicates that the bounday cannot exist in isolation but must be the boundary
of a Topological Insulator in one dimension higher. How is this seen from the perspective of the bulk? As is well
FIG. 4. Annulus Geometry for the Quantum Hall Effect. In the present discussion we consider only the case of the Integer
Quantum Hall effect.
known, the topological part of the action defined in (47) is in the present case a (Abelian) Chern-Simons term
Wtop = iσxy
∫
d2~xdτ
(−1)
4pi
µνλAµ∂νAλ, where σxy = integer. (48)
(Here σxy is the Hall conductivity measured in units of e2/h.) As we will discuss in more detail for the general cases,
a Chern-Simons term defined on a space-time manifold with boundaries is not invariant under gauge transformations
performed on the gauge field Aµ. It is this lack of gauge invariance of the bulk that will have to be compensated for
by the theory describing the boundary, so that the combined system is gauge invariant (as it is). So the appearance
of the Chern-Simons term Wtop of the D = 3 dimensional bulk indicates that there is anomaly at the boundary, and
it allows us to identify and quantify this anomaly of the theory describing the boundary. As we will discuss in the
next section, various generalized versions of Chern-Simons terms will occur in all odd space-time dimensions.
(ii) Theta-term type response: d = 3 (D = 4) Z2 Topological Insulator. Let us consider the "standard" Z2
Topological Insulator in Cartan Symmetry Class AII in d = 3 spatial dimensions (see e.g. [1]). It was first observed
in [67] that after minimally coupling to a U(1) gauge field Aµ the effective action for the gauge field contains, besides
the usual Maxwell term, a topological term which is an example of a class of topological terms that are in general
called θ-terms,
Wtop = iθ
∫
M4
(−1)
32pi2
µνκλFµνFκλ d
3~xdτ ≡ (49)
≡ iθ
∫
M4
Ω4,
(
where : Ω4 ≡ (−1)
32pi2
µνκλFµνFκλ d
4x
)
(Fµν = ∂µAν − ∂νAµ). HereM4 is a D = 4 dimensional space-time manifold, and we have denoted the integrand by
the differential 4-form Ω4 defined by the above equation. WhenM4 is a manifold without boundaries then the integral
is an integer n and thus Wtop = iθn, which implies that exp{−Wtop} = exp{−iθn} is periodic under θ → θ + 2pi.
Moreover, since one can writeWtop ∝ iθ
∫
M4 d
3~xdτ ~E · ~B, one sees that θ → −θ under time-reversal so that θ = 0, or pi
(mod 2pi). The value θ = 0 (mod 2pi) applies to the trivial Insulator, and θ = pi (mod 2pi) to the Topological Insulator.
Now, the integrand in (49) is a total derivative
µνκλFµνFκλ = 4∂σ (
µνρσAµ∂νAρ) . (50)
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Therefore, if the space-time manifoldM4 has a boundary ∂M4, one obtains an integral over the boundary,
Wtop = iσxy
∫
∂M4
(−1)
4pi
µνλAλ∂νAλ d
2~xdτ ≡ (51)
≡ iσxy
∫
∂M4
2pi Ω
(0)
3 ,
(
where : Ω
(0)
3 =
(−1)
8pi
µνλAλ∂νAλ d
3x
)
and : σxy = ± θ
2pi
.
Writing for short
Ω4 = dΩ
(0)
3 (52)
Wtop = iθ
∫
M4
Ω4 = 2pii
θ
2pi
∫
∂M4
Ω
(0)
3 ,
we now see that
when θ = pi ⇒ σxy = ±1
2
. (53)
This is the main conclusion. To interpret it, we need to understand that the sign is picked by applying an infinitesimally
small time-reversal breaking perturbation to the boundary. This induces a gapped Quantum Hall state on the surface
characterized by a Chern-Simons term as in (48) and a non-vanishing value of σxy. However, equation (53) says that
the resulting σxy is not an integer. This is impossible to get in a Quantum Hall effect of non-interacting electrons.
Therefore, the resulting boundary with a value of σxy = ± 12 is not allowed to occur in a purely two-dimensional
system. The two-dimensional boundary must be attached to a three-dimensional bulk. Therefore, the result in (53)
tells us that the boundary possesses an "anomaly".
2. General Anomalous Responses and Descent Relations
It is known how to construct such actionsWtop for anomalous responses in great generality and in general space-time
dimensions D (see e.g. [68, 69]).
General θ-terms. We will first explain the general construction of the θ-term. For a gauge field (Abelian or
non-Abelian, e.g. U(1) or SU(2)) let
Fµν ≡ 1
2
Fµνdx
µ ∧ dxν (54)
where Fµν is the field strength (for non-Abelian symmetry groups where the gauge field transforms in an r-dimensional
representation, this is an r × r matrix - in order to accomodate the non-Abelian case, we write in the next equation
traces over this r-dimensional space, r = 1 for Abelian symmetries). Now define the so-called Chern-Character (see
e.g. [68])
ch (F) ≡ r +
(
i
2pi
)
trF + 1
2!
(
i
2pi
)2
trF2 + ... (Chern− Character). (55)
Similarly, for a gravitational background field, we construct using the definition
Rµν ≡ 1
2
Rαβµ
ν dxα ∧ dxβ , (56)
where Rαβµν is the curvature tensor, the so-called Dirac Genus (see e.g. [69])
Aˆ (R) ≡ 1 + 1
(2pi)2
1
12
trR2 + 1
(2pi)2
[
1
288
trR2 + 1
360
trR4
]
+ ... (Dirac Genus). (57)
Note that Chern-Character and Dirac Genus are "power series" in ‘differentials’ dxµ. If we are in D space-time
dimensions we have only a number D of different differentials dxµ, and if we multiply them all together (using the
wedge product) we obtain the (oriented) space-time volume element dDx = dx1∧dx2∧ ...∧dxD. Therefore, if we pick
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out of any of the "power series" ch (F), or Aˆ (R), or the product ch (F) Aˆ (R) the term with precisely D differentials,
we obtain a term ΩD ≡ AD(x)dDx where AD(x) is just a function. This is the generalization of the expression Ω4
in (49). We may sumarize this process by writing for the three cases of so-called gauge-, gravitational-, and mixed-
anomaly terms:
ΩD ≡ ch (F)|D ; ΩD ≡ Aˆ (R)|D ; ΩD ≡
(
ch (F) Aˆ (R)
)
|D
;
(
where : ΩD = AD dDx
)
(a) : gauge− (b) : gravitational− (c) : mixed− anomalous response
(58)
As already mentioned, the so-obtained terms ΩD are generalizations of the θ-term Wtop which appeared in the
special example of equation (49). Note that all terms ΩD are gauge invariant, since they are constructed out of
the gauge invariant objects Fµν and Rαβµν .[70] Moreover, since the Chern-Character and Dirac Genus "generating
functions" contain only terms with an even number of differentials, we clearly see that ΩD = 0 for odd space-time
dimension D.
Descent Relations. It turns out that ΩD is always a total derivative[71],
ΩD = dΩ
(0)
D−1 (First Descent Relation, D = even) (59)
which is a generalization of (52). Therefore, we obtain for a D-dimensional space-time manifoldMD with boundary
∂MD ∫
MD
AD dDx =
∫
MD
ΩD =
∫
∂MD
Ω
(0)
D−1, D = even. (60)
In analogy with (52), the term Ω(0)D−1 is a generalization of the Chern-Simons term.
Let us now focus on the generalized Chern-Simons term Ω(0)D−1. In complete analogy with the special case of the
Chern-Simons term in (48), and the discussion in the paragraph below that equation, the general Chern-Simons term
Ω
(0)
D−1 is not invariant under a gauge transformation Aµ → Aµ + vµ. Rather, denoting by δv the change of this term
by an infinitesmal gauge transformation (linear in vµ), it is know that[72]
δvΩ
(0)
D−1 = dΩ
(1)
D−2, (Second Descent Relation, D = even). (61)
We are now ready to write the general forms of (48) and (52),(53):
(i) Chern-Simons type response: D = 2n − 1 odd. This generalizes (48). If M2n−1 is an odd-dimensional
space-time manifold with boundary ∂M2n−1, then the Second Descent Relation (61) implies
δv
∫
M2n−1
Ω
(0)
2n−1 =
∫
M2n−1
Ω
(1)
2n−2 =
∫
∂M2n−1
Ω
(1)
2n−2. (62)
After normalizing Ω(0)2n−1 by a suitable multiplicative factor, the topological part of the effective action is
Wtop = iσ
∫
M2n−1
Ω
(0)
2n−1, (63)
where σ generalizes the constant σxy in (48). It then follows from (62) which is a consequence of the Second Descent
Relation (61) that, as in the previous special case, the bulk theory is not invariant under gauge transformation and a
term violating gauge invariance appears at the boundary ∂M2n−1 of the manifoldM2n−1. Therefore, the boundary
theory must generate a compensating term so that the total system is invariant. Hence, the boundary on its own is
not gauge invariant and thus not consistent - it cannot exist in isolation without the bulk.
(ii) Theta-term type response: D = 2n even. This generalizes (52,53). Upon using a suitable normalization of
Ω2n the integral
∫
M2n Ω2n over a D = 2n-dimensional manifoldM2n without boundary is an integer, and
Wtop = iθ
∫
M2n
Ω2n (64)
leads to periodicity of the theory under θ → θ+2pi for the same reason as discussed in the paragraph below (49). The
Topological Insulators (Superconductors) we will be applying this to will have a symmetry (time-reversal or chiral)
which will fix the value of θ again to θ = 0, or pi (mod 2pi) in the same way as below (49). On a manifoldM2n with
boundary, Wtop is, due to (60), a Chern-Simons term on the boundary ∂M2n; as in (52,53) its coefficient does not
carry the value allowed for a theory defined in isolation in 2n− 1 space-time dimensions. For that reason, again, such
a boundary cannot exist in isolation without being attached to a higher dimensional bulk.
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3. Applications to Topological Insulators and Superconductors
In this section we review the method employed in Ref. [3] to predict the existence of Topological Insulators or
Superconductors by locating the spatial dimensions in which anomalous responses Wtop of the kind discussed above
exist. These are associated with what are called "perturbative anomalies". As we will see, the presence of anomalous
responses arising in this way allows us to predict the occurrence of all Topological Insulators (Superconductors) which
are characterized by an integer classification in TABLEs III and IV, to which we mostly restrict attention here. - At
the end of this section, we also review the conjecture made in Ref. [3] that the remaining cases, i.e. those with a Z2
classification, as well as a full picture based on anomalies, valid also in the presence of interactions, will arise from the
consideration of global anomalies (different from the above "perturbative anomalies"). To support this conjecture we
give several examples in the classification which may follow from certain global gravitational anomalies. (Recent work
on global anomalies in Topological Insulators includes e.g. [59, 61, 73], which confirms the validity of this conjecture.)
(a): Complex Symmetry Classes. First consider the complex symmetry classes A and AIII in TABLE VI
which naturally possess U(1) symmetry. Upon minimally coupling a U(1) gauge field, we read off from the Chern
Character (using case (a) of (58)) that a θ-term ΩD can exist in every space-time dimension D = 2k (k = integer).
The resulting Chern-Simons term Ω(0)D−1, from (63) and the first descent relation (59), predicts that a Topological
Insulator can exist in every odd space-time dimension D = 2k − 1, i.e. in all even space dimensions d = 2k. These
are marked with a black bold face Z in TABLE VI. - Moving on, we make use of the θ-term Ω2k which, as discussed
below (64), provides an anomalous response in every even space-time dimension D = 2k, i.e. in all odd spatial
dimensions d = 2k − 1, and hence predicts that a Topological Insulator can exist in those dimensions. These are
marked with a black Z (not bold face) in TABLE VI. Note that the current argument for the AIII cases only shows
that a Topological Insulator characterized by an odd integer (thus including the case where the integer = 1) can exist
in these dimensions, and does not demonstrate the existence of the entire integer classification[74]. Nevertheless, the
argument shows that there are non-trivial entries in the corresponding positions in the Table. (The non-interacting
Z-classification of symmetry class AIII does in general collapse in the presence of interactions to a smaller group, as
has been explicitly demonstrated in d = 3 spatial dimensions in Ref. [9] - see also section III F. A full description
of the AIII cases in the presence of interactions, and more general, of all Topological Insulators (superconductors) in
the presence of interactions not fully characterized by perturbative anomalies, was conjectured[3] to be provided by a
global anomaly; this has recently been confirmed - see [59, 61, 73] for a recent discussion.)
Real Symmetry Classes. It is useful to divide the eight real symmetry classes into two groups. The first
group includes classes AI, AII, CII which are naturally realized as normal (as opposed to superconducting) electronic
systems, and thus carry a natural notion of U(1) symmetry. Moreover, one realization of symmetry class BDI can also
be considered to have a conserved U(1) symmetry. On the other hand, the natural realizations of symmetry classes
D and DIII possess no conserved U(1) quantity; while classes C and CI can be realized as singlet superconductors
with conserved SU(2) spin - and so there is a conserved U(1) charge - it is natural to treat all symmetry classes
that have a standard realization as superconducting systems on an equal footing. Therefore we subdivide the eight
real symmetry classes in the two groups, the first group consisting of classes (D, DIII, C, CI) and the second group
consisting of classes (AI, BDI, AII, CII).
(b): Purely gravitational anomalous responses (D, DIII, C, CI). We consider coupling the members of
the first group (D, DIII, C, CI) to a purely gravitational background. We read off from the Dirac Genus (using
case (b) of (58)) that a θ-term ΩD can exist in every space-time dimension D = 4k (k = integer). The resulting
(gravitational) Chern-Simons term Ω(0)D−1, from (63) and the first descent relation (59), predicts that a Topological
Insulator (Superconductor) can exist in every space-time dimension D = 4k − 1, corresponding to spatial dimensions
d = 4k− 2, i.e. to spatial dimensions d = 2 (mod 8) and d = 6 (mod 8). The intersections of these dimensions d with
the group (D, DIII, C, CI) of symmetry classes are marked with a red bold face Z in TABLE VI. Note that this predicts
precisely the spatial dimensions of the Topological Superconductors in these classes with an integer classification. In
analogy with the Quantum Hall case discussed below (48), in the present gravitational case the conservation law for
energy and momentum is lost at the boundary; energy and momentum ‘leaks’ from the boundary into the bulk. Thus,
the presence of the corresponding Chern-Simons term, and hence of the integer classification, is expected to be robust
to adding interactions in these cases. (While this has been well known to be the case for classes D and C in d = 2,
relatively recent work[60], aimed at the interacting cases using the cobordism approach, appears to be in agreement
with our prediction for d = 6 in symmetry class D.) - Moving on to make use of the (purely gravitational version
of) the θ-term ΩD which, as discussed below (64), can exist in every space-time dimension D = 4k and can thus
provide an anomalous response in those space-time dimensions corresponding to spatial dimensions d = 4k − 1, i.e.
to spatial dimensions d = 3 (mod 8) and d = 7 (mod 8). These are marked with a red Z (not bold face) in TABLE
VI. Similar comments as those for AIII above are in order here. The present argument only shows that in these
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dimensions Topological Superconductors in classes DIII and CI can exist which are characterized by an odd integer
in the integer classification and does not demonstrate the existence of the entire integer classification[75]. Yet, the
argument shows that there are non-trivial entries in the corresponding positions in the Table. (The same comments as
those made in the preceding paragraph on class AIII also apply here. Indeed the non-interacting integer classification
in symmetry class DIII in d = 3 spatial dimensions is actually known to collapse in the presence of interations to
Z16[9, 11, 61, 73, 76]. A similar collapse has been found in class CI in d = 3[9]. We will briefly discuss both cases
in section III F below. - A full description of symmetry classes DIII and CI in the presence of interactions, and
more general, of all Topological Insulators (superconductors) in the presence of interactions not fully characterized
by perturbative anomalies, was conjectured[3] to be provided by a global anomaly; this has recently been confirmed
- see [59, 61, 73] for a recent discussion.)
(c): Mixed anomalous responses (AI, BDI, AII, CII). We consider coupling the members of the group (AI,
BDI, AII, CII) to a mixed background, consisting of both classical gauge and gravitational background fields. We
read off from the generating function for mixed anomalous responses (using case (c) of (58)) that a θ-term ΩD can
exist in every space-time dimension D = 4k + 2 (k = integer). The resulting mixed Chern-Simons term Ω(0)D−1, from
(63) and first descent relation (59), predicts a Topological Insulator (Superconductor) can exist in every space-time
dimension D = 4k + 1, corresponding to spatial dimensions d = 4k, i.e. to spatial dimensions d = 0 (mod 8) and
d = 4 (mod 8). The intersections of these dimensions d with the group (AI, BDI, AII, CII) of symmetry classes are
marked with blue bold face Z in TABLE VI. Note that this predicts precisely the spatial dimensions of the Topological
Insulators in these classes with an integer classification. The presence of the corresponding Chern-Simons term, and
of the integer classification, is expected to be robust to adding interactions in these cases. - Moving on to make use
of (the mixed version of) the θ-term ΩD which, as discussed below (64), predicts that an anomalous response can
exist in every even space-time dimension D = 4k + 2, corresponding to spatial dimensions d = 4k + 1, i.e. to spatial
dimensions d = 1 (mod 8) and d = 5 (mod 8). These are marked with a blue Z (not bold face) in TABLE VI. Similar
comments as those made regarding classes AIII, DIII and CI above are in order here. The present argument only
shows that in these dimensions Topological Insulators in classes BDI and CII can exist which are characterized by
an odd integer in the integer classification and does not demonstrate the existence of the entire integer classification.
Yet, the argument shows that there are non-trivial entries in the corresponding positions in the Table. (The same
comments as those made at the end of the preceding paragraphs regarding symmetry classes AIII, as well as DIII
and CI also apply here. A collapse of the integer classification in class BDI to Z8 in the presence of interactions in
d = 1 was found in Ref. [77] for the superconductor version of class BDI[78]. - A full description of symmetry classes
of all Topological Insulators (Superconductors) in the presence of interactions not fully characterized by perturbative
anomalies, was conjectured[3] to be provided by a global anomaly; this has recently been confirmed - see [59, 61, 73]
for a recent discussion.)
We end this section, as already mentioned, with a brief discussion of global anomalies[3]. Whereas the so-far
discussed "perturbative anomalies" appear as anomalous responses present already to low order in a perturbative ex-
pansion in small background fields, global anomalies appear only when ‘large’ (i.e. of order unity) gauge or coordinate
transformations are considered. Here we consider the case of global gravitational anomalies, and so we are interested
in the response to large coordinate transformations. It was found in [62] that global gravitational anomalies can exist,
under certain conditions, (i) in D = 8k, (ii) in D = 1 + 8k. It was also found[62] that global anomalies can exist in
(iii) in D = 2 + 4k space-time dimensions, where k is an integer. As pointed out in Ref. [3], following the general
logic discussed above these would decribe anomalous behavior at the boundary of the system indicating the presence
of a Topological Insulator (Superconductor) in one higher dimension, i.e. in space-time dimensions (i) D = 8k + 1
and (ii) D = 2 + 8k; moreover this can also occur in (iii) D = 3 + 4k. These cases correspond to spatial dimensions
(i) d = 0 + 8k, (ii) d = 1 + 8k, and (iii) d = 2 + 8k as well as d = 6 + 8k. In each of those four spatial dimensions
(mod 8) there exist two Z2 topological insulators. The Z2 cases corresponding to (i) and (ii) are marked in green in
TABLE VI; those corresponding to (iii) bold-face black. We have conjectured in [3] that all Z2 entries in TABLE VI
can be obtained from consideration of these and other global anomalies.
Moreover, the collapse of the integer classification in odd spatial dimensions (these are the ones where we have
obtained the odd integer representative from an anomalous θ-term response in the previous paragraphs) has in some
cases already been understood in terms of global anomalies[61, 73], thus supporting our previous general conjecture
made in Ref. [3].
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Cartan\d 0 1 2 3 4 5 6 7
A Z 0 Z 0 Z 0 Z 0
AIII 0 Z 0 Z 0 Z 0 Z
AI Z 0 0 0 2Z 0 Z2 Z2
BDI Z2 Z 0 0 0 2Z 0 Z2
D Z2 Z2 Z 0 0 0 2Z 0
DIII 0 Z2 Z2 Z 0 0 0 2Z
AII 2Z 0 Z2 Z2 Z 0 0 0
CII 0 2Z 0 Z2 Z2 Z 0 0
C 0 0 2Z 0 Z2 Z2 Z 0
CI 0 0 0 2Z 0 Z2 Z2 Z
TABLE VI. Topological insulators (superconductors) with an integer (Z) classification, predicted from gauge, purely grav-
itational, and mixed anomalous responses. - Note that 2-fold Bott periodicity of the two complex symmetry classes (A and
AIII), and the 8-fold Bott periodicity of the remaining eight real symmetry classes emerges automatically from the anomaly
perspective. (In the Table, bold face (not bold face) integer symbols denote the existence of Chern-Simons type (θ-term type)
anomalous responses; black stands for ’gauge’, red for ’gravitational’, and blue for ’mixed’. Green and black bold face Z2
symbols denote the existence of global gravitational anomalies in the corresponding dimensions.)
F. Some Results in d = 3 in the Presence of Interactions
We close by briefly mentioning some relatively recent results on the effect of interactions in d = 3 spatial
dimensions[8, 9] that build on the work presented in this review. A summary of the main results is listed in
TABLE VII. In the first column of this TABLE are listed the symmetries of the Fermionic systems that were studied
in that work. (U(1) and SU(2) indicates the presence of charge conservation and SU(2) spin rotation symmetry,
and ZT2 and ZC2 denote time-reversal and charge-conjugation symmetries, respectively.) The Cartan Symmetry
Class to which each system belongs is listed in parenthesis. In the second column is listed first the non-interacting
classification of the corresponding Cartan Symmetry classes in d = 3 spatial dimensions[79] (see e.g. TABLE VI of
the previous section), followed by an arrow that points to the classification that ensues when interactions are added
to the non-interacting systems. (Note that all Z classifications reducing to a smaller classification are only protected
by the θ-term anomalous response discussed in section III E 2 which, as mentioned in that section, guarantees only
the presence of the n = odd sector in the classification, in particular including n = 1.) Finally, in the third (and
last) column is listed the "Complete" classification of the interacting Fermionic systems in the respective d = 3
symmetry classes. These include the classifications of the second column but contain additional topological phases.
These are phases that are not simply obtained by adding interactions to the non-interacting Topological Insulator
(Superconductor), but which can occur in other ways.
Some of the results in specific symmetry classes listed in TABLE VII were also obtained independently for Symmetry
Class AII in Ref. [10], and for Symmetry Class DIII in Ref.[11].
It is worth mentioning some interesting more detailed and specific results on some of the seven Symmetry Classes
in TABLE VII. This makes contact with some of the more general statements about Symmetry Protected Topological
(SPT) phases, made in section II:
• U(1)o ZT2 where Tˆ 2 = (−1)Fˆ (AII):
There are only two topologically distinct phases, a topological n = 1 ∈ Z2 and a non-topological n = 0 ∈ Z2 phase.
A surface of this topological d = 3 bulk Fermonic SPT phase in this class which respects the U(1) o ZT2 symmetry
must have non-Abelian (Moore-Read) statistics. But this non-Abelian statistics is such that it cannot be realized in
d = 2 spatial dimensions for the given action of this symmetry on the surface.
26
Symmetry........................................................... Symmetry Class Reduction of free- Complete
(Cartan Symbol) Fermion States
U(1) only (A) 0→ 0 0
U(1)o ZT2 where Tˆ 2 = +1 (AI) 0→ 0 (Z2)2
U(1)o ZT2 where Tˆ 2 = (−1)Fˆ (AII) Z2 → Z2 (Z2)3
U(1)× ZT2 (AIII) Z → Z8 Z8 × Z2
U(1)o
(
ZT2 × ZC2
)
, where Tˆ 2 = Cˆ2 = (−1)Fˆ (CII) Z2 → Z2 (Z2)5
ZT2 where Tˆ 2 = (−1)Fˆ (DIII) Z → Z16 Z16 (?)
SU(2)× ZT2 where Tˆ 2 = +1 (CI) Z → Z4 Z4 × Z2 (?)
TABLE VII. Some recent results in d = 3 spatial dimensions on the effect of interactions[8, 9]. Question marks indicate that
the authors have arguments, but not a full proof of the respective claims, all of which pertain to the "Complete" column.
• U(1)× ZT2 (AIII):
There are eight phases, n = 0, 1, ..., 7 ∈ Z8, only one of which is topologically trivial. A surface of the n = 1 bulk
Fermonic SPT phase in this class which respects the U(1) × ZT2 symmetry must have non-Abelian (Moore-Read)
statistics. But this non-Abelian statistics is such that it cannot be realized in d = 2 spatial dimensions for the given
action of this symmetry on the surface.
• ZT2 where Tˆ 2 = (−1)Fˆ (DIII):
There are sixteen phases, n = 0, 1, ..., 15 ∈ Z16, only one of which [n = 0 (mod 16)] is topologically trivial. A surface
characterized by n =odd of the bulk Fermonic SPT phase in this class which respects Tˆ 2 = (−1)Fˆ time-reversal
symmetry must have non-Abelian statistics (with topological order characterized by SU(2)3); the surface carries a
realization of time-reversal symmetry that is impossible to realize at a purely d = 2-dimensional surface. The surface
of the topological bulk phases characterized by n =even but n 6= 0 (mod 16) possess Abelian topological order.
Furthermore, the n = 8 surface has only Fermions.
• SU(2)× ZT2 where Tˆ 2 = +1 (CI):
There are four phases, n = 0, 1, ..., 3 ∈ Z4, only one of which is topologically trivial. A surface characterized by n = 1
of the bulk Fermonic SPT phase in this class remains gapless even with interactions.
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Appendix A: Bogoliubov DeGennes (BdG) Hamiltonians of Superconductors
In a superconductor, the Hamiltonian (2) is replaced by the Bogoliubov-de-Gennes (BdG) Hamiltonian which gov-
erns the dynamics of the (Fermionic) quasiparticles of the superconductor. Specifically, we replace the (N -dimensional)
column vector ψˆ, introduced below (2), by the vector (Nambu Spinor)
χˆ ≡

χˆ1
...
χˆN
χˆN+1
...
χˆ2N
 ≡

ψˆ1
...
ψˆN
ψˆ†1
...
ψˆ†N
 =
(
ψˆ
(ψˆ†)t
)
(A1)
(where t denotes the transpose). With this notation, the BdG Hamiltonian of a superconductor reads, in complete
analogy with (2)
Hˆ =
1
2
2N∑
A,B=1
χˆ†AHA,BχˆB =
1
2
χˆ†Hχˆ =
1
2
(
ψˆ†, ψˆt
)
H
(
ψˆ
(ψˆ†)t
)
(A2)
The factor of 12 arises from the property in (A6) below. In view of the last equality of (A2) the first quantized BdG
Hamiltonian H can be written in terms of N ×N blocks
H =
(
Ξ ∆
∆∗ −Ξt
)
(A3)
where Ξ = Ξ† (by Hermiticity of H) and ∆ = −∆t (by Fermi statistics). The second quantized BdG Hamiltonian in
(A2) then reads
Hˆ =
N∑
a,b=1
ψˆ†a Ξa,b ψˆb +
1
2
N∑
a,b=1
(
ψˆ†a ∆a,b ψˆ
†
b + ψˆa ∆
∗
a,b ψˆb
)
(A4)
Note that while the vectors
ψˆ =
 ψˆ1...
ψˆN
 and (ψˆ†)t =
 ψˆ†1...
ψˆ†N
 (A5)
are linearly independent, this is not the case for the vectors χˆ and (χˆ†)t defined in (A1), since due to (A1)
(χˆ†)t =
(
(ψˆ†)t
ψˆ
)
= τ1
(
ψˆ
(ψˆ†)t
)
= τ1χˆ, or : χˆ
† = χˆtτ1 (A6)
where
τ1 =
(
0N 1N
1N 0N
)
(A7)
is the τ1 Pauli matrix in ‘particle-hole’ (‘annihilation-creation operator’) space. (Here 1N is the N × N identity
matrix, and 0N is the N ×N matrix with all matrix elements zero.) As a consequence of (A6) we can write (A2) as
Hˆ =
1
2
χˆ†Hχˆ =
1
2
χˆtτ1Hτ1(χˆ
†)t =
1
2
2N∑
A,B=1
χˆA(τ1Hτ1)A,Bχˆ
†
B = (A8)
=
1
2
2N∑
A,B=1
(τ1Hτ1)A,B(−χˆ†BχˆA + δA,B) = −
1
2
χˆ†(τ1Hτ1)tχˆ+
1
2
Tr(τ1Hτ1) (A9)
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Due to (A3) the trace in the last equality vanishes, and we obtain
τ1H
∗τ1 = τ1Htτ1 = −H. (A10)
(The first equality follows from Hermiticity.) Therefore, any first quantized BdG Hamiltonian H will automatically
(i.e. by construction) satisfy the charge conjugation (particle hole) symmetry property, equation (17), with UC = τ1.
Charge conjugation ‘symmetry’ is therefore not a symmetry of the superconducting system but rather a property of
any BdG Hamiltonian.
Appendix B: The Alternative Chiral (Sublattice) Symmetry Operation
In this Appendix we discuss the alternative chiral (sublattice) operation defined by
Sˆ ′ ≡ Cˆ · Tˆ (B1)
(see (30)), in which the order of factors is exchanged as compared to the chiral symmetry operation defined in (22).
One readily checks using (8),(15) that
SˆψˆASˆ−1 =
∑
B
(U∗†S′ )A,B ψˆ
†
B ; Sˆψˆ†ASˆ−1 =
∑
B
ψˆB (U
∗
S′)B,A; SˆiSˆ−1 = −i (anti− unitarity) (B2)
where US′ ≡ UCU∗T .
Let us now go back to the original version of chiral symmetry S = UT ·U∗C = US , where S2 = (US)2 = 1, as in (27),
(26),(29). Writing out the latter condition, (UTU∗C)(UTU
∗
C) = 1, and multiplying both sides by U
†
T form the left and
by UT form the right yields U∗CUTU
∗
CUT = 1. Taking the complex conjugate yields (UCU
∗
T )(UCU
∗
T ) = 1, and hence
(US′)
2 = 1. (B3)
Moreover we conclude from US = UTU∗C , (US)
2 = 1 and US′ = UCU∗T , (US′)
2 = 1 that TrUS = Tr(US)∗ = TrUS′ .
Therefore, both US and US′ have the same spectrum of eigenvalues (they have only eigenvalues ±1, and the difference
of positive and negative eigenvalues is the same for both matrices). Therefore, there must be a unitary matrix W
such that
US′ = WUSW
† (B4)
Hence we see that if H anticommutes with US ,
USH = −HUS (B5)
from which we obtain W †US′WH = −HW †US′W upon inserting (B4) which can be rewritten as
US′
(
WHW †
)
= − (WHW †)US′ . (B6)
Thus H anticommutes with US if and only if WHW † anticommutes with US′ for a suitable choice of the unitary
matrix W (specfied in (B4)).
Note that we are interested in the situation where the first quantized Hamiltonian H runs over the set of "symmetry-
less" blocks discussed in section IIIA 1. Clearly, if H is one of these blocks in this set, so is WHW † which just
corresponds to writing H in another basis.
Appendix C: Description Of "Simplified Hamiltonians" in the Chiral Symmetry Classes in TABLE I
Let us first discuss the form of a general Hamiltonian H which satisfies the condition (27)
SHS = −H (C1)
of invariance under the chiral symmetry S = US , equation (26). We know that S is unitary and squares to the identity
matrix, equation (29). Therefore, we can chose a basis in which
S = US =
(
1n 0
0 −1m
)
. (C2)
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Now, writing out the condition (C1) in the basis in which S is diagonal as in (C2), one immediately finds that H has
the following block structure
H =
(
0n h12
h21 0m
)
, where h†21 = h12. (C3)
Here h12 is a n×m matrix, and h21 is a m× n matrix, and the equality follows from the Hermiticity of H.
Let us now specialize to the case where H is the "simplified Hamiltonian" Q(~k) discussed in section III B. First
consider the case of the complex symmetry class A. If Q(~k) denotes the specialized Hamiltonian in symmetry class
A, satisfying in addition the chiral symmetry condition (C1), it represents a "simplified Hamiltonian" in symmetry
class AIII. In this case, it will take the form
Q(~k) =
(
0n q12
q21 0m
)
, where q†21 = q12. (C4)
But sinceQ(~k) is a "simplified Hamiltonian", it has by definition only eigenvalues ±1, and thus squares to the identity,[
Q(~k)
]2
= 1n+m. (C5)
Writing this condition out upon making use of (C4) one immediately obtains
Q(~k) =
(
0n q
q† 0m
)
, where q · q† = 1n, q† · q = 1m. (C6)
In summary, we conclude that the "simplified Hamiltonian" Q(~k) in symmetry class AIII, which is the only sym-
metry class possessing chiral symmetry and no other symmetry (it is hence he simplest symmetry class possessing
chiral symmetry), is completely characterized by the n×m matrix q as above. This is the meaning of the entry AII
in the second column of TABLE I. (In that TABLE we have considered the special case where n = m, so that the
last condition in (C6) implies that the n × n matrix q is unitary.) All the other entries in TABLE I for symmetry
classes possessing chiral symmetry (which are classes BDI, CII, DIII, and CI, as can be read off from the 4th column
of FIG. 1), correspond to symmetry classes which are defined by the presence of additional conditions imposed on the
unitary matrix q which arise from time-reversal or charge-conjugation symmetries imposed on Q(~k). This explains
the notation used in TABLE I for all symmetry classes with chiral symmetry.
Appendix D: Symmetry Properties of Homotopy Groups
In this Appendix we explain the details of the discussion in section IIID, in particular in the paragraph preceding
(46), that shows that the bulk-based and the boundary-based approach to the classification yields the same result.
Focus on the Table D2 below. We first focus on the eight real Cartan Symmetric Spaces. The 2nd, 3rd and 4th
columns just repoduce the 1st (Cartan Label), 3rd (target space G/H of the NLSM describing Anderson Localization
at the boundary) and 4th column (Classifying Spaces used in the bulk-based classification method) of TABLE V,
respectively. Now, from the first column (with heading "d = 0") of FIG. 3 which precisely lists the Homotopy Groups
of the NLSM target spaces G/H listed in the 3rd column of (D2), we can read off the Homotopy Groups listed in
the 5th column of (D2). By bringing this list in the order of the 4th column of (D2) we can fill in the 6th column of
the same table. By re-ordering the 6th column, we can also find directly the Homotopy Groups in the 7th column of
(D2). Now we are in the position to easily verify the correctness of the statement made in equation (46) from section
IIID, which we repeat below for the convenience of the reader:
Bulk: Topological Band Theory Boundary: Anderson Localization(NLSM)
(a) : pi0 (Rq−d) = Z2 if and only if [pid−1 (R4−q) =] pi0
(
R3−(q−d)
)
= Z2
(b) : pi0 (Rq−d) = Z if and only if [pid (R4−q) =] pi0
(
R4−(q−d)
)
= Z
using : pid (Rp) = pi0 (Rp+d)

(D1)
By comparing the 6th and the 5th columns of (D2) we see that condition (b) is satisfied (red color), whereas by
comparing the 6th and the 7th column of (D2 we see that condition (a) is satisfied (blue color). Therefore, the
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conditions on the right hand sides (boundary-based classification) of D1 are satisfied if and only the conditions on
the left hand sides (bulk-based classification) is satisfied. This agreement therefore lies in a particular ("symmetry")
properties of the list of Homotopy Groups (e.g. of the list in the 6th column).
1st column 2nd column 3rd column 4th column 5th column 6th column 7th column
Cartan Label NLSM G/H Classifying space
(q − d) R4−(q−d) Rq−d pi0
(
R4−(q−d)
)
pi0 (Rq−d) pi0
(
R3−(q−d)
)
0 AI R4 R0 Z ⇔ Z 0
1 BDI R3 R1 0 Z2 ⇔ Z2
2 D R2 R2 Z2 Z2 ⇔ Z2
3 DIII R1 R3 Z2 0 Z
4 AII R0 R4 Z ⇔ Z 0
5 CII R7 R5 0 0 0
6 C R6 R6 0 0 0
7 CI R5 R7 0 0 Z
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