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On Convergence Conditions of Gaussian
Belief Propagation
Qinliang Su and Yik-Chung Wu
Abstract—In order to compute the marginal probability density
function (PDF) with Gaussian belief propagation (BP), it is impor-
tant to know whether it will converge in advance. By describing
the message-passing process of Gaussian BP on the pairwise factor
graph as a set of updating functions, the necessary and sufficient
convergence condition of beliefs in synchronous Gaussian BP is
first derived under a newly proposed initialization set. The pro-
posed initialization set is proved to be largest among all currently
known sets. Then, the necessary and sufficient convergence con-
dition of beliefs in damped Gaussian BP is developed, with the
allowable range of damping factor explicitly established. The re-
sults theoretically confirm the extensively reported conjecture that
damping is helpful to improve the convergence of Gaussian BP.
Under totally asynchronous scheduling, a sufficient convergence
condition of beliefs is also derived for the same proposed initializa-
tion set. Relationships between the proposed convergence condi-
tions and existing ones are established analytically. At last, numer-
ical examples are presented to corroborate the established theories.
Index Terms—Convergence, factor graph, Gaussian belief
propagation, graphical model, loopy belief propagation, message
passing, sum-product algorithm.
I. INTRODUCTION
M ANY problems in signal processing and machinelearning eventually come to the issue of computing
marginal probability density function (PDF) from a high di-
mensional joint PDF. In general, the complexity of directly
computing the marginal PDF could be very high. By passing
messages among the neighboring nodes in factor graph, belief
propagation (BP) provides an efficient way to compute the
approximate marginal PDFs upon convergence [1]–[5].
In this paper, we focus on an important class of BP where the
underlying joint PDF is Gaussian. In this case, the messages
being passed in the factor graph maintain Gaussian form,
and hence the updating of beliefs can be described by the
updating of belief variance and belief mean. Due to the ability
of efficiently computing true marginal mean [6], Gaussian BP
has been successfully applied in many areas, such as MMSE
multi-user detection, equalization and channel estimation
in communication systems [7]–[9], fast solver for systems
of linear equations [10], [11], sparse Bayesian learning in
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large-scale compressed sensing problem [12], and estimation
on Gaussian graphical model [13], [14]. Moreover, because of
the intrinsic distributed characteristic, Gaussian BP has been
applied in many problems requiring distributed information
processing, such as distributed beamforming [15], distributed
utility maximization in large scale network [16], distributed
synchronization and localization in wireless sensor networks
[17]–[19], distributed energy efficient self-deployment in mo-
bile sensor networks [20], distributed rate control in Ad Hoc
networks [21], and inter-cell interference mitigation [22].
Gaussian BP can only work under the prerequisite that be-
liefs do converge. So far, several sufficient conditions ensuring
the convergence of beliefs under a designated initialization set
have been proposed, such as diagonal dominance [6], convex
decomposition [23] and walk-summability [24]. These conver-
gence conditions are derived to be applicable to all possible
schedulings, thus are expected to be more conservative than
the convergence condition for a particular scheduling. As syn-
chronous scheduling is the most direct and widely applicable
one, in this paper, synchronous scheduling is considered sepa-
rately from asynchronous schedulings, resulting in two different
convergence conditions in these two cases.
The contributions of this paper are summarized as follow.
1) For synchronous Gaussian BP, the necessary and sufficient
convergence condition of beliefs under a newly proposed
initialization set is derived. The proposed initialization set
is proved to be the largest among all currently known re-
sults.
2) For damped Gaussian BP, the necessary and sufficient con-
vergence condition of beliefs under the proposed initializa-
tion set is also derived. It is proved that this convergence
condition is more relaxed than that of Gaussian BP. To the
best of our knowledge, this is the first convergence con-
dition of damped Gaussian BP, and theoretically confirms
the extensively reported conjecture that damping is helpful
to improve the convergence of Gaussian BP [24]–[28]. A
method on how to choose an appropriate damping factor is
also proposed.
3) For asynchronous Gaussian BP, a sufficient condition is
derived to guarantee the convergence of beliefs under all
totally asynchronous schedulings.
4) Relationships between the proposed convergence condi-
tions and existing ones are established analytically. The re-
sults demonstrate that the existing conditions are implied
by the proposed ones.
The rest of this paper is organized as follows. Gaussian BP
is reviewed in Section II. Section III analyzes the convergence
condition of messages in Gaussian BP. Convergence conditions
of beliefs in synchronous Gaussian BP, damped Gaussian BP
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and asynchronous Gaussian BP are derived in Section IV. Re-
lationships between the proposed convergence conditions and
existing ones are established in Section V. Numerical examples
are presented in Section VI, which is followed by conclusions
in Section VII.
The following notations are used throughout this paper. Sym-
bols and denote a diagonal matrix
and block diagonal matrix with the elements of and lo-
cated along the main diagonal, respectively. For two vectors,
and mean the inequalities hold in all corre-
sponding elements. Notations and repre-
sent the eigenvalue of matrix with maximum module and its
corresponding eigenvector, respectively. Notation means
any eigenvalue of matrix , while represents the spectral
radius of . Symbols , and are the module, real
part and imaginary part of a complex number, respectively.
II. GAUSSIAN BELIEF PROPAGATION
Consider a Gaussian PDF ,
where is the random variable
vector; is the precision matrix with being
its -th element; and . The
Gaussian PDF can be written in a factorized form
, where
and .
Based on this expansion, a factor graph can be constructed by
connecting each variable with its associated factors
and . Then, the messages of Gaussian BP being
passed from variable node to node are updated as
(1)
(2)
where with
;
represents the index set of neighboring variable nodes of node
1; and is the set except node . After obtaining the
messages , the belief at variable node is computed
as
(3)
Without loss of generality, let the arriving
message of node at time is in form of
, where
and are the arriving precision and arriving
linear coefficient, respectively. Inserting into (1),
we obtain ,
where
(4)
(5)
1Notice that in a factor graph, the neighboring variable nodes and are not
connected directly but through a factor node .
are the departing precision and linear coefficient, respectively.
Furthermore, substituting the departing message
into (2), we obtain
(6)
If , the integration equals to a constant, and
. Thus, it
can be obtained that
if
,
(7)
if , (8)
After obtaining and , the belief variance and
belief mean at node and iteration are computed as
(9)
(10)
Now, we express the message update process in vector form,
which will be useful for the rest of this paper. By substituting
from (4) into (7) and then
writing into a vector form, we obtain
if
otherwise, (11)
where contains with arranged in as-
cending order first on and then on ; is a vector-valued
function containing components
(12)
with arranged in ascending order first on and then
on ; set is defined as
(13)
and contains with arranged in ascending order
first on and then on . For convenience of understanding, the
updating process of is illustrated in Fig. 1.
Similarly, by substituting
from (4) and
from (5) into (8) and then
writing into a vector form, we obtain
if
, (14)
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Fig. 1. Illustration of the updating process of , where
.
where is a vector containing with ar-
ranged in ascending order first on then on ; and are
defined as
(15)
(16)
is a matrix defined such that is a column
vector containing elements with ar-
ranged first on and then on ; contains elements with
arranged in ascending order first on then on ;
with being a column vector con-
taining elements for all arranged in ascending
order; with being a column vector
containing elements for all arranged in ascending
order.
Remark 1: The results in this paper are established under the
prerequisite of pairwise factor graph, thus might not be appli-
cable to other types of factor graphs. However, it should be em-
phasized that the pairwise factor graph is the most widely used
one in Gaussian BP, and has been applied in the derivation of
existing convergence conditions, e.g., diagonal dominance [6],
convex decomposition [23] and walk-summability [24].
III. CONVERGENCE OF MESSAGES IN GAUSSIAN BP
In this section, we derive the convergence condition of mes-
sages, which are parameterized by and . First, we
present the convergence condition of only.
Theorem 1: [29] Under any scheduling2, converges to
the same point for all if and only if , where
(17)
(18)
with and .
2The schedule requires every component updates infinitely many times as
goes to infinity, but the order and frequency of update can be arbitrary.
To determine whether is , we define the following semi-
definite programming (SDP) problem:
(19)
The SDP problem (19) can be solved efficiently [31] by existing
softwares, such as CVX [32] and SeDuMi [33], etc. Now, the
following proposition can be obtained.
Proposition 1: if and only if (19) has a feasible solu-
tion.
Proof: Using Schur complement, the constraints in (19)
can be equivalently written as
(20)
(21)
If , there always exists a . From the definition
of in (17), we have and . That is,
and for all .
It can be seen that the vector satisfies the constraints (20) and
(21), thus it is a feasible solution to (19).
On the other hand, if (19) has a feasible solution , then
must satisfy (20) and (21), that is, and
. Now, suppose
. Obviously, in this case, the determinant of the matrix in the
constraint of (19) equals to . Hence, the matrix in the
constraint of (19) is not positive semi-definite, which contradicts
to the prerequisite that is a feasible solution of (19). Thus,
we must have . Combining with the
established result , we obtain
. Together with the established result
, from the definition of , we can infer that
, and thus .
In addition to determining whether is , the optimal solu-
tion of (19) also has an important meaning.
Proposition 2: Under , the optimal solution of (19)
for .
Proof: First, we establish two facts about . Since is
the optimal solution of (19), the constraint
in (20) holds for all , which is equivalent to
(22)
Moreover, for the optimal solution , the constraint
in (21) also holds. Notice
that if , the function
becomes undefined. Thus, we have
for all , or equivalently
. Now, substituting into
(12) gives for all , which is equivalent
to . Combining with gives
(23)
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Next, the first-order derivative of with respect to
for is equal to
(24)
Obviously, it can be seen that . Together with the fact
is continuous for , we can infer that is
a monotonically increasing function for . Thus, by ap-
plying on in (23), we obtain . Com-
bining with the constraint in (22) gives
. Then, applying to leads to
. Due to , we further have .
By induction, it can be inferred that for all .
By taking the limit on both sides of , and due to
with , we obtain
under the initialization of . Since according to The-
orem 1, with is the same as
with , we further have
(25)
for any .
Finally, since converges to for ,
according to (11), this means that
and . Writing the two conditions into scalar
form, we obtain and
for all . Comparing with
the constraints (20) and (21), it can be easily seen that
is a feasible solution of (19). Since is the optimal solution
of the minimization problem (19), we must have
(26)
On the other hand, substituting
into (12), we obtain for all
, or equivalently . Due to
, we have . Combining with (25),
it can be inferred that
(27)
Comparing (26) with (27), it can be seen that
. Suppose . According to (25), it
can be inferred that , which contradicts
with the established result . Therefore,
we must have .
Now, we derive the convergence condition for the message
parameters . If has already converged to
, then is updated as
(28)
where
(29)
(30)
It is well-known that in (28) converges for all choices of
if and only if [30].
However, in Gaussian BP, and are updated al-
ternatively, rather than waiting for one quantity to converge be-
fore starting iterations of another. The following theorem shows
that even with simultaneous updating, the message parameters
converge under the same condition as if we wait
for to converge first.
Theorem 2: Message parameters converge to
the same point for all choices of and
if and only if and .
Proof:
Sufficient Condition:
If , according to Theorem 1, it is known that
converges to the same point for all . Thus, in order
to prove the sufficiency, we only need to prove also con-
verges to the same point for all and .
Due to , we can infer that is invertible.
Now, define the following vector
(31)
which can be equivalently written as . Subtracting
it from (14) gives
(32)
According to (32), for any matrix norm , we have
(33)
where is the compatible vector norm associated with the
matrix norm [34, p. 297]. Denote as . It is known
that there always exists a specific matrix norm such that
for any [34]. Furthermore, due
to from Proposition 2, it can be seen that
, meaning that there exists an integer such
that for all and any . Thus,
for , we can derive from (33) that
(34)
where is the compatible vector norm of the matrix norm
.
Now, we define another sequence for as
(35)
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where . From (35), we further have
(36)
Since converges for any , according to (11), we
must have for all , or equivalently in vector
form
(37)
meaning that the entries in are fi-
nite. Thus, and
only contain finite
entries, and so are and . There-
fore, the norm for
is finite and can be upper bounded by a constant . By
applying the bound to (36), we obtain
(38)
Due to , we have
. Thus,
by choosing appropriate and so that , as
, it can be inferred from (38) that .
Subtracting (34) from (35) gives
(39)
Putting into (39), and since by definition
, it can be derived that
. In general, it can be recursively derived that
for all . Since , we
have , thus converges to the same point.
Necessary Condition:
Since converges for all , according to The-
orem 1, we have . Thus, to prove the necessity, we only
need to prove under the prerequisite of .
First, from Proposition 2 and , we know that
. Together with from (23),
set defined in (18) reduces to
. Thus, for any , we can
always find a such that . By
applying to , from the monotonically increasing
property of , we obtain
(40)
If , it is seen from (17) that . On the other
hand, if , then since is the converged
point. Thus, with , we have .
Combining with (40) gives . By induction, it can be
inferred that for . Due to ,
from the definition of set in (18), we have for all
.
Next, consider two initializations and
with and .
Due to and
as given in (14), subtracting the two equa-
tions gives
(41)
where . Since and con-
verges to the same point, then converges to for any
and . Thus, according to (41), we can
infer that for . Similarly, for
another , we also have , where
as defined in (15).
Due to for any as proved above, we can
choose , which means that .
Substituting this result into , we obtain
for all . As , using the
fact , we obtain , which holds
if and only if [34, p. 298]. Thus, we have proved
.
IV. CONVERGENCE OF BELIEFS IN GAUSSIAN BP
In this section, we will derive the convergence conditions of
beliefs for synchronous Gaussian BP, damped Gaussian BP and
asynchronous Gaussian BP, respectively.
A. Synchronous Gaussian BP
Theorem 3: In synchronous Gaussian BP, belief parameters
converge to the same point for all choices of
and if and only if ,
and .
Proof:
Sufficient Condition:
If , according to Proposition 2, it is known that
for all .
Due to , we can infer that belief variance
converges to for
all .
Next, if and , from Theorem 3, it can be
inferred that exists and is unique
for all and . Then, using the fact
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is unique for all ,
we can infer that belief mean also
converges to the same point for all and
.
Necessary Condition:
First, we prove that if converges for all , then
. For any , from the definition of set in (18),
there exists a satisfying and
. Due to the monotonically increasing property of ,
applying to gives . On the
other hand, substituting into (12) leads to ,
and thereby . Combining with ,
we obtain . By applying to the
inequality repeatedly for times, we obtain
. Due to , we further have
(42)
Since converges for any , according to (11),
we have for . From the definition of in
(13), this means for all ,
or equivalently . Using
for from (42), we can infer that
for all . Combining with in (42), we
can see that is lower bounded. Together with the mono-
tonically decreasing property of from (42), we can infer
that converges, and thereby .
Furthermore, since from (42) and , it
can be inferred from the definition of in (13) that
for all , and thereby . Together with
, it can be seen from the defini-
tion of in (17) that , and hence .
Second, due to , according to Proposition 2, it is
known that for all , and thus we
have . Since
converges for , we can
infer that .
Finally, we prove . Due to , then
for all .
Thus, if converges to the same
point, we can infer that , or equivalently
is unique for all and ,
where is a matrix such that the -th column of
is equal to .
Consider two initializations and
with and .
Since and converges to the same point, we
have converges to , or equivalently
(43)
for all and , where
. Substituting
from (41) into (43) gives for
all and . Using the same arguments
after (41), it can be inferred that
(44)
Now, we prove by contradiction. Suppose
. By multiplying on both sides of
(44) and using the relation
, we obtain .
Due to by assumption, then , thus
we must have
(45)
Writing (45) into a scalar form gives that
, or equivalently
(46)
where is a vector with only one nonzero ele-
ment 1 in a position such that . From
the definitions of , and after (16), it is known that
,
and . By applying
these results to in
(29), we obtain , where
is any vector with compatible dimension as . Then,
substituting into this equation and making
use of (46) gives .
On the other hand, from the property of eigenvector, we also
have . By
equating the two equations, we obtain
(47)
Reversing the positions of and , we also obtain
(48)
Multiplying (47) and (48) and eliminating the common terms
gives
(49)
where the last equality is obtained directly from (12) with the
fact that .
It is known that if the variance converges, the con-
verged variance [29].
Thus, we have , or equivalently
. Together with (49), it can be
obtained that , which
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contradicts with the assumption that . Thus, we have
.
B. Damped Gaussian BP
In damped Gaussian BP, is updated as [24]
(50)
where is the damping factor. It is known that damped
Gaussian BP shares the same fixed points as Gaussian BP [25],
thus damped Gaussian BP can also be applied to compute the
true marginal mean upon convergence [6]. Now, we present the
convergence condition of beliefs in damped Gaussian BP.
Theorem 4: In damped Gaussian BP, belief parameters
converge to the same point for all choices of
and under a nonzero damping
factor if and only if the three conditions hold: 1) ;
2) or ; 3)
. Furthermore, the damping factor
should be chosen as
if
if .
(51)
Proof: Notice that (50) can be equivalently written as
(52)
which is in the same form as (14) in Gaussian BP. By ap-
plying Theorem 2, it can be inferred that belief parameters
of damped Gaussian BP converge for all choices
of and if and only if ,
and .
Due to
, we have
. Thus,
is equivalent to
(53)
The maximum operation in (53) implies
for all , or equivalently
. The condition
can only be satisfied under the two cases: 1) and
; and 2) and
. The conditions of the first
case are equivalent to
(54)
Obviously, the range of in (54) is not empty if and only if
. The conditions of the second case are equiva-
lent to
(55)
Similarly, the range of in (55) is not empty if and only if
.
Since (54) and (55) should be satisfied for all ,
hence (53) is satisfied if and only if or
. Furthermore, according to (54) and (55),
it is obvious that the damping factor satisfying (53) is given
by (51).
Now, we reveal the relations between the convergence con-
ditions of beliefs in Gaussian BP and damped Gaussian BP.
Proposition 3: If the convergence condition of beliefs in
Gaussian BP holds, the convergence condition of
beliefs in damped Gaussian BP holds as
well, and must be a damping factor that can guarantee
convergence.
Proof: Due to , if the convergence
condition of beliefs in Gaussian BP holds, we have
, and thereby
(56)
Then, by noticing that
, we can infer that ,
and thereby . That is, the convergence
condition of beliefs in damped Gaussian BP holds.
Furthermore, from (56), we know that holds
for all . Adding on both sides of this
equation gives , or
equivalently . Since this holds for all ,
we can infer that . Comparing this
result with the first case of (51), it is obvious that is in the
feasible range.
Proposition 3 reveals that the convergence condition of be-
liefs in Gaussian BP is always implied by that in damped
Gaussian BP. Also notice that typically in damped BP
[24]–[28], the range of is confined in . Theorem 4
not only gives possibly wider range of with convergence
guarantee, but also avoids the trial-and-error for finding the .
C. Asynchronous Gaussian BP
Modified from the synchronous updating of in (11)
and in (14), under asynchronous scheduling, and
for are updated as
(57)
(58)
where is the set of time instants at which and
are updated and satisfies the totally asyn-
chronous scheduling defined below.
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Definition 1. (Totally Asynchronous Scheduling) [30]: The
sets are infinite, and satisfies
and for all .
From the above definition, the updating of each message
is executed independently at time instants with
. Moreover, at each updating time instant, only
the previously available information and
at each node is needed. Now, the following
theorem can be presented.
Theorem 5: In asynchronous Gaussian BP, if ,
and , belief parameters
converge to the same point for all choices of
and .
Proof: See Appendix A.
Due to [30], it can be seen that the con-
vergence condition of asynchronous Gaussian BP in Theorem 5
is more stringent than that of synchronous Gaussian BP in The-
orem 3.
V. RELATIONSHIPS WITH EXISTING
CONVERGENCE CONDITIONS
In many existing convergence conditions, the original PDF
is first transformed into its normalized form
(59)
where , and
. Then, Gaussian BP is carried out with and
using the updating equations in (4), (5), (7) and (8). Under the
normalized and , we denote the corresponding message pa-
rameters as and . The corresponding belief variance
and belief mean are calculated as
and , respectively. Then, the belief
variance and belief mean of the original PDF can be re-
covered from and . With
the normalized , the matrix as well as sets and can
be defined accordingly. The following proposition reveals that
the convergence conditions proposed in this paper are invariant
to normalization.
Proposition 4: The following statements hold:
1) if and only if ;
2) If , then and ;
3) if and only if
.
Proof: See Appendix B.
It is proved in [24] that if walk-summability
(or equivalently since all diagonal elements in
are equal to one) is satisfied, the belief variance and belief
mean can be computed with Gaussian BP under synchronous
and asynchronous scheduling with message initialization
and . Now, we show the relation between
and the proposed conditions.
Theorem 6: If , then ,
and .
Proof: As proved in [24, Proposition 13], walk-summa-
bility is equivalent to the pairwise normalizable
condition, which is called the convex decomposition con-
dition in [23]. Notice that in the exponent of
in (59) can be expanded as
for any .
Convex decomposition requires the existence of for all
satisfying the two conditions:
(60)
(61)
Now, we will prove that if convex decomposition conditions
in (60) and (61) are satisfied, then . From (60) and
property of a positive semi-definite matrix, we can infer that
and , or equivalently
(62)
(63)
If or equals 0, obviously, (63) cannot hold due to
. Thus, we have and . Putting this result
into (62) and (63), we obtain and , re-
spectively. Substituting into (61)’s equivalent form
gives
(64)
Further, applying to
, we also obtain
(65)
By defining , then (64) and (65) can be written
as and for all
, which are exactly the conditions of defined in
(17). Therefore, we have and , where contains
with arranged in ascending order first on and
then on .
Furthermore, it is proved in [23, Lemma 3] that if
, wemust have . At last, since guar-
antees belief variance converge to
under [24], we must have .
A relaxed initialization set is also proposed in [23]
under the convergence condition of convex decomposi-
tion, which is proved to be equivalent to walk-summa-
bility [24]. The initialization set in [23] is defined as
s.t. (60), (61)
, where contains elements with arranged
ascending order first on and then on . Now, we propose the
following proposition.
Theorem 7: is a subset of .
Proof: Notice that can be written as
s.t. (60), (61) . For
any satisfies the conditions of (60) and (61), we have (64) and
(65) hold, which is equivalent to ,
where the boundary of is excluded since equality sign is
included in definition of but not in (64) and (65). Thus, it
can be seen that . Then, from
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the definition of
and in (18), it is
obvious that is a subset of .
VI. NUMERICAL EXAMPLES
In this section, numerical results are presented to illustrate
the theories in this paper. The example is based on the linear
coefficient with length , and the
precision matrices constructed as
if ,
if , (66)
where is a coefficient indicating the correlation strength
among variables; and is the th element of the vector
.
The varying of correlation strength induces a series of
matrices, and the positive definite constraint can be
guaranteed when . Furthermore, numerical cal-
culation shows that when , we have and
by solving the SDP problem in (19).
Thus, when , to determine the convergence of be-
liefs, we only need to check whether ,
and are satisfied for synchronous Gaussian BP, damped
Gaussian BP and asynchronous Gaussian BP, respectively.
Fig. 2 illustrates how the spectral radii ,
, and the maximum real part of eigenvalues
vary as a function of . The curves are
plotted for which guarantees and
. In Fig. 2, three critical values can
be observed: , and ,
which are labelled as A, B and C, respectively. It can be
seen that , and are the necessary and
sufficient conditions for , and ,
respectively. Then, according to Theorem 5, if , beliefs
converge for all initialization and
under any totally asynchronous scheduling. Furthermore, from
Theorems 2 and 4, it can be obtained that and
are the necessary and sufficient convergence conditions of
beliefs in synchronous and damped Gaussian BP, respectively.
Lastly, from Fig. 2, it is obvious that if , then
. This numerically corroborates the claim in
Theorem 6 that walk-summability is implied by the conver-
gence conditions proposed in this paper. Next, we inspect the
convergence behaviors around the three special points A, B and
C under two different initializations:
and , where is the optimal
solution of (19) with .
First, consider and 0.4700, which are neighbors
on opposite sides of the critical value . Fig. 3 il-
lustrates how belief mean computed with synchronous
Gaussian BP evolves. When , it is observed
from Fig. 3(a) that converges to the same value under
the two different initializations. On the other hand, when
, Fig. 3(b) demonstrates the divergence of .
Thus, Fig. 3 verifies the necessary and sufficient convergence
property of synchronous Gaussian BP in Theorem 3.
Second, consider and 0.5860, which are chosen
to be slightly smaller and larger than , respectively.
Fig. 2. Illustration of , , and as
a function of .
Fig. 3. Illustration of convergence and divergence of belief mean in syn-
chronous Gaussian BP under different initializations with chosen around the
critical value . (a) Convergence of (t) of synchronous Gaussian
BP with . (b) Divergence of (t) of synchronous Gaussian BP
with .
When is slightly smaller than , Fig. 4(a)
a illustrates the convergence of in damped Gaussian BP
with damping factor , which locates within the re-
quired range computed from (51). On the other
hand, when the damping factor , which is outside of the
range , Fig. 4(b) shows that belief mean does
not converge. Moreover, when which is slightly
larger than , Fig. 4(b) illustrates that belief mean
cannot converge neither, even damping is applied. Obvi-
ously, Fig. 4 corroborates the necessary and sufficient conver-
gence condition of damped Gaussian BP as well as the proposed
range of damping factor in Theorem 4.
Finally, consider , which is slightly smaller than
the critical value . To demonstrate the effects
of asynchronous update, two schedulings with 2% and 10%
chances of missing the exchanged messages are considered.
When missing rate is 2%, Fig. 5(a) shows that the belief mean
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Fig. 4. Illustration of convergence and divergence of belief mean in
damped Gaussian BP under different initializations with chosen around the
critical value . (a) Convergence of (t) of damped Gaussian BP
with . (b) Divergence of (t) of damped Gaussian BP.
Fig. 5. Illustration of convergence of belief mean under different ini-
tializations and message missing rates with chosen smaller than the critical
value . (a) Convergence of (t) of asynchronous Gaussian
BP with and message missing . (b) Convergence of
(t) of asynchronous Gaussian BP with and message missing
.
converges to the same value under the two different
initializations. Moreover, the convergence of under the
asynchronous scheduling with message missing rate equal to
10% is also observed in Fig. 5(b). Obviously, Fig. 5 verifies the
results in Theorem 5.
VII. CONCLUSIONS
In this paper, by describing the message-passing process as
a set of updating equations, necessary and sufficient conver-
gence conditions of beliefs in synchronous Gaussian BP and
damped Gaussian BP are derived under a newly proposed ini-
tialization set. The proposed initialization set is proved to be
the largest among all currently known initialization sets. The re-
sults theoretically confirmed the extensively reported conjecture
that damping is helpful to improve the convergence of Gaussian
BP. Furthermore, under totally asynchronous scheduling, a suf-
ficient convergence condition of beliefs is also derived for the
same proposed initialization set. Relationships between the pro-
posed convergence conditions and existing ones were estab-
lished analytically, demonstrating that the existing convergence
conditions are implied by the proposed ones. Numerical exam-
ples are presented to corroborate the established theories.
APPENDIX A
PROOF OF THEOREM 5
Under totally asynchronous scheduling, due to , it is
known from Theorem 1 that converges to the same point
for all with . Thus, if
and , we can infer that belief variance
converges to for all
. Since is unique, to prove
that the belief mean converges
to the same point, we only need to prove converges to
a unique value under totally asynchronous scheduling for all
.
First, define a sequence of sets
with
and . Due to , from
the definition of in (17), we have ,
or equivalently . From the monotonically
increasing property of in (24), it can be inferred that
, or equivalently . By
induction, we obtain for . On the
other hand, due to , substituting it into (12) gives
, and thereby . From the monotonically
increasing property of in (24), it can be inferred that
, or equivalently . By
induction, we have for all .
Combining with , we can infer that
. It is known from Theorem 1 that
and both converge to , thus we have the set
also converges to a single point .
Next, from (58), the updating function of can be written
as
(67)
where and
. Then, define the following sets
(68)
where is the weighted maximum norm with weighting ;
is defined in (31);
L (69)
with L ; and
is the induced matrix norm of . To define the set ,
the initial could be any positive value such that the chosen
initialization lies within the set .
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Due to the maximum weighted norm in (68), set
can always be represented as the product of subsets of individual
components, and thereby the box condition [30, p. 431] is sat-
isfied. Thus, to prove the convergence of , we only need
to prove that satisfies the following three conditions: 1)
for all larger than some positive integer;
2) for any ; 3)
converges to [30, p. 431].
1) Due to , there exists some weighted max-
imum matrix norm such that [30].
Since converges to , there exists a such that
for all . On the other hand, for
any , due to and , it
is known that . From (37), we have ,
and exists. Then, elements in and
are finite, and thus L
must be finite for all . Combining
with for all , we can infer
that
L
is a positive finite value. Thus, by
choosing large enough, we can always ensure
and
L
, or equivalently
L . Com-
bining with the fact L
L , we can infer
from the definition of in (69) that .
Now, suppose for some . Applying
this to L
from (69) gives
L . Due to , it can be further in-
ferred that L .
According to the definition of in (69), we obtain
. Hence, for all .
Thus, the first condition is proved.
2) From (31), it is known that . Subtracting it
from (67) and rearranging the terms gives
. Taking the
norm on both sides of this equality leads to
L
(70)
For any , it is known from
(68) that . Applying it to (70) gives
L , and hence
L
. Thus, the second condition is proved.
3) Since for and is lower
bounded by 0, then converges to a value . Since
converges to , it can be inferred from (69) that
. Due to , we have .
From (68), means that converges to .
Hence, the third condition is proved.
APPENDIX B
PROOF OF PROPOSITION 4
First, if , for any , according to the definition
of in (17), it is known that
and for all , which
are equivalent to
and . With the definition
, the two relations can be further written as
and for all ,
where due to .
From the definition of in (17), it can be seen that ,
where contains elements for arranged in
ascending order first on and then on . Thus, we have .
Similarly, we can also prove that if , then .
Second, due to and thereby , the optimal solu-
tion and of (19) exist, and thereby and defined in
(29) exist, too. Using and ,
we can obtain from (11) that
and for all . Dividing
on both sides of gives
. Comparing this result
to , we can infer that
(71)
for all . By using (71), we have
. Writing it into a vector form gives
(72)
where is defined after (16). On the other hand, due to
, writing it into a vector form, we obtain
(73)
where the vector contains with arranged
in ascending order first on and then on ; and
with de-
noting an all ones vector of length . Substituting (72) and
(73) into the definition of ,
we obtain
(74)
where the second step is due to the fact that positions of
diagonal matrices can be interchanged. It can be verified that
, thus we further have
(75)
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Obviously, and are similar matrices. From basic proper-
ties of similar matrices, we have . On the other
hand, taking absolute value of elements on both sides of (75)
gives
(76)
It is obvious that and are similar, and hence
.
Third, putting (71) into gives
. Thus,
if and only if .
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