We present Herschel observations of six fine-structure lines in 25 Ultraluminous Infrared Galaxies at z < 0.27. The lines, [ deficit is accounted for. The continuum luminosity densities also correlate with IR luminosity and star formation rate. We derive ranges for the gas density and ultraviolet radiation intensity of 10 1 < n < 10 2.5 and 10 2.2 < G 0 < 10 3.6 , respectively. These ranges depend on optical type, the importance of star formation, and merger stage. We do not find relationships between far-IR line properties and several other parameters; AGN activity, merger stage, mid-IR excitation, and SMBH mass. We conclude that these far-IR lines arise from gas heated by starlight, and that they are not strongly influenced by AGN activity.
INTRODUCTION

Ultraluminous Infrared Galaxies (ULIRGS, objects with L IR
> 10 12 L ⊙ , Sanders & Mirabel 1996; Lonsdale et al. 2006 ) are a cosmologically important population whose nature changes substantially with redshift.
At z < 0.3 ULIRGs are rare (e.g. Soifer & Neugebauer 1991; Vaccari et al. 2010) , with less than one per ∼hundred square degrees. They are invariably mergers between approximately equal mass galaxies (Clements et al. 1996; Surace et al. 2000; Cui et al. 2001; Farrah et al. 2001; Bushouse et al. 2002; Veilleux et al. 2002 Veilleux et al. , 2006 .
Evidence suggests that their IR emission arises mainly from high rates of star formation (Genzel et al 1998; Tran et al. 2001; Franceschini et al. 2003; Nardini et al. 2010; Wang et al. 2011) , though of order half also contain a luminous AGN (Rigopoulou et al. 1999; Farrah et al. 2003; Imanishi et al. 2007; Vega et al. 2008; Nardini & Risaliti 2011) . The AGN in ULIRGs may become more important with increasing IR luminosity, and advancing merger stage (Teng & Veilleux 2010; Yuan et al. 2010; Stierwalt et al. 2013) , and sometimes initiate powerful outflows (Spoon et al. 2009; Fischer et al. 2010; Rupke & Veilleux 2011; Sturm et al. 2011; Westmoquette et al. 2012; Rodríguez Zaurín et al. 2013) . A small fraction of (low-redshift) ULIRGs become optical QSOs (Tacconi et al. 2002; Kawakatu et al. 2006 Kawakatu et al. , 2007 Farrah et al. 2007b; Meng et al. 2010; Hou et al. 2011 ) and a large fraction end up as early-type galaxies (Genzel et al. 2001; Dasyra et al. 2006; Rothberg et al. 2013; Wang et al. 2013 ).
Over 0.3 z < 1 the number of ULIRGs rises rapidly (e.g. Le Floc'h et al. 2005) , reaching a density on the sky of several hundred per square degree at z 1 (Rowan-Robinson et al. 1997; Dole et al. 2001; Borys et al. 2003; Mortier et al. 2005; Austermann et al. 2010; Goto et al. 2011) .
The fraction of z 1 ULIRGs that are starburst dominated mergers is high (Farrah et al. 2002; Chapman et al. 2003; Smail et al. 2004; Takata et al. 2006; Borys et al. 2006; Valiante et al. 2007 ; Berta et al. 2007 ; Bridge et al. (Veilleux et al. 2002) , updated using higher resolution imaging where appropriate (Rigopoulou et al. 1999; Meusinger et al. 2001; Farrah et al. 2001; Bushouse et al. 2002; Veilleux et al. 2006) . IIIa: Premerger with separation > 10Kpc, IIIb: Premerger with separation < 10Kpc, IVa: Diffuse merger (prominent tidal features, but only one nucleus), IVb: Compact merger, V: Undisturbed. c SMBH mass, in units of 10 8 M⊙ (Zheng et al. 2002; Dasyra et al. 2006; Greene & Ho 2007; Zhang et al. 2008; Veilleux et al. 2009 ).
2007
; Lonsdale et al. 2009; Huang et al. 2009; Magnelli et al. 2012; Lo Faro et al. 2013; Johnson et al. 2013 ) but the merger fraction may be lower than locally (Melbourne et al. 2008; Kartaltepe et al. 2010; Draper & Ballantyne 2012 , but see also Xu et al. 2012) .
High redshift ULIRGs may also have a wider range in dust temperature (Magdis et al. 2010; Rowan-Robinson et al. 2010; Symeonidis et al. 2011 Symeonidis et al. , 2013 Bridge et al. 2013 ) and SED shapes (Farrah et al. 2008; Sajina et al. 2012; Nordon et al. 2012) , and a greater star formation efficiency (Iglesias-Páramo et al. 2007; Combes et al. 2011 Combes et al. , 2013 Hanami et al. 2012; Geach et al. 2013 ) compared to local examples.
Determining why the number and properties of ULIRGs change so markedly with redshift may provide insight into the history of stellar and SMBH mass assembly in L * galaxies. ULIRGs at z < 0.3 are central to this endeavour, as they establish a baseline from which to measure evolution with redshift in the ULIRG population. The far-infrared (≃ 50 − 500µm) is a powerful tool for studying ULIRGs, as demonstrated by the Infrared Space Observatory (ISO, e.g. Fischer et al. 1999; Negishi et al. 2001; Luhman et al. 2003; Spinoglio et al. 2005; Brauher et al. 2008) . The Herschel Space Observatory (Pilbratt et al. 2010) offers dramatic advances in far-infrared observing capability over ISO. Its instruments, the Photodetector Array Camera and Spectrometer (PACS, Poglitsch et al. 2010 ), Spectral and Photometric Imaging REceiver (SPIRE, Griffin et al. 2010) and Heterodyne Instrument for the Far Infrared (de Graauw et al. 2010) can observe wavelength ranges that are inaccessible from the ground, and have improved sensitivity and resolution over previous space-based facilities.
We have used Herschel to conduct the Herschel ULIRG Survey (HERUS), which assembles PACS and SPIRE observations of nearly all ULIRGs with a 60µm flux greater than ∼ 1.7Jy. In this paper we present observations of fine-structure lines for 24 of the sample. Analysis of the SPIRE FTS spectra is presented in Pearson et al 2013, in preparation. Observations of the OH 119 µm and 79 µm profiles are presented in Spoon et al. 2013 , while modelling of these profiles is presented in Smith et al, in preparation. Finally, a detailed study of the ULIRG IRAS 08572+3915 is presented in Efstathiou et al. 2013 . We define infrared luminosity, L IR , to be the luminosity integrated over 8-1000µm in the rest frame. We quote luminosities and masses in units of Solar (L ⊙ = 3.839 × 10 26 Watts, M ⊙ = 1.99 × 10 30 Kg, respectively). We assume a spatially flat cosmology with H 0 = 67.3km s −1 Mpc −1 , Ω = 1 and Ω m = 0.315 (Planck Collaboration et al. 2013) . 2.1. Sample Selection HERUS is a photometric and spectroscopic atlas of the z < 0.27 ULIRG population. The sample comprises all 40 ULIRGs from the IRAS PSC-z survey (Saunders et al. 2000) with 60µm fluxes greater than 2Jy, together with three randomly selected ULIRGs with lower 60µm fluxes; IRAS 00397-1312 (1.8 Jy), IRAS 07598+6508 (1.7 Jy) and IRAS 13451+1232 (1.9 Jy). All objects have been observed with the Infrared Spectrograph (IRS, Houck et al. 2004 ) onboard Spitzer (Armus et al. 2007; Farrah et al. 2007a; Desai et al. 2007 ).
The SHINING survey (Fischer et al. 2010; Sturm et al. 2011; Hailey-Dunsheath et al. 2012; González-Alfonso et al. 2013 ) obtained PACS spectroscopy for 19/43 sources, so we observed, and present here, the remaining 24 objects. We also include Mrk 231 (Fischer et al. 2010) to give a final sample of 25 objects (Table 1) . This sample is not flux limited, but does include nearly all ULIRGs at z < 0.27 with 60µm fluxes between 1.7 Jy and 6 Jy, together with Mrk 231. The sample therefore gives an almost unbiased view of z < 0.3 ULIRGs.
Observations
The PACS observations were performed between March 18, 2011 and April 8, 2012 (Operational Day 673-1060 . The PACS integral-field spectrometer samples the spatial direction with 25 pixels and the spectral direction with 16 pixels. Each spectral pixel scans a distinct wavelength range by varying the grating angle. The combination of the 16 ranges makes the final spectrum. The resulting projection of the PACS array on the sky is a footprint of 5 × 5 spatial pixels (spaxels), corresponding to a 47 ′′ × 47 ′′ field-of-view. The point spread function full width at half maximum (FWHM) is ≈ 9.5 ′′ between 55µm and 110µm, and increases to about 14 ′′ by 200µm. A spaxel at the mean redshift of the sample is ∼ 3 kpc in extent.
A single footprint observation was performed for each object as they are all smaller than the footprint size. The coordinates were chosen to place the optical centroids in the central spaxel. (Table 2) . Observations were done in range spectroscopy mode. We used optical narrow-line redshifts to set the central wavelengths of each range scan. For one object, IRAS 07598+6508, the input coordinates were incorrect, placing the source near the edge of the PACS array, thus making the flux determination uncertain. We therefore substituted observations of this source from other programs. For [C II], we used the dataset 1342243534 (PI Weedman), and for [N II] we used the dataset 1342231959 (PI Veilleux).
We set the wavelength range of each range scan to accomodate uncertainties such as offsets between optical and far-IR line redshifts, and asymmetric or broadened lines. The chop/nod observation mode was used, in which the source is observed by alternating between the on-source position and a clean off-source position. Since the extent of the targets is always < 1 ′ , the smallest throw (±1.5 ′ ) was used to reduce the effect of field-rotation between the two chop positions. Two nod positions were used in order to eliminate the telescope background emission.
The data reduction was performed in the Herschel Interactive Processing Environment (HIPE) version 8.0 (Ott 2010) using the default chop/nod pipeline script. The level one products (calibrated in flux and in wavelength, with bad pixel masks from HIPE) were then exported, and processed by the PACSman tool (Lebouteiller et al. 2012 ).
Line Measurements
The best method to determine a line flux depends on the position and morphology of the line-emitting regions within the PACS footprint. If their combined spatial extent is significantly smaller than a single spaxel, are well centered on the central spaxel, and Herschel maintains accurate pointing (the pointing accuracy of Herschel is ∼ 2.5 ′′ ) then the best flux measurement is that of the central spaxel, scaled by an appropriate point-source correction. We call this method 'M1'. If these conditions are not satisfied then M1 will give a lower limit on the flux.
We do not know, a priori, the morphologies of the far-IR line emitting regions, since high spatial resolution images of this emission do not exist. Moreover, we cannot assume that the morphologies of these regions are traced reliably by emission at other wavelengths. We therefore are unable to straightforwardly distinguish between scenarios such as the source being centered and spatially extended, against the source being off-center and pointlike. Finally, we cannot assume that the morphologies of different lines in the same object are similar, since the line strengths are governed by different excitation temperatures and critical densities.
Given these caveats, there are five further methods to determine a line flux:
• M2 -fit line profiles to the central 3×3 spaxels Figure 1 . The one-dimensional continuum-subtracted spectra for the first eight objects in Table 1 . Each row shows the spectra for one object, while each column shows the spectra for one line. The vertical red line is the (optical) redshift. If present, a red number shows the factor by which that spectrum has been scaled to fit within the y axis range. We plot the rebinned spectra rather than the full data cloud, and show data only from the central spaxel.
individually, sum the resulting fluxes, and apply a point-source correction (of order 15% or less of the total flux) that accounts for the additional areal sampling of the PSF. This method is suitable if the source is spatially extended or shifted by at most a significant fraction of a spaxel. The point-source correction is wavelength-dependent, but since our range scans span wavelength ranges of order 1µm it is equivalent to either calculate the flux and then apply the correction, or apply the correction to the spectrum and then calculate the flux.
• M3 -Co-add the spectra of the central 3×3 spaxels, apply a point-source correction, and fit a line profile to the combined profile. This method is identical to M2, except for additional uncertainties from combining spectra with different shaped continua. We mention this method for completeness but do not use it.
• M4 -fit line profiles to those spaxels with a line detection, then sum the resulting fluxes. This is appropriate if the source is extended in any fashion, but suffers from uncertainties due to imperfect knowledge of the source morphology.
• M5 -fit line profiles to every spaxel in the PACS array and sum them. The point-source correction for this method is negligible. This method will capture all of the line flux, but will have overestimated uncertainties unless the source is both bright and extended across at least most of the PACS field-ofview.
• M0 -fit a PSF, as a function of position and intensity, across the whole PACS array and adopt the best fit. This is a photometric equivalent of 'optimal' extraction as described in Lebouteiller et al. 2010 .
To choose the method for the lines in each source we proceed as follows. First, we determine all six measurements for each line. If the emission is consistent with a well-centered point source, then the fluxes from all six methods will agree with each other, with larger errors for the methods that include more spaxels. We found this to be so in the majority of the sample. For these, we adopted M1. For the others, the measurements from Figure 2. The one-dimensional spectra of each line, for the second eight objects in Table 1 , excluding Mrk 231 (see Fischer et al. 2010) . The labelling of the plot is as given for Figure 1 .
M2 through M6 were higher than M1, but were consistent with each other. This indicates that the line emission is mostly confined to the central 3×3 spaxels. We therefore discarded M5. To avoid uncertainties in using a simulated PSF, we then used in most cases the measurements from M2 rather than M4 or M6, even though the M2 errors are larger. In most cases, for each object, the same measurement method was used for all lines. In a few cases though [C II] is extended while the other lines are consistent with point sources.
For one object, IRAS 00397-1312, [C II] is redshifted such that it lies in a part of the PACS wavelength range that suffers from significant flux leakage. In this wavelength range, which spans approximately 190µm to 210µm, there is superimposed emission from the second order, at 95-110µm. Since [C II] in IRAS 00397-1312 was observed with SPIRE, we substitute the SPIRE-FTS measurement for this line.
Except for [C II] in IRAS 00397-1312, line fits were performed with PACSman for each spaxel at each raster position, using all points in the data cloud. Errors were estimated from the dispersion of the cloud in each wavelength bin. The fitting function was a Gaussian profile, adjusted simultaneously with a polynomial continuum of degrees one to three. The instrument spectral resolution ranges from ∼ 55 km s −1 to ∼ 320 km s −1 depending on the band, order and wavelength. The intrinsic line broadening FWHM was calculated by calculating the quadratic difference between the observed FWHM and the instrumental FWHM, assuming gaussian profiles.
RESULTS AND ANALYSIS
We tabulate the far-infrared line properties in Table  4 , and present their profiles in Figures 1, 2 , and 3. In the following analysis we frequently compare the far-IR line properties to those of the mid-IR fine-structure lines (Farrah et al. 2007a ), the 6.2µm and 11.2µm Polycyclic Aromatic Hydrocarbon (PAH) features, and the 9.7µm silicate feature (Table 3 ). The PAH and silicate feature data were measured from spectra taken from the CAS-SIS v4 database (Lebouteiller et al. 2011 ). The PAH luminosities were measured by integrating over 5.9-6.6µm and 10.8-11.8µm in the continuum subtracted spectra, respectively (Spoon et al. 2007 ). For the silicate feature, we define its strength, S Sil , as:
where f obs is the observed flux at rest-frame 9.7µm and Figure 3. The one-dimensional spectra of each line, for the last eight objects in Table 1 . The labelling of the plot is as given for Figure 1 .
[ f cont is the continuum flux at rest-frame 9.7µm in the absence of silicate absorption, inferred from a spline fit to the continuum at 5-7µm and 14-14.5µm (Spoon et al. 2007; Levenson et al. 2007) . A positive value corresponds to silicates in absorption.
Line Properties
Profile Shapes
In most cases the lines are reproducible by single gaussians with widths between 250 km s −1 and 600 km s −1 . We do not see greater widths in the higher ionization lines. We also do not see strong asymmetries, or systemic offsets in velocity (compared to the optical redshift) of any line. In a few cases the line profiles are not reproducible with single symmetric profiles. (Poglitsch et al. 1996; Fischer et al. 1999; Vastel et al. 2002; Luhman et al. 2003) . or consistency with the other lines we do not include the broad component in the line fluxes in Table 4 , but discuss it instead in a future paper.
We examine the distribution of line widths, using only the narrow components in those cases where an additional broad one exists, in Figure 4 . The range in widths of all six lines are consistent with each other. We see no dependence of the range in widths on optical class. For individual objects though there are sometimes substantial differences between individual line widths. In Mrk 1014 for example the [C II] and [N II] line widths differ by nearly a factor of two. We speculate that these differences are due to one or more of (a) differences in the critical densities of the lines, (b) that an individually unresolved broad component in one line is brighter than the equivalent component in the other line, and (c) in the case of [C II] (Fischer et al. 2010; González-Alfonso et al. 2010) . We discuss this in Spoon et al. 2013 .
Luminosities
We plot luminosities of selected individual lines against each other in Figure 5 . The line luminosities range from just under 10 To determine if the line luminosities correlate with each other, we fit the relation in Equation 2 (see §3.2.1 for methodology). We find positive correlations in all cases, with β values mostly between 0.5 and 1.2. In no case however is the correlation particularly strong (in terms of the S/N on β). We find that, among these six lines, the luminosity of one cannot be used to predict the luminosity of another to better than ∼ 0.2dex. If we instead plot line luminosities normalized by L IR (Figure 6 ) then the correlations do not change significantly. Neither do they depend on optical spectral type.
One Figure 5 ) depends on both the gas temperature and density. It decreases with decreasing gas temperature, and decreases with increasing gas density if the density is above the critical density. In a diffuse PDR illuminated by intense UV radiation, the expected [O I] ratio lies below ∼ 0.1 (e.g., Kaufman et al. 2006 ratio with theoretical expectations from a photoionized nebula. The expected ratio in the ionized gas lies between 0.2 and 2.0 depending on density (e.g., figure 7 of Bernard-Salas et al. 2012) . The ratios in our sample are however nearly all below 0.25. This indicates that a significant fraction of the [C II] emission originates from photodissociation regions (PDRs). A precise estimate is however hampered by lack of knowledge on the ionized gas density.
Infrared Luminosity
Line Luminosities
We compare far-IR line luminosities to L IR in Figure  7 . Qualitatively, some of the line luminosities crudely correlate with L IR , with greater scatter among the Sy1s. To determine if correlations exist between L IR and L Line , we assume that L IR and L Line are related by:
where α and β are free parameters. We fit this relation following the method of Tremaine et al. (2002) . For a correlation to exist, we require that β > 0 at > 3.5σ significance. We do not claim that Equation 2 codifies an underlying physical relation. Neither do we claim that Equation 2 is the only relation that applies over the luminosity range of our sample 18 . Finally, we do not consider more complex models as our data do not prefer them.
Excluding objects with Sy1 spectra yields the following relations between L IR and L Line : (5) = (5.29 ± 1.57) + (0.89 ± 0.20)log(L [NII] ) (6) = (1.75 ± 2.11) + (1.34 ± 0.27)log(L [OI]145 ) (7) = (6.73 ± 2.44) + (0.64 ± 0.27)log(L [CII] ) (8) which are significant (in terms of β) for all the lines except [C II]. There is the caveat though that some of the relations are based on a small number of formal detections (Table 4) . Including the Sy1s yields significant correlations only for [O III] and [O I]145, both with flatter slopes than the above. The insignificant correlation for [C II] suggests that it traces L IR to an accuracy of about an order of magnitude at best. This result is consistent with previous authors, who find a crude correlation over a wider luminosity range (Sargsyan et al. 2012) .
We also investigated whether sums of the lines in Equations 3 to 8 show stronger relations with L IR than individual lines. We found correlations in several cases, but none that improved significantly on those for the individual lines.
The weaker correlations between L IR and L Line when Sy1s are included in the fits is consistent with far-IR lines being better tracers of L IR in ULIRGs without an optical AGN. If this is true then we may see a similar result if we include in the fits only those objects with prominent PAH features, since PAHs are probably exclusively associated with star formation (see §3.3.1). We test this hypothesis by repeating the fits, but this time including only those objects with 11.2µm PAH EWs greater than 0.05µm. We chose the 11.2µm PAH because (a) it is bright, and (b) its value correlates well with the evolutionary paradigm for ULIRGs in Farrah et al. (2009) 19 . We find:
19 Using the 11.2µm PAH may however lead to more bias than using the 6.2µm PAH if absorption from ices and silicate dust is primarily associated with the background continuum source These relations are somewhat flatter than those in Equations 3 to 8. Again the [C II] line shows no significant correlation. We conclude that these far-IR lines are better tracers of L IR in systems without type 1 AGN, but that it is unclear whether they are better tracers of L IR in systems with more prominent star formation.
Continuum Luminosities
We compare L IR to continuum luminosity densities (in units of L ⊙ Hz −1 ) near the wavelengths of the far-IR lines in Figure 8 . We find a significant correlation at all six wavelengths, irrespective of whether Sy1s are included (though the continua of the Sy1s are usually not detected). For consistency with the line comparisons, we exclude the Sy1s and fit relations of the form in Equation 2, obtaining: logL IR = (12.87 ± 0.09) + (0.88 ± 0.17)log(L 52 ) (15) = (12.86 ± 0.05) + (0.91 ± 0.11)log(L 57 ) (16) = (12.86 ± 0.08) + (0.98 ± 0.18)log(L 63 ) (17) = (12.95 ± 0.07) + (0.87 ± 0.11)log(L 122 ) (18) = (13.05 ± 0.11) + (0.90 ± 0.16)log(L 145 ) (19) = (13.08 ± 0.11) + (0.83 ± 0.11)log(L 158 ) (20) Including the Sy1s yields comparable relations. If we instead exclude objects with PAH 11.2µm EW 0.05 then we obtain consistent relations.
Line Deficits
Several far-IR lines in ULIRGs show a deficit in their L Line /L IR ratios compared to the ratios expected from We do not believe that the line deficits arise from missing an asymmetric or broad component (see §3.1.1) since such components are rare. Neither do we believe the deficits arise due to self-absorption, since we see no self absorption in [C II], which shows the strongest deficit. We do however see self absorption in [O I]63, which shows a weaker deficit. Instead, the stronger [C II] and [N II] deficits in sources with higher S Sil (at S Sil 1.4) are consistent with the H II regions in ULIRGs being dustier than H II regions in lower luminosity systems. In this scenario (Luhman et al. 2003; González-Alfonso et al. 2008; Abel et al. 2009; Graciá-Carpio et al. 2011 ), a higher fraction of the UV photons are absorbed by dust rather than neutral Hydrogen, thus contributing more but less to the photoionization heating of gas in the H II regions, thus decreasing line emission relative to L IR . This mechanism would also produce a deficit in [C II] and the 'deficit' in the PAH emission, even if the bulk of the [C II] and PAHs are in the PDRs, since there would also be fewer UV photons for photoelectric heating of the PDRs. Furthermore, this mechanism is consistent with the [O I] deficits. From figure 3 of Graciá-Carpio et al. 2011 the conditions consistent with the observed deficits of all four lines are n h 300cm −3 and 0.01 U 0.1. We propose though that dustier H II regions are not the sole origin of the line deficits. This is based on three observations. First, it is puzzling that we see no strong dependence of any of the line deficits on S Sil when S Sil 1.4; if the deficit arises entirely in H II regions, and if S Sil is a proxy for the dust column in these H II regions at S Sil 0, then we should see a dependence. We note though that we have only a small sample, so we could be missing a weak dependence, and that the assumption that S Sil is a proxy for dust column in H II regions is not proven 21 . Second, we see significant line deficits for some 21 It is also (arguably) puzzling that we see dependences on any line deficit at S Sil 1.4, since (some) models demand that silicate strengths greater than about this value require smooth rather than sources with S Sil < 0, i.e. a silicate emission feature. Third, only the [C II] deficit gets stronger with advancing merger stage. If more advanced mergers host dustier H II regions, then we would also see a dependence of the [N II] deficit on merger stage.
These observations suggest that some fraction of the [C II] deficit is not driven by increased dust in H II regions. We lack the data to investigate this in detail, so we only briefly discuss this further. We consider three possible origins; (1) increased charging of dust grains (e.g. Malhotra et al. 2001 ), leading to a lower gas heating efficiency, (2) a softer radiation field in the diffuse ISM (e.g. Spaans et al. 1994) , and (3) dense gas in the PDRs, making [O I] rather than [C II] the primary coolant.
The third of these possibilities is feasible, but we do not have the data to confirm or refute it as a mechanism. The second possibility is unlikely, due to the energetic nature of star formation in ULIRGs and from the arguments in Luhman et al. (2003) . For the first possibility; if the origin of the additional deficit in [C II] is grain charging, then we would see a higher G 0 in advanced mergers compared to early stage mergers. From Figure 18 (see §3.6) the advanced mergers have a roughly order of mag- We examine far-IR fine-structure lines as star formation rate indicators by comparing their luminosities to those of PAHs. PAHs are thought to originate from short-lived Asymptotic Giant Branch stars 22 We note though that this also holds for the trends discussed with S Sil ; dividing into two samples with 1.4 < S Sil < 2.1 and S Sil > 2.1 yields a G 0 /n ratio about a factor of three higher in the latter sample (Gehrz 1989; Habing 1996; Blommaert et al. 2005; Bernard-Salas et al. 2006) , and therefore to be associated with star-forming regions (Tielens 2008) . They are prominent in starburst galaxies but weak in AGNs (Laurent et al. 2000; Weedman et al. 2005 ). While uncertainty remains over how to calibrate PAHs as star formation rate measures (Peeters et al. 2004; Förster Schreiber et al. 2004; Sargsyan et al. 2012) , their luminosities are likely reasonable proxies for the instantaneous rate of star formation. Conversely, for far-IR fine-structure lines the relation between line luminosity and star formation rate is less clear. We may expect a correlation, as the inter-stellar radiation field (ISRF) from young stars may be an important excitation mechanism. Moreover, correlations between far-IR line luminosities and star formation rate have been observed previously (e.g. Boselli et al. 2002; de Looze et al. 2011; Sargsyan et al. 2012; Zhao et al. 2013) . The extent to which correlations exist is however poorly constrained.
With the caveats that PAH luminosity depends both on metallicity (Madden et al. 2006; Calzetti et al. 2007; Khramtsova et al. 2013 ) and dust obscuration, neither of which we can correct for, we assume the PAH luminosities give 'true' star formation rate measures, which we compare to the far-IR line luminosities. In doing so, we further assume that there is negligible differential extinction between the PAHs and the far-IR lines. To mitigate effects from variation of individual PAH features (Smith et al. 2007 ), we sum the luminosities of the PAH 6.2µm and 11.2µm features into a single luminosity, L PAH (Farrah et al. 2007a ). We plot far-IR line luminosities against L PAH in Figure 11 . Unlike the plots with L IR , there is no significant difference between the Sy1s and H II/LINERs. This is consistent with both PAHs and the far-IR lines primarily tracing star formation. Fitting relations of the form in Equation 2 to all the objects, and converting to star formation rate by using equation 5 of Farrah et al. (2007a) , yields: log(Ṁ) = (−7.02 ± 1.25) + (1.07 ± 0.14)log(L [OIII] ) (21) Considering only those lines detected at > 3σ, then the derived star formation rates are, for a given object, consistent to within a factor of three in nearly all cases. We present the mean star formation rates in (Thornley et al. 2000; Ho & Keto 2007; Shipley et al. 2013) . We thus compared L Neon to L Line . For the whole sample, we find relations mostly in agreement with Equations 21 through We note four further points. First, we tested sums of far-IR lines as tracers of star formation rate but found no improvement on the individual relations. Second, if we instead consider L Line /L IR vs. L PAH /L IR then we see correlations with comparable scatter to those in Figure  11 . Third, we investigated whether using L PAH is better than using a single PAH luminosity, by reproducing Figure 11 using only the PAH 6.2µm luminosity. We found consistent relations in all cases, albeit with larger scatter for the L 6.2 PAH plots. Fourth, if we instead code the points in Figure 11 by the 11.2µm PAH EW then we see no dependence of the relations on the energetic importance of star formation.
Finally, we note two points about the relation between star formation rate and L [CII] . First, we investigated whether L [CII] shows an improved correlation with star formation rate if objects with a strong [C II] deficit are excluded. Adopting a (somewhat arbitrary) boundary of L [CII] /L IR = 2 × 10 −4 yields only a marginally different relation: log(Ṁ) = (−6.59 ± 1.58) + (0.99 ± 0.18)log(L [CII] ) (27) suggesting that the correlation does not depend strongly on the [C II] deficit, though there is the caveat that star formation rate is derived from L PAH (see §3.2.3 & Figure  10 ). Second, the relation betweenṀ ⊙ and L [CII] is consistent with that given by Sargsyan et al. (2012) , though their sample mostly consists of lower luminosity systems.
Continuum Luminosities
We examine continuum luminosity densities as star formation rate tracers in Figure 12 . Employing the same method as in §3.2 we find that the continua near all the lines provide acceptable fits. Converting to relations with star formation rate (see §3.3) we find: log(Ṁ) = (3.24 ± 0.24) + (1.89 ± 0.46)log(L 52 ) (28) = (2.95 ± 0.10) + (1.38 ± 0.19)log(L 57 ) (29) Note. -Flux units are ×10 −20 W cm −2 . PAH data are taken from the IRS spectra in the CASSIS database (Lebouteiller et al. 2011 , see also e.g. Spoon et al. 2007; Desai et al. 2007 ). The PAH 6.2µm EWs (but not the fluxes) have been corrected for ice absorption. The last two columns give mean star formation rates from lines and continua detected at > 3σ, using Equations 21-26 and 28-33. = (3.02 ± 0.18) + (1.09 ± 0.25)log(L 145 ) (32) = (3.36 ± 0.22) + (1.42 ± 0.30)log(L 158 ) (33) which are all significant using the criteria from §3.2.1. The correlations with continua at ≤ 63µm may however be stronger, consistent with stronger correlations with warmer (star formation heated) dust. This is consistent with findings by previous authors (Brandl et al. 2006; Calzetti et al. 2007 ). We present the mean star formation rates derived from these relations in Table 3 . In most cases they are consistent with the line-derived star formation rates.
Line Luminosity (L
O • ) [NeV]/[NeII]
Gas Photoionization
If electron densities are below the critical density in the narrow-line region, then the hardness of the radiation field ionizing an element can be estimated via flux ratios of adjacent ionization states of that element; f X i+1 /f X i . For a fixed U this ratio will be approximately proportional to the number of photons producing the observed X i flux relative to the number of Lyman continuum photons.
For the mid-IR line-emitting gas, two diagnostic ratios of this type can be used; The photon energies required to produce these four ions are all < 50eV, meaning that they can be produced in star-forming regions (Smith & Houck 2001; Bernard-Salas et al. 2001; Peeters et al. 2002; Verma et al. 2003) . As the Neon lines are detected in all of our sample, we use the Neon ratio as a proxy for mid-IR gas excitation 23 . We find no trend of this ratio with individual far-IR line luminosities (e.g. Figure 13 ), either for the whole sample or for subsamples divided by optical type or PAH 11.2µm EW.
We also examined three mid-to-far and far-IR line ratios to try fashioning an excitation plane diagram, in a similar manner to Dale et al. (2006) 
AGN Activity
We first compare far-IR line luminosities to optical spectral classification. We see no trends. If we normalize the line luminosities by L IR then no trends emerge, either for individual lines or sums of lines (Figure 14) . We also see no trends if we compare optical class to line ratios, or normalized ratios. Moreover, the five objects with an additional broad component in [C II] ( §3.1.1) do not have an unusually high incidence of Seyfert spectra. We conclude that optical class cannot be inferred from far-IR line luminosities or ratios. This is consistent with the gas producing the optical emission not being strongly associated (in terms of heating mechanism) with the far-IR line emitting gas, at least in the majority of cases.
Optical spectra may however misclassify AGN in obscured systems as H II or LINERs. We therefore em- (Kaufman et al. 2006; Pound & Wolfire 2008) , to constrain the electron density n and incident far-UV radiation field intensity G 0 ( §3.6). The image is the median-combined stacked n vs. G 0 plane for the whole sample. Units of n are cm −3 and units of G 0 are the local Galactic interstellar FUV field found by Habing 1968 (1.6 × 10 −3 ergs cm −2 s −1 )). The x and y axis ranges are fixed by PDRToolbox.
diagnostic. Both these lines are less affected by extinction than are optical lines. The [Ne V]14.32 line can arise in planetary nebulae and supernova remnants (Oliva et al. 1999) . For extragalactic sources though, it is weak or absent in star forming regions (e.g. Lutz et al. 1998; Sturm et al. 2002; Bernard-Salas et al. 2009 ), but strong in spectra of AGN (e.g. Spinoglio et al. 2009 Figure 15 . There is a correlation between the Neon line ratio and optical classification, but no correlations with far-IR line luminosity. If we substitute optical class for PAH 11.2µm EW, then no trends emerge. Considering the Sturm et al mixing lines (bottom right panel of Figure 15 ) then we see no trends among objects classified either as weak or strong AGN. Finally, if we instead plot line luminosity normalized by L IR on the x axis, then we still see no trends.
We searched for trends with far-IR line ratios, normalized ratios, sums and normalized (by L IR ) sums, but found nothing convincing, though the small number of sources with [Ne V]14.32 detections means we are not certain that no trends exist. We conclude, cautiously, that for ULIRGs there is no reliable diagnostic of AGN luminosity using only simple combinations of far-IR line luminosities. This result is consistent with the weaker correlation observed between L Line and L IR if Sy1s are included (see §3.2.1), if the AGN supplies an effectively random additional contribution to L IR , thus increasing the scatter in the relation.
3.6. UV intensity and electron density From §3.3 & 3.5, it is plausible that at least the plurality of the [C II] emission arises from PDRs. We defer rigorous modelling to a future paper, and here only estimate the beam-averaged PDR hydrogen nucleus density, n (cm −3 ), and incident far-ultraviolet (FUV; 6 eV < E < 13.6 eV) radiation field intensity G 0 (in units of the local Galactic interstellar FUV field found by Habing 1968; 1.6 × 10 −3 erg cm −2 s −1 ) using the web-based tool PDR Toolbox 24 (Kaufman et al. 2006; Pound & Wolfire 2008 (Table  1) .
For the whole sample ( Figure 16 ) we find (taking a conservative cut of χ 2 red < 5) ranges of 10 1 < n < 10 2.5
and 10 2.2 < G 0 < 10 3.6 , with a power-law dependence between the two. The ranges of both n and G 0 depend on optical class (Figure 17) . For H II objects we find 10 1.1 < n < 10 2.2 and 10 2.4 < G 0 < 10 3.3 . For LINERS and Seyferts however the ranges widen; for LINERS we find 10 0.8 < n < 10 2.5 and 10 2.4 < G 0 < 10 4.1 , and for Sy2s we find 10 0.7 < n < 10 3 and 10 1.9 < G 0 < 10 3.9 . For Sy1s the range for n is comparable to that of LINERs and Sy2s but the range for G 0 increases to 10 2.5 < G 0 < 10 4.7 . For Sy1s there is a secondary solution that is close to acceptable, which has G 0 and n values approximately four orders of magnitude lower and higher, respectively, than the primary solution.
If we divide the sample in two by PAH 11.2 EW (top row of Figure 18 ) then we see a difference, also. The range in n for both samples is comparable, at about 10 0.8 < n < 10 2.5 . The ranges for G 0 are however different; for objects with prominent PAHs it is 10 2.1 < G 0 < 10 3.7 while for objects with weak PAHs it is 10 2.6 < G 0 < 10 4.3 . We obtain similar ranges for both parameters if we instead divide the sample on merger stage (bottom row of Figure 18 ). This is consistent with a more intense ISRF destroying PAH molecules (see also e.g. Hernán-Caballero et al. 2009 ). It is however also consistent with a luminous AGN (with a harder UV radiation field) arising after the star formation has faded. This would give the same observation but with no direct relation between the two phenomena.
There are three caveats in using these models to estimate G 0 and n for our sample. First, we cannot account for different beam filling factors for different lines. This is potentially a significant problem for [C II] (see §3.1.2 and §3.2.3). Second, these models have difficulty in predicting PAH emission strengths (Luhman et al. 2003; Abel et al. 2009 ), suggesting an incomplete description of the dependence of far-IR line strengths on dust-grain size distribution, PAH properties and ISRF spectral shape (see also e.g. Okada et al. 2013 ). Since our targets are dusty, it is surprising that we obtain reasonable solutions, indicating that the line ratios and the adopted IR luminosities are compatible with each other. Our derived parameter ranges for G 0 and n should however be viewed with caution. 
Merger Stage
There is evidence that the power source in ULIRGs evolves as a function of merger stage, with star formation dominating, on average, until the progenitors coalesce, whereupon an AGN sometimes becomes energetically important (e.g. Rigopoulou et al. 1999; Farrah et al. 2009 ). We may therefore see a correlation between far-IR line properties and merger stage. We find however no correlations between merger stage and far-IR line luminosities. We also see no trend with any far-IR line ratio. Comparing merger stage to normalized far-IR line luminosities (Figure 19 ) there may be a weak trend; for [O I]63 and longer lines, the advanced mergers might show a smaller normalized line luminosity than earlier stage mergers. This is consistent with the line luminosities tracing star formation, and with star formation becoming less important as merger stage advances. However, the trend is not strong, and does not depend on optical classification or PAH 11.2µm EW.
SMBH Mass
Scaling relations have been derived between the masses of supermassive black holes and the FWHM and continuum luminosities of several UV, optical, and mid-IR emission lines (Kaspi et al. 2000; Vestergaard 2002; Vestergaard & Peterson 2006; Dasyra et al. 2008) . We here explore, using SMBH masses derived from optical lines (Table 1) , whether there exist correlations between far-IR line properties and SMBH mass. While the absolute uncertainties on the SMBH masses from these studies are of order 0.4 dex, the relative uncertainties within the sample are likely smaller as we focus on one class of object and use Hβ derived masses in nearly all cases. We therefore assume an error on SMBH mass of 20%.
We compare the SMBH masses to line luminosities in Figure 20 . For the whole sample, no line shows a trend with SMBH mass. Considering only the Sy1 and Sy2s, and excluding 3C273, then some line luminosities show, qualitatively, a positive trend with SMBH mass. The trend is only significant for L [NIII] , for which we derive: It is plausible to exclude 3C273, since it is the only Blazar in the sample. We do not, however, claim that this relation is real, for four reasons. First, if we assume a (still reasonable) error on the SMBH masses in excess of 30% then the relation is no longer significant. Second, there is no trend of L [NIII] with the AGN diagnostics considered in §3.5. Third, if this relation is real then it is strange that we do not see a correlation of SMBH mass with L [OIII] (see Table 2 , though there is a potentially important difference; [N III] is a ground-state transition whereas [O III] is not). Fourth, we searched for correlations between SMBH mass and far-IR continuum luminosities near 57µm, but did not find any clear relations. deficit correlates with merger stage; objects in advanced mergers show a greater deficit than objects in early stage mergers. These results are consistent with the majority of the line deficits arising due to increased levels of dust in H II regions. We propose though that a significant fraction of the [C II] deficit arises from an additional mechanism, plausibly grain charging in PDRs and/or the diffuse ISM. (41) = (12.86 ± 0.05) + (0.91 ± 0.11)log(L 57 ) (42) = (12.86 ± 0.08) + (0.98 ± 0.18)log(L 63 ) (43) = (12.95 ± 0.07) + (0.87 ± 0.11)log(L 122 )(44) = (13.05 ± 0.11) + (0.90 ± 0.16)log(L 145 )(45) = (13.08 ± 0.11) + (0.83 ± 0.11)log(L 158 ) (46) 5 -We find correlations between star formation rate, estimated using L PAH , and both line luminosities and continuum luminosity densities. For line luminosities we derive: log(Ṁ ⊙ ) = (−7.02 ± 1.25) + (1.07 ± 0.14)log(L [OIII] ) (47 
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= (−6.24 ± 1.72) + (0.95 ± 0.19)log(L [CII] ) (52) while for the continuum luminosity densities we derive:
log(Ṁ ⊙ ) = (3.24 ± 0.24) + (1.89 ± 0.46)log(L 52 ) (53) = (2.95 ± 0.10) + (1.38 ± 0.19)log(L 57 ) (54) = (3.04 ± 0.17) + (1.79 ± 0.39)log(L 63 ) (55) = (2.83 ± 0.11) + (0.93 ± 0.16)log(L 122 )(56) = (3.02 ± 0.18) + (1.09 ± 0.25)log(L 145 )(57) = (3.36 ± 0.22) + (1.42 ± 0.30)log(L 158 ) (58) On average, the shorter wavelength continua show stronger correlations. 6 -Assuming the [O I] and [C II] lines arise mainly in PDRs, we use a simple model to extract estimates for the hydrogen nucleus density, n, and incident far-ultraviolet radiation field G 0 , in the far-IR line emitting gas. We find 10 1 < n < 10 2.5 and 10 2.2 < G 0 < 10 3.6 for the whole sample, with a power-law dependence between the two. The ranges depend on optical spectral class; for H II-like objects we find 10 1.1 < n < 10 2.2 and 10 2.4 < G 0 < 10 3.3 , while for Sy1s we find 10 0.8 < n < 10 2.7 and 10 2.5 < G 0 < 10 4.7 . There is also a dependence of G 0 on the importance of star formation; objects with weak PAHs have 10 2.6 < G 0 < 10 4.3 while objects with prominent PAHs have 10 2.1 < G 0 < 10 3.7 . We find similar ranges for early-vs. late-stage mergers. This is consistent with, but not exclusively supportive of, a more intense ISRF destroying PAH molecules.
7 -We searched for relations between far-IR line luminosities and ratios, and several other parameters; AGN activity (either from optical spectral class or the detection of [Ne V]14.32), merger stage, mid-IR excitation, and SMBH mass. For the first three parameters we found no relations. We conclude that the far-IR lines do not arise primarily due to AGN activity, and that the properties of the far-IR line emitting gas do not strongly depend on either mid-IR excitation or merger stage. For SMBH mass we found one superficially striking correlation, with L [NIII] , but subsequent tests were not supportive. We conclude that far-IR line luminosities do not straightforwardly trace SMBH mass.
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