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1. Introduction
A majority of operational1 semantics of concurrent systems are defined either in terms of sequences
(i.e., total orders) or step sequences (i.e., stratified orders) [2, 10, 13, 18]. It was argued by Wiener in
1914 [19] (and later more formally in [9]) that any execution that can be observed by a single observer
must be an interval order. This implies that the most precise operational semantics ought to be defined
in terms of interval orders. However, generating interval orders directly is problematic for most models
of concurrency, as interval orders do not have a natural sequential representation (such a representa-
tion for total and stratified orders is respectively provided by plain sequences and step sequences).
1‘Operational semantics’ is not a generally agreed concept. In this paper, it will be just a collection of all system runs (i.e.,
executions or observations) [2, 10, 13, 18]. A different meaning is used, e.g., in [3].
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For interval orders one might use sequences of the beginnings and endings of events involved (Fish-
burn’s Theorem [4]), or sequences of appropriate maximal antichains (a kind of step sequences, but
interpreted differently) [5, 9]. The former approach leads to the concept of ST-traces [16, 18] and
interval sequences [11], and the latter is the subject of this paper. It is worth noting that the problem
with all approaches based on the beginnings and endings of event is that the sequence representations
of interval orders given by Fishburn’s Theorem are not unique, and one often has to include all such
representations, which results in relatively complex and cluttered models for even not so complex
cases.
For interval orders, simultaneity is usually described by overlapping, i.e., events a and b are con-
sidered simultaneous if the beginning of b occurs before the end of a, or the beginning of a occurs
before the end of b, (cf. [1]). Under such an interpretation, maximal antichains represent maximal
sets of simultaneous events, and sequences of antichains represent sequences of consecutive maximal
clusters of simultaneous events. In general, such clusters are not disjoint.
This paper analyses in detail fundamental relationships between interval sequences of [11] and
sequences of maximal antichains, and provides simple algorithms that transform one into another. The
troubling old problem of convenient representation of sequences of maximal antichains by sequences
of not necessarily distinct sets is discussed and a solution, that makes dealing with Petri nets easier, is
proposed. A fairly general class of Petri nets, called safe nets with context arcs, that can be regarded
as a natural extension of the classical elementary net systems of [14, 15], is introduced and their
operational semantics defined both in terms of interval sequences and sequences of antichains. The
soundness of the interval order semantics for this class of nets and some comparison with the model
presented in [11] are also discussed.
The paper is organised as follows. Section 2 provides formal definitions concerned with different
kinds of partial orders and their sequence representation. Special attention is paid to interval orders
and their representation by interval sequences and sequences of antichains. In Section 3, fundamental
relationships between interval sequences and sequences of antichains are provided and discussed in
detail. An operational semantics of a class of Petri nets in terms of sequences of antichains, and so also
in terms of interval orders, is defined and analysed in Section 4. Section 5 contains final comments
and conclusions.
This paper is a highly revised and much extended version of the conference paper [7].
2. Preliminaries
We first recall and fix notions and results that will be used throughout the paper. In what fol-
lows, max⊆(Q) denotes the set of all maximal elements (w.r.t. set inclusion) in a set of sets Q, and
permute(W ) are all permutations of the elements of a finite nonempty set W .
Partial orders. A (strict) partial order is a pair po = (X ,≺) such that X is a finite set and ≺ is an
irreflexive and transitive binary relation on X . Moreover, we have:
• _ is an incomparability relation comprising all pairs (a,b) of distinct elements of X such that
a 6≺ b and b 6≺ a.
R. Janicki, M. Koutny / Operational Semantics, Interval Orders and Sequences of Antichains 3
• If X 6=∅, then a nonempty A⊆ X is an antichain if A×A is included in _ ∪ idX . The set of all
antichains of po is denoted by antich(po), and maxantich(po) =max⊆(antich(po)) is the set of
maximal antichains of po.
• po is total if _ is empty.
• po is interval if a≺ c and b≺ d implies a≺ d or b≺ c, for all a,b,c,d ∈ X .
In this paper X , ≺, and _ are often respectively denoted by dompo, ≺po, and _po. Figure 1 depicts
sample partial orders using their Hasse diagrams (cf. [5]).
a
b c
d
a1
a2 b1
a b
c d
{a}
{b,c}
{d,c}
{a,b}
{a,d} {b,c}
{c,d}
po0 po1 po2 principal(po0) principal(po2)
(a) (b) (c) (d) (e)
Figure 1: Interval orders (a,b); the simplest non-interval partial order (c); and principal orders (d,e).
For interval orders, the name and intuition follow from Fishburn’s Theorem [4]. In the present
framework it states that a partial order (X ,≺) is interval if and only if there is a total order (X ′,≺′) and
two injective mappings, b,e : X → X ′ with b(X)∩e(X) =∅ such that, for all a,b ∈ X , b(a)≺′ e(a) as
well as a≺ b ⇐⇒ e(a)≺′ b(b). Usually, b(a) is interpreted as the ‘beginning’, and e(a) as the ‘end’,
of an ‘interval’ a.
Sequences and sequences of sets. Although most of the discussion in this paper is of general na-
ture, we found it useful to use notation and terminology which fit the intended application area, viz.
semantical modelling of concurrent behaviours. In particular, we will use four kinds of basic elements:
• Σ= {a,b, . . .} are events;
• X̂ = {ai | a ∈ X ∧ i≥ 1} are enumerated events, for every X ⊆ Σ;
• B = {Bα | α ∈ Σ∪ Σ̂} are the beginnings of events; and
• E = {Eα | α ∈ Σ∪ Σ̂} are the endings of events.
Intuitively, the difference between events and enumerated events is that the latter denote different
instances of the former in system executions. Moreover, for α ∈ Σ∪ Σ̂, we denote ev(Bα) = ev(Eα) =
α , and, for X ⊆ Σ∪ Σ̂, we denote:
BX = {Bα | α ∈ X} EX = {Eα | α ∈ X} BE X =BX ∪EX .
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We will use various finite sequences over these four sets of basic elements as well as finite sequences
of sets of basic elements.
Definition 2.1. Let x = κ1 . . .κk (k ≥ 0) be a sequence of basic elements, or a sequence of nonempty
finite sets of basic elements. Then we have:
• alph(x) is the set of all basic elements occurring in x. That is, alph(x) = {κ1, . . . ,κk} if x is
a sequence of basic elements, and otherwise alph(x) = κ1 ∪ ·· · ∪κk. We also write α ∈ x, for
every α ∈ alph(x).
• ev(x) = ev(alph(x)) whenever alph(x)⊆B∪E .
• fst(x) = κ1 and lst(x) = κk whenever k ≥ 1.
• For 1≤ i≤ j ≤ k, x′ = κi . . .κ jis a subsequence of x, and we denote x′ b x.
• For a set A of basic elements, x∩A is the projection of x onto A, which is obtained from x by
erasing all the elements not belonging to A.
• If x ∈BE ∗Σ, then its enumerated representation enum(x) is obtained by replacing (in x) each
i-th occurrence of Ba by Bai , and each i-th occurrence of Ea by Eai . 
For example, we have:
alph(aba) = {a,b} alph({a1,b1}{a2}) = {a1,a2,b1}
ev(BaBbEa) = {a,b} ev({Ea1 ,Bb1}{Ea2 ,Ec2}) = {a1,a2,b1,c2}
fst(BaBbEa) = Ba lst({Ea1 ,Bb1}{Ea2 ,Ec2}) = {Ea2 ,Ec2}
bbc b abbcb enum(EaBbEaBbBb) = Ea1Bb1Ea2Bb2Bb3
eadbca∩{a,b} = aba {b,c}{a,b,c}{a}∩{a,b} = ∅{a,b}{a} .
Definition 2.2. A sequence of basic elements, or a sequence of nonempty finite sets of basic elements
x = κ1 . . .κk (k≥ 0) is singular if no basic element occurs in it more than once. That is, κi 6= κ j for all
i 6= j if x is a sequence of basic elements, and otherwise κi∩κ j =∅ for all i 6= j. For such a sequence,
we have:
• succx(κi) = κi+1, for 1≤ i< k.
• x[κi..κ j] = κiκi+1 . . .κ j, for 1≤ i≤ j ≤ k. 
For example, succacb(a) = c and BaBcEaBbEdBh[Bc..Ed ] = BcEaBbEd .
The above concepts and definitions are standard (cf. [6, 10]), only the notation or names may
differ. The next concept is new and will be used to represent interval orders by sequences of sets.
Definition 2.3. The interval enumerated representation of a sequence x = κ1 . . .κk (k ≥ 0) of finite
nonempty subsets of Σ is the sequence intenum(x) = θ1 . . .θk such that, for every 1≤ l ≤ k:
θl = {ai ∈ Σ̂ | a ∈ κl ∧ i = 1+ |{ j | 1≤ j < l−1∧a ∈ κ j ∧a /∈ κ j+1}|} .
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Intuitively, intenum(x) assigns ‘instance numbers’ to the basic actions of x, treating occurrences of a
given a in neighbouring sets as records of the same action. For example,
intenum({a,b}{a,c}{a,b,c}) = {a1,b1}{a1,c1}{a1,b2,c1} .
Interval sequences. Interval sequences — proposed and discussed in [11] — are close to preceding
them ST-traces [16] (the main difference is that ST-traces were defined for Petri nets, whereas interval
sequences do not assume any system model).
Definition 2.4. A sequence x ∈BE ∗Σ∪BE ∗Σ̂ is interval if, for every a ∈ Σ, there is k ≥ 0 such that:
• x∩BE {a} = (BaEa)k if x ∈BE ∗Σ, and
• x∩BE {̂a} = Ba1Ea1 . . .Bak Eak if x ∈BE ∗Σ̂.
If we further assume that x is singular, then it generates an interval order given by:
intord(x) = (ev(x),{(α,β ) ∈ ev(x)× ev(x) | Eα precedes Bβ in x}) . (1)
Moreover, if x ∈BE ∗Σ, then it generates an enumerated interval order given by:
enumintord(x) = intord(enum(x)) . (2)
All interval sequences are denoted by IntSeq, and all nonempty singular interval sequences are denoted
by SingularIntSeq. 
If x is a singular interval sequence over BE Σ, then we have x∩{Ba,Ea}= BaEa, for every a ∈ ev(x).
All interval sequences overBE Σ̂ are singular, and if x is an interval sequence overBE Σ, then enum(x)
is an interval sequence over BE Σ̂.
For example, BaBbEbEaBaEa and Ba1Bb1Eb1Ea1Ba2Ea2 are interval sequences, but BaBbEbEaEaBa
and Ba1Bb1Eb1Ea2Ba2Ea1 are not. Figure 1(a,b) depicts two interval orders generated by interval se-
quences, po0 = intord(BaEaBbBcEbBdEcEd) and po1 = enumintord(BaEaBbBaEbEa).
Principal orders and sequences of maximal antichains. In a system execution represented by a
partial order, it is possible to identify precisely global states through which such an execution might
have gone through.
Definition 2.5. The principal order of a partial order po is principal(po)= (maxantich(po),≺), where:
≺= {(A,B) ∈ (maxantich(po)×maxantich(po))\idmaxantich(po) | (A\B)× (B\A)⊆≺po} .
Figure 1(d,e) depicts two examples of principal orders.
Each principal order is a partial order, which is total if and only if the original partial order was
interval (cf. [5, 9]). Moreover, an interval order po can be identified with a sequence of sets com-
posed of its maximal antichains, antichseq(po) = A1 . . .Ak, such that maxantich(po) = {A1, . . . ,Ak}
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and Ai ≺principal(po) A j, for all 1 ≤ i < j ≤ k. The Ai’s are distinct, and a given event must belong
to a contiguous subsequence of antichseq(po). For the interval order depicted in Figure 1(a), we
have antichseq(po0) = {a}{b,c}{d,c}. Sequences of sets which can be interpreted as sequences of
maximal antichains of interval orders are characterised below.
Definition 2.6. Let x=A1 . . .Ak (k≥ 0) be a sequence of finite nonempty subsets of Σ, or a sequence of
finite nonempty subsets of Σ̂. Then x is sequence of maximal antichains (or max-antichain-sequence)
if, for all 1≤ i, j ≤ k and 1≤ q< r < l ≤ k:
1. Ai ⊆ A j implies i = j.
2. Aq∩Al ⊆ Ar.
Also, if x is a sequence of finite nonempty subsets of Σ̂ then, for every a ∈ Σ with alph(x)∩ {̂a} 6=∅,
there is m≥ 1 such that:
3. x∩ {̂a} belongs to ∅∗{a1}+∅∗{a2}+∅∗ . . .∅∗{am}+∅∗. 
Definition 2.6(1) is a direct consequence of the fact that the Ai’s are intended to be maximal antichains.
Definition 2.6(2) means that an event a may occur only in a contiguous subsequence of A1 . . .Ak,
adhering to the following pattern:
A1 . . .Am−1︸ ︷︷ ︸
a/∈Ai
Am . . .An︸ ︷︷ ︸
a∈Ai
An+1 . . .Ak︸ ︷︷ ︸
a/∈Ai
.
For example, {a,b}{a,b}, {a,c}{a,b}{b,c}, and {a1,b1}{b3} are not max-antichain-sequences: the
first one fails to satisfy Definition 2.6(1), the second Definition 2.6(2), and the third Definition 2.6(3).
For each max-antichain-sequence x with alph(x)⊆Σ, intenum(x) is also a max-antichain-sequence
satisfying alph(intenum(x))⊆ Σ̂. Moreover, if po is an interval order with the domain included in Σ or
included in {a1 | a∈ Σ}, then antichseq(po) is a max-antichain-sequence. Since each sequence in Def-
inition 2.6 can be interpreted as a total principal order, for any max-antichain-sequence x = A1 . . .Ak,
there is exactly one interval order, denoted by antichintord(x), such that antichseq(antichintord(x)) =
x. More precisely, antichintord(x) = (alph(x),≺), where:
≺= {(α,β ) ∈ alph(s)×alph(x) | ∀1≤ i, j ≤ k. (α ∈ Ai∧β ∈ A j) =⇒ i< j}
In Figure 1(a,b), po0 = antichintord({a}{b,c}{c,d}) and po1 = antichintord({a1}{a2,b1}).
3. Interval sequences vs. sequences of maximal antichains
In this section, we will look at the relationship between interval sequences and max-antichain-sequence
without referring to any specific system model.
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3.1. From interval sequences to sequences of maximal antichains
Interval sequences generate interval orders as described in (1) and (2). These orders, in turn, are
fully characterised by the corresponding max-antichain-sequences. Hence, interval sequences have
a close link with max-antichain-sequences. In this section, we will show that this link can be estab-
lished directly, i.e., without going through a (costly) stage of deriving an intermediate interval order.
Throughout Section 3.1,
z = α1 . . .αn ∈BE +Σ ∪BE +Σ̂
is a fixed singular interval sequence (the discussion is carried out assuming that z ∈BE +Σ ), and
po = intord(z)
is the interval order it generates. Moreover, active(x)= {a |Ba ∈ x}\{a |Ea ∈ x}, for xb z. Intuitively,
active(x) is a set of events which began during the execution of x and are still being active when x is
finished. We also denote αiα j, for 1 ≤ i < j ≤ n. As z is singular, we have either αβ or β α ,
for all distinct α,β ∈ alph(z).
Proposition 3.1. Let 1≤ i≤ j ≤ n.
1. If i< j and αi ∈ E , then active(αi+1 . . .α j) = active(αi . . .α j).
2. If j < n and α j+1 ∈B, then active(αi . . .α j+1) = active(αi . . .α j)unionmulti{ev(α j+1)}.
3. If j < n and α j+1 ∈ E , then active(α1 . . .α j) = active(α1 . . .α j+1)unionmulti{ev(α j+1)}.
Proof:
Follows directly from Definition 2.4, z being singular, and the definition of active(.). uunionsq
As already mentioned, our aim is to derive antichseq(intord(z)) directly from the interval sequence
z, i.e., without generating po. In the solution presented below, we first show how certain subsequences
of z define (maximal) antichains of po.
Proposition 3.2. Let xb z and A ∈maxantich(po).
1. If active(x) 6=∅, then active(x) ∈ antich(po).
2. There is x′ b z such that A = active(x′).
3. If active(x) ∈maxantich(po), then lst(x) ∈Bactive(x).
4. maxantich(po) = max⊆{active(x′) | x′ b z}.
Proof:
(1) Suppose that a 6= b belong to active(x) and a ≺po b. Then Ba,Bb ∈ x and BaEaBb. Hence
Ea ∈ x, and so a /∈ active(x), a contradiction.
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(2) Suppose that z∩BA =Ba1 . . .Bak and x′= z[Ba1 ..Bak ]. Since A∈ antich(po), we have ai _po ak, for
i= 1, . . . ,k−1. This means that ¬(EaiBa j), for i= 1, . . . ,k−1. Thus Eai /∈ alph(x′), for i= 1, . . . ,k.
This together with z ∈ IntSeq implies that Bak Eai , for i = 1, . . . ,k. Hence A⊆ active(x′).
Suppose that a ∈ active(x′) \A. Then Ba1 BaBak Ea, which, together with Bak Eai (for
i = 1, . . . ,k), means that Aunionmulti {a} ∈ antich(po), a contradiction with the maximality of A. Hence
A = active(x′).
(3) Suppose that z∩Bactive(x) = Ba1 . . .Bak and Bak 6= lst(x). We then take α = succz(Bak) ∈ x, and
consider two cases.
Case 1: α = Ea, for some a. Then BaBak and a /∈ active(x). Let x′ = z[Ba..Bak ] if BaBa1 ,
and x′ = z[Ba1 ..Bak ] if Ba1 BaBak . In each case, active(x)unionmulti{a} ⊆ active(x′). Hence, by part (1)
of this proposition, active(x)unionmulti{a} ⊆ active(x′) ∈ antich(po), a contradiction with the maximality of
active(x).
Case 2: α = Ba, for some a. Then we take x′ = z[Ba1 ..Ba] = (z[Ba1 ..Bak ])Ba. We have BaEa
and, by active(x) = {a1, . . . ,ak}, it is the case that BaEai , for i = 1, . . . ,k. Hence active(x)unionmulti{a} ⊆
active(x′). We then proceed similarly as in Case 1.
(4) By parts (1) and (2) of this proposition we have:
maxantich(po)⊆ {active(x′) | x′ b z} ⊆ {∅}∪antich(po) .
Hence, since antich(po) 6=∅, maxantich(po) = max⊆{active(x′) | x′ b z}. uunionsq
Not every set active(x) is a maximal antichain of po, and there can be distinct x and x′ with
active(x) = active(x′). The latter does not hold for subsequences of z singled out next.
Definition 3.3. A nonempty sequence x b z is antichain complete, denoted x ∈ compl(z), if the fol-
lowing hold:
1. fst(x) ∈ Bactive(x).
2. lst(x) ∈B and succz(lst(x)) ∈ E .2
3. Ba fst(x) implies Ea lst(x), for every a ∈ ev(x). 
Intuitively, the x in the above definition is the minimal subsequence such that active(x) is a maximal
antichain of po. In particular, the maximal prefix of z made up of beginnings of events is antichain
complete. The following two singular interval sequences, z and z′, have three antichain complete
2Note that lst(x) ∈B implies lst(x) 6= lst(z).
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subsequences each:
z =
x2︷ ︸︸ ︷
B f BaBb︸ ︷︷ ︸
x1
EaBcEbBdBe
︸ ︷︷ ︸
x3
EdEcEeE f z′ =
x′1︷︸︸︷
Ba BbEa
x′3︷ ︸︸ ︷
Bc︸ ︷︷ ︸
x′2
EbBdBeEdEcEe
x1 = B f BaBb x′1 = BaBb
x2 = B f BaBbEaBc x′2 = BbEaBc
x3 = B f BaBbEaBcEbBdBe x′3 = BcEbBdBe.
(3)
The next two propositions capture a number of useful properties of antichain complete sequences.
Proposition 3.4. Let 1≤ k ≤ l ≤ n and 1≤ h< n.
1. αk . . .αl ∈ compl(z) if and only if l < n, αl ∈B, αl+1 ∈ E , and
k = min{i | ∃a ∃m> l. αi = Ba∧αm = Ea} .
2. If αk . . .αl ∈ compl(z), then active(αk . . .αl) = active(α1 . . .αl).
3. If αh ∈B and αh+1 ∈ E , then there exists exactly one x ∈ compl(z) such that lst(x) = αh.
Proof:
(1) Follows directly from Definition 3.3 (note that in the (⇐) part, k is well-defined and k ≤ l since,
for some a, αl = Ba and αm = Ea, for m≥ l+1> l).
(2) Follows directly from the definitions (in particular, Definition 3.3(3)).
(3) Let g = minQ, where Q = {i | ∃a ∃m> h. αi = Ba∧αm = Ea}. Such g is well-defined and g≤ h,
as h ∈ Q. Hence, by part (1,⇐) of this proposition, x = αg . . .αh ∈ compl(z). Moreover, x is unique
by part (1,⇒) of this proposition (the index k is determined by index l for αk . . .αl ∈ compl(z)). uunionsq
Proposition 3.5. Let x,y ∈ compl(z) and x′ b z.
1. lst(x) 6= lst(z) and succz(lst(x)) ∈ Eactive(x).
2. lst(x) = lst(y) implies x = y.
3. active(x) = active(y) implies x = y.
4. active(x) = active(x′) implies xb x′.
Proof:
(1) By Definition 3.3(2), lst(x) 6= lst(z) and succx(lst(x)) = Ea, for some a. Suppose that a /∈ active(x),
which means that Ba fst(x). Then, by Definition 3.3(3), we have Ea lst(x), a contradiction.
(2) Follows from Proposition 3.4(3).
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(3) Suppose that active(x) = active(y) and x 6= y. By part (2) of this proposition and Definition 3.3(2)
for x and y, Ba = lst(x) 6= lst(y) = Bb, for some a 6= b. Clearly, a ∈ active(x) and b ∈ active(y).
Suppose w.l.o.g. that BaBb. Then Bb /∈ x, and so b /∈ active(x) = active(y), a contradiction.
(4) By Definition 3.3(1,2), we have fst(x) = Ba and lst(x) = Bb, for some a,b ∈ active(x). Hence
Ba,Bb ∈ x′, and so xb x′. uunionsq
Antichain complete subsequences of z correspond to the maximal antichains of po.
Proposition 3.6. For every xb z, the following are equivalent:
1. x ∈ compl(z).
2. active(x) ∈maxantich(po) and fst(x) ∈Bactive(x).
Proof:
(1 =⇒ 2) By Definition 3.3(1,2), we have fst(x) = Ba and lst(x) = Bb, for some a,b ∈ active(x).
Moreover, by Proposition 3.2(1), active(x) ∈ antich(po). Suppose that active(x) /∈ maxantich(po).
Then A = active(x)unionmulti{c} ∈ antich(po), for some c. We consider four cases (if a = b, then Case 3
disappears).
Case 1: EcBb. Then c 6_po b, contradicting A ∈ antich(po).
Case 2: BcBaBbEc. Then we obtain a contradiction with Definition 3.3(3).
Case 3: BaBcBbEc. Then c ∈ active(x), a contradiction.
Case 4: BbBc. Then by Proposition 3.5(1), BbEdBc, for some d ∈ active(x). Hence c 6_po d,
contradicting A ∈ antich(po).
(2 =⇒ 1) Suppose that z∩active(x) = Ba1 . . .Bak . By Proposition 3.2(3), lst(x) ∈Bactive(x). This and
fst(x) ∈Bactive(x) means that x = z[Ba1 ..Bak ]. With the last formula, Definition 3.3(1) and the first part
of Definition 3.3(2) are clearly satisfied. Suppose that Bak Ba b z. Then {a}unionmultiactive(x) ∈ antich(po),
contradicting the maximality of active(x). Hence the second part of Definition 3.3(2) holds. Finally,
suppose that BaBa1 Bak Ea. Then, again, {a}unionmulti active(x) ∈ antich(po), contradicting the maxi-
mality of active(x). Hence Definition 3.3(3) is also satisfied. uunionsq
Consider, for example, z = BaEaBbEb and its subsequences x1 = Bb and x2 = EaBb. Then we have
active(x1) = active(x2) = {b} ∈ maxantich(po), but only x1 is antichain complete. Hence, ‘fst(x) ∈
Bactive(x)’ cannot be omitted from the formulation of Proposition 3.6(2).
Proposition 3.7. maxantich(po) = active(compl(z)).
Proof:
(⊆) Suppose that A ∈ maxantich(po) and z∩BA = Ba1 . . .Bak . By Proposition 3.2(2), there is x′ b z
such that A = active(x′). Let x = x′[Ba1 ..Bak ]. Clearly, A = active(x) and Ba1 ∈Bactive(x). Hence, by
Proposition 3.6, x ∈ compl(z).
(⊇) Follows directly from Proposition 3.6. uunionsq
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We next introduce a binary relation @ on antichain complete sequences, which corresponds to
the total ordering of the maximal antichains in the principal order of po. The relation @ comprises
all pairs (x,y) of distinct elements of compl(z) such that Ea Bb, for all a ∈ active(x) \ active(y)
and b ∈ active(y) \ active(x). (Note that active(x) \ active(y) 6= ∅ and active(y) \ active(x) 6= ∅ by
Proposition 3.5(3) and the maximality of active(x) and active(y) (cf. Proposition 3.6)).
We will now show that the relation introduced above is a total ordering on antichain complete
sequences, which is determined by ordering of their last elements.
Proposition 3.8. Let x 6= y ∈ compl(z).
1. x@ y if and only if active(x)≺principal(po) active(y).
2. (compl(z),@) is a total order.
3. x@ y if and only if lst(x) lst(y).
Proof:
(1) By x,y ∈ compl(z) and Proposition 3.7, we have active(x),active(y) ∈ maxantich(po). Clearly,
for all a ∈ active(x)\ active(y) and b ∈ active(y)\ active(x), it is the case that EaBb if and only if
a≺po b. Hence the result holds.
(2) Since po is an interval order, principal(po) is a total order. Hence, the result holds by part (1) of
this proposition.
(3, ⇒) By Proposition 3.5(2) and Definition 3.3(2), we have Ba = lst(x) 6= lst(y) = Bb, for some
a 6= b. Hence, w.l.o.g., lst(y) lst(x). Then, by Proposition 3.5(1), BbEc b z, for some c ∈ active(y).
Hence EcBa. This, however, produces a contradiction with x@ y, as we clearly have a ∈ active(x)\
active(y) and c ∈ active(y)\active(x).
(3,⇐) By x 6= y and part (2) of this proposition, either x @ y or y@ x. If y@ x then, by (3,⇒) above,
lst(y) lst(x), a contradiction. Hence x@ y. uunionsq
For the singular interval sequences, z and z′, and their antichain complete subsequences, given in
Equation (3), we have x1 @ x2 @ x3 and x′1 @′ x′2 @′ x′3 as well as:
active(x1) = {a,b, f} active(x2) = {b,c, f} active(x3) = {d,e, f}
active(x′1) = {a,b} active(x′2) = {b,c} active(x′3) = {c,d,e} .
{a,b, f} ≺principal(po) {b,c, f} ≺principal(po) {d,e, f}
{a,b} ≺principal(intord(z′)) {b,c} ≺principal(intord(z′)) {c,d,e} .
The main result of this section is a complete characterisation of sequences of maximal antichains
based on the total ordering of antichain complete subsequences.
Theorem 3.9. antichseq(po)= active(x1) . . .active(xn), where compl(z)= {x1, . . . ,xn} and x1@ · · ·@
xn.
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Proof:
It suffices to observe that antich is an isomorphism from the total order (compl(z),@) to the total
order principal(po). Indeed, antich is well-defined by Proposition 3.6, injective by Proposition 3.5,
and surjective by Proposition 3.7. Moreover, by Proposition 3.8(1), antich preserves the ordering
relation. uunionsq
The results obtained in this section lead to a straightforward method of deriving antichseq(po)
without constructing the interval order generated by z.
Algorithm 1.
input z = α1 . . .αn
for i← 1 to n do if αi = Ea then `a← i
for i← 1 to n−1 do
if αi ∈B∧αi+1 ∈ E then
A←∅
for j← 1 to i do if α j = Ba∧ i< `a then A← A∪{a}
print A
Algorithm 1 first calculates the position at which each event a ∈ ev(z) ends, and stores it in an aux-
iliary variable `a. It then makes a single pass along the input sequence checking whether an αi is
the last element of an antichain complete subsequence xcompl(z) satisfying lst(x) = αi (c.f. Proposi-
tion 3.4(3)). In case it is, the inner loop calculates active(α1 . . .αi) which is, by Proposition 3.4(2),
equal to active(x). Therefore, the print statement outputs all the maximal antichains of po. Moreover,
by Proposition 3.4(3) and Theorem 3.9, the whole output sequence is equal to antichseq(po).
A more efficient method of calculating antichseq(po) is given by the next algorithm.
Algorithm 2.
input z = α1 . . .αn
A←{ev(α1)}
for i← 2 to n do
if αi ∈B then A← A∪{ev(αi)}
if αi ∈ E ∧αi−1 ∈ E then A← A\{ev(αi)}
if αi ∈ E ∧αi−1 ∈B then print A; A← A\{ev(αi)}
Algorithm 2 scans the input sequence once. For each value of the loop variable i at the beginning of the
iteration corresponding to it, the current value of the auxiliary variable A is equal to active(α1 . . .αi−1).
The three conditional statements update the current value of A. Moreover, the third conditional detects
whether there is x ∈ compl(z) such that last(x) = αi−1 (c.f. Proposition 3.4(3)). If that is the case,
by Proposition 3.4(2), we have A = active(α1 . . .αi−1) = active(x). The correctness of the output
sequence follows from the same argument as in the case of Algorithm 1.
As far as the time complexity is concerned, if we treat the cost of the operations on sets as constant,
Algorithm 1 is quadratic and Algorithm 2 linear. Having said that, we still included Algorithm 1 as
it can be easily parallelised and with n processors available, it can complete the task of deriving
antichseq(po) in linear time.
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3.2. The case of non-singular interval sequences
We have presented a way of deriving sequences of maximal antichains of interval orders generated
by nonempty singular interval sequences. Given an arbitrary nonempty interval sequence w over
BE Σ, one can derive its enumerated representation enum(w) — which is a nonempty singular interval
sequence — and then derive the sequence of antichains generated the interval order associated with
the enumerated representation of w:
enumantichseq(w) = antichseq(intord(enum(w))) .
An alternative way of deriving the same result — described next — will be useful in the definition of
interval order semantics of Petri nets. Throughout Section 3.2, w = τ1 . . .τn ∈BE +Σ (n≥ 2) is a fixed
interval sequence. Moreover, we will assume that:
• enum(w) = κ1 . . .κn ∈BE +Σ̂ is a singular interval sequence.
• unfin(w) = A1 . . .An−1 is a sequence of sets such that, for every 1≤ k < n:
Ak = {a ∈ ev(w) | τ1 . . .τk∩{Ba,Ea} ∈ (BaEa)∗Ba} .
• enumunfin(w) = intenum(A1 . . .An−1) = C1 . . .Cn−1.
Intuitively, unfin(w) provides a record of ‘unfinished’ events during the execution of w, as a ∈ Ak if
the number of the Ba’s is by one greater than the number of Ea’s in τ1 . . .τk (we do not include An as
it would always be empty). The meaning of enumunfin(w) is similar, but it also records the ‘sequence
numbers’ of unfinished events. For example, we have:
w0=BaBcEaBbEbEc w1=BaBcEaEcBbEb
enum(w0)=Ba1Bc1Ea1Bb1Eb1Ec1 enum(w1)=Ba1Bc1Ea1Ec1Bb1Eb1
unfin(w0)={a}{a,c}{c}{b,c}{c} unfin(w1)={a}{a,c}{c}{b}
enumunfin(w0)={a1}{a1,c1}{c1}{b1,c1}{c1} enumunfin(w1)={a1}{a1,c1}{c1}{b1} .
(4)
Now, if one looks at the max-antichain-sequences corresponding to w0 and w1:
enumantichseq(w0) = {a1,c1}{b1,c1} enumantichseq(w1) = {a1,c1}{b1} ,
then it is striking that they can be derived from enumunfin(w0) and enumunfin(w1) by deleting all
non-maximal sets. This, in fact, holds in general as we show below.
Proposition 3.10. Let 1< i< n, 1≤ m< n, 1≤ h< j < l < n, and a ∈ ev(w).
1. τi ∈B implies Ai = Ai−1unionmulti{ev(τi)} and Ci = Ci−1unionmulti{ev(κi)}.
2. τi ∈ E implies Ai−1 = Aiunionmulti{ev(τi)} and Ci−1 = Ciunionmulti{ev(κi)}.
3. enumunfin(w)∩ {̂a} belongs to ∅∗{a1}+∅+{a2}+∅+ . . .∅+{ap}+∅∗, for some p≥ 1.
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4. Ai ⊂ Ai−1 and Ci ⊂ Ci−1, or Ai−1 ⊂ Ai and Ci−1 ⊂ Ci.
5. Ch∩Cl ⊆ C j.
6. Cm can be expressed as:
Cm = {ar | a ∈ Am∧ r = max{p | ∃g≤ m. κg = Bap}}
= {ar | a ∈ Am∧ r = |{g≤ m | τg = Ba}|}
= {ar | ∃g≤ m< l. κg = Bar ∧κl = Ear} .
Proof:
(1,2,3,6) Follow directly from the definitions (in particular, Definition 2.4).
(4) Follows from parts (1) and (2) of this proposition.
(5) Follows from part (4) of this proposition. uunionsq
The maximal sets in enumunfin(w) can be characterised in a purely local manner.
Definition 3.11. For all 1 ≤ i < n and D ∈ {A,C}, the set Di is dominant if Di−1 ⊂ Di (when i > 1)
and Di ⊃ Di+1 (when i < n− 1). Moreover, the dominant representations of w are sequences of sets
domrep(w) = Ai1 . . .Aik and enumdomrep(w) = Ci1 . . .Cik obtained respectively from unfin(w) and
enumunfin(w) by deleting all non-dominant sets. 
The indices i1, . . . , ik in the second part of the last definition are the same in both cases due to the
first part of the next result.
Proposition 3.12. Let 1≤ i< n and D ∈ {A,C}.
1. Ai is dominant if and only if Ci is dominant.
2. If Di is not dominant, then i> 1 and Di−1 ⊃ Di, or i< n−1 and Di ⊂ Di+1.
Proof:
(1) Follows from Proposition 3.10(3) (from the latter it follows that ak ∈Ci−1 and al ∈Ci imply k = l,
for every 1< i< n).
(2) Follows from Definition 3.11 and Proposition 3.10(4). uunionsq
For the interval sequences w0 and w1 in (4), we have:
domrep(w0) = {a,c}{b,c} domrep(w1) = {a,c}{b}
enumdomrep(w0) = {a1,c1}{b1,c1} enumdomrep(w1) = {a1,c1}{b1} .
Note that enumdomrep(w0) = enumantichseq(w0) and enumdomrep(w1) = enumantichseq(w1). We
will now show that this is, in fact, always the case.
In general, it may happen that Ai ⊆ A j for i 6= j. Similarly, it may happen that Ci ⊆ C j for
i 6= j, e.g., for enumunfin(w0) in (4) where C3 = C5 = {c1}. However, the same does not hold for
enumdomrep(w).
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Proposition 3.13. Let 1≤ j < k and 1≤ h< l < k.
1. alph(domrep(w)) = alph(unfin(w)) and alph(enumdomrep(w)) = alph(enumunfin(w)).
2. Ai j 6=∅ and Ci j 6=∅.
3. Cih \Cil 6=∅ and Cil \Cih 6=∅.
Proof:
(1,2) Follow from Propositions 3.10(4) and 3.12(2) as well as Definition 3.11.
(3) Suppose thatCih ⊆Cil . Then, since bothCih andCil are dominant we have ih+1< il . We therefore
have, by Proposition 3.10(5), Cih = Cih ∩Cil ⊆ Cih+1. This, however, produces a contradiction with
Definition 3.11 for Cih . The case Cil ⊆ Cih is similar. uunionsq
We then obtain that, for each interval sequence, the enumerated sequence of antichains it generates
can also be obtained by applying the concept of dominant representation.
Theorem 3.14. enumdomrep(w) = enumantichseq(w).
Proof:
Note that, by Proposition 3.13(1,2), enumdomrep(w) is a nonempty sequence of nonempty sets. From
Theorem 3.9 and Proposition 3.8 it follows that enumantichseq(w) = active(x1) . . .active(xp), where
compl(enum(w))= {x1, . . . ,xp} and l1 < · · ·< lp, assuming that lst(x1)= κl1 , . . . , lst(xp)= κlp . Hence,
to prove the theorem it suffices to show the following two facts:
(i) For every Cik , there is exactly one x ∈ compl(enum(w)) such that Cik = active(x). Moreover,
for such an x, we have lst(x) = κik .
(ii) For every x ∈ compl(enum(w)), active(x) ∈ enumdomrep(w).
To show (i), we take x = enum(w)[κm..κik ], where:
m = min{ j ≤ ik | ∃ar∃l > ik. κ j = Bar ∧κl = Ear} .
By Proposition 3.10(6), active(x) = Cik . We then observe that x ∈ compl(enum(w)) follows from
Proposition 3.4(1). The uniqueness of the chosen x follows from Proposition 3.5(3).
To show (ii), let x = enum(w)[κm..κk]. Then, by Proposition 3.10(6), Ck = active(x). Moreover,
by Proposition 3.10(1,2), Ck is dominant since κk ∈B and κk+1 ∈ E . uunionsq
We have shown how the interval order associated with w can be represented by the dominant
sequence enumdomrep(w). One might wonder whether this representation could be simplified. This
would, for instance, be the case if enumdomrep(w) could be derived from domrep(w). For example,
we have:
enumdomrep(w0) = intenum(domrep(w0))
enumdomrep(w1) = intenum(domrep(w1)) .
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This, however, does not in general hold. Consider, for example, w2 = BaEaBaEa. Then unfin(w2) =
{a}∅{a} and enumunfin(w2) = {a1}∅{a2}, and so we have:
intenum(domrep(w2)) = intenum({a}{a}) = {a1}{a1} 6= {a1}{a2}= enumdomrep(w) .
The above counterexample works since after deleting the non-dominant empty set in unfin(w2), two
different ‘instances’ of a became immediate neighbours, and were therefore treated as one instance
when enumeration was applied. This situation can be prevented by having a suitable dominant set
in-between these two instances.
Definition 3.15. w is separated if there is no xb w with x ∈ E +B+ and ev(fst(x)) = ev(lst(x)). 
For example, w3 = BaBbEaEbBbBaEbEa is not separated as, e.g., x = EbBb b w3 and ev(fst(x)) =
b = ev(lst(x)). But w4 = BaBbEbBcEcBbEaEb is separated. Indeed, there are two subsequences of
w4 belonging to E +B+, viz. x1 = EbBc and x2 = EcBb, for which we have ev(fst(x1)) = b 6= c =
ev(lst(x1)) and ev(fst(x2)) = c 6= b = ev(lst(x1)).
Proposition 3.16. If w is separated then, for all a ∈ ev(w) and 1 ≤ k < m < n with τk = Ea and
τm = Ba, there exists k < l < m such that Al is a dominant set.
Proof:
If such a set does not exist then, by Propositions 3.10(1,2) and 3.12(2), x = τk . . .τm ∈ E +B+ and
ev(fst(x)) = a = ev(lst(x)), and so w is not separated. uunionsq
Theorem 3.17. enumdomrep(w) = intenum(domrep(w)) if and only if w is separated.
Proof:
(=⇒) Suppose that w is not separated. Then there is x = τl . . .τm ∈ E +B+ is such that κl = Ea
and κm = Ba, for some a. Then there are 1 ≤ h < l and m < g < n such that κh . . .κl−1 ∈BΣE ∗Σ and
κm+1 . . .κg ∈B∗ΣEΣ. We then observe that bothAh andAg−1 are dominant sets such that a∈Ah∩Ag−1.
Moreover, there is no h< j < g−1 such that A j is dominant. Hence, by Proposition 3.12(1), Ch and
Cg−1 are dominant and no C j is dominant, for h < j < g− 1. Thus there is 1 ≤ t < k such that
h = it and g−1 = it+1. Together with a ∈ Ah∩Ag−1 this means that there is p such that ap ∈ Cit and
ap+1 ∈ Cit+1 . On the other hand, we have intenum(domrep(w)) = Di1 . . .Di1 , and there is q such that
aq ∈ Dit ∩Dit+1 . As a result, enumdomrep(w) 6= intenum(domrep(w)).
(⇐=) Suppose that w is separated and enumdomrep(w) 6= intenum(domrep(w)). Then, by the defi-
nitions as well as Proposition 3.12(1) and Theorem 3.14, there are 1 ≤ j < k and ap ∈ Ci j such that
ap+1 ∈ Ci j+1 . Hence there are must be i j < r < i j+1 such that a 6∈ Ar. As a result, there are i j < s≤ r
and r < t ≤ i j+1 such that τs = Ea and τt = Ba. Hence, by Proposition 3.16, there exists a domi-
nant set Av such that s < v < t. Thus, by Proposition 3.12(1), Cv is also a dominant set. Moreover,
i j < s< v< t ≤ i j+1, and so i j < v< i j+1, yielding a contradiction. uunionsq
From the definition of enumantichseq(w) as well as Theorems 3.14 and 3.17 we obtain a useful
property of max-antichain-sequences generated by interval sequences.
Corollary 3.18. antichseq(enum(w)) = intenum(domrep(w)) if and only if w is separated.
R. Janicki, M. Koutny / Operational Semantics, Interval Orders and Sequences of Antichains 17
3.3. From sequences of maximal antichains to interval sequences
In the last part of this section, we show how one can derive interval sequences generating the same
interval order as a given max-antichain-sequence. As before, our aim is to do this without needing
to know that interval order. Throughout Section 3.3, s = A1 . . .Am (m ≥ 1) is a fixed max-antichain-
sequence over Σ. Moreover, for every 1≤ i≤ m, we denote:
Bi = {Ba | a ∈ alph(s) ∧ i = min{ j | a ∈ A j}}
Ei = {Ea | a ∈ alph(s) ∧ i = max{ j | a ∈ A j}} .
Intuitively, Ba ∈ Bi means that event a begins at the i-th snapshot of s, and Ea ∈ Ei means that a ends
at the i-th snapshot of s. This intuition is supported by the next result.
Proposition 3.19.
1. ev(B1) = A1 6=∅ and ev(Bi) = Ai \Ai−1 6=∅, for every 1< i≤ m.
2. ev(Em) = Am 6=∅ and ev(Ei) = Ai \Ai+1 6=∅, for every 1≤ i< m.
3. Bi 6=∅ 6= Ei, for every 1≤ i≤ m.
Proof:
(1) Clearly, ev(B1) = A1 and, by m ≥ 1 and Definition 2.6, A1 6= ∅. Suppose now that 1 < i ≤ m.
If a ∈ ev(Bi) then, by the definition of Bi, i = min{ j | a ∈ A j}. Hence ev(Bi) ⊆ Ai \Ai−1. If a ∈
Ai \Ai−1 then, by Definition 2.6(2), a /∈ Ak, for every 1≤ k< i−1. Hence i = min{ j | a ∈ A j}, and so
Ai \Ai−1 ⊆ ev(Bi). As a result, ev(Bi) = Ai \Ai−1. Moreover, by Definition 2.6(1), Ai \Ai−1 6=∅.
(2) The proof is similar to that of part (1) of this proposition.
(3) Follows from parts (1) and (2) of this proposition. uunionsq
Proposition 3.19(3) allows us to introduce a formula for all interval sequences generating the same
interval order as s.
Definition 3.20. intseqrep(s) = permute(B1)permute(E1) . . .permute(Bm)permute(Em) is the set of
interval sequence representations of s. 
Note that intseqrep(s) is a nonempty set of nonempty sequences which has been defined directly
from s rather than from the interval order generated by s. Moreover, one can construct an element of
intseqrep(s) in O(m ·n) time, where n = |alph(s)|. As an example, we have:
intseqrep({a,c}{b,c}) = {BaBcEaBbEbEc,BaBcEaBbEcEb,BcBaEaBbEbEc,BcBaEaBbEcEb} .
Theorem 3.21. intseqrep(s) = {z ∈ SingularIntSeq | antichseq(intord(z)) = s}.
Proof:
(⊆) Suppose that z ∈ intseqrep(s). Then z ∈ SingularIntSeq, by Definition 2.6, m≥ 1, and the follow-
ing two facts:
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• For every a ∈ alph(s), there is exactly one i such that Ba ∈ Bi, and there is exactly one j such
that Ea ∈ E j. Moreover, i≤ j.
• For all 1≤ i≤ j ≤ m, the elements of Bi occur before the elements of E j within the sequences
belonging to intseqrep(s).
Moreover, by Definition 3.20 and Proposition 3.19(3), we have z = v1w1 . . .vmwm, where, for every
1≤ i≤ m:
vi ∈ permute(Bi) ∈B+Σ and wi ∈ permute(Ei) ∈ E +Σ . (5)
Hence, by (5) together with Proposition 3.4(1,2) and Theorem 3.9, we have:
antichseq(intord(z)) = active(v1)active(v1w1v2) . . .active(v1w1 . . .vm−1wm−1vm) .
Let 1 ≤ k ≤ m. By (5), active(v1w1 . . .vk−1wk−1vk) = ev(B1 ∪ ·· · ∪Bk) \ ev(E1 ∪ ·· · ∪Ek−1), where
ev(E1∪·· ·∪Ek−1) is not present if k = 1. We then observe that, by Proposition 3.19(1,2):
ev(B1∪·· ·∪Bk) = A1∪ (A2 \A1)∪·· ·∪ (Ak \Ak−1) = A1∪·· ·∪Ak
ev(E1∪·· ·∪Ek−1) = (A1 \A2)∪·· ·∪ (Ak−1 \Ak) .
Moreover, by Definition 2.6(2), for every 1 ≤ j < k− 1, it is the case that A j ∩Ak ⊆ A j+1. Hence
A j \A j+1 = (A j \A j+1)\Ak, and so:
ev(E1∪·· ·∪Ek−1) = ((A1 \A2)\Ak)∪·· ·∪ ((Ak−2 \Ak−1)\Ak)∪ (Ak−1 \Ak)
= ((A1 \A2)∪·· ·∪ (Ak−2 \Ak−1)∪Ak−1)\Ak
= (A1∪·· ·∪Ak−1)\Ak .
Therefore active(v1w1 . . .vk−1wk−1vk) = (A1∪·· ·∪Ak)\ ((A1∪·· ·∪Ak−1)\Ak) = Ak, and so we con-
clude that antichseq(intord(z)) = A1 . . .Am = s.
(⊇) Suppose that z ∈ SingularIntSeq and antichseq(intord(z)) = s. Then we can decompose z as
z = v1w1 . . .vnwn, where vi ∈B+Σ and wi ∈ E +Σ , for every 1 ≤ i ≤ n. Hence, by Propositions 3.4(1,2)
and Theorem 3.9, we have antichseq(intord(z)) =C1 . . .Cn, where, for every 1≤ k ≤ n:
Ci = active(v1w1 . . .vk−1wk−1vk) = ev(v1 . . .vk)\ ev(w1 . . .wk−1) ,
and ev(w1 . . .wk−1) is not present if k = 1.
Now, since antichseq(intord(z)) = s, we have n = m and Ck = Ak, for every 1≤ k≤m = n. Thus,
by Proposition 3.19(1), ev(B1) = A1 = C1 = ev(v1). Hence v1 ∈ permute(B1). Suppose next that
1< k ≤ m. Then, by Proposition 3.19(1):
ev(Bk) = Ak \Ak−1 =Ck \Ck−1 = (ev(v1 . . .vk)\ ev(w1 . . .wk−1))\ (ev(v1 . . .vk−1)\ ev(w1 . . .wk−2)) .
As z ∈ SingularIntSeq, we have ev(vk)∩ (ev(v1 . . .vk−1)∪ ev(w1 . . .wk−1)) =∅, and so:
ev(Bk) = ev(vk)∪ ((ev(v1 . . .vk−1)\ ev(w1 . . .wk−1))\ (ev(v1 . . .vk−1)\ ev(w1 . . .wk−2))) = ev(vk) .
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Hence vk ∈ permute(Bk). Suppose next that 1≤ k < m. Then, by Proposition 3.19(2):
ev(Ek) = Ak \Ak+1 =Ck \Ck+1 = (ev(v1 . . .vk)\ ev(w1 . . .wk−1))\ (ev(v1 . . .vk+1)\ ev(w1 . . .wk)) .
As z ∈ SingularIntSeq, we have ev(wk) ⊆ ev(v1 . . .vk) and ev(wk)∩ ev(w1 . . .wk−1) = ∅ as well as
ev(vk+1)∩ ev(v1 . . .vk) =∅, and so:
ev(Ek) = (ev(v1 . . .vk)\ ev(w1 . . .wk−1))\ ((ev(v1 . . .vk)\ ev(w1 . . .wk−1)\ ev(wk)) = ev(wk) .
Hence wk ∈ permute(Ek). Finally, ev(Em) = Am =Cm = ev(v1 . . .vm) \ ev(w1 . . .wm−1). Thus, since
z ∈ SingularIntSeq, we have ev(Em) = ev(wm), and so wm ∈ permute(Em). uunionsq
The last result leads to a characterisation of interval sequences generating the same interval orders
in the style of Mazurkiewicz traces [17]. Let ∼ be a symmetric binary relation on sequences overBE
such that z ∼ z′ if z and z′ can be decomposed as z = xττ ′w and z′ = xτ ′τw, for some τ,τ ′ ∈B or
τ,τ ′ ∈ E . Moreover, let ≈ be an equivalence relation defined as the transitive and reflexive closure of
∼. The equivalence class of ≈ containing z will be denoted by [z]≈.
Proposition 3.22. Let z ∈ IntSeq, w ∈ IntSeq∩BE ∗Σ, and x ∈ SingularIntSeq.
1. If z∼ z′, then z′ is an interval sequence.
2. w∼ w′ if and only if enum(w)∼ enum(w′).
3. [x]≈ = {z ∈ SingularIntSeq | intord(z) = intord(x)}.
4. [w]≈ = {z ∈ IntSeq∩BE ∗Σ | enumintord(z) = enumintord(w)}.
Proof:
Follows directly from the definitions (in particular, Definition 3.20), Theorem 3.21, and the fact that
a sequence in permute(X) can be obtained from any other sequence in permute(X) through a finite
number of swappings of two consecutive elements. uunionsq
4. Petri nets and sequences of maximal antichains
We will now outline how the system independent discussion carried out in the previous section could
be employed to define an operational semantics of Petri nets in terms of max-antichain-sequences, and
therefore also interval orders. The results presented below are applicable to a whole range of Petri net
models captured by the following generic definition.
A safe net with context arcs is a tuple N = (P,T,F,C,Minit), where P is a set of places, T is a set
of transitions (P and T are finite and disjoint), F ⊆ (P×T )∪ (T ×P) are token flow arcs, C ⊆ P×T
are context arcs, and Minit ⊆ P is the initial marking (in general, any subset of P is a marking). For
every transition a ∈ T , •a = {p | (p,a) ∈ F} are input places, a• = {p | (a, p) ∈ F} are output places,
and a = {p | (p,a) ∈C} are context places. The semantical meaning of the token flow arcs in F is
the same for all safe nets with context arcs. Moreover, for every transition a ∈ T , there is a boolean
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Figure 2: Two safe nets with context (inhibitor) arcs: N0 with sound interval order semantics (a); and
N1 without sound interval order semantics (b).
function ctxa with the domain 2P such that, for all markings M,M′ ⊆ P, we have ctxa(M) = ctxa(M′)
whenever M ∩ a = M′ ∩ a. Hence, the evaluation of ctxa(M) depends only on the marking of the
context places of transition a.
The interval firing semantics of N is defined as follows:
• BE T areBE -transitions. Intuitively, Ba and Ea are the ‘beginning’ and ‘end’ of execution of a.
• 2P∪T are extended markings. Intuitively, a ∈ m ∈ 2P∪T means that transition a ∈ T is being
executed in the state represented by m. Clearly, all markings are also extended markings.
• A BE -transition Ba is enabled at an extended marking m if •a ⊆ m, a /∈ m, and ctxa(m∩P) =
true. Then Ba can fire leading to m′ = (m\ •a)∪{a}. We denote this by m[[Ba〉〉m′.
• ABE -transition Ea is enabled at an extended marking m if a ∈m and a•∩m=∅. Then Ea can
fire leading to m′ = (m\{a})∪a•. We denote this by m[[Ea〉〉m′.
• A firing BE -sequence from an extended marking m to extended marking m′ is a sequence of
BE -transitions τ1 . . .τk (k≥ 0) for which there are extended markings m=m0, . . . ,mk =m′ such
that mi−1[[τi〉〉mi, for every 1 ≤ i ≤ k. This is denoted by τ1 . . .τk ∈ FISN(m m′). Moreover,
if m and m′ are both markings, then µ = (m1 . . .mk−1)∩T is a sequence of fired transition sets,
and we denote µ ∈ FTSN(m m′). Note that if m and m′ are markings, then τ1 . . .τk is an
interval sequence.
• An extended marking m is BE -reachable if FISN(Minit m) 6=∅.
Figure 2 depicts two safe nets with context arcs, N0 and N1. In each case, the only context arc in
C = {(s3,c)} is an inhibitor arc and s3 is an inhibitor place of transition c. The other two transitions
have no context places. This is captured by ctxc(M) ≡ (c ∩M = ∅) ≡ (s3 /∈ M) and ctxa(M) =
ctxb(M) = true, for every marking M. An example of firingBE -sequence from the initial marking of
N0 is BaBcEaEcBbEb ∈ FISN0({s1,s2,s4} {s4}) which can be derived as follows:
{s1,s2,s4}[[Ba〉〉{a,s2,s4}[[Bc〉〉{a,c}[[Ea〉〉{s3,c}[[Ec〉〉{s3,s4}[[Bb〉〉{b}[[Eb〉〉{s4} .
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Moreover, {a}{a,c}{c}∅{b} is a sequence of fired transition sets in FTSN0({s1,s2,s4}  {s4}).
Clearly, FISN0({s1,s2,s4} {s4}) ⊆ FISN1({s1,s2} ∅), but the reversed inclusion does not hold.
For example, the following is a valid derivation for N1:
{s1,s2}[[Ba〉〉{a,s2}[[Ea〉〉{s3,s2}[[Bb〉〉{b,s2}[[Bc〉〉{b,c}[[Ec〉〉{b}[[Eb〉〉∅ , (6)
but BaEaBbBcEcEb is not a firing BE -sequence of N0 since executing BaEaBb leads to the extended
marking {b,s2} at which c is not enabled.
From this point until the end of Section 4, N = (P,T,F,C,Minit) is a fixed safe net with context
arcs. Moreover, M,M′ ⊆ P are markings, and M is assumed to be BE -reachable.
We have introduced firing BE -sequences, and so on their basis one can investigate behavioural
properties of safe net with context arcs. Having said that, one might want to go one step further and
introduce more abstract semantics based on interval orders.3 As already observed, each firing BE -
sequence in FISN(M  M′) is an interval sequence, though not necessarily singular. We therefore
define firing interval orders from M to M′ as:
FION(M M′) = enumintord(FISN(M M′)) .
Although such a definition is formally correct, for it to make sense in semantic terms, one also needs
to ensure that any interval sequence generating an interval order in FION(M M′) is the enumeration
of a valid firing BE -sequence. In other words, that the following holds:
{z ∈ IntSeq | enumintord(z) ∈ FION(M M′)} ⊆ FISN(M M′) . (7)
Nets satisfying the above inclusion are said to have sound interval order semantics. We will argue
in a moment that Figure 2(a) depicts a net which has sound interval order semantics. However, this
is not the case for the net depicted in Figure 2(b). Consider, for instance, the firing BE -sequence
z0 = BaEaBbBcEcEb ∈ FISN1({s1,s2} ∅) derived in (6). It generates the following interval order
enumintord(z0) = ({a1,b1,c1},{(a1,b1),(a1,c1)}) .
Hence enumintord(z0) = enumintord(z1), where z1 = BaEaBcBbEcEb. But z1 /∈ FISN1({s1,s2} ∅)
as the extended marking {s3,s2} resulting from the firing of BaEa does not enable Bc. As a result, N1
does not have sound interval order semantics.
To investigate further the notion of sound interval order semantics, we show that (7) can be fully
characterised by a property expressed purely in terms of interval sequences and the equivalence rela-
tion ≈ introduced in Section 3.3.
Proposition 4.1. N has sound interval order semantics if and only if⋃
z∈FISN(M M′)
[z]≈ = FISN(M M′) .
3Such a semantics would clearly be more abstract since a single interval order can be seen as an abstract representation of a
potentially large set of interval sequences.
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Proof:
Follows directly from Proposition 3.22(4). uunionsq
Therefore, for the net N1 just discussed, we can come to the conclusion that it does not have sound
interval order semantics by simply observing that z0 ≈ z1 as well as:
z0 ∈ FISN1({s1,s2} ∅) and z1 /∈ FISN1({s1,s2} ∅) .
There is no need to make reference to the interval order generated by z0 and z1.
As not all safe nets with context arcs have sound interval order semantics, it is only natural to try
to identify as large a subclass as possible of those nets that have sound interval order semantics. In the
next proposition we define such a class in purely static way.
Proposition 4.2. Suppose that, for all a 6= b ∈ T , we have:
•b∩a 6=∅ =⇒ •b∩ •a 6=∅ . (8)
Then N has sound interval order semantics.
Proof:
We first observe that the following hold, for every z ∈ FISN(M M′):
• z = xBaBbw implies xBbBaw ∈ FISN(M M′).
Indeed, we have a 6= b, by the fact that z is an interval sequence. Suppose that m is the extended
marking obtained after executing x. Then, by the fact that BaBb can be executed from m, it
follows that •a∩ •b =∅ and •a∪ •b⊆ m. Hence, by (8), we have •b∩a =∅ and •a∩b =∅.
Thus, by the firing BE -sequence semantics (in particular, the fact that the evaluation of ctxa
and ctxb depends only on the marking of the respective context places), BbBa can be executed
from m, leading to the same extended marking as BaBb. Hence xBbBaw ∈ FISN(M M′).
• z = xEaEbw implies xEbEaw ∈ FISN(M M′).
Indeed, we have a 6= b, by the fact that z is an interval sequence. Suppose that m is the extended
marking obtained after executing x. Then, by the fact that EaEb can be executed from m, it
follows that a•∩b• =∅ and (a•∪b•)∩m =∅. Hence, by the firing BE -sequence semantics,
EbEa can be executed from m, a leading to the same extended marking as EaEb. Thus xEbEaw ∈
FISN(M M′).
The result then follows from Proposition 4.1. uunionsq
We can use the last result to conclude that N0 in Figure 2 has sound interval order semantics,
as the only implication we need to check is •b∩ c 6= ∅ =⇒ •b∩ •c 6= ∅. This clearly holds as
•b∩ c = {s3} 6=∅ and •b∩ •c = {s3} 6=∅.
One might ask whether there are ‘reasonable’ classes of nets which have sound interval order
semantics without necessarily satisfying (8). Not surprisingly, the answer is positive. Suppose, for
instance, that C comprises ‘special’ inhibitor arcs such that ctxa(M) = true if the number of inhibitor
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places of a present in M is odd, i.e., |M∩a|= 1 (mod 2). Then (7) holds whenever it is the case that,
for all a 6= b ∈ T , the firing of Bb removes an even number of tokens from the inhibitor places of a,
i.e., |•b∩a|= 0 (mod 2).
The property of having sound interval order semantics has been investigated in [11], where it was
shown that (7) holds for a class of safe nets with inhibitor arcs like those in Figure 2. However,
the treatment in [11] handled problematic firing interval sequences in a different way. Instead of
imposing restrictions on the allowed combinations of flow and inhibitor arcs as in (8), [11] re-defined
the operational semantics so that interval sequences like z0 ∈ FISN1({s1,s2} ∅) considered above
were disallowed. Without getting into a detailed discussion, we would now argue that the result
of [11] can be seen as a special case of Proposition 4.2. Suppose that N is a safe net with inhibitor
arcs as in Figure 2(b). Then one can show that its firing interval sequence semantics according to [11]
is the same as the firing interval sequence semantics defined here after transforming N into net N̂,
in the following way: for all a 6= b ∈ T with •b∩ a 6= ∅, we add a fresh ‘mutex’ place p such
that (p,a),(a, p),(p,b),(b, p) ∈ F , and then add p to the initial marking. (Note that, for the nets in
Figure 2, we have N0 = N̂1.) The resulting net N̂ satisfies (8) and so, by Proposition 4.2, it has sound
interval order semantics. In turn, it means that the original net N operating under the rules of [11] has
sound interval order semantics.
The interval order semantics introduced above might be considered ‘deficient’ as it does not work
for all safe nets with context arcs. Our view is that this state of affairs is rather to be expected as even
in the case of much simpler class of elementary net systems (c.f. [14, 15]) it is not possible to define
sound partial order semantics in the general case. This happens when a net exhibits the so-called
contact situation for at least one of its reachable markings. The usual solution applied in such cases is
to remove the possibility of contact by introducing place complements. The transformation from N to
N̂ may therefore be seen as similar to that of place complementation.
4.1. Semantics based on maximal antichains
The derivation of firing interval orders above is based on firing BE -sequences. However, as we have
seen in the previous section, interval orders can also be generated by max-antichain-sequences. What
is remarkable is that such sequences are ‘generated’ in the process of firing BE -transitions.
Theorem 4.3. FION(M M′) = intord(enumdomrep(FTSN(M M′))).
Proof:
Suppose that M = m0[[τ1〉〉m1 . . .mn−1[[τn〉〉mn = M′ and w = τ1 . . .τn. Then, using the notation from
Section 3.2, we obtain that mi∩T = Ai, for i = 1, . . . ,n−1. We then apply Theorem 3.14. uunionsq
The above result can be refined to semantics based on non-enumerated max-antichain-sequences.
For this to hold, we need to exclude situations that the ending of a transition can immediately be
followed by its beginning. Such a property is behavioural (in particular, we only need to guarantee it
for reachable markings), and so there is rather no hope to characterise it in a simple universal manner.
Having said that, it is possible to find for it a sufficient static condition, as explained next.
A circuit of N is a set of distinct places and transitions R = {r1, . . . ,rl} such that l ≥ 4 and
{(ri,ri+1) | i = 1, . . . , l−1}∪{(rl,r1)} ⊆ F .
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Theorem 4.4. Let N be such that, for every transition a ∈ T , there is a circuit R with a ∈ R and
|Minit∩R|= 1. Then FION(M M′) = intord(intenum(domrep(FTSN(M M′)))).
Proof:
Using the notation from Section 3.2 and from the proof of Theorem 4.3, by Theorem 3.17, it suffices
to show that w = τ1 . . .τn is separated under the current assumption.
Suppose that w is not separated. Then, by Proposition 4.1 and (7), there is z ∈ FISN(M  M′)
which can be decomposed as z = z′EaBaz′′, for some a. We then obtain a contradiction with the
existence of a circuit R containing a which implies that the extended marking m satisfying M[[z′Ea〉〉m
is such that •a∩R∩m = ∅. The latter follows from x |•a∩R| = |a• ∩R| = 1 and the fact that each
reachable extended marking comprises exactly one element of R. uunionsq
5. Final Comments
Fundamental relationships between interval sequences of [11] and sequences of maximal antichains,
including simple algorithms that transform one into another, have been thoroughly analysed. While
Fishburn’s Theorem and the representation of interval orders by sequences of maximal antichains had
been known for years [5, 9], this paper appears to be the second one (after its conference predeces-
sor [7]) that provides a detailed investigation of such relationships.
A new general class of nets that can represent both inhibitor and activator nets — called safe nets
with context arcs — has been introduced, and sequences of antichains used to provide their behavioural
semantics. The resulting model allows one to define and discuss the concept of soundness of interval
order behavioural semantics, and we have argued that the approach of [11] is indeed sound.
A similar sequences of maximal antichains semantics of nets can most likely be also derived from
ST-traces of [16, 18]. However, we expect the resulting model to be much more complex.
The results of this paper can be regarded as a promising starting point for a novel model of be-
havioural semantics equivalent to the interval traces of [11], step traces of [8] or processes of [12], but
with sequences of antichains as models of system runs.
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