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ハイブリッドモンテカルロ法による GARCHモデルのベイズ推定
1.はじめに
E二'戸1 石 寸斤仁ヨ 日生*
最近の研究より，株式収益率や為替レート収並率の分布は単純な正規分布ではな
く，裾野の広がった分布(ファットテイル分布)をしていることが知られている。
また，ボラティリティはボラティリティのショックが持続するボラティリテイクラ
スタリングを示すことが明らかになっている。このようなボラティリティの特性を
考慮したモテ、ルとして ARCHモデルや GARCHモデルのような統計モデルが提
案されている O
統計モデルを利用して実証分析を行う場合， 与えられた経済時系列データのもと
で統計モデルのパラメータを推定する必要がある。 ARCHモデルやGARCHモデ
ルに対するパラメータ推定では最尤法が利用されることが多い。最尤法では，パラ
メータの推定値は尤度関数を最大化するパラメータの値として得られる。
近年のコンビュータの発展により統計モデルの推定に対してマルコフ連鎖モンテ
カルロ法(以下では単にモンテカルロ法と呼ぶ)によるベイズ推定が試みられるよ
うになってきている。特に，尤度関数が解析的に求められない場合にモンテカ/レロ
j去によるベイズ推定は有効な子法となる。また，尤度関数が計算できる ARCHモデ
ルやGARCHモデル等に対しでもモンテカルロ;去が試みられてきている[1，2J。
これまでに行われている研究では，ギブスj去やメトロポリス;去を利用したモンテ
カルロj去が多く利用されている。本研究では統計モデルのベイズ推定ではまだ用い
られたことのないハイブリッドモンテカノレロ;去を利用し， GARCHモデルに対して
行ったベイズ推定の結果を報告する(注:人工的な株価経路の生成にハイブリッド
モンテカルロを利用した研究は参考文献[11]を参照のこと。) 尚，本研究の内容は
The 9th J oint Conference on Information Sciences 2006 [3Jでの発表を基にしてい
る。
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2.ハイブリッドモンテ力ルロ法
ハイブリ、ソドモンテカルロ;去は1987年に Duaneらによって格子 QCD(Quantum 
Chromo Dynamics)計算を効率よく実行するために考案された[4J。格子 QCD計
算では多数の変数(数十万~数百万)からなる多重積分を実行する必要があり，こ
の多重積分をモンテカルロ法で、見積もっている。普通，モンテカルロ;去で、は順番に
1つの変数を選ぴ，変数値を更新(アップデイト)してゆくが，格子 QCD計算では
lつずつアップデイ卜していくのは困難で、ある。というのも句 1つの変数をアップ
デイ卜する度に巨大行列式(およそ107X 107)を計算しなくてはならず，この方法で
はすべての変数を 1回アップデイ卜するだけで膨大な計算量を必要としてしまう。
Duaneらの開発したハイブリッドモンテカルロ法は巧妙にすべての変数を一度の
アップデイトし，かつ近似のない正確な手法を提供する。(ここではすべての変数を
一度にアップデイ卜する方法をグローパルなアップデイトと呼ぶことにする。)この
ハイブリッドモンテカルロ;去の出現によって格子 QCD計算は格段に進歩し，現在
も格子 QCD計算を実行する標準的な干法となっている。
f(Xl，・へん)の確率分布に従う n佃の確率変数めを考えよう。この確率変数のも
とで，ある量 O(X)(Xiの関数)の期待値は以下で与えられる。
く0>二 fO(Xl，' . . ，Xn)f(Xl，' . . ，Xn)命 1 九 (1)
この積分が実行できればO(X)の期待値が求まるが，実際には解析的に求めること
ができない場合も多い。モンテカルロ計算で、はこの積分を次のようにして求める。
まず，f(Xl，・ ，Xn)の確率分布に従う乱数Xiをk個生成する。そして，期待値を
以下で近似する。
k 
く O>~ k~l O(XJ) (2) 
ここで， Xj=(Xl，" '，Xn)jはj個目に生成された乱数の組である。この値は式(1)に対
する近似値ではあるが， kの値を大きくとることによって真の期待値に近くするこ
とができる O
モンテカルロ計算ではいかにf(Xl，'"，Xn)の確率分布に従う乱数Xiを効率よく
生成されることができるかが問題となる o f(XI，'" ，Xn)が正規分布のようによく知
られた分布であれば簡単であるが，一般にはf(Xl，'"，Xn)は複雑な関数形をとりそ
の生成は難しくなる O
ある確率分布に従う乱数を発生させる方法としてメトロポリス法 5Jが知られて
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いる。この方法は比較的簡単に任意の確率分布に従う乱数を発生することができる。
メトロポリス法では以下のステッフ。に従って乱数を発生させる O
(i)山に対して新しい候補xf印を選択する O
(i)新しい候補zf叩を以下の確率で採択する。
ー・ rf(Xl，" '，X/附" ， 
['EL，I]. 
一 L f(Xl，・・，Xl，・
日iD他のめに対しても上記のステップを繰り返す。
(iv)(i)から叫を繰り返して乱数列を生成する O
(3) 
ノ、イブリッドモンテカルロ法の特徴は複数の確率変数を一度にアヅブデイトする
ことが可能なことである。上記のメトロポリス法も原理的には複数の確率変数を一
度にアップテイト可能であるが，普通，式(3)での確率が小さくなり実用上は一度に
アップデイ卜するのは困難である O
ハイブリッドモンテカルロ法では，ハミルトニアンが現れるが，これは以下のよ
うに定義される。まず， f(Xl，'" ，Xn)を式(4)のように書き直す。
f(Xl，・・，Xn)=exp(lnf(れ・" ，Xn)). (4) 
これを利用して式(1)を変形すると，
く0)=fO(丸山)exp(1nj(Xl， 川 )dXl 九 (5) 
となる O ここで，めに共役な運動量ρzを導入して
( nf . . ¥. .... ( 1 '". 2 く0)=I O(XJ，" '， xn)exp( 一~ ~Pj 十 lnj(xl ，' ，・品川dXl"'dXndPl"'dPn/Z，) '--'" ¥UV.， UVI1/'-'.<"'-1:-'¥ 2 j 
(6) 
とする。ここで， zは規格化定数で
Z二井xp(対pl+lnf(丸山))dXl' ， 'dxndpl か (7)
である。(注:f(Xl，" ・，Xn)は確率分布として規格化されているとして扱ってきた
が，一般に規格化されていなければ式(7)となる。)一見すると運動量Piの導入は式(5)
の値を変えてしまうように思うかもしれないが，O(x)は運動量Piによらないので
式(5)と式(6)の値は同じとなる。
ハミルトニアンは
HU，p)z;zpf-lnf(x) (8) 
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で定義される。ハミルトニアンを利用すると式(6)は
く0>= f O(x)exp( -H(ω))dxdpjZ (9) 
と表される。ここで， X=(Xl，" '，Xn)，P=(Pl，・・，pn)と省略して書いである。以下で
もこのような省略形を適宜利用する O
ハイブ1)ッドモンテカルロ;去による乱数列の生成は以下のステッブによって実行
される。
(i)新しい乱数の候補をハミルトンの運動方程式を解くことによって選択する。ハ
ミルトンの運動方程式は
aH 
aXi =-Pi 
?????
aH 五-=Xi ??
で与えられる。この方程式は一般には解析的に解けないのでleapfrog法で数値的に
解く。(注:数値的に解くだけならさまざまな方法が利用できるが，ハイブリ、ソドモ
ンテカルロ法で、は leapfrogi去のような時間反転性と体積保存を満たしている積分
法しか利用できない。)
(i) LlH=H(れ印)-H(x)とする。新しい候補ん仰を次の確率で選択する O
P=min[exp( -LlH)，l]. 山)
(iiD上記ステッブを繰り返す。
ハイブリッドモンテカルロ法で、のアイデアは上記のようにハミルトニアンを導入
し，ハミルトンの運動方程式を解くことによって新しい乱数の候補を選択すること
である O ハミルトンの運動方程式はハミルトニアンを保存するので，正確に解けば
LlHニ Oである O 実際には数値的に解くので，LlHはゼロではないが， leapfrog 法で
のステップサイズを小さくとることよって LlHを小さな値とすることができる。そ
のためグローパルなアップデイトにもかかわらず式(12)での採択率を高く取ることが
で、きる。
3. GARCHモデル
株価や為替レート収益率にはボラティリテイクラスタリングというボラティリテ
イのショックが持続する現象が見られる。このボラティリティのショックの持続性
を考慮したモデルとして Engelによる ARCHモデルがある=6LARCHモデルの
ボラティリティ σtは
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η2 
σf=ω十 ~α小λ(13)
で与えられ，このときの時系列は日二σtet.で生成される。ここで etは平均ゼロ，
標準偏差 1の正規分布に従う確率変数である。また， ω>0.αzミOである。 mは
ARCHモデルの次数を去し m次のモデルは ARCH(m)モデルと言われる。
GARCHモデルは ARCHモデルを含む一般化されたモデルでBollerslevによ
って提案された[7LGARCH(m，n)モデルは
yt二 σtet，
勿 n
σtZ±ω+~αiYt-/+ ~ßjσt-j ??????
で表される。ここで， ω>0，αz二三0，βz二三0，である。
本研究では， GARCH (1，1)モデルを利用する。このとき，式削)は
σf二 ω+αYt_12+βめ 12 (15) 
となる。従って，本研究での推定すべきパラメータは ιβ，ωとなる。
4.ベイズ推定
ベイズ推定では推定されるデータ yの下でのパラメータ θ二(α，s，ω)の事後分布
π(ely)は以下で与えられる。
π(θIy)cxj(ylθ)π(θ). (16) 
ここで，j(yl e)は次で与えられる尤度関数である。
f(y10)」でLマexp(4)
I、乙πσf¥ Ut / 
??
π( e)は 0の事前分布である。もし， ()についての事前情報が与えられているならば
それを利用して則的が与えられるが，本研究では事前情報は与えられていないと
して定数とする。
パラメータ 0のベイズ推定値は以下のように確率分布j(ylめのもとでの 0の期
待値くe>として与えられる。
くe)=か(内)dθ 側
モンテカルロ計算で、は確率分布 π(ylθ)に従う 0を生成して
く0)之ι土ι
f( j=1 
として 0を推定する。
? ??
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ハイブリッドモンテカルロj去のハミルトニアンは 0に共役な運動量P。を導入し
て
H(θ ，p) ニ ~Pe2/2 -lnf(yJ e)， ????
となる O この式側が式(8)に対応するものであり，このハミルトニアンを使ってノ、ィ
ブリッドモンテカルロ;去を実行する O
4.ハイブリッドモンテカルロシミュレーション
本研究では， GARCH (1，1)モデルのパラメータとして α=0.3，β=0.5，ω二 0.1
を選び¥時系列を t=5000まで生成し，その時系列データに対してハイブリッドモ
ンテカルロ;去を利用したベイズ推定を実行した。そして，求められたノfラメータ値
が時系列データの生成に用いた α=0.3，β二 0.5，ω=0.1と一致するかどうかを調
べた。
図1はα二 0.3，β二 0.5，ω=0.1をパラメータとする GARCH(l，1)モデルで生成
した時系列データである。
時系列データ数による推定の精度を見るために 3つの時系列データセットに対
して推定を実行した。 3つの時系列データセットは A:t二 500までのデータ(データ
6 
4 
。
2 
-2 
句ー
t 
図l 本研究のベイズ推定(二用いたGARCH(l，l)データ
ノ、イブリヅドモンテカルロi去による GARCHモデルのべイス
要文N=500)， B : t=lOOOまでのデータ(テA ター主主 N=lOOO)，C: t=5000までのテれー
タ(データ数1¥=5000)である。データ数が増えればそれだけ推定の精度が上がる
ことが期待される。
凶 2から 4Iまハイブリッドモンテカノレロj去によって生成したノぐラメータのモンテ
カルロ手IJである O モンテカルロ列のはじめの3000データは初期値イ衣存性を取り除く
ために省いである。推定に利用するデータ数が増加するにしたがってモンテカルロ
列の揺らぎが小さくなっていくのが見て取れる O
図5はαのモンテカルロ列の自動相関関数である。この結果をみると，時系列デ
ータ数が多くなるとモンテカルロ列の相関が小さくなってることが分かる。
図6から 8はモンテカルロ列のヒストグラムをプロットしたものである O データ
数が少ないとヒストグラムは広がった形をしているが，データ数が増加するに従っ
てヒストグラムの幅は小さくなりより真の値を中心として広がった形となっている O
推定結果は表1にまとめである。推定値のoの中の数値は統計誤差，その後の士
はヒストグラムの標準偏差を表している o L1tとτはそれぞれleapfrog法における
積分のステッブサイズ，積分長を表している O 採択率は式(12)における値である O
N=500 
0.8 
0.6 
0.4 
0.2 
。
5000 10000 15000 20000 25000 
図2 データ数500に対してハイブリ、ソドモンテカルロ;去を実行した結果。
上からそれぞれβ，ιωのモンテカルロ列に対応する c
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N=1000 
0.8 
0.6 
0.4 
0.2 
。
5000 10000 20000 15000 25000 
図3 データ数1000に対してノ、イブリッドモンテカルロ法を実行した結果。
上からそれぞれβ，α，ωのモンテカルロ列に対応する。
N=5000 
0.8 
0.7 
0.2 
0.1 
0 ? ?? ?????
20000 5000 15000 25000 
図4 データ数5000に対してハイブリッドモンテカルロj去を実行した結果。
上からそれぞれβ，α，ωのモンテカルロ亨IJに対応する。
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図5 aの自動相関関数
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図6 αのヒストグラム
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図7 βのヒストグラム
図8 ωのヒストグラム
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表 1 推定結果
真の値 N=500 N=1000 Nニ 5000
α 0.3 0.370(4)士0.08 0.330(2) :i0.05 0.2892 (3) :i0. 02 
β 0.5 o . 460 (4) :i 0 . 09 o . 500 (2) :i 0 . 06 0.4928(5)土0.034
ω 0.1 0.0887 (8)土0.03 o . 0982(5) :i 0 . 02 0.1055 (2):i0. 01 
L1t 0.0002 0.0002 0.0002 
τ 0.04 0.04 0.04 
採択率 0.82 0.69 0.61 
図9はα，β，ωの推定値をデータ数の依存性がわかるようにプロットした図であ
る。図中の破線は真値を表している。この図からわかるように，データ数が少なけ
れば推定値の誤差が大きいが，データ数が増加するにしたがって誤差は小さくなり
真の値に近づいている O
5 . まとめ
本研究ではノ、イブリッドモンテカルロ;去を用いて GARCHモデルに対してベイ
ズ推定を実行した。推定結果は真の値とよく一致しており，ノ、イブリッドモンテカ
0.8 
0.7 
0.6 N=500 N=1000 N=5000 
0.2 
0.5 1.5 2 2.5 3 3.5 4 
図9 データ数の違いによる推定値の変動
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ルロ;去がGARCHモデルのような統計モデルの推定に利用できることがわかった。
ハイブリッドモンテカルロ法はメトロポリス法と違い，推定に用いるパラメータ
のすべてを一度にアップデイトすることができる o しかし，今回用いたモデルは 3
つのパラメータを持つ GARCH(l，1)モデルであり，アップデイトを行う変数の数
が多いとは言えないので，ハイブリッドモンテカルロ法の利点を生かしきれている
とは言えない。今後はストカスティックボラティリティモデルのようにアップデイ
トを行う変数の数が多いモデルに対してハイブリッドモンテカルロ法が有効である
かどうかを調べる必要があろう。
今回用いたハイブリッドモンテカルロ法は式(10)及び:'(1)を解くために単純な 2次の
leapfrog ~去を用いたが，改善された積分法を利用することによってハイブリッドモ
ンテカルロ法の有効性を上げられることが知られているので[8，9，10J，今後はその
ような積分法も利用して有効性を上げる試みも必要で、あろう。
本研究での数値計算は統計数理研究所の Altix3700及ぴSX-6スーパーコンビュ
ータシステムを用いて実行された。
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