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Abstract 
In the area of statistics, bootstrapping is a general modem approach to resampling 
methods. Bootstrapping is a way of estimating an estimator such as a variance 
when sampling fiom a certain distribution. The approximating distribution is 
based on the observed data. A set of observations is a population of independent 
and observed data identically distributed by resampling; the set is random with 
replacement equal in size to that of the observed data. The study starts with an 
introduction to bootstrap and its procedure and resampling. In this study, we look 
at the basic usage of bootstrap in statistics by employing R. The study discusses 
the bootstrap mean and median. Then there will follow a discussion of the 
comparison between normal and non-normal data in bootstrap. The study ends 
with a discussion and presents the advantages and disadvantages of bootstraps. 
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7 Conclusion and Discussion 
Based on the study, a general explanation has been given regarding the 
background to bootstrap. All the procedures of bootstrap have been discussed to 
provide further understanding of the application of bootstrap as well as a simple 
calculation for bootstrapping using R. An analysis of the data has been conducted 
in order to find the mean and median for bootstrap. From the results we can see 
that bootstrap gives a better result than the original value if we compare both 
results. Furthermore, the authors are using the Monte Carlo technique and looping. 
From there we say can that, whether we are using normal or non-normal data, 
both the estimation coverage for bootstrap and the estimation coverage for the 
classical method are close to the value of the confidence interval. Furthermore, if 
we use non-normal data, at the end of bootstrapping we can see that the 
distribution appears to be nearly normal. In the future, we should consider using 
bootstrapping in the Monte Carlo technique and looping in the Bayesian 
diagnostic or time series. From there we can see the pattern of the distribution and 
the implementation of the results. The study should be conducted on both normal 
and non-normal data. The advantage of bootstrapping is that the result is simple 
and straightforward even when it involves a complex parameter. However, the 
disadvantage is that it does not provide a sample guarantee and has a tendency to 
make certain important assumptions, such as the independence of a sample. 
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