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Abstract
Social surveys are often used to estimate unemployment duration distributions. Sur-
vey non-response may then cause a bias. We study this using a unique dataset that
combines survey information of individual workers with administrative records of
the same workers. The latter provide information on unemployment durations and
personal characteristics of all survey respondents and non-respondents. We develop
a method to empirically distinguish between two explanations for a bias in results
based on only survey data: (1) selectivity due to related unobserved determinants
of unemployment durations and non-response, and (2) a causal eﬀect of a job exit
on non-response. The latter may occur even in fully homogeneous populations. The
methodology exploits variation in the timing of the duration outcome relative to
the survey moment. The results show evidence for both explanations. We discuss
implications for standard methods to deal with non-response bias.
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1 Introduction
Non-response is a commonly encountered phenomenon in social surveys. Whether non-
response aﬀects the statistical analysis of the survey data depends on the variables one is
interested in. If one aims to use the survey to estimate the fraction in the population with
a certain characteristic, then a systematically high or low non-response among those who
have this characteristic biases the estimate. If one aims to estimate a model, and the only
diﬀerence between the ultimate sample of respondents and the intended survey sample is in
the distribution of explanatory variables on which one conditions in the analysis, then non-
response does not aﬀect the estimation results. This requires that non-response behaviour
is unrelated to any unobserved determinants of the endogenous variable of interest (i.e. the
variable whose values one aims to explain in the analysis). Indeed, non-response must be
unrelated to measurement errors in the data on the latter variable.
If non-response is related to unobserved determinants of the variable of interest, and
if this ignored,1 then in general the estimation results are inconsistent. Empirical studies
based on social survey data do not pay much attention to such non-response, for the reason
that it is felt that there is nothing one can do about it.2 Most studies merely provide the
non-response percentage. To obtain an indication of systematic non-response, studies some-
times compare the marginal distributions of explanatory or endogenous variables among
respondents to those in census data. The diﬀerences between the marginal distributions
can be used to construct non-response weights for the respondents, giving a higher weight
to respondents who seem to be underrepresented. The underlying idea of this approach
is that if the marginal distributions among respondents are similar to the corresponding
population distributions then, hopefully, the conditional distributions of the endogenous
variable given the explanatory variables are also similar.
This paper pursues the character of non-response in more detail, with an unusually
informative sampling frame that combines survey information of individual workers with
administrative records of the same workers. From administrative records, a random sample
of unemployed workers in the UK was taken, and a survey was conducted among these
workers six months after that, with follow-up surveys taking place at regular time intervals
after the ﬁrst survey interview. The survey focuses on labour market outcomes and personal
characteristics. We study non-response at the ﬁrst survey interview which for simplicity
we often refer to as “the” survey. The survey response rate is about 56%. It should be
stressed from the outset that we are only concerned with unit non-response in the survey,
1See Diggle and Kenward (1994) for clariﬁcation of “ignorable” and “non-ignorable” drop out.
2As Horowitz and Manski (1998) state, “[With nonresponse,] the only way to identify population
statistics is to make assumptions that determine the distribution of the missing data. A fundamental
problem of empirical analysis is that such assumptions are untestable.” There is of course a strong analogy
to empirical analysis based on a truncated sample in the presence of self-selection.
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and not with item non-response. The administrative records provide unemployment dura-
tions of all survey respondents and non-respondents, and they also contain some personal
characteristics of all these individuals.
We focus on the relation between the duration of unemployment and non-response, and
on the eﬀect of such a relation on the survey estimates. Clearly, the bias in the estimated
unemployment duration distribution due to non-response follows from a comparison of the
estimate based on data from respondents to the estimate based on data from the com-
plete sample.3,4 In the present paper we go substantially further than this. Speciﬁcally,
we distinguish between two reasons for a relation between non-response on the one hand,
and unemployment duration on the other. First of all, job search behaviour and the be-
haviour towards survey participation may be aﬀected by the same underlying unobserved
individual-speciﬁc characteristics. An individual with a relative dislike for social contacts
may refuse to cooperate with the survey interview and may also be reluctant to apply for a
job and/or to be exposed to job search counselling by his case worker. An individual who
spends a lot of his time searching for a job may not want to spend time with a survey inter-
view. Badly motivated people may have diﬃculties ﬁnding a job and may be less inclined
to participate in a survey, especially when this survey is about job search behaviour and
labour market prospects. In sum, the unobserved determinants of unemployment durations
and non-response may be related, and this gives rise to a selection eﬀect. The second rea-
son for a relation between non-response and unemployment duration is that the acceptance
of a job makes it more diﬃcult for the agency to contact the individual. Job acceptance
may entail a movement of the individual to another geographical location - which could
easily be out of the scope of the survey. Also, the individual may be away from home more
often. These concern a causal eﬀect of a job exit on non-response. The second relation is
fundamentally diﬀerent from the ﬁrst relation, as the causal eﬀect runs directly from job
acceptance to non-response, and this eﬀect does not depend on the presence of unobserved
characteristics. In the presence of a causal eﬀect, if one of two identical individuals purely
by chance ﬁnds a job before the survey date, that individual has a higher probability of
3For both estimations we use the administrative data. Ideally, duration outcomes among respondents
who are unemployed at the survey date can be observed from the subsequent survey interviews, but in
practice this is hampered by survey attrition.
4Conceptually, this approach is remotely related to a number of other studies. Wang, Sedransk and
Jinn (1992) use combined survey/administrative data to estimate the relation between ﬁrm characteristics
and item non-response by ﬁrms concerning these characteristics. Potthoﬀ, Manton and Woodbury (1993)
use the number of callbacks in telephone surveys needed to interview a sample member, in order to correct
for the bias due to non-availability, which is a particular type of non-response. Holmes and Schmitz (1996)
use information obtained from past business partners of non-respondents in a study of business ownership.
Kamionka and Lacroix (2003) estimate treatment eﬀects from survey data where the non-respondents are
basically replaced by administrative records from another sample of individuals, who did not participate
in the experiment.
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non-response, and the survey estimates will be biased.5
We develop a method to empirically distinguish between two explanations for a bias
in survey estimates. The administrative data provide us with random drawings from the
bivariate distribution of the duration of unemployment and the binary non-response indi-
cator. Typically, to study the causal eﬀect of unemployment duration on non-response in
the presence of selectivity, one would resort to instrumental variable methods, i.e. methods
that require a variable that causally aﬀects unemployment duration but does not have a
direct causal eﬀect on non-response. Such a variable is typically hard to ﬁnd. Instead, we
exploit the variation in the timing of the duration outcome relative to the survey date.
We demonstrate that the shape of the conditional distribution of the unemployment du-
ration given the value of the non-response indicator, evaluated around the survey date, is
informative on the presence of a causal eﬀect. If many non-respondents exit unemployment
before the survey date and few shortly after, compared to the respondents, then this in-
dicates a causal eﬀect. Similarly, the shape of the conditional duration distribution given
non-response, after the survey date, is informative on the presence of a selection eﬀect.6
The survey data also include a variable indicating the type of survey non-response,
from 22 diﬀerent behavioral categories, for the non-respondents. For example, it indicates
whether the individual has moved his residence, or whether he refused to be interviewed.
We exploit this information to further study the relation between non-response and un-
employment duration. First, we provide a taxonomy of the type of non-response that is
tailored for our focus on unemployment duration as the outcome of interest. Certain types
of non-response may indicate that the individual has left unemployment (e.g. if the indi-
vidual has moved). Other types may indicate a selection eﬀect (e.g. if the individual refuses
to cooperate with the survey interview).7 The data allow us to study the eﬀects of personal
characteristics on the type of non-response, and, by implication, the diﬀerence between
the distributions of these characteristics in the full dataset and among respondents. Note
that social surveys often do not contain any information on the type of non-response or
on characteristics of non-respondents, so that their relation cannot be studied.8 We also
5Bring and Carling (1999) interview workers for whom the destination state upon leaving the Swedish
employment oﬃce register is unknown. It turns out that a substantial fraction left the register because they
found a job. This suggests that exit out of unemployment may be an important explanation of not giving
information (although of course attrition from a register is not the same as non-response at a survey).
6Studies of attrition in longitudinal survey data often model attrition as a selection problem. Van den
Berg, Lindeboom and Ridder (1994) estimate an unemployment duration model where exit to work has a
causal eﬀect on the probability of attrition (but selection eﬀects are absent).
7One could call these the “reasons of non-response” rather than the “types of non-response”, but we
use the latter to avoid confusion with the two aforementioned “reasons of non-response bias”.
8Occasionally, “coversheet” information is collected for non-respondents (see e.g. Brehm, 1987). In
telephone surveys, the agency also collects the date and time of the interview attempt, and it usually
records whether non-response is due to non-availability or due to refusal.
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study the relation between the type of non-response and unemployment duration, and the
relation between the type of non-response and the reason for non-response bias.
The results suggest a targeting of individuals whose non-response is likely to distort the
empirical analysis of individual labour market behaviour with survey data. A particular
novelty is that we address the causal eﬀect from the outcome of interest on non-response.
The results are of interest for agencies that run surveys as well as for researchers modelling
the length of unemployment spells who are not so well endowed with data as in the present
example. Moreover, the results in the paper enable an assessment of the usefulness of
various popular methods to tackle non-response problems, notably instrumental variable
methods and imputation methods. More in general, the paper provides a methodology to
address the presence of a causal eﬀect of a duration variable on a binary outcome in the
presence of selectivity.
The data used in this paper were originally collected for the purpose of evaluating the
eﬀects of a speciﬁc treatment, called “Restart”, of unemployed individuals. For this reason,
the original sample is randomly divided into a treatment and a control group. In previous
studies, these data have been used to estimate the treatment eﬀects (see Dolton and O’Neill,
1995, 1996a, 1996b, and O’Neill and Dolton, 2002). In the literature on treatment eﬀects,
studies often only have survey data at their disposal (see e.g. Dolton, 1993, for a survey).
The present paper therefore also has some relevance for the analysis of treatment eﬀects,
as it shows that conclusions based on survey data with non-response may be biased.
The remainder of the paper is organised as follows. The next section describes the data
sources, the non-response types, and the way in which non-response varies with explana-
tory variables. Section 3 considers the non-response bias in the estimated unemployment
duration distribution. Section 4 develops the method to distinguish between the two rea-
sons for non-response bias. Section 5 assesses the evidence for both. Section 6 summarizes
and concludes.
2 The data
2.1 Data sources
In 1989 the Policy Studies Institute in the UK was commissioned by the UK Employment
Service to evaluate the impact of the “Restart” policy program for unemployed workers
(see White and Lakey, 1992). At the time, the Restart program consisted of compulsory six-
monthly meetings between the unemployed individual and a counsellor of the Employment
Oﬃce, for each unemployment beneﬁts claimant in the UK.9 During these meetings or
“interviews”, the counsellor oﬀers advice on job search, and he may place workers in contact
9In 1989 the Restart programme was relatively large with over 2 million meetings taking place.
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with employers or training agencies. If the individual does not attend a Restart interview or
is deemed not to be available for work then their case is referred to an adjudication oﬃcer
and they may be faced with the possibility of having their beneﬁts reduced or suspended.
Over the period of July to September 1989 over 270,000 such adjudication decisions were
made and in 57% of cases the person’s UB was stopped. The main aim of the program is
to reduce the amount of time people spend unemployed, and to reduce their dependency
on unemployment beneﬁts.
To avoid confusion, it must be stressed from the outset that the Restart interviews
are not survey interviews. For the purposes of the present paper, the main relevance of the
Restart interviews is that the planned date of the ﬁrst Restart interview (6 months after en-
try into unemployment) aﬀects the sampling design. In particular, to evaluate the Restart
program, a random sample of 8925 unemployed workers was selected around March/April
1989 who would approach their 6th month of unemployment around May/June 1989. In-
dividuals were retained in the sample even if they subsequently did not attend a scheduled
Restart interview. The median of the distribution of the Restart interview date is at the
end of May 1989.
Every Employment Oﬃce throughout Britain was contacted while constructing the
sample, in order to eliminate regional biases. Individuals were selected for the sample from
the inﬂow lists, on the basis of their National Insurance (NI) numbers. Of this set, a control
group of 582 people was randomly chosen again by means of previously speciﬁed NI digit
sequences. Members of the control group, although eligible for a Restart interview, were
deliberately not oﬀered a Restart interview after the ﬁrst 6 months of unemployment. The
existence of a random control group allows for the evaluation of the impact of the program
without having to deal with the issue of self-selection.
For the sample of 8925 individuals, administrative information on a few personal char-
acteristics, such as sex, age, and travel-to-work area, was collected from the Employment
Services. The information on an individual’s travel-to-work area was linked to the Na-
tional Online Manpower Information System (NOMIS) data, in order to obtain data on
local labour market conditions. In addition, the data are linked to the Joint Unemployment
and Vacancies Operating System (JUVOS) Cohort database collected by the Employment
Service. The JUVOS data provide accurate administrative records on the claimant’s un-
employment history from 1982 up to January 1995. In the present study we focus on the
unemployment spell that has led to the invitation to the Restart interview. Unfortunately,
the administrative data do not record the destination state upon exit out of unemployment.
This could be employment, a training programme or simply signing oﬀ the claiming of un-
employment beneﬁt (to obtain beneﬁts, one needs to register at the Employment Service).
However, by comparing the administrative data to the survey data for respondents, O’Neill
and Dolton (2002) show that most exits out of unemployment amount to a transition into
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employment.
After excluding individuals who lacked JUVOS data or travel-to-work area information
(180 and 736 individuals, respectively), or whose age was below 16 or above 65 (141 individ-
uals), or whose unemployment duration was substantially longer or shorter than 6 months
in May 1989 (37 individuals), we are left with a sample of 8012. Of these, 512 are in the
experimental control group. Only 229 out of the 8012 unemployment spells (approximately
3%) are right-censored at the end of the observation window.
About 6 months after the identiﬁcation of the full sample (i.e., in September/October
1989), a survey organisation (Social and Community Planning Research, or SCPR) con-
ducted a survey of these individuals. It is the non-response to this survey that we are
interested in. The survey is intended to supply additional information on background vari-
ables and job search behaviour of the individuals. The median of the distribution of the
actual survey interview dates among respondents is at the beginning of October 1989. The
median of the mixed distribution of actual survey interview dates among respondents and
intended survey dates among non-respondents is at the end of September 1989.
At the individual level, the survey is carried out as follows. First, the Employment
Oﬃce provides the information necessary to locate the sample member. The address is
the address given by the sample member for oﬃcial unemployment related business. Next,
the interviewer attempts to establish contact with the sample member him- or herself, to
make an appointment for the face-to-face interview. If the attempt does not result in a
contact then the interviewer makes another attempt, up to at least four times in total.
Diﬀerent attempts are always made at diﬀerent days of the week and at diﬀerent times of
the day. The interviewers’ earnings depend on the number of actual interviews. There is
anecdotal evidence that interviewers often continue to try to establish contact if all four
attempts were unsuccessful. After the interview, the interviewer returns the completed
response forms by mail to the survey agency. In Subsection 2.3 we relate these stages to
the various types of non-response.
Of the original sample of 8925 individuals, 5200 individuals completed the survey. Of
the sample of 8012 (see above), 4708 completed the survey. These non-response rates of
around 40% are within the expected range. Follow-up surveys (i.e., additional waves of the
longitudinal survey) took place at 6 months and at 18 months after the ﬁrst survey. We
do not use those data in this paper. The attrition rate from the ﬁrst to the second survey
amounts to about 50%.
2.2 Survey non-response
Table 1 presents means of variables for the individuals in our sample. The ﬁrst column of
the table gives means of the total sample of 8012. The second column of the table refers
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to information of the respondents to the survey. The unemployment duration variable is
measured from the sample selection date. This date is not exactly known for all individuals
in the sample. We approximate it by the ﬁrst day of the month two months prior to the
month in which the Restart interview date takes place. This probably ante-dates the true
selection date for some individuals, but it prevents that we obtain negative durations as
measured from the selection date to the date of exit out of unemployment. In the empirical
analysis we take this into account.
The local unemployment change variable measures the decline in the unemployment
rate in % between 1988 and 1990 in the individual’s travel to work area (i.e. it equals the
average local unemployment rate in % in 1988 minus the value in 1990). Between 1988 and
1990, local labor market conditions improved in each area in the sample, so this variable
is always positive.
It is clear from the table that the means and standard deviations of the variables
do not diﬀer very much across the response status. The average age of the respondents
slightly is higher than of the non-respondents. The average of the residual duration beyond
the selection date is higher among respondents than in the total sample. Among non-
respondents, its average is 285 days. So, on average, individuals with lower exit rates are
over-represented among survey participants. This suggests that survey non-response may
be selective with respect to unemployment duration.
Table 2 reports results on a logit analysis for non-response. We also estimate a logit
that excludes all explanatory variables. This can be used to test whether non-response is
random. The likelihood ratio test for joint signiﬁcance of the included regressors yields a
statistic of 151. From this it can be concluded that this hypothesis is strongly rejected.
Due to the interaction terms in the model speciﬁcation, the estimates in Table 2 are not
straightforward to translate into eﬀects of personal characteristics. It can be shown that
non-response is higher if the individual is male, and if male has age around 30, lives in
an inner city, and if the local unemployment rate is increasing. Therefore, samples over-
represent individuals with characteristics opposite to these. For women, non-response is
lowest around age 30. We also estimated model versions that include regional dummy
variables. The regional eﬀects are jointly signiﬁcant. In particular, non-response is higher
in London and the South East.
2.3 A taxonomy of survey non-response
Table 2 provides a list of the 22 non-response categories as coded by the survey agency.
For reasons of transparency, we aggregate these into four types. Speciﬁcally, we distinguish
between non-response due to refusal of the individual to cooperate (labelled as REFUSE),
non-response because the individual had moved residence (labelled as MOVED), non-
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Table 1: Descriptive statistics of variables in the total sample and among the survey re-
spondents
Variable Total sample In the survey
mean (st.dev.) mean (st.dev.)
Age 32.6 (12) 33.6 (13)
Female 0.30 0.32
Local unemployment rate decline 0.35 (0.05) 0.35 (0.05)
Living in an inner city area 0.20 0.18
Member of control group 0.06 0.07
Unempl.duration (in days) beyond selection date 302 (407) 315 (412)
Right censored duration 0.03 0.03
# individuals 8012 4708
Note: st.dev. is the standard deviation of the variable.
8
Table 2: Non-response and explanatory variables: results from a logit for non-response
Variable
Constant –0.70 (2.2)
Age 0.06 (4.6)
Age2 –0.001 (5.8)
Female 1.60 (2.7)
Female∗Age –0.13 (4.5)
Female∗Age2 0.002 (4.6)
Local unempl.decline –1.41 (2.6)
Female∗Unempl.decline 0.88 (0.9)
Inner city area 0.27 (4.1)
Female∗Inner city –0.10 (0.8)
Control group –0.05 (0.5)
Female∗Control –0.25 (1.2)
– log likelihood 5337.2
Explanatory note: The outcome 1 denotes non-response. The t-values are in parentheses.
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response due to inability of the survey agency to contact a respondent, for reasons not
directly associated with mobility (e.g. the respondent is never at home; labelled as NO-
CONTACT) and ﬁnally non-response for other reasons (e.g. ill health, respondent does
not speak English; labelled as OTHER). The ﬂow diagram titled “Types of non-response”
relates the types of non-response to the various stages of the survey participation process.
Table 4 gives the numbers of non-respondents in the 4 types of non-response.
NOCONTACT and MOVED cover categories associated with a lack or loss of contact
between the agency running the survey and the individual respondent. Though the lack
of contact could be initiated by the individual respondent, it is presumed that an agency,
to a large extent, can aﬀect such drop-out by providing more intensive tracing eﬀorts.
An example is “not contacted, never in”. It seems that interviewers tried to contact the
individual up to as many as three times, but it is still possible that a larger number of
attempts increases the frequency in this category. In general, extra eﬀorts of the agency
may inﬂuence the composition of the sample directly.
Our grouping of the non-response categories is to a large extent driven by our interest
in the unemployment duration variable. The types are constructed in such a way that
it may be expected that the within-type categories are relatively homogenous in their
eﬀect (except of course for OTHER). This should avoid any oﬀsetting eﬀects of separate
categories within a type. It is expected that those who left the sample for reasons that
assign them to MOVED will have, on average, higher exit rates out of unemployment. The
REFUSE type may cover less motivated individuals with poor labour market opportunities.
Such individuals lead to non-response bias due to selectivity. We should emphasize that the
“type of non-response” does not automatically lead to a speciﬁc “reason of non-response
bias”. For example, the fact that an individual moved to another residence can be related
to the acceptance of a job in another town, but it can also be a reﬂection of the fact that
an individual dislikes stability. In both cases the type of non-response is MOVED, but the
ﬁrst case, the reason for non-response bias is “causal” as deﬁned in Section 1, whereas
in the second case the non-response bias is due to selectivity. However, it is likely that
the type MOVED is more often associated to the causal reason of non-response bias than
the other types. Similarly, one may expect REFUSE to be more often associated to the
selectivity reason of non-response bias.
It is not always obvious to which type a speciﬁc code should be assigned. For example,
although “mover - follow up address given” refers to a change of address, it is not clear why
the agency could not contact this individual and whether more eﬀorts of the agency would
have resulted in an interview. We choose to classify it as “MOVED” as we expect that the
decision to move may signal something of the labour market prospects of the individual
and that as such this category is very similar to the category “mover, address unknown”.
In sensitivity analyses we experimented with small modiﬁcations of the type deﬁnitions,
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Table 3: Non-response categories
Variable code # individuals
No trace of address 1 68
Address vacant or derelict 2 213
Premises demolished 3 5
Business/industrial premises only 4 19
Remote address (not issued to interviewer) 5 56
Mover - follow-up address given 19 43
Mover - follow-up address not known 20 922
Respondent deceased 21 3
No contact at address (4+ calls) 22 398
Complete refusal of info about occupants 23 14
Address given is beneﬁts oﬃce 24 36
Refusal to oﬃce 70 26
Not contacted (e.g never in) 71 350
Personally refused interview 72 578
Broke appointment; could not be recontacted 73 194
Ill (at home) during survey period 74 12
Away/in hospital during survey period 75 100
Incapacitated 76 10
Refusal on behalf of respondent 77 129
Respondent could not speak adequate English 78 15
Other type of non-response 79 98
Lost in Postal system 80 15
Interview obtained 51 4708
Total number of individuals 8012
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Table 4: Counts for aggregated non-response categories
Category # individuals
MOVED (codes 19,20,22) 965
REFUSE (codes 23,70,72,77) 747
NOCONTACT (codes 1,2,3,4,5,24,71,73) 1354
OTHER (codes 21,74,75,76,78,79,80) 238
Total non-response 3304
and it turned out that the results are insensitive to this.
We perform a multinomial logit analysis to relate the type of non-response to a range
of personal characteristics (see Table 5). The respondents serve as the reference group
and hence the eﬀects presented are relative to this group. The results are in line to those
in Table 2 for the logit analysis for non-response in general, in the sense that the latter
estimates are averages of the former. Again, the age pattern for women appears to be quite
diﬀerent from that of men. Note that living in an inner city area increases the probability
that no contact can be established with the sample member. There are no eﬀects for the
variable Control.
3 Non-response bias in estimates of the unemploy-
ment duration distribution
3.1 Non-parametric estimates
In this section we examine the consequences of survey non-response for estimates obtained
from basic duration analyses. We start with a comparison of the non-parametric estimates
of the duration distribution for the full sample and for respondents. The relevance of this
exercise is limited. First, obviously, diﬀerences in the distribution of observed explanatory
variables are not taken into account. Secondly, the sample contains ongoing spells of unem-
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Table 5: Non-response and explanatory variables: results from a multinomial logit
Variable MOVED NOCONTACT REFUSE OTHER
Constant –2.48 (4.7) –1.88 (4.3) –2.07 (3.7) –3.59 (4.1)
Age 0.11 (4.1) 0.10 (4.6) 0.06 (2.4) 0.02 (0.5)
Age2 –0.002 (5.5) –0.002 (5.4) –0.0008 (2.4) –0.0003 (0.5)
Female 2.97 (2.9) 1.28 (1.5) 1.36 (1.4) 0.91 (0.5)
Female∗Age –0.21 (3.9) –0.15 (3.5) –0.09 (2.0) –0.05 (0.5)
Female∗Age2 0.003 (3.7) 0.002 (3.6) 0.001 (2.0) 0.0007 (0.6)
Local unempl.decline –0.59 (0.7) –1.93 (2.6) –2.38 (2.5) 0.60 (0.4)
Female∗Unempl.decline 0.16 (0.1) 2.15 (1.6) 0.74 (0.5) –1.31 (0.5)
Inner city area 0.15 (1.5) 0.50 (6.0) –0.10 (0.8) 0.30 (1.7)
Female∗Inner city –0.12 (0.6) –0.08 (0.5) –0.008 (0.0) –0.07 (0.2)
Control group 0.10 (0.6) –0.11 (0.8) –0.10 (0.5) –0.21 (0.6)
Female∗Control –0.50 (1.3) –0.16 (0.5) –0.04 (0.1) 1.15 (1.1)
– log likelihood 9366.7
Explanatory note: The respondents are taken as reference group. The t-values are in parentheses.
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ployment, since individuals are selected when their elapsed duration equals about 4 months.
This means that non-parametric estimators do not estimate the unemployment duration
distribution but rather a conditional distribution that is truncated from below. Moreover,
the elapsed durations in the data are somewhat dispersed around 4 months instead of be-
ing identically equal to 4 months. The standard deviation of the elapsed duration at the
sample selection date is 21 days. This means that non-parametric estimators estimate a
conditional (truncated) distribution with a dispersed truncation point. The Kaplan-Meier
estimator can be adapted to this, by focusing on the unemployment duration beyond the
selection date (the residual duration), conditional on the elapsed duration at the date of
selection. In practice this adaption amounts to an appropriate redeﬁnition of the risks sets
at the observed times that a failure occurs.10 Note however that the interpretation of the
Kaplan-Meier estimate may be problematic in the interval of truncation points.
With our data, the ﬁrst about 130 days of unemployment duration cover on average
the elapsed duration on which we condition. At these durations, the shape of the unem-
ployment duration distribution is not identiﬁed. As we have seen in the previous section,
the sample selection date is imputed (rather than directly observed) in such a way that
one would expect to observe few transitions out of unemployment in the ﬁrst weeks after
the imputed selection date. This is conﬁrmed by the Kaplan-Meier estimates. In the about
45 days following the ﬁrst 130 days, the survivor functions are ﬂat because there are vir-
tually no observed exits out of unemployment. This does not reﬂect the actual survivor
functions in this interval. Rather, at durations between 130 and 175 days, the shape of the
unemployment duration distribution is not identiﬁed. Note that this does not aﬀect the
estimates at higher durations. Because of all this, and because we want to restrict attention
to durations exceeding the largest truncation point, we only present non-parametric results
for the durations exceeding 200 days.
Figure 1 plots the estimated survivor functions for the full sample and for the re-
spondents. The survivor function for respondents is above the other, implying that the
unemployment exit rates are lower for this respondents. There is a concentration of du-
ration outcomes close to one year. The fact that the curves are relatively close suggests
that the non-response bias is small. However, this may be because diﬀerent types of non-
respondents are lumped together, and moreover it is diﬃcult to infer from this ﬁgure to
what extent the exit rates out of unemployment diﬀer. To formally test for equality, we
focus on a comparison of the estimates for respondents and non-respondents. Figure 2 plots
10With ﬂow data for instance, the risk set at a point t includes durations that are equal to or exceed t.
So the risk set Rt satisﬁes Rt =
∑
i I(ti > t), where I(.) is the indicator function and ti the duration of
individual/spell i. In case of the distribution of the residual duration r conditional on the elapsed duration
p, a spell (t = r+p) is included in the risk set if additionally t exceeds p. So the risk set R∗t for the residual
duration conditional on the elapsed duration equals R∗t =
∑
i I(ti > t, pi < t).
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Figure 1: Kaplan-Meier estimates of the conditional unemployment duration distribution,
for the full sample and for respondents.
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Figure 2: Kaplan-Meier estimates of the conditional unemployment duration distribution
by (non-)response status.
the estimated survivor functions for respondents and non-respondents. Clearly, the diﬀer-
ence is more pronounced than in Figure 1. The log-rank test for equality of the survivor
functions in Figure 2 yields a test statistic of 26, which by far exceeds the 95th percentile of
the χ21 distribution. Equality of the survivor functions is therefore strongly rejected. This is
conﬁrmed by plotting the conﬁdence intervals for the Kaplan-Meier estimates (not shown
here).
It is to be expected that the type of non-response is also informative with respect to the
relation between non-response and unemployment duration. For example, MOVED sug-
gests a direct causal eﬀect, in which case the estimated survivor function may decline more
steeply at low durations. Note that one should be careful with interpreting these estimates,
because the type of non-response is not an explanatory variable of unemployment duration.
In Figure 3 the estimated survivor functions for the diﬀerent types of non-response are plot-
ted. There are clear diﬀerences between the estimates. The survivor function for OTHER is
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uniformly below all other functions, implying that the unemployment exit rates are higher
for this type. Respondents who refuse to participate in the survey also have substantially
lower exit rates compared to survey participants. As expected, movers (MOVED) have,
as compared to survey participants, higher exit rates. The ﬁgure shows a ranking of the
survivor functions: the function for OTHER lies below the function for MOVED, which in
turn lies below the NOCONTACT survivor function. However, the survivor functions for
respondents and NOCONTACT intersect. Initially, respondents have the lowest exit rate,
but later this reverses.
The log-rank test for equality of the survivor functions in Figure 3 yields a test statistic
of 73, which by far exceeds the 95th percentile of the χ24 distribution. Equality of the sur-
vivor functions is therefore strongly rejected. This is conﬁrmed by plotting the conﬁdence
intervals for the Kaplan-Meier estimates (not shown here).
As noted, the non-parametric estimates are aﬀected by individual heterogeneity. We
therefore proceed by estimating semi-parametric unemployment duration models that in-
corporate observed explanatory variables.
3.2 Semi-parametric estimates
We adopt the familiar Cox Proportional Hazard (PH) model for the duration of unemploy-
ment, with, in obvious notation, hazard rate θ(t|X) = λ(t) exp(X ′β). We employ partial
likelihood estimation (see e.g. Lancaster, 1990). This does not impose any functional form
restriction on the duration dependence term or baseline hazard λ(t), so it allows for an
unrestricted non-parametric baseline hazard.11
Because of the variation in the elapsed duration at the sample selection date, we modify
the standard partial likelihood procedure along the lines of the previous subsection. That
is, we apply partial likelihood estimation to the residual durations conditional on the
elapsed durations, allowing for delayed entry of individuals, where the delay time depends
on the elapsed duration.12 An alternative is to use a stratiﬁed partial likelihood approach
(see Ridder and Tunalı, 1999) in which the stratiﬁcation is on the elapsed duration. This
procedure allows for a non-parametric baseline hazard for each stratum. We also use this
estimation procedure, and the main conclusions are not altered, so we do not report them
11The PH model is incorrect if the controls have diﬀerent duration dependence than the treated, which
seems likely because the former do not have 6-monthly meetings with their case worker whereas the latter
do. We ignore this issue here for reasons of simplicity. Note that the controls only constitute 6% of the
sample.
12Somewhat loosely, contributions to the partial likelihood function are based on the conditional prob-
ability that a spell i ends, given the risk set Ri, deﬁned as the set of spells having the same duration as
spell/individual i or longer. Here, our risk set Rpi is deﬁned as the set containing all spells exceeding the
length of spell i (ti) of which the elapsed duration pi is smaller than ti.
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Figure 3: Kaplan-Meier estimates of the conditional unemployment duration distribution
by (non-)response type.
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here.
For all results below, we estimate the variance-covariance matrix by way of the in-
verse of the Hessian as well as by way of the sandwich estimator of Lin and Wei (1989).
This estimator is robust to misspeciﬁcations of the model. Consequently, a comparison of
the conventionally estimated standard errors with those based on the sandwich estima-
tor provides an informal speciﬁcation test. It turns out that the diﬀerences are invariably
extremely small, and therefore we do not report both.
Table 6 reports the partial likelihood estimation results of the PH model using diﬀerent
samples. For our purposes, the most important aspect of the table concerns the diﬀerence
between the estimates in the second and third columns. If these are the same then non-
response does not aﬀect the estimates of the covariate eﬀects on the duration distribution.
It turns out that the estimates of the covariate eﬀects are very close, and certainly not as
diﬀerent as might be expected from the high non-response rate. Indeed, for all means and
purposes, they are qualitatively the same. So our ﬁrst general observation is that estimates
of covariate eﬀects are not seriously biased by non-response.
One may argue that this is because the omission of non-respondents primarily leads
to changes in the distribution of the unobserved determinants of the duration of unem-
ployment, and that these changes are absorbed by the estimated baseline hazard function.
The theoretical results of Ridder (1987) (see also the survey in Van den Berg, 2001) may
support this explanation. In general, estimates of duration models with ﬂexible baseline
hazards (like in our case) are less sensitive to misspeciﬁcation than more restrictive models,
in particular if there is virtually no right-censoring of the duration variable, as in our data.
The theoretical literature also predicts that estimated covariate eﬀects are typically smaller
and not larger, if unobserved heterogeneity is not taken into account. This prediction is
conﬁrmed by our empirical results that show that to the eﬀect that the estimated covariate
eﬀects diﬀer, they are smaller if the full sample (containing more heterogeneity) is used.
Against this explanation one may argue that selective non-response involves a more serious
selection problem than a misspeciﬁcation of, say, the functional form of an unobserved het-
erogeneity distribution. To investigate this further, we estimate models where the baseline
hazard is restricted to be constant (i.e. the duration has an exponential distribution given
the observed explanatory variables) and models where the baseline hazard has the Weibull
functional form. Table 7 presents the results for the former. It turns out that the diﬀerences
between the estimates of the full sample and the sample of respondents are larger than
in Table 6. The same applies to the case of the Weibull speciﬁcation. Therefore, a ﬂexible
speciﬁcation of the duration model is to be preferred over more restrictive speciﬁcations,
in order to reduce biases due to sample non-response.
We now brieﬂy discuss the covariate eﬀects themselves, in columns 2–4 of Table 6. The
coeﬃcients on the variables Age and Age2 suggest that exit rates increase after age 23, but
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Table 6: Non-response and unemployment duration: results from partial likelihood analyses
Variable full sample full sample respondents non-respondents
Personal characteristics
Age –0.023 (6.0) –0.023 (6.1) –0.031 (6.1) –0.016 (2.6)
Age2 0.0005 (5.9) 0.0005 (5.8) 0.0007 (6.0) 0.0004 (2.4)
Female 0.397 (2.4) 0.408 (2.4) 0.486 (2.2) 0.313 (1.1)
Female∗Age 0.011 (1.6) 0.010 (1.4) 0.020 (2.2) –0.0005 (0.0)
Female∗Age2 –0.0004 (2.4) –0.0004 (2.2) –0.0006 (2.5) –0.0003 (0.8)
Local unempl.decline 1.587 (6.1) 1.598 (6.2) 1.908 (5.6) 1.304 (3.3)
Female∗Unempl.decline –0.468 (1.0) –0.517 (1.1) –0.842 (1.4) –0.083 (0.1)
Inner city area –0.172 (5.1) –0.166 (5.0) –0.155 (3.4) –0.200 (4.1)
Female∗Inner city –0.095 (1.5) –0.099 (1.6) –0.125 (1.5) –0.052 (0.5)
Control group –0.228 (4.3) –0.222 (4.2) –0.273 (3.9) –0.151 (1.8)
Female∗Control 0.003 (0.0) –0.018 (0.2) 0.035 (0.3) –0.084 (0.5)
Non-response types
MOVED 0.238 (6.6) – – –
NOCONTACT 0.048 (1.5) – – –
REFUSE 0.136 (3.4) – – –
OTHER 0.415 (6.2) – – –
– log likelihood 62804.7 62842.0 34490.6 23069.2
# individuals 8011 8011 4708 3303
Explanatory note: The partial likelihood is based on the distribution of the residual duration
conditional on the elapsed duration. In parentheses we report t-values.
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Table 7: Non-response and unemployment duration: results for an exponential model
Variable full sample full sample respondents
Personal characteristics
Constant –6.202 (65.0) –6.158 (65.0) –6.344 (50.7)
Age –0.034 (8.5) –0.035 (8.6) –0.042 (8.2)
Age2 0.0008 (8.0) 0.0008 (8.0) 0.0009 (7.7)
Female 0.550 (3.2) 0.582 (3.4) 0.800 (3.6)
Female∗Age 0.018 (2.4) 0.017 (2.3) 0.028 (3.0)
Female∗Age2 –0.0007 (3.4) –0.0006 (3.2) –0.0008 (3.4)
Local unempl.decline 1.763 (6.8) 1.820 (7.0) 2.325 (6.9)
Female∗Unempl.decline –0.658 (1.4) –0.764 (1.6) –1.570 (2.7)
Inner city area –0.199 (5.9) –0.192 (5.7) –0.166 (3.6)
Female∗Inner city –0.154 (2.4) –0.161 (2.5) –0.173 (2.0)
Control group –0.287 (5.2) –0.283 (5.1) –0.352 (4.8)
Female∗Control 0.033 (0.3) 0.013 (0.1) 0.088 (0.7)
Non-response types
MOVED 0.25 (7.0) – –
NOCONTACT 0.011 (0.3) – –
REFUSE 0.126 (3.2) – –
OTHER 0.410 (6.1) – –
– log likelihood 7013.4 7053.4 4164.8
# individuals 8011 8011 4708
Explanatory note: t-values are in parentheses.
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in fact the quantitative change is very small. The coeﬃcient on Female is signiﬁcantly posi-
tive, but to evaluate the gender eﬀect one has to take the interaction eﬀects into account as
well. The over-all average eﬀect is negligible. The local unemployment decline variable has
a large and signiﬁcant positive eﬀect on the exit rate, so better labour market conditions
increase the exit rates of the unemployed. The inner city variable indicates lower exit rates
for inner city inhabitants. Finally note that the control group experiences signiﬁcantly lower
exit rates. Therefore, the results indicate that the Restart treatment is eﬀective in increas-
ing labour market prospects of the unemployed. From column 4 on the non-respondents,
it is clear that female non-respondents have a lower exit rate out of unemployment than
female respondents. However, the diﬀerence is not statistically signiﬁcant.
Next, we examine the non-response bias in the estimated duration dependence (i.e.
the estimated baseline hazard λ(t)) as well as in the mean level of the hazard rate. The
baseline hazard estimates for the full sample and for the respondents are derived from the
above partial likelihood estimations (the second and third column in Table 6). Figure 4
plots the smoothed13 baseline hazards. As in the previous subsection, we restrict attention
to durations exceeding 200 days. Moreover, at durations above 600 there are not many
observations and these are widely scattered, so we do not consider durations exceeding
600.
Clearly, the curves in Figure 4 are rather diﬀerent from each other, especially at lower
durations. The baseline hazard for the full sample is larger at ﬁrst, but at higher durations
it drops to a level that is slightly smaller than for the sub-sample of respondents. However,
the comparison is somewhat hampered by the fact that the estimates are based on separate
partial likelihood estimations, with diﬀerent estimated covariate eﬀects. This is even more
relevant for a comparison of the estimated mean hazard level. We solve this by estimating
the model with stratiﬁed partial likelihood estimation, stratifying on the response status.
This assumes identical covariate eﬀects but allows the mean level and duration dependence
to diﬀer between respondents and non-respondents. (Recall that the covariate eﬀects were
found to be similar anyway.) It turns out that the shapes of the baseline hazard estimates
are very similar to those from separate partial likelihood estimations for respondents and
non-respondents. Baseline hazard estimates by response status are also important for the
analysis in the upcoming sections.
Figure 5 plots the smoothed14 baseline hazard by response status. Clearly, the curves
are very diﬀerent from each other, reinforcing the conclusions of the previous paragraph.
The baseline hazard for non-respondents is much larger at ﬁrst, but at higher durations
13We use median splines with 10 sub-intervals.
14Here we use median splines with only 5 sub-intervals, because of the smaller sample size of the non-
respondents. Notice that the dashed curve in Figure 4 corresponds to the estimated baseline hazard for
the respondents in Figure 5, the only diﬀerence being the degree of smoothing.
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Figure 4: Estimates of the baseline hazard, for the full sample and for respondents, based
on separate partial likelihood estimation.
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it drops to a level that is somewhat closer to that for the respondents. The mean level
is higher for non-respondents. This is in accordance to the non-parametric results. Not
accounting for survey non-response therefore gives a downward bias of the exit rate out
of unemployment, while the duration dependence is estimated to be less negative than in
reality. The latter is obviously relevant from a policy point of view, as it suggests that
the scarring eﬀect of long-term unemployment is larger than what is inferred from survey
estimates.
We end this subsection by brieﬂy examining the extent to which the mean level of the
hazard varies across the four diﬀerent types of non-response. The ﬁrst column of Table
6 estimates the model on the complete sample (i.e. respondents and non-respondents),
including the 4 non-response type indicators as additional explanatory variables. There
are two caveats. First, the parameters associated with those indicators cannot be given a
causal interpretation, because from a behavioural point of view there is no causal eﬀect
from (the type of) non-response on unemployment exit. Signiﬁcant coeﬃcients merely sig-
nal diﬀerences in the distribution of unemployment durations across non-response types.
At most, the non-response types may be interpreted as indicators of unobserved character-
istics that aﬀect unemployment durations. A signiﬁcant eﬀect may then signal the presence
of relevant (normally unobserved) heterogeneity. The second caveat is that the estimation
assumes identical baseline hazards across response status, which we already know is in-
correct. We therefore also use stratiﬁed partial likelihood estimation, where stratiﬁcation
is taken with respect to response status and non-response type. It turns out that the es-
timated coeﬃcients on the non-response types are virtually identical to those reported
here.
The coeﬃcients of all non-response types are positive. A likelihood ratio test leads to
rejection of the null hypothesis that all 4 coeﬃcients are zero. This again conﬁrms that sur-
vey non-respondents have a higher mean hazard level. The rank order of coeﬃcients across
types is in agreement to Figure 3. The exit rate for NOCONTACT is not signiﬁcantly
higher than for the sample respondents. This is consistent with the notion that NOCON-
TACT is to a larger extent determined by the eﬀorts of the survey agency than the other
non-response types. On the other hand, one may expect that NOCONTACT is informa-
tive on unobserved characteristics of the individual. Also, recall from the non-parametric
analysis that the ranking of the hazard rates of NOCONTACT and the respondents is
non-monotonic. NOCONTACT seems to be associated with a particularly low exit rate at
low durations.
Finally, note that the covariate eﬀects are virtually identical across the ﬁrst two columns.
If the non-response type merely represents unobserved heterogeneity, then, according to
the line of reasoning earlier in this subsection, one would expect the coeﬃcients in the ﬁrst
column to be larger.
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4 The methodology for assessing the causality expla-
nation and the selectivity explanation of the non-
response bias
4.1 Deﬁnition of the causal and the selection eﬀect
For ease of exposition, we assume that unemployment duration T is a continuous random
variable, and that the time interval between the moment of inﬂow into unemployment and
the moment of the survey date is exactly c months. Also, for simplicity, we do not use
notation in terms of counterfactuals.
We assume that the individual exit rate out of unemployment depends on the elapsed
unemployment duration t and the observed and unobserved explanatory variablesX and V ,
and we express this rate as θ(t|X, V ). The individual probability of being non-respondent
depends on whether T < c and on the observed and unobserved explanatory variables X
and ε, and we express this rate as π(X, ε, I(T < c)), where I(.) is the indicator function
which equals 1 if its argument is true and 0 otherwise. The individual outcome variables
are T and the binary non-response indicator Z, where we take Z = 1 to denote non-
response. Note that we specify a deterministic model for θ and π at the individual level,
and that T and Z given X, V, ε are stochastic, so there is randomness in the outcomes
at the individual level. For example, we may specify a latent variable model for Z|T , as
follows: Z = 1 iﬀ Z∗ > 0, with Z∗ = γ0 + γ1X + γ2I(T < c) + ε + η. In that case,
π(X, ε, I(T < c)) = 1 − H(−γ0 − γ1X − γ2I(T < c) − ε), with H being the distribution
function of η. In general, we implicitly make some regularity assumptions on θ and π, for
example that θ is continuous in t and positive.
We observe a random sample from the joint distribution of T, Z|X. The random vari-
ables T and Z given X can be dependent for two reasons: because of a causal eﬀect of Z
on T , and because the unobserved determinants V and ε of T and Z are dependent. We do
not aim to specify a model that is fully identiﬁable. The aim is to demonstrate that it is
nevertheless possible to identify whether a causal or selection eﬀect is present when it can
not be ruled out that the other eﬀect is present as well. The causal eﬀect is represented
by the eﬀect of T on π(X, ε, I(T < c)). Of course, this can not be directly observed. The
selection eﬀect is represented by a stochastic relation between V and ε. If non-respondents
often have T < c then this may be due to a causal eﬀect or to a selection eﬀect. In case
of a selection eﬀect, individuals with values of V that increase θ also have values of ε that
increase π.
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4.2 Assessing the presence of a selection eﬀect
As noted in the introduction, although the causal eﬀect runs from Z to T , we ﬁnd it more
useful to examine the conditional distribution of T |Z,X. This should not be confused with
the distribution of T in the population, which is directly observable. We focus on the
conditional distribution of T |Z,X because, as we shall see, it is informative on the types
of dependence between T and Z given X. Note that even in case of a causal eﬀect, Z is
not a deterministic function of T , so that typically the conditional distribution of T |Z,X
is not degenerate.
Below we use θ and f as generic symbols for a hazard rate and a density, respectively.
Bayes’ theorem implies that
f(t|Z,X) = f(t|X) Pr(Z = z|T = t, X)
Pr(Z = z|X) (1)
This implies the following equation which is particularly useful for our purposes,
θ(t|Z,X) = θ(t|X) Pr(Z = z|T = t, X)
Pr(Z = z|T ≥ t, X) (2)
where θ(t|X) ≡ EV [θ(t|X, V ) | T ≥ t] denotes the hazard rate in the population aggregated
over V among the survivors at t. All terms in (2) are in principle observable. Now consider
the issue of whether a selection eﬀect is present or not, when a causal eﬀect can not be
ruled out. We consider the hazard rate θ(t|Z,X) at durations t > c. First, suppose there
is no selection eﬀect. Then V⊥⊥ε, and
Pr(Z = 1|T = t, X) = Eε,V [Pr(Z = 1|T = t, X, ε, V ) | T = t, X] = Eε[π(X, ε, 0) | X] (3)
where we use that [ε⊥⊥V ]|T = t, X. Similarly,
Pr(Z = 1|T ≥ t, X) = Eε,V [Pr(Z = 1|T ≥ t, X, ε, V ) | T ≥ t, X] = Eε[π(X, ε, 0) | X] (4)
By substituting these equations into equation (2), it follows that in the absence of a selec-
tion eﬀect,
θ(t|Z = 1, X) = θ(t|X) = θ(t|Z = 0, X) (for all t > c).
In the presence of a selection eﬀect, i.e. V⊥ε, equation (3) is replaced by
Pr(Z = 1|T = t, X) = EV [Eε(π(X, ε, 0) | V,X) | T = t, X] (5)
with a similar result to replace (4). Consequently,
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θ(t|Z = 1, X) = θ(t|X) EV [Eε(π(X, ε, 0) | V,X) | T = t, X]
EV [Eε(π(X, ε, 0) | V,X) | T ≥ t, X]
In general, this does not equal θ(t|X) or θ(t|Z = 0, X). To obtain an equality one needs to
consider pathological cases, like a model where the dynamic weeding out due to selection
is ﬁnished at t, or a model where the hazard rates are identically zero at t.
In words, because of the selection eﬀect, conditioning on Z = 1 means examining
a subset of survivors at t among which individuals with certain values of V are over-
represented, compared to conditioning on Z = 0. A causal eﬀect does not play a role here
because we condition on survival up to t > c.
4.3 Assessing the presence of a causal eﬀect
Now consider the issue of whether a causal eﬀect is present or not, when a selection eﬀect
can not be ruled out. We want to examine the hazard rates θ(t|Z,X) around t = c. First,
consider equation (1) for the density of T |Z,X. At the right-hand side, the density f(t|X)
is the density of a duration variable with a continuous hazard rate, averaged over the
unobserved heterogeneity distribution. Such a density is continuous (see e.g. Lancaster,
1990). Next, the probabilities Pr(Z = z|T = t, X) can be expressed as
Pr(Z = 1|T = t, X) = EV [Eε(π(X, ε, I(t < c)) | V,X) | T = t, X] = 1−Pr(Z = 0|T = t, X)
(6)
The probabilities Pr(Z = z|T = t, X) are discontinuous in t at t = c if and only if there is a
causal eﬀect. The expectation over the unobserved heterogeneity distribution of V |T = t, X
does not aﬀect this result. As a result, the density f(t|Z,X) is discontinuous at t = c if
and only if there is a causal eﬀect. Note that the integral of a function that is continuous
except at, at most, one point, is always continuous, so the survivor function of T |Z,X is
continuous. By dividing both sides of equation (1) by this survivor function, we obtain
the result that the hazard rate θ(t|Z,X) is discontinuous at t = c if and only if there is a
causal eﬀect.
In practice, a discontinuity is hard to distinguish from a decrease of a continuous func-
tion, in particular if the duration data contain small measurement errors or are time-
aggregated. It is easier to examine whether one function decreases stronger than another.
In the presence of a causal eﬀect, the probability Pr(Z = 1|T = t, X) jumps downward at
t = c whereas the probability Pr(Z = 0|T = t, X) jumps upward at t = c. In the absence
of a causal eﬀect, both probabilities are continuous at t = c. We therefore examine
θ(c+|Z = 1, X)/θ(c−|Z = 1, X)
θ(c+|Z = 0, X)/θ(c−|Z = 0, X)
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where θ(c−|Z,X) := limt↑c θ(t|Z,X) and θ(c+|Z,X) := limt↓c θ(t|Z,X). It can be shown
that the above expression equals (Pr(Z = 1|t = c+, X)/Pr(Z = 1|t = c−, X))/(Pr(Z =
0|t = c+, X)/Pr(Z = 0|t = c−, X)). In the presence of a causal eﬀect the above expression
is smaller than 1, whereas in the absence of a causal eﬀect it is equal to 1. In words, with a
causal eﬀect, non-respondents are more likely to have a duration outcome just before the
survey date than just after, compared to respondents. A selection eﬀect can not give rise to
such a strong local stochastic dependence of the duration outcome on the response status.
Note that the causal reason for non-response bias can be present even if the population is
fully homogeneous. In that case there will always be individuals who by chance ﬁnd a job
before the survey date, and this increases their probability of becoming non-respondent.
The above expression neatly corrects for any other reasons for why the hazard may be
discontinuous or sharply increasing or decreasing around t = c. From equation (2) it is
obvious that the hazards around c also reﬂect the duration dependence of the hazard rate
θ(t|X, V ), which is a model primitive. For example, seasonal conditions in the labour market
may be improving around t = c. However, this duration dependence aﬀects the observed
duration dependence of θ(t|Z,X) around c alike for respondents and non-respondents.
So, by examining the diﬀerence of the observed duration dependence of respondents and
non-respondents, we omit its eﬀect. There is an analogy to the econometric method of
diﬀerence-in-diﬀerences to estimate a parameter of interest (see e.g. Heckman, LaLonde
and Smith, 1999, for an overview). By comparing respondents and non-respondents, we
correct for the part of the observed duration dependence that is due to factors that we are
not interested in.
We summarize the results in the following proposition,
Proposition 1. There is a selection eﬀect if and only if θ(t|Z = 1, X) 	= θ(t|Z = 0, X)
for t > c, regardless of whether there is a causal eﬀect or not. There is a causal eﬀect if
and only if θ(c+|Z = 1, X)/θ(c−|Z = 1, X) < θ(c+|Z = 0, X)/θ(c−|Z = 0, X), regardless
of whether there is a selection eﬀect or not.
The above results may be generalized under some additional regularity conditions. For
example, we may allow the individual non-response probability to depend on the realization
of T if it occurs before T = c. This captures the idea that the closer the exit out of
unemployment to the survey date, the less diﬃcult it is for the survey agency to ﬁnd the
individual. Also, we may the unobserved heterogeneity terms V and ε to vary stochastically
over time.
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5 The empirical evidence concerning the causality and
selectivity explanations
The test on selection eﬀects is straightforwardly applied to the estimation results of the
previous section on the baseline hazard. Recall that we estimate the baseline hazard for
respondents and for non-respondents separately, without imposing functional forms. The
latter is important because if a functional form is misspeciﬁed then the ﬁt to the functional
form on the duration interval (0, c) may aﬀect the ﬁt at t > c. With partial likelihood
estimation, the baseline hazard functions are estimated non-parametrically.
We focus on durations exceeding the survey date. That date corresponds to approxi-
mately 340 days of unemployment duration (on average, 130 days of elapsed duration at the
sample selection date plus some 7 months from there until the survey date). From Figure
5 we observe that the duration dependence is clearly diﬀerent across respondents and non-
respondents at durations exceeding 340. Therefore, the estimation results unambiguously
show the presence of a selection eﬀect.
Figure 5 also strongly suggests the presence of a causal eﬀect. The baseline hazard for
non-respondents has a smaller gradient than the baseline hazard for respondents, around
340 days.
We now proceed towards a more formal analysis of the presence of a causal eﬀect, by
estimating a duration model and subsequently examining the estimated duration depen-
dence by response status around the survey data. However, recall that, unfortunately, the
survey date is not always at exactly the same elapsed duration for all individuals. We deal
with this by estimating models that allow for two diﬀerent types of duration dependence:
the dependence of the current hazard rate on the elapsed unemployment duration (i.e., the
usual duration dependence), and the dependence on the time relative to the survey date.
We are only interested in the latter, and in particular whether, just before the survey date,
the eﬀect of the time relative to the survey date decreases more among non-respondents
than among respondents.
The model that we estimate allows for piecewise constant duration dependence as well
as piecewise constant dependence on the time relative to the survey date. The two types
of duration dependence and the covariates are assumed to act proportionally on the haz-
ard rate. We estimate the model separately for respondents, non-respondents, as well as
for each of the four types of non-response.15 Note that, as in Section 3, unemployment
duration models that condition on survey response outcomes should not be interpreted
as behavioural models of unemployment duration, but rather as descriptions of the dis-
tribution of unemployment duration conditional on survey response outcomes. For the
15We omit a further 7 individuals from the sample of 8011 because of their large elapsed unemployment
durations.
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eﬀect of the time relative to the survey date we use 24 monthly dummy variables, and for
convenience we label them as denoting the time since the selection of the sample, which
approximately equals the time relative to the survey date plus 7 months.16 Because of
the small number of observations for the “OTHER” category, the model for that category
only takes 18 of these monthly dummy variables. The likelihood function conditions on the
elapsed duration at the sample selection date, and we estimate the model with maximum
likelihood.
Table 8 presents the estimates.17 To some extent, the duration dependence eﬀect of
“Month since selection of the sample” seems to picks up misspeciﬁcation of the ordinary
duration dependence, as it slowly decreases over time. This it not surprising, given that
(i) both eﬀects start early on in the spell and move in line as time proceeds, and (ii) the
ordinary duration dependence is only captured by 4 coeﬃcients. We therefore do not focus
in great detail on these estimates.
To test for a causal eﬀect we examine the hazard rates when going from month 7 to
month 8 after the sample selection date (note that this point in time does not generally
coincide with a jump of the duration dependence function). The hazard rate for respon-
dents increases by 0.32 (standard error 0.09) whereas the hazard rate for non-respondents
decreases by 0.09 (standard error 0.10). (The parameter estimates capturing “Month since
selection of the sample” have relatively large standard errors, but the standard errors of
the diﬀerence between parameters of adjacent months are much smaller for a given sub-
sample.) Clearly, the diﬀerence in direction between respondents and non-respondents is
in accordance to a causal eﬀect. Moreover, the magnitude of the diﬀerence of the change
is 0.41, with an estimated standard error of 0.13. The diﬀerence is signiﬁcantly positive,
so the comparison between respondents and non-respondents conﬁrms the presence of a
causal eﬀect.
The results in Table 8 show that, among the non-response types, the hazard rate de-
crease when going from month 7 to month 8 is largest for the “MOVED” type of non-
respondents. This is precisely the type for which a causal eﬀect is a priori most likely. For
“MOVED” we ﬁnd a decrease of –0.40 (standard error 0.20). The diﬀerence of 0.72 in com-
parison to the respondents has a standard error of 0.21. The diﬀerence is therefore strongly
signiﬁcant. For the NOCONTACT type of non-response, the diﬀerence in comparison to
the respondents is also signiﬁcant (diﬀerence 0.40 with standard error 0.20). For REFUSE
16Recall that for non-respondents we only observe the intended survey date.
17The ﬁrst column gives estimates for the full sample where we condition on the type of non-response
(i.e., we include 4 binary non-response indicators, and the baseline category is being respondent). We also
estimate the model on the full sample without these four variables (estimates not shown). This results in a
drop of the log likelihood of 34 points, so the LR test on the null hypothesis that unemployment durations
are independent of non-response status is strongly rejected (test statistic 68; χ24 distribution under the
null), conﬁrming our previous results.
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and OTHER we do not ﬁnd a signiﬁcant diﬀerence. This is to be expected: REFUSE con-
cerns individuals who were actually contacted, so this type of non-response does not seem
to reﬂect causal eﬀects. OTHER only includes a small number of non-respondents.
In conclusion, the relation between non-response and unemployment duration is only
partly due to the fact that both are aﬀected by unobserved individual-speciﬁc charac-
teristics. We also ﬁnd strong evidence of a causal eﬀect of exit out of unemployment on
non-response.
To identify the magnitudes of both types of non-response bias one would need to specify
an identiﬁed model of unemployment duration and non-response, incorporating a causal
eﬀect at the individual level, as well as unobserved heterogeneity to explain selection eﬀects.
We feel that this is beyond the scope of the paper. Moreover, it is not clear to what extent
the results would be generalisable to other situations.
6 Conclusions and recommendations
With a unique dataset that merges survey data and register data for the same individuals,
we assess the survey non-response bias in estimates based on survey data. We focus on
unemployment duration as the variable of interest. For each non-respondent, the register
data provide observations of the unemployment duration and covariates.
We ﬁnd, ﬁrst of all, that non-response indeed biases the estimates of the unemployment
duration distribution. In particular, the estimated mean level and duration dependence of
the hazard rate are biased. With survey data, the hazard rate is under-estimated, and
the estimated hazard rate does not decrease as fast as in the population. However, the
estimated covariate eﬀects are robust with respect to response status, provided that a
ﬂexible semi-parametric empirical approach is used.
Next, we develop and apply a method to inquire the reasons for the non-response bias.
We distinguish between a bias due to a selection eﬀect (i.e. due to related unobserved de-
terminants) and a bias due to a causal eﬀect (i.e. because the individual left unemployment
before the survey date). The method does not require functional form assumptions or a
semi-parametric model structure, and indeed it does not require a fully identiﬁed model.
It exploits the data variation in the timing of the moment of exit out of unemployment
relative to the survey date.
Application of the methodology leads to the conclusion that there is both a selection
eﬀect and a causal eﬀect. Thus, survey estimates are biased for two reasons: (1) non-
respondents are inherently diﬀerent, and (2) for a given individual, ﬁnding a job before the
survey date increases the probability of non-response. Note that the second reason for non-
response bias is present even if the population is fully homogeneous. In such a population,
there will always be individuals who by chance ﬁnd a job before the survey date, and this
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Table 8: Estimates for the exit rate out of unemployment, with a piecewise constant du-
ration dependence as well as dependence on the time relative to the survey date, and
conditional on non-response status.
Variable full sample respondents non-respondents MOVED=1
Personal characteristics:
Age/10 -0.388 (0.06) -0.464 (0.08) -0.291 (0.11) 0.162 (0.22)
Age2/100 0.045 (0.01) 0.055 (0.01) 0.033 (0.02) -0.025 (0.03)
Female 0.225 (0.02) 0.242 (0.03) 0.188 (0.04) 0.299 (0.07)
Inner city area -0.202 (0.03) -0.196 (0.04) -0.218 (0.04) -0.229 (0.08)
Local unempl.decline 1.410 (0.21) 1.615 (0.28) 1.224 (0.35) 0.938 (0.62)
Control group -0.228 (0.04) -0.250 (0.06) -0.186 (0.08) -0.292 (0.13)
Duration dependence since entry into unemployment:
< 6 months -3.38 (0.23) -3.58 (0.29) -2.99 (0.40) -3.92 (0.69)
between 6 and 12 months -2.91 (0.22) -2.98 (0.28) -2.64 (0.39) -3.84 (0.67)
between 12 and 18 months -3.00 (0.20) -2.85 (0.26) -3.12 (0.36) -4.03 (0.62)
> 18 months -3.36 (0.13) -3.25 (0.17) -3.41 (0.23) -3.85 (0.43)
Months since selection of sample (> 24 has value=0):
1 -0.67 (0.20) -0.51 (0.27) -0.89 (0.34) -0.52 (0.60)
2 0.64 (0.18) 0.84 (0.24) 0.34 (0.32) 0.83 (0.56)
3 1.32 (0.18) 1.42 (0.23) 1.12 (0.31) 1.59 (0.54)
4 1.48 (0.17) 1.60 (0.23) 1.26 (0.31) 1.86 (0.54)
5 1.37 (0.18) 1.43 (0.23) 1.24 (0.31) 1.97 (0.54)
6 1.10 (0.18) 1.16 (0.23) 0.96 (0.31) 1.42 (0.55)
7 1.13 (0.18) 1.08 (0.23) 1.11 (0.31) 1.91 (0.55)
8 1.28 (0.17) 1.42 (0.22) 1.02 (0.31) 1.51 (0.54)
9 1.30 (0.16) 1.32 (0.21) 1.24 (0.29) 1.74 (0.50)
10 1.10 (0.16) 1.07 (0.21) 1.14 (0.29) 1.35 (0.51)
11 1.08 (0.16) 1.06 (0.21) 1.08 (0.30) 1.18 (0.53)
12 1.16 (0.16) 1.13 (0.21) 1.21 (0.30) 1.23 (0.53)
13 0.91 (0.17) 0.80 (0.22) 1.08 (0.30) 1.18 (0.54)
14 0.98 (0.15) 0.93 (0.20) 1.04 (0.27) 1.52 (0.42)
15 1.20 (0.10) 1.17 (0.13) 1.25 (0.16) 0.57 (0.40)
16 1.20 (0.10) 1.28 (0.13) 1.01 (0.18) 1.01 (0.35)
17 1.24 (0.11) 1.41 (0.13) 0.87 (0.20) -0.12 (0.59)
18 1.12 (0.12) 0.97 (0.16) 1.31 (0.17) 1.15 (0.34)
19 0.50 (0.16) 0.47 (0.20) 0.55 (0.25) 0.01 (0.59)
20 0.69 (0.15) 0.70 (0.19) 0.65 (0.25) 0.89 (0.40)
21 0.75 (0.15) 0.83 (0.18) 0.58 (0.26) 0.12 (0.59)
22 0.74 (0.15) 0.64 (0.20) 0.88 (0.23) 0.45 (0.52)
23 0.80 (0.15) 0.92 (0.18) 0.56 (0.28) 0.94 (0.43)
24 0.63 (0.17) 0.64 (0.22) 0.61 (0.28) -0.11 (0.72)
Non-response types:
MOVED 0.24 (0.03) – – –
REFUSE 0.11 (0.03) – – –
NOCONTACT 0.05 (0.03) – – –
OTHER 0.38 (0.06) – – –
# individuals 8004 4706 3298 963
Explanatory note: standard errors are in parentheses.
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Variable REFUSE=1 NOCONTACT=1 OTHER=1
Personal characteristics:
Age/10 -0.285 (0.19) -0.499 (0.18) -0.264 (0.34)
Age2/100 0.034 (0.02) 0.055 (0.02) 0.029 (0.04)
Female 0.224 (0.07) 0.094 (0.07) 0.211 (0.15)
Inner city area -0.241 (0.08) -0.197 (0.06) -0.122 (0.15)
Local unempl.decline 1.590 (0.64) 1.452 (0.59) -0.853 (1.25)
Control group -0.150 (0.14) -0.058 (0.12) -0.645 (0.31)
Duration dependence since entry into unemployment:
< 6 months -2.89 (0.73) -2.68 (0.61) -1.42 (1.89)
between 6 and 12 months -2.36 (0.70) -2.31 (0.59) -0.70 (1.86)
between 12 and 18 months -3.06 (0.63) -2.84 (0.54) -1.44 (1.74)
> 18 months -3.64 (0.41) -3.13 (0.37) -2.66 (0.80)
Months since selection of sample (> 24 has value=0):
1 -1.60 (0.67) -0.67 (0.52) -1.92 (1.81)
2 -0.19 (0.60) 0.27 (0.49) -0.31 (1.74)
3 0.62 (0.58) 1.10 (0.47) 0.18 (1.72)
4 0.80 (0.57) 1.11 (0.47) 0.32 (1.72)
5 0.78 (0.58) 1.00 (0.47) 0.20 (1.73)
6 0.52 (0.58) 0.92 (0.47) 0.11 (1.73)
7 0.33 (0.58) 1.00 (0.47) 0.40 (1.73)
8 0.57 (0.57) 0.92 (0.46) 0.40 (1.71)
9 0.94 (0.52) 1.15 (0.43) -0.18 (1.66)
10 1.07 (0.52) 1.05 (0.43) 0.27 (1.64)
11 0.89 (0.53) 1.22 (0.43) -0.50 (1.73)
12 0.91 (0.54) 1.42 (0.43) -0.03 (1.68)
13 1.04 (0.54) 1.00 (0.45) 0.43 (1.63)
14 1.00 (0.51) 0.62 (0.42) -0.03 (1.59)
15 1.60 (0.29) 1.35 (0.26) 0.14 (1.12)
16 0.85 (0.40) 1.01 (0.30) 1.11 (0.76)
17 1.06 (0.38) 1.16 (0.29) 0.47 (1.04)
18 1.64 (0.31) 0.91 (0.33) 2.04 (0.57)
19 0.26 (0.59) 0.86 (0.35) –
20 -0.11 (0.72) 0.67 (0.39) –
21 1.02 (0.43) 0.56 (0.42) –
22 0.69 (0.52) 1.03 (0.35) –
23 1.16 (0.43) -1.12 (1.00) –
24 0.85 (0.52) 0.70 (0.42) –
# individuals 926 1157 252
Table 8 (continued).
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increases their probability of becoming non-respondent.
The causal eﬀect gives rise to an under-estimate of the hazard rate before the survey
date, and an under-estimate of its decrease. The selection eﬀect gives rise to a bias ev-
erywhere. In our sample, the latter results in an under-estimate of the hazard rate. The
causal eﬀect is present for individuals who, according to the survey agency, could not be
interviewed because they had moved residence and could not be contacted anymore.
What are the implications of our results for application of methods to correct for non-
response bias if one only has access to survey data? First, weighting or imputation of missing
values using the survey data does not necessarily remove the bias due to the selection eﬀect
and does not remove the bias due to the causal eﬀect. Secondly, Instrumental Variable
methods do not remove the bias to due to a causal eﬀect. They do help to remove bias
due to selection. However, it is not clear at all what would constitute a valid instrumental
variable, i.e. a variable that aﬀects non-response but does not have a direct causal eﬀect
on unemployment duration, and is not allowed to depend on unobservables that aﬀect
unemployment duration. A candidate is the identity of the interviewer, in particular if this
is randomized across sample members (see O’Muircheartaigh and Campanelli, 1999).
To deal with non-response bias due to the causal eﬀect, it may be useful if the survey
agency puts maximum eﬀort into tracing individuals who moved residence between the
sample selection date and the survey date. For this, it is necessary to record the type of
non-response. Finally, one may try to obtain administrative records to inquire the unem-
ployment status of those who moved.
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