In recent years, stochastic gradient descent (SGD) is a dominant optimization method for training deep neural networks. But the SGD suffers from several limitations including lack of theoretical guarantees, gradient vanishing, poor conditioning and difficulty in solving highly non-smooth constraints and functions, which motivates the development of alternating minimization-based methods for deep neural network optimization. However, as an emerging domain, there are still several challenges to overcome, where the major ones include: 1) no guarantee on the global convergence under mild conditions, and 2) low efficiency of computation for the subproblem optimization in each iteration. In this paper, we propose a novel deep learning alternating minimization (DLAM) algorithm to deal with those two challenges. Furthermore, global convergence of our DLAM algorithm is analyzed and guaranteed under mild conditions which are satisfied by commonly-used models. Experiments on real-world datasets demonstrate the effectiveness of our DLAM algorithm.
Introduction
During the past few decades, stochastic gradient descent (SGD) is a major optimization method for training deep neural networks. The mechanism of the SGD is to split a dataset into multiple batches and then optimizes them sequentially by gradient descent in each epoch. The popularity of SGD consists in two advantages: firstly, it is simple to implement; Secondly, the SGD can be applied in online settings where new coming training data are used to train models. However, while many papers provided solid theoretical guarantees on the convergence of SGD [10, 14, 18] , the assumptions of the proofs cannot be applied in deep neural networks, problems of which are highly nonlinear and nonconvex.
Aside from lack of theoretical guarantees, several additional drawbacks restrict the applications of SGD further including gradient vanishing, poor conditioning and the non-differentiability of activation functions [19] .
To tackle the above-mentioned intrinsic drawbacks of gradient descent optimization methods, recently, alternating minimization methods have started to attract the attention of researchers to solve deep learning problems, where the loss function of a deep neural network is reformulated as a nested function associated with multiple linear and nonlinear transformations across multi-layers. Then such nested structure is decomposed into a series of linear and nonlinear equality constraints by introducing auxiliary variables. These linear and nonlinear equality constraints generate multiple subproblems, which can be minimized alternately. Recent works have proposed few alternating minimization methods including Alternating Direction Method of Multipliers (ADMM) [19] and block coordinate descent (BCD) [9] . Empirical evaluations demonstrated high accuracy on the test sets and good scalability compared with SGD thanks to parallelism. Moreover, these methods avoid gradient vanishing problems and allow for non-differentiable activation functions such as binarized neural networks [6] .
However, as an emerging domain, alternating minimization methods still suffer from several challenges including 1. No global convergence with mild conditions. Most of existing alternating minimization methods for deep learning cannot provide convergence analysis. A couple of works with convergence analysis must be based on highly strict condition and assumptions. The reason is that many subproblems generated by nonlinear-equality constraints are highly nonconvex and difficult to obtain a global minimum. For example, existing methods and their convergence analysis cannot be valid when using the sigmoid function as an activation function, which is a commonly used activation function by most deep learning models [19] . 2. Huge computational cost with high dimensions. To compute auxiliary variables, existing alternating minimization methods typically require matrix inversion computation, which could be prohibitively costly. To alleviate it, some other works resort to the pseudoinverse of a matrix in ADMM [19] , but still require iterative algorithms in order to get a precise inverse matrix, and hence is still very time-consuming. As the number of neurons and training samples grow, its computational cost of the matrix inversion increases quadratically.
In order to simultaneously address these technical problems, we propose a new framework for deep neural network optimization, along with a novel deep learning alternating minimization (DLAM) algorithm for solving it. The proposed framework is highly generic and flexible to be utilized in common fully-connected deep neural network models and easily extendable to other types. Specifically, the original deep neural network optimization problem is transformed into a new inequality-constrained problem which can be infinitely approximate to the original one. In this formulation, all subproblems contain global minimum and can be solved efficiently. In order to handle expensive time cost of the matrix inversion, we avoid the operation of matrix inversion by the quadratic approximation technique and the backtracking algorithm, which also speed up the convergence of the DLAM algorithm. Moreover, while some works require strict and complex conditions such as Kurdyka-ojasiewicz (KL) properties [11] to prove convergence, we present simple and mild conditions to guarantee convergence, which covers most common loss functions and activation functions. Last but not least, the choice of parameters has no effect on the convergence of our DLAM algorithm. Our contribution in this paper includes:
• We propose a novel formulation of the fully-connected deep neural network problem. The nonlinear activation functions are replaced by equivalent inequality constraints. This formulation ensures that all subproblems have global minimums.
• We present a novel DLAM algorithm and discuss every subproblem in detail. A quadratic approximation technique and a backtracking algorithm are utilized to avoid the matrix inversion. Every subproblem has a closed-form solution and hence the DLAM is efficient.
• We investigate the convergence properties of the DLAM algorithm. The model assumptions are highly mild such that most deep learning frameworks fit into our assumptions with no difficulty. The DLAM algorithm is guaranteed to converge to a stationary solution of the original problem.
• We conduct experiments on benchmark datasets to validate our DLAM algorithm. Experiments on two benchmark datasets show that our DLAM outperform the ADMM by a large margin.
The rest of the paper is organized as follows. In Section 2, we summarize recent research work related to this paper. In Section 3.2, we present the problem formulation and DLAM algorithm. In Section 4, we introduce the main convergence results of the DLAM algorithm. In Section 5, extensive experiments are conducted to validate the convergence and effectiveness of our DLAM. Section 6 concludes by summarizing the whole paper.
Related Work
All existing works related to optimization methods in deep neural network problems are categorized as two major classes: stochastic gradient descent methods and alternating minimization methods. This research is surveyed in the following. Stochastic gradient descent methods: The renaissance of SGD can be traced back to 1951, as proposed by Robbins and Monro [15] . Then the famous back-propagation algorithm was introduced by Rumelhart et al. [17] . Since then, many variants of SGD methods have been presented: for example, Polyak proposed the Polyak momentum to accelerate the convergence of iterative methods [13] . Sutskever et al. highlighted the importance of Nesterov momentum and initialization [18] . Many well-known SGD with adaptive learning rates were proposed and were prevalent in the deep learning community such as AdaGrad [8] , RMSProp [21] , Adam [10] and AMSGrad [14] . The weight vector in the l − th layer.
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Alternating minimization methods for deep learning: Previous works on the application of alternating minimization algorithm in the deep learning problems can be categorized into two types. Some papers proposed alternating minimization algorithms on specific applications. [4] . Lin and Yao, and Lau et al proposed a BCD algorithm and proved its convergence by the Kurdyka-ojasiewicz (KL) property [12, 11] . Choromanska et al. proposed a BCD algorithm for training deep feedforward neural networks by employing the concept of co-activation memory [5] . A BCD algorithm with R-linear convergence was proposed by Zhang and Brand to train Tikhonov regularized deep neural networks [24] .
The DLAM algorithm
In this section, we present our novel DLAM algorithm. Specifically, Section 3.1 specifies a novel formulation. Section 3.2 presents the DLAM algorithm and quadratic approximation technique to solve all subproblems.
Problem Formulation
Important notations used in this paper are shown in Table 1 . Without loss of generality, we consider the simplest situation where there is only a neuron in each layer of the neural network. A typical fully-connected deep neural network consists of L layers, each of which are defined by a linear mapping and a nonlinear mapping. The linear mapping is composed of weight vector W l , an intercept b l , and a nonlinear mapping is defined by activation function h l (•). Given an input a l−1 from the (l − 1)-th layer, the l − th layer outputs a l = h l (W l a l−1 + b l ). By introducing an auxiliary variable z l as the temporary result of the linear mapping, the deep neural network problem is formulated mathematically as follows:
where a 0 = x is the input of the deep neural network, and y is a predefined label vector. R(z L ; y) is a risk function on the L-th layer and Ω l (W l ) is a regularization term on the l-th layer. The nonlinear equality constraint a l = h l (z l ) is the most challenging to handle here: common activation functions such as tanh and smooth sigmoid make them difficult to obtain global minimum when updating z l [19] . To deal with this challenge, we introduce a tolerance ε l > 0 and reformulate Problem 1 to the following form:
In this formulation, all notations of Problem 2 follow Problem 1.
where ρ > 0 a penalty parameter. The motivation to introduce ε l is that we project the nonlinear constraint to a convex ε l -ball, and hence the nonconvex Problem 1 is tranformed to the multi-convex Problem 2, which is more easy to solve. Here a multi-convex problem means this problem is convex with regard to one variable while fixing others. For example, Problem 2 is convex with regard to z when W, b, and a are fixed. As ρ → ∞ and ε l → 0, Problem 2 approaches Problem 1.
The DLAM algorithm
In this section, we present The DLAM algorithm to solve Problem 2, which is shown in Algorithm 1. Specifically, Line 4, 5, 7, and 10 update W l , b l ,z l and a l ,
Algorithm 1 the DLAM Algorithm for Solving Problem 2
Require: y, a0 = x. Ensure:
for l = 1 to L do
4:
Update W k+1 l by Algorithm 2.
5:
Update b k+1 l in equation 2.
6:
Update z k+1 l in equation 5.
8:
Update z k+1 l in equation 4.
10:
Update a k+1 l by Algorithm 3.
11:
end if
12:
end for 13:
respectively. Four subproblems are discuss in detail below:
The variables W l (l = 1, · · · , L) are updated as follows:
Because W l and a l−1 are coupled in φ, solving W l requires the inversion operation of a k+1 l−1 , which is computationally expensive. In order to handle this challenge, we define P k+1 l (W l ; θ k+1 l ) as a quadratic approximation of φ at W k l , which is mathematically reformulated as follows [2] :
where θ k+1 l > 0 is a parameter vector, • and •2 denote Hadamard product (elementwise product) and Hadamard power (elementwise power), respectively,
Instead of minimizing the original subproblem, we minimize the following:
For Ω l (W l ), common regularization terms like 1 or 2 regularization lead to closed-form solutions. As for the choice of θ k+1 l , the backtracking algorithm is shown in Algorithm 2. Specifically, for a given θ α ← αγ. satisfies the condition in Line 3.
Update b l
The variables b l (l = 1, · · · , L) are updated as follows:
The above subproblem has a closed-form solution b 
where L b ≥ ρ is a parameter and
is required for convergence analysis [2] . Without loss of generality, we set L b = ρ. Therefore, we solve the following subproblem as follows:
The solution to equation 2 is
It indicates that b 
Update z l
The variables z l (l = 1, · · · , L) are updated as follows:
Due to the same reason when updating b l , we define V k+1 l (z l ; L z ) as a quadratic approximation of φ at z k l , which is formulated mathematically as follows:
where L z ≥ ρ is a parameter and
Therefore, we solve the following problems:
As for z l (l = 1, · · · , l − 1), the solution is
).
where B
Update a l
The variables a l (l = 1, · · · , L − 1) are updated as follows:
Due to the same reason when solving W k+1 l
, the quadratic approximation of φ at a k l is defined as
and we solve the following problem instead:
where τ k+1 l > 0 is a parameter vector, • and •2 denote Hadamard product (elementwise product) and Hadamard power(elementwise power), respectively.
•
) is a quadratic function with respect to a l , the solution can be obtained by
given a suitable τ 
Convergence Analysis
In this section, we present assumptions and main convergence results of the DLAM algorithm. Specifically, Section 4.1 introduces necessary assumptions to guarantee convergence. Main convergence properties of our DLAM algorithm are presented in Section 4.2.
Algorithm 3 The Backtracking
t ← tη.
4:
β ← a 
Assumptions
Firstly, we recall back the concept of coercivity as follows [22] :
Then we propose a new concept called multi-coercitvity following the definition of coercivity, which is defined below:
is a function with respect to (x 1 , · · · , x m ) ∈ G where G is the domain, then f (x 1 , · · · , x m ) is coercive with regard to x 1 if (x 1 , · · · , x m ) ∈ G and x 1 → ∞ while fixing x i (i = 2, 3, · · · , m) leads to f → ∞. If f is coercive with regard to all variables x i (i = 1, 2, · · · , m), then f is multi-coercive.
It is easy to check that multi-coercivity is an extension of coercivity. A coercive function must be multi-coercive, but not vice versa. One counterexample is f 1 (x, y) = x + y where f 1 is coercive with regard to x and y and hence it is multi-coercive. However, f 1 is not coercive because when (x, y) → ∞ and (x, y) follows the line x + y = 0, then f 1 = 0. Given the definition of multi-coercivity, we have the following assumption:
It is easy to check that common loss functions of neural networks such as cross entropy and square loss are multi-coercive to ensure the multi-coercivity of F . Noticeably, We do not require F to be coercive. As a result, Assumption 1 is a mild condition. The next assumption guarantees all subproblems have global minima.
Assumption 2 (Subproblem Optimality). R(z L ; y) and Ω l (W l )(l = 1, · · · , L) are proper closed convex functions.
Assumption 2 guarantees that every subproblem is convex and hence contains global minimum. Furthermore, Assumption 2 is also mild because common loss functions like cross entropy and square loss satisfy this assumption. At the same time, Assumption 2 also holds for common regularization terms like 1 penalty and 2 penalty.
Before stating the final assumption, we recall back the definition of quasilinearity [3] as follows:
Definition 3. A function f (x) is quasiconvex if for any sublevel set S α (f ) = {x|f (x) ≤ α} is a convex set. Likewise, A function f (x) is quasiconcave if for any superlevel set S α (f ) = {x|f (x) ≥ α} is a convex set. A function f (x) is quasilinear if it is both quasiconvex and quasiconcave.
Given the definition of quasilinearity, we have the following assumption:
Assumption 3 (Quasilinearity). Activation functions h l (z l )(l = 1, · · · , n) are quasilinear functions.
Assumption 3 ensures that the nonlinear constraint a l = h l (z l ) in Problem 1 is projected in a convex set. Fortunately, almost all common nonlinear activation functions such as tanh, smooth sigmoid, and rectified linear unit(Relu) are quasilinear. Therefore, they enjoy the convergence properties stated below.
Key Convergence Results
We introduce main convergence properties of the DLAM algorithm in this section. If Assumptions 1-3 are satisfied, then Properties 1-3 stated below hold. These three properties are keystones to show the theoretical merits of the DLAM algorithm. The proofs of them are in the appendices. Finally, we present the global convergence of the DLAM based on Properties 1-3, as stated in Theorem 1. Three convergence properties are shown below:
Property 1 (Boundness). For any ρ > 0 and ε l > 0, starting from any
Property 1 guarantees that all variables and objective functions during iterations are bounded. The proof of Property 1 requires Lemma 3 and Assumption 1, and the proof is elaborated in Appendix B.
Property 2 (Sufficient Descent). For any ρ > 0 and ε l > 0, we have
Property 2 depicts the monotonic decrease of the objective value during iterations. The proof of Property 2 is detailed in Appendix C and requires Lemma 3. 
Property 3 (Subgradient Bound). There exists a constant
, the sequence has at least a limit point (W * , b * , z * , a * ), and any limit point (W
is o(1/k).
Proof. Because Assumption 1, 2 and 3 are satisfied, Property 1, 2 and 3 hold.
is non-increasing and lower bounded and hence converged. By Property 2, we prove that 
. In other words, the limit point (W * , b * , z * , a * ) is a stationary solution of F . Similar to the proof of Proposition 3.1 in [22] , if F is a KL function, the global convergence to a unique limit point is achieved. The worst convergence rate of
2 is derived directly from Lemma 1.2 in [7] .
Theorem 1 shows that our DLAM algorithm converges globally no matter what ρ and ε l we choose. Therefore, our DLAM algorithm is parameter-restriction free, namely, the choice of parameters has no effect on the convergence of our DLAM algorithm.
Experiment
In this section, we evaluate the DLAM using two common deep learning datasets: MNIST and Fashion-MNIST. We compare our DLAM method with the state-ofthe-art ADMM method by [20] on both datasets with the same settings. And all experiments were conducted on 64-bit Ubuntu16.04 LTS with Intel(R) Xeon processor and GTX1080 GPU support.
Experiment Setup
For neural network structure, we choose a three-layer full connected neural network. We also compare DLAM and ADMM's performance with the different number of neurons (10 or 100 neurons) in each layer. We use two datasets: MNIST and Fashion-MNIST. MNIST is a hand-written digit (0-9) image dataset, which contains 60,000 training images and 10,000 testing images with 28x28 pixels. Fashion-MNIST also consists of a training set of 60,000 examples and a test set of 10,000 examples. Each example is a 28x28 grayscale image, associated with a label from 10 classes, e.g. T-shirt, Bag, etc.
Performance Comparison
First, we show the performance comparison between the DLAM and the ADMM on the MNIST dataset. We use two network sizes as mentioned: 3-layer MultiLayer Perceptron (MLP) with 10 neurons per layer or 100 neurons per layer. The training accuracy curves on MNIST are shown in Fig. 1 . By comparison, we could see that DLAM outperforms ADMM under both settings. Further, when we use MLP with 10 neurons per layer, ADMM could only achieve 50% training accuracy on MNIST, while DLAM could achieve about 82% accuracy. When using MLP with 100 neurons per layer, ADMM could also achieve about 80% accuracy but DLAM could achieve about 85% at this settings. In addition, with the training iteration, ADMM gradually diverges with slightly decreasing accuracy, while DLAM converges well with no such phenomenon.
Then we show the performance comparison on Fashion-MNIST. Fig. 3 Fig. 3 shows the training/testing accuracy and loss on MLP with 10 neurons per layer. On both training set and testing set, as shown in Fig. 3 (a) , DLAM could achieve near 80% accuracy while ADMM fails to achieve 20% accuracy on both training and testing datasets (Performance on training and testing are nearly the same with no overfitting). This is also shown and proved by the training/testing loss curve in Fig. 3 , in which DLAM's loss could decrease to ∼0.7 while ADMM stops at about ∼2.3.
We further use another MLP structure with 100 neurons per layer and compare DLAM and ADMM's performance on it. The experiment results are shown in Fig. 3 . A similar conclusion could be drawn that our DLAM achieves much better performance than ADMM. Combining MNIST and Fashion-MNIST performance, DLAM shows consistent better performance than ADMM on both datasets. ADMM achieves good accuracy on MNIST but its performance on Fashion-MNIST degrades significantly.
Conclusion
Even though stochastic gradient descent(SGD) is a priority to train deep neural networks, alternating minimization methods have attracted the attention of researchers becuase they have several advantages including solid theoretical guarantees and avoiding gradient vanishing problems. In this paper, we propose a novel formulation of the original deep neural network problem and a novel deep learning alternating minimization(DLAM) algorithm. Specifically, the nonlinear constraint is projected into a convex set so that all subproblems are solvable. At the same time, the quadratic approximation technique and the backtracking algroithm are applied to avoid the matrix inversion. Furthermore, several mild assumptions are estiablished to prove the global convergence of our DLAM algorithm. Experiments on real-world datasets demonstrate the effectiveness of our DLAM algorithm.
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A Lemmas for the Proofs of Properties
The proofs of Lemma 1 and Lemma 2 both require Assumptions 2 and 3. The proof of Lemma 3 requires Lemma 1 and Lemma 2. To simplify the notation, 
Likewise, equation 4 holds if and only if there exists r ∈ ∂I(h l (z 
Proof. Because φ(a l−1 , W l , b l , z l ) is differentiable continuous with respect to b l and z l with Lipschitz coefficient ρ (the definition of Lipschitz differentiablity can be found in [2] ), we directly apply Lemma 2.1 in [2] to φ to obtain equation 9 and equation 10, respectively. 
• (a 
