A wavelet element method is developed for analyzing lamellar diffraction gratings or grating stacks. The eigenmodes of the grating layers are accurately calculated by this method, and then the diffraction efficiencies of the gratings are calculated by the S-matrix algorithm. The method proposed in this paper consists in mapping each homogeneous layer to a wavelet element, and then matching them according to the boundary conditions between the layers. By this method the boundary conditions are satisfied rigorously and the Gibbs phenomenon in the Fourier modal method (FMM) can be avoided. The method performs better than the standard FMM for gratings involving metals. It can also be applied to analyze other discontinuous structures.
INTRODUCTION
The analysis of diffraction gratings and other periodic structures such as photonic crystals consists in solving an eigenvalue problem with a pseudoperiodic condition that can be expressed by Bloch theorem: the field can be written as the product of a plane-wave envelope function and a periodic function that has the same periodicity as the structure. In this way we will say that the pseudoperiodic condition is satisfied implicitly. The Fourier modal method (FMM) [1] [2] [3] solves the eigenvalue problem through approximating the periodic function by a partial Fourier sum, although the first-order derivative of the field is actually discontinuous in transverse-magnetic (TM) polarization. Because of its simplicity, the FMM is extremely popular. However, for highly conducting gratings, the standard implementation of the FMM has some convergence problems, especially for the case of TM polarization. The authors of [2] [3] [4] suggested new calculation rules allowing fast convergence of the series of the partial Fourier sum, which can also be applied to other basis functions [5] . Despite this improvement, the finite Fourier sum would inevitably lead to undesired oscillations [6] , which is known as the Gibbs phenomenon [7, 8] . In [9] the field is also expanded by periodic basis functions, i.e., the periodic wavelet. It has the same problem as FMM in the sense of representation of a discontinuous function by a linear combination of continuous functions.
The other way to solve the eigenvalue problem is to consider the equations of boundary values of the field directly, in which we say that the boundary conditions are satisfied explicitly. The analytic modal method (AMM) or the classical modal method [10] express the eigenfunctions of the grating analytically and solve the eigenvalues from a transcendental equation that is obtained by matching the eigenfunctions on the boundary. For gratings involving lossy media, the eigenvalues are complex in general, and the AMM requires sophisticated techniques to systematically find complex solutions of a transcendental equation. That is not easy to solve in general. Including FMM, numerical modal methods are easier to use since the eigenvalue problems are simply calculated from approximate matrix eigenvalue problems. Other numerical modal methods include the Legendre/Chebyshev polynomial expansion modal method [11] , the finite-difference modal method (FDMM) [12, 13] , the Fourier-matching pseudospectral modal method (PSMM) [14, 15] , the modal method based on spline expansion [16] , and the modal method based on subsectional Gegenbauer polynomial expansion (MMGE) [6, 17] . These methods either approximate the differential operator by a matrix or expand the eigenfunctions by some polynomials. In all these methods the boundary conditions are satisfied explicitly and the Gibbs phenomenon can be avoided. In [18] , the Dirichlet-to-Neumann maps method is successfully used to calculate the photonic bandgap, in which the boundary condition is also satisfied explicitly.
The authors of [19] introduced a technique to construct biorthogonal spline wavelets on the interval, which form Riesz bases for L 2 ([0,1]). The wavelet element method (WEM) in [20] combines biorthogonal wavelet systems with the philosophy of spectral element methods. In this method the domain of interest is split into subdomains that are mapped to a simple reference domain. Then, one has to construct appropriate biorthogonal wavelets on the reference domain such that mapping them to each subdomain and matching along the interfaces leads to a wavelet system on the domain. Inspired by their work, we extend the boundary adaption of a system to first-order derivative and construct wavelet bases in such a way that the boundary conditions of the eigenvalue problem of gratings are satisfied explicitly. By doing so, the Gibbs phenomenon in the FMM can be avoided. And convergence is improved. The rest of the paper is organized as follows: Section 2 briefly reconsiders the framework of basic formulation for many modal methods. In Section 3 we present the WEM to solve the eigenvalue problem. In Section 4 the S-matrix algorithm is used to calculate the diffraction efficiencies of gratings, and Section 5 is devoted to the presentation of numerical results.
BASIC FORMULATION
The grating-diffraction configuration under study is depicted in Fig. 1 , which is invariant along the Oz axis and periodic along the Ox axis with period L. In one period, the refractive index υ 1 x of the media is described as follows:
where p denotes the filling factor of the grating. It is well known that for TE (TM) polarization, the only nonnull components of the field are E z , H x , and H y (H z , E x , and E y ), and all the field components can be expressed in terms of the E z (H z ) component. The z component of the field, denoted by u in this paper, satisfies the following governing equation:
TE:
where k 0 is the free-space wavenumber. Since the TM polarization is more complicated and the analysis for the TE polarization can be obtained in a similar way, we will only discuss the TM case in the following. The groove depth of the grating is denoted by h. The space is subdivided into three regions along the Oy axis, which are denoted by D 2 , D 1 , and D 0 . The top medium (D 2 ) and the substrate (D 0 ) are homogeneous media with refractive indices υ 2 and υ 0 . In region D 2 , we specify a plane incident wave
If the angle of incidence between the incident wave vector and the y axis is θ, then
The reflected wave u r in region D 2 and the transmitted wave u t in region D 0 can be expressed as a series of outgoing plane waves (Rayleigh expansions):
where
and R m and T m are the reflection and transmission amplitudes to be determined, respectively. In grating region (D 1 ), the solution is expanded by the eigenmodes:
where β 1 l (more precisely its square) and g l are the lth eigenvalue and the corresponding eigenfunction. The eigenpair fg l ; β 1 l g satisfies the following eigenvalue problem:
To solve the grating problem we need to add the continuity conditions on y 0 and h:
The superscripts and − in Eqs. (10)- (14) mean that the argument is greater or less than the corresponding value.
WAVELET ELEMENT METHOD FOR THE EIGENVALUE PROBLEM
Generally, an eigenvalue problem is composed of equation and boundary conditions. The left-hand side of Eq. (10) is the eigenfunction multiplied by a differential operator, and the right-hand side is the eigenfunction multiplied by the eigenvalue. There are two ways to solve the equation numerically in general. One is to approximate the differential operator directly, such as the FDMM and the PSMM, which approximate the first-order derivative by a differentiation matrix. The other is to project the equation on a set of basis functions, which results in a set of integral equations such as the method of moments [21] and the MMGE. In this paper we adopt the second way. The wavelet bases are comprised of scaling functions and wavelet functions on different levels. On each level the basis functions are shifts of a single function. A pair of biorthogonal spline wavelets on the interval is constructed. The prime wavelet bases are used to present the eigenfunctions, and their dual sides are used for projection. Their biorthogonality can be described as follows:
where j denotes the level of the scaling or wavelet functions, and Φ j (Ψ j ) is the function space spanned by the scaling functions (wavelet functions) on level j; then b m ∈ Ψ j 0 ;∞ andb n ∈ Ψ j 0 ;∞ verify the biorthogonality relation b m ;b n δ m;n . The boundary conditions are satisfied explicitly in our method. Due to the boundary adaption of the wavelet element, which is a set of wavelet bases defined on the interval [0,1], we are able to do this by modifying only a few wavelet bases. We define the idea of boundary adaption [20, 22] as follows: a system of functions F: ff 1 ; …; f m g is called boundary adapted if at each boundary point only two functions and their firstorder derivative are not vanishing; precisely,
One period of the grating is subdivided into two subdomains according different media, and each subdomain is mapped to a simple reference domain-here the interval of [0,1]. Matching wavelet bases along the interfaces according to boundary conditions leads to a wavelet system satisfying the boundary conditions on the whole domain. For the matching procedure, see Appendix A.
The eigenfunctions g l x are described as follows:
where b m are the wavelet bases defined on the two subdomains, i.e., b m ∈ Ψ I ∪Ψ II . Substituting Eq. (17) into Eq. (10), we get 
By performing integration by parts, we are able to reduce the derivative to the first-order and obtain
where Γ denotes the boundary. Let us set
Equation (20) is then written as follows:
where A 1 A 2 ; A 3 is a matrix, for which the elements are
nm , respectively). The vector c l is a column vector formed by the coefficients c ml . Since by construction the wavelet bases and their dual sides are of the same cardinality, the matrices A 1 , A 2 , and A 3 are all square matrices and the eigenvalue problem can be solved numerically. There are three kinds of bases: (i) the scaling functions, (ii) the wavelet functions, and (iii) a linear combination of the scaling functions and the wavelet functions. The scaling function and wavelet function verify a two-scale relation:
where fh n g n∈Z and fg n g n∈Z are filter banks that provide a full determination of the wavelets. Some scaling functions and wavelets adapted to the end point or in the interior are shown in Fig. 2 . They are constructed from the Cohen-DaubechiesFeauveau wavelets [23] . In order to obtain the matrices A 1 , A 2 , and A 3 we only need to calculate integrals of scaling functions in the form of
The rather lengthy details of calculation of this integral have been described in many publications [24, 25] . The technique mainly relies on the fact that Fz 1 ; z 2 also verifies some twoscale relation. As a consequence, Fn 1 ; n 2 and ∂ z i Fn 1 ; n 2 , with n i an integer, are eigenvectors of a matrix.
CALCULATING THE DIFFRACTION EFFICIENCIES OF THE GRATINGS USING THE S-MATRIX ALGORITHM
Based on the WEM presented in Section 3, we can find N numerical eigenmodes in region D 1 by solving the N×N matrix eigenvalue problem Eq. (24) . The last step in solving the grating problem is the resolution of a linear system deduced from the boundary matching conditions Eqs. (13) and (14), which can be analyzed by the S-matrix concept [26] . The field in region D 1 is expanded by the numerical eigenmodes. By using only a portion of the numerical eigenmodes in the field expansion, the accuracy can be improved, and the number is denoted by M. The authors of [14] claim that not all numerical eigenmodes are accurate approximations of the true modes. Meanwhile, the authors of [27] provide a detailed explanation that indicates that some eigenfunctions are wrongly represented by their truncated Fourier spectrum. The numbering of the eigenmodes is in ascending order in the modulus of their eigenvalues. The field in region D 1 is approximated by the following truncated eigenmode expansion:
The boundary condition Eq. (13) can be written in matrix form as follows:
where β 1 and β 2 are diagonal matrices with diagonal elements β 
Since the wavelet we choose is the cardinal B spline, the integral above can be calculated analytically. We define an operator T:
Then Eq. (28) is written as
The field in region D 1 can be seen as a superposition of upward-and downward-propagating waves. To link the waves in region D 2 and region D 0 , a layer s matrix S 21 is defined as follows:
where χ is a diagonal matrix with diagonal elements expiβ
where a 0 and b 0 are column vectors with elements a l and b l expiβ 1 l h. Similarly, the boundary condition (14) leads to 
where 
where S 20 S 0 S 21 , and the star product is defined as Eq. (23a) in [26] . Finally, the reflected and transmitted waves can be calculated directly by Eq. (39). The method is also suitable for grating stacks that have many layers. In that case the S-matrix recursion is expressed by the star product of many matrices.
NUMERICAL RESULTS
In the AMM [28] , the eigenvalues for TM polarization are computed exactly as zeros of the transcendental equation:
. By Eq. (40) we can determine the accuracy of an eigenvalue, according to which we choose the number of retained numerical eigenmodes in the eigenmode expansion Eq. (27) . For computing the numerical eigenmodes, we set up an N×N matrix A in Eq. (24) , where N is the number of wavelet bases for one period of the grating. The grating is subdivided into two subintervals in the x direction as presented in Section 3. The wavelet bases for each subinterval are nearly the same except some bases near the boundary, and the refractive index is piecewise constant; therefore, the matrix A is obtained in an assembling way, which could reduce the cost of computing by half. For a fair comparison we compare our method with an FMM using N f Fourier modes where N f ≈ N. An interesting property of wavelets (both primal and dual) is the number of vanishing moments defined by the greatest number Q such that
Generally, the smoother the wavelets appear, the greater the number of vanishing moments is, and the better the approximation that can be obtained. We adopt the bior3.5 wavelet [23] to construct the wavelet bases. The wavelet name "bior3.5" indicates that the number of vanishing moments of the primal wavelets is 3 and that of the dual wavelets is 5. We also construct wavelet bases based on bior5.5 to solve the problem for comparison. Three examples are considered in this section:
(1) A metallic grating (2) A dielectric grating (3) An ideal lossless metallic grating
The first example has previously been analyzed by many authors. It concerns a metallic grating in a resonance configuration, with the following parameters: L h λ 1, p 0.5, θ 30°, υ 2 υ 11 1, and υ 12 υ 0 0.22 6.71i. The convergence behavior of the eigenvalue with the smallest modulus is illustrated in Fig. 3(a) for the case of TE polarization and in Fig. 3(b) for that of TM polarization. Let ξ β 1 2 . The error jξexact − ξNj∕jξexactj is plotted versus the truncation number for the FMM and the WEM. The exact eigenvalue ξexact is computed by Eq. (40). The FMM provides a better approximation for the small truncation orders. But the overall convergence speed is significantly lower. We can see the improvement of the WEM versus the FMM. We can also observe that the curve for the FMM is much smoother. As is known, for Fourier bases expinx, the oscillation and approximation are improved directly with n, which is half of N f . The similar character of the wavelet can be improved by increasing the level or number of vanishing moments. However, there are about 2 j basis functions on level j, and the number of vanishing moments will not change for a certain wavelet. It is clear that by increasing the number of vanishing moments, we can achieve a higher accuracy for the WEM.
The TM polarization is a typical case of a field presenting a strong discontinuity. Indeed, the first-order derivative of the eigenfunctions are discontinuous at x pL. Figure 4 shows the first-order derivative of eigenfunction associated to the eigenvalue β 1 1 2 7.8674 0.2723i. In this figure we compare g 1 x obtained by the FMM and WEM (bior5.5). In the case of the FMM with N f 101, the Gibbs phenomenon remains visible close to the discontinuity. However, WEM with N 116 allows us to eliminate these oscillations. We list the diffraction efficiency of the zeroth reflected order obtained by the two methods in Table 1 . We observe that the WEM based on bior5.5 gives four correct digits (0.8485) for N 244 and M 85, and the WEM based on bior3.5 has four correct digits for N 370 and M 78, while the FMM still has only three correct digits with N f 505. A similar comparison for the TE polarization is given in Table 2 , where approximate values of the diffraction efficiency of the minus-first reflected order (RE −1 ) are listed. It appears that our method gives six accurate digits with N 244, M 95 (bior5.5) and N 370, M 90 (bior3.5), while the FMM has four correct digits for N f 249. The number of correct digits is obtained from the table of convergence, which can also be verified in [6, 14] .
The second example is a dielectric lamellar grating with the following parameters: L h λ 1, p 0.5, θ 30°, υ 2 υ 11 1, and υ 12 υ 0 4. The results for TM polarization are given in Table 3 , where the diffraction efficiencies of the minus-first transmitted order (TE −1 ) are listed. As in [14] , the FMM seems more suitable for the dielectric case. Still the WEM with a larger number of vanishing moments gives more accurate results. In Table 4 , we show the diffraction efficiency of the minus-first reflected order (RE −1 ) obtained by the FMM and the WEM. We observe that the performances of these two methods are nearly identical.
The third example is nearly identical to the first example, except that the metal is assumed to be lossless. Therefore, the parameters are the same as in the first example except that υ 12 υ 0 6.71i. In Fig. 5 and Table 5 , we compare the diffraction efficiencies of the zeroth reflected order obtained by our method and the FMM for the TM case. We can observe that for N 500, the WEM (bior5.5) gives five correct digits, while FMM has only three correct digits for N f 505. Note that the WEM (both bior3.5 and bior5.5) gives four correct digits Table 6 , where the diffraction efficiency of the minus-first reflected order (RE −1 ) is listed. For N 244 and M 95, we obtain a result with six correct digits (0.848986), while the FMM result for N f 249 has only four correct digits.
In Table 7 we list the matrix size for four correct digits in examples 1 and 3 to compare our method with the MMGE and PSMM(f). Clearly, the WEM cannot compete with MMGE and PSMM(f), particularly the MMGE that can reach high accuracy with rather small matrix size. There may be two reasons for this. As is known, by increasing the spatial resolution around the discontinuities of the permittivity function [29] or nonuniform sampling [16] , the accuracy can be improved. Although the wavelet bases are boundary adapted by construction, the spatial resolution of basis functions near the boundary is decreased (Fig. 2) . The other reason lies in the structure of the wavelet bases. The basis functions consist of wavelets on different levels, and they get the same spatial resolution on the 
CONCLUSION
In this paper, an efficient modal method, i.e., the wavelet method, is presented for lamellar diffraction gratings or grating stacks, in which the boundary adaption of the wavelet element is extended to a first-order derivative. Because of the boundary adaption, we can construct wavelet bases that satisfy the boundary condition exactly by matching them on the interfaces, which means that the Gibbs phenomenon can be avoided. Comparison results show that the WEM performs better than the standard version of the FMM. Two wavelet elements are adopted according to different materials of the gratings in the computation, and the cost of computation can be cut in half when the refractive index profile is piecewise constant. This method is also applicable to structures with graded index distributions. A single wavelet base covers only a portion of the interval; therefore the truncation procedure is carried out in such a way that the discarded wavelet bases are evenly distributed on each level. By improving the number of vanishing moments, we can get a better convergence, which will increase the length of filter bank and make it more complicated to compute the wavelet integral. In our method, not all numerical eigenmodes are used to expand the field in the grating region, and the number of used eigenmodes is determined by the eigenvalue's transcendental equation. Although the method does not seem to be as efficient as other modal methods, such as the MMGE and PSMM(f), a similar technique to the adaptive spatial resolution and a more efficient way to organize the wavelet bases can be developed for the WEM.
APPENDIX A This is an underdetermined system of equations for the coefficients. A similar result can be obtained for the dual sides, which will be denoted by a superscript "∼." There are two matched scaling functions as well as the dual sides, and they are biorthogonal; i.e., 
where m, n ∈ f1; 2g. The two sets of coefficients for the matched prime scaling functions can be written as
where span (X 1 , X 2 ) is the null space of F, and B consists of the unknowns. The coefficients for the matched dual scaling functions have the same form. By construction, the prime scaling function and its dual sides are biorthogonal; therefore, Eq. (A3) can be written as 
