The validity of the Parisi formula in the Sherrington-Kirkpatrick (SK) model was initially proved by Talagrand [12]. The central argument relied on a careful study of the coupled free energy using the Guerra-Talagrand (GT) replica symmetry breaking bound. It is believed that this bound is highly related to the conjectures of chaos and ultrametricity in the SK model, but a completely investigation is still far from been reached. Motivated by the theory of optimal stochastic control, we present a new approach to analysing the Parisi functional and the twodimensional GT bound in the mixed p-spin model. We first compute the directional derivative of the Parisi functional and obtain equivalent criteria for the Parisi measure. Next we demonstrate how our approach provides an efficient control for the GT bound and yield several results on the positivity of the overlap and disorder chaos problem. In particular, these include new examples of the models containing odd p-spin interactions.
Introduction and main results
In 1979, G. Parisi predicted a variational formula for the computation of the limiting free energy in the Sherrington-Kirkpatrick (SK) model. Its validity was rigorously established by Talagrand [12] following the beautiful discovery of Guerra's replica symmetry breaking scheme [8] . In a more general situation, Parisi's formula was later shown to be valid in the mixed p-spin models by Panchenko [11] . More precisely, we now introduce the mixed p-spin model and the Parisi formula as follows. Let (β p ) p≥2 be a sequence of nonnegative real numbers with β p > 0 for at lest one p and p≥2 2 p β 2 p < ∞. Define for any two spin configurations σ 1 and σ 2 from Σ N , where R 1,2 := N −1 σ 1 ·σ 2 is the overlap between σ 1 and σ 2 . The mixed p-spin model is defined on Σ N and its Hamiltonian takes the form
Here the sequence (β p ) p≥2 is called the (inverse) temperature parameter and h ∈ R denotes the strength of the external field. Let M be the space of all probability measures on [ 
Here, since α µ is a step function, Φ µ can be explicitly solved by performing the Hopf-Cole transformation. It is known in Guerra [8] that the mapping µ → Φ µ is Lipschitz from (M d , d) to C([0, 1]×R). This allows us to define Φ µ continuously to M. In particular, if µ is continuous, then Φ µ solves (2) . Throughout this paper, we shall call Φ µ the Parisi PDE solution for any µ ∈ M. Define the Parisi functional P on M as P(µ) = log 2 + Φ µ (0, h) − 1 2 
It was recently shown in Auffinger and Chen [2] that the Parisi functional is strictly convex, which concludes the uniqueness of the minimizer. We will call such minimizer the Parisi measure and denote it by µ P . In order to classify the structure of µ P , we say that the Parisi measure is replica symmetry (RS) if it is a Dirac measure, is k replica symmetry breaking (kRSB) if it is atomic with exactly k + 1 jumps and is full replica symmetry breaking (FRSB) if otherwise.
In view of Talagrand's approach [12] to proving (3), the essential ingredient was played by a twodimensional extension of Guerra's replica symmetry breaking bound [8] for the coupled free energy with constrained overlaps. Later its fully generalization, for which we shall call the Guerra-Talagrand (GT) bound in this context, was presented in Section 15.7 [13] with the desire of understanding the problems of chaos and ultrametricity in the SK model. In the two-dimensional case, Talagrand's methodology in [12] was pushed forward to deduce two essential properties about the overlap in the mixed even-spin model. The first is known as the strong positivity of the overlap established by Talagrand [13, Section 14.10] ; the second is the strong chaos in disorder resulting from the decoupling of the disorder by Chen [5] . After these results, it was technically very difficult to carry the GT bound any further to verify physicists' predictions. The obstacle is mainly due to the highly nontrivial choice of the parameters that relates to the convariance structure of some Gaussian random variables in the GT bound, see (14) below. The optimal choice seems to connect to the validity of certain Gaussian inequality for product of functions yet to be discovered.
The main goal of this paper is to present a new method, motivated from the theory of optimal stochastic control, to analyse the Parisi functional as well as the two-dimensional GT bound. We show that this approach not only avoids significantly many technicalities and covers what were known before in [5, 13, 14] , but also yields several new results. First, we compute the directional derivative of the Parisi functional and give equivalent criteria for the Parisi measure. As an immediate application, we generalize Toninelli's theorem [14] on the replica symmetry breaking behavior of the SK model above the Almeida-Thouless transition line. In addition, we extend Talagrand's characterization [13, Theorem 13.4 .1] of the high temperature region for the SK model to arbitrary levels of replica symmetry breaking regions for any mixed p-spin models. Second, we establish a variational representation for the two-dimensional Parisi PDE solution in terms of an optimal stochastic control problem and use this to give a new formulation of the original GT bound. In the end, we demonstrate how to use this new form to derive results on the positivity of the overlap and chaos problem in disorder in mixed p-spin models. With proper chosen temperature parameters, our results cover new examples of the models allowing odd p-spin interactions. We now proceed to state our main results in the following three subsections.
Some properties of Parisi's functional and measure
Our approach to understanding the Parisi functional is via a variational representation for the Parisi PDE solution. Consider a standard Brownian motion B = {B(r), F r , 0 ≤ r ≤ 1}, where (F r ) 0≤r≤1 satisfies the usual condition. For 0 ≤ s < t ≤ 1, let D[s, t] be the collection of all progressively measurable processes u with respect to (F r ) s≤r≤t satisfying sup s≤r≤t |u(r)| ≤ 1. We equip the space D[s, t] with the norm u = ( t s Eu(w) 2 dw) 1/2 . Let ξ and h be fixed. Set ζ = ξ ′′ . For µ ∈ M, we define a functional
for u ∈ D[s, t] and x ∈ R, where
The Parisi PDE solution can be expressed as Theorem 1 ([2, Theorem 3 and Proposition 3]). We have
Here, the maximum is attained by u µ (r) = ∂ x Φ µ (r, X(r)), where (X(r)) s≤r≤t satisfies
In addition, the maximizer is unique if α µ > 0 on [s, t] and t s α µ (r)dr < 1.
Here and thereafter, the existence of the partial derivatives of ∂ x Φ µ and ∂ xx Φ µ is ensured by [1, Proposition 2] . The variational representation (5) appeared originally from the study of the strict convexity of the Parisi functional, see Auffinger and Chen [2] . Its derivation was motivated by Fleming and Soner [7, Chapter VI] and Boué and Dupuis [3] . In particular, letting (s, t) = (0, 1) in Theorem 1, the Parisi functional reads P(µ) = log 2 + max
Our first main results below are the directional derivative of the Parisi functional and the equivalent criteria for the Parisi measure.
for all µ ∈ M, where d dθ P(µ θ ) θ=0 is understood as the right derivative at 0 and u µ 0 is the maximizer of (5) using µ 0 and (s, t) = (0, 1). In addition, the following are equivalent (i) µ 0 is the Parisi measure.
(ii)
The equivalence of (i) and (ii) is mainly due to the strict convexity of the Parisi functional. The criterion (iii) essentially says that if one could not lower the Parisi functional by adding one more jump to µ 0 , then µ 0 must be the Parisi measure. There are two immediate consequences that can be drawn from this theorem. For convenience, we set M k for k ≥ 0 to be the collection of all members in M d consisted of no more than k + 1 atoms. In particular, M 0 denotes the space of all Dirac measures on [0, 1]. The first consequence ravels some information about the support of the Parisi measure. Proposition 1. Let S be the support of µ P . For all q ∈ S,
where (X(s)) 0≤s≤1 satisfies the following stochastic differential equation,
Remark 1. Suppose that µ P is a Dirac measure at some q ∈ [0, 1]. A direct computation gives
for some standard Gaussian random variable z. Since α µ P = 0 on [0, q), Theorem 1 reads
Here the first equation can also be derived by the fact that q minimizes P over all M 0 . In other words, if q ∈ [0, 1] minimizes the Parisi functional over M 0 and the Almeida-Thouless criterion, (10) , is violated, then the Parisi measure can not be RS. This generalizes Toninelli's theorem [14] , where he established the same statement for the SK model ξ(s) = β 2 s 2 /2.
Remark 2. Consider the SK model without external field, ξ(s) = β 2 s 2 /2 and h = 0. We now argue that the fully temperature regime of replica symmetry solutions is characterized by µ P = δ q if and only if β ≤ 1 and q = 0. To see this, note from [1, Theorem 1] that 0 is always in the support of the Parisi measure. Thus, it suffices to show that µ P = δ 0 if and only if β ≤ 1. If µ P = δ 0 and β > 1, we will obtain a contradiction as (10) is violated. Conversely, suppose β ≤ 1. The use of Itô's formula and (2) gives
and hence,
Therefore, for all µ ∈ M,
and Theorem 2 implies that δ 0 is the Parisi measure.
The second consequence of Theorem 2 is a generalization of Talagrand's characterization [13, Theorem 13.4 .1] of the high temperature region for the SK model ξ(s) = β 2 s 2 /2, where he defined it as the collection of all β such that inf µ∈M 1 P(µ) = P(µ 0 ) for some µ 0 ∈ M 0 . For any such β, he proved that µ 0 will automatically be the Parisi measure. With the help of Theorem 2 (iii), this result can be generalized to replica symmetry breaking solutions at any level.
Proposition 2. Consider arbitrary ξ and h. Let k ≥ 0 and µ 0 be the optimizer of P over M k . If
then µ 0 is the Parisi measure.
The usefulness of this proposition can be seen from the practical simulation for the Parisi measure. Note that if we restrict P to M k , then it is a function depending only on 2k + 1 variables on a compact subspace M k of R 2k+1 . Starting from the case k = 0, if (11) is satisfied, then one can stop and obtain the RS solution; otherwise one must proceed to the case k = 1 and continue this process. If eventually there is a smallest integer k ≥ 0 such that (11) is obtained, then one gets a kRSB solution. In the case that (11) fails for all k ≥ 0, this would be an indication to support the prediction that the Parisi formula could possess a FRSB solution in certain temperature regime. For more conjectured properties about the Parisi measures and partial results along this direction, the readers are referred to Auffinger and Chen [1] .
A variational representation for the two-dimensional GT bound
The two-dimensional GT bound in the setting of [13, Theorem 15.7] is formulated as follows. Consider two mixed p-spin Hamiltonians corresponding to (H 1 N , h 1 ) and (H 2 N , h 2 ), where h 1 , h 2 ∈ R and H 1 N , H 2 N are jointly Gaussian processes indexed by Σ N with mean zero and covariance could reach. Fix q ∈ S N . Assume that (y ℓ p ) 0≤p≤k for 1 ≤ ℓ ≤ 2 are jointly centered Gaussian random variables such that for certain real sequences (ρ
we have Ey
. Theorem 3 (Guerra-Talagrand [13, Theorem 15.7.3] ). Let (m p ) 0≤p≤k be a sequence with m 0 = 0 < m 1 < · · · < m k−1 < m k = 1. Under the assumptions stated above, we have that
where 
Assume that these functions are differentiable everywhere except at a finite number of points, on which the right derivatives exist. For any s ∈ [0, 1], we define
Here, the right-hand side is understood as the right derivatives if one of ρ ℓ,ℓ ′ 's is not differentiable. We suppose that T (s) is positive semi-definite and its operator norm T (s) is uniformly bounded above by some constant K > 0. For µ ∈ M d , we consider the classical solution Ψ µ to the two-dimensional Parisi PDE,
for (λ, s, x) ∈ R × [0, 1) × R 2 with terminal condition
The assumption µ ∈ M d guarantees the existence of the solution by an usual application of HopfCole transformation. One may refer to Lemma 3 below for the precise formula of the solution. Our first main result here says that one may extend the function Ψ µ to all µ ∈ M.
Theorem 4. For any µ, µ ′ ∈ M d , we have that
This theorem allows us to define Ψ µ = lim n→∞ Ψ µn for arbitrary µ ∈ M by taking any {µ n } n≥1 ⊂ M d with weak limit µ. In what follows, we proceed to give an analogue of the variational representation (5) for Ψ µ . Denote by B = {B(r) = (B 1 (r), B 2 (r)), G r , 0 ≤ r < ∞} a two-dimensional Brownian motion, where (G r ) r≥0 satisfies the usual conditions. For 0 ≤ s < t ≤ 1, denote by D[s, t] the space of all two-dimensional progressively measurable processes v = (v 1 , v 2 ) with respect to (G r ) s≤r≤t satisfying sup s≤r≤t |v 1 (r)| ≤ 1 and sup s≤r≤t |v 2 (r)| ≤ 1. Endow the space D[s, t] with the norm
Similar to the formulation of (4), we define a functional
The variational representation for Ψ µ is given below.
Theorem 5. We have
Here the maximum of (19) is attained by v µ (r) = ▽Φ µ (λ, r, X(r)), where the two-dimensional stochastic process (X(r)) s≤r≤t satisfies
Finally, we introduce a new formulation of the GT bound in terms of Ψ µ .
Theorem 6 (Guerra-Talagrand). Suppose that T is positive semi-definite for all s. Then
Typically to use this bound, one needs to first find parameters λ and ρ ℓ,ℓ ′ depending on q such that the right-hand side is less than or equal to 2P(µ P ) for any q ∈ [−1, 1]. In the next subsection, we shall see that this could be achieved in the case of ξ 1,1 = ξ 2,2 and h 1 = h 2 , but the general situation remains mysterious.
Positivity of the overlap and chaos in disorder
Consider two mixed p-spin models (H 1 N , h 1 ) and (H 2 N , h 2 ) from (12) . Denote by G 1 N and G 2 N the Gibbs measures associated to these two systems respectively. We now restrict our attention to the case that ξ 1,1 = ξ 2,2 = ξ and h 1 = h 2 = h. Then the two systems share the same Parisi measure µ P . Let η be the smallest number in the support of µ P . Under this situation, the control of (21) turns out to be feasible and allows us to derive two fundamental results in the mixed p-spin model. The first is the positivity principle of the overlap.
Theorem 7 (Positivity of the overlap). Let h
There exists some q * ∈ [0, η] such that if either (i) ξ is even and h = 0 or (ii) ξ is not even and
is nondecreasing for s ∈ (0, 1], then for any ε > 0,
where q * = η if ξ is even and q * = 0 if h = 0.
Remark that using the Gaussian concentration of measure inequality and the Parisi formula, (23) implies that there exists some K 0 > 0 such that Our main contribution here is the case (ii), where we allow odd p-spin interactions in the Hamiltonians, but we do not assume h = 0. The positivity is now caused mainly by the odd p-spin interactions rather than the external field. Here is an example of the case (ii).
, where β 2p and β 2p+1 satisfy
It is easy to verify that this condition ensures the convexity of ξ on [−1, 1]. Since
is nondecreasing on (0, 1], (ii) in Theorem 7 is satisfied.
Another remarkable phenomenon that has been observed physically in several spin glass models is called chaos in dosrder. It is concerned with the question about how sensitive the system would be subject to the decoupling of the disorder. More precisely, in our setting we consider again ξ 1,1 = ξ 2,2 = ξ and h 1 = h 2 = h, but the covariance ξ 1,2 = ξ 2,1 is not equal to ξ. In other words, the disorders in two systems are decoupled. Chaos conjecture states that the overlap between two systems will be concentrated at a single value. We prove that this statement holds true at the free energy level. Here is our main result.
Theorem 8 (Disorder chaos). Suppose that h
are both nondecreasing on (0, 1] and
for s ∈ [−1, 1] \ {0}. Then there exists some q * ∈ [−1, 1] such that for any ε > 0, lim sup
Similar to the argument of (24), (27) says that there exists some K 0 > 0 such that
for all N ≥ 1. Therefore, the overlap is essentially concentrated at q * . We emphasize that this is a completely different behavior comparing to the original overlap in the mixed p-spin model, where its limiting distribution is nontrivial outside of the replica symmetric region, see Examples 1 and 2 in [10] . We consider two examples of ξ and ξ 0 .
Example 2 (mixed even p-spin models). Let h
2p s 2p and ξ 1,2 = ξ 2,1 = ξ 0 = tξ for some t ∈ (0, 1). This setting was firstly considered by Chatterjee [4] , where he obtained chaos in disorder by showing that the overlap is concentrated around 0 provided with moment estimates when there is no external field h = 0. Later Chen [5] proved (27) in the presence of external field h = 0. One can easily check that ξ and ξ 0 are convex functions and (25) and (26) are satisfied. So Theorem 8 proves disorder chaos irrespective the presence or absence of the external field.
The main merit of Theorem 8 is that it also covers the mixed p-spin models containing odd p-spin interactions as long as the temperature parameters are chosen properly.
Since c < 1 and t ∈ [0, 1), one can easily show that ξ 0 is convex on [−1, 1]. In addition, since
cs , a direct differentiation with respect to s and using t ∈ [0, 1) imply that they are both nondecreasing on (0, 1]. On the other hand,
for all s ∈ [−1, 1] \ {0}. Therefore, Theorem 8 implies disorder chaos.
Structure of the paper
This paper is organized as follows. In Section 2, we will prove the main results in Subsection 1.1 using the variational representation for the Parisi PDE in Theorem 1. We then continue to prove Theorems 4, 5 and 6 in Section 3. Finally, the results of positivity of the overlap and disorder chaos will be derived in Section 4.
Directional derivative of the Parisi functional
The main results stated in Subsection 1.1 will be established here. Throughout this section, we shall use the variational representation formula (5) for Φ µ (0, x) with (s, t) = (0, 1). Recall the associated maximizer u µ from (6 
is odd, one-to-one and uniformly bounded by 1. In addition, the process u µ satisfies
The second lemma will deal with the issue of taking derivative for maximum functions.
Lemma 2. Let K be a metric space and I be an interval with right open edge. Let f be a real-valued function on K × I and g(y) = sup a∈K f (a, y). Suppose that there exists a K-valued continuous function a(y) on I such that g(y) = f (a(y), y) and ∂ y f is continuous on K × I, then g is rightdifferentiable with derivative ∂ y f (a(y), y) for all y ∈ I.
Proof. Let y ∈ I. Consider any h > 0 that satisfies y + h ∈ I. Observe that
On the other hand, we also have
for some y(h) ∈ I with y(h) → y as h ↓ 0, where the last equation used the mean value theorem. Finally, using the continuity of ∂ y f , we obtain lim sup h↓0 h −1 (g(y + h) − g(y)) ≤ ∂ y f (a(y), y). This finishes our proof.
Proof of Theorem 2. Define
Its partial derivative with respect to θ is clearly continuous on D[0, 1]×[0, 1] and a direct computation gives
Since {u µ θ (r)} 0≤r≤1 is a martingale from Lemma 1, the first term can be computed as
and thus,
Applying Lemma 2 gives (7). From (7), if µ 0 is the Parisi measure, then (ii) clearly holds. Assuming (ii), we note that for any ε > 0, there exists some δ > 0 such that P(µ θ ) − P(µ 0 ) ≥ −εθ whenever 0 < θ < δ. This and the convexity of P imply
Therefore, P(µ) ≥ P(µ 0 ) − ε. Since this inequality is true for all ε > 0, we have that P(µ) ≥ P(µ 0 ). In other words, µ 0 is the minimizer of the Parisi functional and the uniqueness of the Parisi measure [2] implies that µ 0 = µ P . So (ii) implies (i). Finally, we finish our proof by proving that (iii) yields (ii). Let µ ∈ M k for some k ≥ 0. Write µ = k p=0 a p δ qp with a p ≥ 0 and k p=0 a p = 1. Define µ p = δ qp and µ p θ = (1 − θ)µ 0 + θµ p . Now applying (iii) to µ p , we obtain
and thus, using k p=0 a p = 1 and a p ≥ 0,
Here the second equation used the observation that α µ = k p=0 a p α µ p . Since this inequality holds for arbitrary probability measures in M d , an approximation argument using the definition of the right derivative of P implies that
So we obtain (ii).
Proof of Proposition 1. First we claim that (8) and (9) hold for q ∈ S ∩ (0, 1). Assume q ∈ S ∩ (0, 1) is isolated. Define µ 1 , µ 2 ∈ M such that
From Theorem 2, we have
Note that α µ P (q) > α µ P (w) for w ∈ [q − ε, q) and α µ P (q−) < α µ P (w) for w ∈ [q, q + ε]. Since Eu µ P (r) 2 is a continuous function, the inequalities (28) imply that there exists some ε 0 > 0 such that Eu µ P (w) 2 ≥ w on [q − ε 0 , q] and Eu µ P (w) 2 ≤ w on [q, q + ε 0 ], which clearly gives (8) . Now suppose that q is an accumulation point of S ∩ (0, 1). Then there exists (q n ) n≥1 ⊂ S ∩ (0, 1) such that either q n ↑ q or q n ↓ q. Assuming the first case, we consider µ 3 , µ 4 ∈ M defined through
From the condition q n ↑ q, we see that α µ P (q) > α µ P (w) and α µ P (q − ε) < α µ P (w) for w ∈ [q − ε, q). The inequality (29) then gives Eu µ P (w) 2 ≥ w for all w sufficiently close to q from the left-hand side.
On the other hand, since q n ↑ q, the inequality (30) implies that Eu µ P (w) 2 ≤ w for all w sufficiently close to q again from the left-hand side. Therefore, Eu µ P (w) 2 = w on [q − ε ′ 0 , q] for some ε ′ 0 > 0. Similarly, the case q n ↓ q also implies Eu µ P (w) 2 = w on [q, q + ε ′′ 0 ] for some ε ′′ 0 > 0 by using
These yield (8) . To show (9), we note that from Lemma 1,
From the preceding discussion, we see that either Eu µ P (w) 2 ≤ w on [q, q ′ ] for some q ′ > q or Eu µ P (w) 2 ≥ w on [q ′′ , q] for some q ′′ < q. If we are in the first situation, then for all s ∈ [q, q ′ ], (31) implies
and hence (9) . In the second situation, the same argument also yields
for all s ∈ [q ′′ , q], which concludes (9) and completes the proof of our claim. Finally, note that Lemma 1 yields Eu µ P (r) 2 < 1 for all 0 ≤ r ≤ 1. If 1 ∈ S, one may take µ = δ 0 and µ 0 = µ P in (7) to obtain a contradiction since d dθ P(µ θ )| θ=0 < 0. Hence, 1 / ∈ S. If now 0 ∈ S, then no matter it is an isolated point or an accumulation point of S, one can argue exactly in the same way as above to obtain Eu µ P (w) 2 ≤ w for all w ∈ [0, ε 0 ] for some ε 0 > 0. Consequently,
for all s ∈ [0, ε 0 ], we obtain (9) with q = 0. This finishes our proof.
Proof of Proposition 2. For any
, it follows from (11) that 3 The optimal stochastic control problem for Ψ µ
In this section, we will prove Theorems 4, 5 and 6 following the ideas mostly from [2] . Our argument relies on the following calculus lemma, which provides an explicit expression for the function Ψ µ when µ ∈ M d . We shall defer the proof of this lemma to Appendix. 
where (y 1 (s), y 2 (s)) is a two-dimensional Gaussian random vector with mean zero and covariance,
Proof of Theorem 5 for µ ∈ M d . Suppose that µ is atomic with jumps at {q p } k p=1 , where q p < q p+1 for 1 ≤ p ≤ k −1. Let q 0 = 0, q k+1 = 1 and m p = α µ (q p ) for 0 ≤ p ≤ k. Without loss of generality, we may assume that the non-differentiable points of ρ ℓ,ℓ ′ are located at {q p } k p=1 and in addition, q j = s and q j ′ = t for some 0 ≤ j < j ′ ≤ k + 1. Note that since (y 1 p (s), y 2 p (s)) equals q p+1 s T (w) 1/2 dB(w) in distribution for each s ∈ [q p , q p+1 ] and 0 ≤ p ≤ k, we can write by Lemma 3,
We claim that
For v ∈ D[s, t], set
Define conditional probability measureP(A) = E[1 A Z p |G qp ] and setB(r) = r qp m p T (w) 1/2 v(w)dw + B(r) for r ∈ [q p , q p+1 ]. We useẼ to denote the expectation with respect toP. Since the Girsanov theorem [9, Theorem 5.1] says thatB is a standard Brownian motion starting from B(q p ) underP, we can write 
for all j ≤ p < j ′ . Using this and conditional expectation, a decreasing iteration argument over p from j ′ − 1 to j gives
Since this is true for arbitrary v ∈ D[s, t], this gives (34).
Note that since |∂ x 1 Ψ µ (λ, 1, ·)| and |∂ x 2 Ψ µ (λ, 1, ·)| are uniformly bounded above by 1, Lemma 3 combined with an iteration argument using (33) yields that |∂ x 1 Ψ µ (λ, r, ·)| and |∂ x 2 Ψ µ (λ, r, ·)| are also uniformly bounded by 1 for any s ≤ r ≤ t, which clearly imply that v µ ∈ D[s, t]. Therefore, to finish the proof, it remains to show that F s,t µ (λ, v µ , x) = Ψ µ (s, x). To this end, we define
Observe that
The use of Itô's formula and (17) implies
and thus, dY = 0, which means that F
. This finishes our proof.
Proof of Theorem 4. Let
the mean value theorem implies
where the last inequality used T (w) ≤ K and |v(w)| ≤ √ 2. Also, we know that
Combining these two inequalities together leads to
and hence the announced inequality by applying (19).
Proof of Theorem 5 for arbitrary µ. This part of the proof relies on a standard approximation by using a sequence of atomic {µ n } n≥1 with weak limit µ. Just like the facts that ∂ x i Φ µ is uniformly bounded by 1 and lim n→∞ ∂ x i Φ µn = ∂ x i Φ µ uniformly for i = 1, 2, one may imitate the same approach as the appendix in [1] to show that |∂ x i Ψ µ | ≤ 1, ▽ 2 Ψ µ ≤ C and lim n→∞ ▽ i Ψ µn = ▽ i Ψ µ uniformly for i = 1, 2. These give the existence of the SDE (20) and will lead to (i) and (ii) by using the results for atomic measures we established above and the same argument as the proof of [2, Theorem 3] . As the details are quite routine and follow exactly in the same lines, we will not reproduce them here.
Proof of Theorem 6. By the virtue of the Lipschitz property of µ → Ψ µ with respect to the metric d, it suffices to justify (21) for atomic µ with jumps at {q p } k p=1 , where q p < q p+1 for all 1 ≤ p ≤ k − 1. Let q 0 = 0 and q k+1 = 1. Without loss of generality, we may also assume that the non-differentiable points of ρ ℓ,ℓ ′ are all at {q p } k p=1 . Set
for 0 ≤ p ≤ k + 1. Note that (13) follows from (15). Since
the assumption T (s) ≥ 0 implies that
for all x ∈ R 2 . So the matrix on the right-hand side is positive semi-definite, which ensures that we can construct Gaussian random vectors (y ℓ p , y ℓ ′ p ) with mean zero and covariance
Now we apply Theorem 3 with the choice m p = µ([0, q p ]) for 0 ≤ p ≤ k to get (14) as follows. Recall the definition of Y p for 0 ≤ p ≤ k + 1 from Theorem 3. Define
and
and for ℓ = ℓ,
Consequently,
Putting all these together into (14), we obtain (21).
The control of the GT bound
This section is devoted to proving Theorems 7 and 8 in Subsection 1.3. Suppose that H 1 N and H 2 N are two Gaussian Hamiltonians with mean zero and covariance
where ξ and ξ 0 are of the form (1) and convex on [
Then the two mixed p-spin models (H 1 N , h) and (H 2 N , h) share the same Parisi measure µ P . Recall the two-dimensional GT bound from (21). For fixed q ∈ S N , set
From
, one sees that T ≥ 0 on [0, |q|); also it is clear that T ≥ 0 on (|q|, 1]. These allow us to apply Theorem 6 with arbitrary µ ∈ M to get
Note that the right-hand side of this inequality is indeed well-defined for all q ∈ [−1, 1]. We denote this extension by Λ µ (λ, q) and set Λ(q) = inf λ∈R,µ∈M Λ µ (λ, q). In the following two subsections, we will control Λ(q) using the GT bound in two regions:
, where η is the smallest number in the support of the Parisi measure.
Behaviors of Λ in [−η, η]
We will control Λ in the interval [−η, η] in this subsection. More precisely, we will show that there exists some q * ∈ [−η, η] such that Λ(q) < 2P(µ P ) for all q ∈ [−η, η] and q = q * . Although many of the arguments below have already appeared in [6] and [13, Chapter 14] , for completeness, we will give detailed proofs in the terminology of the variational representation (5) and (19).
Proposition 3.
There exists some q * ∈ [0, η] such that Ψ(q) < 2P(µ P ) for any q ∈ [−η, η] \ {q * }, where q * = η if ξ is even and q * = 0 if h = 0.
The proof of this proposition relies on the following technical lemma.
Proof. Note that for any |q| ≤ s ≤ 1 and
, we can write
Also note that from the terminal condition of Ψ µ at (18),
Using (5) and (19), the equations (39), (40) and (41) yield (37) since
To show (38), let v µ (r) = ▽Ψ µ (0, r, X(r)) be the maximizer for Ψ µ (0, s, x), where X(r) = (X 1 (r), X 2 (r)) follows (20). The key observation is that the use of (37) leads to
is the maximizer of (5) and
from Lemma 2. Using these and Lemma 2 together with (39), (40) and (42), we obtain (38) since
Proof of Proposition 3. We start with the determination of q * . This relies on an auxiliary function f defined by
, where z 1 (q) and z 2 (q) are jointly Gaussian with mean zero and covariance Ez 1 (q) 2 = ξ ′ (η) = Ez 2 (q) 2 and Ez 1 (q)z 2 (q) = ξ ′ 0 (q). We claim that the function f maps [−η, η] into itself and has a unique fixed point q * ≥ 0, where q * = η if ξ = ξ 0 is even and q * = 0 if h = 0. Let us recall from (8) and (9),
Using (43) and the Cauchy-Schwarz inequality, f maps [−η, η] into itself evidently. This also concludes the existence of a fixed point. To see its uniqueness, we apply the Gaussian integration by parts to obtain
Since ξ ′′ 0 (q) ≤ ξ ′′ (|q|) < ξ ′′ (η) for q ∈ (−η, η), using the Cauchy-Schwarz inequality and (44) to this formula leads to f ′ < 1 on (−η, η). So f has a unique fixed point q * . Now observe that f (0) ≥ 0 and f (η) ≤ η. This forces that q * ∈ [0, η]. In particular, if ξ = ξ 0 is even, then (43) implies q * = η; if h = 0, then Lemma 1 yields f (0) = 0 since z 1 (0) and z 2 (0) are independent. These complete the proof of our claim.
Next we proceed to check that
for |q| ≤ η. Consider the variational representation (19) for Ψ µ P (λ, 0, h, h) with (s, t) = (0, η). Since
where from (35), η 0 T (r) 1/2 dB(r) has the covariance structure
.
So we may as well write
Therefore, using (37),
where z is a Gaussian random variable with mean zero and variance Ez 2 = ξ ′ (η) 2 and the last equality used the assumption that α µ = 0 on [0, |q|) and the variational representation (5) for Φ µ (0, h) with (s, t) = (0, η). In addition, applying (38),
Using again α µ P = 0 on [0, |q|], these imply
and thus, complete the proof of (45) and (46). Finally for any q ∈ [−η, η] \ {q * }, from (46) and the first half of the proof, we know ∂ λ Λ µ P (0, q) = 0. Depending on the sign of this quantity, we may decrease or increase λ slightly to obtain Λ µ P (λ, q) < Λ µ P (0, q). As a result, Λ(q) < 2P(µ P ) by (45).
Behaviors of Λ outside of [−η, η]
We continue to investigate the behaviors of Λ for all q / ∈ [−η, η]. Throughout this subsection, we denote ζ(s) = ξ ′′ (s) and ζ 0 (s) = ξ ′′ 0 (ιs) for s ∈ [0, 1]. The following proposition is our main result.
Proposition 4. The following two statements hold.
(i) For −1 ≤ q < −η, if ξ = ξ 0 is even and h = 0, then Λ(q) < 2P(µ P ).
(ii) For |q| > η, if ζ 0 < ζ and ζ/(ζ + ζ 0 ) is nondecreasing on (0, 1], then Λ(q) < 2P(µ P ).
The essential idea to prove this proposition is to construct relevant µ ∈ M depending on q and µ P such that first
and second
Once these are established, it will follow by definition that Λ(q) ≤ Λ µ (0, q) < 2P(µ P ). In order to get (47), one natural choice of µ is via (51) below. The major obstacle then comes from the derivation of (48) for such choice of µ, which will be handled through the variational representation for Ψ µ and Φ µ P . Our first step is the result on the global uniqueness of the maximizer for Φ µ P in the following lemma.
Proof. Let {a i } n i=0 be a regular partition of [s, t] with
Using conditional expectation,
which implies that F 0,a i µ (v i , x)'s are the same for all 0 ≤ i ≤ n. Using this, we obtain that
where
, these and (49) force that conditioning on y i , u ′ i is the maximizer to the variational problem max
. Therefore, applying the local uniqueness of the maximizer for (s, t) = (a i , a i+1 ) in Theorem 1 leads to
, where
Concatenating all these from i = 0 to i = n − 1 together gives the announced result.
Proposition 5. Assume that |q| > η and
is nondecreasing on (0, 1]. Define µ ∈ M by
(i) We have that
where v µ = (v 1 , v 2 ) is the maximizer to the variational problem for Ψ µ (0, 0, x 1 , x 2 ) using (s, t) = (0, |q|).
(ii) Define
then u 1 and u 2 are the maximizers for the variational problem (5) of Φ µ P (0, x 1 ) and Φ µ P (0, x 2 ) using (s, t) = (0, |q|) with respect to the standard Brownian motions B 1 and B 2 , respectively. Moreover, on the interval [η, |q|], they are equal to
where (X 1 (r)) 0≤r≤|q| and (X 2 (r)) 0≤r≤|q| satisfy
Proof. Note that the well-definedness of µ is guaranteed by (50). Here u 1 , u 2 are progressively measurable processes with respect to the filtration (G r ) r≥0 and B 1 , B 2 are (correlated) standard Brownian motions. Denote by
the functionals defined in the same away as (4) by using B 1 and B 2 , respectively. Observe that from (37) and the definition of u 1 , u 2 ,
In addition, noting that a direct computation gives
Combining these together, the variational representations for Ψ µ (0, 0, x) and Φ µ P (0, h) yield (52) since
, this inequality illustrates that u 1 and u 2 are the maximizers to
corresponding to the Brownian motions B 1 and B 2 respectively. Since α µ > 0 on (η, |q|], Lemma (5) concludes (ii).
Proof of Proposition 4. Note that in both cases, the measure µ in (51) is well-defined since the function ζ/(ζ + ζ 0 ) is nondecreasing on (0, 1]. We plug this µ into (36) and let λ = 0 to obtain
Thus, to finish the proof, we only need to verify that Ψ µ (0, 0, h, h) < 2Φ µ P (0, h). Suppose this is not true. Proposition 5(ii) implies that for any η ≤ r ≤ |q|, u 1 (r) = ∂ x Φ µ P (r, X 1 (r)), u 2 (r) = ∂ x Φ µ P (r, X 2 (r)), where (X 1 (r)) 0≤r≤|q| and (X 2 (r)) 0≤r≤|q| satisfy X 1 (r) = h + 
Case I: −1 ≤ q < −η, ξ = ξ 0 is even and h = 0. Since ι = −1 and ξ = ξ 0 , one sees from (53) that B 1 = −B 2 and u 1 = −u 2 . Consequently, adding the two equations in (54) together implies X 1 (r) + X 2 (r) = 2h for q ≤ r ≤ −η. On the other hand, since ∂ x Φ µ P (r, ·) is odd and one-to-one from Lemma 1, the equation ∂ x Φ µ P (r, X 1 (r)) = u 1 (r) = −u 2 (r) = ∂ x Φ µ P (r, −X 2 (r)) deduces X 1 (r) = −X 2 (r), which contradicts X 1 (r) + X 2 (r) = 2h since h = 0. This will force that B 1 = ιB 2 and therefore, (53) implies that ζ(r) 2 − ζ 0 (r) 2 = det T (r) = 0 for r ∈ [η, |q|]. This creates a contradiction since ζ > ζ 0 ≥ 0.
Proofs of Theorems 7 and 8
Following Since Λ is upper semicontinuous on [−1, q * − ε] and {q ∈ [−1, 1] : |q − q * | ≥ ε}, the maximums U ′ and V ′ are attained by some q U and q V in these sets, respectively
Proof of Theorem 7. We have already known from Proposition 3, Λ(q) < 2P(µ P ) if q ∈ [−η, η]\{q * }.
Note that under the assumption of Theorem 7, we know ξ = ξ 0 . If ξ is even and h = 0, the first part of Proposition 4 gives Λ(q) < 2P(µ P ) for q ∈ [−1, −η). If now ξ is not even, it must contain some β 2 p s p in ξ for β p = 0 and p odd. For any q < −η, this implies that ζ 0 (s) = ξ ′′ (−s) < ξ ′′ (s) for s ∈ (0, 1], which combined with the assumption (22) yields Λ(q) < 2P(µ P ) by applying the second part of Proposition 4. To sum up, we have that in both cases Λ(q) < 2P(µ P ) for all q ∈ [−1, q * − ε]. Therefore, U ≤ U ′ = Λ(q U ) < 2P(µ P ).
Proof of Theorem 8. Again from Proposition 3, Λ(q) < 2P(µ P ) if q ∈ [−η, η] \ {q * }. Note that for any |q| > η, the given assumptions (25) and (26) say that ζ 0 < ζ and ζ/(ζ + ζ 0 ) is nondecreasing on (0, 1]. We use Proposition 4(ii) to obtain Λ(q) < 2P(µ P ) for all |q| > η. As a consequence, Λ(q) < 2P(µ P ) for all q ∈ [−1, 1] with |q − q * | ≥ ε. It then follows that V ≤ V ′ = Λ(q V ) < 2P(µ P ) and we are done. On the other hand, a direct computation gives 
