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Sommario 
Da qualche anno la robotica è oggetto di grandi cambiamenti. Mentre in passato i robot 
erano  impiegati  prevalentemente  nelle  linee  di  assemblaggio  e  in  altri  ambienti  ben 
strutturati, ora una nuova generazione di robot “di servizio”, progettata per assistere le 
persone nella vita quotidiana, ha iniziato ad emergere. 
Nel panorama mondiale della robotica esistono numerosi sono gli esempi di automi il 
cui scopo non è prettamente quello di eseguire un compito “utile” ma semplicemente 
quello di intrattenere, e magari meravigliare, il pubblico. 
Un esempio di questa tipologia di robot è quello che è stato commissionato dall’artista 
Albano Guatti allo IAS-Lab (Intelligent Autonomous Systems Laboratory, Dipartimento 
di Ingegneria dell’Informazione, Università di Padova). L’artista ha creato l’involucro 
mentre i tecnici dello IAS-Lab si sono occupati dell’ingegnerizzazione e realizzazione 
sia hardware che software di quanto necessario per far muovere e interagire con gli 
astanti l’involucro stesso, manifestando il tipico atteggiamento di un cameriere. 
Quanto  esposto  in  questo  lavoro  è  l’ultimo  tassello  dell’opera  e  descrive 
dettagliatamente sia l’hardware che il software che costituiscono il robot cameriere. Indice    De Conti Luca – matricola 355370-IF 
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1.  Introduzione 
Come  già  accennato  nel  sommario,  la  robotica  negli  ultimi  anni  ha  presentato  alla 
comunità  mondiale  una  serie  di  automi  che  interagiscono,  intrattengono  e  talvolta 
stupiscono il pubblico convenuto. 
Il robot cameriere, oggetto in questo lavoro di un’accurata descrizione, appartiene alla 
suddetta  categoria  nella  quale  possiamo  annoverare  la  sedia  “Survivor”  di  Riccardo 
Cassinis (dipartimento di Elettronica per l’Automazione, Università di Brescia), il robot 
guida  museale  “Rhino”  (gruppo  “Intelligent  Autonomous  Systems”,  dipartimento  di 
Informatica  III,  Università  di  Bonn)  ed  il  suo  successore  “Minerva”  (School  of 
Computer Science, Carnegie Mellon University, Pittsburgh, Pennsylvania), o il robot 
“emotivo” “Kismet” (Massachusetts Institute of Technology, Boston, Massachusetts). 
Il presente lavoro inizia con una descrizione sintetica degli automi poc’anzi citati, e 
prosegue con un’esposizione dettagliata del robot cameriere dello IAS-Lab. 1. Introduzione    De Conti Luca – matricola 355370-IF 
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1.1.  Robot “di servizio” 
1.1.1.  Survivor 
“Survivor”, opera dell’artistica Laura Moelli realizzata 
da  Riccardo  Cassinis  (dipartimento  di  Elettronica  per 
l’Automazione, Università di Brescia), esprime l’orrore 
inflitto  dalle  mine  antiuomo.  Il  robot  è  una  normale 
sedia a cui sono state sostituite le “gambe” anteriori con 
due  articolazioni  motorizzate.  Il  movimento 
dell’automa  è  caratterizzato  dal  trascinamento  e  lo 
spostamento è reso più scorrevole con dall’aggiunta di 
rotelle all’estremità delle gambe posteriori. 
Gestendo  la  sequenza  dei  segnali  di  comando  è 
possibile  far  camminare  la  sedia  avanti,  a  destra  e  a 
sinistra;  può  inoltre  simulare  un  pianto  tramite  un 
cicalino  piezoelettrico.  In  sostanza  l’opera  emula 
sentimenti umani, quali paura, vergogna, diffidenza, … 
La sedia è dotata di una serie di servomeccanismi e di 
sensori  che  le  permettono  di  interagire  con  il  mondo 
esterno e di eseguire le specifiche di progetto. 
Foto 1. Survivor 1. Introduzione    De Conti Luca – matricola 355370-IF 
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1.1.2.  Rhino e Minerva 
“Rhino”
1 e “Minerva”
2 sono due automi creati allo scopo di fare da guida in ambiente 
museale. La loro caratteristica principale è l’approccio probabilistico della maggioranza 
dei  loro  algoritmi.  Rhino,  il  primo  ad  essere  sviluppato,  e  Minerva,  il  successore, 
vengono qui descritti contemporaneamente in quanto le loro differenze trascendono gli 
scopi di questa introduzione. 
 
Foto 2. Rhino 
 
Foto 3. Minerva 
Il software di Minerva e Rhino è stato progettato per eseguire spostamenti ed interazioni 
uomo-robot, con le seguenti specifiche:  
•  navigazione in ambienti dinamici. I luoghi pubblici sono spesso pieni di gente 
e le persone non si comportano necessariamente in maniera cooperativa con i 
robot, ma si impegnano talvolta a “bloccare” il sistema. 
•  navigazione in ambienti non strutturati. Gli ambienti in cui i due robot devono 
operare non devono essere modificati in alcuna maniera. 
•  interazione uomo-robot. Interazione con singole persone o interi gruppi senza 
che questi siano stati preventivamente informati sui comportamenti da tenere o 
che siano state date istruzioni di utilizzo. I due robot devono interfacciarsi con 
le  persone  usufruendo  di  modelli  d’interazione  simili  a  quelli  abitualmente 
utilizzati dagli esseri umani. 
•  tele-presenza  virtuale.  I  robot  devono  possedere  un’interfaccia  web  che 
consenta il monitoraggio, controllo dei movimenti, e visione delle immagini 
registrate dalle telecamere. 
Le maggiori differenze fra Rhino e Minerva si possono riassumere come segue: 
•  Rhino non utilizza le immagini riprese con le telecamere per la localizzazione; 
                                                 
1 Creato dal gruppo “Intelligent Autonomous Systems”, dipartimento di Informatica III, Università di 
Bonn). 
2 Creato dalla School of Computer Science, Carnegie Mellon University, Pittsburgh, Pennsylvania. 1. Introduzione    De Conti Luca – matricola 355370-IF 
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•  Rhino viene dotato della mappa dell’ambiente di lavoro, mentre Minerva la 
acquisisce automaticamente; 
•  Rhino interagisce con il pubblico in maniera più rudimentale, non possiede una 
“faccia”  che  possa  esprimere  “sensazioni”  e  non  approccia  o  aggredisce 
autonomamente le persone. 1. Introduzione    De Conti Luca – matricola 355370-IF 
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1.1.3.  Kismet 
“Kismet”
3  è  un  robot  dotato  di  sistemi  uditivi, 
visivi  ed  espressivi  destinati  a  interagire 
socialmente con l’essere umano e a simulare stati 
emozionali come felicità rabbia, disgusto, … 
Al  fine  di  permettere  all’automa  d’interagire 
correttamente con gli esseri umani, il robot è stato 
dotato  di  dispositivi  di  input  che  gli  forniscono 
udito e vista e quindi, tramite un’elaborazione in 
tempo  reale,  di  “percepirne”  lo  stato  d’animo. 
Kismet  simula  emozioni  attraverso  varie 
espressioni  facciali  e  vocalizzazioni,  e  con  il 
movimento. 
Indossando  un  piccolo  microfono,  un  utente  può 
influenzare il comportamento di Kismet; infatti il 
segnale acustico viene elaborato da un programma 
in grado di “comprendere” in tempo reale lo stato 
d’animo dell’interlocutore.  
Sono presenti nell’automa una serie di servomotori 
in grado di garantire tre gradi di movimento agli occhi, così da permettere a Kismet di 
emulare  accuratamente  le  capacità  oculari  di  un  essere  umano.  Una  serie  di  altri 
servomeccanismi consentono alle orecchie, sopracciglia, palpebre, labbra, mandibola e 
testa di muoversi in maniera tale da simulare stati d’animo tipicamente umani. 
                                                 
3 Creato al Massachusetts Institute of Technology, Boston, Massachusetts. 
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1.1.4.  Robot cameriere 
Il robot creato dallo IAS-Lab è un automa che simula il 
più possibile il comportamento di un cameriere. Il robot 
creato (si veda Foto 5) ha la possibilità di muoversi in un 
ambiente  sfruttando  un  sistema  motorio  a  “ruote”,  di 
riconoscere e raggiungere possibili avventori e di offrire 
da bere o pronunciare frasi preregistrate. Il robot è stato 
commissionato  dall’artista  Albano  Guatti,  che  si  è 
occupato  dell’involucro  e  ha  imposto  le  specifiche  di 
progetto. 
Di seguito vengono riportate queste ultime. In particolare 
era  richiesta  la  realizzazione  di  un  robot  cameriere 
autonomo che avesse le seguenti caratteristiche: 
•  capacità  di  muoversi,  prendendo  le  giuste 
decisioni,  in  un  ambiente  sconosciuto  e  non 
strutturato: ad esempio la stanza di una casa o lo 
stand di una fiera; 
•  possibilità di delimitare l’ambiente operativo del 
robot (vedi nota 4 a p. 15); 
•  movimenti fluidi e simili il più possibile a quelli 
umani; 
•  capacità  di  riconoscere  persone  e  raggiungerle 
senza sbatterci contro; 
•  abilità di emettere suoni o frasi preregistrate. 
Nei capitoli che seguono verranno illustrate nel dettaglio 
tutte le componenti hardware e software che sono state 
utilizzate o create ad hoc per soddisfare le specifiche di progetto. 
Foto 5. Il robot, visuale completa. 1. Introduzione    De Conti Luca – matricola 355370-IF 
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1.2.  Organizzazione del lavoro 
Il  presente  lavoro  è  organizzato  sostanzialmente  in  due  capitoli:  il  primo,  intitolato 
“2. Hardware”,  descrive  l’hardware  che  permette  al  robot  cameriere  di  eseguire  le 
specifiche  di  progetto,  mentre  il  secondo,  intitolato  “3.  Software”,  illustra 
dettagliatamente tutte le componenti software che generano il comportamento del robot 
e quelle che gestiscono i componenti hardware. In quest’ultimo capitolo sono esposte 
anche  tutte  le  strutture  dati  e  le  soluzioni  implementate  per  portare  a  compimento 
quanto previsto dal progetto. 
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2.  Hardware 
La scelta dell’hardware che governa il robot è stata guidata dalle specifiche di progetto. 
In particolare era richiesta la realizzazione di un robot cameriere autonomo che avesse 
le seguenti caratteristiche: 
•  capacità di muoversi, prendendo le giuste decisioni, in un ambiente sconosciuto 
e non strutturato
4: ad esempio la stanza di una casa o lo stand di una fiera; 
•  possibilità di delimitare l’ambiente operativo del robot (vedi nota 4 a piè di 
pagina); 
•  movimenti fluidi e simili il più possibile a quelli umani; 
•  capacità di riconoscere persone, dirigersi verso di loro per offrire da bere. 
Nelle specifiche sopra riportate sono implicite alcune considerazioni: 
•  per  potersi  muovere  il  robot  deve  essere  dotato  dell’hardware  necessario  al 
movimento; 
•  la strumentazione elettronica ed elettrica, usualmente, funziona sfruttando una 
fonte energetica. È necessario allora inserire tale fonte all’interno del robot; 
•  per potersi muovere nei luoghi dettati dalle specifiche, il robot deve essere in 
grado di discriminare ostacoli e possibili obiettivi. Nasce l’esigenza di inserire 
l’elettronica necessaria a questi compiti; 
•  data la specifica di poter delimitare l’ambiente operativo, è necessario inserire 
l’hardware dedicato; 
•  è evidente, date le specifiche, l’obbligo di inserire un apparato che coordini 
tutte  le  funzionalità  del  robot,  che  ne  governi  i  movimenti  e  ne  regoli  i 
comportamenti. 
Le scelte hardware sono state condizionate, come è giusto che sia, dalle specifiche sopra 
riportate. In particolare il robot è stato dotato di: 
•  una struttura di supporto; 
•  un sistema motorio; 
•  un sistema di alimentazione; 
•  un sistema visivo; 
•  sonar; 
•  sensori di pavimento; 
                                                 
4 La non strutturazione non è stata rispettata in maniera rigorosa. Si è infatti deciso di delimitare la zona 
in  cui  l’automa  si  può  muovere  incollando  al  pavimento  del  nastro  adesivo  con  distacco  cromatico 
evidente. Questa scelta è stata dettata dal fatto che una soluzione di questo tipo era sicuramente la più 
semplice da realizzare per l’utente. 2. Hardware    De Conti Luca – matricola 355370-IF 
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•  una scheda di controllo; 
•  un computer portatile; 
•  un sistema audio. 
Nel seguito di questo capitolo sono descritte accuratamente tutte le componenti sopra 
citate. Prima di procedere viene presentata una rapida introduzione a quanto seguirà, per 
motivare velocemente le scelte fatte. 
Per quanto riguarda la struttura di supporto la scelta non c’è stata; le specifiche di 
progetto erano molto stringenti e il risultato è stata una pedana sopra la quale sono state 
posizionate le due statue. La spiegazione dettagliata è riportata nel capitolo 2.1. 
Le possibili opzioni per il sistema motorio erano, invece, molto ampie e si è deciso di 
implementare una piattaforma non olonoma con due ruote. La scelta è caduta su questa 
possibilità dato che una piattaforma olonoma è più esosa in termini energetici e non 
simula propriamente il movimento umano. La  spiegazione dettagliata è riportata nel 
capitolo 2.2. 
Il sistema di alimentazione è costituito da una singola batteria. Maggiori informazioni 
si possono trovare in 2.3. 
Il sistema visivo deve servire ad individuare i possibili obiettivi in una stanza. La scelta 
migliore  è  parsa  quella  di  una  telecamera  omnidirezionale  che  permette  una  rapida 
individuazione dell’obiettivo senza dover far ruotare la pedana su sé stessa. Questa parte 
è spiegata nel dettaglio in 2.4. 
Dato che la telecamera non ha la possibilità di discriminare la distanza degli obiettivi o 
degli ostacoli, è nata la necessità di introdurre una componente hardware che avesse 
questa  proprietà.  La  scelta  migliore  è  sembrata  quella  di  montare  sulla  pedana  dei 
sonar. Maggiori informazioni si possono trovare in 2.5. 
Una specifica dichiara in modo esplicito la possibilità di limitare l’ambiente operativo 
del robot in un luogo non strutturato. La scelta migliore, e anche quella più semplice da 
implementare per l’utente finale, è sembrata quella di violare leggermente la specifica di 
non strutturazione dell’ambiente e delimitare la zona operativa incollando al pavimento 
del nastro adesivo con distacco cromatico. Utilizzando sensori di pavimento, creati ad 
hoc, si è costruito il sistema hardware necessario a contenere gli spostamenti del robot. 
La spiegazione dettagliata è riportata nel capitolo 2.6. 
Il controllo dei motori, la lettura o impostazione dei sensori e la comunicazione con il 
computer devono essere gestite da apparati elettronici abbastanza complessi. La scelta 
migliore è parsa quella di dotare il robot di una scheda di controllo che assolvesse tutti 
questi compiti. Si è deciso di utilizzare la scheda Pioneer2 (della ActiveMedia Robotics) 
che  possiede,  di  fatto,  tutte  queste  caratteristiche.  Maggiori  informazioni  si  possono 
trovare in 2.7. 
Altro  hardware  necessario  era  quello  dedicato  alla  gestione  del  comportamento  del 
robot, in pratica il cervello del sistema. Si è deciso di installare all’interno dell’automa 
un computer portatile che eseguisse un software costruito ad hoc (descritto nel relativo 
capitolo 3) per gestire il comportamento del robot. Questa parte è spiegata nel dettaglio 
in 2.8. 
Le specifiche richiedono che il robot dica qualche cosa quando raggiunge l’obiettivo. 
Per  eseguire  questo  compito  l’automa  ha  bisogno  di  un  sistema  audio.  La  scelta  a 
questo punto è sembrata ovvia: si è utilizzato l’hardware presente in tutti i computer per 
creare il suono che viene in seguito amplificato ed emesso da un altoparlante. Maggiori 
informazioni si possono trovare in 2.9. 2.1. Struttura di supporto    De Conti Luca – matricola 355370-IF 
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2.1.  Struttura di supporto 
Come si vede nella Foto 6, l’automa è costituito da una 
pedana  su  cui  sono  fissate  due  statue,  un  uomo  e  una 
donna. Tutto l’hardware del robot è situato nella pedana, 
ad eccezione del dispositivo d’acquisizione immagini (la 
telecamera  omnidirezionale)  che  è  posto  sul  collo  della 
statua  donna  (facilmente  riconoscibile  dato  che  è 
contenuto in un cilindro di plexiglas). 
La  forma  esterna  del  robot  è  opera  dell’artista  Guatti. 
Compito  dei  progettisti  è  stato  quello  di  inserire  tutto 
l’hardware necessario in questa struttura. 
La pedana è costituita da un supporto metallico su cui è 
assicurato tutto l’hardware. Nella Foto 8 e nella Foto 7 si 
notano: la pedana in fase di costruzione e la pedana posta 
nell’alloggiamento  di  materiale  legnoso.  In  quest’ultima 
fotografia  (Foto  7)  si  vede  chiaramente  l’alloggiamento 
per  il  computer  portatile  (la  vaschetta  aperta),  la 
disposizione  delle  ruote  e  qualche  altro  dettaglio 
costruttivo. 
Sul  supporto  metallico  è  stata  fissata  una  struttura 
cilindrica in legno che ha la possibilità di aprirsi per poter 
raggiungere l’hardware al suo interno (vedi Foto 7). Su 
questo  cilindro  sono  stati  fissati  i  sonar  e  all’interno 
scorrono i relativi cavi che trasportano i segnali. 
La  struttura  cilindrica  è  stata  chiusa  con  un  coperchio 
(sempre in materiale legnoso) sotto il quale è stato fissato 
l’amplificatore  audio  e  sopra,  con  quattro  robusti  perni 
metallici, le due statue. L’automa è stato poi dipinto di 
azzurro, giallo, bianco e rosso. 
 
Foto 7. La pedana con il vassoio per il PC portatile estratto. 
Foto 6. Il robot, visuale completa. 
Foto  8.  Supporto  metallico  della 
pedana (fase di costruzione). 2.2. Sistema motorio    De Conti Luca – matricola 355370-IF 
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2.2.  Sistema motorio 
Il  sistema  motorio  si  basa  su  una  piattaforma 
non olonoma, con due ruote motrici e due ruotini 
per mantenere l’equilibrio del robot. 
La scelta di implementare il movimento con una 
piattaforma  non  olonoma  è  motivata  dal  fatto 
che i movimenti del robot devono assomigliare il 
più possibile a quelli umani. L’essere umano si 
muove con spostamenti frontali, ed intraprende 
movimenti  laterali  o  all’indietro  solo  di  rado. 
Scegliere  una  piattaforma  olonoma,  sebbene 
molto più flessibile, non avrebbe soddisfatto le 
caratteristiche  di  “umanità”  del  movimento  e, 
per  di  più,  sarebbe  stata  molto  più  esosa  dal 
punto di vista del consumo energetico, dato che 
la sua implementazione comporta l’inevitabile utilizzo di 3 motori. 
Prima di procedere con la descrizione si vuole riportare un problema riscontrato in fase 
di testing. Inizialmente le ruote motrici e quelle di equilibrio erano state messe sullo 
stesso piano. Questa soluzione ha presentato, purtroppo, gravi problemi con particolari 
superfici su cui doveva muoversi il robot. In particolare su supporti morbidi le ruote di 
equilibrio  “galleggiavano”  meglio  di  quelle  motrici  e  il  robot  slittava.  La  stessa 
situazione si è verificata con superfici che presentavano delle ondulazioni. La soluzione 
del problema è stata la regolazione su un piano più alto delle ruote di equilibrio. Questo 
stratagemma  ha  però  comportato  altri  inconvenienti.  In  particolare  li  ha  creati  alla 
telecamera che è posizionata sul collo della statua donna e si trova a circa 190 cm dal 
pavimento.  La distanza  dal suolo ha fatto in modo che piccoli  giochi  sulle ruote si 
ripercuotessero in maniera inevitabilmente amplificata sulla telecamera. Il problema è 
emerso in fase di testing del software: il codice che gestiva la telecamera, pur essendo 
terminato il moto del robot, restituiva per un certo tempo immagini “in movimento”. La 
causa  è  stata  individuata  facilmente  nel  gioco  inserito  nelle  ruote  e  la  soluzione  al 
problema  è  saltata  subito  all’occhio:  è  bastato  inserire  dei  cicli  di  attesa  prima 
dell’acquisizione di nuove immagini. 
Prima di procedere oltre, si vuole fornire qualche informazione di tipo tecnico sulle 
ruote: 
•  sono indipendenti, non sono cioè vincolate da un assale comune; 
•  il disco interno è di lamiera rivettata; 
•  l’anello esterno è in gomma nera; 
•  il loro diametro è di 20 cm. 
Come già accennato in precedenza, ci sono due ruote motrici, pertanto sono necessari 
due motori. I motori, identici, sono ancorati alla piastra di supporto (Foto 10), di cui si è 
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detto sopra (in 2.1), e sono collegati direttamente alle ruote (Foto 11). L’alimentazione è 
fornita  da  una  batteria  (descritta  in  2.3)  e  i  comandi  provengono  dalla  scheda  di 
controllo (illustrata in 2.7). Ad ogni motore è collegato un encoder che permette alla 
scheda di controllo la possibilità di rilevare il movimento delle ruote. 
Di seguito le specifiche dei motori: 
•  model: Pittman, GM9236E349-R2; 
•  gear (fattore di riduzione): 38.3:1; 
•  max load: 3.53 N·m; 
•  max load high torque: 2.12 N·m; 
•  gearbox efficency: 73; 
•  gearbox weight: 184.8 g; 
•  gearbox lenght: 34.9 mm; 
•  lenght: 109.9 mm; 
•  no load speed: 13.4 rad/s; 
•  continuous torque: 67.1·10
-3 N·m; 
•  peak torque: 436.4·10
-3 N·m; 
•  motor constant: 29·10
-3 N·m·W
-1/2; 
•  no load speed: 514.8 rad/s; 
•  friction torque: 5.6·10
-3 N·m; 
•  rotor inertia: 7.06·10
-6 Kg·m
2; 
•  electrical time constant: 1.06 ms; 
•  mechanical time constant: 8.5 ms; 
•  viscous  camping  –  infinite  source 
impedence: 3.54·10
-6 N·m/rad/s; 
•  viscous  camping  –  zero  source 
impedence: 8.42·10
-4 N·m/rad/s; 
•  maximum  winding  temperature:  155 
°C; 
•  thermal impedence: 13.5 °C/W; 
•  thermal time constant: 13.5 min; 
•  motor weight: 391.2 g; 
•  torque  constant  (at  12  V):  23·10
-3 
N·m/A; 
•  back-EMF constant (at 12 V): 23·10
-3 
V/rad/s; 
•  resistence (at 12 V): 0.71 Ω; 
•  inductance (at 12 V): 0.66 mH; 
•  no-load current (at 12 V): 0.33 A; 
•  peak current – stall (at 12 V): 16.9 A. 
 
Foto  10.  Particolare  del  complesso  motore-
encoder- ruota. 
Foto 11. Visuale d’insieme del complesso motorio. 2.3. Alimentazione    De Conti Luca – matricola 355370-IF 
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2.3.  Alimentazione 
Sull’alimentazione c’è poco da dire. L’energia per tutto il complesso, ad eccezione del 
computer portatile che ha una fonte di alimentazione autonoma, è fornita da una batteria 
posta  nell’apposito  alloggiamento  nella  piattaforma  di  supporto.  Ha  le  seguenti 
caratteristiche: 
•  12 V; 
•  10000 mAh; 
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2.4.  Visione 
La  visione  è  affidata  a  una  webcam 
(Logitech  Quickcam  Express  usb),  puntata 
su uno specchio omnidirezionale e montata 
sul collo della statua donna. 
La  tecnica  della  visione  omnidirezionale  si 
basa  su  una  semplice,  ma  geniale, 
tecnologia: una telecamera è puntata su uno 
specchio  conico  con  asse  rivolto  alla 
telecamera stessa; il tutto è contenuto in un 
supporto  cilindrico  di  materiale  plastico 
trasparente,  per  evitare  che  lo  specchio  e 
l’obiettivo della telecamera si sporchino. Lo 
specchio  conico  e  il  supporto  cilindrico  si 
possono vedere nella Foto 12. 
Le  immagini  ottenute  con  questa  tecnica 
permettono  la  rappresentazione  completa  e 
contemporanea  di  interi  ambienti.  Una 
rappresentazione tipica è riportata nella Foto 
13.  Questo  tipo  di  visione  presenta  delle 
peculiarità piuttosto interessanti: 
•  è  presente  un  cerchio  esterno  (il 
limite  dello  specchio  conico)  al  di 
fuori  del  quale  l’immagine  non 
porta  contenuto  informativo;  in 
genere è il soffitto; 
•  è presente un cerchio interno (l’obiettivo della webcam riflesso sullo specchio) 
dentro il quale l’immagine non cambia mai; 
•  dato  che  la  telecamera  ruota  in  maniera  solidale  con  la  statua,  una  zona 
dell’immagine  è  perennemente  oscurata  dal  corpo  del  robot.  Molto  spesso 
questa  zona  è  identificata  con  un  rettangolo  (anche  se  non  è  un’ottima 
rappresentazione è pur sempre buona). 
Tutte queste caratteristiche sono state considerate in fase di realizzazione del software 
per  la  gestione  della  visione  e  delle  informazioni  che  essa  fornisce.  Si  è  deciso  di 
trascurare  l’analisi  delle  porzioni  di  immagine  esterne  al  cerchio  grande,  interne  al 
cerchio piccolo e interne al rettangolo, dato che non forniscono informazioni utili e il 
loro studio appesantirebbe inevitabilmente i calcoli. 
La scelta di implementare la visione con un impianto omnidirezionale anziché con uno 
classico è il risultato di un attento calcolo di costi e benefici delle due tecniche.  In 
particolare: 
Foto  12.  La  telecamera  omnidirezionale  sul  collo 
della statua donna. 
Foto  13.  Immagine  acquisita  dalla  telecamera 
omnidirezionale. 2.4. Visione    De Conti Luca – matricola 355370-IF 
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•  la visione tradizionale: 
o  simula in maniera migliore la visione umana; 
o  fornisce immagini meno distorte
5 e più grandi
6; 
•  la visione omnidirezionale: 
o  dà la possibilità di visualizzare contemporaneamente tutto l’ambiente 
operativo. Grazie a questa caratteristica non è necessario far fare al 
robot  fastidiose  rotazioni  su  sé  stesso  per  poter  individuare  gli 
obiettivi. 
L’ultima caratteristica presentata ha fatto pendere l’ago della bilancia per la visione 
omnidirezionale. Infatti, come già detto altrove, quando il robot si ferma dopo qualsiasi 
movimento, quindi anche una rotazione, si è costretti ad attendere la cessazione delle 
inevitabili oscillazioni prima di poter acquisire ulteriori immagini. Questo fatto avrebbe 
reso la rotazione di un robot, con visualizzazione classica, “a scatti”. La scelta intrapresa 
è stata, in seguito ai motivi sopra descritti, quella della visione omnidirezionale. 
                                                 
5  La  visione  omnidirezionale  è  ottenuta,  come  già  descritto  in  precedenza,  tramite  la  riflessione 
dell’ambiente circostante su uno specchio cilindrico. La distorsione introdotta risulta quindi inevitabile. 
6 A parità di hardware, la visione classica rappresenta una porzione dell’ambiente operativo decisamente 
inferiore  rispetto  a  quella  omnidirezionale  che  visualizza  la  totalità  della  zona  di  lavoro.  Per  questo 
motivo, a parità di distanza dal robot, una faccia è decisamente più grande nella visione classica.  2.5.Sonar    De Conti Luca – matricola 355370-IF 
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2.5.  Sonar 
I  sonar  sono  lo  strumento  hardware  del 
robot  preposti  alla  determinazione  della 
prossimità di un ostacolo o bersaglio; sono 
montati sulla base come si può vedere nella 
Foto 14. 
Iniziamo  con  una  brevissima  descrizione 
del  principio  di  funzionamento  dei  sonar, 
parentesi  necessaria  per  motivare  alcune 
scelte. Il loro principio di funzionamento si 
basa  sulle  proprietà  fisiche  delle  onde 
sonore. In particolare le onde sonore: 
•  sono onde di pressione; 
•  si muovono con velocità finita e ben determinabile nel mezzo di supporto; 
•  quando incontrano un ostacolo vengono riflesse; 
I sonar sono un tipo di sensore che è costituito da tre 
parti fondamentali: un emettitore di onde sonore, un 
ricevitore  (visibili  nella  Foto  15)  e  un  apparato 
elettronico di calcolo (rappresentato nella Foto 16). 
Il  sensore  emette  un’onda  ultrasonica  che,  quando 
incontra un ostacolo, viene riflessa e ritorna verso il 
sonar. Il dispositivo raccoglie l’onda riflessa e con 
l’apparato  di  calcolo  determina  la  distanza 
dell’ostacolo,  che  è  il  prodotto  della  velocità 
dell’onda nel mezzo per il tempo di volo (tempo che 
l’onda ha impiegato dal momento dell’emissione alla 
sua captazione). 
Quanto  detto  rappresenta  il 
principio di funzionamento del 
sensore ma non è sufficiente a 
motivare  tutte  le  scelte 
implementative.  Infatti  ogni 
sonar  ha  un  cono  di 
percezione,  cioè una porzione 
di spazio all’interno del quale 
un ostacolo viene riconosciuto, 
mentre al di fuori no. 
È nata, perciò, la necessità di circondare il robot con una certa quantità di sonar. Il loro 
numero è stato calcolato considerando la necessità di poter determinare un ostacolo del 
diametro  di  3-4  cm  (come  la  gamba  di  una  sedia)  a  una  distanza  di  50  cm. 
Foto 14. Disposizione dei sonar sulla pedana. 
Foto 15. Particolare di un sonar. 
Foto 16. Elettronica dei sonar. 2.5.Sonar    De Conti Luca – matricola 355370-IF 
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Sperimentalmente si è stabilito che per soddisfare questa richiesta i sonar dovessero 
essere disposti ad una distanza angolare non superiore a 15°; pertanto erano necessari 24 
sonar.  Sfortunatamente,  la  scheda  di  controllo  (descritta  nel  capitolo  2.7)  ha  la 
possibilità di pilotare e ricevere i dati di solo 16 sonar. Si è deciso allora di installare 10 
sonar di fronte (in modo da avere una visuale di 150°) e 6 sul retro del robot (90° di 
visuale). 
Per ultimo era necessario determinare a quale distanza dal pavimento montare i sonar. 
Per motivi pratici ed estetici
7 si è deciso di installarli a 30 cm. 
Le  specifiche  dei  sonar  e  dell’elettronica  utilizzata  si  possono  trovare  in 
http://www.micromint.com/app_notes/ti01_data.htm 
                                                 
7 Una distanza inferiore avrebbe aumentato considerevolmente il rumore dei sensori, mentre una distanza 
superiore avrebbe costretto a costruire una base decisamente troppo alta. 2.6. Sensori di pavimento    De Conti Luca – matricola 355370-IF 
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2.6.  Sensori di pavimento 
I sensori di pavimento, detti anche “ground sensor”, sono lo strumento hardware che 
permette di limitare l’ambiente operativo del robot. Infatti una specifica di progetto era 
quella di poter inserire il robot in un ambiente non strutturato, ma potendo comunque 
definire limiti precisi alla sua libertà di movimento (per esempio una stanza o uno stand 
di una fiera). 
La  specifica  in  questione  è  stata  soddisfatta  strutturando  in  maniera  molto  leggera 
l’ambiente operativo del robot. A tal fine si è deciso di sfruttare i colori del pavimento 
come marker della zona permessa. Molto spesso, infatti, le stanze di una casa hanno 
pavimenti di colore diverso e in caso di uniformità è sempre possibile incollarci sopra 
un  nastro  adesivo  con  distacco  cromatico 
evidente. 
Strutturato  in  questo  modo  l’ambiente 
operativo  del  robot,  si  è  costruito  lo 
strumento  hardware  preposto  al 
riconoscimento  di  differenze  cromatiche. 
Tale  dispositivo,  progettato  e  realizzato  da 
Andrea Tellatin, è costituito da un led ad alta 
luminosità  che  illumina  il  terreno  e  da  una 
fotoresistenza che trasforma in tensione la luce riflessa dal 
suolo stesso (la Foto 17 mostra la realizzazione del sensore). 
Ovviamente, quando la luminosità riflessa varia, varia anche 
la tensione in uscita. Questa tensione variabile viene inviata 
all’ingresso  analogico/digitale  della  scheda  di  controllo,  il 
segnale è quindi reso disponibile al software. 
I  ground  sensor  sono  4  e  sono  disposti  sul  fondo  della 
struttura di supporto metallica nella zona frontale del robot. 
La  Figura  1  illustra  la  disposizione  dei  dispositivi  in  una 
visione  “da  sotto”.  La  scelta  di  disporre  i  sensori  nella 
maniera illustrata è motivata dal fatto che un unico sensore 
posto in posizione frontale avrebbe permesso sconfinamenti 
di  notevole  entità  in  zona  proibita;  con  questa  configurazione  lo  sconfinamento 
ammesso è decisamente limitato (Figura 2). 
 
Figura 2. Sconfinamento del robot in caso di un solo sensore di pavimento in posizione centrale (a destra) e di 
quattro ground sensor (a sinistra). 
 
 
 
 
Foto 17. Il sensore di pavimento. 
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Di seguito (Schema 1) è rappresentato lo schema realizzativo del sensore: si noti il led 
ad  alta  intensità  (D1)  e  la  fotoresistenza  (R1),  il  complesso  (U1A)  che  genera  la 
tensione di riferimento e l’amplificatore del segnale della fotoresistenza (U1B)
8. 
 
Schema 1. Schema dei sensori di pavimento. 
                                                 
8 Gli amplificatori operazionali degli ultimi due sottosistemi (U1A e U1B), sono integrati in uno stesso 
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2.7.  Scheda di controllo 
La scheda di controllo è il componente 
hardware  sicuramente  più  importante 
di  tutto  il  robot.  A  questo  strumento 
sono affidati numerosi compiti e la sua 
complessità  costruttiva  rispecchia  le 
sue innumerevoli funzionalità. 
La scheda installata su questo robot è 
la  Pioneer2  della  ActiveMedia 
Robotics (di cui si vede un’immagine 
nella  Foto  18)  che  si  è  dimostrata 
molto adatta. Si è deciso di utilizzare 
questo  strumento  dato  che  viene  adoperato  di  frequente  in  ambito  robotico.  Non  è 
comunque scopo di questo lavoro presentare una descrizione dettagliata della scheda 
(per la quale si  rimanda a [1]); vengono  comunque esposte le  caratteristiche che la 
rendono estremamente versatile ed adatta al robot cameriere. 
La scheda è dotata di un microprocessore (Siemens 88C166 a 20 MHz) che ha una 
memoria flash di 32K integrata; nella scheda è presente anche una memoria RAM di 
32K. Questo complesso, insieme a 2 porte seriali RS232, permettono alla scheda di 
ospitare un sistema operativo, il P2OS, in grado di eseguire numerosi compiti, e di 
comunicare e ricevere ordini dall’esterno (un’esauriente descrizione dei protocolli di 
comunicazione e dei comandi del robot è riportata in 3.6.1). 
Oltre  ai  componenti  sopra  citati,  sono  presenti  numerosi  strumenti  di  I/O,  tutti 
controllabili e consultabili tramite il sistema operativo. Di seguito vengono riportate 
tutte le porte e le loro caratteristiche: 
•  user I/O. Porta costituita da 20 pin, dei quali: 
o  8 porte digitali di I/O ad uso generico; 
o  5 porte analogico-digitale; 
o  4 porte che presentano una pulsazione modulata; 
o  1 segnale di riferimento; 
o  1 alimentazione a 5 VDC; 
o  1 alimentazione a 12 VDC. 
•  general I/O bus. Porta costituita da 32 pin, dei quali; 
o  8 linee in lettura/scrittura; 
o  4 linee per la selezione; 
o  2 linee di indirizzamento; 
o  1 linea in scrittura; 
o  1 linea in lettura; 
o  8 porte I/O digitali ad uso generico; 
o  1 ingresso analogico-digitale; 
o  4 uscite digitali PWM; 
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o  2 segnali di riferimento 
o  2 alimentazioni a 5 VDC; 
o  1 alimentazione a 12 VDC. 
•  power motor: 
o  porta dedicata al controllo del movimento dei motori; 
•  RS232: 
o  porta di comunicazione con il mondo esterno; 
•  sonar: 
o  2 connettori con la possibilità di controllare 8 sonar ciascuno; 
•  motor power: 
o  porta dedicata all’alimentazione dei motori; 
•  encoders: 
o  2 connettori raccolgono i dati provenienti dagli encoder dei motori; 
•  user power: 
o  porta  ad  utilizzo  dell’utente  per  l’alimentazione  di  qualche 
strumentazione esterna. 
Dalla descrizione delle potenzialità di connessione di questa scheda si può dedurre la 
sua incredibile flessibilità e le sue potenzialità di utilizzo nella robotica. Nel nostro caso 
questa scheda ha il compito di comandare i motori, interfacciarsi con i sonar e ricevere i 
dati dai sensori di pavimento. I dati generati da questa scheda sono inviati al computer 
che, interpretandoli ed elaborandoli, invia gli opportuni comandi alla scheda stessa, che 
penserà ad attuarli. 2.8. Computer    De Conti Luca – matricola 355370-IF 
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2.8.  Computer 
Il  computer  è  il  cervello 
dell’intero  sistema.  Grazie  alla 
presenza  di  questo  componente 
c’è  la  possibilità  di  far  girare  il 
software  (descritto  in  maniera 
approfondita  in  3)  che  gestisce 
comportamenti e azioni del robot. 
Il  computer,  in  questo  caso  un 
portatile,  è  posizionato  su  un 
vassoio  all’interno  della  pedana 
del robot (Foto 19). 
Questo componente si interfaccia con la scheda di controllo Pioneer2 tramite una porta 
USB  convertita  in  una  RS232  (sfruttando  un  hardware  opportuno).  Tramite  questo 
collegamento la scheda invia le informazioni al software e, viceversa, il software invia i 
comandi alla scheda che penserà poi ad attuarli. 
Come si è già indicato in precedenza, questo robot possiede un apparato di acquisizione 
video che si interfaccia, tramite una porta USB, direttamente con il computer senza 
passare per la scheda di controllo. 
Al  computer  è  affidato  anche  il  compito  di  generare  il  sonoro  che  il  robot  dovrà 
emettere. Questa funzione è affidata alla scheda audio integrata nel portatile. Tramite 
l’apposita uscita audio il segnale generato verrà amplificato e quindi emesso dal robot. 
Il portatile è un Acer Travelmate 290 con Centrino a 1.6 GHz e 512 MB di ram. 
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2.9.  Sistema audio 
Questo  complesso  hardware  ha  il  compito  di 
amplificare e riprodurre il segnale audio generato dal 
computer portatile contenuto nella pedana. L’intero 
sistema  è  costituito  da  un  amplificatore  audio  da 
autoveicolo  (Foto  20),  fissato  sul  coperchio  della 
pedana,  e  da  una  coppia  di  altoparlanti  contenuti 
nelle statue (Foto 21). 
Di seguito le specifiche: 
•  amplificatore: 
o  2 canali; 
o  Watt Max (4 Ω) 40·2; 
o  Watt Rms (4 Ω) 20·2; 
o  dimensioni: L 167, H 38, P 100; 
•  altoparlanti: 
o  2 vie; 
o  potenza 60 Watt picco; 
o  impedenza 4 Ω; 
o  membrana woofer polipropilene; 
o  membrana tweeter policarbonato; 
o  dimensioni: Ø 100 mm, P 44 mm. 
 
Foto 20. L’amplificatore audio. 
Foto 21. Gli altoparlanti. 3. Software    De Conti Luca – matricola 355370-IF 
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3.  Software 
La progettazione del software che gestise il robot è iniziata con l’esame delle esigenze 
dell’hardware  a  disposizione  e  della  struttura  e  temporizzazione  dei  dati  forniti 
dall’hardware stesso. La prima scelta è stata quella di adottare un’architettura di tipo 
multithread, decisione praticamente obbligata dato che la maggioranza dei dispositivi 
presenti nel robot sono  asincroni (basti ricordare i sonar, i sensori di pavimento, la 
telecamera). I thread che si è deciso di impostare, come si vedrà nel dettaglio in seguito, 
sono: cervello, movimentatore ad alto livello, movimentatore a basso livello, visione. Si 
è deciso di costruire anche un’interfaccia grafica. La scelta per la sua implementazione è 
caduta sulle librerie Qt della Trolltech che rendono l’interfaccia stessa asincrona rispetto 
al  programma,  quindi,  pur  non  essendo  un  vero  e  proprio  thread,  ne  ha  le  stesse 
proprietà.  I  thread  sono  schedulati  dallo  scheduler  ADE.  È  perciò  necessario  che  le 
librerie di tale programma (“libade”) siano installate nel sistema su cui si vuole far 
girare il progetto (per approfondimenti su ADE vedere [2] e [3]). 
Decise  le  linee  guida  imposte  dall’architettura  hardware,  si  è  dovuto  guardare  alle 
specifiche di progetto per costruire un software adeguato. In particolare era richiesta la 
realizzazione di un robot cameriere autonomo, che avesse le seguenti caratteristiche: 
•  capacità di muoversi, prendendo le giuste decisioni, in un ambiente sconosciuto 
e non strutturato
9: per esempio la stanza di una casa o lo stand di una fiera; 
•  possibilità di delimitare l’ambiente operativo del robot (vedi nota 9); 
•  movimenti fluidi e simili il più possibile a quelli umani; 
•  capacità di riconoscere persone, dirigersi verso di loro per offrire da bere. 
Nelle specifiche sopra riportate sono implicite alcune considerazioni: 
•  per potersi muovere nei luoghi dettati dalle specifiche, il robot deve essere in 
grado di discriminare ostacoli e possibili obiettivi. Nel caso di ostacoli deve 
avere la capacità di evitarli e nel caso di obiettivi di raggiungerli; 
•  altra caratteristica implicita è lo sfruttamento di una fonte di energia portatile 
(batteria).  Il  software  deve  quindi  essere  in  grado  di  gestire  l’inevitabile 
affievolirsi dell’alimentazione; 
•  implicita  è  poi  la  necessità  di  costruire  un’interfaccia  utente,  anche  per 
impartire i comandi di avvio e arresto al robot. 
                                                 
9 La non strutturazione non è stata rispettata in maniera rigorosa. Si è infatti deciso di delimitare la zona 
in  cui  l’automa  si  può  muovere  incollando  al  pavimento  del  nastro  adesivo  con  distacco  cromatico 
evidente. Questa scelta è stata dettata dal fatto che una soluzione di questo tipo era sicuramente la più 
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Date le specifiche, hardware e software, riassunte qui sopra, si è giunti alla costruzione 
di un software segmentato in alcuni gruppi funzionali interconnessi. Questa scelta è 
stata adottata per snellire e semplificare la progettazione (tale divisione, come si vedrà 
sotto, è rispecchiata anche nella suddivisione in cartelle dei file sorgente). 
Sono  state  fatte  molte  scelte  implementative  importanti  durante  la  realizzazione  del 
software,  scelte  che  hanno  inevitabilmente  condizionato  tutti  i  segmenti.  Tuttavia 
sarebbe  inutile  presentare  in  questo  paragrafo  tutte  le  decisioni  adottate.  Infatti,  per 
illustrare  correttamente  tutte  le  scelte,  sarebbe  necessaria  la  spiegazione  di  ogni 
elemento software implementato, che risulterebbe sommaria e tale da non fornire al 
lettore gli strumenti per comprenderla a fondo. Pertanto si procederà ad illustrare in 
modo esaustivo le numerose decisioni nel corso della descrizione dei segmenti software. 
Si  prosegue  l’introduzione  presentando  i  segmenti  software  implementati  e  la  loro 
localizzazione.  I  file  sorgente  del  software  deputato  alla  gestione  del  robot  sono 
contenuti nella cartella buttler del CVS di robotics.dei.unipd.it. Di seguito il contenuto 
della cartella: 
•  ade/: cartella contenente uno script per installare la libreria ADE; 
•  brain/: cartella contenente i file sorgente del cervello; 
•  CVS/:  cartella  contenente  informazioni  sul  progetto,  generata 
automaticamente; 
•  gui/: cartella contenente i file sorgente dell’interfaccia grafica; 
•  hl_mover/:  cartella  contenente  i  file  sorgente  del  movimentatore  ad  alto 
livello; 
•  pioneer/: cartella contenente i file sorgente del movimentatore a basso livello; 
•  song/: cartella contenente le canzoni e le frasi che pronuncia il robot; 
•  utility/:  cartella  contenente  i  file  sorgente  di  classi  di  uso  generale,  cioè: 
strutture  particolari  per  sonar  e  sensori  di  pavimento,  vettori,  sensori  di 
pavimento, sonar; 
•  vision/: cartella contenente i file sorgente della visione e di tutte le funzioni ad 
essa connesse; 
•  conf.conf:  file  di  configurazione,  caricato  all’avvio  per  impostare  alcune 
variabili; 
•  main.cpp: file sorgente del main; 
•  README: file di testo di commento del progetto; 
•  TODO:  file  di  testo  contenente  informazioni  sullo  stato  del  progetto  e 
suggerimenti per future implementazioni. 
Successivamente saranno illustrate nel dettaglio tutte le componenti software raccolte 
nelle varie cartelle, ad iniziare dalla funzione main(). 
3.1.1.  Convenzioni 
Prima  di  passare  alla  descrizione  dettagliata  di  tutte  le  componenti  si  vuole  porre 
l’attenzione sulle convenzioni utilizzate. La descrizione delle funzionalità del software 
verrà suddivisa, quando possibile, in tre parti: 
•  premesse: elencano importanti informazioni necessarie per la comprensione dei 
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•  descrizione “a parole”: spiega in modo divulgativo il codice implementato e le 
scelte implementative utilizzate; 
•  descrizione tecnica: illustra nel dettaglio il codice, le classi, le funzioni e le 
scelte usate nel codice. 
L’esposizione delle dipendenze della classe, dello header o della funzione che viene 
descritta sarà illustrata con un albero in cui la simbologia, in accordo con le specifiche 
UML, ha il seguente significato: 
•  i nomi di header verranno indicati, come di consueto, tra < -- > o tra “ -- “ per 
indicare rispettivamente header “di sistema” o “creati per l’occasione”; 
•  la  freccia  indica  la  dipendenza  dell’elemento  da  cui  parte  dall’elemento 
indicato; 
•  le  frecce  con  corpo  tratteggiato  indicano  la  possibilità  di  scelta  tra  le 
dipendenze indicate; 
•  se la dipendenza è ad un “*” vuol dire che le dipendenze dell’oggetto sono 
state descritte in un’altra parte dell’albero; 
•  se il nome non è seguito da niente significa che è un header di sistema o non ha 
dipendenze. 
Di seguito si dà esempio di un albero delle dipendenze; 
 
Figura 3. Esempio di albero delle dipendenze. 
Solitamente ogni classe o struttura verrà presentata anche con una modellizzazione di 
tipo UML. 
Altre convenzioni: 
•  quando si presenta la necessità di presentare un segmento di codice, o parti di 
codice (ad esempio dichiarazioni di funzioni, variabili, costanti, dipendenze, 
etc.), verrà utilizzato un carattere diverso dal testo normale: in particolare si 
adotterà come font il Courier New; 
•  tutte le parti di codice, per una funzione con ingresso/i e per una funzione 
senza  ingresso/i,  saranno  presentate  e  poi  commentate  come  nell’esempio 
seguente: 
“esempio.cpp” 
<iostream.h> 
<math.h> 
“prova/prova.h”  <stdio.h> 3. Software    De Conti Luca – matricola 355370-IF 
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Figura 4. di descrizione di funzione, la prima con ingressi, la seconda senza. 
•  la descrizione del softwer, quando possibile, sarà posta seguendo le classiche 
regole  dell’implementazione  in  C++.  In  particolare  per  una  classe  (caso 
comune in questo studio): 
o  dipendenze e a seguito commento; 
o  definizione di costanti e a seguito commento; 
o  dichiarazione di variabili e a seguito commento; 
o  definizione della classe e a seguito commento; 
o  definizione della parte public e a seguito commento; 
o  definizione della parte private e a seguito commento; 
o  definizione  della  parte  protected  e  a  seguito 
commento; 
•  molto  spesso  la  descrizione  di  costanti  e  variabili  sarà  effettuata  non  al 
momento  della  dichiarazione  ma  al  momento  del  loro  utilizzo.  La  scelta  è 
motivata dal fatto che elencare una serie di variabili e costanti seguite da una 
spiegazione, necessariamente ingarbugliata perché non si possiedono ancora le 
necessarie conoscenze funzionali, è un lavoro inutile. In taluni casi, quando 
l’introduzione  antecedente  alla  descrizione  del  software  è  molto  dettagliata, 
l’utilizzo di variabili e costanti viene spiegato subito. 
Come  ultimo  appunto  all’introduzione  al  software  si  vuole  riportare  l’albero  delle 
dipendenze visto nella sua totalità: 
float esempio(int es1, float es2) 
Ingressi  Uscita 
int es1  Descrizione ingresso  float  Descrizione uscita 
float es2  Descrizione ingresso     
Descrizione del codice di una funzione con due ingressi. 
float esempio2() 
Descrizione del codice di una funzione senza ingressi. 3. Software    De Conti Luca – matricola 355370-IF 
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Negli alberi delle dipendenze che seguiranno, per evitare inutili ripetizioni, verranno 
indicate solo le dipendenze dirette o non indicate nel diagramma sopra riportato. 
“brain.h” 
“utility/world.h” 
“vision/vision.h” 
“vision/tracking.h” 
<ade/athread.h> 
“hl_mover/hl_mover.h” 
“utility/avstructs.h” 
“pioneer/arealpioneer_new.h” 
<qapplication.h> 
<pthread.h> 
<stdio.h> 
<stdlib.h> 
<math.h> 
<sys/time.h> 
<ade/athread.h> 
“pioneer/apioneer.h” 
“utility/avstructs.h” 
“utility/world.h” 
“utility/sonar.h” 
“utility/ground_sensor.h” 
“brain.h” 
“pioneer/apioneer.h” 
<ade/athread.h> 
“utility/mvector.h” 
“pioneer/arealpioneer_new.h” 
“pioneer/arealpioneer_new.h” 
<map.h> 
<string.h> 
<math.h> 
<iostream.h> 
<ade/athread.h> 
<linux/videodev.h> 
<map.h> 
“utility/world.h” 
“utility/avstructs.h” 
“main”  <ade/akernel.h> 
<stdio.h> 
“gui/butlergui.h” 
“pioneer/arealpioneer_new.h” 
“pioneer/arealpioneer.h”  “pioneer/apioneer.h” 
<map.h> 
<math.h> 
“skindetection.h” 
“visionglobal.h” 
“vision.h” 
“utility/avstructs.h” 
“utility/world.h” 
“visionglobal.h” 
“utility/world.h” 
<list.h> 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
<qimage.h> 
<qvariant.h> 
<qwidget.h> 
“global.h” 
“pioneer/arealpioneer_new.h” 
“vision/vision.h” 
“vision/tracking.h” 
* 
* 
* 
* 
* 
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3.2.  Main 
La  funzione  main()  è  la  parte  del  software  che  contiene  le  istruzioni  di  base  per  il 
funzionamento di tutto l’apparato progettato. Come si vedrà nella descrizione che segue, 
la sua implementazione è apparentemente molto semplice, ma dietro questa semplicità 
si  cela  tutto  il  lavoro  fatto  per  creare  quelle  componenti  evolute  che  sono  la  base 
necessaria per la pulizia e semplicità stessa della funzione. I compiti di main(), sempre 
in virtù dell’ottima progettazione del software implementato, sono pochi. Si limitano a: 
•  dare istruzioni all’utente per il corretto funzionamento del software; 
•  inizializzare e avviare le componenti software che tengono conto del tempo; 
•  inizializzare le strutture evolute che sono il cuore del sistema; 
•  schedulare (con lo scheduler ADE) le componenti che ne hanno la necessità; 
•  avviare l’interfaccia grafica (se richiesto). 
Il programma termina con la rimozione dalla memoria di tutte le strutture create. 
Quanto  esposto  qui  sopra  è  sufficiente  a  chiarire  i  compiti  di  main(),  funzione 
fondamentale del software implementato. L’esposizione che segue, pertanto, presenterà 
nel dettaglio la descrizione tecnica delle operazioni compiute da main(). 
3.2.1.  Descrizione tecnica 
Iniziamo la descrizione tecnica illustrando l’albero delle dipendenze. Come si nota, e 
com’è normale che sia, questo componente ha dipendenze in tutte le classi e strutture 
create  per  implementare  il  software.  Tale  architettura  rispecchia  l’importanza  del 
componente e ne evidenzia la centralità. 
 
Nell’albero sopra illustrato si rileva la presenza di due dipendenze tratteggiate. Si tratta 
di dipendenze esclusive; in particolare la scelta di una delle due (impostata dalla verità 
“brain.h” 
“utility/world.h” 
“vision/vision.h” 
“vision/tracking.h” 
“hl_mover/hl_mover.h” 
<qapplication.h> 
“main”  <ade/akernel.h> 
<stdio.h> 
“gui/butlergui.h” 
“pioneer/arealpioneer_new.h” 
“pioneer/arealpioneer.h” 
* 
* 
* 
* 
* 
* 
* 
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del flag oldPioneer) implica l’automatica esclusione dell’altra. La scelta di default, 
e comunque quella consigliata
10, è arealpioneer_new.h. 
Si procede ora con il codice, analizzando il file main.cpp che implementa le istruzioni 
della funzione main(): 
#include … 
La definizione inizia come di consueto con l’indicazione delle dipendenze, già 
illustrata nell’albero. 
APioneer  *pioneer 
ARealPioneer *realpioneer 
Brain  *brain 
AVision  *vision 
Tracking  *tracker 
HL_Mover  *mover 
Qui  sono  dichiarate  tutte  le  variabili  necessarie  al  corretto  funzionamento 
dell’intero  sistema.  Si  notino  le  variabili:  pioneer  e  realpioneer, 
necessarie per avere un controllo di basso livello del movimentatore e per avere 
accesso  a  tutti  i  sensori  del  robot;  brain,  essenziale  per  implementare  il 
comportamento  del  robot;  vision,  fondamentale  per  avere  accesso  al 
dispositivo di acquisizione immagini e a tutte le funzionalità indispensabili al 
trattamento  delle  immagini  stesse;  tracker,  essenziale  per  individuare  e 
seguire  un  bersaglio;  mover,  necessaria  per  controllare  il  movimento  con 
funzioni di alto livello. 
int main (int argc, char **args) 
Ingressi  Uscita 
int argc  Argomento numerico. Può assumere i 
soli valori 1 e 2. 
int 
Se si utilizza la GUI si 
restituisce  il  risultato 
dell’interfaccia  grafica, 
altrimenti 0.  char **args  Argomento  stringa.  Può  assumere  i 
valori --help , --gui e --nogui. 
Viene quindi dichiarata la funzione. Si nota chiaramente la presenza di due 
ingressi: il primo è numerico e può assumere i valori 1 e 2; il secondo è una 
stringa e può assumere i valori --help, --gui e --nogui. L’utilizzo degli 
ingressi  è  spiegato  sotto.  Per  chiarezza  espositiva  si  ricorda  che  il  primo 
ingresso attiva (1) o meno (2) il robot, mentre il secondo definisce particolari 
metodologie di funzionamento. 
La funzione prosegue eseguendo le seguenti operazioni: 
•  analizza gli ingressi e: 
o  nel  caso  in  cui  argc  sia  uguale  a  2  e  args  sia  uguale  a 
- -help, invia allo standard output una breve frase che illustra le 
                                                 
10  La  scelta  di  utilizzare  arealpioneer.h  invece  di  arealpioneer_new.h  fa  apparire  in 
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metodologie di funzionamento (Usage : --gui; --nogui) 
ed esce restituendo 0; 
o  nel  caso  in  cui  invece  argc  sia  uguale  a  1,  si  assegna  alla 
variabile  nogui  il  valore  true  se  args  =  --nogui  e 
false se args = --gui; 
•  sfruttando  la  funzione  della  classe  world 
world.parseFile(“conf.conf”) si carica il file conf.conf 
che  permette  l’impostazione  di  alcune  costanti  che  determinano 
comportamenti e decisioni del robot. Il file conf.conf può essere 
modificato in maniera arbitraria dall’utente, ben sapendo che ad ogni 
cambiamento  corrisponde  una  modificazione  (certe  volte  anche 
radicale)  del  comportamento  del  robot.  Di  seguito  è  riportata  una 
tabella che elenca nella colonna di sinistra il contenuto del file, mentre 
in quella di destra una breve descrizione dell’utilizzo del parametro 
corrispondente: 
brightness  25768  Luminosità,  hue,  colore, 
contrasto, whiteness e soglia del 
dispositivo  di  acquisizione 
immagini  (vedere  il  capitolo 
3.8.4 sulla visione per ulteriori 
informazioni). 
hue  35535 
colour  15768 
contrast  24576 
whiteness  30768 
soglia  10 
Differenza minima fra pixel del 
back ground e del fore ground, 
affinché  un  pixel  sia 
riconosciuto  come  di 
movimento  (nel  back  ground 
subtraction). 
minPixel  100 
Dimensione minima in pixel di 
un  blob  affinché  possa  essere 
considerato  tale  (vederer  il 
capitolo  3.8.3  sul  tracking  per 
ulteriori informazioni). 
r_int  29  Raggio interno ed esterno oltre 
il  quale  non  ha  senso  rilevare 
l’immagine  (vedere  il  capitolo 
3.8.2  sullo  skin  detection  per 
ulteriori informazioni). 
r_ext  210 
x_center  344  Coordinate  del  centro 
dell’immagine.  y_center  230 
whitebox_left  175  Coordinate  e  dimensioni  del 
rettangolo  bianco  (vedere  il 
capitolo  3.8.2  sullo  skin 
detection  per  ulteriori 
informazioni). 
whitebox_top  235 
whitebox_right  237 
whitebox_bottom  260 
redbox_left  150  Coordinate  e  dimensioni  del 
rettangolo  rosso  (vedere  il 
capitolo  3.8.2  sullo  skin 
detection  per  ulteriori 
informazioni). 
redbox_top  250 
redbox_right  328 
redbox_bottom  320 3.2. Main    De Conti Luca – matricola 355370-IF 
Pagina 39 di 208 
sensor_frontleft_posth  255 
Soglia alta e bassa dei sensori di 
pavimento utilizzata per definire 
l’ingresso  in  zona  proibita 
(vedere  il  capitolo  3.7.2  sui 
sensori  di  pavimento  per 
ulteriori informazioni). 
sensor_frontright_posth  255 
sensor_left_posth  255 
sensor_right_posth  255 
sensor_frontleft_negth  10 
sensor_frontright_negth  20 
sensor_left_negth  150 
sensor_right_negth  200 
sensor_frontleft_ignore  0  Valore  che  decide  se  ignorare 
(≠  0)  o  meno  (=  0)  le 
informazioni  provenienti  dai 
sensori di pavimento (vedere il 
capitolo  3.7.2  sui  sensori  di 
pavimento  per  ulteriori 
informazioni). 
sensor_frontright_ignore  0 
sensor_left_ignore  0 
sensor_right_ignore  0 
storeImgTime  120  Intervallo  temporale  di 
acquisizione immagini. 
avoidDistance  1500 
Distanza  oltre  la  quale  un 
oggetto  non  è  più  considerato 
un ostacolo. 
useFotores  true 
Variabile  che  definisce 
l’utilizzo  dei  sensori  di 
pavimento o meno. 
roundedDistance  1300 
Valore  rimasto  nel  file  ma 
utilizzato  solo  nelle  vecchie 
versioni del software. 
periodEscapeTime  20 
Valore  rimasto  nel  file  ma 
utilizzato  solo  nelle  vecchie 
versioni del software. 
lenghtEscapeTime  6 
Valore  rimasto  nel  file  ma 
utilizzato  solo  nelle  vecchie 
versioni del software. 
•  vengono quindi inizializzate le variabili di tempo e il generatore di 
numeri casuali; 
•  sono  costruite  ed  inizializzate,  sfruttando  i  relativi  costruttori,  le 
variabili  dichiarate  all’inizio  realpioneer,  vision,  brain, 
tracker, pioneer e mover; 
•  si  avviano  poi  i  thread  ADE  sfruttando  la  funzione  appropriata  di 
questo scheduler
11. In particolare vengono avviati i thread: 
o  visione:  akernel().insert(*vision,  AThread  :: 
cat, 1000), che avrà un tempo di esecuzione di 1000 ms; 
                                                 
11 La funzione è la seguente: akernel().insert(thread, level, period, timeToLive, 
repetitions), dove: 
thread: è l’oggetto thread da inserire; 
level: è il livello di questo thread nella gerarchia; 
period: è il periodo di schedulazione (espresso in ms); 
timeToLive: è il tempo massimo di esecuzione (espresso in ms); 
repetitions: rappresenta il numero di cicli (-1: infiniti; 0: sporadico; n: numero). 
La  funzione  sopra  enunciata  può  avere  anche  un  numero  inferiore  di  ingressi;  nel  caso  dei  thread 
considerati in main() gli ingressi sono sempre 3: l’oggetto thread, il livello e il tempo di esecuzione. 
Ulteriori informazioni su ADE e il suo utilizzo si possono trovare, come già detto in precedenza, in [2] e 
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o  tracker:  akernel().insert(*tracker,  AThread  :: 
cat , 100), che avrà un tempo di esecuzione di 100 ms; 
o  movimentatore a basso livello: 
akernel().insert(*pioneer, AThread :: cat, 
50), che avrà un tempo di esecuzione di 50 ms; 
o  movimentatore ad alto livello: 
akernel().insert(*mover, AThread::cat, 50), 
che avrà un tempo di esecuzione di 50 ms; 
o  se la GUI non è attiva (attivazione determinata dal flag nogui) il 
robot deve gestirsi autonomamente, quindi è necessario attivare il 
thread  cervello:  akernel().insert(*brain,  AThread 
:: cat, 150), che avrà un tempo di esecuzione di 150 ms; 
•  si controlla ora se la GUI deve essere  attivata  o meno (attivazione 
determinata  dal  flag  nogui).  In  caso  affermativo  si  sfruttano  le 
funzioni  costruite  appositamente  nella  cartella  gui  per  l’avvio 
dell’interfaccia grafica. In caso negativo si fermano tutti i thread; 
•  dopo  aver  liberato  lo  spazio  di  memoria  utilizzato  dalle  variabili 
definite in principio, si termina l’esecuzione di main() restituendo 0 
nel  caso  di  non  utilizzo  della  GUI  oppure  il  valore  restituito 
dall’interfaccia grafica nel caso di utilizzo della GUI. 
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3.3.  Brain 
Brain  è  il  cuore  del  nostro  sistema.  È  la  componente  software  che  gestisce  il 
comportamento e le azioni del robot a seguito di determinati stimoli esterni (sensori di 
pavimento, sonar e visione). Tale componente è un thread ADE. 
La  descrizione  di  questo  thread  è  affidata,  come  di  consueto,  a  tre  parti:  premesse, 
descrizione “a parole”, descrizione tecnica. 
3.3.1.  Premesse 
Come  verrà  spiegato  meglio  in  seguito,  il  robot  deve  simulare  al  meglio  il 
comportamento  di  un  cameriere.  Per  eseguire  tale  compito  sono  necessarie  alcune 
funzioni  evolute:  riconoscimento  di  persone  e  prossimità  dell’avventore.  I  sensori 
deputati a queste due importanti funzioni, il cui funzionamento vedremo in dettaglio in 
altri capitoli, sono rispettivamente la telecamera e i sonar. In breve: 
•  il riconoscimento delle persone avviene tramite due tecniche la cui scelta va 
fatta a priori: skin detection (si cercano facce tramite colore e forma) e back 
ground subtraction (si cercano elementi in movimento) o la sola back ground 
subtraction; 
•  dopo  aver  riconosciuto  e  raggiunto  l’obiettivo,  il  messaggio  di  arrivo  a 
destinazione viene fornito dai sonar. 
Si ricordi che, come già ampiamente discusso nella parte dedicata all’hardware, il robot 
è costituito da una base e da due statue affiancate, uomo e donna, poste sopra la base. 
3.3.2.  Descrizione 
Il  comportamento  del  robot  dovrebbe  essere  simile  il  più  possibile  a  quello  di  un 
cameriere umano. Ecco allora quali sono gli obiettivi. 
Si presuppone che il cameriere prenda coscienza di sé in una sala con alcune 
persone che passeggiano. In generale la sequenza delle azioni può essere riassunta 
come segue: 
•  guardarsi attorno e cercare qualcuno a cui offrire da bere; 
•  individuata la persona raggiungerla; 
•  raggiunto l’obiettivo, chiedere se voglia qualche cosa da bere; 
•  dopo  aver  offerto  le  vivande,  guardarsi  attorno  per  trovare  qualche  altro 
invitato  e  una  volta  individuato,  allontanandosi  fare  qualche  commento  (ad 
esempio “mi chiami se ha bisogno”, “a presto”, etc.). 
Può anche accadere che il cameriere si trovi circondato da avventori: 3.3. Brain    De Conti Luca – matricola 355370-IF 
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•  in questo caso chiede permesso e si dirige verso un nuovo obiettivo. 
Altro caso particolare che può capitare è che non ci sia nessuno nella stanza. Se il 
cameriere è svogliato cercherà la prima sedia e vi si accomoderà; ma il bravo 
cameriere: 
•  si sposterà nella stanza per vedere se ci siano persone nascoste da ostacoli fissi. 
Si è cercato di simulare il più possibile questi comportamenti. La scelta migliore è parsa 
quella di modellizzare il cervello come una macchina a stati finiti, in cui le transizioni 
da uno stato all’altro avvengono in seguito allo stato dei sensori e al trascorrere del 
tempo.  La  scelta  di  dare  importanza  al  tempo  è  dovuta  al  fatto  che  l’eccessiva 
permanenza  in  uno  stato  può  rendere  “noioso”  il  comportamento  del  robot  ed  era 
esplicita richiesta del progetto evitare un siffatto atteggiamento. Gli stati in cui può 
trovarsi  il  brain  sono:  BFINDPEOPLE,  BGOTOPERSON,  BRANDOM,  BSAY, 
BLETMEGOTHROUGH e BSTEADY. 
Esattamente come un cameriere umano il robot nello stato BSTEADY prende coscienza 
di sé in una stanza di cui non conosce né forma né dimensioni, quindi a seconda degli 
stimoli esterni avverranno le transizioni nei vari stati. In particolare: 
BSTEADY: questo stato, come si può intuire guardando il diagramma che segue, 
è il cuore del comportamento del robot. In dettaglio, in questa situazione: 
•  dopo aver controllato di essere sufficientemente fermo, l’automa cerca persone; 
•  se  ne  ha  trovate,  entra  nello  stato  BGOTOPERSON  o  BFINDPEOPLE 
rispettivamente se si è deciso di usare lo skin detection o meno; 
•  se  non  trova  nessuno,  gira  su  sé  stesso  di  un  angolo  casuale  (azione  non 
necessaria  data  la  telecamera  omnidirezionale,  ma  imitativa  di  un 
comportamento umano). 
Ovviamente, non può girare su sé stesso troppe volte, anche se nessuno lo vede, 
perché assumerebbe un comportamento “monotono”. Allora si pone un limite alle 
rotazioni casuali; 
•  se ha raggiunto il limite delle oscillazioni entra nello stato BRANDOM dove, 
come si vedrà in seguito, il robot esegue degli spostamenti casuali. 
BGOTOPERSON: questo stato è deputato all’inseguimento degli avventori fino al 
loro raggiungimento nel caso di utilizzo di skin detection. In dettaglio, in questa 
situazione: 
•  dopo aver determinato distanza e angolo del bersaglio, se questo è ancora nel 
range della sensibilità dei sensori, il robot raggiunge la persona ed entra nello 
stato BSAY; 
•  se, al contrario, l’avventore è sfuggito al robot allora rientriamo nello stato 
BSTEADY. 
BFINDPEOPLE: questo stato è deputato a raggiungere il punto in cui si trova 
l’avventore, determinato nello stato BSTEADY, senza utilizzo di skin detection. 
Nel dettaglio, in questa situazione: 
•  il robot raggiunge la posizione determinata nello stato BSTEADY; 3.3. Brain    De Conti Luca – matricola 355370-IF 
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•  dopo aver raggiunto la posizione, il robot controlla se è in prossimità di un 
ostacolo; in caso affermativo presuppone di essere di fronte a una persona ed 
entra nello stato BSAY; 
•  nel caso in cui, invece, non ci sia nessun ostacolo nelle vicinanze, il robot 
presuppone che l’avventore se ne sia andato e rientra nello stato BSTEADY. 
BSAY:  questo  stato  è  deputato  a  far  parlare  l’automa  dopo  che  ha  raggiunto 
l’obiettivo. Nel dettaglio, in questa situazione: 
•  nel  caso  ci  sia  la  donna  rivolta  verso  l’avventore  la  si  fa  parlare;  in  caso 
contrario il robot ruota su sé stesso e fa parlare la donna e, in seguito, l’uomo; 
•  il robot entra nello stato BRANDOM; 
BRANDOM: questo stato è deputato a far muovere il robot in maniera casuale 
tenendo conto di particolari situazioni. Nel dettaglio: 
•  nel caso in cui esca da BSTEADY senza aver trovato nessuno, il robot esegue 
uno spostamento casuale e rientra quindi nello stato BSTEADY; 
•  nel caso in cui esca da BSAY, il robot sceglie un punto in maniera casuale e lo 
raggiunge. Mentre lascia l’avventore fa qualche commento ed entra nello stato 
BSTEADY; 
•  nel caso in cui infine, nel tentativo di muoversi, il robot non trovi nessuna 
direzione  libera,  chiede  permesso  ed  entra  nello  stato  BRANDOM  o 
BSTEADY,  rispettivamente  se  l’ostacolo  più  distante  è  sufficientemente 
lontano o meno. 
BLETMEGOTHROUGH:  questo  stato  esiste  solamente  per  motivi  “storici”. 
Infatti l’idea iniziale prevedeva che, se la statua statua fosse stata circondata, si 
sarebbe fermata e avrebbe cercato, utilizzando la visione (quindi, all’interno del 
brain), un angolo libero (ovvero un angolo privo di ostacoli). Fatto questo avrebbe 
dovuto continuare o iniziare un movimento casuale con questa informazione in 
più. Tale metodo si è poi rivelato non molto reattivo (mentre il robot si fermava 
per cercare angoli liberi etc... la scena cambiava di molto). Si è dovuto quindi 
pensare a qualcosa di differente. Nello specifico, nell’implementazione attuale del 
codice,  la  situazione  di  letmegothrough  viene  gestita  in  combinazione  dalla 
movimentazione e dal brain all’interno dello stato random. 
In ogni caso quello che è stato implementato fino ad ora fa eseguire  al robot 
quanto segue: 
•  fa cercare l’angolo più libero (quello con ostacolo più lontano); 
•  se non si trova un varco entra nello stato BSTEADY; 
•  altrimenti nello stato BRANDOM; 
Di seguito vengono riportati due diagrammi che sintetizzano i cambiamenti di stato 
illustrati precedentemente: il primo con l’utilizzo dello skin detection, il secondo senza. 
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CON SKIN DETECTION 
 
Schema 2. Diagramma delle transizioni della macchina a stati finiti brain, con 
l‘utilizzo dello skin detection. 
 
SENZA SKIN DETECTION 
 
Schema 3. Diagramma delle transizioni della macchina a stati finiti brain, 
senza l’utilizzo dello skin detection. 
 
3.3.3.  Descrizione tecnica 
Il cervello, come già detto in precedenza, è un thread ADE e viene implementato nei file 
contenuti nella cartella brain, in particolare da brain.cpp e brain.h. 
 
BSTEADY 
 
BLETMEGOTHROUGH 
 
BRANDOM 
 
BSAY 
 
BFINDPEOLPLE 
 
BSTEADY 
 
BLETMEGOTHROUGH 
 
BRANDOM 
 
BSAY 
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Si inizia la descrizione del codice riportando l’albero delle dipendenze e la descrizione 
UML della classe: 
 
Come  si  deduce  dall’albero  delle  dipendenze,  e  come  era  già  stato  accennato  in 
precedenza, il cervello è il cuore del nostro sistema, infatti utilizza la gran parte delle 
funzioni e classi elaborate nel progetto. 
Brain     
-currentTime: double  
-justChangeState: bool  
-woman: bool  
-target: Position  
-bState: BrainState  
-deltaChange: double  
-lastChangeTime: double  
-lastSay: double  
-lastSayRand: double  
-lastSayP: double  
-delayTime: double  
-stopMoveCyclesDelay: int  
-cycleCount: int  
-lastBackgroundResetTime: double  
-remainingSeekTimes: int  
-turnTimes: int  
-randomMinDist: double  
-onRandomSayComment: bool  
-randomSayTime: double  
-returnFromLetMeGoThrough: bool  
-lastRandomLimit: int  
-BrainState: {BSTEADY, BGOTOPERSON, 
BFINDPEOPLE, BRANDOM, BSAY, 
BLETMEGOTHROUGH} 
   
Position 
 
 
 
+Brain()  
+~Brain()  
+init(): void  
+act(): void  
+done(): void  
+say(file:string, sec:int): void  
+sayrand(sec:int): void  
+sayWoman(): void  
+sayMan(): void  
+sayLetMeGoThrough(): void  
-isRobotMoving(): bool  
-nterState(newstate:BrainState): void  
-doSteady(): void  
-doGoToPerson(): void  
-doFindPeople(): void  
-doRandom(): void  
-doSay(): void  
-doLetMeGoThrough(): void  
-startSeek(): void  
-delay(ms:int): void 
  AThread 
 
 
 
“brain.h” 
“utility/world.h” 
“vision/vision.h” 
“vision/tracking.h” 
“hl_mover/hl_mover.h” 
“brain.cpp”  <math.h> 
“vision/visionutility.h”  “vision/visionglobal.h”  * 
* 
* 
* 
* 
<ade/athread.h> 
“utility/avstructs.h” 
“pioneer/arealpioneer_new.h”  * 
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Si inizia con il codice analizzando il file brain.h dove sono dichiarate tutte le funzioni, 
le costanti e le variabili della classe brain: come di consueto prima verrà esposta la 
funzione,  dichiarazione  o  quant’altro,  poi  sarà  commentata.  L’analisi  procederà  per 
blocchi funzionali: 
#include … 
La definizione inizia come al solito con l’indicazione delle dipendenze, già 
illustrata nell’albero. 
#define NUM_RAND_SONG 0 
Qui vengono elencate le costanti utili alla classe, in questo caso solo una. 
class Brain : public AThread 
Viene  quindi  dichiarata  la  classe.  Si  nota  che  è  una  classe  derivata  di 
AThread. 
public: 
Brain() 
~Brain() 
void init() 
void act() 
void done() 
void say(string file, int sec=3) 
void sayrand(int sec=3) 
void sayWoman() 
void sayMan() 
void sayLetMeGoThrough() 
Nella parte public vengono dichiarati, come di consueto, il costruttore, il 
distruttore, le funzioni fondamentali per gestire il thread e infine le funzioni 
pubbliche utili alla classe. Il loro utilizzo e implementazione saranno discussi 
tra breve. 
private: 
bool isRobotMoving() 
void enterState(BrainState newstate) 
void delay(int ms) 
void startSeek() 
void doSteady() 
void doGoToPerson() 
void doFindPeople() 
void doRandom() 
void doSay() 
void doLetMeGoThrough() 
double currentTime 
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bool woman 
Position target 
enum BrainState { 
BSTEADY  = 0 
BGOTOPERSON  = 1 
BFINDPEOPLE  = 2 
BRANDOM  = 3 
BSAY  = 4 
BLETMEGOTHROUGH = 5} 
BrainState bState 
double deltaChange 
double lastChangeTime 
double lastSay 
double lastSayRand 
double lastSayP 
double delayTime 
int stopMoveCyclesDelay 
int cycleCount 
double lastBackgroundResetTime 
int remainingSeekTimes 
int turnTimes 
double randomMinDist 
bool onRandomSayComment 
double randomSayTime 
bool returnFromLetMeGoThrough 
int lastRandomLimit 
Nella parte private vengono dichiarate le funzioni e le variabili utili allo 
sviluppo  delle  funzioni  dichiarate  nella  parte  public.  Il  loro  utilizzo  e 
implementazione saranno discussi tra breve. 
L’implementazione di tutte le funzioni sopra elencate è affidata al file brain.cpp: 
#include … 
La  definizione  inizia  con  l’indicazione  delle  dipendenze,  già  illustrata 
nell’albero precedentemente rappresentato; 
#define BSDELTATIME  0.25 
#define BSDELTATIMELMGT  0.5 
#define ONSAYMINDIST  3000 
#define ONNOTHINGTODOMINDIST  4500 
#define EXCUSEMEINTERVAL  10 
#define OSCILLATIONS  2 
#define FINDPEOPLEDISTANCE  2500 
#define WAITFORSTOPCYCLES  10 
#define TRYFORSEEKTIMES  3 
#define TRYFORESCAPETIMES  10 
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In  questa  parte  vengono  elencate  le  costanti  di  classe.  Come  già  accennato 
nelle  premesse  al  software,  spiegare  il  significato  di  tutte  queste  costanti 
separandolo  dal  contesto  sarebbe  ridondante;  man  mano  che  verranno 
utilizzate, il loro valore diventerà chiaro. 
extern AVision *vision 
extern Tracking *tracker 
extern HL_Mover *mover 
Vengono ora dichiarate le variabili utili alla classe. Si tratta di tre variabili la 
cui  appartenenza  è  chiara.  Ancora  una  volta,  spiegare  il  significato  di  tutte 
queste  variabili  separandolo  dal  contesto  sarebbe  superfluo;  man  mano  che 
verranno utilizzate il loro valore diventerà chiaro. 
Dopo la definizione delle variabili utili alla classe, vengono finalmente implementate le 
funzioni; si comincia con quelle appartenenti alla parte public: 
Brain(): AThread(“Brain”) 
Il costruttore si limita a definire la classe un thread ADE. 
~Brain() 
Il distruttore non è necessario, infatti la sua definizione non contiene alcuna 
linea di codice. È stato implementato per completezza. 
void init() 
Questa funzione, tipica di tutti i thread ADE, inizializza le variabili di classe, il 
generatore di numeri casuali e imposta come stato iniziale BSTEADY. 
void act() 
Questa funzione, anch’essa tipica di un thread ADE, è la struttura portante del 
brain. Si analizza nel dettaglio quanto esegue: 
•  aggiorna le variabili di tempo; 
o  currentTime:  impostata  al  tempo  attuale  sfruttando  le 
proprietà della classe world; 
o  deltaChange:  tempo  trascorso  dall’ultimo  cambiamento  di 
stato,  impostata  come  differenza  fra  currentTime  e 
lastChangeTime, altra variabile di classe; 
•  chiede al mover se è in stato di errore. Se lo è, ce lo fa sapere; 
•  controlla che non ci sia da aspettare del tempo sfruttando la variabile 
delyTime; 
•  aspetta che il robot si fermi o che sia fermo da un certo intervallo di 
tempo sfruttando la variabile di classe stopMoveCyclesDelay e 
la costante di classe WAITFORSTOPCYCLES; 
•  infine entra nello stato indicato dalla variabile di classe bState; per 
entrare  nello  stato  desiderato  si  sfruttano  le  funzioni  di  classe 
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doGoToPerson(),  doFindPeople(),  doRandom(), 
doSay(), doLetMeGoThrough(). 
void done() 
Anche questa funzione è tipica di un thread ADE, ma in questo caso non fa 
nulla. 
void say(string file, int sec) 
Ingressi  Uscita 
string file  Nome di un file audio  void  Nessuna 
int sec  Un tempo (in secondi)     
Questa funzione ha il compito di controllare se dall’ultima volta che si è detto 
qualcosa  sono  passati  sec  secondi  (currentTime-lastSay>sec).  In 
caso positivo fa dire al robot, attraverso l’apparato hardware già descritto e il 
software mplayer, il file audio file; in caso negativo restituisce il controllo 
senza fare niente. 
void sayrand(int sec) 
Ingressi  Uscita 
int sec  Un tempo (in secondi)  void  Nessuna 
Questa funzione ha il compito di controllare se dall’ultima volta che il robot ha 
pronunciato qualcuno dei file audio di commento, scelto a caso, sono passati 
sec  secondi  (currentTime-lastSayRand>sec).  In  caso  positivo  fa 
dire all’uomo o alla donna, sempre casualmente, attraverso l’apparato hardware 
già descritto e il software mplayer, uno dei file audio di commento scelto a 
caso. 
void sayWoman() 
Questa funzione ha il compito di controllare se dall’ultima volta che è stato 
offerto  qualcosa  sono  passati  sec  secondi  (currentTime-
lastSayP>sec).  In  caso  positivo  fa  dire  alla  statua  donna  del  robot, 
attraverso l’apparato hardware già descritto e il software mplayer, uno dei file 
audio di offerta scelto a caso. 
void sayMan() 
Questa funzione ha il compito di controllare se dall’ultima volta che è stato 
offerto  qualcosa  sono  passati  sec  secondi  (currentTime-
lastSayP>sec).  In  caso  positivo  fa  dire  alla  statua  uomo  del  robot, 
attraverso l’apparato hardware già descritto e il software mplayer, uno dei file 
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void sayLetMeGoThrough() 
Questa  funzione  invoca  la  funzione  say(“letMeGoThrough-woman”, 
EXCUSEMEINTERVAL). I parametri elencati fanno in modo di controllare se 
dall’ultima volta che si è detto qualcosa sono passati EXCUSEMEINTERVAL 
secondi  (currentTime-lastSay>EXCUSEMEINTERVAL).  In  caso 
positivo la funzione fa dire alla statua donna del robot, attraverso l’apparato 
hardware  già  descritto  e  il  software  mplayer,  il  file  audio 
“letMeGoThrough-woman”; in caso negativo restituisce il controllo senza 
fare niente. 
Dopo l’implementazione delle funzioni della parte public vengono implementate le 
funzioni appartenenti alla parte private. In quest’ultima vi sono numerose variabili 
ma, ancora una volta, spiegare il significato di tutte separandole dal contesto sarebbe 
ridondante; man mano che verranno utilizzate il loro valore diverrà chiaro. 
bool isRobotMoving() 
Questa funzione si limita ad interrogare il mover e verificare che il robot non 
sia in nessuno dei seguenti casi: 
HL_Mover_movement_completed 
HL_Mover_stopped_against_obstacle 
HL_Mover_blocked_by_obstacle 
HL_Mover_standby 
HL_Mover_stopped 
HL_Mover_error_status 
cioè,  tradotto  in  linguaggio  comprensibile,  se  rispettivamente  nessuna  delle 
seguenti condizioni è vera: 
il robot ha completato il movimento; 
il robot è fermo di fronte ad un ostacolo; 
il robot è bloccato da ostacoli; 
il robot è in standby; 
il robot è fermo; 
il robot è in stato di errore; 
quindi, se nessuna delle condizioni precedenti si verifica, la funzione restituisce 
true altrimenti false. 
void enterState(BrainState newstate) 
Ingressi  Uscita 
BrainState newstate  Uno stato del brain  void  Nessuna 
Il compito di questa funzione è quello di far cambiare stato al cervello. Si inizia 
con l’impostare due variabili di classe: lastChangeTime all’ora attuale e 
justChangeState a true. Quindi fa entrare il brain nello stato indicato 
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void delay(int ms) 
Ingressi  Uscita 
int ms  Un tempo (in ms)  void  Nessuna 
Questa  funzione  imposta  la  variabile  di  classe  delyTime;  in  particolare 
somma a currentTime l’ingresso ms/1000. 
void startSeek() 
Questa  funzione,  sfruttando  le  proprietà  della  classe  Tracking,  raccoglie  un 
nuovo  back  ground  e  in  seguito  imposta  la  variabile  di  classe 
lastBackgroundResetTime al tempo corrente currentTime. 
void doSteady() 
Questa  funzione  regola  il  comportamento  del  robot  quando  è  nello  stato 
BSTEADY; in particolare: 
•  si controlla che il robot non si stia muovendo, sfruttando la funzione 
isRobotMoving(). In caso affermativo si restituisce il controllo, 
diversamente si procede; 
•  si comincia con una fase di inizializzazione: si controlla se si è appena 
cambiato  stato,  sfruttando  la  variabile  di  sistema 
justChangeState; 
o  in caso positivo: 
￿  si resetta il back ground (funzione startSeek()); 
￿  si  imposta  il  flag  di  sistema  justChangeState  = 
false; 
￿  si imposta la variabile di classe remainingSeekTimes 
= TRYFORSEEKTIMES – 1;
12 
￿  si imposta la variabile di classe turnTimes = 0; 
o  in caso negativo si salta questa fase; 
•  si controlla se la variabile di classe turnTimes
13 è maggiore di zero 
e se il mover ha completato il movimento; 
o  in caso positivo: 
￿  si fa un reset del back ground (startSeek()); 
￿  si fa entrare il mover in standby; 
￿  si imposta la variabile di classe remainingSeekTimes 
= TRYFORSEEKTIMES – 1; 
￿  si restituisce il controllo; 
o  in caso negativo si procede oltre; 
                                                 
12 La variabile di classe remainingSeekTimes serve a porre un limite al processo di rigenerazione 
dello sfondo. La  necessità di questo limite, ora del tutto  superflua, diverrà chiara in seguito. Infatti, 
sempre  nello stato BSTEADY, quando il robot non trova  movimento, per essere certi di non essere 
incorsi in un errore, si ripete la procedura di ricerca movimento per TRYFORSEEKTIMES. 
13 L’utilizzo di questa variabile diverrà chiaro in seguito. Per completezza si vuole ricordare che il robot 
cerca persone a cui offrire da bere. Nel caso non le trovi, prima di entrare nello stato BRANDOM, inizia a 
cercare movimento intorno a sé compiendo rotazioni di un angolo casuale. La variabile turnTimes 
tiene conto, appunto, del numero di movimenti rotatori effettuati. 3.3. Brain    De Conti Luca – matricola 355370-IF 
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•  si entra nella parte di BSTEADY riguardante la ricerca di movimento. 
In  questa  fase  è  necessario  controllare  se  l’ultimo  reset  del  back 
ground  è  stato  fatto  poco  tempo  addietro  (currentTime  - 
lastBackgroundResetTime  <  BSDELTATIME);  in  caso 
positivo si restituisce il controllo, in caso negativo si procede; 
o  a questo punto se si sta usando lo skin detection: 
￿  si imposta il flag di classe personfound, sfruttando la 
funzione  della  classe  Tracking  beginTrack()  che 
restituisce vero o falso a seconda che trovi o meno una 
persona da tracciare; 
￿  si  controlla  che  la  telecamera  non  si  stia  muovendo, 
sempre  sfruttando  una  funzione  della  classe  Tracking 
isCameraMoving(); se si sta muovendo si resetta lo 
sfondo  e  si  restituisce  il  controllo,  mentre,  in  caso 
contrario (telecamera ferma), se si è trovata una persona 
da tracciare si entra nello stato BGOTOPERSON; 
￿  se non si è trovato nessuno, si restituisce il controllo; 
o  se non si sta usando lo skin detection: 
￿   si cerca un bersaglio sfruttando una funzione della classe 
Tracking findPeople(); 
￿  si controlla che la telecamera non si stia muovendo; se si 
sta  muovendo  si  resetta  lo  sfondo  e  si  restituisce  il 
controllo; mentre, in caso contrario (telecamera ferma), se 
la distanza del bersaglio è diversa da -1 (bersaglio non 
trovato), si entra nello stato BFINDPEOPLE e si imposta 
la  variabile  di  classe  target.distance  = 
FINDPEOPLEDISTANCE; 
•  se non si è trovato nessuno, dato che lo si deve accertare, si ripete il 
reset dello sfondo per TRYFORSEEKTIMES; 
•  se non si è ancora trovato nessuno e la variabile di classe turnTimes 
è minore della costante di classe OSCILLATIONS, il robot compie 
delle rotazioni di un angolo casuale e cerca persone fino a quando 
turnTimes < OSCILLATIONS; 
•  quando tutti i tentativi di trovare qualcuno sono state intrapresi e non è 
stato individuato alcun movimento, si entra nello stato BRANDOM. 
Con questo è stato spiegato il comportamento del cervello quando è nello stato 
BSTEADY. 
void doGoToPerson() 
Questa  funzione  regola  il  comportamento  del  robot  quando  è  nello  stato 
BGOTOPERSON; in particolare: 
•  si controlla innanzitutto se si è nello stato BGOTOPERSON a ragione, 
cioè se la costante di classe USESKINDETECTION è vera o meno; 
•  se  non  si  è  appena  cambiato  stato  (si  sfrutta  la  variabile  di  classe 
justChangeState)  e  il  mover  assicura  che  il  robot  è  fermo  di 3.3. Brain    De Conti Luca – matricola 355370-IF 
Pagina 53 di 208 
fronte ad un ostacolo (HL_Mover_stopped_against_obstle), 
allora vuol dire che si è raggiunta la persona e si procede come segue: 
o  si ferma il tracker sfruttando la funzione della  classe Tracking 
stopTrack(); 
o  si ferma il mover sfruttando la funzione della classe HL_Mover 
stopMotion(); 
o  si entra nello stato BSAY; 
•  se si è appena cambiato stato, si ottiene la posizione del bersaglio dal 
tracker,  sfruttando  la  funzione  della  classe  Tracking 
getTargetPosition(); 
•  se la distanza del bersaglio =-1, significa che si è perso il bersaglio. 
In questo caso si ferma il robot e si entra nello stato BSTEADY; 
•  diversamente si segue il bersaglio sfruttando la funzione della classe 
HL_Mover followDirection(angolo) (a cui si passa l’angolo 
del bersaglio) e si aggiorna il flag di classe justChangeState = 
false. 
Con questo è stato spiegato il comportamento del cervello quando è nello stato 
BGOTOPERSON. 
void doFindPeople() 
Questa  funzione  regola  il  comportamento  del  robot  quando  è  nello  stato 
BFINDPEOPLE; in particolare: 
•  si controlla innanzitutto se il mover restituisce lo stato di emergenza di 
raggiungimento  limite  invalicabile 
(HL_Mover_emergency_movement). In caso affermativo si entra 
nello stato BSTEADY, in caso contrario si procede; 
•  se il robot si sta muovendo (isRobotMoving()) si restituisce il 
controllo; 
•  a questo punto, dopo i dovuti accertamenti, se il robot non ha appena 
cambiato  stato,  si  controlla  se  si  è  raggiunto  l’obiettivo 
(HL_Mover_stopped_against_obstacle  || 
HL_Mover_blocked_by_obstacle). In caso affermativo: 
o  si ferma il robot sfruttando la funzione della classe HL_Mover 
stopMotion(); 
o  si entra nello stato BSAY; 
•  se, diversamente, si è appena cambiato stato, significa che ancora non 
si  è  raggiunto  l’obiettivo.  Per  arrivare  alla  persona  si  sfrutta  la 
funzione  della  classe  HL_Mover  performMovement(-), 
passandogli  la  posizione  del  target  e  si  aggiorna  il  flag  di  classe 
justChangeState = false. 
Con questo è stato spiegato il comportamento del cervello quando è nello stato 
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void doRandom() 
Questa  funzione  regola  il  comportamento  del  robot  quando  è  nello  stato 
BRANDOM.  In  particolare  si  vuole  far  eseguire  al  robot  un  movimento 
casuale, movimento che è composto da una rotazione e da una traslazione: 
•  se si è appena cambiato stato (justChangeState) e non si arriva 
in  BRANDOM  da  BLETMEGOTHROUGH  (informazione  ricavata 
dalla variabile di classe returnFromLetMeGoThrough), si deve 
fare un movimento casuale la cui esecuzione è affidata alla funzione 
della  classe  HL_Mover  performRandomMovement 
(intervallo  angolo,  intervallo  distanza, 
distanza minima)
14. È necessario determinare gli intervalli da 
passare alla funzione: 
o  per l’angolo l’intervallo è fissato in [-π, π]; 
o  per la distanza la scelta si fa un po’ più difficile. Infatti il limite è 
fissato dalla variabile di classe lastRandomLimit il cui valore 
è  impostato  a  randomMinDist  o  alla  costante  di  classe 
ONNOTHINGTODOMINDIST  rispettivamente  se 
randomMinDist > -1 o meno. L’intervallo di distanza viene 
fissato a lastRandomLimit*1.5
15; 
o  la distanza limite è posta a lastRandomLimit; 
•  questa  parte  prosegue  con  l’impostare  la  variabile  di  classe 
randomSayTime = currentTime + 6 a seconda della verità o 
meno del flag di classe onRandomSayComment; e ad impostare a 
false  i  due  flag  di  classe  justChangeState  e 
returnFromLetMeGoThrough; 
•  a  questo  punto,  se  è  passato  un  tempo  sufficientemente  lungo 
(randomSayTime) ed è vero il flag onRandomSayComment, si fa 
dire  al  robot  una  frase  a  caso  sfruttando  la  funzione  di  classe 
sayrand(); 
In questo stato del brain viene anche implementato il codice per gestire un caso 
di  stallo;  in  particolare  se  il  robot  è  bloccato  da  ostacoli 
(HL_Mover_blocked_by_obstacle) si fa in modo che: 
•  sfruttando  la  funzione  di  classe  sayLetMeGoThrough()  chieda 
permesso;  in  più,  se  lastRandomLimit  è  sufficientemente 
(>1500) grande, si riduce randomMinDist (si fa diventare il robot 
più ottimista nel cercare un varco) e si rientra nello stato BRANDOM; 
•  se  invece  lastRandomLimit  non  è  molto  grande  si  entra  nello 
stato BSTEADY; 
                                                 
14  Questa  funzione  verrà  descritta  nel  dettaglio  in  seguito.  Per  chiarezza  viene  riportata  qui  una 
descrizione sommaria: performRandomMovement(random_number_limits angle_limits, 
random_number_limits distance_limits, float min_distance) fa compiere al robot 
un movimento casuale (una rototraslazione). Gli elementi da passare alla funzione sono: il range in cui 
scegliere l’angolo, il range in cui scegliere la distanza, una distanza minima da percorrere. 
15 La scelta di questi valori per l’intervallo di distanza e la distanza minima è stato suggerito da prove di 
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•  la  funzione  termina  col  restituire  il  controllo  se  il  robot  si  sta 
muovendo (isRobotMoving()); 
•  se nessuno dei casi precedenti si verifica il cervello rientra nello stato 
BSTEADY; 
Con questo è stato spiegato il comportamento del cervello quando è nello stato 
BRANDOM. 
void doSay() 
Questa  funzione  regola  il  comportamento  del  robot  quando  è  nello  stato 
BSAY; in particolare si vuole far pronunciare una frase prima alla statua donna 
poi alla statua uomo: 
•  entrati  nello  stato  si  controlla  se  il  robot  si  sta  muovendo 
(isRobotMoving())  e  se  c’è  la  statua  donna  di  fronte 
all’avventore; se è così la si fa parlare (sayWoman()) altrimenti si fa 
girare di π il robot e lo si fa parlare; 
•  dopo  che  ha  parlato  la  statua  donna  si  fa  parlare  la  statua  uomo 
(sayMan()); 
•  quindi si attendono 4 secondi (delay(4000)); 
•  si  imposta  la  variabile  di  classe  randomMinDist  = 
ONSAYMINDIST; 
•  e si entra nello stato BRANDOM; 
void doLetMeGoThrough() 
Questa  funzione  regola  il  comportamento  del  robot  quando  è  in 
BLETMEGOTHROUGH; come già detto all’inizio del capitolo, questo stato 
esiste solo per motivi “storici” o come base per una futura implementazione; in 
ogni caso ciò che il brain fa compiere al robot in questa situazione è: 
•  se si è appena cambiato stato (justChangeState), si fa partire una 
breve inizializzazione: 
o  si esegue un refresh dello sfondo (startSeek()); 
o  si imposta il flag di classe justChangeState = false; 
o  si imposta la variabile di classe remainingSeekTimes
16 = 
TRYFORESCAPETIMES -1; 
o  si restituisce il controllo; 
•  si verifica che l’ultimo reset dello sfondo non sia stato fatto troppo 
poco  tempo  prima  (currentTime-
lastBackgroundResetTime < BSDELTATIMELMGT); in caso 
positivo si restituisce il controllo; 
•  a  questo  punto,  sfruttando  la  funzione  della  classe  HL_Mover 
findPeople (-,-), si ottiene l’angolo più libero; 
                                                 
16 Questa variabile ha il compito di porre un limite ai tentativi che il brain compie per cercare uno spazio 
libero nello stato BLETMEGOTHROUGH; in particolare tale limite è regolato dalla costante di classe 
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•  se tale angolo ha comunque una persona molto vicina, si fa un refresh 
dello  sfondo  fino  a  quando  la  variabile  di  classe 
remainingSeekTimes lo permette; quando tutti i tentativi sono 
stati fatti si entra nello stato BSTEADY; 
•  nel  caso  si  sia  trovato  un  varco  si  entra  nello  stato  BRANDOM 
impostando  a  true  il  flag  di  classe 
returnFromLetMeGoThrough 
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3.4.  GUI 
GUI è un componente che permette l’interazione grafica con il robot. In particolare 
questo elemento è costituito da una finestra in cui sono presenti 5 pagine, in ognuna 
delle quali è possibile vedere i risultati delle elaborazioni del robot o impostare alcuni 
parametri fondamentali. Questa parte del codice non è strettamente necessaria per il 
funzionamento del complesso hardware-software, ma è un utile strumento per impostare 
importanti  parametri  del  robot  e  per  il  monitoraggio  di  tutte  le  componenti,  sia  nel 
debug che in fase di funzionamento normale. 
La  descrizione  di  GUI  è  affidata  a  due  parti:  descrizione  “a  parole”  e  descrizione 
tecnica. 
3.4.1.  Descrizione 
Come già accennato poco sopra, il compito di questo elemento software è quello di dare 
la possibilità, attraverso una interfaccia  grafica  (per l’appunto il GUI),  di impostare 
alcune  variabili  di  sistema  e  mostrare  numerose  proprietà  del  robot.  Il  software  in 
questione presenta una finestra con cinque pagine (figure sotto) ognuna delle quali è 
preposta all’impostazione e visualizzazione di caratteristiche specifiche. In particolare: 
•  la  prima  pagina,  “Main”,  presenta  un 
pulsante  “Detach”  che  permette  di 
connettere e disconnettere il sistema. Ci 
sono inoltre: 
o  un indicatore di stato dei motori 
(verde se attivi, rosso se inattivi); 
o  una  casella  (“Distanza  avoid”) 
per l’impostazione della distanza 
oltre la quale un ostacolo non è più considerato come tale; 
o  una  casella  (“Sensore  line”)  del  tipo  si/no  che  permette  di  attivare  o 
meno i sensori di pavimento; 
o  infine un grande pulsante (“START”) per l’avvio e la sospensione delle 
attività del sistema; 
•  la  seconda  pagina,  “Sonar”,  presenta  il  pulsante  “Detach”  che  permette  di 
connettere e disconnettere il sistema. Ci sono inoltre: 
o  un’immagine  in  cui  viene 
visualizzata la dislocazione degli 
ostacoli; 
o  una  casella  di  testo  dov’è 
possibile  impostare  una  nuova 
sequenza  di  polling;  e  poi 
inviarla  al  robot  con  una 
semplice  pressione  del  pulsante 
“Polling”; 
Figura 5. Pagina “Main” del GUI. 
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•  la  terza  pagina,  “Energy”,  presenta  il 
pulsante  “Detach”  che  permette  di 
connettere e disconnettere il sistema. Ci 
sono inoltre: 
o  lo  stato  di  carica  delle  batterie 
del portatile e del robot; 
o  una  casella  combinata  “CPU 
Freq”  che  permette 
l’impostazione  della  frequenza  di  lavoro  della  CPU  della  scheda  di 
controllo del robot; 
o  il tempo rimanente prima di un arresto del sistema per esaurimento delle 
batterie; 
•  la  quarta  pagina,  “Vision”,  dà  la 
possibilità  di  settare  innumerevoli 
parametri della visione: luminosità, hue, 
colore,  contrasto,  bianchezza, 
l’intervallo  di  salvataggio  delle 
immagine acquisite e la tipologia delle 
immagini  da  salvare  (scala  di  grigio, 
l’immagine di back ground subtraction o 
solo  i  pixel  riconosciuti  come  pelle). 
Con il pulsante “Set” si applicano tutte 
le modifiche effettuate; 
•  la  quinta  pagina,  “Fotoresistenze”, 
mostra  soltanto  lo  stato  dei  sensori  di 
pavimento:  zona  permessa  o 
sconfinamento in zona proibita. 
3.4.2.  Descrizione tecnica 
GUI è stato realizzato utilizzando il programma di generazione di interfacce grafiche Qt 
designer. Questo software permette l’implementazione di finestre con contenuti anche 
molto  complessi,  senza  dover  necessariamente  scrivere  del  codice  (vedere  [4]).  In 
particolare  è  lasciata  al  programma  la  stesura  di  tutte  quelle  parti  che  descrivono 
finestre, pulsanti, pagine, visualizzatori e molte altre cose “noiose”; al programmatore è 
lasciata la “sola” implementazione delle funzioni evolute. In questo caso le funzionalità 
complesse derivano da funzioni già implementate per altre classi del sistema. Perciò la 
descrizione  del  codice  implementato  in  questa  parte  sarà  volutamente  povera 
d’informazioni  approfondite,  dato  che  spiegazioni  dettagliate  sono  presenti  in  altri 
capitoli. 
Prima di proseguire con la descrizione del codice, si vuole far notare che l’interfaccia 
grafica è stata implementata con le librerie grafiche Qt della Trolltech. Tale scelta ha 
fatto in modo che l’esecuzione del GUI sia asincrona rispetto al programma, rendendolo 
a tutti gli effetti un thread, come molte altre parti del software del robot. 
Si  continua  la  descrizione  indicando  i  file  che  contengono  l’implementazione 
dell’interfaccia.  Come  di  consueto  è  presente  una  cartella,  in  questo  caso  gui,  che 
contiene  tutti  i  file,  ma  per  motivi  legati  al  programma  Qt  Designer  il  codice  è 
organizzato in più cartelle e in diversi header: nello Schema 4 è rappresentato l’albero 
delle cartelle e i file d’implementazione in esse contenuti. 
Figura 7. Pagina “Energy” del GUI. 
Figura 9. Pagina “Vision” del GUI. 
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Schema 4. Cartelle e file del GUI. 
La descrizione delle dipendenze prosegue con l’albero sotto riportato: 
 
“main.cpp” 
<qimage.h> 
“global.h” 
“pioneer/arealpioneer_new.h” 
<stdio.h> 
<qvariant.h> 
“vision/tracking.h” 
“vision/vision.h” 
* 
* 
<qwidget.h> 
“butlergui.h” 
<qapplication.h> 
* 
main.cpp 
butlergui.h 
global.h 
gui 
butlergui.ui.h 
uis 
butlergui.h 
butlergui.cpp 
butlergui.moc 
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Come si può vedere le dipendenze del GUI sono numerose; si notano le dipendenze 
dovute a tutti gli elementi caratteristici di una finestra e, aspetto più interessante, tutte le 
dipendenze dalle funzionalità “evolute”, mutuate da classi descritte in altre parti. 
Si  inizia  ora  con  il  codice,  analizzando  i  file  main.cpp,  butlergui.h,  butlergui.cpp, 
butlergui.moc e butlergui.ui.h. Questa volta lo studio procederà considerando tutti i file 
indistintamente.  Tale  scelta  è  motivata  dal  fatto  che  la  stragrande  maggioranza  del 
codice  è  generata  automaticamente  dal  programma  di  costruzione  Qt  Designer.  Le 
uniche parti implementate dal programmatore sono conservate nel file butlergui.ui.h e 
sono costruite in maniera tale che, al momento della pressione di un pulsante o quando è 
visibile una particolare immagine, si richiami la funzione già implementata che esegue 
l’azione corretta. Agiscono in questo modo i pulsanti “Detach”, “START”, “Stop” e 
“Set”. Ugualmente funzionano i componenti che permettono la visualizzazione delle 
informazioni provenienti dal robot. Data la semplicità delle funzioni implementate, si 
propone a titolo d’esempio una sola funzione: 
void setButton_clicked() 
Questa  funzione  si  limita  a  leggere  i 
valori  negli  SpinBox  posti  a  sinistra 
nella  finestra  (come  si  vede 
nell’immagine a lato) e ad invocare le 
funzioni  deputate  all’assegnazione  di 
tali  valori.  Nel  caso  di  “brightness”: 
“butlergui.cpp”  <ade/akernel.h> 
<qbuttongroup.h> 
<qcheckbox.h> 
<qcombobox.h> 
<qframe.h> 
<qlabel.h> 
<qlayout.h> 
<qlineedit.h> 
<qpainter.h> 
<qprogressbar.h> 
<qpushbutton.h> 
<qradiobutton.h> 
<qspinbox.h> 
<qtabwidget.h> 
<qtooltip.h> 
<qvariant.h> 
<qwhatsthis.h> 
“.obj/butlergui.h” 
“brain/brain.h” 
".obj/butlergui.moc" 
* 
* 
“uis/butlergui.ui.h” 
<qmetaobject.h> 
<qapplication.h> 
* 
<private/qucomextra_p.h> 
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3.5.  HL_mover 
HL_Mover (contenuto nella cartella omonima) è un elemento estremamente importante 
per il robot. A questo componente è infatti affidata la movimentazione ad alto livello; 
nello specifico il suo compito è quello di: formare traiettorie per arrivare ad un punto e 
farle  seguire  al  robot,  gestire  (insieme  a  brain)  la  situazione  di  stallo  e  far  uscire 
velocemente il robot da sconfinamenti in zona proibita. HL_Mover è un thread ADE. 
La  descrizione  di  questo  thread  è  affidata  a  due  parti:  descrizione  “a  parole”  e 
descrizione tecnica. 
3.5.1.  Descrizione 
Come già accennato poco sopra il compito di HL_Mover è quello di far muovere il 
robot e in particolare di: elaborare traiettorie per seguire direzioni o raggiungere punti, 
eseguire rotazioni di angoli fissi o casuali a velocità angolari scelte o meno, realizzare 
movimenti verso obiettivi scelti a caso o prefissati a velocità angolare e di traslazione 
scelte o meno. Altro compito di questo thread è di fornire le funzioni per permettere al 
robot di fermarsi o entrare in standby e di dotare l’automa degli strumenti necessari ad 
un immediato arresto (detto di emergenza). Infine coadiuvare il brain ad uscire da una 
situazione di stallo nel caso di non utilizzo dello skindetection
17. 
3.5.2.  Descrizione tecnica 
Prima  di  procedere  alla  descrizione  particolareggiata  delle  funzioni  implementate  in 
questa classe, si vogliono portare all’attenzione alcune scelte implementative. 
Data la natura del robot è sembrato inutile progettare un software che prevedesse il path 
planning, quindi il software di movimentazione procede “alla cieca”, nel senso che non 
vengono  utilizzate  le  informazioni  dei  sonar  per  determinare  la  traiettoria  migliore. 
L’esempio che segue illustra con accuratezza il comportamento del robot. 
Si è chiesto al robot di compiere un movimento lungo 
una  direzione  scelta  a  caso  con  lunghezza  minima 
fissata.  Dopo  aver  determinato  la  direzione 
(rappresentata dalla linea tratteggiata), il robot cerca 
di percorrerla, ma lungo il tracciato viene individuato, 
di  solito  dai  sonar,  un  ostacolo  che  deve  essere 
evitato. In presenza di un algoritmo di path planning 
la zona proibita sarebbe stata evitata semplicemente 
scegliendo  un  percorso  diverso  o  una  traiettoria 
curvilinea. Nel caso dell’algoritmo presente in questo 
software  il  robot  arriva  all’ostacolo,  si  ferma,  cerca 
l’angolo  più  libero  e  quindi  compie  la  distanza 
rimanente lungo la nuova direzione (linea continua). 
                                                 
17 Si veda la parte dedicata al brain per ulteriori informazioni su questa funzione. 
Figura 10. Traiettoria del robot con distanza 
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Lo  stesso  principio  viene  applicato  anche  in  tutti  gli  altri  casi  in  cui  il  robot  deve 
compiere una traslazione.  
Nelle due figure a lato si vuole rappresentare il 
comportamento  del  robot  nel  caso  in  cui 
sconfini  in  zona  proibita  e  la  traiettoria  tipica 
per raggiungere un punto. Nella Figura 11, che 
rappresenta il caso in cui i sensori di pavimento 
individuano uno sconfinamento, il robot compie 
una rotazione di 180° ed esegue una traslazione, 
generalmente di pochi centimetri, per ritornare 
in  zona  ammessa.  Questo  comportamento  è 
stato  scelto  dopo  numerosissime  prove  di 
laboratorio  ed  in  ambiente  operativo,  ed  è  la 
strategia che assicura la maggior probabilità di 
ritornare in zona ammessa. 
La Figura 12 rappresenta la tipica traiettoria del 
robot  quando  è  necessario  compiere  una 
rototraslazione. Come si vede, il percorso è la 
combinazione  di  una  rotazione  con  velocità 
angolare proporzionale all’angolo da compiere 
e  una  velocità  di  spostamento  inversamente 
proporzionale  sempre  all’angolo  da  compiere. 
Altro  elemento  che  limita  la  velocità  di 
avvicinamento è la distanza dell’obiettivo: più è lontano più la velocità è maggiore. 
Prima di procedere con la descrizione dettagliata della classe e di tutte le sue funzioni 
rimane da descrivere l’architettura sfruttata.  L’edificio di questa classe  si basa sulla 
macchina a stati. Il passaggio da uno stato all’altro dipende dal tipo di movimento che si 
vuol far eseguire al robot o alle eventualità che si possono verificare; non vi è una legge 
specifica che leghi il passaggio da uno stato all’altro ma solo le richieste di moto. In 
particolare gli stati in cui si può trovare il robot sono: 
HL_Mover_error_status  Stato di errore: qualche cosa è andato storto. 
HL_Mover_standby  Il robot è in standby. 
HL_Mover_performing_rotation  Il robot sta eseguendo una rotazione. 
HL_Mover_performing_movement  Il robot sta eseguendo un movimento. 
HL_Mover_following_direction  Il robot sta seguendo una direzione. 
HL_Mover_emergency_movement 
Il robot sta eseguendo un movimento di emergenza: 
tipicamente sta rientrando in zona permessa dopo 
uno sconfinamento. 
HL_Mover_stopping_motion  Il robot si sta arrestando. 
HL_Mover_stopped_against_obstacle 
Il robot è fermo di fronte ad un ostacolo, dopo aver 
completato il movimento che doveva eseguire. 
HL_Mover_blocked_by_obstacle 
Il  robot  è  bloccato  da  ostacoli,  non  ha  ancora 
completato il movimento che gli era stato richiesto. 
HL_Mover_stopped  Il robot è fermo. 
HL_Mover_movement_completed  Il robot ha completato tutti i movimenti richiesti. 
S’inizia ora la descrizione della classe con l’elenco delle variabili che ne costituiscono 
l’ossatura: 
Figura 11. Comportamento del robot nel caso in 
cui sconfini in zona proibita. 
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*ll_mover 
Un  puntatore  alla  classe  APioneer,  necessario  per  poter 
disporre  delle  fondamentali  istruzioni  di  movimentazione  a 
basso  livello,  indispensabili  per  poter  implementare  le 
complesse funzioni di movimento che sono lo scopo della classe 
stessa. 
motion_status 
Stato del movimentatore: una serie di stati definiti nella costante 
enum  HL_Mover_Motion_Status,  che  rappresenta  le 
situazioni in cui può trovarsi il movimentatore, già elencati poco 
sopra. 
motion_target 
Variabile di tipo Position, che rappresenta il punto verso cui 
dirigersi. 
distance_to_perform  È un float che rappresenta la distanza da percorrere. 
robot_max_speed 
È un float che rappresenta la velocità massima che il robot 
può intraprendere nel suo moto. 
robot_max_jog 
È un float che rappresenta la massima velocità angolare che il 
robot può intraprendere nel suo moto. 
external_status_switching 
Un flag necessario alla classe: serve a definire se il cambio di 
stato è richiesto dall’esterno o dall’interno. 
sonar 
Variabile  appartenente  alla  classe  Sonar,  fondamentale  per 
accedere alle funzioni per determinare la prossimità di ostacoli. 
g_sensor 
Variabile  appartenente  alla  classe  GroundSensor, 
fondamentale  per  accedere  alle  funzioni  per  determinare  il 
superamento della zona permessa. 
i_blocked_cycle 
Variabile  intera,  necessaria  alla  classe  per  tenere  conto  dei 
tentativi di uscita da situazioni di stallo. 
sgn_safe_angle  Variabile che indica la direzione di rotazione per uscire da una 
violazione di spazio ammesso. 
Di seguito l’albero delle dipendenze e il modello UML: 
 
Come si può vedere le dipendenze della classe sono numerose e questo rispecchia la 
centralità e importanza della struttura che stiamo descrivendo. 
“hl_mover.cpp” 
<pthread.h> 
<stdio.h> 
<stdlib.h> 
<float.h> 
<sys/time.h> 
<ade/athread.h> 
“pioneer/apioneer.h” 
“utility/avstructs.h” 
“utility/world.h” 
“utility/sonar.h” 
“utility/ground_sensor.h” 
“brain/brain.h”  * 
* 
* 
* 
<math.h> 
“hl_mover.h” 
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HL_Mover  
-motion_status: HL_Mover_Motion_Status  
-motion_target: Position  
-distance_to_perform: float  
-robot_max_speed: float  
-robot_max_jog: float  
-external_status_switching: bool  
-sonar: Sonar  
-g_sensor: GroundSensor  
-i_blocked_cycle: int  
-sgn_safe_angle: float  
+HL_Mover(low_level_mover:APioneer*)  
+~HL_Mover()  
+init(): void  
+act(): void  
+performRotation(angle:float): void  
+performRandomRotation(angle_limits:random_number_limits): void  
+performMovement(target:Position): void  
+performRandomMovement(angle_limits:random_number_limits, 
distance_limits:random_number_limits, min_distance:float): void  
+performRandomMovement(angle_limits:random_number_limits, 
distance_limits:random_number_limits, jog:float, speed:float, 
min_distance:float): void  
+performRotation(angle:float, jog:float): void  
+performRandomRotation(angle_limits:random_number_limits, jog:float): void  
+performMovement(target:Position, jog:float, speed:float): void  
+enterStandBy(): void  
+followDirection(angle:float): void  
+stopMotion(): void  
+emergencyStop(): void  
+getMotionStatus(): inline HL_Mover_Motion_Status  
-generalMover(): void  
-emergencyMover(): void  
-emergency_status_switch(): void  
-internal_status_switch(new_status: HL_Mover_Motion_Status, 
new_target:Position, min_dist:float, max_speed:float, max_jog:float): 
void  
-external_status_switch(new_status: HL_Mover_Motion_Status, 
new_target:Position, min_dist:float, max_speed:float, max_jog:float): 
void 
-random_number_generator(limits:random_number_limits): inline float  
 
APioneer 
 
Position 
 
AThread 
 
Sonar 
 
GroundSensor 
                 
                 
                 
                 
Si  inizia  qui  la  descrizione  del  codice  con  l’analisi  del  file  hl_mover.h,  dove  sono 
dichiarate  tutte  le  funzioni,  costanti  e  variabili  della  classe  HL_Mover.  Come  di 
consueto  prima  verrà  esposta  la  funzione  o  dichiarazione,  poi  sarà  commentata. 
L’analisi procederà per blocchi funzionali: 
#include … 
La definizione comincia, com’è prassi, con l’indicazione delle dipendenze, già 
illustrata nell’albero; 
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#define HL_MOVER_MAX_SPEED  400.0 
#define HL_MOVER_MAX_JOG  (M_PI/2) 
#define HL_MOVER_MIN_SPEED  100.0 
#define HL_MOVER_MIN_JOG  (M_PI/8) 
#define HL_MOVER_MIN_EXCLUSIVE_JOG  (M_PI/3) 
#define HL_MOVER_GOAL_DISTANCE  150 
#define HL_MOVER_GOAL_ANGLE  (M_PI/30) 
#define HL_MOVER_WARNING_DISTANCE  600 
#define HL_MOVER_BLOCKED_ROTATION  M_PI/2 
#define HL_MOVER_BLOCKED_CYCLE  3 
#define EMERGENCY_DIST  600.0 
#define EMERGENCY_MIN_DIST  200.0 
#define EMERGENCY_ANGLE  M_PI 
In  questa  parte  è  elencato  un  gran  numero  di  costanti  il  cui  valore  diverrà 
chiaro al momento dell’utilizzo. 
enum HL_Mover_Motion_Status{…} 
Questo  insieme  definisce  gli  stati,  già  elencati  in  precedenza,  in  cui  può 
trovarsi il movimentatore. 
typedef struct _random_number_limits_{---} random_number_limits 
La struttura è costituita semplicemente da due numeri di tipo float. Il suo 
compito  è  di  costituire  un’architettura  dati  per  definire  il  limite  massimo  e 
minimo in cui ricercare un numero casuale. 
class HL_Mover : public AThread 
Viene  quindi  dichiarata  la  classe.  Si  nota  che  è  una  classe  derivata  di 
AThread. 
public: 
HL_Mover(APioneer *low_level_mover) 
~HL_Mover() 
void init() 
void act() 
void performRotation(float angle) 
void performRandomRotation(random_number_limitsangle_limits) 
void performMovement(Position target) 
void performRandomMovement(random_number_limits 
angle_limits, random_number_limits 
distance_limits, float min_distance = -1.0f) 
void performRotation(float angle, float jog) 
void performRandomRotation(random_number_limits 
angle_limits, float jog) 
void performMovement(Position target, float jog, float 
speed) 
void performRandomMovement(random_number_limits 
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distance_limits, float jog, float speed, float 
min_distance = -1.0f) 
void enterStandBy() 
void followDirection(float angle) 
void stopMotion() 
void emergencyStop() 
inline HL_Mover_Motion_Status getMotionStatus(){…} 
Nella  parte  public  vengono  dichiarati  come  di  consueto  il  costruttore,  il 
distruttore,  e  le  funzioni  pubbliche  utili  alla  classe.  Il  loro  utilizzo  e 
implementazione  saranno  discussi  tra  breve.  Si  vuole  far  notare  che 
l’implementazione della funzione getMotionStatus() è svolta in questa 
parte del codice; tuttavia, per motivi di chiarezza espositiva, la sua descrizione 
verrà posticipata. 
private: 
void generalMover() 
void emergencyMover() 
void internal_status_switch(HL_Mover_Motion_Status 
new_status, Position new_target, float min_dist, 
float max_speed, float max_jog) 
void external_status_switch(HL_Mover_Motion_Status 
new_status, Position new_target, float min_dist, 
float max_speed, float max_jog) 
void emergency_status_switch() 
static inline float 
random_number_generator(random_number_limits 
limits) {…} 
APioneer *ll_mover 
HL_Mover_Motion_Status motion_status 
Position motion_target 
float distance_to_perform 
float robot_max_speed, robot_max_jog 
bool external_status_switching 
Sonar sonar 
GroundSensor g_sensor 
int i_blocked_cycle 
float sgn_safe_angle 
Nella parte private vengono dichiarate le funzioni e le variabili utili allo 
sviluppo  delle  funzioni  elencate  nella  parte  public.  Il  loro  utilizzo  e 
implementazione  saranno  discussi  tra  breve.  Si  vuole  far  notare  che 
l’implementazione  della  funzione  random_number_generator(…)  è 
svolta in questa parte del codice; tuttavia, per motivi di chiarezza espositiva, la 
sua descrizione verrà posticipata. 
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#include … 
La  definizione  inizia  con  l’indicazione  delle  dipendenze,  già  illustrata 
nell’albero precedentemente rappresentato. 
extern Brain *brain 
Viene ora dichiarata una variabile della classe brain il cui utilizzo diventerà 
chiaro in seguito. 
Dopo la definizione delle variabili utili alla classe, sono implementate le funzioni; si 
comincia con quelle appartenenti alla parte public: 
HL_Mover(APioneer *low_level_mover) : AThread(“HL_Mover”) 
Ingressi  Uscita 
APioneer *low_level_mover  Un puntatore alla classe APioneer  void  Nessuna 
Il costruttore. Questa funzione ha l’importante compito di inizializzare tutte le 
variabili  che  costituiscono  l’ossatura  della  classe.  Si  nota  che  è  una  classe 
derivata di AThread e che necessita, in ingresso, di un oggetto APioneer; 
quest’ultima necessità è motivata dal fatto di dover comandare direttamente il 
movimentatore per poter implementare le complesse funzioni di movimento 
che sono lo scopo della classe stessa. 
In dettaglio: 
•  si inizializzano tutte le variabili di classe; 
•  si  controlla  che  l’elettronica  preposta  alla  movimentazione  sia 
connessa. In caso affermativo si prosegue, diversamente si restituisce 
il controllo con un messaggio d’errore; 
•  si  avviano  i  motori  sfruttando  la  funzione  della  classe  APioneer 
motorsOn(). 
~HL_Mover() 
Il  distruttore.  L’unico  compito  di  questa  importante  parte  della  classe  è  di 
disabilitare  i  motori  sfruttando  la  funzione  della  classe  APioneer 
motorsOff(). 
void init() 
I compiti di init(), funzione della classe AThread, sono ridotti a zero in 
quanto tutte le operazioni necessarie sono state implementate nel costruttore. 
void act() 
Ha  il  compito  fondamentale  di  gestire  il  comportamento  del  thread.  La 
funzione è costituita da due blocchi: una breve inizializzazione e una lunga 
sequenza di switch … case che fanno eseguire al robot le opportune azioni 
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•  l’inizializzazione si limita a far aggiornare la griglia dei sonar e dei 
sensori di pavimento; 
•  la sequenza di switch … case si basa sul valore della variabile di 
classe motion_status. Quando motion_status è uguale a: 
o  HL_Mover_stopping_motion, se il robot si sta muovendo 
(informazione che si può ricavare facilmente dalla funzione del 
movimentatore  a  basso  livello 
ll_mover→getMotorSpeed(…)),  lo  si  fa  fermare 
impostando una velocità nulla (funzione del movimentatore a 
basso livello ll_mover→setSpeed(0.0,0.0,0.0)). Nel 
caso in cui il robot sia invece già fermo si invoca la funzione 
internal_status_switch(…),  passandogli  i  parametri 
corretti per far aggiornare opportunamente le variabili di classe. 
In particolare, i parametri passati alla funzione sono: 
HL_Mover_stopped  Il robot è fermo. 
{0.0,0.0}  La nuova posizione è nulla dato che si è fermi. 
-1.0 
La  distanza  minima  da  percorrere,  posta  a  -
1.0  in  modo  tale  da  non  dare  al  robot  la 
possibilità di muoversi poco. 
HL_MOVER_MAX_SPEED  La  velocità  massima  con  cui  può  traslare  il 
robot. 
HL_MOVER_MAX_JOG  La  massima  velocità  angolare  con  cui  può 
girare il robot. 
o  HL_Mover_performing_rotation: si invoca la funzione 
generalMover(); 
o  HL_Mover_performing_movement: si invoca la funzione 
generalMover(); 
o  HL_Mover_following_direction: si invoca la funzione 
generalMover(); 
o  HL_Mover_emergency_movement:  si  invoca  la  funzione 
emergencyMover(); 
o  HL_Mover_stopped_against_obstacle: si fa fermare 
il  robot  impostando  una  velocità  nulla  (funzione  del 
movimentatore  a  basso  livello 
ll_mover→setSpeed(0,0,0)); 
o  HL_Mover_movement_completed: si fa fermare il robot 
impostando una velocità nulla (funzione del movimentatore a 
basso livello ll_mover→setSpeed(0,0,0)); 
o  HL_Mover_standby: si fa fermare il robot impostando una 
velocità  nulla  (funzione  del  movimentatore  a  basso  livello 
ll_mover→setSpeed(0,0,0)); 
o  HL_Mover_error_status: si invia allo standard output un 
messaggio d’errore; 
o  HL_Mover_stopped: si fa fermare il robot impostando una 
velocità  nulla  (funzione  del  movimentatore  a  basso  livello 
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o  HL_Mover_blocked_by_obstacle: si fa fermare il robot 
impostando una velocità nulla (funzione del movimentatore a 
basso livello ll_mover→setSpeed(0,0,0)); 
void performRotation(float angle) 
Ingressi  Uscita 
float angle  L’angolo di cui far girare il robot in radianti  void  Nessuna 
Questa  funzione  invoca  external_status_switch(…)  passandogli  i 
corretti parametri per far girare il robot di angle radianti. In particolare, i 
parametri passati alla funzione sono: 
HL_Mover_performing_rotation  L’automa sta compiendo una rotazione. 
{0.0,angle}  La  nuova  posizione:  distanza  0.0  e  angolo 
angle. 
-1.0 
La distanza minima da percorrere, posta a -1.0 
in modo tale da non dare al robot la possibilità di 
muoversi poco. 
HL_MOVER_MAX_SPEED  La velocità massima con cui può traslare il robot. 
HL_MOVER_MAX_JOG  La massima velocità angolare con cui può girare il 
robot. 
void performRandomRotation(random_number_limits angle_limits) 
Ingressi  Uscita 
random_number_limits 
angle_limits 
I  limiti  angolari  (in  radianti)  in  cui 
scegliere  l’angolo  di  cui  far  girare  il 
robot 
void  Nessuna 
Questa  funzione  invoca  external_status_switch(…)  passandogli  i 
corretti  parametri  per  far  girare  il  robot  di  un  angolo  casuale  compreso  in 
angle_limits. In particolare, i parametri passati alla funzione sono: 
HL_Mover_performing_rotation  L’automa sta compiendo una rotazione. 
{0.0,random_number_generator(angle
_limits)} 
La  nuova  posizione:  a  distanza  0.0  e 
angolo determinato dalla funzione preposta 
al calcolo dei numeri casuali. 
-1.0 
La distanza minima da percorrere, posta a 
-1.0 in modo tale da non dare al robot la 
possibilità di muoversi poco. 
HL_MOVER_MAX_SPEED  La velocità massima con cui può traslare il 
robot. 
HL_MOVER_MAX_JOG  La massima velocità angolare con cui può 
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void performMovement(Position target) 
Ingressi  Uscita 
Position target  La nuova posizione da raggiungere  void  Nessuna 
Questa  funzione  invoca  external_status_switch(…)  passandogli  i 
corretti  parametri  per  far  raggiungere  al  robot  la  posizione  target.  In 
particolare, i parametri passati alla funzione sono: 
HL_Mover_performing_movement  L’automa sta compiendo un movimento. 
target  La nuova posizione da raggiungere. 
-1.0 
La distanza minima da percorrere: posta a -1.0 in 
modo  tale  da  non  dare  al  robot  la  possibilità  di 
muoversi poco. 
HL_MOVER_MAX_SPEED  La velocità massima con cui può traslare il robot. 
HL_MOVER_MAX_JOG  La massima velocità angolare con cui può girare il 
robot. 
void performRandomMovement(random_number_limits angle_limits, 
random_number_limits distance_limits, float min_distance = -
1.0f) 
Ingressi  Uscita 
random_number_limits 
angle_limits 
I limiti angolari (in radianti) in cui 
scegliere l’angolo di cui far girare il 
robot 
void  Nessuna 
random_number_limits 
distance_limits 
I  limiti  spaziali  (in  mm)  in  cui 
scegliere  la  distanza  che  deve 
compiere il robot 
   
float min_distance 
La  distanza  minima  da  far 
percorrere al robot     
Questa  funzione  invoca  external_status_switch(…)  passandogli  i 
corretti parametri per far compiere al robot una rototraslazione di lunghezza 
minima  min_distance  e  angolo  e  distanza  casuali  compresi  in 
angle_limits  e  distance_limits  rispettivamente.  In  particolare,  i 
parametri passati alla funzione sono: 
HL_Mover_performing_movement  L’automa  sta  compiendo  una 
rototraslazione. 
{random_number_generator(distance_limits), 
random_number_generator(angle_limits)} 
La  nuova  posizione:  distanza  e 
angolo  determinati  dalla 
funzione preposta al calcolo dei 
numeri casuali. 
min_distance  La  distanza  minima  da 
percorrere. 
HL_MOVER_MAX_SPEED  La velocità massima con cui può 
traslare il robot. 
HL_MOVER_MAX_JOG  La  massima  velocità  angolare 
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void performRotation(float angle, float jog) 
Ingressi  Uscita 
float angle  L’angolo di cui far girare il robot  void  Nessuna 
float jog 
La velocità angolare con cui far ruotare 
il robot     
Questa  funzione  invoca  external_status_switch(…)  passandogli  i 
corretti  parametri  per  far  girare  il  robot  dell’angolo  angle  alla  velocità 
angolare jog. In particolare, i parametri passati alla funzione sono: 
HL_Mover_performing_rotation  L’automa sta compiendo una rotazione. 
{0.0,angle}  La  nuova  posizione:  a  distanza  0.0  e  angolo 
angle. 
-1.0 
La distanza minima da percorrere, posta a -1.0 in 
modo  tale  da  non  dare  al  robot  la  possibilità  di 
muoversi poco. 
HL_MOVER_MAX_SPEED  La velocità massima con cui può traslare il robot. 
jog 
La massima velocità angolare con cui può girare il 
robot; nel caso in cui questa velocità sia minore di 
HL_MOVER_MIN_JOG  la  velocità  è  impostata 
pari a tale costante. 
void performRandomRotation(random_number_limits angle_limits, 
float jog) 
Ingressi  Uscita 
random_number_limits 
angle_limits 
I limiti angolari (in radianti) in cui 
scegliere l’angolo di cui far girare 
il robot 
void  Nessuna 
float jog 
La  velocità  angolare  con  cui  far 
ruotare il robot     
Questa  funzione  invoca  external_status_switch(…)  passandogli  i 
corretti  parametri  per  far  girare  il  robot  di  un  angolo  casuale  compreso  in 
angle_limits alla velocità angolare jog. In particolare, i parametri passati 
alla funzione sono: 
HL_Mover_performing_rotation  L’automa sta compiendo una rotazione. 
{0.0,random_number_generator 
(angle_limits)} 
La  nuova  posizione:  a  distanza  0.0  e  angolo 
determinato dalla funzione preposta al calcolo dei 
numeri casuali. 
-1.0 
La distanza minima da percorrere, posta a -1.0 in 
modo  tale  da  non  dare  al  robot  la  possibilità  di 
muoversi poco. 
HL_MOVER_MAX_SPEED  La velocità massima con cui può traslare il robot. 
jog 
La massima velocità angolare con cui può girare il 
robot; nel caso in cui questa velocità sia minore di 
HL_MOVER_MIN_JOG la velocità è impostata pari 
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void  performMovement(Position  target,  float  jog,  float 
speed) 
Ingressi  Uscita 
Position target  La nuova posizione da raggiungere  void  Nessuna 
float jog 
La  velocità  angolare  con  cui  far 
ruotare il robot     
float speed 
La  velocità  con  cui  far  muovere  il 
robot     
Questa  funzione  invoca  external_status_switch(…)  passandogli  i 
corretti  parametri  per  far  compiere  al  robot  una  rototraslazione  di  angolo  e 
distanza contenuti nell’ingresso target alla velocità angolare jog e spaziale 
speed. In particolare, i parametri passati alla funzione sono: 
HL_Mover_performing_movement  L’automa sta compiendo una rototraslazione. 
target  La nuova posizione. 
-1.0 
La distanza minima da percorrere, posta a -1.0 
in modo tale da non dare al robot la possibilità di 
muoversi poco. 
speed 
La  massima  velocità  di  traslazione  con  cui  può 
muoversi il robot; nel caso in cui questa velocità 
sia  minore  di  HL_MOVER_MIN_SPEED  la 
velocità è impostata pari a tale costante. 
jog 
La massima velocità angolare con cui può girare il 
robot; nel caso in cui questa velocità sia minore di 
HL_MOVER_MIN_JOG  la  velocità  è  impostata 
pari a tale costante. 
void performRandomMovement(random_number_limits angle_limits, 
random_number_limits distance_limits, float jog, float speed, 
float min_distance) 
Ingressi  Uscita 
random_number_limits 
angle_limits 
I limiti angolari (in radianti) in cui 
scegliere l’angolo di cui far girare il 
robot 
void  Nessuna 
random_number_limits 
distance_limits 
I  limiti  spaziali  (in  mm)  in  cui 
scegliere  la  distanza  di  cui  far 
muovere il robot 
   
float jog 
La  velocità  angolare  con  cui  far 
ruotare il robot     
float speed 
La velocità con cui far muovere il 
robot     
float min_distance 
La  distanza  minima  da  far 
percorrere al robot     
Questa  funzione  invoca  external_status_switch(…)  passandogli  i 
corretti parametri per far compiere al robot una rototraslazione di lunghezza 
minima  min_distance,  angolo  e  distanza  casuali  compresi  in 
angle_limits  e  distance_limits  rispettivamente  alle  velocità 
angolari  e  spaziali  jog  e  speed.  In  particolare,  i  parametri  passati  alla 
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HL_Mover_performing_movement  L’automa sta compiendo una rototraslazione. 
{random_number_generator 
(distance_limits), 
random_number_generator 
(angle_limits)} 
La nuova posizione: distanza e angolo determinati 
dalla  funzione  preposta  al  calcolo  dei  numeri 
casuali. 
min_distance  La distanza minima da percorrere. 
speed 
La  massima  velocità  di  traslazione  con  cui  può 
muoversi il robot; nel caso in cui questa velocità sia 
minore di HL_MOVER_MIN_SPEED la velocità è 
impostata pari a tale costante. 
jog 
La massima velocità angolare con cui può girare il 
robot; nel caso in cui questa velocità sia minore di 
HL_MOVER_MIN_JOG la velocità è impostata pari 
a tale costante. 
void enterStandBy() 
Questa  funzione  invoca  external_status_switch(…)  passandogli  i 
corretti parametri per far entrare il robot in standby. In particolare, i parametri 
passati alla funzione sono: 
HL_Mover_standby  L’automa sta entrando in standby. 
{0.0,0.0}  La nuova posizione è nulla dato che si entra in standby. 
-1.0  La distanza minima da percorrere, posta a -1.0 in modo tale da 
non dare al robot la possibilità di muoversi poco. 
HL_MOVER_MAX_SPEED  La velocità massima con cui può traslare il robot. 
HL_MOVER_MAX_JOG  La massima velocità angolare con cui può girare il robot. 
void followDirection(float angle) 
Ingressi  Uscita 
float 
angle 
La direzione da intraprendere  void  Nessuna 
Questa  funzione  invoca  external_status_switch(…)  passandogli  i 
corretti parametri per far seguire al robot la direzione impostata da angle. In 
particolare, i parametri passati alla funzione sono: 
HL_Mover_performing
_movement  L’automa sta compiendo un movimento. 
{FLT_MAX,angle}  La nuova posizione: a grande distanza e direzione angle. 
-1.0  La distanza minima da percorrere, posta a -1.0 in modo tale da 
non dare al robot la possibilità di muoversi poco. 
HL_MOVER_MAX_SPEED  La velocità massima con cui può traslare il robot. 
HL_MOVER_MAX_JOG  La massima velocità angolare con cui può girare il robot. 3.5. HL_mover    De Conti Luca – matricola 355370-IF 
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void  stopMotion() 
Questa  funzione  invoca  external_status_switch(…)  passandogli  i 
corretti parametri per far fermare il robot. In particolare, i parametri passati alla 
funzione sono: 
HL_Mover_stopping_
motion  L’automa sta entrando in stato di STOP. 
{0.0,0.0}  La nuova posizione è nulla dato che si entra in STOP. 
-1.0  La distanza minima da percorrere, posta a -1.0 in modo tale da 
non dare al robot la possibilità di muoversi poco. 
HL_MOVER_MAX_SPEED  La velocità massima con cui può traslare il robot. 
HL_MOVER_MAX_JOG  La massima velocità angolare con cui può girare il robot. 
void emergencyStop() 
Questa funzione ha il compito di fermare al più presto possibile il robot. Per 
ottenere tale risultato si invoca innanzitutto la funzione del movimentatore a 
basso livello preposta a fermare il robot ll_mover→stop(), e in seguito si 
invoca la funzione external_status_switch(…) passandogli i corretti 
parametri per far aggiornare le opportune variabili di classe. In particolare, i 
parametri passati alla funzione sono: 
HL_Mover_stopping_
motion  L’automa sta entrando in stato di STOP. 
{0.0,0.0}  La nuova posizione è nulla dato che si entra in STOP. 
-1.0  La distanza minima da percorrere, posta a -1.0 in modo tale da 
non dare al robot la possibilità di muoversi poco. 
HL_MOVER_MAX_SPEED  La velocità massima con cui può traslare il robot. 
HL_MOVER_MAX_JOG  La massima velocità angolare con cui può girare il robot. 
inline HL_Mover_Motion_Status getMotionStatus() 
Questa  funzione  si  limita  a  restituire  il  valore  della  variabile  di  classe 
motion_status che contiene, appunto, lo stato del mover. Tutti gli stati in 
cui il movimentatore può trovarsi sono definiti, come già detto in precedenza, 
nell’insieme HL_Mover_Motion_Status. 
Dopo l’implementazione delle funzioni della parte public vengono ora implementate 
le funzioni appartenenti alla parte private. 
void generalMover() 
Questa funzione è il cuore della classe dato che il suo compito è quello di porre 
in essere il movimento impostato dalle variabili di classe. In particolare setta la 
velocità di rotazione e traslazione in modo tale da raggiungere la posizione 
dell’obiettivo  (conservata  nella  variabile  di  classe  Position 
motion_target). Il suo compito è però limitato alla gestione di situazioni 
“normali”; infatti il caso di gestione di movimenti di “emergenza” è affidato 
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possono  capitare  durante  un  movimento  è  piuttosto  complesso  e 
l’implementazione  della  funzione  rispecchia  questa  difficoltà.  Infatti 
l’architettura è basata su una serie di condizioni nidificate, la cui verità porta 
alla generazione di opportune azioni. In dettaglio: 
•  si controlla se i sensori di pavimento danno fronte libero (sfruttando la 
funzione della classe GroundSensor IHaveFreeFront()). In caso 
affermativo si prosegue, in caso negativo si affida la gestione del robot 
al movimentatore di emergenza (come già accennato poco sopra); 
•  si comincia una breve fase di inizializzazione di variabili locali utili 
all’implementazione della funzione; in particolare: 
o  due flag che tengono conto del completamento della rotazione 
(rotation_completed  =  false)  e  della  traslazione 
(traslation_completed = false); 
o  la variabile di velocità (speed = 0) e la variabile di velocità 
angolare (jog = 0); 
o  la variazione di distanza (delta_distance come la distanza 
dall’origine) e di angolo (delta_angle la distanza angolare 
fra bersaglio e direzione di moto del robot); 
•  si  prosegue  con  l’impostazione  della  velocità  angolare  che  sarà 
diversa  a  seconda  dell’ampiezza  di  delta_angle.  La  Figura  13 
illustra i possibili valori di jog al variare di delta_angle: 
 
Figura 13. Varazione di jog al variare di delta_angle. 
Si nota che, a parte le “saturazioni”, la velocità di rotazione dipende 
linearmente dall’ampiezza dell’angolo ancora da compiere; 
•  a questo punto la funzione inizia con una serie di if nidificati che 
rendono conto di tutti i casi che possono accadere nello svolgimento 3.5. HL_mover    De Conti Luca – matricola 355370-IF 
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del movimento. Questa parte del codice porta ad entrare negli stati che 
seguono, se avvengono particolari condizioni: 
o  HL_Mover_stopped_against_obstacle se la distanza da 
percorrere è stata completata e si è di fronte ad un ostacolo; 
o  HL_Mover_blocked_by_obstacle  se  il  robot  è 
impossibilitato a muoversi dato che è circondato. L’entrata in 
questo  stato  è  preceduta  da  HL_MOVER_BLOCKED_CYCLE 
rotazioni  di  un  angolo  pari  a 
HL_MOVER_BLOCKED_ROTATION per cercare un angolo libero 
(fornito dalla funzione della classe sonar moreFreeAngle()) 
verso cui completare il movimento
18; 
•  se nessuna delle condizioni proposte dagli  if nidificati si verifica, 
allora  si  procede  all’impostazione  della  velocità  che  il  robot  deve 
tenere  per  raggiungere  l’obiettivo.  In  particolare  la  velocità  di 
avvicinamento è regolata da due saturazioni: la Figura 14 illustra bene 
il  variare  della  variabile  velocità  (speed)  al  variare  della  distanza 
(distance  =  motion_target.distance  – 
delta_distance). 
 
Figura 14. Variazione di speed al variare di distance. 
Determinata  la  velocità  come  illustrato  nel  disegno,  interviene  un 
secondo  processo  che  limita  ulteriormente  la  velocità  di 
avvicinamento. Tale valore viene fatto dipendere anche dall’angolo 
                                                 
18 Questa parte della funzione, insieme al codice implementato nella classe brain, è preposto alla gestione 
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dell’obiettivo  e  gli  viene  attribuita  una  proporzionalità  inversa  alla 
distanza  angolare  del  bersaglio:  più  tale  angolo  è  grande  più  la 
velocità sarà piccola, più piccolo è l’angolo tanto maggiore sarà la 
velocità; 
•  arrivati  a  questo  punto  mancano  poche  cose  da  fare:  si  inviano  al 
movimentatore  a  basso  livello  le  velocità  da  impostare 
ll_mover→setSpeed(speed,0,jog)  e,  nel  caso  in  cui  tutti  i 
movimenti  siano  stati  effettuati  o  meno,  si  entra  nel  nuovo  stato 
HL_Mover_performing_movement  o 
HL_Mover_movement_completed. 
void emergencyMover() 
Questa funzione è estremamente importante per la gestione della classe, dato 
che il suo compito è quello di porre in essere il movimento impostato dalle 
variabili di classe in caso di movimenti di emergenza. In particolare serve a 
gestire due situazioni critiche: sconfinamento in zona proibita e situazione di 
stallo (cioè quando il robot è circondato da persone e non trova un varco libero 
verso cui muoversi). Come per il caso di generalMover(), anche questa 
funzione  imposta  la  velocità  di  rotazione  e  traslazione  in  modo  tale  da 
raggiungere  la  posizione  dell’obiettivo  (conservata  nella  variabile  di  classe 
Position motion_target) e in caso di stallo, sfruttando una funzione 
della  classe  brain,  chiede  permesso.  Il  controllo  di  tutte  le  eventualità  che 
possono  capitare  durante  un  movimento  è  piuttosto  complesso  e 
l’implementazione  della  funzione  rispecchia  questa  difficoltà.  Infatti 
l’architettura è basata su una serie di condizioni nidificate la cui verità porta 
alla generazione di opportune azioni. In dettaglio: 
•  si comincia con una breve fase di inizializzazione di variabili locali 
utili all’implementazione della funzione; in particolare: 
o  due flag che tengono conto del completamento della rotazione 
(rotation_completed  =  false)  e  della  traslazione 
(traslation_completed = false); 
o  la variabile di velocità (speed = 0) e la variabile di velocità 
angolare (jog = 0); 
o  la variazione di distanza (delta_distance come la distanza 
dall’origine) e di angolo (delta_angle la distanza angolare 
fra bersaglio e direzione di moto del robot); 
•  si prosegue con l’impostazione della velocità angolare che è del tutto 
identica a quella della funzione generalMover(), a cui si rimanda 
per ulteriori dettagli; 
•  a questo punto la funzione inizia con una serie di if nidificati che 
rendono conto di tutti i casi che possono accadere nello svolgimento 
del movimento. In particolare: 
o  se i sonar restituiscono l’informazione che il robot è circondato 
e la distanza da percorrere non è stata compiuta per intero, si 
sfrutta la funzione della classe brain sayLetMeGoThrough() 
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o  se  i  sonar  restituiscono  l’informazione  che  il  robot  ha  strada 
libera e la distanza da percorrere non è stata compiuta per intero, 
si imposta la velocità di avvicinamento al bersaglio in maniera 
del tutto simile a quella della funzione generalMover(), a 
cui si rimanda per ulteriori dettagli; 
•  a questo punto si inviano al movimentatore a basso livello le velocità 
da impostare ll_mover→setSpeed(speed,0,jog) e si entra nel 
nuovo stato HL_Mover_movement_completed. 
void internal_status_switch(HL_Mover_Motion_Status new_status, 
Position  new_target,  float  min_dist,  float  max_speed,  float 
max_jog) 
Ingressi  Uscita 
HL_Mover_Motion_Status 
new_status 
Il nuovo stato in cui dovrà trovarsi 
il mover  void  Nessuna 
Position new_target 
Il  nuovo  obiettivo  verso  cui 
muoversi     
float min_dist  La distanza minima da percorrere     
float max_speed  La velocità massima da adottare     
float max_jog 
La massima velocità angolare da 
adottare     
Questa funzione ha l’importante compito di aggiornare le variabili di classe, 
sfruttando i valori passati in ingresso, a seguito di una richiesta “interna” alla 
classe di compiere un movimento. Oltre agli aggiornamenti sopra citati, viene 
resettata la posizione corrente a 0: ll_mover-> setPos(0,0,0). Il compito 
di concretizzare i cambiamenti apportati alle variabili è affidato alla funzione 
act(). 
void external_status_switch(HL_Mover_Motion_Status new_status, 
Position  new_target,  float  min_dist,  float  max_speed,  float 
max_jog) 
Ingressi  Uscita 
HL_Mover_Motion_Status 
new_status 
Il nuovo stato in cui dovrà trovarsi 
il mover  void  Nessuna 
Position new_target 
Il  nuovo  obiettivo  verso  cui 
muoversi     
float min_dist  La distanza minima da percorrere     
float max_speed  La velocità massima da adottare     
float max_jog 
La massima velocità angolare da 
adottare     
Questa funzione ha l’importante compito di aggiornare le variabili di classe, 
sfruttando i valori passati in ingresso, a seguito di una richiesta “esterna” alla 
classe  di  compiere  un  movimento.  Oltre  agli  aggiornamenti  sopra  citati, 
vengono  modificate  anche  le  variabili  external_status_switching  = 
true e resettata la posizione corrente a 0: ll_mover-> setPos(0,0,0). Il 3.5. HL_mover    De Conti Luca – matricola 355370-IF 
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compito di concretizzare i cambiamenti apportati alle variabili è affidato alla 
funzione act(). 
void emergency_status_switch() 
Questa funzione ha il compito di aggiornare le variabili di classe per uscire da 
uno sconfinamento in zona proibita rilevato dai sensori di pavimento. Dopo 
vari esperimenti di laboratorio si è visto che il modo migliore per rientrare 
nella zona permessa dopo uno sconfinamento è quello di ripercorrere a ritroso 
il tragitto appena compiuto. Le modifiche alle variabili di classe impostate da 
questa funzione rispecchiano questa scelta, infatti il nuovo obiettivo di moto è 
impostato a motion_target = {EMERGENCY_DIST,EMERGENCI_ANGLE}, 
dove le due costanti sono state già definite e il loro valore è rispettivamente 60 
cm  e  π.  Vengono  anche  definiti  il  nuovo  stato  di  moto 
HL_Mover_emergency_movement,  la  minima  distanza  da  compiere 
EMERGENCY_MIN_DIST,  la  velocità  HL_MOVER_MAX_SPEED,  la  velocità 
angolare  HL_MOVER_MAX_JOG  e  la  nuova  posizione  ll_mover-> 
setPos(0,0,0). Il compito di concretizzare tutti i cambiamenti apportati alle 
variabili è affidato alla funzione act(). 
static inline float random_number_generator( random_number_limits 
limits) 
Ingressi  Uscita 
random_number_limits limits 
L’intervallo  in  cui  cercare 
un numero a caso  float  Il Numero 
Questa  funzione  determina,  in  maniera  casuale,  un  numero  compreso 
nell’intervallo definito da limits. 3.6.   Pioneer    De Conti Luca – matricola 355370-IF 
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3.6.  Pioneer 
Nella  cartella  Pioneer  sono  presenti  5  file:  apioneer.h,  arealpioneer.h, 
arealpioneer.cpp,  arealpioneer_new.h  e  arealpioneer_new.cpp.  Questi  file  hanno 
(come vedremo fra breve) una funzione estremamente importante per la gestione del 
robot. Unica eccezione è rappresentata dai file relativi ad arealpioneer il cui codice è la 
vecchia versione di arealpioneer_new. 
3.6.1.  Arealpioneer_new 
Nella cartella Pioneer è contenuta la classe ARealPioneer che è un elemento importante 
per  il  robot.  A  questo  componente  sono  infatti  affidate  la  movimentazione  a  basso 
livello, la lettura dei sonar e dei sensori di pavimento, la comunicazione con il sistema 
operativo della scheda di controllo. Questo componente è un thread ADE. 
La  descrizione  di  questo  thread  è  affidata  a  due  parti:  descrizione  “a  parole”  e 
descrizione tecnica. 
3.6.1.1.  Descrizione 
Il compito di questo componente software è molto delicato e importante, perché deve 
interfacciarsi con il sistema operativo della scheda che gestisce il robot. 
Come è noto dalla descrizione dell’hardware, la scheda di movimentazione (da qui in 
avanti denominata anche Pioneer) ha innumerevoli compiti: muovere il robot, gestire e 
raccogliere i dati provenienti dai sonar e dai sensori di pavimento, interfacciarsi con il 
software esterno e altre funzionalità che qui non saranno elencate. 
Il software progettato deve fornire funzioni per muovere il robot, oltre alle letture dei 
sensori connessi al robot stesso. Per compiere queste operazioni sono necessari alcuni 
strumenti: 
•  strutture e funzioni per comunicare con il sistema operativo del Pioneer; in 
particolare strutture per  ospitare i dati per l’invio e per  accogliere i dati in 
ricezione nella forma richiesta dal robot, funzioni per ricevere e inviare i dati; 
•  strutture per presentare i dati dei sensori; 
•  funzioni per muovere il robot. 
Come di consueto, grazie al mascheramento dell’informazione fornito dalle classi, tutte 
le  strutture  e  le  tecniche  implementative  rimangono  nascoste  all’utente  che  ha  a 
disposizione soltanto il risultato finale di tali elaborazioni, che può elaborare a sua volta 
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3.6.1.2.  Descrizione tecnica 
Il movimentatore, come già detto in precedenza, è un thread ADE e viene implementato 
nei  file  contenuti  nella  cartella  pioneer,  in  particolare  da  pioneer_new.cpp  e 
pioneer_new.h. 
Prima di procedere con la descrizione dell’implementazione, si ritiene opportuno fare 
una  breve  introduzione  alle  strutture  utilizzate  a  seguito  di  particolari  richieste  del 
sistema operativo che governa la scheda di movimentazione. In particolare: 
•  il  Pioneer  comunica  con  il  software  attraverso  la  porta  seriale,  tramite  dei 
pacchetti detti SIP (Sistem Information Packet). Questi pacchetti hanno una 
forma particolare e sono ben descritti dalla seguente tabella: 
Nome  Tipo di dato  Descrizione 
Header  2 bite  Esattamente 0xFA, 0xFB 
Byte di 
conteggio 
Byte  Numero di byte di dati, in pratica il conteggio 
di tutti i byte che seguono. Deve essere ≤ 200 
Stato dei 
motori 
Byte=0x3S; dove S=  Stato dei motori 
2  Motori fermi 
3  Robot in movimento 
Xpos   Intero senza segno (15 ls-bit)  Coordinate  fornite  dagli  encoder  delle  ruote. 
Parametri  dipendenti  dalla  piattaforma,  da 
moltiplicare  per  un  opportuno  fattore  per 
convertirlo in mm 
Ypos   Intero senza segno (15 ls-bit) 
Th pos  Intero con segno  Orientazione.  Parametro  dipendente  dalla 
piattaforma, da moltiplicare per un opportuno 
fattore per convertirlo in gradi 
L vel   Intero con segno  Velocità  ruote  (sinistra  e  destra).  Parametri 
dipendenti  dalla  piattaforma,  da  moltiplicare 
per un opportuno fattore per convertirlo in mm 
al secondo 
R vel   Intero con segno 
Batteria  Byte  Carica della batteria, in decimi di volt 
Stallo e 
Bumpers 
Intero  Indicatori di stallo dei motori o dell’accessorio 
di “bumper” 
Controllo  Intero con segno  Direzione del server 
FLAGS  Intero senza segno  b0 – flag dei motori (1 = motori avviati) 
b1 – flag del sonar (1 = sonar avviato) 
Bussola  Byte  Direzione della bussola. 1 unità = 2 gradi 
Sonar 
attivi 
Byte  Numero di sonar attivi. Le letture e il numero 
di tali sonar sono inserite di seguito 
Numero 
del sonar 
Byte  Numero del primo sonar attivo 
Lettura del 
sonar 
Intero senza segno  Lettura del primo sonar attivo 
… gli altri sonar e loro letture … 
Timer  Intero senza segno  Numero  identificativo  della  porta  A/D  attiva 
(da 1 a 5) 
Analog  Byte  Lettura della porta A/D selezionata (0-255=0-5 
VDC) 
Digin  Byte  Ingresso I/O digitale utente 
Digout   Byte  Uscita I/O digitale utente 
Checksum  Intero  Checksum 
È necessario allora costruire nel software una struttura adeguata a contenere 
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dichiarato nella parte protected della classe che si sta descrivendo; viene 
riportato di seguito per chiarezza espositiva: 
struct SIP 
Tipo  Nome  Corrispondenza nel SIP 
char  pkgType  Stato dei motori 
bool  motorsStatus 
unsigned int  xPos, yPos  Xpos, Ypos 
int  hPos  Th pos 
int  lVel, rVel  L vel, R vel 
char  battery  Batteria 
int  stallAndBumpers  Stallo e Bumpers 
int  control  Controllo 
unsigned int  flags  FLAGS 
char  Compass  Bussola 
char  sonarReadings  Sonar attivi 
unsigned int  timer  Timer 
unsigned char  analog  Analog 
unsigned char  digin, digout  Digin, Digout 
int  checksum  Checksum 
Come si vede dall’architettura della struttura SIP, non viene riservato alcuno 
spazio per l’identificatore e la lettura dei sonar attivi. È stato scelto, infatti, di 
inserire in una struttura separata le letture dei sonar. Si è costruita una struttura 
sonar che contiene due sole varabili (bool enable e float dist che 
contengono, rispettivamente, lo stato di attivazione del sonar e la sua lettura) e 
quindi  si  è  costruito  un  vettore  di  sonar  di  dimensioni  adeguate 
(AREALPIONEER_MAXSONARNUM).  Il  vettore  così  costituito  contiene  le 
informazioni relative al sonar i nella cella i. Al momento della ricezione dei 
dati dei sonar è quindi necessario ricordare che i dati forniti dal SIP vanno 
inviati nella struttura dedicata ai sonar stessi. 
Va fatta un’ultima annotazione sui dati ricevuti dal SIP. Sebbene la struttura 
costruita  per  contenere  i  dati  abbia  uno  spazio  riservato  per  ospitare 
identificatore e quantità della porta A/D (a cui sono collegati i ground sensor), 
si è deciso di implementare anche due variabili di classe che contengano queste 
informazioni:  ground_sensor_id  per  l’identificatore  e 
ground_sensor_val per la quantità letta; 
•  il Pioneer può ospitare 16 sonar e ogni volta che si richiede la distanza letta dal 
sonar  i  si  ottengono  dal  SIP  due  informazioni:  il  numero  identificativo  del 
sonar, che però non è i come ci si potrebbe aspettare ma i-1, e la distanza letta. 
La  discrepanza  del  numero  identificativo  risiede  nel  fatto  che  la  scheda  di 
movimentazione indicizza i sonar da 1 a 16,  ma restituisce le informazioni 
tramite un SIP in cui i sonar sono numerati da 0 a 15. Per risolvere questa 
discrepanza  si  è  deciso  di  costruire  una  struttura,  SonarTable,  in  cui 
vengono immagazzinati: il numero del sonar nel software nameSw, il numero 
del sonar per il Pioneer numPioneer, l’angolo in cui è disposto il sonar ang. 
Si sono quindi costruite due costanti con elementi formati da questa struttura in 
cui  sono  presentate,  sonar  per  sonar,  tutte  le  informazioni  necessarie.  Sono 3.6.1. Arealpioneer_new    De Conti Luca – matricola 355370-IF 
Pagina 84 di 208 
necessarie  due  costanti  dato  che  una  presenta  le  conversioni  da  software  a 
Pioneer (sonartSwPio), l’altra da Pioneer a software (sonartPioSw); 
•  la  scheda  di 
movimentazione  ha  una 
porta  seriale  che  le 
permette  di  ricevere 
comandi da un software 
esterno  al  sistema 
operativo che la governa. 
Ovviamente  le  richieste 
devono  avere  un 
protocollo  particolare 
per  poter  essere 
comprese  ed  eseguite. 
Questo protocollo è ben 
riassunto  dalla  Figura 
15. 
Nella  prima  figura  si 
vede il protocollo per un 
comando  senza 
parametri; nella seconda 
il  protocollo  per  un 
comando  con  parametro 
intero  (con  o  senza 
segno);  nella  terza  un 
protocollo con comando stringa. 
I primi 4 byte dei tre protocolli (ogni cella rappresenta un byte) e gli ultimi 2 
sono del tutto simili: i primi due byte sono riservati ad un header; il terzo 
contiene il numero di byte che costituisce il comando ad eccezione dei primi 3; 
il quarto è il comando vero e proprio; gli ultimi 2 sono il checksum dell’intero 
comando. Il resto dei byte è dipendente dal tipo di parametro inviato: nel primo 
caso, non essendoci parametro, non ci sono byte aggiuntivi; nel secondo caso 
vi è un byte che identifica il tipo di parametro (intero con o senza segno) e 
quindi il word che contiene il parametro stesso; nel terzo caso vi è un byte che 
identifica il parametro di tipo stringa e quindi una sequenza che può variare da 
1 a 200 byte che contengono la stringa parametro. Da quanto detto sino ad ora 
si deduce che la dimensione massima di un comando è di 203 byte. 
Di seguito si riportano le costanti, e il rispettivo valore, che si sono usate nel 
codice per implementare quanto descritto sopra: 
HEADER0_POS  0  Posizione del primo byte dell’header. 
HEADER1_POS  1  Posizione del secondo byte dell’header. 
COUNT_POS  2  Posizione del byte di conteggio. 
CMD_POS  3  Posizione del byte che contiene il comando. 
ARG_TYPE_POS  4  Posizione del byte che contiene il tipo di parametro. 
PIONEER_HEADER0  0xFA  Valore del primo byte dell’header. 
PIONEER_HEADER1  0xFB  Valore del secondo byte dell’header. 
PIONEER_NONE_ARG  0x0  Nessun parametro. 
PIONEER_UINT_ARG  0x3B  Parametro intero senza segno. 
Figura 15. Protocollo di trasmissione comandi al Pioneer. Nella 
figura in alto un comando senza parametro; nella figura di mezzo 
un  comando  con  parametro  intero;  nella  figura  in  basso  un 
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PIONEER_INT_ARG  0x1B  Parametro intero con segno. 
PIONEER_STR_ARG  0x2B  Parametro stringa. 
Il sistema operativo del Pioneer vuole che i comandi siano espressi in forma 
numerica  (intero  senza  segno).  Il  programmatore  avrebbe  dovuto  allora 
scrivere il codice che implementa i comandi per la scheda come una sequenza 
di  numeri.  Per  rendere  più  comprensibile  il  codice  e  facilitare 
l’implementazione  delle  funzioni  si  è  associato,  nelle  costanti  di  classe 
CommandsSync e Commands, ad una semplice parola (per esempio OPEN) 
il rispettivo numero del Pioneer; 
•  per inviare dati alla porta seriale è necessario avere un buffer. Tale buffer è 
stato  implementato  come  un  vettore  di  256  char  di  dimensione 
AREALPIONEER_BUFFER_SIZE (=5), rappresentato nella Figura 16. 
 
Figura 16. Rappresentazione grafica del buffer. 
In questo vettore vengono inseriti i comandi rappresentati come descritto poco 
sopra; è per questo motivo che si è scelta una quantità di 256 byte in quanto la 
lunghezza massima di un comando del Pioneer è al massimo di 203 byte. 
Per implementare una struttura di tipo FIFO su questa base, si è agito nella 
seguente maniera: 
•  sono  state  associate  a  questo  vettore  tre  variabili  che  contengono  il 
primo (firstCmd) e l’ultimo (lastCmd) comando inseriti nel buffer e 
la quantità di comandi inseriti (sizeBuf); 
•  la variabile sizeBuf controlla se i comandi inseriti nel buffer superino 
la sua dimensione massima AREALPIONEER_BUFFER_SIZE; 
•  ogni  inserimento  è  effettuato  nella  riga  sottostante  quella  puntata  da 
lastCmd (solo se sizeBuf lo permette); se tale riga è l’ultima lo si 
inserisce nella prima. L’implementazione di questa tecnica è associata 
all’operatore resto. Così se si deve inserire il comando nella riga 6 verrà 
inserito in realtà nella riga resto(6/5)=1, quindi nella prima riga; 
•  ogni scrittura sulla seriale è effettuata inviando il comando contenuto 
nella  riga  puntata  da  firstCmd.  Viene  in  seguito  aggiornata  la 
posizione di tale variabile spostandola sulla riga sottostante; se tale riga 
è  l’ultima  la  si  aggiorna  alla  prima.  Anche  in  questo  caso  la  scelta 
implementativa utilizza l’operatore resto. 
In questa modo si è implementata con una certa semplicità una struttura di tipo 
FIFO. 
Si  passa  ora  alla  descrizione  del  software  e,  come  di  consueto,  si  comincia  con  la 
descrizione del codice riportando l’albero delle dipendenze e la descrizione UML della 
classe: 3.6.1. Arealpioneer_new    De Conti Luca – matricola 355370-IF 
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Come si vede la dipendenza di questa struttura da altri header è vasta. Ciò rispecchia il 
fatto che questo componente non è preposto solo al controllo della movimentazione ma 
anche alla ricezione, trattazione e conservazione dei dati in ingresso. 
ARealPioneer 
#SoundOn: bool  
#DebugOn: bool  
#NoPioneer: bool  
#PDebug: bool  
#my_id: int  
#m_fBatteryVolts: float  
#m_iSonarDetected: int  
#SonarRead: bool  
#SonarBuffer: float  
#m_dControl: double  
#m_iPTU: int  
#m_iCompass: int  
#m_iTimer: int  
#m_fAnalog: float  
#m_iInput: int  
#m_iOutput: int  
-Exponential: float  
-buffer: unsigned char*  
#m_sDevName: char*  
#m_hSerial: int  
#prebuildCmdSync: unsigned char*  
#prebuildCmd: unsigned char*  
#inAD: unsigned char  
#newSIP: SIP*  
#lastSIP: SIP**  
#m_bConnected: bool  
#m_nBytesToRead: int  
#bufferCmd: unsigned char[AREALPIONEER_BUFFER_SIZE]  
#firstCmd: int  
#lastCmd: int  
#sizeBuf: int  
#startTime: double  
#ground_sensor_id: unsigned int  
#ground_sensor_val: unsigned int  
#initialx: float  
#initialy: float  
#initialh: float  
#StradaFatta: double  
#AngoloFatto: double  
#GlobalTime: double  
#relocated: bool  
#ERRDX: double  
#ERRSX: double  
#OldH: double  
#OldSpeed: int  
#LastSpeed: int  
#LastJog: int  
<fcntl.h> 
“utility/avstructs.h” 
<sys/types.h> 
“arealpioneer_new.cpp” 
<unistd.h> 
<stdio.h> 
* 
<termios.h> 
<math.h> 
<ncurses.h> 
“arealpioneer_new.h” 
* 
*  “utility/world.h” 
<sys/ioctl.h> 
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#m_dX: double  
#m_dY: double  
#m_dH: double  
#offset_H: double  
#m_bLeftStalled: bool  
#m_bRightStalled: bool  
#m_iMotorStatus: int  
#m_iEncX: long  
#m_iEncY: long  
#m_iEncH: long  
#m_LeftKick: bool  
#m_RightKick: bool  
#KickCounter: int  
#m_iLeftTime: int  
#m_iRightTime: int  
#m_iKickCountDown: int  
#m_LeftEnc: long  
#m_RightEnc: long  
#OldLEnc: long  
#OldREnc: long  
#m_digout: int  
#m_dLVel: float  
#m_dRVel: float  
#iRVel: short int  
#iLVel: short int  
#m_sPolling: char*  
#KickPowerValue: int  
-pkg_not_known: int  
-absmyX: float  
-absmyY: float  
-absmyH: float  
-absvx: float  
-absvy: float  
-absjog: float  
-lastPacketTime: float  
-werKick: int  
-MaxPowerKick: int  
-MinPowerKick: int  
#Sonar: {enable:bool, dist:float}  
#SIP: {pkgType:char, motorsStatus:bool, xPos:unsigned int, yPos:unsigned 
int, hPos:int, lVel:int, rVel:int, battery:char, stallAndBumpers:int, 
control:int, flags:unsigned int, compass:char, sonarReadings:char, 
timer:unsigned int, analog:unsigned char, digin:unsigned char, 
digout:unsigned char, checksum:int}  
+SonarOn(): void  
+SonarOff(): void  
+SonarPollingSequence(polling:char*): void  
+OnMotors(): void  
+OffMotors(): void  
#write_debug(ptr:unsigned char*, count:int): void  
#CalChkSum(sPacket:unsigned char*): unsigned int  
-PowerFunction(value:int): int  
-enqueue(command:unsigned char, value:int): void  
-dequeue(): unsigned char*  
+ARealPioneer(sDevName:char*)  
+~ARealPioneer()  
+setPos(x:float, y:float, hor:float): void  
+getPos(): MVector  
+getPos(x:float&, y:float&, hor:float&): void  
+getX(): float  
+getY(): float  
+getH(): float  
+getRelSpeed(): MVector  
+getAbsSpeed(): MVector  
+getJog(): float  
+setSpeed(trasl:MVector&, jog:float): void  
+setSpeed(vx:float, vy:float, jog:float): void  
+getMotorSpeed(m:int): float  
+setMotorSpeed(m:int, vel:float): void  
+setMotorSpeedAndStop(m:int, vel:float, revs:float): void  
+getRounds(m:int): float  
+resetRoundCounter(m:int): void  
+stop(): void  
+move(x:float, h:float): void  
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+reactiveKick(ms:int, timeout:int): void  
+reactiveKickDown(ms:int): void  
+kickeroutMsRemaining(): int  
+getAD(id:int): unsigned char  
+enableAD(id:int): void  
+sonarOn(): void  
+sonarOff(): void  
+getSonarNumber(): int  
+isSonarEnabled(n:int): bool  
+isAllSonarEnabled(e:bool*): void  
+enableSonar(n:int, enable:bool): void  
+enableAllSonar(enable:bool): void  
+getSonarPosition(n:int): float  
+getAllSonarPosition(spos:float*): void  
+getSonarDistance(n:int): float  
+getAllSonarDistance(dist:float*): void  
+setSonarPollingSequence(polling:char*): void  
+getGroundSensorRead(id:int&, val:int&): void  
+connected(): bool  
+stalled(): bool  
+autoStallRecovery(:bool): void  
+batteryVolts(): float  
+isBatteryOn(): bool  
+isMotorsOn(): bool  
+motorsOn(): void  
+motorsOff(): void  
+init(): void  
+act(): void  
+done(): void  
#buildPkg(cmd:Pioneer::Commands, pkg:unsigned char*): unsigned char*  
#buildPkg(cmd:Pioneer::Commands, param:int, pkg:unsigned char*): unsigned 
char*  
#buildPkg(cmd:Pioneer::Commands, param:unsigned char*, size:char, 
pkg:unsigned char*): unsigned char*  
#calChkSum(sPacket:unsigned char*): unsigned int  
#calChkSum(sPacket:unsigned char*, size:char): unsigned int  
#calPkgChkSum(sPacket:unsigned char*): void  
#printPkg(pkg:unsigned char*, size:char): void  
#printPkg(pkg:unsigned char*): void  
#processingSIP(): void  
#enqueue2(cmd:Pioneer::Commands): bool  
#enqueue2(cmd:Pioneer::Commands, param:int): bool  
#enqueue2(cmd:Pioneer::Commands, param:unsigned char*, size:char): bool  
#dequeue2(): bool  
#printQueue(): void  
#Abs(x:int): int  
#Adjust(val:double&, rad:bool): void  
#LeftStalled(): bool  
#RightStalled(): bool  
-LeftOut(): bool  
-RightOut(): bool  
-LeftRelease(): void  
-RightRelease(): void  
-LeftKick(ms:int): void  
-RightKick(ms:int): void  
-CenterKick(ms:int): void  
 
ATimer 
 
APioneer 
 
Sonar 
         
         
S’inizia ora la descrizione del codice con l’analisi del file arealpioneer_new.h dove 
sono dichiarate tutte le funzioni, costanti e variabili della classe ARealPioneer: come di 
consueto  prima  verrà  esposta  la  funzione  o  dichiarazione,  poi  sarà  commentata. 
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#include … 
La definizione comincia, com’è prassi, con l’indicazione delle dipendenze, già 
illustrata nell’albero; 
#define MAX_PKG_NOT_KNOWN  100 
#define APIONEER_BAUDRATE  B38400 
#define SONAR_TO_MM  0.268 
#define AREALPIONEER_BUFFER_SIZE  5 
#define AREALPIONEER_MAXSONARNUM  16 
#define AREALPIONEER_MAXSONARDIST  3000 
In  questa  parte  vengono  elencate  le  costanti  utili  alla  classe,  in  particolare: 
MAX_PKG_NOT_KNOWN indica il numero di pacchetti non comprensibili che 
si  possono  ricevere  prima  di  dichiarare  la  connessione  interrotta, 
AREALPIONEER_BUFFER_SIZE l’ampiezza del buffer preposto a contenere 
i comandi da inviare alla scheda, AREALPIONEER_MAXSONARNUM il numero 
massimo di sonar, AREALPIONEER_MAXSONARDIST la distanza massima 
che un sonar può rilevare. 
enum CmdType{…} 
enum CommandsSync{…} 
enum Commands{…} 
Vengono dichiarati gli insiemi della classe. 
class ARealPioneer : public APioneer 
Viene  quindi  dichiarata  la  classe.  Si  noti  che  è  una  classe  derivata  di 
APioneer. 
public: 
ARealPioneer(char *sDevName = “/dev/usb/tts/0”) 
~ARealPioneer() 
void setPos(float x, float y, float hor) 
MVector getPos() 
void getPos(float &x, float &y, float &hor) 
float getX() 
float getY() 
float getH() 
MVector getRelSpeed() 
MVector getAbsSpeed() 
float getJog() 
void setSpeed(MVector &trasl, float jog ) 
void setSpeed(float vx, float vy, float jog ) 
float getMotorSpeed(int m) 
void setMotorSpeed(int m, float vel) 
void setMotorSpeedAndStop(int m, float vel, float revs) 
float getRounds(int m) 
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void stop() 
void move(float x, float h) 
bool iAmMoving() 
void reactiveKick(int ms,int timeout=0) 
void reactiveKickDown(int ms) 
int kickeroutMsRemaining() 
unsigned char getAD(int id) 
void enableAD(int id) 
void sonarOn() 
void sonarOff() 
int getSonarNumber() 
bool isSonarEnabled(int n) 
void isAllSonarEnabled(bool *e) 
void enableSonar(int n, bool enable) 
void enableAllSonar(bool enable) 
float getSonarPosition(int n) 
void getAllSonarPosition(float *spos) 
float getSonarDistance(int n) 
void getAllSonarDistance(float *dist) 
void setSonarPollingSequence(char *polling) 
void getGroundSensorRead(int &id, int &val) 
bool connected() 
bool stalled() 
void autoStallRecovery(bool) 
float batteryVolts() 
bool isBatteryOn() 
bool isMotorsOn() 
void motorsOn() 
void motorsOff() 
void init() 
void act() 
void done() 
Nella  parte  public  vengono  dichiarati,  come  al  solito,  il  costruttore,  il 
distruttore,  e  le  funzioni  pubbliche  utili  alla  classe.  Il  loro  utilizzo  e 
implementazione saranno discussi tra breve. 
protected: 
char *m_sDevName 
int m_hSerial 
unsigned  char*  buildPkg(Pioneer::Commands  cmd, 
unsigned char *pkg=NULL) 
unsigned  char*  buildPkg(Pioneer::Commands  cmd,  int 
param, unsigned char *pkg=NULL) 
unsigned  char*  buildPkg(Pioneer::Commands  cmd, 
unsigned  char  *param,  char  size,  unsigned  char 
*pkg=NULL) 
unsigned int calChkSum(unsigned char *sPacket) 
unsigned  int  calChkSum(unsigned  char  *sPacket,  char 
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void calPkgChkSum(unsigned char *sPacket) 
void printPkg(unsigned char *pkg, char size) 
void printPkg(unsigned char *pkg) 
void processingSIP() 
bool enqueue2(Pioneer::Commands cmd) 
bool enqueue2(Pioneer::Commands cmd, int param) 
bool  enqueue2(Pioneer::Commands  cmd,  unsigned  char 
*param, char size) 
bool dequeue2() 
void printQueue() 
unsigned char 
*prebuildCmdSync[Pioneer::NUMBER_CMD_SYNC] 
unsigned char *prebuildCmd[Pioneer::NUMBER_CMD] 
struct Sonar { 
bool enable 
float dist} 
Sonar sonar[AREALPIONEER_MAXSONARNUM] 
unsigned char inAD[5] 
struct SIP { 
char pkgType 
bool motorsStatus 
unsigned int xPos, yPos 
int hPos 
int lVel, rVel 
char battery 
int stallAndBumpers 
int control 
unsigned int flags 
char compass 
char sonarReadings 
unsigned int timer 
unsigned char analog 
unsigned char digin, digout 
int checksum} 
SIP *newSIP, *lastSIP 
bool m_bConnected 
int m_nBytesToRead 
unsigned char bufferCmd[AREALPIONEER_BUFFER_SIZE][256] 
int firstCmd, lastCmd, sizeBuf 
double startTime 
unsigned int ground_sensor_id, ground_sensor_val 
float initialx 
float initialy 
float initialh 
double StradaFatta, AngoloFatto 
double GlobalTime 
bool relocated 
double ERRDX 
double ERRSX 
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int OldSpeed 
int LastSpeed, LastJog 
int Abs (int x){return x >= 0 ? x : -x} 
void Adjust (double &val, bool rad = false) 
double m_dX, m_dY, m_dH, offset_H 
bool m_bLeftStalled, m_bRightStalled 
int m_iMotorStatus 
long m_iEncX, m_iEncY, m_iEncH 
bool m_LeftKick 
bool m_RightKick 
int KickCounter 
int m_iLeftTime, m_iRightTime 
int m_iKickCountDown 
long m_LeftEnc, m_RightEnc, OldLEnc, OldREnc 
int m_digout 
float m_dLVel 
float m_dRVel 
short int iRVel 
short int iLVel 
char *m_sPolling 
int KickPowerValue 
bool LeftStalled () 
bool RightStalled () 
Nella parte protected vengono dichiarate le funzioni e le variabili utili allo 
sviluppo  delle  funzioni  dichiarate  nella  parte  public.  Il  loro  utilizzo  e 
implementazione saranno discussi tra breve. 
Data la notevole quantità di variabili presentate, non sembra questo il momento 
opportuno  per  darne  una  interpretazione;  infatti  decontestualizzare  il  loro 
significato ne pregiudicherebbe la comprensione. Al momento dell’utilizzo il 
loro valore diverrà chiaro. Si vuole comunque far notare che le due strutture 
SIP e sonar vengono già definite in questa parte e che la funzione int Abs 
(int x), che restituisce il valore assoluto di x, viene implementata già nella 
presente sezione. 
private: 
int pkg_not_known 
float absmyX, absmyY, absmyH 
float absvx, absvy, absjog 
float lastPacketTime 
bool LeftOut () 
bool RightOut () 
void LeftRelease () 
void RightRelease () 
void LeftKick (int ms) 
void RightKick (int ms) 
void CenterKick (int ms) 
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Nella parte private vengono dichiarate le funzioni e le variabili utili allo 
sviluppo  delle  funzioni  dichiarate  nella  parte  public.  Il  loro  utilizzo  e 
implementazione saranno discussi tra breve. 
Anche  in  questo  caso,  data  la  notevole  quantità  di  variabili  presentate,  non 
sembra  questo  il  momento  opportuno  per  darne  una  interpretazione,  perchè 
decontestualizzare il loro significato ne pregiudicherebbe la comprensione. Al 
momento dell’utilizzo il loro valore diverrà chiaro. 
Prima di procedere si vuole far notare che il codice presentato in questo header mostra 
delle  evidenti  ispirazioni  ai  robot  della  RoboCup;  basti  ricordare  tutte  le  funzioni  e 
variabili che riguardano il calcio (Kick). Tali funzioni e variabili sono state inserite per 
un futuro utilizzo in questo tipo di robot. 
L’implementazione  di  tutte  le  funzioni  sopra  elencate  è  affidata  al  file 
arealpioneer_new.cpp: 
#include … 
La definizione inizia, come di consueto, con l’indicazione delle dipendenze, 
già illustrata nell’albero precedentemente rappresentato. 
#define PIONEER_NONE_ARG  0x0 
#define PIONEER_UINT_ARG  0x3B 
#define PIONEER_INT_ARG  0x1B 
#define PIONEER_STR_ARG  0x2B 
#define PIONEER_HEADER0  0xFA 
#define PIONEER_HEADER1  0xFB 
#define HEADER0_POS  0 
#define HEADER1_POS  1 
#define COUNT_POS  2 
#define CMD_POS  3 
#define ARG_TYPE_POS  4 
#define ARG_POS  5 
#define DIM_PKG_NONE  6 
#define DIM_PKG_INT  9 
#define DIM_PKG_UINT  9 
#define D2R  M_PI/180 
#define WEEL_RADIUS  0.2 
#define MOTORS_OFFSET  0.2 
#define WHEEL_DIST  400.0 
#define ENC_TO_GRAD  0.070588 
#define ENC_2_MM  0.0065 
#define ENC_TO_MMS  1.0 
#define DENC_2_RAD  (ENC_2_MM/WHEEL_DIST) 
#define DENC_2_GRADS  (ENC_TO_MMS/WHEEL_DIST*180.0/M_PI) 
#define time  2000 
In questa parte vengono elencate le costanti di classe. 
static const PioneerCommands pioneerCmdSync[]={ 3.6.1. Arealpioneer_new    De Conti Luca – matricola 355370-IF 
Pagina 94 di 208 
…} 
static const PioneerCommands pioneerCmd[]={… 
…} 
struct SonarTable{ 
char nameSw 
char numPioneer 
float ang} 
static const SonarTable sonartSwPio[]={ 
…} 
static const SonarTable sonartPioSw[]={ 
…} 
double dTh 
double dRo 
Vengono qui dichiarate le costanti e le variabili utili alla classe, il cui utilizzo 
diverrà chiaro più avanti. Si vuole porre l’attenzione sulle prime due costanti 
static  che  sono  una  lunghissima  serie  di  comandi  del  movimentatore 
(tralasciate  per  chiarezza  espositiva).  Sono  interessanti  anche  le  ultime  due 
costanti  static  che  sono  l’implementazione  delle  conversioni  dei  sonar 
descritte in precedenza, anch’esse costituite da una lunga serie di terne qui non 
riportate.  Ultima  nota,  le  due  variabili  double  sono  necessarie  quando  si 
utilizzano coordinate polari. 
Dopo la definizione delle variabili utili alla classe, vengono finalmente implementate le 
funzioni; s’inizia con quelle appartenenti alla parte public: 
ARealPioneer(char *devname) : APioneer(“Mover::ARealPioneer”) 
Il costruttore: questa funzione ha il compito fondamentale di creare in memoria 
tutte le strutture per la gestione della scheda e di inizializzare tutte le variabili. 
In particolare: 
•  si esegue una lunga serie di inizializzazioni: 
o  si inizializzano tutte le variabili di posizione, tutte le variabili di 
velocità,  le  variabili  degli  encoder,  le  variabili  dei  sensori  di 
pavimento  e  la  variabile  che  tiene  conto  dei  pacchetti  non 
riconosciuti; 
o  si riserva lo spazio di memoria e si inizializza il vettore di char 
prebuildCmdSync[-]. Questo vettore rappresenta una lista 
di comandi senza parametri (la forma dei quali è stata esposta 
poco sopra). Le istruzioni che vengono inviate al Pioneer sono 
le  prime  3  (NUMBER_CMD_SYNC)  elencate  nella  costante 
pioneerCmdSync[-]; 
o  si riserva lo spazio di memoria e si inizializza il vettore di char 
prebuildCmd[-].  Questo  vettore  rappresenta  una  lista  di 
comandi  con  e  senza  parametri  (la  forma  dei  quali  è  stata 
esposta  poco  sopra).  Le  istruzioni  che  vengono  inviate  al 
Pioneer  sono  le  prime  91  (NUMBER_CMD)  elencate  nella 
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parametro  stringa  (PIONEER_STR_ARG)  si  costruisce  un 
comando null; 
o  si inizializzano il nome della porta di comunicazione, contenuto 
nella  variabile  m_sDevName,  e  il  suo  identificatore 
m_hSerial; 
o  si  imposta  a  false  lo  stato  di  connessione  della  scheda 
contenuto nella variabile m_bConnected; 
o  si  inizializzano  le  tre  variabili  che  governano  il  buffer  dei 
comandi: firstCmd, lastCmd e sizeBuf; 
o  si inizializzano la maschera e il dato da impostare per le uscite 
digitali, contenuti nella variabile m_digout; 
o  si  imposta  la  variabile  startTime  al  tempo  corrente 
sfruttando  la  funzione  della  classe  world 
world().readTimer(); 
•  si apre la seriale e si controlla se è stata aperta correttamente: se è stata 
aperta  si  prosegue  configurandola,  in  caso  contrario  si  attende  per 
qualche tempo e si restituisce il controllo; 
•  si continua con un’altra lunga serie di inizializzazioni: 
o  si  riserva  lo  spazio  di  memoria  per  i  due  SIP  newSIP  e 
lastSIP; 
o  si  inizializzano  a  0  i  byte  da  leggere  dalla  seriale,  contenuti 
nella variabile m_nBytesToRead; 
o  si inizializza il vettore di sonar sonar[-] in modo tale che 
ogni  sonar  sia  disabilitato  e  che  abbia  una  lettura 
AREALPIONEER_MAXSONARDIST; 
o  si inizializza a 0 la lettura di tutte le porte A/D, contenute nel 
vettore inAD[-]; 
o  si inizializzano le variabili ad uso locale: 
￿  nBytesReady: contiene il numero di byte letti dalla 
seriale; 
￿  sIn[6]: vettore che contiene l’uscita della seriale; 
￿  waiting: contiene un valore di temporizzazione; 
•  si chiude un’eventuale vecchia connessione alla seriale; 
•  si  apre  una  nuova  connessione  alla  seriale  e  si  controlla  se  è  stata 
aperta correttamente: se è stata aperta si prosegue configurandola, in 
caso contrario si attende per qualche tempo e si restituisce il controllo; 
•  si inizia la sincronizzazione con il Pioneer: 
o  si  inviano  uno  alla  volta,  a  cominciare  dal  primo,  i  comandi 
contenuti nel vettore prebuildCmdSync[-]; 
o  dopo l’invio di ogni pacchetto si attende del tempo e si aspetta 
che  dalla  seriale  arrivino  6  byte  (nBytesReady  < 
DIM_PKG_NONE)  senza  però  aspettare  all’infinito 
(waiting<20); nel caso i byte non arrivino si restituisce il 
controllo; 
o  quando i 6 byte sono arrivati, li si deposita nel vettore sIn[-] 
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spediti: se avviene tutto questo si prosegue, in caso contrario si 
restituisce il controllo; 
o  dopo il terzo pacchetto di sync, il Pioneer risponde inviando tre 
stringhe concatenate contenenti nome, classe e sottoclasse; 
o  dopo  aver  atteso  l’arrivo  dei  byte  dal  Pioneer  si  calcola  il 
checksum:  se  il  riscontro  è  positivo  si  prosegue  altrimenti  si 
restituisce il controllo; 
o  ultimo passo della fase di connessione è quello di impostare la 
variabile di classe m_bConnected a true; 
•  si compiono gli ultimi passi: 
o  si fa partire il controllore (enqueue2(OPEN)); 
o  si avviano i motori (enqueue2(ENABLE, 1)); 
o  si richiede il primo SIP (enqueue2(ENCODER, 1)); 
o  si attende per qualche tempo. 
~ARealPioneer() 
Il  distruttore:  anche  questa  funzione  è  fondamentale  per  la  gestione  della 
scheda  di  movimentazione.  In  particolare  ha  il  compito  di  chiudere  la 
connessione con la seriale e liberare lo spazio di memoria dai costrutti creati. 
void setPos(float x, float y, float hor) 
Ingressi  Uscita 
float x  Una ascissa  void  Nessuna 
float y  Una ordinata     
float hor  Una orientazione     
Questa funzione imposta le variabili di posizione della classe m_dX, m_dY e 
m_dH ai valori in ingresso x, y e hor, e la variabile di classe relocated a 
true.  Quest’ultima  variabile  è  un  flag  che  serve  per  determinare  se  la 
funzione setPos(-,-,-) è stata usata o meno. 
MVector getPos() 
Questa funzione restituisce lo MVector (0,0) in coordinate cartesiane. In 
particolare si è invocato il costruttore della  classe MVector con parametri 
(0,0,Cartesian). 
void getPos(float &x, float &y, float &hor) 
Ingressi  Uscita 
float &x  L’indirizzo in memoria di una ascissa  void  Nessuna 
float &y  L’indirizzo in memoria di una ordinata     
float &hor  L’indirizzo in memoria di una orientazione     
Questa funzione assegna alle variabili x, y e hor il valore contenuto nelle 
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float getX() 
Questa funzione restituisce il valore della variabile di classe m_dX. 
float getY() 
Questa funzione restituisce il valore della variabile di classe m_dY. 
float getH() 
Questa funzione restituisce il valore della variabile di classe m_dH. 
MVector getRelSpeed() 
Funzione in fase di sviluppo. Per ora restituisce 0. 
MVector getAbsSpeed() 
Funzione in fase di sviluppo. Per ora restituisce 0. 
float getJog() 
Funzione in fase di sviluppo. Per ora restituisce 0. 
void setSpeed(MVector &trasl, float jog) 
Ingressi  Uscita 
MVector &trasl  L’indirizzo di una velocità  void  Nessuna 
float jog  Una velocità angolare     
Questa  funzione  invoca  setSpeed(trasl.GetX(),  0.0,  jog) 
(spiegata subito sotto). Dato che trasl è un MVector è possibile applicargli la 
funzione GetX(). 
void setSpeed(float vx, float vy, float jog) 
Ingressi  Uscita 
float vx  Velocità in  sec
mm   void  Nessuna 
float vy  Velocità in  sec
mm      
float jog  Velocità angolare in  sec
gradi      
Questa funzione fa muovere il robot in avanti alla velocità vx e lo fa ruotare 
alla  velocità  jog.  Per  implementare  questa  funzione,  dato  che  esistono  i 
comandi  del  sistema  operativo  del  Pioneer  che,  appunto,  fanno  avanzare  il 
robot alla velocità data e lo fanno ruotare alla velocità data, basta inviarglieli. 
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velocità intera e in seguito enqueue2(RVEL, jog*AVrad2deg), dove 
RVEL è il comando e jog la velocità angolare intera. 
float getMotorSpeed(int m) 
Ingressi  Uscita 
int m 
Identificatore del motore: 
0 → destro 
1 → sinistro 
float  Una velocità in  sec
mm  
Questa funzione restituisce la velocità del motore destro o sinistro in mm/sec, a 
seconda che l’ingresso m sia, rispettivamente, 0 o 1. In dettaglio: dopo aver 
controllato se la connessione è presente (in caso negativo si restituisce 0.0) si 
restituisce  la  velocità  contenuta  nella  variabile  newSIP→rVel  o 
newSIP→lVel  moltiplicata  per  la  costante  che  trasforma  la  velocità 
dell’encoder di ogni motore in mm/sec ENC_TO_MMS. 
void setMotorSpeed(int m, float vel) 
Ingressi  Uscita 
int m 
Identificatore del motore: 
0 → destro 
1 → sinistro 
void  Nessuna 
float vel  La velocità da impostare in  sec
mm      
Funzione in fase di sviluppo. 
void setMotorSpeedAndStop(int m, float vel, float revs) 
Ingressi  Uscita 
int m 
Identificatore del motore: 
0 → destro 
1 → sinistro 
void  Nessuna 
float vel  La velocità da impostare in  sec
mm      
float revs  ?     
Funzione in fase di sviluppo. 
float getRounds(int m) 
Ingressi  Uscita 
int m  ?  float  ? 
Funzione in fase di sviluppo. Per ora restituisce 0.0. 3.6.1. Arealpioneer_new    De Conti Luca – matricola 355370-IF 
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void resetRoundCounter(int m) 
Ingressi  Uscita 
int m  ?  void  Nessuna 
Funzione in fase di sviluppo. 
void stop() 
Questa funzione ferma il robot lasciando i motori attivi. Per implementarla, 
dato  che  esiste  un  comando  del  sistema  operativo  del  Pioneer  che  ferma  il 
robot,  basta  inviarglielo:  si  sfrutta  la  funzione  enqueue2(STOP),  dove 
STOP è il comando. 
void move(float x, float h) 
Ingressi  Uscita 
float x  Distanza in mm  void  Nessuna 
float h  Angolo in radianti     
Questa funzione invia alla scheda di controllo la richiesta di muoversi di x mm 
e di un angolo h. 
bool iAmMoving() 
Questa funzione restituisce lo stato di movimento dei due motori; se almeno 
uno  dei  due  si  sta  muovendo  (informazioni  ottenute  dalla  funzione 
getMotorSpeed(m)), si restituisce true, altrimenti false. 
void reactiveKick(int ms, int timeout) 
Ingressi  Uscita 
int ms  ?  void  Nessuna 
int 
timeout 
?     
Funzione in fase di sviluppo. 
void reactiveKickDown(int ms) 
Ingressi  Uscita 
int ms  ?  void  Nessuna 
Funzione in fase di sviluppo. 
int kickeroutMsRemaining() 
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unsigned char getAD(int id) 
Ingressi  Uscita 
int id  Porta analogica numero id  unsigned char  Il  valore  letto  dalla 
porta 
Questa  funzione  restituisce  la  lettura  della  porta  A/D  numero  id.  In 
particolare, se il Pioneer è connesso restituisce il contenuto della casella id del 
vettore inAD[-], dedicato a contenere le letture delle porte A/D; se non è 
connesso restituisce 55. 
void enableAD(int id) 
Ingressi  Uscita 
int id  Porta analogica numero id  void  Nessuna 
Questa funzione fa in modo che nel SIP sia presente la lettura della porta A/D 
numero id-1 (id-1 perché il Pioneer numera tali porte da 0 a 4, mentre il 
software  da  1  a  5).  Per  implementare  questa  funzione,  dato  che  esiste  un 
comando del sistema operativo del Pioneer che seleziona la porta A/D, basta 
inviarglielo: si sfrutta la funzione enqueue2(ADSEL, id-1), dove ADSEL 
è il comando e id-1 è il parametro di abilitazione. 
int getSonarNumber() 
Questa  funzione  restituisce  il  numero  di  sonar  collegati  alla  scheda.  In 
particolare  restituisce  il  valore  della  costante  di  classe 
AREALPIONEER_MAXSONARNUM. 
void sonarOn() 
Questa  funzione  attiva  tutti  i  sonar.  Per  implementarla,  dato  che  esiste  un 
comando  del  sistema  operativo  del  Pioneer  che  abilita  tutti  i  sonar,  basta 
inviarglielo: si sfrutta la funzione enqueue2(SONAR,1), dove SONAR è il 
comando e 1 è il parametro di abilitazione. 
void sonarOff() 
Questa funzione disattiva tutti i sonar. Per implementarla, dato che esiste un 
comando del sistema operativo del Pioneer che disabilita tutti i sonar, basta 
inviarglielo: si sfrutta la funzione enqueue2(SONAR, 0), dove SONAR è il 
comando e 0 è il parametro di disabilitazione. 
bool isSonarEnabled(int n) 
Ingressi  Uscita 
int n  Numero del sonar  bool  Stato di attività del sonar 
Questa funzione restituisce true o false a seconda che il sonar n sia attivo 
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nella variabile enabled del sonar n: sonar[n].enable. Nel caso in cui n 
sia minore di 0 o maggiore-uguale a AREALPIONEER_MAXSONARNUM, la 
funzione restituisce false. 
void isAllSonarEnabled(bool *e) 
Ingressi  Uscita 
bool *e  Puntatore ad un vettore di bool  void  Nessuna 
Questa  funzione  assegna  ad  ogni  cella  del  vettore  booleano  e  (passato  in 
ingresso come puntatore) true o false, a seconda che il sonar i sia attivo o 
meno.  Alla  cella  i-esima  corrisponde  il  sonar  i-esimo.  Anche  questa  volta 
l’informazione viene ricavata dalla struttura sonar. 
void enableSonar(int n, bool enable) 
Ingressi  Uscita 
int n  Identificatore di uno dei sonar  void  Nessuna 
bool enable  true attiva, false disattiva     
Questa funzione attiva o disattiva il sonar con identificatore n a seconda che la 
variabile  enable  sia  rispettivamente  true  o  false.  Per  fare  questa 
operazione, dato che il sistema operativo del Pioneer non permette di attivare o 
disattivare  un  sonar  direttamente,  è  necessario  rielaborare  una  sequenza  di 
polling (sequenza di attivazione dei sonar) includendo o escludendo il sonar n 
a seconda della variabile enable; in dettaglio: 
•  si  setta  il  flag  del  sonar  n,  riservato  alla  sua  abilitazione  o  meno 
(sonar[n].enable) al contenuto della variabile enable; 
•  con un ciclo si esamina lo stato del flag di abilitazione di ogni sonar e 
si inserisce nella nuova sequenza di polling e il sonar in esame solo se 
il suo flag è true; 
•  si invia la nuova sequenza alla scheda di movimentazione sfruttando 
la funzione enqueue2(POLLING, e, count), dove POLLING 
è  il  comando,  e  è  la  nuova  sequenza  di  polling  e  count  è  la 
lunghezza della nuova sequenza. 
void enableAllSonar(bool enable) 
Ingressi  Uscita 
bool enable  true attiva, false disattiva  void  Nessuna 
Questa  funzione  attiva  o  disattiva  tutti  i  sonar  a  seconda  che  la  variabile 
enable sia rispettivamente true o false. Per fare questa operazione si è 
deciso  di  rielaborare  una  sequenza  di  polling  (sequenza  di  attivazione  dei 
sonar) includendo o escludendo tutti i sonar a seconda della variabile enable; 
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•  con un ciclo si setta il flag riservato all’abilitazione o meno di ogni 
sonar (sonar[n].enable) al contenuto della variabile enable; 
•  nello  stesso  ciclo  si  inserisce  nella  nuova  sequenza  di  polling  e  il 
sonar in esame solo se il suo flag è true; 
•  si invia la nuova sequenza alla scheda di movimentazione sfruttando 
la  funzione  enqueue2(POLLING,  e, 
AREALPIONEER_MAXSONARNUM), dove POLLING è il comando, 
e è la nuova sequenza di polling e AREALPIONEER_MAXSONARNUM 
è la lunghezza della nuova sequenza. 
float getSonarPosition(int n) 
Ingressi  Uscita 
int n  Identificatore del sonar  float  Angolo del sonar n in radianti 
Questa  funzione  restituisce  l’orientazione  (in  radianti)  del  sonar  n.  Tale 
informazione viene raccolta nella casella n-esima del vettore SonarTable, in 
particolare in sonartSwPio[n].ang. Nel caso in cui n sia minore di 0 o 
maggiore-uguale a AREALPIONEER_MAXSONARNUM, la funzione restituisce 
0. 
void getAllSonarPosition(float *spos) 
Ingressi  Uscita 
float *spos  Puntatore ad un vettore di float  void  Nessuna 
Questa funzione assegna ad ogni cella del vettore di float spos (passato in 
ingresso come puntatore) l’orientazione (in radianti) del sonar corrispondente. 
Alla  cella  i-esima  corrisponde  il  sonar  i-esimo.  Anche  questa  volta 
l’informazione viene ricavata dal vettore SonarTable. 
float getSonarDistance(int n) 
Ingressi  Uscita 
int n  Identificatore del sonar  float  Distanza letta dal sonar n in mm 
Questa  funzione  restituisce  la  distanza  (in  mm)  letta  dal  sonar  n.  Tale 
informazione viene ricavata dalla struttura sonar in particolare nella variabile 
dist del sonar n: sonar[n].dist. Vi sono due eccezioni da considerare: 
•  nel  caso  la  scheda  di  movimentazione  non  sia  connessa 
(m_bConnected = false) si restituisce 2.5 m; 
•  nel  caso  in  cui  n  sia  minore  di  0  o  maggiore-uguale  a 
AREALPIONEER_MAXSONARNUM,  la  funzione  restituisce 
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void getAllSonarDistance(float *dist) 
Ingressi  Uscita 
float *dist  Puntatore ad un vettore di float  void  Nessuna 
Questa funzione assegna ad ogni cella del vettore di float dist (passato in 
ingresso come puntatore) la distanza (in mm) letta dal sonar corrispondente. 
Alla  cella  i-esima  corrisponde  il  sonar  i-esimo.  Anche  questa  volta 
l’informazione viene ricavata dalla struttura sonar. Nel caso in cui la scheda di 
movimentazione non sia connessa, si assegna la distanza di ogni sonar a 2.5 m. 
void setSonarPollingSequence(char *polling) 
Ingressi  Uscita 
char *polling  Sequenza di attivazione dei sonar  void  Nessuna 
Questa funzione ha il compito di sostituire la sequenza con cui i sonar vengono 
attivati  (sequenza  di  polling)  con  la  nuova  sequenza  passata  in  ingresso 
polling. La sequenza in ingresso è costituita dai numeri da 0 a F (0 e 15 in 
esadecimale) in qualsiasi ordine; i numeri rappresentano l’indice dei 16 sonar. 
La funzione esegue i seguenti passi: 
•  inizia col disabilitare tutti i sonar (interviene sulla flag enable della 
struttura dedicata ai sonar sonar appunto); 
•  riserva lo spazio in memoria per la stringa pollingSeq che conterrà 
la  nuova  sequenza  di  indici  dei  sonar  (della  stessa  lunghezza 
dell’ingresso polling); 
•  attraverso  un  ciclo  scansiona  tutto  l’ingresso  polling  e  inserisce 
nella  nuova  sequenza  il  corrispondente  indice  del  sonar.  La 
corrispondenza non è immediata in quanto software e Pioneer, come 
già detto nella parte iniziale di questo capitolo, indicizzano i sonar in 
maniera  differente.  Si  utilizza  allora  la  costante  di  conversione 
sonartSwPio per determinare l’indice corretto; 
•  per finire invia alla scheda la nuova sequenza sfruttando la funzione 
enqueue2(POLLING, pollingSeq, w), dove POLLING è il 
comando,  pollingSeq  è  la  nuova  sequenza  di  polling  e  w  è  la 
lunghezza della nuova sequenza. 
void getGroundSensorRead(int &id, int &val) 
Ingressi  Uscita 
int &id  Il sensore di pavimento attivo  void  Nessuna 
int &val  La lettura del sensore di pavimento attivo     
Questa  funzione  assegna  alle  variabili  passate  in  ingresso  per  indirizzo  il 
sensore di pavimento che è attivo (id) e la sua lettura (val). Per ottenere 
questo risultato la funzione assegna a id e val il valore delle due variabili di 
classe  ground_sensor_id  e  ground_sensor_val  che  contengono, 
rispettivamente, il sensore di pavimento attivo e la sua lettura. 3.6.1. Arealpioneer_new    De Conti Luca – matricola 355370-IF 
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bool connected() 
Questa funzione restituisce lo stato della connessione con il movimentatore. 
Tale informazione si trova nella variabile di classe m_bConnected. 
bool stalled() 
Questa funzione restituisce lo stato di stallo del sistema. Tale informazione è il 
risultato  della  somma  booleana  delle  due  funzioni  LeftStalled()  e 
RightStalled(), dichiarate nella parte protected. 
void autoStallRecovery(bool) 
Ingressi  Uscita 
bool    void  Nessuna 
Funzione in fase di sviluppo. 
float batteryVolts() 
Questa funzione restituisce lo stato di carica della batteria che alimenta il robot. 
Tale  informazione  viene  ricavata  dalla  struttura  SIP,  in  particolare  nella 
variabile battery (newSIP→battery). Questo valore viene moltiplicato 
per  0.1  e  quindi  restituito;  la  moltiplicazione  è  necessaria  dato  che  nella 
struttura  SIP  il  voltaggio  è  espresso  in  decimi  di  Volt.  Nel  caso  in  cui  il 
movimentatore non sia  collegato (il flag m_bConnected è false)  viene 
fatta una stima del consumo; in particolare: 
•  si  calcola  per  quanto  tempo  il  robot  è  stato  acceso  (sfruttando  la 
funzione della classe world world().readTimer() e la variabile 
di classe startTime); 
•  si sottrae al livello massimo di carica delle batterie, 25.5, il consumo 
orario moltiplicato per il tempo di accensione: 
t vres ∆ − =
300
5 . 25
5 . 25  
•  se  0 > res v  lo si restituisce, altrimenti si restituisce 0. 
bool isBatteryOn() 
Questa funzione restituisce la capacità o meno della batteria di alimentare il 
robot. Per ottenere tale risultato si interroga la funzione batteryVolts() e 
si controlla se il valore restituito sia maggiore di 10.5: in caso positivo si 
restituisce true, in caso negativo false. 
bool isMotorsOn() 
Questa funzione restituisce lo stato dei motori del robot. Tale informazione 
viene  ricavata  dalla  struttura  SIP,  in  particolare  nella  variabile 
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movimentatore  non  sia  collegato  (il  flag  m_bConnected  è  false)  si 
restituisce true. 
void motorsOn() 
Questa funzione ha il compito di abilitare i motori. Per ottenere tale risultato 
basta  inserire  il  comando  di  abilitazione  nel  buffer  dei  comandi 
(bufferCmd[-]);  la  funzione  preposta  a  questo  scopo  è 
enqueue2(ENABLE,1)  a  cui  viene  passato,  com’è  evidente,  il  comando 
ENABLE con parametro 1. 
void motorsOff() 
Questa  funzione  ha  il  compito  di  disabilitare  i  motori.  Per  ottenere  questo 
risultato basta inserire il comando di disabilitazione nel buffer dei comandi 
(bufferCmd[-]);  la  funzione  preposta  a  questo  scopo  è 
enqueue2(ENABLE,0)  a  cui  viene  passato,  com’è  evidente,  il  comando 
ENABLE con parametro 0. 
void init() 
Tutte le azioni necessarie sono già implementate nel costruttore. Non è allora 
necessario fare alcunché in questa parte. 
void act() 
Questa  funzione  ha  il  compito  fondamentale  di  gestire  le  operazioni  da 
compiere nel tempo dedicato a questo thread. In particolare: 
•  si comincia con l’inizializzare la variabile che tiene conto della porta 
A/D da leggere ad_port_id ad 1 e si comunica questa decisione al 
Pioneer  (enqueue2(ADSEL,  ad_port_id)),  quindi  si 
incrementa la variabile. Nel caso ad_port_id sia >4, la si riporta ad 
1; 
•  si invia alla seriale il comando usando la funzione denqueue2(); 
•  ci si prepara alla ricezione dei SIP inizializzando a 0 due variabili: 
o  nBytesReady: che contiene il numero di byte pronti per la 
trasmissione; 
o  nValidPackets: che contiene il numero di comandi validi; 
•  si inizia a ricevere il primo SIP leggendo i primi 3 byte; si controlla 
innanzitutto se i primi due byte sono della forma corretta (devono cioè 
essere  PIONEER_HEADER0  e  PIONEER_HEADER1):  se  non  sono 
corretti si restituisce il controllo con un messaggio d’errore; se invece 
sono nella forma corretta, si sa dalla struttura dei SIP che il terzo byte 
letto ci dice la quantità di quelli che devono ancora arrivare (si assegna 
alla variabile di classe m_nBytesToRead tale valore); 
•  quando  sono  arrivati  tutti  i  rimanenti  byte  (nBytesReady  = 
m_nBytesToRead) li si scarica in una variabile di utilizzo locale, 
unsigned  char  sData[256]  e  si  calcola  il  checksum.  Se  il 3.6.1. Arealpioneer_new    De Conti Luca – matricola 355370-IF 
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controllo  è  positivo  si  prosegue  incrementando  di  una  unità 
nValidPackets,  altrimenti  si  restituisce  il  controllo  con  un 
messaggio d’errore; 
•  a questo punto i dati che possono arrivare sono di due tipi: SIP o di 
configurazione: 
o  se è un SIP, si leggono uno alla volta tutti i byte arrivati; in 
questa maniera è possibile assegnare il valore corretto a tutti i 
parametri  della  struttura  SIP  lastSIP,  assegnare  il  giusto 
valore  al  vettore  dei  sonar  sonar[-],  assegnare  la  quantità 
corretta  alle  due  variabili  di  classe  per  la  porta  A/D 
ground_sensor_id  e  ground_sensor_val.  Vengono 
inizializzate al giusto valore tutte le variabili di velocità iLVel, 
iRVel,  m_dLVel  e  m_dRVel;  viene  quindi  assegnato  a 
newSIP il valore di lastSIP; 
o  se è un pacchetto di configurazione si leggono uno alla volta 
tutti  i  byte  arrivati  e  si  assegnano  alle  variabili  di  classe 
m_LeftEnc e m_RightEnc i giusti valori; dopo opportuni 
calcoli  si  assegnano  i  nuovi  valori  a  dRo,  dTh,  m_dLVel, 
m_dRVel, m_dX, m_dY e m_dH; 
•  se i dati arrivati non sono né SIP né di configurazione, vuol dire che si 
è  in  presenza  di  un  pacchetto  non  valido.  Si  incrementa  allora  la 
variabile pkg_not_known (che contiene il numero di pacchetti non 
riconosciuti) e si controlla se ha raggiunto il limite dei pacchetti non 
riconosciuti  (MAX_PKG_NOT_KNOWN);  in  tal  caso  vuol  dire  che  la 
connessione è altamente instabile ed è meglio uscire. 
void done() 
Tutte le azioni necessarie sono già implementate nel distruttore. Non è allora 
necessario fare alcunché in questa parte. 
Dopo l’implementazione delle funzioni della parte public vengono ora implementate 
le  funzioni  appartenenti  alla  parte  protected.  In  questa  sezione  sono  presenti 
numerose  variabili  di  classe  e,  come  di  consueto,  non  verranno  spiegate  se  non  al 
momento del loro reale utilizzo. 
unsigned char* buildPkg(Commands cmd, unsigned char *pkg) 
Ingressi  Uscita 
Commands cmd 
Comando  senza  parametri 
della scheda 
unsigned 
char* 
Il  comando  da 
inserire nel buffer 
unsigned char 
*pkg 
La posizione nel buffer dove 
inserire il nuovo comando     
Questa funzione ha il compito di modificare la porzione di buffer puntata da 
*pkg  (e  di  restituirla)  in  modo  tale  che  contenga  il  nuovo  comando  senza 
parametri cmd nella forma adeguata, affinché il sistema operativo della scheda 
di  movimentazione  possa  comprendere  l’istruzione  che  le  viene  inviata.  La 
struttura che deve avere un tale comando è già stata commentata in precedenza 3.6.1. Arealpioneer_new    De Conti Luca – matricola 355370-IF 
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e  non  verrà  ulteriormente  discussa,  se  ne  riporta  (Figura  17)  solo  la 
rappresentazione. 
La funzione opera come segue: 
•  controlla, tramite la costante di 
classe 
pioneerCmd[cmd].argTy
pe,  se  il  comando  cmd  non 
richieda  effettivamente 
parametri:  in  caso  negativo 
continua dopo aver comunicato 
un messaggio d’errore; 
•  se la zona di memoria  puntata da *pkg  è vuota, riserva un nuovo 
spazio  di  memoria  di  dimensioni  DIM_PKG_NONE  (6)  byte  dove 
verrà inserito il nuovo comando; in caso contrario prosegue; 
•  nella  posizione  HEADER0_POS  (0)  viene  inserito  il  valore 
PIONEER_HEADER0  (0xFA);  nella  posizione  HEADER1_POS  (1) 
viene inserito il valore PIONEER_HEADER1 (0xFB); 
•  nella posizione COUNT_POS (2) viene inserita la quantità di byte di 
cui  è  composto  il  comando,  ad  eccezione  dei  primi  3 
(DIM_PKG_NONE-3); 
•  nella posizione CMD_POS (3) viene inserito il comando cmd; 
•  negli ultimi due byte (posizione 4 e 5) viene inserito il checksum del 
comando utilizzando la funzione calPkgChkSum(-), che ha come 
ingresso il comando che si sta costruendo. 
unsigned  char*  buildPkg(Commands  cmd,  int  param,  unsigned 
char *pkg) 
Ingressi  Uscita 
Commands cmd 
Comando  senza  parametri 
della scheda 
unsigned 
char* 
Il  comando  da 
inserire nel buffer 
int param  Valore del parametro     
unsigned char 
*pkg 
La posizione nel buffer dove 
inserire il nuovo comando     
Questa  funzione  ha  il 
compito  di  modificare 
la  porzione  di  buffer 
puntata da *pkg (e di 
restituirla)  in  maniera 
tale  che  contenga  il 
nuovo comando intero 
cmd  con  parametro 
param  nella  forma  adeguata,  affinché  il  sistema  operativo  della  scheda  di 
movimentazione  possa  comprendere  l’istruzione  che  le  viene  inviata.  La 
struttura che deve avere un tale comando è già stata commentata in precedenza 
Figura  17.  Rappresentazione  grafica  di  un 
comando senza parametri. 
Figura 18. Rappresentazione grafica di un comando con  parametro 
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e  non  verrà  ulteriormente  discussa;  se  ne  riporta  (Figura  18)  la 
rappresentazione. 
La funzione opera come segue: 
•  controlla,  tramite  la  costante  di  classe 
pioneerCmd[cmd].argType,  se  il  comando  cmd  richieda 
effettivamente un parametro intero (PIONEER_INT_ARG: intero con 
segno o PIONEER_UINT_ARG: intero senza segno): in caso negativo 
continua dopo aver comunicato un messaggio d’errore; 
•  se la zona di memoria  puntata da *pkg  è vuota, riserva un nuovo 
spazio di memoria di dimensioni DIM_PKG_INT (9) byte, dove verrà 
inserito il nuovo comando; in caso contrario prosegue; 
•  nella  posizione  HEADER0_POS  (0)  viene  inserito  il  valore 
PIONEER_HEADER0  (0xFA),  mentre  nella  posizione 
HEADER1_POS  (1)  viene  inserito  il  valore  PIONEER_HEADER1 
(0xFB); 
•  nella posizione COUNT_POS (2) viene inserita la quantità di byte di 
cui è composto il comando a eccezione dei primi 3 (DIM_PKG_INT-
3); 
•  nella posizione CMD_POS (3) viene inserito il comando cmd; 
•  nella  posizione  ARG_TYPE_POS  (4)  viene  inserito  il  tipo  di 
parametro:  PIONEER_INT_ARG  se  param  è  negativo, 
PIONEER_UINT_ARG se param è positivo o nullo; 
•  nelle  posizioni  ARG_POS  e  ARG_POS+1  (5  e  6)  viene  inserito  il 
parametro param; 
•  negli ultimi due byte (posizione 7 e 8) viene inserito il checksum del 
comando utilizzando la funzione calPkgChkSum(-), che ha come 
ingresso il comando che si sta costruendo. 
unsigned char* buildPkg(Commands cmd, unsigned char *param, 
char size, unsigned char *pkg) 
Ingressi  Uscita 
Commands cmd 
Comando  senza  parametri 
della scheda 
unsigned 
char* 
Il comando 
da inserire 
nel buffer 
unsigned char *param  Valore del parametro     
char size  Lunghezza di param     
unsigned char *pkg 
La posizione nel buffer dove 
inserire il nuovo comando     
Questa  funzione  ha  il 
compito  di  modificare 
la  porzione  di  buffer 
puntata da *pkg (e di 
restituirla)  in  modo 
tale  che  contenga  il 
nuovo  comando  Figura 19. Rappresentazione grafica di un comando con  parametro
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stringa cmd con parametro param di lunghezza size nella forma adeguata, 
affinché  il  sistema  operativo  della  scheda  di  movimentazione  possa 
comprendere l’istruzione che le viene inviata. La struttura che deve avere un 
tale comando è già stata commentata in precedenza e non verrà ulteriormente 
discussa. Se ne riporta in Figura 2 la rappresentazione. 
La funzione opera come segue: 
•  controlla,  tramite  la  costante  di  classe 
pioneerCmd[cmd].argType,  se  il  comando  cmd  richieda 
effettivamente  un  parametro  intero  (PIONEER_STR_ARG):  in  caso 
negativo continua dopo aver comunicato un messaggio d’errore; 
•  se la zona di memoria  puntata da *pkg  è vuota, riserva un nuovo 
spazio  di  memoria  di  dimensioni 
sizePkg=size+DIM_PKG_INT-2  (size+7)  byte,  dove  verrà 
inserito il nuovo comando; in caso contrario prosegue; 
•  nella  posizione  HEADER0_POS  (0)  viene  inserito  il  valore 
PIONEER_HEADER0  (0xFA),  mentre  nella  posizione 
HEADER1_POS  (1)  viene  inserito  il  valore  PIONEER_HEADER1 
(0xFB); 
•  nella posizione COUNT_POS (2) viene inserita la quantità di byte di 
cui è composto il comando a eccezione dei primi 3 (sizePkg -3); 
•  nella posizione CMD_POS (3) viene inserito il comando cmd; 
•  nella  posizione  ARG_TYPE_POS  (4)  viene  inserito  il  tipo  di 
parametro: PIONEER_STR_ARG; 
•  nelle  posizioni  ARG_POS  e  seguenti,  fino  a  completamento  della 
lunghezza  del  parametro  (5…5+size),  viene  inserito  il  parametro 
param; 
•  negli ultimi due byte (posizione 6+size e 7+size) viene inserito il 
checksum del comando utilizzando la funzione calPkgChkSum(-), 
che ha come ingresso il comando che si sta costruendo. 
unsigned int calChkSum(unsigned char *sPacket) 
Ingressi  Uscita 
unsigned char 
*sPacket 
Il  comando  di  cui  calcolare  il 
checksum  unsigned int  Il checksum 
Questa funzione ha il compito di calcolare il checksum del comando puntato da 
sPacket. La realizzazione pratica di tale calcolo, con ampiezza di un word, 
viene realizzata con una somma bit per bit di coppie di byte (il più significativo 
per primo) al checksum corrente (inizialmente 0), ignorando segno e overflow. 
Nel caso di una sequenza dispari di byte viene eseguito l’XOR dell’ultimo byte 
con il byte meno significativo del checksum. 3.6.1. Arealpioneer_new    De Conti Luca – matricola 355370-IF 
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unsigned int calChkSum(unsigned char *sPacket, char size) 
Ingressi  Uscita 
unsigned char 
*sPacket 
Il  comando  di  cui  calcolare  il 
checksum  unsigned int  Il checksum 
char size  Dimensione di sPacket     
Questa funzione ha il compito di calcolare il checksum del comando puntato da 
sPacket di dimensione size. La realizzazione pratica di tale calcolo, con 
ampiezza di un word, viene realizzata con una somma bit per bit di coppie di 
byte  (il  più  significativo  per  primo)  al  checksum  corrente  (inizialmente  0), 
ignorando segno e overflow. Nel caso di una sequenza dispari di byte viene 
eseguito l’XOR dell’ultimo byte con il byte meno significativo del checksum. 
void calPkgChkSum(unsigned char *sPacket) 
Ingressi  Uscita 
unsigned char *sPacket  Il comando di cui calcolare il checksum  void  Nessuna 
Questa funzione ha il compito di calcolare il checksum del comando puntato da 
sPacket e di accodare a sPacket il suo checksum. La realizzazione pratica 
di tale calcolo, con ampiezza di un word, viene realizzata con una somma bit 
per bit di coppie di byte (il più significativo per primo) al checksum corrente 
(inizialmente 0), ignorando segno e overflow. Nel caso di una sequenza dispari 
di byte viene eseguito l’XOR dell’ultimo byte con il byte meno significativo 
del checksum. 
void printPkg(unsigned char *pkg, char size) 
Ingressi  Uscita 
unsigned char *pkg  Un pacchetto, passato come puntatore  void  Nessuna 
char size  La quantità di byte che si vogliono stampare     
Questa  funzione  invia  allo  standard  output  i  primi  size  byte  di  pkg  in 
esadecimale. 
void printPkg(unsigned char *pkg) 
Ingressi  Uscita 
unsigned char *pkg  Un pacchetto, passato come puntatore  void  Nessuna 
Questa funzione invia allo standard output pkg in esadecimale. Per ottenere 
questo risultato la funzione scorre tutto pkg e ad ogni passo invia allo standard 
output la quantità puntata. Per inviare solo pkg e non parti di memoria che non 
lo  contengono,  è  necessario  conoscere  la  sua  dimensione  in  byte.  Per 
determinare  questo  importante  parametro  la  funzione  sfrutta  la  struttura  del 
comando stesso, che nella terza casella contiene la sua dimensione sottratta di 3 
unità. 3.6.1. Arealpioneer_new    De Conti Luca – matricola 355370-IF 
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void processingSIP() 
Funzione in fase di sviluppo. 
bool enqueue2(Commands cmd) 
Ingressi  Uscita 
Commands cmd  Comando senza parametri della scheda  bool  Risultato 
dell’inserimento 
Questa  funzione  ha  il  compito  di  inserire  nel  buffer  dei  comandi  per  il 
movimentatore (bufferCmd[-]) il nuovo comando cmd che non ha bisogno 
di  parametri.  Per  compiere  queste  operazioni  la  funzione  esegue  i  seguenti 
passi: 
•  controlla se il buffer è pieno (controlla se il valore della variabile di 
classe  sizeBuf>  AREALPIONEER_BUFFER_SIZE):  in  caso 
positivo  invia  allo  standard  output  il  buffer  (sfruttando  la  funzione 
printQueue()  descritta  poco  più  avanti)  ed  esce  restituendo 
false; in caso negativo prosegue; 
•  aggiunge  al  buffer  il  nuovo  comando  sfruttando  la  funzione 
buildPkg(-,-) a cui vengono passati il nuovo comando cmd e la 
posizione in cui inserirlo bufferCmd[lastCmd]; 
•  aumenta di una unità la dimensione del buffer; aggiorna la posizione 
dell’ultimo  comando  del  buffer  (contenuta  nella  variabile  di  classe 
lastCmd); restituisce true. 
bool enqueue2(Commands cmd, int param) 
Ingressi  Uscita 
Commands cmd  Comando della scheda  bool  Risultato dell’inserimento 
int parm  Parametro di tipo intero     
Questa  funzione  ha  il  compito  di  inserire  nel  buffer  dei  comandi  per  il 
movimentatore (bufferCmd[-]) il nuovo comando cmd con parametro di 
tipo  intero  param.  Per  compiere  queste  operazioni  la  funzione  esegue  i 
seguenti passi: 
•  controlla  se  il  buffer  è  pieno:  in  caso  positivo  invia  allo  standard 
output il buffer ed esce restituendo false; in caso negativo prosegue; 
•  aggiunge  al  buffer  il  nuovo  comando  sfruttando  la  funzione 
buildPkg(-,-,-) a cui vengono passati il nuovo comando cmd, il 
parametro  param  e  la  posizione  in  cui  inserirlo 
bufferCmd[lastCmd]; 
•  aumenta di una unità la dimensione del buffer; aggiorna la posizione 
dell’ultimo  comando  del  buffer  (contenuta  nella  variabile  di  classe 
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bool enqueue2(Commands cmd, unsigned char *param, char size) 
Ingressi  Uscita 
Commando cmd  Comando della scheda  bool  Risultato dell’inserimento 
unsigned char *parm  Parametro di tipo stringa     
char size 
Lunghezza  della  stringa 
parametro     
Questa  funzione  ha  il  compito  di  inserire  nel  buffer  dei  comandi  per  il 
movimentatore (bufferCmd[-]) il nuovo comando cmd con parametro di 
tipo stringa param che ha dimensioni size. Per compiere queste operazioni 
la funzione esegue i seguenti passi: 
•  controlla  se  il  buffer  è  pieno:  in  caso  positivo  invia  allo  standard 
output il buffer ed esce restituendo false; in caso negativo prosegue; 
•  aggiunge  al  buffer  il  nuovo  comando  sfruttando  la  funzione 
buildPkg(-,-,-,-) a cui vengono passati il nuovo comando cmd, 
il  parametro  param,  la  lunghezza  della  stringa  parametro  e  la 
posizione del buffer in cui inserirlo bufferCmd[lastCmd]; 
•  aumenta di una unità la dimensione del buffer; aggiorna la posizione 
dell’ultimo  comando  del  buffer  (contenuta  nella  variabile  di  classe 
lastCmd); restituisce true. 
bool dequeue2() 
Questa funzione ha il compito di inviare alla porta seriale il primo comando 
contenuto nel buffer dei comandi per il movimentatore. Per ottenere questo 
risultato la funzione esegue i seguenti passi: 
•  controlla  se  il  buffer  è  vuoto  (il  valore  della  variabile  di  classe 
sizeBuf): in caso positivo esce restituendo false, in caso negativo 
prosegue; 
•  se  la  scheda  di  movimentazione  è  connessa  (flag  di  classe 
m_bConnected),  si  scrive  sulla  seriale  (individuata  dall’handle 
m_hSerial)  il  primo  comando  del  buffer 
(bufferCmd[firstCmd])  con  dimensioni 
bufferCmd[firstCmd][2]+3
19; in caso contrario non si scrive 
nulla e si continua con quanto segue; 
•  riduce di una unità la dimensione del buffer; aggiorna la posizione del 
primo  comando  del  buffer  (contenuta  nella  variabile  di  classe 
firstCmd); restituisce true. 
void printQueue() 
Questa funzione ha il compito di inviare allo standard output il contenuto del 
buffer  dei  comandi  da  inviare  al  movimentatore  (la  variabile  di  classe 
bufferCmd[-]).  Per  ottenere  questo  risultato  la  funzione  deve  sapere  in 
                                                 
19 La spiegazione di tale valore si può dedurre con estrema facilità dalla conoscenza della struttura di un 
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quale  posizione,  nel  buffer,  sono  situati  il  primo  e  l’ultimo  comando  e  la 
dimensione  del  buffer.  Tali  valori  sono  contenuti,  rispettivamente,  nelle 
variabili di classe lastcmd e sizeBuf. La funzione scorre il buffer a partire 
dal  primo  comando  sino  all’ultimo  e  ad  ogni  passo  invoca  la  funzione 
printPkg(-) passandogli il contenuto del buffer al dato livello. 
void Adjust(double &val, bool rad) 
Ingressi  Uscita 
double &val  Indirizzo dell’angolo val  void  Nessuna 
bool rad 
Flag  che  indica  alla  funzione  se  val  è  in 
radianti o gradi     
Questa funzione somma alla variabile passata in ingresso come indirizzo val 
un periodo (2π se rad è true, 360 se rad è false) se è negativa, mentre 
sottrae un periodo se val è positiva. 
bool LeftStalled() 
Funzione in fase di sviluppo. Per ora restituisce false. 
bool RightStalled() 
Funzione in fase di sviluppo. Per ora restituisce false. 
Dopo  l’implementazione  delle  funzioni  della  parte  protected  si  passa  ad 
implementate  le  funzioni  appartenenti  alla  parte  private.  In  questa  sezione  sono 
presenti numerose variabili di classe e, come di consueto, non verranno spiegate se non 
al momento del loro reale utilizzo. 
bool LeftOut() 
Funzione in fase di sviluppo. Per ora restituisce false. 
bool RightOut() 
Funzione in fase di sviluppo. Per ora restituisce false. 
void LeftRelease() 
Funzione in fase di sviluppo. 
void RightRelease() 
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void LeftKick(int ms) 
Ingressi  Uscita 
int ms    void  Nessuna 
Funzione in fase di sviluppo. 
void RightKick(int ms) 
Ingressi  Uscita 
int ms    void  Nessuna 
Funzione in fase di sviluppo. 
void CenterKick(int ms) 
Ingressi  Uscita 
int ms    void  Nessuna 
Funzione in fase di sviluppo. 3.6.2. Arealpioneer    De Conti Luca – matricola 355370-IF 
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3.6.2.  Arealpioneer 
La porzione di codice implementata in questi file non è altro che la vecchia versione 
della  classe  descritta  al  paragrafo  precedente  (il  3.6.1).  Il  codice  è  stato  comunque 
inserito nella cartella per chiarezza espositiva e per tenere traccia del lavoro e delle 
migliorie apportate, nonché al fine di evitare errori nel caso in cui qualche classe utilizzi 
la vecchia versione nelle dipendenze. Ad ogni modo una chiamata all’header di questa 
classe comporta un messaggio d’errore che suggerisce l’utilizzo della nuova versione 
arealpioneer_new.h.  Per  i  motivi  sopra  riportati  e  per  la  somiglianza,  spesso 
strettissima, con la nuova versione, questa classe non verrà descritta. 3.6.3. Apioneer    De Conti Luca – matricola 355370-IF 
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3.6.3.  Apioneer 
Questo componente, un thread ADE, non presenta le caratteristiche di importanza della 
classe ArealPioneer, tuttavia la sua presenza è di discreta utilità. In particolare il suo 
scopo è quello di implementare le funzioni in fase di sviluppo o del tutto assenti nella 
classe  anzidetta.  Tali  funzioni  non  sono  necessarie  al  robot  cameriere  o  non  sono 
utilizzate nel codice implementato: ad esempio sono presenti funzioni per calciare. In 
ragione di ciò la descrizione del codice viene del tutto omessa. 
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3.7.  Utility 
Utility comprende diverse classi necessarie per la gestione del robot. In particolare vi 
sono: avstruct e mvector che presentano strutture e strumenti, seppur molto semplici, 
per caratterizzare posizioni e vettori; world che porta strutture e strumenti per descrivere 
parametri  fondamentali  del  robot,  della  visione,  del  movimento  e  dei  sensori  di 
pavimento. Le classi sopra citate sono state mutuate ed adattate dal progetto “Artisti 
Veneti / Software2”. 
In  utility  vi  sono  anche  altre  due  classi  fondamentali  per  la  gestione  del  robot: 
ground_sensor  e  sonar,  che  presentano  rispettivamente  strutture  e  strumenti  per  i 
sensori di pavimento e i sonar. 
3.7.1.  Avstruct 
Questa  parte  del  codice  è  dedicata  alla  caratterizzazione  di  strutture  per  identificare 
posizioni, punti, punti con errore di misura, punti pesati, vettori 2D, 3D e 4D, e altri 
oggetti strutturati di utilità generale. È presente anche qualche funzione, sebbene molto 
semplice, per operare con queste strutture. Tale porzione di codice è stata sviluppata dal 
gruppo  degli  Artisti  Veneti  nel  progetto  Software2,  da  utilizzare  per  i  robot  della 
RoboCup. I costrutti implementati sono sicuramente adatti al robot cameriere, ma ve ne 
sono alcuni non necessari. Nell’analisi, come nella descrizione UML che segue, saranno 
presentati  solo  quelli  utilizzati  effettivamente  nello  sviluppo  del  codice  del  robot 
cameriere. 
La descrizione del componente non è affidata, come di consueto, alle tre parti premesse, 
descrizione  “a  parole”  e  descrizione  tecnica,  ma  a  una  semplice  descrizione  degli 
elementi utilizzati. 
S’inizia qui ad analizzare il codice ricordando che le strutture che verranno descritte 
sono implementate nel file avstruct.h, contenuto nella cartella utility. Come al solito 
verrà  prima  esposta  la  funzione  o  dichiarazione,  quindi  sarà  commentata.  L’analisi 
procederà per blocchi funzionali. 3.7.1. Avstruct    De Conti Luca – matricola 355370-IF 
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Le strutture che seguono sono piuttosto semplici, come si vede nel modello UML sotto 
riportato, e non hanno bisogno di operatori o funzioni particolarmente sofisticate. Le 
dipendenze di queste strutture sono, per questo motivo, assenti. 
AVintpoint    AVpoint    Position 
+x: int 
+y: int 
  +x: float 
+y: float 
  +distance: float 
+angle: float 
         
#define AVdeg2rad  (M_PI/180.0) 
#define AVrad2deg  (180.0/M_PI) 
Qui  vengono  elencate  e  definite  alcune  costanti  utili  per  lavorare  con  le 
strutture  della  classe.  Queste  due  costanti  sono  i  necessari  fattori  che 
permettono la conversione da gradi a radianti (AVdeg2rad) e da radianti a 
gradi (AVrad2deg). 
… 
#define AVsgn(x)  {- implementazione -} 
#define AVsqr(x)  {- implementazione -} 
#define AVangadjust(x)  {- implementazione -} 
#define AVangdiff(a,b)  (- implementazione -) 
… 
In questa parte vengono elencati e definiti gli strumenti utili per lavorare con le 
strutture della classe. Oltre ai quattro sopra elencati ve ne sono altri che però 
non  verranno  né  elencati  né  discussi,  poichè  non  utilizzati 
nell’implementazione del codice. 
AVsgn(x) 
Questa funzione restituisce -1 o 1, a seconda che x sia positivo o negativo. 
AVsqr(x) 
Questa funzione restituisce il quadrato dell’ingresso x. 
AVangdiff(a,b) 
Questa funzione restituisce la differenza dei due angoli passati in ingresso: a-
b. In particolare, se tale differenza ha ampiezza maggiore di ±π si sottrae o 
somma 2π per far entrare l’angolo nell’intervallo [-π,π]. 
AVangadjust(x) 
Questa funzione aggiunge o sottrae all’angolo x multipli di 2π fino a quando 
tale angolo è compreso nell’intervallo [-π,π]. 
Il file prosegue con l’implementazione di molte strutture. Come già anticipato, verranno 
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typedef struct Position 
L’implementazione di questa struttura si limita ai due float distance ed 
angle. La costruzione nasce per definire un punto in uno spazio sfruttando 
coordinate polari. 
typedef struct AVpoint 
L’implementazione  di  questa  struttura  si  limita  ai  due  float  x  e  y.  La 
costruzione nasce per definire un punto in uno spazio non quantizzato con assi 
cartesiani. 
typedef struct AVintpoint 
L’implementazione  di  questa  struttura  si  limita  ai  due  int  x  e  y.  La 
costruzione  nasce  per  definire  un  punto  in  uno  spazio  quantizzato  con  assi 
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3.7.2.  Ground Sensor 
Questa parte del software è dedicata allo sviluppo del codice per la caratterizzazione e 
gestione dei dati provenienti dai sensori di pavimento. 
La descrizione del componente è affidata a due paragrafi: descrizione “a parole” e 
descrizione tecnica. 
3.7.2.1.  Descrizione 
I  sensori  di  pavimento,  insieme  al  software  implementato  nella  classe  che  si  sta 
descrivendo, hanno un ruolo chiave nella gestione del comportamento del robot. Il loro 
compito è quello di impedire alla piattaforma di uscire da un ambiente predeterminato. 
Era  infatti  specifica  del  progetto  che  il  robot  potesse  muoversi  in  un  ambiente 
sconosciuto  e  non  strutturato  in  modo  autonomo.  Era  però  necessario  che  tale 
movimento potesse anche essere limitato a una sola regione dello spazio disponibile: 
per esempio una sola stanza in una casa, o lo stand di una fiera. 
Si è deciso di sfruttare le differenze cromatiche che spesso identificano i pavimenti di 
ambienti  diversi.  Infatti,  le  zone  in  cui  il  robot  può  essere  esposto  sono  spesso 
identificabili con una stanza e, altrettanto spesso, le soglie delle stanze sono delimitate 
da un distacco cromatico evidente. Se però queste condizioni non dovessero verificarsi 
(ad  esempio  in  un  ambiente  libero  come  un  padiglione)  la  soluzione  al  problema  è 
comunque molto semplice: basta delimitare l’ambiente del robot con un nastro adesivo 
con distacco cromatico evidente rispetto al pavimento. 
L’hardware preposto al  riconoscimento della transizione in 
zone  proibite  è  costituito  da  sensori  elettronici  che 
restituiscono  una  tensione  variabile  in  funzione  della 
riflettività della superficie. Tali sensori sono già stati descritti 
in  precedenza  e  non  sarà  approfondito  ulteriormente 
l’argomento. 
I sensori di pavimento installati sono quattro, disposti come 
nella Figura 20. La scelta di una collocazione di questo tipo è 
motivata  dalla  necessità  di  evitare  sconfinamenti  marcati 
quando l’angolo di incidenza nella zona proibita è piccolo. Se 
infatti ci fosse un solo sensore di pavimento posto al centro 
della  zona  frontale,  lo  sconfinamento  sarebbe  molto  più 
marcato, come è mostrato nella Figura 21. 
 
Figura 21. Sconfinamento in zona proibita (copertura a righe) di un robot con quattro sensori di pavimento (sinistra) 
e con un sensore (destra). 
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I  sensori,  insieme  al  software  implementato,  riconoscono  differenze  di  intensità 
luminosa marcate; in questo modo, non appena si è in presenza del marker di zona 
proibita, il sistema comunica l’ingresso in tale zona e la parte di software dedicata al 
movimento, il mover, agisce di conseguenza. 
3.7.2.2.  Descrizione tecnica 
ground_sensor,  come  già  detto  in  precedenza,  è  una  parte  delle  strutture  di  utilità 
generale  contenuta  nella  cartella  utility.  Questa  classe  viene  implementata  nei  file 
ground_sensor.cpp e ground_sensor.h. 
Prima di procedere con la descrizione dell’implementazione, si vuole fare una breve 
introduzione alle strutture utilizzate e alle soluzioni a problemi pratici incontrati.  In 
particolare  si  vuole  porre  l’attenzione  sui  seguenti  problemi  e  relativa  soluzione 
adottata: 
•  i sensori, come ogni strumento di misura, possono riportare delle letture errate. 
Nel caso di un evento di questo tipo il robot penserebbe, a torto, di essere in 
zona proibita. Per risolvere il problema si è deciso di implementare, per ogni 
sensore, una coda che contiene oltre all’ultima lettura le tre precedenti. Questa 
scelta implementativa, insieme alla decisione di rendere effettiva l’entrata in 
zona proibita solo quando tutti i valori contenuti nella coda indicheranno un 
passaggio di soglia, rende robusti i sensori di pavimento. Infatti una lettura 
errata presenterà un passaggio di soglia in uno o al massimo due posizioni della 
coda.  
Nasce  ora  l’esigenza  di  determinare  la  lunghezza  della  coda,  imposta  a  4 
letture. Questa scelta è frutto di numerose prove di laboratorio e dell’attenta 
valutazione di due esigenze distinte: la prima è quella di rendere reattivo il 
robot, perché una coda troppo lunga avrebbe permesso evidenti sconfinamenti 
in zona proibita; la seconda di rendere robusti i sensori, in quanto una coda 
lunga riduce la probabilità di letture errate; 
•  le specifiche di progetto richiedevano di poter collocare il robot su superfici di 
diverso tipo e soprattutto di differente colore. Il problema che si è presentato è 
stato quello di non poter indicare un valore luminoso assoluto al di sopra del 
quale si è nella zona proibita e al di sotto del quale si è nella zona permessa. 
Infatti, impostando l’ingresso nella zona proibita come un passaggio dal bianco 
al nero (perché il robot è in un ambiente in cui il pavimento è completamente 
bianco), se spostassimo il robot in un ambiente con pavimento nero delimitato 
da  nastro  bianco  otterremmo  dei  risultati  alquanto  deludenti.  Per  ovviare  a 
questo problema si è deciso di considerare un passaggio in zona proibita il caso 
in cui la coda di almeno un sensore abbia tutti i valori al di sopra di una soglia 
“alta” o tutti i valori al di sotto di una soglia “bassa”. Così il passaggio da nero 
(permesso) a bianco (vietato) porta tutti i valori di una coda al di sopra della 
soglia  alta;  al  contrario,  il  passaggio  da  bianco  (permesso)  a  nero  (vietato) 
porta tutti i valori di una coda al di sotto della soglia “bassa”. In questo modo il 
comportamento del robot è indipendente dalla colorazione della superficie in 
cui si muove. L’unico vincolo è quello di avviare il robot nella zona permessa; 
se non si facesse così il robot non uscirebbe mai dalla zona vietata. 
Si  passa  ora  alla  descrizione  del  codice  riportando  l’albero  delle  dipendenze  e  la 
rappresentazione UML: 3.7.2. Ground Sensor    De Conti Luca – matricola 355370-IF 
Pagina 122 di 208 
 
Si  noti  che  la  dipendenza  di  questa  struttura  da  altre  classi  è  piuttosto  limitata. 
Interessante  è  la  dipendenza  del  software  dei  sensori  di  pavimento  da 
“arealpioner_new.h”. Questa dipendenza è dovuta, come d’altronde era già stato detto 
nella parte dedicata all’hardware, al fatto che la strumentazione elettronica preposta al 
movimento  possiede  anche  gli  ingressi  analogici  a  cui  sono  collegati  i  sensori  di 
pavimento. È quindi necessario attingere i dati di tali sensori dal software dedicato alla 
gestione della movimentazione. Degna di nota è anche la dipendenza da world.h, perché 
numerosi  parametri  utili  alla  gestione  dei  sensori  di  pavimento  sono  indicati  nella 
struttura  GroundSensorStruct  (il  significato  degli  stessi  verrà  illustrato  al 
momento del loro utilizzo). 
GroundSensor 
-sensor_buffer: ground_sensor_buffer  
-sensor_max_buffer: ground_sensor_buffer  
-sensor_min_buffer: ground_sensor_buffer  
+GroundSensor()  
+~GroundSensor()  
+updateGrid(): void  
+IHaveFreeFront(): bool  
+IHaveFreeLeft(): bool  
+IHaveFreeRigth(): bool  
+getMaxValue(front_left_value:int&, front_right_value:int&, 
left_value:int&, right_value:int&): void  
+getMinValue(front_left_value:int&, front_right_value:int&, 
left_value:int&, right_value:int&): void  
-isFrontLeftSensorFree(): bool  
-isFrontRightSensorFree(): bool  
-isLeftSensorFree(): bool  
-isRightSensorFree(): bool 
Si analizza ora il file ground_sensor.h dove sono dichiarate tutte le funzioni, costanti e 
variabili della classe ground_sensor. Come al solito verrà prima esposta la funzione o 
dichiarazione, poi sarà commentata. L’analisi procederà per blocchi funzionali: 
#include … 
La  definizione  inizia  con  l’indicazione  delle  dipendenze,  già  illustrata 
nell’albero. 
#define GROUND_SENSOR_SAMPLE  4 
#define INVALID_VALUE  -1 
#define RIGHT_SENSOR_ID  1 
#define LEFT_SENSOR_ID  2 
#define FRONT_RIGHT_SENSOR_ID  3 
#define FRONT_LEFT_SENSOR_ID  4 
In questa parte vengono elencate le costanti utili alla classe, in particolare la 
prima indica la lunghezza della coda, la seconda il valore di una lettura non 
valida e le ultime quattro il numero identificativo dei sensori. 
“ground_sensor.h”  “pioneer/arealpioneer_new.h”  *  “ground_sensor.cpp” 
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typedef struct _ground_sensor_buffer_{---} ground_sensor_buffer 
Viene  quindi  dichiarata  e  formata  la  struttura  ground_sensor_buffer, 
che  è  una  quaterna  di  int  deputata  a  contenere  il  valore  letto  dai  quattro 
sensori  (la  scelta  del  tipo  int  è  più  che  giustificata  dato  che  i  sensori 
restituiscono un valore intero compreso fra 0 e 255). 
class GroundSensor 
Viene qui dichiarata la classe. 
public: 
GroundSensor() 
~GroundSensor() 
void updateGrid() 
bool IHaveFreeFront() 
bool IHaveFreeLeft() 
bool IHaveFreeRigth() 
void getMaxValue(int &front_left_value, int 
&front_right_value, int &left_value, int 
&right_value) 
void getMinValue(int &front_left_value, int 
&front_right_value, int &left_value, int 
&right_value) 
Nella  parte  public  vengono  dichiarati  il  costruttore,  il  distruttore  e  le 
funzioni pubbliche utili alla classe. Il loro utilizzo e implementazione saranno 
discussi tra breve. 
private: 
bool isFrontLeftSensorFree() 
bool isFrontRightSensorFree() 
bool isLeftSensorFree() 
bool isRightSensorFree() 
ground_sensor_buffer sensor_buffer[GROUND_SENSOR_SAMPLE] 
ground_sensor_buffer sensor_max_buffer, sensor_min_buffer 
Nella  parte  private  sono  dichiarate  le  funzioni  e  le  variabili  utili  allo 
sviluppo delle funzioni a loro volta dichiarate nella parte public. 
Si vuole porre l’attenzione sulla variabile sensor_buffer[-], un vettore 
di quaterne di int che è preposto all’implementazione della coda di cui si è 
parlato  sopra,  e  sulle  variabili  sensor_max_buffer  e 
sensor_min_buffer, quaterne di int che conterranno, rispettivamente, il 
massimo e il minimo contenuto nella coda di ogni sensore. 
L’implementazione  di  tutte  le  funzioni  sopra  elencate  è  affidata  al  file 
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#include … 
L’indicazione delle dipendenze è già stata illustrata nell’albero. 
extern ARealPioneer *realpioneer 
Viene ora dichiarata la sola variabile utile alla classe la cui appartenenza è 
manifesta. 
Dopo la definizione delle variabili utili alla classe vengono implementate le funzioni. Di 
seguito quelle appartenenti alla parte public: 
GroundSensor() 
Il costruttore: questa funzione ha il compito fondamentale di creare in memoria 
le  strutture  per  la  gestione  dei  sensori.  In  particolare  si  inizializza  ad 
INVALID_VALUE  la  coda  di  ogni  sensore  (sensor_buffer[-])  e,  per 
ogni sensore, si pone a -1 e 256 rispettivamente sensor_max_buffer e 
sensor_min_buffer. 
~GroundSensor() 
Il distruttore non è necessario; infatti la sua definizione non contiene alcuna 
linea di codice. È stato implementato per completezza. 
void updateGrid() 
Il  compito  di  questa  funzione  è  quello  di 
implementare  l’aggiornamento  della  coda 
di  tutti  i  sensori.  In  particolare, 
rappresentando la coda come lo schema qui 
a fianco, fa scorrere a destra il contenuto di 
ogni casella e inserisce nella prima la nuova 
lettura  di  tutti  i  sensori.  Inoltre  per  ogni  sensore  aggiorna 
sensor_max_buffer e sensor_min_buffer nel caso in cui il nuovo 
valore  sia,  rispettivamente,  maggiore  o  minore  di  quello  contenuto  nelle 
variabili. L’operazione di acquisizione del nuovo valore avviene attraverso la 
funzione della classe ArealPioneer getGroundSensorRead (-,-). 
void IHaveFreeLeft() 
Questa  funzione  ha  il  compito  di  confermare  o  meno  il  superamento  del 
confine della zona proibita con il lato sinistro del robot. Per portare a termine 
l’operazione  si  combinano  con  un  and  le  funzioni  booleane 
isFrontLeftSensorFree()  e  isLeftSensorFree()  che  verranno 
descritte nella parte private della classe. 
void IHaveFreeRight() 
Questa  funzione  ha  il  compito  di  confermare  o  meno  il  superamento  del 
confine della zona proibita con il lato destro del robot. Per portare a termine 
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l’operazione  si  combinano  con  un  and  le  funzioni  booleane 
isFrontRightSensorFree()  e  isRightSensorFree()che 
verranno descritte nella parte private della classe. 
bool IHaveFreeFront() 
Questa  funzione  ha  il  compito  di  confermare  o  meno  il  superamento  del 
confine della zona proibita. Per portare a termine l’operazione si combinano 
con  un  and  le  funzioni  booleane  IHaveFreeLeft()  e 
IHaveFreeRight(). 
void  getMaxValue(int  &front_left_value,  int 
&front_right_value, int &left_value, int &right_value) 
Ingressi  Uscita 
int &front_left_value  Indirizzo di front_left_value  void  Nessuna 
int &front_right_value  Indirizzo di front_right_value     
int &left_value  Indirizzo di left_value     
int &right_value  Indirizzo di right_value     
Questa  funzione  assegna  alle  variabili  passate  in  ingresso  come  indirizzo il 
massimo  della  coda  di  ogni  sensore,  nell’ordine  espresso  dai  nomi  delle 
variabili stesse. 
void  getMinValue(int  &front_left_value,  int 
&front_right_value, int &left_value, int &right_value) 
Ingressi  Uscita 
int &front_left_value  Indirizzo di front_left_value  void  Nessuna 
int &front_right_value  Indirizzo di front_right_value     
int &left_value  Indirizzo di left_value     
int &right_value  Indirizzo di right_value     
Questa  funzione  assegna  alle  variabili  passate  in  ingresso  come  indirizzo il 
minimo della coda di ogni sensore, nell’ordine espresso dai nomi delle variabili 
stesse. 
Dopo l’implementazione delle funzioni della parte public vengono ora implementate 
le funzioni appartenenti alla parte private; le variabili contenute in questa sezione 
sono  state  discusse  precedentemente  in  occasione  della  descrizione  del  file 
ground_sensor.h e non è necessario riproporne la trattazione, dato che quanto spiegato è 
più che sufficiente a comprenderne struttura ed utilizzo. 
void isFrontLeftSensorFree() 
Questa  funzione  ha  il  compito  di  confermare  o  meno  il  superamento  del 
confine  della  zona  proibita  con  il  sensore  frontale  sinistro  del  robot.  In 3.7.2. Ground Sensor    De Conti Luca – matricola 355370-IF 
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particolare, come già descritto in precedenza, l’evento è confermato solo se 
tutti i valori contenuti nella coda del sensore sono superiori o inferiori a una 
soglia predeterminata. Nel dettaglio: 
•  grazie  al  flag  frontleft_ignore,  contenuto  nella  struttura 
ground  descritta  nella  classe  world.h,  si  controlla  se  bisogna 
ignorare  o  meno  il  sensore  frontale  sinistro.  In  caso  affermativo  si 
restituisce true, in caso negativo si prosegue; 
•  si scorre tutta la coda controllando se almeno un elemento è inferiore 
alla  soglia  “alta”  (frontleft_positivethreshold  quantità 
contenuta nella struttura ground descritta nella classe world.h) o se è 
INVALID_VALUE.  In  caso  negativo  si  restituisce  false,  in  caso 
affermativo si prosegue; 
•  si scorre tutta la coda controllando se almeno un elemento è superiore 
alla soglia “bassa” (frontleft_negativethreshold quantità 
contenuta nella struttura ground descritta nella classe world.h) o se è 
INVALID_VALUE.  In  caso  negativo  si  restituisce  false,  in  caso 
affermativo si restituisce true. 
void isFrontRightSensorFree() 
Questa  funzione  conferma  o  meno  il  superamento  del  confine  della  zona 
proibita con il sensore frontale destro del robot. Nel dettaglio: 
•  grazie  al  flag  frontright_ignore  si  controlla  se  bisogna 
ignorare  o  meno  il  sensore  frontale  sinistro.  In  caso  affermativo  si 
restituisce true, in caso negativo si prosegue; 
•  si scorre tutta la coda controllando se almeno un elemento è inferiore 
alla  soglia  “alta”  (frontright_positivethreshold)  o  se  è 
INVALID_VALUE.  In  caso  negativo  si  restituisce  false,  in  caso 
affermativo si prosegue; 
•  si scorre tutta la coda controllando se almeno un elemento è superiore 
alla soglia “bassa” (frontright_negativethreshold) o se è 
INVALID_VALUE.  In  caso  negativo  si  restituisce  false,  in  caso 
affermativo si restituisce true. 
void isLeftSensorFree() 
Questa  funzione  ha  il  compito  di  confermare  o  meno  il  superamento  del 
confine della zona proibita con il sensore sinistro del robot. Nel dettaglio: 
•  grazie  al  flag  left_ignore  si  controlla  se  bisogna  ignorare  o 
meno  il  sensore  frontale  sinistro.  In  caso  affermativo  si  restituisce 
true, in caso negativo si prosegue; 
•  si scorre tutta la coda controllando se almeno un elemento è inferiore 
alla  soglia  “alta”  (left_positivethreshold)  o  se  è 
INVALID_VALUE.  In  caso  negativo  si  restituisce  false,  in  caso 
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•  si scorre tutta la coda controllando se almeno un elemento è superiore 
alla  soglia  “bassa”  (left_negativethreshold)  o  se  è 
INVALID_VALUE.  In  caso  negativo  si  restituisce  false,  in  caso 
affermativo si restituisce true. 
void isRightSensorFree() 
Questa  funzione  ha  il  compito  di  confermare  o  meno  il  superamento  del 
confine della zona proibita con il sensore destro del robot. Nel dettaglio: 
•  grazie  al  flag  right_ignore  si  controlla  se  bisogna  ignorare  o 
meno  il  sensore  frontale  sinistro.  In  caso  affermativo  si  restituisce 
true, in caso negativo si prosegue; 
•  si scorre tutta la coda controllando se almeno un elemento è inferiore 
alla  soglia  “alta”  (right_positivethreshold)  o  se  è 
INVALID_VALUE.  In  caso  negativo  si  restituisce  false,  in  caso 
affermativo si prosegue; 
•  si scorre tutta la coda controllando se almeno un elemento è superiore 
alla  soglia  “bassa”  (right_negativethreshold)  o  se  è 
INVALID_VALUE.  In  caso  negativo  si  restituisce  false,  in  caso 
affermativo si restituisce true. 
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3.7.3.  Mvector  
Questa  parte  del  software  è  dedicata  alla  caratterizzazione  e  gestione  di  coordinate 
cartesiane e polari. Il codice è stato creato e sviluppato dal gruppo degli Artisti Veneti 
nel progetto Software2, da utilizzare per i robot della RoboCup. I costrutti implementati 
sono  sicuramente  adatti  al  robot  cameriere,  ma  ve  ne  sono  alcuni  non  necessari. 
Nell’analisi,  come  nella  descrizione  UML  che  segue,  saranno  presentati  solo  quelli 
utilizzati effettivamente nello sviluppo del codice del robot cameriere. 
La descrizione di MVector non è affidata, come di consueto, alle tre parti premesse, 
descrizione  “a  parole”  e  descrizione  tecnica,  ma  a  una  semplice  descrizione  degli 
elementi utilizzati. 
S’inizia qui ad analizzare il codice ricordando che le strutture che verranno descritte 
sono implementate nel file mvector.h, contenuto nella cartella utility. Come al solito 
verrà  prima  esposta  la  funzione  o  dichiarazione,  quindi  sarà  commentata.  L’analisi 
procederà per blocchi funzionali. 
Lo scopo di questa classe è quello di fornire strutture, funzioni e operatori per lavorare 
con coordinate polari e cartesiane. La struttura di base è semplice, vi sono due coppie di 
float: la prima (Ro,Theta) contiene le coordinate polari (in radianti e millimetri), 
la  seconda  (X,Y)  contiene  la  corrispondente  coppia  di  coordinate  cartesiane  (in 
millimetri). I due sistemi coordinati hanno la stessa origine e l’usuale orientamento. La 
classe ha la peculiarità di conservare contemporaneamente le coordinate nei due sistemi: 
quando uno o più parametri vengono cambiati in un sistema, si esegue un immediato 
aggiornamento dei parametri del secondo. 
La descrizione del software procede con la descrizione del codice riportando l’albero 
delle dipendenze e la descrizione UML: 
 
Come si vede la dipendenza di questa struttura da altre classi costruite per il robot è del 
tutto assente. 
MVector  
-X: float  
-Y: float  
-Ro: float  
-Theta: float  
-Cartesian2Polar(): void  
-Polar2Cartesian(): void  
+MVector(a:float, b:float, Type:Vector_Type)  
+~MVector()  
+SetPolar(_ro:float, _theta:float): void  
+SetCartesian(_x:float, _y:float): void  
+SetX(_x:float): void  
+SetY(_y:float): void  
“mvector.h” 
<math.h> 
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+SetRo(_ro:float): void  
+SetTheta(_th:float): void  
+Rotate(_f:float): void  
+Proiezione(_f:float): MVector  
+ProjectedOn(_vect:MVector): MVector  
+Abs2Rel(absx:float, absy:float, myH:float): MVector  
+Abs2Rel(Abs:MVector, myH:float): MVector  
+GetX(): float  
+GetY(): float  
+GetRo(): float  
+GetTheta(): float 
Si analizza ora il file mvector.h dove sono dichiarate e definite tutte le funzioni, variabili 
e operatori della classe MVector. Prima verrà esposta la funzione o dichiarazione, poi 
sarà commentata. L’analisi procederà per blocchi funzionali: 
#include … 
La  definizione  inizia  con  l’indicazione  delle  dipendenze,  già  illustrata 
nell’albero. 
enum Vector_Type { Polar, Cartesian } 
In questa parte vengono elencate le rappresentazioni possibili delle coordinate 
trattate dalla classe: Polar e Cartesian. 
class MVector 
Viene qui dichiarata la classe. 
private: 
float X, Y 
float Ro, Theta 
void Cartesian2Polar() 
void Polar2Cartesian() 
Nella  parte  private  vengono  dichiarate,  e  in  questo  caso  anche 
implementate, le funzioni e le variabili utili allo sviluppo delle funzioni che 
saranno dichiarate e implementate nella parte public. La prima coppia di 
float Ro e Theta (d’ora in poi indicata come (Ro,Theta)) ha lo scopo 
di contenere le coordinate polari, mentre la seconda X e Y (d’ora in avanti 
indicata come (X,Y)) ha lo scopo di contenere le coordinate cartesiane. Le 
due  funzioni  che  seguono,  la  cui  implementazione  sarà  descritta  tra  breve, 
hanno lo scopo di permettere il passaggio da un sistema coordinato all’altro. 
public: 
MVector(float a=0.0, float b=0.0, Vector_Type Type=Polar) 
~MVector() 
void Rotate (float _f) 
… 
float GetX() 
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Nella  parte  public  vengono  dichiarati  il  costruttore,  il  distruttore  e  le 
funzioni pubbliche utili alla classe. Il loro utilizzo e implementazione saranno 
discussi tra breve. 
Segue ora l’implementazione di tutte le funzioni sopra elencate: 
void Cartesian2Polar() 
Questa  funzione  ha  il  compito  di  aggiornare  la  coppia  di  coordinate  polari 
(Ro,Theta) dopo una qualunque modificazione delle coordinate cartesiane 
(X,Y). 
void Polar2Cartesian() 
Questa funzione ha il compito di aggiornare la coppia di coordinate cartesiane 
(X,Y)  dopo  una  qualunque  modificazione  delle  coordinate  polari 
(Ro,Theta). 
MVector(float a=0.0, float b=0.0, Vector_Type Type=Polar) 
Ingressi 
float a  Primo valore coordinato 
float b  Secondo valore coordinato 
Vector_Type Type  Tipo di coordinate 
Il  costruttore:  ha  il  compito  di  modificare  il  valore  contenuto  nella  coppia 
coordinata (Ro,Theta) o (X,Y), a seconda che Type indichi coordinate 
polari o cartesiane, assegnandogli il valore contenuto in a e b. Subito dopo 
viene  invocata  una  delle  due  funzioni  di  aggiornamento  delle  coordinate 
Polar2Cartesian()o Cartesian2Polar(), a seconda che Type sia 
Polar o Cartesian. Nel caso in cui il costruttore sia invocato senza nessun 
parametro, viene assegnato di default il punto (0,0) delle coordinate polari. 
~MVector() 
Il distruttore, superfluo in questa classe, non fa nulla. 
void Rotate (float _f) 
Ingressi  Uscita 
float _f  Angolo di rotazione (in radianti)  void  Nessuna 
Questa funzione ha il compito di incrementare di _f la variabile di classe Ro. 
Dopo  aver  assolto  a  questo  compito,  si  controlla  se  il  nuovo  angolo  sia 
compreso fra [-π,π]: in caso negativo si sommano o sottraggono multipli di 
2π sino a far entrare l’angolo nell’intervallo sopra determinato e si chiama la 
funzione  di  aggiornamento  Polar2Cartesian().  In  caso  positivo  si 
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float GetX() 
Questa funzione restituisce la variabile di classe X. 
Nella parte public vengono implementate altre funzioni; la loro descrizione è però 
inutile al fine di descrivere il codice implementato nel robot, in quanto non vengono mai 
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3.7.4.  Sonar 
Questa parte del software è dedicata allo sviluppo del codice per la caratterizzazione e 
gestione dei dati provenienti dai sonar. A questi sensori è affidata la determinazione 
della prossimità di un ostacolo o di un obiettivo. 
La descrizione del software è affidata a tre parti: premesse, descrizione “a parole” e 
descrizione tecnica. 
3.7.4.1.  Premesse 
In questo paragrafo si vuole ricordare il funzionamento dei sonar. La loro capacità di 
rilevare distanze dipende dal calcolo del tempo che un impulso ultrasonico, emesso dal 
sonar stesso, impiega per percorrere la distanza da sonar a ostacolo, essere riflesso e 
ritornare  indietro.  Il  resto  è  fisica  elementare:  noto  il  tempo  di  volo,  la  distanza 
dell’oggetto è data dal prodotto del tempo di volo stesso per la velocità dell’onda sonora 
nel mezzo considerato. 
3.7.4.2.  Descrizione 
Si inizia la descrizione delle tecniche e metodologie implementate nella progettazione 
del software ricordando l’hardware utilizzato. I sonar presenti sono 16, 10 nella parte 
anteriore e 6 in quella posteriore, posti a una distanza angolare di 15° l’uno dall’altro a 
circa 30 cm dal suolo. La funzione di questi sensori è quella di indicare al robot la 
presenza di ostacoli nelle sue vicinanze, all’interno di un raggio di 2 m
20. A seguito 
della loro disposizione e delle loro caratteristiche, i sonar installati sono in grado di 
rilevare la presenza di oggetti del diametro di 3-4 cm ad una distanza di 50 cm (per 
esempio le gambe di un tavolo o di una sedia). 
Il  software  preposto  all’analisi  dei  dati  provenienti  dai  16  sonar  fa  in  modo  di 
organizzare il flusso di informazioni in una griglia, con origine sul robot e assi orientati 
secondo la direzione di moto del robot stesso. Dopo opportune elaborazioni si ottiene 
una rappresentazione degli ostacoli che circondano il robot. Dalla griglia si possono 
dedurre le seguenti informazioni: 
•  la superficie occupata dagli ostacoli; 
•  velocità  degli  ostacoli.  Il  valore  contenuto  in  ogni  cella  della  griglia  è 
inversamente proporzionale alla velocità di moto dell’ostacolo stesso (più un 
ostacolo è lento più la sua altezza sarà rilevante, viceversa più è veloce più la 
sua altezza sarà piccola). 
                                                 
20  A  distanze  superiori  i  sonar  si  sono  rivelati  poco  affidabili.  È  anche  per  questo  motivo  che 
l’individuazione degli obiettivi da raggiungere è affidata alla visione, mentre ai sonar è affidato l’unico 
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La  scelta  implementativa  di 
utilizzare la griglia in questione è 
basata  sul  fatto  che  i  sonar  sono 
impiegati  principalmente  come 
sensori  di  prossimità  e  la 
determinazione  di  ostacoli  fissi  è 
una  delle  loro  prerogative 
fondamentali.  Nella  Figura  23  è 
rappresentata,  in  formato  grafico, 
la griglia del “mondo” del robot. Si 
possono notare degli ostacoli fissi 
molto alti: le pareti, le gambe del 
tavolo  e  tre  avventori  fermi  nelle 
vicinanze  del  tavolo  stesso.  Ci 
sono  inoltre  due  ostacoli  in 
movimento,  la  cui  altezza  è 
chiaramente  più  bassa  di  quella  delle  pareti.  L’immagine  riportata  è  stata  costruita 
artificialmente,  la  sua  “pulizia”  è  dimostrazione  evidente  di  questo  fatto,  tant’è  che 
mancano tutti i problemi dovuti alla rumorosità dei dati  raccolti e  non si notano le 
“ombre” che gli oggetti fissi devono inevitabilmente proiettare. 
3.7.4.3.  Descrizione tecnica 
sonar è una parte delle strutture di utilità generale contenuta nella cartella utility. Questa 
classe viene implementata nei file sonar.cpp e sonar.h. 
Prima  di  procedere  con  la  descrizione  dell’implementazione,  si  vuole  fare  un  breve 
resoconto  di  tre  problemi  che 
hanno  portato  alla  scelta  e 
caratterizzazione  della  struttura  a 
griglia per la rappresentazione dei 
dati forniti dai sonar: 
•  all’aumentare  della 
distanza  dell’oggetto  e 
della sua natura fisica (per 
esempio  un  materiale 
fonoassorbente)  la 
precisione della lettura dei 
sonar cala drasticamente e 
la  lettura  stessa  diventa 
rumorosa. 
Dopo  numerose  prove  in 
laboratorio  in  ambienti 
operativi  e  nelle 
condizioni  ambientali  più 
disparate, si è visto che i 
sensori utilizzati nel robot 
hanno  dato  risultati 
affidabili  a  distanze 
Figura 23. Rappresentazione grafica della griglia del “mondo” 
del robot. 
Figura 24. Rappresentazione della percezione di un ostacolo da 
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inferiori a 2 m. Tale scelta 
assicura  una  lettura 
precisa  in  tutte  le 
condizioni d’interesse. Per 
questo  motivo  i  sonar 
vengono  utilizzati  come 
sensori di prossimità solo 
se  le  distanze  lette  sono 
inferiori a 2 m. Questo è il 
fondamento fisico che sta 
alla  base  della  scelta  di 
implementare  la  griglia 
(di  cui  si  è  parlato  poco 
sopra) con un quadrato di 4 m di lato; 
•  come tutti i sensori anche i sonar hanno dei margini d’errore. In particolare la 
probabilità  di  una  lettura  alla  distanza  d  è  ben  rappresentata  dal  grafico 
bidimensionale e dalla sua realizzazione in tre dimensioni riportati in Figura 24 
e  Figura  25  (ulteriori  informazioni  in  [5]).  Con  questa  rappresentazione  si 
vuole evidenziare il fatto che la posizione dell’ostacolo che ha prodotto l’eco è 
con probabilità maggiore quella al centro del cono e con la distanza d letta. La 
probabilità decresce, con le curve rappresentate, allontanandosi sia dall’asse 
del cono che dalla distanza d letta; 
•  è  necessario  ricordare  anche  alcune  importanti  caratteristiche  del  robot. 
L’automa  è  in  grado  di  calcolare,  pur  con  grave  errore,  la  sua  posizione  e 
direzione assolute
21. Dato che entrambe le letture sopra riportate sono gravate 
da  errori  assoluti  pesantissimi,  durante  la  progettazione  del  software  si  è 
scartata  immediatamente 
la possibilità di costruire 
una  griglia  assoluta  dato 
che  avrebbe  portato  a 
inevitabili  errori  nel 
posizionamento  degli 
oggetti.  Si  è  pensato 
allora  a  una  griglia 
relativa,  orientata  come 
nella Figura 26. In questo 
caso  gli  errori,  pur 
essendo  presenti,  si 
ripercuotono  in  maniera 
minore  sul 
posizionamento  degli 
oggetti.  Va  inoltre 
ricordato  che  la  griglia 
non  serve  per  il  path 
planing,  quindi,  a 
maggior  ragione,  il 
                                                 
21 L’origine del sistema di coordinate assolute è il punto in cui il sistema è stato avviato; l’orientazione 
degli assi è quella che aveva il robot al momento dell’accensione. 
Figura  25.  Rappresentazione  grafica  tridimensionale  della 
probabilità  di  percezione  di  un  sonar  (3D  della  figura 
precedente). 
Figura  26.  Griglia  relativa  orientata  (il  numero  di  celle  è 
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mantenimento di una griglia assoluta è un inutile spreco di memoria e risorse 
dell’elaboratore. 
Conclusa la breve premessa, si è in grado di presentare la struttura-dati utilizzata per 
l’organizzazione ed elaborazione dei dati dei sonar. Le letture provenienti dai sonar, 
raccolte ed inviate al software dalla scheda di movimentazione, vengono organizzate in 
una griglia quadrata di 4 m di lato 
suddivisa in quadratini di 10 cm (la 
Figura 26 e la Figura 27 riducono 
volutamente  il  numero  di  celle 
presentate per motivi di chiarezza 
espositiva).  L’origine  e 
orientazione  della  griglia  è,  come 
già  detto  in  precedenza,  solidale 
con  il  robot  (vedi  Figura  26);  gli 
angoli  si  misurano  a  partire 
dall’asse x e hanno segno positivo 
se misurati in senso antiorario. 
L’array  di  dati  che  arriva  dalla 
scheda di controllo si limita a dare 
informazioni  sulla  lettura  di  ogni 
sensore.  Non  viene  fornita  alcuna 
informazione  sulla  dierezione  in 
cui è puntato il singolo sonar. Per 
determinare  in  quale  direzione  è 
rivolto  il  sonar  con  numero 
identificativo n, si sfrutta la struttura del robot. Dalla conoscenza della posizione del 
sonar n sulla pedana è facile determinare la direzione in cui è rivolto. Basti ricordare che 
i  sonar  sono  posti  a  una  distanza  angolare  di  15°  l’uno  dall’altro.  Per  posizionare 
l’ostacolo la cui distanza d è stata fornita dal sonar n nella griglia, si esegue un facile 
calcolo che non è necessario riportare. 
Come già detto in precedenza, i sonar presentano un’incertezza nella determinazione 
della  posizione  dell’ostacolo.  Per  modellizzare  con  accuratezza  la  possibilità  che  la 
misura sia affetta da errore, si è pensato di strutturare la griglia in modo da indicare in 
non  solo  se  ogni  quadratino  è  occupato  o  meno,  ma  anche  la  probabilità  che  sia 
occupato. Per modellizzare tale possibilità si è discretizzata 
la funzione probabilità precedentemente esposta e il risultato 
si è dimostrato di facile implementazione. Moltiplicando per 
un opportuno fattore di scala si è visto che era sufficiente 
assegnare  la  quantità  2  al  quadratino  con  maggiore 
probabilità  (quello  corrispondente  alla  distanza  d  sull’asse 
del cono) e valore 1 ai quattro quadratini adiacenti lungo gli 
assi cardinali (Figura 28). 
A questo punto è nata una nuova necessità: quella di rendere 
robusto il sistema. Quanto modellizzato sino ad ora infatti 
non protegge il sistema da una lettura che rilevi la presenza 
di un ostacolo quando in realtà non c’è. Per ovviare a questo 
problema  si  è  deciso  di  fare  in  modo  tale  che,  ad  ogni 
aggiornamento della griglia, la presenza di un ostacolo venga rilevata aggiungendo una 
quantità  predeterminata  alla  casella  corrispondente  e  togliendo  una  quantità 
Figura 27. Particolare della griglia del robot: percezione di un 
oggetto da parte del sonar n (il numero di celle è volutamente 
ridotto per chiarezza). 
2 
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1 
Figura  28.  Modellizzazione 
della  probabilità  di 
localizzazione  di  un  ostacolo 
nella griglia del robot. 3.7.4. Sonar    De Conti Luca – matricola 355370-IF 
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predeterminata  a  tutte  le  caselle  che  non  contengono  un 
ostacolo.  Con  questa  soluzione  una  lettura  errata  viene 
risolta in pochi aggiornamenti della griglia. 
Per  armonizzare  la  robustezza  con  l’incertezza  nella 
determinazione  della  posizione,  si  è  deciso  di  adottare  la 
seguente strategia: ad ogni aggiornamento si sottrae un’unità 
ad ogni casella della griglia, quindi si aggiungono 2 unità 
nella  casella  che  presenta  un  ostacolo  e  una  unità  alle  4 
caselle adiacenti a quella che contiene l’ostacolo (Figura 29). 
Somme e sottrazioni hanno precisi limiti: si sottrae solo se la 
casella in oggetto è positiva e si somma solo se la casella 
non è superiore a un limite prefissato. La 
prima  limitazione  è  ovvia,  la  seconda  è 
stata  imposta  per  evitare  che  ostacoli, 
come un avventore che non si sposti per 
lungo tempo, rimangano tali anche quando 
si sono spostati da molto. Nella Figura 30 
si  vede  l’aggiornamento  della  griglia  a 
seguito  della  lettura  del  sonar  n  per  un 
ostacolo alla distanza di 90 cm; in questa 
figura si nota, ancora una volta, come la 
griglia sia solidale con il robot. 
Va  stabilita  un’ultima  cosa  nella  griglia 
così  creata:  la  soglia  oltre  la  quale  un 
oggetto  diventa  ostacolo  e  sotto  la  quale 
non  lo  è.  Determinata  tale  soglia,  la 
presenza di ostacoli e, di conseguenza, il 
comportamento  del  robot  sono 
determinati. 
La  struttura  così  creata  presenta  una 
caratteristica  interessante:  l’altezza  di  un 
ostacolo è inversamente proporzionale alla 
sua  velocità.  Infatti,  quando  un  oggetto 
non  si  muove  nella  sua  casella  verrà 
sempre aggiunta la stessa quantità, mentre, 
più  si  muove  velocemente,  meno  sarà 
probabile  che  occupi  la  stessa  casella  al 
successivo aggiornamento. 
Da  tutta  questa  struttura  nasce  una 
“visione” del mondo simile alla Figura 31 
e già presentata in precedenza. Si possono 
notare le scie di decremento degli ostacoli 
in  movimento  (ben  visibile  nell’oggetto 
che  sta  attraversando  la  porta)  e  la  loro 
altezza inferiore a quella degli ostacoli fissi (le pareti, le gambe del tavolo, etc.). 
Si  passa  ora  alla  descrizione  del  software  e,  come  di  consueto,  si  comincia  con  la 
descrizione del codice riportando l’albero delle dipendenze e la descrizione UML della 
classe: 
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Figura  29.  Adeguamento  della 
probabilità per rendere robusto 
il modello. 
Figura  30.  Aggiornamento  della  griglia  in  seguito 
all’individuazione  di  un  bersaglio  a  distanza  d  dal 
sonar n. 
Figura 31. “Percezione” del modo sfruttando i sonar. 3.7.4. Sonar    De Conti Luca – matricola 355370-IF 
Pagina 137 di 208 
 
Come si può notare, la dipendenza di questa struttura da altre classi è piuttosto limitata. 
Interessante è la dipendenza del software dei sonar da “arealpioner_new.h”. Questa 
dipendenza  è  dovuta,  come  d’altronde  era  già  stato  detto  nella  parte  dedicata 
all’hardware, al fatto che la strumentazione elettronica preposta al movimento possiede 
anche gli ingressi dedicati ai sonar. È quindi necessario attingere i dati di tali sensori dal 
software dedicato alla gestione della movimentazione. 
Sonar 
-radius: float  
-old_robot_orientation: float  
-delta_x: int  
-delta_y: int  
-delta_angle: float  
-sonarDistanceVector: float  
-sonarDistanceVector_old: float  
-histogram_grid: unsigned int**  
-old_histogram_grid: unsigned int****  
-aw_min_x: int  
-aw_max_x: int  
-aw_min_y: int  
-aw_max_y: int  
+Sonar()  
+~Sonar()  
+updateGrid(): void  
+compare(diff:int, dist:int): Position  
+IHaveFreeFront(dist:int): bool  
+IHaveFreeBack(dist:int): bool  
+NearestObject(): Position  
+moreFreeAngle(): float  
+FrontNearestObject(): float  
+BackNearestObject(): float  
+IAmRoundOfPeople(dist:int): bool  
-updateActiveWindow(): void  
-updateHistogramGrid(): void  
-refreshHistogramGrid(): void  
-getBouncePoint(beam_angle:float, dist:float): AVintpoint  
-updateGridCell(p:AVintpoint): void  
-getOldGridValue(p:AVintpoint): unsigned int  
-rotoTranslation(p:AVintpoint, d_x:int, d_y:int, d_h:float): AVintpoint  
-refreshSonarValue(): void  
-storeSonar(): void  
-debugGridOutput(grid:unsigned int**): void 
 
  AVintpoint   
     
     
Si analizza ora il file sonar.h dove sono dichiarate tutte le funzioni, costanti e variabili 
della classe sonar. Come al solito verrà prima esposta la funzione o dichiarazione, poi 
sarà commentata. L’analisi procederà per blocchi funzionali: 
“sonar.h”  “pioneer/arealpioneer_new.h”  * 
“sonar.cpp” 
“world.h” 
“avstructs.h” 
<math.h> 
<string.h> 
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#include … 
La  definizione  inizia  con  l’indicazione  delle  dipendenze  già  illustrata 
nell’albero. 
#define NOANGLE  -128 
#define OBSTACLE_THRESHOLD  5 
#define MAX_HISTOGRAM_HEIGTH  10 
#define GRID_CELL_SIZE  100 
#define GRID_X_SIZE  40 
#define GRID_Y_SIZE  40 
In  questa  parte  vengono  elencate  le  costanti  utili  alla  classe: 
OBSTACLE_THRESHOLD, la soglia sopra la quale un ostacolo diventa tale; 
MAX_HISTOGRAM_HEIGTH,  l’altezza  massima  che  un  ostacolo  può 
raggiungere; GRID_CELL_SIZE, misura del lato dei quadretti della griglia; 
GRID_X_SIZE  e  GRID_Y_SIZE,  il  numero  di  celle  della  griglia  in 
orizzontale e verticale. Il significato di queste costanti non verrà ulteriormente 
approfondito    dato  che  è  già  stato  spiegato  poco  sopra  in  modo 
sufficientemente  esauriente  per  poter  comprendere  l’utilizzo  delle  costanti 
stesse. 
class Sonar 
Viene qui dichiarata la classe. 
public: 
Sonar() 
~Sonar() 
void updateGrid() 
Position compare(int diff=100, int dist=1500) 
bool IHaveFreeFront(int dist=1500) 
bool IHaveFreeBack(int dist=1000) 
Position NearestObject() 
float moreFreeAngle() 
float FrontNearestObject() 
float BackNearestObject() 
bool IAmRoundOfPeople(int dist=1000) 
Nella  parte  public  vengono  dichiarati  il  costruttore,  il  distruttore  e  le 
funzioni pubbliche utili alla classe. Il loro utilizzo e implementazione saranno 
discussi tra breve. 
private: 
void updateActiveWindow() 
void updateHistogramGrid() 
void refreshHistogramGrid() 
AVintpoint  getBouncePoint(float  beam_angle,  float 
dist) 
void updateGridCell(AVintpoint p) 3.7.4. Sonar    De Conti Luca – matricola 355370-IF 
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unsigned int getOldGridValue(AVintpoint p) 
AVintpoint rotoTranslation(AVintpoint p, int d_x, int 
d_y, float d_h) 
void refreshSonarValue() 
void storeSonar() 
void debugGridOutput(unsigned int **grid) 
float radius 
AVintpoint old_robot_pos 
float old_robot_orientation 
int delta_x, delta_y 
float delta_angle 
float sonarDistanceVector[16] 
float sonarDistanceVector_old[16] 
unsigned int **histogram_grid, **old_histogram_grid 
int aw_min_x, aw_max_x, aw_min_y, aw_max_y 
Nella parte private vengono dichiarate le funzioni e le variabili utili allo 
sviluppo  delle  funzioni  dichiarate  nella  parte  public.  Il  loro  utilizzo  e 
implementazione saranno discussi tra breve. Si vuole però porre l’attenzione 
sulla  variabile  **histogram_grid  che  rappresenta  l’implementazione 
della griglia di cui si è parlato sopra. Degne di nota sono anche le funzioni e 
variabili di posizione che hanno tipo definito nell’header avstructs.h. 
L’implementazione di tutte le funzioni sopra elencate è affidata al file sonar.cpp: 
#include … 
La  definizione  inizia  con  l’indicazione  delle  dipendenze,  già  illustrata 
nell’albero. 
extern ARealPioneer *realpioneer 
Vengono ora dichiarate le variabili utili alla classe, il cui utilizzo diverrà chiaro 
più avanti. Si vuole ricordare che la necessità di utilizzare una variabile del 
movimentatore è motivata dal fatto che i valori forniti dai sonar devono passare 
per l’elettronica del movimentatore stesso, e quindi è necessario utilizzare le 
proprietà di tale classe per accedervi. 
Dopo la definizione delle variabili utili alla classe vengono finalmente implementate le 
funzioni. Si comincia con quelle appartenenti alla parte public: 
Sonar() 
Il costruttore: questa funzione ha il compito fondamentale di creare in memoria 
le strutture per la gestione dei sonar e di inizializzare le variabili di classe. In 
particolare: 
•  si  inizia  con  l’inizializzare  il  raggio  del  robot  grazie  alla  variabile 
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•  si controlla se la  griglia è sufficientemente  grande per contenere il 
robot:  in  caso  affermativo  si  procede,  in  caso  contrario  si  esce 
restituendo un codice d’errore; 
•  si  riserva  lo  spazio  per  la  griglia  e  per  una  griglia  di  supporto, 
rappresentate  rispettivamente  dalle  variabili  histogram_grid  e 
old_histogram_grid; 
•  si controlla se l’operazione è andata a buon fine: in caso affermativo si 
procede, in caso contrario si esce con un codice d’errore; 
•  si inizializzano a zero entrambe le griglie; 
•  si  inizializzano  le  quattro  variabili  che  contengono  le  dimensioni 
massime e minime della griglia aw_max_x, aw_min_x, aw_max_y 
e aw_min_y, come metà del lato della griglia stessa; 
•  si inizializzano a zero le variabili che contengono la vecchia posizione 
del  robot  old_robot_pos,  la  vecchia  direzione 
old_robot_orientation  e  le  variazioni  in  x,  y  e  angolo 
delta_x, delta_y e delta_angle. 
~Sonar() 
Il  distruttore,  fondamentale  in  questa  classe,  libera  lo  spazio  di  memoria 
occupato dalla griglia e dalla griglia ausiliaria. 
void updateGrid() 
Il compito di questa funzione è quello di implementare l’aggiornamento della 
griglia.  Per  fare  questa  operazione  si  invocano  tre  funzioni  che  verranno 
analizzate  nel  dettaglio  più  avanti:  refreshSonarValue(),  che  ha  il 
compito  di  aggiornare  il  vettore  che  conserva  le  ultime  letture  dei  sonar, 
updateActiveWindow(), che ha il compito di spostare e ruotare la griglia 
per adattarla alla nuova posizione del robot, updateHistogramGrid(), 
che ha il compito di aggiornare il valore contenuto nelle celle della griglia. 
Position compare(int diff, int dist) 
Funzione  in  fase  di  sviluppo.  Per  ora  restituisce  unicamente  la  posizione 
{0.0,0.0}. 
bool IHaveFreeFront(int dist) 
Ingressi  Uscita 
int dist  Una distanza (in millimetri)  bool  Vero o falso 
Questa funzione controlla se di fronte al robot, entro la distanza dist, sia 
presente un ostacolo. La Figura 32 chiarifica quanto detto: viene controllato se 
nel rettangolo in grigio vi sia un ostacolo. In dettaglio: 
•  si controlla se dist sia più grande della griglia: in caso positivo si 
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•  si  controlla  se  dist  sia  più 
piccolo  del  raggio  del  robot 
(variabile  di  classe  inizializzata 
con  il  costruttore):  in  caso 
positivo  si  restituisce  false,  in 
caso negativo si prosegue; 
•  viene  quindi  determinata 
l’occupazione  in  celle  del  robot, 
dividendo  il  suo  raggio  per 
l’ampiezza  delle  celle 
(GRID_CELL_SIZE)  e  quindi  si  arrotonda  all’intero  superiore, 
determinando  così  l’occupazione  del  robot  in  termini  di  celle 
cell_radius; 
•  stessa  sorte  tocca  alla  variabile  in  ingresso  dist  ottenendo 
cell_dist; 
•  si controlla se le celle della griglia, delimitate da ±cell_radius e 
cell_dist  siano  occupate  da  un  ostacolo  (cioè  se  le  celle  della 
porzione  di  griglia  interessata  contengano  un  valore  superiore  a 
OBSTACLE_THRESHOLD): in caso positivo si restituisce false in 
caso negativo true. 
bool IHaveFreeBack(int dist) 
Ingressi  Uscita 
int dist  Una distanza (in millimetri)  bool  Vero o falso 
Questa  funzione  controlla  se  dietro  al 
robot, entro la distanza dist, sia presente 
un ostacolo. La Figura 33 chiarifica quanto 
detto: viene controllato se nel rettangolo in 
grigio vi sia un ostacolo. Il procedimento è 
del  tutto  simile  a  quello  della  funzione 
descritta  in  precedenza 
(IHaveFreeFront),  perciò  non  si 
aggiungerà altro. 
Position NearestObject() 
Funzione  in  fase  di  sviluppo.  Per  ora  restituisce  unicamente  la  posizione 
{0.0,0.0}. 
float moreFreeAngle() 
Questa funzione restituisce la direzione lungo la quale il robot può percorrere 
la distanza maggiore senza trovare ostacoli. 
Per ottenere questo risultato si scansiona il vettore delle distanze lette dai sonar 
(sonarDistanceVector[16]),  determinando  quale  coppia  di  celle 
adiacenti  (di  tale  vettore)  ha  somma  maggiore.  Trovata  la  distanza,  si 
determina qual è la sua direzione mediando la direzione dei due sonar adiacenti 
Figura  32.  Se  nel  rettagolo  segnato  in 
grigio  c’è  un  ostacolo  la  funzione 
restituisce true. 
Figura  33.  Se  nel  rettagolo  segnato  in 
grigio  c’è  un  ostacolo  la  funzione 
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che  hanno  determinato  la  somma  di  distanza  maggiore  (per  ottenere  la 
direzione  dei  sonar  si  sfrutta  la  funzione  della  classe  ARealPioneer 
getSonarPosition()). Si restituisce l’angolo così determinato. 
float FrontNearestObject() 
Funzione in fase di sviluppo. Per ora restituisce unicamente la distanza 0.0. 
float BackNearestObject() 
Funzione in fase di sviluppo. Per ora restituisce unicamente la distanza 0.0. 
float IAmRoundOfPeople(int dist) 
Ingressi  Uscita 
int dist  Una distanza (in millimetri)  bool  Vero o falso 
Questa  funzione  controlla  se 
dietro e di fronte al robot, entro 
la distanza ±dist, sia presente 
un  ostacolo.  La  Figura  34 
chiarifica  quanto  detto:  viene 
verificato  se  nel  rettangolo  in 
grigio vi sia un ostacolo. 
In  particolare  questa  funzione 
restituisce true se entrambe le 
funzioni  IHaveFreeFront  e 
IHaveFreeBack sono false. 
Dopo l’implementazione delle funzioni della parte public vengono implementate le 
funzioni appartenenti alla parte private. Le variabili contenute in questa sezione sono 
state discusse precedentemente, in occasione della descrizione del file sonar.h e del 
costruttore della classe; non è quindi necessario riproporne la trattazione. Ultima nota: 
sonarDistanceVector[16] e sonarDistanceVector_old[16] sono due 
vettori riservati a contenere le letture dei sonar, uno le attuali, l’altro le precedenti. 
void updateActiveWindow() 
Questa funzione ha il compito di spostare e ruotare la griglia per adattarla alla 
nuova posizione del robot. In dettaglio: 
•  grazie alle tre funzioni della classe ARealPioneer getX(), getY() 
e getH() si acquisisce la nuova posizione del robot e si aggiornano 
le  variabili  di  classe  che  contengono  le  variazioni  di  posizione 
delta_x, delta_y e delta_angle (si ricorda che la posizione 
precedente  è  conservata  nella  variabile  old_robot_pos  e 
l’orientazione  precedente  in  old_robot_orientation).  Per 
ottenere l’aggiornamento della direzione si utilizza la funzione della 
struttura  AVstruct  AVangdiff(-,-);  inoltre  si  fa  in  modo  che 
Figura  34.  Se  nel  rettagolo  segnato  in  grigio  c’è  un 
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delta_angle  sia  compreso  fra  ±π,  sfruttando  la  funzione  della 
struttura AVstruct AVangadjust(-,-); 
•  si controlla se il robot si è spostato abbastanza, se cioè si è collocato in 
una cella diversa o se la sua direzione è variata di almeno π/18. Se 
non  si  è  spostato  a  sufficienza,  si  aggiornano  a  0  le  variabili  di 
variazione di posizione delta_x, delta_y e delta_angle e si 
restituisce il controllo; in caso di spostamento sufficientemente ampio 
si prosegue; 
•  si  scorre  tutta  la  griglia  histogram_grid  e  per  ogni  cella  si 
aggiorna  il  suo  valore  a  quello  contenuto  nella  griglia 
old_histogram_grid,  dopo  opportuna  rototraslazione  (i 
parametri  per  la  rototraslazione  sono  contenuti  nelle  variabili  di 
variazione di posizione appena  calcolate e l’elaborazione è affidata 
alla funzione, che si descriverà fra breve, rotoTranslation(-,-
,-,-)); 
•  come  ultimo  passo  si  aggiornano  le  variabili  di  posizione 
old_robot_pos  e  old_robot_orientation  alle  attuali 
posizione e direzione. 
void refreshHistogramGrid() 
Questa funzione ha il compito di diminuire di una unità tutte le celle positive 
della griglia. 
AVintpoint getBouncePoint(float beam_angle, float dist) 
Ingressi  Uscita 
float beam_angle  Un angolo (in radianti)  AVintpoint  Una posizione nella 
griglia 
float dist  Una distanza (in mm)     
Questa funzione riceve in ingresso un angolo e una distanza e restituisce in 
uscita una posizione intera (una coppia di int fornita dalla struttura AVstruct) 
corrispondente,  nel  nostro  caso,  alla  cella  della  griglia  histogram_grid 
alla distanza dist e lungo la direzione beam_angle. 
void updateGridCell(AVintpoint p) 
Ingressi  Uscita 
AVpoint p  Una posizione nella griglia  void  Nessuna 
Questa  funzione  ha  il  compito  di  aggiornare  la  griglia 
histogram_grid  nel  punto  p,  corrispondente  alla 
posizione di un ostacolo con le regole già enunciate in 
precedenza  e  chiarite,  ancora  una  volta,  dalla  figura  a 
lato.  Nel  punto  p  si  sommano  2  unità  e  nei  4  punti 
adiacenti, lungo le 4 direzioni cardinali, si somma 1 unità. 
Tutte le altre celle rimangono invariate. 
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void updateHistogramGrid() 
Questa funzione ha il compito di aggiornare il valore contenuto nelle celle della 
griglia. In dettaglio: 
•  si invoca la funzione refreshHistogramGrid(), che diminuisce 
di una unità tutte le celle positive della griglia; 
•  per  ogni  sonar  si  invoca  la  funzione 
getBouncePoint(angle,dist),  passandogli  la  direzione  del 
sonar  in  esame  (grazie  alla  funzione  della  classe  ARealPioneer 
getSonarPosition(i))  e  la  distanza  rilevata  da  tale  sonar 
(contenuta nel vettore sonarDistanceVector[i]), addizionata 
del raggio (la variabile di classe radius). Questa funzione determina 
la cella della griglia da aggiornare; 
•  quindi  si  invoca  la  funzione  updateGridCell(AVintpoint) 
passandogli la posizione della cella ottenuta sopra; questa funzione 
aggiorna la griglia histogram_grid con le regole già enunciate in 
precedenza; 
•  come ultimo passo si aggiorna old_histogram_grid alla attuale 
griglia histogram_grid. 
unsigned int getOldGridValue(AVintpoint p) 
Ingressi  Uscita 
AVintpoint p  Una posizione nella griglia  unigned int  Un valore della griglia 
Questa funzione ha il compito di restituire il valore contenuto nella cella p 
della vecchia griglia old_histogram_grid. Se il punto p è esterno alla 
griglia, restituisce 0. 
AVintpoint rotoTranslation(AVintpoint p, int d_x, int d_y, 
float d_h) 
Ingressi  Uscita 
AVintpoint p  Una posizione nella griglia  AVintpoint  Una posizione nella 
griglia 
int d_x  Una variazione di distanza     
int d_y  Una variazione di distanza     
float d_h  Una variazione di angolo     
Questa funzione ha il compito di restituire la posizione cella p della vecchia 
griglia old_histogram_grid dopo una rototraslazione di angolo d_h e 
variazione di x d_x e di y d_y. 
void refreshSonarValue() 
Questa funzione ha il compito di aggiornare il vettore che contiene le letture 
dei  sonar  sfruttando  la  funzione  della  classe  ARealPioneer 
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void storeSonar() 
Funzione in fase di sviluppo. 
void debugGridOutput(unsigned int **grid) 
Funzione dedicata alla fase di debugging. Si limita ad inviare allo standard 
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3.7.5.  World 
Questa parte del codice è dedicata alla caratterizzazione e gestione dei parametri del 
robot, di alcuni sensori ad esso collegato (telecamera, sensori di pavimento) e di una 
struttura evoluta per l’elaborazione della visione (frame). Questa porzione di codice è 
stata sviluppata dal gruppo degli Artisti Veneti nel progetto Software2, da utilizzare per i 
robot  della  RoboCup.  I  costrutti  implementati  sono  sicuramente  adatti  al  robot 
cameriere,  ma  ve  ne  sono  alcuni  non  necessari.  Nell’analisi  che  segue  verranno 
presentati  solo  quelli  utilizzate  effettivamente  nello  sviluppo  del  codice  del  robot 
cameriere. 
La descrizione del software non è affidata, come di consueto, alle tre parti premesse, 
descrizione  “a  parole”  e  descrizione  tecnica,  ma  a  una  semplice  descrizione  degli 
elementi utilizzati. 
Si procede con l’analisi del codice ricordando che le strutture e le funzioni che saranno 
descritte sono implementate nei file world.h e world.cpp contenuti nella cartella utility. 
Come  di  consueto  verrà  prima  esposta  la  funzione  o  dichiarazione,  quindi  sarà 
commentata. L’analisi procederà per blocchi funzionali. 
Di seguito si riportano l’albero delle dipendenze e la descrizione UML della classe: 
 
Come si vede la dipendenza di questa struttura da altre classi costruite per il robot è del 
tutto assente; rimangono comunque evidenti dipendenze da header di sistema. 
World  
+my_name: char*  
+ade_name: char*  
+ade_monitor_pattern: char*  
+ParametersStruct: {my_radius:float, robot_radius:float, 
robot_height:float, ball_radius:float, default_position_x:float, 
default_position_y:float, default_position_h:float, 
kick_distance:float, kick_target_distance:float} 
+~World()  
+resetTimer(): void  
+readTimer(): double  
+charToHash(:const char*): long  
+parseFile(:const char*): int  
+parseOption(:char*): int 
+parseDefault(): int 
<iostream.h> 
“world.cpp” 
“world.h” 
<stdio.h> 
<ade/atimer.h> 
<map.h> 
<string.h> 3.7.5. World    De Conti Luca – matricola 355370-IF 
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Si analizza il file world.h dove sono dichiarate tutte le funzioni, costanti e variabili della 
classe World: come di consueto prima verrà esposta la funzione, poi sarà commentata. 
L’analisi procederà per blocchi funzionali: 
#include … 
La  definizione  inizia  con  l’indicazione  delle  dipendenze,  già  illustrata 
nell’albero; 
#define deg2rad  M_PI/180 
#define rad2deg  180/M_PI 
In questa parte vengono elencate le costanti utili alla classe, in particolare due 
moltiplicatori necessari per passare da radianti a gradi e viceversa. 
class ATimer 
Viene  qui  dichiarata  una  classe  utile  allo  sviluppo  delle  funzioni  contenute 
nella parte public e private. 
class World 
Viene qui dichiarata la classe. 
public: 
~World() 
void resetTimer() 
double readTimer() 
int parseFile(const char*) 
int parseOption(char*) 
const char * my_name 
const char * ade_name 
const char * ade_monitor_pattern 
struct ParametersStruct { 
float my_radius, 
robot_radius, 
robot_height, 
ball_radius 
float default_position_x, 
default_position_y, 
default_position_h 
float kick_distance, 
kick_target_distance 
} params 
struct VisionStruct {-definizione-} vision 
struct MovementStruct { 
float avoidDistance 
bool  useFotores 
float roundedDistance 
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float lenghtEscapeTime 
} move 
struct FrameStruct { 
unsigned int brightness 
unsigned int hue 
unsigned int colour 
unsigned int contrast 
unsigned int whiteness 
unsigned int soglia 
unsigned int minPixel 
unsigned int r_int 
unsigned int r_ext 
unsigned int x_center 
unsigned int y_center 
unsigned int whitebox_left 
unsigned int whitebox_top 
unsigned int whitebox_right 
unsigned int whitebox_bottom 
unsigned int redbox_left 
unsigned int redbox_top 
unsigned int redbox_right 
unsigned int redbox_bottom 
float storeImgTime 
} frame 
struct GroundSensorStruct { 
unsigned char frontleft_positivethreshold 
unsigned char frontright_positivethreshold 
unsigned char left_positivethreshold 
unsigned char right_positivethreshold 
unsigned char frontleft_negativethreshold 
unsigned char frontright_negativethreshold 
unsigned char left_negativethreshold 
unsigned char right_negativethreshold 
bool frontleft_ignore 
bool frontright_ignore 
bool left_ignore 
bool right_ignore 
} ground 
Nella parte public vengono dichiarate le funzioni e strutture utili alla classe. 
Si  fa  notare  che  il  costruttore  non  viene  dichiarato  qui,  ma  nella  parte 
private  che  vedremo  fra  poco.  Parte  evidente  di  questa  sezione  è  la 
definizione  di  importanti  strutture  per  la  gestione  del  robot.  La  loro 
interpretazione diventerà chiara al momento del loro utilizzo nelle porzioni di 
codice dedicate allo strumento che descrivono. 
Come già anticipato sopra, questa parte di software era stata implementata per 
robot diversi; vi sono pertanto porzioni di codice che non sono necessarie: tali 
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private: 
ATimer * atimer 
World() 
… 
Nella parte private vengono dichiarate, oltre al costruttore, le funzioni e le 
variabili utili allo sviluppo delle funzioni dichiarate nella parte public. Il loro 
utilizzo e implementazione saranno discussi tra breve. 
L’implementazione di tutte le funzioni sopra elencate è affidata al file world.cpp: 
#include … 
La  definizione  inizia  con  l’indicazione  delle  dipendenze,  già  illustrata 
nell’albero. 
Dopo la definizione delle dipendenze vengono implementate le funzioni. Si inizia con 
quelle appartenenti alla parte public: 
~World() 
Il  distruttore,  fondamentale  in  questa  classe,  libera  lo  spazio  di  memoria 
occupato dalla classe e dalle strutture ad essa collegate. In particolare elimina 
la variabile atimer e libera lo spazio occupato da paramMap. 
void rsetTimer() 
Questa funzione resetta il Timer sfruttando una funzione della classe ATimer 
(atimer->ResetTimer()). 
double readTimer() 
Questa funzione restituisce la lettura del Timer sfruttando una funzione della 
classe ATimer (atimer->ReadTimer()). 
int parseFile(const char *filename) 
Ingressi  Uscita 
const char *filename  Il nome di un file  int  Codice di ritorno 
Questa funzione carica in memoria il file filename e se non è vuoto, nel qual 
caso esce restituendo -1, invoca la funzione parseOption(-) passandogli 
il contenuto di filename, quindi restituisce 0. 
int parseOption(char *opt) 
Ingressi  Uscita 
char *opt  Nome e valore del parametro  int  Codice di ritorno 
A questa funzione viene passata, tramite *opt, una stringa contenente il nome 
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assegnargli,  separati  da  un  =  (per  esempio  “my_radius=45”). 
parseOption  separa  la  stringa  in  ingresso  nelle  due  parti  fondamentali, 
nome e valore, e assegna al giusto parametro il nuovo valore. 
Per ottenere questo risultato si passa attraverso due momenti distinti: nel primo 
si  scandisce  la  stringa  in  ingresso  per  identificare  le  due  parti  (nel  caso 
mancasse una delle due si esce restituendo -1), nel secondo, attraverso una 
lunga  catena  di  if  ed  else  if,  si  assegna  al  giusto  parametro  il  nuovo 
valore. Si esce restituendo 0. 
Dopo l’implementazione delle funzioni della parte public vengono ora implementate 
le funzioni appartenenti alla parte private. 
World() 
Il costruttore ha un ruolo fondamentale nell’inizializzare le numerose variabili 
e strutture di classe. In dettaglio: 
•  inizializza un nuovo timer sfruttando la classe ATimer; 
•  inizializza  le  variabili  di  classe  (my_name,  ade_name, 
ade_monitor_pattern); 
•  riserva uno spazio di memoria per le strutture ParameterStruct e 
VisionStruct; 
•  inizializza le strutture di classe: 
o  ParameterStruct; 
o  VisionStruct; 
o  MovementStruct; 
o  FrameStruct; 
o  GroundSensorStruct.3.8.  Vision    De Conti Luca – matricola 355370-IF 
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3.8.  Vision 
Nella cartella Vision vi sono numerose classi e strutture che presentano architetture e 
funzionalità  per  la  gestione  della  visione  e  delle  funzioni  ad  essa  collegate.  In 
particolare sono presenti: 
•  una  classe,  AVision,  necessaria  per  acquisire,  rappresentare  e  gestire  le 
immagini; 
•  un complesso di funzioni e strutture, contenute negli header visionutility.h e 
filter.h, essenziali al trattamento delle immagini; 
•  una  classe,  SkinDetection,  dedicata  all’implementazione  di  funzionalità  atte 
all’individuazione di pelle nelle immagini; 
•  un complesso di elementi, contenuto nell’header visionglobal.h, necessario per 
definire  punti  di  un’immagine,  vettori  di  velocità  e  il  blob,  una  struttura 
complessa essenziale alla rappresentazione e caratterizzazione di obiettivi da 
inseguire; 
•  una classe, Tracking, necessaria all’individuazione e definizione di elementi da 
tracciare e al loro inseguimento. 
3.8.1.  Filter 
La parte di codice implementata in questa sezione si deve  al contributo di Raphael 
Assenat che la ha resa di pubblico utilizzo sotto i termini della licenza GNU2. L’autore 
ha creato una struttura e alcune funzioni utili al trattamento, in tempo reale, del segnale 
video proveniente da una telecamera. Per ottenere elevate prestazioni dalle funzioni, 
Assenta ha deciso di implementare il codice in linguaggio macchina, sfruttando anche 
istruzioni  nelle  specifiche  MMX.  Quanto  implementato  dall’ideatore  presenta 
funzionalità superiori a quelle richieste dal robot cameriere. In particolare, l’esigenza 
dell’automa era quella di ottenere un filtro per convertire il segnale del dispositivo di 
acquisizione immagini (in yuv420p) in un segnale RGB più facilmente trattabile. 3.8.1. Filter    De Conti Luca – matricola 355370-IF 
Pagina 152 di 208 
Dato che il codice è implementato in linguaggio macchina e non sono presenti, o quanto 
meno di difficile reperimento, paper che spieghino il codice stesso, si è deciso di non 
commentare  il  codice  e  di  presentare  unicamente  la  funzione  utilizzata  dal  robot 
cameriere.  In particolare l’utilizzo di questa funzione è limitato alla  classe AVision, 
implementata nei file vision.h e vision.cpp, e descritta in questo stesso capitolo. 
void  yuv420p_to_rgb32(unsigned  int  width,  unsigned  int 
height, unsigned char *y, unsigned char *u, unsigned char 
*v, unsigned char *d) 
Ingressi  Uscita 
unsigned int width  Larghezza dell’immagine  void  Nessuna 
unsigned int height  Altezza dell’immagine     
unsigned char *y  Componente y dell’immagine     
unsigned char *u  Componente u dell’immagine     
unsigned char *v  Componente v dell’immagine     
unsigned char *d  Immagine di destinazione     
Questa  funzione  converte  l’immagine  d’ingresso,  codificata  in  yuv420p  e 
passata nelle sue componenti *y, *u e *v, in un immagine in RGB. Il risultato 
dell’elaborazione è restituito nell’immagine passata in ingresso come puntatore 
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3.8.2.  Skindetection 
SkinDetection è un elemento molto importante per il robot. Ha infatti il compito di 
determinare se all’interno di un’immagine e, più precisamente, all’interno di un settore 
di immagine siano presenti dei pixel con il colore della pelle. 
La  descrizione  di  SkinDetection  è  affidata  alle  parti  descrizione  “a  parole”  e 
descrizione tecnica. 
3.8.2.1.  Descrizione 
Come già accennato poco sopra il compito di questa classe 
è quello di fornire gli strumenti adatti all’identificazione e 
individuazione di pixel con il colore della pelle all’interno 
di un’immagine o di un settore di immagine. 
Il problema più arduo incontrato nell’implementazione è 
stato quello della determinazione di regole per assegnare 
ai  singoli  pixel  la  proprietà  di  essere  pelle  o  meno.  Le 
soluzioni  adottate  sono  state  due:  la  prima  utilizza  una 
tabella dove sono conservati i colori della pelle, la seconda 
delle regole empiriche che scartano tutti i colori fuori da 
un determinato intervallo o non soddisfacenti particolari 
condizioni.  Entrambe  le  soluzioni  hanno  dato  buoni 
risultati  e  viene  lasciata  all’utente  la  scelta  di  utilizzare 
l’una  o  l’altra  possibilità.  La  Foto  22,  la  Foto  23  e  la 
Figura 35 mostrano alcuni risultati di un’elaborazione: in 
particolare  nella  Foto  22  viene  evidenziata  la  pelle 
sfruttando  la  prima  tecnica,  nella  Foto  23  è  visibile  il 
risultato  della  seconda  tecnica,  infine  nella  Figura  35  è 
rappresentata l’estrazione della pelle dall’immagine. 
3.8.2.2.  Descrizione tecnica 
Si inizia ora la descrizione tecnica di SkinDetection con un 
rapido riassunto della struttura di base.  L’architettura di 
questa  classe  si  limita  a  due  variabili  (nella  parte 
private)  che  contengono  due  parametri  fondamentali  per  la 
gestione del sistema: un’immagine che conterrà i pixel di pelle 
(Figura 35) e la tabella dei colori. Nella parte public ci sono 
funzioni che permettono l’interazione dell’utente con le variabili 
di classe (tutto questo in accordo con le regole del mascheramento 
dell’informazione)  e  con  le  funzioni  di  elaborazione 
dell’immagine per estrarre i pixel d’interesse. 
Figura  35.  Risultato 
dell’estrazione  della 
pelle da una immagine 
Foto 22. Skin detection con tabella 
dei colori. 
Foto 23. Skin detection con regole 
empiriche. 3.8.2. Skindetection    De Conti Luca – matricola 355370-IF 
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Per comprendere a fondo le strutture utilizzate nell’implementazione del codice, e in 
particolare  la  tabella  dei  colori,  è  necessaria  una  breve  digressione  sulla 
rappresentazione dei colori in informatica. 
I  colori  possono  essere  codificati  in  molti  modi  diversi;  la  tecnica  sicuramente  più 
diffusa è quella che si basa sulla definizione delle loro componenti fondamentali. A 
seconda di quante componenti si utilizzano, ogni colore trova posto in un ipercubo che 
ha tante dimensioni quante sono 
le  componenti  colore.  Se  per 
esempio si usa lo spazio colore 
RGB,  l’ipercubo  non  sarà  altro 
che un normale cubo in cui ogni 
dimensione  rappresenta  una 
componente  (nella  Figura  36 
sono  rappresentati  tre  colori 
(1,1,1),  (10,20,30)  e 
(255,255,255)). In questo modo 
si  può  instaurare  una  relazione 
di corrispondenza biunivoca fra 
posizione  del  colore 
nell’ipercubo  e  descrizione  del 
colore  tramite  le  sue 
componenti fondamentali. 
Ritornando  alle  strutture  del 
robot, il problema è quello di dire se un colore, con determinate componenti, è di pelle o 
meno. L’ipercubo si adatta benissimo a risolvere la situazione. Infatti se in ogni cella di 
questa struttura si va ad indicare l’eventualità che il colore corrispondente sia di pelle o 
meno, il gioco è fatto. Lo strumento hardware che ci fornisce le immagini lavora nello 
spazio RGB: è allora necessario rappresentare i colori in un cubo e in ogni cella di 
questo cubo indicare se il colore corrispondente è di pelle o meno. Una struttura di 
questo tipo è però abbastanza gravosa. Si è ricorso perciò allo spazio rg che permette 
una rappresentazione in due dimensioni. Questo spazio (ulteriori informazioni in [6], 
[7], [8], [9] e [11]) si basa sull’assunto che se si normalizzano le componenti colore non 
è necessario conoscerle tutte e tre, ma ne bastano due
22 per descrivere completamente 
un colore. Grazie a questa scelta la tabella avrà due dimensioni, una per la componente r 
e una per la componente g. 
Si  passa  ora  alla  descrizione  del  software  e  si  comincia  riportando  l’albero  delle 
dipendenze e la rappresentazione UML della classe: 
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Figura 36. Rappresentazione grafica della tabella dei colori per una 
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Come si vede la dipendenza di questa struttura da altre classi è piuttosto limitata. Da ciò 
si deduce che questo componente ha un utilizzo di basso livello: è cioè un elemento che 
fornisce strutture e funzioni di base per il corretto funzionamento del robot. 
SkinDetection  
-skinDataRGB: unsigned char*  
-skinTable: bool*  
+SkinDetection()  
+~SkinDetection()  
+detectSkin(src:unsigned char*, result:unsigned char*, left:unsigned int, 
top:unsigned int, width:unsigned int, height:unsigned int): int  
+detectSkin(src:unsigned char*, result:unsigned char*): int  
+blobSkinLevel(src:unsigned char*, mask:list<ImagePoint>): float  
+L(:float): float  
+isSkin(color:unsigned long): float  
+isSkin(p:unsigned char*): float  
+validSkinPoint(x:unsigned int, y:unsigned int): bool  
+getDebugImage(): unsigned char*  
+resetDebugImage(): void  
+resetDebugImage(src:unsigned char*): void  
 
Si analizza ora il file skindetection.h dove sono dichiarate tutte le funzioni, costanti e 
variabili della classe SkinDetection. Come al solito verrà prima esposta la funzione o 
dichiarazione, poi sarà commentata. L’analisi procederà per blocchi funzionali: 
#include … 
La  definizione  inizia  con  l’indicazione  delle  dipendenze,  già  illustrata 
nell’albero. 
#define USESKINTABLE 
#define SKINTABLESIZE  1024 
In questa parte vengono elencate le costanti di classe. Sono solo due: la prima, 
USESKINTABLE, viene utilizzata per definire l’utilizzo o meno della tabella 
dei  colori  della  pelle;  la  seconda,  SKINTABLESIZE,  viene  utilizzata  per 
definire  la  dimensione  della  tabella  (tale  struttura  avrà  SKINTABLESIZE 
righe e SKINTABLESIZE colonne). 
class SkinDetection 
Viene dichiarata la classe. 
public: 
SkinDetection() 
~SkinDetection() 
“skindetection.cpp” 
<stdio.h> 
<math.h> 
“skindetection.h”  * 
“utilità/world.h” 
“visionglobal.h” 
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int  detectSkin(unsigned  char  *src,  unsigned  char 
*result,  unsigned  int  left,  unsigned  int  top, 
unsigned int width, unsigned int height) 
int  detectSkin(unsigned  char  *src,  unsigned  char 
*result) 
float  blobSkinLevel(unsigned  char  *src, 
list<ImagePoint> mask) 
float L(float) 
float isSkin(unsigned long color) 
float isSkin(unsigned char *p) 
bool validSkinPoint(unsigned int x, unsigned int y) 
unsigned char *getDebugImage() 
void resetDebugImage() 
void resetDebugImage(unsigned char *src) 
Nella parte public vengono dichiarati il costruttore, il distruttore, quindi le 
funzioni  pubbliche  utili  alla  classe.  Utilizzo  ed  implementazione  saranno 
discussi tra breve. 
private: 
unsigned char *skinDataRGB; 
bool *skinTable 
Nella parte private vengono dichiarate le variabili utili allo sviluppo delle 
funzioni dichiarate nella parte public. La variabile skinDataRGB serve per 
contenere  i  pixel  rilevati  come  pelle,  mentre  la  variabile  skinTable 
rappresenta una tabella che contiene i colori della pelle. 
L’implementazione di tutte le funzioni sopra elencate è affidata al file skindetection.cpp: 
#include … 
La definizione inizia come di consueto con l’indicazione delle dipendenze, già 
illustrata nell’albero. 
Dopo la definizione delle dipendenze sono implementate le funzioni. S’inizia con quelle 
appartenenti alla parte public: 
SkinDetection() 
Il costruttore di questa classe ha essenzialmente due finalità: 
•  riservare  spazio  in  memoria  per  contenere  la  variabile  di  classe 
skinDataRGB; 
•  nel caso in cui USESKINTABLE confermi l’utilizzo della tabella dei 
colori della pelle allora: 
o  riserva  in  memoria  e  inizializza  a  0  lo  spazio  necessario  a 
contenere  la  variabile  di  bool  skinTable 
(SKINTABLESIZE • SKINTABLESIZE); 
o  apre  il  file  che  contiene  la  tabella:  skintable.dat.  Se 
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conterrà solo 0 e il costruttore restituirà il controllo. Se va a 
buon  fine  copia  il  contenuto  del  file  nella  variabile 
skinTable. 
~SkinDetection() 
Il  distruttore  si  limita  a  liberare  lo  spazio  di  memoria  occupato  dalle  due 
variabili  di  classe:  skinDataRGB  e  skinTable,  quest’ultimo  solo  se 
USESKINTABLE conferma l’utilizzo della tabella dei colori della pelle. 
int  detectSkin(unsigned  char  *src,  unsigned  char  *result, 
unsigned  int  left,  unsigned  int  top,  unsigned  int  width, 
unsigned int height) 
Ingressi  Uscita 
unsigned char 
*src  Immagine da usare per trovare la pelle 
int 
Numero di pixel 
nella regione 
rilevati come pelle 
unsigned char 
*result  Solo i pixel di pelle dell’immagine src 
unsigned int 
left  Lato sinistro della regione di interesse 
unsigned int 
top  Lato superiore della regione di interesse     
unsigned int 
width  Larghezza della regione di interesse     
unsigned int 
height  Altezza della regione di interesse     
Questa funzione ha il compito di determinare il numero di pixel con colore 
della pelle nella regione di interesse (determinata dagli ingressi left, top, 
width e height) dell’immagine *src. Tutti i pixel determinati come pelle 
verranno  segnalati  come  tali  nell’immagine  *result  semplicemente 
colorandoli di nero. 
Per ottenere questo risultato la funzione si posiziona all’inizio della regione di 
interesse e, scorrendola tutta, controlla pixel per pixel se è un punto valido 
dell’immagine (viene sfruttata la funzione validSkinPoint(-)) e se ha il 
colore della faccia (viene sfruttata la funzione isSkin(-)). Nel caso il pixel 
controllato  soddisfi  le  due  condizioni  precedenti,  viene  marcato  come  pelle 
nell’immagine *result e un contatore viene incrementato di una unità. La 
funzione restituisce il contatore appena descritto. 3.8.2. Skindetection    De Conti Luca – matricola 355370-IF 
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int detectSkin(unsigned char *src, unsigned char *result) 
Ingressi  Uscita 
unsigned char *src  Immagine da usare per trovare la 
pelle 
int 
Numero  di 
pixel  nella 
regione  rilevati 
come pelle  unsigned char *result  Solo  i  pixel  di  pelle 
dell’immagine src 
Questa  funzione  determina  il  numero  di  pixel  di  pelle  in  tutta  l’immagine 
*src.  Tutti  i  pixel  determinati  come  pelle  verranno  segnalati  come  tali 
nell’immagine *result semplicemente colorandoli di nero. 
Per  ottenere  questo  risultato  si  invoca  la  funzione 
detectSkin(src,result,0,0,VIDEO_XSIZE,VIDEO_YSIZE). 
Con i parametri inseriti la regione di interesse diventa tutta l’immagine. 
float blobSkinLevel(unsigned char *src, list<ImagePoint> mask) 
Ingressi  Uscita 
unsigned char *src  Immagine da analizzare 
float 
Rapporto  fra 
pixel di pelle 
e  non  nella 
maschera 
list<ImagePoint> 
mask 
Maschera  dell’immagine  entro  cui 
cercare la pelle. 
Questa funzione ha il compito di contare all’interno dell’immagine *src, e in 
particolare all’interno dell’insieme di punti definiti da mask, il numero di pixel 
e il numero di pixel con colore della pelle. La funzione restituisce il rapporto 
fra numero di pixel di pelle e numero di pixel totali. 
float L(float x) 
Ingressi  Uscita 
float x  Numero di cui calcolare il logaritmo  float  Il logaritmo di x 
Questa funzione esegue il seguente calcolo sul valore x passato in ingresso: 
105•log(x+1). 
float isSkin(unsigned long color) 
Ingressi  Uscita 
unsigned long color  Un colore  float  1 o 0 a seconda che color sia pelle o 
meno 
Questa  funzione  trasforma  l’ingresso  color  in  un  unsigned  char  e 
invoca la funzione isSkin con l’ingresso trasformato. 3.8.2. Skindetection    De Conti Luca – matricola 355370-IF 
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float isSkin(unsigned char *p) 
Ingressi  Uscita 
unsigned char *p  Puntatore  a  un 
pixel 
float  1 o 0 a seconda che color sia 
pelle o meno 
Questa funzione controlla se il colore contenuto nel pixel puntato dall’ingresso 
p  è  un  colore  tipico  della  pelle  o  meno.  Per  ottenere  questo  risultato  si 
intraprendono due strade diverse a seconda che USESKINTABLE permetta o 
meno l’utilizzo della tabella dei colori della pelle. Nel caso di utilizzo della 
tabella: 
•  si memorizzano nelle variabili R, G e B le tre componenti colore
23; 
•  per uniformarsi allo standard della tabella è necessario entrare nello 
spazio colore RG. Per fare questo è sufficiente dividere le componenti 
R  e  G  per  R+G+B  ottenendo  così  le  due  nuove  variabili  r  e  g. 
Quest’ultime ci permettono di determinare nella tabella dei colori, in 
maniera univoca, una cella che ci dice se quello individuato dalle due 
coordinate (appunto r e g) è il colore della pelle o meno; 
•  come già detto al punto precedente non rimane che controllare nella 
tabella dei colori se la cella di coordinate r e g è pelle o meno. Se è 
pelle si restituisce 1 altrimenti 0. 
Se invece non si utilizza la tabella, si devono eliminare i colori non di pelle in 
maniera empirica.  In particolare, se  almeno una delle seguenti condizioni è 
verificata, siamo certi che il pixel non è di pelle (per ulteriori informazioni 
sulle regole che seguono vedere [10]): 
•  per  prima  cosa  è  necessario  salvare  nelle  variabili  R,  G  e  B  le  tre 
componenti colore.  Il procedimento è lo stesso adottato per il caso 
precedente (vedi nota 23); 
•  B > 160 && R < 180 && G < 180 (troppo blu); 
•  G > 160 && R < 180 && B < 180 (troppo verde); 
•  B < 100 && R < 100 && G < 100 (troppo scuro); 
•  G > 200 (troppo verde in assoluto); 
•  R + G > 300 (troppo verde e rosso, in poche parole troppo giallo); 
•  G > 150 && B < 90 (anche questo è un indicatore di eccesso di 
giallo); 
•  B / (R + G + B) > 0.4 (troppo blu rispetto agli altri colori); 
•  G / (R + G + B) > 0.4 (troppo verde rispetto agli altri colori); 
•  R > G + B (troppo rosso); 
•  R > 200 (troppo rosso in assoluto); 
                                                 
23  Per  determinare  le  tre  componenti  colore  del  pixel  puntato  da  p,  basta  ricordare  che  nel  formato 
immagine utilizzato ogni pixel viene rappresentato come una sequenza di 3 unsigned char, ognuno 
dei quali rappresenta una componente colore (il primo la componente Blue, il secondo la componente 
Green e il terzo la componente Red). Determinare le tre componenti di p diventa allora banale: p punta 
alla componente Blue, p+1 alla componente Green e p+2 alla componente Red; la descrizione del pixel 
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•  R < 102 && G > 100 && B > 110 && G < 140 && B < 
160 (colori del mare); 
•  si  passa  quindi  a  condizioni  più  complesse,  il  calcolo  delle  quali 
richiede la definizione di alcune costanti: 
o  C1 = 0.1 
o  C2 = 1 – C1 
o  C3 = 226 
o  C4 = 0.4 
o  La = C1•R + C2•G 
o  St = C2•R + C1•G 
o  Ra = 0.5•R + 0.5•G 
o 
1 La
G 255
Al
+
⋅
=  
o 
1 St
G 255
Vi
+
⋅
=  
o 
1 Ra
G 255
Se
+
⋅
=  
•  le nuove condizioni sono: 
o  C4
255
G B
4
π
255
R
atan
2
2 >












⋅
− ; 
o  Al > C3 && Vi < C3; 
o  Se < 1.03•Vi || Se > 0.97•A1
24; 
•  quindi, se anche una sola delle condizioni precedenti è verificata, si 
esce restituendo 0. 
bool validSkinPoint(unsigned int x, unsigned int y) 
Ingressi  Uscita 
unsigned int x  Posizione orizzontale del pixel 
nell’immagine 
bool  Vedi descrizione 
unsigned int y  Posizione verticale del pixel 
nell’immagine 
   
Questa funzione restituisce la verità o meno di tutte le condizioni descritte fra 
breve sul pixel di coordinate x e y, passate in ingresso. 
Prima di descrivere le condizioni va determinata la distanza del pixel dal centro 
del frame preso in considerazione: 
•  sfruttando  la  proprietà  della  struttura  della  classe  world 
world().frame.x_center si determina la distanza orizzontale 
del pixel dal centro; 
•  sfruttando  la  proprietà  della  struttura  della  classe  world 
world().frame.y_center si determina la distanza verticale del 
pixel dal centro; 
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•  quindi sfruttando il teorema di 
Pitagora si calcola la distanza 
r  del  pixel  dal  centro  del 
frame; 
Le  condizioni  che  devono  essere 
contemporaneamente verificate sono: 
•  r interna al cerchio di raggio 
world().frame.r_ext; 
•  r esterna al cerchio di raggio 
world().frame.r_int; 
•  il  pixel  di  coordinate  x  e  y 
deve  essere  esterno  al 
rettangolo  rosso  determinato 
dalle  proprietà  della  classe 
world  world().frame.redbox_left, 
world().frame.redbox_right, 
world().frame.redbox_top, 
world().frame.redbox_bottom 
In conclusione il pixel deve essere all’interno dell’area evidenziata in grigio 
nella Figura 37
25. 
unsigned char *getDebugImage() 
Questa  funzione  restituisce  l’immagine  contenuta  nella  variabile  di  classe 
skinDataRGB. 
void resetDebugImage() 
Questa funzione si limita a “pulire” (inserendo una sequenza opportunamente 
lunga di 0) l’immagine contenuta nella variabile di classe skinDataRGB. 
void resetDebugImage(unsigned char *src) 
Ingressi  Uscita 
unsigned char *src  Valore da inserire in skinDataRGB  void  Nessuna 
Questa funzione “pulisce” (inserendo una sequenza opportunamente lunga del 
valore  passato  in  ingresso  *src)  l’immagine  contenuta  nella  variabile  di 
classe skinDataRGB. 
                                                 
25 La scelta di ricercare il pixel nella zona descritta deriva da alcune semplici considerazioni: la visione 
del robot è affidata a una telecamera omnidirezionale (alcuni immagini catturate si possono vedere a 
pagina 142); il cerchio esterno rappresenta il limite esterno della visione; il cerchio interno il limite 
interno, e il quadrato stilizza l’occupazione del corpo del robot. 
Figura 37. La zona grigia è l’unica che verrà 
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3.8.3.  Tracking 
Tracking,  un  thread  ADE,  è  un  elemento  fondamentale  per  il  robot,  dato  che  ha  il 
compito di tracciare un bersaglio. 
La descrizione di questo thread è affidata alle parti descrizione “a parole” e descrizione 
tecnica. 
3.8.3.1.  Descrizione 
Come  già  accennato  poco  sopra,  Tracking  deve  agganciare  un  bersaglio  (che  d’ora 
innanzi sarà definito anche “blob”) e seguirne gli spostamenti. Ha anche il compito di 
trovare  nell’immagine  acquisita  tutti  quegli  elementi  che  sono  potenzialmente  dei 
bersagli. 
3.8.3.2.  Descrizione tecnica 
S’inizia la descrizione tecnica con un’esposizione dettagliata degli strumenti e compiti 
di  questa  classe.  Per  poter  acquisire  un  bersaglio  e  seguirlo  nei  sui  spostamenti  a 
Tracking sono necessarie alcune funzionalità aggiuntive: la capacità di discriminare il 
movimento (ogni persona, per quanto poco, si muove), l’abilità di scartare movimenti di 
oggetti non umani (per esempio tende che si muovono o quant’altro), la capacità di 
scegliere fra possibili bersagli (quindi la capacità di impostare un ordine fra i blob). Nel 
diagramma che segue (Schema 5) è rappresentato l’iter del sistema per identificare un 
bersaglio e tracciarlo: 
 
Schema 5. Passaggi necessari per identificare e tracciare un bersaglio. 
 
Acquisizione 
immagine 
Ricerca pelle 
(se previsto) 
Back ground 
subtraction 
Erosione 
pixel del blob 
Espansione 
pixel del blob 
Etichettatura dei 
pixel del blob 
Attribuzione 
pixel ai blob 
Attribuzione 
proprietà ai blob 
Eliminazione 
blob inutili 
Previsione della posizione e area 
che occuperà il blob (se previsto) 
Ricerca pelle 
nell’area individuata 
Ricerca blob 
nell’area individuata 
Individuazione del blob 
nell’area individuata 
Attribuzione 
proprietà al blob 
Attribuzione 
proprietà al blob 
Filtro di 
forma 
Gestione 
perdita blob 
Assegnazione nuovo bersaglio (se 
necessario) e restituzione risultati 
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Come si evince chiaramente dal diagramma sopra riportato, le funzionalità richieste da 
questa classe sono davvero numerose. Come premessa si riportano in sintesi i blocchi 
funzionali  (la  spiegazione  dettagliata  verrà  presentata  al  momento  della  discussione 
della funzione dedicata): 
•  I  primi  due  blocchi  invocano  funzioni  descritte  nella  classe  AVision  e 
SkinDetection,  che  permettono  di  acquisire  una  nuova  immagine  e  di 
discriminare in quest’ultima tutti i pixel che sono rilevati come pelle. 
•  La determinazione del blob è compito piuttosto complesso: 
o  Si  inizia  con  il  back  ground  subtraction.  Questo  blocco  funzionale  è 
dedicato alla determinazione dei pixel di movimento. La tecnica si basa 
sull’acquisizione della stessa immagine, dallo stesso luogo, in due tempi 
diversi. In questo modo i pixel di sfondo (appartenenti a soggetti non in 
movimento)  rimangono  invariati,  mentre  i  pixel  che  variano 
rappresentano elementi che si sono mossi. L’implementazione di questa 
tecnica è piuttosto semplice: si basa sulla differenza, pixel per pixel, di 
due immagini, lo sfondo e l’ultima immagine acquisita. Il risultato viene 
salvato in una terza immagine, detta di “primo piano” (nel codice queste 
tre  immagini  vengono  indicate  rispettivamente  con 
backGroundGray, imageDataGray e foreImage). Come si nota 
dai nomi delle variabili delle immagini utilizzate nel codice, la tecnica 
sfrutta  delle  immagini  convertite  in  scala  di  grigio.  Tale  scelta 
implementativa si basa sul fatto che il back ground subtraction è più 
robusto se eseguito su immagini in scala di grigi. Determinati i pixel che 
si  sono  mossi,  è  ora  necessaria  una  nuova  discriminazione: 
dall’immagine  di  primo  piano  vanno  eliminati  tutti  i  pixel  che  non 
hanno il colore della pelle. Concluso quest’ultimo filtro, il back ground 
subtraction è terminato. 
o  Determinati i pixel di primo piano, si nota la presenza di “polvere”: cioè 
molti bersagli di piccolissime dimensioni (qualche pixel) che sono stati 
rilevati  come  movimenti  di  pelle.  È  necessario  eliminare  questa 
interferenza.  Per  “pulire”  l’immagine  si  è  sfruttata  una  tecnica 
estremamente  semplice  ma  molto  efficace:  si  eliminano  tutti  i  pixel 
dell’immagine di primo piano che non siano completamente circondati 
da altri pixel di pelle. Questa tecnica pulisce anche quegli agglomerati di 
pixel  che  hanno  assunto  forme  particolarmente  strane  (per  esempio 
un’ellisse  con  un  segmento  filiforme  che  esce  da  quest’ultima).  Il 
passaggio in questione è stato denominato “Erosione pixel dei blob”. 
o  Dopo aver eroso i blob si ha una immagine contenente dei potenziali 
bersagli  che  possono  essere  molto  piccoli.  È  allora  necessario 
ingrandirli. Per eseguire questa operazione si circondano i pixel residui 
con altri pixel (si aggiungono, cioè, otto pixel di pelle attorno a ogni 
pixel di pelle). Tale passaggio è stato denominato “Espansione pixel dei 
blob”. 
o  A questo punto si hanno dei pixel raggruppati in strutture ben definite, 
che non possono ancora essere considerate “blob”, perché mancano di 
una  proprietà  fondamentale:  non  sono  state  etichettate  in  modo 
uniforme. Infatti le strutture sono ancora un agglomerato di pixel, dato 
che non possiedono un indice che le identifichi e che caratterizzi i pixel 
che  le  costituiscono.  Il  blocco  funzionale  “Etichettatura  dei  pixel  del 3.8.3. Tracking    De Conti Luca – matricola 355370-IF 
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blob”  ha  appunto  questo  compito.  Viene  costruita  una  specie 
d’immagine  (individuata  nel  codice  implementato  come  labeled)  i 
cui  pixel  hanno  la  caratteristica  di  contenere  non  un  colore  o  una 
intensità  luminosa  ma  l’indice  del  blob  a  cui  il  corrispondente  pixel 
dell’immagine di primo piano appartiene. L’implementazione di questa 
funzionalità inizia con un ciclo che scorre tutti i pixel dell’immagine di 
primo  piano  e  attribuisce  ad  ogni  pixel  di  pelle  un  indice  crescente 
nell’immagine labeled. Un secondo ciclo, senza fine, scorre tutti i 
pixel di pelle dell’immagine di primo piano e attribuisce, nell’immagine 
labeled, l’indice più piccolo presente negli otto pixel che circondano 
il pixel considerato. Questo ciclo termina quando non viene fatta più 
nessuna  modifica  nei  pixel  dell’immagine  labeled.  Con  questa 
tecnica  tutti  i  pixel  contigui,  appartenenti  quindi  alla  stessa  struttura, 
avranno lo stesso indice. L’uscita da questo ciclo conclude la fase di 
etichettatura dei pixel dei blob. 
o  Terminata  l’etichettatura,  si  inizia  con  la  fase  di  costruzione  vera  e 
propria dei blob. In questo momento si scorrono tutte le etichette dei 
pixel e vengono attribuiti i relativi pixel di pelle ai blob con identico 
indice. 
o  Si procede con l’attribuzione delle rimanenti proprietà dei blob e come 
ultimo passaggio si eliminano i blob inutili: per esempio i blob troppo 
piccoli  o  i  blob  fuori  dalla  zona  d’interesse.  Con  quest’ultima 
operazione si chiude la fase di determinazione dei blob. 
•  A questo punto, blob per blob, si cerca di prevedere dove si collocherà il centro 
del blob alla prossima rilevazione. La decisione di applicare questa fase o meno 
viene  lasciata  all’utente.  La  struttura  implementativa  di  questa  sezione  è 
piuttosto semplice. Si basa sulla conoscenza della velocità del blob: ogni blob 
ha, nella sua struttura, un campo che tiene memoria della sua velocità. Nota la 
velocità, il tempo trascorso dall’ultima rilevazione e l’ultima posizione, si è in 
grado  di  determinare  con  una  certa  approssimazione  la  nuova  posizione  del 
centro del blob. Dato che la determinazione è sempre incerta, viene permesso 
un certo margine d’errore nella ricerca della prossima posizione del blob; il blob 
verrà infatti cercato in un’area doppia con centro nella posizione stimata. 
•  Viene  ora  cercata  la  pelle  nell’area  determinata  precedentemente  e  vengono 
cercati  conseguentemente  tutti  i  blob  che  la  occupano  (con  lo  stesso 
procedimento indicato sopra). 
•  Fra  i  blob  determinati  viene  individuato 
quello che si stava tracciando. Nella Foto 
24  è  possibile  vedere  il  risultato  di  una 
ricerca dei blob: si nota l’area di ricerca (il 
rettangolo  bianco),  l’area  occupata  dal 
blob (il rettangolo rosso) e i pixel del blob 
(colorati in verde). 
•  Individuato  il  blob,  si  aggiornano  le  sue 
proprietà e vi si applica un filtro di forma 
per  essere  ancora  più  sicuri  di  aver 
individuato una persona. In particolare si 
determina se la forma del blob è quella di 
un’ellisse (la forma tipica della faccia). Se 
Foto 24. Risultato della ricerca di un blob: si 
nota  l’area  di  ricerca  (rettangolo  bianco), 
l’area occupata dal blob (rettangolo rosso) e 
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il blob non si avvicina a sufficienza ad un’ellisse, lo si scarta e si entra nella 
gestione della perdita del blob.
26 
•  La gestione della perdita del blob è un argomento piuttosto delicato. Infatti lo 
smarrimento di un bersaglio può essere una cosa temporanea (la persona si è 
girata  per  un  momento,  è  entrata  in  una  zona  di  forte  luminosità  o  altro). 
Assegnare  la  perdita  del  blob  al  primo  mancato  riscontro  è  quindi  un 
atteggiamento eccessivamente severo. Quello che si è implementato nel codice 
prevede  la  possibilità  di  perdere  il  tracciamento  per  qualche  iterazione.  In 
questo  caso  la  ricerca  della  nuova  posizione  del  blob  avviene  in  base  alla 
conoscenza della posizione e velocità prima della scomparsa. Nel caso la ricerca 
iterata non produca alcun risultato, il blob viene dichiarato perso e si rinuncia al 
suo  inseguimento.  Nel  caso  tale  blob  fosse  il  bersaglio  del  moto  del  robot, 
quindi l’obiettivo che si stava inseguendo, si interrompe il moto e si determina 
un nuovo bersaglio fra i blob a disposizione (la scelta del nuovo bersaglio da 
inseguire  viene  eseguita  in  base  a  quattro  modalità  diverse,  descritte  nella 
costante di classe FindPeopleSelectionMode). 
•  A  questo  punto  non  resta  altro  che  restituire  il  controllo  presentando  come 
valore di uscita il risultato del tracciamento del bersaglio. 
Si passa ora a descrivere le scelte implementative di questa classe. L’architettura del 
thread  è  costituita  da  una  serie  di  variabili  (nella  parte  private  della  classe)  che 
contengono  i  parametri  fondamentali  per  la  gestione  del  sistema  e  da  una  serie  di 
funzioni (nella parte public) che permettono l’interazione dell’utente con le variabili 
di classe. 
In particolare le variabili che costituiscono l’ossatura della classe sono: 
errorCameraNotStopped 
Un bool che registra se il dispositivo d’acquisizione immagini si 
muoveva mentre veniva raccolta l’immagine. 
lastTrackTime 
Un  double  che  memorizza  l’istante  in  cui  è  stato  eseguito 
l’ultimo tracciamento. 
targetPos 
Una  struttura  Position  che  contiene  angolo  e  distanza  del 
bersaglio da tracciare. 
isTracking 
Un bool che dichiara se il sistema sta tracciando qualche cosa o 
meno. 
*skinDetector 
Un  elemento  della  classe  SkinDetection  che  permette 
l’utilizzo di tutte le funzioni collegate a questa classe. 
*imageData 
Un  unsigned  char  che  conserva  l’ultima  immagine  RGB 
acquisita. 
*imageDataGray 
Un unsigned char che conserva l’ultima immagine acquisita 
convertita in scala di grigi. 
*ForeImage 
Un unsigned char che conserva l’ultima immagine (in scala 
di grigi) ottenuta con la tecnica del back ground subtraction. 
                                                 
26 Per ottenere un buon filtro di forma non è sufficiente considerare la maschera di pixel trovata durante il 
back ground subtraction perché questa potrebbe includere solo una parte del viso (nel caso di movimenti 
piccoli). Pertanto il filtro di forma viene effettuato in questo momento, dopo aver espanso il blob andando 
a ricercare i pixel appartenenti alla pelle in una regione sufficientemente grande e posizionata nel centro 
del  blob.  Il  metodo  più  semplice  per  ottenere  un  filtro  di  forma  efficiente  è  quello  di  circoscrivere 
un’ellisse attorno al blob, con asse maggiore diretta verso il centro dell’immagine (ricordiamo che nella 
visione omnidirezionale tutte le linee verticali si dirigono verso il centro della telecamera) e calcolare la 
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*backGround 
Un unsigned char che conserva l’ultima immagine RGB di 
sfondo. 
*backGroundGray 
Un unsigned char che conserva l’ultima immagine di sfondo 
convertita in scala di grigi. 
*gray4 
Un  unsigned  char  che  conserva  un’immagine  in  scala  di 
grigi di utilizzo temporaneo. 
*labeled 
Un unsigned int che conserva una specie d’immagine che al 
posto dei pixel contiene un numero che indica il blob al quale il 
corrispettivo pixel di ForeImage appartiene. 
*tempLabeled 
Un unsigned int che conserva informazioni temporanee per 
labeled. 
blobs 
Una map<unsigned int, Blob*> che conserva la lista dei 
blob. 
blobsIt 
Un  map<unsigned  int,  Blob*>  ::  iterator  che 
conserva la posizione nella lista del blob che si sta analizzando. 
*target  Il Blob che si sta tracciando. 
trackTimes 
Un int che contiene il numero di tracciamenti che sono stati 
effettuati sull’attuale bersaglio. 
timediff  Un double che permette il calcolo delle prestazioni. 
time_eated[N_BENCHMARK] 
time_ref[N_BENCHMARK] 
Due  vettori  di  double  che  permettono  il  calcolo  delle 
prestazioni. 
cyclecount  Un int che permette il calcolo delle prestazioni. 
Le funzioni che caratterizzano la classe verranno descritte in seguito; si prosegue con la 
consueta descrizione delle dipendenze con l’albero sotto riportato: 
 
Come si vede la dipendenza di questa struttura da altre classi è piuttosto vasta. Si nota 
che l’utilizzo di classi create ad hoc è intenso. Ciò sta ad indicare indicare la centralità e 
importanza degli strumenti sviluppati in questa sezione. 
Di seguito la descrizione della classe secondo le specifiche UML: 
Tracking 
-errorCameraNotStopped: bool  
-lastTrackTime: double  
-targetPos: Position  
-isTracking: bool  
-skinDetector: SkinDetection*  
-imageData: unsigned char*  
-imageDataGray: unsigned char*  
-foreImage: unsigned char*  
-backGround: unsigned char*  
-backGroundGray: unsigned char*  
“tracking.cpp”  “tracking.h” 
“visionutility.h”  * 
<map.h> 
<math.h> 
“utility/world.h” 
“utility/avstructs.h” 
“visionglobal.h” 
“skindetection.h” 
“vision.h”  * 
* 
* 
* 
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-gray4: unsigned char*  
-labeled: unsigned int*  
-tempLabeled: unsigned int*  
-blobs: map<unsigned int,Blob*>  
-blobsIt: map<unsigned int,Blob*>::iterator  
-target: Blob*  
-trackTimes: int  
-timediff: double  
-time_eated: double  
-time_ref: double  
-cyclecount: int  
+FindPeopleSelectionMode: {FindPeopleSelectsBigger, 
FindPeopleSelectsNearerDistance, FindPeopleSelectsNearerAngle}  
+Tracking()  
+~Tracking()  
+init(): void  
+act(): void  
+done(): void  
+setBackGround(): void  
+foreground(soglia:int): Position  
+beginTrack(): bool  
+refreshTrack(): bool  
+hasToRefresh(): bool  
+stepTrack(): bool  
+stopTrack(): void  
+findPeople(acquirenew:bool, mode:FindPeopleSelectionMode): Position  
+getTargetPosition(): Position  
+getImg(): unsigned char*  
+getDiffImg(): unsigned char*  
+getSkinImg(): unsigned char*  
+getBGImg(): unsigned char*  
+isCameraMoving(): bool  
-minLabelNeighborsTD(mappaBlob:unsigned int*, x:int, y:int): unsigned int  
-minLabelNeighborsBU(mappaBlob:unsigned int*, x:int, y:int): unsigned int  
-findBSBlobs(resBlobs:map<unsigned int,Blob*>&, erose:bool): bool  
-findBSBlobs(left:int, top:int, width:int, height:int, 
resBlobs:map<unsigned int,Blob*>&, erose:bool): bool  
-backgroundSubtraction(soglia:int, filterOutNotSkin:bool): void  
-shapeFilter(b:Blob*): float  
-getTarget(blobs:map<unsigned int,Blob*>&): Blob*  
-initTrack(): bool  
-drawBlobRect(b:Blob*, img:unsigned char*): void  
-drawRect(x:unsigned int, y:unsigned int, width:unsigned int, 
height:unsigned int, color:unsigned long, img:unsigned char*): void  
-drawCross(ip:ImagePoint, color:long, test:unsigned char*): void  
-drawLine(alfa:float, color:long, test:unsigned char*): void  
 
AThread    Blob    Position    SkinDetection 
             
             
S’inizia  con  il  codice  analizzando  il  file  tracking.h  dove  sono  dichiarate  tutte  le 
funzioni,  costanti  e  variabili  della  classe  Tracking:  come  di  consueto  verrà  prima 
esposta  la  funzione  o  dichiarazione,  poi  sarà  commentata.  L’analisi  procederà  per 
blocchi funzionali: 
#include … 
La  definizione  inizia  con  l’indicazione  delle  dipendenze,  già  illustrata 
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#define USESKINDETECTION  true 
#define USESHAPEFILTERING  true 
#define MULTIPLETRACKING  true 
#define USEVELOCITYPREDICTION  true 
#define MAXBSRETURN  10000 
Vengono qui elencate le costanti utili alla classe: in questo caso si tratta di 
valori definibili dall’utente per decidere l’utilizzo di funzionalità evolute. Le 
prime  quattro  costanti  servono,  rispettivamente,  a  definire  l’utilizzazione  o 
meno  di:  individuazione  dei  pixel  di  pelle,  filtro  di  forma,  tracciamento 
multiplo dei blob, predizione della posizione futura del blob. L’ultima serve a 
definire  il  numero  massimo  di  pixel  riconosciuti  come  movimento  nel 
momento  del  back  ground  subtraction,  oltre  il  quale  l’immagine  viene 
considerata mossa (quindi telecamera non ferma). 
extern AVision *vision 
Viene  qui  dichiarata  una  variabile  della  classe  AVision  essenziale  per poter 
utilizzare le necessarie funzioni di acquisizione. 
class Tracking : public AThread 
Viene qui dichiarata la classe. Si nota che è una classe derivata di AThread. 
public: 
Tracking() 
~Tracking() 
void init() 
void act() 
void done() 
void setBackGround() 
Position foreground(int soglia=40) 
bool beginTrack() 
bool refreshTrack() 
bool hasToRefresh() 
bool stepTrack() 
void stopTrack() 
Position findPeople(bool acquirenew, 
FindPeopleSelectionMode mode) 
Position getTargetPosition() 
unsigned char *getImg() 
unsigned char *getDiffImg() 
unsigned char *getSkinImg() 
unsigned char *getBGImg() 
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enum FindPeopleSelectionMode { 
FindPeopleSelectsBigger = 0 
FindPeopleSelectsNearerDistance = 1 
FindPeopleSelectsNearerAngle = 2} 
Nella  parte  public  vengono  dichiarati  come  di  consueto  il  costruttore,  il 
distruttore  e  le  funzioni  pubbliche  utili  alla  classe.  Il  loro  utilizzo  e 
implementazione saranno discussi tra breve. 
private: 
bool errorCameraNotStopped 
double lastTrackTime 
Position targetPos 
bool isTracking 
SkinDetection* skinDetector 
unsigned char *imageData 
unsigned char *imageDataGray 
unsigned char *foreImage 
unsigned char *backGround 
unsigned char *backGroundGray 
unsigned char *gray4 
unsigned int *labeled 
unsigned int *tempLabeled 
map<unsigned int, Blob*> blobs 
map<unsigned int, Blob*>::iterator blobsIt 
Blob* target 
int trackTimes 
double timediff 
double time_eated[N_BENCHMARK], time_ref[N_BENCHMARK] 
int cyclecount 
unsigned int minLabelNeighborsTD(unsigned int 
*mappaBlob, int x, int y) 
unsigned int minLabelNeighborsBU(unsigned int 
*mappaBlob, int x, int y) 
bool findBSBlobs(map<unsigned int, Blob*> & resBlobs, 
bool erose) 
bool findBSBlobs(int left, int top, int width, int 
height, map<unsigned int, Blob*> & resBlobs, bool 
erose) 
void backgroundSubtraction(int soglia, bool 
filterOutNotSkin) 
float shapeFilter(Blob* b) 
Blob* getTarget(map<unsigned int, Blob*>& blobs) 
bool initTrack() 
void drawBlobRect(Blob *b, unsigned char *img) 
void drawRect(unsigned int x, unsigned int y, unsigned 
int width, unsigned int height, unsigned long 
color, unsigned char *img) 
void drawCross(ImagePoint ip, long color, unsigned 
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void drawLine(float alfa, long color, unsigned char 
*test) 
Nella  parte  private  vengono  dichiarate  le  funzioni  e  le  variabili  che 
costituiscono l’ossatura della classe. Il loro utilizzo e implementazione saranno 
discussi tra breve. 
La struttura costruttiva della classe è affidata alle variabili dichiarate in questa 
parte. Il loro utilizzo è stato descritto sopra, ma nel commento del codice che 
segue non verrà ripreso quanto già esposto. 
L’implementazione di tutte le funzioni sopra elencate è affidata al file tracking.cpp: 
#include … 
La  definizione  inizia  con  l’indicazione  delle  dipendenze,  già  illustrata 
nell’albero. 
Dopo la definizione delle dipendenze di classe  vengono finalmente implementate le 
funzioni. Si inizia con quelle appartenenti alla parte public: 
Tracking() : AThread(“Vision::Tracking”) 
Il costruttore: è l’elemento fondamentale per la classe, dato che ha il compito di 
riservare  in  memoria  lo  spazio  per  contenere  le  numerose  variabili  e  di 
inizializzare  quelle  che  ne  hanno  bisogno.  In  particolare  viene  riservato  in 
memoria  lo  spazio,  di  dimensioni  opportune,  per  contenere:  le  immagini 
imageData,  imageDataGray,  foreImage,  backGround, 
backGroundGray e gray4; le variabili labeled e tmpLabeled. Viene 
infine creata la nuova variabile della classe SkinDetection skinDetector e 
vengono inizializzate le variabili target ed errorCameraNotStopped. 
Dalla  definizione  stessa  si  nota  che  Tracking  è  una  classe  derivata  di 
AThread. 
~Tracking() 
Il distruttore: ha il compito di liberare lo spazio di memoria riservato per le 
variabili di classe. 
void init() 
Tale funzione non ha nessun compito. Inserita per completezza. 
void act() 
Componente fondamentale per gestire il thread, ha il compito di gestire tutte le 
funzioni eseguite durante il tempo riservatogli. act() è usata anche in fase di 
debug  dello  skin  detection;  infatti  se  questa  funzionalità  è  attivata 
(DEBUGSKINSETECTION),  si  raccoglie  la  nuova  immagine  (sfruttando  la 
funzione  della  classe  vision  grabImage(imageData)  poi  immagazzinata 
nella variabile imageData); si determinano quindi i pixel di pelle e si salvano 
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detectSkin(-)). Invece se non è attivato il debug e si è in tracciamento 
(variabile  di  classe  isTracking),  si  procede  con  il  tracking  invocando  la 
funzione stepTrack(). 
void done() 
Tale funzione non ha nessun compito. Inserita per completezza. 
void setBackGround() 
Questa funzione ha il compito di catturare lo sfondo, elemento fondamentale 
per poter poi eseguire il background subtraction. In particolare: 
•  viene raccolta una nuova immagine sfruttando la funzione della classe 
vision  grabImage(backGround)  che  la  immagazzina  nella 
variabile backGround; 
•  l’immagine appena raccolta viene convertita in scala di grigio e poi 
salvata  nella  variabile  backGroundGray  (sfruttando  la  funzione 
rgb2gray(-)); 
•  viene  filtrata  l’immagine  in  scala  di  grigi  con  il  filtro  gaussiano 
gaussFilter(backGroundGray,backGroundGray); 
l’immagine filtrata sostituirà quella originale. 
Position foreground(int soglia) 
Ingressi  Uscita 
int soglia  Soglia oltre la quale un movimento è 
riconosciuto come tale 
position  Blob più 
vicino 
Questa funzione non viene utilizzata, ma è stata implementata inizialmente e 
abbandonata  in  seguito  a  causa  di  ottimizzazioni  nel  codice.  Eseguiva 
l’algoritmo di Milani alla ricerca dei blob e restituiva la posizione del blob 
trovato  più  vicino.  Il  codice  non  verrà  ulteriormente  commentato  per  il 
suddetto motivo e inoltre perchè la sua implementazione è del tutto simile a 
quella utilizzata per la funzione findBSBlobs(-,-). 
bool beginTrack() 
Il  compito  di  questa  funzione  è  essenzialmente  quello  di  iniziare  il 
tracciamento.  Per  eseguire  tale  operazione  devono  essere  modificate  alcune 
variabili  di  classe  ed  essere  inizializzato  il  tracciamento.  Il  codice 
implementato in questa funzione si limita a controllare se l’inizializzazione del 
tracciamento è andata a buon fine (in caso negativo esce restituendo false), 
ad  attribuire  alla  variabile  di  classe  target  un  nuovo  bersaglio 
(getTarget(-)) e ad uscire restituendo true. 
bool refreshTrack() 
Questa  funzione  rappresenta  il  cuore  della  classe  Tracking.  Il  suo  compito 
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velocità. Partendo da un blob che si deve seguire, questa funzione calcola la 
predizione della nuova posizione sfruttando la velocità del blob stesso, quindi 
cerca  il  blob  nella  nuova  posizione  in  un  rettangolo  doppio  rispetto  alla 
dimensione  del  blob.  refreshTrack()  prevede  anche  la  possibilità  di 
perdere per qualche istante il blob tracciato; la persona può infatti girarsi per 
qualche secondo senza che il tracciamento venga reinizializzato per cercare un 
nuovo blob da tracciare. In dettaglio: 
•  si inizia con una breve fase di inizializzazione: 
o  vengono dichiarate e inizializzate le variabili utili alla funzione. 
Tra  queste  si  nota  deltaTime  che  rappresenta  il  tempo 
trascorso dall’ultima invocazione della funzione stessa; 
o  vengono inizializzate alcune variabili di classe: trackTimes 
(un  contatore  che  tiene  conto  del  numero  di  tentativi  di 
tracciamento  di  un  blob)  e  lastTrackTime  (variabile  che 
viene  aggiornata  al  tempo  attuale,  cosicché  la  variabile 
deltaTime possa essere aggiornata con facilità); 
o  si  raccoglie  una  nuova  immagine 
(vision→grabImage(imageData)); 
o  si  resetta  l’immagine  dello  skin  detector 
(skinDetector→resetDebugImage(imageData)); 
•  dopo  l’inizializzazione,  per  ogni  blob  (dato  che  è  previsto  il  multi 
tracking) si ricerca la sua nuova posizione, azione che prevede sia la 
determinazione dell’ubicazione della nuova posizione sia l’area in cui 
andare  a  cercare  il  blob.  Per  l’area  si  è  deciso  di  impostare  tale 
superficie a una grandezza pari all’area del blob moltiplicata per un 
fattore di scala (gainfactor), opportunamente impostato a seconda 
dei casi: 
o  se  è  prevista  la  predizione  della  posizione 
(USEVELOCITYPREDICTION): 
￿  nel  caso  in  cui  la  velocità  sia  nulla  (il  campo 
currentVelocity di ogni blob) la posizione viene 
lasciata invariata, ma gainfactor viene impostato a 
1.4; 
￿  nel caso in cui la velocità non sia nulla gainfactor 
viene  impostato  a  1.2  e  la  nuova  posizione  viene 
calcolata come: 
deltaTime ocity currentVel pos pos old new ⋅ + = ; 
o  se non è prevista la predizione della posizione, quest’ultima è 
lasciata invariata e gainfactor impostato a 1.2; 
•  si  calcolano  ora  i  limiti  in  cui  cercare  il  nuovo  blob,  sfruttando  la 
stima della nuova posizione, la conoscenza dell’altezza, la larghezza 
del  blob  (campi  width  e  height  di  ogni  blob)  e  il  valore  di 
gainfactor; 
•  si elabora la ricerca della pelle nei limiti determinati appena sopra; 
•  quindi si cercano i blob. Se non ne vengono trovati, si imposta il flag 
trackislost a true e si salta la porzione di codice che segue. Se, 
al contrario, ne vengono trovati: 3.8.3. Tracking    De Conti Luca – matricola 355370-IF 
Pagina 173 di 208 
o  si colorano tutte le individuazioni; 
o  si  determina  quella  con  dimensioni  maggiori  (sarà  con  ogni 
probabilità il blob che dobbiamo tracciare); 
o  determinato il nuovo blob, si copia la struttura del blob tracciato 
sino ad ora su quello attuale; si copiano in particolare i campi: 
id,  color,  lastNotPredicted,  currentVelocity  e 
lastPosition; 
o  si disegna un rettangolo attorno al blob (drawBlobRect(-,-
)); 
o  si colora il blob; 
o  si  disegna  il  rettangolo  che  rappresenta  la  zona  in  cui  si  è 
cercato il blob (drawRect(-,-,-,-,-,-)); 
o  a  questo  punto,  individuato  il  blob  che  interessa,  è  possibile 
eliminare i residui; 
o  si apre ora la parte dedicata alla gestione del blob raccolto: 
￿  si  inizia  con  l’applicare  il  filtro  di  forma  al  blob  (se 
previsto dalla costante USESHAPEFILTERING); 
•  si attribuisce al campo shape del blob il valore 
determinato dal filtro; 
•  se il filtro restituisce un fattore di forma inferiore 
a 0.1, non si è più in presenza di una faccia e si 
imposta a true il flag trackislost; 
￿  se non si è perso il tracking e si sta usando la predizione, 
si prosegue con l’impostare la nuova velocità e la nuova 
posizione: 
•  la  velocità  è  calcolata  come  il  rapporto  fra  la 
variazione  di  posizione  (calcolata  come 
differenza  fra  posizione  attuale  e  precedente, 
rispettivamente  i  campi  del  blob  x  e 
lastPosition)  e  la  variazione  di  tempo 
deltaTime; 
•  si  aggiorna  il  campo  lastPosition  alla 
posizione attuale; 
•  si imposta a 0 il campo lastNotPredicted; 
•  nasce ora l’esigenza di gestire il caso in cui si sia perso il blob: 
o  se  si  usa  la  predizione  e  il  campo  del  blob 
lastNotPredicted è minore di 2, non ci si perde d’animo 
e si predice dove sarà il blob alla prossima iterazione; 
o  se non si usa la predizione o lastNotPredicted è maggiore 
di 2, non c’è più nulla da fare: 
￿  si eliminano i blob; 
￿  se  il  blob  eliminato  era  il  bersaglio  del  tracciamento 
(isTarget), si imposta a 0 la variabile di classe che 
tiene  il  bersaglio  target,  e  si  imposta  a  false  la 
variabile di classe isTracking; 
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o  se  target  =  0  è  necessario  trovare  un  nuovo  obiettivo 
target = getTarget(-); 
o  se invece si ha un bersaglio si impostano le nuove proprietà di 
tale  blob,  in  particolare:  targetPos.angle  e 
targetPos.distance; se non c’è un bersaglio, si imposta a 
false la variabile di classe isTracking; 
•  si esce restituendo la variabile di classe isTracking. 
bool hasToRefresh() 
Questa funzione indica se sia il caso o meno di eseguire un aggiornamento 
delle informazioni che si hanno a disposizione. Il codice implementato si limita 
a restituire true se la variabile di classe trackTimes è maggiore di 100, 
altrimenti la funzione restituisce false. 
bool stepTrack() 
Il  compito  di  questa  funzione  è  di  controllare  se  sia  possibile  continuare  a 
tracciare il blob corrente o se è il caso di sceglierne uno nuovo. In dettaglio: 
•  si memorizza la posizione attuale del blob tracciato sino ad ora; 
•  si inizializza il tracciamento (initTrack): se l’operazione va a buon 
fine si prosegue, altrimenti si esce restituendo false; 
•  si  determina  se  il  vecchio  blob  è  ancora  raggiungibile  (distanza  < 
50): in caso affermativo si prosegue, in caso negativo si sceglie un 
nuovo blob (getTarget(-)); 
•  si esce restituendo true. 
void stopTrack() 
Questa  funzione  interrompe  la  fase  di  tracciamento.  Per  fare  questo  è 
sufficiente  che  la  funzione  imposti  le  due  variabili  di  classe  come  segue: 
isTracking = false e target = 0. 
Position  Tracking::findPeople(bool  acquirenew, 
FindPeopleSelectionMode mode) 
Ingressi  Uscita 
bool acquirenew 
Flag  che  determina  se 
acquisire  una  nuova 
immagine o meno  Position 
Direzione e 
distanza del 
blob 
determinato  FindPeopleSelectionMode 
mode 
Metodo  di  determinazione 
del blob 
Questa funzione restituisce la Position (distanza e direzione) del blob più 
grande  (mode  =  FindPeopleSelectsBigger),  oppure  di  quello  più 
vicino  (mode  =  FindPeopleSelectsNearerDistance)  o,  ancora,  di 
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FindPeopleSelectsNearerAngle).  L’implementazione  di  questa  parte 
del codice prevede quanto segue: 
•  una nuova immagine viene raccolta, elaborata e salvata nelle apposite 
variabili,  secondo  i  dettami  della  classe,  se  il  flag  acquirenew  è 
true; 
•  si calcola una nuova back ground subtraction invocando la funzione di 
classe backgroundSubtraction(-,-) e si esce restituendo (-
1,-1), se si riscontra che la telecamera si è mossa; 
•  si lancia la funzione findBSBlobs e, se non viene restituito alcun 
blob, si restituisce il controllo con distanza determinata (-1,-1); 
•  se sono stati individuati dei blob, va restituito quello che soddisfa le 
condizioni d’ingresso: 
o  FindPeopleSelectsBigger: viene restituita la direzione e 
la distanza del baricentro del blob con campo dim maggiore; 
o  FindPeopleSelectsNearerDistance:  viene  restituita  la 
direzione  e  la  distanza  del  baricentro  del  blob  che  ha  il 
baricentro  stesso  più  vicino  al  centro  dell’immagine 
(world().frame.x_center  e 
world().frame.y_center); 
o  FindPeopleSelectsNearerAngle:  viene  restituita  la 
direzione  e  la  distanza  del  baricentro  del  blob  che  ha  il 
baricentro stesso con distanza angolare minore. 
Position getTargetPosition() 
Questa funzione ha il compito di fornire la posizione del bersaglio conservato 
nella variabile di classe targetPos. Restituisce la posizione (-1,-1) nel 
caso  in  cui  non  si  stia  utilizzando  il  tracking  (stato  del  flag  di  classe 
isTracking). 
unsigned char *getImg() 
Questa  funzione  ha  l’unico  compito  di  restituire  la  variabile  di  classe 
imageData  che  contiene  l’ultima  immagine  raccolta  (nello  spazio  colore 
RGB). 
unsigned char *getDiffImg() 
Questa funzione ha il compito di inizializzare la variabile di classe gray4 e di 
restituire il risultato dell’inizializzazione. In particolare ogni pixel di gray4 è 
ottenuto  come  somma  delle  tre  componenti  colore  del  rispettivo  pixel  di 
foreImage.  Dopo  il  processo  di  inizializzazione  si  restituisce  la  variabile 
gray4. 
unsigned char *getSkinImg() 
Questa funzione ha il compito di restituire l’immagine che contiene solo i pixel 
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della classe SkinDetection applicata alla variabile di classe skinDetector 
skinDetector→getDebugImage(). 
unsigned char *getBGImg() 
Questa  funzione  ha  l’unico  compito  di  restituire  la  variabile  di  classe 
backGround  che  contiene  lo  sfondo.  Viene  generalmente  utilizzata  per  il 
back ground subtraction. 
bool isCameraMoving() 
Questa funzione restituisce la variabile di classe isCameraNotStopped che 
ci dice se la telecamera si sta muovendo. 
Dopo l’implementazione delle funzioni della parte public vengono implementate le 
funzioni appartenenti alla parte private. 
unsigned  int  minLabelNeighborsTD(unsigned  int  *mappaBlob, 
int x, int y) 
Ingressi  Uscita 
unsigned int 
*mappaBlob 
Immagine in cui cercare il 
minimo 
unsigned 
int  Il minimo 
unsigned int x  Riferimento orizzontale     
unsigned int y  Riferimento verticale     
Questa funzione ha il compito di cercare e restituire il 
valore  minimo  dei  5  pixel  indicati  in  grigio  nella 
griglia  a  lato.  L’immagine  su  cui  elaborare  questa 
ricerca  è  passata  dal  puntatore  mappaBlob  e  il 
riferimento da cui partire è indicato, come coordinate 
dell’immagine,  dai  due  ingressi  x  e  y.  Il  codice 
implementato per risolvere questo semplice problema 
consiste in una sequenza di 5 if che controllano la 
posizione del pixel in esame (non deve essere fuori 
dalla  griglia)  e  se  sia  minore  del  minimo  calcolato  fino  ad  ora;  in  caso  di 
coerenza con la griglia e inferiorità sul minimo calcolato si aggiorna il valore 
del minimo. Si termina restituendo il minimo così determinato. 
         
         
    x,y     
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unsigned  int  minLabelNeighborsBU(unsigned  int  *mappaBlob, 
int x, int y) 
Ingressi  Uscita 
unsigned int 
*mappaBlob 
Immagine in cui cercare il 
minimo 
unsigned 
int  Il minimo 
unsigned int x  Riferimento orizzontale     
unsigned int y  Riferimento verticale     
Questa funzione ha il compito di cercare e restituire il 
valore  minimo  dei  5  pixel  indicati  in  grigio  nella 
griglia  a  lato.  L’immagine  su  cui  elaborare  questa 
ricerca  è  passata  dal  puntatore  mappaBlob  e  il 
riferimento da cui partire è indicato, come coordinate 
dell’immagine,  dai  due  ingressi  x  e  y.  Il  codice 
implementato per risolvere questo semplice problema 
consiste in una sequenza di 5 if che controllano la 
posizione del pixel in esame (non deve essere fuori 
dalla  griglia)  e  se  sia  minore  del  minimo  calcolato  fino  ad  ora;  in  caso  di 
coerenza con la griglia e inferiorità sul minimo calcolato, si aggiorna il valore 
del minimo. Si termina restituendo il minimo così determinato. 
bool findBSBlobs(map<unsigned int, Blob*> & resBlobs, bool 
erose) 
Ingressi  Uscita 
map<unsigned int, Blob*> 
&resBlobs 
Mappa  che  dovrà 
contenere i blob trovati 
bool  Risultato della 
ricerca 
bool erose  Flag  che  indica  se 
erodere o meno i blob 
   
Questa  funzione  invoca  la  funzione  descritta  qui  di  seguito  con  i  seguenti 
parametri  findBSBlobs(0,0,VIDEO_XSIZE,  VIDEO_YSIZE, 
resBlob,erose). In pratica vengono cercati e identificati i blob in tutta 
l’immagine. 
         
         
    x,y     
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bool findBSBlobs(int left, int top, int width, int height, 
map<unsigned int, Blob*> & resBlobs, bool erose) 
Ingressi  Uscita 
int left  Limite sinistro della zona 
in cui cercare i blob 
bool  Risultato della 
ricerca 
int top  Limite  superiore  della 
zona in cui cercare i blob 
int width  Larghezza  della  zona  in 
cui cercare i blob 
   
int height  Altezza della zona in cui 
cercare i blob 
   
map<unsigned int, Blob*> 
&resBlobs 
Mappa  che  dovrà 
contenere i blob trovati 
   
bool erose  Flag  che  indica  se 
erodere o meno i blob 
   
Questa funzione ha un compito fondamentale per la classe, cioè trovare i blob 
nell’immagine  foreImage  e  attribuire  il  giusto  valore  a  tutte  le  loro 
proprietà.  Restituisce  true  se  è  stato  trovato  almeno  un  blob,  altrimenti 
restituisce false. L’implementazione di questa funzione è piuttosto articolata, 
in  particolare  viene  eseguito  l’algoritmo  di  Milani  alla  ricerca  di  blob 
sull’immagine foreImage. Nel dettaglio: 
•  viene svuotata la lista dei blob resBlobs; 
•  viene riservato e inizializzato a 0 lo spazio di memoria necessario a 
contenere l’immagine labeled
27; ogni “pixel” di labeled viene 
etichettato con un numero cresente se e solo se il corrispondente pixel 
di foreImage è diverso da 0; 
•  a  questo  punto  viene  controllato  l’ingresso  erose.  Se  è  true  si 
procede  con  la  porzione  che  segue,  diversamente  si  salta  questo 
passaggio; 
o  questa porzione di codice è dedicata alla rimozione dei blob di 
piccole dimensioni e alla pulizia dei blob di grandi dimensioni: 
in particolare vengono eliminati tutti i pixel di foreImage (e 
di conseguenza vengono azzerati anche i corrispondenti pixel di 
labeled) che hanno uno degli 8 pixel che li circondano uguale 
a  0.  L’effetto  di  questa  scelta  è  di  eliminare  tutti  i  blob  o 
porzioni  di  blob  che  non  hanno  come  unità  costruttiva 
fondamentale un quadrato di 9 pixel. Nella Figura 38 gli unici 
pixel che rimangono dopo questo processo sono quelli indicati 
in nero; 
                                                 
27 In questa nota si vuole ricordare l’utilizzo dell’“immagine” labeled. I pixel di questa immagine non 
contengono un colore o un’intensità luminosa ma l’indice del blob a cui tale pixel appartiene. Data la 
corrispondenza biunivoca tra pixel di labeled e foreImage (i pixel di una sono uguali a 0 se e solo 
se lo sono anche quelli dell’altra), si determina in maniera immediata a quale blob appartiene ogni pixel 
di foreImage. 3.8.3. Tracking    De Conti Luca – matricola 355370-IF 
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Figura 38. Gli unici pixel che rimangono dopo l’erosione sono quelli indicati in nero. 
•  dopo  l’erosione,  se  c’è  stata,  c’è  l’espansione:  questa  porzione  di 
codice è dedicata ad ingrandire i blob; in particolare gli 8 pixel attorno 
ad ogni pixel diverso da 0 nell’immagine foreImage vengono, se 
necessario,  colorati  (e  di  conseguenza  vengono  etichettati  anche  i 
corrispondenti pixel di labeled); 
•  a questo punto i blob sono stati individuati, puliti e ingranditi. Vanno 
ora etichettati (nell’“immagine” labeled) tutti i pixel appartenenti 
allo stesso blob. In particolare vanno etichettati con lo stesso valore 
tutti i pixel appartenenti allo stesso blob e con valori diversi i pixel 
appartenenti a blob diversi. Il codice che viene descritto di seguito ha 
appunto questo compito: determinare i pixel appartenenti a un blob (in 
pratica tutti i pixel contigui diversi da 0) e quindi attribuirgli la stessa 
etichetta. Per ottenere tale risultato, il codice implementa un ciclo la 
cui uscita è permessa solo se i due cicli nidificati al suo interno non 
hanno apportato alcuna modifica alle etichette dei pixel. I due cicli 
interni  eseguono  delle  passate  alto-basso  e  basso-alto  lungo  tutta 
l’immagine  e  attribuiscono  al  pixel  interessato  la  minore  delle  8 
etichette che lo circondano. In particolare: 
o  nelle  passate  alto-basso  viene  invocata, 
pixel  per  pixel,  la  funzione 
minLabelNeighborsTD(labeled,x,
y)  che  restituisce  il  minimo  dei  5  pixel 
interessati  (vedi  a  lato).  Se  tale  minimo  è 
diverso  da  quello  del  pixel  interessato,  si 
aggiorna l’etichetta di tale pixel al minimo e 
si impedisce l’uscita dal ciclo più esterno. 
Altrimenti  non  si  aggiorna  niente  e  si  prosegue  con  il  pixel 
successivo; 
o  nelle  passate  basso-alto  viene  invocata, 
pixel  per  pixel,  la  funzione 
minLabelNeighborsBU(labeled,x,
y)  che  restituisce  il  minimo  dei  5  pixel 
interessati  (vedi  a  lato).  Se  tale  minimo  è 
diverso  da  quello  del  pixel  interessato,  si 
aggiorna l’etichetta di tale pixel al minimo e 
si impedisce l’uscita dal ciclo più esterno. 
Altrimenti  non  si  aggiorna  niente  e  si  prosegue  con  il  pixel 
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o  le passate alto-basso e basso-alto (quindi il ciclo più esterno) 
vengono  interrotte  solo  quando  non  avvengono  più 
cambiamenti. In questo modo tutti i pixel contigui avranno la 
stessa etichetta; 
•  nasce ora l’esigenza di creare la struttura vera e propria dei blob e di 
attribuire loro tutte le proprietà: 
o  per  fare  questo  si  scansionano  tutti  i  pixel  dell’immagine 
labeled a partire dal primo; 
o  si determina la sua etichetta e si aggiunge al blob con uguale 
etichetta  tale  pixel  (campo  mask  della  struttura  blob).  Si 
sommano  quindi  ai  campi  x  e  y  della  struttura  blob  le 
coordinate  del  pixel  in  esame  e  si  incrementa  di  un’unità  la 
dimensione del blob (campo dim della struttura blob). Se il blob 
con tale etichetta non dovesse esistere, viene creato, impostando 
i parametri della nuova struttura blob come segue: id all’attuale 
etichetta, x e y alle coordinate del pixel in esame, dim = 1 e 
viene aggiunta alla maschera dei pixel del blob il pixel attuale; 
o  va notata una cosa: nei campi che contengono le coordinate del 
centro dei blob non c’è un valore corretto; infatti è presente la 
somma  di  tutte  le  ascisse  dei  punti  del  blob  e  di  tutte  le 
coordinate dei punti. Questi due valori andranno allora divisi per 
la dimensione per ottenere il valore corretto; 
•  a questo punto il codice prosegue con l’eliminazione dalla lista del 
blob con campo id = 0, in quanto contiene i punti che appartengono 
allo sfondo; 
•  in  seguito  vengono  eliminati  i  blob  di  piccole  dimensioni  (in 
particolare  quelli  che  hanno  campo  id  < 
world().frame.minPixel); 
•  vengono  aggiornati  i  campi  x  e  y  di  ogni  blob  come  rapporto  del 
valore con il campo dim; 
•  si  controlla  ora  se  il  baricentro  così  calcolato  è  esterno  alla  zona 
d’interesse  (<world().frame.r_int  e 
>world().frame.r_ext):  in  caso  affermativo  si  elimina  per 
intero il blob (significa che la stragrande maggioranza dei suoi pixel è 
esterna alla zona d’interesse); 
•  si aggiornano i campi width e height di ogni blob, scandendo tutti 
i pixel di ogni blob e cercandone gli estremi; 
•  la funzione termina restituendo true se è stato determinato almeno 
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void backgroundSubtraction(int soglia, bool filterOutNotSkin) 
Ingressi  Uscita 
int soglia  Soglia oltre la quale il movimento è 
riconosciuto come tale 
void  Nessuna 
bool filterOutNotSkin  Flag che decide se tralasciare o meno 
i pixel non riconosciuti come pelle 
   
Questa funzione ha il compito di eseguire il back ground subtraction e salvare 
il  risultato  nella  variabile  di  classe  foreImage.  Se  l’ingresso 
filterOutNotSkin è impostato a true, nel risultato vengono tralasciati 
anche i pixel non individuati come pelle. In particolare: 
•  dato che l’eliminazione dei pixel che hanno colore diverso da quello 
della pelle può essere eseguita solo se lo skin detection è abilitato, la 
funzione inizia con impostare a false filterOutNotSkin se la 
costante di classe USESKINDETECTION è false; 
•  si  prosegue  con  una  breve  fase  di  inizializzazione  che  pone  a  0  il 
contatore count dei pixel che si sono mossi e imposta tutti i pixel di 
foreImage a 0; 
•  a questo punto si eseguono pixel per pixel, le seguenti operazioni: 
o  si  calcola  la  differenza  fra  il  background  in  scala  di  grigi 
backGrounGray  e  l’ultima  immagine  raccolta  (in  scala  di 
grigi)  imageDataGray.  Se  tale  differenza  è  maggiore 
dell’ingresso soglia, si incrementa il contatore count e si 
prosegue. In caso contrario si passa al pixel successivo; 
o  si scrive il pixel su foreImage se è dentro la zona di visione 
(world().frame.r_ext && world().frame.r_int) 
e almeno una delle seguenti condizioni è verificate: 
￿  filterOutNotSkin = false: non si stanno, cioè, 
eliminando i pixel non rilevati come pelle; 
￿  filterOutNotSkin  =  true  &&  isSkin(-
)>0.7: si stanno eliminando i pixel non rilevati come 
pelle  e  il  pixel  rilevato  è  di  pelle  con  probabilità 
maggiore di 0.7; 
•  a questo punto si controlla se il numero di pixel cambiati (il valore del 
contatore count) è elevato (maggiore di MAXBSRETURN); in caso 
affermativo  si  pone  a  true  la  variabile  di  classe 
errorCameraNotStopped, dato che, se la telecamera si muove, i 
pixel cambiati sono presumibilmente molti. 
float shapeFilter(Blob *b) 
Ingressi  Uscita 
Blob *b  Il  blob  a  cui  si  vuole  applicare  il 
filtro di forma 
float  Rapporto  fra  pixel  dentro  e 
fuori 
Questa funzione ha il compito di determinare quanto la forma del blob puntato 
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blob sia simile ad un’ellisse. Per ottenere questo risultato la funzione inizia col 
calcolare media e deviazione standard dei punti ed elimina tutti i pixel che sono 
al di fuori di 3 deviazioni standard. Prosegue col determinare quale sia l’ellisse 
che meglio si approssima alla forma del blob così filtrato. Restituisce quindi il 
rapporto fra pixel dentro l’ellisse e fuori, normalizzato all’area dell’ellisse. In 
dettaglio: 
•  si inizia con il calcolo della deviazione standard: 
o  con un ciclo si scorre tutto il blob, determinando: 
￿  la somma delle distanze di tutti i pixel del blob; 
￿  la somma del quadrato delle distanze di tutti i pixel del 
blob; 
￿  il numero dei pixel del blob; 
o  finito  il  ciclo,  la  media  delle  distanze  si  determina  come 
rapporto  fra  la  somma  sopra  calcolata  e  il  numero  dei  pixel 
(avgdist); 
o  la media del quadrato delle distanze si determina come rapporto 
fra  la  somma  sopra  calcolata  e  il  numero  dei  pixel 
(avgdistsquare); 
o  la  deviazione  standard  si  calcola  ora  come 
2 avgdist are avgdistsqu stdev − = ; 
•  si  prosegue  con  il  filtraggio  dei  pixel  al  di  fuori  di  3  deviazioni 
standard e determinando il punto più vicino ed il punto più lontano dal 
centro dell’immagine: 
o  con un ciclo si scorre tutto il blob: 
￿  eliminando  i  pixel  che  distano  più  di  3  deviazioni 
standard dalla media (avgdist ± 3·stdev); 
￿  determinando  (dopo  l’eliminazione)  il  pixel  che  dista 
maggiormente dal centro dell’immagine; 
￿  determinando  il  pixel  che  dista  di  meno  dal  centro 
dell’immagine; 
￿  calcolando la somma degli angoli di tutti i pixel; 
￿  contando tutti i pixel (dopo l’eliminazione); 
o  finito il ciclo, si determina l’angolo medio come rapporto fra la 
somma degli angoli e il numero di pixel (newcount); 
o  si  disegna  una  crocetta  sopra  il  punto  minimo  e  sul  punto 
massimo (funzione di classe drawCross(-,-,-)); 
o  si disegna l’asse maggiore (drawLine(-,-,-)) che non è 
altro  che  la  retta  che  passa  per  il  centro  dell’immagine  e  ha 
l’angolo determinato appena sopra; 
•  vengono ora determinati il centro, i fuochi e le dimensioni degli assi 
dell’ellisse: 
o  l’ascissa del centro è determinata come la media dell’ascissa dei 
punti  massimo  e  minimo;  l’ordinata  è  individuata  dall’asse 
precedentemente  determinato  e  dall’ascissa  appena  calcolata. 
Dopo  la  determinazione  si  disegna  una  crocetta  sul  centro 
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o  l’asse  maggiore  (maxaxis)  si  determina  come  2  volte  la 
distanza dal centro dell’elisse del punto massimo; 
o  l’asse  minore  viene  calcolato,  per  adattarsi  all’elissoide  della 
faccia, come il prodotto minaxis = maxaxis·0.4; 
o  per la determinazione dei due fuochi si determina, seguendo le 
regole  della  geometria  analitica,  la  distanza  focale: 
4
minaxis
4
maxaxis
distfocus
2 2
− = . 
A questo punto la determinazione dei due fuochi è cosa banale; 
•  quindi ci si prepara per la presentazione del risultato: 
o  con un ciclo si scorrono tutti i pixel del blob, determinando: 
￿  se il pixel considerato sia dentro l’ellisse (seguendo la 
definizione  stessa  di  ellisse  si  determina  se  la  somma 
delle distanze del pixel dai due fuochi è inferiore all’asse 
maggiore); 
￿  in  caso  affermativo  si  colora  il  pixel  in  esame  e  si 
incrementa un contatore (inside); 
o  concluso  il  ciclo  si  calcola  l’area  dell’ellisse 
4π
minaxis maxaxis
Αellisse
⋅
= ; 
o  si determina il fattore di normalizzazione 
ellisse Α
inside
η= ; 
o  si  calcola  il  rapporto  fra  i  punti  interni  ed  esterni  all’ellisse 
newcount
inside
ρ = ; 
o  si restituisce il prodotto  ρ η⋅ . 
Blob* getTarget(map<unsigned int, Blob*> &blobs) 
Ingressi  Uscita 
map<unsigned int, Blob*> 
&blobs  La lista dei blob  Blob*  Il nuovo 
bersaglio 
Questa  funzione  ha  il  compito  di  determinare  quale  sarà  il  prossimo  blob 
bersaglio. Allo stato attuale dell’evoluzione del codice questa funzione si limita 
a restituire un puntatore al blob più grande. In dettaglio la funzione esegue 
quanto segue: 
•  scorre  tutta  la  lista  dei  blob  blobs  alla  ricerca  di  quello  con 
dimensione  maggiore  (informazione  conservata  nel  campo  dim  di 
ogni blob); 
•  inizializza la predizione sulla velocità del blob: 
o  assegna  alla  variabile  di  classe  lastTargetPosition 
l’attuale posizione del blob sopra determinato; 
o  assegna  alla  variabile  di  classe  lastTrackTime  il  tempo 
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o  imposta  a  0  la  variabile  di  classe  che  conserva  la  velocità 
corrente del blob (currentVelocity) dato che non ci sono 
ancora informazioni sulla velocità del blob; 
•  se non è abilitato il tracciamento multiplo (MULTIPLETRACKING = 
false),  vengono  eliminati  dalla  lista  tutti  i  blob  ad  eccezione  di 
quello appena individuato; 
•  esce restituendo il blob determinato. 
bool initTrack() 
Questa funzione ha il compito di inizializzare il tracciamento. In particolare: 
•  inizializza a zero la variabile di classe trackTimes; 
•  elimina tutti i blob raccolti sino ad ora; 
•  raccoglie una nuova immagine e la immagazzina in: 
o  imageData, l’immagine in RGB; 
o  imageDataGray,  l’immagine  in  scala  di  grigi  dopo  che  è 
stata opportunamente filtrata (gaussFilter(-,-)); 
•  resetta l’immagine dello skin detection; 
•  esegue il back ground subtraction (backgroundSubtraction(-
,-)); 
•  se l’immagine è mossa esce restituendo false; 
•  se  non  si  trovano  blob  (findBSBlobs(-,-))  esce  restituendo 
false; 
•  avvia lo skin detection se previsto (USESKINDETECTION) ed esegue 
i seguenti passi per ogni blob: 
o  se  non  si  utilizza  il  filtraggio  della  pelle 
(filteroutnotskin)  elimina  i  blob  che  non  sono  pelle, 
cioè  tutti  i  blob  che  hanno  il  parametro  blobSkinLevel 
inferiore a una soglia (definita in 0.1); 
o  colora  il  blob  e  gli  disegna  un  rettangolo  attorno 
(drawBlobRect(-,-)); 
•  avvia il filtro di forma, se previsto (USESHAPEFILTERING), e per 
ogni blob controlla se il parametro shape è inferiore ad una soglia 
(definita in 0.3). In caso affermativo elimina il blob, in caso negativo 
prosegue; 
•  se previsto (USEVELOCITYPREDICTION), per ogni blob inizializza 
i parametri per la predizione della velocità; 
o  lastPosition  alla  posizione  attuale  del  blob  preso  in 
considerazione; 
o  lastVelocity a 0; 
o  lastNotPredicted a 0; 
•  inizializza a true il flag di classe isTracking; 
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void Tracking::drawBlobRect(Blob *b, unsigned char *img) 
Ingressi  Uscita 
Blob *b  Blob attorno a cui disegnare il rettangolo  void  Nessuna 
unigned char *img  Immagine su cui disegnare il rettangolo     
Questa  funzione  disegna  un  rettangolo  attorno  al  blob  puntato  da  b 
nell’immagine puntata da img. L’implementazione di questa funzione è molto 
semplice. Va innanzitutto detto che la struttura Blob conserva la posizione del 
centro del blob, la sua altezza e larghezza e il suo colore. Basta allora invocare 
la funzione drawRect con i seguenti ingressi: 
•  x = b→x - b→width/2; 
•  y = b→y - b→height/2; 
•  width = b→width; 
•  height = b→height; 
•  color = b→ color; 
•  img = img. 
void  Tracking::drawRect(unsigned  int  x,  unsigned  int  y, 
unsigned  int  width,  unsigned  int  height,  unsigned  long 
color, unsigned char *img) 
Ingressi  Uscita 
int x  Ascissa  dell’angolo  superiore  sinistro  del 
rettangolo 
void  Nessuna 
int y  Ordinata dell’angolo superiore sinistro del 
rettangolo 
   
int width  Larghezza del rettangolo     
int height  Altezza del rettangolo     
unsigned long 
color  Colore del rettangolo     
unsigned char *img  Immagine su cui disegnare il rettangolo     
Questa funzione disegna un rettangolo nell’immagine puntata da img con le 
seguenti caratteristiche: angolo in alto sinistra di coordinate (x,y), larghezza 
width,  altezza  height  e  colore  color.  L’implementazione  è  molto 
semplice. Si tratta di due cicli for, il primo disegna i due lati verticali mentre il 
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void drawCross(ImagePoint ip, long color, unsigned char *test) 
Ingressi  Uscita 
imagePoint ip  Posizione del centro della croce  void  Nessuna 
long color  Colore della croce     
unsigned char *test  Immagine su cui disegnare la croce     
Questa  funzione  disegna  una  croce  nell’immagine  puntata  da  test  con  le 
seguenti caratteristiche: centro in ip, colore color e lunghezza di 2 pixel per 
ogni lato. 
void drawLine(float alfa, long color, unsigned char *test) 
Ingressi  Uscita 
float alfa  Angolo della retta  void  Nessuna 
long color  Colore della retta     
unsigned char 
*test  Immagine su cui disegnare la retta     
Questa  funzione  ha  il  compito  di  disegnare  una  retta  di  colore  color, 
inclinazione alfa e passante per il centro della zona d’interesse dell’immagine 
puntata da test. In dettaglio: 
•  ogni  retta  può  essere  descritta  dall’equazione  y  =  m·x  +  q;  i 
parametri di questa retta si possono determinare come segue: 
o  m=tan(alfa); 
o  sapendo  che  la  retta  deve  passare  per  il  centro  della  zona  di 
interesse  dell’immagine  (di  coordinate 
world().frame.x_center  e 
world().frame.y_center denominati in seguito xc e yc) 
si  può  determinare  con  facilità  il  parametro 
tan(alfa) x - y q c c ⋅ = ; 
•  determinati i parametri della retta, con un semplice ciclo si colora il 
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3.8.4.  Vision 
AVision, un thread ADE, è un elemento estremamente importante per il robot, dato che 
gestice  l’acquisizione  delle  immagini  che  servono  all’automa  per  orientarsi  ed 
interpretare il mondo esterno. 
La descrizione di questo thread è affidata alle parti descrizione “a parole” e descrizione 
tecnica. 
3.8.4.1.  Descrizione 
Come già accennato poco sopra, AVision fornisce al robot le immagini necessarie per il 
suo funzionamento. L’hardware video è già stato descritto in un capitolo precedente, 
pertanto non vi si torna in questo paragrafo. Una caratteristica interessante della classe è 
quella di implementare strumenti per un test del sistema visivo; è infatti possibile far 
utilizzare al robot immagini acquisite precedentemente (anche da dispositivi estranei a 
quello presente nel robot) e salvate in una apposita cartella. 
3.8.4.2.  Descrizione tecnica 
S’inizia  la  descrizione  tecnica  con  un  rapido  riassunto  della  struttura  di  base  della 
classe.  L’architettura  di  questo  thread  si  limita  a  una  serie  di  variabili  (nella  parte 
private) che contengono i parametri fondamentali per la gestione del sistema e a una 
serie di funzioni (nella parte public) che permettono l’interazione dell’utente con le 
variabili di classe. 
In particolare le variabili che costituiscono l’ossatura della classe sono: 
fgDevName[32] 
È un char, che contiene il nome del dispositivo di acquisizione 
immagini. 
fgDevID 
È  un  int  che  contiene  l’ID  del  dispositivo  di  acquisizione 
immagini. 
capability 
È  una  struct  video_capability  che  contiene  le 
proprietà “dimensionali” delle immagini acquisite. 
*buffer 
È un puntatore a un unsigned char che contiene il buffer 
video del dispositivo di acquisizione immagini. 
buffer_size 
È un unsigned int che contiene la dimensione del buffer 
sopra citato. 
pathImg[256] 
È  un  char  che  contiene  il  percorso  di  immagini  di  diverso 
utilizzo. 
brightness, hue, colour, 
contrast, whiteness 
Variabili  int  che  contengono  le  proprietà  dell’immagine 
acquisita. 
sampleImageList  Una  lista  list<string>  che  contiene  le  immagini  per  la 3.8.4. Vision    De Conti Luca – matricola 355370-IF 
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prova del sistema. 
sampleImageIterator 
Un puntatore (list<string>::iterator) a una posizione 
nella lista precedentemente citata che indica l’attuale immagine 
utilizzata. 
timediff, time_eated, 
time_ref, cyclecount, 
saveImgCount, lastDump 
Variabili  generali  il  cui  significato  verrà  chiarito  al  momento 
dell’utilizzo. 
Le  funzioni  che  caratterizzano  la  classe  verranno  discusse  più  avanti.  Di  seguito  la 
descrizione delle dipendenze e la rappresentazione della classe in UML: 
 
Come si vede la dipendenza della struttura da altre classi è piuttosto vasta. Si nota che 
l’utilizzo di strumenti di sistema è esteso come pure lo sfruttamento di classi create ad 
hoc. Tutto ciò ad indicare la centralità e importanza delle funzioni sviluppate in questa 
sezione. 
AVision 
-fgDevName: char  
-fgDevID: int  
-buffer: unsigned char*  
-buf_size: unsigned int  
-pathImg: char  
-brightness: int  
-hue: int  
-colour: int  
-contrast: int  
-whiteness: int  
-sampleImageList: list<string>  
-sampleImageIterator: list<string>::iterator  
-timediff: double  
-time_eated: double  
-time_ref: double  
-cyclecount: int  
-saveImgCount: int  
<ade/athread.h> 
<linux/videodev.h> 
<map.h> 
“utility/avstructs.h”  * 
<sys/ioctl.h> 
<sys/mman.h> 
“vision.cpp” 
<fcntl.h> 
<time.h> 
<dirent.h> 
<errno.h> 
<sys/stat.h> 
<sys/types.h> 
<stdio.h> 
<math.h> 
“filter.h” 
“utility/world.h” 
“vision.h” 
“visionglobal.h” 
“visionutility.h” 
* 
* 
* 
* 
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-lastDump: double  
-capability: {}  
+AVision(dev:char*)  
+~AVision()  
+init(): void  
+act(): void  
+done(): void  
+getName(name:char[32]): bool  
+setBrightness(:int): void  
+setHue(:int): void  
+setColour(:int): void  
+setContrast(:int): void  
+setWhiteness(:int): void  
+whiteBalancing(): void  
+whiteBalancingStep(): bool  
+grabImg(data:unsigned char*): void  
-loadFromFile(filename:const char*, img:unsigned char*): bool  
-LoadSampleImagesList(): int  
-blankImage(p:unsigned long*): void 
 
  AThread   
     
     
S’inizia con il codice analizzando il file vision.h dove sono dichiarate tutte le funzioni, 
costanti  e  variabili  della  classe  AVision.  Come  di  consueto  verrà  prima  esposta  la 
funzione  o  dichiarazione,  poi  sarà  commentata.  L’analisi  procederà  per  blocchi 
funzionali: 
#include … 
La  definizione  inizia  con  l’indicazione  delle  dipendenze,  già  illustrata 
nell’albero. 
#define PATH_IMG  “/mnt/dati/immagini/” 
#define USE_SAMPLE_IMAGES  true 
#define SAMPLE_IMG_DIR  “../sampleimg/.” 
#define ENABLE_BENCHMARK  true 
#define N_BENCHMARK  10 
#define ENABLEWHITEBALANCING  false 
#define ENABLEIMAGEDUMP  true 
Qui vengono elencate le costanti utili alla classe, in questo caso sono essenzialmente 
valori utilizzati in fase di debug. In particolare: 
•  le prime tre indicano dove trovare le immagini di prova e se utilizzarle; 
•  la quarta e la quinta sono necessarie per l’utilizzo di un calcolo di benchmark; 
•  la penultima impone o meno l’utilizzo del bilanciamento del bianco; 
•  l’ultima indica se salvare o meno le immagini sul disco. 
class AVision : public AThread 
Qui viene dichiarata la classe. Si nota che è una classe derivata di AThread. 3.8.4. Vision    De Conti Luca – matricola 355370-IF 
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public: 
AVision(char *dev=“/dev/video0”) 
~AVision() 
void init() 
void act() 
void done() 
bool getName(char name[32]) 
void setBrightness(int) 
void setHue(int) 
void setColour(int) 
void setContrast(int) 
void setWhiteness(int) 
void whiteBalancing () 
bool whiteBalancingStep() 
void grabImg(unsigned char *data) 
Nella  parte  public  vengono  dichiarati  il  costruttore,  il  distruttore  e  le 
funzioni pubbliche utili alla classe. Il loro utilizzo e implementazione saranno 
discussi tra breve. 
private: 
bool loadFromFile(const char *filename, unsigned char 
*img) 
int LoadSampleImagesList() 
void blankImage(unsigned long *p) 
char fgDevName[32] 
int fgDevID 
struct video_capability capability 
unsigned char *buffer 
unsigned int buf_size 
char pathImg[256] 
int brightness 
int hue 
int colour 
int contrast 
int whiteness 
list<string> sampleImageList 
list<string>::iterator sampleImageIterator 
double timediff 
double time_eated[N_BENCHMARK], time_ref[N_BENCHMARK] 
int cyclecount 
int saveImgCount 
double lastDump 
Nella parte private vengono dichiarate le funzioni e le variabili utili allo 
sviluppo  delle  funzioni  dichiarate  nella  parte  public.  Il  loro  utilizzo  e 
implementazione saranno discussi tra breve. 
La struttura costruttiva della classe è affidata alle variabili dichiarate in questa 
parte. Il loro utilizzo è stato descritto sopra, ma nel commento del codice che 
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L’implementazione di tutte le funzioni sopra elencate è affidata al file vision.cpp: 
#include … 
La  definizione  inizia  con  l’indicazione  delle  dipendenze,  già  illustrata 
nell’albero. 
Dopo  la  definizione  delle  dipendenze  di  classe  vengono  implementate  le  funzioni. 
S’inizia con quelle appartenenti alla parte public: 
AVision(char *dev) : AThread(“Vision”) 
Ingressi 
char *dev  Il nome del dispositivo di acquisizione immagini 
Il costruttore. L’unico compito di questa funzione è quello di assegnare alla 
variabile di classe fgDevName il nome del dispositivo di acquisizione, passato 
in ingresso come puntatore *dev. Dalla definizione stessa si nota che è una 
classe derivata di AThread. 
~AVision() 
Il  distruttore  non  è  necessario  dato  che  tutte  le  operazioni  sono  state 
implementate nella funzione del thread ADE done(). 
void init() 
Il compito di questa funzione, fondamentale per ogni thread ADE, è quello di 
inizializzare tutte le variabili e strutture di classe. In particolare: 
•  si comincia con l’inizializzazione del BenchMark; 
•  si prosegue con l’inizializzazione delle variabili di classe e di alcune 
variabili utili alla funzione; 
•  si apre il dispositivo di acquisizione immagini e, se l’operazione non 
va a buon fine, si avvisa con un messaggio d’errore; 
•  se l’utente ha deciso di utilizzare le immagini di prova, si caricano le 
immagini  contenute  nella  cartella  specificata  dalla  costante 
SAMPLE_IMG_DIR; 
•  alle operazioni descritte nei punti precedenti segue una sequenza di 
comandi  che  invia  allo standard  output  tutti  i  campi  della  struttura 
capability; 
•  si  riserva  in  memoria  lo  spazio  necessario  alla  video_picture 
pic e la si inizializza, poi si inviano allo standard output tutti i campi 
della struttura pic; 
•  si procede con l’inizializzazione delle dimensioni della finestra video 
e il loro invio allo standard output; 
•  si inizializza il filtro; 
•  si riserva spazio in memoria per il buffer video; 
•  se l’utente ha deciso di utilizzare il bilanciamento del bianco, si avvia 
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void act() 
Il  compito  di  act(),  fondamentale  per  ogni  thread  ADE,  è  quello  di 
strutturare il funzionamento del thread stesso. In AVision la funzione si limita a 
salvare su disco l’immagine acquisita se l’utente ne ha fatto richiesta tramite 
ENABLEIMAGEDUMP. 
void done() 
Il compito di questa funzione, fondamentale per ogni thread ADE, è quello di 
terminare le attività del thread stesso. done() libera lo spazio di memoria 
utilizzato  dal  buffer  e  a  chiudere  il  collegamento  con  il  dispositivo  di 
acquisizione immagini. 
bool getName(char name[32]) 
Ingressi  Uscita 
char name[32]  Stringa a cui verrà assegnato 
il nome del dispositivo 
bool  Se  l’operazione  è  possibile 
true, diversamente false 
Questa funzione ha il compito di assegnare alla variabile passata in ingresso 
(name[32]) il nome del dispositivo di acquisizione conservato nella struttura 
di classe capability.name, restituendo true se l’operazione è andata a 
buon fine, false in caso contrario. 
void setBrightness(int _val) 
Ingressi  Uscita 
int _val  Il nuovo valore di luminosità  void  Nessuna 
Questa  funzione  ha  il  compito  di  assegnare  alla  variabile  di  classe 
brightness il nuovo valore di luminosità _val e di impostare la nuova 
luminosità  nel  dispositivo  di  acquisizione.  Nel  caso  in  cui  non  si  riesca  ad 
effettuare  il  cambiamento,  si  restituisce  il  controllo  dopo  aver  inviato  allo 
standard output un messaggio d’errore. 
void setHue(int _val) 
Ingressi  Uscita 
int _val  Il nuovo valore di hue  void  Nessuna 
Questa  funzione  ha  il  compito  di  assegnare  alla  variabile  di  classe  hue  il 
nuovo  valore  di  hue  _val  e  di  impostare  il  nuovo  hue  nel  dispositivo  di 
acquisizione. Nel caso in cui non si riesca  ad  effettuare il cambiamento, si 
restituisce  il  controllo  dopo  aver  inviato  allo  standard  output  un  messaggio 
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void setColour(int _val) 
Ingressi  Uscita 
int _val  Il nuovo valore di hue  void  Nessuna 
Questa funzione ha il compito di assegnare alla variabile di classe colour il 
nuovo valore di colore _val e di impostare il nuovo colore nel dispositivo di 
acquisizione. Nel caso in cui non si riesca  ad  effettuare il cambiamento, si 
restituisce  il  controllo  dopo  aver  inviato  allo  standard  output  un  messaggio 
d’errore. 
void setContrast(int _val) 
Ingressi  Uscita 
int _val  Il nuovo valore di contrasto  void  Nessuna 
Questa funzione ha il compito di assegnare alla variabile di classe contrast 
il  nuovo  valore  di  contrasto  _val  e  di  impostare  il  nuovo  contrasto  nel 
dispositivo  di  acquisizione.  Nel  caso  in  cui  non  si  riesca  ad  effettuare  il 
cambiamento, si restituisce il controllo dopo aver inviato allo standard output 
un messaggio d’errore. 
void setWhiteness(int _val) 
Ingressi  Uscita 
int _val  Il nuovo valore di whiteness  void  Nessuna 
Questa  funzione  ha  il  compito  di  assegnare  alla  variabile  di  classe 
whiteness  il  nuovo  valore  di  whiteness  _val  e  di  impostare  il  nuovo 
whiteness  nel  dispositivo  di  acquisizione.  Nel  caso  in  cui  non  si  riesca  ad 
effettuare  il  cambiamento,  si  restituisce  il  controllo  dopo  aver  inviato  allo 
standard output un messaggio d’errore. 
void whiteBalancing () 
Questa funzione ha il compito di bilanciare il bianco dell’immagine raccolta 
con il dispositivo di acquisizione. Per ottenere questo risultato viene invocata la 
funzione  whiteBalancingStep()  per  un  numero  limitato  di  volte. 
Superato tale limite, si avvisa che il bilanciamento non è andato a buon fine. Se 
invece  l’esito  dell’operazione  è  positivo  è  la  funzione 
whiteBalancingStep()che pensa a settare correttamente i parametri. 
bool whiteBalancingStep() 
Questa funzione tenta di bilanciare il bianco dell’immagine e restituisce true 
se l’operazione è andata a buon fine, in caso contrario false. 
La  funzione  passa  attraverso  tre  fasi:  inizializzazione,  filtraggio,  attuazione 
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•  in questa prima fase viene innanzitutto controllata la connessione con 
il  dispositivo  di  acquisizione  immagini;  se  è  presente  si  procede, 
altrimenti si esce restituendo false; 
o  si entra nella fase di dichiarazione e inizializzazione di alcune 
variabili  utili  allo  sviluppo  della  funzione.  Si  vuole  porre  in 
evidenza due variabili: una tiene conto della luminosità, l’altra 
riserva  lo  spazio  di  memoria  per  conservare  l’immagine 
acquisita sfruttando la funzione di classe grabImg(); 
•  dopo la fase di inizializzazione si entra nel cuore vero e proprio della 
funzione dove avviene il filtraggio: 
o  si  scorre  tutta  l’immagine  e,  pixel  per  pixel,  si  determina  la 
media dei tre canali di colore; 
o  la media così determinata viene sommata alla media determinata 
per il pixel precedente; 
o  ad  ogni  iterazione  viene  aggiunta  una  unità  a  una  variabile 
contatore.  Questa  variabile  ha  il  compito  di  tenere  conto  del 
numero di medie che vengono sommate, così da poter estrarre in 
seguito una “media globale”; 
o  si  libera  lo  spazio  di  memoria  riservato  all’immagine  appena 
elaborata; 
•  l’ultimo  passaggio  di  questa  funzione  prevede  l’attuazione  del 
filtraggio appena compiuto: 
o  si  calcola  innanzitutto  la  “media  globale”,  citata  poco  sopra, 
come rapporto fra la somma delle medie e il loro numero; il 
valore determinato in questo calcolo permette di settare il nuovo 
livello di luminosità: 
￿  se  tale  valore  è  compreso  in  un  intervallo  piuttosto 
stingente  (determinato  dopo  lunghe  indagini  di 
laboratorio  in  15  e  17),  non  viene  apportata  nessuna 
modifica dato che l’immagine è già bilanciata; 
￿  se tale valore è esterno all’intervallo sopra determinato, 
si  aggiorna  la  luminosità  sommando  o  togliendo  un 
valore predeterminato (512); 
o  dopo aver individuato la nuova luminosità, si controlla se essa 
stessa è sopra o sotto le soglie minima e massima accettate. In 
caso  affermativo  l’immagine  è  stata  saturata  e  il  processo  di 
bilanciamento  non  è  andato  a  buon  fine,  in  caso  negativo  il 
processo  è  riuscito  e  si  impostano  i  nuovi  parametri 
dell’immagine  sfruttando  le  funzioni  setBrightness(-), 
setWhiteness(-),  setHue(-),  setColour(-)  e 
setContrast(-). 
void grabImg(unsigned char *dest) 
Ingressi  Uscita 
unsigned char *dest  L’immagine catturata   void  Nessuna 
Questa funzione ha il compito di raccogliere le immagini e renderle disponibili 
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hardware o da una lista di immagini di prova. La scelta di una o dell’altra 
possibilità è affidata alla connessione o meno del dispositivo (stato conservato 
nella  variabile  fgDevID)  e  alla  scelta  di  utilizzare  le  immagini  campione 
(valore conservato nella costante USE_SAMPLE_IMAGES). Nel caso non si 
volesse, o non si potesse, utilizzare né l’una né l’altra possibilità, grabImg(-
) si serve di una immagine vuota generata dalla funzione blankImage(-). 
Nel caso di utilizzo d’immagini campione, le immagini contenute nella cartella 
SAMP_IMG_DIR vengono utilizzate una alla volta in maniera ciclica
28. 
Se invece si utilizza il dispositivo di acquisizione immagini (la cui connessione 
è  già  stata  verificata  al  momento  di  scegliere  fra  immagini  campione  o 
dispositivo) la funzione esegue i seguenti passaggi: controlla la disponibilità di 
memoria  per  allocare  un  buffer  video  e,  se  vi  è  la  disponibilità,  raccoglie 
l’immagine,  la  filtra  (sfruttando  la  funzione  yuv420p_to_rgb32(-) 
definita nell’header filter.h) e quindi la restituisce in *dest. 
Dopo l’implementazione delle funzioni della parte public vengono ora implementate 
le funzioni appartenenti alla parte private. 
bool  AVision::loadFromFile(const  char  *filename,  unsigned 
char *img) 
Ingressi  Uscita 
const char 
*filename 
Il  file  contenente  l’immagine  da 
caricare 
bool  L’esito  del 
caricamento 
unsigned char *img  La variabile in cui disporre l’immagine     
Questa  funzione  ha  il  compito  di  caricare  l’immagine  contenuta  nel  file 
*filename  e  immagazzinarla  nella  variabile  *img.  L’operazione  non  è 
complessa: 
•  si controlla l’esistenza del file e se è nel formato ppm; 
•  si immagazzina l’immagine nella variabile *img; 
•  se l’operazione va a buon fine si restituisce true, in caso contrario 
false. 
int LoadSampleImagesList() 
Questa funzione immagazzina nella variabile SampleImagesList la lista 
delle immagini campione contenuta nella cartella dedicata a questo scopo (la 
posizione di questa cartella è conservata nella costante SAMPLE_IMG_DIR). 
Viene restituito il numero di immagini inserite nella lista. 
                                                 
28  La  lista  delle  immagini  da  utilizzare  è  contenuta  della  variabile  sampleImageList,  mentre  la 
posizione dell’immagine di  utilizzo corrente è conservata  nella  variabile sampleImageIterator. 
Quando  sampleImageIterator  raggiunge  la  fine  della  lista,  un  semplice  comando  lo  riporta 
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void blankImage(unsigned long *p) 
Ingressi  Uscita 
unsigned long *p  L’immagine da trattare  void  Nessuna 
Questa funzione ha il compito di modificare 
l’immagine  passata  in  ingresso  come 
puntatore  *p,  trasformandola  in  una 
superficie  bianca  con  tre  rettangolini  neri 
come  illustrato  nella  figura  a  lato.  La 
struttura  così  costruita  permette  di 
determinare  in  fase  di  debug,  od 
ogniqualvolta  sia  necessario,  se 
l’orientamento dell’immagine corrisponde a 
quello stabilito in fase di progettazione. 
Figura  39.  Risultato  della  funzione 
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3.8.5.  Visionglobal 
Questa parte del codice è dedicata alla definizione dei costrutti e costanti necessari allo 
skindetection.  In  particolare  vengono  definite  tre  strutture  che  contengono  le 
informazioni necessarie per descrivere: 
•  un punto di un’immagine; 
•  il bersaglio (da ora in poi denominato anche blob); 
•  la velocità del blob. 
Questa porzione di codice è stata sviluppata dal gruppo degli Artisti Veneti nel progetto 
Software2, da utilizzare per i robot della RoboCup. Nonostante l’evidente differenza di 
utilizzo del robot cameriere le strutture presentate sono comunque adatte. 
La descrizione di questo componente è affidata a una semplice esposizione dei costrutti. 
S’inizia ad analizzare il codice ricordando che le strutture che vengono descritte sono 
implementate nel file visionglobal.h contenuto nella cartella vision. Come di consueto 
verrà prima esposta la dichiarazione, quindi sarà commentata. 
Si  comincia  la  descrizione  del  software  riportando  l’albero  delle  dipendenze  e  la 
descrizione UML delle strutture: 
 
Come si vede, la dipendenza di queste strutture da altre classi costruite per il robot è 
nulla. Tutto questo indica che visionglobal.h presenta costrutti di carattere fondamentale 
per la gestione delle immagini. 
Blob 
+id: unsigned int 
+x: unsigned int 
+y: unsigned int 
+width: unsigned int 
+height: unsigned int 
+dim: unsigned int 
+mask: list<ImagePoint> 
+color: unsigned long 
+avgSkinLevel: float 
+shape: float 
+lastNotPredicted: int 
+lastPosition: ImagePoint 
 
 
ImagePoint    VelocityVector 
+x: unsigned int 
+y: unsigned int 
  +x: double 
+y: double 
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Si analizza il file visionglobal.h dove sono dichiarate tutte le strutture: 
#include … 
L’indicazione delle dipendenze è già stata illustrata nell’albero. 
#define VIDEO_XSIZE  640 
#define VIDEO_YSIZE  480 
#define VIDEO_SIZE  VIDEO_YSIZE*VIDEO_XSIZE 
#define VIDEO_BYTES_SIZE  VIDEO_SIZE*4 
In questa parte vengono elencate le costanti utili alla classe e alle classi che 
utilizzeranno  queste  strutture.  In  particolare  sono  definite  l’altezza 
(VIDEO_YSIZE),  la  larghezza  (VIDEO_XSIZE),  la  dimensione 
(VIDEO_SIZE)  e  la  dimensione  in  byte  (VIDEO_BYTES_SIZE) 
dell’immagine raccolta dalla telecamera. 
struct ImagePoint 
Tale struttura è costituita unicamente da 2 unigned int che rappresentano 
le coordinate del punto dell’immagine. 
struct VelocityVector 
Questa struttura è costituita unicamente da 2 double che rappresentano le 
velocità parziali, lungo l’asse X e Y, dell’oggetto preso in considerazione (per 
esempio un punto o un blob). 
struct Blob 
Sicuramente il costrutto più importante di questa porzione di codice. Qui viene 
definita  la  struttura  effettiva  di  un  blob  e  tutte  le  proprietà  necessarie  per 
identificarlo e poterlo seguire: 
unsigned int id  Il numero che identifica il blob. 
unsigned int x, y  Il baricentro del blob. 
unsigned int width, height  Dimensioni del blob. 
unsigned int dim  Dimensione in pixel del blob. 
list <ImagePoint> mask  È la lista dei pixel del blob. 
unsigned long color  Il colore del blob. 
float avgSkinLevel 
Media delle probabilità che il colore sopra determinato 
appartenga alla pelle. 
float shape  Quanto la forma del blob è somigliante ad un’ellisse. 
VelocityVector currentVelocity  La velocità attuale del blob. 
ImagePoint lastPosition  L’ultima posizione nota del blob. 
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3.8.6.  Visionutility 
Questa  parte  del  codice  è  dedicata  all’implementazione  di  alcune  funzioni  per  il 
filtraggio gaussiano d’immagini e la trasformazione di formato; in particolare: da dump 
a ppmRGB, da dump a ppmGray e da colore a scala di grigio. 
Questa porzione di codice è stata sviluppata dal gruppo degli Artisti Veneti nel progetto 
Software2, da utilizzare per i robot della RoboCup. Nonostante l’evidente differenza di 
utilizzo del robot cameriere le funzioni presentate sono comunque adatte. 
La  descrizione  di  questo  componente  è  affidata  a  una  semplice  esposizione  delle 
funzioni. 
S’inizia ad analizzare il codice ricordando che le strutture che vengono descritte sono 
implementate nei file visionutility.h e visionutility.cpp contenuti nella cartella vision. 
Come di consueto verrà prima esposta la dichiarazione, quindi sarà commentata. 
Si comincia la descrizione del software riportando l’albero delle dipendenze: 
 
Come si vede, la dipendenza di queste funzioni da altre classi costruite per il robot è 
molto limitata; tutto questo indica che la loro natura è fondamentale per la gestione delle 
immagini. 
Si analizza il file visionutility.h dove sono dichiarate tutte le funzioni: 
#include … 
L’indicazione delle dipendenze è già stata illustrata nell’albero. 
void gaussFilter(unsigned char *dest, unsigned char *src) 
void gaussFilterRGB(unsigned char *dest, unsigned char *src) 
void dump2ppmRGB(char *filename, unsigned char *data) 
void dump2ppmGray(char *filename, unsigned char *data) 
void dump2ppmRGB(char *filename, unsigned int *data) 
void rgb2gray(unsigned char *dest, unsigned char *src) 
Dato  che  le  funzioni  sviluppate  in  questa  porzione  di  codice  non  sono  una 
classe ma un semplice header, la struttura di questo file si limita ad un elenco 
di funzioni. 
L’implementazione di tutte le funzioni sopra elencate è affidata al file visionutility.cpp: 
#include … 
L’indicazione delle dipendenze è già stata illustrata nell’albero. 
Dopo la definizione delle dipendenze vengono implementate le funzioni: 
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void gaussFilter(unsigned char *dest, unsigned char *src) 
Ingressi  Uscita 
unsigned char *dest  Il file filtrato  void  Nessuna 
unsigned char *src  Il file da filtrare     
Questa funzione ha il compito di elaborare un filtro gaussiano sull’immagine 
d’ingresso  in  scala  di  grigio  *src  e  di  restituire  il  risultato  nell’immagine 
*dest. In particolare il filtro gaussiano è un passabasso e serve per diminuire 
il rumore; il nucleo del filtro ha dimensione 3·3 ed è ben rappresentato dalla 
seguente matrice: 










⋅ =
1 2 1
2 4 2
1 2 1
16
1
N  
In dettaglio la funzione non fa altro che eseguire i seguenti semplici passaggi: 
•  copiare nel file dest la prima e ultima riga di src; 
•  copiare nel file dest la prima e ultima colonna di src; 
•  calcolare tutti gli altri punti di dest, 
uno per uno, come la media pesata del 
rispettivo punto di src e degli otto che 
lo circondano con la maschera di peso 
rappresentata  nella  tabella  a  lato:  si 
sommano il corrispettivo punto di src 
moltiplicato per 0.25, i quattro punti sugli assi cardinali moltiplicati 
per 0.125 e i rimanenti quattro punti sulle diagonali moltiplicati per 
0.0626. 
Come già detto in precedenza il risultato è restituito nel file dest, passato in 
ingresso come puntatore. 
void gaussFilterRGB(unsigned char *dest, unsigned char *src) 
Ingressi  Uscita 
unsigned char *dest  Il file filtrato  void  Nessuna 
unsigned char *src  Il file da filtrare     
Questa funzione ha il compito di elaborare un filtro gaussiano sull’immagine 
d’ingresso  *src  nello  spazio  di  colore  RGB,  e  di  restituire  il  risultato 
nell’immagine *dest. In particolare il filtro gaussiano è un passabasso e serve 
per  diminuire  il  rumore;  il  nucleo  del  filtro  ha  dimensione  3·3  ed  è  ben 
rappresentato dalla seguente matrice: 










⋅ =
1 2 1
2 4 2
1 2 1
16
1
N  
0.0626  0.125  0.0626 
0.125  0.25  0.125 
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Dato che in questo caso si è in presenza di tre componenti colore, il nucleo del 
filtro viene applicato ad ogni componente. 
In dettaglio la funzione non fa altro che eseguire i seguenti semplici passaggi 
per ognuno dei tre colori: 
•  copiare nel file dest la prima e ultima riga di src; 
•  copiare nel file dest la prima e ultima colonna di src; 
•  calcolare tutti gli altri punti di dest, 
uno per uno, come la media pesata del 
rispettivo punto di src e degli otto che 
lo circondano con la maschera di peso 
rappresentata  nella  tabella  a  lato:  si 
sommano il corrispettivo punto di src 
moltiplicato per 0.25, i quattro punti sugli assi cardinali moltiplicati 
per 0.125 e i rimanenti quattro punti sulle diagonali moltiplicati per 
0.0626. 
Come già detto in precedenza il risultato è restituito nel file dest, passato in 
ingresso come puntatore. 
void dump2ppmRGB(char *filename, unsigned char *data) 
Ingressi  Uscita 
char *filename  File che conterrà l’immagine convertita  void  Nessuna 
unsigned char *data  File  che  contiene  l’immagine  da 
convertire 
   
A questa funzione è affidato il compito di convertire il file immagine data nel 
formato ppm con colori RGB. 
void dump2ppmGray(char *filename, unsigned char *data) 
Ingressi  Uscita 
char *filename  File che conterrà l’immagine convertita  void  Nessuna 
unsigned char *data  File  che  contiene  l’immagine  da 
convertire 
   
A questa funzione è affidato il compito di convertire il file immagine data nel 
formato ppm in scala di grigo. 
void dump2ppmRGB(char *filename, unsigned int *data) 
Ingressi  Uscita 
char *filename  File che conterrà l’immagine convertita  void  Nessuna 
unsigned int *data  File  che  contiene  l’immagine  da 
convertire 
   
A questa funzione è affidato il compito di convertire il file immagine data nel 
formato  ppm  con  colori  RGB.  La  differenza  rispetto  alla  funzione 
0.0626  0.125  0.0626 
0.125  0.25  0.125 
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implementata  in  precedenza  sta  nell’ingresso  accettato:  in  questo  caso 
l’ingresso è un unsigned int * anziché un unsigned char *. 
void rgb2gray(unsigned char *dest, unsigned char *src) 
Ingressi  Uscita 
unsigned char *dest  File che conterrà l’immagine convertita  void  Nessuna 
unsigned char *src  File  che  contiene  l’immagine  da 
convertire 
   
A questa funzione è affidato il compito di convertire il file immagine data nel 
formato  ppm  in  scala  di  grigo.  La  differenza  rispetto  alla  funzione 
implementata  in  precedenza  sta  nell’ingresso  accettato:  in  questo  caso 
l’ingresso è un unsigned int * anziché un unsigned char *. 4.Conclusioni    De Conti Luca – matricola 355370-IF 
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4.  Conclusioni 
Per concludere, il presente lavoro ha descritto uno dei numerosi robot “di servizio” che 
oggi vengono ideati e realizzati per compiere azioni “accessorie”, ma aprono strade 
tecnologiche utili alla creazione di automi sempre più sofisticati ed umanizzati. 
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