Motivated by a recent report by R. E. Mickens, we design an efficient, non-standard, two-step, nonlinear, explicit, exact finite-difference method to approximate solutions of a population equation with squareroot reaction law. Mickens' report establishes the existence of nonnegative, traveling-wave solutions of that model which are bounded from above by 1, and which are spatially and temporally monotone. As its analytic counterpart, the computational technique proposed in the present manuscript is capable of preserving the non-negativity and the boundedness of initial profiles under suitable and flexible conditions on the computational parameters. We provide theoretical results on the existence and uniqueness of non-negative and bounded solutions of the method, and we establish that our technique conditionally preserves the spatial and temporal monotonicity of the approximations. The numerical simulations obtained through a computer implementation of our finite-difference scheme support the fact that the method preserves all of the mathematical characteristics of approximations mentioned above.
Introduction
Let R + = R + ∪ {0}, and let u be a real function defined in R × R + which is twice differentiable in the interior of its domain. In this manuscript, we consider the parabolic, partial differential equation
where the variables x and t represent spatial position and time, respectively, and the reaction term is given by the square-root rule
This model is evidently an extension of the famous Fisher's equation from population dynamics [1, 2] , and a generalization of the classical heat equation when f is identically equal to zero. For such mathematical models, the existence of non-negative solutions is a well-known fact. For instance, the existence of traveling-wave solutions which are positive and bounded from above is common wisdom in the area of mathematical physics [6] .
It is important to mention that the population equation (1) with nonlinear reaction term (2) possesses traveling-wave solutions which are bounded between 0 and 1. Such solutions are evidently of the form u(x, t) = g(z), where z = x − vt, and v represents the speed of propagation. Here, it is important to mention that these traveling-wave solutions satisfy the equation
as well as the conditions lim z→∞ g(z) = 0 and lim z→−∞ g(z) = 1. The function g is non-increasing and, for some z 0 ∈ R, u(z) = 0 for every z ≥ z 0 [5] . Around a neighborhood of the critical value z 0 , the function g has the asymptotic behavior
Before closing this section, it is important to mention that we will consider non-negative, initial profiles provided by continuous, non-increasing functions u 0 : R → R, which are bounded from above by 1. In the discrete scenario, we will restrict our attention to a bounded, spatial interval [a, b] , and we will impose discrete, homogeneous Neumann conditions on its endpoints. This last restriction is in agreement with the fact that the traveling-wave solutions of (1) at points which are located relatively far away from the critical point z 0 , have a spatial derivative approximately equal to zero.
Computational model
In this work, we provide a finitedifference approach to the problem of approximating the solutions of (1) with reaction law (2) . Let us fix a bounded, spatial domain I = [a, b] ⊂ R, and take a uniform partition of I consisting of M subintervals of equal length Δx = (b − a)/M , say, a = x 0 < x 1 < . . . < x m < . . . < x M = b, where m ∈ Z M . Let Δt > 0 represent the temporal step-size, and let 0 = t 0 < t 1 < . . . < t k < . . . denote a uniform partition of the temporal interval [0, ∞), with k ∈ Z + . For convenience, define
Following the notation in the previous paragraph, for every m ∈ Z M and every k ∈ Z + , let u k m represent an approximation to the exact solution u of our problem, at the point (x m , t k ). In our investigation, we will employ the following discrete, linear operators:
Clearly, (5) is a first-order, temporal approximation to the partial derivative of u with respect to t at both (x m , t k ) and (x m , t k+1 ), while (6) is an approximation of order (Δx) 2 to the second-order partial derivative of u with respect to x at (x m , t k ). With this nomenclature, the finite-difference method to approximate solutions of (1) is given by the recursive system of nonlinear equations
It is clear that this method is a Mickens-type, two-step, nonlinear, explicit technique. Moreover, it is easy to show after some algebraic manipulation, that each new approximation u k+1 m is a solution of the nonlinear equation
and, for every u 
Numerical properties
In this section, we will prove a result on the existence and the uniqueness of solutions of (7) which are non-negative and bounded from above by 1. Also, we will establish that our numerical method preserves the monotonicity of the approximate solutions. Throughout, we impose discrete, homogeneous Neumann conditions on the boundary of I, of the form
+ . In addition, we consider initial data u 0 m = u 0 (x m ) for every m ∈ Z M , where u 0 : I → R is a non-negative, non-increasing, continuous function which is less than or equal to 1.
Throughout, we will follow the nomenclature of the preceding sections.
, and let For every k ∈ Z + , we let u k be the vector of the approximate solution at the time t k , that is,
For any vector u and any real numbers a and b such that a < b, we employ the notation a ≤ u ≤ b to represent the fact that all the coordinates of u are numbers which belong to the set [a, b] . Given two vectors u and v of the same dimension, we use the nomenclature u ≤ v to mean that every component of u is less than or equal to the corresponding component of v. As expected, the 
Remark 3 (Algorithmic form). Let k ∈ Z
+ , and suppose that the vector u k satisfies 0 ≤ u k ≤ 1. We let u k+1 be the vector whose components are the numbers u k+1 m for every m ∈ Z M , given by
Evidently, for every m ∈ Z M , the number u The following result shows that (7) preserves the non-negativity and boundedness of initial profiles. It also establishes the existence and uniqueness of such solutions for initial conditions which are non-negative and bounded. 
Proposition 4 (Existence and uniqueness).
, and
satisfies the recursive relation (10).
Proof. The proof is an immediate consequence of Lemma 2 and Remark 3.
Next, we wish to show that our technique preserves the monotonicity of solutions. Recall that a scheme is a monotonicity preserving method if for any pair of discrete initial conditions of the same dimension satisfying u 0 ≤ v 0 , the kth approximations satisfy u k ≤ v k , for every k ∈ Z + .
Proposition 5 (Monotonicity preservation). Suppose that
R x < 1 2
. If two initial approximations of the method
Proof. Suppose that the results is valid for some Recall that a vector x = (x 1 , x 2 , . . . , x n ) is non-increasing if the inequality x i ≥ x i+1 holds for every i ∈ Z n . A numerical method preserves the spatial monotonicity if for every non-increasing initial approximation, the subsequent estimations are likewise non-increasing vectors. Let S = (x k ) ∞ k=0 be a sequence of real vectors of the same dimension. We say that S is non-decreasing if x k ≤ x k+1 holds for every k ∈ Z + . We say that a two-step method preserves the temporal monotonicity of approximations if the sequence of approximations is non-decreasing whenever the first two approximations satisfy u 0 ≤ u 1 .
Corollary 6 (Spatial monotonicity). Let
. If u 0 is a non-increasing, initial approximation of (10), then u k is non-increasing for every k ∈ Z + .
Proof. Let k ∈ Z + , and suppose that the approximation u k corresponding to the time t k is non-increasing. Define the vectors 
Corollary 7 (Temporal monotonicity). Let
, and let u 0 be an initial approximation of (10). If the first iteration of this algorithm yields
of approximations is non-decreasing.
Proof. If we consider u 0 and u 1 as two initial approximations of (10) such that
The conclusion follows from induction. that the method be temporally non-decreasing. Moreover, since each time-step represents an increase of Δt in time, and each space-step has length Δx, The last sentence of Remark 3 yields that the discrete velocity at which the discrete compact support threshold shifts is always constant and equal to Δx/Δt.
Simulations
In this section, we examine the behavior of solutions of (1) with nonlinear reaction given by (2), using the nonlinear method (10). Throughout this stage of our investigation, we will employ the nomenclature and conventions introduced in the previous sections. Additionally, we will use the initial profile . Figure 3 shows the results of the simulations at the time 0.8007. The graph suggests the fact that the condition R x < 1 2 is not only a sufficient condition, but also a necessary constraint in order for the method to guarantee in general the positivity and boundedness of the approximations. The result suggest that such inequality is also a necessary condition for the stability of the method. 
Conclusions
In this manuscript, we propose a finite-difference method to approximate the solutions of a diffusive partial differential equation with a square-root reaction law. The mathematical model is an extension of the famous Fisher's equation from nuclear physics and population dynamics, for which the existence of traveling-wave solutions bounded between 0 and 1 was recently published in [5] . The relevant solutions of the model are continuous, spatially non-increasing functions which are also temporally non-decreasing, and asymptotically converge to 0 and 1 at −∞ and ∞, respectively. Our computational model is capable of preserving the non-negativity and the boundedness of the approximate solutions, as well as their temporal and spatial monotonicity. Moreover, we have the existence of numerical solutions which asymptotically behave as the analytical approximations around the moving boundary threshold, following a prescribed, constant velocity.
The most relevant mathematical results provide conditions for the existence and uniqueness of non-negative approximations which are bounded from above by 1. The proposed method is a Mickens-type, two-step, nonlinear, explicit, finite-difference methodology, with an exact computational implementation; in view of this last characteristic, our technique is computationally efficient. We provide some simulations to evince the fact that our numerical scheme indeed preserves the non-negativity, the boundedness, and the spatial and temporal monotonicity of the approximations, under suitable conditions on the computational parameters.
Our nonlinear perspective improves many linear approaches employed to discretize nonlinear partial differential equations with the purpose of preserving the non-negativity and the boundedness of solutions. Indeed, some of such approaches are based on the use of M-matrices [4] , which are nonsingular, real matrices for which the entries of their inverses are positive numbers. These approaches present two disadvantages with respect to the one reported in this manuscript, namely, that they are not capable of preserving in theory the spatial and the temporal monotonicity of the approximations, and the high computational cost that requires an implementation of a sparse matrix system, particularly in higher-dimensional scenarios [3] .
