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Abstract 
Multiple Sensor fusion is important for human and animals to localize stimuli within an environment. Visual and audio 
sensors are often integrated to direct attention such as in human communication. The paper describes a methodology for 
designing and developing architecture to effectively localise simultaneous audio and visual stimuli by integrating both 
sensors. The Superior Colliculus (SC) inspired the architecture and it mimics the top and deep layers of the SC, as these 
layers are mainly responsible for visual and audio stimuli localization, respectively. The integration methodology described 
in this paper is evaluated against algorithmic-based methodology to determine effectiveness of the approach. Experimental 
results successfully demonstrate the key advantages in the integration, including (i) low-level multimodal stimuli 
localization and (ii) dimensionality reduction of the input-space without affecting stimuli strength and localization.                     
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1. Introduction  
Throughout the history of technology there has been a constant transformation of biological inspirations to 
sustain modern requirements. This research of sensory stimuli processing, concerned with audio and visual 
information, has been inspired by the information processing within the human nervous system, including the 
brain. The emphasis is on the region of the brain called the Superior Colliculus (SC). When it comes to 
receiving visual and audio stimuli, the eyes and ears are the most widely used primary sensory organs. The 
motivation behind the research was to investigate ways to integrate sensory stimuli such that the resultant could 
be a single multimodal output. During the process, the following questions arose:  
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x What is the purpose of integration? 
x How is the combined response different from the individual responses?  
x How is the combined response more useful than the individual responses?  
 
During research into autonomous robots, there is always a requirement for sensors to acquire data from the 
environment as the robot performs its task. Sometimes, the final action of the agent may not only depend on 
data from a single sensor, but from a group of sensors such as autonomous-guided vehicles, a group of sensors 
will be necessary to handle the sensory information used to put the vehicle into motion. In these situations, a 
centralized network can reduce overload of the sensory network management system, rather than a distributed 
network with individual processing units for dedicated functionalities. During such circumstances, sensory 
stimuli integration prior to the intended action is always an advantage when it comes to performance and 
accuracy of the system. Hence there is an advantage of integrating sensory stimuli to reduce the processing time 
and time of response [1]. Since this research concerns audio and visual stimuli, the region of the human brain 
that performs similar mechanism is of direct interest and relevance. 
 
 
Fig. 1: Control flow diagram representing an internal connectivity of superior colliculus towards receiving visual stimuli directly from optic 
tract along with an extension towards spinal cord for motor action. Image source by Medical Neurosciences 731 
 
The SC forms the rostral bumps located on either side of the dorsal aspects of the mid brain roof of human 
brain. The SC is a layered structure that can gather information from visual organs and extend to other layers, 
which can generate responses to perform central activities such as saccade generation based on stimuli 
localization [2]. The neuro-science interpretation of the SC is that the top, or superficial, layers are in direct 
contact with the optical tract, as shown in Fig. 1. Though this tract visual information is transmitted into the SC 
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from the eyes. Due to this direct contact, the SC is the primary receiver of visual stimuli. This signifies the role 
of the SC in the generation of involuntary or reflexive responses that are caused by visual stimuli. However, 
since the deep layers are in contact with the Inferior Colliculus and Somatosensory system (sense of touch), the 
SC responds to visual, audio and somatosensory stimuli.  
If the strategic alignment of layers and their influence on the stimuli is considered, it is understood that the 
deep layers play a major role in the motor response generated by the SC [3]. However this influence is not 
completely exclusive. The SC extends control towards the spinal cord through tectospinal tracts, through which 
it is able to co-ordinate reflexive movements such as eye and head movements. A neuroscience study of the SC 
conducted by Stein [4] reveals that the localization of audio and visual stimuli is carried out in the mid-brain 
region of the nervous system. It is established that actions performed by the SC can be both voluntary and 
involuntary. Other regions of the brain also influence voluntary actions, while involuntary actions correspond 
to audio and visual stimuli based localization in the SC only. Usually the auditory and visual cortex region 
encodes stimuli cues corresponding to time and level difference. The SC is the primary region in the human 
brain that responds to auditory and visual stimuli by generating a motor response to perform saccadic 
movement or subsequent head movement. The following subsection describes how localization can be carried 
out for unimodal auditory and visual stimuli based on a purely algorithmic approach.  
1.1. Audio Localization 
During sound localization, azimuth is the primary factor that needs to be determined. In this context azimuth 
is the angle at which the target stimuli are generated relative to a fixed frame of reference, such as the centre of 
the eyes. This centre divides the left and right ear side as negative and positive directions of azimuth. The 
direction of the audio source, either to the left or right side of the frame of reference, can be calculated using 
the Time Difference Of Arrival (TDOA) of the sound waves at the left and right ends of the stimuli terminal. 
This is equivalent to the biological inter-aural time difference of audio localization in the cortex of the brain 
system [5]. When it comes to calculating TDOA it is important to identify two identical points in the left and 
right audio waveform in order to ensure accuracy. This similarity identification process is initially carried on 
the first sound waveform that is received at the same side of the stimuli source and later to the waveform of the 
opposite side of the source through the process of cross-correlation. 
Cross-correlation is the process of identifying the location at which the signals exhibit similarity. In order to 
localize audio stimuli, the signals received at the left and right ear should be computed for the point of 
maximum similarity, or maximum correlation, when the stimuli are super-imposed on one another. Hence, 
using the technique of cross-correlation, the point of maximum similarity of the left and right sound signals is 
calculated. This enables the sound source angle to be calculated, based upon the speed of sound and the relative 
phase shift between the left and right signals. Details are given in [6]. 
1.2. Visual Processing 
Visual stimuli localization is initial source of delivering attention due to the primary and direct contact with 
SC along with its limited scope in the visual range. Considering the fact that localization in the SC is 
instantaneous, without intervention of the cortex directly, a most convenient method of visual angle 
determination is adapted. To emulate the quick and spontaneous response to stimuli in the SC, difference 
identification using a frame delay technique called a ‘difference image’ is used. This process is based on the 
concept that changes in the visual environment are often identified from consecutive visual frames. Performing 
a brightness separation technique using difference images separates intensity or brightness variations. Using 
this method, all possible variations in the visual field can be isolated as a difference image. This contains 
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various intensities, which can be transformed into RGB components of brightness, though which the highest 
intensity at a particular instant of time can be identified and isolated. 
Later, this difference image is transformed into a weight vector that is interpolated to a visual frame, such 
that the frame of reference can coincide with the centre of the visual vector. Using a geometrical correlation, 
the angle at which the highest visual variance is located can be calculated from the center of frame of reference 
[6].   
1.3. Motivation for Integration 
A sensor is usually designed for its own specific purpose of information receiving and transmission to a 
designated receiver. However, in the case of an autonomous-guided robotic vehicle, the action performed may 
not only depend on the response of a single sensor, but also on the response of a group of sensors. During such 
scenarios, sensory stimuli integration prior to the intended action is always an advantage when it comes to 
performance and accuracy of the system. Hence there is an advantage of integrating the sensory stimuli to 
reduce the processing time and time of response. In this paper, the research is based on integration of audio and 
visual stimuli based on the Superior Colliculus. In order to support the rationale behind the approach from the 
biological viewpoint, the experimental framework of Stein and Meredith was considered [4]. This platform was 
used to observe and study the behaviour of a trained cat during multimodal circumstances. In this platform 
when audio and visual stimuli are activated with the help of a speaker and light (LED), the cat’s behaviour was 
monitored. Based on the single neuron behaviour paradigms for examining unimodal and multimodal sensory 
stimuli orientation [7,8] on cats’ behaviour for motor responses generation, a semicircular environment was 
designed. This behavioral platform was used to perform a series of trials with different mammal based on 
spatial coincidence, disparity and resolution trials.  
This platform provided a good starting point for designing a series of experiments for this research. The 
environment created includes a series of speakers and LEDs arranged in a semicircular environment, so that 
each source is the same distance from the centre, within audio and visual range of the agent (instead of a cat). 
Using cameras and microphones as sensory information receiving devices, stimuli from the environment can be 
collected and fed to the integration network. As a result, the aim is to orient agent’s head towards the direction 
of the source as feedback to the integrated output. This platform was used for both unimodal and multimodal 
stimuli generation and receiving. It is best suited to studies related to saccadic (horizontal) movements of both 
the eyes and the head.  
An algorithmic-based approach is used to perform integration using stimuli data arriving at the agent. This 
integration approach is defined by using the vector stimuli data obtained from unimodal audio and visual 
stimuli localization data obtained from the previous section. Considering the critical factors obtained, such as 
stimuli strength (weight), along with normalized intensity, a conventional weighted method approach is used to 
generate multimodal output. Since the multimodal output can be localized to either of the inputs, a weight 
factor is considered that defines the weighted strength of the stimulus. Using this factor the output is the region 
of concentration that is higher in weight for one of stimuli, depending on their relative strength.  
2. Integration Methodology  
A methodology for audio and visual stimuli integration is proposed in order to investigate the integration 
using low level stimuli data and the phenomena associated with them. In this approach, the visual constraints 
from consecutive frames for confirming whether or not a single of low strength was a noise signal have also 
been considered. By reducing the frequency to 100Hz for a weak audio stimulus and also by reducing the LEDs 
in the behaviour environment, it is possible to generate a weak stimulus to study the integration phenomena 
response. A synchronous timer is used to verify and confirm whether the visual and audio stimuli are 
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synchronized in terms of Time Of Arrival (TOA). If the arrivals of the two stimuli are asynchronous then an 
integration of inputs is not necessary, as the localization can be determined depending on the unimodal 
processing. In cases of multiple signals with a synchronous TOA, the signal strength is considered for 
integration. Once the strongest signal was identified then the preference is given first to this stimulus and only 
later an additional preference may be associated. This case occurs mainly with unimodal data, such as a visual 
environment with two different visual stimuli, or an audio field with two different audio stimuli.  
2.1. Neural Integration Model 
The methodology uses a neural network based approach in order to overcome difficulties, such as error 
determination and reduction, without affecting the computational speed. It also reduces difficulties associated 
with on-going data processing and transmission, such as vector transmission and dynamic data processing, as 
shown in the following Fig. 2.  
During the design, a dynamic combination of audio and visual stimuli was fed to the network. Hence, the 
chances of noise in the form of distortion of the stimuli, or external noise, are significant. For improving the 
efficiency of the network it is essential that the model adapts to the input stimuli and generates an effective 
audio-visual integrated output. Alternatively, implementing learning criteria will help improve the performance 
of the network along with an adaptation towards new input data. Finally, the neuron computations performed in 
the SC of the brain can be modelled using a biological inspired network to perform the audio-visual integration.  
 
 
Fig. 2: Integration Model depicting the transformation of stimuli into vector form, outlining the step-by-step changes towards integrated 
output generation 
 
Due to the need to process both audio and visual layers, the model was required to perform multi-tasking. 
The input data that is delivered to the network model may not be linear. Hence the model should perform 
effectively even with non-linear data. A Self Organizing Map (SOM) network is a potentially effective choice 
due to the mapping feature that simulates the localization properties in the input space of the brain system [9]. 
During the process of output generation, SOM considers missing or incomplete data (without distinguishing it 
from noise) resulting in completely deviated or out-of-range output. This causes ineffective localization, along 
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with depleting performance. Apart from that due to the clustering nature of the network, the SOM tries to 
cluster even the noise present in the data, causing a deviation in the localization [10].  
On the other hand, a Radial Basis Function (RBF) network has similar properties, such as biological 
plausibility, for implementing neural phenomena. RBF network are effective in complex localization problems 
even with non-linear data [11] involving data features of multi-dimensional space [12]. When it comes to data 
transformations and interpolation of input feature data, RBF networks can effectively perform the weight 
adjustments such that criteria for the integration can be satisfied [13]. However, a distance function is 
considered as an activation function, as shown in the Eq.1 along with larger scope for inputs.  
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where Wi and x are the current weight of neurons between the input and hidden layers, respectively, β is the 
radial basis width or weight co-efficient, u(i) is the centre of the approximation function which is greater than 
zero and n is the number of iterations or neurons. To generate an activation function that can entertain a varied 
range of inputs along with deterministic output, a smooth function is required. The activation function should 
be able to classify the patterns from the input entries. Due to the lack of generalization, a Gaussian distribution 
function is used instead of a discrete function. Gaussian functions are known for their consistency for the 
output irrespective of the number of hidden units. 
Similarly, the RBF can effectively optimize the model output with the available training set and improves in 
efficiency as the training set increases [14]. When it comes to training, online training features adapted by the 
RBF fit to the changing data sets [15]. In the following Fig. 3, RBF network features that are considered for the 
design of the integration network implementation are provided.  
 
 
Fig. 3: Multisensory integration model: Radial basis neural network model used for generating multimodal output for both unimodal and 
multimodal stimuli inputs  
 
The network is a 3-layer structure with input, hidden and output layers. The hidden layer is supplied with 
neurons during the process of network development based on the modification of the radial basis function 
towards the goal. The network is provided with variables such as input vectors, target vectors (expected 
output), error or goal along with a limit on the number of neurons. The radial basis function spread, which 
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defines the radius of the activation function across the hyper dimensional space of the hidden layer, is initially 
large. A larger spread has to be using to make the approximation smoother, with out increasing the number of 
neurons for generalization.  
Considering the input layer, it is capable of receiving information from the environment in the form of 
visual and audio vectors. This vector information is thus passed on to the hidden layer that uses a Gaussian 
action function to determine the absolute distance between the hidden dimensional space and the input vectors. 
Later, with dimensionality reduction of the datasets and with the help of a summation function, the output is 
delivered to the output layer. Once the pre-processed data is available at the integration model, in order to 
increase the computational efficiency, only factors that influence the multimodal stimuli for multimodal 
localization are considered. Similar to the common platform that is used for referencing the unimodal 
localization of audio and visual stimuli, a common spatial reference platform is used to analyse the stimuli. 
However, strength and intensity of the stimuli are two primary factors that are prioritized during the process. 
With the above-mentioned series of issues concerning computational time, network design and development, 
the integration network model was developed to perform the integration of audio-visual stimuli that arrive 
simultaneously at the agent. 
2.2. Experimental results 
The neural network integration model contained within the agent is tested using the behavioural platform 
with experiments involving the simultaneous bombardment of visual and audio stimuli. The platform includes a 
series of speakers and LEDs arranged in a semicircular environment, so that each source is the same distance 
from the centre, with in audio and visual range. The agent at the center is equipped with a pair of cameras and 
microphones that served as eyes and ears positioned similarly to human. During the experimentation, various 
integration cases are emerged [5], which are analyzed for precision and significance. However, the level of 
performance achieved was determined along with further verification using other inputs in the input subspace. 
The multimodal input stimuli collected are using to verify the success by determining the error involved from 
expected and target output states.  The experimental analysis examines various input states involved in 
generating the multimodal output. A chart provided below is one such integration samples obtained during 
output analysis.  
Table 1: Multimodal localization errors determined from the sample 1 with respect to corresponding audio and visual stimuli data.  
 
Audio Vs Visual (degrees) Set 1 Set 2 Set 3 Set 4 Set 5 RMS St Dev 
-30 0.07 -0.5 0.0 0.0 0.07 0.23 0.24 
-20 1.41 0.04 -0.9 0.0 0.33 0.76 0.83 
-10 1.01 1.07 0.97 0.0 -0.05 0.79 0.57 
0 -- -1.3 -0.04 -1.11 0.04 0.76 0.70 
10 -0.56 -- -0.06 -0.07 0.0 0.25 0.26 
20 -1.02 -0.56 0.04 0.0 0.01 0.52 0.47 
30 0.08 0.89 0.01 0.0 -0.06 0.40 0.40 
Mean 0.59 0.62 0.29 0.17 0.08 0.35 0.24 
St Dev 0.92 0.91 0.54 0.42 0.13 0.58 0.34 
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In Table 1, a set of multimodal stimuli samples (expressed in degrees) was collected in the decreasing order 
of frequency. As input for this sample, five different multimodal sets of data are created, where: Set1 = 500Hz, 
Set2 = 400Hz, Set3 = 300Hz, Set4 = 200Hz, Set5 = 100Hz along with normalized visual stimuli in the range of 
(0.5, 1).  
In Table 1 some cells are empty, which means no output obtained. This absence of output, which results the 
lack of deterministic states of output stimuli, falls into the category of depression. The above test points are 
randomly selected from the multimodal input space, where audio and visual input is simultaneously transmitted 
to the integration model. In Fig. 4, a graphical representation of the error demonstrates the error significance.  
 
 
Fig. 4: Graphical representation of stimuli localization error from table 1, featuring error obtained during the multimodal localization out of 
above instances. In this graph the error obtained at the random selected state is plotted.  
 
On the graph, the errors for inputs within the range (-300, 300) are provided. The overall errors are within the 
range of (-1.50, 1.50), while the root-mean-square (RMS) error is less than one degree. The graph also indicates 
that as the frequency decreases, the localization improves with error and stabilizes in the range of (-20, +20). 
3. Performance 
In this section, the outputs generated by two different integration methodologies including algorithmic and 
proposed neural network approaches are described. This analysis is carried out in two different ways by 
considering tow different samples of the input used to generate multimodal output.  
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3.1. Algorithmic verses neural network model performance 
In the first instance, a comparison is made between the outcome obtained from the algorithmic model and 
the neural network model. From the output obtained using simultaneously arriving unimodal stimuli, the 
findings can be summarized as follows: 
x Output: For a given multimodal input, the output is generated for all kinds of stimuli, irrespective of the 
strength of the stimuli. This is true for both the algorithmic and neural network models. However,  
x Error: In the algorithmic approach it is observed that a maximum error of 230 is obtained in a particular 
sample space, which is high. Considering the degree of saccade freedom for object localization (±50), this 
error is considered too high. This influences the accuracy of the model. On the other hand, the neural 
network model produced a maximum error of -2.960. This error is considerably lower when compared with 
the previous case. Considering the degree of freedom for object localization, this error is not significant. The 
model thus signifies a more accuracy than earlier. 
x Accuracy: This refers to the correctness of output generated for a given multimodal input. In other words, 
when there are less than ±20 errors obtained from a multimodal output, then it was considered as accurate. In 
this context, using the algorithmic-based model there are few accurate cases. However, with the neural 
network mode, more than half of the sample set is accurate. 
 
Table 2: The test set error percentage generated using the algorithmic and neural network integration models is detailed from various source 
locations signifying the variation. Each row in the following table signifies the amount of error obtained at different source locations in the 
range of (-300, 300) under algorithmic and neural network approach along with extent of variation between them. 
 
 
Error Comparison Table of Multimodal Output at Different Source Locations 
Error obtained  
At  
Source Location 
Algorithmic  
Approach 
Error 
Neural Network 
Error 
Algorithmic 
Approach  
Error (%) 
Neural Network 
Error (%) 
Error 
Variation 
-300 
-20.94 0.0 69.8% 0% 69.8 
-200 -2.62 3.67 13.1% 18.35% -5.34 
-100 11.5 11.05 >100% >100% -- 
00 3.79 2.40 37.9% 24% 13.9 
100 0.02 0.0 2% 0% 2 
200 2.02 0.02 10.1% 0.1% 10 
300 0.08 0.08 0.2% 0.2% 0 
 Mean = 5.86 Mean = 2.46  
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In another instance, from the available input obtained from simultaneously available multimodal stimuli, a 
fixed set of data was used and is subjected to integration using both the algorithmic and neural network model. 
Thus, the obtained output was compared, along with error, accuracy. Table 2 shows the input and output for the 
multimodal test case. 
 From the above test case based on the output exhibited the following observations were made: 
x Output: Output is generated irrespective of intensity of stimuli. This signifies that the integration models are 
responsive to at least most of the stimuli. 
x Error: From the output obtained in both algorithmic and neural network models, the error present in the 
output is graphically shown in the following Fig. 5. 
 
 
Fig 5: Graph obtained from projecting the error obtained from integration output of both algorithmic and neural network models 
 
x Accuracy: Accuracy in this case was measured, taking into account the degree of saccade freedom (+/-50) 
for object localization. From the selected input category, the algorithmic-based model has successfully 
achieved 50% accuracy, while the neural network model has achieved 86% accuracy in the generation of 
output. However, since performance cannot be measured based on limited input space, the performance 
analysis is carried out in the next section considering the entire stimuli space. 
3.2. Discussion on performance 
During the course of research, variations while integrating audio and visual stimuli were identified and 
classified accordingly. In this section, a discussion is provided on the enhancement and depression phenomena 
and their behaviour with respect to the stimuli intensities. In the algorithmic and neural network model 
comparison provided earlier, enhancement and depression phenomena are observed in either of the models. In 
this scenario, depression phenomena was demonstrated clearly where the multimodal output was significantly 
less compared to either of the inputs. However when it comes to accuracy, the above-mentioned case was not 
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accurate because the model was expected to generate a null output. Hence integration model accuracy was 
reduced (by less than 20) in such instances. 
 
Fig 6: Intensity graphs of audio, visual and multimodal output demonstrating stimuli intensity towards enhancement and depression 
phenomena achieved by the neural network model. 
 
With reference to the Fig. 6 in sets 1 and 2, the multimodal intensity is greater than either of the inputs 
intensities, signifying the stimuli are from the same direction. However, for the next three sets, there is a 
gradual drop in the multimodal stimuli intensity, even though high unimodal stimuli are recorded. This is due 
to the stimuli sources being on either side of the reference frame. Set 5 demonstrates depression, where no 
significant multimodal output was obtained. Finally, it was concluded that stimuli direction and intensity are 
the critical factors responsible for the generation of enhancement and depression phenomena. Though the 
integration output appears to be visually biased, it is actually intensity biased. However, when it comes to 
action generation, such as saccade generation, priority is given to visual stimuli. 
The original research question addressed can be stated as follows: Is it possible to create a computational 
architecture inspired by the Superior Colliculus of the mid-brain, using an artificial neural network, which 
enables the efficient integration of audio and visual stimuli arriving simultaneously at an agent, in order to 
localize the source of the stimuli? A series of experiments has successfully demonstrated that the architecture is 
effective in accurately localizing multimodal stimuli, including those arriving simultaneously at the robot.  In 
order to achieve this, the research was carried out beyond the original research question, in which the 
architecture was effective at localizing a wide range of input stimuli under various stimuli conditions. These 
include unimodal audio or visual stimuli, with a range of frequencies and intensities. For both the unimodal and 
the multimodal cases, it has been shown to outperform the purely algorithmic approach tested during the 
project for evaluation purposes as shown in Fig. 5. 
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4. Conclusion  
This work established the desirability of stimuli integration, along with the advantages that can be achieved 
in the context of autonomous intelligent agents that require a source of location capability. A link between the 
input stimuli and the output motor command, in the form of saccades, was identified that justified the 
motivation of studying the SC. Finally this work is an attempt to investigate multimodal stimuli integration 
behaviour. During the process, a successful integration of audio and visual stimuli into a single command that 
is used to generate saccades is achieved. Transformation of multimodal stimuli into a single dimension control 
signal is accurately achieved using the neural network training process. Therefore the research has contributed 
to the successful reduction of audio and visual dimensional space into an integrated single space. A potential 
application based on the above research is a self-driven camera (equipped with a microphone) that can be used 
to localize any stimuli within its focus, and later to track the stimuli in the case of a moving source. This 
concept could also be used in social robot scenario, where a robot interacts with people in public in places such 
as museums, and hospitals and schools as an interactive agent. 
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