Abstract-A multi tenant database cluster is a concept of a data storage subsystem for cloud applica tions with the multi tenant architecture. The cluster is a set of relational database servers with the sin gle entry point, combined into one unit with a cluster controller. This system is aimed to be used by applications developed according to Software as a Service (SaaS) paradigm and allows to place tenants at database servers so that it may provide their isolation, data backup and the most effective usage of available computational power. One of the most important problems on such a system is an effective distribution of data between servers, which affects the degree of individual cluster nodes load and fault tolerance. This paper considers the data management approach based on the usage of a load balancing quality measure function. This function is used during the initial placement of new tenants and also during placement optimization steps. Standard schemes of metaheuristic optimization such as simulated annealing and tabu search are used to find a better tenant placement.
INTRODUCTION
Designing an application according to Software as a Service (SaaS) paradigm brings a lot of additional problems to consider, which are not peculiar to applications with the traditional architecture. Two main tasks are provision of high degree of horizontal scalability and decreasing provider's operation costs while ensuring service level agreements (SLAs). These requirements, in turn, imply the usage of such architec tural solutions, that would allow utilizing the same computing power to serve multiple client companies. One of such solutions is the usage of the multi tenant architecture. This approach implies that resources of the application are shared among many client companies and the isolation of clients' data is the respon sibility of application logic. Designing the solution according to such architectural principles allows to use almost unlimited quantity of application instances for serving clients' requests, if sufficient computing power is provided. However, these considerations do not apply to database servers, since this component of the system does not scale well horizontally. Despite the fact that many contemporary and the most advanced relational database management systems (RDBMS) have some built in support for horizontal scaling, its usage usually assumes some additional complexity, restrictions in functionality and an increase of installation cost.
However, the more detailed analysis of a typical cloud application with multi tenant architecture allows to identify several features, which can simplify the development of a data storage subsystem. These features are:
-the majority of the application clients are small companies, which are not ready to bear the costs of its own IT-infrastructure [1] ;
-customers' data must be completely isolated as if they are stored in separate databases [2] . So, the considered application deals with the query flow, which can be divided into N independent and non intersecting subflows of individual tenants. Since application clients are usually small or medium sized companies, they do not produce heavy weight queries, but the total amount of queries is large.
These considerations became the basis for the proposed concept of a multi tenant database clustera data management system for cloud applications. The main idea of the proposed solution to the organi zation of the cluster is the implementation of an additional abstraction layer that provides a software inter 1 The article is published in the original. face which is closest to the interface of traditional relational databases. The main advantages of such an approach are the following:
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-simplification of application development due to the possibility of using existing developers' knowl edge and skills without need to worry about the customers' data isolation from each other; -simplification of the system management.
The main objectives of a multi tenant database cluster are the following [3] : -providing tenants' data isolation from each other; -management of tenants' data distribution among servers of the cluster, dynamic data redistribution according to the load of particular servers and the characteristics of clients query flow; -providing fault tolerance in a case of failure of one or more servers; -routing of clients' queries to appropriate database servers within the cluster; -estimation of resource utilization efficiency and system diagnostics. Schematically, the cluster architecture is shown in figure. The more detailed discussion about the multi tenant database cluster concept can be found in [3] .
DATA MANAGEMENT PROBLEM IN THE MULTI TENANT DATABASE CLUSTER
One of the main tasks of the multi tenant cluster is the management of tenants' data distribution. The solution of this problem defines the quality of load balancing, the efficiency of computational resources usage and the fault tolerance of the system. To solve this problem, it is necessary to develop a formal model of the system and introduce a metric for evaluating the performance of the data distribution subsystem, which would well correspond with consumer characteristics of the cluster (eg, an average request process The architecture of the multi tenant database cluster. BOYTSOV ing period). On the basis of experiments at the simulation model of the cluster [4] the following metric of load balancing efficiency for the cluster consisting of M servers and serving N clients was proposed [5] : (1) where:
-λ j -the intensity of the j th client query flow; -load(i, j)-the load of j th client query flow to the i th server (including data replication in the cluster);
--the bandwidth of the i th database server. Informally speaking, this function is designed in such a way that it makes the load of each particular database server to be as close as possible to its share in the total computational resources of the cluster. The problem of optimal data distribution in this case is reduced to the problem of finding such a system state, which gives the minimal value of the function (1) among all feasible solutions. The formal statement of the load balancing problem for multi tenant database clusters with a constant flow of queries is discussed in more detail in [6] .
The problem of dynamic data management has two aspects: -initial tenants' data distribution in the cluster; -data redistribution for optimization of load balancing quality according to the collected statistics on application usage.
The first aspect (initial data distribution) is obviously a subject for heuristic engineering approaches. Since the system does not have any information on the characteristics of a new client's query flow, it can not make a reasonable decision on placing client's data at particular node of the cluster. At this stage the system should provide the fault tolerance for the new tenant and reserve some computational power bas ing on some assumptions about the future characteristics of its query flow.
The problem of data redistribution can be solved basing on the formal model of the system. In this case the problem can be stated in the following way: transform the cluster to the state with a smaller value of the target function (1) without creating the excessive load. The following consideration should be taken into account: a particular client load on the cluster is not constant and can significantly vary with time. Besides, new clients are constantly added to the cluster and some existing clients decrease the intensity of the application usage.
APPLYING STOCHASTIC METAHEURISTICS TO THE PROBLEM
OF DATA MANAGEMENT A closer examination of metric (1) shows that the problem of minimization of this metric is a special case of the generalized quadratic assignment problem (GQAP), which, in turn, is a generalization of the quadratic assignment problem (QAP). This problem was first stated in 1957 by Koopmans and Beckmann [7] to model the problem of allocating a set of n facilities to a set of n locations while minimizing the qua dratic objective arising from the distance between the locations in combination with the flow between the facilities. The GQAP is a generalized problem of the QAP in that there is no restriction that one location can accommodate only a single equipment. Lee and Ma [8] proposed the first formulation of the GQAP. Their study involves a facility location problem in manufacturing where facilities must be located among fixed locations, with a space constraint at each possible location. The objective is to minimize the total installation and interaction transportation cost.
The QAP is well known to be NP hard [9] and, in practice, problems of moderate sizes, such as n = 16, are still considered very hard. For recent surveys on QAP, see the articles of Burkard [10] , and Rendl, Pardalos, Wolkowicz [11] . An annotated bibliography is given by Burkard and Cela [12] . The QAP is a classic prob lem that still defies all approaches for its solution and where problems of dimension n = 16 can be consid ered large scale. Since GQAP is a generalization of QAP, it is also NP hard and even more difficult to solve.
If we apply that knowledge to the problem of load balancing in the multi tenant database cluster with metric (1), it becomes obvious that the exact solution of this problem can not be achieved. Indeed, the load balancing problem deals with dozens (and possibly hundreds) of database servers in a cluster, and a
several hundreds of thousands of system customers. Thus, we can conclude that some fast heuristic meth ods should be used to find the optimal data distribution strategy. One of the well known approaches for building productive optimization heuristics is the usage of so called metaheuristics. The most widely used of them are: -genetic algorithms [13] ; -simulated annealing [14] ; -tabu search [15] . Genetic algorithms are difficult to apply to the problem of data distribution in the multitenant database cluster, since it is difficult to state what should be used as the "initial population" of the system, as the opti mization is always started from a single point-the current tenants' data distribution in the cluster. Two other metaheuristics and the imitation model of the multi tenant database cluster were used to develop several data management algorithms.
Algorithms Based on the Simulated Annealing
In this work two variants of data management algorithms based on simulated annealing were suggested. Both of them use the same algorithmic scheme and differ just by a set of transformations applied to the data distribution in the cluster: the first algorithm uses completely random transformations (we suggested it will work faster), the second one is developed to search transformations, which with a higher degree of probability will lead the cluster to the state with a smaller value of the metric. Both algorithms use three types of elementary data distribution transformations:
1. Moving a replica of tenant's data from one server to another one. Parameters of this transformation are the client's identifier and identifiers of source and target servers.
2. Moving a master copy of tenant's data from one server to another one. Parameters of this transfor mation are the client's identifier and identifiers of source and target servers.
3. Exchanging two data instances of two clients. Parameters of this transformation are identifiers of tenants being exchanged and identifiers of servers hosting corresponding data instances.
Each kind of elementary transformation has some probability to be applied at the next step of the algo rithm. The first algorithm selects transformations parameters completely random from a set of feasible ones. The second algorithm analyzes the current load of servers and tries to move the part of load from those, whose load is higher than their share in computational resources of the cluster, to servers, whose load is lower than their share.
All transformations are limited by a relocation budget-some percent of the total data size stored by the cluster. In the experiments we used small values of that percent (0.1-1). The relocation budget is used as a natural limit for one iteration of optimization: if the cost of transformation from an existing data dis tribution to the best one (in terms of metric (1)) found during the current iteration of optimization is higher than the relocation budget, the iteration is considered complete. The initial temperature of a sys tem at the beginning of a simulated annealing optimization algorithm is equal to one. The cost of execu tion of a single elementary transformation is equal to the ratio between the size of data being relocated and m relocation budgets (m is selected experimentally). Thus, the following actions are applied at each step of the algorithm:
1. one of three elementary transformations is chosen according to the predefined "weights"; the algo rithm determines its parameters and calculates cost; 2. the metric of the cluster after applying the chosen transformation is calculated; 3. if the calculated value of the metric is smaller than the current one, the system is transformed accordingly and its temperature is decreased by the transformation cost; 4. if the calculated metric value is not lower than the current one, the system is transformed into a new state with the probability, which depends on its current temperature. If the transformation is applied, the temperature of the system is decreased by that transformation cost;
5. if several consecutive choices of elementary transformations did not lead to the change in the system state (all the distributions found were worse than the current one and the temperature of the system is too low to accept them), the iteration is considered complete.
The result of the optimization algorithm is a data distribution with a minimal value of metric of all vis ited ones (not necessarily the state in which the algorithm finished its work). 
Algorithms Based on the Tabu Search
Similar versions of data management algorithms were implemented on the basis of the tabu search metaheuristics. The same three elementary transformations of tenants' data distribution were used, as in the case of the simulated annealing. The scheme of the algorithm is the following:
1. the algorithm finds N "neighbours" for the current state of the system using elementary transforma tions;
2. the algorithm selects a state with the minimal metric value (1) in the neighbourhood considered, and if this state has a lower value of the metric, it is stored as the current global minimum; 3. the system turns into a new state and adds its previous state in the tabu list. The algorithm stops its operation if the relocation budget of the iteration is exhausted, that is, when transformation from the current cluster state into the best one found requires to move more data than it is allowed to do. As in the previous case, two variants of the algorithm were implemented: the first one exam ines a completely random neighbourhood of the current solution, and the second is programmed to opti mize the search.
Common Features of the Developed Algorithms
The algorithms developed have some common features, which make them attractive to be used for implementing effective data management strategies. Among them we can list:
1. the ease of implementation and perception; 2. a good performance-since all algorithms are based on just three elementary transformations they work sufficiently fast;
3. an adaptation to the changes in the structure of the cluster (addition/removal of servers)-added servers are used almost immediately;
4. the absence of large clients' data redistribution overhead due to the usage of a relocation budget con straint;
5. the possibility of iterative applying of the optimization. All these features make the approach based on the use of stochastic metaheuristics very promising.
EXPERIMENTAL EVALUATION OF THE DEVELOPED ALGORITHMS
For experimental evaluation of the developed algorithms two experiments were conducted on the imi tation model of the multi tenant database cluster.
In the first series of experiments the developed algorithms were compared with created earlier [6] non optimizing data distribution algorithms. Six algorithms were considered:
1. an algorithm based on the division of the cluster into groups of servers and balancing clients between groups (SG); 2. a non optimizing algorithm based on metric minimization (1) using a variation of branch and bounds method (NOM); 3. an algorithm based on simulated annealing metaheuristic with random selection of an elementary transformation at each step (OMSAR); 4. an algorithm based on simulated annealing metaheuristic with the optimized selection of an elemen tary transformation at each step (OMSAD); 5. an algorithm based on tabu search metaheuristic with random selection of an elementary transfor mation at each step (OMTSR);
6. an algorithm based on tabu search metaheuristic with the optimized selection of an elementary transformation at each step (OMTSD).
During the experiment which used the model with 16 servers, the query flow was configured in a way which provided progressive registration of new clients at the cluster and therefore the corresponding increase of query flow intensity. Since the computational power of the cluster is limited and the total inten sity of incoming query flow constantly increases, it is obvious that the cluster will stop serving queries at some point of time. In each case modelling was conducted until the formation of a total queue of a thou sand queries on a cluster as a whole, or a queue with two hundred requests at any server. Intensities of incoming query flows for each tenant were constant during the entire experiment. Two replicas of data were created for each tenant to provide fault tolerance. The ratio between read only and data modifying queries was used as an additional parameter of experiments. For each combination (algorithm, ration of read only/modifying queries) 30 experiments were conducted. The results of this experiment series are given in the Table 1 .
We can conclude on these grounds, that the use of data distribution optimization in a case with a con stant intensities of incoming query flows do not give any significant effect in comparison with non opti mizing version of the same algorithm (however, in both cases the results are about 6 to 18% better than the results of algorithm 1(SG), which is not based on the load balancing metric (1)). These results can be explained by the scheme of the experiment: by constant adding new tenants the non optimizing algorithm optimize to some extent the distribution of the load on the servers in the cluster. Another unexpected fact was that algorithms 3 (OMASR) and 5 (OMTSR) with random selection of elementary transformations operated much worse than their "directed" variations. Since the results they shown were even a little worse, further experimentations with their use have not been conducted. It was also established that with approximately similar results the algorithm based on simulated annealing shows a better performance than the algorithm based on tabu search metaheuristic. The second experiment series was conducted with a little different scheme: -intensities of incoming query flows were changing in time during the modelling; -the amount of tenants registered at the cluster was limited by values, which are close to those obtained in the first series of experiments as bound conditions; -based on the results of the first experiments series, the duration of modelling was limited by 2500 units of model time (an average duration of modelling for algorithms based on metric (1) was about 1400 units of model time).
The aim of this series of experiments was to find out how the tested algorithms behave with a load close to the maximum possible (for the given algorithm).
The best result in this experiments series is the termination of modelling as a result of the time inter ruption trigger. The results of the experiments are given in Table 2 .
When analysing the obtained results, we can see that in the second experiment series the optimizing algorithms have shown themselves better than their non optimizing versions. In all experiments the clus ter using the optimization was transformed in such a state that it was able to continue successfully serve incoming requests, continuously adapting to changes in the query flow. Non optimizing algorithms in all cases became "victims" of fluctuations in intensities of query flows, which sooner or later resulted in a state when some parts of the system were unable to cope with load.
CONCLUSIONS
The results of the experiments showed that the developed approach to data management based on the use of load balancing quality metrics and optimization using stochastic meta heuristics can be applied and successfully copes with the basic tasks of the multi tenant database cluster control system. The algo rithms developed as a part of this study stage are simple and productive, that is very important for their successful operation and maintenance. The algorithm based on simulated annealing metaheuristics has shown the best results by a combination of the achieved results and performance. However, the following questions still need further consideration:
-how to determine the incoming query flow intensity of the client in a real environment; -what strategy should be used to relocate client data when the load balancing subsystem decides to do so.
The work out of these problems will require further improvement of the imitation model of the cluster, since at the moment it is abstracted from these details. At this stage the results of similar papers (for exam ple [16] ) can be helpful.
