The application of specification-based program verification techniques (e.g., black-box testing, formal proof) faces strong challenges in practice when the gap between the structure of a specification and that of its program is large. This paper describes a viewbased program review approach to addressing these challenges. The essential idea of the approach is first to derive comparable views from the specification and program, and then detect and eliminate the violations of structural consistency in the program views on the basis of a set of criteria. We also developed a prototype tool to support the review approach, and conducted a case study to assess the effectiveness of the approach.
Introduction
Specification-based program verification techniques, such as black-box testing [1] , program review [2] , and formal proofs [3] , have drawn great attention from the research community over the last thirty years, but all of them face strong challenges when applied in practice. One of the main barriers is that the gap between the structure of the specification and that of the corresponding program is usually large. For this reason, it may not be easy to use test cases generated from a specification to run its program because of mismatches in variable names, data structures, or operation interfaces; it may not be easy to relate functions defined in the specification to their implementations in the program for review because of possible structural difference; and it may not be easy to use the pre-and postconditions of an operation specification for a formal inference because different variables or operators are involved in the related predicate expressions derived from the program (e.g., preand postconditions of the program).
A gap between the structure of a specification and that of its program may be created in several circumstances. The specification may be written in a structured manner (e.g., VDM [4] , Z [5] , SOFL [6] ), but the program may be implemented in an object-oriented fashion. The specification may use some variables as parameters of an operation, but they may be implemented as global variables in the program, and their names may be changed by the programmer for readability or to conform to some conventions. A single operation in the specification may be implemented as a method in a class or as several methods across different classes in the program. All these possibilities are likely in practice according to our experiences in developing software systems using formal specification techniques [7] [8] and in conducting case studies of reviewing programs based on their specifications [9] [10] . They set up barriers to the effective application of specification-based verification techniques to real-world systems, because establishing links from data items and operations in specifications to the corresponding ones in programs may be difficult and timeconsuming.
Furthermore, a gap may imply the existence of errors in the program. For example, an operation in the specification may not be correctly implemented in the program because a parameter of the operation is not represented properly, or the features of a class defined in the specification may not be correctly implemented in the program because the inheritance hierarchy of classes in the specification is not sustained in the program.
We believe that maintaining the consistency between the structure of a specification and that of the corresponding program helps to resolve the problems. The principal issue is how the consistency should be defined and checked. In our research, we define the notion of "structural consistency" by providing a set of criteria that the program needs to satisfy, and provide a tool-supported view-based program review approach to check structural consistency of the program with the specification. The principle underlying the review approach is to derive comparable views from both the specification and its program, each being an expression representing either static or dynamic features of the system, and then to analyze whether the views satisfy the related criteria.
The review approach is expected to benefit software development and maintenance in several respects. Firstly, the quality of a software system can be improved after violations of structural consistency in the program are removed, because such violations are likely to induce errors in the program. Secondly, the efficiency of the traditional program verification techniques may be significantly enhanced, because the barriers to mapping specification components to the related entities in programs will become small. Thirdly, the criteria and the review tool we have built, called VBPRT (View-Based Program Review Tool), are expected to assist the 'structure-preserved' transformation from specifications to programs. This will further benefit the maintenance of the programs based on their specifications, because the consistent structures will make it easier for maintenance engineers to peruse and comprehend the functionality of the programs [11] .
The remainder of the paper is organized as follows. Section 2 presents an overview of the view-based review approach. Sections 3 and 4 present the principle of the review approach by introducing the notation of static and dynamic views and providing criteria for review, respectively. Section 5 describes the design and implementation of the tool VBPRT for supporting view-based program review. Section 6 presents a case study to assess the review approach and evaluate the usability of the tool. Section 7 discusses the related work, and Section 8 presents the conclusions of our research and points out future research directions.
Overview of the View-Based Review Approach
The fundamental principle of the view-based program review approach is to compare the static and dynamic views of the program with those of its specification based upon a set of criteria. A static view of a system, such as a class diagram in UML, captures the system's static structure using classifiers (e.g., type, class) and their relations (e.g., aggregation, inheritance), and describes the static features of the system, such as hierarchy, reusability, and extensibility. A dynamic view reflects the behavioral features of a system using a certain diagram (e.g., a data/control flow diagram or a sequence diagram) to depict the transmissions of messages or transformations of states in the system. Each criterion provides a condition that a program view needs to satisfy in order to be consistent with the corresponding specification view. The criteria used for review are discussed in detail in Section 4 after necessary concepts are introduced.
As Figure 1 illustrates, the views derived from the specification serve as the referential structure for the system, and those derived from the program represent the actual structure for the system. The reviewer first analyzes the program views against the specification views using the criteria, and then provides a review report containing all the violations of structural consistency in the program. The report can be used for defect correction and follow-up checking.
Let S and P denote a specification and its corresponding program, respectively. We employ the following notation in discussions throughout the paper:
• λ S denotes the static view of the specification S.
• µ S denotes the dynamic view of the specification S. • λ P denotes the static view of the program P .
• µ P denotes the dynamic view of the program P .
Here we keep all the views of specifications and programs as abstract notions in order to simplify the discussion, but will describe how they are defined and actually derived in Sections 3 and 5, respectively. Definition 1. The static view of the specification S is structurally consistent with that of the program P , denoted by λ S λ P , if every criterion in C 1 is satisfied, where C 1 is a set of criteria as defined in Section 4.1.
Definition 2. The dynamic view of the specification S is structurally consistent with that of the program P , denoted by µ S µ P , if every criterion in C 2 is satisfied, where C 2 is a set of criteria as defined in Section 4.2.
Definition 3. The specification S and the program P are structurally consistent, denoted by S struc P struc , iff the following two conditions hold:
A specification S and a program P are structurally consistent if and only if both their static views λ S and λ P are consistent and their dynamic views µ S and µ P are consistent. Any infringement of the criteria for λ S λ P or µ S µ P is regarded as a structural consistency violation. To accurately understand the meaning of the structural consistency of a program with its specification, we need to precisely define the criteria C 1 and C 2 for program review, which will be explained in Section 4.
Views
A common practice in the analysis of a complex system is to derive a set of simplified models from the system that provides different system views, where each view represents the system in terms of relevant features. Since the definition and derivation of views strongly depend on software structure, we need to choose specific specification and programming languages for discussion purposes in the research.
Specification and Programming Languages
We prefer to adopt formal specification languages, because they provide a sound mathematical basis for specifying, refining, and verifying systems in a systematic manner. We chose the Structured Object-Oriented Formal Language (SOFL) [6] as the target specification language, considering our expertise and the language's usability for specifying and designing quality systems [12] [7] . For the target programming language, we chose the object-oriented programming language Java, since it is recommended for implementation of systems in the SOFL methodology. For conciseness of presentation, we use the word 'specification' to denote a SOFL specification and the word 'program' to denote a Java program in the rest of the paper.
SOFL was developed by integrating features of Petri nets [13] , Vienna Development Method Specification Language (VDM-SL) [4] , and Data Flow Diagrams (DFDs). In a SOFL specification, a formalized DFD called a Condition Data Flow Diagram (CDFD) is used to describe the integration of operations (which are called processes in SOFL), while a formal textual notation is used to define the operations in the associated module. The use of a natural language, such as English, allows the addition of comments to the formal definitions in order to improve the readability of the specification. To faciliate the understanding of SOFL, we provide a SOFL specification for an ATM (Automated Teller Machine) system as an example in [7] .
Static View
A static view of a specification or program reflects the static features of a system using types (including classes) and their relations. Although many relations can be extracted from a specification or program, our technique supports only three kinds of relations between types due to the pervasiveness of these relations in practice and their widespread adoption during software development. The three relations are known as equivalence (≡), inheritance (/), and composition ( ).
Definition 4.
A static view λ is defined as a pair (V, E), where (1) V is a finite set of types defined in the corresponding specification or program; (2) E = {≡, /, }, where ≡ ⊆ V × V, / ⊆ V × V, and ⊆ V × V are three relations over V . Let v1, v2 ∈ V . We define the following:
(a) v1 ≡ v2 means that v1 is identical to v2 in the sense of possessing the same attributes, and they can be replaced with each other in λ; (b) v1/v2 means that v1 inherits all the attributes of v2; (c) v1 v2 means that v1 is a component of v2; that is, v2 includes an attribute that is declared with the type v1; (d) w(v1, v2) = {r|r ∈ E ∧ v1 r v2} denotes all the relations from v1 to v2.
We use V (λ) and E(λ) to represent the set V and the relation set E of the static view λ, respectively. Note that each relation in E is transitive. Suppose a static view λ contains types v1, v2, and v3, we have
Figure 2(a) shows the graphical representation of a static view λ1, where each node represents a type, and each edge represents a direct relation between two type nodes. We have (1) V (λ1) = {T ype X1, T ype X2, T ype X3, T ype X4, T ype X5, T ype X6, T ype X7, T ype X8}; (2) E(λ1) = {T ype X1 ≡ T ype X2, T ype X3/T ype X1, T ype X4/T ype X1, T ype X5/T ype X3, T ype X6 T ype X4, T ype X7 T ype X4, T ype X8 T ype X4}.
Dynamic View
A dynamic view of a system describes the behavioral features of the system. We use the CDFD notation to represent the dynamic view of a specification or program because of its intuitiveness, which is due to an appropriate combination of the graphical representation and the formal notation.
Definition 5. A dynamic view µ of a specification S or program P is defined as a 6-tuple (T, D, C, F 0, F 1, F 2) where
(1) T is a finite set of processes derived from S or P ; (2) D is a finite set of data stores derived from S or P ; (3) C is a finite set of control structures derived from S or P ;
is a set of data flows among the processes and control structures.
is a set of data flows, each indicating that a process or control structure reads from a data store; (6) F 2 ⊆ (T ∪C)× D is a set of data flows, each indicating that a process or control structure writes to a data store. We use T (µ), D(µ), C(µ), F 0(µ), F 1(µ), and F 2(µ) to represent the components T , D, C, F 0, F 1, and F 2 of the dynamic view µ, respectively. Figure 2(b) shows the graphical representation of a dynamic view µ1, where each node represents a process, a data store, or a control structure, and each edge represents a data flow. We have (1) T (µ1) = {P rocess X1, P rocess X2, P rocess X3, P rocess X4, P rocess X5, P rocess X6}; (2) D(µ1) = {DataStore X1, DataStore X2}; (3) C(µ1) = {Control X1}; (4) F 0(µ1) = {x1, x2, x3, x4, x5, x6, x7, x8, x9, x10, x13}; (5) F 1(µ1) = {x11}; (6) F 2(µ1) = {x12}.
Review Criteria and Checklist
We define a set of criteria for determining structural consistency between a program and its specification. These criteria are proposed to ensure that every syntactical aspect of the specification is preserved in the program. We divide the criteria into forward criteria and backward criteria. The forward criteria are used to produce the check items for the checklist based on specification views and the backward criteria provide a way for producing the check items based on program views. During review, a reviewer selects certain criteria to produce a detailed checklist, which is composed of a set of check items, and then uses the checklist as a guideline for reviewing specific aspects of the program views.
Criteria for Reviewing Static Views
The criteria for reviewing structural consistency of a program with its specification are devised on the basis of a mapping function.
Definition 6. O : P ower(Elems(S)) → P ower(Elems(P )) is a function that associates the members of the specification S (e.g., types, processes, and data flows) with those of the program P (e.g., classes, methods, and variables), where Elems(S) and Elems(P ) denote the set of members of S and that of P , respectively, P ower(x) denotes the power set of set x, and T = O(T ) denotes that the set of specification members T is implemented by the set of program members T . Both T and T can be empty.
Definition 7. The forward criteria for reviewing consistency between the static views include:
Criterion 1.1 requires that any type in a specification view has some corresponding type(s) in the program view. Criterion 1.2 requires that the program view contains the relations defined in the specification view.
Let us take the views λ S and λ P in Figure 3 as an example, where we link each type in λ P , say y, to its corresponding type in λ S , say x, by adding the name ({y}, {x}) to the corresponding node in λ P . In this figure, λ P violates Criterion 1.1, because T ype X5 of λ S has no implementation in λ P , and violates Criterion 1.2 in that w(T ype X4, T ype X1) w(T ype Y 4, T ype Y 1) and w(T ype X4, T ype X2) w(T ype Y 4, T ype Y 2).
Criteria 1.1 and 1.2 ensure that the static properties (i.e., types and their relations) of the specification are completely preserved in the program, but they cannot guarantee that these properties are unspoiled, due to the possibility that new types or relations may be introduced into the implementation. To check this possibility, we need the backward criteria for reviewing λ P .
Definition 8. The backward criteria for reviewing static view consistency include
Criteria 2.1 and 2.2 forbid the introduction of new types and relations to the program, Criteria 2.3 and 2.4 prevent recursive inheritances (e.g., v1/v2 ∧ v2/v1) and recursive compositions (e.g., v1 v2 ∧ v2 ≡ v3 ∧ v3 v1) among types and classes in the program if the specification does not specify them, and Criterion 2.5 limits multiple inheritances in λ P . For example, if Criterion 2.1 is selected for reviewing λ P in Figure 3 , the introduction of T ype Y 9 can cause a structural consistency violation.
Criteria for Reviewing Dynamic Views
The reviewer needs to focus on the processes and the transmissions of data flows when reviewing the dynamic views, and the adopted criteria are also divided into the forward and the backward criteria.
Definition 9. The forward criteria for reviewing dynamic view consistency include the following: view of a program µ P in Figure 4 satisfies Criteria 3.1, 3.2, and 3.3, since every process, data store, or control structure in µ S has a refinement in µ P , but violates Criterion 3.4, since the data flows x3 and x13 in µ S are not refined in µ P . Moreover, the reviewer needs to check whether the data flows in µ S are transferred correctly in µ P by using Criteria 3.5−3.8. Criterion 3.7.
true if e is transmitted from v1 to v2 directly or indirectly without changing its value;
f alse otherwise.
Criterion 3.5 specifies that a data flow in a program view should have the potential to connect the appropriate components; Criterion 3.6 requests that if a data flow e is transmitted from v1 (a process or a control structure) to v2 (a process or a control structure) directly (without going through another process or control structure) or indirectly (through another process or structure) in the specification, the corresponding data flow should be transferred from v1 (the refinement of v1) to v2 (the refinement of v2) in the program; Criteria 3.7 and 3.8 remind the reviewer to focus on checking the reading and writing activities in µ P , and request that if v1 (a process or a control structure) reads or writes v2 (a data store) in the specification, v1 (the refinement of v1) should read or write v2 (the refinement of v2) in the program.
For example, µ P in Figure 4 violates Criteria 3.5−3.8 because (1) the data flow x4 is transferred to Control X1 in µ S , but its refinement y4 is transferred to P rocess Y 4 in µ P ; (2) P rocess Y 4 writes data to Datastore Y 1; and (3) P rocess Y 4 only reads Datastore Y 2 (in the specification, P rocess X4 is requested to read Datastore X1 and to write Datastore X2). Note that if P rocess Y 7 in µ P changes the data flow y5 to produce a new data flow y13, Criterion 3.5 is violated three times. If y5 and y13 are replaceable, the introduction of P rocess Y 7 does not cause the program to violate Criterion 3.5.
Definition 10. The backward criteria for reviewing dynamic view consistency include
Criteria 4.1−4.4 forbid the introduction of new processes, data stores, control nodes, and data flows into µ P , respectively. For instance, in Figure 4 , µ P violates Criterion 4.1 because of the introduction of the new process P rocess Y 7, and violates Criterion 4.4 because of the new data flows y13 and y14.
Similarly, we provide some backward criteria for checking the correctness of the data flows from the program's viewpoint, as Criteria 4.5−4.8 illustrate.
where f (e, v1, v2) has the same interpretation as that in Definition 9.
Criterion 4.5 constrains the connected components of a data flow in µ P . Criterion 4.6 restricts the direction of each data flow in F 0(µ P ), and Criteria 4.7−4.8 require that the program sustain the reading/writing activities defined in the specification because the security of software is usually affected by unexpected data access activities. For example, µ P in Figure 4 violates Criteria 4.7 and 4.8 because of the differences between the reading flow (y12) and writing flow (y11) in µ P and those in µ S .
Review Checklist
The review criteria serve as a basis for generating a detailed checklist for reviewing the program. The checklist is composed of a set of check items, each of which is devised by converting a universal quantification of a criterion into a conjunction of the application of the quantification body (predicate) to every member of the related views. For example, the check items produced on the basis of Criterion 1.1 and the views of Figure 3 are shown in Table 4 .3, where the condition of each item is created by selecting a type from λ S . Thus, the reviewer can easily judge whether the program view λ P satisfies Criterion 1.1 by checking whether λ P satisfies these conditions.
We believe that our review approach makes it easy for a reviewer to take the 'divide and conquer' strategy proposed by Parnas [14] , because the checklist covers all the necessary structural aspects of a program view, and each check item in the list is sufficiently small enough for the reviewer to analyze it effectively. This point is demonstrated in the case study we conducted, which is discussed in Section 6. Table 1 . Check items related to Criterion 1.1 and the views in Figure 3 .
A Tool-Supported Review Process
We have built a prototype tool, called VBPRT (View-Based Program Review Tool), to support our review approach. Figure 5 shows a GUI snapshot of the tool, with the two main sections divided by a vertical bar. The left section provides a tree structure for the user to manage the review criteria and reports. The right section is composed of the top and the bottom subsections. The top subsection shows the checklist/review report, and the bottom subsection displays the static or dynamic views of the specification and program under review. Specifically, the tool is designed to support the following activities of a program review process:
(1) Derive a static view λ S and a dynamic view µ S of a specification S; (2) Derive a static view λ P and a dynamic view µ P of a program P ; (3) Select appropriate criteria to generate a checklist; (4) Review λ P and µ P based on the checklist; (5) Generate a review report to describe all the parts of the program views that violate the given criteria.
Derivation of Views
Using the tool VBPRT, the user can derive the static and dynamic views from a specification or program semi-automatically. The user needs to specify one of the operations in Figure 6 , and then designate a SOFL or Eclipse project file as the source file for completing the derivation. Four types of views can be derived using VBPRT: a static specification view (SSV), a static program view (SPV), a dynamic specification view (DSV), and a dynamic program view (DPV). We use Java Compiler Compiler [tm] (JavaCC [tm]) [15] for syntactic analysis of the specification and the program files for generation of the views. We use JGraph [16] , which is a powerful, easy-to use, feature-rich, and standards-compliant open source graph component available for Java, to provide the graphical representations of the views. Since JGraph supports drag and drop and all the selection modes and display/editing options one may expect, a view displayed in VBPRT can be edited and moved to a new position easily. 
Derivation of Specification Views
The derivation of the views from a specification is straightforward and can be automated, because the types and relations are defined clearly and the graphical representation of a CDFD is provided explicitly. The derivation of the SSV and DSV from a specification includes the following activities:
(1) Mapping each type in the specification to a type entity and exploring the relations among different types in the static view. Table 1 shows the main rules for deriving an SSV from a SOFL specification, where the symbol ∼ is used to denote the initial state of a view before a given statement is analyzed. For example, w(T ype A1, T ype A2) =˜w(T ype A1, T ype A2) ∪ {/} means that an inheritance relation from T ype A1 to T ype A2 is added to the SSV. (2) The CDFD of a specification is treated as a dynamic view of the specification, because it describes the dynamic behavior of the system. All the components, such as processes, control structures, data flows, and data stores in the CDFD, and the structure of the CDFD are sustained in the dynamic view.
Derivation of Program Views
The program views are derived by identifying the relevant components and their relations, and then making appropriate decompositions and compositions.
Identification The identification of program members is a reversal of the code generation from the specification. Table 5 .1.2 shows the main rules for recognizing the necessary components (e.g., types and processes), relations, and data flows from a Java program. With these rules, each class or interface of the program for implementing a type of the specification is abstracted to a type entity in the SPV, the relations among the classes (including the interfaces) are distinguished from the program, and the method providing the behavior of the system is abstracted to a process, which will be further decomposed in the DPV. Table 3 . The main rules for deriving the views from a program. T (µ P ) =˜T (µ P ) ∪ {P rocess init, P rocess end, P rocess m} and {....}/*m is a method providing F 0(µ P ) =˜F 0(µ P ) ∪ {x1, x2, ..., xn, y} and the workflow of interest*/ f (xi, P rocess init, P rocess m) = true and f (y, P rocess m, P rocess end) = f alse true return value type is void; otherwise. class A{B b; ...} D(µ P ) =˜D(µ P ) ∪ {DataStore b} /*b is to implement a data store*/ Decomposition The reviewer needs to compose or decompose the program views, especially the DPVs, as needed, since a program view cannot be compared to the corresponding specification view when their structures are significantly different. For example, a process containing a sequence of statements can be decomposed into a sequence of processes, where each statement is treated as a single process, or a process containing a conditional statement (i.e., if-then and if-then-else) can be decomposed into several processes with a control structure for conditionally controlling the transmission of data flows among them. Since the rules for decomposing a process are similar to those for constructing control flow diagrams based on code, we omit the concrete rules here for sake of the space.
Program characteristics
Composition Composition is also useful for making a DPV comparable with the DSV when the DPV is fragmentary after decomposition. For example, if a process of the DSV is implemented by a number of program processes in the DPV, the reviewer can compose these program processes as one single process and concentrate on observing its interface and external data flows for comparison.
Let r be a composite component composed of the components p and q. A composition of p and q requires them to be replaced by r in the program view. In addition, r accepts all the inputs of p and q as its inputs and produces all the outputs of p and q as its outputs, but hides the inner data flows between p and q. For instance, the processes P rocess X4 and P rocess X5 in Figure 2 (b) can be composed into a process P rocess X4&X5, as shown in Figure 7 .
Adjustment and Association
The derived views need to be adjusted before the generation of a checklist for several reasons. Firstly, a program usually includes many components and functions (e.g., classes, methods, variables, exceptions, and GUI functions) that are not defined in its specification. Secondly, some processes and functions are refactored during the implementation for further reuse. Some relations (e.g., the equivalence relations) and data flows in the program may also not be identified by the parser at the syntax level. All these factors require the user to adjust the views manually for program review. After the derivation of the views, the user needs to associate the specification views with the program views. Basically, the association cannot be performed automatically, because it requires human intelligence for necessary judgments and decisions. For this reason, VBPRT is designed to assist the reviewer in linking specification components to program components in a mapping table.
Checklist Generation
To obtain the checklist for reviewing structural consistency, the reviewer needs to select the review criteria with respect to the system scale, the potential defects in the program, the time requirement, and his/her own skill and knowledge. VBPRT can then automatically produce a checklist containing a set of check items.
A sample checklist for reviewing a system is shown in Figure 8 . VBPRT displays the following information for each check item: target, criterion, result, and detail. The target is a component, a relation, or a compound relation (such as a multiinheritance or multi-composition relation), and the reviewer needs to concentrate on this target in his or her reading. The criterion indicates which condition the component/relation needs to satisfy. The result provides a judgment on whether the component/relation in a view meets the criterion. The detail helps the reviewer to understand the check item. During the checklist generation, the tool is able to analyze the views and checklist, and deduce an initial value (e.g., 'computer correct', 'computer error', or 'computer undecided') for each check item. In addition, the tool can determine the results of the check items if they are generated on the basis of certain criteria related to the existence of the components, relations, and data flows. For instance, in Figure 8 , the highlighted check item no. 7 has a 'computer correct' result, which means that "Computer decided that the Class/Type node id 7 in the SSV is implemented in the program." Item no. 15 means that "Computer decided that the equivalence relation between the Class/Type nodes id 0 and id 1 in the SSV is maintained in the program."
Program Review
A reviewer reviews structural consistency by reading the specification and the program and by comparing their views. Specifically, VBPRT makes it easier for the reviewer to trace the views by using the highlighting technique. Once a check item is clicked, the reviewer can quickly identify the relevant components or relation in the views, and obtain the necessary information from the specification or program. The reviewer then determines the review result to be 'reviewer correct' if the specification and program views meet the condition indicated by a check item, or as 'reviewer error' if the condition is not satisfied. It is also possible that the reviewer cannot determine whether the conditions are satisfied by the views for some check items. In that case, the review results will be marked as 'reviewer undecided'. After the review is finished, a review report is produced automatically by the tool.
Case Study
We conducted a case study to verify an ATM system in order to assess the effectiveness of our review approach and identify its weaknesses for further improvement. The specification of the ATM system, as introduced in [7] , specifies the following services for the customers: (1) operations on different accounts; (2) transfer between accounts; and (3) change of passwords. The formal specification is about 22 pages long and contains the definitions of functions commonly available in commercial ATM systems; the program includes approximately 6,000 lines of Java code.
Organization and Preparation
The case study was organized into three experiments, each adopting a different verification process. Figure 9 shows the three experiments and the programs used in them. As a starting point of the case study, we invited a third party to inject 328 defects into the program to obtain a mutant program called Program A. The defects are classified into seven categories, as shown in Table 6 .1. 'Type defects' includes the defects in implementing the types declared in the specification. 'Data defects' refers to the errors in using the data flow variables or data stores; for instance, a variable of the program has an inappropriate type or it violates the invariants of the specification. 'Structure defects' refers to the defects caused by the structural incorrectness; for instance, a data flow is transmitted to an inappropriate process in the program, or a database implementing a data store is illegally read and written by certain methods. 'Scenario defects' covers the defects related to the scenarios defined in the specification; e.g., a program path has a different context from that of the associated scenario. A 'function defect' prevents the program from satisfying the requirements of an integration function even though the static structure of the program conforms to the specification; e.g., an operation of the program makes a mistake in the related calculation. In the category of 'GUI defects', the defects are associated with the construction of the graphical user interface of the system. All the other defects, such as the comment defects and display defects, are classified into the category of 'other defects'.
The mutant program Program A was used independently as the target system in the three experiments.
• In Experiment 1, we used a use case reading approach described in [17] 
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to review Program A. The principle of use case reading is to devise a number of scenarios which are particular instances of use cases that test possible variations, and examine how the software under review deals with these scenarios.
• In Experiment 2, we first reviewed the structure of Program A, using the view-based program review approach, and improved the program by correcting all the structural consistency violations detected. As a result, we obtained an improved program called Program B. We then used the use case reading approach to detect defects in Program B.
• In Experiment 3, we first verified the structure of Program A, using a testing approach described in [18] , and improved the program by removing all the errors detected. We then used the use case reading approach to review the improved program called Program C.
A comparison of the results of Experiment 1 and those of the other experiments allows us to investigate the effect of maintaining the structural consistency between programs and specifications in avoiding the errors in the programs. The results of Experiments 2 and 3 allow us to evaluate the usability and effectiveness of the view-based review approach in comparison with other relevant techniques such as testing.
We organized a team containing a small group of peer members for each experiment a . Each team contained three members and each member played some roles in the experiment. In Experiments 1 and 2, the responsibility of the teams was to review the system, and the roles of the members were moderator, reviewer, and recorder. In Experiment 3, the roles of the team members were moderator, tester, reviewer, and recorder. The moderator led the team and was responsible for the quality of the review or testing. The reviewer was responsible for reading the program and finding the defects, using a specific review approach. The tester was responsible for testing the program and finding the violations of consistency between the program and the specification. The recorder was responsible for recording the information on each defect detected in the system. We also let the program author join the case study to explain the program to the teams for the four experiments and correct the defects found, and let the person who injected the defects collect the detected defects and calculate the effectiveness of each experiment. All the three teams took the same time (about 3 weeks) to complete their experiments.
Experiment 1

Use Case Reading
The subjects adopted the use case reading approach described in [17] as the fundamental technique for detecting the defects from Program A in Experiment 1. Taking this approach, the subject first devised a number of scenarios from the use cases, and then analyzed how the program under review deals with those scenarios. A use case reflects a specific way of using the system by performing part of the overall functionality; it constitutes a complete course of action initiated by an actor, and specifies the interaction that takes place between an actor and the system. The collected use cases specify all the existing ways of using the system. Scenarios are particular instances of a use case that test possible variations. When reading the program with a scenario, a reviewer is responsible for deriving all related program paths, and then checking whether these paths work properly or whether they are consistent with respect to the scenario. The focus of such a review was on two situations in the case study. One was when a scenario had no related program paths in the program, and the other was when a scenario was not correctly implemented by the program paths.
In the experiment, the subjects derived 35 scenarios from the specification, each of which is a sub-graph of a CDFD. The review team also derived 137 program paths from Program A. To detect program defects, the reviewers linked the scenarios with the program paths manually, and then compared them to check their consistency.
The comparison required the reviewer to understand each program path and all the components involved in it, and determine their correctness on the basis of his/her own judgment. After reading, the subjects ultimately detected 56 defects, which will be discussed in Section 6.5.
Experiment 2
View-Based Testing
In Experiment 2, the subjects verified the program structure by following the review process and using the review tool VBPRT, as Section 5 suggests. They derived an SSV and a DSV from the SOFL specification, and derived an SPV and a DPV from the program. The criteria selected for review contained Criteria 1.1-1.2, 2.1-2.5, and 3.1-3.8. We did not select the remaining criteria, because the specification did not provide all aspects of the ATM system, such as the GUI information, but left it up to the programmers to design and implement these trivial parts.
The checklist was generated automatically by VBPRT. The checklist contained seven sub-checklists, each of which corresponded to a comparison of the SSV and the SPV or a part of the DSV (i.e., a CDFD of the specification) and the relevant part of the DPV. Table 6 .3.1 shows the numbers of the check items in the checklist. The review result of each check item was initially assigned by the tool to one of three items, 'Computer correct', 'Computer error', or 'Computer undecided'; it was changed to one of three different items, 'Reviewer correct', 'Reviewer error', or 'Reviewer undecided', by the reviewer after he or she made a final decision. The reviewer checked 670 check items and discovered 298 structural consistency violations in the program. The author of the program removed the violations on the basis of their natures, and fixed 154 defects embedded in the program. The issue of the classification of the defects found during this stage will be discussed in Section 6.5.
Use Case Reading of the ATM System
We also adopted the use case reading approach for detecting the defects remaining in Program B. The reviewer derived 35 scenarios from the specification, and derived 46 program paths from Program B. In this stage, the reviewer detected 26 program defects, as shown in Section 6.5.
Experiment 3
Testing the Program Structure
The consistency of the program structure with that of the corresponding specification can be verified by testing. We adopted a specification structure-based testing approach described in [18] for verifying the program structure of the ATM system. The testing included the following activities:
• Establishment of the specification structure model. We derived a Labeled Transition System (LTS) from the SOFL specification, which modelled the behavior of the ATM system, by using the states, actions, and a translation relation.
• Definition of the obs-functions. Two simplified models, also called the SA testing criteria, were extracted from the LTS, to provide the customer's and system's viewpoints, respectively. An obs-function was defined, for each SA testing criterion, to map the relevant LTS labels to a specified interpretation domain D.
• ALTSs derivation. We derived twelve abstract LTSs (ALTSs) from the LTS, each of which covered a sequence of high-level behaviors we wanted to test, but hid the irrelevant behaviors.
• Test selection. We adopted Watson and McCabe's testing technique [19] , as suggested by the specification structure-based testing approach, to select the tests to cover the ALTSs. We selected 94 TSs (Test Sequences) to achieve the arc and path coverage to the ALTSs.
• Code-level testing. The testers used the ad hoc monitoring and program analysis techniques to connect the LTS to the program, and then inserted sufficient probes into the program to check the states and actions of the actual execution traces. Next, the testers prepared the test cases for each TS, and ran them to observe whether the system behaves at runtime in the manner defined by the specification structure tests.
• Removal of the violations. The consistency violations between the execution traces at runtime and the TS list may be caused by several reasons. The execution of the program may be blocked by the syntactic errors; the execution traces may have to handle some exceptions; or an execution trace may follow an incorrect TS as a result of the tests failing to satisfy the startup conditions of some actions of the TS. To remove these violations, the analyst is required to debug the program, modify the actions and their predicates, and rerun the tests to ensure the strict conformance of the execution traces to the TS list. In this stage, we fixed 143 defects in the program.
Use Case Reading of the ATM System
In this stage, the reviewer derived 35 scenarios from the specification, and derived 125 program paths from Program C. The reviewer ultimately detected 20 defects, as described next.
Assessment
We conducted the experiments in a laboratory environment, but since the way in which we performed the experiments did not differ considerably from the normal practice of software review in industry, we believe that the experimental results are meaningful and valuable to both the research community and practitioners. Table 6 .5 shows the experimental results of the case study. In the table, Phases 1 and 2 of Experiments 2 and 3 denote the phase of verifying the program structure and that of reviewing the program using the use case reading approach, respectively. Effectiveness Eff in the table is calculated by using the formula in [20] :
the number of all defects detected from the inserted defects the number of all inserted defects × 100%. Intuitively, Experiment 2 has the highest effectiveness among the three experiments. After a thorough analysis of the experiment results, we obtained more detailed findings, as follows:
(1) The rates of defect detection in Experiments 2 and 3 are higher than that in Experiment 1. The experiment results led us to believe that the effectiveness of defect detection will be greatly improved if the program structure can be verified beforehand. Especially, the view-based program review approach helped to remove 154 program defects, which makes us believe that view-based program review and the proposed criteria are powerful for maintaining structural consistency between specifications and programs.
However, Experiments 1, 2, and 3 did not achieve high effectiveness, for several reasons. Firstly, the SOFL specification of the ATM system lacks some functional details (e.g., the GUI information), and as a result the reviewer had more difficulties in understanding the program. Secondly, we removed a number of defects from the system in Phase 1 of Experiments 2 and 3, and the remaining defects were hard to uncover by just using the use case reading technique.
(2) The view-based program review approach was slightly more effective than the structure-based testing approach described in [18] . Both the view-based program review and specification structure-based testing approaches were effective in detecting the program defects at the structural level, and the effectiveness of both was over 40%, but the view-based program review approach in Experiment 2 removed 11 (= 154 − 143) more defects than the structure-based testing approach in Experiment 3. The reason for this is that the review approach provided the reviewer with support in checking both the static and the dynamic aspects of the ATM system, while the testing approach only required the testers to check the dynamic aspect of the system by testing whether the system's actions were properly called in the program. However, the testing approach had the advantage in that it helped the testers detect a number of GUI defects and compiler errors through execution of the program, as we mentioned before. (3) The view-based program review approach was effectively supported by the tool VBPRT, but it still had some weaknesses.
In the case study we used the review tool introduced in Section 5 to support the application of the view-based program review approach. However, we found some disadvantages of the view-based program review approach and the tool VBPRT. Firstly, a number of redundant check items were produced in the checklist. While it may not be difficult to distinguish them from the necessary items, dealing with this problem consumes time and effort. Secondly, the tool cannot refresh the checklist automatically when the specification or program view is modified. Therefore the reviewer needed to check the related check items after any modification or start a new review.
Related Work
Since the structures of programs are concerned with their readability, reliability, and maintainability [21] [22], techniques for verifying program structures have drawn attention from both researchers and practitioners [23] [24] .
Review is a common technique for verifying program structures, but usually requires the reviewer to make an abstraction of the program beforehand. R. L. Krikhaar [25] suggests a software verification method applied in the Philips research laboratories, which consists of reverse-architecting the as-built software by following different RA steps, creating the architectural models that can be compared with the defined models and rules, and detecting the target simply by looking at the diagrams. W. Bischofberger [26] presents a pragmatic approach, called Sotograph, for source code architecture conformance checking. Sotograph extracts information about a number of versions of a system from source and byte code, and manages this information in a relational database. The information in a database can be analyzed and visualized with a closely integrated set of tools supporting source code architecture conformance checking, cycle analysis, metric based analysis, and cross referencing among the artifacts at different abstraction levels. The Open Group [27] defines a formal architecture compliance review process, which scrutinizes the compliance of a specific project with the established architectural criteria, spirit, and business objectives. G. Florijn [28] provides tool support for architecture conformance checks and reviews. R. Boerman [29] suggests a conformance-checking framework that supports static and runtime conformance checking of facts derived from both UML diagrams and the corresponding programs. C. Johansson and L. Wennolf [30] developed a software architecture verification tool for software platforms, where the dependencies between software modules in a system were studied to find the violations of the architecture rules in the implementation phase.
Architecture conformance testing is another common technique for verifying program structures. The principal idea of this technique is to develop test plans that specify the expected behavior of an implementation conforming to the given software architecture, and then use the test plans to test the system implemented [31] [32]. Bogdanov [33] describes a method for extracting test cases from a Statechart in order to prove that the implementation is behaviorally equivalent to the design. Using this method, the tester tests each transition by visiting every state and generating events to trigger it from that state. Muccini et al. [18] suggest the use of a software architecture (SA) as a reference model to test the conformance of an implemented system to its architectural specification. The approach consists of deriving the suitable Labeled Transition System (LTS) abstractions, called ALTSs. ALTSs offer specific views of the SA dynamics by concentrating on relevant features. Next, a relation between these abstract SA tests and more concrete, executable tests needs to be established so that the architectural tests derived can be refined into the code-level tests. Tretmans [34] and Fernandez et al. [35] present some approaches for LTS-based conformance testing, in which the specification, the implementation, and the tests are all formalized by using LTSs, and Wang [36] presents a toolsupported approach to deriving the tests to check the structural conformance of an implementation against a UML activity diagram.
Some techniques provide other solutions for verifying the conformance of program structures to specification architectures. Y. Fu et al. [37] propose an integrated framework for automatically validating the conformance of an architecture model to system properties. The architecture model is automated realized in ArchJava/Java through a SAM parser, which also generates runtime verification codes for system properties. The generated functionality code and runtime verification code are executable without any manual modification if the SAM specifications follow some restrictions. R. Kazman et al. [38] presented an experiential case study illustrating the methodological use of scenarios to analyze software architectures/program structures with respect to achieving quality attributes. Egyed [39] shows a way to detect traceability between software systems and their models, and gives a list of interesting references on traceability techniques.
In comparison with the work above, the view-based program review approach provides a systematic and comprehensive way for utilizing both the static and dynamic views of the system in order to check the structural consistency. Although some studies also provide approaches to deriving graphical software structures for conformance checking, the structures are usually rough and the internal message transfers are mostly control flows, and thus the engineers may not analyze structural consistency effectively. Furthermore, we provide the reviewer with a set of formal criteria for reading programs; these criteria can guide the reviewer to rigorously analyze the structural consistency of the programs. Additionally, the views allow the developers to comprehend their artifacts at an abstraction level, and the designers can also get a chance to improve their specifications through analyzing the program views.
Conclusions and Future Work
We have provided a tool-supported review approach to detecting violations of consistency between specification and program structures. Using the tool to review a program, the reviewer first derives the static and dynamic views from both the program and its specification, and then systematically analyzes their consistency based upon a set of criteria. We have also applied the review approach and the tool in a case study to assess their effectiveness in detecting structural consistency violations. The result of the case study has convinced us that the effectiveness of error detection will be improved if the program structure can be verified beforehand, and that the specification structure-based review approach can be useful in improving the effectiveness of error detection.
In the future, we plan to work on a theoretical justification of the completeness and validity of the criteria proposed in this paper, and improve the usability and capability of the support tool so that it can be used as a software product in practice. We are also interested in applying the view-based review approach to other modelling or programming languages, such as UML and C#, and other kinds of systems, such as embedded systems and real time systems. To improve the effectiveness and efficiency of our review approach, utilizing historical knowledge and experience in program verification is important. Another research interest in the future is to investigate how knowledge engineering can be utilized to support the review approach to software engineering.
