The e cient numerical solution of stochastic di erential equations is important for applications in many ÿelds. Adaptive schemes, well developed in the deterministic setting, may be one possible way to reduce computational cost. We review the two main step size control algorithms that have been proposed in recent years for stochastic di erential systems and compare their e ciency in a simulation study.
Introduction
The theory of stochastic di erential equations (SDEs) is well developed [7, 13] and the study of their numerical solution has become more and more important: Many links between stochastic calculus and other mathematical disciplines exist, especially in the ÿeld of partial di erential equations [15] . Applications in other ÿelds of research are abundant, reaching from ÿnance and option pricing to theoretical physics, molecular biology and optimal control theory (see, e.g., the references in [8, 12] ).
Yet, one has to be modest. The relatively new combination of numerical analysis and stochastic calculus is still in its infancy, even though a lot of work has been done in this area in recent years. Many convergence notions and numerical schemes have been proposed (see, e.g. the examples and references in [8, 11] ), but there is still a fundamental lack of empirical data: Some of the algorithms are unrealistic, some have never actually been implemented or tested.
For schemes of higher order one needs to simulate the correlated multiple Itô-integrals of the stochastic Taylor expansion (which is a very di cult and time-consuming task) or evaluate functions quite often. Thus, it is not surprising to often ÿnd the Euler-Maruyama scheme still to be the method of choice for many practicioners, mainly due to its e ciency, low complexity and a known global error expansion in the weak sense, which can be used for a Romberg-type extrapolation [14, 15] .
But what if high-dimensional applicational problems, for example from random mechanics, require higher e ciency in the strong sense? Adaptive schemes may be one solution. In this article, we review two algorithms that have been proposed for step size control of SDEs. We empirically compare their performance with respect to the classical Euler scheme using benchmark test equations.
The ÿrst scheme is proposed by Hofmann et al. [6] , who developed an adaptive discretization method that is asymptotically optimal in the L 2 -sense. It is based on the Euler and the Milstein scheme, using the value of a conditional H older constant along the way to measure the local smoothness of the solution. The second one was proposed by Mauthner [9, 10] in her doctoral thesis, which was written under the supervision of one of the authors. It is based on two embedded stochastic Runge-Kutta schemes with order 1.0 and an order between 1.0 and 1.5, respectively.
Our investigation is based on the usual notion of strong convergence, i.e. the expectation of the absolute value of the error at the end point only. The good results by Mauthner's scheme have to be paid by relatively high computational costs. The algorithm of Hofmann et al., although not originally proposed for the error criterion we consider in this paper, performs remarkably well for some SDEs with high stochastic in uence and can be implemented very easily. This paper is organized as follows: in Section 2, we give an overview of numerical solution methods for stochastic di erential systems using constant step size. In Section 3, the two adaptive schemes and their implementations are presented. The two methods are then empirically compared in Section 4. A conclusion and an outlook (Section 5) closes the article.
Numerical solution of SDEs: constant step-size
With an m-dimensional Wiener-process W , an initial random variable X 0 and the two measurable functions b :
in the Itô-sense be given. (We will note SDEs in the Stratonovich sense by the usual notation •dW t .) Suppose that the initial random variable is bounded in L 2p for a p ¿ 1 and that b and are globally Lipschitz in the space variable with a constant c 1 and satisfy the linear growth bound with a constant c 2 .
Then the classical existence and uniqueness result for SDEs (see, e.g., [7] ) applies: The ddimensional SDE admits a unique solution process X .
However, analytical solutions in the closed form are only known for very special cases, for instance for linear SDEs. In general, one has to use numerical approximation methods. The standard method for the numerical solution of a SDE is the path-way simulation of a discrete approximation process { X N n ; n = 0; : : : ; N }, where 0 = 0 ¡ 1 ¡ · · · ¡ n ¡ · · · ¡ N = T is an equidistant discretization of [0; T ] into parts of length h := T=N . Since in this article we are interested in trajectorial properties, we shall use the following notion for (strong) convergence which is also applicable for non-equidistant discretizations (see, e.g., [8] ):
A method which assigns a discrete approximation process X N to a given natural number N is said to converge strongly to X with order q ∈ R + , if there exists a constant K (depending on T ) and a h 0 ¿ 0 such that
holds for each maximum step size h ∈ ]0; h 0 [. The oldest and most commonly used method for the numerical solution of SDEs is a generalization of the Euler scheme for deterministic ODEs, the Euler-Maruyama scheme
The independent increments W n := W n+1 − W n of the Wiener process can easily be simulated on a computer, since W n is normally distributed with mean 0 and variance h n = n+1 − n . The Euler-Maruyama scheme has a strong order of convergence of at most 1 2 [8].
In theory, schemes of arbitrarily high order can be constructed by including further components of the stochastic Itô-Taylor expansion [8, 11] . However, even if derivatives of the functions b and are available, there is a high price to be paid: except for very special cases, one has to approximate multiple stochastic integrals, which do not depend continuously on the trajectories of the Wiener process. The simulation of their joint law is a very di cult and time-consuming task, for which no general method is known up to now. Thus, the overall gain of higher-order schemes for general practical purposes is highly questionable.
One of the exceptions are SDEs verifying the so-called commutativity condition [8] , for example SDEs with one-dimensional, diagonal or additive noise. Then the well-known Milstein scheme that obtains the convergence order 1, can be rewritten in a form that uses no multiple stochastic integrals. See [14] for more details and convergence proofs.
If one only uses values of the Wiener process at the discretization points, then the order of the Milstein scheme (for SDEs with commutativity condition) and that of the Euler scheme (without this restrictive hypothesis) is optimal in the mean-square sense for the general, multi-dimensional case. One can, however, try to ÿnd the schemes with the lowest constants possible or schemes exploiting the special structure of the problems to be solved.
Numerical solution of SDEs: step size control

An asymptotically optimal adaptive algorithm
The numerical algorithm V 1 proposed by Hofmann et al. works for scalar SDEs of type dX t = b(t; X t ) dt + (t; X t ) dW t ; X t0 = X 0 on [0; 1]. The Wiener process W has to be one-dimensional, the drift and di usion b; : [0; 1]×R → R have to be scalar, respectively. Moreover, they have to be di erentiable with respect to the state variable. Together with their derivatives, they have to satisfy linear growth bounds and Lipschitz conditions (see [6] for details). The initial random variable X 0 has to be independent of W and has to admit ÿnite moments of fourth order.
The numerical approximation works in the pathwise sense. The adaptive discretization re ects the local smoothness properties of each trajectory by approximating the "conditional H older constant" | (t; X t )| along the way and then taking step sizes proportional to 1=| ( n ; X n )|. To approximate X n for an arbitrary discretization 0 = 0 ¡ · · · ¡ N * = 1 one uses the Milstein scheme, which in this context can be written as follows:
where (0; 1) denotes the partial derivative of with respect to the second or state variable and where h n = n+1 − n and N * are determined by the algorithm. One has to choose a basic step size h * ¿ 0 in order to calculate the adaptive step size with 0 = 0 and
where X n is the result of the Milstein scheme. If n exceeds 1, one puts n = 1 and calculates the last value X n with N * = n. This adaptive method is very easy to implement on a computer. Hofmann et al. have constructed their algorithm using the L 2 -error criterion (E( X − X
An adaptive algorithm based on an embedded Runge-Kutta scheme
The step size control algorithm V 2 proposed by Mauthner in [10] works for autonomous SDEs like
in the Stratonovich sense (Itô equations have to be transformed into Stratonovich form, nonautonomous SDEs have to be made autonomous). The functions b and may be multi-dimensional
, however, the Wiener process W needs to be one-dimensional. The basic step size h * gives the equidistant discretization 0
are used, where the integrals J 1 and J 10 are deÿned as
Mauthner developed an embedded stochastic Runge-Kutta method based on two stochastic RungeKutta schemes with strong order 1.0 and a strong order between 1.0 and 1.5, respectively. They are characterized by the following stochastic Butcher array [9, 10] i . The scheme extends a deterministic algorithm: The ÿrst part of the array by itself represents a deterministic Runge-Kutta scheme of the order 4(2).
The high-order solution y 1 serves as a basis for the strong approximation and it is used to estimate the local error of the low-order solutionŷ 1 . For the automatic step size control one wants to reach |y 1i −ŷ 1i | 6 tol i ; 1 6 i 6 d, for each component. Thus, the tolerance tol i = Atol i + max{|y 0i |; |y 1i |}Rtol i has to be calculated by the given values Rtol i and Atol i for each component in order to control the local error. Rtol i and Atol i describe the limit for the relative and the absolute error and one calculates
as an estimation of the local error. One step is accepted with the accompanying step size h if err 6 1 holds. To get an optimal step size, one looks at err ≈ 1 to reduce calculation and gets h new = h (   1   err ) 1=1:5 where, for instance, = 0:8 ¡ 1 is a built-in security. In the case of err ¿ 1 the step size h will be rejected, a new, smaller step size has to be tried.
The step size h may only be halved or doubled. In the case of err ¿ 1, one calculates the last step again with h=2. On the other hand, if err 6 1, the result is accepted and one ÿxes the approximation value to X n+1 . For the next step one continues with step size 2h if the following three conditions are fulÿlled:
Otherwise, one continues with step size h. The third one yields the condition
; which guarantees err 6 1 for the local error.
For every rejected step size h one has to calculate the values of J 1 and J 10 at an intermediate point of the interval [ n ; n + h]. As one already knows the results (j 1 ; j 10 )
T of (J 1 ; J 10 ) T at n + h, one has to calculate T . This is the second key result of Mauthner's work: she has come up with a way to simulate these conditioned random variables. 1 The Runge-Kutta algorithm with step size control calculates solutions which converge strongly to the exact solution of the examined SDEs as the step size converges to zero [10] . This also holds for the use of halved step sizes after rejected steps, although they are no stopping times [3] . Her convergence result is based upon a general theorem by Burrage and Burrage [1] .
Empirical comparison and simulation results
In order to judge the quality of the numerical algorithms we look at the error at time T = 1 referring to a particular path of the Wiener process and the exact solution. The computational cost has to be mentioned in this context also: in the sequel we will use the number of calculated steps as a measure of the computational cost. Surely, this can be just a rough measure but the calculation of the Wiener process, the drift and of the di usion is the main task for each step. The computational cost of both algorithms is a constant factor for each calculated step. We have to point out that V 2 requires more computational time than V 1 does. Note, however, that V 1 also needs the derivative of the di usion. 1 It is much easier to calculate the values of J for step sizes h=2; h=4; h=8; : : : than for arbitrary step size [10] . This is the reason for the binary structure of the scheme. Also, the method only works for one-dimensional noise.
To get information about the performance of the two algorithms, we study their numerical solutions of three stochastic di erential equations for which the exact ones can be calculated [8] :
(1) A linear homogeneous SDE with constant coe cients dX t = bX t dt + X t dW t ; X 0 = 1; whose solution is given by the geometric Brownian motion
(2) An autonomous SDE with trigonometric drift and di usion dX t = −sin(X t ) cos 3 (X t ) dt + cos 2 (X t ) dW t ; X 0 = 0 with the solution
(3) An autonomous SDE with polynomial drift and di usion
t ) dW t ; X 0 = 0 with the solution
To compare the development of the performance with respect to di erent levels of stochastic in uence, we look more closely at the ÿrst SDE because of its linearity and its importance as the standard model of mathematical ÿnance. Therefore, we consider constant drift b = 1 and increasing di usion coe cients = 0:1, 1 and 2. The SDEs (2) and (3) are investigated because of their di erent nonlinear structure.
As it is impossible to determine the number of calculated steps by V 1 and V 2 a priori, an indirect comparison of the two algorithms has to be made. Hence we use the mean approximation error of the Euler-Maruyama algorithm as a reference value. For each described SDE we will proceed as follows: We ÿrst calculate the approximations X k T ; k = 1; : : : ; 100, by the algorithms V 1 and V 2, respectively, based on di erent Wiener processes to get the numbers n k ∈ N of used steps for each run. For each of these we then calculate the approximations X k; l T ; l = 1; : : : ; 100, by the EulerMaruyama algorithm with the same number n k of equidistant steps and di erent Wiener processes. Now one calculates the mean errors The results of these calculations are presented in Fig. 1 where we print the mean error Euler of the Euler-Maruyama algorithm and the mean error of the examined algorithm V 1 and V 2, respectively. The mean value of 100 calculations are plotted based on di erent Wiener paths for both algorithms V 1 and V 2 and for every described SDE. It is now possible to compare the quality of the algorithms V 1 and V 2. Taking the reference errors of the Euler-Maruyama algorithm we can look at their di erence to the mean errors of the examined algorithms V 1 and V 2, respectively. Thus, we can compare the mean error of V 1 to the one of V 2 for the cases of nearly equal level of the reference errors. This supplies us with an indirect comparison of the magnitude of the mean errors with nearly equal computational cost for each studied SDE.
Since the examined algorithms V 1 and V 2 are based on algorithms with constant step size of strong orders between 1.0 and 1.5, respectively, one is interested in the strong order of convergence reached by step size control. Yet there exist only results stating that the algorithms V 1 and V 2 converge in the strong sense without giving the order explicitly. For this reason we also analyze the empirical order of convergence for each investigated SDE separately. V 1 and V 2 ÿrst calculate the approximations X k T ; k = 1; : : : ; 100, based on di erent Wiener paths. Then the mean maximum step size h max and the mean error in T is determined by
where X k T denotes the exact solution of the kth simulation. By the same procedure we get the mean error of the Euler-Maruyama algorithm with strong order 0.5 as a reference value. We repeat these calculations with various parameters of the algorithms V 1 and V 2 to get meaningful data. The results of the described SDEs are plotted in double logarithmic scale in order to get the empirical strong order of convergence q. Fig. 1 presents the results of the approximations of the studied SDEs by the algorithms V 1 and V 2, respectively, in contrast to the Euler-Maruyama scheme. For a clear representation we chose logarithmic scale for the mean errors at the ordinate. The approximated SDEs are numbered from 1 to 5. We are now able to compare V 1 and V 2.
We start with the linear SDE (1) in the almost deterministic case, that is b = 1 and = 0:1. The results presented at 1 in Fig. 1 are the mean errors of the Euler-Maruyama scheme with the ones of V 1 on the left and of V 2 on the right ÿgure. Algorithm V 1 calculates errors similar to the Euler scheme while V 2 provides much better results. Increasing the stochastic part in simulation 2 to b = 1 and = 1 we get plainly recognizable better results by algorithm V 1 with respect to the Euler-Maruyama scheme. Although the errors of V 2 are increasing, they are still better than the ones of V 1. If we have very strong stochastic in uence at 3 by b = 1 and = 2 we get nearly equal results by the algorithms V 1 and V 2. So we conclude that by increasing stochastic in uence the quality of algorithm V 1 is getting better with respect to the Euler scheme and closer to the quality of V 2. This development was to be expected since the step size control by V 1 only depends on the di usion (t; X t ) while V 2 is based on a deterministic Runge-Kutta algorithm of order 4. So for high stochastic in uence V 1 should be preferred because of its simplicity and speed.
Leaving the linear case, Fig. 1 also shows the results with respect to SDEs (2) and (3) as the simulations 4 and 5. Here algorithm V 2 calculates signiÿcantly better results for SDE (2) and still better results for SDE (3) than V 1 does.
The results with respect to the strong order of convergence are presented in Figs. 2 and 3. First we look at SDE (1) in the nearly deterministic case, that is b = 1 and = 0:1. As we can see in the two upper diagrams of Fig. 2 the Euler-Maruyama scheme converges with order ≈ 0:9 as it was to be expected in the deterministic case. Since the Milstein algorithm corresponds to the Euler-Maruyama scheme and since step size control by (t; X t ) does not work in V 1 in the deterministic case, V 1 converges with order ≈ 1. On the other side V 2 converges with order ≈ 1:4. Since V 2 is based upon a deterministic embedded Runge-Kutta scheme of order 4(2), the step size control still works in the deterministic case.
For increasing stochastic in uence, as plotted in the middle of Fig. 2 for b = 1 and = 1, the Euler-Maruyama scheme converges with order 0.5 while algorithm V 1 converges with order ≈ 1:1. This is a little better than in the deterministic case because the step size control starts working. Algorithm V 2 does not converge as well as in the deterministic case but it still converges with the order ≈ 1:3 better than V 1 does.
If stochastic in uence dominates SDE (1) as in Fig. 2 below presented for b = 1 and = 2, algorithm V 1 improves its order of convergence to ≈ 1:2. The Euler-Maruyama scheme converges as above with order 0.5 and algorithm V 2 also still converges with order ≈ 1:4 better than V 1. So we can conclude that by increasing stochastic in uence V 1, which needs less computational time, converges nearly as good as V 2.
Finally, we look at the non-linear SDEs (2) and (3) in Fig. 3 . Now the diagrams show signiÿcant better convergence of algorithm V 2. While V 1 converges with order ≈ 1:1 for SDE (2) at the top and with order ≈ 1:2 for SDE (3) below, algorithm V 2 reaches convergence with order ≈ 2:8 and ≈ 2:4, respectively.
Remark. The embedded algorithm V 2 is based upon two stochastic Runge-Kutta schemes. The ÿrst scheme has local and global strong order 1.0 while the second one has local strong order 1.5 and global strong order between 1.0 and 1.5 [2] . Our results exhibit this because the slopes of the scatter-plots in Figs. 2 and 3 yield a global strong order of at least approximately 1.3 for algorithm V 2. 
Conclusion
This comparison study of the algorithms V 1 proposed by Hofmann et al. and V 2 by Mauthner has revealed di erent strengths and weaknesses. For all SDEs investigated in this article, V 2 yields lower errors with respect to strong convergence. This gap is larger for SDEs with low stochastic in uence and for the non-linear case, where, in our opinion, V 2 should be the method of choice with respect to the error criterion investigated in this article. Fig. 3 . Order of convergence of the Euler scheme in contrast to V 1 and V 2, respectively, using SDE (2) at the top and SDE (3) below.
Yet, as the level of stochastic in uence increases, the order of convergence of V 1 approaches that of V 2. Due to its easy implementation and very low complexity and computational cost, V 1 should be preferred here.
Since V 1 was originally designed to be optimal in the L 2 -sense, a detailed comparison of the two methods with respect to other error criteria should be of interest. Another important piece of work is the development of a scheme which combines the strengths of the two approaches to step size control of SDEs. [4, 5] 
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