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Scientific abstract
Phase modulation has been a tool used for many years to describe system behaviour about
periodic wavetrain solutions. The method has been shown to lead to well known partial differ-
ential equations (PDEs) in many contexts, describing how slowly varying perturbations to the
phase of the solution behave. Typically these calculations can become involved and analyses are
generally only valid for the one system consider and results cannot be transferred.
This thesis discusses a format in which phase modulation leads to PDEs that emerge in a
universal format, that is with coefficients determined by the wavetrain itself and the geometric
properties of the system. The transition from simpler models emerging from the phase dynamics
to more complex models is marked through the criticality of derivatives of the conservation laws
associated with the system evaluated along the wavetrain considered. The analysis is also very
general, so that the asymptotics need only be done once to apply to a large family of physical
problems.
We begin by discussing this method for single phase wavetrains, or more generally relative
equilibrium, in the context of systems generated by a Lagrangian. By considering the modula-
tion of single phased relative equilibrium for suitable scales, the Whitham equations are shown
to emerge with a form explicitly related to the system’s conservation laws. Furthermore, when
the linearisation of the Whitham system develops zero characteristics (referred to as critical-
ity), it can be shown that the modulation leads to the universal emergence of the Kadomtsev-
Petviashvili (KP) and Boussinesq models. These models have coefficients which take the form
of derivatives of the conservation law components evaluated on the relative equilibrium solution,
as well as those that arise from a Jordan chain analysis. Additional degeneracies are shown to
lead to fifth order KP and modified KP models of a similar universal form.
The discussion is then shifted to the case of relative equilibria generated by multiple sym-
metries in 1 + 1 dimensions. It will be demonstrated how the results of the single phase case
generalise naturally to additional phases, with criticality moving from scalar conditions to those
of tensors. By undertaking similar analyses to the single phase, one obtains the multiphase
Whitham equations, and depending on the number of zero characteristics its linearisation pos-
sesses the scalar Korteweg-de Vries (KdV), two-way Boussinesq and a new equation emerge
instead. These analyses are supplemented with examples in stratified hydrodynamics and a
coupled Nonlinear Schro¨dinger model.
The final part of this thesis focusses on criticality conditions in multiphase modulations
outside of the zero characteristic conditions. In particular, the aim is complete the derivation
of all possible codimension 2 (equations requiring two conditions to be met simultaneously)
and codimension 3 equations from the modulation approach. This recovers several well known
i
equations, such as the modified KdV, fifth order KdV and higher order KdV equations, but also
results in some novel equations such as the modified two-way Boussinesq and sixth order two-way
Boussinesq equations. Examples of how these equations emerge are then given, revisiting the
stratified shallow water and coupled Nonlinear Schro¨dinger equations to do so, demonstrating
how the conditions for each reduction may be met and how the coefficients may be obtained.
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Introduction
The study of nonlinearity dominates the landscape of modern mathematical physics. There is
much interest in particular in the generation and evolution of phenomenon governed by nonlinear
dynamics and coherent structures associated with these, such as the formation of patterns,
chaotic dynamics and pervasive propagating structures like solitary waves. Often it is the case
that the systems which admit these are complicated to analyse from mathematical perspectives,
so one valid strategy is to try and reduce such problems to equations of motion that capture
the key aspects of the dynamics one wishes to study. This will be the essence of this thesis, to
reduce nonlinear systems to ones which are more amenable to analysis.
Within the scope of nonlinear coherent structures, there has been a large devotion to the
study of waves. These are central to many nonlinear phenomenon such as undular bores, sonic
booms, rogue waves and many other physically important occurrences. The applicability of
their study is vast, as waves appear across a large number of systems of physical interest. Most
obvious is within the study of water waves, but one may study them in contexts such as Bose-
Einstein condensates, optics, plasmas and more. Progress in the study of nonlinear waves has
accelerated over the last century, and a lot of insight into their nature has been obtained over
this time.
Of interest in this thesis arises from a process involving waves known as modulation. The
technique itself arises from the work of G.B. Whitham, who was able to find approximations
to systems by utilising the properties of wave solutions to them. Amazingly, the structure of
these equations are related to the conservation laws of the original system. By doing so, one is
able to infer not only how the system evolves in a simpler way, but additional information such
as the stability properties of these wave solutions. There is now a large body of work based
on this technique from numerous contributors to expand and develop his original theory. This
thesis seeks to add to this, through the use of modulation as a reduction procedure to derive a
multitude of nonlinear wave equations.
1
2 1.1. Lagrangian Densities and the Euler-Lagrange Equations
The aim of this thesis is to modulate families of relative equilibria, which may be thought of
as a generalisation of waves, in a canonical Lagrangian settings to derive phase equations. The
resulting coefficients are related to properties of the basic state. In particular, these coefficients
will be primarily composed of the conservation law components evaluated along the relative
equilibrium, and the others related to a Jordan chain analysis. This body of work will derive
many known nonlinear equations such as the Korteweg-de Vries (KdV) equation and two-way
Boussinesq equation, but it will in some cases uncover new nonlinear partial differential equations
(PDEs). This thesis also identifies the emergence of known equations within new contexts, which
is especially true in the environment of multiple phases.
This introduction outlines many of the key concepts required for this thesis. This includes a
discussion on Lagrangian densities and associated Euler-Lagrange equations, conservation laws,
an overview of asymptotic analyses and finally the ideas of phase modulation.
1.1. Lagrangian Densities and the Euler-Lagrange Equations
Across many fields of physics, a large amount of problems fall into the class of Lagrangian
systems. The dynamics admitted by these systems conserve one or more quantities such as
mass, angular momentum and particle charge. These conservative models accurately capture
the behaviour across numerous fields, such as plasma dynamics, water wave theory, optics and
quantum mechanics. It is exactly these types of system that are considered in this thesis, and
their conservative properties are central to many of the results within this thesis.
The variation of the Lagrangian forms an important component of the analysis. By finding
states for which the Lagrangian is stationary, one finds optimal states for the system. From the
Lagrangian density, the equations of motion my be obtained by taking variations with respect
to its state vector. Consider the Lagrangian L,
L (U) =
∫∫
Ω
L(U,Ux, Ut) dx dt ,
for state vector U ∈ Rn, spatial variable x, time variable t, Lagrangian density L , Ω = [x1, x2]×
[t1, t2] some domain in (x, t) and the subscripts denote partial differentiation. The variation of
the density is obtained by considering
δL (U)V = lim
s→0
(
L (U + sV )−L (U)
s
)
,
and for simplicity we assume V vanishes on the boundary of Ω. To find extrema of the Lag-
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rangian, this first variation must be zero, and so through use of Taylor’s theorem we have
lim
s→0
(
L (U + sV )−L (U)
s
)
=
∫∫
Ω
lim
s→0
(L(U + sV, Ux + sVx, Ut + sVt)− L(U,Ut, Ux)
s
)
dx dt ,
=
∫∫
Ω
[〈
∂L
∂U
, V
〉
+
〈
∂L
∂Ux
, Vx
〉
+
〈
∂L
∂Ut
, Vt
〉]
dx dt ,
=
∫∫
Ω
〈[
∂L
∂U
−
(
∂L
∂Ux
)
x
−
(
∂L
∂Ut
)
t
]
, V
〉
dx dt ,
where integration by parts has been used in the final step, along with the property of V vanishing
on the boundary of Ω. The notation 〈·, ·〉 is used to denote the standard inner product on Rn,
defined as
〈A,B〉 = ATB ∀ A, B ∈ Rn .
It follows that since this must be true for any V and be independent of the domain Ω, the square
bracketed term must vanish at extrema. This means
∂L
∂U
−
(
∂L
∂Ux
)
x
−
(
∂L
∂Ut
)
t
= 0 . (1.1)
This system of equations form the the Euler-Lagrange equations for the given Lagrangian.
Typically these describe the evolution of some physical system of interest, such as the water
wave problem, problems in plasma physics and optics systems.
1.2. Symmetry and Relative Equilibria
The main focus of this thesis is Lagrangians which possess one or more symmetries. The fact
that these Lagranigans possess one or more (continuous) symmetries implies that they also
conserve some quantity, and vice versa. This was first proven by Noether [67], forming her
first theorem. This result is widely used across physics, where one may use the symmetry to
generate the conservation law or deduce the equations of motion. The underlying principle of
the theorem is as follows. If the Lagrangian is invariant under some continuous symmetry action
parameterised by p, denoted as Gp, then
L (GpU) = L (U) ∀ U, p .
In this discussion, the symmetry does not act on x or t, and so conservation of energy or
momentum are not covered in this discussion.
If the Lagrangian is invariant under such a symmetry, it must also be invariant with respect
to the symmetry’s infinitesimal transformation. We may define the generator of the group action
g as
g(V ) =
d
ds
(GsV )
∣∣∣∣
s=0
,
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which represents the infinitesimal transformation. Consider the variation involving this infin-
itesimal element:
δgL =
d
ds
L (GsU)
∣∣∣∣
s=0
,
=
∫∫
Ω
[〈
∂L
∂U
, g(U)
〉
+
〈
∂L
∂Ux
, (g(U))x
〉
+
〈
∂L
∂Ut
, (g(U))t
〉]
dx dt ,
=
∫∫
Ω
〈
∂L
∂Ut
, g(U)
〉
t
+
〈
∂L
∂Ux
, g(U)
〉
x
+
〈[
∂L
∂U
−
(
∂L
∂Ux
)
x
−
(
∂L
∂Ut
)
t
]
, g(U)
〉
dx dt .
(1.2)
Since the Lagrangian is invariant under Gp, the variation ∂gL = 0, so if U satisfies (1.1) then
it must be that ∫∫
Ω
〈
∂L
∂Ut
, g(U)
〉
t
+
〈
∂L
∂Ux
, g(U)
〉
x
dx dt = 0 .
This statement is true regardless of the Ω chosen, and so define
A(x, t) :=
〈
∂L
∂Ut
, g(U)
〉
, B(x, t) :=
〈
∂L
∂Ux
, g(U)
〉
,
it then follows that we must have
At +Bx = 0 . (1.3)
This is the conservation law associated with the symmetry action Gp.
This thesis considers three main cases of such continuous group actions. The first, and
simplest, case is the affine symmetry action denoted by
GθU = U + θv ,
for some constant vector v in the state space. The generator here is therefore
g(U) = v .
The second example is the one parameter subgroup of special orthogonal matrices, so that each
action satisfies G−1θ = G
T
θ . The principle example of this is the SO(2) group, whose action may
be written as
GθZ = (Rθ ⊕Rθ ⊕ . . .⊕Rθ)Z , Rθ =
(
cos θ − sin θ
sin θ cos θ
)
.
The generator is then given by
g(U) = (σ ⊕ σ ⊕ . . .⊕ σ)U , σ = d
dθ
Rθ
∣∣∣∣
θ=0
=
(
0 −1
1 0
)
.
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The third case is that of 2pi-periodic wavetrains, so that the symmetry is associated with the
invariance of phase translations,
GφU = U(θ + φ) , U(θ + 2pi) = U(θ) .
The generator here is therefore
g(U) = Uθ(θ) .
The fact that the Lagrangian is invariant under Gp automatically gives that GpU is a solution
precisely when U is. This observation allows one to move a solution U along a group orbit to
form a new solution which is steady relative to the group orbit. In the case where the group
parameter linearly depends on x and t, this can be explicitly written as
U(θ) = GθU0 , θ = kx+ ωt+ θ0 ,
for constants k and ω. Such solutions are called relative equilibria, and may be thought of as
equilibria in the travelling wave frame of θ. As such, one well known example of relative equilibria
solutions are periodic travelling waves, arising from the invariance of phase translations as stated
above. These types of solutions form the foundation for the main approach used in this paper,
modulation, which will be utilised to reduce the Euler-Lagrange equations (1.1) into simpler
PDEs in the neighbourhood of relative equilibria.
1.3. Reductions of Partial Differential Equations and Asymptotic Analysis
An integral part of modern mathematical physics is the ability to describe processes using a
mathematical description. One common notion to achieve this is through the use of partial
differential equations (PDEs) to balance rates of change of certain quantities through observed
physical laws. However, it is often the case that such descriptions are complex and as such are
hard to analyse using current techniques, especially when these equations are nonlinear. There
are numerous ways to reduce the complexity of such systems in order to gain insight, and one
such method is the approach of reduction about a known solution. A general overview of the
approach to do so is provided here.
Consider the partial differential system
Lu(x, t) + N
(
u(x, t)
)
= 0,
for state vector u, linear operator L and nonlinear operator N which in general contains the
derivative operators ∂x and ∂t. The main principle is that the given a solution to this system,
u0, we may attempt another solution asymptotically (in the sense that ε→ 0) close to it of the
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form
u = u0(x, t) + εu1(x, t,X, T ) + ε
2u2(x, t,X, T ) + . . . = u0 +
∞∑
n=1
εnun(x, t,X, T ),
where the parameter ε is taken to be small (ε  1). The variables X and T are of the form
X = εax, T = εbt and are called slow variables, garnering their name from the fact that these
only change by minute amounts compared to how x and t change. Due to the presence of these
new variables, the derivative operators change, resulting in
∂x 7→ ∂x + εa∂X , ∂t = ∂t + εb∂T .
The operators may also be expanded as an asymptotic series, which will be denoted as
L = L0 + εL1 + . . . , N = N(u0) + εN1(u0)u1 + . . . .
This transforms the nonlinear operator N into a series of quasilinear operators. By gathering
the terms at each order of ε, the problem then takes the form
Lu0 + N(u0) + ε
(
L0u1 + L1u0 + N1(u0)u1
)
+ . . . ≡
∞∑
n=0
εnFn(u0, u1, . . .) = 0. (1.4)
The principle assumption of this methodology is that when ε is sufficiently small so that the
terms at each power of ε may be solved independently of the others. The approach then becomes
a case of solving from ε0 terms through to the required power of ε.
The first equation, the ε0 terms (also referred to as the leading order) generates the system
Lu0 +N(u0) = 0 ,
which is solved when u0 solves the original system. The next terms, occurring at ε
1 lead to the
equation
L0u1 = −L1u0 −N1(u0)u1 .
How can one deduce whether the above system may be solved? In order to do so, one may use
the idea of the Fredholm alternative [38,56], which states that for v ∈ range(L0) and the domain
is a Banach space, either
1. There exists w ∈ dom(L0) with L0w = v, or
2. There exists q ∈ ker(L†0) with 〈q, v〉 6= 0,
where 〈·, ·〉 denotes some inner product and L†0 is the adjoint of L0 which is defined as the
operator which satisfies
〈L0u, v〉 = 〈u,L†0v〉 ∀u, v .
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These conditions may be combined into the statement
∃w ∈ dom(L0) such that L0w = v ⇔ 〈q, v〉 = 0 ∀ q ∈ ker(L†0) . (1.5)
We call this notion solvability. Therefore, we can solve for u2 in (1.4) precisely when
〈q,L1u0 + N1(u0)u1〉 = 0 ∀ q ∈ ker(L†0) .
These form a system of equations that u1 must satisfy in order for the analysis to continue. This
process is repeated until, providing the powers a and b in the slow variables are chosen suitably,
a PDE is derived at some power in ε describing the evolution of u1 in terms of the variables
X and T . The imposition of solvability generates the coefficients, which typically depend on
parameters of the original system.
Such reduction procedures appear in many contexts. In hydrodynamics, approaches similar
to those above are used to find equations that describe the shape of free surfaces [10, 82], and
in amplitude equations to model the dynamics of phases and defects in waves [52, 58, 57]. The
result of these approaches generally admit equations that emerge within numerous contexts,
and the benefit of this occurring is clear - if one studies properties and solutions of the common
reduction, these traits can automatically be inferred to systems that generate it. Therefore only
one simpler equation need be analysed to study many other physically important systems. One
such equation is the the Korteweg-de Vries (KdV) equation,
uT + uuX + uXXX = 0 ,
providing X and T are suitably scaled slow variables. The KdV equation forms a prototypical
example of nonlinear PDEs, since it captures two main features in their simplest form. Primarily,
the nonlinear term present is one of the simplest available - it is quadtratic and only contains a
single spatial derivative. The second feature is the presence of dispersion arising from the last
term. Thus, the KdV equation characterises a balance between nonlinear effects and dispersion.
This is seen in its exact solutions, where this interaction leads to the emergence of cnoidal
wavetrains which in limiting regimes become solitary waves.
We now demonstrate an example of how one may derive the KdV equation via an asymptotic
analysis to demonstrate the ideas of this section. To do so we will consider the shallow water
system
ηt + (ηu)x = 0 ,
ut + uux + gηx +
1
3
gη20ηxxx = 0 ,
(1.6)
for velocity u, free surface deflection η, g is acceleration due to gravity and η0 denotes the
quiescent surface height. To obtain the KdV equation from this system, we perturb the constant
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velocity and quiescent height solution u = u0, η = η0 in the following way
u = u0 + ε
2U(X,T ) + ε4U2(X,T ) , η = η0 + ε
2H(X,T ) + ε4H2(X,T ) ,
and the slow variables are scaled as X = εx, T = ε3t. There are no ε term in the perturbation
due to the choice of scalings on the slow variables. We now substitute these expressions into
(1.6) and look at the resulting equations at each order of ε. At leading order (ε0) we have that
(η0)t + (η0u0)x = 0 ,
(u0)t + u0(u0)x + g(η0)x +
1
3
gη20(η0)xxx = 0 ,
which is satisfied for η0, u0 constant. There are no equations at order ε and ε
2, and so the next
system we must consider is
u0HX + η0UX = 0 ,
u0UX + gHX = 0 .
In order for this system to have a nontrivial solution, the matrix system(
u0 η0
g u0
)(
H
U
)
X
= 0
must have a nontrivial solution. This is when the matrix has a zero eigenvalue, and so requires
that
u20 − gη0 = 0 , ⇒ Fr2 ≡
u20
gη0
= 1 ,
where Fr is the Froude number. As a consequence, the functions U and H must now be propor-
tional to each other, and they must form the eigenvector for the zero eigenvalue. The eigenvector
itself is
η =
(
−u0g
1
)
,
and thus gives that
H = −u0
g
U .
This completes the analysis of the third order terms. There are no ε4 terms in the analysis, and
so the next term to consider is the ε5 equation, which is given by
HT + (HU)X + u0(H2)X + η0(U2)X = 0 ,
UT + UUX +
1
3
gη20HXXX + u0(U2)X + g(H2)X = 0 .
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This is equivalent to the matrix problem(
u0 η0
g u0
)(
H2
U2
)
X
= −
(
HT + (HU)X
UT + UUX +
1
3gη
2
0HXXX
)
.
This is an inhomogenous linear operator problem, and so to assess solvability we need to check
the inner product with the adjoint solution. In this case, the inner product is just the standard
inner product on R2 and the adjoint solution is the left eigenvector of the matrix on the left
hand side of the equation, which is
χ =
(
1
−u0g
)
, which satisfies χT
(
u0 η0
g u0
)
= 0 .
Thus, multiplying the system on the left by this vector removes the left hand side of the equation,
and turns the right hand side into the equation
u0
g
UT −HT + u0
g
UUX − (HU)X + 1
3
u0η
2
0HXXX = 0 .
The equality arises because for this system to be solvable, the inner product with the adjoint
solution must vanish. We may replace H by its earlier relation to U to give
2u0
g
UT +
3u0
g
UUX − u
2
0η
2
0
3g
UXXX = 0 .
Therefore, the KdV equation arises as the solvability criterion at fifth order in epsilon. The
coefficient of the final term can be seen to be η03 by using the condition u
2
0 = gη0, which leads
to agreement with the literature [30].
Within this thesis, a more specialised version of an asymptotic analysis is used called mod-
ulation, which is discussed in detail within the next section. Using the modulation approach
leads to solving equations at various powers of ε, however it will be made apparent that the
modulation approach allows properties of a known solution to be used to simplify the resulting
system and thus streamlines the asymptotic analysis.
1.4. Phase Modulation
One approach used in the derivation of asymptotic reductions, and indeed the method this thesis
will focus on, is that of phase modulation. The underlying premise is to use wavetrain solutions
to the problem in order to generate the nonlinear reduction sought. An overview of the various
methodologies, as well as the history of phase modulation, is outlined below
The ideas of modulation were developed within conservative systems through the work of
Whitham [84,83]. Starting from Lagrangian systems with wavetrain solutions, Whitham intro-
duced a slowly varying rapid phase θ = ε−1Θ(X,T ) for ε  1 and slow variables X = εx and
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T = εt. This differs from the classical linear phase often seen, usually taken to be θ = kx+ωt+θ0,
for constant wavenumber k, frequency ω and phase shift θ0. In light of the relation between the
linear phase and the constant wavenumber and frequency,
k = θx , ω = θt ,
one may define corresponding local wavenumber k and frequency ω for the slowly varying phase
ε−1Θ as
k(X,T ) = ΘX , ω(X,T ) = ΘT . (1.7)
This relation between the slowly varying phase and the wavenumber and frequency is known as
the phase consistency condition. Assuming that the solution takes to form
u = uˆ(ε−1Θ; k, ω) ,
means that an asymptotic analysis must take place. The derivatives transform as
∂x = k∂Θ + ε(kX∂k + ωX∂ω) , ∂t = ω∂Θ + ε(kT∂k + ωT∂ω) .
Undertaking the asymptotic analysis leads to a system of equations of the form
kT = ωX , A (k, ω)T +B(k, ω)X = 0, (1.8)
for some functions A and B, which turn out to be the components of the conservation law for
the original system evaluated along the original wavetrain solution and averaged over one period.
These equations govern leading order defects to the wavenumber, and allow one to study the
slow evolution of the nonlinear wave in an analytic way, such as the studies by Whitham [83],
Luke [62] and Lighthill [62]. Additionally, the study of the Whitham modulation equations
also enables one to investigate the spectral stability of the wavetrain used to derive the Whitham
equations, as is done in Benzoni-Gavage et al. [8]. However, this system degenerates when
either A or B fail to be bijective and so a new approach and rescaling of the problem becomes
necessary. A more detailed overview of the Whitham approach, as well as its application in
various contexts can be found in [8, 34,35,46,44,62,61].
What does solving an equation involving a phase perturbation, such as the Whitham equa-
tions (1.8), mean for the original system? Since the function Θ governs the phase of the wave, it
follows that it will affect the local phase, wavenumber and frequency of the wave. The last two
of these follow from (1.7). With this in mind, we can see that whenever ΘX is increasing the
wavenumber increases locally, which corresponds to a decrease in wavelength. This is matched
with a increase in the phase Θ, and so the waves ‘bunch up’. In a similar vein, when ΘX is
decreasing the wave locally expands and the wavenumber increases. An illustration of this is
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given in figure 1.1. Therefore, phase dynamics gives an insight into how the properties of the
wave slowly change over time.
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Figure 1.1: A schematic example of how solutions to phase equations alter the original wavetrain
whose initial wavenumber is some constant k0. The top figure is the original unmodulated solu-
tion with constant wavenumber. The middle image displays an example of the local wavenumber
ΘX at some instance in time. The final image illustrates how this distortion of the wavenumber
due to ΘX leads to an increase in wavelength in the center of the wavetrain, since the wavenum-
ber has decreased. In some cases, these modulation may also alter the amplitude, but this is
not pictured here.
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Another early use of this approach can be traced back to the work of Pomeau and Man-
neville [64]. They took advantage of the invariance of phase translations in waves appearing
in reaction-diffusion systems, such as those in the form
ut = Dˆuxx + f(u) , (1.9)
for diffusion constant Dˆ and reaction function f , and introduced a slowly varying phase per-
turbation. Indeed suppose that u satisfies this reaction-diffusion PDE, then consider a wave of
the form
u = uˆ(θ), θ = kx+ θ0 ,
for wavenumber k and phase shift θ0. The fact that one is able to shift the phase by an arbitrary
constant, the aforementioned phase invariance, implies that one should be able to add a slowly
varying function φ(εx, ε2t) ≡ φ(X,T ) (with ε 1) to the phase variable θ and the result should
still satisfy the original problem. An additional remainder term ε
(
W0(θ + φ,X, T ) + εW1(θ +
φ,X, T )
)
is also added to the solution. This now means that u takes the form
u = uˆ
(
θ + φ(X,T )
)
+ ε
(
W0(θ + φ,X, T ) + εW1(θ + φ,X, T )
)
.
However, the inclusion of a slowly varying function within the solution transforms the derivatives
appearing within the original problem, giving the altered derivatives acting on uˆ as
∂x = k∂θ + εφX∂θ, ∂t = ε
2φT∂θ ,
and on W as
∂x = k∂θ + ε(φX∂θ + ∂X), ∂t = ε
2(φT∂θ + ∂T ) .
Solving the resulting asymptotic system led to the result that this perturbation must satisfy the
diffusion equation
φT = D(k)φXX , (1.10)
for some D, which is a function of the wavenumber k. This is of a similar form to (1.9), but
without the reaction component of the equation. D may be positive, negative, or zero as k
varies.
The ideas of phase dynamics have been refined over the years. One such contributor was
Kuramoto [57]. The above phase diffusion equation in cases where D becomes negative is a
poor model since solutions grow without bound (”blow up”), however in the neighbourhood of
D = 0 the phase modulation analysis can be abridged for different scalings of φ,X and T to
obtain instead a nonlinear evolution equation for φ. The approach of Kuramoto in such cases
was to take the phase perturbation to instead be
u = uˆ(θ + εφ(X,T )), X = εx, T = ε4t, ε 1 ,
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and redo the Pomeau and Manneville approach assuming that D was sufficiently small so that
D = ε2Dˆ. The resulting analysis revealed that instead φ must satisfy
φT = DˆφXX + α(k)φXφXX + β(k)φXXXX
for coefficients α and β depending again on the wavenumber k. In fact, it was shown that the
coefficient of the nonlinearity was related to D, with α = dDdk . The phase dynamics are now
governed by nonlinear dynamics, and so more interesting phenomena could be studied. This
PDE has since been named the Kuramoto-Sivashinsky equation.
The works of Kuramoto and Whitham were then combined in the approaches of Bridges [12].
The idea was to use an ansatz introduced by Doelman et al [32], in which both the phase
and wavenumber are perturbed by slowly varying functions the aim of deriving reductions to
reaction diffusion systems and then assessing their validity (i.e. how close solutions to the re-
duction represented solutions to the full system). Instead of just considering wavetrains, the
more generic case of relative equilibria generated by a symmetry is studied, which can also be
parametrised by a wave variable. This allows a more diverse range of problems to be considered.
In a similar way to Kuramoto, given a relative equilibrium solution Ẑ(θ, k, ω) the perturbation
was taken to be
Ẑ
(
θ + εφ(X,T ; ε), k + ε2q(X,T ; ε), ω + ε4Ω(X,T ; ε)
)
+ ε3W (θ,X, T ; ε) , (1.11)
with q = φX , Ω = φT . The slow variables are rescaled so that X = εx, T = ε
3t, and W
represents a remainder term to regulate the analysis. This alters the approach originally taken
by Whitham by replacing the local phase and wavenumber by a perturbation of some functions
instead, much like the approach of Kuramoto and Doelman et al.. Additionally, modulation in a
canonical Lagrangian setting was considered, which allows one to relate properties of the system
to the coefficients of the equations obtained through the phase dynamics. The methodology
highlighted that when the Whitham equations were degenerate (reminiscent of when the phase
diffusion equation became ill-posed in the work of Kuramoto) the phase dynamics revealed that
the KdV equation emerges, taking the form
(Ak +Bω)qT +BkkqqX +K qXXX = 0. (1.12)
The first two coefficients directly relate to parameter derivatives of the conservation law com-
ponents evaluated on Ẑ, and then averaged over one period of the phase if necessary, reminiscent
of the studies of Kuramoto. The final coefficient, K , emerges from an Jordan chain analysis.
This led to the notion of ‘universal form’, that is that the derived nonlinear equation arise
from an abstract Lagrangian and do not depend on an explicit form of the governing equation.
Moreover, the universal form also refers to the fact that the coefficients in the emerging system
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are primarily related to the conservation laws for the original system evaluated along the relative
equilibrium solution. Both of these properties arise from transforming the Lagrangian into its
multisymplectic form. The approach of Bridges is the basis of the methodology which will be
built upon within this thesis.
We illustrate the method of Bridges by reviewing one of the examples of the paper [12],
which will be the shallow water system (1.6) but in its potential form,
ηt + (ηφx)x = 0 ,
φt +
1
2
φ2x + gη +
1
3
gη20ηxx = R ,
where the velocity potential φ relates to the velocity by u = φx and R is the Bernoulli constant
arising from integration.. The first step is to write this system in Multisymplectic form:
MZt + JZx + KZy = ∇S(Z) ,
with
M =

0 −1 0 0
1 0 0 0
0 0 0 0
0 0 0 0
 , J =

0 0 −1 0
0 0 0 −1
1 0 0 0
0 1 0 0
 ,
Z =(φ, η, p, τ)T , S(Z) = Rη − gη
2
2
+
p2
2η
− 3(τ
2)
2gη20
,
and
p = ηφx , τ = −gη
2
0
3
ηx, .
The next step it to identify a relative equilibrium, which for the shallow water system is the
affine symmetry associated with φ. This is since for every solution φ, we also have that φ + C
is also a solution for any constant C. In light of this, one may take the relative equilibrium
solution for this system as
Ẑ =

θ
η0(k, ω)
kη0
0
 , η0 =
1
g
(
R− ω − k
2
2
)
,
where the quiescent surface height has been found by substitution of Ẑ into the governing
equations. From this, one is able to identify the generator of this symmetry and the conservation
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law components for the system as
g =

1
0
0
0
 , ⇒ A = 〈Z,Mg〉 = η , B = 〈Z,Jg〉 = p = ηφx .
These can be evaluated along the equilibrium solution to obtain that
A = A(Ẑ) = η0 , B = B(Ẑ) = kη0 .
The idea now is to use this solution and perturb it according to the modulation ansatz (1.11)
and use this guess at a new solution into the multisymplectic form of the governing equations.
Following this a Taylor expansion around the ε = 0 state is undertaken and this generates a
system of equations that are solved independently, exactly like a classical asymptotic analysis.
We summarise the results of each order below
The leading order equation is simply
ωMẐθ + kJẐθ = ∇S(Ẑ) . (1.13)
This is solved as Ẑ is a relative equilibria of the system, but is easiest seen by considering the
four equations generated by the system:
0 =0 ,
ω =R− gη0 − k
2
2
,
k =k ,
0 =0 .
The next order, ε, gives that
φLẐθ = 0
where L is a linear operator obtained by linearising the multisymplectic governing equations,
and is given by
LV = D2S(Ẑ)V − (ωM + kJ)Vθ ,
and D denotes the directional derivative
DnP (Z)W =
dn
dsn
P (Z + sW )
∣∣∣∣
s=0
.
We can see that is is true by differentiating (1.13) with respect to θ and then by using the
definition of L. Thus, this order is satisfied due to properties of the relative equilibrium solution
Ẑ.
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At the next order, ε2, the equation is
qLẐk +
1
2
φ2
(
LẐθθ + D
3S(Ẑ)(Ẑθ, Ẑθ)
)
= φXJẐθ ,
where the (, ) notation denotes the linear term-wise product with D3S(Ẑ), obtained by taking
the directional derivative. Firstly, the φ2 terms vanish, and the argument to see this is similar
to that of the previous ε order. If one differentiates (1.13) twice with respect to θ, one obtains
LẐθθ = −D3S(Ẑ)(Ẑθ, Ẑθ) ,
and so these terms cancel. Many terms cancel in this way throughout the analysis, and so these
will be neglected herein. Additionally, notice if we differentiate the equation (1.13) with respect
to k, treating k and θ as independent variables, one may use the linear operator to write the
result as
LẐk = JẐθ .
Therefore, as q = φX , the equation at this order is satisfied just by properties of the relative
equilibrium Ẑ. The next order is ε3 and, neglecting terms that cancel automatically like the φ2
terms did at the previous order, generates the system
LW0 = qXJẐk ,
where W0 is the first term of the asymptotic expansion for W ,
W =
∞∑
n=0
εnWn(θ,X, T ) .
We now assess whether the system is solvable at this order. To do so the inner product we need
is the standard inner product on R4 and the adjoint solution is Ẑθ, since one may show L is self
adjoint (meaning that it is equal to its own adjoint). Thus for this equation to be solvable we
require
〈Ẑθ,JẐk〉 ≡ −Bk = −η0 − k
2
2
= 0 , ⇒ Fr2 = k
2
gη0
= 1 .
Therefore, the solvability at this order can be formulated as a condition that a conservation
law component is extremal (which is often called criticality). These types of criticality will
be discussed in depth within the thesis, such as their relation to the Whitham equations and
characteristics, but for now we simply assume this condition is met by choosing a suitable k.
Then this allows one to take, as a solution at this order,
W0 = qXξ3 , with Lξ3 = JẐk .
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One may explicitly find ξ3 as
ξ3 =
gη30
3k

0
0
1
0
 .
The next order is remarkably simple, and this gives
LW1 = −φqXD3S(Ẑ)(Ẑθ, ξ) + qXXJξ3 .
The first term on the right hand side is solvable by (ξ3)θ, seen by differentiation of its defining
equation with respect to θ. The qXX term is solvable too, since by assessing solvability one finds
〈Ẑθ,Jξ3〉 = −〈JẐθ, ξ3〉 = −〈LẐk, ξ3〉 = −〈Ẑk,JẐk〉 =〉JẐk, Ẑk〉.
As the inner product is symmetric in its arguments, the above must be zero, and so the qXX
term is solvable. Thus the solution at this order for W1 is
W1 = φqX(ξ3)θ + qXXξ4 , with Lξ4 = Jξ3 ,
and ξ4 is given by
ξ4 =
gη40
3k3

0
1
k
0
 .
Finally, the last order considered is the ε5 terms, which read
LW˜2 = qTMẐk + ΩXJẐω + qqX
(
J(ξ3)θ + JẐkk −D3S(Ẑ)(Ẑk, ξ3)
)
+ qXXXJξ4 .
The last stage of the analysis is to assess solvability and thus compute the coefficients of each
of these terms, which will lead to the KdV equation. The first gives
〈Ẑθ,MẐk〉 ≡ −Ak = −(η0)k = k
g
,
and similarly the second
〈Ẑθ,JẐω〉 ≡ −Bω = −(kη0)ω = k
g
.
The coefficient of the nonlinearity may be computed as
〈Ẑθ,J(ξ3)θ + JẐkk −D3S(Ẑ)(Ẑk, ξ3)〉 = 3k
g
≡ −Bkk .
The final coefficient is
〈Ẑθ,Jξ4〉 = −gη
4
0
3k2
=
η30
3
.
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Thus, using that qT = ΩX , coming from the consistency of the definitions q = φX , Ω = φT , one
has the KdV
2k
g
qT +
3k
g
qqX − η
3
0
3
qXXX = 0, .
This agrees with the previous asymptotic analysis noting that k plays the same role as u0, the
uniform velocity of the flow.
This allows us to make some comments about the approach in general in comparison to
tradition asymptotic approaches. At first, it seems that this is a step backwards - the analysis
via the modulation approach seems to be more technically demanding. This is certainly true for
this example, however the advantage is the ability to use the abstract form of the Lagrangian
throughout the reduction, and so the results of the reduction procedure apply to any Lagrangian
that can be put into multisymplectic form. In particular the above example primarily uses the
multisymplectic form without explicitly using the fact that it is a formulation of the shallow water
system, except when evaluating the criticality condition, determining ξ3, ξ4 and coefficients at
the end. All of these components can be kept abstract until a specific Lagrangian is considered.
Moreover, a connection between the majority of the coefficients of the KdV obtained relate to
the conservation laws evaluated along the basic state (and averaged over a period, if necessary)
as stated in (1.12), meaning their form is not only known but these can also be computed in
advance. The dispersive term can be shown to be related to a Jordan chain analysis, which again
can be computed in advance. Therefore the coefficients of the problem may be computed without
the need for additional asymptotics from a Lagrangian that can be put into multisymplectic form
with the necessary relative equilibrium. This is not true for the traditional asymptotic approach.
For example if one wishes to reduce the nonlinear Schro¨dinger equation,
iAt +Axx − |A|2A = 0 ,
for complex amplitude A(x, t), to the KdV using the traditional approach, one would have
to do another asymptotic analysis. The modulation approach however may simply put this
equation into multisymplectic form, compute the conservation law components along the relative
equilibrium, find when Bk = 0, compute the Jordan chain and then determine the coefficients
of the KdV equation according to (1.12) with no further asymptotics.
To summarise explicitly, the strengths of the modulation approach are as follows. Firstly,
the modulation may be undertaken on an abstract Lagrangian, meaning that the reduction
need only be done once and the result will apply to any Lagrangian that can be put into the
required form. Secondly, the methodology links the majority of coefficients to the conservation
law components evaluated along the relative equilibrium solution and averaged, meaning these
may be computed in advance. Additionally, the criterion for the equation to emerge (like the
condition Bk = 0 needed for the KdV to arise) is also linked to the conservation laws, and so
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the diagnosis of when specific equations arise may also be done in advance in a formulaic way. It
is for these reasons that the modulation approach is adopted as the tool to acquire the various
nonlinear reductions documented within this thesis.
1.5. Outline of the Thesis
The body of this thesis is dedicated to the modulation of families of relative equilibria in the
Lagrangian variational setting in order to obtain nonlinear PDEs. Initially, this thesis extends
the results of Bridges in the single phase case to not only additional spatial dimensions but also
to derive additional phase dynamical equations. The majority of the thesis however is dedicated
to the extension of Bridges’ approach to multiple phases, where the generalisation is nontrivial
but recovers many of the same results. The modulation of multiple phases also leads to the
emergence of several previously unseen PDEs, for which modulation is the natural approach to
obtain them. The outline of how these results are presented in this body of work is outlined
below.
In chapter 2, the modulational studies of Bridges are reviewed and built upon. The multisym-
plectic framework in 2+1 dimensions is discussed, which includes the linearisation about relative
equilibria and conservation laws for the system. This is then followed by the details of the mod-
ulation approach and how this can be used to obtain the linear Whitham equations. With this
in hand, the discussion focusses on how the degeneracies of the linearised Whitham equations
form the criterion for nonlinear equations to emerge from the modulational approach. The de-
tails for how these nonlinear equations, such as the Kadomtsev-Petviashvili (KP) and two-way
Boussinesq equations, form the first half of the chapter and are accompanied by examples. In
the latter half, degeneracies of the nonlinear models is discussed. These do not have a direct
relation to the zero eigenvalues of the matrices appearing in the Whitham system but generate
more complex behaviour. In particular, the modified KP (mKP) and fifth order KP (KP5)
equations are derived, and examples of their emergence presented.
Relative equilibria of multiple symmetry groups are considered in chapter 3. The ideas
parallel those in chapter 2, and so this chapter follows much the same format. The abstract
properties of the basic state (such as the linearisation about relative equilibria and conservation
laws) are again formulated but for a two-variable family of relative equilibrium. The fact that
the conservation laws for the system occur as a vector inspires a new definition of criticality.
The modulational approach is then modified to generate a vector analogy of the linear Whitham
equations. From these, the degeneracies of the Whitham system once again generate the re-
spective criterion for nonlinear models to emerge, the details of which are presented, leading to
the KdV, two way Boussinesq and a previously unseen KdV-like equation. Examples for how
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each system is generated in the context of two-layered stratified flows and the coupled Nonlinear
Schro¨dinger (NLS) equations end the chapter.
Chapter 4 takes the multiple symmetry case further and discusses how degeneracies unrelated
to the linear Whitham equations lead to further nonlinear equations emerging. The method of
Kuramoto is reviewed for the multiple symmetry case to facilitate this, in order to show that
the coefficients of nonlinearity may be determined a priori to the modulation analysis. This
then leads to the emergence of the modified KdV and fifth order KdV equations re-emerging
but also leads to several novel results, such as the modified two-way Boussinesq, the sixth order
two-way Boussinesq and the higher order modified KdV equations. The examples of chapter 3
are revisited to demonstrate how these models arise.
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The KdV equation
Two-Way Boussinesq Modified KdV Fifth order KdV
Surge KdV Modified Two-Way
Boussinesq
Quartic KdV
Higher Order
KdV
Seventh order KdV
Sixth Order Two-Way
Boussinesq
A diagram summarising the key results of this thesis. It will be demonstrated how the various
nonlinear reductions derived in this thesis relate to each other via degeneracies. The various
arrow colours represent a degeneracy type, with cyan, red and grey correspond to the
vanishing of a time derivative, nonlinear or dispersive coefficient respectively
2
Modulation in Conservative Systems
A natural introduction into the ideas and frameworks used in this thesis is the modulation of
single phase relative equilibria conservative systems. Primarily, this chapter introduces both the
multisymplectic framework heavily used in this approach, as well as the modulational ansatz
that forms the backbone of this body of work. The inherent symmetries in these cases will be
shown to simplify the calculations and form the coefficients in the emerging reductions, and the
emergence of dispersion linked to a Jordan chain analysis. Overall, it will become clear that the
reductions here may be easily assessed and constructed using elementary calculations.
In this chapter, we extend the work of Bridges on the modulation of conservative systems [12].
We do this by deriving universal forms of the Kadomtsev-Petviashvili (KP) equation as well as
the 2+1 two-way Boussinesq equation. These are applied to an example each to demonstrate
how these systems emerge. Further to this, we consider additional degeneracies of these systems
leading higher order dispersive systems (the fifth order KP equation) and to higher nonlinearities
(the modified KP equation). Examples of how each arises are given to demonstrate how the
coefficients of these systems may be determined and criticality assessed.
In order to achieve this, we develop much of the abstract set-up required within the rest
of this thesis. Firstly, the multisymplectic formulation of the Lagrangian discussed, which is
used throughout. This is followed by a review of relative equilibrium, which form the primary
construct of the modulation analysis, as well as the details on the linearisation of the Euler-
Lagrange equations about them. These details lead into the analysis of the relevant properties of
the conservation law arising from the symmetry group associated with the relative equilibrium.
These conservation laws will also be shown to be related to the multisymplectic formulation.
Finally, the abstract set-up is rounded off with a discussion of the relevant Jordan chain theory,
which appears in the modulation analyses as the mechanism which leads to dispersion in the
reductions.
With these ideas, the modulational analyses are undertaken. In each case, the ansatz is
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formed by perturbing the independent variables of the relative equilibrium solution by some
slowly varying functions characterised by a small parameter ε  1. The benefits of this ap-
proach are that many of the terms that appear from the resulting asymptotic analysis cancel
automatically due to properties of the relative equilibrium solution, which will be highlighted
within this chapter. Another benefit is that by choosing this approach the coefficients of the
resulting PDE arising from the analysis can be related to the conservation laws for the system
evaluated on the relative equilibrium solution. This allows the reduction, carried out on an
abstract Lagrangian, to be applied to any system generated by a Lagrangian and its coefficients
obtained simply by using the conservation laws. For each problem these scales are outlined,
chosen depending on the desired equation. Moreover, each analysis outlines the necessary con-
ditions that must be met in order for the equation to emerge, which is used within the examples
of this chapter to assess which reduction is the most suitable for a given Lagrangian system.
The first set of modulation analyses focus on the Whitham systems and its characteristics.
The first modulation analysis derives the full Whitham equations, which are then linearised
to determine when it possesses zero characteristics (or zero eigenvalues). The conditions for
these characteristics to vanish remarkably form the criterion for nonlinear PDEs to emerge from
the modulation analysis, and the details for these are then presented. The emergence of these
reductions from Lagrangian systems is then illustrated.
This chapter also discusses the details of additional nonlinear reductions that may arise,
whose conditions are not related to the vanishing of characteristics. The details of the modulation
analyses in these cases form the final part of this chapter, leading to the fifth order and modified
KP equations, and examples of how these emerge from Lagrangian systems is also provided.
Published Components of this Chapter
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2.1. Generic Set-up for Modulation in the Multisymplectic Setting
The aim of this section is to formulate the abstract properties necessary for the phase dynamics.
This includes the process of transforming a generic Lagrangian density into the more desirable
multisymplectic formulation. Once this is achieved, relative equilibria solutions are discussed
and the linearisations about them, as well as conservation laws from a geometric perspective
and the relevant Jordan chain theory required in this chapter.
2.1.1. From Lagrangian Density to Multisymplectic Form
The starting point for the theory considered in this thesis is the class of nonlinear partial
differential equations generated by a Lagrangian, so let
L (U) =
∫∫∫
L(Ut, Ux, Uy, U) dx dy dt ,
be this Lagrangian with U(x, y, t) ∈ Rn, in general, a vector valued state variable for the system.
The aim is to transform this Lagrangian into a more useful form, which for this thesis is the
multisymplectic formulation. The main advantage of using the multisymplectic structure in the
phase dynamical approach is that the symplectic structures appear both in the Euler-Lagrange
equations and in the conservation of wave action, resulting in an explicit connection between
the governing equations and the key conservation law. It should be noted that by considering
only the variational dynamics arising from Lagrangians of this form, the approach of this thesis
may not be applicable to certain classes of problems. For example, equations that arise of the
form
ut = ∂x
∂L(u, ux)
∂u
,
will in general not be covered by the theory of this thesis. An exception to this is the Korteweg
de-Vries equation, which may be written in multisymplectic form despite being of this form (for
example, see [21]).
The process to obtain the multisymplectic form of this Lagrangian is to undertake a sequence
of Legendre transforms. We begin this process by taking the Legendre transform V = δL/δUt,
resulting in the Hamiltonian representation of the problem
L H(W ) =
∫∫ [
1
2〈MWt,W 〉 −H(Wx,Wy,W )
]
dx dy dt .
The new coordinates are W = (U, V ) ∈ R2n, and 〈·, ·〉 is an appropriate inner product. The
density is identical to the previous Lagrangian density albeit with new coordinates. The advant-
age is that it has been split into two parts, the first a Hamiltonian function H which is scalar
valued, and a second part defined by a symplectic operator M, which for the purposes of this
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chapter will be taken to be a constant skew-symmetric matrix so that
MT = −M.
We now follow this up with the spatial Legendre transforms P = δL/δWx and Q = δL/δWy,
which results in a multisymplectic Hamiltonian formulation
L S(Z) =
∫∫ [
1
2
〈MZt, Z〉+ 1
2
〈JZx, Z〉+ 1
2
〈KZy, Z〉 − S(Z)
]
dx dy dt , (2.1)
with new coordinates Z = (U, V, P,Q) ∈ R4n ≡ P, the phase space, and 〈·, ·〉 again an appro-
priate inner product. This density remains the same Lagrangian density in terms of the new
coordinates, but now it is split into four parts: a new Hamiltonian function S(Z) which now does
not contain any derivatives with respect to t, x or y, and three symplectic structures represented
by the skew-symmetric matrices M, J and K. Again, we assume all of these are independent of
Z and thus have the properties
MT = −M, JT = −J, KT = −K.
Now that the multisymplectic form of the Lagrangian has been obtained, we may now obtain
the corresponding Euler-Lagrange equation as
MZt + JZx + KZy = ∇S(Z) , (2.2)
where ∇ is the gradient operator with respect to Z. It will be this Euler Lagrange equation
that will be reduced to some nonlinear PDE through the use of modulation. Moreover, it will
be seen that the symplectic structures M, J and K appear within the conservation laws which
is the primary reason that they emerge as coefficients from the phase dynamics.
2.1.2. Relative Equilibria - A Multisymplectic Perspective
To discuss relative equilibria arising from symmetries, the natural starting point are group
actions. The two considered in this chapter are the affine and SO(2) actions, but we formulate
them in this context abstractly so that the theory may apply to further cases. Suppose we have
the Lie group G, whose group action Gθ is continuous and differentiable with one parameter θ,
which operates on the state vector Z. The system (2.2) is said to be equivariant with respect
to G if for all Gθ ∈ G,
GθM = MGθ, GθJ = JGθ, GθK = KGθ and S(GθZ) = S(Z).
Thus it follows that whenever Z solves (2.2) we have thatGθZ is also a solution. The infinitesimal
generator for this group G, as mentioned in the introduction is given by
g(Z) :=
d
ds
(GsZ)
∣∣∣∣
θ=0
.
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Using the notions of continuous symmetries appearing in §1.2., we may define a relative
equilibrium Ẑ as
Ẑ(θ, k,m, ω) = Gθzˆ(k,m, ω) , θ = kx+my + ωt+ θ0 ,
for suitably chosen zˆ. The symmetry parameter θ for relative equilibria has been chosen in this
way so that solutions are parameterised by the constants k,m in the x, y directions respectively,
frequency ω and phase shift θ0. This solution can be substituted into (2.2) to give the ODE(
ωM + kJ +mK
)
Ẑθ = ∇S(Ẑ). (2.3)
The vector zˆ must therefore satisfy
M(Gθzˆ)t + J(Gθzˆ)x + K(Gθzˆ)y = ∇S(Gθzˆ) ,
Gθ
(
(ωM + kJ +mK)gzˆ
)
= Gθ∇S(zˆ) ,
(ωM + kJ +mK)gzˆ = ∇S(zˆ) .
so that Ẑ satisfies (2.2). The vector zˆ will appear during the discussion of the conservation laws
along relative equilibria, as it appears within the expression for these quantities.
One well known example of a relative equilibrium to illustrate this idea arises from the KdV
equation, which for canonical scalings is given by
ut + 6uux + uxxx = 0 ,
for some function u(x, t). This possesses a cnoidal wave solution
u = k2M2 +Bcn2(θ;M) , θ = kx+ ωt+ θ0 , B = − ω
6k
− 2
3
k2(2M2 − 1) ,
where cn is a Jacobi elliptic function parametrised by M . This solution has the symmetry
of phase translations, and so the cnoidal wave solution above can be thought of as a relative
equilibria associated with this symmetry.
2.1.3. Derivatives and Properties of the Basic State
Herein, our main focus will be (2.3). We can define the linear operator for this system acting
on a vector v(θ, k,m, ω) as
Lv ≡
[
D2S(Ẑ)−
(
ωM + kJ +mK
)
d
dθ
]
v ,
obtained by linearising (2.3), where D denotes the directional derivative, defined as
DnP (Z)W =
dn
dsn
P (Z + sW )
∣∣∣∣
s=0
.
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The generalisation to arbitrary dimensions is clear and natural. Due to the skew-symmetry of
the bolded matrices and the transpose invariance of the Hamiltonian derivative, the operator L
is self adjoint.
The first set of derivatives of (2.3) with respect to the system parameters θ, k,m and ω are
given by
θ : (ωM + kJ +mK) Ẑθθ = D
2S(Ẑ)Ẑθ,
k : (ωM + kJ +mK) Ẑθk + JẐθ = D
2S(Ẑ)Ẑk,
m : (ωM + kJ +mK) Ẑθm + KẐθ = D
2S(Ẑ)Ẑm,
ω : (ωM + kJ +mK) Ẑθω + MẐθ = D
2S(Ẑ)Ẑω.
Using L, these can be rewritten as
LẐθ = 0, LẐk = JẐθ, LẐm = KẐθ, LẐω = MẐθ. (2.4)
The first of these implies that Ẑθ lies in the nullspace of this operator, and for the analyses
presented in this chapter we assume that the kernel is no larger. Therefore this equates to
ker(L) = span{Ẑθ}. (2.5)
The implication of this assumption arises when we consider the solvability of inhomogeneous
problems. Suppose we wish to determine whether the system
LQ = R
is solvable. Appealing to the Fredholm theory outlined in (1.5), this means that
LQ = R is solvable when [[Ẑθ, R]] = 0 , (2.6)
where [[·, ·]] is a suitably chosen inner product dependent on the problem considered. This can
be seen by taking the inner product of both sides of the relation and using that L is self adjoint
with respect to the inner product:
[[Ẑθ,LQ]] = [[Ẑθ, R]] ⇒ 0 = [[LẐθ, Q]] = [[Ẑθ, R]] .
The second, third and fourth results of (2.4) highlight that Jordan chains will arise within the
modulation approach. Of these, the most important is the one involving J, and will be discussed
in §2.1.5..
Generically it is the results (2.4) and their derivatives that we use to simplify the analysis,
since from these relations it can be shown that terms in later analyses vanish due to these
relations.
2.1. Generic Set-up for Modulation in the Multisymplectic Setting 29
2.1.4. Conservation Laws
There are various ways in which one is able to discuss the generation of conservation laws from
the presence of a one parameter symmetry group. The most appropriate for this body of work
is to appeal to multisymplectic Noether theory, and as such the one we will use to formulate
this component of the chapter. Under the assumption that the Lagrangian in invariant under
the one-parameter group action introduced earlier, Noether’s theorem implies that there exist
functions A, B, C which satisfy
Mg(Z) = ∇A(Z) , Jg(Z) = ∇B(Z) , Kg(Z) = ∇C(Z) . (2.7)
This may be seen by considering (1.2) for the multisymplectic Lagrangian (2.1). The form of
these functions is dependent on the generator, but they may be found in each of the cases
considered in this thesis as:
Affine : A(Z) = 〈Mv, Z〉 , B(Z) = 〈Jv, Z〉 , C(Z) = 〈Kv, Z〉 ,
SO(2) : A(Z) = 12〈〈M(σ ⊕ . . .⊕ σ)Z,Z〉〉 , B(Z) = 12〈〈J(σ ⊕ . . .⊕ σ)Z,Z〉〉 ,
C(Z) = 12〈〈K(σ ⊕ . . .⊕ σ)Z,Z〉〉 ,
Periodic Waves : A(Z) = 12〈〈MZθ, Z〉〉 , B(Z) = 12〈〈JZθ, Z〉〉 , C(Z) = 12〈〈KZθ, Z〉〉 .
(2.8)
where the inner product 〈〈·, ·〉〉 is the θ averaging inner product defined as
〈〈U, V 〉〉 = 1
2
∫ 2pi
0
〈U, V 〉 dθ .
Using (2.7), we may show that these functions combine to form a conservation law whenever Z
solves (2.2) :
At +Bx + Cy =〈∇A,Zt〉+ 〈∇B,Zx〉+ 〈∇C,Zy〉 ,
=〈Mg, Zt〉+ 〈Jg, Zx〉+ 〈Kg, Zy〉 ,
=− 〈g,MZt + JZx + KZy〉 ,
=− 〈g,∇S〉
=− dS(GθZ)
dθ
∣∣∣∣
θ=0
= 0 , (as S is G-invariant).
(2.9)
This can be best illustrated with an example. Consider the potential shallow water equations
ηt+∇ · (η∇φ) = 0,
φt +
1
2
|∇φ|2+gη + 1
3
gη20∇2η = R,
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for free surface height η and velocity potential φ. We will now demonstrate how the multisym-
plectic form can extract the conservation law, which for this example is simply the first equation
of the above. The inner product we will use here will be the standard inner product on Rn,
since the relative equilibrium solution for this system is associated with the affine symmetry in
the velocity potential φ. This is since for every φ that solves the above system, φ + c for any
constant c is also a solution. This shallow water system has the multisymplectic form (2.1) with
M =

0 −1 0 0 0 0
1 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

, J =

0 0 −1 0 0 0
0 0 0 −1 0 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

, K =

0 0 0 0 −1 0
0 0 0 0 0 −1
0 0 0 0 0 0
0 0 0 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0

,
Z =(φ, η, p, τ, s, µ)T , S(Z) = R− gη
2
2
+
p2 + s2
2η
− 3(τ
2 + µ2)
2gη20
,
where
p = ηφx , s = ηφy , τ = ηx , µ = ηy .
By the nature of the affine symmetry in φ, we may deduce that the generator of the symmetry
is
g = v =

1
0
0
0
0
0

.
Thus, one may then find that
A = 〈Z,Mv〉 = −η , B = 〈Z,Jv〉 = −p = −ηφx , C = 〈Z,Kv〉 = −s = −ηφy .
therefore, the conservation law reads
At +Bx + Cy = −(ηt +∇ · (η∇φ)) = 0 ,
recovering the desired conservation law.
Of interest now is the conservation law components evaluated on the relative equilibrium
solution. These are given by
A(Ẑ) = A(Gθzˆ) = A(zˆ) , B(Ẑ) = B(zˆ) , C(Ẑ) = C(zˆ) ,
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which follows from the fact that A, B and C are all G-invariant. For the rest of the chapter,
we outline the case for 2pi periodic waves, since the derivative expressions in this discussion
are dependent on the relative equilibrium chosen, but the discussion is easily adapted to other
relative equilibrium with a suitable inner product. Evaluating each of the conservation law
components along the basic state and averaging over one period of the wave we obtain
A (ω, k,m) =
1
2
〈〈MẐθ, Ẑ〉〉 , B(ω, k,m) = 1
2
〈〈JẐθ, Ẑ〉〉 , C (ω, k,m) = 1
2
〈〈MẐθ, Ẑ〉〉 .
An alternate way to obtain the components of the conservation law evaluated at Ẑ is to average
the multisymplectic Lagrangian density evaluated at Ẑ over one period of the wave, so that
L̂ (k,m, ω) =
1
2pi
∫ 2pi
0
[
ω
2
〈Ẑ,MẐθ〉+ k
2
〈Ẑ,JẐθ〉+ m
2
〈Ẑ,KẐθ〉 − S(Ẑ)
]
dθ .
By then taking the k, m and ω derivatives of this quantity, one finds that
L̂ω =
1
2
〈〈MẐθ, Ẑ〉〉 = A , L̂k = 1
2
〈〈JẐθ, Ẑ〉〉 = B , L̂m = 1
2
〈〈KẐθ, Ẑ〉〉 = C .
Thus we recover the conservation law components defined earlier evaluated on the solution Ẑ,
providing another approach to extract them from the Lagrangian. Additionally, this approach
clearly identifies which conservation law the modulation approach uses, as any given system
may have many (if not infinitely many) conserved quantities. The relative equilibrium is only
single phased, and so only one conservation law appears from the modulation approach, and the
variation of the averaged Lagrangian admits the relevant conservation law components for this
solution.
Appearing within the theory via solvability calculations are the parameter derivatives of
these. The first of these has the derivatives
Aω =
1
2
〈〈MẐθω, Ẑ〉〉+ 1
2
〈〈MẐθ, Ẑω〉〉 = −1
2
〈〈MẐω, Ẑθ〉〉+ 1
2
〈〈MẐθ, Ẑω〉〉,
=
1
2
〈〈MẐθ, Ẑω〉〉+ 1
2
〈〈MẐθ, Ẑω〉〉 = 〈〈MẐθ, Ẑω〉〉,
Ak =〈〈MẐθ, Ẑk〉〉, (by the same reasoning as above)
Am =〈〈MẐθ, Ẑm〉〉.
For the first component of the wave action flux B, we have by identical calculation techniques
Bω = 〈〈JẐθ, Ẑω〉〉 , Bk = 〈〈JẐθ, Ẑk〉〉 , Bm = 〈〈JẐθ, Ẑm〉〉,
with the one second order derivative required in later calculations as
Bkk = 〈〈JẐθ, Ẑkk〉〉+ 〈〈JẐθk, Ẑk〉〉.
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The second wave action flux C has derivatives as
Cω = 〈〈KẐθ, Ẑω〉〉 , Ck = 〈〈KẐθ, Ẑk〉〉 , Cm = 〈〈KẐθ, Ẑm〉〉.
One can show that (by using (2.4))
Ak = 〈〈MẐθ, Ẑk〉〉 = 〈〈LẐω, Ẑk〉〉 = 〈〈Ẑω,LẐk〉〉 = 〈〈Ẑω,JẐθ〉〉 = Bω.
Similarly one can show Am = Cω and Ck = Bm.
Naturally these results can be formulated by the induction (or exclusion) of additional com-
ponents depending on the number of space dimensions appearing within the problem. The two
spatial dimensions presented here are to illustrate that the formulation is not restricted to the
one space dimensional case and is indeed a property that can be extended to arbitrarily many
dimensions, for example the case of three spatial dimensions is discussed in [74].
The conservation laws discussed here play a key role in the modulation theory of this thesis.
The conservation laws and their derivatives on relative equilibrium solutions form many of the
criterion that must be met for each modulation equation to emerge, but also comprise many of
the coefficients of the reductions. This will be made apparent through this thesis, highlighting
their role within the modulation approach.
2.1.5. Jordan Chains
A Jordan chain is a collection of vectors vi such that for some eigenvalue λ satisfy
Av1 = λv1, Avi = λvi + vi−1 , i = 2, . . . . (2.10)
In our case choose Ẑθ to be the eigenvector so that we consider the zero eigenvalue of L, and
the main chain considered throughout this chapter is for A = J−1L, providing J is invertible.
In cases where this is not true, the additional assumption that elements of the chain do not lie
within the kernel of J is required. The theory outlined here is easy to adapt to replacing J with
either M or K should the need arise, for example when dual theories (where singularities in the
time derivative terms) are explored or when the other spatial dimension is more important. It
is more relevant to write (2.10) as
Lv1 = 0, Lvi = Jvi−1 , i = 2, . . . , (2.11)
since this is the form this problem appears in within the modulation analysis, as well as to avoid
inverting J. An important property to note is that the zero eigenvalue of this problem is of even
multiplicity. This can be seen since
∆(λ) = det
[
L− λJ] = det[(L− λJ)T ] = det[L + λJ] = ∆(−λ) , (2.12)
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and so the characteristic polynomial ∆ is even in λ. It then follows that if zero occurs as an
eigenvalue, it must be of even multiplicity.
From (2.4) we can see that the second element of the chain is Ẑk. For convenience we denote
the ith element of this chain (when relevant) as ξi, so that ξ1 = Ẑθ, ξ2 = Ẑk. How many elements
of this chain are there? For subsequent elements of the chain to exist for the zero eigenvalue,
the problem
Lξ3 = JẐk (2.13)
has to be solvable. Imposing the solvability requirement (2.6) we find that
0 = 〈〈Ẑθ,JẐk〉〉 = −〈〈JẐθ, Ẑk〉〉 = −Bk. (2.14)
Thus the next element exists when Bk is zero. Does it have a fourth element? If so we need
that
〈〈Ẑθ,Jξ3〉〉 = 0.
By direct computation,
〈〈Ẑθ,Jξ3〉〉 = −〈〈JẐθ, ξ3〉〉 = −〈〈LẐk, ξ3〉〉 = −〈〈Ẑk,Lξ3〉〉 = −〈〈Ẑk,JẐk〉〉 = 〈〈Ẑk,JẐk〉〉,
⇒ 〈〈Ẑθ,Jξ3〉〉 = 0 ,
and so we have at least a four element chain whenever Bk = 0. This is unsurprising since the
zero eigenvalue of L is of even multiplicity, and so as a consequence the Jordan chain may only
have an even number of elements. At this point it becomes convenient to define
K2n = 〈〈Jξ1, ξ2n〉〉 . (2.15)
There is no fifth element if
K4 = −〈〈ξ1,Jξ4〉〉 6= 0,
We call K4 the Krein signature of the system. This is due to the connection of K4 with
the normal form for the linearisation about a quadruple zero eigenvalue with symmetry for a
Hamiltonian system, as derived in [15]. This system is given by
−µX = 0,
−pX = µ− aq2,
φX = q,
qX = sp.
The parameter s in the above system is a Krein signature, and a is a constant. If we combine
these equations to form a single system, one obtains that
aqqX +
1
s
qXXX = 0,
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so the coefficient of the dispersive term is related to a spatial Krein signature. This is the reason
we denote the coefficient of the third order dispersive terms in our analysis as a Krein signature.
For more information, see [17].
In cases where the coefficient K4 vanishes, longer chains exists corresponding to higher order
dispersive effects. Such a case will arise in §2.6. and cause the phase dynamics to admit more
dispersive PDEs. With this coefficient being zero, it allows one to define the vector ξ5 as
Lξ5 = Jξ4 ,
which automatically leads to the existence of ξ6 with
Lξ6 = Jξ5 .
This is because the chain must be of even length, but may again be verified by direct computa-
tion. If we assume the chain terminates at six elements, then one may define the coefficient
K6 = −〈〈ξ1,Jξ6〉〉 6= 0 .
It will be shown that this coefficient arises from modulation analyses where higher order disper-
sion is important and will multiply these higher order dispersive terms.
Entwining of Chains
In the presence of time or an additional spatial dimension, an emergent phenomena in the
modulation analysis is that the other spatial Jordan chains ”entwine” with the one above to
form additional chain-like structures. The result of such chains is usually the appearance of
mixed dispersion terms in the final reduced equations.
Consider the case of the two spatial Jordan chains entwining, with the elements of the J and
K chains being denoted as ξi and ηi respectively, so that
Lξ1 = 0 ,
Lξ2 = Jξ1 ,
Lξ3 = Jξ2 ,
Lξ4 = Jξ3 ,

and
{
Lη1 = 0 ,
Lη2 = Kη1 .
It is then clear that one must have η1 = Ẑθ, η2 = Ẑm by (2.4). As seen above, there is also the
assumption that the chain related to J is of length at least 4. Then define the entwined chain
as
Lζ1 = Jη2 + Kξ2, Lζi+1 = Jζi + Kξi+3. (2.16)
We can see that the ζ1 exists when
〈〈Ẑθ,JẐm + KẐk〉〉 = −Bm − Ck = 0 (2.17)
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and must have an even number of elements, owing again to the even multiplicity of the zero
eigenvalue of L. We assume this ζ chain at least contains two elements, the minimum for the
theory, so that the above is satisfied. It is then convenient to define
M = −〈〈Ẑθ,Jζ2 + Kξ4〉〉 = −2〈〈ξ3,JẐm + KẐk〉〉. (2.18)
Ultimately this coefficient will be linked to a mixed dispersive term (that is, a dispersive term
containing derivatives of both spatial variables), which is demonstrated later in this chapter in
§2.6. This may or may not vanish depending on the context, for example M vanishes whenever
the original system in invariant under the transformation y 7→ −y. This fact is in fact proved in
§2.3.2.. In cases that it does indeed vanish we do not consider the derived equation degenerate,
since the highest order of dispersion from the main Jordan chain will still be present. Instead,
the vanishing of this term corresponds to the non-presence of mixed dispersion within the final
model equation.
2.2. Review of the Motivating Material - Whitham Modulation Theory
In the following sections, we present a few examples of how the modulation of wavetrains leads to
well-known wave equations using the results and ideas discussed so far. This will begin with the
Whitham modulation equations, the motivating material for this approach, and eventually lead
to the emergence of nonlinear wave equations at points where the Whitham equations degenerate.
In particular, we demonstrate how this highlights scenarios in which the Kadomtsev-Pitaeshvili
(KP) and two-way Boussinesq equations emerge and the methodology to obtain them.
To introduce the ideas and methodology, we begin by discussing the work of Whitham [84,83]
leading to the Whitham equations using the multisymplectic framework. In order to do this,
we first assume that there exists a relative equilibrium solution Ẑ(θ, k,m, ω) of (2.3). We may
then define the following slowly varying wave quantities:
Θ(X,Y, T ) = εθ, K = ΘX , M = ΘY , Ω = ΘT , (2.19)
for ε 1 some small parameter. The cross-derivative identities of Θ then lead to the relations
KT = ΩX , MT = ΩY , KY = MX . (2.20)
The method used to obtain the Whitham equations involves the construction of a modulation
ansatz involving the solution Ẑ. In the case of Whitham, this is simply to replace the variables
in the original solution by their slowly varying counterparts and to also add a remainder term.
This gives the ansatz as
Z = Ẑ(ε−1Θ,K,M,Ω) + εW (θ,X, Y, T, ε). (2.21)
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The scalings within Ẑ above are so that the expressions in (2.20) are of the same order in ε. The
derivatives in (2.2) transform, since now all the parameters of the solution are slowly varying.
This gives
∂x = K∂θ + ε(KX∂K +MX∂M + ΩX∂Ω),
∂y = M∂θ + ε(KY ∂K +MY ∂M + ΩY ∂Ω),
∂t = Ω∂θ + ε(KT∂K +MT∂M + ΩT∂Ω).
(2.22)
We now summarise the results at leading and first order, which lead to the Whitham equations.
At leading order, we have that
(ΩM +KJ +MK)Ẑθ = ∇S(Ẑ), (2.23)
which is satisfied by Ẑ(θ,K,M,Ω) using (2.3). At the next order, after using (2.20), we find
ΩTMẐΩ+KXJẐK+MY KẐM+KY (KẐK+JẐM )+KT (MẐK+JẐΩ)+MT (MẐM+KẐΩ) = LW.
(2.24)
Checking solvability and using the definitions of the conservation law components (2.8), we find
that
AΩ(K,M,Ω)ΩT +
(
AK(K,M,Ω) +BΩ(K,M,Ω)
)
ΩX +
(
AM (K,M,Ω) + CΩ(K,M,Ω)
)
ΩY
+Bq(K,M,Ω)KX +
(
BM (K,M,Ω) + CK(K,M,Ω)
)
KY + Cr(K,M,Ω)MY = 0 .
This may be rewritten as
A (K,M,Ω)T + (K,M,Ω)X + C (K,M,Ω)Y = 0 . (2.25)
This, along with the consistency conditions (2.20) form the 2+1 Whitham equations:
KT = ΩX , KY = MX , MT = ΩY ,
A (K,M,Ω)T+B(K,M,Ω)X + C (K,M,Ω)Y = 0 .
(2.26)
These equations were first obtained by Hayes [44], and extend the original Whitham equations
into additional spatial dimensions. In one spatial dimension, these equations have been derived
in order to investigate the slow evolution of nonlinear wavepackets (for example, in Luke [62]
and Lighthill [61], and a review of these and more are given in El and Hoefer [35]), however
recent advances have shown the study of these equations can shed light on the spectral stability
of nonlinear waves [8]. Thus the Whitham equations are able to offer a great deal of insight into
the original system about the considered solution.
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There is an alternate way to obtain this system, which is through the variation of the
averaged Lagrangian evaluated at the ansatz (2.21), which is an approach used by identified by
both Whitham [84] and Luke [62]. This is similar to the way the conservation law components
evaluated along the solution Ẑ may be obtained. Thus, by substitution of (2.21) into the
multisymplectic Lagrangian and averaging over one period of the wave gives
L̂ (K, M, Ω) ≡ L̂ (ΘX , ΘY , ΘT ) = 1
2pi
∫ 2pi
0
L(Ẑ,ΘX Ẑθ, ΘY Ẑθ, ΘT Ẑθ) dθ .
Now, by taking variations with respect to Θ, one the obtains
∂T L̂Ω + ∂XL̂K + ∂Y L̂M ≡ A (K,M,Ω)T + (K,M,Ω)X + C (K,M,Ω)Y = 0 ,
which when coupled with the phase consistency conditions (2.20) recover the Whitham equations.
2.2.1. Degeneracies of the Whitham Equations
The nonlinear Whitham equations govern the local wavenumbers and frequency, however there
can be points in the wavenumber and frequency space where one or more of the terms in the
Whitham equations vanish. Such scenarios are considered degeneracies of this system. It is
illuminating to first linearise this system by taking
K 7→ k + εq(X,Y, T ), M 7→ m+ εr(X,Y, T ), Ω 7→ ω + εΩ(X,Y, T )
for ε  1 and k,m, ω some fixed wavenumbers and frequency. Retaining only terms of order ε
gives the linearised Whitham system
qT = ΩX , qY = rX , rT = ΩY ,
Aω(k,m, ω)ΩT +
(
Ak(k,m, ω) +Bω(k,m, ω)
)
ΩX +
(
Am(k,m, ω) + Cω(k,m, ω)
)
ΩY
+Bk(k,m, ω)qX +
(
Bm(k,m, ω) + Ck(k,m, ω)
)
qY + Cm(k,m, ω)rY = 0.
The above can be written as a matrix system,
1 0 0
0 1 0
0 0 Aω


q
r
Ω

T
+

0 0 −1
0 0 0
Bk 0 Ak +Bω


q
r
Ω

X
+

0 0 0
0 0 −1
Bm + Ck Cm Am + Cω


q
r
Ω

Y
= 0 ,
(2.27)
along with assumption that Aω 6= 0 and the constraint qY = rX . One is then able to find the
characteristic polynomial for the second matrix as
λ(λ2 − λ(Ak +Bω) +Bk) = 0.
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This has an automatic zero eigenvalue, due to the fact that it has a zero row. There is an
additional zero eigenvalue of the matrix when Bk = 0 and a further one when Ak +Bω = 0.
Similarly the characteristic polynomial for the third matrix is
λ(λ2 − (Am + Cω)λ+ Cm) = 0.
Similar to the above, this matrix will have a simple zero eigenvalue when Cm = 0 and a double
zero eigenvalue when Am + Cω = 0.
As will be made clear within the subsequent analyses, the multiplicity of the zero eigenvalue
directly relates to the nonlinear PDE that is generated by the modulation theory. In the context
of this chapter, we mainly focus on the zero eigenvalues of the matrix acting on the X derivatives,
although a parallel theory may be constructed by focussing on the matrix acting on the Y
derivative. As will be demonstrated, when this matrix has a double zero eigenvalue the most
suitable modulation equation is shown to the Kadomstev-Petviashvili (KP) equation. This will
also require that Bm + Ck = 0, a surprising fact in the context of the zero eigenvalue problem
above but obvious from the scalings of the problem. Furthermore, the triple zero eigenvalue of
this matrix leads to a two-way Boussinesq equation and corresponds to the coefficient of the
time derivative term in the KP equation vanishing.
The rest of this chapter is directed towards deriving the nonlinear corrections to the Whitham
system local to points where it itself degenerates. We first discuss the double zero case leading
to the KP equation and the method used to obtain it, which is followed by two examples of
how the theory is applied. Following this, the two-way Boussinesq equation is derived when the
relevant matrix has a double zero eigenvalue, also followed by an example and a non-example
relating to the shallow water hydrodynamical problem. These are then followed by nonlinear
equations that cannot be fully related to the zero eigenvalue problem, but can be derived using
the same methodology and retain a universal form.
2.3. The KP Equation
The KP equation is given by
(
ut + uux + uxxx)x ± uyy = 0. (2.28)
This equation is the 2 + 1 version of the Korteweg de-Vries (KdV) equation, which appears
in a wide variety of contexts such as hydrodynamics, plasma physics and optics. This system
is the transverse extension of the KdV equation and was first introduced to model transverse
perturbations to solitary waves for the KdV. Such a system possesses a variety of interesting
solutions, such a cnoidal and solitary waves. The sign of the y derivative term determines the
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classification of this equation, with KP-I denoting the minus sign is taken and in such cases
solitons with no y dependence (and thus solitary wave solutions of the KdV) are stable [9]. The
opposite is true in the case of the positive sign, the KP-II classification,where such solitary waves
are unstable.
This equation was first derived using this approach by Bridges [12,13] for the shallow water
example considered later, and the working to do so is now generalised here, demonstrating how
this equation appears as the primary dispersive correction to (2.26) at degenerate points.
The Modulation Strategy
Here, the approach is to modulate the basic state given above by perturbing the parameters
in the solution Ẑ by small function characterised by their distance from the basic state [13].
The key difference between generic modulation and the analysis presented here is the choice of
scalings on the slow variables, which must be altered in light of the singularities considered. As
such, the form we consider for our case is
Z(x, y, t) = Ẑ(θ + εφ, k + ε2q,m+ ε3r, ω + ε4Ω) + ε3W (θ,X, Y, T ; ε), (2.29)
where φ(X,Y, T ; ε), q(X,Y, T ; ε), r(X,Y, T ; ε), Ω(X,Y, T ; ε) are the slowly varying modulations
to the phase, the wavenumbers and frequency respectively. The scaling for the slow variables is
chosen to be
X = εx, Y = ε2y, T = ε3t .
The reason for this choice is a symptom of dimension matching, since
θx = k ⇒ (θ + εφ)x = k + ε2q ⇒ φX = q ,
which is a result that can also be determined in the analysis however this shows it may also be
imposed a priori. In a similar way, we can obtain φY = r and φT = Ω. This also transforms the
derivatives appearing in (2.2) acting on Ẑ in the following way:
∂x =k∂θ + ε
2φX∂θ + ε
3qX∂k + ε
4rX∂m + ε
5ΩX∂ω ,
∂y =m∂θ + ε
3φY ∂θ + ε
4qY ∂k + ε
5rY ∂m + O(ε
6) ,
∂t =ω∂θ + ε
4φT∂θ + ε
5qT∂k + O(ε
6) .
Those acting on W are much simpler, and take the form
∂x =k∂θ + ε∂X ,
∂y =m∂θ + ε
2∂Y ,
∂t =ω∂θ + ε
3∂T .
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The analysis presented here proceeds under two assumptions. The first is that the Jordan
chain is of length four, so that
Bk = 0 , K4 6= 0 ,
for some (k, m, ω). This is the primary condition for the KP equation to emerge, as it is
necessary for the emergence of nonlinearity and dispersion from the modulation approach. The
second assumption is that
Ck = 0 .
This is so that dispersion in the transverse direction appears in the desired form. It transpires
that this condition may be met automatically by choosing m = 0 if the original Lagrangian
possesses a y 7→ −y symmetry, which will be discussed within the analysis.
2.3.1. Modulation Expansion Leading to the KP Equation
The idea of the methodology is to substitute the ansatz (2.29) into (2.2), Taylor expand it around
the point ε = 0 (as ε  1) and then to solve at each order of ε. A summary of the analysis is
presented below.
Zeroth Order
The system at leading order reads
∇S(Ẑ)− (ωM + kJẐθ +mK)Ẑθ = 0.
This is simply (2.3) and so Ẑ satisfies this trivially.
First Order Terms
This order is, using (2.4),
φ
(
D2S(Ẑ)Ẑθ − (ωM + kJ +mK)Ẑθθ
)
≡ φLẐθ = 0 (2.30)
which is trivially satisfied as Ẑθ ∈ ker(L).
Second Order Terms
Using (2.4) to simplify reduces the terms at this order to
1
2
φ2(LẐθθ + D
3S(Ẑ)(Ẑθ, Ẑθ)) + (φX − q)LẐk = 0
and so the last term vanishes as q = φX and the first bracket can be seen to be zero, since
LẐθθ = −D3S(Ẑ)(Ẑθ, Ẑθ). (2.31)
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Other polynomial terms in q, r, Ω and φ vanish similarly in later analyses, and so these terms
will be neglected herein.
Third Order Terms
Here, after substitution, compression, using q = φX and ignoring vanishing terms we have
(r − φY )LẐm + LW0 − qXJẐk = 0, (2.32)
and so the relation r = φY is recovered. We can solve for a suitable W0 if
〈〈Ẑθ,JẐk〉〉 = 0.
Computing this value,
〈〈Ẑθ,JẐk〉〉 = −〈〈JẐθ, Ẑk〉〉 = −Bk.
So to carry on the analysis Bk has to be zero. Assuming this to be true, one can then solve for
W0, using the notation from the Jordan chain discussion, as
W0 = α(X,Y, T )Ẑθ + qXξ3, Lξ3 = JẐk , (2.33)
for some arbitrary function α, under the condition that Bk = 0.
Fourth Order Terms
Again, after compression and cancellations, we have at this order that
(Ω− φT )LẐω + L(W1 − αX Ẑk − αφẐθθ − φqX∂θξ3)− qY
(
JẐm + KẐk
)− qXXJξ3 = 0,
where in the above qY = rX has been used. The qY term is solvable when
0 = 〈〈Ẑθ,JẐm + KẐk〉〉 = −〈〈JẐθ, Ẑm〉〉 − 〈〈KẐθ, Ẑk〉〉 = −Bm − Ck.
The two expressions on the far right are equal, and so the second wave action flux C needs to
be extremal with respect to k to continue. Therefore we are able to use the Jordan chain result
that
Lζ1 = JẐm + KẐk.
This along with another Jordan chain result that ξ4 exists, we have that
W1 = αX Ẑk + αφẐθθ + βẐθ + qXφ∂θξ3 + qY ζ1 + qXXξ4,
for another arbitrary function β(X,Y, T ), so long as Ck = 0.
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Fifth Order Terms
At the final order the equation reads
L
(
W2 − αXXξ3 − (αXφ+ αq)Ẑθk − αY Ẑm − 1
2
φ2αẐθθθ − βX Ẑk
− βφẐθθ − 1
2
qXφ
2∂θθξ3 − qY φ(ζ1)θ − qXX(ξ4)θ
)
− qT
(
MẐk + JẐω
)− qXY (Jζ1 + Kξ3)
− qqX(JẐkk + J∂θξ3 −D3S(Ẑ)(Ẑk, ξ3))− rY KẐm − qXXXJξ4 = 0.
The qY φ term has been absorbed into the linear operator since if the θ derivative of the defining
equation for ζ1 is taken,
D3S(Ẑ)(Ẑθ, ζ1) + D
2S(Ẑ)(ζ1)θ − (ωM + kJ +mK)(ζ1)θ = KẐθk + JẐθm ,
⇒ L(ζ1)θ = KẐθk + JẐθm −D3S(Ẑ)(Ẑθ, ζ1).
Also, using a result for the first m derivative of the system in (2.4), the αY term can also be
absorbed. We now take the inner product of the equation at this order with Ẑθ, ultimately
resulting in a PDE in q governing solvability at this order.
By imposing solvability on the right hand side of the equation at this order, one obtains
− 〈〈Ẑθ,MẐk + JẐω〉〉qT − 〈〈Ẑθ,Jζ1 + Kξ3〉〉qXY
− 〈〈Ẑθ,JẐkk + J∂θξ3 −D3S(Ẑ)(Ẑk, ξ3)〉〉qqX − 〈〈Ẑθ,KẐm〉〉rY − 〈〈Ẑθ,Jξ4〉〉qXXX = 0
(2.34)
The remaining part of this analysis will be to demonstrate how the above inner products relate
to the conservation laws and the Jordan chain analysis. Firstly, the coefficient of the time
derivative term is determined to be
〈〈Ẑθ,MẐk + JẐω〉〉 = −Ak −Bω.
The coefficient of the nonlinearity can be shown to be −Bkk since
〈〈Ẑθ,J(Ẑkk + ∂θξ3)−D2S(Ẑ)(Ẑk, ξ3)〉〉
= −〈〈JẐθ, Ẑkk〉〉 − 〈〈ξ3,D2S(Ẑ)(Ẑθ, Ẑk)〉〉 − 〈〈JẐθ, ∂θξ3〉〉 ,
= −〈〈JẐθ, Ẑkk〉〉 − 〈〈ξ3,D2S(Ẑ)(Ẑθ, Ẑk)− JẐθθ〉〉 ,
= −〈〈JẐθ, Ẑkk〉〉+ 〈〈ξ3,LẐθk〉〉 ,
= −〈〈JẐθ, Ẑkk〉〉 − 〈〈JẐθk, Ẑk〉〉 ,
= −Bkk .
(2.35)
For the dispersion coefficient, we have by definition that
〈〈Ẑθ,Jξ4〉〉 = −K4. (2.36)
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The qXY term vanishes, since
〈〈Ẑθ,Jζ1 + Kξ3〉〉 = −〈〈ζ1,LẐk〉〉 − 〈〈ξ3,LẐm〉〉 = −〈〈JẐm + MẐk, Ẑk〉〉 − 〈〈JẐk, Ẑm〉〉 = 0.
For the rY term, it can be seen that
〈〈Ẑθ,KẐm〉〉 = −Cm. (2.37)
Therefore, by using these results in (2.34) the solvability of the system at this order enforces
that
(Ak +Bω)qT +BkkqqX +K4qXXX + CmrY = 0
must be satisfied. Taking the X derivative of this gives that q satisfies
(
(Ak +Bω)qT + BkkqqX +K4qXXX
)
X
+ CmqY Y = 0, (2.38)
which is the KP equation. The higher dimensional analogues of this working (such as 3 + 1
dimensions) are demonstrated in [74].
The qqX coefficient in the above is also the k derivative of the ξ3 equation, which we can see
by direct computation:
D3S(Ẑ)(Ẑk, ξ3) + D
2S(Ẑ)∂kξ3 − (ωM + kJ +MK)∂θkξ3 − J∂θξ3 = JẐkk ,
⇒ L∂kξ3 = JẐkk + J∂θξ3 −D3S(Ẑ)(Ẑk, ξ3) .
This would usually mean that the nonlinear term vanishes as it appears solvable, however this
k derivative may not exist. However, as demonstrated above, its existence depends on whether
Bkk vanishes. Cases where ∂kξ3 exists are discussed later in this chapter, and lead to the
modified KP equation.
2.3.2. Transverse Symmetry and its Role in Emergence
The KP equation (2.38) has been shown to emerge when two conditions are met:
Bk = 0 , Bm + Ck = 0 .
However, what will be illustrated here is that when the original system is invariant under the
mapping y 7→ −y the second condition will be automatically satisfied by choosing m = 0.
If the Lagrangian possesses such a symmetry, then it is said to be transverse reversible. This
means that there exists a reversor symmetry R which is an involution and isometric with the
property
MR = RM , JR = RJ , KR = −RK , S(RZ) = S(Z) .
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It also follows that if R is an involution then R2 is the identity element. Applying R to (2.2)
shows that
RMZt + RJZx + RKZy = R∇S(Z) ⇒M(RZ)t + J(RZ)x −K(RZ)y = ∇S(RZ) .
Therefore, for any solution Z(x, y, t) of (2.2), RZ(x,−y, t) is also a solution. It then follows that
RZ(x, y, t) = Z(x,−y, t) .
One may also apply the reversor to relative equilibria, which gives that
RẐ(θ, k,m, ω) = Ẑ(θ, k,−m,ω) .
The main idea of this argument is to then use this within the conservation laws evaluated on
the relative equilibrium solution to show that C is an odd function of m. Therefore consider C
for systems with a reversor symmetry:
C (k,−m,ω) =〈〈KẐθ(θ, k,−m,ω), Ẑ(θ, k,−m,ω)〉〉 ,
=〈〈KRẐθ(θ, k,m, ω), Ẑ(θ, k,−m,ω)〉〉 ,
=− 〈〈RKẐθ(θ, k,m, ω), Ẑ(θ, k,−m,ω)〉〉 ,
=− 〈〈KẐ(θ, k,m, ω),RẐ(θ, k,−m,ω)〉〉 ,
=− 〈〈KẐ(θ, k,m, ω), Ẑ(θ, k,m, ω)〉〉 = −C (k,m, ω) .
Therefore C is an odd function of m, and in a similar way it can be shown that A , B are even
functions of m. As a consequence,
C (k, 0, ω) = 0 , Ck(k, 0, ω) = 0 .
Therefore, the second condition for the KP equation to emerge Bm + Ck = 0 is automatically
met by choosing m = 0 whenever the Lagrangian possesses a transverse reflection symmetry.
A similar calculation shows that M = 0 when a reversor symmetry is present. By using the
definition of M in (2.18),
M (k,−m,ω) =− 2〈〈ξ3(k,−m,ω),−JẐm(k,−m,ω) + KẐk(k,−m,ω)〉〉 ,
=− 2〈〈Rξ3(k,m, ω),−JẐm(k,−m,ω) + KẐk(k,−m,ω)〉〉 ,
=− 2〈〈ξ3(k,m, ω),−RJẐm(k,−m,ω) + RKẐk(k,−m,ω)〉〉 ,
=2〈〈ξ3(k,m, ω),JRẐm(k,−m,ω) + KRẐk(k,−m,ω)〉〉 ,
=2〈〈ξ3(k,m, ω),JẐm(k,m, ω) + KẐk(k,m, ω)〉〉 = −M (k,m, ω) .
This demonstrates that this coefficient also vanishes at m = 0 when a reversor symmetry is
present.
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2.3.3. Application 1 - 2D Defocusing NLS
To illustrate the results of the above method, we start with the defocussing Nonlinear Schro¨dinger
equation
iAt +Axx +Ayy − |A|2A = 0. (2.39)
We can put this into canonical form by making the transformation A = ψ(x, y, t)e−it, then this
gives
iψt + ψxx + ψyy + ψ − |ψ|2ψ = 0. (2.40)
From this we can extract our conservation laws. If we multiply the above by the complex
conjugate of ψ, ψ∗, and subtract the complex conjugate of the result, this gives the system
i(ψtψ
∗ + ψ∗tψ) + (ψxxψ
∗ − ψψ∗xx) + (ψyyψ∗ − ψψ∗yy) = 0.
This is equivalent to
i
∂
∂t
(
1
2
|ψ|2
)
+ i
∂
∂x
(=(ψxψ∗))+ i ∂
∂y
(=(ψyψ∗)) = 0, (2.41)
where =(•) denotes the imaginary part of the bracketed expression. This then can be written
in the form (2.9) with
A =
1
2
|ψ|2 , B = =(ψ∗ψx) , C = =(ψ∗ψy) .
The NLS equation possesses an SO(2) symmetry, which can be seen by considering the
transformation ψ 7→ ψeiφ for real constant φ. Substitution of this into (2.40) gives that
iψte
iφ + ψxxe
iφ + ψeiφ − |ψeiφ|2ψeiφ = (iψt + ψxx + ψyy + ψ − |ψ|2ψ)eiφ = 0 ,
and so the system is invariant under this transformation. The relative equilibrium associated
with this symmetry takes the form ψ = Ψ0e
i(kx+my+ωt+θ0) = Ψ0e
iθ. Substitution of this into
the governing equations gives that the amplitude Ψ0 must satisfy
ω + k2 +m2 − 1 + |Ψ0|2 = 0, ⇒ |Ψ0|2(k,m, ω) = 1− ω − k2 −m2.
Evaluating the conservation laws along this relative equilibrium generates the following expres-
sions:
A =
1
2
|Ψ0|2 = 1
2
(1− ω − k2 −m2),
B ==(ik|Ψ0|2) = k(1− ω − k2 −m2),
C ==(im|Ψ0|2) = m(1− ω − k2 −m2).
(2.42)
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Therefore the Whitham system (2.26) for the 2D defocussing NLS is given by
KT = ΩX , KY = MX , MT = ΩY ,
1
2
(|Ψ0|2(K,M,Ω))T+(K|Ψ0|2(K,M,Ω))X + (M |Ψ0|2(K,M,Ω))Y = 0 , (2.43)
for slowly varying wavenumbers and frequency K(X,Y, T ), M(X,Y, T ) and Ω(X,Y, T ) respect-
ively.
We now seek the criticality for which the KP equation will emerge. To do so, we take the first
k derivative of each conservation law component evaluated along the wave solution to obtain
Ak = −k, Bk = 1− 3k2 −m2 − ω, Ck = −2km .
Thus for the KP to emerge we have to solve the system
1−m2 − 3k2 − ω = 0, mk = 0 .
This has two sets of solutions, the first being (k,m, ω) =
(
± 1√
3
√
1− λ, 0, λ
)
which corres-
ponds to the solution one would expect from an x dominated system, much like the 1 + 1 case
considered by Bridges [12]. The main difference is the expected degree of freedom given by the
indeterminancy of either k or ω. This can also be written in the form of a dispersion relation
ω = 1− 3k2. This criticality therefore leads to the relation
k ± 1
2
√
|Ψ0|2 = 0 ,
which leads to the waves becoming simple (but not trivial) [35]. The other is given by (k,m, ω) =(
0,
√
1− µ, µ
)
, however this set leads to a zero amplitude and so is not considered on physical
grounds.
The remaining derivatives evaluated at the first set of critical values needed for the KP are
Bkk|m=0 = −6k , Cm|m=0 = (1− 3m2 − k2 − ω)
∣∣
m=0
= 1− k2 − (1− 3k2) = 2k2 .
We show in appendix A that
K4 = −1
2
. (2.44)
This means the emergent KP is therefore(
2kqT + 6kqqX +
1
2
qXXX
)
X
− 2k2qY Y = 0 . (2.45)
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Comparison to Classical Methods
To demonstrate the differences between the theory of this thesis and more traditional methods,
at least in 1+1 dimensions, we use the work of Kivshar [52] and reviewed by Bridges [11].
To derive the KdV from the 1+1 version of the NLS equation (2.40), one may use the ansatz
ψ =
(
A0 + ε
2u(X,T ; ε)
)
exp
(
iθ + εφ(X,T ; ε)
)
,
for θ defined as before and X = εx, T = ε3t. This is similar to the modulation ansatz used
throughout this chapter, however it does not explicitly perturb the wavenumber. By not doing
this, we will see that additional criterion will arise from our analysis as a result. We will also
need to expand φ and u as an asymptotic series, so that
φ = φ0 + ε
2φ1 + . . . , u = u0 + εu1 + . . .
Upon substitution into (2.40), one finds at leading order that
|A0|2 = 1− ω − k2 ,
as before. For ease in the subsequent analysis, we assume that A0 is real, so that the modulus
is unnecessary. The first order terms vanish and the second order terms have the real part
2kA0(φ0)X + (−k2 − 3A20 + 1− ω)u0 = 0 ,
and the imaginary part vanishes. These are met providing
u0 = − k
A0
(φ0)X (2.46)
The third order terms have vanishing real part, and admit the imaginary part
A0(φ0)XX + 2k(u0)X = 0 .
This order vanishes providing that
−
(
1− ω − 3k2
k
)
(u0)X = 0 ,
where we have replaced the φ0 term using (2.46). Thus to continue we require that
1− ω − 3k2 = 0 , ⇒ A20 = 2k2 , (2.47)
which is precisely the criticality condition obtained from the modulation approach.
We now continue to fourth order, one has the real part of the equation as
−A0(φ0)T − 2kA0(φ1)X − 2A20u1 −A0(φ0)2X − 2k(φ0)Xu0 − 3A0u20 + (u0)XX = 0 .
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We may use (2.46) to simplify the fourth, fifth and sixth terms along with the fact A20 = 2k
2
from (2.47), so that
−A0(φ0)T − 2kA0(φ1)X − 2A20u1 − 3A0u20 + (u0)XX = 0 ,
meaning that in order to continue, u2 must be given by
u1 = − 1
2A0
(φ0)T − 3
2A0
u20 −
k
A0
(φ1)X +
1
2A20
(u0)XX .
The fifth order’s imaginary part then reads
(u0)T +A0(φ1)XX + 2k(u1)X + u1(φ0)XX + 2(u0)X(φ0)X = 0 .
We may replace the φ0, u1 terms to find that
2(u0)T − 12k
A0
u0(u0)X +
k
A20
(u0)XXX +
1
A0
(A20 − 2k2)(φ1)XX = 0 .
The coefficient of the φ1 term is zero by an earlier result, and so at this order we must have that
2(u0)T − 12k
A0
u0(u0)X +
k
A20
(u0)XXX = 0 .
Multiplication by k and using A20 = 2k
2 shows that this agrees with the result of the modulation
analysis (2.45) by noting the difference in notation that q = − 2kA0 . This is since by using the
notation from the modulation reduction one finds q = (φ0)X = − 2kA0u0.
From this reduction, the benefit of also perturbing the wavenumber and frequency is more
readily seen. If one had, the terms at second order and some of the terms at fourth order would
have vanished trivially, namely powers of (φ0)X and the (φ0)T terms, simplifying the analysis.
Instead in this analysis, u0 and u2 played the role of the terms that would have arisen from the
modulation ansatz, as well as the remainder term W .
2.3.4. Application 2 - Shallow Water Hydrodynamics
Another application of the theory is to the potential shallow water hydrodynamical system
ηt+∇ · (η∇φ) = 0,
φt +
1
2
|∇φ|2+gη + 1
3
gη20∇2η = R,
(2.48)
where η is the surface elevation of the fluid, φ is the velocity potential and R is the total
head of the flow. The symmetry group of this system is the translation invariance of φ, as
φ appears only with derivatives, and so we seek a relative equilibrium solution of the form
φ = kx+my + ωt+ θ0 = θ. This means that the velocities in the x and y directions are given
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by u = φx = k and v = φy = m respectively, and so this relative equilibrium represents the
uniform flow solution. This gives that
η = η0(k,m, ω) =
1
g
(
R− k
2 +m2
2
− ω
)
.
The conservation law for this system can be seen to be the first equation of (2.48), and so
along the basic state
A = η0 , B = kη0 , C = mη0 . (2.49)
Therefore, the Whitham equations (2.26) fr the shallow water system are
KT = ΩX , KY = MX , MT = ΩY ,(
η0(K,M,Ω)
)
T
+
(
Kη0(K,M,Ω)
)
X
+
(
Mη0(K,M,Ω)
)
Y
= 0 ,
(2.50)
for slowly varying functions K(X,Y, T ), M(X,Y, T ) and Ω(X,Y, T ).
For the KP equation to emerge, we must have that
Bk = η0 − k
2
g
= 0 , Ck = −km = 0 ,
for which the only physical solution is k2 = gη0, m = 0. This can also be formulated as a Froude
number unity condition, where the Froude number for this system is defined as
Fr2 =
k2
gη0
.
In this case, the remaining derivatives of interest can be found to be
Ak = Bω = −k
g
, Bkk = −3k
g
, Cm = η0.
All that remains is to determine K4.
To determine the dispersive coefficient, there are two possible methods. The first is to use
the previously outlined Jordan chain method. One can rewrite (2.48) in multisymplectic form
by taking
M =

0 −1 0 0 0 0
1 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

, J =

0 0 −1 0 0 0
0 0 0 −1 0 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

, K =

0 0 0 0 −1 0
0 0 0 0 0 −1
0 0 0 0 0 0
0 0 0 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0

,
Z =(φ, η, p, τ, s, µ)T , S(Z) = Rη − gη
2
2
+
p2 + s2
2η
− 3(τ
2 + µ2)
2gη20
,
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with
p = ηφx, s = ηφy, τ = −gη
2
0
3
ηx, µ = −gη
2
0
3
ηy.
If we consider a θ− bounded Jordan chain, the linear operator reduces to
L = D2S(Ẑ) =

0 0 0 0 0 0
0 −g + k2+m2η0 − kη0 0 −mη0 0
0 − kη0 1η0 0 0 0
0 0 0 − 3
gη20
0 0
0 −mη0 0 0 1η0 0
0 0 0 0 0 − 3
gη20

,
which at the conservation law criticalities reduces further to
L = D2S(Ẑ) =

0 0 0 0 0 0
0 0 − kη0 0 0 0
0 − kη0 1η0 0 0 0
0 0 0 − 3
gη20
0 0
0 0 0 0 1η0 0
0 0 0 0 0 − 3
gη20

.
We can then solve the Jordan chain problem to find
ξ1 =

1
0
0
0
0
0

, ξ2 =

0
−kg
0
0
0
0

, ξ3 =

0
0
0
gη30
3k
0
0

, ξ4 =
η30
3

0
1
k
1
0
0
0

.
Therefore, the dispersion coefficient is found to be
K4 = −〈〈Ẑθ,Jξ4〉〉 = η
3
0
3
. (2.51)
Therefore, the resulting KP equation is(
− 2k
g
qT − 3k
g
qqX +
η30
3
qXXX
)
+ η0qY Y = 0 , (2.52)
which can be reduced to (
qT +
3
2
qqX − kη
2
0
6
qXXX
)
+
k
2
qY Y = 0 . (2.53)
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This result agrees with the literature [13]. We also note that because k = ±√gη0, the theory
actually has admitted two KP equations, one for left and right travelling waves.
An alternate method to determine the dispersion coefficient is from the linear dispersion
relation of the system. For this system, linearisation about the solution considered here gives(
∂t + k∂x +m∂y η0(∂xx + ∂yy)
g +
gη20
3 (∂xx + ∂yy) ∂t + k∂x +m∂y
)(
ηˆ
φˆ
)
= 0 ,
for small perturbations ηˆ and φˆ. Considering the normal mode ansatz(
ηˆ
φˆ
)
=
(
ηˆ0
φˆ0
)
ei(ax+by+wt) ,
this generates the zero eigenvalue problem(
i(w + ka+mb) −η0(a2 + b2)
g − gη203 (a2 + b2) i(w + ka+mb)
)(
ηˆ0
φˆ0
)
= 0 .
This has nontrivial solutions precisely when
w = −ak − bm±
√
gη0(a2 + b2)
(
1− η
2
0
3
(a2 + b2)
)
,
and insisting that 1− η203 (a2 + b2) >). Focussing on obtaining K4, we set b = 0 and expand for
small a to obtain
w ≈ a(±√gη0 − k)∓ a3
√
gη0η
2
0
6
+ . . . .
Considering the Froude number critical case (so that k = ±√gη0) and retaining leading order
terms in a gives
w ≈ ∓a3
√
gη0η
2
0
6
+ . . . .
Then the third order dispersive coefficient is simply
1
6
waaa = ∓
√
gη0η
3
0
6
= −kη
2
0
6
.
This gives the dispersive term in the final PDE (2.53), thus completes the relation between the
linear dispersion relation of (2.48) and the coefficient of dispersion in (2.53).
The Madelung Transformation
The two examples for the emergence of the KP equation here may be shown to be the same
in principle. To do so, one may use the Madelung transform to turn the NLS equation into a
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shallow water system (for example, see [37], and for an alternate version [14]. This is achieved
by taking
A(x, y, t) =
√
ρ(x, y, t)eiΦ(x,y,t)
for real functions ρ and Φ. Substituting this into (2.39) gives the equations
real : −√ρeiΦ(Φt + Φ2x + Φ2y + ρ+ ∇2√ρ√ρ
)
= 0 ,
imag. :
eiΦ
2
√
ρ
(
ρt + (ρΦx)x + (ρΦy)y
)
= 0 .
The imaginary part is clearly reminiscent of the first equation of (2.48), with ρ = gη, and the
real part is similar to the second equation, albeit with a different dispersive term. When this
term is linearised, second order spatial derivative emerge and the shallow water equations are
recovered. This shows a direct relation between the two systems, and highlights how the SO(2)
symmetry may be mapped to an affine symmetry instead, and so both may be thought of as the
modulation of a uniform flow solution.
2.4. The two-way Boussinesq equation
The two-way Boussinesq equation is typically defined as
utt +
(
u2 ± uxx
)
xx
± uyy = 0 , (2.54)
and describes the two-way propagation of long waves, a property afforded by the second order
time derivative. The sign on the x derivative determines whether it is hyperbolic (positive)
or elliptic (negative) and thus the stability/instability of trivial solutions respectively in 1 + 1
dimensions. In 2 + 1 a negative sign on the uyy is required for hyperbolicity, and a positive sign
causes the equation to be elliptic. The two-way Boussinesq equation also appears in the literature
with an additional second derivative in x so that the first section of the equation resembles the
linear wave equation. First derived by Joseph Boussinesq in 1872 [10] from a shallow water
system, this equation appears in several contexts since, including further hydrodynamical ones.
It is also of interest for its solitary wave solutions which can propagate in both the left and right
directions. For further reading, see [51] and [45].
2.4.1. Details of the Modulation Leading to the two-way Boussinesq equation
To derive the two-way Boussinesq equation using modulational arguments, we must modify
the approach used previously. The same basic state defined in (2.3) is once again used, but
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the scalings within the ansatz will need to be altered to account for the appearance of a new
singularity related to Ak. With this in mind, the ansatz in this case takes the form
Z(x, y, t) = Ẑ(θ + εφ, k + ε2q,m+ ε3r, ω + ε3Ω) + ε3W,
with the slow scales
X = εx, Y = ε2y, T = ε2t.
Notice these differ from the KP scalings used earlier, since a different balance of derivatives is
sought and so the time scaling must be changed to achieve this.
The assumptions for this analysis will be that
Ak = Bk = Ck = 0 ,
which are those made for the KP analysis with the additional assumption that Ak = 0. This is
so that the time derivative term which appears in the KP equation (2.38) vanishes, which will
lead to a second order time derivative term to arise from the modulation analysis.
Much like before, the idea is to substitute this ansatz into the governing equation and
undertake a Taylor expansion of the ansatz about the ε = 0 state. A summary of this analysis
follows below.
Zeroth Order
This reads
∇S(Ẑ)− (ωM + kJ +mK)Ẑθ = 0.
This is (2.3), and so is satisfied by the basic state Ẑ.
First Order
This one reads
φ
(
D2S(Ẑ)Ẑθ − (ωM + kJ +mK)Ẑθθ
)
= φLẐθ = 0.
This is also satisfied trivially by the basic state due to results discussed at the beginning of this
chapter.
Second Order
The equation at this order reads
1
2
φ2(LẐθθ + D
3S(Ẑ)(Ẑθ, Ẑθ)) + (q − φX)LẐk = 0.
The first bracket can be shown to vanish by the reasoning seen in the KP analysis, the latter
term is only zero if q = φX , which we can have a priori using (2.20).
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Third Order
The equation at this order reads
LW0 − qXJẐk − φY KẐθ + r(D2S(Ẑ)Ẑm − (ωM + kJ +mK)Ẑm) = 0.
The qX term is solvable by the same reasoning as the KP analysis when Bk = 0. By results
presented earlier in 2.1.5., we can therefore write the above as
L(W0 − qXξ3) + (r − φY )LẐm = 0.
The last term, since the result of the linear operator in it is generally nonzero, is only zero when
the phase consistency condition r = φY holds. Therefore the result at this order is then
W0 = α(X,Y, T )Ẑθ + qXξ3 ,
along with the condition Bk = 0.
Fourth Order
After simplifications and substitutions, some of which were seen in the KP derivation, we have
that
L(W1 − αX Ẑk − αφẐθθ − qXφ∂θξ3 − qXXξ4)
+ rφ(LẐθm −KẐθθ + D3S(Ẑ)(Ẑθ, Ẑm))− qY (JẐm + KẐk)− qT (MẐk + JẐω) = 0.
Here we have used the fact that qY = rX . Some of the terms have been absorbed using results
obtained in the previous analysis. The rφ terms vanish by a result stated earlier. Appealing to
solvability now, the qY term is solvable precisely when
〈〈Ẑθ,JẐm + KẐk〉〉 = −Bm − Ck = 0 ,
as was seen in the KP analysis. When this occurs, we can again define
Lζ1 = JẐm + KẐk.
Similarly, we can show that
〈〈Ẑθ,MẐk + JẐω〉〉 = 0 ⇔ Ak = Bω = 0,
and so we introduce
Lη = JẐω + MẐk.
Therefore the overall result of this order is
W1 = β(X,Y, T )Ẑθ + αX Ẑk + αφẐθθ + qXφ∂θξ3 + qXXξ4 + qT η + qY ζ1,
where β is an arbitrary function, with the criteria that Ak = Ck = 0.
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Fifth Order
After many simplifications, we have that
L(W2 − φ2αẐθθθ − qαẐθk − βφẐθθ − αXXξ3 − βX Ẑk − φqT (η)θ − φqXX(ξ4)θ)
− qqX(JẐkk + J∂θξ3 −D3S(Ẑ)(Ẑk, ξ3))− qXXXJξ4 − ΩTMẐω − qXY (Jζ1 + Kξ3)
− qXT (Jη + Mξ3) + qY φ(D3S(Ẑ)(Ẑθ, ζ1)− JẐθm −KẐθk)− rY KẐm − rT (MẐm + KẐω) = 0.
Once again some terms have been shown to be absorbed into the linear operator from the KP
analysis. Additionally, the qTφ term can also be absorbed into the linear operator since if we
differentiate the defining equation for η with respect to θ one finds
D3S(Ẑ)(Ẑθ, η) +D
2S(Ẑ)(η)θ − (ωM + kJ)(η)θ = MẐθk + JẐθω
⇒ L(η)θ = MẐθk + JẐθω −D3S(Ẑ)(Ẑθ, η).
A similar result can be shown for the qY φ term by differentiation of the defining equation for
ζ1. This therefore leaves
LW˜2 − qqX(JẐkk + J∂θξ3 −D3S(Ẑ)(Ẑk, ξ3))− qXXXJξ4 − qXT (Jη + Mξ3)
− qXY (Jζ1 + Kξ3)− ΩTMẐω − rY KẐm − rT (MẐm + KẐω) = 0 ,
where W˜2 is defined to be the collection of all linear operator terms. This includes terms which
may be shown to be solvable, but are not important to the discussion at this stage. If we now
impose solvability, we recover many of the same coefficients as the KP analysis (those calculated
in eqs. (2.35) to (2.37)), so the new coefficients are the one multiplying the ΩT term,
〈〈Ẑθ,MẐω〉〉 = −Aω ,
and the one multiplying the rT term,
〈〈Ẑθ,MẐm + KẐω〉〉 = −Am − Cω .
The mixed term qXT also vanishes like the qXY one since
〈〈Ẑθ,Jη+Mξ3〉〉 = −〈〈η,LẐk〉〉−〈〈ξ3,LẐω〉〉 = −〈〈MẐk+JẐω, Ẑk〉〉−〈〈JẐk, Ẑω〉〉 = (1−1)〈〈Ẑω,JẐk〉〉 = 0.
Therefore the resulting equation governing solvability at this order is
AωsT +
(
1
2
Bkkq
2 +K4qXX
)
X
+ CmrY + (Am + Cω)rT = 0 .
Differentiation with respect to X yields
AωqTT +
(
1
2
Bkkq
2 +K4qXX
)
XX
+ CmqY Y + (Am + Cω)qY T = 0 , (2.55)
which is a 2+1 dimensional two-way Boussinesq equation but with an additional term qY T .
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2.4.2. Weak Solvability
Generically, in previous studies the two-way Boussinesq equation appears along with the qXX
term. As a direct consequence of the scalings chosen for the slow variables and modulational
functions, we cannot balance this term with any of the others appearing in (2.55) unless its
coefficient is sufficiently small. Therefore to derive the two-way Boussinesq equation in its more
commonly seen form we consider the case where we instead have that Bk small but nonzero. In
particular we look at the case where Bk = O(ε2) = ε2µ and µ = O(1). What does this mean?
If we consider the relevant inner product
− ε2µ = 〈〈Ẑθ,JẐk〉〉 ⇒ 〈〈Ẑθ,JẐk + κε2µẐθ〉〉 = 0,
where κ is defined by 〈〈Ẑθ, Ẑθ〉〉 = κ−1. This would mean now that (2.13) is modified slightly,
giving
Lξ3 = JẐk + ε
2κµẐθ.
This will not change the fourth order calculations in any way due to the term being of O(ε2) in
size, but it will generate errors of that size when considering terms involving ξ3. As these will
only affect higher powers of ε than we are considering, the analysis presented here is unaffected.
The consequence is that now at fifth order,
LW˜2 − qqX(JẐkk + J∂θξ3 −D3S(Ẑ)(Ẑk, ξ3))− qXXXJξ4 − sTMẐω
−rY KẐm − rT (MẐm + KẐω) + κµqX Ẑθ = 0,
Appealing to solvability now, this gives
AωsT +
(
1
2
Bkkq
2 +K4qXX
)
X
+ CmrY + 2CωrT + κµqX〈〈Ẑθ, Ẑθ〉〉
= AωsT +
(
1
2
Bkkq
2 +K4qXX
)
X
+ CmrY + 2CωrT − µqX = 0.
Taking the X derivative of this and using qT = sX we have
AωqTT + µqXX +
(
1
2
Bkkq
2 +K4qXX
)
XX
+ CmqY Y + 2CωqY T = 0, (2.56)
where Bk = ε
2µ.
2.4.3. Application - Complex Klein Gordon Equation
To demonstrate how the above theory applies, we consider the complex Klein Gordon equation
with cubic nonlinearity, defined as
ψtt = ψxx + ψyy + ψ − |ψ|2ψ, (2.57)
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for some complex valued function ψ. The symmetry is again the SO(2) symmetry, meaning that
a normal mode solution exists and is exact. Indeed, applying the ansatz
ψ = Ψ0e
i(kx+my+ωt),
solves (2.57) providing that the amplitude satisfies
|Ψ0|2 = ω2 − k2 −m2 + 1. (2.58)
The system has a conservation law, which can be found by multiplying (2.57) by ψ∗ and sub-
tracting the complex conjugate of the result, giving
∂t
(=(ψ∗ψt)) = ∂x(=(ψ∗ψx))+ ∂y(=(ψ∗ψy))
and so we obtain the components of the conservation law (2.9) as
A = =(ψ∗ψt), B = =(ψψ∗x), C = =(ψψ∗y).
In the above, we have used that =(Q) = −=(Q∗) for all complex values. Therefore along the
solution, these conservation laws are seen to be
A (k,m, ω) =ω|Ψ0|2 = ω(ω2 − k2 −m2 + 1),
B(k,m, ω) =− k|Ψ0|2 = k(k2 +m2 − 1− ω2),
C (k,m, ω) =−m|Ψ0|2 = m(m2 + k2 − ω2 − 1).
(2.59)
From these, one is able to see that the Whitham equations for this system are given by
KT = ΩX , KY = MX , MT = ΩY ,(
Ω|Ψ0|2(K,M,Ω)
)
T
−(K|Ψ0|2(K,M,Ω))X − (M |Ψ0|2(K,M,Ω))Y = 0 ,
for slowly varying wavenumbers and frequency K(X,Y, T ), M(X,Y, T ) and Ω(X,Y, T ) respect-
ively.
The desired criticality for the to-way Boussinesq to emerge imposes
Ak = −2kω = 0, Bk = 3k2 − 1− ω2 = 0, Ck = 2km = 0,
which when solved simultaneously give ω = m = 0, k2 = 13 . The desired coefficients are then
seen to be
Aω = 3ω
2 + 1− k2 = 1− k2 = 2
3
, Bkk = 6k = 2
√
3,
Cm = 3m
2 + k2 − ω2 − 1 = −2
3
, Cω = −2ωm = 0.
(2.60)
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The fact that m = 0 is required for the criticality is unsurprising since the two-way Boussinesq
equation generated from the method earlier has a preferred direction. Moreover, there is a
reflection symmetry in the transverse direction and so criticality in the third component of the
conservation law occurs when the transverse wavenumber is zero, as discussed in §2.3.2.. We
again find that
K4 = −1
2
,
with the relevant calculations appearing in appendix A. This means that the emergent two-way
Boussinesq equation is given by
2
3
qTT −
(√
3q2 − 1
2
qXX
)
XX
− 2
3
qY Y = 0,
or equivalently
qTT −
(
3
√
3
2
q2 − 3
4
qXX
)
XX
− qY Y = 0. (2.61)
This two-way Boussinesq equation is hyperbolic in both the X and Y directions, and so the
trivial state is linearly stable to small normal mode perturbations.
2.4.4. Non-Application - Shallow Water Hydrodynamics
The theory used to derive the two-way Boussinesq equation has a surprising yet interesting
consequence that it suggests such an equation is not applicable for shallow water hydrodynamics.
Indeed, consider the conservation laws appearing in the system (2.48), then for the two-way
Boussinesq equation to be applicable we would need
Ak = −k
g
= 0 and Bk = η0 − k
2
g
= 0.
Solving these simultaneously gives that k = η0 = 0, which is unphysical (as it implies no fluid is
present in the system). This consequence is discussed in detail from this perspective in [76] and
from the view of a different approach in [19].
The theory of this thesis highlights the invalidity of the two-way Boussinesq in the shallow
water equations in a direct way, however this result has become well known within the literature
over the last few decades. For example, Newell [66] and Ablowitz [2] both mention this fact
within their books, and the work of Schneider and Wayne [79, 80] argues the invalidity of
a two-way Boussinesq equation from a consistency perspective. The methodology of this thesis
confirms these ideas from a different perspective, showing directly that the required criticality
for emergence cannot physically be met.
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2.5. Indirect Degeneracies of the Whitham Equations
The previous two modulation analyses have revealed equations whose emergence is directly
linked to the multiplicities of the zero eigenvalues of the linear Whitham equations. There
can also be cases where the nonlinear corrections degenerate in ways that cannot be related to
these zero eigenvalue conditions, such as the third order dispersion term or the nonlinear term
vanishing. In these cases, the same methodology can be used for the appropriate scalings and
lead to further corrective PDEs.
In this section, we derive two equations at precisely these types of degeneracy. This leads to
two more nonlinear PDEs, the fifth order KP equation and the Modified KP equation. Examples
of how each of these equation arises in contexts of interest is also presented.
2.6. Fifth Order KP
The fifth order KP is part of the higher order dispersion family of the KP equation, which
generically takes the form
(qT + qqX + qXXXXX)X ± qY Y = 0. (2.62)
This equation and its one dimensional version, the fifth order KdV equation, has appeared
in several contexts such as the gravity capillary water wave problem when the Bond number
takes values close to a third [48, 81] or within flexural gravity waves [42, 43]. Unlike the other
modulation equations discussed up to this point, the fifth order KP is not integrable.
2.6.1. Details of the Modulation Leading to the Fifth Order KP
The ansatz used to derive the fifth order KP equation is taken to be
Z = Ẑ(θ + ε3φ, k + ε4q,m+ ε6r, ω + ε8Ω) + ε6W (θ,X, Y, T )
using the scales X = εx , Y = ε3y , T = ε5t . The strategy remains the same - to substitute this
ansatz into (2.2), undertake a Taylor expansion around the ε = 0 state before solving for each
order of ε.
The main difference of this calculation is that under the assumptions that the Jordan chain
formed through the linearisation of the basic state involving J is of length 6, so that
Bk = K4 = 0 .
There is also the assumption that the mixed chain is of length 2, so that Ck = 0. Under these
assumptions a fifth order KP equation emerges. Below is a summary of the results of this
approach at each order of ε.
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Leading Order Through to Third Order
The basic state is recovered at leading order and no other orders exist until ε3 due to the nature
of the scalings chosen. The third order terms in ε give
φLẐθ = 0,
which holds automatically as in all the previous analyses.
Fourth Order
The results at this order give
qLẐk − φXJẐθ = 0 ,
which is satisfied when q = φX due to previously discussed results.
Fifth Order
This order gives
LW0 = qXJẐk
which is solvable when Bk = 0 as discussed in §2.1.5., giving
W0 = qXξ3.
There is the potential to add terms proportional to the kernel element Ẑθ to this solution, however
as demonstrated in the previous analyses they can be shown not to contribute at subsequent
orders of the analysis. In light of this, we do not include these additional terms here.
Sixth Order
This order, ignoring the usual terms that cancel trivially, gives
LW1 + rLẐm − φY KẐθ − qXXJξ3 = 0 .
The r term cancels with the φY term due to both the phase consistency condition r = φY and
(2.4). The qXX term is automatically solvable using the fact that the Jordan chain is of even
length. Therefore the result of this order is that
W1 = qXXξ4 .
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Seventh Order
At this order we have
LW2 − qY (KẐk + JẐm)− qXXXJξ4 = 0,
where a phase consistency condition has been used to replace the rX term. The solvability of
this first term, as in the previous analyses, requires that
Ck +Bm = 2Ck = 0 , (2.63)
a condition seen in the other analyses. This gives the second condition for the fifth order KP to
emerge. One can however again use the result discussed in §2.3.2. that when the system has a
transverse symmetry that this condition is satisfied when m = 0. The last term is solvable when
−K4 = 〈〈Ẑθ,Jξ4〉〉 = 0 .
When both of the above conditions are met, we are able to solve for W2 as
W2 = qY ζ1 + qXXXξ5, Lζ1 = KẐk + JẐm .
If the assumption K4 = 0 does not hold, we are in fact in one of the regimes discussed in the
previous sections and the scalings chosen are not suitable.
Eighth Order
At the penultimate order one has
LW3 − qXY (Jζ1 + Kξ3)− qXXXXJξ5 − φqX
(
JẐθk −D3S(Ẑ)(Ẑθ, ξ3)
)
+ ΩLẐω − φTMẐθ = 0.
The first term vanishes since
〈〈Ẑθ,Jζ1 + Kξ3〉〉 = −〈〈Ẑk,KẐk + JẐm〉〉+ 〈〈Ẑθ,Kξ3〉〉 = 〈〈Ẑθ,Kξ3〉〉+ 〈〈ξ3,KẐθ〉〉 = 0.
The last two terms vanish via the phase consistency condition that φT = Ω along with (2.4).
The φqX term is solved by ∂θξ3, which can be shown through differentiation of the defining
equation for ξ3 with respect to θ. The other term is solvable since
〈〈Ẑθ,Jξ5〉〉 = −〈〈LẐk, ξ5〉〉 = −〈〈Ẑk,Jξ4〉〉 = 〈〈Lξ3, ξ4〉〉 = 〈〈ξ3,Jξ3〉〉 = 0,
as discussed before. Therefore we have
W3 = qXY ζ2 + φqX∂θξ3 + qXXXXξ6, Lζ2 = Jζ1 + Kξ3,
as the result at this order.
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Ninth Order
At the last order, the non-vanishing terms are
LW4 − qTMẐk − ΩXJẐω − qqX
(
JẐkk + J∂θξ3 −D3S(Ẑ)(Ẑk, ξ3)
)
− qXXY (Jζ1 + Kξ4)− rY KẐm − qXXXXXJξ6 = 0 .
We now impose the solvability condition at this order. Many of the coefficients are the same as
those seen in the KP analysis, and so the novel terms are the third and fifth spatial derivative
terms. We can use the definition of the termination constants to see that
M = −〈〈Ẑθ,Jζ2 + Kξ4〉〉 , (2.64)
as well as
K6 = −〈〈Ẑθ,Jξ6〉〉 6= 0 ,
by assumption to find that one has
(Ak +Bω)qT +BkkqqX +K6qXXXXX +M qXXY + CmrY = 0 . (2.65)
Differentiation with respect to X leads to
(
(Ak +Bω)qT +BkkqqX +K6qXXXXX +M qXXY
)
X
+ CmqY Y = 0 , (2.66)
which is the fifth order KP equation (2.62) with an additional linear term. This mixed dispersive
term does not appear in the literature regarding other fifth order KP derivations (for example,
[49]) and yet the scalings on the slow variables suggest it should balance. This is likely due to
the fact that if systems possess the reflection symmetry y 7→ −y then it follows that M = 0 and
the term vanishes when m = 0, a fact demonstrated in §2.3.2..
2.6.2. Application - Flexural Gravity Waves
To illustrate the theory, we take the shallow water potential case of the biharmonic flexural
gravity waves (corresponding to the assumption that the elastic sheet satisfies the Euler-Bernoulli
beam condition) with no loading, following the approach of Parau and Vanden-Broeck [69]
but taking a shallow water limit. This gives the system
ηt +∇ · (η∇φ) = 0,
φt +
1
2
|∇φ|2 + gη + D
ρ
∇4η = R,
(2.67)
2.6. Fifth Order KP 63
for fluid height η, velocity potential φ, Bernoulli constant R, fluid density ρ and D the flexural
rigidity of the plate above the fluid. This system has the solution associated with the affine
symmetry
φ = kx+ ωt+ φ0 = θ, η = η0 =
1
g
(
R− ω − k
2 +m2
2
)
.
Once again, this solution generates the constant velocity flow u = φx = k, v = φy = m. The
conservation law for this system is simply the first equation of (2.67) and is associated with mass
conservation, and so we find
A = η0, B = kη0, and C = mη0. (2.68)
Since these are identical to the previous shallow water example, the Whitham equations are
those given in (2.50) .
We can now find the desired criticality Bk = 0, which occurs when
η0 − k
2
g
= 0 ⇒ Fr2 ≡ k
2
gη0
= 1,
where Fr is the Froude number for this system. The coefficients required for the fifth order KP
can then be calculated to find
Ak = Bω = −k
g
, Cm = η0 Bkk = −3k
g
.
The final step in determining the fifth order KP is to determine the J Jordan chain and
compute its termination constants. There are two ways that this can be done, either through
the dispersion relation (as these are linear terms) or from the Jordan chain argument. The latter
is chosen here to link better with the theory presented here. This requires one to determine the
multisymplectic form for this system. We start from the Lagrangian density for this system,
given by
L = ηφt + 1
2
ηφ2x +
1
2
gη2 +
D
2ρ
(∇2η)2
and introducing
p = ηφx, s = ηφy, σ = ηx, γ = ηy τ = −D
ρ
(ηxx + ηyy), κ = τx + ϕy, χ = τy − ϕx,
for some dummy variable ϕ that is introduced to preserve the structure, one finds the multisym-
plectic form (2.2) with
Z = (φ, η, p, s, σ, γ, τ, ϕ, κ, χ)T , S(Z) = Rη − 1
2
gη2 +
p2
2η
+
ρτ2
2D
+ σκ+ γχ.
64 2.6. Fifth Order KP
The matrices M,J and K are given by
M =

0 −1 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0

, J =

0 0 −1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 −1 0
1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 −1 0 0
0 0 0 0 −1 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0

,
K =

0 0 0 −1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 −1
0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 −1 0 0 0 0
0 0 0 0 −1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0

,
To determine the chain, we notice its first two elements are θ independent, and so its sensible to
assume all elements are as well. Therefore we solve D2S(Ẑ)ξi+1 = Jξi, and so the Jordan chain
can be found to be
ξ1 =(1, 0, 0, 0, 0, 0, 0, 0, 0, 0)
T , ξ2 =
(
0, −k
g
, η0 − k
2
g
, 0, 0, 0, 0, 0, 0, 0
)T
,
ξ3 =(0, 0, 0, 0, −k
g
, 0, 0, 0, 0, 0)T , ξ4 =
(
0, 0, 0, 0, 0, 0,
Dk
ρg
, 0, 0, 0
)T
,
ξ5 =
(
0, 0, 0, 0, 0, 0, 0, 0,
Dk
ρg
, 0
)T
, ξ6 =
(
0,
Dη0
ρgk
,
Dη0
ρg
, 0, 0, 0, 0, 0, 0, 0
)T
.
From these and calculating Ẑm, we find that
M = −2〈〈ξ3,JẐm + KẐk〉〉 = 0,
so there is no mixed dispersive term. One also finds
K6 =
Dη0
ρg
, (2.69)
and so the fifth order 2+1 KP in this case is given by(
− 2k
g
qT − 3k
g
qqX +
Dη0
ρg
qXXXXX
)
X
+ η0qY Y =0 ,
⇒
(
qT +
3
2
qqX − Dk
2ρg
qXXXXX
)
±
√
gη0
2
qY Y =0 ,
(2.70)
where we have used the criticality k = ±√gη0. A comparision with [43] shows agreement
between coefficients, accounting for differences in the model used and noting both signs of k
are admissible. We can transform this into free surface variables through the transformation
H = −kg q to obtain (
HT − 3g
2k
HHX − Dk
2ρg
HXXXXX
)
±
√
gη0
2
HY Y = 0 . (2.71)
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2.7. Modified KP Equation
The modified KP equation is given by(
qT ± q2qX + qXXX
)
X
± qY Y = 0 . (2.72)
The higher power of the nonlinearity gives rise to more exotic solitary waves, and the sign of the
nonlinear term leads to different families of solutions as well as altering the stability properties.
This section aims to derive this equation, but in fact the modulation leads to a variant of the
Konopelchenk-Dubrovsky equation [53,54]:(
qT ± q2qX + qXXX
)
X
± qY Y + α
(
2(qqY )X + (q∂
−1
X qY )X
)
= 0 , (2.73)
where the antiderivative ∂−1X is defined as
∂−1X F =
∫ X
−∞
F (τ, Y, T ) dτ .
The appearance of the cubic nonlinearity corresponds to an extrema in the k variable of the
zero eigenvalue of the X matrix in the linear Whitham system in (2.26). Indeed, consider the
nontrivial eigenvalues which satisfy
λ(k, ω,m) =
1
2(Ak +Bω)±
√
AkBω −BkAω
Aω
.
Suppose we are in the scenario in which Bk = 0 so that the above gives an additional zero
eigenvalue, then differentiation with respect to k gives that
λk =
2
(
AkkAω −AkAωk
)
A 2ω
− Bkk
2Ak
,
Bkk
2Ak
.
Therefore (providing Ak 6= 0) one of the eigenvalues is stationary when Bkk = 0. It turns
out that this stationary property is associated to the eigenvalue which is zero when Bk = 0.
This seems to correspond to a loss of strict hyperbolicity as well as genuine noninearity within
the Whitham equations, as the modified KdV has been shown to arise at such points in other
conservative systems [36].
2.7.1. Modulation leading to the Modified KP Equation
In order to obtain the modified KP, we shall use the modulation ansatz
Z = Ẑ
(
θ + φ, k + εq,m+ ε2r, ω + ε3Ω
)
+ ε2W (θ + φ,X, T )
with the slow variables X = εx, Y = ε2y, T = ε3t. One of the key differences here is that W
now depends on φ, which is required to solve systems of the form
LW = G(θ + φ) ,
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and so W must also be evaluated at θ + φ. An additional consequence of this is that W will
generate some of the necessary terms later in the analysis.
The assumptions for this analysis are the same for the KP equation, in addition to the
assumption that the coefficient of the quadratic nonlinearity of the KP vanishes. This means
we assume
Bk = Bkk = Ck = 0 .
Under these assumptions, it will be shown that the modified KP equation arises from the mod-
ulation analysis. Presented below is the summary of the calculations at each order in ε.
Leading Order Term
This is simply (
ωM + kJ +mK
)
Ẑθ = ∇S(Ẑ) .
This is once again simply (2.3) and so Ẑ satisfies this trivially by assumption.
First Order Terms
Using the simplifications appearing in the previous analyses, we find that
(q − φX)LẐθ = 0 ,
This again recovers the phase consistency condition q = φX .
Second Order Terms
Ignoring terms that cancel, this order reads
LW0 + (r − φY )LẐm = qXJẐk .
The last term on the left vanishes trivially by the phase consistency condition r = φY . For the
term on the right hand side, this once again requires
0 = 〈〈Ẑθ,JẐk〉〉 = −〈〈JẐθ, Ẑk〉〉 = −Bk . (2.74)
This then gives
W0 = qXξ3 , (2.75)
once again ignoring additional kernel elements.
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Third Order Terms
Upon simplification, the terms at this order read
LW1 + (Ω− φT )LẐω =qqX
(
JẐkk + J∂θξ3 −D3S(Ẑ)(Ẑk, ξ3)
)
+ qY
(
KẐk + JẐm
)
+ qXXJξ3 .
(2.76)
Since Ω = φT then the last term on the left hand side vanishes trivially. As before, the qY term
is solvable when
0 = 〈〈Ẑθ,KẐk + JẐm
〉〉 = −Bm − Ck = 0.
The term in qXX is automatically solvable, by arguments seen in the previous analyses. The
final term we consider is the qqX term, which from the previous analyses requires
0 = 〈〈Ẑθ,JẐkk〉〉+ 〈〈Ẑθ,J∂θξ3〉〉 − 〈〈Ẑθ,D3S(Ẑ)(Ẑk, ξ3)〉〉 = −Bkk . (2.77)
Therefore we require Bkk to vanish to continue. When both of the conditions at this order are
met, we can solve this system with
W1 = qqX∂kξ3 + qXXξ4 + rXζ1. (2.78)
The qqX term has been deduced by taking the k derivative of the defining equation for ξ3,
D3S(Ẑ)(Ẑk, ξ3) +D
2S(Ẑ)∂kξ3 − (ωM + kJ)∂θkξ3 − J(ξ3)θ = JẐkk ,
⇒ L∂kξ3 = JẐkk + J∂θξ3 −D3S(Ẑ)(Ẑk, ξ3) .
(2.79)
Fourth Order
Collecting the terms necessary and simplifying the result, the equation at this order reads
LW2
= qT (MẐk + JẐω) + qXXXJξ4 + qXY (Jζ1 + Kξ3) + rY KẐm
+ qrX
(
JẐkm + KẐkk + Jζ1 −D3S(Ẑ)(ζ1, Ẑk)
)
+ rqX
(
JẐkm + K∂θξ3 −D3S(Ẑ)(Ẑm, ξ3)
)
+ q2qX
(
1
2
JẐkkk + J(ξ)θk − 1
2
D4S(Ẑ)(Ẑk, Ẑk, ξ3)− 1
2
D3S(Ẑ)(Ẑkk, ξ3)−D3S(Ẑ)(Ẑk, ∂kξ3)
)
qqXX(D
3S(Ẑ)(Ẑk, ξ4)− J(ξ4)θ − J∂kξ3) + (qX)2(D3S(Ẑ)(ξ3, ξ3)− 2J∂kξ3) .
(2.80)
When solvability is considered, the resulting coefficients on the linear terms are identical to those
of the KP analysis and as such we do not repeat their calculation here. Instead we focus on the
nonlinear terms, as these are the new terms that appear from this analysis.
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The first one considered is q2qX . Starting from our expression for Bkk, we can show that
Bkkk =∂k
(− 〈〈Ẑθ,JẐkk〉〉 − 〈〈Ẑθ,J∂θξ3〉〉+ 〈〈Ẑθ, D3S(Ẑ)(Ẑk, ξ3)〉〉) ,
=− 〈〈Ẑθ,JẐkkk + J∂θkξ3 −D4S(Ẑ)(Ẑk, Ẑk, ξ3)−D3S(Ẑ)(Ẑkk, ξ3)−D3S(Ẑ)(Ẑk, ∂kξ3)〉〉 ,
− 〈〈Ẑθk,L∂kξ3〉〉 .
This last term can be manipulated to obtain
〈〈Ẑθk,L∂kξ3〉〉 = 〈〈JẐθθ −D3S(Ẑ)(Ẑk, Ẑθ), ∂kξ3〉〉 = 〈〈Ẑθ,J∂θkξ3〉〉 − 〈〈Ẑθ,D3S(Ẑ)(Ẑk, ∂kξ3)〉〉 ,
and so
Bkkk = 〈〈Ẑθ,D4S(Ẑ)(Ẑk, Ẑk, ξ3) + D3S(Ẑ)(Ẑkk, ξ3) + 2D3S(Ẑ)(Ẑk, ∂kξ3)− JẐkkk − 2J∂θkξ3〉〉 .
(2.81)
This shows that the coefficient of the q2qX term is −12Bkkk. The next term we consider is the
qqXX term, which we manipulate to show that
〈〈Ẑθ,D3S(Ẑ)(Ẑk, ξ4)− J∂θξ4 − J∂kξ3〉〉
= 〈〈JẐθ, ∂kξ3〉〉+ 〈〈JẐθ, ∂θξ4〉〉+ 〈〈Ẑk,D3S(Ẑ)(Ẑθ, ξ4)〉〉 ,
= 〈〈JẐθ, ∂kξ3〉〉+ 〈〈Ẑk,J∂θξ3 −D3S(Ẑ)(Ẑθ, ξ4)〉〉+ 〈〈Ẑk, D3S(Ẑ)(Ẑθ, ξ4)〉〉 ,
= 〈〈JẐθ, ∂kξ3〉〉+ 〈〈Ẑk,J∂θξ3〉〉 = ∂k
[
〈〈JẐθ, ξ3〉〉
]
.
(2.82)
In the above, we have used that
L∂θξ4 = J∂θξ3 −D3S(Ẑ)(Ẑθ, ξ4) , (2.83)
which can be seen by differentiating ξ4’s defining equation. The part inside the derivative can
be shown to be zero since
〈〈JẐθ, ξ3〉〉 = −〈〈Ẑθ,Jξ3〉〉 = −〈〈Ẑθ,Lξ4〉〉 = −〈〈LẐθ, ξ4〉〉 = 0 .
The other, the (qX)
2 term, is shown to vanish in a similar way. The computation for this is
〈〈Ẑθ,D3S(Ẑ)(ξ3, ξ3)− 2J∂kξ3〉〉 = 〈〈ξ3,D3S(Ẑ)(Ẑθ, ξ3)〉〉 − 2〈〈Ẑk,J∂θξ3〉〉 ,
(Using the result from the previous calculation)
= 〈〈ξ3,D3S(Ẑ)(Ẑθ, ξ3)− 2JẐkθ〉〉 ,
= −〈〈ξ3,L∂θξ3 + JẐθk〉〉 ,
= −〈〈JẐk, ∂θξ3〉〉 − 〈〈ξ3,JẐθk〉〉 ,
= −〈〈JẐk, ∂θξ3〉〉+ 〈〈∂θξ3,JẐk〉〉 = 0 .
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Therefore both terms which would be considered dissipative vanish.
The mixed modulational terms are then considered. Firstly, the qrX term generates the
coefficient
〈〈Ẑθ,JẐkm + KẐkk + J∂θη −D3S(Ẑ)(η, Ẑk)〉〉
=〈〈Ẑθ,JẐkm + KẐkk〉〉+ 〈〈η,JẐθθ −D3S(Ẑ)(Ẑθ, Ẑk)〉〉 ,
=〈〈Ẑθ,JẐkm + KẐkk〉〉+ 〈〈JẐm + KẐk, Ẑθk〉〉 ,
=− (〈〈Ẑ,JẐθkm〉〉+ 〈〈Ẑm,JẐθk〉〉)− (〈〈Ẑ,KẐθkk〉〉+ 〈〈Ẑk,KẐθk〉〉) = −Bkm − Ckk .
Similarly, for the rqX term,
〈〈Ẑθ,JẐkm + K∂θξ3 −D3S(Ẑ)(ξ3, Ẑm)〉〉
=〈〈Ẑθ,JẐkm〉〉+ 〈〈ξ3,KẐθθ −D3S(Ẑ)(Ẑθ, Ẑm)〉〉 ,
=〈〈Ẑθ,JẐkm〉〉+ 〈〈JẐk, Ẑθm〉〉 ,
=− (〈〈Ẑ,JẐθkm〉〉+ 〈〈Ẑm,JẐθk〉〉)−Bkm .
Therefore the resulting equation governing solvability at this order is(
Ak +Bω
)
qT +
1
2
Bkkkq
2qX +K4qXXX + CmrY + (Bkm + Ckk)qrX +BkmrqX = 0 . (2.84)
Differentiation with respect to X and appealing to antiderivative notations, this may be written
as((
Ak+Bω
)
qT+
1
2
Bkkkq
2qX+K4qXXX
)
X
+CmqY Y +(Bkm+Ckk)(qqY )X+Bkm(q∂
−1
X qY )X = 0 .
(2.85)
Alternately, to subvert the antiderivative (for example, in scenarios where the antiderivative is
poorly defined) one may replace q and r with their φ definitions to give((
Ak +Bω
)
φT +
1
6
Bkkkφ
3
X +K4φXXX
)
X
+CmφY Y + (Bkm+Ckk)φXφXY +BkmφY φXX = 0 .
(2.86)
2.7.2. Application - Cubic-Quintic NLS Equation
To apply the theory of the above, we revisit the NLS (2.39) from earlier in the chapter with a
slightly abridged form,
iψt +∇2ψ − α|ψ|2ψ + |ψ|4ψ = 0
for complex valued function ψ(x, y, t) and real parameter α. The introduction of the quintic
nonlinearity, as well as the parameter on the cubic term, prove sufficient to support the modified
KP as a phase equation provided we are at specific parameter values. The relative equilibrium
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of interest is again associated with the SO(2) symmetry, so seek a solution of the form ψ = ψ0e
iθ
to give that ψ0 satisfies
|ψ0|2 = 1
2
(
α±
√
α2 + 4(k2 +m2 + ω)
)
. (2.87)
The conservation laws remain the same as the previous NLS example, and can be found as
A =
1
2
|ψ0|2, B = k|ψ0|2, C = m|ψ0|2 .
It can therefore be seen that the Whitham equations that arise for this system are those ap-
pearing in (2.43, although with the amplitude in this case being a different function of K, M
and Ω.
The conditions for the modified KP to emerge are
Bk =
1
2
(
α± α
2 + 8k2 + 4(m2 + ω)√
α2 + 4(k2 +m2 + ω)
)
= 0 ,
Bkk =±
α2 + 83k
2 + 4(m2 + ω)
(α2 + 4(k2 +m2 + ω)
3
2
= 0 ,
Ck =± 4km√
α2 + 4(k2 +m2 + ω)
= 0 .
We can solve these simultaneously to find that
k2 =
3
64
α2, ω = − 9
32
α2, m = 0 ,
and that the negative sign must be taken (2.87), so that |ψ0|2 = 38α. We can then evaluate the
relevant coefficients at these points to find that
Ak = −4k
α
, Bkkk = −96
α
, Ckk = 0 , Cm = |ψ0|2 = 3
8
α .
The remaining coefficient is the Krein signature calculation, which is computed in appendix A
as
K4 = − 3
4|ψ0|2 = −
2
α
.
Therefore, upon simplification, the resulting modified KP is(
kqT + 6q
2qX +
1
4
qXXX
)
X
− 3
64
α2qY Y = 0 .
2.8. Chapter Summary and Additional Research
In this chapter we have shown how well known equations can be derived in a universal format
from relative equilibria solutions to Hamiltonian PDEs. Given the working here, one can easily
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construct the relevant equation for each case providing one can evaluate the conservation laws
and compute the dispersion coefficient for the desired basic state. Although the former of these
is easy to do, the Krein signature calculations require a bit more effort to compute, as one may
see from the calculations in appendix A, but the method to do so is clear. An alternative method
for the computation of these coefficients has been presented, which in some cases is the easier
method to obtain these coefficients.
The equations derived here are by no means the only such PDEs that can be obtained.
Further to those already presented and the generic method for dealing with degeneracies can
be used to extend the ideas in this chapter problems with more criticalities. Such problems
with 3 or more non-transverse criticalities are atypical and so the abstract modulational results
become harder to apply in these cases. This owes to the fact that the relative equilibrium
introduces 3 parameters k, m, ω and so unless the system itself introduces additional parameters
the number of conditions that can be simultaneously met is limited. The scenario of three
criticality conditions is encountered later in the thesis in chapters 3 and 4, where the larger
parameter space allows this number of conditions to be met. Additionally, the criticality Cm = 0
has not been considered here. In cases where this is additionally met, one would expect third
order dispersion in both spatial directions.
The main focus of this chapter has been on how the appearance of zero characteristics
relate to the emergence of nonlinear PDEs. An Alternate question may also be posed - does
the transition of the Whitham equations from hyperbolic to elliptic signal the emergence of
nonlinear dynamics. This transition itself usually signals the change of stability of the original
wavetrain from stable to unstable (and this transition is discussed across several texts, of which
the author recommends [61, 63, 22, 65]. Therefore, some qualitative insight may be obtained
if a modulation procedure similar to that presented here could be developed. This has started
development, showing that by choosing an appropriate moving frame at such points, the two-way
Boussinesq equation emerges in a similar form to that presented in this chapter [20]. Additional
research into this area, such as into the cases where the coefficients of dispersion or nonlinearity
vanish could potentially improve the understanding of the dynamics at such points, at least
qualitatively.
This chapter forms the basis of the ideas in the remaining chapters of this thesis, which
consider this method in settings with multiple conservation laws. This generalises the results of
this chapter from scalar systems to tensor ones. Criticality changes from being scalar conditions
to those involving tensors, such as zero determinant and trace criteria. The resulting modulation
leads to nonlinear matrix PDEs, which may then be projected into scalar systems and generate
the generalisation of the systems seen in this chapter, along with several new systems emerging
from such analyses.
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Linear Whitham Equations
qT = ΩX , qY = rX , rT = ΩY ,
Aω(k,m, ω)ΩT +
(
Ak(k,m, ω) +Bω(k,m, ω)
)
ΩX +
(
Am(k,m, ω) + Cω(k,m, ω)
)
ΩY
+Bk(k,m, ω)qX +
(
Bm(k,m, ω) + Ck(k,m, ω)
)
qY + Cm(k,m, ω)rY = 0.
Double Zero (Bk = 0 = Ck)
KP Equation(
(Ak +Bω)qT +BkkqqX +K4qXXX
)
+ CmqY Y = 0.
Triple Zero
(Ak +Bω = 0)
2+1 Two-Way Boussinesq
Bkk = 0
Modified KP
K4 = 0
Fifth order KP
A visual summary of the results of this chapter, showing how each degeneracy relates to the
emergence of each equation derived.
3
Modulation of Multiple Phases I: Modulation About Zero
Eigenvalues
3.1. Introduction
Up until now, the discussion has focussed on single phase relative equilibria corresponding to
one parameter symmetry groups. There are, however, a large variety of systems which possess
solutions relating to multiple parameter symmetry groups and thus multiple phases. Some
motivating examples include the studies of Roskes [77] and Bridges and Laine-Pearson [18, 59]
on the interaction of left and right travelling waves, as well as internal waves in stratified fluid
flows [27,31,40,55]. Additionally, more complicated relative equilibrium may be considered, such
as the modulation of the cnoidal waves within the KdV equation (which require the modulation
of a mean flow element as well) [84, 83]. As stated by Whitham in his book, ‘a most important
nonlinear effect is the coupling of modulations in the wavetrain to similar slow variations in the
mean quantities’, which themselves are represented by an additional phase associated with an
affine symmetry. What can modulation say in these settings?
The premise of this chapter is to extend the single phase ideas to two phases initially, but
formulated in such a way the framework holds for an arbitrary number of phases. This will
involve discussing relative equilibria of multiple parameter symmetry groups and the relevant
linear operator theory arising from it. This leads to a nontrivial extension of the Jordan chain
theory introduced in chapter 2 and requires two independent chains to coalesce in order to
achieve one of length 4. The details of how this occurs and the relevant theory are contained
within this chapter.
The extension of the conservation laws is not itself trivial either. As the relative equilibria
will possess multiple parameters the conservation laws generalise to become vector valued, thus
the criticality conditions must be assessed from the Jacobians of these. As a result, it is now
the zero eigenvalue problem of these Jacobians that signals the emergence of the nonlinear
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reductions and their projections that form the coefficients. The details of this generalisation
form the backbone of this chapter.
This initial study into the modulation of multiple phases will only focus on nonlinear re-
ductions related to the zero eigenvalues (or characteristics) of the linearised Whitham equations
appearing from this setting. This already provides a rich source of nonlinear PDEs, and mod-
ulation in this setting recovers both the KdV and two-way Boussinesq equations with similar
criterion as the single phase case. Moreover, it suggests that an additional modulation equation
may be obtained when the right conditions are met, which turns out to be the triple zero char-
acteristic of these equations. These all emerge with coefficients related to the conservation law
vectors that may be calculated a priori to the modulation analysis.
Therefore, this chapter is dedicated to generalising the results of the first chapter to two-
phase relative equilibria. This begins with the relevant abstract setup, and in particular the
generalisations of the conservation laws and Jordan chain analysis. This is then applied first to
the derivation of the linearised Whitham equations via modulation, where the details of how the
ansatz must be modified are presented. The degeneracy of this equation is then studied, and
the criteria for zero eigenvalues/characteristics established, which are then used to diagnose the
relevant nonlinear PDE in each case. The modulational approach is then modified in light of
this in order to obtain the relevant reductions in each case, with the details of the calculations
presented. The chapter then ends with examples of how the theory may be applied to physically
relevant systems, such as stratified flows and coupled Nonlinear Schro¨dinger models, to illustrate
how the coefficients may be obtained in each case.
Published Components of This Chapter
The work in this chapter has appeared in peer reviewed journals. These works are the following
• D.J. Ratliff and T.J. Bridges, Multiphase Wavetrains, Singular Wave Action and the Emer-
gence of the KdV Equation, Proc. Roy. Soc. A, 472 (2017) [75]
• D.J. Ratliff, Double Degeneracy in Multiphase Modulation and the Emergence of the Boussinesq
Equation, Stud. Appl. Math., (2017) [72]
• D.J. Ratliff, On the reduction of coupled NLS equations to nonlinear phase equations via
modulation of a two-phase wavetrain, IMA J. Appl. Math. (2017) [71]
3.2. Lagrangian, Multisymplectic Structure and Conservation Laws
In this chapter, the discussion returns to equation (2.2) but in the case of multiparameter
relative equilibrium. This is restricted to the 1 + 1 case to streamlime the discussion, but the
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methodology developed here may be extended to additional spatial dimensions naturally.
The focal point of this chapter is now group actions with two (independent) parameters.
Denote these actions Gθ1,θ2 ∈ G for some Lie group G. We again assume invariance of (2.2)
under the actions of G in the 1 + 1 case, so that
Gθ1,θ2J = JGθ1,θ2 , Gθ1,θ2M = MGθ1,θ2 , S(Gθ1,θ2Z) = S(Z) ∀Gθ1,θ2 ∈ G .
This recovers the property that if Z solves (2.2) then so does Gθ1,θ2Z. We may also define the
generator for each parameter as
giZ =
∂
∂θi
Gθ1,θ2Z
∣∣∣∣
θ1=θ2=0
.
From these notions, we may define relative equilibria solutions as
Z = Gθ1,θ2 zˆ(k,ω) ≡ Ẑ(θ,k,ω) ,
for suitably defined zˆ. The parameters of the action, like in the single phase case, take the form
θj = kjx+ ωjt+ θ
0
j ,
and for convenience we have defined the parameter vectors
θ =
(
θ1
θ2
)
, k =
(
k1
k2
)
, ω =
(
ω1
ω2
)
.
In this chapter, we consider three main cases of these group actions. The first is the two-
parameter affine symmetry:
Gθ1,θ2Z = Z + θ1V1 + θ2V2 with 〈V1, V2〉 = 0 .
The generators of this action are simply Vi. The second is the special orthogonal group SO(2)
with a two-parameter family. The action of this will typically take the form
Gθ1,θ2 = Rθ1 ⊕Rθ2 ⊕Rθ1 ⊕ . . .⊕Rθ1 ⊕Rθ2 , Rθi =
(
cos θi − sin θi
sin θi cos θi
)
.
The generators are then
g1 =σ ⊕ 0⊕ σ ⊕ . . .⊕ σ ⊕ 0 ,
g2 =0⊕ σ ⊕ 0⊕ . . .⊕ 0⊕ σ .
(3.1)
The final one considered is the invariance of phase translations within doubly periodic wavetrains,
so that
Gφ1,φ2Z = Z(θ1 + φ1, θ2 + φ2) .
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The generators for these are simply
gi =
∂Z
∂θi
(θ1, θ2) . (3.2)
These will appear in the examples at the end of the chapter, and will be used to determine the
relevant relative equilibria and conservation laws for the systems studied.
The introduction of these new variables transforms (2.2) into
2∑
i=1
(
ωiM + kiJ
)
Ẑθi = ∇S(Ẑ). (3.3)
From this, it is natural to define the linear operator
Lv = D2S(Ẑ)v −
2∑
i=1
(
ωiM + kiJ
)
vθi ,
obtained by linearising (3.3) about Ẑ. One can verify that this operator is self adjoint under
the relevant inner product denoted by 〈〈·, ·〉〉. For example, the inner product for the SO(2) and
periodic wavetrain cases is simply the standard inner product which averages over the phases,
〈〈·, ·〉〉 =
(
1
2pi
)2 ∫ 2pi
0
∫ 2pi
0
〈·, ·〉 dθ1dθ2 ,
and the affine symmetry case reduces to just the standard inner product. In the modulation
approach, the inner product notation 〈〈·, ·〉〉 will be used to denote the relevant inner product
for the problem. If we differentiate (3.3) with respect to the phases, the wavenumbers and the
frequencies, we find that
θj :
∑2
i=1
(
ωiM + kiJ
)
Ẑθiθj = D
2S(Ẑ)Ẑθj ,
kj :
∑2
i=1
(
ωiM + kiJ
)
Ẑθikj + JẐθj = D
2S(Ẑ)Ẑkj ,
ωj :
∑2
i=1
(
ωiM + kiJ
)
Ẑθiωj + MẐθj = D
2S(Ẑ)Ẑωj .
These can be summarised as
LẐθj = 0, (3.4a)
LẐkj = JẐθj , (3.4b)
LẐωj = MẐθj . (3.4c)
The first of these highlights that the zero eigenvalue is not simple, and so we make the assumption
that
ker(L) = span{Ẑθ1 , Ẑθ2} ,
and it is no larger. This means that for the modulation of multiple phases, the solvability
criterion becomes
LQ = R is solvable when 〈〈Ẑθi , R〉〉 = 0 , i = 1, 2 .
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The second result, (3.4b), suggests the Jordan chain analyses in later work will be of multiple
chains. We also require the second wavenumber derivatives. By computation
k1, k1 :
(
ω1M + k1J
)
Ẑθ1k1k1 + 2JẐθ1k1+
(
ω2M + k2J
)
Ẑθ1k1k1
= D2S(Ẑ)Ẑk1k1 +D
3S(Ẑ)(Ẑk1 , Ẑk1),
k2, k2 :
(
ω1M + k1J
)
Ẑθ1k2k2+
(
ω2M + k2J
)
Ẑθ1k2k2 + 2JẐθ2k2
= D2S(Ẑ)Ẑk2k2 +D
3S(Ẑ)(Ẑk2 , Ẑk2),
k1, k2 :
(
ω1M + k1J
)
Ẑθ1k1k2 + JẐθ1k2+
(
ω2M + k2J
)
Ẑθ1k2 + JẐθ2k1
= D2S(Ẑ)Ẑk1k2 +D
3S(Ẑ)(Ẑk1 , Ẑk2),
which again can be summarised as
LẐkiki = 2JẐθiki −D3S(Ẑ)(Ẑki , Ẑki), (3.6a)
LẐk1k2 = JẐθ2k1 + JẐθ1k2 −D3S(Ẑ)(Ẑk1 , Ẑk2). (3.6b)
Further derivative results can be obtained in a similar fashion. Much like the single phase case,
these linear operator results will be used in the modulation analysis to lead to the cancellation
of several unimportant terms.
3.2.1. Conservation Laws
To discuss the conservation laws arising in the multiparameter case, we once again appeal
to multisymplectic Noether theory. Since there are two symmetry parameters, we generate a
conservation law for each of the generators since multisymplectic Noether theory implies the
existence of functions Ai, Bi which satisfy
Mgi(Z) = ∇Ai(Z) , Jgi(Z) = ∇Bi(Z) . (3.7)
The generator appearing in these identities determines the form of these functions. For example,
in the affine case we simply have
Ai = 〈MVi, Z〉 , Bi = 〈JVi, Z〉 ,
and in the SO(2) and periodic travelling wave cases
Ai =
1
4pi2
∫∫ 2pi
0
〈MgiZ,Z〉 dθ1dθ2 , Bi = 1
4pi2
∫∫ 2pi
0
〈JgiZ,Z〉 dθ1dθ2 ,
for the generators given in (3.1) and (3.2). These functions come together to form the conser-
vation laws
∂tAi + ∂xBi = 0, (3.8)
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whenever Z satisfies (2.2), which can be verified by direct calculation:
∂tAi + ∂xBi =〈∇Ai, Zt〉+ 〈∇Bi, Zx〉 ,
=〈Mgi, Zt〉+ 〈Jgi, Zx〉 ,
=− 〈gi,MZt + JZx〉 ,
=− 〈gi,∇S(Z)〉 ,
=− ∂
∂θi
S(Gθ1,θ2Z)
∣∣∣∣
θ1=θ2=0
= 0 .
Now denote the evaluation of these conservation components along the solution Ẑ with
scribature. For the ease of discussion, we restrict ourselves again to the multiperiodic wavetrain
case, however the same results may be formulated using the other relative equilibrium. Of
interest is the derivatives of these quantities along these solutions, which give the results
∂kjAi = 〈〈MẐθi , Ẑkj 〉〉, (3.9a)
∂kjBi = 〈〈JẐθi , Ẑkj 〉〉, (3.9b)
∂kjkmBi = 〈〈Jθikm , Ẑkj 〉〉+ 〈〈JẐθi , Ẑkjkm〉〉. (3.9c)
Notice that
∂kiBj = 〈〈JẐθj , Ẑki〉〉 = 〈〈LẐkj , Ẑki〉〉 = 〈〈Ẑkj ,LẐki〉〉 = 〈〈Ẑkj ,JẐθi〉〉 = ∂kjBi , (3.10)
as well as
∂kjAi = 〈〈MẐθi , Ẑki〉〉 = 〈〈Ẑωi ,JẐkj 〉〉 = ∂ωiBj .
This shows that the components of the conservation laws are related across wavenumbers and
frequencies.
The main appearance of the conservation law components in the emergent problem is through
tensors. Define
A =
(
A1
A2
)
, B =
(
B1
B2
)
.
Using the Gateaˆux derivative, we can also define
DkA =
(
∂k1A1 ∂k2A1
∂k1A2 ∂k2A2
)
= DωB
T , DkB =
(
∂k1B1 ∂k2B1
∂k1B2 ∂k2B2
)
,
D2kB =
(
∂k1k1B1 ∂k2k1B1
∂k1k1B2 ∂k2k1B2
∂k1k2B1 ∂k2k2B1
∂k1k2B2 ∂k2k2B2
)
.
We say a conservation law component is critical in the matrix case if the component has zero
determinant. For the purposes of the methodology presented here, the main degeneracy in the
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phase dynamics will require that DkB is critical, which we take to mean
det
[
DkB
]
= ∂k1B∂k2B2 − ∂k2B1∂k1B2 = 0 .
When this holds we find that the analysis may proceed and the KdV equation, and potentially
others depending on additional criteria, emerges as the modulation equation. More details on
how this criticality arises will be presented in the theory of this chapter.
Once again, due to the multisymplectic form the conservation laws may be directly related
to the Euler Lagrange equations. As a result, the conservation laws evaluated along the relative
equilibrium solution emerge from the modulation approach and form many of the coefficients of
the resulting PDEs. This parallels the results of the single phase case and the outcomes of this
chapter will generalise these to two phases, which will involve the projection of these tensors to
form scalar coefficients.
3.2.2. Jordan Chain Theory for Multiple Phases
We can see from (3.4a) and (3.4b) that we begin to form two Jordan chains with the structure
Lξ1 = 0, Lξi = Jξi−1, i > 1.
The two chains are started with the θ derivatives and are followed by the respective k derivative.
We denote these in the following way:
ξ1 = Ẑθ1 , ξ2 = Ẑk1 , ξ3 = Ẑθ2 , ξ4 = Ẑk2 ,
so that the first two form the first chain, and the latter two the second. However, these chains
will coalesce to allow the modulation analysis to continue. Consider the equation
LW =
2∑
i=1
ζiJẐki .
Assessing the solvability of the above generates the system(
〈〈Ẑθ1 ,JẐk1〉〉 〈〈Ẑθ1 ,JẐk2〉〉
〈〈Ẑθ2 ,JẐk1〉〉 〈〈Ẑθ2 ,JẐk2〉〉
)(
ζ1
ζ2
)
≡ −
(
∂k1B1 ∂k2B1
∂k1B2 ∂k2B2
)
ζ ≡ −DkBζ = 0 . (3.11)
Therefore, if DkB has a zero eigenvalue with eigenvector ζ, then the above system is solvable.
This also requires that det
[
DkB
]
= 0 so that the matrix has a zero eigenvalue. In the theory
of this chapter, we assume this zero eigenvalue is simple, although the theory may be abridged
when this is not true. In such cases, one is able to define
Lξ5 = ζ1JẐk1 + ζ2JẐk2 .
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Moreover, the system (3.11) has another eigenvalue given by the trace of DkB, which results in
the eigenvalue problem
DkB
(
ζ2
−ζ1
)
= (∂k1B1 + ∂k2B2)
(
ζ2
−ζ1
)
. (3.12)
A consequence of the above is that the system
LF = ζ2JẐk1 − ζ1JẐk2 ,
is no longer solvable, as the zero eigenvalue is simple. Because the zero eigenvalue of L is even,
the existence of ξ5 guarantees the existence of ξ6 with
Lξ6 = Jξ5 ,
and the assumption in this chapter will be that this chain is no longer. This means that the
system
Lξ7 = Jξ6 ,
is not solvable, which then means that
K =
(
K1
K2
)
:= −
(
〈〈Ẑθi ,Jξ6〉〉
〈〈Ẑθ2 ,Jξ6〉〉
)
6= 0 . (3.13)
This vector will form the dispersive component in the nonlinear PDEs derived in this chapter,
and will arise directly within the phase dynamics.
Transform of Coordinates and Jordan Block
For completeness, we will illustrate that the above Jordan chain theory may be decomposed
into a more traditional format, namely that of a 4⊕ 2 structure. As we have seen by (3.4a) and
(3.4b), we have a similar start to the Jordan chains here as the ones in the single phase case.
We already have that
Lξ1 = 0,
Lξ2 = 0,
Lξ3 = Jξ1,
Lξ4 = Jξ2.
We can also note from (3.11) that we have a fifth and sixth element of the form
Lξ5 = ζ1Jξ3 + ζ2Jξ4 , Lξ6 = Jξ5 .
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We introduce a new basis to put these into a more typical form. Define
v1 = ζ1Ẑθ1 + ζ2Ẑθ2 ,
v2 = ζ1Ẑk1 + ζ2Ẑk2 ,
v3 = ξ5,
v4 = ξ6,
v5 = ζ2Ẑθ1 − ζ1Ẑθ2 ,
v6 = ζ2Ẑk1 − ζ1Ẑk2 .
This admits the two Jordan chains
Lv1 = 0,
Lv2 = Jv1,
Lv3 = Jv2,
Lv4 = Jv3,
and
Lv5 = 0,
Lv6 = Jv5.
The latter of these can’t be extended further, since we have shown that Jv6 is not solvable. The
existence of v3 is guaranteed by earlier working. The element v4 exists since
〈〈v1,Jξ5〉〉 = −〈〈Lv2, ξ5〉〉 = −〈〈v2,Jv2〉〉 = 0 ,
〈〈v5,Jξ5〉〉 = −〈〈Lv6, ξ5〉〉 = −〈〈v6,Jv2〉〉 = (ζ21 + ζ22 )〈〈Ẑk1 ,JẐk2〉〉.
(3.18)
The inner product on the final expression has to be zero, since the eigenvalue has even multiplicity
as seen in (2.12). A non-zero quantity would directly contradict this. As a result, it must be
the case that
〈〈Ẑki ,JẐkj 〉〉 = 0 ∀ i, j = 1, 2 . (3.19)
Thus we can write this new eigenvalue problem in the form of a Jordan block:
L

v1
v2
v3
v4
v5
v6

=


0 0 0 0
1 0 0 0
0 1 0 0
0 0 1 0
 04×2
02×4
[
0 0
1 0
]


v1
v2
v3
v4
v5
v6

, (3.20)
which has the desired 4⊕ 2 structure.
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3.3. Linear Whitham Equations
We begin our discussion with the simplest case of multiphase modulation, which leads to the
linear Whitham equations. To obtain them, we adapt the ideas of the single phase modulation
in order to construct a suitable ansatz. This leads to choosing
Z = Ẑ(θ + φ,k + εq,ω + εΩ) + ε2W (θ, X, T ; ε), (3.21)
where
φ :=
(
φ1(X,T ; ε)
φ2(X,T ; ε)
)
, q :=
(
q1(X,T ; ε)
q2(X,T ; ε)
)
, Ω :=
(
Ω1(X,T ; ε)
Ω2(X,T ; ε)
)
,
are now the vector analogues of the scalar modulation functions of the previous chapter. The
slow variables in (3.21) are defined as X = εx, T = εt with ε 1 once again. There is again a
conservation of waves, which introduces the relations
q = φX , Ω = φT , qT = ΩX . (3.22)
We essentially follow the method appearing in the single phase studies, substituting this ansatz
into (2.2) and undertake a Taylor expansion around the ε = 0 state. Leading order obtains
(3.3), whereas at first order we obtain
2∑
i=1
[
qiLẐki + ΩiLẐωi
]
=
2∑
i=1
[
∂XφiJẐθi + ∂TφiMẐθi
]
,
which is satisfied by the phase consistency conditions (3.22), as well as the results (3.4b) and
(3.4c). The next order gives that
LW +
1
2
2∑
i,j=1
[
qiqjLẐkikj − 2qi∂XφjJẐθjki + qiqjD3S(Ẑ)(Ẑki , Ẑkj )
+ ΩiΩjLẐωiωj − 2Ωi∂TφjMẐθjωi + D3S(Ẑ)(Ẑωi , Ẑωj )
+ qiΩjLẐkiωj − 2qi∂TφjMẐθjki − 2Ωj∂XφiJẐθiωj + D3S(Ẑ)(Ẑki , Ẑωj )
]
=
2∑
i=1
[
∂XqiJẐki + ∂T qiMẐki + ∂XΩiJẐωi + ∂TΩiMẐωi
]
.
Most of the left hand side of the equality vanishes by the second derivative relations (3.6a),
(3.6b) and similar results. This leaves only
LW =
2∑
i=1
[
∂XqiJẐki + ∂XΩiJẐωi + ∂T qiMẐki + ∂TΩiMẐωi
]
.
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We now check solvability by taking the inner product with the relevant kernel elements, which
gives that
〈〈Ẑθi ,JẐkj 〉〉 = −∂kjBi, 〈〈Ẑθi ,JẐωj 〉〉 = −∂ωjBi,
〈〈Ẑθi ,MẐkj 〉〉 = −∂kjAi, 〈〈Ẑθi ,MẐωj 〉〉 = −∂ωjAi.
Therefore we obtain the equations indexed by i
2∑
j=1
[
∂Xqj∂kjBi + ∂XΩj∂ωjBi + ∂T qj∂kjAi + ∂TΩj∂ωjAi
]
= 0 ,
which may be written as the vector system
DωAΩT + DkAqT + DωBΩX + DkBqX = 0, (3.23)
which along with the phase consistency condition qT = ΩX form the linear vector Whitham
equations. This generalises the results of Ablowitz and Benney, who investigated the modu-
lation of slowly varying wavetrains in the Klein-Gordon equation [3,1], to the case of multiphase
relative equilibria generated by symmetries.
3.3.1. Zero eigenvalues of the Whitham equations
We can rewrite (3.23) in the matrix form(
I 0
0 DωA
)(
q
Ω
)
T
+
(
0 −I
DkB DkA + DωB
)(
q
Ω
)
X
= 0. (3.24)
We can invert the first matrix readily providing det
[
DωA
] 6= 0 and so the system morphs into(
q
Ω
)
T
+ W(k,ω)
(
q
Ω
)
X
= 0 , (3.25)
where the matrix W is given by
W =
(
0 −I
(DωA)
−1DkB (DωA)−1(DkA + DωB)
)
(3.26)
The zero eigenvalues of the matrix are then of interest. Computing the characteristic polynomial
of W, one obtains
α4λ
4 + α3λ
3 + α2λ
2 + α1λ+ α0 = 0 ,
with
α0 = det
[
DkB
]
,
α1 = −trace
[
(DkA + DωB)
]DkB
]
,
α2 = det
[
DkA + DωB
]
+ trace
[
DωA
]DkB
]
,
α3 = −trace
[
(DkA + DωB)
]DωA
]
α4 = det
[
DωA
]
,
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with the notation
P] = det
[
P
]
P−1 ,
denoting the cofactor matrix. It is then clear that W has a simple zero eigenvalue when
det
[
DkB
]
= 0 , (3.27)
but trace
[
(DkA + DωB)
]DωA
] 6= 0. In this case DkB has an eigenvector associated with the
zero eigenvalue, so define ζ to be this eigenvector, so that
DkBζ = 0 .
This system has already been seen in the Jordan chain discussion, and so it follows that the
Jordan chain length increases precisely when the linear Whitham equations possess at least one
zero eigenvalue. Alternatively, one can define ζ using W,(
0 −I
(DωA)
−1DkB (DωA)−1(DkA + DωB)
)(
ζ
0
)
=
(
0
0
)
,
which is useful to introduce for the generalised eigenvalue discussion that arises momentarily.
This situation forms the criterion leading to the first example of a nonlinear phase equation
emerging in the context of multiple phases. It is demonstrated how this condition gives rise to
the KdV equation in §3.4..
Further modulation equations can be obtained when the multiplicity of this zero eigenvalue
increases. Assuming that (3.27) holds, we can infer that a double zero eigenvalue of W is
realisable when
trace
[
(DkA + DωB)
]DkB
]
= 0 . (3.28)
This is equivalent to the matrix adj(DkA + DωB)DkB having a double zero eigenvalue. When
this condition is met, it implies that there is a generalised eigenvector of W, which can be seen
if one considers the the problem(
0 −I
(DωA)
−1DkB (DωA)−1(DkA + DωB)
)(
γ
δ
)
=
(
ζ
0
)
.
Solving this give δ = −ζ and
(DkA + DωB)ζ = DkBγ, (3.29)
which if one checks the solvability by projecting using ζ gives exactly the condition (3.28). The
above matrix system (3.29) will appear in the modulation analysis, and when such a system
is solvable signifies a degeneracy in the coefficient of the time derivative appearing in the KdV
equation. Such cases will be shown to lead to a two-way Boussinesq equation in §3.5..
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The final case of zero multiplicity we consider in this chapter is when the zero eigenvalue of
W has algebraic multiplicity 3. This requires the condition
det
[
DkA + DωB
]
+ trace
[
DωA
]DkB
]
= 0 . (3.30)
This corresponds to W having a third generalised eigenvector, which can be found by solving
the system (
0 −I
(DωA)
−1DkB (DωA)−1(DkA + DωB)
)(
κ
τ
)
=
(
γ
−ζ
)
.
This gives that τ = −γ and
(DkA + DωB)γ −DωAζ = DkBκ . (3.31)
This can be shown to be solvable precisely when (3.30) holds. Therefore, when the relevant
conditions can be satisfied for a triple zero eigenvalue of the matrix in the Whitham system,
the above system will emerge within the modulation analysis. In such a case, the relevant
modulation analysis will lead to a KdV-type equation but with a third order time derivative
term. This is discussed in §3.6..
Now that the zero eigenvalues of the linear vector Whitham equations have been discussed,
we now consider how they apply to the emergence of nonlinear PDEs. We begin with the simple
zero case (3.27) which leads to a scalar KdV in §3.4.. Following this, the double and triple
zero eigenvalue cases are undertaken in §3.5. and §3.6. respectively, to show how various time
degeneracies lead to the appearance of higher order time derivatives in the phase dynamics.
3.4. Multiphase Modulation Leading to KdV
We consider a modulation ansatz for KdV scalings. This means that the modulation ansatz
takes the form
Z = Ẑ(θ + εφ,k + ε2q,ω + ε4Ω) + ε3W (θ, X, T, ε), (3.32)
and the slow variables are scaled now as
X = εx, T = ε3t.
With these slow variables, the derivatives acting on Ẑ can be seen to transform as
∂x =
2∑
i=1
[
ki∂θi + ε
2(φi)X∂θi + ε
3(qi)X∂ki + ε
5(Ωi)X∂ωi
]
,
∂t =
2∑
i=1
[
ωi∂θi + ε
4(φi)T∂θi + ε
5(qi)T∂k1
]
.
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Taylor expansions of Ẑ around the ε = 0 state are required, but are not stated as these are
cumbersome. The principle of the analysis remains the same - the ansatz is substituted into the
Euler-Lagrange equation, a Taylor expansion about the ε = 0 state is taken and then solved for
each power of ε.
One important feature of this analysis is the assumption that the linear Whitham equations
possess a single zero eigenvalue so that (3.27) holds. A consequence is that the system
DkBqX = 0 ,
may now be solved providing that
q = ζU(X,T ; ε) ,
for some unknown scalar function U . In general, the function U may be expanded in an asymp-
totic series, however only leading order terms are required in the subsequent analyses and so the
dependence on ε is dropped herein. Assuming this is the case, the modulation analysis leads to
a scalar equation in U which will be shown to be precisely the KdV equation.
A summary of the key steps of the expansion follow below, after noting that the leading
order returns the basic state (3.3).
3.4.1. First Order
The first order terms read
2∑
i=1
φiLẐθi = 0.
Both the linear operator terms present in the above are zero by (3.4a) and so this is trivially
satisfied by the basic state.
3.4.2. Second Order
Continuing on, one has
2∑
i=1
[
qiLẐki − ∂XφiJẐθi
]
= 0.
Utilising (3.4b), we have
2∑
i=1
(qi − ∂Xφi)LẐki = 0.
Since the linear operator terms are in general nonzero, we recover the phase consistency condition
q = φX .
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3.4.3. Third Order
Many terms cancel automatically and so we find that the remaining terms read
LW0 −
2∑
i=1
∂XqiJẐki = 0 .
For solvability, we require that
∂Xq1〈〈Ẑθi ,JẐk1〉〉+ ∂Xq2〈〈Ẑθi ,JẐk2〉〉 = 0 ,
or equivalently, after using (3.4b),(
∂k1B1 ∂k2B1
∂k1B2 ∂k2B2
)
qX = DkBqX = 0.
This means that the matrix above requires a zero eigenvalue, which we assume is simple for this
analysis as this is the lowest in terms of codimensionality (i.e. least amount of criterion to be
met). Thus to continue we impose that
det
[
DkB
]
= 0. (3.33)
As mentioned before, choose this zero eigenvector to be ζ, then it follows that
q = ζU , (3.34)
for some new slowly varying function U(X,T ; ε). Generically U depends on ε but only leading
order terms are necessary and so we take U = U(X,T ; ε = 0). The final scalar PDE will
ultimately be written in terms of U .
Overall, this gives the solution for W0 at this order as
W0 = α1(X,T )Ẑθ1 + α2(X,T )Ẑθ2 + UXξ5 , (3.35)
for arbitrary functions αi and where
Lξ5 = ζ1JẐk1 + ζ2JẐk2 . (3.36)
3.4.4. Fourth Order
After absorbing the relevant terms into the linear operator and replacing the qi with U according
to (3.34), we find that
L
(
W1 −
2∑
i=1
[
(αi)X Ẑki − φiUX(ξ5)θi −
2∑
j=1
ζiUαjẐθiθj
)
+
2∑
i=1
(
ΩiLẐωi − ∂TφiMẐθi
)
− UXXJξ5 = 0. (3.37)
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The time derivatives in φ cancel the Ω terms by (3.4c), and the αi terms have been solved by
earlier analysis using the result (3.4b). Once again, solvability is needed, which results in
〈〈Ẑθi ,Jξ5〉〉 = −〈〈Ẑki ,Lξ5〉〉 ∝ 〈〈Ẑk1 ,JẐk2〉〉.
This inner product is zero by the discussion in §3.2.2. and highlighted in the result (3.19). Thus
the solution for W1 at this order is
W1 =
2∑
i=1
[
βi(X,T )Ẑθi + (αi)X Ẑki + φiUX(ξ5)θi + αiU
2∑
j=1
ζjẐθiθj
]
+ UXXξ6 , (3.38)
for a new set of arbitrary functions βi and
Lξ6 = Jξ5 .
3.4.5. Fifth Order
After many simplifications, we have that
LW˜2 −
2∑
i=1
[
UT ζi(MẐki + JẐωi) + (αi)XXJẐki
+ ζiUUX
(
D3S(Ẑ)(Ẑki , ξ5)− J(ξ5)θi − ζ1JẐk1ki − ζ2JẐkik2
)]− UXXXJξ6 = 0 .
In the above, the tilde is used to denote that terms have been absorbed into the linear operator.
What they are at this stage is not important since the analysis goes no further than this. We
now check solvability of these terms. The time terms are simply
〈〈Ẑθi ,MẐkj + JẐωj 〉〉 = −〈〈MẐθi , Ẑkj 〉〉 − 〈〈JẐθi , Ẑωj 〉〉 = −∂kjAi − ∂ωjBi . (3.39)
For the dispersive term, by definition (3.13)
〈〈Ẑθi ,Jξ6〉〉 = −〈〈JẐθi , ξ6〉〉 ≡ −Ki. (3.40)
The αi terms’ coefficients have been determined before and are simply the first kj derivatives of
Bi. For the nonlinear terms, notice that
ζ1∂k1k1Bi + ζ2∂k1k2Bi =ζ1(〈〈JẐθi , Ẑk1k1〉〉+ 〈〈JẐθik1 , Ẑk1k1〉〉)
+ ζ2(〈〈JẐθi , Ẑk1k2〉〉+ 〈〈JẐθik1 , Ẑkk2〉〉) ,
=− 〈〈Ẑθi , ζ1JẐk1k1 + ζ2JẐk1k2〉〉 − 〈〈Ẑθik1 , ζ1JẐk1 + ζ2JẐk2〉〉 ,
=− 〈〈Ẑθi , ζ1JẐk1k1 + ζ2JẐk1k2〉〉 − 〈〈LẐθik1 , ξ5〉〉 ,
=〈〈Ẑθi , ζ1JẐk1k1 + ζ2JẐk1k2〉〉+ 〈〈D3S(Ẑ)(Ẑk1 , Ẑθi)− JẐθ1θi , ξ5〉〉 ,
=〈〈Ẑθi , D3S(Ẑ)(Ẑk1 , ξ5)− ζ1JẐk1k1 − ζ2JẐk1k2 − J(ξ5)θ1〉〉 .
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Similarly, one can also show that
ζ1∂k1k2Bi + ζ2∂k2k2Bi =〈〈Ẑθi , D3S(Ẑ)(Ẑk2 , ξ5)− ζ1JẐk1k2 − ζ2JẐk2k2 − J(ξ5)θ2〉〉.
Thus for this system to be solved at fifth order, we require that
2∑
i=1
[
ζi(∂kiAp + ∂ωiBp)UT +
2∑
j=1
ζiζj∂kiklBpUUX +KpUXXX + ∂kiBp(αi)XX
]
= 0 , p = 1, 2 .
(3.41)
In vector form, this is
aUT + bUUX + KUXXX + DkBαXX = 0, (3.42)
with
a =
(
∂k1A1 + ∂ω1B1 ∂k2A1 + ∂ω2B1
∂k1A2 + ∂ω1B2 ∂k2A2 + ∂ω2B2
)
ζ = (DkA + DωB)ζ ,
b =
(
∂k1k1B1 ∂k1k2B1
∂k1k1B2 ∂k1k2B2
∂k1k2B1 ∂k2k2B1
∂k1k2B2 ∂k2k2B2
)
(ζ, ζ) = D2kB(ζ, ζ),
K =
(
K1
K2
)
, α =
(
α1
α2
)
.
This is almost a vector KdV equation, the only term preventing it from being so is the in-
homogeneity enforced by the indeterminate α term. This inhomogenous term is required in this
vector equation, else the analysis generates two KdV equations in U with (in general) different
coefficients which generically may only both be satisfied when U = 0. The α term prevents this
from being the case, but may be removed via a projection achieved by multiplying on the left
by ζ to form a scalar system given by
[
ζT (DkA + DωB)ζ
]
UT + ζ
TD2kB(ζ, ζ)UUX + ζ
TKUXXX = 0 . (3.43)
The other possible projection one can obtain is by using the other eigenvector of DkB, (ζ2,−ζ1)T ,
and doing so gives gives
DUT + EUUX + FUXXX + (∂k1B1 + ∂k2B2)
(
ζ2(α1)XX − ζ1(α2)XX
)
= 0 ,
with similarly defined coefficients. The way to interpret this system is to determine U using
the first equation, which then determines the αi in the second system. These expressions for
αi, along with considering further terms in the expansion of U , can then be used to take the
analysis to higher order which is not undertaken in this thesis.
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Modulation in the Absence of Frequency
In some cases (albeit not demonstrated here) it may be more beneficial to modulate relative
equilibrium without modulating the frequency parameters. One would be right to question that
this would affect the analysis presented above, however it leads to the same result.
To show this, we use the key ideas from the single phase analysis of Bridges [12]. If the ωi
terms are not modulated, one must be able to solve
LŴ = ∂Tφ1MẐθ1 + ∂Tφ2MẐθ2 .
By the skew symmetry of M, this requires only that
〈〈Ẑθ1 ,MẐθ2〉〉 = 0,
which would seem to be true in general. This is due to their solvability in the presence of ωi, as
well as the even multiplicity of L’s zero eigenvalue. It also follows from the fact that the group
G is abelian and M is symplectic. This then implies the existence of κi such that
Lκi = MẐθi .
Then the coefficients of the temporal terms on the right hand side at fifth order will read(
ζ1(MẐk1 + Jκ1) + ζ2(MẐk2 + Jκ2)
)
UT ,
which when considering solvability will generate the terms
〈〈Ẑki ,MẐθj + Jκj〉〉 = −∂kjAi − 〈〈LẐki , κj〉〉 = −∂kjAi − 〈〈Ẑki ,MẐθj 〉〉 = −∂kjAi − ∂kiAj .
Therefore, in the absence of frequency modulations the resulting PDE remains the same.
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Now that the simple zero case has been discussed, we continue forward with the double zero case,
so that (3.28) also holds. A comparison between this condition and the coefficients in (3.43),
one notices that the double zero eigenvalue appears precisely at the point where the coefficient
of the time derivative term in the KdV equation (3.43) vanishes. This hints already that the
modulation in such cases will likely lead to the two-way Boussinesq equation seen in chapter 2
of this thesis. It remains to show that this is indeed the case, and this section deals with the
calculations that support this claim.
In such cases where both (3.27) and (3.28) hold, we will use the ansatz
Z = Ẑ(θ + εφ+ ε2ψ,k + ε2q + ε3p,ω + ε3Ω + ε4Γ) + ε2W (3.44)
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where we additionally introduce
ψ :=
(
ψ1(X,T )
ψ2(X,T )
)
, p :=
(
p1(X,T )
p2(X,T )
)
, Γ :=
(
Γ1(X,T )
Γ2(X,T )
)
,
and the slow variables are scaled as X = εx, T = ε2t. These new modulational functions satisfy
the phase consistency conditions
p = ψX , Γ = ψT , pT = ΓX .
The motivation for introducing these terms is firstly to reduce the number of terms that appear
in the analysis below (since by properties of the basic state, many will now cancel) and secondly
to allow the modulation approach to lead to the system (3.29).
In the summary below, terms that cancel automatically will be ignored so that the focus
is on the important terms for illustrative purposes. The key difference between this and the
KdV analysis is that a generalised eigenvector analysis (3.29) now arises at fourth order. The
consequence of this in the analysis is that a second order time derivative term is generated and
thus a two-way Boussinesq equation emerges.
3.5.1. Leading, First and Second Orders
The leading order recovers the basic state, whereas the first order reads
2∑
i=1
φiLẐθi = 0 .
This is automatically satisfied since the θ derivatives lie in the nullspace of the linear operator.
At second order in ε we have
2∑
i=1
(
qiLẐki − ∂XφiJẐθi + ψiLẐθi
)
= 0.
By (3.4b), and the phase consistency condition φX = q, as well as (3.4a), this is satisfied.
3.5.2. Third Order
The non-cancelling terms, including those that give φT = Ω, we have that
LW0 =
2∑
i=1
[(
(ψi)X − pi
)
LẐki + (qi)XJẐki
]
.
The linear operator term on the right hand side of this equation vanish by (3.4b) and the phase
consistency condition p = ψX , whereas the qi terms will be solvable when(
〈〈Ẑθ1 ,JẐk1〉〉 〈〈Ẑθ1 ,JẐk2〉〉
〈〈Ẑθ2 ,JẐk1〉〉 〈〈Ẑθ2 ,JẐk2〉〉
)
qX = −DkBqX = 0 . (3.45)
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This was seen in the KdV analysis of §3.6., and is solvable when det[DkB] = 0. This again
allows us to define the eigenvector ζ = (ζ1, ζ2)
T , which means there exists some function U such
that q = ζU(X,T ). Therefore the solution at this order is
W0 = UXξ3 +
2∑
i=1
αiẐθi , Lξ3 = ζ1Ẑk1 + ζ2Ẑk2 .
The α1, α2 terms reappear as general kernel elements that may be added to the solution, which
facilitate the necessary projection at final order.
3.5.3. Fourth Order
The terms that remain at fourth order are
LW1 =
2∑
i=1
[
ζiUT (MẐki + JẐωi) + (pi)XJẐki + (αi)XJẐθ1
]
+ UXXJξ3.
The second spatial derivative term is solvable since the zero eigenvalue of L is even. We also
have that the αi terms are solvable by the respective k derivatives. The rest of the terms are
solvable when
(DkA + DωB)ζUT + DkBpX = 0. (3.46)
This is identical to (3.29) providing that
pX = −γUT . (3.47)
Now everything is related to a single modulational function U . When this holds we have the
solution
W1 =UXXξ4 + UTΥ +
2∑
i=1
(αi)X Ẑki ,
LΥ =
2∑
i=1
(
ζi(MẐki + JẐωi)− γiJẐki
)
.
(3.48)
Noticing how the modulational function p plays the same role as the αi terms in the KdV
analysis, one could easily reformulate the working in that case using the approach here and
ignore several of the arising terms, since these would cancel due to properties of the basic state.
The same can be done for the αi terms appearing in this analysis by introducing another set
of modulational functions, however this replacement is saved for chapter 4, where it is required
due to the complexity of the analyses.
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3.5.4. Fifth Order
The remaining terms at this order are
LW2 =
2∑
i=1
[
(pi)T (MẐki + JẐωi) + (Ωi)TMẐωi + (αi)XXJẐk1
+ ζiUUX
(
D3S(Ẑ)(Ẑki , ξ5)− J∂θiξ5 − ζ2JẐkik2 − ζ1JẐk1ki)
]
+ UXT (JΥ + Mξ5) + UXXXJξ4 .
(3.49)
We impose solvability now to determine the suitable model equation. The UXT term vanishes
since
〈〈Ẑθi ,JΥ + Mξ5〉〉 = −〈〈Ẑki ,LΥ〉〉 − 〈〈Ẑωi ,Lξ5〉〉 ,
=− 〈〈Ẑki , ζ1(MẐk1 + JẐω1) + ζ2(MẐk2 + JẐω2)− γ1JẐk1 − γ2JẐk2〉〉 ,
− 〈〈Ẑωi , ζ1JẐk1 + ζ2JẐk2〉〉
=
〈〈Ẑk1 , ζ2(MẐk2 + JẐω2)− γ2JẐk2〉〉, (i = 1)〈〈Ẑk2 , ζ1(MẐk1 + JẐω1)− γ1JẐk1〉〉, (i = 2) .
These both must vanish since the zero eigenvalue of L is even by (2.12). The other novel terms
arising here are those containing ΩT , which are seen to have the coefficients
〈〈Ẑθi ,MẐωj 〉〉 = −∂ωjAi. (3.50)
All other coefficients have been covered within the KdV analysis. Therefore, the matrix system
governing solvability of the system at this order is given by
DωAΩT + (DkA + DωB)pT + D
2
kB(ζ, ζ)UUX + KUXXX + DkBαXX = 0. (3.51)
Differentiation with respect to X and using (3.47) along with ΩXT = qTT = ζUTT and pXT =
−γUTT gives(
DωAζ − (DkA + DωB)γ
)
UTT +
(
D2kB(ζ, ζ)UUX + KUXXX
)
X
+ DkBαXXX = 0. (3.52)
This is the vector form of the two-way Boussinesq equation, and can be formed into a scalar
equation upon projection using ζ, giving the scalar equation
ζT
(
DωAζ − (DkA + DωB)γ
)
UTT +
(
1
2
ζTD2kB(ζ, ζ)U
2 + ζTKUXX
)
XX
= 0 , (3.53)
which is the two-way Boussinesq equation.
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3.6. Modulation Leading to the Surge KdV
The presence of multiple phases and the generalised eigenvector analysis have the potential to
lead to more exotic equations, and this is first demonstrated here. The final equation which
will be derived based on the zero eigenvalues of the linear Whitham system will be the surge
KdV, named due to the presence of the triple time derivative (which in physics is the third time
derivative of a displacement), which we define as
VTTT +
(
1
2
V 2 + VXX
)
XXX
= 0. (3.54)
This equation will be shown to be the natural result in the presence of a triple zero eigenvalue
of the linear Whitham system, and so requires (3.30) to hold. Considering the time term in
the two-way Boussinesq of the previous analysis, we can show the time term in (3.53) vanishes
at the triple zero eigenvalue point. This, combined with the other conditions seen in the other
analysis, would suggest that the matrix therefore has a triple zero eigenvalue. In such a case,
the system (3.31) may be solved and thus a higher order time derivative is more appropriate.
It turns out that a suitable ansatz in this case is
Z = Ẑ
(
θ+εφ+ε
5
3ψ+ε
7
3Λ,k+ε2φX+ε
8
3ψX+ε
10
3 ΛX ,ω+ε
8
3φT +ε
10
3 ψT +ε
4ΛT
)
+ε3W (3.55)
with the slow scales X = εx, T = ε
5
3 t. The scaling here is chosen so that the third order time
derivative term that appears at the relevant criticality, which is discussed below, balances the
five spatial derivatives that emerge from the modulation approach in this case. Three sets of
modulational functions are needed in this analysis, with a fourth optional set if one wishes to
avoid kernel functions being used. We also choose to drop the general form of the modulation
ansatz (i.e. the q,Ω and similar functions) in this analysis. We use their explicit relation to
the phase perturbations within the ansatz due to the large amount of unknown functions that
would result otherwise. Below is a summary of key steps in obtaining the surge KdV via phase
modulation, noting that the leading, first and second orders of the analysis are identical to the
KdV and two-way Boussinesq analyses.
3.6.1. Third Order
The relevant, nontrivial terms at this order give
LW0 =
2∑
i=1
[
(φi)XXJẐki
]
.
This is solvable when
DkBφXX = 0 ,
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as in the previous analyses of multiple phase modulation. This allows us to define
φ = ζU ,
neglecting arbitrary functions arising from integration, since the role of these is accounted for
through ψ and Λ. Overall, this allows us to solve the system at this order with
W0 = UXXξ5 + α1Ẑθ1 + α2Ẑθ2 ,
where once again the αi are arbitrary functions used for regularity at the final order.
3.6.2. Order 11
3
At this order, we obtain
LW1 =
2∑
i=1
[
UXT ζi(MẐki + JẐωi) + (ψi)XXJẐki
]
.
Appealing to solvability generates the matrix system(
DkA + DωB
)
ζUXT + DkBψXX = 0 .
Assuming such a system can be solved, which is the case when the Whitham matrix has a double
zero eigenvalue, then by (3.29) we have that
ψX = −γUT ,
once again neglecting functions of integration. Therefore, the solution for W1 is
W1 = ΥUXT ,
excluding further kernel elements, as these will not contribute to the analysis.
3.6.3. Fourth Order
The terms that appear at fourth order are
LW2 = UUXX
2∑
i=1
ζi
[ 2∑
j=1
ζjJẐθikj −D2S(Ẑ)(ξ5, Ẑθi)
]
+ (α1)XJẐθ1 + (α2)XJẐθ2 + UXXXJξ5 .
All of these terms have been shown to be solvable in the two previous analyses and so we have
W2 = UXXXξ6 +
2∑
i=1
(
(αi)X Ẑki + ζiUUXX(ξ5)θi
)
.
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3.6.4. Order 13
3
The terms that remain at this order give
LW3 =
2∑
i=1
[
UTT
(
ζiMẐωi − γi
(
MẐki + JẐωi
))
+ (Λi)XXJẐki
]
.
Checking the solvability of this system generates the matrix system
(
DωAζ − (DkA + DωB)γ
)
UTT + DkBΛXX = 0
This is solvable when the Whitham matrix has a triple zero eigenvalue and the above system is
simply (3.30). Therefore the solvability of this system imposes that
ΛXX = κUTT ,
and the solution for W3 is simply
W3 = UTTΞ ,
with
LΞ =
2∑
i=1
[
ζiMẐω1 − γi
(
MẐki + JẐωi
)
+ κiJẐki
]
.
3.6.5. Order 14
3
Although terms at this order appear, they won’t contribute to the final order. These terms are
given by
LW4 = (α1)TMẐθ1 + (α2)TMẐθ2 + UXXT
(
JΥ + Mξ5
)
.
These terms can be solved, as was seen in §3.5., and so we can do so by taking
W4 = (α1)T Ẑω1 + (α2)T Ẑω2 + Υ2UXXT , LΥ2 = JΥ + Mξ5.
3.6.6. Fifth Order
At the final order considered, the non-vanishing terms amount to
LW5 =
2∑
i=1
[
(Λi)XT (MẐki + JẐωi) + (ψi)TTMẐωi + (αi)XXJẐki
+ ζiUXUXX
(
D3S(Ẑ)(Ẑki , ξ5)− J∂θiξ5 − ζ2JẐkik2 − ζ1JẐk1ki)
]
+ UXXXXJξ6 .
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The solvability of all these terms has been seen previously in the other analyses of this chapter,
and so we may use solvability of the above to generate the system
(
DkA + DωB
)
ΛXT + DωAψTT + D
2
kB(ζ, ζ)UXUXX + KUXXXX + DkBαXX = 0 .
If we differentiate this system twice with respect to X, noting the relations ΛXX = κUTT ,ψX =
−γUT , and then projecting using ζ gives
ζT
[
(DkA + DωB)κ−DωAγ
]
VTTT +
(
1
2
ζTD2kB(ζ, ζ)V
2 + ζTKVXX
)
XXX
= 0 , (3.56)
with the introduction of V = UX . Therefore, the modulational approach recovers the surge KdV
(3.54).
This equation is novel, and has yet to appear in any contexts. The trivial state V = 0 is
always unstable, since the dispersion relation always contains a complex pair of roots. This can
be seen by direct computation by taking V = Vˆ ei(κx+st) for Vˆ small, so that the nonlinear terms
may be neglected. Substitution of this expression into the surge KdV gives(− is3ζT [(DkA + DωB)κ−DωAγ]+ iκ5ζTK)ei(κx+st) = 0 ,
⇒ s = 3
√
κ5ζTK
ζT
[
(DkA + DωB)κ−DωAγ
] .
Thus the linear dispersion relation always admits a complex pair of roots. Despite this, the
surge KdV has a family of travelling solitary wave solutions, given by
U = αsech2
(
β(X − cT )
)
,
for wave speed c and
α =
3c3ζT
[
(DkA + DωB)κ−DωAγ
]
ζTD2kB(ζ, ζ)
, β =
1
2
√
3c3ζT
[
(DkA + DωB)κ−DωAγ
]
ζTK
with (ζT
[
(DkA + DωB)κ−DωAγ
]
)(ζTK) > 0 .
3.7. Application 1- Coupled Nonlinear Schro¨dinger Equation
The first example the theory of this chapter is applied to is the coupled Nonlinear Schro¨dinger
equation. This system of equation arises in numerous contexts of physical interest. Within the
theory of water waves, it arises as a model of the interaction between left and right travelling
waves [77, 18] and as a model for the formation of rogue waves [68, 4]. It also arises within
the context of interactions between Bose-Einstein condensates [78, 85]. The coupled Nonlinear
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Schro¨dinger equation is given by
i(Ψ1)t + α1(Ψ1)xx + (β11|Ψ1|2 + β12|Ψ2|2)Ψ1 = 0 , (3.57a)
i(Ψ2)t + α2(Ψ2)xx + (β21|Ψ1|2 + β22|Ψ2|2)Ψ2 = 0 , (3.57b)
for complex valued functions Ψi(x, t) and real constants αi, βij . For convenience, denote
β =
β11 β12
β21 β22
= β11β22 − β12β21 6= 0.
In order for the system to possess a Lagrangian density, we require that β12 = β21. In subsequent
working, the latter is replaced by the former.
The relative equilibria of this system are associated with the toroidal symmetry SO(2) ×
SO(2), with each of the parameters acting independently of the other. This allows one to
associate each parameter with one of the unknown functions which appear in (3.57). Therefore,
the solution associated with this symmetry may be obtained by choosing
Ψ1 = A0e
iθ1 , Ψ2 = B0e
iθ2 ,
where the complex amplitudes A0, B0 must satisfy
|A0|2 = 1
β
(
β22(α1k
2
1 + ω1)− β12(α2k22 + ω2)
)
, |B0|2 = 1
β
(
β11(α2k
2
2 + ω2)− β12(α1k21 + ω1)
)
.
(3.58)
This example will illustrate that at the Roskes instability boundary, the first part of the
theory of this chapter holds and predicts KdV dynamics. Using the notation presented in this
thesis, the main result of Bridges and Laine-Pearson [18] was that the instability set in
when
det
[
DωA
]
det
[
DkB
]
< 0.
It can be shown that in this system det
[
DωA
] 6= 0 and so the boundary occurs precisely at the
criticality det
[
DkB
]
= 0.
3.7.1. Conservation Laws, First Criticality and the Emergent KdV Equation
The conservation laws for this system have the components
A =
1
2
(
|Ψ1|2
|Ψ2|2
)
B =
(
α1=(Ψ∗1(Ψ1)x)
α2=(Ψ∗2(Ψ2)x)
)
.
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Again, we take ∗ to denote complex conjugation and =(•) to denote taking the imaginary part
of the bracketed expression. Evaluated along the solution given above, we find that
A =
1
2β
(
β22(α1k
2
1 + ω1)− β12(α2k22 + ω2)
β11(α2k
2
2 + ω2)− β21(α1k21 + ω1)
)
,
B =
1
β
(
α1k1
(
β22(α1k
2
1 + ω1)− β12(α2k22 + ω2)
)
α2k2
(
β11(α2k
2
2 + ω2)− β21(α1k21 + ω1)
)) .
The first Gateaˆux derivative with respect to the wavenumbers of the matrix containing the B
conservation laws is given by
DkB =
1
β
(
α1
[
β22(3α1k
2
1 + ω1)− β12(α2k22 + ω2)
] −2α1α2k1k2β12
−2α1α2k1k2β12 α2
[
β11(α2k
2
2 + ω2)− β12(α1k21 + ω1)
]
,
)
=
(
α1|A0|2(1 + β22E21) −2α1α2k1k2β12β
−2α1α2k1k2β12β α2|B0|2(1 + β11E22)
)
,
where we have chosen to define
E21 =
2α1k
2
1
β|A0|2 , E
2
2 =
2α2k
2
2
β|B0|2 . (3.59)
The zero determinant condition of this matrix can then be found in a concise condition obtained
from the second matrix, which gives
(1 + β22E
2
1)(1 + β11E
2
2) = β
2
12E
2
1E
2
2 . (3.60)
This forms a surface in the parameter space, which may be visualised by fixing the amplitudes,
the αi and β11, β22 as is done in figure. We then choose the eigenvector ζ corresponding to the
zero eigenvalue of DkB as
ζ =
(
2α1α2k1k2β12
β
α1|A0|(1 + β22E21)
)
. (3.61)
The next calculations performed here are calculating the relevant matrices and projections
for the emergent equation,
DkA =
1
β
(
α1β22k1 −α2β12k2
−α1β12k1 α2β11k2
)
= DωB
T ,
D2kB =
2
β
(
3α21β22k1 −α1α2β12k2
−α1α2β12k2 −α1α2β12k1
−α1α2β12k2 −α1α2β12k1
−α1α2β12k1 3α22β11k2
)
.
(3.62)
The first projection we seek is given by
ζ(DkA + DωB)ζ =
1
β
(
2ζ21α1β22k1 − 2ζ1ζ2β12(α1k1 + α2k2) + 2ζ22α2β11k2
)
,
=
2α21α2|A0|2(1 + β22E21)
β
(
|B0|2(β22 + βE22)k1 + |A0|2(β11 + βE21)k2
)
.
(3.63)
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Figure 3.1: A plot of the critical surface (3.60) for |A0|2 = 25, |B0|2 = 20, α1 = 1, α2 = 2, β11 =
−1, β22 = −12 . All values of (k1, k2, β12) on the green surface satisfy (3.60).
The second matrix has the projection
ζD2kB(ζ, ζ) =
6
β
(
ζ21 (α
2
1β22k1ζ1 − α1α2β12k2ζ2) + ζ22 (α22β11k2ζ2 − α1α2β12k1ζ1)
)
,
=
6α31α
2
2k2|A0|4(1 + β22E21)
β
(
|A0|2(1 + β22E21)(β11 + βE21)− |B0|2(1 + β11E22)β12
)
.
(3.64)
We can then combine this with the Krein signature computed in Appendix B.1., which gives the
result
ζTK =
α21α2|A0|2(1 + β11E21)
2β
(
α2|A0|2(β11 + βE21) + α1|B0|2(β22 + βE22)
)
. (3.65)
Reducing by common factors determines that the relevant phase equation is
a0UT + a1UUX + a2UXXX = 0 , (3.66)
with
a0 = |B0|2(β22 + βE22)k1 + |A0|2(β11 + βE21)k2 ,
a1 = 3α1α2k2|A0|2
(
|A0|2(1 + β22E21)(β11 + βE21)− β12|B0|2(1 + β11E22)
)
,
a2 =
1
4
(
α2|A0|2(β11 + βE21) + α1|B0|2(β22 + βE22)
)
.
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Figure 3.2: A visualisation of the criticality leading to the two-way Boussinesq equation for the
system (3.57). The green surface represents the condition (3.60) and the orange surface (3.67).
The black line highlights their intersection, and thus the set of points for which the two-way
Boussinesq is valid.
3.7.2. Secondary Criticality and the Boussinesq Equation
For the two-way Boussinesq equation to be applicable for this system, we need to additionally
meet the condition
ζT (DkA + DωB)ζ =
2α21α2|A0|2(1 + β22E21)
β
(
|B0|2(β22 + βE22)k1 + |A0|2(β11 + βE21)k2
)
= 0 ,
(3.67)
which corresponds to the coefficient a0 in the KdV equation derived in (3.66) vanishing. A
visualisation of this criticality is given in figure 3.2 When this criterion is met, the theory of this
chapter then allows one to define the generalised eigenvector γ as
γ =
1
α1β|A0|2(1 + β22E21)
(
2α1β22ζ1k1 − β12ζ2(α1k1 + α2k2)
0
)
=
β12
β
 2α2β22E21k2α1|A0|2(1+β22E21) − (α1k1 + α2k2)
0
 . (3.68)
In constructing this reduction, we are able to recycle most of the coefficients appearing in
the KdV equation (3.66). The only one we need to compute is that of the second order time
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derivative. To obtain this, we require the matrix
DωA =
1
2β
(
β22 −β12
−β12 β11
)
=
1
2
(
β11 β12
β12 β22
)−1
.
This leads to the projection
ζTDωAζ =
1
2β
(
ζ21β22 − 2β12ζ1ζ2 + ζ22β11
)
,
=
ζ22
2βα1|A0|2(1 + β22E21)
(
α1β11|A0|2(1 + β22E21) + α2β22|B0|2(1 + β11E22)−
4α1α2β
2
12k1k2
β
)
.
The next projection required is, by using (3.29), given by
ζT (DkA + DωB)γ =
1
α1β2|A0|2(1 + β22E21)
(
2α1β22k1ζ1 − β12ζ2(α1k1 + α2k2)
)
,
= − ζ
2
2
2α1β|A0|2(1 + β22E21)
(
4(2β11β22 − β212)α1α2k1k2
β
− β212(α1|A0|2E21 + α2|B0|2E22)
)
,
where within the calculation one has to use (3.67) Therefore, the overall coefficient is given by
ζT
(
DωAζ − (DkA + DωB)γ
)
=
α1|A0|2(1 + β22E21)
2β
×[
α1|A0|2(β11 + βE21) + α2|B0|2(β22 + βE22) + 8α1α2k1k2
]
,
which completes the computation of the new coefficient. The remaining terms have already been
computed for the KdV, and can be used in this result as well. Therefore, we obtain the two-way
Boussinesq
b0UTT +
(
b1U
2 + b2UXX
)
XX
= 0 , (3.69)
with
b0 =
1
2
[
α1|A0|2(β11 + βE21) + α2|B0|2(β22 + βE22) + 8α1α2k1k2
]
,
b1 = 6α
2
1α
2
2k2|A0|2
(
|A0|2(1 + β22E21)(β11 + βE21)− β12|B0|2(1 + β11E22)
)
,
b2 =
α1α2
2
(
α2|A0|2(β11 + βE21) + α1|B0|2(β22 + βE22)
)
.
3.7.3. Tertiary Criticality and the Surge KdV
We now consider the triple zero eigenvalue case, which will lead to the surge KdV. For this to
occur, we require that
α1|A0|2(β11 + βE21) + α2|B0|2(β22 + βE22) + 8α1α2k1k2 = 0 , (3.70)
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along with the criterion leading to the two-way Boussinesq. The desired conditions may all be
met providing that
k1 =
α2
α1
8β11β22 − 5β212 ± 4
√
β(4β11β22 − β212)
3β212
k2 ≡ νk2 ,
and so we see that β(4β11β22 − β212) ≥ 0 is required. This generates two cases, either
β11β22 ≥ β212 or 4β11β22 ≤ β212 . (3.71)
The amplitudes must satisfy
|A0|2 =− 2α
2
2(2β11β22 + β
2
12 ±
√
β(4β11β22 − β212)
α1β11
(
2β ±
√
β(4β11β22 − β212)
) ν2k22 ,
|B0|2 =6α2(2β11β22 − β
2
12 ±
√
β(4β11β22 − β212)
β22
(
2β ±
√
β(4β11β22 − β212)
) k22 .
These amplitudes must be positive on physical grounds, and so this restricts the choices of
β11, β12 and β22 that may be chosen. Introduce
∆ :=
β212
β11β22
,
meaning that the ranges (3.71) reduce to ∆ ≤ 1 and ∆ ≥ 4. We may then also write the
amplitudes as
|A0|2 =− 2α
2
2(2 + ∆±
√
(1−∆)(4−∆)
α1β11
(
2(1−∆)±√(1−∆)(4−∆))ν2(∆)k22 ,
|B0|2 = 6α2(2−∆±
√
(1−∆)(4−∆)
β22
(
2(1−∆)±√(1−∆)(4−∆))k22 .
Recalling that α1, α2 > 0, it is clear that one possible way to ensure the amplitudes are both
positive is taking β11, β22 > 0 and ∆ ≥ 4 regardless of the sign chosen for the square root.
In relation to this system, this means that the cross-coupling nonlinearity is at least double
the strength of the nonlinearity of the same type. Another possible way to ensure positive
amplitudes is ∆ ≤ 1 and β11 < 0, β22 > 0 in the case of the positive sign taken for the square
root, and β11 > 0, β22 < 0 in cases where the negative square root is chosen. In either situation,
physical amplitudes may be obtained. A scenario where this is met is pictured in figure 3.3.
Now that the desired criticality has been found and is physical, we are able to find the next
generalised eigenvector as
κ =
4β22k1
|A0|(1 + β22E21)
γ − 2β12β22α2νk
2
2 − β12β|A0|2(1 + β22E21)
β|A0|(1 + β22E21)
(
1
0
)
,
104 3.8. Application 2 - Stratified Shallow Water
Figure 3.3: A visualisation of the criticality leading to the surge KdV equation for the system
(3.57). The green surface represents the condition (3.60) the orange surface (3.67) and the
magenta surface (3.70). The black line highlights the intersection between the first two conditions
and the blue line the intersection between the first and third. Where the blue and black lines
meet are points where the surge KdV equation is valid.
and so the desired coefficient may be computed as
ζT
(
(DkA + DωB)κ−DωAγ
)
= α1|A0|2(1 + β22E21)
β11β22 − 2β212
2β3
(α1k1 + α2k2) .
The remaining coefficients are the same, and so the desired surge KdV is given by
c0UTTT +
(
1
2
c1U
2 + c2UXX
)
XXX
= 0 ,
with
c0 =
β11β22−2β212
2β2
(α1ν + α2)k2 ,
c1 = 6α
2
1α
2
2k2|A0|2
(
|A0|2(1 + β22E21)(β11 + βE21)− β12|B0|2(1 + β11E22)
)
,
c2 =
α1α2
2
(
α2|A0|2(β11 + βE21) + α1|B0|2(β22 + βE22)
)
.
3.8. Application 2 - Stratified Shallow Water
Another interesting application of the theory is that of stratified shallow water flows. These
systems have been mathematically studied in the past, of which a key work to this approach is
that of Bridges and Donaldson [16], who have shown that criticalities of the conservation
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laws reduce the system to ones that admit solitary wave solutions. The example here will
consider only 2 layers, but the theory can extend to arbitrarily many.
The governing equations used can be found within the work of Baines [6], in which there is a
simple coupling between layers. However, we extend this system to include dispersive effects by
using the work of Donaldson [33] but neglecting surface tension. We note however that other
shallow water systems exist, such as those considered by Barros et al. [7] and Choi and
Camassa [27], where the theory of this chapter may be applicable, but these are not considered
here. We label the fluids one and two, with the former residing under the latter. Let η, χ be
the thicknesses of the layers, ρ1, ρ2 the density and u1, u2 the velocity of fluids one and two
respectively in each case. So that the system is stable to the Rayleigh-Taylor instability, we
assume ρ2 < ρ1. This is summarised in figure 3.4. The governing equations for this system are
(ρ1η)t + (ρ1ηu2)x = 0 , (3.72a)
(ρ2χ)t + (ρ2χu2)x = 0 , (3.72b)
(ρ1u1)t +
(
ρ1
2
u21 + gρ1η + gρ2χ
)
x
= a11ηxxx + a12χxxx , (3.72c)
(ρ2u2)t +
(
ρ2
2
u22 + gρ2η + gρ2χ
)
x
= a21ηxxx + a22χxxx , (3.72d)
with the dispersion constants
a11 =− 1
3
ρ1gη
2
0 − ρ2gη0χ0 −
1
2
gχ20,
a12 =a21 = −1
6
ρ2gη
2
0 −
1
4
ρ2gη0χ0 − ρ
2
2
2ρ1
gη0χ0 − 5
12
ρ2gχ
2
0,
a22 =− ρ
2
2
2ρ1
gη0χ0 − 1
3
ρ2gχ
2
0 ,
and η0, χ0 are the thicknesses of the undisturbed basic flow to be determined from the disper-
sionless problem.
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Figure 3.4: The fluid system for a two layered stratified flow as described in (3.72).
For a relative equilibrium, one can seek a velocity potential solution with a constant free
surface height of the form φ = θ1, ψ = θ2 with u1 = φx, u2 = ψx. The symmetry groups
associated with such a solution are the affine symmetries for each potential. Using these, one
can find the potential form of the final two equations of (3.72),
(ρ1φ)t +
ρ1
2
φ2x + gρ1η + gρ2χ =R1 + a11ηxx + a12χxx,
(ρ2ψ)t +
ρ2
2
ψ2x + gρ2η + gρ2χ =R2 + a21ηxx + a22χxx,
for some integration constants Ri. From this we can find that
η = η0 =
1
ρ1
(R1 −R2) + rω2 − ω1 + 12(rk22 − k21)
g(1− r) , χ = χ0 =
R2 −R1 + ω1 − ω2 + 12(k21 − k22)
g(1− r) ,
(3.73)
where r = ρ2ρ1 < 1.
3.8.1. Conservation Laws and Criticality Leading to the KdV Equation
The first two equations of this system (3.72a, 3.72b) form the conservation laws for the system.
Therefore we have
A1 = ρ1η, A2 = ρ2χ, B1 = ρ1ηu1, B2 = ρ2χu2. (3.74)
The determinant condition for the emergence of the coupled KdV becomes
det
[
DkB
]
=
1
2g(1− r)det
[(
2(ρ1R1 − ρ2R2) + ρ2k22 − 3ρ1k21 2ρ2k1k2
2ρ2k1k2 ρ2(2(R2 −R1) + k21 − 3k22)
)]
,
= det
ρ1η0 − ρ1k21g(1−r) ρ2k1k2g(1−r)
ρ2k1k2
g(1−r) ρ2χ0 −
ρ2k22
g(1−r)
 = 0 ,
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and thus we require that
ρ1ρ2η0χ0(1− r − F 21 )(1− r − F 22 )−
ρ22k
2
1k
2
2
g2
= 0 ⇒ (1− F 21 )(1− F 22 ) = r , (3.75)
where we have introduced the Froude numbers for each layer
F 21 =
k21
gη0
, F 22 =
k22
gχ0
.
This condition agrees with that found in Lawrence [60] and Bridges and Ratliff [19]. The
condition (3.75) defines a surface in (k1, k2, r)-space for each fixed η0, χ0 with a continuum of
solutions pictured in figure 3.5, for example
(F 21 , F
2
2 , r) =
(
1
2
,
1
2
,
1
4
)
,
(
1
3
,
1
4
,
1
2
)
,
(
1
2
,
1
3
,
1
3
)
, . . . .
Figure 3.5: A plot of the critical surface for η0 = 15, χ0 = 10. All values of (k1, k2, r) on the
green surface satisfy (3.75).
This then allows us to define ζ as
ζ =
(
−ρ2k1k2
gρ1η0(1− r − F 21 )
)
.
The relevant coefficient matrices can then be found as
DkA =
1
g(1− r)
(
−ρ1k1 ρ2k2
ρ2k1 −ρ2k2
)
= DωB
T ,
D2kB =
1
g(1− r)
(
−3ρ1k1 ρ2k2
ρ2k2 2ρ2k1
2ρ2k2 2ρ2k1
2ρ2k1 −6ρ2k2
)
.
(3.76)
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We can now project the know parts of this equation into scalar quantities using the ideas of
§3.4.. The first term projects to
ζT (DkA + DωB)ζ =
1
g(1− r)
(− 2ζ21ρ1k1 − 2ζ22ρ2k2 + 2ζ1ζ2ρ2(k1 + k2)) ,
=− 2g2ρ21ρ2χ0η20(1− r − F 21 )
[
k1
gη0
(1− F 22 ) +
k2
gχ0
(1− F 21 )
]
.
Note that this coefficient only vanishes when the square bracketed term vanishes, and this will
be revisited in the case where the Boussinesq equation arises. This can be seen by the fact that
all the preceding terms cannot be zero, either by physicality or by criticality.
Using a mathematical manipulation package (such as MAPLE) to undertake the algebraic
simplification, one may show that
ζTD2kB
(
ζ, ζ
)
=
3
g(1− r)
(
ζ21 (ζ2ρ2k2 − ζ1ρ1k1)− ζ22 (ζ2ρ2k2 − ζ1ρ2k1)
)
,
= 3g2ρ31ρ2k2η
2
0(1− r − F 21 )
(
χ0r(1− F 22 )F 21 − η0(1− F 21 )2F 22 )
)
.
The details of the calculation of the dispersive coefficient have been given in appendix B.2., and
lead to
ζTK = gρ21η
2
0χ0(1− r − F 21 )
(
a11r(1− F 22 )− 2ra12 + (1− F 21 )a22
)
. (3.77)
Therefore, the final KdV equation is given by
a0UT + a1UUX + a2UXXX = 0 , (3.78)
with simplified coefficients
a0 = ρ2χ0
(
k1
gη0
(1− F 22 ) + k2gχ0 (1− F 21 )
)
,
a1 = −32ρ1ρ2k2
(
χ0r(1− F 22 )F 21 − η0(1− F 21 )2F 22 )
)
,
a2 = −χ02g
(
a11r(1− F 22 )− 2ra12 + (1− F 21 )a22) .
(3.79)
The coefficients of the linear terms agree with the literature, such as the derivation of the KdV
from other methods [19]. The nonlinear term’s coefficient depends on the scaling of U , which in
turn is based on the scaling of ζ and so differs across the literature.
3.8.2. Secondary Criticality Leading to the Boussinesq Equation
The coefficient a0 of the KdV (3.78) vanishes when
k1
gη0
(1− F 22 ) +
k2
gχ0
(1− F 21 ) = 0 . (3.80)
This requires that the ki are of opposite sign since (1− F 21 )(1− F 22 ) > 0 from (3.75). Equation
(3.80) can be solved simultaneously with (3.75) resulting in a (lower dimensional) continuum of
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Figure 3.6: A visualisation of the criticality leading to the two-way Boussinesq equation for the
system (3.72. The green surface represents the condition (3.75) and the grey surface (3.80).
The black line highlights their intersection, and thus the set of points for which the two-way
Boussinesq is valid.
solutions in parameter space at which the two-way Boussinesq will be valid, which is pictured
in figure 3.6.
We now compute the coefficient of the time derivative term for the two-way Boussinesq,
which requires the matrix DωA to be computed. Doing so gives that
DωA =
1
g(1− r)
(
−ρ1 ρ2
ρ2 −ρ2
)
.
Therefore, the relevant projection may be computed as
ζDωAζ =
ζ22
g(1− r)
(
− ρ1χ0r(1− r − F
2
2 )
η0(1− r − F 21 )
− 2ρ2rk1k2
gη0(1− r − F 21 )
− ρ2
)
,
= − g
2ρ21ρ2η
2
0χ0(1− r − F 21 )
(1− r)
(
1− r − F 22
gη0
+
2rk1k2
g2η0χ0
+
1− r − F 21
gχ0
)
.
(3.81)
The calculation of this equation also requires one to find the generalised eigenvector of the
Whitham system. We note that we can set one of the elements of this vector to zero, since we
are free to add arbitrary amounts of ζ to it. Therefore, we solve (3.29) to find
γ =
−2ζ1ρ1k2 + ζ2ρ2(k1 + k2)
gρ1η0(1− r − F 21 )
(
1
0
)
=
(
2ρ2F
2
1
1− r − F 21
+ ρ2(k1 + k2)
)(
1
0
)
. (3.82)
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The next relevant projection can then be found to be
ζT (DkA + DωB)γ
= γTDkBγ =
1
g2ρ1(1− r)η0(1− r − F 21
(
4ζ21ρ
2
1k
2
1 − 4ζ1ζ2ρ1ρ2k1(k1 + k2) + ρ22(k1 + k2)2ζ22
)
,
=− g
2η20χ0ρ
2
1ρ2(1− r − F 21 )
1− r
(
2(2− r)k1k2
g2η0χ0
− rF
2
1
gχ0
− rF
2
2
gη0
)
,
(3.83)
where within the calculation (3.80) is used. Therefore, the coefficient of the time derivative term
in the two-way Boussinesq equation is
ζT (DωAζ− (DkA + DωB)γ) = −g2η20χ0ρ21ρ2(1− r−F 21 )
[
4k1k2
g2η0χ0
− 1− F
2
1
gχ0
− 1− F
2
2
gη0
]
. (3.84)
The square bracketed term appears in the literature as the second characteristic speed found in
Lawrence [60]. Therefore the resulting two-way Boussinesq equation is
b0UTT +
(
1
2
b1U
2 + b2UXX
)
XX
= 0 , (3.85)
with simplified coefficients
b0 = χ0
(
1−F 21
gχ0
+
1−F 22
gη0
− 4k1k2
g2η0χ0
)
,
b1 = 3ρ1k2
(
χ0r(1− F 22 )F 21 − η0(1− F 21 )2F 22
)
,
b2 =
χ0
ρ2g
(
a11r(1− F 22 )− 2ra12 + (1− F 21 )a22) .
(3.86)
The stratified shallow water system cannot be reduced to the surge KdV for physically relevant
parameters, and so this is the final reduction presented in this section for this system.
3.9. Chapter Summary and Additional Research
This chapter has highlighted how the results of the single phase modulation developed in chapter
2 can be generalised in the presence of multiple phases to recover many of the same results, and
even extend to new phase equations heretofore unseen. The generalisation is almost natural
apart from a few new details concerning the Jordan chain analysis and a new notion of criticality.
There are many natural extensions to the working given here, such as the addition of further
space dimensions, that will recover many of the results of the first chapter as well as extend the
new results into higher spatial dimensions.
Moreover, the way that the approach has been formulated in this chapter allows one to
consider the problem for an arbitrarily number of phases, as long as the zero eigenvalue of DkB
is simple. In the case that one finds multiple zero eigenvectors of this matrix, the analysis needs
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to be modified slightly to accommodate the additional eigenvectors and the result is speculated
to be coupled systems of nonlinear phase equations, as has been seen in [19]. This is due to the
fact that the all of the eigenvectors associated with the zero eigenvalue of DkB will be used to
project the inhomogenous vector system that results from the asymptotics, and each projection
will form a component of the coupled system. Moreover, each zero eigenvector will have an
associated slowly varying function attached to it, and so several unknown functions will appear
in the final derived systems.
The examples presented in this chapter have highlighted how the modulation of multiple
phases can be applied to two simple problems of interest. To extend the ideas, additional
examples could be considered, with one of key interest being the application of the theory to
the modulation of cnoidal waves arising from the KdV equation. These have a main phase and
a ‘pseudo-phase’ arising from an underlying affine symmetry. By undertaking this study, one
would be able to tie the principles of this chapter more closely to classical modulation theory
and help to bridge the gaps between the two viewpoints.
The focus of this chapter has been on equations whose conditions for emergence are tied to the
zero eigenvalue problem. In a similar way to the end of chapter 2, there will phase equations that
arise due to conditions which cannot be formulated as zero eigenvalue conditions of (3.25), such
as the emergence of higher order dispersion. The approach to obtain the multiphase analogies
of equations such as the fifth order KdV is similar to that presented here, and this work will be
presented in the next chapter. As with the phase equation appearing in §3.6., the methodology
there will demonstrate the emergence of new nonlinear PDEs with a universal form.
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Linear Whitham Equations
qT = ΩX ,
DωAΩT + DkAqT + DωBΩX + DkBqX = 0 .
Simple Zero (det
[
DkB
]
= 0)
KdV Equation[
ζT (DkA + DωB)ζ
]
UT + ζ
TD2kB(ζ, ζ)UUX + ζ
TKUXXX = 0 .
Double Zero
(ζT (DkA + DωB)ζ = 0)
Two-Way Boussinesq Equation
ζT
[
DωAζ − (DkA + DωB)γ
]
UTT +
(
1
2
ζTD2kB(ζ, ζ)U
2 + ζTKUXX
)
XX
= 0 ,
Triple Zero
(ζT
[
DωAζ − (DkA + DωB)γ
]
= 0)
Surge KdV Equation
ζT
[
DωAγ − (DkA + DωB)κ
]
UTTT +
(
1
2
ζTD2kB(ζ, ζ)U
2 + ζTKUXX
)
XXX
= 0 ,
A diagram representing the results of this chapter and how they relate to each other. Each
arrow represents the multiplicity of the zero eigenvalue of W defined in (3.26) increasing, leading
to the next equation in the diagram.
4
Modulation of Multiple Phases II: Higher Order Phase Equations
4.1. Introduction
The modulation of multiphase wavetrains in chapter 3 has already highlighted that the rich
parameter space afforded by multiphase relative equilibria leads to the opportunity for a higher
number of criticalities to be achieved. Aside from those that can be formulated using the zero
eigenvalues of the linear Whitham system, there are other criterion that can emerge that lead
to the coefficients of dispersion and nonlinearity vanishing and so a rescaling is required. This
leads to higher order dispersion and nonlinearity within the phase dynamics, and thus more
exotic equations emerging, and these form the principal investigation of this chapter.
The aim of this chapter is to catalogue all possible phase dynamical equations that require
two or three conditions to be met simultaneously (referred to as codimension two and three
equations respectively) to emerge. The process will be to identify the necessary criterion in
each case, construct the relevant ansatz and proceed with the modulation analysis to obtain
the nonlinear PDE that arises. In total, seven equations are derived in this chapter - two of
codimension two and five of codimension three, completing all possible phase equations up to
codimension three. Once these are derived the final part of this chapter returns to the systems
considered in the previous chapter, the coupled NLS equations and the stratified shallow water
system, to assess which of these equations may emerge and determine the coefficients in each
case.
Also discussed within this chapter is alternative methods to obtain the coefficients of the
resulting reduction. This is done by adapting the method of Kuramoto to the modulation of
multiphase wavetrains. By doing so, one is able to determine the coefficients of the various
nonlinear terms that arise by simply Taylor expanding the Whitham system about some fixed
wavenumber and frequency. This chapter discusses the details, and highlights how this accurately
generates the correct coefficients.
113
114 4.2. Extended Jordan Chain Theory
Additionally, this chapter adapts the Jordan chain theory of the single phase modulation
discussed in chapter 2 further to discuss both longer and mixed chains. Such extensions lead to
more dispersive PDEs, as well as mixed dispersive terms and so lead to new phenomena from
the phase dynamics. The details of these appear within this chapter.
Published Components of This Chapter
The work in this chapter has been submitted to peer reviewed journals. These works are the
following
• Ratliff, D.J., “Vanishing Characteristic Speeds and Critical Dispersive Points in Nonlinear
Interfacial Wave Problems”, Phys. Fluids (submitted).
• Ratliff, D.J., “The Modulation of Multiple Phases Leading to the Modified KdV Equation”,
Nonlinearity (submitted)
4.2. Extended Jordan Chain Theory
With the degeneracy of dispersion being considered in this chapter, further Jordan chain theory
is required. In particular chains of length six and eight emerge, but the discussion may be
extended to those of longer length. This section also describes mixed chains leading to mixed
dispersive terms. Below we discuss both the relevant theory for the lengthening of the main J
chain as well as the form of mixed chains in the multiphase modulation case.
4.2.1. Primary Chain Analysis
As was seen in §3.2.2., the degeneracy of the linear Whitham equations via the singularity
det
[
DkB
]
= 0 leads to two Jordan blocks:
{
L(ζ1Ẑθ2 − ζ2Ẑθ1) = 0
L(ζ1Ẑk2 − ζ2Ẑk1) = J(ζ1Ẑθ2 − ζ2Ẑθ1)
and

L(ζ1Ẑθ1 + ζ2Ẑθ2) = 0
L(ζ1Ẑk1 + ζ2Ẑk2) = J(ζ1Ẑθ1 + ζ2Ẑθ2)
Lξ5 = J(ζ1Ẑk1 + ζ2Ẑk2)
Lξ6 = Jξ5 ,
where ζ ∈ ker(DkB). This chapter takes that one step further, considering the scenario in which
the second chain is of length six instead of four. In order to achieve this, one must consider an
additional linear combination involving the derivatives Ẑki . The reasoning for doing so is almost
identical to considering the linear combination involving ζ. Consider the system
LW = Jξ6 −
2∑
i=1
κiJẐki .
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Applying solvability generates the system
K = DkBκ ,
where
K =
(
〈〈JẐθ1 , ξ6〉〉
〈〈JẐθ2 , ξ6〉〉
)
, κ =
(
κ1
κ2
)
.
It is clear such a system possesses a solution when ζTK = 0, which is precisely when the
coefficient of third order dispersion in the models appearing chapter 3 vanishes. In such cases,
the inclusion of another set of modulation functions is needed and will lead to the vector κ
emerging within the analysis and will be discussed within this chapter.
Assuming this condition holds, the chain increases in length by two as the zero eigenvalue of
L is even. The first new element of this chain, ξ7 is defined using the above linear combination,
so that
Lξ7 = Jξ6 −
2∑
i=1
κiJẐki ,
and the other, ξ8 by
Lξ8 = Jξ7 .
When the chain is of length six one is able to define the vector of termination constants
K5 = −
(
〈〈Ẑθ1 ,Jξ8〉〉
〈〈Ẑθ2 ,Jξ8〉〉
)
6= 0 . (4.1)
This will form the coefficient of the new fifth order dispersion term that arises for analyses where
det
[
DkB
]
= ζTK = 0. Overall, this means that the new Jordan blocks may be written as
{
L(ζ1Ẑθ2 − ζ2Ẑθ1) = 0 ,
L(ζ1Ẑk2 − ζ2Ẑk1) = J(ζ1Ẑθ2 − ζ2Ẑθ1)
and

L(ζ1Ẑθ1 + ζ2Ẑθ2) = 0 ,
L(ζ1Ẑk1 + ζ2Ẑk2) = J(ζ1Ẑθ1 + ζ2Ẑθ2) ,
Lξ5 = J(ζ1Ẑk1 + ζ2Ẑk2) ,
Lξ6 = Jξ5 ,
Lξ7 = Jξ6 − J(κ1Ẑk1 + κ2Ẑk2) ,
Lξ8 = Jξ7 .
This increase of dispersion can be carried on, as when the fifth order dispersion term vanishes,
so that
ζTK5 = 0 , ⇒ ∃ η s.t. DkBη = K5 ,
the longer chain increases in length again. This allows for the definition of ξ9 and ξ10:
Lξ9 = Jξ8 −
2∑
i=1
ηiJẐki , Lξ10 = Jξ9 .
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This then leads to the new vector of termination constants
K7 :=
(
〈〈JẐθ1 , ξ10〉〉
〈〈JẐθ2 , ξ10〉〉
)
6= 0 , (4.2)
which then forms the vector coefficient in the seventh order KdV. This also gives the corres-
ponding Jordan block as
{
L(ζ1Ẑθ2 − ζ2Ẑθ1) = 0 ,
L(ζ1Ẑk2 − ζ2Ẑk1) = J(ζ1Ẑθ2 − ζ2Ẑθ1)
and

L(ζ1Ẑθ1 + ζ2Ẑθ2) = 0 ,
L(ζ1Ẑk1 + ζ2Ẑk2) = J(ζ1Ẑθ1 + ζ2Ẑθ2) ,
Lξ5 = J(ζ1Ẑk1 + ζ2Ẑk2) ,
Lξ6 = Jξ5 ,
Lξ7 = Jξ6 − J(κ1Ẑk1 + κ2Ẑk2) ,
Lξ8 = Jξ7 ,
Lξ9 = Jξ8 − J(η1Ẑk1 + η2Ẑk2) ,
Lξ10 = Jξ9 .
In practice, the components ξ7 and ξ8 need not be computed to determine the fifth order
dispersive coefficient. This can be seen as
ζTK5 =
2∑
i=1
ζi〈〈JẐθi , ξ8〉〉 =
2∑
i=1
ζi〈〈Ẑki ,Jξ7〉〉
= − 〈〈ξ5,Jξ6〉〉+
2∑
i=1
κi〈〈ξ5,JẐki〉〉 = −〈〈ξ5,Jξ6〉〉 −
2∑
i=1
κi〈〈ξ6,JẐθi〉〉
= − 〈〈ξ5,Jξ6〉〉 − κTK = −〈〈ξ5,Jξ6〉〉 − κTDkBκ .
(4.3)
This allows one to use the results of the previous chapter without any additional Jordan chain
computation, aside from that to obtain κ. In the case of calculating K one only additionally
needs ξ7 since
ζTK7 =
2∑
i=1
ζi〈〈JẐθi , ξ10〉〉 =
2∑
i=1
ζi〈〈Ẑki ,Lξ10〉〉 ,
=
2∑
i=1
ζi〈〈Ẑki ,Jξ9〉〉 = −
2∑
i=1
ζi〈〈JẐki , ξ9〉〉 ,
=− 〈〈ξ5,Lξ9〉〉 = −〈〈ξ5,Jξ8〉〉 −
2∑
i=1
ηi〈〈ξ5,JẐki〉〉 ,
=〈〈Lξ6, ξ8〉〉+
2∑
i=1
ηi〈〈Lξ6, Ẑki〉〉 = 〈〈ξ6,Jξ7〉〉+ ηTK .
(4.4)
Both of these manipulations subvert the calculation of the full chain in both cases, and so
simplify the computation of the dispersive coefficient.
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4.2.2. Mixed Chain Analysis
The analyses of this chapter will also generate a Jordan chain via the mixing of elements of the
chain above with ones relating to Ẑωi derivatives, and will be the one which leads to a mixed
dispersive term. This is generated from the initial expression
LΞ1 =
2∑
i=1
[
ζi
(
MẐki + JẐωi
)− γiJẐki] .
Assessing solvability of the above generates
(DkA + DωB)ζ = DkBγ ,
which may be solved when ζT (DkA + DωB)ζ = 0, the condition seen in the previous chapter
relating to the coefficient of the time derivative in the KdV equation vanishing. Therefore this
chapter makes it clear that this condition has the consequence of generating the mixed chain
seen in some of the analyses. This chapter assumes that a chain of this form is the minimum
length, which is two, and so the existence of Ξ2 with
LΞ2 = Mξ5 + JΞ1 ,
which is guaranteed due to the zero eigenvalue of L having even algebraic multiplicity. As a
consequence,
0 = 〈〈Ẑθi ,Mξ5 + JΞ1〉〉 ,
= −
2∑
j=1
ζj
(〈〈Ẑωi ,JẐkj 〉〉 − 〈〈Ẑki ,JẐωj + MẐkj 〉〉) ,
=(ζ1 − ζ2)〈〈Ẑk1 ,MẐk2〉〉 ,
and so
〈〈Ẑki ,MẐkj 〉〉 = 0 ∀ k , i, j = 1, 2 . (4.5)
Assuming the chain is of length two subsequently leads to the condition
T
(
T1
T2
)
= −
(
〈〈Ẑθ1 ,Mξ6 + JΞ2〉〉
〈〈Ẑθ1 ,Mξ6 + JΞ2〉〉
)
6= 0 . (4.6)
It will be seen that this vector contributes to the coefficient of the mixed dispersive term in
analyses where they arise.
In practice, neither of the Ξi need be calculated to obtain the coefficient of mixed dispersion,
but are required to exist abstractly so that the modulation may proceed. This can be seen if
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one manipulates the projection of T:
2∑
i=1
ζiTi = −
2∑
i=1
ζi〈〈Ẑθi ,Mξ6 + JΞ2〉〉 =
2∑
i=1
ζi(〈〈Ẑki ,JΞ1 + Mξ5〉〉+ 〈〈Ẑωi ,Jξ5〉〉) ,
= 〈〈ξ5,
2∑
i=1
[
γiJẐki − 2ζi(JẐωi + MẐki)
]〉〉 ,
= −
2∑
i=1
[
γi〈〈ξ6,JẐθi〉〉+ 2ζi〈〈ξ5, (JẐωi + MẐki)〉〉
]
,
= −γTK− 2
2∑
i=1
ζi〈〈ξ5, (JẐωi + MẐki)〉〉 .
(4.7)
This avoids calculating the latter elements of the chain and makes the dispersive coefficient
easier to calculate.
4.3. The Method of Kuramoto in Multiphase Modulation
A useful tool when dealing with the degeneration of nonlinearity in phase dynamics is the method
of Kuramoto [57, 47]. Originating in non-conservative single phase modulation, the procedure
is able to illustrate how one may deduce the coefficients of the nonlinear terms in the reduced
equation without requiring any further modulation. Inspired by this technique, this chapter
uses an extension of this methodology, modified slightly for the case of tensors. The principle
remains the same, and these modifications are detailed below.
Consider the fully nonlinear multiphase Whitham equations:
A(K,Ω)T + B(K,Ω)X = 0 , (4.8)
where K, Ω are the slowly varying wavenumber and frequency which are functions of X, T
whose scales at this stage are X = εx, T = εt. Consider now an expansion of the slowly varying
wavenumber of the form
K = k +
∞∑
i=1
εn
n!
Un(X,T )χn ,
for k, χn some fixed vectors, U some slowly varying function and ε 1. For simplicity we also
fix Ω for now. The scale of the slow variable X will remain the same, but the scaling of T will
depend on the dispersive term present, which is not discussed here. Substituting the above into
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the function B in (4.8) initially and Taylor expanding about ε = 0 morphs B as(
εDkBχ1U +
1
2
ε2U2
(
DkBχ2 + D
2
kB(χ1,χ1)
)
+
1
6
ε3U3
(
DkBχ3 + 3D
2
kB(χ1,χ2) + D
3
kB(χ1,χ1,χ1)
)
+
1
24
ε4U4
(
DkBχ4 + 4D
2
kB(χ1,χ3) + 3D
2
kB(χ2,χ2)
+ 6D3kB(χ1,χ1,χ2) + D
4
kB(χ1,χ1,χ1,χ1)
))
X
+O(ε5) .
The idea is to then consider which term in the large brackets is the leading order term. For
most cases this is the first term and the analysis becomes that of the linear Whitham equations,
however if
det
[
DkB
]
= 0 ,
then this term vanishes whenever χ1 = ζ. The next term in this bracket then becomes important,
and if χ2 is zero then this is precisely the quadratic nonlinearity term obtained in the previous
chapter. There are however scenarios in which the projection of the nonlinearity vanishes along
with the first term, which is precisely when
ζTD2kB(ζ, ζ) = 0 ,
which then allows one to solve the matrix system
DkBχ2 + D
2
kB(ζ, ζ) = 0 .
By then projecting the next leading order term, the coefficient of the leading order nonlinearity
U2UX is seen to be
3
2
ζTD2kB(ζ,χ2) +
1
2
ζTD3kB(ζ, ζ, ζ) .
Later analyses will show that this is indeed the coefficient of the nonlinearity appearing in the
mKdV, except with χ2 = −δ, with δ defined as
DkBδ = D
2
kB(ζ, ζ) .
The same procedure can be followed when the projection of the cubic term vanishes as well, and
by defining
DkBτ = 3D
2
kB(ζ,χ2) + D
3
kB(ζ, ζ, ζ) ,
the coefficient of the term U3UX is
−2
3
ζTD2kB(ζ, τ ) +
1
2
ζTD2kB(δ, δ)− ζTD3kB(ζ, ζ, δ) +
1
6
ζTD4kB(ζ, ζ, ζ, ζ) .
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The method of Kuramoto may also be used to investigate mixed space and time nonlinear-
ities. To illustrate this, we now take
K = k +
∞∑
i=1
εn
n!
UnX(X,T )χn + ε
∞∑
i=1
εn
n!
V nX(X,T )ηn ,
Ω = ω + ε
∞∑
i=1
εn
n!
UnT (X,T )χn + ε
2
∞∑
i=1
εn
n!
V nT (X,T )ηn ,
where we also consider ω, ηn as fixed vectors and the unknown function V has the property
that
UT = VX .
The slow variables are scaled so that X = εx, T = ε2t, which leads to the additional ε factors
appearing in Ω due to the phase consistency condition Kt = Ωx. As a consequence of the
scaling change, the A term in (4.8) will have an extra prefactor of ε as well. Substituting these
expressions for K, Ω into A, B in (4.8) and expanding around the ε = 0 state leads to
ε
(
εDkAχ1UX + ε
2
[
1
2
U2X
(
DkAχ2 + D
2
kA(χ1,χ1)
)
+ VXDkAη1
])
T
+
(
εDkBχ1UX + ε
2
[
1
2
U2X
(
DkBχ2 + D
2
kB(χ1,χ1)
)
+ UTDωBχ1 + VXDkBη1
]
+ ε3
[
1
6
U3X
(
DkBχ3 + 3D
2
kB(χ1,χ2) + D
3
kB(χ1,χ1,χ1)
)
+
1
2
UXUTDωDkB(χ1,χ1) + VXUXD
2
kB(χ1,η1) +
1
2
U2TDωBχ2
])
X
+O(ε4) = 0 .
We now discuss the conditions for which the terms up to third order in ε vanish, as well as the
coefficient of those which remain. As in the previous discussion, the order ε terms vanish when
det
[
DkB
]
= 0 and χ1 is the zero eigenvector of DkB, ζ. The terms at the second order in ε
read
UXUXX
(
DkBχ2 + D
2
kB(ζ, ζ)
)
+ UXT
(
Dkη1 + (DkA + DωB)ζ
)
= 0 .
The first set of terms appeared within the previous discussion, and so this is known to be solvable
when ζTD2kB(ζ, ζ) = 0 with χ2 = −δ. The second set of terms are simply those appearing in
the previous chapter, associated with the double zero condition of the linear Whitham system,
(3.29). Therefore, the remaining terms are solvable precisely when ζT (DkA + DωB)ζ = 0 and
η1 = −γ. Using all these results at third order in ε and projecting using ζ gives the system
1
2
U2XUXXζ
T
(− 3D2kB(ζ, δ) + D3kB(ζ, ζ, ζ))
+ UXUXT ζ
T
(
D2kA(ζ, ζ) + DkDωB(ζ, ζ)− (DkA + DωB)δ −D2kB(ζ,γ)
)
+ UTUXXζ
T
(
DkDωB(ζ, ζ)−D2kB(ζ,γ)
)
= 0 .
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We recover the cubic nonlinearity in U , but we also generate some mixed space and time quad-
ratic terms as well. It will be shown that these are precisely the coefficients of these terms that
arise within the modified Boussinesq analysis.
These examples illustrate the usefulness of modifying the method of Kuramoto in determining
the coefficients of the nonlinear terms, and the results uncovered here will be confirmed using
the modulation approach. This method to deduce the coefficients of nonlinearity is beneficial
since it does not require the computation of abstract inner products and instead these can be
found simply via Taylor expansions.
4.4. Codimension 2 Equations
The first set of derivations we undertake here are those that require two conditions to be met
in order to emerge. An equation of this type in the multiphase case has already been seen in
chapter 3, which was the two-way Boussinesq equation, but there are other equations that can
be found with the same number of conditions. The two remaining models of this type are the
fifth order KdV and modified KdV equations, where their 2 + 1 dimensional forms were first
seen in chapter 2, but it remains to be seen how these emerge in the multiphase setting.
The working of this section covers the relevant modulation analysis that leads to these
equations, detailing both the relevant criticalities and the form of the equation in each case.
4.4.1. Modified KdV Equation
The first equation we discuss in this chapter is the modified KdV equation, which is the 1 + 1
dimensional analogue of (2.72) from chapter 2. We set up the relevant ansatz as
Z = Ẑ
(
θ + ζU(X,T ; ε)− εΦ(X,T, ε),k + εζUX − ε2ΦX ,ω + ε3ζUT + ε4ΦT
)
+ ε2W (θ + ζU,X, T ; ε) ,
with
Φ = δP (X,T ; ε) + εα(X,T ; ε) .
The slow scales for this analysis are chosen to be X = εx, T = ε3t. The function P has the
property
PX =
1
2
(UX)
2 ,
and ζ, δ satisfy the equations
DkBζ = 0 , D
2
kB(ζ, ζ) = DkBδ . (4.9)
The above require the conditions that
det
[
DkB
]
= 0 , ζTD2kB(ζ, ζ) = 0 ,
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in order to be solvable. The function α is considered arbitrary and used to motivate the final
projection. This function plays the same role as it did in the analyses in chapter 3, however it
is now included within the ansatz to simplify the modulation analysis. Only the leading order
terms are needed of many of the slowly varying functions appearing above, aside from W , which
is expanded as a series:
W =
∞∑
i=1
εnWn(θ + ζU,X, T ) ,
so that parts of the remainder term appear at each relevant order.
The advantage of incorporating these results in advance is three-fold - the first is that there
is now only one important unknown function in the analysis, U , that will generate the emergent
nonlinear PDE. The other, α will be used to ensure the final matrix system is nontrivial and
motivate the projection. Secondly is that by assuming the relevant conditions are met, solvability
at certain orders will happen automatically. Finally, the addition of these terms within the ansatz
itself, rather than in W , lends itself to the cancellation of several unimportant terms due to the
form of the ansatz and the multisymplectic structure. Below are the step to obtain the modified
KdV in this setting.
Leading Order up to Third Order
Leading order recovers the equation of the basic state. The next order gives that
UX
2∑
i=1
ζi
(
LẐki − JẐθi
)
= 0 ,
which is met by properties of the basic state.
The next order, aside from those which cancel automatically, gives that
LW0 = UXX
2∑
i=1
ζiJẐki ,
which is solvable when (
〈〈Ẑθ1 ,JẐk1〉〉 〈〈Ẑθ1 ,JẐk2〉〉
〈〈Ẑθ2 ,JẐk1〉〉 〈〈Ẑθ2 ,JẐk2〉〉
)
ζ ≡ −DkBζ = 0 .
This holds by definition of ζ, and so
W0 = UXXξ5 , Lξ5 =
2∑
i=1
ζiJẐki .
The third order terms, ignoring those that cancel, give
LW1 = UXXXJξ5 + UXUXX
2∑
i=1
[
ζi
(
J(ξ5)θi −D3S(Ẑ)(Ẑkiξ5) +
2∑
j=1
ζjJẐkikj
)− δiJẐki] .
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Applying solvability now, one can note that the UXXX term vanishes as the zero eigenvalue of
L is even and so it is solvable. For the last term, we generate the system(
〈〈Ẑθ1 ,
∑2
i=1 ζi
(
J(ξ5)θi −D3S(Ẑ)(Ẑkiξ5) +
∑2
j=1 ζjJẐkikj
)〉〉
〈〈Ẑθ2 ,
∑2
i=1 ζi
(
J(ξ5)θi −D3S(Ẑ)(Ẑkiξ5) +
∑2
j=1 ζjJẐkikj
)〉〉
)
UXUXX
−
(
〈〈Ẑθ1 ,JẐk1〉〉 〈〈Ẑθ1 ,JẐk2〉〉
〈〈Ẑθ2 ,JẐk1〉〉 〈〈Ẑθ2 ,JẐk2〉〉
)
deltaUXUXX = 0 ,
⇒ DkBδ = D2kB(ζ, ζ) .
This holds from the definition of δ, and so we may solve the problem at this order with
W1 = UXXXξ6 + UXUXXκ ,
with
Lξ6 = Jξ5 , Lκ =
2∑
i=1
[
ζi
(
J(ξ5)θi −D3S(Ẑ)(Ẑkiξ5) +
2∑
j=1
ζjJẐkikj
)− δiJẐki] .
Fourth Order
With the cancellation of many terms, the equation at this order reads
LW2 =UXT
2∑
i=1
(
MẐki + JẐωi
)
+ UXXXXJξ6
+ U2XX
(
Jκ− 1
2
D3S(Ẑ)(ξ5, ξ5)
)
+ UXUXXX
(
Jκ+
2∑
i=1
J(ξ6)θi −D3S(Ẑ)(Ẑki , ξ6)
)
+ U2XUXX
2∑
i=1
[
− 1
2
δi
(
J(ξ5)θi −D2S(Ẑ)(ξ5, Ẑkj )
)
+ ζi
[
J(κ)θi −D3S(Ẑ)(κ, Ẑki)
−
2∑
j=1
(
3
2
δjJẐkikj +
1
2
ζjD
3S(Ẑ)(ξ5, Ẑkikj )
+
1
2
D4S(Ẑ)(ξ5, Ẑki , Ẑkj )−
1
2
2∑
m=1
ζmẐkikjkm
)]]
+
2∑
i=1
(αi)XXJẐki .
(4.10)
The idea is to now appeal to solvability. Using results from the previous chapter, such as (3.39)
and (3.13), solvability generates
(DkA + DωB)ζUXT + EU
2
XUXX + KUXXXX + DkBαXX = 0 .
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The idea is to now determine the coefficient of the U2XUXX term. This will be done in stages,
by first considering the terms in (4.10) containing κ:
2∑
i=1
ζi〈〈Ẑθp ,J(κ)θi −D3S(Ẑ)(κ, Ẑki)〉〉
=
2∑
i=1
ζi〈〈κ,JẐθiθp −D3S(Ẑ)(Ẑθp , Ẑki)〉〉 =
2∑
i=1
ζi〈〈κ,LẐθpki〉〉 ,
=
2∑
i=1
ζi〈〈Ẑθpki ,
2∑
j=1
[
ζj
(
J(ξ5)θj −D3S(Ẑ)(Ẑkj , ξ5) +
2∑
m=1
ζmJẐkjkm
)− δjJẐkj]〉〉 ,
=
2∑
i,j,m=1
ζiζjζm〈〈Ẑθpki ,JẐkjkm〉〉 −
2∑
i,j=1
ζiδj〈〈Ẑθp,ki ,JẐkj 〉〉
+
2∑
i,j=1
ζiζj〈〈ξ5,JẐθpθjki −D3S(Ẑ)(Ẑθpki , Ẑkj )〉〉 .
Combine these with the terms involving ξ5:
2∑
i=1
[
ζi〈〈Ẑθp ,J(κ)θi −D3S(Ẑ)(κ, Ẑki)〉〉 −
2∑
i,j=1
ζi〈〈Ẑθp ,
3
2
δjJẐkikj
+
1
2
ζjD
3S(Ẑ)(ξ5, Ẑkikj )−
1
2
D4S(Ẑ)(ξ5, Ẑki , Ẑkj )〉〉 −
1
2
δi〈〈Ẑθp ,J(ξ5)θi −D3S(Ẑ)(ξ5, Ẑkj )〉〉
]
,
=
2∑
i,j,m=1
ζiζjζm〈〈Ẑθpki ,JẐkjkm〉〉 −
2∑
i,j=1
ζiδj
(
〈〈Ẑθp,ki ,JẐkj 〉〉+
3
2
〈〈Ẑθp , Ẑkikj 〉〉
)
− 1
2
2∑
i=1
δi〈〈ξ5,LẐθpki〉〉
+
2∑
i,j=1
ζiζj〈〈ξ5,JẐθpθjki −D3S(Ẑ)(Ẑθpki , Ẑkj )−
1
2
D3S(Ẑ)(Ẑθp , Ẑkikj )−
1
2
D4S(Ẑ)(Ẑθp , Ẑki , Ẑkj )〉〉 ,
=
2∑
i,j,m=1
ζiζjζm〈〈Ẑθpki ,JẐkjkm〉〉 −
3
2
2∑
i,j=1
ζiδj(〈〈Ẑθp,ki ,JẐkj 〉〉+ 〈〈Ẑθp , Ẑkikj 〉〉)
+
1
2
2∑
i,j=1
ζiζj〈〈Lξ5, Ẑθpkikj 〉〉 ,
=
1
2
2∑
i,j,m=1
ζiζjζm
(
2〈〈Ẑθpki ,JẐkjkm〉〉+ 〈〈JẐkm , Ẑθpkikj 〉〉
)
+
3
2
2∑
i,j=1
ζiδj∂ki∂kjBp ,
=
3
2
2∑
i,j,m=1
ζiζjζm〈〈Ẑθpki ,JẐkjkm〉〉+
3
2
2∑
i,j=1
ζiδj∂ki∂kjBp ,
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where we have used the permutation of indices in the last step. Combination with the last term
gives that〈〈
Ẑθp ,
2∑
i=1
[
− 1
2
δi
(
(J(ξ5)θi −D3S(Ẑ)(ξ5, Ẑkj )
)
+ ζi
[
J(κ)θi −D3S(Ẑ)(κ, Ẑki)−
2∑
j=1
(
δjJẐkikj
+
1
2
ζjD
3S(Ẑ)(ξ5, Ẑkikj )−
1
2
D4S(Ẑ)(ξ5, Ẑki , Ẑkj )−
1
2
2∑
m=1
ζmẐkikjkm
)]]〉〉
=
3
2
2∑
i,j,m=1
ζiζjζm〈〈Ẑθpki ,JẐkjkm〉〉+
3
2
2∑
i,j=1
ζiδj∂ki∂kjBp
+
1
2
2∑
i,j,m=1
ζiζjζm〈〈Ẑθp , Ẑkikjkm〉〉 ,
=
1
2
2∑
i,j,m=1
ζiζjζm
(
3〈〈Ẑθpki ,JẐkjkm〉〉+ 〈〈Ẑθp , Ẑkikjkm〉〉
)
+
3
2
2∑
i,j=1
ζiδj∂ki∂kjBp ,
=− 1
2
2∑
i,j,m=1
ζiζjζj∂kikjkjBp +
3
2
2∑
i,j=1
ζiδj∂kikjBp .
The remaining nonlinearities have been omitted from the final PDE, since one is able to
show that their coefficients are zero, which is expected due to their dissipative nature. Starting
with the UXUXXX term:
〈〈Ẑθp ,Jκ+
2∑
i=1
J(ξ6)θi −D3S(Ẑ)(ξ6, Ẑθi)〉〉
=
2∑
i=1
[
ζi
(− 〈〈Ẑkp ,J(ξ5)θi −D3S(Ẑ)(ξ5, Ẑki) + 2∑
j=1
ζjJẐkikj 〉〉+ 〈〈Jξ5, Ẑθpki〉〉
)
+ δi〈〈Ẑkp ,JẐki〉〉
]
,
=
2∑
i=1
[
ζi
(− 〈〈ξ5,LẐkpki〉〉 − 2∑
j=1
ζj〈〈Ẑkp ,JẐkikj 〉〉
)
+ δi〈〈Ẑkp ,JẐki〉〉
]
,
=
2∑
i,j=1
[
− ζiζj
(〈〈JẐkj , Ẑkpki〉〉+ 〈〈Ẑkp ,JẐkikj 〉〉)+ δi〈〈Ẑkp ,JẐki〉〉] ,
=
2∑
i,j=1
[
− ζiζj∂ki〈〈JẐkj , Ẑkp〉〉+ δi〈〈Ẑkp ,JẐki〉〉
]
= 0 .
(4.11)
where we have used the result (3.19). Namely, this result highlights that
〈〈Ẑθp ,Jκ〉〉 =
2∑
i=1
ζi〈〈ξ5,JẐθpki〉〉 .
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This will be used in the computation of the coefficient of the U2XX term:
〈〈Ẑθp ,Jκ−
1
2
D3S(Ẑ)(ξ5, ξ5)〉〉 =1
2
〈〈ξ5, 2
2∑
i=1
ζiJẐθpki −D3S(Ẑ)(ξ5, Ẑθp)〉〉 ,
=
1
2
〈〈ξ5,
2∑
i=1
ζiJẐθpki〉〉+
1
2
〈〈ξ5,L(ξ5)θp〉〉 ,
=
1
2
2∑
i=1
〈〈ξ5, ζiJẐθpki〉〉+
1
2
〈〈ζiJẐki , (ξ5)θp〉〉 ,
=
1
2
(1− 1)
2∑
i=1
〈〈ξ5, ζiJẐθpki〉〉 = 0 .
(4.12)
Thus, both terms which would be considered dissipative do not appear in the final PDE.
With all terms accounted for, the final vector equation is:
(DkA + DωB)ζUXT +
1
2
ζT
(
D3kB(ζ, ζ, ζ)− 3D2kB(ζ, δ)
)
U2XUXX + KUXXXX + DkBαXX = 0 .
Using ζ to project this equation, and the introduction of V = UX , gives the mKdV equation as
ζT (DkA + DωB)ζVT +
1
2
ζT
(
D3kB(ζ, ζ, ζ)− 3D2kB(ζ, δ)
)
V 2VX + ζ
TKVXXX = 0 . (4.13)
4.4.2. Fifth Order KdV Equation
The final codimension two equation to be discussed is the fifth order KdV equation, which is the
1 + 1 dimensional analogue of (2.62) discussed in chapter 2. Such a system emerges when the
dispersive term in the KdV equation vanishes, and higher order effects are required. Generically,
in order to apply the modulation approach we construct the ansatz
Z = Ẑ
(
θ + ε3ζU − ε5Φ,k + ε4ζUX − ε6ΦX ,ω + ε8ζUT − ε10ΦT
)
+ ε5W (θ, X, T ),
with
Φ(X,T ) = κUXX − ε2α(X,T ) .
The slow variables X, T are scaled as
X = εx, T = ε5t .
The scalings have been chosen to meet the phase consistency conditions. We also choose to
expand W as a simple asymptotic series, as per the previous analyses. The analysis will proceed
under the assumptions that
det
[
DkB
]
= 0 , ζTK = 0 ,
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so that the vectors ζ, κ are chosen to satisfy
DkBζ = 0 , DkBκ = K . (4.14)
As before, the idea is to then substitute this ansatz into the governing equation (3.3), Taylor
expand around the ε = 0 state and solve at each order of ε. Below is a summary of the results
of the reduction, highlighting the key results at each stage.
Leading Order Through To Fifth Order
One identifies that the leading order recovers (3.3), and so by construction of the ansatz this is
satisfied. In fact, all the orders up to fifth order are also satisfied by construction of the ansatz.
Consider, for example, the system at third order, which generates
U
2∑
i=1
ζiLẐθi = 0,
which is satisfied by the results of the basic state. The terms at fourth order cancel in a similar
way. However, at fifth order one obtains the system
LW0 = UXX
2∑
i=1
ζ1JẐki .
By considering solvability, one generates the matrix system(
〈〈Ẑθ1 ,JẐk1〉〉 〈〈Ẑθ1 ,JẐk2〉〉
〈〈Ẑθ2 ,JẐk1〉〉 〈〈Ẑθ2 ,JẐk2〉〉
)
ζ ≡ −DkBζ = 0.
We assume that this is satisfied, and so one may write the solution at this order as
W0 = UXXξ5, with Lξ5 =
2∑
i=1
ζiJẐki .
Sixth and Seventh Order
The system at sixth order once simplified reads
LW1 = UXXXJξ5.
This is automatically solvable, as discussed in the multiphase KdV analysis in the previous
chapter. With this in mind, the solution is then
LW1 = UXXXξ6, with Lξ6 = Jξ5.
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The seventh order terms can be shown to reduce to
LW2 =UXXXXJξ6 − UXXXX
2∑
i=1
κiJẐki ,
and when the inner product is taken generate the matrix system
KUXXXX = DkBUXXXXκ.
This is satisfied by the assumptions made earlier by the definition of κ. Therefore we can solve
the equation at this order with
W2 = UXXXXξ7 ,
and
Lξ7 = Jξ6 −
2∑
i=1
κiJẐki .
Eighth Order
The penultimate order gives that
LW3 =UUXX
2∑
i=1
ζi
[ 2∑
j=1
ζiJẐθikj −D3S(Ẑ)(Ẑθi , ξ5)
]
+ UXXXXXJξ7 .
The UUXX term is solvable, since by differentiating the defining equation for ξ5 with respect to
θi one finds
L(ξ5)θi =
2∑
j=1
ζjJẐθikj −D3S(Ẑ)(Ẑθi , ξ5) .
The last term in the above is also solvable by the earlier Jordan chain discussion in §4.2.1..
Therefore, the solution at this order is
W3 = UUXX
2∑
i=1
ζi(ξ5)θi + UXXXXXξ8, Lξ8 = Jξ7 , .
Ninth Order
The final order of the asymptotics gives the system
LW˜4 =UXT
2∑
i=1
ζi(MẐki + JẐωi) + UXXXXXXJξ8
+ UXUXX
2∑
i=1
ζi
[ 2∑
j=1
ζjJẐkikj + J(ξ5)θi −D2S(Ẑ)(Ẑki , ξ5)
)]
+
2∑
i=1
(αi)XXJẐki .
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The tilde above W4 denotes that all terms that are solvable have been absorbed into it, what
these are however is not important at this stage. The coefficients of the remaining terms are
sought instead. By using previous results, using (4.1) and defining V = UX gives the matrix
equation
(DkA + DωB)ζVT + D
2
kB(ζ, ζ)V VX + K5VXXXXX + DkBαXX = 0 . (4.15)
We can extract the scalar equation that V must satisfy by projecting the above using ζ to give
the fifth order KdV equation
ζT (DkA + DωB)ζVT + ζ
TD2kB(ζ, ζ)V VX + ζ
TK5VXXXXX = 0 . (4.16)
4.5. Codimension 3 Equations
The modulation of multiphase wavetrains introduces large parameter spaces and as such allows
for a higher number of criticality conditions to be met. The last of these considered for the
two phase case is where three conditions are met simultaneously, which is to say that the phase
equations are codimension three.
There are six possible codimension three equations in the Lagrangian setting, which is de-
duced combinatorially through the consideration of vanishing terms. One has already been seen
and is the surge KdV (3.54). We consider the remaining five below, although we note that not
all of them arise from the examples considered in this thesis.
4.5.1. Seventh Order KdV
The first codimension 3 system considered in this chapter is the seventh order KdV equation,
which takes the form
VT + V VX + ∂
7
XV = 0 , (4.17)
This equation arises in several contexts, such as in the investigation of soliton stability [70] and
the water wave problem [28]. We now seek to derive this equation from multiphase relative
equilibria.
Generically, in order to apply the modulation approach we construct the ansatz
Z = Ẑ
(
θ + ε5ζU − ε7Φ,k + ε6ζUX − ε8ΦX ,ω + ε12ζUT − ε14ΦT
)
+ ε5W (θ, X, T ),
with
Φ(X,T ) = κUXX + ε
2ηUXXXX − ε4α(X,T ) .
The slow variables X, T are scaled as
X = εx, T = ε7t .
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The scalings have been chosen to meet the phase consistency conditions. We also choose to
expand W as a simple asymptotic series, as per the previous analyses. The analysis will proceed
under the assumptions that
det
[
DkB
]
= 0 , ζTK = 0 , ζTK5
so that the vectors ζ, κ and η are chosen to satisfy
DkBζ = 0 , DkBκ = K , DkBη = K5 . (4.18)
The first ten orders of the analysis are identical to those that appear in the fifth order KdV,
and so these details are omitted from this discussion. Instead, we focus on the eleventh order
onwards to focus on the novel features of the modulation approach in this scenario.
Eleventh Order
At this order, the system reads
LW4 = UXXXXXX
(
Jξ8 −
2∑
i=1
ηiJẐki
)
.
Applying solvability to the above generates
DkBη = K5 ,
which is true by assumption and so he solution at this order is
W4 = UXXXXXXξ9 ,
for the ξ9 define in §4.2.1..
Twelfth Order
The equation at this order simply reads
LW5 = ∂
6
XUJξ9 + UUXX
2∑
i=1
ζi
( 2∑
j=1
JẐθikj −D3S(Ẑ)(ξ5, Ẑθi)
)
.
Both of these terms are solvable, and so the solution for W5 is
W5 = ∂
6
XUξ10 + UUXX
2∑
i=1
ζi(ξ5)θi .
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Thirteenth Order
The final order considered yields
LW˜6 =
(
ζ1(MẐk1 + JẐω1) + ζ2(MẐk2 + JẐω2)
)
UXT
+ UXUXX
[
ζ1
(
ζ1JẐk1k1 + ζ2JẐk1k2 + J(ξ5)θ1 −D2S(Ẑ)(Ẑk1 , ξ5)
)
+ ζ2
(
ζ1JẐk1k2 + ζ2JẐk2k2 + J(ξ5)θ2 −D2S(Ẑ)(Ẑk2 , ξ5)
)]
+ ∂7XUJξ10
+ (α1)XXJẐk1 + (α2)XXJẐk2 ,
where the tilde denotes that terms that may be solved for have been absorbed into the W6 term.
What these are is no loner important as the analysis terminates at this order. Instead, all that
is required is to appeal to solvability of this equation, which by using (4.2) and previous results
gives the vector PDE
(DkA + DωB)ζVT + D
2
kB(ζ, ζ)V VX + K7∂
7
XV + DkBαXX = 0 , (4.19)
for V = UX . Again, multiplying by ζ on the left projects this into a scalar PDE:
ζT (DkA + DωB)ζVT + ζ
TD2kB(ζ, ζ)V VX + ζ
TK7∂
7
XV = 0 . (4.20)
This is the seventh order KdV equation.
4.5.2. Sixth Order Two-Way Boussinesq
One of the novel equations arising in multiphase environments is a combination of the time
degeneracy leading to the two-way Boussinesq and the higher order dispersion of the fifth order
KdV. This leads to the equation
VTT +
(
1
2
V 2 + αVXT + VXXXX
)
XX
= 0 , (4.21)
for some constant α, since is equation cannot be put into unitary form. There are two notable
properties of this equation. The first is that it almost acts like like a bidirectional fifth order
KdV except that is restricted by the mixed dispersive term, it’s second notable feature.
To obtain (4.21), we use a similar ansatz to that of the fifth order KdV case:
Z = Ẑ
(
θ + ε3ζU − ε6Φ,k + ε4ζUX − ε7ΦX ,ω + ε8ζUT − ε9ΦT
)
+ ε5W (θ, X, T ),
with
Φ(X,T ) = κUXX + γR+ εα(X,T ) .
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The slow variables are now scaled as
X = εx, T = ε3t ,
and the function R has the property that RX = UT . The modulation analysis will require the
conditions
det
[
DkB
]
= 0 , ζT (DkA + DωB)ζ = 0 , ζ
TK = 0 ,
to be met, allowing the vectors ζ, κ and γ to be defined as
DkBζ = 0 , DkBγ = (DkA + DωB)ζ , DkBκ = K .
Much of the resulting analysis is the same as the fifth order KdV, and so only the orders that
are different are highlighted below. These turn out to be the final three orders of the analysis,
the seventh, eighth and ninth orders.
Seventh Order
The seventh order terms, after using RX = UT , now form the system
LW2 =UXXXXJξ6 + UXT
2∑
i=1
ζi(MẐki + JẐωi)−
2∑
i=1
(
UXXXXκ1 + UXTγi
)
JẐki .
By taking the inner product, it is seen that
KUXXXX + (DkA + DωB)ζUXT = DkB
(
UXXXXκ+ UXTγ
)
.
This is satisfied by the assumptions made earlier by the definition of κ and γ. Thus the equation
at this order is satisfied by
W2 = UXXXXξ7 + UXTΞ1 .
Eighth Order
The penultimate order gives that
LW3 =UUXX
2∑
i=1
ζi
[ 2∑
j=1
ζjJẐθikj +−D3S(Ẑ)(Ẑθi , ξ5)
]
+ UXXXXXJξ7 + UXXT (Mξ5 + JΞ2).
The majority of terms at this order were discussed in the fifth order KdV analysis and so have
been shown to be solvable. The new term multiplying the UXXT is solvable because the zero
eigenvalue of L is even. Thus the solution at this order is
W3 = UUXX
2∑
i=1
ζi(ξ5)θi + UXXXXXξ8 + UXXTΞ2 .
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Ninth Order
The final order considered generates the equation
LW˜4 =UTT
2∑
i=1
[
ζiMẐωi − γi(MẐki + JẐωi)
]
+ UXXXXXXJξ8
+ UXUXX
2∑
i=1
ζi
[ 2∑
j=1
ζjJẐkikj + J(ξ5)θi −D2S(Ẑ)(Ẑki , ξ5)
]
+ UXXXT
(
Mξ6 + JΞ2 −
2∑
i=1
κi(MẐki + JẐωi)
)
+
2∑
i=1
(αi)XXJẐki .
The tilde above W4 once again denotes that all terms that are solvable have been absorbed into
it, and this expression is not important at this stage. The coefficients of the remaining terms
are sought instead, and all but one of these has been computed in other analyses. The new
dispersive term can be seen to have the coefficient(∑2
i=1 κi〈〈Ẑθ1 , (MẐki + JẐωi)〉〉∑2
i=1 κi〈〈Ẑθ1 , (MẐki + JẐωi)〉〉
)
+
(
〈〈Ẑθ1 ,Mξ6 + JΞ2〉〉
〈〈Ẑθ2 ,Mξ6 + JΞ2〉〉
)
= (DkA + DωB)κ−T ,
using the definition (4.6). Therefore, combining this result with those previously calculated, we
differentiate with respect to X and introduce V = UX to give the matrix equation in V:(
DωAζ − (DkA + DωB)γ
)
VTT +
(
D2kB(ζ, ζ)V VX +
(
T− (DkA + DωB)κ
)
VXXT
+ K5VXXXXX
)
X
+ DkBαXXX = 0 .
(4.22)
We now project in the direction of the kernel using ζ to generate the resulting scalar PDE with
the form
ζT (DkA+DωB)ζVTT+
(
1
2
ζTD2kB(ζ, ζ)V
2+ζT (T−(DkA+DωB)κ)VXT+ζTK5VXXXX
)
XX
= 0 .
(4.23)
This is the sixth order two-way Boussinesq (4.21).
Solitary waves in the sixth order two-way Boussinesq equation possess interesting behaviours,
dependent on the mixed dispersive term. If one seeks a travelling wave solution of the form
V (X,T ) = W (X − cT ) ≡W (ξ), one obtains an ODE of the form
d2
dξ2
(
a0c
2W + a1W
2 − ca2d
2W
dξ2
+ a3
d4W
dξ4
)
= 0 .
Assuming solitary wave solution that decay towards infinity, one simply solves
a0c
2W + a1W
2 − ca2d
2W
dξ2
+ a3
d4W
dξ4
= 0 . (4.24)
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A similar ODE appears in other contexts, such as from the quadratic steady Swift-Hohenberg
equation. One may solve this numerically, for example using a finite difference method with
suitable boundary conditions (such as W = 1, dWdξ = 0 at ξ = 0 and W,
dW
dξ → 0 as ξ → ∞)
to find solitary wave solutions. The result of such calculations is that one finds the classical
single hump solitary waves occur for ca2 > 0, but when the converse is true and ca2 < 0 the
hump devolves into a solitary wavepacket. This is pictured in figure 4.1. Studies of a similar
ODE have shown that such multihump solutions exist [50, 26, 23] and can stable for certain
parameter regimes [81]. Additionally, due to the similarities between the ODE (4.24) and the
Swift-Hohenberg, it is expected that the number of peaks in the wave packet can be increased
or decreased through the varying of parameters akin to homoclinic snaking, a phenomena doc-
umented in [24, 25, 5] although these cases document the case with a cubic nonlinearity. This
study is however outside of the scope of this thesis.
Figure 4.1: An example of a numerical simulation of (4.24) for differing sign on a2. For both,
the parameters are taken with a0 = 1, a1 = −3, a3 = 10 and c = 1. On the left, a2 = 5 and
the right a2 = −5. The solution pictured on the left is reminiscent of the classical solitary wave
solution of the KdV equation, whereas the solution on the right is a solitary wavepacket.
4.5.3. Modified Two-Way Boussinesq
The second novel equation emerging as a codimension three system is the modified two-way
Boussinesq, given by
VTT +
(
1
6
V 3 + VXX
)
XX
+ α
(
2(V VT )X + (VX∂
−1
X VT )X
)
= 0 , (4.25)
for some constant α and the antiderivative notation denotes the nonlocal term
∂−1X =
∫ X
−∞
F (τ, T ) dτ .
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This is of a similar form to the modified KP equation (2.72) appearing in chapter 2, but the
key difference here is that it is second order in time, as well as possessing nonlinearities in time.
This term arises due to a replacement of the phase term in order to present the equation in
terms of V only. To subvert the antiderivative, one may write this as a system of equations:
VT = WX , VTT +
(
1
6
V 3 + VXX
)
XX
+ α
(
2(V VT )X + (VXW )X
)
= 0 .
The ansatz that will be used to derive this system is given by
Z = Ẑ
(
θ + ζU − εΦ,k + εζUX − ε2ΦX ,ω + ε2ζUT − ε3ΦT
)
+ ε2W (θ + ζU,X, T ),
with
Φ = δP (X,T ) + γR(X,T )− εα .
The slow variables are scaled now as X = εx, T = ε2t, with the functions P and R that have the
property that PX =
1
2U
2
X , RX = UT . The assumptions for the analysis are that the conditions
det
[
DkB
]
= 0 , ζT (DkA + DωB)ζ = 0 , ζ
TD2kB(ζ, ζ) = 0 ,
are satisfied simultaneously, which allow ζ, γ and δ to be defined as
DkBζ = 0 , DkBγ = (DkA + DωB)ζ , DkBδ = D
2
kB(ζ, ζ) .
There is some overlap between the modified KdV analysis and that of the two-way Boussinesq
in chapter (3), and so only the the orders that differ from the modified KdV analysis will be
discussed below.
Third Order
The first order to be affected by the new scaling is third order, where the equation now reads
LW1 = UXXXJξ5 + UXT
2∑
i=1
[
ζi(MẐk1 + JẐωi)− γiJẐki
]
+ UXUXX
2∑
i=1
[
ζi
(
J(ξ5)θi −D3S(Ẑ)(Ẑkiξ5) +
2∑
j=1
ζjJẐkikj
)− δiJẐki] .
Applying solvability now, one can note that the UXXX term vanishes as the zero eigenvalue of
L is even. The remaining terms generate the system
DkB(UXUXXδ + UXTγ) = UXUXXD
2
kB(ζ, ζ) + UXT (DkA + DωB)ζ .
This is satisfied by assumption due to the definitions of δ and γ. Therefore the solution at this
order is
W1 = UXXXξ6 + UXUXXκ+ UXTΞ1 .
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Fourth Order
With the cancellation of many terms, we are left with
LW2 =UTT
2∑
i=1
[
ζiMẐωi − γi
(
MẐki + JẐωi
)]
+ UXXXXJξ6 +
2∑
i=1
(αi)XXJẐki
+ U2XX
(
Jκ− 1
2
D3S(Ẑ)(ξ5, ξ5)
)
+ UXUXXX
(
Jκ+
2∑
i=1
J(ξ6)θi −D3S(Ẑ)(Ẑki , ξ6)
)
+ U2XUXX
2∑
i=1
[
− 1
2
δiJ(ξ5)θi + ζi
[
J(κ)θi −D3S(Ẑ)(κ, Ẑki)
−
2∑
j=1
(
3
2
δjJẐkikj −
1
2
δjD
2S(Ẑ)(ξ5, Ẑkj ) +
1
2
ζjD
3S(Ẑ)(ξ5, Ẑkikj )
− 1
2
D4S(Ẑ)(ξ5, Ẑki , Ẑkj )−
1
2
2∑
m=1
ζmẐkikjkm
)]]
+ UXUXT
2∑
i=1
ζi
[
J(Ξ1)θi −D3S(Ẑ)(Ξ1, Ẑki) +
2∑
j=1
(
ζj(MẐkikj + JẐkiωj )− γjJẐkikj
)
− δi
(
MẐki + JẐωi
)]
+ UTUXX
2∑
i=1
[
ζi
(
M(ξ5)θi −D3S(Ẑ)(Ẑωi , ξ5) +
2∑
j=1
ζjJẐkiωj
)
− γi
(
J(ξ5)θi −D3S(Ẑ)(ξ5, Ẑki) +
2∑
j=1
ζjJẐkikj
)]
.
The idea is to now appeal to solvability. Using the results of the previous analyses, this generates
the system
(
DωAζ − (DkA + DωB)
)
ζUTT+
1
2
(
D3kB(ζ, ζ, ζ)− 3D2kB(ζ, δ)
)
U2XUXX + FUXUXT
+ GUTUXX + KUXXXX + DkBαXX = 0 .
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The only terms remaining to be computed are tensors of the mixed nonlinearities F and G. The
first of these considered is the one multiplying the UXUXT term, F, giving
2∑
i=1
ζi〈〈Ẑθp ,J(Ξ1)θi −D3S(Ẑ)(Ξ1, Ẑki) +
2∑
j=1
(
ζj(MẐkikj + JẐkiωj )− γjJẐkikj
)〉〉
− δi〈〈Ẑθp ,MẐki + JẐωi〉〉
)
,
=
2∑
i=1
ζi
[
〈〈JẐθpθi −D3S(Ẑ)(Ẑθp , Ẑki),Ξ1〉〉+
2∑
j=1
〈〈Ẑθp , ζj(MẐkikj + JẐkiωj )− γjJẐkikj 〉〉
− δi〈〈Ẑθp ,MẐki + JẐωi〉〉
]
,
=
2∑
i,j=1
ζi
[
〈〈Ẑθpki , ζj(MẐkj + JẐωj − γjJẐkj 〉〉+ 〈〈Ẑθp , ζj(MẐkikj + JẐkiωj )− γjJẐkikj 〉〉
− δi〈〈Ẑθp ,MẐki + JẐωi〉〉
]
,
=
2∑
i,j=1
ζi
[
ζj
(
Ẑθpki , ζj(MẐkj + JẐωj 〉〉+ 〈〈Ẑθp , ζj(MẐkikj + JẐkiωj )〉〉
)
− γj
(〈〈Ẑθpki ,JẐkj 〉〉+ 〈〈Ẑθp ,JẐkikj 〉〉 − δi〈〈Ẑθp ,MẐki + JẐωi〉〉] ,
= −
2∑
i,j=1
ζi
[
ζj(∂kikjAp − ∂kiωjBp)− γj∂kikjBp − δi(∂kiAp + ∂ωiBp)
]
.
This leads to the tensor F having the form
F = D2kA(ζ, ζ) + DkDωB(ζ, ζ)−D2kB(ζ,γ)−
(
DkA + DωB)δ .
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The other, G, multiplying the UTUXX terms, generates
2∑
i=1
ζi〈〈Ẑθp ,M(ξ5)θi −D3S(Ẑ)(Ẑωi , ξ5) +
2∑
j=1
ζjJẐkjωi〉〉
−
2∑
i=1
γi〈〈Ẑθp ,J(ξ5)θi −D3S(Ẑ)(ξ5, Ẑki) +
2∑
j=1
ζjJẐkikj 〉〉 ,
=
2∑
i=1
ζi
(
〈〈MẐθpθi −D3S(Ẑ)(Ẑωi , Ẑθp), ξ5〉〉+
2∑
j=1
ζj〈〈Ẑθp ,JẐkjωi〉〉
)
−
2∑
i=1
γi
(〈〈JẐθpθi −D3S(Ẑ)(Ẑθp , Ẑki), ξ5〉〉+ 2∑
j=1
ζj〈〈Ẑθp ,JẐkikj 〉〉
)
,
=
2∑
i,j=1
ζiζj
(
〈〈Ẑθpωi ,JẐkj 〉〉+ 〈〈Ẑθp ,JẐkjωi〉〉
)
−
2∑
i,j=1
γiζj
(〈〈Ẑθpki ,JẐkj 〉〉+ 〈〈Ẑθp ,JẐkikj 〉〉) ,
= −
2∑
i,j=1
(
ζiζj∂ωikjBp − γiζj∂ki∂kjBp
)
,
and so G is given by
G = DkDωB(ζ, ζ)−DkB(ζ,γ) .
Therefore, by differentiating with respect to X and introducing V = UX we generate the matrix
system(
DωAζ − (DkA + DωB)γ
)
VTT +
(
1
6
(
D3kB(ζ, ζ, ζ)− 6D2kB(ζ, δ)
)
V 3 + KUXX
)
XX
+
(
D2kA(ζ, ζ) + DkDωB(ζ, ζ)−D2kB(ζ,γ)−
(
DkA + DωB)δ
)
(V VT )X
+
(
DkDωB(ζ, ζ)−DkB(ζ,γ)
)
(VX∂
−1
X VT )X = 0 .
(4.26)
The above can then be projected into a scalar equation by multiplying on the left by ζ, giving
a0VTT +
(
1
6
a1V
3 + a2VXX
)
XX
+ a3(V VT )X + a4(VX∂
−1
X VT )X = 0 , (4.27)
with
a0 = ζ
T
(
DωAζ − (DkA + DωB)γ
)
,
a1 = ζ
T
(
D3kB(ζ, ζ, ζ)− 6D2kB(ζ, δ)
)
,
a2 = ζ
TK ,
a3 = ζ
T
(
D2kA(ζ, ζ) + DkDωB(ζ, ζ)−D2kB(ζ,γ)−
(
DkA + DωB)δ
)
,
a4 = ζ
T
(
DkDωB(ζ, ζ)−DkB(ζ,γ)
)
.
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It is worth noting that a3 = 2a4, since
ζTD2kB(ζ,γ) = γ
TD2kB(ζ, ζ) = γDkBδ = δ
TDkBγ = δ
T (DkA + DωB)ζ ,
along with ζTD2kA(ζ, ζ) = ζ
TDkDωB(ζ, ζ) due to the fact that DkA = DωB
T .
This PDE presents a new mechanism for the emergence of ‘table top’ solitary wave solu-
tions, since there is a balance between a quadratic and cubic nonlinearity. This is best seen by
considering the travelling wave ansatz V = W (X − cT ) = W (ζ) for wave speed c. Substitution
of this expression into equation (4.27) gives the ODE
d2
dζ2
(
c2a0W +
1
6
a1W
3 + a2Wζζ − 3
2
ca4W
2
)
= 0 ,
noting that a3 = 2a4 and that
∂−1X WT = −∂−1ζ cWζ = −cW .
For waves that decay at infinity (so that W, Wζ , Wζζ → 0 as ζ → ∞) we can integrate with
respect to ζ twice and ignore the resulting constants of integration to give
c2a0W +
1
6
a1W
3 + a2Wζζ − 3
2
ca4W
2 = 0 . (4.28)
This ODE has been shown to possess the table top solitary wave solutions. For the modified
two-way Boussinesq, these are given by
W = −9ca4
2a1
(B2 − 1)
1 +B cosh(√−c2a0
a3
ζ
)−1 , B2 = 1− 8a0a1
9a22
> 0 , a0a3 < 0 .
This can be seen as (4.28) is of a similar form to the travelling wave ODE one would obtain
from the Gardner equation, which is defined as
b0qT + b1qqX + b2q
2qX + b3qXXX = 0 ,
for aribtrary coefficients bi, and the table top solitary wave solution for this system was obtained
by Grimshaw et al. [39, 41] as
q =
b1
b2
(B2 − 1)
[
1 +B cosh
(√
cb0
b3
(X − cT )
)]−1
, B2 =
6b0b2c
b21
+ 1 .
The table top solution for the modified two-way Boussinesq may then be obtained by comparing
coefficients between the two ODEs.
There are two limits of B one may then consider. Firstly, as B → ∞, the above solution
approaches the classical solitary wave solution, but as B → 0 the maxima of the solitary wave
broadens and thus a table top solitary wave begins to form. An example of this is shown in
figure 4.2.
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Figure 4.2: Various travelling wave solutions to the equation (4.28) for c = 1, a0 = 1, a1 =
6, a2 = −1 and a3 = 0.95 (orange), a3 = 0.99 (yellow) and a3 = 0.9999 (blue), compared to a
KdV soliton (red).
4.5.4. Quartic KdV
The penultimate modulation equation considered in this chapter is the KdV equation with
quartic nonlinearity, given by
VT + V
3VX + VXXX = 0 . (4.29)
This equation continues the generalised power nonlinearity law of the KdV equation.
To derive this equation, one must use the ansatz
Z = Ẑ
(
θ + ε−
1
3 ζU − ε 23Φ,k + ε 23 ζUX − εΦX ,ω + ε 83 ζUT − ε3ΦT
)
+ ε
5
3W (θ + ε−
1
3 ζU,X, T ),
with
Φ = δP (X,T ) + ε
2
3τS(X,T )− εα .
The slow variables are scaled now as X = εx, T = ε3t, with the functions P and R that have the
property that PX =
1
2U
2
X , SX =
1
6U
3
X . The assumptions for the analysis are that the conditions
det
[
DkB
]
= 0 , ζTD2kB(ζ, ζ) = 0 , ζ
T
(
D3kB(ζ, ζ, ζ)− 3D2kB(ζ, δ)
)
= 0 , (4.30)
are satisfied simultaneously, which allow ζ, δ and τ to be defined as
DkBζ = 0 , DkBδ = D
2
kB(ζ, ζ) , DkBτ = D
3
kB(ζ, ζ, ζ)− 3D2kB(ζ, δ) .
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The expansion for W , due to the fractional scalings, is taken to be
W = W0 + ε
2
3W1 + εW2 + ε
4
3W3 + ε
5
3W4 + ε
2W6 + . . . ,
so that this remainder term appears in the necessary places.
Much of the analysis proceeds in the same way as the modified KdV reduction, with leading,
first, second and third orders of the modified KdV analysis corresponding to the leading, 23 and
5
3 and
7
3 of the quartic KdV analysis. In light of this, these similar details are omitted from this
analysis and instead only new elements from order 83 onwards are discussed below.
Order 83
The only term that appears at this order is
LW2 = UXXXJξ5 ,
which has been shown to be solvable under the assumptions of this analysis (4.30), and so
W2 = UXXXξ6 .
Third Order
The terms that arise at the third order of this analysis are
LW3 =U
2
XUXX
2∑
i=1
[
− 1
2
δiJ(ξ5)θi + ζi
[
J(κ)θi −D3S(Ẑ)(κ, Ẑki)
−
2∑
j=1
(
3
2
δjJẐkikj −
1
2
δjD
2S(Ẑ)(ξ5, Ẑkj ) +
1
2
ζjD
3S(Ẑ)(ξ5, Ẑkikj )
− 1
2
D4S(Ẑ)(ξ5, Ẑki , Ẑkj )−
1
2
2∑
m=1
ζmẐkikjkm
)]]
− 1
2
U2XUXX
2∑
i=1
τiJẐki .
As seen in the modified KdV analysis, assessing solvability of the above leads to the equation
DkBτ = D
3
kB(ζ, ζ, ζ)− 3D2kB(ζ, δ) ,
which is satisfied by the definition of τ and the assumption (4.30). Therefore the solution to the
equation at this order is
W3 = U
2
XUXXΨ ,
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with
LΨ =
2∑
i=1
[
− 1
2
δi
(
J(ξ5)θi −D3S(Ẑ)(ξ5, Ẑkj )
)
+ ζi
[
J(κ)θi −D3S(Ẑ)(κ, Ẑki)
−
2∑
j=1
(
3
2
δjJẐkikj +
1
2
ζjD
3S(Ẑ)(ξ5, Ẑkikj )
+
1
2
D4S(Ẑ)(ξ5, Ẑki , Ẑkj )−
1
2
2∑
m=1
ζmẐkikjkm
)]
− 1
2
τiJẐki
]
.
Order 103
The terms at this order read
LW4 =U
2
XX
(
Jκ− 1
2
D3S(Ẑ)(ξ5, ξ5)
)
+ UXUXXX
(
Jκ+
2∑
i=1
J(ξ6)θi −D3S(Ẑ)(Ẑki , ξ6)
)
.
These have been shown to be solvable in the modified KdV analysis, and so one may solve the
system at this order with
W4 = U
2
XXΛ1 + UXUXXXΛ2 ,
with
LΛ1 = Jκ− 1
2
D3S(Ẑ)(ξ5, ξ5) , LΛ2 = Jκ+
2∑
i=1
J(ξ6)θi −D3S(Ẑ)(Ẑki , ξ6) . (4.31)
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Order 113
At the final order of this analysis, the equation reads
LW6 = UXT
2∑
i=1
(
MẐki + JẐωi
)
+ UXXXXJξ6
+ U3XUXX
2∑
i=1
[
− 1
6
τi
(
J(ξ5)θi −D3S(Ẑ)(Ẑki , ξ5)
)
+ ζi
(
J(Ψ)θi −D3S(Ẑ)(Ψ, Ẑki)
+
2∑
j=1
[
1
2
δj
(
D4S(Ẑ)(Ẑki , Ẑkj , ξ5) + D
3S(Ẑ)(Ẑkikj , ξ5)
)− 2
3
τjẐkikj
− ζj
(
1
2
D3S(Ẑ)(Ẑkikj , κ) +
1
2
D4S(Ẑ)(Ẑki , Ẑkj , κ)
+
2∑
m=1
(
δmJẐkikjkm +
1
6
ζm
(
D3S(Ẑ)(Ẑki,kj ,km , ξ5) + 3D
3S(Ẑ)(Ẑkikj , Ẑkm , ξ5)
+ 3D3S(Ẑ)(Ẑkikm , Ẑkj , ξ5) + 3D
3S(Ẑ)(Ẑkjkm , Ẑki , ξ5)
+ D5S(Ẑ)(Ẑki , Ẑkj , Ẑkm , ξ5)
)− 1
6
2∑
n=1
ζnẐkikjkmkn
))])
− 1
2
δi
[
J(κ)θi −D3S(Ẑ)(Ẑki , κ)−
2∑
j=1
δjẐkikj
]]
+
2∑
i=1
(αi)XXJẐki .
(4.32)
Assessing solvability of the above, using results from the previous analyses, gives that the relevant
tensor PDE is given by
(DkA + DωB)ζUXT + HU
3
XUXX + KUXXXX + DkBαXX = 0 . (4.33)
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All that remains is to determine the vector H, which is done in stages. Firstly, manipulating
those involving Ψ gives
2∑
i=1
ζi〈〈Ẑθp ,J(Ψ)θi −D3S(Ẑ)(Ψ, Ẑki)〉〉 =
2∑
i=1
ζi〈〈LẐkiθp ,Ψ〉〉 ,
=
2∑
i=1
ζi〈〈Ẑkiθp ,
2∑
j=1
[
− 1
2
δjJ(ξ5)θj + ζj
[
J(κ)θj −D3S(Ẑ)(κ, Ẑkj )
−
2∑
m=1
(
3
2
δmJẐkjkm −
1
2
δmD
2S(Ẑ)(ξ5, Ẑkm) +
1
2
ζmD
3S(Ẑ)(ξ5, Ẑkjkm)
− 1
2
ζmD
4S(Ẑ)(ξ5, Ẑkj , Ẑkm)−
1
2
2∑
n=1
ζnẐkjkmkn
)]
− 1
2
τjJẐki
]
〉〉 ,
=
1
2
2∑
i,j,m,n=1
ζiζjζmζn〈〈Ẑkiθp ,JẐkjkmkn〉〉 −
1
2
2∑
i,j=1
ζiτj〈〈Ẑkiθp ,JẐkj 〉〉
− 1
2
2∑
i,j
ζiδj〈〈Ẑkiθp ,J(ξ5)θj −D3S(Ẑ)(ξ5, Ẑkm)〉〉
− 1
2
2∑
i,j,m=1
ζiζjδm〈〈Ẑkiθp , 3JẐkjkm〉〉+
2∑
i,j=1
ζiζj〈〈Ẑkiθp ,J(κ)θj −D2S(Ẑ)(κ, Ẑkj )〉〉
−
2∑
i,j,m=1
ζiζjζm〈〈Ẑkiθp ,D3S(Ẑ)(ξ5, Ẑkjkm) + D4S(Ẑ)(ξ5, Ẑkj , Ẑkm)〉〉 .
Including the κ terms gives
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2∑
i=1
[
ζi
(
〈〈Ẑθp ,J(Ψ)θi −D3S(Ẑ)(Ψ, Ẑki)〉〉 −
1
2
ζj
2∑
j=1
D3S(Ẑ)(Ẑkikj , κ) + D
4S(Ẑ)(Ẑki , Ẑkj , κ)
)〉〉)
− 1
2
δi〈〈Ẑθp ,J(κ)θi −D3S(Ẑ)(Ẑki , κ)〉〉
]
=
1
2
2∑
i,j,m,n=1
ζiζjζmζn〈〈Ẑkiθp ,JẐkjkmkn〉〉 −
1
2
2∑
i,j=1
ζiτj〈〈Ẑkiθp ,JẐkj 〉〉
− 1
2
2∑
i,j
ζiδj〈〈Ẑkiθp ,J(ξ5)θj −D3S(Ẑ)(ξ5, Ẑkj )〉〉
− 1
2
2∑
i,j,m=1
ζiζjδm〈〈Ẑkiθp , 3JẐkjkm〉〉+
2∑
i,j=1
ζiζj〈〈Ẑkiθp ,J(κ)θj −D2S(Ẑ)(κ, Ẑkj )〉〉
−
2∑
i,j,m=1
ζiζjζm〈〈Ẑkiθp ,D3S(Ẑ)(ξ5, Ẑkjkm) + D4S(Ẑ)(ξ5, Ẑkj , Ẑkm)〉〉
− 1
2
2∑
i=1
δi〈〈κ,LẐkiθp〉〉+
1
2
2∑
i,j=1
ζiζj〈〈κ,LẐkikjθp〉〉 ,
=
1
2
2∑
i,j,m,n=1
ζiζjζmζn〈〈Ẑkiθp ,JẐkjkmkn〉〉 −
1
2
2∑
i,j=1
ζiτj〈〈Ẑkiθp ,JẐkj 〉〉
− 1
2
2∑
i,j
ζiδj〈〈Ẑkiθp ,J(ξ5)θj −D3S(Ẑ)(ξ5, Ẑkj )〉〉 −
1
2
2∑
i,j,m=1
ζiζjδm〈〈Ẑkiθp , 3JẐkjkm〉〉
−
2∑
i,j,m=1
ζiζjζm〈〈Ẑkiθp ,D3S(Ẑ)(ξ5, Ẑkjkm) + D4S(Ẑ)(ξ5, Ẑkj , Ẑkm)〉〉
− 1
2
2∑
i,j=1
δi〈〈ζj
(
J(ξ5)θj −D3S(Ẑ)(Ẑkj , ξ5) +
2∑
m=1
ζmJẐkjkm
)− δjJẐkj , Ẑkiθp〉〉
+
1
2
2∑
i,j,m=1
ζiζj〈〈ζm
(
J(ξ5)θm −D3S(Ẑ)(Ẑkm , ξ5) +
2∑
n=1
ζnJẐkmkn
)− δmJẐkm , Ẑkikjθp〉〉 ,
=
1
2
2∑
i,j,m,n=1
ζiζjζmζn
(〈〈Ẑkiθp ,JẐkjkmkn〉〉+ 〈〈Ẑkikjθp ,JẐkmkn〉〉)− 12
2∑
i,j=1
ζiτj〈〈Ẑkiθp ,JẐkj 〉〉
− 1
2
2∑
i,j
ζiδj〈〈ξ5,JẐθpθjki + JẐθpθikj −D3S(Ẑ)(Ẑθpki , Ẑkj )−D3S(Ẑ)(Ẑθpkj , Ẑki)〉〉
− 1
2
2∑
i,j,m=1
ζiζjδm
(〈〈Ẑkiθp , 3JẐkjkm〉〉+ 2〈〈Ẑθpkm ,JẐkikj 〉〉)
−
2∑
i,j,m=1
ζiζjζm〈〈Ẑkiθp ,D3S(Ẑ)(ξ5, Ẑkjkm) + D4S(Ẑ)(ξ5, Ẑkj , Ẑkm)〉〉+
1
2
2∑
i,j=1
δiδj〈〈Ẑθpki , Ẑkj 〉〉
+
1
2
2∑
i,j,m=1
ζiζjζm〈〈J(ξ5)θm −D3S(Ẑ)(Ẑkm , ξ5), Ẑkikjθp〉〉 .
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Now, adding in the ξ5 terms,
〈〈
Ẑθp ,
2∑
i=1
[
− 1
6
τi
(
J(ξ5)θi −D3S(Ẑ)(Ẑki , ξ5)
)
+ ζi
(
J(Ψ)θi −D3S(Ẑ)(Ψ, Ẑki)
+
2∑
j=1
[
1
2
δj
(
D4S(Ẑ)(Ẑki , Ẑkj , ξ5) + D
3S(Ẑ)(Ẑkikj , ξ5)
)
− ζj
(
1
2
D3S(Ẑ)(Ẑkikj , κ) +
1
2
D4S(Ẑ)(Ẑki , Ẑkj , κ)
+
2∑
m=1
(
1
6
ζm
(
D3S(Ẑ)(Ẑki,kj ,km , ξ5) + 3D
3S(Ẑ)(Ẑkikj , Ẑkm , ξ5)
+ 3D3S(Ẑ)(Ẑkikm , Ẑkj , ξ5) + 3D
3S(Ẑ)(Ẑkjkm , Ẑki , ξ5)
+ D5S(Ẑ)(Ẑki , Ẑkj , Ẑkm , ξ5)
)))]) −1
2
δi
[
J(κ)θi −D3S(Ẑ)(Ẑki , κ)
]]〉〉
=
1
2
2∑
i,j,m,n=1
ζiζjζmζn
(〈〈Ẑkiθp ,JẐkjkmkn〉〉+ 〈〈Ẑkikjθp ,JẐkmkn〉〉)− 12
2∑
i,j=1
ζiτj〈〈Ẑkiθp ,JẐkj 〉〉
− 1
2
2∑
i,j,m=1
ζiζjδm
(〈〈Ẑkiθp , 3JẐkjkm〉〉+ 2〈〈Ẑθpkm ,JẐkikj 〉〉+ 12
2∑
i,j=1
δiδj〈〈Ẑθpki , Ẑkj 〉〉
+
1
2
2∑
i,j,m=1
ζiζjζm〈〈J(ξ5)θm −D3S(Ẑ)(Ẑkm , ξ5), Ẑkikjθp〉〉 −
1
6
2∑
i=1
τi〈〈ξ5,LẐθpki〉〉
− 1
2
2∑
i,j=1
δiζj〈〈ξ5,LẐθpkikj 〉〉+
1
6
2∑
i,j,m=1
ζiζjζm〈〈ξ5,LẐθpkikjkj 〉〉 ,
=
1
6
2∑
i,j,m,n=1
ζiζjζmζn
(〈〈Ẑθpkikjkj , Ẑkn〉〉+ 3〈〈Ẑkiθp ,JẐkjkmkn〉〉+ 3〈〈Ẑkikjθp ,JẐkmkn〉〉)
− 2
3
2∑
i,j=1
ζiτj〈〈Ẑkiθp ,JẐkj 〉〉 −
1
2
2∑
i,j,m=1
ζiζjδm
(
3〈〈Ẑkiθp ,JẐkjkm〉〉+ 3〈〈Ẑθpkm ,JẐkikj 〉〉
)
+
1
2
2∑
i,j=1
δiδj〈〈Ẑθpki , Ẑkj 〉〉 −
1
2
2∑
i,j=1
δiζj〈〈J(ξ5)θj −D3S(Ẑ)(Ẑkj , ξ5), Ẑkiθp〉〉
+
1
2
2∑
i,j,m=1
ζiζjζm〈〈J(ξ5)θm −D3S(Ẑ)(Ẑkm , ξ5), Ẑkikjθp〉〉
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Finally, adding the remaining terms gives that〈〈
Ẑθp ,
2∑
i=1
[
− 1
6
τi
(
J(ξ5)θi −D3S(Ẑ)(Ẑki , ξ5)
)
+ ζi
(
J(Ψ)θi −D3S(Ẑ)(Ψ, Ẑki)
+
2∑
j=1
[
1
2
δj
(
D4S(Ẑ)(Ẑki , Ẑkj , ξ5) + D
3S(Ẑ)(Ẑkikj , ξ5)
)− 2
3
τjẐkikj
− ζj
(
1
2
D3S(Ẑ)(Ẑkikj , κ) +
1
2
D4S(Ẑ)(Ẑki , Ẑkj , κ)
+
2∑
m=1
(
δmJẐkikjkm +
1
6
ζm
(
D3S(Ẑ)(Ẑki,kj ,km , ξ5) + 3D
3S(Ẑ)(Ẑkikj , Ẑkm , ξ5)
+ 3D3S(Ẑ)(Ẑkikm , Ẑkj , ξ5) + 3D
3S(Ẑ)(Ẑkjkm , Ẑki , ξ5)
+ D5S(Ẑ)(Ẑki , Ẑkj , Ẑkm , ξ5)
)− 1
6
2∑
n=1
ζnẐkikjkmkn
))])
−1
2
δi
[
J(κ)θi −D3S(Ẑ)(Ẑki , κ)−
2∑
j=1
δjẐkikj
]]〉〉
=
2
3
2∑
i,j=1
ζiτj∂ki∂kjBp +
2∑
i,j,m=1
ζiζjδm∂ki∂kj∂kmBp −
1
2
2∑
i,j=1
δiδj∂ki∂kjBp −
1
6
2∑
i,j,m,n=1
∂ki∂kj∂km∂knBp .
This means that the vector H is given by
H = −2
3
D2kB(ζ, τ ) +
1
2
D2kB(δ, δ)−D3kB(ζ, ζ, δ) +
1
6
D4kB(ζ, ζ, ζ, ζ) .
Therefore, by projecting the vector PDE (4.33) into a scalar PDE by multiplying on the left by
ζ and defining V = UX gives the quartic KdV
a0VT + a1V
3VX + a2VXXX = 0 ,
with
a0 = ζ
T (DkA + DωB)ζ ,
a1 =
1
6ζ
T
(
D4kB(ζ, ζ, ζ, ζ) + 3D
2
kB(δ, δ)− 6D3kB(ζ, ζ, δ)− 4D2kB(ζ, τ )
)
,
a2 = ζ
TK .
4.5.5. Higher Order KdV Equation
The final equation to be derived in this chapter will be the higher order KdV, also referred to
as Lax’s fifth order KdV, given by
qT + q
2qX + α(qqXXX + 2qXqXX) + qXXXXX = 0 , (4.34)
for some constant α. This combination of higher order dispersion and increased nonlinearity,
as has been seen in previous studies into the water wave problem [28, 43, 55]. We now seek to
obtain this equation using the modulation approach.
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The ansatz that will be used in this case is based upon the ones used to derive the modified
and fifth order KdV equations, which will take the form
Z = Ẑθ + εζU − ε3Φ,k + ε2ζUX − ε4ΦX ,ω + ε4ζUT − ε7ΦT
)
+ ε3W (θ + ζU,X, T ),
with
Φ = δP (X,T ) + κUX − εα .
The slow variables are scaled as X = εx, T = ε5t and the functions P satisfies PX =
1
2U
2
X .
The vectors δ and κ satisfy the same matrix equations given in (4.9) and (4.14). As such, the
analysis proceeds under the assumptions that
det
[
DkB
]
= 0 , ζTD2kB(ζ, ζ) = 0 , ζ
TK = 0 ,
so that ζ, δ and κ exist.
We now substitute the ansatz into the Euler Lagrange equations and undertake the modu-
lation analysis. As the resulting equations from leading order to fourth order result admit the
same as those which appeared in the KdV analysis, these are omitted here. Instead, we focus
on the novelties of this analysis, resulting from the fifth order terms and above.
Fifth Order
The major changes induced by the new ansatz appear at fifth order in ε. The system may be
simplified to
L(W2 − U2UXX
2∑
i,j=1
ζiζj(ξ5)θiθj − UUXXX
2∑
i=1
ζi(ξ6)θi
)
=UXUXX
2∑
i=1
[
ζi
(
J(ξ5)θi −D3S(Ẑ)(Ẑkiξ5)− δiJẐki +
2∑
j=1
ζjJẐkikj
)− δiJẐki]
+ UXXXX
(
J(ξ6 −
2∑
i=1
κiẐki
)
.
Assessing solvability generates the equation
DkB(UXUXXδ + UXXXXκ) = UXUXXD
2
kB(ζ, ζ) + UXXXXK ,
which is met by the definitions of δ and κ. Using results from the modified and fifth order KdV
analyses, one may write the solution at this order as
W2 = κUXUXX + UXXXXξ7 + UUXXX
2∑
i=1
ζi(ξ6)θi + U
2UXX
2∑
i,j=1
ζiζj(ξ5)θiθj .
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Sixth Order
At this order, the terms generated by the ansatz give
L
(
W3 − UUXXXX
2∑
i=1
ζi(ξ7)θi + PUXX
2∑
i=1
δi(ξ5)θi + U
2
XX
2∑
i=1
κi(ξ5)θi
− U2UXXX
2∑
i,j=1
ζiζj(ξ6)θiθj − UUXUXX
2∑
i=1
ζi(κ)θi − U3UXX
2∑
i,j,m=1
(ξ5)θiθjθm
)
=U2XX
(
Jκ− 1
2
D3S(Ẑ)(ξ5, ξ5)
)
+ UXUXXX
(
Jκ+
2∑
i=1
J(ξ6)θi −D3S(Ẑ)(Ẑki , ξ6)
)
+ UXXXXXJξ7 .
All of the terms on the right hand side are solvable, as has been discussed in the Jordan chain
section §4.2.1. along with the results (4.11) and (4.12). In light of this, we can write the solution
of this equation as
W3 =U
2
XXΛ1 + UXUXXXΛ2 + UXXXXXξ8 + UUXXXX
2∑
i=1
ζi(ξ7)θi
− PUXX
2∑
i=1
δi(ξ5)θi − U2XX
2∑
i=1
κi(ξ5)θi
+ U2UXXX
2∑
i,j=1
ζiζj(ξ6)θiθj + UUXUXX
2∑
i=1
ζi(κ)θi + U
3UXX
2∑
i,j,m=1
(ξ5)θiθjθm ,
for Λi defined in (4.31).
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Seventh Order
At the final order of this analysis, one finds the equation
LW˜4 =UXT
2∑
i=1
(
MẐki + JẐωi
)
+ UXXXXXXJξ8
+ UXXUXXX
(
2JΛ1 + JΛ2 −D3S(Ẑ)(ξ5, ξ6)
+
2∑
i=1
κi
(
2J(ξ5)θi −D3S(Ẑ)(Ẑki , ξ5)−D3S(Ẑ)(Ẑθi , ξ6) +
2∑
j=1
ζjẐkikj
))
+ UXUXXXX
(
JΛ2 +
2∑
i=1
ζi
(
J(ξ7)θi −D3S(Ẑ)(Ẑki , ξ7)
)− 2∑
i,j=1
ζiκjJẐkikj
)
+ U2XUXX
2∑
i=1
[
− 1
2
δi
(
J(ξ5)θi −D2S(Ẑ)(ξ5, Ẑkj )
)
+ ζi
[
J(κ)θi −D3S(Ẑ)(κ, Ẑki)
−
2∑
j=1
(
3
2
δjJẐkikj +
1
2
ζjD
3S(Ẑ)(ξ5, Ẑkikj )
+
1
2
D4S(Ẑ)(ξ5, Ẑki , Ẑkj )−
1
2
2∑
m=1
ζmẐkikjkm
)]]
+
2∑
i=1
(αi)XXJẐki ,
(4.35)
where once again the tilde denotes the absorption of terms that may be shown to be solvable,
and so are not important to the subsequent analysis. We now consider the solvability of the
above system, which by using the results obtained in previous analyses generates the vector
PDE
(DkA + DωB)ζUXT +
1
2
(
D3kB(ζ, ζ, ζ)− 3D2kB(ζ, δ)
)
U2XUXX
+PUXUXXXX + QUXXUXXX + K5UXXXXXX + DkBαXX = 0 .
All that remains is to determine P and Q.
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We start by computing the elements of P. This gives
〈〈Ẑθp ,JΛ2 +
2∑
i=1
ζi
(
J(ξ7)θi −D3S(Ẑ)(Ẑki , ξ7)
)− 2∑
i,j=1
ζiκjJẐkikj 〉〉
=
2∑
i=1
ζi〈〈ξ7,LẐθpki〉〉+
2∑
i,j=1
ζiκj〈〈Ẑθp ,JẐkikj 〉〉 − 〈〈LẐkp ,Λ2〉〉 ,
=
2∑
i=1
ζi〈〈Jξ6, Ẑθpki〉〉 −
2∑
i,j=1
ζiκj
(〈〈JẐkj , Ẑθpki〉〉+ 〈〈Ẑθp ,JẐkikj 〉〉)
− 〈〈Ẑkp ,Jκ+
2∑
i=1
ζi
(
J(ξ6)θi −D3S(Ẑ)(ξ6, Ẑki)
)〉〉 ,
=
2∑
i,j=1
ζiκj∂ki∂kjBp −
2∑
i=1
ζi〈〈ξ6,LẐkikp〉〉 − 〈〈Ẑkp ,Jκ〉〉 ,
=
2∑
i,j=1
ζiκj∂ki∂kjBp −
2∑
i=1
ζi〈〈Jξ5, Ẑkikp〉〉 − 〈〈Ẑkp ,Jκ〉〉 .
(4.36)
To continue the manipulation, one has to project using ζ:
2∑
p=1
ζp〈〈Ẑθp ,JΛ2 +
2∑
i=1
ζi
(
J(ξ7)θi −D3S(Ẑ)(Ẑki , ξ7)
)− 2∑
i,j=1
ζiκjJẐkikj 〉〉
=
2∑
i,j,p=1
ζiζpκj∂ki∂kjBp −
2∑
i,p=1
ζi〈〈Jξ5, Ẑkikp〉〉+
2∑
p=1
ζp〈〈Lξ5, κ〉〉 ,
=ζTDkB(ζ,κ)−
2∑
i,p=1
ζi〈〈Jξ5, Ẑkikp〉〉
+
2∑
p=1
ζp〈〈ξ5,J(ξ5)θp −D3S(Ẑ)(ξ5, Ẑkp) +
2∑
i=1
ζiJẐkikp〉〉
−
2∑
p=1
δp〈〈ξ5,JẐkp〉〉 ,
=ζTDkB(ζ,κ) + δ
TK
+
2∑
p=1
ζp〈〈ξ5,J(ξ5)θp −D3S(Ẑ)(ξ5, Ẑkp) + 2
2∑
i=1
ζiJẐkikp〉〉 .
(4.37)
The argument now is that the remaining inner product term is −ζTDkKζ. This cannot formally
be shown as neither (ξ6)ki or (ξ5)ki exist in the domain of L except in the limit as δ → 0. Indeed,
consider the definition of κ:
Lκ =
2∑
i=1
ζi
(
J(ξ5)θi −D3S(Ẑ)(Ẑki , ξ5) +
2∑
j=1
ζjJẐkikj
)
− δiJẐki .
Now, in the limit as δ → 0 the final term vanishes. If one then considers the definition of ξ5,
Lξ5 =
2∑
i=1
ζiJẐki ,
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and take the kj derivative under the assumption that (ξ5)kj ∈ dom(L), then one would obtain
L(ξ5)kj = J(ξ5)θi −D3S(Ẑ)(Ẑki , ξ5) +
2∑
j=1
ζjJẐkikj .
Therefore, by direct comparison, one is able to notice that
lim
δ→0
κ =
2∑
i=1
ζi(ξ5)ki .
If this is used in the final line of (4.36), the inner product in this limit would be
2∑
i,j=1
ζiκj∂ki∂kjBp −
2∑
i=1
ζi
(〈〈Jξ5, Ẑkikp〉〉+ 〈〈Ẑkp ,J(ξ5)ki〉〉)
=
2∑
i,j=1
ζiκj∂ki∂kjBp −
2∑
i=1
ζi∂ki〈〈Jξ5, Ẑkp〉〉 =
2∑
i,j=1
ζiκj∂ki∂kjBp −
2∑
i=1
ζi∂ki〈〈ξ6,JẐθp〉〉
=
2∑
i,j=1
ζiκj∂ki∂kjBp −
2∑
i=1
ζi∂kiKi .
However, at that stage of the calculation it is not clear what the δ dependence of the coefficient
should be. This is made clear in the last line of (4.37), where the δ terms are isolated into a
single expression. Therefore, the inner product on the last line of (4.37) must be −ζTDkKζ and
thus
ζTP = ζTDkKζ − ζTD2kB(ζ,κ)− δTK .
For the other coefficient, Q, we consider its projection as well to find that
−ζTQ =
2∑
p=1
ζp〈〈Ẑθp , 2JΛ1 + JΛ2 −D3S(Ẑ)(ξ6, ξ5)
−
2∑
i=1
κi
(
2J(ξ5)θi −D3S(Ẑ)(Ẑki , ξ5)−D3S(Ẑ)(Ẑθi , ξ6) +
2∑
j=1
ζjẐkikj
)〉〉
=
2∑
p=1
ζp〈〈Ẑθp , 2JΛ1 + JΛ2 −D3S(Ẑ)(ξ6, ξ5)〉〉
−
2∑
i=1
κi
(〈〈Ẑθp ,J(ξ5)θi −D3S(Ẑ)(Ẑθi , ξ6)〉〉+ 〈〈Ẑθp ,J(ξ5)θi −D3S(Ẑ)(Ẑki , ξ5) + 2∑
j=1
ζjẐkikj 〉〉
)〉〉
We first note that
〈〈Ẑθp ,J(ξ5)θi −D3S(Ẑ)(Ẑθi , ξ6)〉〉 = 0 ,
since
L(ξ6)θi = J(ξ5)θi −D3S(Ẑ)(Ẑθi , ξ6) .
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Additionally, one can also notice that
〈〈Ẑθp ,J(ξ5)θi −D3S(Ẑ)(Ẑki , ξ5) +
2∑
j=1
ζjẐkikj 〉〉 = −∂ki∂kjBp ,
as was computed in the KdV analysis. This means that
−ζTQ =
2∑
p=1
ζp〈〈Ẑθp , 2JΛ1 + JΛ2 −D3S(Ẑ)(ξ6, ξ5)
−
2∑
i=1
κi
(
2J(ξ5)θi −D3S(Ẑ)(Ẑki , ξ5)−D3S(Ẑ)(Ẑθi , ξ6) +
2∑
j=1
ζjẐkikj
)〉〉
=
2∑
i,j,p=1
ζiζpκjBp
+
2∑
p=1
ζp
(
− 2〈〈Ẑkp ,Jκ−
1
2
D3S(Ẑ)(ξ5, ξ5)〉〉 − 〈〈Ẑkp ,Jκ+
2∑
i=1
ζi
(
J(ξ6)θi −D3S(Ẑ)(Ẑki , ξ6)
)〉〉
+ 〈〈Ẑθp ,−D3S(Ẑ)(ξ5, ξ6)〉〉
)
,
=
2∑
i,j,p=1
ζiζpκjBp − 〈〈ξ5,Lκ−
2∑
i=1
ζi
(
J(ξ5)θi +
2∑
j=1
ζjJẐkikj
)
+
2∑
i=1
δiJẐki〉〉
−
2∑
p=1
(
3ζp〈〈Ẑkp ,Jκ〉〉+
2∑
i=1
ζi〈〈Ẑkp ,J(ξ6)θi −D3S(Ẑ)(Ẑki , ξ6)〉〉+ 〈〈Ẑθp ,−D3S(Ẑ)(ξ5, ξ6)〉〉
)
,
=
2∑
i=1
δiKi +
2∑
i,j,p=1
ζiζpκjBp −
2∑
p=1
〈〈ξ6,
2∑
i,p=1
JẐkiθp −D3S(Ẑ)(ξ5, Ẑθp)〉〉+
2∑
i,j=1
〈〈ξ5,JẐkikj 〉〉
−
2∑
p=1
(
2ζp〈〈Ẑkp ,Jκ〉〉+
2∑
i=1
ζi〈〈Ẑkp ,J(ξ6)θi −D3S(Ẑ)(Ẑki , ξ6)〉〉+ 〈〈Ẑθp ,−D3S(Ẑ)(ξ5, ξ6)〉〉
)
,
=
2∑
i=1
δiKi +
2∑
i,j,p=1
ζiζpκjBp − 2
2∑
p=1
ζp
(
〈〈Ẑkp ,Jκ〉〉+
2∑
i=1
ζi〈〈Jξ5, Ẑkikp〉〉
)
,
=3δTK + ζTD2kB(ζ,κ)− 2ζTDkKζ .
Therefore, the final scalar PDE in terms of V = UX is given by
a0VT + a1V
2VX + a2V VXXX + a3VXVXX + a4VXXXXX = 0 ,
with
a0 = ζ
T (DkA + DωB)ζ ,
a1 =
1
2ζ
T
(
D3kB(ζ, ζ, ζ)− 3D2kB(ζ, δ)
)
,
a2 = ζ
TDkKζ − ζTD2kB(ζ,κ)− δTK ,
a3 = 2ζ
TDkKζ − 3δTK− ζTD2kB(ζ,κ) ,
a4 = ζ
TK5 .
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One can also see that a2 = 2a3, since
δTK = δTDkBκ = κ
TDkBδ = κ
TD2kB(ζ, ζ) .
4.6. Example - Stratified Shallow Water Revisited
We revisit the stratified shallow water system given in section 3.8. to illustrate how the models
detailed in this chapter emerge. We recall that the conservation laws evaluated along the uniform
flow solution for this system are given by
A =
(
ρ1η0
ρ2χ0
)
, B =
(
ρ1k1η0
ρ2k2χ0
)
,
where the thicknesses are given by
η0 =
1
ρ1
(R1 −R2) + rω2 − ω1 + 12(rk22 − k21)
g(1− r) , χ0 =
R2 −R1 + ω1 − ω2 + 12(k21 − k22)
g(1− r) ,
and r = ρ2ρ1 < 1.
The primary criticality condition, det
[
DkB
]
= 0 leads to the condition
(1− F 21 )(1− F 22 ) = r ,
for
F 21 =
k21
gη0
, F 22 =
k22
gχ0
.
We assume this is met, and allows one to define the eigenvector
ζ =
(
−ρ2k1k2
gρ1η0(1− r − F 21 )
)
.
4.6.1. Criticality Leading to Codimension Two Systems
The easiest equations to obtain are the codimension two equations, since the majority of the
coefficients for these have been computed in §3.8.. We provide the details for the computation
of the additional coefficients required to generate the fifth order and modified KdV equations.
Fifth Order KdV Equation
In addition to the singularity condition of DkB, the Jordan chain must be extended to length
six. This occurs when
ζTK = gρ21η
2
0χ0(1− r − F 21 )
[
a11r(1− F 22 )− 2ra12 + (1− F 21 )a22
]
= 0 , (4.38)
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Figure 4.3: An illustration of how the criticality leading to the fifth order KdV may be met
for η0 = 4, χ0 = 10. The green surface indicates the surface on which DkB is singular and the
orange one represents (4.38). Their intersection is highlighted with a red line, with the fifth
order KdV being the emergent modulation equation along it.
which occurs when the square bracket vanishes. In particular,this means that
(1− F 21 )a22 − ra12 = ra12 − a11r(1− F 22 ) .
In general, this condition coupled with the singularity of DkB forms a critical surface in the
parameter space, but may be visualised in (k1, k2, r)-space by fixing η0, χ0 as has been done in
figure 4.3. When these conditions are met one is able to define κ as
κ = − 1
gρ1η0(1− r − F 21 )
(
ρ1k1T1
0
)
,
with T1 defined in B.17.
We may compute the new coefficient of dispersion using the relation (4.3). The first term of
this, using the results from appendix B.2., gives that
〈〈ξ5,Jξ6〉〉 = ρ1ζ
2
2k
2
2(ra11(1− F 22 )− ra12)2
g3ρ22(1− r)(1− r − F 21 )2
(
F 22 (1− F 21 )2 + rF 21
)
,
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In the calculation of the above, it has been used that at the criticality (4.38) one can write
T1 =
ζ2k2F
2
2 (1− F 21 )
gρ2(1− r − F 21 )
(
a11r(1− F 22 )− ra12
)
,
T2 =
ζ2k2F
2
1
gρ2(1− r − F 21 )
(
a11r(1− F 22 )− ra12
)
.
The other component needed for the calculation of the dispersion coefficient is
κTK =
ρ1F
2
1 ζ
2
2k
2
2(a11r(1− F 22 )− ra12)2
g3ρ22(1− r)(1− r − F 21 )
.
Combining this and the previous result gives that
ζTK5 = − ρ1ζ
2
2k
2
2(ra11(1− F 22 )− ra12)2
g3ρ22(1− r)(1− r − F 21 )2
(
F 22 (1− F 21 )2 + rF 21
)
− ρ1F
2
1 ζ
2
2k
2
2(a11r(1− F 22 )− ra12)2
g3ρ22(1− r)(1− r − F 21 )
=− ρ
3
1η
2
0χ0
ρ22
(1− r − F 21 )(ra11(1− F 22 )− ra12)2 .
Therefore, the fifth order KdV is given by
a0VT + a1V VX + a2VXXXXX = 0 ,
with
a0 = ρ2χ0
(
k1
gη0
(1− F 22 ) + k2gχ0 (1− F 21 )
)
,
a1 = −32ρ1ρ2k2
(
χ0r(1− F 22 )F 21 − η0(1− F 21 )2F 22
)
,
a2 = −ρ1χ0g2ρ22 (ra11(1− F
2
2 )− ra12)2 .
(4.39)
We note here that the seventh order KdV is not obtainable from this system. This is because
the condition a11(1 − F 22 ) − a12 = 0 required for this would lead to ξ6 = 0, and so the Jordan
chain degenerates entirely.
Modified KdV Equation
The additional criticality that must be met for the modified KdV to emerge is
ζTB(ζ, ζ) = 3g2ρ31ρ2k2η
2
0(1− r)2(1− r − F 21 )
(
χ0r(1− F 22 )F 21 − η0(1− F 21 )2F 22 )
)
= 0 .
This occurs when the term within the largest bracket vanishes. This occurs when
χ0r(1− F 22 )F 21 = η0(1− F 21 )2F 22 . (4.40)
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Figure 4.4: An illustration of how the criticality leading to the modified KdV may be met for
η0 = 10, χ0 = 20. The green surface indicates the surface where (3.60) holds and the blue one
represents (4.40). Their intersection is highlighted with a blue line, with the modified KdV
being the emergent modulation equation along it.
When this condition is combined with the singularity of DkB, one obtains
χ0F
2
1 (1− F 22 )2 = η0F 22 (1− F 21 ) . (4.41)
This criticality is visualised in figure 4.4. To compare to the emergence of the mKdV in the
existing literature, such as [31,55], we have to take the limit as the velocities tend to zero. This
is because the mKdV obtained in these works is from the zero velocity flow. Thus by analysing
(4.40) in the case where the velocities tend to zero at the same rate so that that
∣∣∣k1k2 ∣∣∣ → 1, we
have from (4.40) that
rχ0
η0
= lim
k1, k2→0
(
k22η0
k21χ0
(1− F 21 )2
(1− F 22 )
)
=
η0
χ0
.
Thus we recover
ρ1χ
2
0 = ρ2η
2
0 ,
matching the literature. When this is met, the vector δ can then be found to be
δ =
ρ2k1
gη0(1− r − F 21 )
(− 3ρ2k21k22 − 2gρ2k22η0(1− r − F 21 ) + g2ρ1η20(1− r − F 21 )2)
(
1
0
)
.
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The coefficient of the cubic nonlinearity may now be computed. The first term considered is
ζTD3kB(ζ, ζ, ζ) =
3
g(1− r)(2ρ2ζ
2
1ζ
2
2 − ρ1ζ41 − ρ2ζ42 ) ,
=
3ρ1ζ
4
2
g(1− r)
(
(1− F 21 )(2r − 1 + F 21 )− r
)
.
The other term appearing in this coefficient is given by
δTDkBδ =
ζ42ρ1r
2χ0
g(1− r)η0(1− r − F 21 )2
(
2(1− r) + F 21F 22
)2
.
Combining these gives
ζTD3kB(ζ, ζ, ζ)− 3δTDkBδ = − 3g3ρ22ρ31χ0η30(1− r − F 21 )2
(
F 21F
2
2 + 4(F
2
1 + F
2
2 )
)
.
Therefore, by using the coefficient computed above as well as those calculated in §3.8. the
modified KdV is given by
a0VT + a1V
2VX + a3VXXX = 0 ,
with
a0 = ρ2
(
k1
gη0
(1− F 22 ) + k2gχ0 (1− F 21 )
)
,
a1 = −34gρ1ρ2η0F 22 (1− F 21 )
(
F 21F
2
2 + 4(F
2
1 + F
2
2 )
)
,
a2 = − 12g
(
a11r(1− F 22 )− 2ra12 + (1− F 21 )a22) .
The cubic coefficient is negative for all velocities and fluid thicknesses so long as F 21 < 1, which
agrees with the literature [31,55,40], however the agreement in the value of this coefficient and
the literature in the zero velocity limit is not clear. Another note to make here is that the
coefficient of the cubic term does not vanish for physical parameters, and so the quartic KdV
cannot be obtained for the stratified shallow water system.
4.6.2. Criticality Leading to Codimension Three Equation
The two layered shallow water system affords the opportunity to obtain codimension three
models due to its large parameter space. We detail the emergence of the remaining models
discussed in this chapter, using many of the coefficients computed for the other PDEs.
Sixth Order Two-Way Boussinesq Equation
In order for this model to emerge, we require the criterion for the fifth order KdV (4.38) be met,
in addition to that which leads to the two way Boussinesq (3.80). This is visualised in figure
4.5. The majority of the coefficients have been computed above and in the previous chapter,
and the only coefficient left to compute is the mixed dispersive term.
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Figure 4.5: An illustration of how the criticality leading to the sixth order two-way Boussinesq
may be met for η0 = 6, χ0 = 18. The green surface indicates the surface on which DkB
is singular, the orange one represents (4.38) and the celadon surface corresponds to (3.80).
Their pairwise intersection is highlighted with black and red lines, with the intersection of these
corresponding to points where the sixth order two-way Boussinesq emerges.
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We begin by computing the expression
ζT (DkA + DωB)κ = κ
TDkBγ ,
=− ρ1ζ
2
2 (ra11(1− F 21 )− ra12)
g2(1− r)ρ2η0(1− r − F 21 )
(
k2η0(1− r − F 21 )− k1χ0(1− r − F 22 )
)
.
The next expression needed is related to T, and we find by using (4.7) that
ζTT = − γTK− 2
2∑
i=1
ζi〈〈ξ5, (JẐωi + MẐki)〉〉 ,
= − κTDkBγ − 2
2∑
i=1
ζi〈〈ξ5, (JẐωi + MẐki)〉〉 ,
=
ρ1ζ
2
2 (ra11(1− F 21 )− ra12)
g2(1− r)ρ2η0(1− r − F 21 )
(
k2η0(1− r − (1− 2r)F 21 )− k1χ0(1− r − (1− 2r)F 22 )
)
.
Therefore
ζTT− ζT (DkA + DωB)κ =− 4ρ
3
1k1χ0η0(1− r − F 21 )(1− F 22 )
ρ2
(ra11(1− F 21 )− ra12) .
This then gives the sixth order two-way Boussinesq as
a0VTT +
(
a1V
2 + a2VXT + a3VXXXX
)
XX
= 0 ,
with
a0 =
4k1k2
g2η0χ0
− 1−F 21gχ0 −
1−F 22
gη0
,
a1 = −3ρ1k12χ0
(
rχ0(1− F 22 )F 21 − η0(1− F 21 )F 22
)
a2 =
4ρ1k1(1−F 22 )
g2ρ22
(ra11(1− F 21 )− ra12) ,
a3 =
ρ1
g2ρ32
(ra11(1− F 22 )− ra12)2 .
Non-Reduction - Modified Two-Way Boussinesq Equation
The next reduction we attempt to obtain is the modified two-way Boussinesq, which required
the criterion for both the modified KdV equation and the two-way Boussinesq equation to be
met simultaneously. This cannot be achieved physically, since the three conditions required are
(1− F 21 )(1− F 22 ) = r ,
k1
χ0
(1− F 22 ) + k2η0 (1− F 21 ) = 0 ,
rχ0F
2
1 (1− F 22 )− η0F 22 (1− F 21 )2 = 0 .
The first and last can be combined to eliminate r, giving
χ0F
2
1 (1− F 22 )2 = η0F 22 (1− F 21 ) ,
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Figure 4.6: An illustration of how the criticality leading to the higher order KdV equation may
be met for η0 = 3, χ0 = 9. The green surface indicates the surface on which DkB is singular,
the blue one represents (4.40) and the orange surface (4.38). Their pairwise intersection is
highlighted with red and blue lines, with the higher order KdV equation being the emergent
modulation equation where these lines intersect.
And the second can be rearranged to give
(1− F 22 ) = −
u2η0
u1χ0
(1− F 21 ) , ⇒ (1− F 22 )2 =
F 22 η0
F 21χ0
(1− F 21 )2 .
Combining these results gives that
1− F 21 = 0, 1 , ⇒ r = 0 or u1 = 0, u2 = 0, r = 1 .
These are unphysical as there is a loss of stratification, and so the modified two-way Boussinesq
cannot emerge from the two layered shallow water problem.
Higher Order KdV Equation
For the higher order KdV equation to emerge, we require that both (4.38) and (4.40) hold
simultaneously, a scenario pictured in figure 4.6. The majority of coefficients for this system
have been computed for the other nonlinear PDEs, and so the only coefficients that are required
are those appearing on the quadratic nonlinearities. These are calculated below.
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The first part of the coefficient considered is
δTK =δDkBκ =
ζ2k1k2
g3(1− r)2ρ2η0(1− r − F 21 )
(
a11r(1− F 22 )− ra12
)(− 3ρ1k1ζ21 + 2ρ2k2ζ1ζ2 + ρ2k1ζ22) ,
=− k2ζ
3
2 (1− F 21 )
g2(1− r)(1− r − F 21 )
(
a11r(1− F 22 )− ra12
)(
2(1− r) + F 21F 22
)
.
To compute the remaining part of these coefficients, we use the final line of (4.37), giving
ζTDkKζ = −
2∑
i=1
〈〈ξ5,J(ξ5)θi −D3S(Ẑ)(Ẑki , ξ5) +
2∑
j=1
JẐkikj 〉〉
=
2ζ32k2
g2r(1− r)(1− r − F 21 )
(
a11r(1− F 22 )− ra12
)(
F 22 (1− F 21 )2 + rF 21
)
Combining these gives that
ζTDkKζ − 2δTK = 6gρ
4
1k2η
3
0χ0
ρ2
(1− r − F 21 )2(1− F 21 )
(
a11r(1− F 22 )− ra12
)
.
Similarly, one also finds
2ζTDkKζ − 3δTK− ζTD2kB(ζ,κ) =2
(
ζTDkKζ − 2δTK
)
,
=
12gρ41k2η
3
0χ0
ρ2
(1− r − F 21 )2(1− F 21 )
(
a11r(1− F 22 )− ra12
)
.
Thus, the relevant higher order KdV equation is given by
a0VT + a1V
2VX + a2V VXXX + a3VXVXX + a4VXXXXX = 0 ,
with
a0 =
k1
gη0
(1− F 22 ) + k2gχ0 (1− F 21 ) ,
a1 = −34gρ1η0F 22 (1− F 21 )
(
F 21F
2
2 + 4(F
2
1 + F
2
2 )
)
,
a2 = − 3ρ
2
1η0
gρ22χ0
k2F
2
2 (1− F 21 )2
(
a11r(1− F 22 )− ra12
)
,
a3 = − 6ρ
2
1η0
gρ22χ0
k2F
2
2 (1− F 21 )2
(
a11r(1− F 22 )− ra12
)
,
a4 = − ρ1g2ρ32
(
ra11(1− F 22 )− ra12
)2
.
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To further illustrate how the PDEs derived in this chapter arise, we return to the coupled NLS
equation (3.57). For this system, the conservation laws were found to be
A =
1
2β
(
β22(α1k
2
1 + ω1)− β12(α2k22 + ω2)
β11(α2k
2
2 + ω2)− β21(α1k21 + ω1)
)
,
B =
1
β
(
α1k1
(
β22(α1k
2
1 + ω1)− β12(α2k22 + ω2)
)
α2k2
(
β11(α2k
2
2 + ω2)− β21(α1k21 + ω1)
)) .
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where the amplitudes |A0|2, |B0|2 were given by
|A0|2 = 1
β
(
β22(α1k
2
1 + ω1)− β12(α2k22 + ω2)
)
, |B0|2 = 1
β
(
β11(α2k
2
2 + ω2)− β12(α1k21 + ω1)
)
.
The primary criticality condition, det
[
DkB
]
= 0 leads to the condition
(1 + β22E
2
1)(1 + β11E
2
2) = β
2
12E
2
1E
2
2 ,
for
E21 =
2α1k
2
1
β|A0|2 , E
2
2 =
2α2k
2
2
β|B0|2 .
We assume in the discussion below that this is met, which allows one to define the eigenvector
associated with the zero eigenvalue of DkB as
ζ =
(
2α1α2k1k2β12
β
α1|A0|(1 + β22E21)
)
.
4.7.1. Criticality Leading to Codimension Two Systems
Fifth Order KdV Equation
For the fifth order to emerge, the dispersive term in the KdV equation must vanish. This occurs
when
α1|B0|2(β22 + βE22) + α2|A0|2(β11 + βE21) = 0 . (4.42)
This criticality is visualised in figure 4.7. When this is met, one may find the vector κ as
κ = − 2k1γ
(1 + β22E21)
(
1
0
)
,
for γ defined in (B.10).
All that remains is to compute the coefficient of the fifth order dispersive term. The first
component we compute is
〈〈ξ5,Jξ6〉〉 =− ζ
2
2α
2
1α2E
2
2 |B0|2
4β2|A0|4(1 + β22E21)2
[
β22 + βE
2
2 + βE2(1 + β11E
2
1)
]
,
where it has been used that at the criticality for the fifth order KdV
γ =
ζ2α2β12k2
2β2|A0|4|B0|2(1 + β22E21)
[
(β11 + βE
2
1)α2|A0|2 + α1β22|B0|2
]
,
=− ζ2α2β12k2
2β2|A0|4|B0|2(1 + β22E21)
[
α1βE
2
2 |B0|2
]
,
δ =
ζ2α2k2
2β2|A0|2|B0|4(1 + β22E21)
[
α1β(1 + β11E
2
2)|B0|2
]
.
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Figure 4.7: An illustration of how the criticality leading to the fifth order KdV equation may
be met for |A0|2 = 2, |B0|2 = 4, α1 = 1, α2 = −1, β11 = β22 = 1. The green surface indicates
the surface on which (3.60) is met and the blue one represents (4.42) . Their intersection is
highlighted with a red line.
The other component that needs to be considered is given by
κTDkBκ =
ζ22α
2
1α2E
2
2 |B0|2(1 + β11E22)
4β|A0|4(1 + β22E21)2
.
These two components combine to give
ζTK5 =− ζ
2
2α
2
1α2|B0|2E22(β22 + βE22)
4β2|A0|4(1 + β22E21)2
,
=− α
3
1α
2
2|A0|2(1 + β22E21)
4β2
.
Therefore, the relevant fifth order KdV for the coupled NLS system is given by
a0VT + a1V VX + a2VXXXXX = 0 ,
with
a0 = |B0|2(β22 + βE22)k1 + |A0|2(β11 + βE21)k2 ,
a1 = 3α1α2k2|A0|2
(|A0|2(β11 + βE21)(1 + β22E21)− β12|B0|2(1 + β11E22)) ,
a2 = −α1α28β .
This highlights again that the seventh order KdV cannot arise from this system. This is because
if either one of the αi are zero then the Jordan chain element ξ6 vanishes, and the chain is
degenerate.
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Figure 4.8: An illustration of how the criticality leading to the modified KdV equation may
be met for |A0|2 = 20, |B0|2 = 15, α1 = 1, α2 = 32 , β11 = −12 , β22 = −1. The green surface
indicates the surface on which DkB is singular and the magenta one represents (4.43) . Their
intersection is highlighted with a blue line.
Modified KdV Equation
For the modified KdV to emerge in this setting, we must impose that
ζTB(ζ, ζ) =
6α31α
2
2k2|A0|4(1 + β22E21)
β
(
|A0|2(1+β22E21)(β11+βE21)−|B0|2(1+β11E22)β12
)
= 0 .
This occurs when the term within the largest bracket vanishes. Therefore,
|A0|2(1 + β22E21)(β11 + βE21)− |B0|2(1 + β11E22)β12 = 0, . (4.43)
This criticality is visualised in (4.8 When this is met, the vector δ can then be found to be
δ =
2α21α2k1
ββ12
(
2β12|B0|2(β22 + βE22) + β|A0|2(1 + β22E21)2
)(1
0
)
.
The coefficient of the cubic nonlinearity may now be computed. The first term considered is
ζTD3kB(ζ, ζ, ζ) =
6
β
(α21β22ζ
4
1 + α
2
2β11ζ
4
2 − 2α1α2β12ζ21ζ22 ) ,
=
6α22ζ
4
2
β212
(
βE21(1 + β22E
2
1) + (β11 + βE
2
1)
)
.
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The other term appearing in this coefficient is given by
δTDkBδ =
2α22E
2
1ζ
4
2
β212β|A0|4(1 + β22E21)3
(
2β12|B0|2(β22 + βE22) + |A0|2β(1 + β22E21)2
)2
,
Combining these gives
ζTD3kB(ζ, ζ, ζ)− 3δTDkBδ
=
6α22ζ
4
2
β212β|A0|4(1 + β22E21)3
(
|A0|4
(
β2E21(1 + β22E
2
1)
4
+ β(β11 + βE
2
1)(1 + β22E
2
1)
3 − β2E21(1 + β22E21)3
)
+ 4E21β12β|A0|2|B0|2(1 + β22E21)2(β22 + βE22) + 4E21β212(β22 + βE22)2
)
,
= − 6α
2
2α
4
1|A0|4(1 + β22E21)2
β212β
(
3|A0|2β(1 + β22E21)2 + 4|B0|2β12(β22 + βE22)
)
× (|A0|2(β11 + βE21)) .
This may be further simplified by noting that
(β11 + βE
2
1)(β22 + βE
2
2) = β11β22(1 + β22E
2
1)(1 + β11E
2
2) + β
4
12E
2
1E
2
2
− β212(β22E21(1 + β11E22) + β11E22(1 + β22E21)) ,
=− β212(βE21E22 + β11E22 + β22E21) = β212 ,
and thus
ζTD3kB(ζ, ζ, ζ)− 3δTDkBδ
=
6α22α
4
1β12|A0|6|B0|2(1 + β22E21)2
β
(
3(β22E
2
1 + β11E
2
2)− 1
)
.
Therefore, by using the coefficient computed above as well as those calculated in §3.7. the
modified KdV is given by
a0VT + a1V
2VX + a3VXXX = 0 ,
with
a0 = |B0|2(β22 + βE22)k1 + |A0|2(β11 + βE21)k2 ,
a1 =
3
2α2α
2
1β12|A0|2|B0|2(1 + β22E21)
(
3(β22E
2
1 + β11E
2
2)− 1
)
,
a2 =
1
4
(
α2|A0|2(β11 + βE21) + α1|B0|2(β22 + βE22)
)
.
4.7.2. Criticality Leading to Codimension Three Systems
The details of the calculations assessing criticality and determining the coefficients for the codi-
mension three systems discussed in this chapter for the coupled NLS equations are now given.
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Figure 4.9: An illustration of how the criticality leading to the sixth order two-way Boussinesq
equation may be met for |A0|2 = 3, |B0|2 = 6, α1 = 12 , α2 = −13 , β11 = β22 = 1. The green
surface indicates the surface on which DkB is singular, the orange one represents (3.67) and the
blue surface (4.42). Their pairwise intersection is highlighted with black and blue lines, with the
sixth order two-way Boussinesq equation being the emergent modulation equation where these
lines intersect.
Sixth Order Boussinesq Equation
For the sixth order two-way Boussinesq equation to emerge, both the conditions (3.67) and (4.42)
need to hold simultaneously. This can be realised, as is pictured in figure 4.9. In scenarios where
such a criticality is met, one may already use many of the previously computed coefficients to
construct the relevant modulation equation in this case. All that remains to to compute the
coefficient of the mixed dispersion.
The first expression considered is
ζT (DkA + DωB)κ =γ
TDkBκ ,
=
ζ22α1α2E
2
2
2β|A0|4(1 + β22E21)2
(
k2β11|A0|2(1 + β22E21))− k1β22|B0|2(1 + β11E22)
)
.
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The only other component required is
ζTT =− γTK− 2
2∑
i=1
ζi〈〈ξ5,JẐωi + MẐki〉〉 ,
=− γTDkBκ+ 2
2∑
i=1
〈〈ξ6,MẐθi〉〉 ,
=− ζ
2
2α1α2E
2
2
2β|A0|4(1 + β22E21)2
(
k2β11|A0|2(1 + β22E21)− k1β22|B0|2(1 + β11E22)
)
+ 2ζ1γ|A0|2 + 2ζ2δ|B0|2 ,
=− ζ
2
2α1α2E
2
2
2β|A0|4(1 + β22E21)2
(
k2|A0|2(β11 + βE21)− k1|B0|2(β22 + βE22)
)
+
α1α2k2ζ
2
2
2β2|A0|4(1 + β22E21)2
(− 2α2k1k2β212E22 + β|A0|2(1 + β22E21)(1 + β11E22)) .
Therefore, the full coefficient of the mixed dispersive term is given by
ζTT− ζT (DkA + DωB)κ = 2α
3
1k2α2|A0|2(1 + β22E21)
β
.
Therefore, the resulting sixth order two-way Boussinesq is given by
a0VTT +
(
a1V
2 + a2VXT + a3VXXXX
)
XX
= 0 ,
with
a0 =
1
2
(
α1|A0|2(β11 + βE21) + α2|B0|2(β22 + βE22) + 8α1α2k1k2
)
,
a1 = 6α
2
1α
2
2k2|A0|2
(|A0|2(β11 + βE21)(1 + β22E21)− β12|B0|2(1 + β11E22)) ,
a2 = 2α
2
1α2k2 ,
a3 = −α
2
1α
2
2
4β .
Modified Two-Way Boussinesq Equation
For this equation to emerge, we need the criterion for the fifth order KdV (4.42) and the two-way
Boussinesq (3.67) to arise to hold simultaneously. A scenario of when this is achieved is visualised
in figure 4.10. As most of the coefficients needed for this equation have been computed for other
examples, all that is required is to compute the coefficients for the quadratic nonlinearities.
Many of the coefficients for this system have been computed for the previous systems, however
the coefficient of the mixed nonlinear term needs computing. To do this, one needs the tensor
D2kA =
1
β
(
α1β22 0
−α1β12 0
0 −α2β12
0 α2β11
)
.
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Figure 4.10: An illustration of how the criticality leading to the modified two-way Boussinesq
equation may be met for |A0|2 = |B0|2 = 20, α1 = 2, α2 = 1, β11 = −1, β22 = −12 . The green
surface indicates the surface on which (3.60) is met and the blue one represents (4.42) . Their
intersection is highlighted with a red line.
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Using this generates
ζTD2kA(ζ, ζ) =
ζ32α2
β
(
2α2k1k2
|A0|2 − E
2
1
)
.
Similarly, one finds that
ζTDkDωB(ζ, ζ) =
ζ32α2
β
(
2α2k1k2
|A0|2 − E
2
1
)
.
The next component required is given by
ζTD2kB(ζ,γ) =
α2ζ
3
2
|A0|2β212β(1 + β22E21)2
(
2β12|B0|2(β22 + βE22) + |A0|2β(1 + β22E21)2
)
×
(
(β11 + βE
2
1)−
2α2k1k2β
2
12
|A0|2β + β11(1 + β22E
2
1)
)
.
Similarly, one finds
ζT (DkA + DωB)δ =
α2ζ
3
2
|A0|2β212β(1 + β22E21)2
(
2β12|B0|2(β22 + βE22) + |A0|2β(1 + β22E21)2
)
×
(
(β11 + βE
2
1)−
2α2k1k2β
2
12
|A0|2β + β11(1 + β22E
2
1)
)
.
These are then combined to give
ζTDkDωB(ζ, ζ)− ζTD2kB(ζ,γ)
= − 2β12α2α
2
1|A0|4|B0|2(1 + β22E21)
β
.
Similarly, one finds
ζTD2kA(ζ, ζ) + ζ
TDkDωB(ζ, ζ)− ζTD2kB(ζ,γ)− ζT (DkA + DωB)δ)
= − 4β12α2α
2
1|A0|4|B0|2(1 + β22E21)
β
.
Therefore the relevant modified two-way Boussinesq as
a0VTT +
(
a1V
3 + a2VXX
)
XX
+ a3(V VT )X + a4(VX∂
−1
X VT )X = 0 ,
with
a0 =
1
2
[
α1|A0|2(β11 + βE21) + α2|B0|2(β22 + βE22) + 8α1α2k1k2
]
,
a1 = α
2
2α
3
1β12|A0|2|B0|2(1 + β22E21)
(
3(β22E
2
1 + β11E
2
2)− 1
))
,
a2 =
α1α2
2
(
α2|A0|2(β11 + βE21) + α2(β22 + βE22)
)
,
a3 = −4β12|A0|2|B0|2α1α2 ,
a4 = −2β12|A0|2|B0|2α1α2 .
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Figure 4.11: An illustration of how the criticality leading to the quartic KdV equation may be
met for |A0|2 = |B0|2 = 10, α1 = 1, α2 = 3, β11 = −1, β22 = 13 . The green surface indicates
the surface on which DkB is singular, the magenta one represents (4.43) and the purple (4.44).
Their intersection is highlighted with blue and green lines respectively, and where these cross
are points at which the quartic KdV is valid.
Quartic KdV Equation
The quartic KdV emerges when the coefficient of the cubic nonlinearity of the modified KdV
vanished. This occurs precisely when
β22E
2
1 + β11E
2
2 =
1
3
⇒ βE21E22 = −
4
3
. (4.44)
This can be met providing β < 0, and a such a scenario is visualised in figure 4.11. In cases
where this criticality is met, the vector τ can be found as
τ =
12α31α
2
2k1k2
β2(1 + β22E21)
(
β|A0|2(1+β22E21)3−
(
2|B0|2(β22+βE22)+β|A0|2(1+β11E21)2
)(
2β22E
2
1−1
))(1
0
)
All that remains is to compute the coefficient of the quartic nonlinearity.
The first part of the coefficient required can be found as
ζTD3kB(ζ, ζ, δ) =
12α32ζ
5
2E
2
1k2
ββ12|A0|4(1 + β22E21)2
(
2β12|B0|2(β22 + βE22) + β|A0|2(1 + β11E21)2
)
.
and the second part required is
ζTD2kB(δ, δ) =
4α32k2ζ
5
2E
2
1
β2β12|A0|6(1 + β22E21)5
(2β22E
2
1−1)
(
2β12|B0|2(β22+βE22)+β|A0|2(1+β11E21)2
)2
.
172 4.7. Example - Coupled NLS Revisited
Notice that these are the only components required to work out the relevant coefficient, since
ζTD2kB(ζ, τ ) = τ
TDkBδ = δ
T
(
D3kB(ζ, ζ, ζ)− 3D2kB(ζ, δ)
)
,
and
D4kB(ζ, ζ, ζ, ζ) = 0 .
Therefore, combining these forms the coefficient
D4kB(ζ, ζ, ζ, ζ) + 3ζ
TD2kB(δ, δ)− 6ζTD3kB(ζ, ζ, δ − 4ζTD2kB(ζ, τ )
=
80α51α
3
2k2β
2
12|A0|6|B0|2(1 + β22E21)
β2
(2β22E
2
1 + 1) .
Therefore, the relevant quartic KdV is given by
a0UT + a1U
3UX + a2UXXX = 0 ,
with
a0 = |B0|2(β22 + βE22)k1 + |A0|2(β11 + βE21)k2 ,
a1 =
20α31α
2
2k2β
2
12|A0|4|B0|2
3β (2β22E
2
1 + 1) ,
a2 =
1
4
(
α2|A0|2(β11 + βE21) + α1|B0|2(β22 + βE22)
)
.
Higher Order KdV Equation
For this equation to emerge, the conditions (4.42) and (4.43) must hold simultaneously, and
such a scenario is pictured in figure 4.12.
We must now calculate the coefficients of the new quadratic nonlinearities appearing in the
higher oder KdV for the coupled NLS. The first part computed is
δTK =
4k1γ
β(1 + β22E21)
(
3α21β22k1ζ
2
1 − 2α1α2β12k2ζ1ζ2 − α1α2β12k1ζ22
)
,
=
α1α
2
2β12k2E
2
1E
2
2ζ
3
2
β|A0|4(1 + β22E21)3
(
2β12|B0|2(β22 + βE22) + |A0|2(1 + β22E21)2
)
.
The second part of the coefficient to be obtained is
ζTDkK = −4α1ζ
3
2k2|A0|2
β2
(β22 + βE
2
2)
(
β22 + βE
2
2 + βE2(1 + β11E
2
1
)
These combine to give that
ζTDkKζ − 2δDkBκ = −6α
4
1k2α2|A0|4(1 + β22E21)2
β
Thus, the higher order KdV for the coupled NLS is given by
a0VT + a1V
2VX + a2VXXXXX + a3V VXXX + a4VXVXX = 0 ,
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Figure 4.12: An illustration of how the criticality leading to the higher order KdV equation may
be met for |A0|2 = 2, |B0|2 = 4, α1 = 1, α2 = −1, β11 = β22 = 1. The green surface indicates
the surface on which (3.60) holds, the magenta one represents (4.43) and the blue surface (4.42).
Their pairwise intersection is highlighted with red and blue lines, with the higher order KdV
equation being the emergent modulation equation where these lines intersect.
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with
a0 = |B0|2(β22 + βE22)k1 + |A0|2(β11 + βE21)k2 ,
a1 =
3
2α2α
2
1β12|A0|2|B0|2(1 + β22E21)
(
3(β22E
2
1 + β11E
2
2)− 1
)
,
a2 = −α1α28β ,
a3 = −3α21α2k2|A0|2(1 + β22E21) ,
a4 = −6α21α2k2|A0|2(1 + β22E21) .
4.8. Conclusions and Further Research
This section has illustrated that additional models arise from the modulation of multiple phases,
leading to increased dispersion and higher nonlinear effects. This is by no means a complete
picture of such reductions, there are many more equations that can be derived for higher codi-
mensions. For example, higher dispersion, nonlinearity or a mixture of the two may be derived
using similar approaches when four or more conditions hold simultaneously.
These ideas can be extended in several ways. The most natural way is through the inclusion
of additional space dimensions, so that the 2 + 1 and further dimensional analogues of the
equations presented here are generated. One may also produce the duals of these equations by
swapping the appropriate variables, such as X and T , k and ω along with B and A.
These ideas may also extend the abstract working to an arbitrary number of conservation
laws providing the zero eigenvalue of DkB is simple, and the results of this thesis will persist in
such cases. In scenarios where multiple zero eigenvectors of DkB are present, one expects that
the approach must be modified considerably in these contexts. This owes to the fact that the
criticality conditions will generalise to zero eigenvalue conditions rather than vanishing scalars.
These zero eigenvalue conditions arise in light of the degeneracy of coupled systems needing to
be considered, rather than that of scalar equations.
Finally, a natural extension of these ideas is to apply the approach to wavetrains in gradient
reaction-diffusion systems. These systems possess spatial conservation laws and so the meth-
odology here may be applied to steady state relative equilibria of these systems. Applying the
ideas presented in this chapter in such contexts is likely to generate parabolic analogues of the
results obtained here. Many of these will be novel and merit further study.
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The KdV equation
Two-Way Boussinesq Modified KdV Fifth order KdV
Surge KdV Modified Two-Way
Boussinesq
Quartic KdV
Higher Order
KdV
Seventh order KdV
Sixth Order Two-Way
Boussinesq
A diagram presenting how the various nonlinear reductions in this thesis relate to each other
via degeneracies. The various arrow colours represent a degeneracy type, with cyan, red and
grey correspond to the vanishing of a time derivative, nonlinear or dispersive coefficient
respectively
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5
Conclusions and Outlook
To close, we discuss the findings of this thesis. We first summarise the key results of the thesis,
followed by a discussion of these. This conclusion is ended with some outlook, suggesting open
problems that the work of this thesis could be extended to answer.
5.1. Summary of Findings
The focal point of this thesis was to demonstrate how modulation in Lagrangian settings, given
the canonical form of the Lagrangian density, leads to the emergence of many well-known and
some heretofore unseen nonlinear PDES.
This was first investigated in the single phase setting, where the relation between the coeffi-
cients of the reductions and the conservation laws evaluated along the relative equilibria solution
was made. Moreover the connection between the zero eigenvalues of the first reduction, the linear
Whitham equations, and the emergence of some of the nonlinear reductions was made apparent.
This led to the modulation approach admitting the KP and two-way Boussinesq equations as
nonlinear PDEs in universal form. Examples of the emergence of these equations were then
given to illustrate the modulation theory in practice.
These ideas were then extended to consider the emergence of other nonlinear PDEs outside
of these zero eigenvalue conditions, which was shown to lead to the fifth order and modified
KP equations. In order to do so, conditions outside of those relating to the zero eigenvalues
of the Whitham system were assessed and utilised to derive these models. Examples for these
equations emerging were also provided, demonstrating how these reductions occur in practice.
These results were then carried over to the case of two-phased relative equilibria, the first
time such a study has been undertaken. The approach was slightly altered to accommodate the
transition from scalar to vector valued conservation laws. The zero eigenvalue conditions for
the relevant linear Whitham system were shown to generalise to tensor criterion, such as zero
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trace and determinant conditions. When such conditions can be met the modulation approach
initially recovers vector analogies of the single phase results, such as the emergence of the KdV
and two-way Boussinesq, which are then projected to scalar equations. Again, the coefficients
of these nonlinear PDEs are related to the derivatives of the conservation laws, instead being
formed though tensor products. The modulation of multiple phases also leads to heretofore
unseen equations, the first of which was the surge KdV, which is highlighted within this thesis.
Examples of the theory leading to these PDEs is supplied, focussing on a pair of coupled NLS
equations and a two layered stratified shallow water system.
The focus is then shifted away from the zero eigenvalue condition of the linear Whitham
equations, and nonlinear reductions outside of this are considered in the multiphase case. Pre-
viously seen PDEs, such as the fifth order KdV and modified KdV equations, are derived from
multiphase relative equilibria. Additionally, these reductions are supported not only by an exten-
ded Jordan chain theory, but also an adapted method of Kuramoto for multiphase modulation.
The methodology is also shown to lead to the discovery of new reductions, such as the modified
two-way Boussinesq and sixth order two-way Boussinesq, which are documented within the final
chapter of this thesis. To illustrate the emergence of these systems, the stratified shallow water
system and the coupled NLS equations are revisited and the relevant criticalities and coefficients
computed.
5.2. Discussion
This thesis highlights a novel technique that identifies criticality in Lagrangian systems as well
as to then construct the relevant nonlinear reduction. The fact that conservation laws play
a key role in this process is a real strength of the methodology, as symmetries are typically
easy to diagnose and well understood. Therefore, the conservation laws are readily extractable,
evaluated along relative equilibrium and applied to the theory. Most beneficially, the coefficients
of nonlinearity are typically tied to these conservation laws and are usually the hardest to obtain
in many approaches. Therefore, the use of the modulation analysis remedies a long standing
difficulty in nonlinear reductions.
The consideration of an abstract Lagrangian is another key strength of the methodology of
this thesis. In essence, the reduction to any one system need only be done once and the results
apply to any Lagrangian for which the conditions for emergence apply. This leads to a very
applicable set of results, as has been demonstrated through the differing nature of the examples
considered within this thesis. Additional applications of the results appearing within the thesis
are expected for different symmetries not considered here and it may be of interest to investigate
these.
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This approach is not without its limitations. Firstly, it is necessary for the system to possess
a relative equilibrium solution in order to undertake the modulation analysis. Without one,
the results cannot be applied. In this vein, many of the calculations become demanding if the
relative equilibrium takes a complicated form, or if a closed form may not be written. This
may be remedied using numerical techniques however, but this comes at the cost of analytical
insight.
Another limitation is that the coefficient of dispersion becomes the most demanding one to
calculate. This is a reversal of the current literature, in which the dispersive coefficient may be
found from the linear dispersion relation, but the coefficient of the nonlinearity requires a full
analysis. As the dispersive term is linear, one may in fact still use the dispersion relation to
compute this coefficient in the modulation setting with equal validity, however the connection
between the dispersion relation and Jordan chain is not explicit in the analysis.
One is also limited by the availability of continuous group actions for which the theory can
be readily applied. As is highlighted within the thesis, the affine and SO(2) symmetry groups
form the primary examples for which the theory of this thesis may be used. However, there are
many periodic waves that exist and the theory of this thesis may be applied to all of them. There
is also the scope of applying the theory of numerically obtained periodic waves, which presents
an interesting avenue of study in terms of both determining criticality and the evaluation of the
desired coefficients in such cases.
5.3. Future Work and Open Problems
The work of this thesis provides several novel results and answers many questions, however it
also opens many new avenues of study which could be explored. A few are detailed below.
One immediate extension to the work of this thesis is to apply the abstract results of this
thesis to systems not already considered here. This includes systems such as the extended
Nonlinear Schro¨dinger equation,
iAt +Axx + iα|A|2Ax + β|A|2A± |A|5 = 0 ,
for parameters α and β, along with many other that meet the criteron required for the results
of this thesis to be applicable. For such systems, all that would be required is to assess which
criticalities are met and to compute the desired coefficients.
One natural extension of the results here is to consider reaction-diffusion systems with gradi-
ent structure, which are of the form
ut = ∇F (u) .
In the single phase case, analysis has already been done to obtain the Kuramoto equation
through the use of multisymplectic approaches [11, 13]. Using the approach of this thesis could
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lead to the emergence of other phase equations within this setting which are analogous to those
obtained in the Lagrangian setting, albeit as dissipative counterparts. Interestingly, there is yet
to be any study involving the modulation of two-phase wavetrains in gradient systems. Any
research in this area would be novel, and it is expected that any result within the single phase
setting would generalise to the two-phase setting, much like in the Lagrangian setting. One can
also assume that new phase dynamical equations will emerge from such studies.
Additionally, one avenue to pursue is to formulate a modulation approach for a system of
Euler-Poincare´ equations. Abridging the approach of this thesis to this class of systems allows for
a greater number of physical problems to be considered and analysed for nonlinear reductions.
It is likely that an analogy of the multisymplectic formulation will emerge and so many of the
modulation reductions will carry directly over, but if this is not the case the framework will
need to be developed from the ground up and the insight from the Euler-Lagrange setting used
as a starting point to undertake the reductions.
A fundamental question that should be addressed regarding the equations derived in this
thesis is their validity. Although the PDEs derived here are asymptotically valid (in the sense
that all of the terms that appear are of the same ε order and so are consistently scaled), it is
not clear whether solutions to these reductions represent approximate solutions to the original
system. Validity of modulation reductions has been investigated in Doelman et al. [32] and
a similar approach might be able to be be used for the modulation equations derived here as
touched on by Bridges [14]. These would highlight that the nonlinear PDEs do actually offer
insight into the original Euler-Lagrange equations, as well as being able to quantify how much
each reduction is able to do so.
Throughout the thesis, the group actions have been assumed to be abelian, but there are
several contexts where nonabelian group actions arise (such as from the SO(3) symmetry). In
such cases, the modulation of the associated relative equilibria will have to be modified as addi-
tional parameters emerge in this setting. It is the expectation that the loss of the commutativity
leads to the generation of additional inhomogenous terms in the nonlinear equations derived,
suggesting that new nonlinear systems may emerge from systems with these type of symmetry
groups.
Another interesting question arises from the modulation of multiple phases. Throughout it
was assumed that the zero eigenvalue of DkB was simple, what if this is not the case? If more
zero eigenvectors arise from the problem, there will be more than one projection in the direction
of the kernel of DkB and therefore a coupled system of nonlinear PDEs will emerge. Such
coupled systems have been derived before for the case of the KdV equation [29], but one expects
the modulation of two or more phases to lead to the coupling of more exotic systems. Further
study would shed light on situations where this can occur, how the modulation approach must
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change in light of multiple eigenvectors and what systems one expects to see.
In light of the shallow water examples considered in this thesis, the question arises as to
what modulation might be able to say about the full water wave problems in various cases.
Intuition suggests that the resulting models that appear in the shallow water cases would lead
to the same (or similar) results in the full water wave setting, albeit with a more technically
demanding analysis, as the initial calculations would suggest [14]. The advantage of considering
the full water wave problem over the shallow water approximation is that the true dispersive
properties are accounted for in the full problem, rather than the truncation arising in the shallow
water setting. This has the benefit of allowing one to assess and compute the various nonlinear
reductions one might encounter across various permutations of the water wave problem, such
as gravity-capillary waves, flexural gravity waves and even towards magnetohydrodynamical
systems.
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Appendix A: Krein Signature Calculations for Chapter 1
In this appendix, the details of the Krein signature calculations for the examples in chapter 2
are calculated, since they are too lengthy to appear in the main thesis.
A.1. Cubic NLS Example
To find the Krein signature for the emergent KP in the example in §2.3.3., we need to use the
Lagrangian for this system. This can be found to be
L(a,ax,ay,at) =1
2
(
a1
∂a2
∂t
− a2∂a1
∂t
+
(
∂a1
∂x
)2
+
(
∂a1
∂y
)2
+
(
∂a2
∂x
)2
+
(
∂a2
∂y
)2
− (a21 + a22) +
1
2
(a21 + a
2
2)
2
)
,
(A.1)
where A = a1 + ia2 and a = (a1, a2)
T . We now demonstrate how this is put into symplectic
form, which will require 2 Legendre transformations. For the case of replacing the x derivative,
since
∂L
∂ax
p =
d
ds
L(a,ax + sp,ay,at)|s=0 = ax · p ,
it follows that the Legendre transform in the x direction is given by
b =
∂L
∂ax
= ax .
The other in the y direction can be defined similarly as c = ∂L∂ay = ay. Then L can be written as
L(a,b, c,at) = 1
2
(
a1
∂a2
∂t
− a2∂a1
∂t
+ b · b + c · c− a · a + 1
2
(a · a)2
)
.
We seek the form
L =
1
2
〈MZt, Z〉+ 1
2
〈JZx, Z〉+ 1
2
〈KZy, Z〉 − S(Z), (A.2)
185
186 A.1. Cubic NLS Example
so that the Lagrange equation for the above results in (2.2). Immediately we notice that we
must have
Z =

a
b
c
 .
The matrix M is computed first, requiring
〈MZt, Z〉 = (MZt)TZ = a1∂a2
∂t
− a2∂a1
∂t
⇒ MZt =
(
∂a2
∂t
,−∂a1
∂t
, 0, . . . , 0
)T
.
Therefore
M =

−σ 0 0
0 0 0
0 0 0
 ,
where the above entries are all 2× 2 matrices and
σ =
(
0 −1
1 0
)
.
The matrix J must satisfy
〈JZx, Z〉 = (JZx)TZ = ∂a1
∂x
b1 +
∂a2
∂x
b2 ⇒ JZx =
(
0, 0,
∂a1
∂x
,
∂a2
∂x
, . . . , 0
)T
,
which would imply
J =

0 0 0
I 0 0
0 0 0
 .
The above is not skew symmetric, so instead take
J =

0 −I 0
I 0 0
0 0 0
 .
The result of this is that
〈JZx, Z〉 = ∂a1
∂x
b1 +
∂a2
∂x
b2 − ∂b1
∂x
a1 − ∂b2
∂x
a2 = 2b · b ,
through integrating by parts, noting that this component of the Lagrangian density appears
under an integral. By almost identical working, we find
K =

0 0 −I
0 0 0
I 0 0
 ,
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and
〈KZy, Z〉 = 2c · c .
This would mean for equivalence between the multisymplectic formulation and the original
Lagrangian density, we need
S(Z) =
1
2
(a · a + b · b + c · c)− 1
4
(a · a)2 .
These are then used to write the linear operator for this system. The main part of this
calculation involves finding D2S, the directional derivative of ∇S. The latter is calculated as
∇S(Z) =

a− (a · a)a
b
c
 .
The directional derivative is then found as
D2S(Z)

u
v
w
 = dds (∇S(a + su,b + +sv, c + sw))∣∣s=0 =

(1− (a · a))u− 2(u · a)a
v
w
 .
Overall, this gives the linear operator
L

u
v
w
 =

(1− (a · a))u− 2(u · a)a + kbθ +mcθ
v − kaθ
w −maθ
 .
We now write the basic state in terms of the SO(2) symmetry. This is achieved by writing
a = Rθuˆ so that |uˆ|2 = |A0|2 = 1 − k2 −m2 − ω. The matrix Rθ is taken to be the standard
rotation matrix
Rθ =
(
cos θ − sin θ
sin θ cos θ
)
.
Then θ derivatives of the basic state are then uˆ multiplied by the derivative of Rθ. This is given
by
d
dθ
Rθ =
(
− sin θ − cos θ
cos θ − sin θ
)
=
(
0 −1
1 0
)(
cos θ − sin θ
sin θ cos θ
)
≡ σRθ.
It should be noted that σ and Rθ commute, which is seen by calculation:
σRθ =
(
0 −1
1 0
)(
cos θ − sin θ
sin θ cos θ
)
=
(
− sin θ − cos θ
cos θ − sin θ
)
=
(
cos θ − sin θ
sin θ cos θ
)(
0 −1
1 0
)
= Rθσ.
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We also have that σ2 = −I. This means Ẑ can be written as
Ẑ =

Rθuˆ
kσRθuˆ
mσRθuˆ
 . (A.3)
This also allows the Jordan chain elements to be written in a similar way,
ξi =

Rθai
Rθbi
Rθci
 .
This can be substituted into the linear operator expression to yield
(1− (Rθuˆ ·Rθuˆ))Rθaj − 2(Rθaj ·Rθuˆ)Rθuˆ + σRθ(kbj +mcj)−Rθωaj
Rθbj − kσRθaj
Rθcj −mσRθaj

=

−Rθbj−1
Rθaj−1
0
 .
The first equation of these may be simplified using the latter two. As RTθ Rθ = 1, we must have
that |Rθuˆ|2 = |uˆ|2. We can then substitute in the latter two Jordan relations into the first to
give that
(1− |uˆ|2)Rθaj − 2(Rθaj ·Rθuˆ)Rθuˆ + σ2Rθ(k2aj +m2aj)−Rθωaj = −Rθbj−1 − σkRθaj−1 ,
(k2 +m2 + ω)Rθaj − 2(Rθaj ·Rθuˆ)Rθaj −Rθ(k2aj +m2aj)−Rθωaj = −Rθbj−1 − σkRθaj−1 ,
−2(Rθaj ·Rθuˆ)Rθaj = −Rθbj−1 − σkRθaj−1.
The Rθ terms in the dot product vanish since it is isometric and so rotations will not affect its
value. Therefore this gives us the recurrence relation for the chain as
−2(aj · uˆ)uˆ = −bj−1 − kσaj−1,
bj = kσaj + aj−1,
cj = mσaj .
(A.4)
Starting with a0 = b0 = c0 = 0, the Jordan chain is found as
ξ1 =

σRθuˆ
−kRθuˆ
−mRθuˆ
 , ξ2 = 12k

−Rθuˆ
kσRθuˆ
−mσRθuˆ
 ,
ξ3 = − 1
2k

0
Rθuˆ
0
 , ξ4 = − 18k3

Rθuˆ
kσRθuˆ
mσRθuˆ
 .
(A.5)
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The first two are the θ and k derivatives of (A.3) respectively, which can be directly computed
from it. The latter of these derivatives has been rewritten so that uˆk is replaced. Observing
that uˆ · uˆ = 1− k2 −m2 − ω, it follows that
2uˆ · uˆk = −2k. (A.6)
Since uˆ and σuˆ are orthogonal, we suppose uˆk = αuˆ. Thus,
α(1− k2 −m2 − ω) = −k. (A.7)
For the set of solutions where m = 0, ω = 1 − 3k2 the bracket above is equal to 2k2 and so
α = − 12k . Another notable part of the calculation here involves the zero elements of ξ3. Since
Ẑθ spans the nullspace of the linear operator and the right hand side of most of the relation is
zero, we are at liberty to choose the zero elements present.
The Krein signature can now be obtained. Notice now that
〈ξ1,Jξ4〉 = ξT1
((
1
8k3
σRθuˆ,− 1
8k3
Rθuˆ,0,0
)T)
=
1
8k2
(|σRθuˆ|2 + |Rθuˆ|2).
Recalling that that σ, Rθ are rotational matrices,
〈ξ1,Jξ4〉 = 1
4k2
(|uˆ|2) = 1
4k2
(2k2) =
1
2
,
and so
K = −〈〈ξ1,Jξ4〉〉 = −1
2
. (A.8)
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To compute the Krein signature for the example in §2.4.3., we have the Lagrangian
L = 1
2
((
∂a1
∂x
)2
+
(
∂a2
∂x
)2
+
(
∂a1
∂y
)2
+
(
∂a2
∂y
)2
−(a21 +a22)−
(
∂a1
∂t
)2
−
(
∂a2
∂t
)2
+
1
2
(a21 +a
2
2)
2
)
.
where again ψ = a1 + ia2. Undertaking the relevant Legendre transformations
b =
∂L
∂ax
= ax , ci =
∂L
∂ay
= ay , di =
∂L
∂at
= −at , (A.9)
gives the transformed Lagrangian
L = 1
2
(
− a · a + b · b + c · c− d · d + 1
2
(a · a)2
)
. (A.10)
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This can be put in the form (2.2) with
M =

0 0 0 −I
0 0 0 0
I 0 0 0
0 0 0 0
 , J =

0 −I 0 0
I 0 0 0
0 0 0 0
0 0 0 0
 , K =

0 0 −I 0
0 0 0 0
I 0 0 0
0 0 0 0
 ,
Z =

a
b
c
d
 , S(Z) =
1
2
(a · a + b · b + c · c− d · d− 1
2
(a · a)2).
(A.11)
The linearisation about the solution Ẑ is then sought. We can obtain the directional deriv-
ative
D2S(Z)

u
v
w
z
 =

(1− a · a)u− 2(u · a)a
v
w
−z
 .
This then gives
L

u
v
w
z
 =

(1− a · a)u− 2(u · a)a + ωσw + kσv
v − kuθ
w −muθ
−z− ωuθ
 .
As in the NLS example, one can choose to express the Jordan chain elements in the form
ξi =

Rθai
Rθbi
Rθci
Rθdi
 , j = 1 . . . 4, Rθ =
(
cos θ − sin θ
sin θ cos θ
)
,
as well as the form for the basic state
Ẑ =

Rθuˆ
kσRθuˆ
mσRθuˆ
−ωσRθuˆ

so that |uˆ| = |Ψ0|. The sequence that produces the elements of the Jordan chain can be found
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to be
−2(aj · uˆ)uˆ = −bj−1 − kσaj−1,
bj = kσaj + aj−1 ,
cj = mσaj ,
dj = −ωσaj ,
(A.12)
using similar techniques to the NLS example. Taking the initial vectors a0 = b0 = c0 = d0 = 0
again gives the Jordan chain
ξ1 =

σRθuˆ
−kRθuˆ
−mRθuˆ
ωRθuˆ
 , ξ2 = −
1
2k

Rθuˆ
−kσRθuˆ
mσRθuˆ
−ωRθuˆ
 ,
ξ3 = − 1
2k

0
Rθuˆ
0
0
 , ξ4 = −
3
8k

Rθuˆ
kσRθuˆ
mσRθuˆ
−ωσRθuˆ
 .
(A.13)
This means that
K = 〈〈Jξ1, ξ4〉〉 = − 3
8k
(k|uˆ|2 + k|σuˆ|2) = −1
2
. (A.14)
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Here we calculate the Krein signature appears in the example in §2.7.2.. The details are very
similar to the cubic NLS example with a few subtle changes and so many of the computations
are the same. Using the same notations as in §A.1., the multisymplectic form for this example
is 2.2 with
Z =

a
b
c
 , S(Z) = 12(a · a + b · b + c · c)− α4 (a · a)2 + 16(a · a)6
M =

−σ 0 0
0 0 0
0 0 0
 , J =

0 −I 0
I 0 0
0 0 0
 , K =

0 0 −I
0 0 0
I 0 0
 .
From this, we can compute the linear operator as
L

u
v
w
 =

(1− α(a · a) + (a · a)2)u− 2α(u · a)a + 4(a · u)(a · a)a + kbθ +mcθ
v − kaθ
w −maθ
 .
192 A.3. Cubic-Quintic NLS Example
We take the same form of both the basic state and the Jordan chain elements as in the previous
NLS example, so that
Ẑ =

Rθuˆ
kσRθuˆ
mσRθuˆ
 , ξi =

Rθai
Rθbi
Rθci
 .
We can then deduce that the relevant Jordan chain relation is
−2α(aj · uˆ)uˆ + 4(uˆ · aj)|uˆ|2uˆ = −bj−1 − kσaj−1,
bj = kσaj + aj−1,
cj = mσaj .
(A.15)
This can be solved to find the chain elements:
ξ1 =

σRθuˆ
−kRθuˆ
−mRθuˆ
 , ξ2 =

± 4k
α|A0|2Rθuˆ(
1± 3α
16|A0|2
)
σRθuˆ
± 4km
α|A0|2σRθuˆ
 ,
ξ3 = ± 4kα|A0|2

0
Rθuˆ
0
 , ξ4 = ∓ 2kα|A0|4(2|A0|2−α)

Rθuˆ
kσRθuˆ
mσRθuˆ
 .
The Krein signature, using the values of k, m and ω at criticality, is then
K4 = 〈〈Jξ1, ξ4〉〉 = ∓ 4k
2
α|A0|2(2|A0|2 − α) = ∓
4k2
±α24 |A0|2
= − 3
4|A0|2 .
It is also worth noting the simpler calculation
K4 = −〈ξ2,Jξ3〉 = − 16k
2
α|A0|2 = −
3
4|A0|2 .
B
Appendix A: Krein Signature Calculations for Chapter 3
In this appendix, the details of the dispersive term calculations for the examples in chapter 3
are given, since they are too cumbersome to appear in the body of the main thesis.
B.1. Coupled NLS Example
We proceed by using the relevant Hamiltonian from [18] as a starting point, which gives (2.2)
with with
M =

−σ 0 0 0
0 −σ 0 0
0 0 0 0
0 0 0 0
 , J =

0 0 −I 0
0 0 0 −I
I 0 0 0
0 I 0 0

∇S(Z) =

(β11|a1|2 + β12|b1|2)a1
(β21|a1|2 + β22|b1|2)b1
1
α1
a2
1
α2
b2
 , σ =
(
0 −1
1 0
)
, Z =

a1
b1
a2
b2

In the above a1, b1 are vectors in R2 containing the real and imaginary parts of Ψ1 and Ψ2
respectively. We also have defined
a2 = α1∂xa1, b2 = α2∂xb1.
To compute the Krein signature, we need to compute the linear operator for this system. To do
this, write the basic state as
Ẑ =

Rθ1uˆ
Rθ2 vˆ
α1k1σRθ1uˆ
α2k2σRθ2 vˆ
 ,
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with |uˆ|2 = |A0|2, |vˆ|2 = |B0|2. Now express the elements of the Jordan chain as
ξj =

Rθ1aj
Rθ2bj
Rθ1cj
Rθ2dj
 ,
where the rotational matrices Rθi are given by
Rθi =
(
cos θi − sin θi
sin θi cos θi
)
.
These relate to σ through their derivative at θi = 0. The linear operator is seen to be, after
factoring out the rotational matrices,
Lξj =

2(β11aj · uˆ + β12bj · vˆ)uˆ + (β11|uˆ|2 + β12|vˆ|2)aj + k1σcj
2(β21aj · uˆ + β22bj · vˆ)vˆ + (β21|uˆ|2 + β22|vˆ|2)bj + k2σdj
1
α1
cj − k1σaj
1
α2
dj − k2σbj
 . (B.1)
Therefore, the recurrence relations defining the Jordan chain are given by
2(β11uˆ · aj + β12vˆ · bj)uˆ + (β11|uˆ|2 + β12|vˆ|2)aj + k1σcj = −cj−2
2(β21uˆ · aj + β22vˆ · bj)vˆ + (β21|uˆ|2 + β22|vˆ|2)bj + k2σdj = −dj−2
1
α1
cj − k1σaj = aj−2
1
α2
dj − k2σbj = bj−2
Substitution of the latter two into the first two equations, and noting that |uˆ| = |A0|, |vˆ| = |B0|,
reduces this to
2(β11uˆ · aj + β12vˆ · bj)uˆ = −cj−2 − k1α1σaj−2 (B.3a)
2(β21uˆ · aj + β22vˆ · bj)vˆ = −dj−2 − k2α2σbj−2 (B.3b)
cj = α1(k1σaj + aj−2) (B.3c)
dj = α2(k2σbj + bj−2) (B.3d)
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The first two elements of each chain are given by the θi and ki derivatives and thus we have
ξ1 =

σRθ1uˆ
0
−k1α1Rθ1uˆ
0
 , ξ2 =

0
σRθ2 vˆ
0
−k2α2Rθ2 vˆ
 ,
ξ3 =

Rθ1uˆk1
Rθ2 vˆk1
α1k1σRθ1uˆk1 + α1σRθ1uˆ
α2k2σRθ2 vˆk1
 ξ4 =

Rθ1uˆk2
Rθ2 vˆk2
α1k1σRθ1uˆk2
α2k2σRθ2 vˆk2 + α2σRθ2 vˆ
 .
To evaluate the ki derivatives, we differentiate the amplitudes. For example, to find uˆk1 notice
that
2α1β22k1
β
= ∂k1 |uˆ|2 = 2uˆ · uˆk1 .
We then take uˆk1 proportional to uˆ, we find that
uˆk1 =
α1β22k1
β|uˆ|2 uˆ.
One is then able to evaluate this at the relevant criticality, but this is not done here. We can
use a similar procedure to find all the others, giving overall that
uˆk1 =
α1β22k1
β|uˆ|2 uˆ, uˆk2 = −
α2β12k2
β|uˆ|2 uˆ
vˆk1 = −
α1β12k1
β|vˆ|2 vˆ, vˆk2 =
α2β11k2
β|vˆ|2 vˆ.
(B.4)
This allows one to rewrite the ki derivatives as
ξ3 =

α1β22k1
β|uˆ|2 Rθ1uˆ
−α1β12k1
β|vˆ|2 vˆRθ2 vˆ
α1
[
α1β22k21
β|uˆ|2 + 1
]
σRθ1uˆ
−α1α2β12k1k2
β|vˆ|2 vˆσRθ2 vˆ
 ξ4 =

−α2β12k2
β|uˆ|2 Rθ1uˆ
α2β11k2
β|vˆ|2 Rθ2 vˆ
−α1α2β12k1k2
β|uˆ|2 Rθ1uˆ
α2
[
α2β11k22
β|vˆ|2 + 1
]
σRθ2 vˆ

We now require a slightly abridged version of the recurrence relation for this part of the calcula-
tion since it requires a combination of ξ3 and ξ4. For this computation, the recurrence relation
is given by
2(β11uˆ · a5 + β12vˆ · b5)uˆ = −ζ1(k1α1σa3 + c3)− ζ2(c4 + k1α1σa4) (B.5a)
2(β21uˆ · a5 + β22vˆ · b5)vˆ = −ζ1(k2α2σb3 + d3)− ζ2(d4 + k2α2σb4) (B.5b)
cj = α1
(
k1σa5 + ζ1a3 + ζ2a4
)
(B.5c)
dj = α2(k2σb5 + ζ1b3 + ζ2b4) (B.5d)
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If one were to use the ξ3, ξ4 given above in the first two equations, we find that
2(β11uˆ · a5 + β12vˆ · b5)uˆ = −α1
(
ζ1(2k1uˆk1 + 1) + 2ζ2k1uˆk2)σuˆ
2(β21uˆ · a5 + β22vˆ · b5)vˆ = −α2
(
2ζ1k2vˆk1 + ζ2(2k2vˆk2 + 1)σvˆ
)
.
However, it is easy to show that uˆ, σuˆ and vˆ, σvˆ are orthogonal pairs and so this system is
only solvable if the brackets on the right hand side vanish. Manipulating each of these brackets
gives that
−ζ1α1
(
|uˆ|2 + 2α1β22k
2
1
β
)
− ζ2 2α1α2β12k1k2
β
= −ζ1∂k1B1 − ζ2∂k2B1 = 0 ,
and ζ1
2α1α2β12k1k2
β
− α2ζ2
(
|vˆ|2 + 2α2β11k
2
2
β
)
= −ζ1∂k1B2 − ζ2∂k2B2 = 0 .
(B.6)
Assuming the zero determinant condition (3.27) holds, it will follow that the equalities hold
from the definition of ζ, given by
ζ =
 2α1α2β12k1k2β
α1
(
|A0|2 + 2α1β22k
2
1
β
) .
Overall, this means that a5, b5 are proportional to σuˆ, σvˆ respectively. However, we are at
liberty to add arbitrary amounts of Ẑθ1 , Ẑθ2 to ξ5, whose first two elements are proportional to
those of ξ5. Therefore using the nullspace we can make it so that a5 = b5 = 0. Thus
ξ5 =

0
0
α1(ζ1a3 + ζ2a4)
α2(ζ1b3 + ζ2b4)
 =

0
0
ζ1α1uˆk1 + ζ2α1uˆk2
ζ1α2vˆk1 + ζ2α2vˆk2
 (B.7)
We now use the standard Jordan recursion relation, but for j − 1 instead of j − 2, thus we
consider the relation
2(β11uˆ · aj + β12vˆ · bj)uˆ = −cj−1 − k1α1σaj−1
2(β21uˆ · aj + β22vˆ · bj)vˆ = −dj−1 − k2α2σbj−1
cj = α1(k1σaj + aj−1)
dj = α2(k2σbj + bj−1)
This gives that
ξ6 = γ

Rθ1uˆ
0
α1k1σRθ1uˆ
0
+ δ

0
Rθ2 vˆ
0
α2k2σRθ2 vˆ
 (B.9)
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where
γ =
1
β|uˆ|2
(
α1β22
4|uˆ|2 Ω1 −
α2β12
4|vˆ|2 Ω2
)
, δ =
1
β|vˆ|2
(
α2β11
4|vˆ|2 Ω2 −
α1β12
4|uˆ|2 Ω1
)
,
Ω1 =− (ζ1∂k1 |A0|2 + ζ2∂k2 |A0|2), Ω2 = −(ζ1∂k1 |B0|2 + ζ2∂k2 |B0|2).
(B.10)
We then find via a quick calculation that
K1 =〈〈Ẑθ1 ,Jξ6〉〉 = −2α1k1γ|uˆ|2 =
1
2β|uˆ|2|vˆ|2
(
α1ζ1E
2
1 |A0|2(α1β222|B0|2 + α2β212|A0|2)
− 2α1α1k1k2β12ζ2
β
(α1β22|B0|2 + α2β11|A0|2)
)
K2 =〈〈Ẑθ2 ,Jξ6〉〉 = −2α2k2δ|vˆ|2 =
1
2β|uˆ|2|vˆ|2
(
− 2α1α1k1k2β12ζ1
β
(α1β22|B0|2 + α2β11|A0|2)
+ α1ζ2E
2
2 |B0|2(α1β212|B0|2 + α2β211|A0|2)
)
,
(B.11)
where we have introduced
E21 =
2α1k
2
1
β|A0|2 , E
2
2 =
2α2k
2
2
β|B0|2 .
This leads to the projection
ζ1K1 + ζ2K2 =− 1
2β|A0|2|B0|2
(
ζ21α1|A0|2E21
(
α1β
2
22|B0|2 + α2β212|A0|2
)
− 4α1α2k1k2β12ζ1ζ2
β
(
α1β22|B0|2 + α2β11|A0|2
)
+ ζ22α2|B0|2E22
(
α1β
2
12|B0|2 + α2β211|A0|2
))
,
=− ζ
2
2
2α1β|A0|4|B0|2(1 + β11E21)
(
α1α2|A0|2|B0|2(1 + β11E22)E21
(
α1β
2
22|B0|2 + α2β212|A0|2
)
− 2α1α2β212|A0|2|B0|2E21E22
(
α1β22|B0|2 + α2β11|A0|2
)
+ α1α2|A0|2|B0|2(1 + β22E21)E22
(
α1β
2
12|B0|2 + α2β211|A0|2
))
,
=− α2ζ
2
2
2β|A0|2(1 + β22E21)
(
(1 + β11E
2
2)E
2
1
(
α1β
2
22|B0|2 + α2β212|A0|2
)
− 2(1 + β11E21)(1 + β22E21)
(
α1β22|B0|2 + α2β11|A0|2
)
+ (1 + β22E
2
1)E
2
2
(
α1β
2
12|B0|2 + α2β211|A0|2
))
,
=
α2ζ
2
2
2β|A0|2(1 + β11E21)
(
α2|A0|2(β11 + βE21) + α1|B0|2(β22 + βE22)
)
,
=
α21α2|A0|2(1 + β11E21)
2β
(
α2|A0|2(β11 + βE21) + α1|B0|2(β22 + βE22)
)
.
(B.12)
Thus completes the calculation of the dispersive term for the coupled NLS example.
198 B.2. Stratified Shallow Water Example
B.2. Stratified Shallow Water Example
To calculate the Krein signature in this setting, we must first put (3.72) into multisymplectic
form. To this end, we use the ideas from [12, §8] as a starting point for the Lagrangian. The
terms introduced by the second layer can easily be deduced to be of the same form as those
for the one layer case, however there will be two coupling terms which are straightforward to
determine. The Lagrangian density is therefore computed as
L =ρ1ηφt + ρ2χψt + ρ1
2
ηφ2x +
ρ2
2
χψ2x +
ρ1
2
gη2 + ρ2gχη
+
ρ2
2
gχ2 −R1η −R2χ+ 1
2
a11η
2
x + a12ηxχx +
1
2
a22χ
2
x.
We then undertake the Legendre transforms in the x-direction
ϕ = ∂L∂φx = ρ1ηφx τ =
∂L
∂ηx
= a11ηx + a12χx ,
ξ = ∂L∂ψx = ρ2χψx , µ =
∂L
∂χx
= a12ηx + a22χx .
(B.13)
The Lagrangian density then becomes
L =ρ1ηφt + ρ2χψt + ϕ
2
2ρ1η
+
ξ2
2ρ2χ
+
ρ1
2
gη2 + ρ2gχη
+
ρ2
2
gχ2 −R1η −R2χ1
2
Γ1τ
2 +
1
2
Γ2µ
2 + Γ3τµ ,
(B.14)
where the constants Γi are given by
Γ1 =
a22
a11a22 − a212
, Γ2 =
a11
a11a22 − a212
, Γ3 = − a12
a11a22 − a212
.
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This gives the multisymplectic formulation
Z =
(
φ, η, ψ, χ, ϕ, τ, ξ, µ
)T
,
M =

0 −ρ1 0 0 0 0 0 0
ρ1 0 0 0 0 0 0 0
0 0 0 −ρ2 0 0 0 0
0 0 ρ2 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

=

ρ1σ 0 0 0
0 ρ2σ 0 0
0 0 0 0
0 0 0 0
 ,
J =

0 0 0 0 −1 0 0 0
0 0 0 0 0 −1 0 0
0 0 0 0 0 0 −1 0
0 0 0 0 0 0 0 −1
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0

=

0 0 −I 0
0 0 0 −I
I 0 0 0
0 I 0 0
 ,
S(Z) =R1η +R2χ− ρ1
2
gη2 − ρ2
2
gχ2 − ρ2gηχ+ ϕ
2
2ρ1η
+
ξ2
2ρ2χ
+
1
2
Γ1τ
2 +
1
2
Γ2µ
2 + Γ3τµ .
(B.15)
We now calculate the symplectic Jordan chain, so for the first two elements of each chain we are
essentially solving
D2S(Ẑ)ξi+2 = Jξi
for the first two elements in each chain. We know that these are the θi and ki derivatives of the
basic state and thus we have
ξ1 =
(
1, 0, 0, 0, 0, 0, 0, 0
)T
, ξ2 =
(
0, 1, 0, 0, 0, 0, 0, 0
)T
,
ξ3 =
1
g(1− r)
(
0,−k1, 0, k1, gρ1(1− r)η0 − ρ1k21, 0, ρ2k1k2, 0
)T
,
ξ4 =
1
g(1− r)
(
0, rk2, 0,−k2, ρ2k1k2, 0, gρ2(1− r)χ0 − ρ2k21, 0
)T
.
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The next element of the chain is given by
0 0 0 0 0 0 0 0
0 −ρ1g + ρ1k
2
1
η0
0 −ρ2g −k1η0 0 0 0
0 0 0 0 0 0 0 0
0 −ρ2g 0 −ρ2g + ρ2k
2
2
χ0
0 0 − k2χ0 0
0 −k1η0 0 0 1ρ1η0 0 0 0
0 0 0 0 0 Γ1 0 Γ3
0 0 0 − k2χ0 0 0 1ρ2χ0 0
0 0 0 0 0 Γ3 0 Γ2

ξ5 = J(ζ1ξ3 + ζ2ξ4)
=
1
g(1− r)

0
0
0
0
0
ζ2rk2 − ζ1k1
0
ζ1k1 − ζ2k2)

.
The elements of ζ are defined in section 3.8.. Solving this gives the fifth element of the Jordan
chain
ξ5 =
1
g(1− r)

0
0
0
0
0
a11(ζ2rk2 − ζ1k1) + a12(ζ1k1 − ζ2k2)
0
a12(ζ2rk2 − ζ1k1) + a22(ζ1k1 − ζ2k2)

The next element of the Jordan chain is then seen to be
ξ6 =
1
g(1− r)
(
0, T1, 0, T2, ρ1k1T1, 0, ρ2k2T2, 0
)T
,
with
T1 =
ζ2(a11r − (1 + r)a12 + a22)k2 − ζ1(a11 − 2a12 + a22)k1
gρ1(1− r)
T2 =
ζ1(a11r − (1 + r)a12 + a22)k1 − ζ2(a11r2 − 2a12r + a22)k2
gρ2(1− r)
(B.17)
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Therefore, a final calculation leads to the vector of termination constants
K = − 1
g(1− r))
(
ρ1k1T1
ρ2k2T2
)
. (B.18)
This vector projects to
ζ1K1 + ζ2K2 =− 1
g2(1− r)2
(
2ζ1ζ2(a11r − (1 + r)a12 + a22)k1k2
− ζ21 (a11 − 2a12 + a22)k21 − ζ22 (a11r2 − 2a12r + a22)k22
)
=
ζ22
g2(1− r)2
(
2rk21k
2
2(a11r − (1 + r)a12 + a22)
gη0(1− r − F 21 )
+
(a11 − 2a12 + a22)rk21χ0(1− r − F 22 )
η0(1− r − F 21 )
+ (a11r
2 − 2a12r + a22)k22
)
=
2ζ22χ0
g(1− r)2
(
2rF 21F
2
2 (a11r − (1 + r)a12 + a22)
(1− r − F 21 )
+
(a11 − 2a12 + a22)rF 21 (1− r − F 22 )
(1− r − F 21 )
+ (a11r
2 − 2a12r + a22)F 22
)
=
ζ22χ0
g(1− r)2(1− r − F 21 )
(
2rF 21F
2
2 (a11r − (1 + r)a12 + a22)
+ (a11 − 2a12 + a22)rF 21 (1− r − F 22 ) + (a11r2 − 2a12r + a22)F 22 (1− r − F 21 )
)
.
(B.19)
We check the coefficients of each of the a terms, giving
a11 : 2r
2F 21F
2
2 + 2F
2
1 (1− r − F 22 ) + r2(1− r − F 21 ) = r(1− r)(F 21 + rF 22 − F 21F 22 )
= −r(1− r)(1− F 21 )(1− F 22 ) + r(1− r)− r(1− r)2F 22 = r(1− r)2(1− F 22 ),
a12 : − 2r(1 + r)F 21F 22 − 2rF 21 (1− r − F 22 )− 2rF 22 (1− r − F 21 ) = −2r(1− r)(F 21 + F 22 − F 21F 22 )
= 2r(1− r)(1− F 21 )(1− F 22 )− 4r(1− r) = −2r(1− r)2,
a22 : 2rF
2
1F
2
2 + rF
2
1 (1− r − F 22 + F 22 (1− r − F 22 ) = (1− r)(rF 21 + F 22 − F 21F 22 )
= −(1− r)(1− F 21 )(1− F 22 ) + (1− r)− (1− r)2F 21 = (1− r)2(1− F 21 )
and so the dispersion coefficient for this system is given by
ζTK = gρ21η
2
0χ0(1− r − F 21 )
(
a11r(1− F 22 )− 2ra12 + (1− F 21 )a22) . (B.20)
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