In today's dynamic business environment, the product mix and demand may vary from period to period. Therefore, the same configuration of cellular systems will not be optimal in different periods. In this paper, a new mixed integer non-linear mathematical programming model is presented to design dynamic cellular manufacturing systems and combines several design features including multi-period production planning, alternate routings, system reconfiguration, duplicate machines, lot splitting, workload balance among machines and cells, cell size limits, and material flow between machines. The required capacity for parts production is modeled based on flow shop perspective and the aim of mixed integer model is to find optimal independent cells, the quantity of machine types in each cell, and production quantity of the parts during each period of the time horizon. Since this problem belongs to NPhard class, a three-phase approach is developed to solve the model for practical purposes. Phase 1 finds a feasible solution, phase 2 finds the neighbor solutions, and phase 3 improves a feasible solution. To analyze the computational efficiency, eight test problems with different sizes are considered and the optimal and near-optimal solutions are compared. The efficiency of the algorithm in terms of the objective function values and computational times is shown by the obtained results.
Introduction
In the Group Technology (GT) similarity between part types is the basis of production design and planning. Cellular Manufacturing (CM) is an industrial application of GT that has been employed by numerous firms in recent decades. Shorter product life-cycles and a shift to demands for mid-volume and mid-variety product mixes force producers to improve efficiency and productivity of their activities and production process. According to Wemmerlov and Hyer (1989) , Job shops and flow lines cannot provide the efficiency and flexibility to adapt to such needs. Cellular manufacturing systems (CMSs) have emerged to cope with such production requirements and have been implemented with favorable results. It takes advantages of both flow shops and job shops with a lower level of cycle time than job shops and a higher level of flexibility and job satisfaction than flow shops. The major advantages and disadvantages of CMSs are explained in different resources such as Wemmerlov and Johnson (1997) , Askin and Estrada (1999) and Suer and Ortega (1996) .
Design and implementation of an effective CMS involve many issues that cell formation (CF) is the first and the most important step that can be classified into static and dynamic (Raminfar et al., 2013) . In dynamic environment, each period has a different product mix and part demand. In reality, production quantity may not be equal to the demand and should be determined through production plannig (PP) decisions in order to determine the number and type of machines to be installed in manufacturing cells . Consequently, the manufactured cells should be reconfigured in each period. This paper presents an integrated mathematical model of CF and PP with several design features under a deterministic environment. The CF problem is an NP-hard problem but the integration of the CMS and PP makes the problem very complex and computationally hard (Tavakkoli-Moghaddam et al., 2008) . Using exact (optimum) algorithms for the problem takes a long time and in some cases, it is impossible to reach optimality. Therefore the use of heuristic or meta heuristic algorithms is inevitable. In this study, an efficient heuristic algorithm is developed to solve the problem and to find the near optimal solutions. The efficiency of the algorithm is verified in terms of the objective function values and computational times by comparing with the optimal solutions.
One of the main applications of the developed model is in electronics industry that several production lines are utilized to produce and assemble the electronic parts and the circuit boards. The process includes fabrication line, insertion line, soldering area, assembly and packaging line. Variety of part types and their similarities are the main attributes in this industry. Each cell contains equipment that can be used for different operations after modification. To improve the productivity, the multi-product line balancing problem should be solved. On the other hand, machine replication is not possible or it is the last alternative to solve the problem because of the equipment high purchasing cost.
The rest of the paper is organized as follows: Literature related to the integrated CMS and PP is reviewed in Section 2. The problem is explained in Section 3 including definition, mathematical model, contributions and linearization. Section 4 explains the proposed three-phase approach. Then numerical example and computational results are reported. Finally, the main conclusion and future research are given in Section 6.
Literature Review
Research in CMS has been extensive during the last three decades. Although most studies have developed CF problem, some studies try to integrate CF problem with other issues such as PP. An integrated approach for production and inventory planning in a CM environment was developed by Chen (2001) and a decomposition-based heuristic algorithm was presented to solve the problem. Chen and Cao (2004) integrated PP and CMS to minimize the related costs and solved the resulted model by tabu search based procedure. Defersha and Chen (2008) developed a comprehensive mathematical model for dynamic manufacturing CF with the impact of lot size on product quality. They also developed a simulated annealing algorithm for dynamic system reconfiguration. Safaei and TavakkoliMoghadam (2009) integrated CF and PP problem with the emphasize on the effect of the trade-off between production and outsourcing costs on the reconfiguration of the cells in CMSs. Ahkioon et al. (2009a) presented a mixed integer non-linear model in CMS design with PP that attempts to minimize machine, material handling, and system reconfiguration costs in an integrated manner. Ahkioon et al. (2009b) also published another work that introduced routing flexibility in the system by the formation of alternate contingency process routings in addition to alternate main process routings for all part types. developed a model that integrates CF and PP in a dynamic CMS that considers worker assignments. Sarayloo and Tavakkoli-Moghaddam (2010) used Imperialistic Competitive Algorithm to solve dynamic CF problem with PP. Mahdavi et al. (2011) presented a fuzzy goal programming based approach for solving a multi-objective mathematical model of CF and PP in a dynamic virtual CMS considering worker flexibility. Saxena and Jain (2011) presented a comprehensive mixed integer programming model including cutting tooling requirements that integrates CF and PP. Rafiee et al. (2011) presented a comprehensive mathematical model for integrated CF and inventory lot sizing problem. Javadian et al. (2011) proposed a multi-objective dynamic CF problem where objective functions minimize total costs and total cell load variation, respectively. Khaksar-Haghani et al. (2011) developed a mathematical model by considering cell construction and cell unemployment costs. Soolaki (2012) presented a mathematical model for the design of CF in dynamic CMS based on PP and worker assignment.
Tavakkoli- Moghaddam et al. (2013) developed a robust optimization approach under uncertainty of parts processing time. Paydar et al. (2013) presented a comprehensive integer linear programming model with several design features including intra-cell layout. Raminfar et al. (2013) proposed a mixed integer non-linear programming model and used group capability index (GCI) as a measure to evaluate and verified the performance of the proposed model. Rabbani et al. (2014) developed a bi-objective mixed integer programming model to solve CF and PP, simultaneously. They used machine modification feature. presented a non-linear mixed integer mathematical model that integrates CF and PP, and solved by linearization. Shirazi et al. (2014) developed a multi-objective model that integrates CF, group layout, and PP as three interrelated decisions involved in the design of a CMS and used an archived multi-objective simulated annealing (AMOSA) algorithm to find Paretooptimal solutions. Aghajani-Delavar et al. (2014) presented a new mathematical model for integrated dynamic CMS and PP that forms the manufacturing cells and determines the quantity of machine and movements during each period of time. Ghodsi et al. (2015) developed a multi-objective mathematical model to create stable CMS in order to minimize the costs of system establishment in addition to optimizing the environmental impacts of the manufacturing system. The model is seeking for a solution to create a manufacturing system in which all factors such as producers, the environment, workers and other are beneficiaries. Sakhaii et al. (2016) developed a robust optimization approach for a new integrated mixed integer linear programming model with unreliable machines. Aljuneidi and Bulgak (2016) presented a comprehensive mathematical model for the design and analysis of dynamic CMS that considers several manufacturing attributes such as the available time for workers, worker assignments, and machine procurement. Deep and Singh (2016) proposed an integrated mathematical model of multi-period CF and part operation tradeoff in a dynamic CMS with emphasize on the production flexibility. Khannan et al. (2016) developed CMS model with dynamic lot size material handling.
The goal of this paper is to present an effective heuristic to solve an integrated dynamic CMS and PP with important design attributes such as workload balance among cells and machines. Due to the numerous researches implemented in the CMS topics, we reviewed the important and recent literature related to the both CF and PP problems.
Problem formulation

Assumptions
The model is formulated under the following assumptions.
1. All parts are available to process at the beginning of the planning period. 2. Part demands in each period for each part type are independent and deterministic. 3. Different routes within the same cell or even in different cells can be used to produce needed quantity of the parts (lot splitting). 4. The inventory holding and backorder are considered with known unit costs. Thus, the demand for a part in a given period can be satisfied in the preceding or succeeding periods. 5. The processing time for all operations on different machine types are known and deterministic.
6. All operations of part types must be processed and time needed for each unit is equal to bottleneck station. 7. All the machines are available at the beginning of the first period and purchasing a new machine is not allowed in planning horizon. 8. Capacity of each machine type is known and deterministic. 9. There are several machines of each type with identical duplicates to satisfy capacity requirements. 10. All machine types are assumed to be multipurpose. Thus, each machine type can perform one or more operations. In the same manner, each operation of a part type can be performed on different machine types with different processing times (alternative process routings). 11. Cells are independent, then inter-cell movements are not allowed. 12. Intra-cell part movement cost is based on distance between machines (one unit for two subsequent operations) and production quantity. 13. The upper and lower bound of cell size are known. 14. Machine relocation is performed between periods and it requires zero time. 15. Material handling devices are assumed to carry only one part at a time. 16. Relocation cost of each machine type from one cell/depot to another between periods is known. 17. Setup time of each machine is known and setup cost is calculated based on setup time and a common setup cost per time unit. 18. Operating cost of each machine type is known. 
Mathematical model
The integrated non-linear mathematical model is presented below.
Constraints:
Maximum time availability of each cell in a period tc Balancing factor for the workload of a machine (cell)
Decision variables
Quantity of part type p produced with route r in cell c and period h The objective function of the model consists of several cost terms. (1a) shows part holding and backorder costs and internal production cost. (1b) is machine operating cost, (1c) is fixed and maintenance costs respectively and (1d) shows machine setup cost. (1e) represents machine relocation cost from depot to cells, cells to depot and between cells, and finally (1f) is cell forming and material handling costs respectively. Eq. (2) is the balance between demand and internal production, and enforces the system to be empty at the end. Eq. (3) and Eq. (4) show the inventory system is empty at the start point. Eq. (5) shows the balance between production quantity, backorder, inventory and demand in two subsequent periods and shows part demand can be satisfied by internal production, backorder and/or inventory from the previous period.
Each machine must work at least 1 q portion of its cell operating time. This constraint balances workload between machines and applies by inequality (6). Like Eq. (6), Eq. (7) enforces workload balance between cells. In both inequalities, 1 q and 2 q ) 1 , 0 (  . Inequality (8) ensures time-capacity limitation of each cell. Regarding production line approach, the line speed is equal to the slowest station. This case is defined in inequality (9) that shows the relationship between the number of machines, the requirement capacity, and the production quantity in a station. Inequality (10) ensures that the maximal availability of machines is not violated.
Minimum and maximum number of machines in every cell are considered by constraints (11) and (12). (13) and (14) are logical Inequalities which guarantee that number of machines in a particular cell can be positive only if the related cell is formed and vice versa. (15) and (16) (20) are the logical binary, non-negativity integer or non-negativity necessities on the decision variables.
Features and contributions of the model
Capacity calculation: In all related papers, the capacity constraint is separately defined for each machine whereas according to operation sequences and resource limitations, more time and capacity is needed in each cell to produce the quantities. In this paper, the required capacity and the number of required machines in each cell are defined as decision variables that are calculated according to flow shop perspective.
Balance workload among machines in a cell: The proposed model solves a multi-product line balancing problem and tries to approach the workload of each station. Workload of each machine cannot be less than a predetermined value that is a percentage ( 1 q ) of cell operating time.
Balance workload between cells: workload of each cell cannot be less than a predetermined value that is a percentage of period time availability ( 2 q ).
Independent cells: In some systems such as pharmaceutical, medical device manufacturing and food, independent cell configuration is inevitable. They are considered to be independent, inter-cell transfer of products is not allowed and each dedicated cell is responsible for the production of only one family. In this type of configuration the independent cell team is responsible for scheduling, production, maintenance and quality assurance of their own cell (Askin, 2013) .
Alternate routings: It is defined in terms of the possible routes (machines) that can be used to produce a part.
Lot splitting: It means production of a part can be split into more than one route within the same cell or in different cells.
Linearization of the model
(1b), (1d) and (1e) in the objective function, and inequalities (6) and (9) is a binary variable and is 1 when machine m in cell c and period h for product p with route r is bottleneck.
In (1b), (6) and (9), mch prch N C * are the common non-linear term that can be linearized as follow:
Step 1 
And the constraints are as follow:
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Constraints (2)- (5), (7), (8), (10)- (18), (20) and: 
Three-phase heuristic approach
Although the non-linear proposed model linearized without much difficulty but linearization increases the number of variables and constraints and it would take too long to solve even small problems. We directly solved some small problems using Lingo and the results were used to test the quality of the proposed heuristic algorithm. The algorithm can solve real problems in a reasonable time but similar to any other heuristic algorithms, optimality of the solution is not guaranteed. We used Visual C++ environment to program the algorithm that calls Lingo DLL (Dynamic Link Library). @POINTER functions also allow to transfer data directly through shared memory locations.
Start
Step 1:Remove all routes that needs more than ul machines
Step 2:Generate a random order of parts and a random route for them -Parts will be assigned to the cells in this order
Step 4: Determine or modify the machines in the cell according to the current part (const. 10, 11, 12)
Step 5: Calculate the quantity of the part that can be produced in the cell according to the bottleneck, capacity availability, and its demand (const. 2, 3, 4, 5, 8, 9) Demand of current Part is satisfied? (the cell has unused capacity)
Step 3 The first phase of the algorithm is to find a feasible solution for the problem. The second phase generates the other feasible neighborhood solutions and the third phase improves them. The main purpose of phase 1 is machine assignment to the cells but according to the cell and machine workload balance constraints, it cannot be done without production quantity values. Phase 1 (Fig. 1) starts with a random order of parts and a random route for each part. Parts are assigned to a random selected cell (constraint 17) in order. Then according to the existing machines in the cell and constraints 10, 11, 12 the number of machines is determined. Quantity of each part is calculated after (constraints 2, 3, 4, 5, 8, 9) . Finally, feasibility of the solution is checked according to the constraints 6 and 7. The following is a sample iteration of Phase 1 for problem 8 based on data in Tables 4-8: Step 1: All parts need maximum 6 (=ul) machines.
Step 2: P2R2; P5R1; P3R1; P6R2; P1R1; P4R2
Step 3: Cell 1 period 2
Step 4: Table 1 lists the different alternatives of machines in the cell according to P2R2. The randomly selected alternative is number 2. Feasible  2  1  1  1  2  5  5<ul  Feasible  3  2  1  1  2  4  6=ul  Feasible  4  2  1  2  2  3  7>ul  Infeasible Step 5: The quantity is Demand for item P2R2 is produced. The algorithm checks the next item P5R1.
Step 4: Table 2 shows the alternatives considering P5R. Option 1 is the only feasible solution. Step 5: The quantity for P5R1 is Phase 2 generates all neighborhood solutions of the feasible solution found in phase 1 that is defines by swapping two cells in a same period. According to the model, all neighborhood solutions generated are always feasible and number of them depends on the number of cells in each period. For instance, if there are 3, 2, and 2 cells in period 1, 2, and 3 respectively, number of neighborhood solutions is 5 (3+1+1). According to the neighborhood definition, the only difference between their objective function is machine relocation cost item. The cost element is calculated for the neighborhood solutions and the least solution(s) is sent to Phase 3.
Step 1: Determine maximum number of iterations and feasible solutions -Terminating criteria
Step 2: Find a feasible solutionPhase 1
Step 5 Step 6: Find optimal values of continuous variables -Phase 3
Step 7: Calculate objective function and save the feasible solution
Step 3: Generate neighborhood solutions -Phase 2
Step 4: Calculate relocation cost item for neighborhood solutions and select the best solution(s) -Phase 2 
Numerical experiments and discussion
To evaluate the computational performance of the proposed algorithm, 15 problems, shown in Table 3 are considered. Since the mathematical model is different from those reported in the research literature, data sets of the problems were developed by the authors. All problems were tested and have feasible area (optimal solution). All test problems are conducted on a PC with Intel Core i7-6700 3.4 GHz processor and 16GB DDR4 memory. The objective function values obtained in this paper cannot be compared to the previous studies because of the new proposed model, different cost components, and manufacturing attributes involved. The input data set for the small problems (1-8) are in tables 4 to 8. The data consists of six part types each having two different routings, seven machine types, and three periods. Maximum number of cells is three and balance coefficient for machine ( 1 q ) and cell ( 2 q ) is 0.4 and 0.5. Problem 1 for instance shows the problem with first three part types, and first two periods of the data set. We compared the obtained objective values from the proposed algorithm (maximum 10,000,000 iterations and 100 feasible solutions as the terminating criteria, any met first) and Lingo software for the mentioned small problems in Table 9 . 3  4  85  100  3000  M2  3  6  60  25  4000  M3  3  1  110  85  500  M4  3  8  140  20  12000  M5  3  2  75  40  8000  M6  3  4  35  50  9000  M7  3  9  100 15 25000 Table 8 Cell information
Forming cost for each cell 50000 Max machines in each cell 6 Min machines in each cell 3 Capacity of each cell/machine (min) 8000 Table 9 Comparison of the suggested three-phase approach with Lingo -small problems It is evident that the required computational times increase as the problems (variables and constraints) are increased in both Lingo and the proposed algorithm but increasing rates are different. Tables 9 and  10 show that just for problem 1 that is the smallest one, Lingo is more effective than the algorithm. The gap between the solutions along with CPU time in Table 9 clearly shows the efficiency of the algorithm. Table 10 shows that the algorithm was able to find some feasible solutions in reasonable amount of time while Lingo could not. As the optimal solution of problems in the table are unknown, it is not possible to calculate and analyze gap. The number of feasible solutions strongly depends on q1 and q2 values. Table 11 shows the result of phase 1 for problem 8 for 10,000,000 iterations that takes 33 minutes approximately. According to the table, the best strategy is to determine the maximum number of required feasible solutions and iterations as terminating criteria. To show the trend of the objective function improvement, the algorithm was implemented to solve problem 8 and first 50 feasible solutions are presented in Fig. 3 sorted by objective function value. As Table 11 shows, the algorithm is more efficient with smaller values for 1 q and 2 q whereas in Lingo, the required time and the 1 q and 2 q values are independent. The values used in this paper are close to the worst case.
Table 11
Number of feasible solutions of phase 1 in 10,000,000 iterations 
Conclusion and future research
In this paper, a new mixed integer non-linear mathematical model has been presented to design dynamic CMSs that considers CF and PP, simultaneously. The model attempts to minimize production, machine, and cell related costs and incorporates different features such as alternate routings, system reconfiguration, lot splitting, and workload balance among machines and cells are applied. For the first time, required capacity was calculated based on flow shop approach and the optimal solution for small problems found according to a multiple product line balancing problem. The proposed model belongs to the class of NP-hard problems and may not be solved using optimization packages. A three-phase heuristic algorithm was developed which could determine near-optimal solutions in reasonable amount of time in comparison with the branch and bound method for medium and large problems. The first phase could find the feasible solutions while the second phase could generate neighborhood feasible solutions, and the third phase could improve them using Lingo. For the eight out of mentioned problems, the algorithm found optimal and near optimal solutions and the computational efficiency was presented. For the medium and large problems, the proposed method could find some feasible solutions in a reasonable amount of time. The model can be developed by including other features, such as introducing uncertainty in a part demand, machine availability, operation time and cost coefficient, and scheduling and layout issues for future research. The model can also be improved by line balancing development. As this model is the first model that applied flow shop approach to calculate required capacity, the result can be compared with the resources in problems with job shop approach.
