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ABSTRACT
The volume tensor provides robust estimate of object shape and orientation in space.
The tensor is estimated from 3D data set by the Fakir probe, an interactive method
using intersections of the objects boundary with a virtual lines. The method thus can
be applied to objects that cannot be segmented automatically. Marking the intersections
instead of segmenting the whole object reduces the workload required for obtaining
sufficiently precise results. We present theoretical results on the variance of estimate of
integrals by systematic sampling that enable calculation of the shape estimate precision.
To demonstrate the ability of Fakir technique, we measure the changes in shape and
orientation of pheasant brain compartments during development.
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INTRODUCTION
The centered second moment volume tensor can be used for robust characterization of
objects shape and orientation by an equivalent ellipsoid (Ziegel et al., 2015). Current esti-
mators of the tensors use either curvatures of triangulated surface of the object segmented
from given 3D data (Schro¨der-Turk et al., 2011) or stereological approach that requires
random sections of the object (Rafati et al., 2016). Intersecting the object with the spatial
grid, that is sparse in comparison with the lattice of voxels, we obtain sufficiently precise
condensed information about the shape of the object. This approach, designed for mea-
surement of surface area (Barbier, 1860; Cruz-Orive, 1997; Kubı´nova´ and Jana´cˇek, 1998)
was implemented in the Fakir method for estimation of the surface area and volume of 3D
objects in data volumes obtained by 3D imaging modalities such as confocal microscopy
or Computed Tomography (CT) (Kubı´nova´ et al., 1999). The principle of the estimators is
based on integral geometry (Santalo´, 1976), namely 1) the mean number of intersections
of the object boundary with the grid is in direct proportion to the surface area of the
object, and 2) the mean length of the grid lines inside the objects is in direct proportion to
the volume of the object; where the mean is assessed with respect to the random position
of the grid. The coefficients of proportionality are the products of the grid length density
(m−2) and constants, they equal to 1 and 1/2, respectively.
Variance of the estimators using randomly oriented grids can be estimated from the
grid density and properties of the measured objects using methods originated from Math-
erons transitive theory (Matheron, 1965). An example is the variance of volume estimator
of 3D objects using spatial grid with isotropic uniform random (IUR) position, that can
be efficiently estimated from the asymptotic term proportional to the surface area of the
object divided by square of the length density as the density tends to infinity (Jana´cˇek,
2006; 2008) with a constant characterizing the grid.
Optimal choice of the line grid in Fakir method further reduces the workload. One
particularly efficient grid of lines, can be found in the crystal of garnet with cubic grid
where the atoms are aligned along lines in seven directions, three of them orthogonal and
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the other four along diagonals of the cube (O´Keefe, 1992).
The aim of this paper is to demonstrate, that Fakir method can be used for numerical
integration in evaluation of the volume tensor and that lengths and directions of semi-
axes of the equivalent ellipsoid can be used for robust estimation of object shape and
orientation. The precision of the semi-axes estimated by the Fakir method depends on the
spatial grid density and the object properties and we present approximate formula for its
calculation. Moreover, we provide proof of asymptotic formula for variance of estimator
of integrals over objects with finite perimeter (Ziemer, 1989).
The Fakir method was applied in developmental study of pheasant brain compart-
ments (Jira´k et al., 2015) in order to estimate the changes of the bird brain divisions
shapes with ontogeny. Here we apply our approach to the task of assessment of changes
in shape and orientation of phaesant brain compartments during development.
MATERIAL AND METHODS
ESTIMATE OF THE SECOND MOMENT VOLUME TENSOR US-
ING LINE SEGMENTS
Let K be a measurable subset of 3-dimensional Euclidean space R3. The elements
of the second moment volume Minkowski tensor Φ3,2,0 (K) =
{
φi, j
}
are defined by the
integrals (Hug et al., 2008):
φi, j =
1
2
˚
K
xix jdx1dx2dx3, i, j = 1 . . .3. (1)
We combine the Φ3,2,0 with center of mass and volume of the object to obtain transla-
tion invariant centered second moment volume tensorΘ(K)=
{
τi, j
}
(Ziegel et al., 2015):
τi, j =
2φi, j
V
− cic j, i, j = 1 . . .3, (2)
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where
ci =
mi
V
, mi =
˚
K
xidx1dx2dx3, i= 1 . . .3 (3)
are coordinates of centre of mass and
V =
˚
K
dx1dx2dx3 (4)
is volume of K.
Eigenvalues and eigenvectors of the centered tensor provide information on the object
shape and orientation, respectively. Let λi and vi, i = 1 . . .3, be the eigenvalues and
eigenvectors of the centered tensor Θ(K). We characterize the anisotropy of the set by
the Procrustes anisotropy (PA) (Dryden et al., 2009):
PA(K) =
√√√√√3
2
∑3i=1
(√
λi− 13 ∑3j=1
√
λ j
)2
∑3i=1λi
. (5)
The PA takes values in interval from 0 up to 1.
It is convenient to visualize the centered tensor T (K) by an equivalent ellipsoid with
semi-axes in direction vi with lengths si, i= 1 . . .3, (Ziegel et al., 2015), where:
si =
√
5λi. (6)
The Fakir estimate of the tensor entries φ˜i, j, i, j = 1 . . .3, uses grid of lines G with
intensity LV (m
−2), randomly shifted by uniform random vectorU :
φ˜i, j =
1
2LV
ˆ
G+U∩K
xix jdH (x) , (7)
where H is 1-dimensional Hausdorff measure. The estimate is obviously unbiased. The
value of the estimate of si in Eq. 6 can be calculated from the coordinates of inter-
sections of the grid G+U with the object K as follows. Let the intersection of the
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set K with the grid consist of N line segments with endpoints ak =
(
ak,1,ak,2,ak,3
)
and
bk =
(
bk,1,bk,2,bk,3
)
and let lk be the length of the k-th segment. Calculating φ˜i, j in Eq. 7
as the sum of integrals of over individual line segments gives:
φ˜i, j =
1
12LV
∑Nk=1 lk
(
2ak,iak, j+ak,ibk, j+
+bk,iak, j+2bk,ibk, j
)
, i, j = 1 . . .3.
(8)
Estimates of the volume V , of the center of mass c and of the first volume moment
m=Vc are:
c˜i =
m˜i
V˜
, m˜i =
1
2LV
N
∑
k=1
lk
(
ak,i+bk,i
)
, (9)
V˜ =
1
LV
N
∑
k=1
lk. (10)
The natural estimate of centered tensor element is then:
τ˜i, j =
2φ˜i, j
V˜
− c˜ic˜ j. (11)
Formulas in Eq. 8, 9 and 10 are discrete analogues of Eq. 1, 3 and 4, respectively. We
estimate the equivalent ellipsoid and its Procrustes anisotropy by plugging the eigenvalues
of the estimated tensor λ˜i into formulas in Eq. 5 and 6.
PRECISION OF SEMI-AXES ESTIMATE
The calculation precision of tensor components estimate is based on evaluation of
variance of estimate of integral of polynomials, or more generally of estimate of covari-
ance of simultaneous estimates of two such integrals. Special case (when the polynomial
is constant equal to 1) is known, because variance of the volume estimate by isotropic
Fakir probe is (Jana´cˇek, 1999)
var
(
V˜ (K,U,R)
)∼=CGS (K)L−2V , (12)
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where
V˜ (K,U,R) =
1
LV
ˆ
RG+U∩K
dH (x) ,
whereU is random shift, R is random rotation and the grid constantCG can be calculated
from Fourier transform of the grid (Jana´cˇek and Kubı´nova´, 2010). CG of the optimized
Fakir grids are
CG =
1
8pi3
(
3ζ (Z2,4)− 21
2
ζ (4)
)
with value 0.02707533 for threefold grid,
CG =
1
8pi3
(
4ζ (A2,4)− 63
4
ζ (4)
)
with value 0.02453877 for fourfold grid and
CG =
1
8pi3
(3ζ (Z2,4)+4ζ (A2,4)−
−21
8
(
10+
√
3
)
ζ (4)
)
with value 0.0317757 for sevenfold grid, where
ζ (Z2,s) = ∑
′∞
i, j=−∞
(
i2+ j2
)− s2
is Epstein zeta function of square point grid, ζ (Z2,4)∼= 6.02681,
ζ (A2,s) = ∑
′∞
i, j=−∞
(
2
i2+ i j+ j2√
3
)− s2
is Epstein zeta function of unit triangular point grid, ζ (A2,4)∼= 5.78336 and
ζ (s) =
∞
∑
i=1
i−s
is Riemann zeta function, ζ (4)∼= 1.082323.
Generalization of the Eq. 13 yields the asymptotic formula for covariance of the
estimates of integrals of complex functions f1 (x) and f2 (x):
cov
(
I˜ ( f1,U,R) , I˜ ( f2,U,R)
)∼=
∼=CG
˜
∂K f1 (x) f2 (x)dS (x)L
−2
V ,
(13)
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where
I˜ ( f ,U,R) =
1
LV
ˆ
RG+U∩K
f (x)dH (x) .
Validity of the asymptotic expansions Eq. 12 and 13 for smooth functions with
bounded support, sufficiently regular sets and arbitrary periodic measures is established
in Theorem 7.
The surface integral in Eq. 13 can be estimated from intersections xk of the Fakir
probe with the surface of the object as
¨
∂K
h(x)dS (x)∼= 2
LV
∑
xk∈RG+U∩∂K
h(xk) .
Covariance of centered tensor components is approximated by surface integral. By
linearisation of Eq. 11 written as
τ˜i, j =
φ˜i, j
V˜
− m˜im˜ j
V˜ 2
, i, j = 1 . . .3
we obtain for i, j,k, l = 1 . . .3:
cov
(
τ˜i, j, τ˜k,l
)∼= 4
V˜ 2
cov
(
φ˜i, j, φ˜k,l
)
− 4φ˜i, j
V˜ 3
cov
(
φ˜k,l,V˜
)
−4φ˜k,l
V˜ 3
cov
(
φ˜i, j,V˜ ,
)
+
4φ˜i, jφ˜k,l
V˜ 4
var
(
V˜
)
−2m˜l
V˜ 3
cov
(
φ˜i, j, m˜k
)
− 2m˜k
V˜ 3
cov
(
φ˜i, j, m˜l
)
−2m˜ j
V˜ 3
cov
(
φ˜k,l, m˜i
)
− 2m˜i
V˜ 3
cov
(
φ˜k,l, m˜ j
)
+
2m˜km˜l
V˜ 4
cov
(
φ˜i, j,V˜
)
+
2m˜im˜ j
V˜ 4
cov
(
φ˜k,l,V˜
)
+
2φ˜i, jm˜l
V˜ 4
cov
(
m˜k,V˜
)
+
2φ˜i, jm˜k
V˜ 4
cov
(
m˜l,V˜
)
+
2φ˜k,lm˜ j
V˜ 4
cov
(
m˜i,V˜
)
+
2φ˜k,lm˜i
V˜ 4
cov
(
m˜ j,V˜
)
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−4φ˜i, jm˜km˜l
V˜ 5
var
(
V˜
)
− 4φ˜k,lm˜im˜ j
V˜ 5
var
(
V˜
)
+
m˜ jm˜l
V˜ 4
cov(m˜i, m˜k)+
m˜ jm˜k
V˜ 4
cov(m˜i, m˜l)
+
m˜im˜l
V˜ 4
cov
(
m˜ j, m˜k
)
+
m˜im˜k
V˜ 4
cov
(
m˜ j, m˜l
)
−2m˜ jm˜km˜l
V˜ 5
cov
(
m˜i,V˜
)
− 2m˜im˜km˜l
V˜ 5
cov
(
m˜l,V˜
)
−2m˜im˜ jm˜l
V˜ 5
cov
(
m˜k,V˜
)
− 2m˜im˜ jm˜k
V˜ 5
cov
(
m˜ j,V˜
)
+
4m˜im˜ jm˜km˜l
V˜ 6
var
(
V˜
)
and it follows from Eq. 13 by proper grouping of factors that
cov
(
τ˜i, j, τ˜k,l
)∼=
CG
V˜ 2L2V
¨
∂K
(
(xi− c˜i)
(
x j− c˜ j
)− τ˜i, j)
(
(xk− c˜k)(xl− c˜l)− τ˜k,l
)
dS (x) .
Variance of semiaxes length is calculated from cov
(
τ˜i, j, τ˜k,l
)
using linear approxima-
tions of formulas for eigenvalues and of Eq. 6.
Characteristic polynomial P(λ ) and invariants T , Q, D of the tensor Θ are related
with τi j by formula:
P(λ ) =
∣∣∣∣∣∣∣∣∣∣
τ11−λ τ12 τ13
τ12 τ22−λ τ23
τ13 τ23 τ33−λ
∣∣∣∣∣∣∣∣∣∣
=
=−λ 3+Tλ 2−Qλ +D.
Partial derivatives of the invariants are then
∂T
∂τii
= 1,
∂T
∂τi j
= 0,
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∂Q
∂τii
= τ j j+ τkk,
∂Q
∂τi j
=−2τi j,
∂D
∂τii
= τ j jτkk+ τ
2
jk,
∂D
∂τi j
= 2τikτ jk−2τi jτkk,
where {i, j,k}= {1,2,3} .
Partial derivatives of centered tensor eigenvalues are calculated solving the equations
with partial derivatives of invariants:
∂λ1
∂τi j
+
∂λ2
∂τi j
+
∂λ3
∂τi j
=
∂T
∂τi j
,
(λ2+λ3)
∂λ1
∂τi j
+(λ1+λ3)
∂λ2
∂τi j
+(λ1+λ2)
∂λ3
∂τi j
=
∂Q
∂τi j
,
λ2λ3
∂λ1
∂τi j
+λ1λ3
∂λ2
∂τi j
+λ1λ2
∂λ3
∂τi j
=
∂D
∂τi j
.
The derivatives of eigenvalues are then:
∂λk
∂τi j
= (λl−λm)
(
λ 2k
∂T
∂τi j
+λk
∂Q
∂τi j
+
∂D
∂τi j
)
Det−1,
where (k, l,m) is (1,2,3), (2,3,1) or (3,1,2) and
Det = λ 21 (λ2−λ3)+λ 22 (λ3−λ1)+λ 23 (λ1−λ2) .
Variance of eigenvalues λ˜m, m= 1 . . .3 is:
var
(
λ˜m
)∼= 3∑
i, j,k, l = 1
i≤ j,k ≤ l
∂λm
∂τi j
∂λm
∂τkl
cov
(
τ˜i, j, τ˜k,l
)
.
Finally, the variance of semiaxes lengths s˜m, m= 1 . . .3 is:
var(s˜m)∼= 5
4λ˜m
varλ˜m. (14)
The line probe was implementated in home made Fakir program for operation system
Windows including the calculations of semiaxes length precision.
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PRECISION OF INTEGRAL ESTIMATE
We study properties of estimate of integral by randomly oriented and shifted periodic
grid in arbitrary dimension. Variance of the estimate is calculated using Fourier analysis
and Wiener Tauberian theorem.
Basic notions and properties concerning the Fourier transform and convolution, sum-
marized in what follows, can be found e.g. in Bochner (1949).
For f ∈ L1 (Rd) the Fourier transform F f is the function
F f (ξ ) =
ˆ
Rd
f (x)exp(−2piixξ )dx.
The coefficient −2pii is replaced by 2pii in inverse Fourier transform.
For reflection f̂ (x) = f (−x) it is F f̂ = F f .
The convolution of f1 and f2 ∈ L1
(
Rd
)
is defined by
f1 ⋆ f2 (x) =
ˆ
Rd
f1 (x− y) f2 (y)dy.
F ( f1 ⋆ f2) = F f1F f2 by convolution theorem for Fourier transform.
For rotationM ∈ SOd (special orthogonal group) and f is
M f (x) = f
(
M−1x
)
.
Fourier transform of spherically symmetric function f (i.e. M f = f for any M)
is spherically symmetric. We define f (‖x‖) = f (x) and F f (‖ξ‖) = F f (ξ ), then
rd−1 f (r) ∈ L1 (R+) and F f is Hankel transform
F f (ρ) = 2piρ1−
d
2
∞ˆ
0
r
d
2 Jd
2−1 (2piρr) f (r)dr, (15)
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where Jd
2−1 is Bessel function of first kind. Eq. 15 is inverse Hankel transform as well.
For f ∈ L1 (Rd)∩L2 (Rd) the covariogram g f is function
g f (x) =
ˆ
Rd
f (y+ x) f (y)dy.
Obviously g f (−x) = g f (x). By convolution and Parseval theorems Fg f = |F f |2 ∈
L1
(
Rd
)
and g f = F
−1Fg f .
Isotropic covariogram g f is real function
g f (|x|) =
ˆ
SOd
gM f (x)dp(M) ,
where p(M) is invariant probabilistic measure on SOd . Then
Fg f (|ξ |) =
ˆ
SOd
FgM f (ξ )dp(M) =
=
ˆ
SOd
|FM f |2 (ξ )dp(M) .
Obviously Fg f ≥ 0, ρd−1Fg f (ρ) ∈ L1 (R+) and
FFg f = g f . (16)
Let T be point lattice AZd , where A ∈ Rd×d is regular matrix. Fundamental region of
T is FT = A [0,1)
d
with volume detA. Spatial intensity of T is α = (detA)−1. We define
dual lattice T∗ of points A−1Zd .
T-periodic measure µ is Borel σ -finite measure in Rd such that µ (K+ x) = µ (K)
for all x ∈ T and all Borel set K. Let λ be the intensity of µ equal to αµ (FT). Fourier
coefficient µ with index ξ ∈ T∗ is
mξ = α
ˆ
FT
exp(−2piixξ )dµ (x) .
11/29
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Obviously m0 = λ .
Convolution of σ -finite Borel measure µ in Rd with function f ∈ L1 (Rd) is
f ⋆µ (x) =
ˆ
Rd
f (x− y)dµ (y) .
Let µ be T-periodic measure and let f ∈ L1 (Rd)∩ L2 (Rd). Then in the space
L2
(
FT,αλ
d
)
f ⋆µ (x) = ∑
ξ∈T∗
mξ F f (ξ )exp(2pi ixξ )
and the mean and variance of f ⋆µ are
α
´
FT
f ⋆µ (x)dx= m0F f (0) =
= λ
´
Rd
f (x)dx≡ λJ f ,
(17)
α
´
FT
∣∣ f ⋆µ (x)−λJ f ∣∣2dx=
= ∑
ξ 6=0
ξ∈T∗
∣∣mξ ∣∣2 |F f (ξ )|2 . (18)
Let µ be T-periodic measure and u ∈ R+. We define uT-periodic measure µu (K) =
udµ
(
u−1K
)
. Fourier coefficient of µu with index u−1ξ , ξ ∈ T∗, is mξ .
κd = pi
d
2 Γ
(
d
2
+1
)−1
is volume of the unit ball in Rd .
We define the coefficient of T-periodic measure µ as
Cµ =
1
2pi2dκd
ξ 6=0
∑
ξ∈T∗
∣∣mξ ∣∣2
|ξ |d+1
. (19)
Theorem 1. Let f ∈ L1 (Rd)∩L2 (Rd) and let g′f (0+), right derivative of its isotropic
covariogram in 0, exist, let µ be T-periodic measure and u > 0. Then the variance of
M̂ f ⋆µu (x), where x and M are uniform random, is
ˆ
SOd
α
ˆ
FT
∣∣∣M̂ f ⋆µu (x)−λJ f ∣∣∣2 dxdp(M) =
12/29
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=Cµ
(
− dκd
κd−1
g
′
f (0+)
)
Φ f
(
u−1
)
ud+1,
where J f =
´
Rd
f (y)dy andΦ f is nonnegative function onR
+ such, that limx→+∞ 1x
´ x
0
Φ f (x) dx=
1.
Proof. Mean value of M̂ f ⋆ µu (x) is λ
´
Rd
f (y)dy = λJ f by Eq. 17 for any M ∈ SOd .
Variance decomposition theorem (Rao, 1973) and Eq. 18 yield
ˆ
SOd
α
ˆ
FT
∣∣∣M̂ f ⋆µu (x)−λJ f ∣∣∣2 dxdp(M) =
=
ξ 6=0
∑
ξ∈T∗
∣∣mξ ∣∣2Fg f (u−1 |ξ |) .
We set
Ψ f (y) =−2pi
2κd−1yd+1
g
′
f (0+)
Fg f (y) ,
Φ f (x) = σ
−1
T
ξ 6=0
∑
ξ∈T∗
cξ Ψ f (|ξ |x) ,
cξ =
∣∣mξ ∣∣2 |ξ |−d−1 , σT = ξ 6=0∑
ξ∈T∗
cξ ,
L(u) =
1
2pi2κd−1
(
dκd−2piu1−
d
2 Jd
2−1 (2piu)
)
.
Then the variance is
ξ 6=0
∑
ξ∈T∗
∣∣mξ ∣∣2Fg f (u−1 |ξ |)=
=
−g′f (0+)
2pi2κd−1
(
ξ 6=0
∑
ξ∈T∗
∣∣mξ ∣∣2
|ξ |d+1
Ψ f
(
u−1 |ξ |))ud+1 =
=
−g′f (0+)
2pi2κd−1
(
ξ 6=0
∑
ξ∈T∗
∣∣mξ ∣∣2
|ξ |d+1
)
Φ f
(
u−1
)
ud+1 =
=Cµ
(
− dκd
κd−1
g
′
f (0+)
)
Φ f
(
u−1
)
ud+1
by Eq. 19.
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From definition of derivative it follows that
−g′f (0+)
2pi2κd−1
=
1
2pi2κd−1
lim
h→0+
1
h
(
g f (0)−g f (h)
)
=
and by Eq. 15 and 16
= lim
h→0+
1
h
∞ˆ
0
L(hρ)ρd−1Fg f (ρ) dρ =
and applying the following Proposition 2 to the function ρd−1Fg f (ρ) we obtain finally
= lim
R→+∞
1
R
Rˆ
0
ρd+1Fg f (ρ) dρ .
Thus limx→+∞ 1x
´ x
0
Ψ f (x) dx= 1, 0≤Ψ f and it can be proved easily that limx→+∞ 1x
´ x
0
Φ f (x) dx=
1, 0≤ Φ f .
M1 (R) is normed space of such continuous functions f , that
∞
∑
i=−∞
max{| f (x)| , i< x< i+1}< ∞.
Let ψ have uniformly bounded variation on unit intervals in R, N ∈ M1 (R), FN (τ) 6= 0
for each τ ∈ R and
lim
η→∞
∞ˆ
−∞
N (η − t) dψ (t) = aFN (0)
then
lim
η→∞
∞ˆ
−∞
f (η − t) dψ (t) = aF f (0)
for every f ∈M1 (R) by the Wiener second Tauberian theorem (Wiener (1933), Theorem
5).
Following Proposition 2 was proved by Wiener (Wiener (1933), Theorem 21) in
special case corresponding to d = 1.
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Proposition 2. Let f (r)≥ 0 and f ∈ L1loc (R+). Then
lim
R→∞
1
R
Rˆ
0
r2 f (r) dr = lim
h→0+
1
h
∞ˆ
0
L(hr) f (r) dr,
where L is defined in Theorem 1, if and only if one of the limits exists.
Proof. We may set f = 0 in interval (0,1) according to the theorem on monotone conver-
gence (for all R and for small h).
Then we set r =exp(t) and
R= exp(η) = 1
h
, r2 f (r) = ϕ (t) ,
N1 (s) = I{s|s>0} exp(−s) ,
N2 (s) = exp(s)L(exp(−s)) ,
ψ (t) =
tˆ
0
ϕ (s) ds.
We can rewrite the proposition statement as:
lim
η→∞
∞ˆ
−∞
N1 (η − t) dψ (t) = lim
η→∞
∞ˆ
−∞
N2 (η − t) dψ (t) .
Ni (η)> 0 for 0≤ η ≤ 1 and i= 1,2, thus, if one of the above limits exists, then
limsup
n+1ˆ
n
dψ (s)< ∞
and also
n+1ˆ
n
dψ (s)<M < ∞,
i.e. the variation of ψ on unit intervals is bounded byM < ∞.
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We calculate Fourier transform of kernel N2:
FN2 (τ) =
∞ˆ
0
L(u)u2piiτ−2du=
using
´
t−νJν+1 (t)dt =−t−νJν (t)
=
2√
pi
Γ
(
d+1
2
) ∞ˆ
0
u2piiτ−2
uˆ
0
(pis)1−
d
2 Jd
2
(2pis)ds du=
by integration per partes follows
=
2Γ
(
d+1
2
)
√
pi (1−2pi iτ)
−
u2piiτ−1 uˆ
0
Jd
2
(2pis)
(pis)
d
2−1
ds
∞
0
+
+pi1−2piiτ
∞ˆ
0
Jd
2
(2piu)
(piu)
d
2−2piiτ
du
 ,
where the first term in parentheses is zero, because of l’Hospital rule and asymptotics of
Bessel function, and using
ˆ ∞
0
taJν (2t)dt =
1
2
Γ
(
ν +a+1
2
)
Γ
(
ν −a+1
2
)−1
,
that holds for Rea< 1
2
, Rea+ν >−1, we obtain finally:
FN2 (τ) =
pi−2piiτ−
1
2
1−2piiτ
Γ
(
d+1
2
)
Γ
(
1
2
+piiτ
)
Γ
(
d+1
2
−piiτ) ,
thus FN2 (0) = 1 and FN2 (τ) 6= 0 for τ ∈ R, because Gamma function has no roots and
its poles are nonpositive integers.
The function N1 is not continuous (thus N1 /∈ M1 (R)). We set
N1,ε (t) =
1
ε
ˆ t+ε
t
N1 (s) ds
so, that N1,ε ∈ M1 (R). Then
FN1,ε (τ) =
exp(2pi iτε)−1
2piiτε
1
1+2piiτ
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has no real root and FN1,ε (0) = 1. Thus the limits are equal for N1,ε and N2 if one of the
limits exists by second Wiener Tauberian theorem. Using inequalities
1− exp(−ε)
ε
N1 (t)≤ N1,ε (t)≤ exp(ε)−1
ε
N1 (t)
and the fact, that ψ is nondecreasing and letting ε → 0 we finally see, that the limits with
N1 and N2 are equal, if one of the limits exists.
Following propositions are based on the measure theory (Rudin, 1987) and on the
theory of functions with bounded variation and of sets with finite perimeter (Ziemer,
1989).
Let K ⊂ Rd be measurable set and let the vector measure DIK be the gradient of
characteristic function IK in the sense of distributions. The Radon-Nikodym theorem
yields the polar decomposition DIK = ∇IK |DIK| where the vector function ∇IK is inner
normal and positive measure |DIK| is variation of DIK . Perimeter of a measurable set
K ⊂ Rd is Per (K) = |DIK|
(
Rd
)
.
If K is measurable subset of Rd , Per (K)<∞ andV ∈C10
(
Rd;Rd
)
, then by the Gauss-
Green theorem (Ziemer, 1989)
ˆ
K
divV dx=−
ˆ
∂ ∗K
V (x) ·∇IK (y) dHd−1 (x) ,
where ∇IK (y) is inner normal, H
d−1 is Hausdorf measure and ∂ ∗K is set of points where
the measure theoretic normal to set K exists.
Covariogram of f IK is
g f IK (x) =
ˆ
K∩K−x
f (y+ x) f (y)dy
and corresponding isotropic covariogram is
g f IK (|x|) =
ˆ
SOd
gM( f IK) (x)dp(M) .
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Proposition 3. Let K ⊂ Rd be measurable set. If Per (K)< ∞ and f ∈ C1c
(
Rd
)
, then
g
′
f IK
(0+) =−κd−1
dκd
ˆ
∂ ∗K
| f |2 (x)dHd−1 (x) ,
where ∂ ∗K is set of points where the measure theoretic normal to set K exists and Hd−1
is Hausdorff measure.
Proof. Let u ∈ Sd−1 and ε > 0, then
g f IK (−εu)−2g f IK (0)+g f IK (εu)
2ε
=
=− 1
2ε
ˆ
K∩K−εu
| f (y)− f (y+ εu)|2dy−
− 1
2ε
ˆ
K\K−εu
| f (y)|2dy− 1
2ε
ˆ
K\K+εu
| f (y)|2 dy
first integral converges to 0 because f is Lipschitz and the rest converges by the following
Lemma 4 to
−1
2
ˆ
∂ ∗K
| f |2 (y) |u ·∇IK (y)| dHd−1 (y) .
The statement of the theorem then follows from the identity (Galerne (2011) Proposition
8)
1
dκd
ˆ
Sd−1
|u · v|dHd−1 (u) = 2κd−1‖v‖ .
Lemma 4. Let K ⊂ Rd be measurable set, Per (K) < ∞, u ∈ Sd−1, real function h ∈
C1c
(
Rd
)
and ε > 0, then
1
ε
ˆ
K\K−εu
h(y)dy+
1
ε
ˆ
K\K+εu
h(y)dy
converges for ε → 0 to ˆ
∂ ∗K
h(y) |u ·∇IK (y)| dHd−1 (y) .
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Proof. We show, that
1
ε
ˆ
K\K−εu
h(y)dy
converges for ε → 0 to ˆ
∂ ∗K
h(y)(u ·∇IK (y))− dHd−1 (y) .
Indeed
1
ε
ˆ
K\K−εu
h(y)dy− 1
ε
ˆ
K−εu\K
h(y)dy=
=
1
ε
ˆ
K
h(y)−h(y− εu)dy=
=
1
ε
ˆ
K
u ·DIK
0ˆ
−ε
h(y+ tu)dt dy=
and the Gauss-Green theorem with
V (x) =
1
ε
0ˆ
−ε
h(x+ tu)dt u
gives
=−
ˆ
∂ ∗K
1
ε
0ˆ
−ε
h(y+ tu)dt u ·∇IK (y)dHd−1 (y) .
Let Nεu = ε
−1H1| 〈0,εu〉 and measure
µ =−u ·∇IKHd−1|∂ ∗K.
We have shown, that
1
ε
ˆ
K\K−εu
h(y)dy− 1
ε
ˆ
K−εu\K
h(y)dy= Nεu ⋆µ (h) .
Following Lemma 6 gives Nεu ⋆ µ
w∗→ µ and (Nεu ⋆µ)+ w
∗→ µ+. By Radon-Nikodym
theorem
µ+ = (u ·∇IK)−Hd−1|∂ ∗K,
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thus
1
ε
ˆ
K\K−εu
h(y)dy= (Nεu ⋆µ)
+ (h)→ µ+ (h)
what was to be shown.
Similarly
1
ε
ˆ
K\K+εu
h(y)dy== (Nεu ⋆µ)
− (h)
converges for ε → 0 to
ˆ
∂ ∗K
h(y)(u ·∇IK (y))+dHd−1 (y) = µ− (h) .
Lemma 5. Let ν be real Borel measure, f ∈ Cc
(
Rd
)
, f ≥ 0, then
ν+ ( f ) = sup
{
ν (g) , 0≤ g≤ f , g ∈ Cc
(
R
d
)}
.
Proof. Radon-Nikodym theorem gives measurable function p such, that ν = p |ν|. Obvi-
ously
ν+ = p+ |ν|= p+ν.
Luzin theorem provides pε ∈ Cc
(
Rd
)
such, that |ν|(p+− pε) < ε and 0 ≤ pε ≤ 1 for
each ε > 0. Then
ν (pε f ) = ν
(
pε f − p+ f
)
+ν
(
p+ f
)≥ ν+ ( f )− ε sup f
and
ν+ ( f )≤ sup
0≤g≤ f
ν (g) .
On the other hand ν+ ( f )≥ ν+ (g)≥ ν (g), thus
ν+ ( f )≥ sup
0≤g≤ f
ν (g) .
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Lemma 6. Let µ be real Borel measure onRd and Nεu = ε
−1H1| 〈0,εu〉. Then Nεu⋆µ w
∗→
µ and (Nεu ⋆µ)
+ w∗→ µ+ for ε → 0+ .
Proof. Let h ∈ Cc
(
Rd
)
and Nεu ⋆ µ (h) = µ
(
N̂εu ⋆h
)
where N̂εu = ε
−1H1| 〈−εu,0〉.
Since h is uniformly continuous N̂εu⋆h converges to h for ε → 0 uniformly, thusNεu⋆µ w
∗→
µ .
We proof the second statement using h∈Cc
(
Rd
)
and h≥ 0 as the general case follows
from decomposition h= h+−h− and linearity. Lemma 5 gives
(Nεu ⋆µ)
+ (h) = sup
0≤g≤h
Nεu ⋆µ (g) = sup
0≤g≤h
µ
(
N̂εu ⋆g
)
≤
and from 0≤ g≤ h and N̂εu > 0 follows 0≤ N̂εu ⋆g≤ N̂εu ⋆h, thus
≤ sup
0≤N̂εu⋆g≤N̂εu⋆h
µ
(
N̂εu ⋆g
)
≤
and Lemma 5 yields
≤ sup
0≤ f≤N̂εu⋆h
µ ( f ) = µ+
(
N̂εu ⋆g
)
.
From identity µ+
(
N̂εu ⋆g
)
= Nεu ⋆µ
+ (g) finally follows
(Nεu ⋆µ)
+ (h)≤ Nεu ⋆µ+ (h) .
N̂εu ⋆h uniformly converges to h, thus
Nεu ⋆µ
+ (h)→ µ+ (h) ,
i.e. for each δ > 0 there is ε0 such, that if ε < ε0 then
Nεu ⋆µ
+ (h)< µ+ (h)+δ ,
thus
limsup(Nεu ⋆µ)
+ (h)≤ µ+ (h) .
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The opposite inequality follows from Lemma 5: for δ > 0 there is f ∈ Cc
(
Rd
)
such,
that 0 ≤ f ≤ h and µ ( f ) > µ+ (h)− δ . f is uniformly continuous, thus Nεu ⋆ µ ( f )→
µ ( f ) and there is ε0 such, that if ε < ε0 then
Nεu ⋆µ ( f )> µ ( f )−δ .
Thus Nεu ⋆µ ( f )> µ
+ (h)−2δ for arbitrary δ > 0 and
liminf(Nεu ⋆µ)
+ (h)≥ µ+ (h) .
Theorem 7. Let K ⊂ Rd be measurable set. If Per (K)< ∞,
i) then ˆ
SOd
α
ˆ
FT
|µu (MK+ x)−λ |K||2dxdp(M) =
=CµPer(K)ΦK
(
u−1
)
ud+1,
ii) and if f ∈ C1c
(
Rd
)
, then
ˆ
SOd
α
ˆ
FT
∣∣∣M̂ f IK ⋆µu (x)−λJ f ∣∣∣2dxdp(M) =
=Cµ
(ˆ
∂ ∗K
| f |2 (x)dHd−1 (x)
)
Φ f IK
(
u−1
)
ud+1,
iii) and if f1, f2 ∈ C1c
(
Rd
)
, then
ˆ
SOd
α
ˆ
FT
(
M̂ f1IK ⋆µ
u (x)−λJ f1
)
·
·
(
M̂ f2IK ⋆µu (x)−λJ f2
)
dxdp(M) =
=Cµ
(
Re
ˆ
∂ ∗K
f1 (x) f2 (x)dH
d−1 (x)
)
·
·Φ f1IK , f2IK
(
u−1
)
ud+1,
where Φ· is nonnegative function on R+ such, that limx→+∞ 1x
´ x
0
Φ· (x) dx= 1.
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Proof. i) follows from Theorem 1 and equation −dκdg′K (0+) = κd−1Per(K) (Galerne
(2011), Theorem 14).
ii) follows from Theorem 1 and from Proposition 3.
iii) Cross-covariogram of functions f1, f2 to the set K is
g f1IK , f2IK (x) =
ˆ
K∩K−x
f1 (y+ x) f2 (y)dy
and corresponding isotropic cross-covariogram is
g f1IK , f2IK (|x|) =
ˆ
SOd
gM( f1IK),M( f2IK) (x)dp(M) ,
obviously
g f1± f2IK = g f1IK ±2g f1IK , f2IK +g f2IK .
From ˆ
∂ ∗K
| f1 (x)± f2 (x)|2 dHd−1 (x) =
=
ˆ
∂ ∗K
| f1|2 (x)dHd−1 (x)±
±2Re
ˆ
∂ ∗K
f1 (x) f2 (x)dH
d−1 (x)+
+
ˆ
∂ ∗K
| f2|2 (x)dHd−1 (x)
and from Proposition 3 follows
−dκdg′f1IK , f2IK (0+) =
= κd−1Re
ˆ
∂ ∗K
f1 (x) f2 (x)dH
d−1 (x) ,
where ∂ ∗K is set of points where themeasure theoretic normal to setK exists andHd−1 (x)
Hausdorff measure. The statement then follows from ii) applied to ( f1± f2) IK .
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RESULTS
VERIFICATION OF VARIANCE FORMULA AND TEST OF PA-
RAMETERS
General ellipsoid was measured with sevenfold grid with random orientation and
position repeatedly. The variance of semiaxes length was calculated from measurement
or estimated by Eq. 14. Results presented in Tab. 1 show excellent performance of the
error estimation formula.
Ellipsoid (n=100) s1 s2 s3
Simulation 0.34 0.30 0.24
Theoretical value 0.33 0.28 0.23
Table 1. Standard deviation of estimate of ellipsoid semiaxes (s1=50, s2=40, s3=30,
in arbitrary units) and mean values of standard deviation (calculated using Eq. 14) are
presented. Standard deviation of estimated standard deviation was 0.01 in all semiaxes.
Estimate by Fakir sevenfold grid (LV=0.01183) was repeated 100x with random grid
orientation and position.
Error of semiaxes length estimate in two selected samples is presented in Tab. 2.
Precision of the method with selected parameters (grid type and LV ) and given objects
(adult male phaesant forebrain and hatchling forebrain) is better than 0.5 percent.
Forebrain s1 s2 s3
Adult 12.16 (0.03) 7.95 (0.02) 6.48 (0.02)
Hatch. 7.18 (0.03) 5.21 (0.02) 4.76 (0.02)
Table 2. Semiaxes estimate (s1 ≥ s2 ≥ s3, in mm) of selected samples (forebrain of
adult male and hatchling) by Fakir sevenfold grid (LV = 0.76 mm
−2) are presented with
the estimated standard deviation (calculated using Eq. 14) in parenthesis.
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ANALYSIS OF THE DEVELOPING PHEASANT BRAIN
Heads of 2 hatchlings, 4 juvenile and 6 adult ring-necked pheasants (Phasianus colchi-
cus) were fixed in formalin before scanning. The images of brain were acquired at high
resolution (voxel volume = 0.002775 mm3) using a 4.7 T magnetic resonance (MR)
spectrometer (Bruker BioSpec) equipped with a commercially available resonator coil,
and 3D Rapid Acquisition incorporating a Relaxation Enhancement (RARE) multi-spin
echo sequence (Jira´k et al., 2015). MR images were analyzed in a home-made Fakir
software. To achieve high precision for calculation of volume and surface area of brain
divisions, they were measured interactively by sevenfold Fakir probe with grid density
0.76 mm−2 and the results can be found in (Jira´k et al., 2015). Structures of avian brain
were identified in histological atlas (Karten et al., 2013).
Forebrain Midbrain Hindbrain
Hatch. (2) 0.30 (0.01) 0.83 (0.01) 0.39 (0.02)
Juv. (4) 0.36 (0.01) 0.85 (0.01) 0.44 (0.01)
Adults (6) 0.43 (0.01) 0.83 (0.01) 0.36 (0.02)
Table 3. Procrustes anisotropy PA of Pheasant brain compartments (hatchlings,
juveniles and adults, number of samples is in parentheses) calculated according to Eq.
5. Anisotropy mean values are presented with the standard error of the mean. The
differences in forebrain and hindbrain anisotropy between age groups are statistically
significant (ANOVA p< 0.01).
a) Forebrain s1 s2 s3
Hatch. (2) 7.0 (0.0) 5.2 (0.1) 4.5 (0.1)
Juv. (4) 10.3 (0.2) 7.2 (0.1) 6.3 (0.1)
Adults (6) 11.7 (0.1) 7.8 (0.1) 6.3 (0.1)
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b) Midbrain s1 s2 s3
Hatch. (2) 8.4 (0.1) 3.3 (0.1) 2.2 (0.0)
Juv. (4) 10.7 (0.1) 4.1 (0.1) 3.0 (0.1)
Adults (6) 11.1 (0.2) 4.1 (0.1) 3.6 (0.1)
c) Hindbrain s1 s2 s3
Hatch. (2) 5.1 (0.0) 3.4 (0.1) 3.0 (0.2)
Juv. (4) 7.4 (0.0) 4.6 (0.1) 4.2 (0.0)
Adults (6) 7.5 (0.1) 5.2 (0.2) 4.5 (0.1)
Table 4. (a) forebrain (b) midbrain and (c) hindbrain of (hatchlings, juveniles and
adults, number of samples is in parentheses) volume tensor. Semiaxes lengths (s1 ≥ s2 ≥
s3, in mm) of ellipsoids calculated according to Eq. 6, mean values are presented with
the standard error of the mean.
The semi-major axis is oriented laterally in forebrain and midbrain and rostrally in
hindbrain. The significant increase of PA in forebrain (Tab. 3) means, that the increase
in the length of semi-major axis oriented laterally is more pronounced that the length of
other semi-axes (Tab. 4a), i.e. the change of relative width is the major change of the
forebrain shape during the development. In the same manner we conclude that the rostral
elongation of hindbrain significantly increases during brain development. Calculating the
variance of the semi-axes estimate for selected brain compartments and grid density 0.76
mm−2 using Eq. 14 shows very high precision; the error of the estimate of the semi-axes
for given grid density and objects size is less than 0.4 percent.
DISCUSSION
Semi-axes provide only the most basic object shape characteristics. On the other hand,
the estimate of linear dimensions of a 3D object obtained by the volume tensor method
may be both more precise and more robust compared to direct measurement because the
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latter depends on the selection of extreme points within the object that may be rather
arbitrary.
Fakir probe enables estimation of volume tensor of single object from 3D data without
its explicit segmentation by sparse systematic sampling that makes the method efficient.
Prediction of the method precision follows classical works (Hlawka, 1950; Matheron,
1965) but it had to be proved de novo using Wiener-Tauberian and geometric measure
theory. We applied the special arrangement of line grids in 7 fold grid in this study to
increase the precision of estimate of surface integrals in Eq. 13 by negative covariance
between estimates using sets of parallel lines in different directions.
The method might be preferred to surface based method (Schro¨der-Turk et al., 2011)
in situation when the automatic segmentation of the object is not feasible. The method
allows measurement of shape of pheasant brain compartments efficiently and we were
able to detect changes in the shape of phaesant forebrain and hindbrain during develop-
ment (Tab 3,4), which may be of importance for interpretation of fossilized braincases of
extinct birds and dinosaurs. Our approach using Fakir grid for volume measurement can
be used in similar morphometric studies of macro- or microscopic objects.
The Fakir probe implemented in MS Visual C++ including calculation of semi-axes
and precision can be downloaded from the authors webpage.
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