In this paper, a biharmonic equation is investigated, which involves multiple Rellich-type potentials and a critical Sobolev exponent. By using variational methods and analytical techniques, the existence and multiplicity of nontrivial solutions to the equation are established.
Introduction
In this paper, we study the following biharmonic equation: is the critical Sobolev exponent. Equation (E λ ) is related to the following Rellich inequality [22] : |x-a| 4 ) dx ( Ω |u| 2 * dx) 2 
*
, ∀a ∈ Ω, μ <μ.
Note that it is well known that A μ (Ω) is independent of Ω and that A μ (Ω) is not obtained except in the case with Ω = R N . Moreover, the minimizers of A μ (Ω) have been investi-gated by some authors (e.g. [3, 10, 11, 19] ). Thus, we will simply denote A μ (Ω) = A μ (R N ) = A μ . In this paper, for Then J λ ∈ C 1 (H 2 0 (Ω), R) and that
In recent years problems related with the inequality (1.1) and the equations with biharmonic operator have been investigated in several works; we quote [1, 3, 6-10, 13, 18, 19] . On the other hand, the biharmonic problems involving a Rellich-type potential and a critical Sobolev exponent have seldom been studied; we only find some results in [10, 18, 19] . Thus it is necessary for us to investigate the related biharmonic problems deeply. Very recently, Hsu and Zhang [16] studied the existence and multiplicity of nontrivial solution for the following equation:
In this paper, we study a biharmonic equation involving multiple Rellich-type potentials and a critical Sobolev exponent. It should be mentioned that the main technical difficulty to study equations like Eq. (E λ ) is the lack of knowledge of the explicit form minimizers to the best Rellich-Sobolev constant A μ i . However, as in [10] and [19] , this difficulty can be overcome since the unique tool which is necessary to perform the needed asymptotic expansions is the asymptotic behavior at the origin and infinity of Rellich-Sobolev extremals and their first derivatives, which is established in Theorem 1.1 of [19] . We are only aware of the work in [18] which studied the existence and nonexistence of ground state solution to Eq. (E λ ) when Ω = R N , k ≥ 2 and λ = 0. Furthermore, Eq. (E λ ) have never been studied when Ω is a smooth bounded domain and k ≥ 2, and our results are new. For 0 ≤ μ i <μ and a i ∈ Ω, i = 1, 2, . . . , k, we can define the constant:
The authors in [10, 19] proved that A μ i is attained in R N by the functions
where U μ i (x) is positive, radially symmetric, radially decreasing, and solves
Moreover, by setting ρ = |x|,
From Lemma 2.1 in [18] , it follows that for μ ∈ [0,μ)
Furthermore, there exist positive constants C 1 (μ) and C 2 (μ) such that
Without loss of generality, throughout this paper we assume that (
. In this paper, we define the following constants and notations: 
(1.5) 
|Ω| denotes the Lebesgue measure of Ω and omit dx in integrals for convenience. Let 1 ≤ q < 2 * , by the Hölder inequality and (1.4), for all u ∈ H 2 0 (Ω), we obtain
We are now ready to state our main results. 
Then Eq. (E λ ) has at least one nontrivial solution.
This paper is organized as follows. In Sect. 2, we give some properties of Nehari manifold. In Sects. 3 and 4, we prove Theorem 1.1. In Sect. 5, we prove Theorem 1.2.
Nehari manifold
In this section, we will give some properties of Nehari manifold. As the energy functional J λ is not bounded below on H 2 0 (Ω), it is useful to consider the functional on the Nehari manifold
Thus, u ∈ M λ if and only if
Note that M λ contains every nonzero solution of Eq. (E λ ). Moreover, we have the following results.
Lemma 2.1 Let N ≥ 5, 1 ≤ q < 2 and λ ∈ (0, Λ 0 ) where Λ 0 is the same as in (1.5) . Then J λ is coercive and bounded below on M λ .
Proof If u ∈ M λ , then by (1.4), (2.1), and the Hölder inequality
Thus, J λ is coercive and bounded below on M λ .
Then we see that
We split M λ into three parts:
We now derive some basic properties of M
Lemma 2.2 Assume that u 0 is a local minimizer for J
Moreover, we have the following result.
Proof Arguing by contradiction, we assume that there exists a λ
and so
Similarly, using (1.7), (2.5), and the Hölder inequality, we have
Hence, we must have
which is a contradiction. This completes the proof.
Similar to Lemma 2.7 in [14] , we can get the following result.
Lemma 2.4 If
Proof The proof is similar to that of [14, Lemma 2.7] and is omitted.
3 Existence of ground state solutions in the case of 1 ≤ q < 2
First, we remark that it follows from Lemma 2.3 that 
Lemma 3.1
The following facts hold.
Therefore, from the definition of α λ and α
By (2.3) and (3.1), we have
, then there exists c 0 > 0 such that
Consequently, this completes the proof.
, then, by (1.7), (2.5), and the Hölder inequality, for each u ∈ M + λ we have 
Now, we use the Ekeland variational principle [12] to get the following results.
Proof The proof is similar to that of [14, Proposition 3.3] and is omitted. Now, we establish the existence of a local minimum for J λ on M λ . 
Proof By Proposition 3.4(i), there is a minimizing sequence {u n } for J λ on M λ such that
Since J λ is coercive on M λ (see Lemma 2.1), we see that {u n } is bounded in H 2 0 (Ω). Thus, passing a subsequence if necessary, there exists u λ ∈ H 2 0 (Ω) such that as n → ∞
It follows that
By (3.3), (3.4) and (3.5), it is easy to see that u λ is a weak solution of Eq. (E λ ). From {u n } ⊂ M λ , (2.2) and (3.5), we deduce that
This and J λ (u n ) → α λ < 0 (see Lemma 3.1(i)) yield Ω |u λ | q > 0, that is, u λ ≡ 0. We use
Thus by Lemma 2.2, we may assume that u λ is a nontrivial nonnegative solution of Eq. (E λ ). Now we prove that up to a subsequence, u n → u λ strongly in H 2 0 (Ω) and J λ (u λ ) = α λ . From the fact u n , u ∈ M λ and Fatou's lemma, we have
which implies that J λ (u λ ) = α λ and lim n→∞ u n 2 = u λ 2 . Standard argument shows that 
. By Lemma 2.4 we get (3.2) , we obtain
This implies that u λ → 0 as λ → 0 + , and completes the proof.
Multiplicity of nontrivial solutions in the case of 1 ≤ q < 2
In this section, we will establish the existence of the second nontrivial solution of Eq. (E λ ) by proving that J λ attains a local minimum on M -λ .
Lemma 4.1 If {u
Proof The proof is similar to that of [15, Lemma 4 .1] and is omitted.
We recall that 
Next we verify that u 0 ≡ 0. Arguing by contradiction, we assume u 0 ≡ 0. By the concentration compactness principle (see [20, 21] ) there exists a subsequence, still denoted by {u n }, an at most countable set J , a set of different points {x j } j∈J ⊂ Ω \ {a 1 , a 2 , . . . , a k }, nonnegative real numbers μ x j , ν x j , j ∈ J and μ a i ,
where δ x is the Dirac mass at x. By the Rellich inequalities, we get
Claim 1. We claim that J is finite and for any j ∈ J , either
0 .
In fact, let ε > 0 be small enough such that
Consider the sequence {φ j ε u n }; it is obvious that this sequence is bounded in H 2 0 (Ω). Then (4.1) implies
Moreover, by (4.2) we deduce
On the other hand, by (4.2) and the weak convergence we can obtain
Now, by (4.2) it is easy to see that
By the Hölder inequality, we get
By the Sobolev inequality, S 0 ν x j 2 2 * ≤ μ x j , hence we deduce that
which implies that J is finite. Claim 1 is proved. Claim 2. We claim that
In order to prove claim 2, for each i = 1, 2, . . . , k, we consider the possibility of concentration at points
Then, by (4.2) and similar arguments to the proof of claim 1, we obtain
Thus we have
From ( Claim 2 is thereby proved. From the above arguments and (4.1), we conclude that
If ν a i = ν x j = 0 for all i ∈ {1, 2, . . . , k} and j ∈ J , then c = 0 which contradicts the assumption that c > 0. On the other hand, if there exists an i ∈ {1, 2, . . . , k} such that ν a i = 0 or there exists a j ∈ J with ν x j = 0, then we infer that 
and
Moreover, for all N ≥ 8, as ε → 0, we have 
Hence, for all λ > 0, 1 ≤ q < 2, by (4.15) we have
Now, we need to distinguish two cases.
and q < 2. By (1.3) and (4.11) we have as ε → 0
Combining this with (4.14) and (4.16), for any λ > 0, we can choose ε λ small enough such that
Case (ii):
From cases (i) and (ii), (4.13) holds by taking v λ = u ε λ . From Lemma 2.4, the definition of α -λ and (4.13), for any λ ∈ (0, Λ 0 ), we see that there exists t
The proof is thus completed. Now, we establish the existence of a local minimum of J λ on M (i) λ > 0, 2 < q < 2 * .
(ii) 0 < λ < λ 1 , q = 2.
Then the functional J λ satisfies the (PS) condition for all c < c * := Proof The argument is standard and is omitted (e.g. [17] )
