I. INTRODUCTION

L
ET
denote the set of all binary vectors of length . The Hamming distance between two vectors , denoted by , is the number of coordinates in which and differ. The Hamming weight of is given by , where is the all-zero vector. The support of a vector is the set of nonzero coordinate positions of and is denoted by .
A (binary)
-code is a subset of such that and for all pairs . The elements of a code are called codewords and is called minimum distance. We will write to denote the binary linear span of . A -perfect code of length is a subset of , with distance , such that all the vectors in are within distance one from a codeword. For any , there exists exactly one linear -perfect code of length , up to isomorphism, which is the well-known Hamming code. An extended code of the code is a code resulting from adding an overall parity-check digit to each codeword of .
Two codes are equivalent if there exists a vector and a permutation such that . Two structural properties of nonlinear codes are the rank and kernel. The rank of a binary code , is simply the dimension of the linear span of . By the binary orthogonal code of the nonlinear code , denoted by , we mean the dual of the subspace spanned by having dimension . The kernel of a binary code is defined as If the zero word is in , then is a linear subspace of . In general, can be written as the union of cosets of and is the largest such linear code for which this is true (see [3] ). We will denote the dimension of the kernel of by . A Hadamard matrix of order is an matrix of 's and 's such that , where is the identity matrix. In other words, the real inner product of any row with itself is and distinct rows are orthogonal. Since , we also have , thus, the columns have the same properties and the transpose of any Hadamard matrix is also a Hadamard matrix, which is not necessary equivalent to . We know that if a Hadamard matrix of order exists, then is or a multiple of (see [6] , [8] [8] ) and we will use to denote it.
The simplest example of a Hadamard matrix is given by considering the binary dual code of an extended (binary) Hamming code. For example, the dual of the extended (binary) Hamming code of length , that is, the linear code with generator matrix is a Hadamard code . In this case If we consider nonlinear extended (binary) -perfect codes, then Hadamard matrices [7] can be constructed by using the codewords of the -dual code corresponding to an extended -perfect -linear code. A more general construction can be found in [4] where additive codes are used and not only -linear ones. In all these cases, the Hadamard matrices have order a power of . In [9] , [10] , we computed the rank and the dimension of the kernel for additive Hadamard codes, using the fact that they are the additive dual of extended -perfect additive ( -linear and non--linear) codes. Moreover, for the admissible values of these two parameters, the codes are unique up to equivalence.
In this paper, we will focus on the rank and the kernel of binary Hadamard codes of length . The paper is arranged as follows. In Section II, we give some results on the rank and the kernel of Hadamard codes constructed using the Kronecker product. In Section III, we establish general lower and upper bounds on the dimension of the kernel as well as the rank. We establish that Hadamard codes of length with a kernel of dimension exist if and only if . We also include an argument for the existence of Hadamard codes of length for any possible rank . In Section IV, we establish upper and lower bounds on the parameters . Finally, in Section V, we construct Hadamard codes with parameters for all possible values that satisfy the bounds of Section IV.
II. KRONECKER PRODUCT CONSTRUCTION
Apart from the Hadamard matrices obtained from additive dual codes of the corresponding additive extended -perfect codes, we can consider other Hadamard matrices constructed using a standard method, the Kronecker product construction. That is, if is any Hadamard matrix, and are any Hadamard matrices, then the matrix in Table I The rank of the tensor or Kronecker product of real matrices is well known to be the product of the ranks but this is not true for the Hadamard matrices derived from such a product. Let be the mapping that converts a Hadamard matrix to a binary matrix. Let be two normalized Hadamard matrices with row vectors , respectively. Then the rows of are and
Note that since the matrices and are normalized, so the binary rank of the product can be computed as , because all the vectors and are independent, except which is counted twice. The dimension of the kernel of the corresponding code follows in similar fashion since the kernel is the Kronecker product of the matrices for the respective kernels. The next propositions give us general lower and upper bounds for the dimension of the kernel and for the rank, separately. We will prove that the bounds on each of these parameters are tight and that it is possible to construct Hadamard codes for every rank and codes for every dimension of the kernel between these bounds, using the previous results about the Kronecker product construction. (3) so and , which contradicts the assumption about .
Hence, finally, has at least two independent vectors and with the all-one vector the dimension of the kernel is greater or equal to three.
Proposition 4.6: A nonlinear Hadamard code of length with rank and a kernel of dimension fulfills if if
Proof: It is straightforward from the previous lemmas.
V. HADAMARD CODES WITH A GIVEN PAIR OF PARAMETERS
The bounds for , the rank and the dimension of the kernel, given in Section IV, are tight for (see [1, p. 266 ] and Table II) . Next we will construct Hadamard codes of length with ranks between the bounds established in Propositions 4.1 and 4.6, having kernels of dimension . . These permutations represent a cyclic shift of independent columns in . We can choose these columns in the following way. If is a transposition that fixes . Note that always exists since we stated that is a nonlinear code and, in this case, following the notation in (1), we can take as the transposition of two coordinates with the same value in all the vectors . Hence, in the case , by Lemma 2.4, the Hadamard code of has kernel of dimension . If effects vectors in , so has kernel of dimension . , and kernel of dimension . The result follows using Lemma 2.4 and the same argument as in the proof of Proposition 3.4.
Lemma 5.3:
There exist Hadamard codes of length with kernel of dimension 2 and rank . Proof: The Hadamard codes considered in Lemma 5.2 have a kernel of dimension and were constructed using the Kronecker product. After a normalization, we can always assume there exists a column with all the coordinates one and, so another column with half the coordinates equal to one and the other half equal to zero. If we take the transposed matrix, we obtain a new Hadamard code with dimension of the kernel at least two (the two independent vectors in the kernel are the rows and ). From Proposition 4.1, we know there does not exist any Hadamard code with dimension of the kernel greater than two and rank greater or equal to . Hence, when the rank has these values, we conclude that the dimension of the kernel is .
Apart from the linear Hadamard code, by Lemmas 5.1-5.3, we can construct any Hadamard code of length with kernel of dimension and rank such that if if (4) except for the cases when the rank is for each and the dimension of the kernel is or . For example, in Tables III and IV, for and , respectively, the constructed codes are denoted by and the exceptions by .
The next lemmas and propositions settle the remaining cases needed to establish the existence of a Hadamard code for all the admissible pairs , where is the rank and the dimension of the kernel. Tables III and IV, for and , respectively, these codes are denoted by . This last proposition also shows that, once the dimension of the kernel is fixed, the lower bound for the rank given by Proposition 4.6 is tight.
Note that so far, we know how to construct a Hadamard code of length with a kernel of dimension , for any admissible rank except for the cases when the rank is for each and the dimension of the kernel is or . Also note that it is not necessary to construct Hadamard codes for all these cases. Using the above lemmas recursively, we only need to consider the cases when the dimension of the kernel is and and the rank is which we will do in the next proposition. 
VI. CONCLUSION
The -ranks of Hadamard matrices (or, equivalently, of Hadamard designs), that is, the ranks over a field of characteristic , have been widely studied (see, for instance, [1] ). These parameters have been sometimes used to distinguish between nonequivalent Hadamard matrices, since equivalent ones have the same -ranks.
In the present paper, for Hadamard matrices of order a power of two, we studied another parameter, the dimension of the kernel of its corresponding binary Hadamard code, together with the -rank. We proved the existence of Hadamard codes of length for any possible dimension of the kernel and any possible -rank.
Actually, apart from the linear Hadamard code, by the results in Section V, we can construct any Hadamard code of length , kernel of dimension , and -rank as long as if if
This means that we can get any Hadamard code of length with any possible rank between the lower and upper bounds, given the dimension of the kernel. These bounds are given by Propositions 4.6 and 4.1.
In [1] , it was mentioned that the linear span of all Hadamard codes of length investigated by the authors contained as a subcode the linear Hadamard code. This was also found to be true of the examples investigated as part of the present research.
Other possible lines for future research, on Hadamard codes, could be to further analyze the relationship between the dimension of the kernel and the -ranks in order to obtain the possible -ranks for a given kernel.
