The reverse split rank of an integral polyhedron P is defined as the supremum of the split ranks of all rational polyhedra whose integer hull is P. Already in R 3 there exist polyhedra with infinite reverse split rank. We give a geometric characterization of the integral polyhedra in R n with infinite reverse split rank.
Introduction
The problem of finding or approximating the convex hull of the integer points in a rational polyhedron is crucial in Integer Programming (see, e.g., [17, 22] ). In this paper we consider one of the most well-known procedures used for this purpose: the split inequalities.
Given an integral polyhedron P ⊆ R n , a relaxation of P is a rational polyhedron Q ⊆ R n such that P ∩ Z n = Q ∩ Z n , i.e., conv(Q ∩ Z n ) = P, where "conv" denotes the convex hull operator. A split S ⊆ R n is a set of the form S = {x ∈ R n : β ≤ ax ≤ β + 1} for some primitive vector a ∈ Z n (i.e., an integer vector whose entries have greatest common divisor equal to 1) and some integer number β . Note that a split does not contain any integer point in its interior int S. Therefore, if Q is a rational polyhedron and S is a split, then the set conv(Q \ int S) contains the same integer points as Q. The split closure SC(Q) of Q is defined as
SC(Q) = S split conv(Q \ int S).
A shown in [9] , if Q is a rational polyhedron, its split closure SC(Q) is a rational polyhedron containing the same integer points as Q. For k ∈ N, the k-th split closure of Q is SC k (Q) = SC(SC k−1 (Q)), with SC 0 (Q) = Q. If Q is a rational polyhedron, then there is an integer k such that SC k (Q) = conv(Q ∩ Z n ) (see [9] ); the minimum k for which this happens is called the split rank of Q, and we denote it by s(Q).
While one can verify that the split rank of all rational polyhedra in R 2 is bounded by a constant, there is no bound for the split rank of all rational polyhedra in R 3 . Furthermore, even if the set of integer points in Q is fixed, there might be no constant bounding the split rank of Q. For instance, let P ⊆ R 3 be the convex hull of the points (0, 0, 0), (2, 0, 0) and (0, 2, 0). For every t ≥ 0, the polyhedron Q t = conv(P, (1/2, 1/2,t)) is a relaxation of P. As shown in [7] , s(Q t ) → +∞ as t → +∞.
In this paper we aim at understanding which polyhedra admit relaxations with arbitrarily high split rank. For this purpose, given an integral polyhedron P, we define the reverse split rank of P, denoted s * (P), as the supremum of the split ranks of all relaxations of P: s * (P) = sup{s(Q) : Q is a relaxation of P}.
For instance, the polyhedron P given in the above example satisfies s * (P) = +∞. In order to state our main result, given a subset K ⊆ R n , we denote by int K its interior and by relint K its relative interior. We say that K is (relatively) lattice-free if there are no integer points in its (relative) interior. Furthermore, we denote by lin P the lineality space of a polyhedron P. (See, e.g., [19, 22] .)
Theorem 1. Let P ⊆ R n be an integral polyhedron. Then s * (P) = +∞ if and only if there exist a nonempty face F of P and a rational linear subspace L ⊆ lin P such that (i) relint(F + L) is not contained in the interior of any split, (ii) G + L is relatively lattice-free for every face G of P that contains F.
Note that for the polyhedron P given in the example above, conditions (i)-(ii) are satisfied by taking F = P and L equal to the line generated by the vector (0, 0, 1). We also remark that the condition L ⊆ lin P in the theorem implies in particular that L = {0}. Furthermore, we observe that the dimension of any face F as in the statement of the theorem is at least two.
The analogous concept of reverse Chvátal-Gomory (CG) rank of an integral polyhedron P was introduced in [6] . We recall that an inequality cx ≤ ⌊δ ⌋ is a CG inequality for a polyhedron Q ⊆ R n if c is an integer vector and cx ≤ δ is valid for Q. Alternatively, a CG inequality is a split inequality in which the split S = {x ∈ R n : β ≤ ax ≤ β + 1} is such that one of the half-spaces {x ∈ R n : ax ≤ β } and {x ∈ R n : ax ≥ β + 1} does not intersect Q. The CG closure, the CG rank r(Q), and the reverse CG rank r * (Q) of Q are defined as for the split inequalities. The facts that the CG closure of a rational polyhedron is a rational polyhedron and that the CG rank of a rational polyhedron is finite were shown in [21] . In [6] the following characterization was proved.
Theorem 2 ([6] ). Let P ⊆ R n be an integral polyhedron. Then r * (P) = +∞ if and only if P = ∅ and there exists a one-dimensional rational linear subspace L ⊆ lin P such that P + L is relatively lattice-free.
Note that if conditions (i)-(ii)
of Theorem 1 are satisfied, then P + L is relatively lattice-free. Thus the conditions of Theorem 1 are a strengthening of those of Theorem 2. This is not surprising, as every CG inequality is a split inequality, thus s(Q) ≤ r(Q) for every rational polyhedron Q and s * (P) ≤ r * (P) for every integral polyhedron P. Indeed, there are examples of integral polyhedra with finite reverse split rank but infinite reverse CG rank: for instance, the polytope defined as the convex hull of points (0, 0) and (0, 1) in R 2 (see [6] ).
The comparison between Theorem 1 and Theorem 2 suggests that there is some "gap" between the CG rank and the split rank. This is not surprising, as the literature already offers results in this direction. For instance, if we consider a rational polytope contained in the cube [0, 1] n , it is known that its split rank is at most n [2] , while its CG rank can be as high as Ω(n 2 ) (see [20] ; weaker results were previously given in [13, 18] ). Some more details about the differences between the statements of Theorem 1 and Theorem 2 will be given at the end of the paper.
We remark that, despite the similarity between the statements of Theorem 1 and Theorem 2, the proof of the former result (which we give here) needs more sophisticated tools and is more involved.
The rest of the paper is organized as follows. In Sect. 2 we recall some known facts. In Sect. 3 we present two results on the position of integer points close to linear or affine subspaces: these results, beside being used in the proof of Theorem 1, seem to be of their own interest. The sufficiency of conditions (i)-(ii) of Theorem 1 is proved in Sect. 4 , while the necessity of the conditions is shown in Sect. 5 for bounded polyhedra, and in Sect. 6 for unbounded polyhedra. In Sect. 7 we discuss a connection between the concept of reverse split rank in the pure integer case and that of split rank in the mixed-integer case. We conclude with some observations in Sect. 8.
Basic facts
In this section we introduce some notation and present some basic facts that will be used in the proof of Theorem 1. We refer the reader to a textbook, e.g. [22] , for standard preliminaries that do not appear here.
Given a point x ∈ R n and a number r > 0, we denote by B(x, r) the closed ball of radius r centered at x. We write aff P to indicate the affine hull of a polyhedron P ⊆ R n , and we recall that by lin P we denote the lineality space of P. The angle between two vectors v, w ∈ R n is denoted by φ (v, w). The Euclidean norm of a vector v ∈ R n is denoted by v , while dist(x, S) := inf{ x − y : y ∈ S} is the Euclidean distance between a point x ∈ R n and a subset S ⊆ R n . Given linear subspaces L 1 , . . . , L k of R n , we indicate with L 1 , . . . , L k the linear subspace of R n generated by the union of L 1 , . . . , L k . (With little abuse, if L is a subspace of R n and v ∈ R n , we write L, v instead of L, v .) Further, L ⊥ is the orthogonal complement of a linear subspace L ⊆ R n . Finally, we denote by cone(v 1 , . . . , v k ) the set of conic combinations of vectors v 1 , . . . , v k ∈ R n .
Unimodular transformations
A unimodular transformation u : R n → R n maps a point x ∈ R n to u(x) = U x + v, where U is an n × n unimodular matrix (i.e., a square integer matrix with |det(U )| = 1) and v ∈ Z n . It is well-known (see e.g. [22] ) that U is a unimodular matrix if and only if so is U −1 . Furthermore, a unimodular transformation is a bijection of both R n and Z n . It follows that if Q ⊆ R n is a rational polyhedron and u : R n → R n is a unimodular transformation, then the split rank of Q coincides with the split rank of u(Q).
The following basic fact will prove useful: if L ⊆ R n is a rational linear subspace of dimension d, then there exists a unimodular transformation that maps L to the subspace {x ∈ R n : x d+1 = · · · = x n = 0}; in other words, L is equivalent to R d up to a unimodular transformation.
Some properties of CG and split rank
We will use the following result (see [1, Lemma 10] ) and its easy corollary.
Lemma 3.
For every n ∈ N there exists a number θ (n) such that the following holds: for every rational polyhedron Q ⊆ R n , c ∈ Z n and δ , δ ′ ∈ R with δ ′ ≥ δ , where cx ≤ δ is valid for conv(Q ∩ Z n ) and cx ≤ δ ′ is valid for Q, the inequality cx ≤ δ is valid for the p-th CG closure of Q, where p = (⌊δ ′ ⌋ − ⌊δ ⌋)θ (n) + 1.
Corollary 4. Given an integral polytope P ⊆ R n and a bounded set B containing P, there exists an integer N such that r(Q) ≤ N for all relaxations Q of P contained in B.
We also need the following lemma.
Lemma 5.
Let Q ⊆ R n be a rational polyhedron contained in a split S, where S = {x ∈ R n : β ≤ ax ≤ β + 1}. Let Q 0 (resp., Q 1 ) be the face of Q induced by the inequality ax ≥ β (resp., ax
Proof. For j = 0, 1, since Q j is a (possibly non-proper) face of Q, we have SC(Q j ) = SC(Q)∩Q j (see [9] ). Then, for k = max{s(Q 0 ), s(Q 1 )}, both SC k (Q)∩Q 0 and SC k (Q)∩ Q 1 are integral polyhedra. It follows that after another application of the split closure (actually, the split S is sufficient) we obtain an integral polyhedron.
Maximal lattice-free convex sets
A maximal lattice-free convex set is a convex set that is not strictly contained in any lattice-free convex set. A result in [4, Theorem 2] (see also [16] ) states that a maximal lattice-free convex set in R n is either an irrational hyperplane or a polyhedron P + L, where P is a polytope and L is a rational linear subspace. In particular, since a fulldimensional set is never contained in a hyperplane, every full-dimensional lattice-free convex set is contained in a set of the form P + L, where P is a polytope and L is a rational linear subspace.
Lattice width
The lattice width w(K) of a closed convex set K ⊆ R n (with respect to the integer lattice Z n ) is defined by
If K is full-dimensional and w(K) < +∞, then there exists a nonzero integer vector c for which
Furthermore, c is a primitive vector. We will use the following extension of the well-known Flatness Theorem of Khintchine [15] (see also [3, Chapter 7] ), which is taken from [1] (see also [14, Theorem (4.1)]).
Lemma 6.
For every k ∈ N and every convex body K ⊆ R n with |K ∩ kZ n | = 1, one has w(K) ≤ ω(n, k), where ω is a function depending on n and k only.
Compactness
The proof of Theorem 1 exploits the notion of compactness and sequential compactness, which we recall here. A subset K of a topological space is compact if every collection of open sets covering K contains a finite subcollection which still covers K. It is well-known that a subset of R n is compact (with respect to the usual topology of R n ) if and only if it is closed and bounded. For a normed space (such as R n ) the notion of compactness coincides with that of sequential compactness: a set K is sequentially compact if every sequence (x i ) i∈N of elements of K admits a subsequence that converges to an element of K.
On integer points close to subspaces
A result given in [4] , based on Dirichlet's lemma (see, e.g., [22] ), shows that for each line passing through the origin there are integer points arbitrarily close to the line and arbitrarily far from the origin. (Note that if the line is not rational, then the origin is the only integer point lying on in it.) We give here a strengthening of that result, showing that for every line passing through the origin the integer points that are "very close" to the line are not too far from each other. Furthermore, this result is presented in a more general version, valid for every linear subspace. This lemma will be used in the proof of Theorem 1, but we find it interesting in its own right.
Lemma 7.
Let L ⊆ R n be a linear subspace and fix δ > 0. Then there exists R > 0 such that, for every x ∈ L, there is an integer point y satisfying y−x ≤ R and dist(y, L) ≤ δ .
Proof. The proof is a double induction on n and d := dim L. The statement is easily verified for n = 1; so we fix n ≥ 2 and assume by induction that the result holds in dimension smaller than n. The proof is now by induction on d. BASE STEP The statement is trivial if d = 0. We show that it is correct for d = 1, as well. So we now assume that L = v for some v ∈ R n \ {0}.
Claim 1.
If there is no row-vector a ∈ Z n \ {0} such that av = 0, then the result of the lemma holds. 
We claim that for every i = 1, . . . , m, the set C i + v is not lattice-free. To see this, assume by contradiction that C i + v is lattice-free. Then it is contained in a full-dimensional maximal lattice-free polyhedron, i.e., a set of the form P + L ′ for some polytope P ⊆ R n and some rational linear subspace L ′ ⊆ R n (recall Sect. 2.3). Note that v ∈ L ′ . However, this is not possible, as we assumed that there is no rowvector a ∈ Z n \ {0} such that av = 0 (i.e., v is not contained in any rational subspace). Therefore C i + v is not lattice-free for i = 1, . . . , m. This implies that C i + cone(v) is not lattice-free for i = 1, . . . , m.
For i = 1, . . . , m, let w i be an integer point in C i + cone(v); note that w 1 , . . . , w m / ∈ v ⊥ because of the hypothesis of the claim. Observe that for every z ∈ B ′ + v , at least one of the points z − w 1 , . . . , z − w m is still in B ′ + v (just choose i such that z ∈ C i + v ). We define
and show that the statement of the lemma holds by choosing R = M + δ . Take any x ∈ v . Since v is contained in no rational subspace, the set B(x, δ ) + v contains an integer point (see, e.g., [4] ). Then there is an integer point z ∈ B(x, δ ) + 
This concludes the proof of the claim. We can now prove the lemma for d = 1. Let S ⊆ R n be a minimal rational subspace containing v. If S = R n , then the hypothesis of the claim is satisfied and we are done. So assume that dim S < n. In this case, by applying a unimodular transformation we can reduce ourselves to the case in which S = R dim S × {0} n−dim S and use induction, as S is now equivalent to an ambient space of dimension smaller than n. Though unimodular transformations do not preserve distances, there exist positive constants c 1 ≤ c 2 (depending only on the transformation) such that the distance between any two points (or sets) is scaled by a factor between c 1 and c 2 , so the arguments can be easily adapted.
INDUCTIVE STEP Fix d ≥ 2 and assume that the lemma holds for every subspace of
By the base step of the induction, there exists R 1 > 0 such that, for every x ∈ v , there is an integer point y satisfying y − x ≤ R 1 and dist(y, v ) ≤ δ /2. Furthermore, by induction, there exists R 2 > 0 such that, for every x ∈ L ′ , there is an integer point y satisfying y − x ≤ R 2 and dist(y, L ′ ) ≤ δ /2. Note that this remains true also if we replace L ′ with an affine subspace L 1 obtained by translating L ′ by an integer vector. We show that the result of the lemma holds with R = R 1 + R 2 ; see Fig. 2 to follow the proof.
Take any x ∈ L and decompose it by writing x = x 1 + x 2 , where x 1 ∈ v and x 2 ∈ L ′ . Let y 1 be an integer point satisfying y 1 − x 1 ≤ R 1 and dist(y 1 
This concludes the proof of Lemma 7.
We now prove a result that gives sufficient conditions guaranteeing that a non-fulldimensional simplex of a special type is "very close" to an integer point. 
Proof. We first observe that it is enough to show the result for H = R n . Indeed, if H is a d-dimensional rational subspace of R n with d < n, we can apply a unimodular transformation mapping H to R d × {0} n−d to reduce ourselves to the case in which H coincides with the ambient space. As in the proof of Lemma 7, there exist positive constants c 1 ≤ c 2 (depending only on the transformation) such that the distance between any two points is scaled by a factor between c 1 and c 2 , and this is enough to conclude. Therefore in the following we assume H = R n . We proceed by induction on k. 
Because of Lemma 7, we know that there exists an integer point z at distance at most δ from L 1 and at most M/2 from the middle point of x and y. The latter condition implies that the orthogonal projection of z onto L 1 lies between x and y, hence z is at distance at most δ from conv(x, y).
, assuming that the result holds for shorter sequences of subspaces. By Lemma 7, there exists R > 0 such that, for every z ∈ L k , there is an integer point
We show that the result holds if we take M = max{2M ′ , 4R} (see Fig. 3 to follow the proof). So fix x ∈ L k and y 1 , . . . ,
with respect to L k−1 , the point y k lies on the side pointed by v).
Definex as the unique point in Figure 3 : Illustration of the inductive step in the proof of Lemma 8. The space L k is represented. Symbolz is underlined to indicate thatz does not necessarily belong to L k ; in other words, its orthogonal projection onto L k is represented. Points x ′ , y ′ t and u ′ are not depicted; however, they project down tox,ỹ t andũ respectively, and their distance from the corresponding projected point is at most δ /2.
by induction we obtain an integer pointz such that dist(conv(
where the first inequality holds because conv(x,ỹ 1 . . . ,ỹ k−1 ) ⊆ conv(x, y 1 . . . , y k ) This concludes the proof.
Proof of sufficiency
In this section we prove that if F and L satisfying conditions (i)-(ii) of Theorem 1 exist, then P has infinite reverse split rank.
By hypothesis, F and P are nonempty. Since L is a rational subspace, it admits a basis v 1 , . . . , v k ∈ Z n . Fixx ∈ relint F, and for λ ≥ 0 define the polyhedra
where conv denotes the closed convex hull. Clearly Q λ F ⊆ Q λ P for every λ ≥ 0. As x ∈ relint F and F + L is relatively lattice-free, it follows that Q λ F is a relaxation of F for every λ ≥ 0. We now show that also Q λ P is a relaxation of P for every λ ≥ 0. Claim 2. Q λ P is a relaxation of P for every λ ≥ 0. Proof. Fix λ ≥ 0 and assume by contradiction that Q λ P contains an integer point z / ∈ P.
thus G + L is not relatively lattice-free. By condition (ii) of Theorem 1, this implies that G is a face of P not containing F, and thusx
Since az = β , it follows that z is a convex combination of points in P. Then z ∈ P, a contradiction.
Let r > 0 be the radius of the largest ball in aff F centered atx and contained in F. Clearly r is finite, because otherwise F = aff F and so F + L would be an integral affine subspaces of R n , thus not relatively lattice-free, contradicting condition (ii) of Theorem 1.
Since F is an integral polyhedron, it can be written in the form
where g i , i = 1, . . . , p, are integer points (one in each minimal face of F), and h i , i = 1, . . . , q, are integer vectors; here p ≥ 1 and q ≥ 0. Let
Both R g and R h are finite, and so is R = max{R g , R h }. We will show below that, for each λ ≥ 0, SC(Q λ F ) contains the two points
As λ was chosen arbitrarily, and at least one of the 2k points in (2) is not in P for λ large enough (because L is not contained in lin P), this implies that P SC(Q λ P ), i.e., s(Q λ P ) > 1. If λ is large then the argument can be iterated, showing that s(Q λ P ) → +∞ as λ → +∞, hence s * (P) = +∞.
It remains to prove that SC(Q λ F ) contains the two points given in (2) for every i = 1, . . . , k. To do so, we prove that for every split S, the set conv(Q λ F \ int S) contains the two pointsx ± (λ − 1)v i or the two pointsx ± λ r 2(r+R) v i , for every i = 1, . . . , k. Note that the lineality space of every minimal face of Q λ F is lin F = lin P, thus for every split S that satisfies lin P lin S, we have conv
Hence we now consider only splits with lin P ⊆ lin S. To simplify notation, for fixed S and λ we define T = conv(Q λ F \ int S), omitting the dependence on S and λ .
Case 1. Let S be a split such that there exists a vectorv
In this case we show that T contains the pointx
Symmetrically, T will also contain the pointx − (λ − 1)v i for every i = 1, . . . , k. Let i ∈ {1, . . . , k} be such that v i / ∈ lin S. As v i ∈ Z n , it is easy to check that int S can contain at most one of the pointsx + λ v i andx + (λ − 1)v i . Thus T contains the point x+ λ v i or the pointx+ (λ − 1)v i . Asx ∈ F, it follows that T must containx + (λ − 1)v i . Now let i ∈ {1, . . . , k} be such that v i ∈ lin S. Ifx + (λ − 1)v i / ∈ int S we are done, thus we assume thatx
are not in int S, and thus are in T . Therefore also their convex combinationx
Case 2. Let S be a split such that v i ∈ lin S for every i = 1, . . . , k. In this case we show that T contains the pointx + λ r
∈ int S, then the statement follows trivially, asx ∈ F. Thus we now assume thatx + λṽ ∈ int S, which implies that alsox ∈ int S.
Since, by (i), relint(F + L) is not contained in int S, and since
Since F is integral, there exists a point in F that satisfies ax ≤ β − 1. By (1), such point can be written as
for nonnegative scalars λ 1 , . . . , λ p and µ 1 , . . . , µ q with ∑ p i=1 λ i = 1. We now define a special point w in F that satisfies the inequality ax ≤ β − 1 and that is distant at most R fromx. If there exists a point in {g 1 , . . . , g p } that satisfies ax ≤ β − 1, let w be such point. Otherwise, for every i = 1, . . . , p, the integral point g i satisfies ax ≥ β , and so does the convex combination ∑ p i=1 λ i g i . Therefore the scalar product of vectors ∑ q i=1 µ i h i and a is strictly negative, implying that there exists a vector h ∈ {h 1 , . . . , h q } such that the scalar product of h and a is strictly negative. Define w =x + 2h. As h is in the recession cone of F, it follows that w is in F. Moreover, since h is integral, aw ≤ β − 1.
Since aw ≤ β − 1, and ax > β , we can define w ′ as the unique point in the intersection of the hyperplane {x ∈ R n : ax = β } with the segment 
Proof of necessity for bounded polyhedra
In this section we prove that if an integral polytope P has infinite reverse split rank, then F and L satisfying conditions (i)-(ii) of Theorem 1 exist, while the case of an unbounded polyhedron will be considered in Sect. 6. We remark that if P = ∅ then its reverse split rank is finite, as this is the case even for the reverse CG rank (see [8, 6] ). Therefore in this section we assume that P = ∅. Also, we recall that for a polytope the condition L ⊆ lin P is equivalent to L = {0}. In order to prove the necessity of conditions (i)-(ii), we need to extend the notion of relaxation and reverse split rank to rational polyhedra. Indeed, when dealing with a non-full-dimensional integral polytope P in Sect. 5.7, we will approximate P with a non-integral full-dimensional polytope containing the same integer points as P.
Given a rational polyhedron P ⊆ R n , we call relaxation of P a rational polyhedron Q ⊆ R n such that P ⊆ Q and P ∩ Z n = Q ∩ Z n . The reverse split rank of a rational polyhedron P is defined as follows:
In the following we prove that if a nonempty rational polytope has infinite reverse split rank, then F and L satisfying conditions (i)-(ii) of Theorem 1 exist.
Outline of the proof for full-dimensional polytopes
Given a full-dimensional rational polytope P ⊆ R n with s * (P) = +∞, we prove conditions (i)-(ii) of Theorem 1 under the assumption that the result holds for all (possibly non-full-dimensional) rational polytopes in R n−1 . (The case of a non-full-dimensional polytope in R n will be treated in Sect. 5.7.) Note that the theorem holds for n = 1, as in this case s * (P) is always finite.
So let P ⊆ R n be a full-dimensional rational polytope with s * (P) = +∞. We now give a procedure that returns F and L satisfying the conditions of the theorem. We justify it and prove its correctness in the rest of this section. We remark that at this stage the linear subspace returned by the procedure might be non-rational, but we will show in Sect. 5.6 how to choose a rational subspace. Also, we point out that the procedure below is not an "executable algorithm", but only a theoretical proof of the existence of F and L.
1. Fix a pointx ∈ int P; choose a sequence (Q i ) i∈N of relaxations of P with sup i s(Q i ) = +∞; initialize k = 1, L 0 = {0}, and S = P. 
Choose a sequence of points
, 1} such that P j := P ∩ {x ∈ R n : ax = β + j} has infinite reverse split rank when viewed as a polytope in the affine space H = {x ∈ R n : ax = β + j}; since H is a rational subspace and we assumed that the result holds in dimension n − 1, there exist F and L satisfying conditions (i)-(ii) of the theorem with respect to the space H; return F and L, and stop. Otherwise, if no M as above exists, set k ← k + 1 and go to 2.
In order to prove the correctness of the above procedure, we will show the following:
(a) in step 2, a sequence (x i ) i∈N and a vectorv as required can be found; (b) the procedure terminates (either in step 3 or step 4); (c) if the procedure terminates in step 4, then there exists j ∈ {0, 1} such that P j has infinite reverse split rank in the affine space H = {x ∈ R n : ax = β + j}, and the output is correct;
(d) if the procedure terminates in step 3, then the output is correct.
Proof of (a)
We prove that at every execution of step 2 a sequence (x i ) i∈N and a vectorv as required can be found. Consider first the iteration k = 1; in this case, S = P. Since sup i s(Q i ) = +∞, we also have sup i r(Q i ) = +∞. By Corollary 4, there is no bounded set containing every Q i for i ∈ N. Then there is a sequence of points (x i ) i∈N such that x i ∈ Q i for every i ∈ N and sup i dist(x i , P) = +∞. As L 0 = {0}, for k = 1 the definition of v i given in step 2 reduces to v i = x i −x for i ∈ N. Since every vector has a subsequence converging to some unit-norm vectorv.
Assume now that we are at the k-th iteration (k ≥ 2). Then the algorithm has determined a split S ⊆ R n such that P+ L k−1 ⊆ S = {x ∈ R n : β ≤ ax ≤ β + 1}. Furthermore, we know that there is no M ∈ R such that Q i ⊆ {x ∈ R n : β − M ≤ ax ≤ β + M} for every i ∈ N (see step 4). This implies that there is a sequence of points (x i ) i∈N such that x i ∈ Q i for i ∈ N and sup i dist(x i , S) = +∞. For i ∈ N, let v i be the projection of the vector x i −x onto the space L ⊥ k−1 . Since the elements of the sequence
belong to the intersection of L ⊥ k−1 with the unit sphere, and this intersection gives a compact set, there is a subsequence converging to some unit-norm vector belonging to L ⊥ k−1 , which we callv.
Proof of (b)
In order to show that the procedure terminates after a finite number of iterations, it is sufficient to observe that at every iteration in step 2 we select a vectorv
In particular, the procedure terminates after at most n iterations, as for k = n no split S can be found in step 3.
Proof of (c)
We now prove that if the procedure terminates in step 4, then there exists j ∈ {0, 1} such that P j has infinite reverse split rank when viewed as a polytope in the affine space {x ∈ R n : ax = β + j}, and the output is correct.
Since Q i ⊆ {x ∈ R n : β − M ≤ ax ≤ β + M} for every i ∈ N, by Lemma 3 there exists a number N such that, for each i ∈ N, N iterations of the CG closure operator (hence, also of the split closure operator) applied to Q i are sufficient to obtain a relaxation of P contained in S. For i ∈ N, let Q i be the relaxation of P obtained this way. Then we have sup i s( Q i ) = +∞.
Recall that P 0 and P 1 are the faces of P induced by equations ax = β and ax = β + 1, respectively. Similarly, for i ∈ N, let Q 0 i and Q 1 i be the faces of Q i induced by equations ax = β and ax = β + 1, respectively. Since Q i ⊆ S, by Lemma 5 we have
Then there exists j ∈ {0, 1} such that sup i s( Q j i ) = +∞. Since every relaxation Q j i is contained in the affine space H = {x ∈ R n : ax = β + j}, we have s * (P j ) = +∞ with respect to the ambient space H (which is equivalent to R n−1 under some unimodular transformation). Let H * be the translation of H passing through the origin. Since H is a rational space of dimension n − 1, by induction there exist a face F of P j and a nonzero linear subspace L ⊆ H * satisfying conditions (i)-(ii) of Theorem 1 for P j : specifically, relint(F + L) is not contained in the interior of any (n − 1)-dimensional split in the affine space H, and G + L is relatively lattice-free for every face G of P j containing F.
We show that F and L satisfy conditions (i)-(ii) for P, too. First, note that F is a face of P and L is a nonzero linear subspace of R n . To prove (i), assume by contradiction that there is an n-dimensional split T such that relint(F + L) ⊆ int T . Then lin T = lin S. This implies that T ∩ H is contained in some (n − 1)-dimensional split U living in H. But then, with respect to the ambient space H, we would have relint(F + L) ⊆ intU , a contradiction.
To prove (ii), let G be a face of P containing F. If G ⊆ P j , then G is a face of P j and thus G + L is relatively lattice-free by induction. So we assume that G ⊆ P j . Since G ⊆ P ⊆ S, this implies that G contains some points in int S, and thus relint G ⊆ int S. Since L ⊆ lin S, this yields relint(G + L) ⊆ int S, hence G + L is relatively lattice-free.
Proof of (d)
We now prove that if the procedure terminates in step 3, then the output is correct. Note that it is sufficient to prove that P + L k is lattice-free at every iteration of the algorithm.
The subspace L 1 is constructed following the same procedure as in the proof of Theorem 2 given in [6, Sect. 3.2] . Therefore, with the same arguments as in [6] , one proves that P + L 1 is lattice-free.
We now assume that k ∈ {2, . . . , n}; see Figs. 6 and 7 to follow the proof. Recall
Recall that there is a split S such that P + L k−1 ⊆ S (step 3 of the previous iteration). Define H = lin S and H 0 = z 0 + H. We can assume wlog that H 0 does not intersect P: if this is not the case, we can choose a different integer pointz ∈ int(P + L k ) so that this condition is satisfied. Let w denote the unit-norm vector which is orthogonal to H and forms an acute angle withv (recall thatv / ∈ H, thusv andw cannot be orthogonal). We define α = φ (v, π(w)); note that 0 ≤ α < π/2.
We need the following lemma.
Lemma 9.
For every x ∈ int P, M ′ > 0 and ε > 0, there exist an index i ∈ N and points y 1 , . . . , y k satisfying
Proof. We proceed by induction on k: we assume that the property of the lemma holds when k is replaced with k − 1 (i.e., at the previous iteration of the algorithm), and show that it also holds at the current iteration. We remark that the base case k = 1 does not need to be treated separately. (See Fig. 5 to follow the proof.) Fix any x ∈ int P, M ′ > 0 and ε > 0. By induction, there exist an index i and points
Note that the existence of such an index i implies the existence of infinitely-many such indices. Now we need to find an additional point
Let r > 0 be such that B(x, r) ⊆ P and define d = x −x . Denote again by π :
. The choices of the sequence (x i ) i∈N and the vectorv made in step 2 of the algorithm imply that, for i ∈ N large enough, the norm of π(x i −x) can be made arbitrarily large and the angle φ (π(x i −x),v) = φ (v i ,v) can be made arbitrarily small. Thus we can assume that
. Observe that the orthogonal projections of x and x ′ onto w i + v coincide; let us call u this common projected point. Then
Since the two triangles with vertices respectively w i , u, x ′ and z, x, x ′ are similar, we deduce that
The construction of z shows that there exists
To show the last part of Lemma 9, note that if we choose i sufficiently large then the angle φ (π(y k −x),v) can be made arbitrarily small. Since the norm of π(y x −x) can be made arbitrarily large, this implies that also the angle φ (π(y k − x 0 ),v) can be made arbitrarily small. (In other words, the angles φ (π(y k −x),v) and φ (π(y k − x 0 ),v) are almost the same for large i.)
We first apply Lemma 8 with δ = r/8 and k − 1 in place of k, and obtain M > 0 such that the condition of the lemma is satisfied, i.e., for every x ∈ L k−1 and for every y 1 , . . . , y k−1 satisfying y t ∈ x + L t and dist(y t , x + L t−1 ) ≥ M for t = 1, . . . , k − 1, one has dist(conv (x, y 1 , . . . , y k−1 ), H ∩ Z n ) ≤ δ . Define M ′ = max{2M, 2d}. Now, by Lemma 9, there exists i ∈ N and points y 1 , . . . , y k satisfying y t ∈ Q i ∩ (x 0 + L t ) and dist(y t , x 0 + L t−1 ) ≥ M ′ for t = 1, . . . , k. Furthermore, again because of Lemma 9, we can enforce the condition
(see Fig. 7 ). Note that the value on the right-hand-side of (5) is nonnegative, as 0 ≤ α < π/2.
Moreover, as B(x 0 , r) ⊆ P ⊆ Q i and B(ỹ t , r/2) ⊆ Q i for t = 1, . . . , k − 1, we have
Let x ′′ be the projection of x ′ onto the space z 0 + L k−1 . We claim that
(see again Fig. 7 ). The equality holds because x ′′ − x ′ ∈ L ⊥ k−1 by construction; the first inequality describes the worst case (which is the one depicted in the figure), i.e., when π(x ′′ − x ′ ) is as large as possible; the last bound follows from (5).
by an integer vector, by the choice of M given by Lemma 8 there is an integer point p ∈z + H = H 0 at distance at most δ = r/8 from the set conv(x ′′ , y ′′ 1 , . . . , y ′′ k−1 ). We claim that p ∈ Q i . To see this, first observe that
Now from (7) we obtain that conv(x ′ , y ′ 1 , . . . , y ′ k−1 ) + B(0, r/4) ⊆ Q i and thus, by (8) , p ∈ Q i . This is a contradiction, as p is an integer point in Q i \ P (p does not belong to P because p ∈ H 0 and H 0 ∩ P = ∅ by assumption). Figure 6 : Illustration of the proof of (d). 
Rationality of L
As mentioned in Sect. 5.1, our procedure might return a non-rational linear subspace L. Note that this cannot be the case if the procedure terminates in step 4, as in this case the rationality of L follows from the fact that we assumed that the theorem holds in R n−1 . Therefore we now assume that the procedure terminates in step 3, and show that we can replace L with a suitable nonzero rational linear subspace L and still have conditions (i)-(ii) fulfilled.
Since P + L is full-dimensional, as discussed in Sect. 2.3 we have P + L ⊆ P + L, where P is a polytope and L is a rational linear subspace. Moreover, L = {0}, as it contains L. Since we are assuming that the procedure terminates in step 3 (thus
The non-full-dimensional case
The proof of the necessity of Theorem 1 given above covers the case of a full-dimensional rational polytope P ⊆ R n , assuming the result true both for full-dimensional and nonfull-dimensional rational polytopes in R n−1 . We now deal with the case of a non-fulldimensional polytope in R n . For this purpose, we will take a non-full-dimensional polytope P and make it full-dimensional by "growing" it along directions orthogonal to its affine hull. This will be done in such a way that no integer point is added to P. The idea is then to use the proof of the full-dimensional case given above. We remark that even if we start from an integral polytope P, the new polytope that we construct will not be integral. This is why at the beginning of Sect. 5 we extended the notion of reverse split rank to rational polyhedra.
Note that if P I is the convex hull of integer points in a rational polytope P, it is not true (in general) that s * (P I ) = +∞ implies s * (P) = +∞. However, the key fact underlying our approach is the following:
Given a non-full-dimensional rational polytope P with s * (P) = +∞, it is possible to "enlarge" P and obtain a full-dimensional polytope P ′ containing the same integer points as P, in such a way that s * (P ′ ) = +∞. Now, let P be a d-dimensional rational polytope P, where d < n. Assume that s * (P) = +∞. By applying a suitable unimodular transformation, we can assume that
Given a rational basis {b d+1 , . . . , b n } of the subspace (aff P) ⊥ = {0} d × R n−d , a rational pointx ∈ relint P, and a rational number ε > 0, we define P(x, ε) = conv(P,x + εb d+1 , . . . ,x + εb n );
we do not write explicitly the dependence on vectors b d+1 , . . . , b n , as they will be soon fixed. Note that P(x, ε) is a full-dimensional rational polytope.
We can now present the procedure that finds F and L as required. Recall that we are assuming by induction that the theorem is true for both full-dimensional and non-full-dimensional rational polytopes in R n−1 . projection of Q i onto the space (aff P) ⊥ , which we identify with R n−d . If there exists an infinite subsequence of indices i 1 , i 2 , . . . such that the lattice width of every polyhedron Q i t in R n−d is at most ω, then s * (P) = +∞ also when we view P as a polyhedron in R n−1 . In this case, return F and L by induction, and stop.
1. Fix a rational pointx ∈ relint P; choose a rational basis {b d+1 , . . . , b n } of (aff P) ⊥ , a rational number ε > 0, and redefine the sequence of rational polyhedra (Q i ) i∈N so that:
(a) P(x, ε) has the same integer points as P, (b) Q i is a relaxation of P(x, ε) (and thus of P) for every i ∈ N,
initialize k = 1, L 0 = {0}, and S = P(x, ε). 3. If, for every strictly positive rational number ε ′ ≤ ε, P(x, ε ′ )+L k is not contained in any split, then choose a rational subspace L ⊇ L k such that P(x, ε) + L is lattice-free, return F = P and L, and stop; otherwise, let S = {x ∈ R n : β ≤ ax ≤ β + 1} be a split such that P(x, ε ′ ) + L k ⊆ S for some strictly positive rational number ε ′ ≤ ε, and update ε ← ε ′ .
If there exists
M ∈ R such that Q i ⊆ {x ∈ R n : β − M ≤ ax ≤ β + M} for every i ∈ N, then choose j ∈ {0, 1} such that P j := P ∩ {x ∈ R n : ax = β + j} has infinite reverse split rank (when viewed as a polytope in the affine space {x ∈ R n : ax = β + j}), then F and L exist by induction; return F and L, and stop. Otherwise, set k ← k + 1, and go to 2.
The fact that step 2 can be executed follows from the same argument given for the full dimensional case (see Sect. 5.2). The following additional facts, which we prove below, imply the correctness of the procedure:
• in step 0, if there exists an infinite subsequence of indices i 1 , i 2 , . . . such that the lattice width of every polyhedron Q i t in R n−d is at most ω, then s * (P) = +∞ also when we view P as a polyhedron in R n−1 (Claim 3);
• in step 1, a basis {b d+1 , . . . , b n }, a number ε, and a sequence (Q i ) i∈N satisfying (a)-(c) do exist (Claim 4);
• if we stop in step 3, then F and L are correctly determined (Claim 5);
• if the condition of step 4 is true, then there exists j ∈ {0, 1} such that P j has infinite reverse split rank when viewed as a polytope in the affine space {x ∈ R n : ax = β + j} (Claim 6).
In the next four claims we prove the correctness of the procedure. Recall that aff(P) = R d × {0} n−d . Also, we identify the space (aff P) ⊥ with R n−d ; we will denote its variables by x d+1 , . . . , x n . We denote by e j the unit vector in R n with its only 1 in position j, for j = 1, . . . , n. 1 , i 2 , . . . such that the lattice width of every polyhedron Q i t in R n−d is at most ω, then s * (P) = +∞ also when we view P as a polyhedron in R n−1 .
Claim 3. If there exists an infinite subsequence of indices i
Proof. If the lattice width of every polyhedron Q i t in R n−d is at most ω, then for every t ∈ N there is a primitive direction c t ∈ Z n−d such that every polyhedron Q i t has width at most ω with respect to c t . For each t ∈ N, we can find a unimodular transformation u t that maps c t to e n and keeps the subspace aff P unchanged. The resulting polyhedra
. . are still relaxations of P, and they have the same split rank as
By Lemma 3, there is an integer N such that N iterations of the CG closure operator are sufficient to reduce each u t (Q i t ) to a polyhedron contained in {x ∈ R n : x n = 0}. Then s * (P) = +∞ also when we view P as a polyhedron in R n−1 .
Under the hypothesis of the above claim, by induction there are F and L satisfying the conditions of the theorem when P is viewed as a polytope in R n−1 . It is immediate to check that with this choice of F and L the conditions of theorem are also satisfied when P is viewed as a polytope in R n .
From now on we can assume that the hypothesis of the previous lemma is not satisfied. Wlog, we assume that every polyhedron in the sequence ( Q i ) i∈N has (minimum) lattice width larger than ω.
Claim 4.
For everyx ∈ relint P, there exist a rational basis {b d+1 , . . . , b n } of (aff P) ⊥ , a rational number ε > 0, and a sequence of rational polyhedra (Q i ) i∈N such that:
(a) P(x, ε) has the same integer points as P; (b) Q i is a relaxation of P(x, ε) (and thus of P) for every i ∈ N;
Proof. Since every Q i has lattice width larger than ω, because of Lemma 6 every Q i contains a nonzero integer pointŷ i . Since the origin belongs to Q i , we can assume wlog thatŷ i is a primitive vector in Z n−d . For every i ∈ N, there exists a unimodular linear transformation of R n−d that mapsŷ i to e d+1 . Furthermore, each of these transformations can be extended to a unimodular linear transformation of R n that maps aff P to itself. To simplify notation, we assume that every Q i coincides with its image via the latter transformation. Then every polyhedron in the sequence (Q i ) i∈N is a relaxation of P that contains a point y i of the form y i = x i + e d+1 for some
For every i ∈ N, define z i = y i −x. Letz i be the vector obtained from z i by rounding each entry to the closest integer. Note thatz i ∈ Z d+1 × {0} n−d−1 and has its (d + 1)-th component equal to 1. Thenz i is a primitive vector and therefore there exists a unimodular linear transformation u i such that u i (aff P) = aff P and u i (z i ) = e d+1 . We then have B(x, r) . The pyramids have a common point of the formx + εe d+1 for some ε > 0, e.g., the one marked with an asterisk.
and has its components in the interval [−1/2, 1/2], we obtain that every u i (Q i ) is a relaxation of P that contains a point of the type p i + e d+1 for some p i ∈ aff P such that p i −x ∞ ≤ 1/2 (see Fig. 8 ). Sincex ∈ relint P, there exists r > 0 such that
This implies that there exists a point of the typex + εe d+1 that belongs to u i (Q i ) for every i ∈ N (for some rational ε > 0). By choosing ε sufficiently small, the polyhedron P = conv(P,x + εe d+1 ) will have the same integer points as P. Note that P is a polyhedron of dimension d + 1 and every Q i = u i (Q i ) is a relaxation of P. We take b d+1 = e d+1 . The conclusion now follows by iterating the arguments used in this proof until a full-dimensional polytope is obtained. Note that we cannot use the samex, since it does not lie in relint P. However, we can slightly perturb it, e.g. by taking the middle point ofx andx + εe d+1 . After the last iteration, we will determine a rational basis {b d+1 , . . . , b n } of (aff P) ⊥ and a rational number ε > 0 as required.
Notice that the sequence (Q i ) i∈N consists of relaxations of P(x, ε ′ ) for every strictly positive rational number ε ′ ≤ ε.
The next claim shows that if we stop in step 3 at some iteration k, then F and L are correctly determined by the algorithm. The fact that P(x, ε) + L k is lattice-free can be proved as in Sect. 5.5. Then the existence of a rational subspace L containing L k such that P(x, ε) + L is lattice-free (which is required in step 3) follows from the discussion made in Sect. 2.3.
Claim 5.
Assume that, for every strictly positive rational number ε ′ ≤ ε, P(x, ε ′ ) + L k is not contained in any split. Let L be a rational subspace containing L k such that P(x, ε) + L is lattice-free. Then P + L is relatively lattice-free and relint(P + L) is not contained in the interior of any split (i.e., the conditions of the theorem are satisfied with F = P).
Proof. Assume by contradiction that there is a split S such that relint(P + L) ⊆ int S. Thenx ∈ int S. This implies that for ε ′ > 0 small enough
We now prove that P + L is relatively lattice-free. Note that since P is a face of
The latter case immediately implies that P + L is relatively lattice-free, as P(x, ε) + L is lattice-free. So we assume that relint(P + L) is contained in the boundary of P(x, ε) + L.
Let H be a rational hyperplane containing P + L and not containing any interior point of P(x, ε) + L; note that H is a supporting hyperplane for P(x, ε) + L. We denote by ax = β an equation defining H, where a ∈ Z n is a primitive vector and β ∈ Z. Assume wlog that ax ≥ β is a valid inequality for
Claim 6. In step 4, if there exists M ∈ R such that Q i ⊆ {x ∈ R n : β − M ≤ ax ≤ β + M} for every i ∈ N, then there exists j ∈ {0, 1} such that P j has infinite reverse split rank when viewed as a polytope in the affine space {x ∈ R n : ax = β + j}.
Proof. Denote by H 0 and H 1 the hyperplanes defining the split S. For j ∈ {0, 1}, let P j (x, ε) be the face of P(x, ε) induced by H j . The proof of the full-dimensional case shows that there exists j ∈ {0, 1} such that P j (x, ε) has infinite reverse split rank when viewed as a polytope in the (n − 1)-dimensional space H j . Since P j ⊆ P j (x, ε) and these two polytopes have the same integer points, P j has also infinite reverse split rank when viewed as a polytope in H j .
An observation on F
We conclude this section with an observation that gives some more information on the face F in the statement of Theorem 1. Proof. If the procedure terminates at the first iteration, then F = P and the statement is trivial. Therefore we assume that the procedure ends at some iteration k > 1. In this case F and L are determined by induction on a face P j of P, for some for some j ∈ {0, 1}, where P j is viewed as a polytope in a rational hyperplane H j = {x ∈ R n : ax = β + j}. Define H * = lin H j . Then, assuming the statement true by induction,
Proof of necessity for unbounded polyhedra
We prove here the necessity of conditions (i)-(ii) of Theorem 1 for unbounded polyhedra. We assume that P R n , as for P = R n we have s * (P) = 0 and there is nothing to prove. We start with a lemma.
Lemma 11. Let P ⊆ R n be an integral polyhedron with lin P = e k+1 , . . . , e n for some k ∈ {1, . . . , n}. Let P ′ be the polyhedron P ∩ e 1 , . . . , e k viewed as a convex set in the space e 1 , . . . , e k (which is equivalent to R k ). Then s * (P) = s * (P ′ ).
Proof. Let π : R n → R k be the map that drops the last n−k components of every vector. Note that π(P) = P ′ . Furthermore, π maps integer points to integer points. Since every relaxation Q of P is such that lin Q ⊇ e k+1 , . . . , e n , π induces a bijection between the relaxations of P and those of P ′ . Also, π induces a bijection between the splits of R n whose lineality space contains e k+1 , . . . , e n and the splits of R k . We remark that if S is a split of R n whose lineality space contains e k+1 , . . . , e n , then π(conv(Q \ int S)) = conv(π(Q) \ int(π(S))), while if lin S does not contain e k+1 , . . . , e n then conv(Q \ int(S)) = Q (i.e., S has no effect when applied to a relaxation of P), as in this case S does not contain any minimal face of Q. We conclude that if Q is a relaxation of P then π(Q) is a relaxation of P ′ with the same split rank. The lemma follows.
Let P R n be an integral polyhedron with s * (P) = +∞. We now show that thanks to the above lemma we can reduce to the case lin P = {0}. Indeed, if this is not the case, we can assume wlog that lin P = e k+1 , . . . , e n for some k ∈ {1, . . . , n}. If we define P ′ as in Lemma 11, P ′ is an integral polyhedron satisfying lin P ′ = {0} and s * (P ′ ) = +∞. Given a face F ′ of P ′ and a nonzero rational subspace L ′ ⊆ R k such that (i)-(ii) are satisfied for P ′ , we have that by setting F = F ′ × R n−k and L = L ′ × {0} n−k (which is not contained in lin P), conditions (i)-(ii) of Theorem 1 are satisfied for P.
Therefore in the following we assume that lin P = {0} (but rec P = {0}). Note that in this case the condition "L ⊆ lin P" of Theorem 1 simplifies to "L = {0}".
A second useful lemma is now stated.
Lemma 12.
Let Q ⊆ R n be a rational polyhedron, and define Q = Q + lin(rec Q). Then Q is relatively lattice-free if and only if Q is relatively lattice-free.
Proof. Since aff Q = aff Q and Q ⊆ Q, if Q is relatively lattice-free then Q is relatively lattice-free as well.
To show the reverse implication, assume that there is an integer pointx ∈ relint Q. Since Q is a rational polyhedron, we can write rec Q = cone{r 1 , . . . , r k }, where r 1 , . . . , r k are integer vectors. Then lin(rec Q) = ±r 1 , . . . , ±r k . This implies that we can writẽ
We claim that x is an integer point in relint Q. The integrality of x follows from the fact that x is a translation ofx by an integer combination of the integer vectors r 1 , . . . , r k . Furthermore, x ∈ relint Q as x 0 ∈ relint Q and 1 + λ i − ⌈λ i ⌉ ≥ 0 for i = 1, . . . , k. Therefore x is an integer point in relint Q, and thus Q is not relatively lattice-free.
Since s * (P) = +∞, there is a sequence (Q i ) i∈N of relaxations of P such that sup s(
. . , e n for some k ∈ {1, . . . , n}. Also, define P = P + L 0 and
Since the reverse split rank of P is infinite, the same is true for its reverse CG rank; by Theorem 2, this implies that P is relatively lattice-free. Then, by Lemma 12, P is also relatively lattice-free. If relint P is not contained in the interior of any split, then (i)-(ii) hold with F = P and L = L 0 . Therefore in the remainder of the proof we assume that relint P is contained in the interior of some split S.
Claim 7. Q i is a relaxation of P for every i ∈ N.
Proof. Fix i ∈ N and assume that Q i contains some integer pointx; we prove thatx ∈ P. By using arguments that are similar to those in the proof of Lemma 12, Q i contains an integer point x of the form x =x + r, where r is an integer vector in L 0 . Since Q i is a relaxation of P, we have x ∈ P. But thenx = x − r is in P.
Assume that s * ( P) < +∞, say s * ( P) = t. Then, for every i ∈ N, applying t times the split closure operator to Q i yields P. If the same splits are applied to Q i , we obtain a relaxation of P which is contained in P, which in turn is contained in S. In other words, t rounds of the split closure operator are sufficient to make Q i contained in S for every i ∈ N. As in the proof for polytopes (Sect. 5.4), this implies that at least one of the two faces of P induced by the boundary of S (P 0 , say) has infinite reverse split rank. By induction, there exist a face F of P 0 and a nonzero rational subspace L satisfying (i)-(ii). The same choice of F and L is also good for P.
Therefore we now assume that s * ( P) = +∞. Since lin P = {0}, we can replicate the argument in the discussion following Lemma 11 and conclude that there exist a face F of P and a rational subspace L ⊆ lin P such that (i)-(ii) are fulfilled for P. Let H be any supporting hyperplane for F. One checks that the face F of P supported by H and the space L = L satisfy the conditions for P (use Lemma 12) . This concludes the proof of Theorem 1 for unbounded polyhedra.
Remark 13. Using Observation 10, one verifies that if F and L are obtained as above then F + L is a face of P + L.

Connection with the mixed-integer case
In this section we discuss a link between the concept of infinite reverse split rank in the pure integer case and that of infinite split rank in the mixed-integer case.
Fix k ∈ {1, . . . , n}, and consider x 1 , . . . , x k as integer variables and x k+1 , . . . , x n as continuous variables. A split S ⊆ R n is now defined as a set of the form S = {x ∈ R n : β ≤ ax ≤ β + 1} for some primitive vector a ∈ Z k × {0} n−k and some integer number β . Note that every set of this type is also a split in the pure integer sense. The split closure of Q is defined as in the pure integer case. The split rank of Q is the minimum integer k such that the k-th split closure of Q coincides with Q I = conv(Q ∩ (Z k × R n−k )). Unlike the pure integer case, in the mixed-integer case such a number k does not always exist; in other words, there are rational polyhedra with infinite split rank, see e.g. [9] . Note in fact that the example given in [9] is obtained from the polytope presented in Sect. 1 by considering x 3 as the unique continuous variable and "enlarging" it along x 3 . (We will develop this idea below.) We remark, however, that the split closure of a rational polyhedron Q asymptotically converges to Q I (with respect to the Hausdorff distance), as shown in [11] .
Given a rational polyhedron Q and a valid inequality cx ≤ δ for its mixed-integer hull Q I , we say that the split rank of cx ≤ δ is k if the inequality is valid for the k-th split closure of Q but not for the (k − 1)-th split closure of Q. The following theorem, which was proven in [10] and extends results presented in [5] , characterizes the valid inequalities for Q I that have infinite split rank. The above result, compared with Theorem 1, suggests that there is a connection between the integral polyhedra with infinite reverse split rank and the rational polyhedra with infinite split rank in the mixed-integer case. We propose such a connection below.
Proposition 15. Let P ⊆ R n be an integral polyhedron with s * (P) = +∞. Let F and L be as in Theorem 1, where we assume wlog L = e k+1 , . . . , e n for some k ∈ {1, . . . , n}. Denote by π the orthogonal projection onto the space e 1 , . . . , e k , and define P = π(P). Choosex ∈ relint F and definex = π(x). Then the rational polyhedron Q = conv( P,x + e k+1 , . . . ,x + e n ) has infinite split rank, where variables x 1 , . . . , x k are integer and variables x k+1 , . . . , x n are continuous.
Proof. Note that P is an integral polyhedron. We claim that Q I = P, where
. If x is an integer point in P, then clearly x ∈ Q I ; since P is an integral polyhedron, this implies that P ⊆ Q I . Assume by contradiction that
We can then proceed as in the proof of Claim 2 to obtain a contradiction.
Define F = π(F) and let F be the minimal face of P containing F. Let cx ≤ δ be an inequality defining face F of P, where wlog c / ∈ L ⊥ . Using Theorem 14, we show below that the inequality cx ≤ δ has infinite split rank for Q, thus implying that Q has infinite split rank.
Note that π({x ∈ Q I : cx = δ }) = F; we choose M to be this set. Since c / ∈ L ⊥ , the set M ∩ π({x ∈ Q : cx > δ }) containsx and thus it is nonempty. In order to apply Theorem 14, it remains to show that relint M (i.e., relint F) is not contained in the interior of any split. Assume by contradiction that there is a split S such that relint F ⊆ int S. Since F ⊆ L ⊥ , we can assume that L ⊆ lin S. Since F and F have the same dimension, and F ⊆ F, we have that relint( F) ⊆ int S. Then relint(F + L) ⊆ int S, a contradiction to condition (i) of Theorem 1.
One might wonder why in Proposition 15 the polyhedron Q is not defined simply as conv(P,x + e k+1 , . . . ,x + e n ), or perhaps conv(P,x + λ e k+1 , . . . ,x + λ e n ) for some λ > 0. In fact, with this definition Q might have finite split rank. For instance, let P ⊆ R 3 be defined as the convex hull of the points (0, 0, 0), (2, 0, 0), (0, 2, 0), (1, 1, 1), (1, 1, −1) .
P is an integral polyhedron with infinite reverse split rank, as shown by the face F = P and the linear space L = e 3 . Take k = 2. We claim that if we choose anyx ∈ int P and any λ > 0, then the polyhedron Q = conv(P,x + λ e 3 ) = conv(P,x + λ e 3 ) has finite split rank. To see this, observe that Q I = P has five facets, defined by the following inequalities:
The last inequality is valid for Q, thus its split rank is zero. One verifies that for each of the first four inequalities there is no M satisfying the conditions of Theorem 14; therefore all these inequalities have finite split rank. It follows that Q has finite split rank. We now present a result which is, in a sense, the inverse of Proposition 15. In order to prove it, we will use of the following lemma, shown in [10, Lemma 2.1].
Lemma 16. Let Q ⊆ R n be a rational polyhedron. For some fixed k ∈ {1, . . . , n}, let π denote the orthogonal projection onto the space e 1 , . . . , e k . Let cx ≤ δ be an inequality, and let M be a polyhedron contained in π({x ∈ Q : cx ≥ δ }). If M ∩ π({x ∈ Q : cx > δ }) = ∅, then relint M ⊆ π({x ∈ Q : cx > δ }).
Proposition 17. Let Q ⊆ R n be a rational polyhedron. For some fixed k ∈ {1, . . . , n}, define Q I = conv(Q ∩ (Z k × R n−k )) and let π denote the orthogonal projection onto the space e 1 , . . . , e k . Let cx ≤ δ be a valid inequality for Q I with infinite split rank for Q. Then π({x ∈ Q I : cx = δ }) has infinite reverse split rank in the space R n , where all variables are integer.
Proof. By Theorem 14, there exists a face M of P := π({x ∈ Q I : cx = δ }) such that M ∩ π({x ∈ Q : cx > δ }) = ∅ and relint M is not contained in the interior of any split (in the mixed-integer sense). Let L = e k+1 , . . . , e n and note that L ⊆ lin P; moreover, relint(M + L) is not contained in the interior of any split (in the pure integer sense).
Let G be a face of P that contains M. Note that G is contained in π({x ∈ Q : cx ≥ δ }). As G ∩ π({x ∈ Q : cx > δ }) = ∅, it follows by Lemma 16 that relint G ⊆ π({x ∈ Q : cx > δ }). The set {x ∈ Q : cx > δ } contains no point with the first k components integer, and thus its projection contains no integer point, implying that both G and G + L are relatively lattice-free. Hence by Theorem 1 (with F = M), s * (P) = +∞.
Concluding remarks
On the dimension of L
As illustrated in the introduction, Theorem 1 has strong similarities with Theorem 2, which characterizes the integral polyhedra with infinite reverse CG rank. One of the differences between the two statements is that in Theorem 2 the subspace L has dimension one. We show below that L cannot be assumed to have dimension one in Theorem 1.
Consider the integral polytope P in R 4 defined by P = conv{(0, 0, 0, 0), (1, 0, 0, 0), (0, 1, 0, 0)}.
Note that P lives in the linear subspace R 2 × {0} 2 .
First we show that P has infinite reverse split rank. In order to do so, by our main result, it is sufficient to give a nonzero rational linear subspace L ⊆ R 4 such that P + L is relatively lattice-free and relint(P + L) is not contained in the interior of any split.
Let L be the linear subspace of R 4 generated by vectors v 1 = (1/2, 0, 1, 0), v 2 = (0, 1/2, 0, 1).
Consider the polytope P ′ obtained from P by projecting out variables x 3 and x 4 , i.e., P ′ = conv{(0, 0), (1, 0), (0, 1)}. (See Fig. 9(a) for the drawings of P ′ and the lattice We say that a set Q is Y -free if it contains no point of Y in its interior, and a Y -split is the convex hull of two parallel hyperplanes containing points in Y that is Y -free. As P ′ is Y -free, one checks that P + L is lattice-free. Moreover, since P ′ is not contained in the interior of any Y -split, one verifies that P + L is not contained in any split. Therefore L satisfies the desired conditions and thus P has infinite reverse split rank.
We now show that for every face F of P, there is no nonzero rational vector v ∈ R n such that conditions (i)-(ii) of Theorem 1 hold for L = v . We already observed in the introduction that F must have dimension at least two, thus we only consider the case F = P.
Assume that P + v is relatively lattice-free. If v 3 = v 4 = 0, it is easy to check that relint(P + v ) is always contained in the interior of a split. Therefore assume now that (v 3 , v 4 ) = (0, 0) and, by scaling, that v 3 and v 4 are coprime integers. Consider the lattice Y ′ in R 2 obtained as the projection of Z 4 onto R 2 × {0} 2 by means of v. More formally, a point y ∈ R 2 is in Y ′ if and only if there exists λ ∈ R such that (y, 0, 0) + λ v ∈ Z 4 . Y ′ is the lattice generated by the vectors (1, 0), (0, 1), and (v 1 , v 2 ). (See Fig. 9 (c) for a drawing of P ′ and a possible lattice Y ′ .) Note that the lattice Y ′ can contain at most one of the three points (1/2, 0), (0, 1/2), and (1/2, 1/2) (and in particular Y ′ is different from the lattice Y ). Since P + v is relatively lattice-free, the polytope P ′ is Y ′ -free. Hence P ′ is a Y ′ -free triangle with vertices in Y ′ and at most one of the three middle points of its edges is in Y ′ . This is well known to imply that P ′ is contained in the interior of a Y ′ -split, which in turn shows that relint(P + v ) is contained in the interior of a split. [2, 13] ).
On the necessity of considering faces
In order to determine whether a polyhedron has infinite reverse split rank, all faces need to be considered in Theorem 1, while this is not the case for the reverse CG rank (F = P is the only interesting face in that case). We now show that this "complication" is necessary.
Let P ⊆ R 4 be defined as the convex hull of points (0, 0, 0, 0), (1, 0, 0, 0), (1, 2, 0, 0), and (1, 0, 2, 0). If F is the face of P induced by equation x 1 = 1, and L = e 4 , then the conditions of the theorem are satisfied; thus s * (P) = +∞. However, the conditions are not fulfilled if we choose F = P and the same L, as relint(P + L) is contained in the interior of the split {x ∈ R 4 : 0 ≤ x 1 ≤ 1}. Indeed one can verify that there is no subspace L ′ such that the conditions are satisfied with F = P.
