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Abstract
We provide a new construction of the Brownian disks, which have been defined by Bet-
tinelli and Miermont as scaling limits of quadrangulations with a boundary when the bound-
ary size tends to infinity. Our method is very similar to the construction of the Brownian
map, but it makes use of the positive excursion measure of the Brownian snake which has
been introduced recently. This excursion measure involves a random continuous tree whose
vertices are assigned nonnegative labels, which correspond to distances from the boundary in
our approach to the Brownian disk. We provide several applications of our construction. In
particular, we prove that the uniform measure on the boundary can be obtained as the limit
of the suitably normalized volume measure on a small tubular neighborhood of the bound-
ary. We also prove that connected components of the complement of the Brownian net are
Brownian disks, as it was suggested in the recent work of Miller and Sheffield. Finally, we
show that connected components of the complement of balls centered at the distinguished
point of the Brownian map are independent Brownian disks, conditionally on their volumes
and perimeters.
1 Introduction
In the last ten years, much work has been devoted to the construction and study of continuous
models of random geometry in two dimensions. A popular approach has been to start from the
discrete models called planar maps, which are just graphs drawn on the two-dimensional sphere
and viewed up to orientation-preserving homeomorphisms of the sphere. Choosing a planar
map uniformly at random in a suitable class, for instance the class of all triangulations of the
sphere with a fixed number of faces, yields a discrete model of random geometry. In order to
get a continuous model, one equips the vertex set of a random planar map with the (suitably
rescaled) graph distance, and studies the convergence in distribution of the resulting (discrete)
metric space as the size of the map tends to infinity. This requires a notion of convergence for
a sequence of compact metric spaces, which is provided by the Gromov-Hausdorff distance (see
for instance [14]). It was proved independently in [43] for quadrangulations and in [33] for more
general cases including triangulations, that several important classes of random planar maps
converge in this sense toward a limiting random compact metric space called the Brownian
map, which had been introduced previously in [40]. Several recent papers (see in particular
[1, 4, 9, 41]) have shown that many other classes of random planar maps converge to the Brownian
map, which thus provides a universal continuous model of random geometry in two dimensions.
On the other hand, in a series of recent papers [45, 46, 47, 48], Miller and Sheffield have shown
that the Brownian map can be equipped with a conformal structure, which is linked to Liouville
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quantum gravity, and that this conformal structure is in fact determined by the Brownian map
viewed as a random metric space. An important step in this program was to derive an axiomatic
characterization of the Brownian map [45].
The Brownian map is known to be homeomorphic to the sphere, but other models homeo-
morphic to the disk have been introduced under the name of Brownian disks, and are expected
to correspond to scaling limits of planar maps with a boundary. Following the earlier work
of Bettinelli [8], Bettinelli and Miermont [10] constructed Brownian disks as scaling limits of
quadrangulations with a boundary, when the number of faces grows like a constant times the
square of the size of the boundary (see also [5] for a general discussion of possible scaling limits
for quadrangulations with a boundary). A Brownian disk D is homeomorphic to the closed
unit disk of the plane, and its boundary ∂D may be defined as the set of all points that have
no neighborhood homeomorphic to an open disk. Furthermore, Brownian disks are equipped
with a natural volume measure and are thus viewed as random measure metric spaces. The
distribution of a Brownian disk depends on two parameters, on one hand the perimeter or size
of the boundary, and on the other hand the volume or total mass of the volume measure. If the
perimeter r is fixed, there is a natural way of choosing the volume at random, and this leads to
the so-called free Brownian disk with perimeter r, which is shown in [10] to be the scaling limit
of Boltzmann quadrangulations with a boundary (see Section 4.2 below). Although this has not
yet been proved, it is very likely that the Brownian disk also appears as the scaling limit of more
general classes of random planar maps with a boundary. The case of quadrangulations with a
simple boundary was treated very recently by Gwynne and Miller [27], in view of applications
to the study of percolation interfaces on random quadrangulations with a boundary [28]. In-
terestingly, Brownian disks, as defined in [10], also play an important role in the recent papers
[25, 26].
Our goal in this work is to develop a new construction of Brownian disks in terms of the
Brownian snake positive excursion measure, which has been introduced and studied in [2]. We
hope that this construction will be a useful tool for further investigations of Brownian disks and
for new applications of these random objects. Our construction is in a sense similar to the one
in [10] as it relies on a a random continuous tree whose vertices are assigned real labels, but, in
contrast with [10], labels in our approach correspond to distances from the boundary. This has
several advantages, and in particular it makes it possible to define the uniform measure on the
boundary as the limit of the volume measure restricted to the ε-neighborhood of the boundary
and scaled by the factor ε−2. Our construction also enables us to prove that Brownian disks
can be embedded in the Brownian map in various ways. In particular, we show that connected
components of the complement of balls in the Brownian map are Brownian disks. We also
establish that connected components of the complement of the so-called Brownian net, which is
a closed subset of the Brownian map playing an important role in the axiomatic characterization
of [45], are Brownian disks. As a matter of fact, these connected components were already called
Brownian disks in [45, Section 4.2], but the equivalence with the definition of Brownian disks as
scaling limits of random planar maps with a boundary had not been proved (see the discussion in
[10, Section 1.6]). We note that a different method aiming to connect the definition of Brownian
disks in [45] with that in [10] is developed in the forthcoming paper [29].
Let us turn to a more precise description of our main results. We start by recalling that
the usual construction of the Brownian map relies on considering the Brownian snake excursion
measure N0, which is a convenient way of representing Brownian motion indexed by the Brownian
tree. Under N0, the values of the Brownian snake form a collection (Ws)0≤s≤σ, such that, for
every s ∈ [0, σ], Ws = (Ws(t))0≤t≤ζs is a finite Brownian path with initial point 0 and lifetime
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ζs ≥ 0. The lifetime process (ζs)0≤s≤σ is distributed under N0 according to the Itô measure
of positive excursions of linear Brownian motion, see e.g. [50] . Furthermore, the genealogical
structure of the paths Ws, 0 ≤ s ≤ σ is described by the tree Tζ , which is the tree coded
by (ζs)0≤s≤σ (see Section 3.2 for a precise definition of Tζ). Recall that Tζ is obtained as a
quotient space of the interval [0, σ], and write pζ for the corresponding canonical projection, so
that Tζ is equipped with a volume measure defined as the push forward of Lebesgue measure
under pζ . One can define “Brownian labels” on the tree Tζ by setting Za := Ŵs if a = pζ(s),
where Ŵs = Ws(ζs) is the terminal point of the path Ws. One may also define “lexicographical
intervals” on the tree Tζ : Informally, if a, b ∈ Tζ , [a, b] corresponds to the set of points of Tζ that
are visited when going “clockwise around the tree” from a to b (see Section 3.2 below for a more
precise definition). We then set, for every a, b ∈ Tζ ,
D◦(a, b) = Za + Zb − 2 max
(
min
c∈[a,b]
Zc, min
c∈[b,a]
Zc
)
. (1)
and
D(a, b) = inf
{ k∑
i=1
D◦(ai−1, ai)
}
, (2)
where the infimum is over all choices of the integer k ≥ 1 and of the elements a0, a1, . . . , ak of Tζ
such that a0 = a and ak = b. We observe that D defines a pseudo-metric on Tζ and let ≈ stand
for the associated equivalence relation (a ≈ b if and only if D(a, b) = 0, which turns out to be
equivalent to D◦(a, b) = 0). The Brownian map is then defined as the quotient M := Tζ /≈
equipped with the distance induced by D and with the volume measure v which is the push
forward of the volume measure on Tζ under the canonical projection. More precisely, this is
what may be called the “free Brownian map” under the (σ-finite) measure N0, and the same
construction under the probability measure N(1)0 := N0(· | σ = 1) (under which the lifetime
process is a normalized Brownian excursion) yields the standard Brownian map.
Quite remarkably, a close variant of the preceding construction will give the Brownian disk.
The main ingredient now is the positive excursion measure N∗0 introduced in [2]. Under N∗0, we
still have a collection of finite pathsWs, 0 ≤ s ≤ σ, with respective lifetimes ζs, 0 ≤ s ≤ σ, whose
genealogical structure is determined by the tree Tζ coded by (ζs)0≤s≤σ. However the paths Ws
now behave quite differently from Brownian paths. Indeed, each path Ws, 0 < s < σ, starts
from 0, then stays positive on some nontrivial interval (0, u) and if it returns to 0 it is stopped
at that moment. To give a somewhat informal description of N∗0, let Nε be obtained from N0
by adding ε to the paths Ws. Then, in a way similar to classical approximations of the Itô
excursion measure of Brownian motion, the measure N∗0 appears as the limit when ε ↓ 0 of the
distribution under the (rescaled) measure Nε of the collection of paths (Ws(· ∧ τ0(Ws)))0≤s≤σ,
where τ0(Ws) denotes the first hitting time of 0 by Ws (see [2, Theorem 23] for a more precise
statement). Under N∗0, one can define a random quantity Z∗0 called the exit measure, which
counts in some sense the number of paths Ws that return to 0, and one can make sense of the
conditional probability measures N∗,z0 = N∗0(· | Z∗0 = z). See Fig.1 for a schematic illustration.
Arguing now under N∗,z0 for some fixed z > 0, we consider again the tree Tζ , the labels
Za, the functions D◦(a, b) and D(a, b), and the equivalence relation ≈ defined exactly as above.
Then, under N∗,z0 , the quotient space Tζ /≈ equipped with the distance induced by D turns out
to be the free Brownian disk with perimeter z and boundary glued into a single point. Here,
if (Dz,dz) stands for a Brownian disk with perimeter z, and if ∂Dz denotes its boundary, the
Brownian disk with glued boundary is the quotient of Dz corresponding to the pseudo-metric
d†z(x, y) = min{dz(x, y),dz(x, ∂Dz) + dz(y, ∂Dz)},
3
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Figure 1: A schematic representation of the tree of paths (Ws)0≤s≤σ under N∗0. The
time parameter t for the paths Ws is represented by the vertical coordinate. The exit
measure Z∗0 “counts” the number of circled points corresponding to those pathsWs that
return to 0. For the sake of clarity, the paths Ws do not cross on the figure, although
of course they should.
which identifies all points of ∂Dz. The reason why a naive imitation under N∗0 of the construction
of the Brownian map yields an object with glued boundary is easy to understand: If one defines
the “boundary” of Tζ under N∗,z0 by ∂Tζ := {a ∈ Tζ : Za = 0}, it is immediate from (1) that
D(a, b) = 0 for every a, b ∈ ∂Tζ , N∗,z0 a.s.
The point is now to reconstruct the metric on the Brownian disk from the one on the same
object with glued boundary. Still arguing under N∗,z0 , we set ∆◦(a, b) = D◦(a, b) if
max
(
min
c∈[a,b]
Zc, min
c∈[b,a]
Zc
)
> 0
and ∆◦(a, b) = ∞ otherwise. Informally, the condition in the last display means that we can
go from a to b around the tree without visiting a vertex of ∂Tζ . We then define ∆(a, b) for
a, b ∈ Tζ\∂Tζ by the analog of formula (2) where D◦ is replaced by ∆◦. It is not hard to verify
that the mapping (a, b) 7→ ∆(a, b) takes finite values and is continuous on (Tζ\∂Tζ)× (Tζ\∂Tζ).
Theorem 1. With probability one under N∗,z0 , the function (a, b) 7→ ∆(a, b) has a continuous
extension to Tζ ×Tζ , which is a pseudo-metric on Tζ . We let Θ stand for the associated quotient
space, and we equip Θ with the induced metric, which is still denoted by ∆(a, b), and with the
volume measure V(dx), which is the image of the volume measure on Tζ under the canonical
projection. Then, the random measure metric space (Θ,∆,V) is a free Brownian disk with
perimeter z under N∗,z0 , and its boundary ∂Θ is the image of ∂Tζ under the canonical projection
from Tζ onto Θ. Furthermore, if x ∈ Θ is the image of a ∈ Tζ under the canonical projection,
we have
∆(x, ∂Θ) = Za.
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In order to recover a Brownian disk with perimeter z and fixed volume v, it then suffices to
condition N∗,z0 on the event {V(Θ) = v}, noting that V(Θ) = σ is nothing but the duration of
the excursion under N∗,z0 .
Proposition 2. Almost surely under N∗,z0 , there exists a finite measure ν on ∂Θ with total mass
z, such that, for every bounded continuous function ϕ on Θ,
〈ν, ϕ〉 = lim
ε→0
1
ε2
∫
Θ
V(dx)ϕ(x)1{∆(x,∂Θ)<ε}.
The measure ν is interpreted as the uniform measure on the boundary. Notice that the
construction in [8, 10] also gives a natural way of defining a measure on the boundary, which
one should be able to identify with the measure ν of the preceding proposition. This identification
does not seem to be easy because the construction in [8, 10] is rather different, and does not give
access to distances from the boundary which are used in our approximations of ν. We however
note that there are other ways of defining the same measure ν on the boundary: Using the
so-called “exit local time” under N∗,z0 , one can define a simple continuous loop whose range is
∂Θ, and the measure ν coincides with the occupation time measure of this loop (Corollary 37).
Finally, we observe that [45, Section 4.2] constructs a local time measure on the boundary of a
filled metric ball of the Brownian map (these filled metric balls are called hulls in the present
work), which can be identified with our measure ν once we know that the complement of a filled
metric ball is a Brownian disk — see Theorem 3 below. In fact, the construction of [45] relies
on the exit local time of the Brownian snake, which we also use to construct ν in Section 10.
As an application of Theorem 1, we show that connected components of the complement of
balls in the Brownian map are Brownian disks. To state this in a precise form, we recall that
(under N0 or under N(1)0 ), the Brownian mapM has a distinguished point x∗ corresponding to
the point a∗ of Tζ with minimal label. The interest of considering x∗ comes from the property
D(a∗, a) = Za − Za∗ for every a ∈ Tζ , showing that labels correspond to distances from x∗, up
to the shift by −Za∗ (on the other hand, the invariance of the Brownian map under uniform
re-rooting [32, Theorem 8.1] shows that x∗ plays no special role in the Brownian map). We use
the notation B(x∗, r) for the closed ball of radius r centered at x∗ inM. We also recall that v
stands for the volume measure on M (which is a probability measure under N(1)0 ). If O is an
open subset of M, we can define an intrinsic metric dOintr on O by declaring that dOintr(x, y) is
the minimal length of a continuous path connecting x to y in O (see [14, Chapter 2]).
For every z > 0 and v > 0, we let Fz,v be the distribution of the Brownian disk with perimeter
z and volume v (see [10]).
Theorem 3. Let r > 0. Then, N(1)0 a.s. for every connected component C of M\B(x∗, r), the
limit
|∂C| := lim
ε→0 ε
−2
∫
C
v(dx)1{D(x,∂C)<ε} (3)
exists and is called the boundary size of C. On the event {M\B(x∗, r) 6= ∅}, write Cr,1,Cr,2, . . .
for the connected components ofM\B(x∗, r) ranked in decreasing order of their boundary sizes.
Let dr,jintr be the intrinsic distance on Cr,j, and let vr,j be the restriction of v to Cr,j. Then, N
(1)
0
a.s. on the event {M\B(x∗, r) 6= ∅}, for every j = 1, 2, . . ., the metric dr,jintr has a continuous
extension to the closure Cr,j of Cr,j, and this extension is a metric on Cr,j. Furthermore, under
N(1)0 (· | M\B(x∗, r) 6= ∅) and conditionally on the sequence
(|∂Cr,1|,v(Cr,1)), (|∂Cr,2|,v(Cr,2)), . . .
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the measure metric spaces (Cr,j , dr,jintr,vr,j), j = 1, 2, . . ., are independent Brownian disks with
respective distributions F|∂Cr,j |,v(Cr,j), j = 1, 2, . . ..
As a side remark, we note that the distribution of the collection of boundary lengths
(|∂Cr,j |)j≥1 as a function of r should be related to the growth-fragmentation process obtained
in [7] as the limiting process for the lengths of cycles bounding the connected components of the
complement of balls in large random triangulations.
As another application of Theorem 1, we study the connected components of the complement
of the metric net of the Brownian map. We now argue under the measure N0, so that we deal
with the free Brownian map as defined above. We note that, in addition to x∗,M has another
distinguished point, namely x0 that corresponds to the root of Tζ . The metric net N is then
defined as the closure of ⋃
0<r<D(x∗,x0)
∂Hr,
where, for every r ∈ (0, D(x∗, x0)), Hr denotes the connected component containing x0 of the
complement of the closed ball B(x∗, r) (the complement of Hr is the so-called hull of radius r).
The metric net plays an important role in the axiomatic characterization of the Brownian map
which is presented in [45]. Write D(1),D(2), . . . for the sequence of connected components of
M\N, which can be ordered by decreasing size of the boundaries (for every j, the size |∂D(j)|
may be defined by an approximation exactly similar to (3)). For every j = 1, 2, . . ., let v(j) be the
restriction of the volume measure onM to D(j). Then Theorem 38 below shows that, for every
j, the intrinsic metric d(j)intr on D(j) has a continuous extension to D
(j) and, conditionally on
the sequence (|∂D(j)|, j = 1, 2, . . .), the measure metric spaces (D(j), d(j)intr,v(j)), j = 1, 2, . . . are
independent free Brownian disks with respective perimeters |∂D(j)|, j = 1, 2, . . .. In particular,
this makes it possible to identify the probability measure µLDISK introduced in [45, Section 4.2]
with the law of the free Brownian disk with perimeter L.
Let us sketch the main steps of the proof of Theorem 1, which motivates much of the
subsequent developments. We start from a (pointed) Boltzmann quadrangulation, that is, a
random rooted and pointed planar quadrangulation Q defined under a probability measure P,
such that P(Q = q) = c 12−k for any fixed rooted and pointed planar quadrangulation q with
k faces, with some normalizing constant c > 0. Write dgr for the graph distance on the vertex
set of Q, and note that this vertex set has two distinguished elements, namely the root vertex
ρ and the distinguished vertex ξ. Given δ > 0, it is not too hard to verify that the distribution
of the metric space associated with Q under P(· | dgr(ρ, ξ) > δ
√
n), with distances rescaled by√
3/2n, converges as n tends to infinity to the distribution of the free Brownian map under
N0(· |W∗ < −δ
√
3/2), where W∗ stands for the minimal label under N0 (see Corollary 8 below).
The idea now is that we can “embed” a quadrangulation with a boundary in Q. To this
end, still under the conditional probability P(· | dgr(ρ, ξ) > δ
√
n), we consider the hull of radius
δ
√
n in Q, which roughly speaking contains those vertices of Q that cannot be connected to ξ
by a path staying at distance greater than δ
√
n from ρ. It turns out that the quadrangulation
Q may be obtained by gluing to this hull a Boltzmann quadrangulation Qn with a boundary
of size equal to the perimeter of the hull (the definition of a Boltzmann quadrangulation with
a boundary is similar to the above definition in the case without boundary). For the latter
statement to hold (Proposition 16), we need to use the “lazy hull” whose definition is recalled
in Section 6. Furthermore, in the limiting result connecting Q under P(· | dgr(ρ, ξ) > δ
√
n)
to the free Brownian map, the boundary size of Qn (normalized by n−1) converges to the exit
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measure at level W∗ + δ
√
3/2 (counting “how many” Brownian snake paths exit the interval
(W∗ + δ
√
3/2,∞)). See Proposition 21 in Section 6.5.
We now take δ small but simultaneously condition on the event that the boundary size
of Qn is close to n (say between (1 − ε)n and (1 + ε)n). We note that the graph distance
(computed in Q) between any two points of the boundary of Qn is smaller than 2δ
√
n and thus
will be small after rescaling by
√
3/2n. It follows that, under the preceding conditioning, the
(rescaled) metric space associated with Qn after gluing its boundary in an appropriate sense
is close to the (rescaled) metric space associated with Q, which by the convergence result for
planar quadrangulations is close to the free Brownian map under the special conditioning that
the exit measure at level W∗ + δ
√
3/2 is close to 1 (see Section 7 and in particular Proposition
28).
We can analyse the behavior of the Brownian snake under the latter conditioning and relate
this behavior to the measure N∗0, thanks to the re-rooting representation theorem of [2] (see
Theorem 14 and Proposition 15 below). This indicates that the scaling limit of Boltzmann
quadrangulations with a glued boundary can be expressed in terms of the Brownian snake
under N∗0, which eventually leads to the representation of the Brownian disk with glued boundary
(Theorem 22) that was already mentioned before Theorem 1. This representation in the glued
case is simpler than the one of Theorem 1 as it involves only the (pseudo-)metric D defined in
(2) and not the (pseudo-)metric ∆ in Theorem 1.
On the other hand, to get the statement of Theorem 1, it is crucial to reconstruct the real
Brownian disk metric from the one corresponding to the glued boundary case (Section 8). This
is done by proving that the pseudo-metric ∆ of Theorem 1 has a continuous extension to the
boundary (Proposition 31, in combination with the re-rooting representation of N∗0). The idea
of the proof of Theorem 1 in Section 9 is then to observe that the collection of mutual distances
in a sequence of independent uniformly distributed points has the same distribution in Θ and
in the free Brownian disk. To this end, we rely on a result of [10] stating that the geodesic path
between two “typical points” of a Brownian disk does not hit the boundary. It follows that we
can recover the distance between two such points from the information given by distances in the
object with glued boundary, and this is basically what we need to identify ∆ with the Brownian
disk metric.
The present article is organized as follows. Section 2 is devoted to some preliminaries about
the Gromov-Hausdorff-Prokhorov convergence for pointed measure metric spaces. Section 3
recalls the convergence to the Brownian map for rescaled planar quadrangulations. For our
purposes, it is convenient to define the Brownian snake excursion measure within the framework
of snake trajectories, which was first discussed in [2]. In particular, we explain how to associate
a measure metric space with a snake trajectory in a deterministic setting (Section 3.3). After
recalling the classical theorem of convergence to the Brownian map for quadrangulations with
a fixed size, in a form suitable for our applications, we derive the similar result for Boltzmann
quadrangulations (with a random size), with convergence to the free Brownian map under a
particular conditioning (Corollary 8).
In Section 4, we discuss quadrangulations with a boundary and Brownian disks. We recall
from [10] the main result of convergence of rescaled quadrangulations with a boundary to the free
Brownian disk, again in a slightly more precise form in view of our applications. We also explain
why this statement implies a similar convergence result for quadrangulations and Brownian disks
with glued boundary. Section 5 is devoted to some preliminary results about the Brownian snake
truncated at a level of the form W∗ + δ. We also recall from [2] the definition of the positive
excursion measure N∗0 and its re-rooting representation in terms of truncated snakes (Theorem
7
14), which plays an important role in some of the subsequent proofs.
The goal of Section 6 is to prove the already mentioned convergence of the (rescaled) perime-
ter of the lazy hull of radius δ
√
n in a Boltzmann quadrangulation conditioned on the event
dgr(ρ, ξ) > δ
√
n. To verify that this convergence holds jointly with the convergence in distri-
bution to the free Brownian map, which is crucial for our purposes, we rely on previous results
[20] about the convergence of the perimeter and volume of hulls in large random planar maps.
The main objective of Section 7 is to prove Theorem 22, which identifies the free Brownian
disk with glued boundary (of perimeter z) to the random metric space constructed under N∗,z0
from the pseudo-metric D defined in (2). The general idea of the argument is the one presented
in the preceding lines, but a few technicalities are needed. The goal of Section 8 is then to prove
the first assertion of Theorem 1, namely the fact that the pseudo-metric ∆ has a continuous
extension to the boundary. The other assertions of Theorem 1 are proved in Section 9.
Section 10 investigates the uniform measure on the boundary and proves Proposition 2
in a more precise form. Here we rely on an approximation result for the exit local time of
the Brownian snake (Proposition 34). Roughly speaking, this approximation result provides
the needed asymptotics under N∗0 for the measure of the set of times where Ŵs < ε, which
corresponds to the quantity
∫
V(dx)1{∆(x,∂Θ)<ε} in our representation of the Brownian disk.
Section 11 proves that the connected components of the complement of the Brownian net
are independent Brownian disks (Theorem 38). Here we rely on results of [36] showing that
these connected components are in one-to-one correspondence with excursions of the Brownian
snake above its minimum, as defined in [2]. Since it is shown in [2] that the latter excursions are
independent and distributed according to (conditional versions of) the measure N∗0, the proof
boils down to verifying that the intrinsic metric on each component coincides with the metric
on the Brownian disk associated with the corresponding excursion. The idea of the proof of
Theorem 3 in Section 12 is similar, using now results of [2] for Brownian snake excursions above
0. There are however additional technical difficulties because Theorem 3 is concerned with the
measure N(1)0 (that is, we consider the standard Brownian map instead of the free Brownian map
under N0), and we really want to consider Brownian snake excursions above the random level
W∗+ r rather than above 0. A key idea to circumvent this last difficulty is to use the invariance
of N(1)0 under re-rooting (formula (14) in Section 3.4).
Finally, the appendices give the proofs of two technical results.
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Main notation
d
(k)
GHP Gromov-Hausdorff-Prokhorov distance on k-pointed measure metric spaces (Sect. 2)
M (Mk•) space of all (k-pointed) measure metric spaces (Sect. 2)
Qn set of all rooted planar quadrangulations with n faces (Sect. 3.1)
ρ root vertex of q ∈ Qn (Sect. 3.1)
V (q) vertex set of q ∈ Qn (Sect. 3.1)
dgr graph distance on V (q) (Sect. 3.1)
µ counting measure on V (q) (Sect. 3.1)
Q•n set of all rooted and pointed planar quadrangulations with n faces (Sect. 3.6)
ξ distinguished vertex of q ∈ Q•n (Sect. 3.6)
Q∂,k (Q∂,kn ) set of all pointed quadrangulations with a boundary of size 2k (Sect. 4.1)
(Cqk)0≤k≤2n contour function of q ∈ Qn (Sect. 3.1)
(Lqk)0≤k≤2n label function of q ∈ Qn (Sect. 3.1)
Q Boltzmann (rooted and pointed) planar quadrangulation (Sect. 3.7)
B(k) Boltzmann quadrangulation with a boundary of size 2k (Sect. 4.1)
(B†(k), d
†
gr) Boltzmann quadrangulation with “glued” boundary of size 2k (Sect. 4.4)
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W space of all one-dimensional stopped paths w = (w(t))0≤t≤ζ(w) (Sect. 3.2)
ŵ = w(ζ(w)) terminal point of w ∈ W (Sect. 3.2)
τb(w) = inf{t ≥ 0 : w(t) = b} (Sect. 3.2)
w minimal value of w ∈ W (Sect. 3.2)
S space of all snake trajectories (Sect. 3.2)
σ(ω) duration of a snake trajectory ω ∈ S (Sect. 3.2)
(Ws)s≥0,(ζs)s≥0 canonical process and lifetime process (ζs = ζ(Ws)) on S (Sect. 3.2)
Tζ genealogical tree of a snake trajectory (tree coded by (ζs)s≥0) (Sect. 3.2)
dζ metric on Tζ (Sect. 3.2)
pζ canonical projection from [0, σ] onto Tζ (Sect. 3.2)
Za labels on the tree Tζ (Sect. 3.2)
D(a, b) (and D◦(a, b)) metric on Tζ defined using labels (Sect. 3.2)
ω[s] snake trajectory ω re-rooted at s ∈ [0, σ(ω)] (Sect. 3.2)
try(ω) snake trajectory ω truncated at y (Sect. 3.2)
(M, D,v) measure metric space associated with a snake trajectory (Sect. 3.3)
Π canonical projection from Tζ ontoM (Sect. 3.3)
L,L•,L•,• mappings from snake trajectories to measure metric spaces (Sect. 3.3)
Nx,N
(s)
x Brownian snake excursion measures (Sect. 3.4)
N[y]x for x > y, Nx conditioned on {W∗ < y} (Sect. 5.1, 8)
W∗,W ∗ minimal and maximal values of Ŵs, 0 ≤ s ≤ σ (Sect. 3.4)
s∗, a∗ s∗ time of the minimum of s 7→ Ŵs, a∗ = pζ(s∗) (Sect. 3.4, 3.5)
x∗, x0 x∗ = Π(a∗), x0 = Π(pζ(0)) (Sect. 3.5)
(`bs)s≥0 exit local time from (b,∞) under Nx, x > b (Sect. 5.1)
Zb exit measure from (b,∞) under Nx, x > b (Sect. 5.1)
N∗0 positive excursion measure of the Brownian snake (Sect. 5.2)
Z∗0 exit measure at 0 under N∗0 (Sect. 5.2)
N∗,z0 N∗0 conditioned on {Z∗0 = z} (Sect. 5.2)
(D•r , D∂ ,v•r) free pointed Brownian disk with perimeter r (Sect. 4.2)
Fr (F•r) distribution of the free (pointed) Brownian disk with perimeter r (Sect. 4.2)
(D•,†r , D∂,†,v•,†r ) free pointed Brownian disk with glued boundary and perimeter r (Sect. 4.3)
F†r (F•,†r ) distribution of the free (pointed) Brownian disk with glued boundary (Sect. 4.3)
Q1, . . . ,QΞ sequence of lazy hulls of Q (Sect. 6.3)
Q(∞) UIPQ (uniform infinite planar quadrangulation) (Sect. 6.2)
Hi,Vi, H(∞)i ,V
(∞)
i half-perimeter and volume of the lazy hull of radius i of Q or Q(∞) (Sect. 6.4)
S↓k or S
↑
k half-perimeter in the peeling algorithm of Q or Q(∞) (Sect. 6.4)
Qn quadrangulation “filling in” the lazy hull of Q of radius bδ
√
nc (Sect. 7)
∆(a, b) (and ∆◦(a, b)) Brownian disk metric under N[0]r or under N∗0 (Sect. 8)
(Θ,∆,V) Brownian disk constructed under N∗0 (Sect. 8, 9)
2 Preliminaries on Gromov-Hausdorff-Prokhorov convergence
2.1 Gromov-Hausdorff-Prokhorov convergence and correspondences
A (compact) measure metric space is a compact metric space (X, d) equipped with a Borel finite
measure µ. We write M for the set of all measure metric spaces, where two such spaces (X, d, µ)
and (X ′, d′, µ′) are identified if there exists an isometry φ from X onto X ′ such that φ∗µ = µ′.
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The Gromov-Hausdorff-Prokhorov distance on M is then defined by
d
(0)
GHP((X, d, µ), (X
′, d′, µ′)) = inf
φ:X→E,φ′:X′→E
{
dEH(φ(X), φ′(X)) ∨ dEP (φ∗µ, φ′∗µ′)
}
,
where the infimum is over all isometric embeddings φ and φ′ of X and X ′ into a compact
metric space (E, dE), dEH stands for the Hausdorff distance between compact subsets of E and
dEP is the Prokhorov distance on the space of finite measures on E. Writing Cε for the (closed)
ε-enlargement of a closed subset C of E,
dEP (ν, ν ′) = inf{ε > 0 : ν(C) ≤ ν ′(Cε)+ε and ν ′(C) ≤ ν(Cε)+ε for every closed subset C of E}.
According to [3, Theorem 2.5], d(0)GHP defines a metric on M, and (M, d
(0)
GHP) is a Polish space.
We will need to consider k-pointed measure metric spaces, for every integer k ≥ 0. A k-
pointed measure metric space is a measure metric space equipped with k distinguished points
ρ1, . . . , ρk (the order of these points is important). We writeMk• for the space of all (equivalence
classes of) k-pointed measure metric spaces. We can similarly define the Gromov-Hausdorff-
Prokhorov distance on Mk• by
d
(k)
GHP((X, d, µ, (ρ1, . . . , ρk)), (X
′, d′, µ′, (ρ′1, . . . , ρ′k)))
= inf
φ:X→E,φ′:X′→E
{
dEH(φ(X), φ′(X)) ∨ dEP (φ∗µ, φ′∗µ′) ∨ max1≤i≤k d
E(φ(ρi), φ′(ρ′i))
}
,
where, as previously, the infimum is over all isometric embeddings φ and φ′ of X and X ′ into
a compact metric space (E, dE). Again, using the same arguments as in [3], one verifies that
(Mk•, d(k)GHP) is a Polish space.
It will be convenient to have a bound on the Gromov-Hausdorff-Prokhorov distance in terms
of correspondences. We consider two k-pointed measure metric spaces (X, d, µ, (ρ1, . . . , ρk)) and
(X ′, d′, µ′, (ρ′1, . . . , ρ′k)), and write pi, resp. pi′, for the canonical projection from X ×X ′ onto X,
resp. onto X ′. Recall that a correspondence between X and X ′ is a subset R of X ×X ′ such
that pi(R) = X and pi′(R) = X ′. The distortion of the correspondence R is
dis(R) := sup{|d(x, y)− d′(x′, y′)| : (x, x′) ∈ R, (y, y′) ∈ R}.
Lemma 4. Let ε > 0 and suppose that there is a correspondence R between X and X ′ with
distortion bounded above by ε, such that (ρi, ρ′i) ∈ R for every 1 ≤ i ≤ k, and a finite measure
ν on the product X ×X ′ such that ν(Rc) < ε and
dXP (pi∗ν, µ) < ε , dX
′
P (pi′∗ν, µ′) < ε.
Then d(k)GHP((X, d, µ), (X ′, d′, µ′)) ≤ 3ε.
Proof. Let us only sketch the proof (see [42, Section 6] for very similar arguments). We equip
the disjoint union X unionsqX ′ with the metric δ(·, ·) such that the restriction of δ to X ×X is d and
the restriction of δ to X ′ ×X ′ is d′, and for every (x, x′) ∈ X ×X ′,
δ(x, x′) = inf{d(x, y) + ε+ d(y′, x′) : (y, y′) ∈ R}.
We note that δ(x, x′) = ε if (x, x′) ∈ R. We then apply the definition of d(k)GHP, letting φ,
respectively φ′, be the identity mapping from X, respectively X ′, into E := X unionsq X ′, which is
equipped with dE = δ. It is clear that dEH(φ(X), φ′(X ′)) ≤ ε and dE(φ(ρi), φ′(ρ′i)) = ε for every
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1 ≤ i ≤ k. So we need only check that dEP (φ∗µ, φ′∗µ′) ≤ 3ε. To this end, we note that we
can view pi∗ν and pi′∗ν as measures on E, and that our assumption gives dEP (φ∗µ, pi∗ν) < ε and
dEP (φ′∗µ, pi′∗ν) < ε, so that it suffices to verify that dEP (pi∗ν, pi′∗ν) ≤ ε.
Let C be a closed subset of E and C = C∩X. As previously, we write Cε, resp. Cε, for the ε-
enlargement of C, resp. of C, in E. Then pi∗ν(C) = pi∗ν(C) = ν(C×X ′) ≤ ν((C×X ′)∩R)+ε.
However, if (x, x′) ∈ (C × X ′) ∩ R, the fact that δ(x, x′) = ε shows that x′ ∈ Cε, and thus
(x, x′) ∈ X × (Cε ∩X ′). It follows that ν((C ×X ′) ∩ R) ≤ ν(X × (Cε ∩X ′)) = pi′∗ν(Cε ∩X ′).
We have thus obtained pi∗ν(C) ≤ pi′∗ν(Cε ∩X ′) + ε ≤ pi′∗ν(Cε) + ε. The same argument gives
pi′∗ν(C) ≤ pi∗ν(Cε) + ε, and we conclude that dEP (pi∗ν, pi′∗ν) ≤ ε as desired.
We note that M0• = M and in what follows, we write M• instead of M1• and M•• instead of
M2•.
2.2 Measure metric spaces equipped with a uniformly distributed infinite
sequence
LetM∞• be the set of all (equivalence classes modulo measure-preserving isometries of) measure
metric spaces (X, d, µ) equipped with a sequence (xn)n≥1 of points of X. For every k ≥ 0, there
is an obvious projection Pk from M∞• onto Mk•. We equip M∞• with the smallest σ-field for
which all projections Pk are measurable. Note that a mapping ϕ with values in M∞• is then
measurable if and only if all mappings Pk ◦ ϕ are measurable.
Let (X, d, µ) ∈ M, with µ 6= 0. Consider a sequence (Un)n≥1 of i.i.d. random variables
with values in X whose common distribution is µ/µ(X). Then, (X, d, µ, (Un)n≥1) is a random
variable with values in M∞•, and we write Q((X, d, µ), ·) for its distribution. By adapting
the arguments in [42, Lemma 13], one obtains that the mapping (X, d, µ) 7→ Q((X, d, µ), A) is
measurable wheneverA is of the formP−1k (B) for some measurable subsetB ofMk•. By standard
monotone class arguments, the same mapping is measurable whenever A is a measurable subset
of M∞•. Hence Q(·, ·) defines a kernel from {(X, d, µ) ∈M : µ 6= 0} to M∞•.
Suppose now that (X ,D, θ) is a random variable with values in M, with θ 6= 0 a.s. We can
then consider a random variable (X ,D, θ, (Vn)n≥1) with values in M∞• such that, conditionally
on (X ,D, θ), (X ,D, θ, (Vn)n≥1) is distributed according to Q((X ,D, θ), ·). In this way, we can
make sense of choosing a sequence of independent uniformly distributed points in a random
metric measure space.
Lemma 5. Let (X ,D, θ) be a random variable with values inM, such that the topological support
of θ is a.s. equal to X , and let (Vn)n≥1 be a sequence of independent uniformly distributed points
in X . Then the random measure metric spaces
(
{V1, V2, . . . , Vn},D, 1
n
n∑
i=1
δVi
)
converge to (X ,D, θ/θ(X )) a.s. in M as n→∞.
Proof. It is enough to verify the convergence when (X ,D, θ) = (X, d, µ) is deterministic and
such that µ has full topological support. Then, a.s.
{V1, V2, . . . , Vn} −→
n→∞ X
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in the sense of the Hausdorff distance, and
1
n
n∑
i=1
δVi −→n→∞
µ
µ(X) ,
in the sense of weak convergence of probability measures, as an application of the law of large
numbers. The desired result follows.
3 Convergence of rescaled quadrangulations
3.1 Quadrangulations and Schaeffer’s bijection
For every integer n ≥ 1, we let Qn stand for the set of all rooted planar quadrangulations with
n faces, and, if q ∈ Qn, we write |q| = n. We recall that
#Qn =
2
n+ 2 · 3
n cn (4)
where cn is the n-th Catalan number. The root vertex (tail of the root edge) of a quadrangulation
q ∈ Qn will be denoted by ρ. The graph distance on the vertex set V (q) of q is denoted by dqgr,
or simply dgr if there is no risk of confusion. We will also use the notation µq, or simply µ, for
the counting measure on V (q).
For every integer n ≥ 1, Schaeffer’s bijection (see [16, Section 3]) is a bijection from Qn onto
the set Tn, where Tn is the set of all well-labeled plane trees with n edges. Here a well-labeled
plane tree is a pair (τ, (`u)u∈V (τ)), where τ is a (rooted) plane tree, with vertex set V (τ), and
(`u)u∈V (τ) is a collection of integer labels assigned to the vertices of τ , in such a way that labels
are positive integers, the root of τ has label 1 and |`u − `v| ≤ 1 if the vertices u and v of τ are
adjacent. It will be convenient to write ∅ for the root of the tree τ .
Occasionally, we will also use the notion of a labeled plane tree: This is a pair (τ, (`u)u∈V (τ))
satisfying the same conditions as above, except that we drop the positivity conditions on labels,
and the label of the root is 0 instead of 1.
Although we will not need the details of Schaeffer’s bijection, we record a few useful facts. Let
q ∈ Qn, and let (τ, (`u)u∈V (τ)) be the well-labeled plane tree corresponding to q via Schaeffer’s
bijection. Then V (q)\{ρ} is canonically identified with V (τ), in such a way that the endpoint of
the root edge of q is identified to the root ∅ of τ . Using this identification we have dqgr(ρ, u) = `u
for every u ∈ V (q)\{ρ}.
Let u and v be two vertices of V (τ). Let k be the minimal label on the geodesic between u
and v in the tree τ . Then any path in q between u and v (now viewed as vertices of q) must visit
a vertex with label k. This is the “discrete cactus property”, see in particular Proposition 4.3 in
[21] in a more general setting. Conversely, it is not hard to construct a path in q between u and
v that visits only vertices with labels greater than or equal to k − 1 (with the convention that
the label of ρ is 0). We leave the proof as an exercise for the reader (observe that two adjacent
vertices of V (τ) are connected by a path of q of length at most 2).
Notice that τ can be viewed as a genealogical tree in a population whose ancestor is the
root ∅ and that the “children” of every individual are ordered. We use the notation |u| for the
generation (graph distance from ∅ in τ) of a vertex u ∈ V (τ). The contour sequence of τ is the
finite sequence u0, u1, . . . , u2n of vertices of τ defined inductively as follows. First u0 = ∅ is the
root of τ , and then, for every 0 ≤ i ≤ 2n − 1, ui+1 is either the first child of ui that does not
appear in {u0, . . . , ui}, or, if there is no such child, the parent of ui. We can then define the
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contour function (Cqk)k≥0 and the label function (L
q
k)k≥0 of the well-labeled tree (τ, (`u)u∈V (τ))
by setting
Cqk = |uk| , Lqk = `uk , if 0 ≤ k ≤ 2n,
and Cqk = L
q
k = 0 if k > 2n.
Let Q(n) be distributed uniformly over Qn. We recall the following useful estimate. There
exist positive constants K1 and K2, which do not depend on n, such that, for every y > 0,
P
(
max
k≥0
L
Q(n)
k > y
)
≤ K1 exp(−K2 y
n1/4
). (5)
Note that the left-hand side in (5) is also equal to
P
(
max
u∈V (Q(n))
dQ(n)gr (ρ, u) > y
)
.
The bound in (5) then follows from [16, Proposition 4] and the version of Schaeffer’s bijection
for rooted and pointed quadrangulations (see, for instance, [37, Section 5.4]).
3.2 Snake trajectories and the Brownian snake
It will be convenient to use the formalism of snake trajectories, which has been introduced in
[2]. Recall that a (one-dimensional) finite path w is just a continuous mapping w : [0, ζ] −→ R,
where the number ζ = ζ(w) is called the lifetime of w. We let W denote the space of all finite
paths. The set W is a Polish space when equipped with the distance
dW(w,w′) = |ζ(w) − ζ(w′)|+ sup
t≥0
|w(t ∧ ζ(w))− w′(t ∧ ζ(w′))|.
The endpoint or tip of the path w is denoted by ŵ = w(ζ(w)). For every x ∈ R, we set
Wx = {w ∈ W : w(0) = x}. The trivial element of Wx with zero lifetime is identified with the
point x — in this way we view R as the subset of W consisting of all finite paths with zero
lifetime. Occasionally we will use the notation w = min{w(t) : 0 ≤ t ≤ ζ(w)}.
The following definition is taken from [2].
Definition 1. Let x ∈ R. A snake trajectory with initial point x is a continuous mapping
ω : R+ →Wx
s 7→ ωs
which satisfies the following two properties:
(i) We have ω0 = x and the number σ(ω) := sup{s ≥ 0 : ωs 6= x}, called the duration of the
snake trajectory ω, is finite (by convention σ(ω) = 0 if {s ≥ 0 : ωs 6= x} is empty).
(ii) For every 0 ≤ s ≤ s′, we have
ωs(t) = ωs′(t) , for every 0 ≤ t ≤ min
s≤r≤s′
ζ(ωr).
We write Sx for the set of all snake trajectories with initial point x, and
S :=
⋃
x∈R
Sx
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for the set of all snake trajectories. If ω ∈ S, we write Ws(ω) = ωs and ζs(ω) = ζ(ωs) for every
s ≥ 0. The set S is equipped with the distance
dS(ω, ω′) = |σ(ω)− σ(ω′)|+ sup
s≥0
dW(Ws(ω),Ws′(ω)).
Let ω ∈ S be a snake trajectory and σ = σ(ω). The lifetime function s 7→ ζs(ω) codes
a compact R-tree, which will be denoted by Tζ and called the genealogical tree of the snake
trajectory. This R-tree is defined rigorously as the quotient space of the interval [0, σ] for the
equivalence relation
s ∼ s′ if and only if ζs = ζs′ = min
s∧s′≤r≤s∨s′
ζr,
which is equipped with the distance induced by
dζ(s, s′) = ζs + ζs′ − 2 min
s∧s′≤r≤s∨s′
ζr.
(see e.g. [37, Section 3] for more information about the coding of R-trees by continuous functions).
Let pζ : [0, σ] −→ Tζ stand for the canonical projection. By convention, Tζ is rooted at pζ(0) =
pζ(σ), and the volume measure on Tζ is defined as the push forward of Lebesgue measure on
[0, σ] under pζ . The ancestral line of a vertex a of Tζ is the line segment connecting a to the
root.
We observe that ω is completely determined by the knowledge of the lifetime function s 7→
ζs(ω) and of the tip function s 7→ Ŵs(ω) (cf. [2, Proposition 8]). To explain this, we note that,
for every s ∈ [0, σ], Ŵs only depends on pζ(s), and the values Ws(t), 0 ≤ t ≤ ζs are recovered
from the values of Ŵ along the ancestral line of pζ(s) in Tζ .
It will be convenient to use the notation Za(ω) = Ŵs(ω) whenever a ∈ Tζ and s ∈ [0, σ] are
such that a = pζ(s). We interpret Za as a “label” assigned to the “vertex” a of Tζ . Notice that
the mapping a 7→ Za is continuous on Tζ . We also set
W∗(ω) = min{Ŵs(ω) : 0 ≤ s ≤ σ} = min{Za : a ∈ Tζ} ,
W ∗(ω) = max{Ŵs(ω) : 0 ≤ s ≤ σ} = max{Za : a ∈ Tζ} ,
and often refer to W∗(ω) as the minimal label of ω.
We will need to define lexicographical intervals on the tree Tζ . If s, t ∈ [0, σ] and s > t, we
abuse notation by writing [s, t] = [s, σ]∪ [0, t] (and of course if s ≤ t, [s, t] is the usual interval).
Then, if a, b ∈ Tζ , there is a smallest “interval” [s, t] with s, t ∈ [0, σ], such that pζ(s) = a and
pζ(t) = b, and we define [a, b] = pζ([s, t]). We also use the notation ]a, b[= [a, b]\{a, b}.
Let us explain the re-rooting operation on snake trajectories of S0 (see [38, Section 2.3] and
[2, Section 2.2]). Let ω ∈ S0 and r ∈ [0, σ(ω)]. Then ω[r] is the new snake trajectory in S0 such
that σ(ω[r]) = σ(ω) and for every s ∈ [0, σ(ω)],
ζs(ω[r]) = dζ(r, r ⊕ s),
Ŵs(ω[r]) = Ŵr⊕s − Ŵr,
where we use the notation r⊕ s = r+ s if r+ s ≤ σ, and r⊕ s = r+ s− σ otherwise. It will be
convenient to write ζ [r]s (ω) = ζs(ω[r]) and W [r]s (ω) = Ws(ω[r]). The tree Tζ[r] is then interpreted
as the tree Tζ re-rooted at the vertex pζ(r): More precisely, the mapping s 7→ r ⊕ s induces an
isometry from Tζ[r] onto Tζ , which maps the root of Tζ[r] to pζ(r). Furthermore, the vertices of
Tζ[r] receive the “same” labels as in Tζ , shifted so that the label of the root is still 0.
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The notion of the truncation of snake trajectories will also play an important role in this
work. Roughly speaking, if ω ∈ Sx and y < x, the truncation of ω at y is the new snake
trajectory ω′ such that the values ω′s are exactly the values ωs for all s such that ωs does not
hit y, or hits y for the first time at its lifetime. Let us give a more precise definition. First, for
any w ∈ W and y ∈ R, we set
τy(w) := inf{t ∈ [0, ζ(w)] : w(t) = y}
with the usual convention inf ∅ = ∞. Then, if x ∈ R and y ∈ (−∞, x), and if ω ∈ Sx, we set
for every s ≥ 0,
ηs(ω) = inf
{
u ≥ 0 :
∫ u
0
dr 1{ζ(ωr)≤τy(ωr)} > s
}
(note that the condition ζ(ωr) ≤ τy(ωr) holds if and only if τy(ωr) =∞ or τy(ωr) = ζ(ωr)). Then,
setting ω′s = ωηs(ω) for every s ≥ 0 defines an element of Sx, which will be denoted by ω′ = try(ω)
and called the truncation of ω at y. See [2, Proposition 10] for a proof. The genealogical tree
of try(ω) is canonically and isometrically identified with the closed subset of Tζ consisting of all
a such that Zb(ω) > y for every strict ancestor b of a (we leave the proof as an exercise for the
reader). By abuse of notation, we often write try(W ) instead of try(ω).
3.3 Constructing a measure metric space from a snake trajectory
Let us fix ω ∈ S. Recall the definition of the tree Tζ and of lexicographical intervals on that
tree. We define, for every a, b ∈ Tζ ,
D◦(a, b) = Za + Zb − 2 max
(
min
c∈[a,b]
Zc, min
c∈[b,a]
Zc
)
. (6)
We record two easy but important properties of D◦. First, for every a, b ∈ Tζ ,
D◦(a, b) ≥ |Za − Zb|. (7)
Then, if a∗ is such that Za∗ = W∗, we have for every a ∈ Tζ ,
D◦(a∗, a) = Za − Za∗ . (8)
We let D(a, b) be the largest symmetric function of the pair (a, b) that is bounded above by
D◦(a, b) and satisfies the triangle inequality: For every a, b ∈ Tζ ,
D(a, b) = inf
{ k∑
i=1
D◦(ai−1, ai)
}
, (9)
where the infimum is over all choices of the integer k ≥ 1 and of the elements a0, a1, . . . , ak
of Tζ such that a0 = a and ak = b. Then D is a pseudo-metric on Tζ , and we let M be the
associated quotient space (the quotient of Tζ for the equivalence relation a ≈ b if and only if
D(a, b) = 0) equipped with the distance induced by D, for which we keep the same notation.
Then (M, D) is a compact metric space. If Π denotes the canonical projection from Tζ ontoM,
we define the volume measure v onM as the push forward of the volume measure on Tζ under
Π. We can therefore view (M, D,v) as a measure metric space. There are two distinguished
points in M. One of them is Π(pζ(0)) (that is, the image under the projection Π of the root
of Tζ). The other one is Π(a∗), where a∗ denotes any vertex of Tζ such that Za∗ = W∗ (the
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existence of such a vertex is immediate by a compactness argument, and conversely, if a, a′ are
two vertices of Tζ such that Za = Za′ = W∗, we have D◦(a, a′) = 0 and therefore D(a, a′) = 0,
so that Π(a) = Π(a′)).
Note that, as a consequence of (7) and (8), we have D(a∗, a) = Za −W∗ for every a ∈ Tζ .
The preceding construction obviously depends on the choice of ω. We claim that it does so
in a measurable way.
Lemma 6. The mappings
L : ω 7→ (M, D,v)
L• : ω 7→ (M, D,v,Π(a∗))
L•• : ω 7→ (M, D,v,Π(a∗),Π(pζ(0)))
from S into M,M•,M•• respectively, are measurable.
Proof. Let us explain the argument for the mapping L : ω 7→ (M, D,v). It is convenient to
introduce the space D of all continuous pseudo-metrics on a compact interval of the form [0, σ].
In other words, a mapping d : [0, σd]2 −→ R+ (where σd ≥ 0) belongs to D if it is continuous
and symmetric, vanishes on the diagonal and satisfies the triangle inequality. We equip D with
the distance
δ(d1, d2) =
(
sup
s,t≥0
|d1(s ∧ σd1 , t ∧ σd1)− d2(s ∧ σd2 , t ∧ σd2)|
)
+ |σd1 − σd2 |,
and with the associated Borel σ-field.
Then we first notice that the mapping from S into D defined by
S 3 ω 7→
(
[0, σ]2 3 (s, t) 7→ D(pζ(s), pζ(t))
)
(10)
is measurable. We leave the proof as an exercise for the reader.
We can then define a mapping from D into M in the following way. If d ∈ D, we consider
the associated equivalence relation ∼d on [0, σd] (s ∼d t if and only if d(s, t) = 0) and denote the
associated quotient space [0, σd]/ ∼d by Md. This space is equipped with the metric induced by
d (still denoted by d) and with the volume measure vd which is the push forward of Lebesgue
measure under the canonical projection pd : [0, σd]→Md. Then the mapping ω 7→ (M, D,v) is
the composition of the mapping d 7→ (Md, d,vd) with the (measurable) mapping in (10).
So, to get the desired measurability property, we only have to verify that the mapping
d 7→ (Md, d,vd) is measurable from D intoM. In fact, we prove that this mapping is continuous.
To this end, let (dn)n≥1 be a sequence in D such that dn converges to d in D. For every
n ≥ 1, we define a correspondence Cn between Mdn and Md by declaring that a pair (xn, x)
belongs to Cn if and only if there exists t ≥ 0 such that xn = pdn(t ∧ σdn) and x = pd(t ∧ σd).
Then the distortion of Cn is bounded above by
sup
s,t≥0
|dn(s ∧ σdn , t ∧ σdn)− d(s ∧ σd, t ∧ σd)| ≤ δ(dn, d).
We can then apply Lemma 4 (in the case k = 0) to the correspondence Cn and to the measure
νn on Mdn ×Md defined as the push forward of Lebesgue measure on [0, σdn ∧ σd] under the
mapping t 7→ (pdn(t), pd(t)). It follows that (Mdn , dn,vdn) converges to (Md, d,vd) in M as
desired.
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Remark. The measure metric space (M, D,v) and the pointed space (M, D,v,Π(a∗)) do not
change if ω is replaced by the re-rooted snake trajectory ω[r] for some r ∈ [0, σ]. To explain
this, recall that the mapping s 7→ r ⊕ s induces an isometry I from Tζ[r] onto Tζ , and that
Za(ω[r]) = ZI(a)(ω) − Ŵr(ω) for every a ∈ Tζ[r] , by construction. The isometry I preserves
intervals, in the sense that I([a, b]) = [I(a), I(b)] for every a, b ∈ Tζ[r] . It follows that we have
also Dω[r](a, b) = Dω(I(a), I(b)) for every a, b ∈ Tζ[r] (with the obvious notation Dω[r] , Dω).
Furthermore, if a is a vertex of Tζ[r] with minimal label, the same is true for I(a) in Tζ . The
first two mappings in Lemma 6 (but not the third one) are thus invariant under the re-rooting
operation.
3.4 Brownian snake excursion measures
We now define excursion measures of the Brownian snake, which are (σ-finite) measures on S
that play a fundamental role in this work. For every x ∈ R, we define Nx as the σ-finite measure
on Sx that satisfies the following two properties: Under Nx,
(i) the distribution of the lifetime function (ζs)s≥0 is the Itô measure of positive excursions of
linear Brownian motion, normalized so that, for every ε > 0,
Nx
(
sup
s≥0
ζs > ε
)
= 12ε ;
(ii) conditionally on (ζs)s≥0, the tip function (Ŵs)s≥0 is a Gaussian process with mean x and
covariance function
K(s, s′) = min
s∧s′≤r≤s∨s′
ζr.
Notice that the quantity σ (in part (i) of Definition 1) corresponds under Nx to the duration
of the excursion (ζs)s≥0. Under the normalization in (i), we have for every s > 0,
Nx(σ > s) =
1√
2pis
. (11)
We refer to [50, Chapter XII] for more information about the Itô excursion measure, and to [30]
for a detailed study of the Brownian snake (our presentation using snake trajectories is slightly
different from the one in [30]).
We will use the formula
Nx(W∗ < y) =
3
2(x− y)2 , for every y ∈ (−∞, x). (12)
See [30, Chapter 6] for a proof.
Let us take x = 0. For every r > 0, we define the probability measure N(r)0 := N0(· | σ = r),
which can be characterized by properties exactly similar to (i) and (ii) above, with the only
difference that in (i) the Itô measure is replaced by the law of a positive Brownian excursion
conditioned to have duration r. From (11), we have
N0 =
∫ ∞
0
ds
2
√
2pis3
N(s)0 . (13)
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One can prove (see e.g. [38]) that N0 a.e. or N(r)0 a.s. there is a unique time s∗ in [0, σ] such
that Ŵs∗ = W∗. We may consider the snake trajectory W re-rooted at s∗, which is denoted by
W [s∗] in Section 3.2. The distribution of W [s∗] under N(r)0 can be interpreted as N
(r)
0 conditioned
on the event that Ŵs ≥ 0 for every s (see [38]).
Let us recall the invariance property of the measures N(r)0 under re-rooting. For any r > 0,
and any nonnegative measurable function G on S0, for every s ∈ [0, r],
N(r)0
(
G(W [s])
)
= N(r)0
(
G(W )
)
. (14)
See formula (3) in [38] (this result is initially due to [40]).
We will use the fact that, under N(r)0 , s∗ is uniformly distributed over [0, r] and independent of
the snake trajectory W [s∗] (see [38], noting that both these properties follow from the invariance
of N(r)0 under re-rooting).
3.5 The definition of the Brownian map
The (standard) Brownian map is the (random) measure metric space (M, D,v) constructed as
in Section 3.3 from a random snake trajectory distributed according to N(1)0 . In what follows,
we will view (M, D,v) as a 2-pointed space, where the distinguished points are Π(a∗) and
Π(pζ(0)) in this order, as in the third mapping of Lemma 6 — here a∗ = pζ(s∗) in agreement
with the notation of Section 3.3. We will often write x∗ = Π(a∗) and x0 = Π(pζ(0)) for the two
distinguished points ofM. Notice that Lemma 6 is used to make sense of the Brownian map as
a random variable with values in M••.
We will also be interested in the (2-pointed) space (M, D,v) under the infinite measure N0
and then we speak about the free Brownian map.
A property that plays an important role in the study of the Brownian map is the fact that,
N0 or N(r)0 a.e., for every a, b ∈ Tζ , D(a, b) = 0 implies that D◦(a, b) = 0 (the converse is obvious
since D ≤ D◦). See [31]. We also mention the “continuous cactus bound” [32, Corollary 3.2]:
N0 or N(r)0 a.e., for every a, b ∈ Tζ ,
D(a, b) ≥ Za + Zb − 2 min
c∈[[a,b]]
Zc, (15)
where [[a, b]] denotes the geodesic segment between a and b in the tree Tζ (not to be confused
with the lexicographical interval [a, b]).
3.6 Convergence to the Brownian map
For every n ≥ 1, let Q(n) be a uniformly distributed quadrangulation in Qn, and write C(n) =
(C(n)k )k≥0 and L(n) = (L
(n)
k )k≥0 for the contour and label functions of the well-labeled tree τQ(n)
associated with Q(n) in Schaeffer’s bijection. A key ingredient of the proof of the convergence to
the Brownian map is the convergence in distribution, in the functional sense on the Skorokhod
space, (
(2n)−1/2C(n)b2nsc,
√
3
2 (2n)
−1/4L(n)b2nsc
)
s≥0
(d)−→
n→∞ (ζ
[s∗]
s , Ŵ
[s∗]
s )s≥0 under N
(1)
0 , (16)
where the limit process is the pair consisting of the lifetime function and the tip function of a
snake trajectory “re-rooted at the minimum” under N(1)0 . See [31, Theorem 2.5].
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In what follows, we will consider quadrangulations that are both rooted and pointed. We let
Q•n stand for the set of all rooted and pointed planar quadrangulations with n faces. An element
q• of Q•n thus consists of a rooted quadrangulation q ∈ Qn and a distinguished vertex that we
will denote by ξ. Note that #Q•n = (n+ 2)#Qn.
Suppose now that Q•(n) = (Q(n), ξ(n)) is uniformly distributed over Q•n, and define C(n) =
(C(n)k )k≥0 and L(n) = (L
(n)
k )k≥0 as previously, so that the convergence (16) holds. We can in fact
reinforce this convergence as follows. Let k(n) be the first integer k ≥ 0 such that the term of
index k in the contour sequence of τQ(n) is equal to ξ(n) (this makes sense unless ξ(n) coincides
with the root vertex ρ of Q(n), in which case we take k(n) = 0 by convention). Then, we have
((
(2n)−1/2C(n)b2nsc,
√
3
2 (2n)
−1/4L(n)b2nsc
)
s≥0
,
1
2nk(n)
) (d)−→
n→∞
(
(ζ [s∗]s , Ŵ [s∗]s )s≥0, 1− s∗
)
under N(1)0 .
(17)
Notice that in the above limit, the quantity 1 − s∗ is uniformly distributed over [0, 1] and
independent of (ζ [s∗]s , Ŵ [s∗]s )s≥0. Thus we could replace 1− s∗ by s∗ or by any random variable
U uniform over [0, 1] and independent of (ζ [s∗]s , Ŵ [s∗]s )s≥0. The point of writing 1− s∗ is the fact
that the vertex pζ[s∗](1 − s∗) corresponds in the re-rooted tree Tζ[s∗] to the root of the tree Tζ
(recall that the isometry from Tζ[s∗] onto Tζ is induced by the mapping r 7→ s∗ ⊕ r).
This fact allows us to deduce the following convergence from (17). For 0 ≤ j ≤ 2n, set
C˜
(n)
j = C
(n)
kn⊕j + C
(n)
kn
− 2 min
(kn⊕j)∧kn≤i≤(kn⊕j)∨kn
C
(n)
i
L˜
(n)
j = L
(n)
kn⊕j − L
(n)
kn
,
where, only in this formula, we use the notation kn ⊕ j = kn + j if kn + j ≤ 2n, and kn ⊕ j =
kn + j − 2n if kn + j > 2n. Also take C˜(n)j = L˜(n)j = 0 for j > 2n. Then (excluding the case
ξ(n) = ρ), C˜(n) and L˜(n) are the contour and label functions of the tree τ˜Q•(n) defined as the
tree τQ(n) re-rooted at the first corner of ξ(n), with labels shifted so that the label of the root
is 0. Noting the equality (ω[r])[σ−r] = ω for a snake trajectory ω ∈ S0 and r ∈ [0, σ], it is then
straightforward to deduce from (17) that we have also the convergence in distribution
(
(2n)−1/2C˜(n)b2nsc,
√
3
2 (2n)
−1/4L˜(n)b2nsc
)
s≥0
(d)−→
n→∞ (ζs, Ŵs)s≥0 under N
(1)
0 . (18)
Let us now state the convergence of rescaled quadrangulations to the Brownian map [33, 43].
Theorem 7. For every n ≥ 1, let Q•(n) = (Q(n), ξ(n)) be uniformly distributed over Q•n, let
µ(n) stand for the counting measure on V (Q(n)) and view V (Q(n)) as a 2-pointed space with
distinguished points ρ and ξ(n) in this order. Then,
(
V (Q(n)),
√
3
2(2n)
−1/4dgr, n−1µ(n)
) (d)−→
n→∞ (M, D,v) under N
(1)
0 , (19)
where the convergence holds in distribution in M••. Furthermore, this convergence holds jointly
with (18).
In fact the statement of Theorem 7 is stronger than the formulation in [33, 43] because these
papers consider only convergence in the Gromov-Hausdorff sense. In the remaining part of this
section, we briefly explain how this stronger form can be derived. We recall the notation Π for
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the canonical projection from Tζ onto M and we write p = Π ◦ pζ in the following lines. The
two distinguished points ofM are thus x∗ = p(s∗) and x0 = p(0) in that order.
To begin with, we recall the arguments used to obtain the Gromov-Hausdorff convergence
(see [44, Section 4] for a pedagogical presentation). In what follows, we implicitly exclude the
case ξ(n) = ρ, which occurs with vanishing probability when n → ∞. Let (u(n)0 , u(n)1 , . . . , u(n)2n )
be the contour sequence of the tree τ˜Q•(n) (in particular, u
(n)
0 = ξ(n)). Notice that the vertex set
V (Q(n)) is identified to V (τQ(n)) ∪ {ρ} in Schaeffer’s bijection, and that V (τ˜Q•(n)) = V (τQ(n)).
For 0 ≤ j ≤ 2n − 1, set ηn(j) = j if C˜(n)j+1 < C˜(n)j and ηn(j) = j + 1 if C˜(n)j+1 > C˜(n)j . The
point of introducing ηn is the fact that, for every vertex u ∈ V (Q(n))\{ρ, ξ(n)} there are exactly
two values of j in {0, . . . , 2n − 1} such that u(n)ηn(j) = u. Consider then the correspondence C(n)
between V (Q(n)) andM defined by
C(n) = {(u(n)ηn(b2ntc),p(t)) : t ∈ [0, 1)} ∪ {(ρ, x∗), (ξ(n), x0)}.
By the tightness argument developed in [31], we may assume that, at least along a subsequence
of values of n, the sequence(
(9/8)1/4n−1/4 dgr(u(n)b2nsc, u
(n)
b2ntc)
)
s,t∈[0,1]
converges in distribution, jointly with (18), and the uniqueness of the Brownian map [33, 43]
ensures that the limiting distribution is that of (D(p(s),p(t)))s,t∈[0,1] independently of the chosen
subsequence. Using the Skorokhod representation theorem, one can construct the whole sequence
(Q•(n))n≥1 so that the convergence (18) holds a.s., and ((9/8)1/4n−1/4dgr(u
(n)
b2nsc, u
(n)
b2ntc))s,t∈[0,1]
converges uniformly to (D(p(s),p(t))))s,t∈[0,1] a.s. It easily follows that the distortion of Cn
(when V (Q(n)) is equipped with (9/8)1/4n−1/4dgr andM with D) tends to 0 a.s. This gives the
convergence in the Gromov-Hausdorff sense.
To get the convergence in the Gromov-Hausdorff-Prokhorov sense, we just have to apply
Lemma 4 to the measure ν(n) defined on the product V (Q(n))×M by the formula
〈ν(n), ϕ〉 =
∫ 1
0
ϕ(u(n)ηn(b2ntc),p(t)) dt.
By construction, ν is supported on C(n). On the other hand, using the notation in Lemma 4,
we have pi′∗ν(n) = v, and pi∗ν(n) is the uniform probability measure on V (Q(n))\{ρ, ξ(n)}, so that
the Prokhorov distance between pi∗ν(n) and n−1µ(n) clearly tends to 0 as n→∞.
Since (ρ,p(s∗)) and (ξ(n),p(0)) both belong to C(n), Lemma 4 in fact gives the convergence
in M•• as desired.
3.7 Convergence of Boltzmann quadrangulations
We will be interested in the convergence of random quadrangulations whose size is not fixed.
In this section, we consider a Boltzmann quadrangulation Q: This means that Q is a random
rooted and pointed quadrangulation such that, for every n ≥ 1 and every q ∈ Q•n,
P(Q = q) = 12 12
−n.
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Note that the factor 1/2 corresponds to the formula
∞∑
n=1
12−n #Q•n = 2,
which follows from (4) and the identity #Q•n = (n + 2)#Qn. Using asymptotics for Catalan
numbers, we have
P(|Q| = n) = 4−ncn ∼
n→∞
1√
pi
n−3/2. (20)
In particular, there is a constant K such that P(|Q| = n) ≤ Kn−3/2 for every n ≥ 1.
Recall that ξ denotes the distinguished vertex of Q, and assume that ξ 6= ρ. We then consider
the tree τ˜Q, which is the tree associated with Q in Schaeffer’s bijection and re-rooted at the first
corner of ξ, as in Section 3.6 — recall that labels are shifted so that the label of ξ in τ˜Q is 0.
We write (C˜k)k≥0 for the contour function of τ˜Q, and (L˜k)k≥0 for its label function. We also
write L˜∗ = min{L˜k : k ≥ 0} for the minimal label in τ˜Q, and note that dgr(ρ, ξ) = −L˜∗ + 1.
As previously, µ stands for the counting measure on V (Q) and V (Q) has the two distinguished
points ρ and ξ. We write D(R+,R2) for the classical Skorokhod space of càdlàg functions from
R+ into R2.
Corollary 8. Let δ > 0. The distribution under P(· | dgr(ρ, ξ) > δ
√
n) of((
n−1C˜bn2tc,
√
3
2n
−1/2L˜bn2tc
)
t≥0
,
(
V (Q),
√
3
2n
−1/2dgr, 2n−2µ
))
converges as n→∞ to the distribution under N0(· |W∗ < −δ
√
3/2) of(
(ζt, Ŵt)t≥0, (M, D,v)
)
.
The convergence is in the sense of weak convergence of probability measures on D(R+,R2)×M••.
Proof. This is basically a consequence of Theorem 7, but we provide some details. Let r > 0.
As a consequence of Theorem 7 and easy scaling arguments, we get that the distribution of((
n−1C˜bn2tc,
√
3
2n
−1/2L˜bn2tc
)
t≥0
,
(
V (Q),
√
3
2n
−1/2dgr, 2n−2µ
))
under P(· | |Q| = bn2rc) converges as n→∞ to the distribution of(
(ζt, Ŵt)t≥0, (M, D,v)
)
under N(2r)0 . Then, let Φ and Ψ be bounded continuous functions defined respectively on the
space D(R+,R2) and on the space M••. To simplify notation, set
Φn = Φ
((
n−1C˜bn2tc,
√
3
2 n
−1/2L˜bn2tc
)
t≥0
)
, Ψn = Ψ
(
V (Q),
√
3
2 n
−1/2dgr, 2n−2µ
)
,
Φ∞ = Φ((ζt, Ŵt)t≥0) , Ψ∞ = Ψ(M, D,v).
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Fix two positive constants a and A with a < 1 < A. Then, recalling that dgr(ρ, ξ) = −L˜∗ + 1
on the event {ξ 6= ρ}, we have
E
[
ΦnΨn 1{an2≤|Q|≤An2}∩{dgr(ρ,ξ)>δ√n}
]
= n2
∫ A
a
drE
[
ΦnΨn 1{|Q|=bn2rc} 1{−L˜∗+1>δ√n}
]
+O(n−3),
(21)
using the bound P(|Q| = n) ≤ K n−3/2.
By the first observation of the proof, we have, for every r ∈ [a,A],
E
[
ΦnΨn 1{−L˜∗+1>δ√n}
∣∣∣ |Q| = bn2rc] −→
n→∞ N
(2r)
0
(
Φ∞Ψ∞ 1{W∗<−δ
√
3/2}
)
, (22)
using also the fact that the law of W∗ under N(2r)0 has no atom at −δ
√
3/2 (we omit the details,
but note that (12) shows that this is true for a.a. r, which would suffice for our argument).
On the other hand, we observe that
P(|Q| > An2) ≤
∞∑
k=bAn2c
Kk−3/2 ≤ K
′
n
√
A
,
for some constant K ′, and, using the estimate (5),
P({|Q| < an2}∩{−L˜∗+1 > δ
√
n}) ≤
ban2c∑
k=1
K k−3/2×K1 exp
(
−K2 δ
√
n
k1/4
)
≤ K˜
n
exp(−K2 δ2a1/4 ),
with some constant K˜. This shows that, given ε > 0, we can fix a and A such that, for every n,
we have
nP(|Q| > An2) ≤ ε , nP({|Q| < an2} ∩ {dgr(ρ, ξ) > δ
√
n}) ≤ ε. (23)
By (20) and (22),
n3E
[
ΦnΨn 1{−L˜∗+1>δ√n} 1{|Q|=bn2rc}
]
−→
n→∞
1√
pir3
N(2r)0
(
Φ∞Ψ∞ 1{W∗<−δ
√
3/2}
)
,
so that, by (21) and dominated convergence (justification is easy),
nE
[
ΦnΨn 1{an2≤|Q|≤An2}∩{dgr(ρ,ξ)>δ√n}
]
−→
n→∞
∫ A
a
dr√
pir3
N(2r)0
(
Φ∞Ψ∞ 1{W∗<−δ
√
3/2}
)
.
Using the estimates (23), we conclude that
nE
[
ΦnΨn 1{dgr(ρ,ξ)>δ√n}
]
−→
n→∞
∫ ∞
0
dr√
pir3
N(2r)0
(
Φ∞Ψ∞ 1{W∗<−δ
√
3/2}
)
= 4N0
(
Φ∞Ψ∞ 1{W∗<−δ
√
3/2}
)
. (24)
We divide the asymptotics (24) by the same asymptotics written with Φ = 1 and Ψ = 1, and
we arrive at the desired result.
We conclude this section with a technical lemma that will be useful later. We again leave
aside the case ξ = ρ and, for every integer k ≥ 0, we write Kk for the collection of those vertices
v of τ˜Q such that the geodesic (in the tree τ˜Q) from v to ξ visits at least one vertex with label
at most L˜∗ + k − 1. Since the label of ξ in τ˜Q is 0, Kk = V (τ˜Q) when k ≥ −L˜∗ + 1 = dgr(ρ, ξ).
Recall the notation w = min{w(t) : 0 ≤ t ≤ ζ(w)} for a stopped path w.
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Lemma 9. Let δ > 0 and r ∈ (0, δ]. The distribution of n−2#Kbr√nc under P(· | dgr(ρ, ξ) >
δ
√
n) converges as n→∞ to the distribution of
1
2
∫ σ
0
ds1{W s≤W∗+r
√
3/2}
under N0(· |W∗ < −δ
√
3/2), and this convergence holds jointly with that of Corollary 8.
Proof. This is a relatively straightforward consequence of Corollary 8, and we only sketch
the arguments. Write u0, u1, . . . , u2|Q| for the contour sequence of τ˜Q, and for every m ∈
{0, 1, . . . , 2|Q|}, let L˜m be the minimal label of all ancestors of um in τ˜Q (equivalently this
is the minimal label on the geodesic from ξ to um). Then, the distribution of( 1√
n
L˜bn2sc∧2|Q|
)
s≥0
under P(· | dgr(ρ, ξ) > δ
√
n) converges as n → ∞ to the distribution of (√2/3W s)s≥0 under
N0(· | W∗ < −δ
√
3/2), and this convergence holds jointly with that of Corollary 8 (the point
is that the convergence of the rescaled contour and label functions in Corollary 8 entails the
convergence of the associated discrete snakes, in the spirit of the homeomorphism theorem of
[39] — we omit a few details here). For every i ∈ {0, 1, . . . , 2|Q|−1}, set η(i) = i+1 if C˜i+1 > C˜i
and η(i) = i if C˜i+1 < C˜i, in such a way that, for every vertex v of V (τ˜Q)\{ξ} there are exactly
two values of i such that uη(i) = v. Then, for every 0 ≤ k ≤ −L˜∗,
#Kk = 12#{i ∈ {0, 1, . . . , 2|Q| − 1} : L˜η(i) ≤ L˜∗ + k − 1}
and (taking k = br√nc) it follows from the first observation of the proof that the distribution
under P(· | dgr(ρ, ξ) > δ
√
n) of
n−2#Kbr√nc =
1
2
∫ 2n−2|Q|
0
ds1
{ 1√
n
L˜η(bn2sc) ≤
1√
n
L˜∗ +
br√nc − 1√
n
}
,
converges as n→∞ to the law of
1
2
∫ σ
0
ds1{W s≤W∗+r
√
3/2}
jointly with the convergence of Corollary 8, as desired.
Remark. In the last step of the proof, we implicitly use the fact that the set of all s ∈ [0, σ]
such that W s = W∗ + r
√
3/2 has zero Lebesgue measure, N0 a.e. This can be derived by a
scaling argument, and we leave the proof as an exercise for the reader.
4 Quadrangulations with a boundary and Brownian disks
4.1 Quadrangulations with a boundary
Recall that a quadrangulation with a (general) boundary is a rooted planar map q such that all
faces but the root face (lying to the right of the root edge) have degree 4. The root face is also
called the outer face and the other faces are inner faces. The degree of the outer face, which is
an even integer, is then called the boundary size or the perimeter of q. We will use the notation
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Figure 2: A quadrangulation with a boundary of size 16.
∂q for the the collection of all vertices incident to the outer face. By definition, the root corner
of q is the corner of the outer face that is incident to the root vertex to the right of the root
edge. See Fig. 2 for an example.
The quadrangulation with a boundary q is said to be pointed if there is a distinguished
vertex, which will be denoted by ξ. For every integer k ≥ 1, we denote the set of all pointed
quadrangulations with a boundary of size 2k by Q∂,k. For every integer n ≥ 0, the subset of
Q∂,k consisting of those quadrangulations q that have n inner faces is denoted by Q∂,kn . Then,
for every k ≥ 1, there is a constant bk > 0 such that
#Q∂,kn ∼n→∞ bk 12
n n−3/2.
See formula (4) in [22], noting that this formula applies to non-pointed quadrangulations.
A random variable B(k) with values in Q∂,k is called a Boltzmann (pointed) quadrangulation
with a boundary of size 2k if, for every integer n ≥ 0 and every q ∈ Q∂,kn ,
P(B(k) = q) = b˜k 12−n,
where b˜k > 0 is the appropriate normalizing constant.
4.2 Free Brownian disks
In this section, we recall the construction of (free pointed) Brownian disks from [10]. Our
presentation is in fact a little simpler than the one in [10] because we do not condition on the
volume of the Brownian disks.
We start from a standard linear Brownian motion X = (Xt)t≥0 with X0 = 0, and, for every
r > 0, we set Tr = inf{t ≥ 0 : Xt = −r}. For every t ≥ 0, we also set Xt = inf0≤s≤tXs. We
consider a process Y ◦ such that, conditionally on X, Y ◦ is a centered Gaussian process with
covariance
E[Y ◦s Y ◦s′ | X] = inf
s∧s′≤u≤s∨s′
(Xu −Xu).
From now on, we fix r > 0, and let (b(s))0≤s≤r be a standard Brownian bridge (starting and
ending at 0) with duration r, independent of (X,Y ◦). We set, for every t ∈ [0, Tr],
Yt = Y ◦t +
√
3 b(−Xt).
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We may view (Yt)0≤t≤Tr as labels assigned to the vertices of the tree coded by (Xt−Xt)0≤t≤Tr
and then proceed in a way similar to the construction of the Brownian map in Section 3.6. Let
us explain the details. For every s, s′ ∈ [0, Tr], we define
Y s,s′ = inf{Yu : u ∈ [s, s′]},
where by convention [s, s′] = [s, Tr] ∪ [0, s′] if s > s′. We set
D∂,◦(s, s′) = Ys + Ys′ − 2 max{Y s,s′ , Y s′,s}.
We then let D∂ be the maximal pseudo-metric on [0, Tr] that is bounded above by D∂,◦ and is
such that, for every s, s′ ∈ [0, Tr],
Xs = Xs′ = min
s∧s′≤u≤s∨s′
Xu ⇒ D∂(s, s′) = 0.
See formula (17) in [10] for an “explicit” formula for D∂(s, s′). To interpret the last display,
note that (Xt)0≤t≤Tr codes a forest of R-trees in the way explained in [10, Section 2.1], and
that D∂ can be viewed as defined on pairs of vertices of this forest, in a way very similar to the
construction of the Brownian map.
We let D•r be the quotient space of [0, Tr] for the equivalence relation associated with the
pseudo-metric D∂ , and equip D•r with the induced metric (still denoted by D∂). We let p•r be
the canonical projection from [0, Tr] onto D•r . The boundary ∂D•r is by definition
∂D•r = p•r({s ∈ [0, Tr] : Xt = Xt}).
The terminology is justified by the fact that D•r is homeomorphic to the unit disk in the plane,
and that this homeomorphism maps ∂D•r to the unit circle [8, 10].
We view D•r as a pointed measure metric space: The volume measure v•r is the image of
Lebesgue measure on [0, Tr] under the canonical projection p•r , and the distinguished point is
p•r(s∗), where s∗ is the (unique) time in [0, Tr] at which Y attains its minimum.
By definition, the pointed measure metric space (D•r , D∂ ,v•r) is the free pointed Brownian
disk with perimeter r. We note that the total mass of the volume measure v•r is Tr, which has
density
v 7→ r√
2piv3
exp(− r
2
2v ).
By scaling arguments, it is straightforward to verify that
(D•r , D∂ ,v•r)
(d)= (D•1,
√
r D∂ , r2v•1) (25)
We denote the distribution of the free pointed Brownian disk with perimeter r by F•r . Thus,
F•r is a probability measure on M•. If M• ∈ M•, we set κ(M•) = M , where M is the measure
metric space obtained by “forgetting” the distinguished point of M•. The distribution of the
free Brownian disk can then be defined via its density with respect to κ∗F•r . For notational
convenience, if M• ∈ M•, we write Σ(M•) for the total mass of the volume measure of M•.
The distribution Fr of the free Brownian disk with perimeter r is the probability measure on M
obtained by setting, for any nonnegative measurable function G on M,
Fr(G) = r2 F•r
( 1
Σ G ◦ κ
)
.
Note that this defines a probability measure since
F•r
( 1
Σ
)
=
∫ ∞
0
dv r√
2piv5
exp(− r
2
2v ) = r
−2.
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4.3 Brownian disks with glued boundary
For technical reasons, we will also need to consider the pointed Brownian disk with “boundary
glued into a single point”. To explain this, let (D•r , D∂ ,v•r) be the free pointed Brownian disk
with perimeter r > 0 constructed as in Section 4.2. Recalling the notation ∂D•r for the boundary
of D•r , we set
D∂,†(x, y) = min{D∂(x, y), D∂(x, ∂D•r) +D∂(y, ∂D•r)}, (26)
for every x, y ∈ D•r . It is easy to verify that D∂,† satisfies the triangle inequality, and that
D∂,†(x, y) = 0 if and only if either x = y, or x and y both belong to ∂D•r . We write D•,†r for the
set obtained from D•r by identifying the whole boundary to a single point denoted by x∂ , and
equip D•,†r with the distance induced by D∂,†, and with the volume measure v•,†r which is the
image of the volume measure v•r on D•r under the canonical projection (we notice that v•r gives
no mass to the boundary). Finally we let F•,†r be the distribution of D•,†r viewed as a random
2-pointed measure metric space, where the two distinguished vertices are the “boundary point”
x∂ and the distinguished vertex of D•r .
As an immediate consequence of (25), we have also
(D•,†r , D∂,†,v•,†r )
(d)= (D•,†1 ,
√
r D∂,†, r2v•,†1 ) (27)
We can use the same method to define the (unpointed) free Brownian disk with glued bound-
ary from the distribution Fr. We get a probability measure F†r on the space M• — the distin-
guished point is the “boundary point”.
4.4 Convergence to the free Brownian disk
In this section, we recall the convergence of rescaled quadrangulations with a boundary to the
free pointed Brownian disk, which is obtained in [10]. As in the case of the Brownian map, we
need a more precise formulation than the one in [10], which we state below with a sketch of
proof (see also [25, Section 4.1]).
As in Section 4.1, we let B(k) be a Boltzmann quadrangulation with a boundary of size 2k,
for every k ≥ 1. We recall that B(k) comes with a distinguished vertex ξ. As previously, the
graph distance on the vertex set V (B(k)) is denoted by dgr. We denote the counting measure
on V (B(k)) by µ(k) and we view (V (B(k)), dgr, µ(k)) as a random pointed measure metric space
with distinguished point ξ.
Theorem 10. We have(
V (B(k)),
√
3
2 k
−1/2 dgr, 2k−2µ(k)
) (d)−→
k→∞
(D•1, D∂ ,v•1)
where the convergence holds in distribution in M•.
Proof. The convergence of the theorem essentially follows from Theorem 8 in [10], except that
the latter result only deals with the Gromov-Hausdorff convergence, and so some additional
work is needed here to get convergence in M•. This is very similar to the argument explained
after the statement of Theorem 7 for the convergence to the Brownian map, but we will provide
some details that will also be useful later. We rely on the analog of Schaeffer’s bijection for
quadrangulations with a boundary that is presented in [10, Section 3.3]. There exists a bijection
between the set Q∂,k and the collection of all triples (, (τ1, . . . , τk), (b1, . . . , bk)) consisting of
a number  ∈ {−1, 1}, a forest of k labeled plane trees (τ1, τ2, . . . , τk) (in the sense of Section
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3.1), and a “bridge” (b1, . . . , bk), which is a finite sequence of integers such that b1 = 0 and
bi+1 − bi ≥ −1 for every 1 ≤ i ≤ k, with the convention that bk+1 = 0. Given a triple
(, (τ1, . . . , τk), (b1, . . . , bk)), the corresponding quadrangulation with a boundary q is such that
its vertex set is identified canonically with V (τ1) ∪ · ∪ V (τk) ∪ {ξ}, where ξ is an extra vertex
which is the distinguished vertex of q.
Fix such a triple (, (τ1, . . . , τk), (b1, . . . , bk)), and, for every i ∈ {1, . . . , k}, let (ui0, . . . , ui2ni)
be the contour sequence of τi. The contour sequence of the forest (τ1, . . . , τk) is then the sequence
(u10, . . . , u12n1 , u
2
0, . . . , u
2
2n2 , . . . , u
k
0, . . . , u
k
2nk).
Set n = 2(n1 + · · ·+nk) + k, so that the contour sequence can be written as (u0, . . . , un−1). For
every j ∈ {0, 1, . . . , n− 1}, we write αj = i if the j-th term in the contour sequence corresponds
to a vertex of τi (equivalently if 2(n1 + · · ·+ ni−1) + i− 1 ≤ j < 2(n1 + · · ·+ ni) + i). We define
the contour and label functions by
Cj = |uj | − αj + 1 , Lj = bαj + `uj , for 0 ≤ j ≤ n− 1 ,
where `uj is the label of uj . By convention, we also take Cn = −k and Ln = 0. We extend the
definition of Cj and Lj to real values of the parameter in [0, n] by linear interpolation.
Suppose now that we consider a Boltzmann (pointed) quadrangulation B(k) with a boundary
of size 2k. Then the associated forest (τ1, τ2, . . . , τk) is a forest of k independent Galton-Watson
trees with geometric offspring distribution of parameter 1/2 with labels chosen uniformly among
admissible labels. Also, (b1, . . . , bk) is chosen uniformly at random among all bridges of length
k, independently of (τ1, . . . , τk). If (C(k)i )0≤i≤Nk and (L
(k)
i )0≤i≤Nk are the contour and label
functions associated with B(k), one has(
k−1C(k)k2s,
√
3
2 k
−1/2 L(k)k2s
)
0≤s≤k−2Nk
(d)−→
k→∞
(
Xt, Yt
)
0≤t≤T1
(28)
where X,Y and T1 are as Section 4.2, and the convergence in distribution makes sense in the
space of finite paths defined in Section 3.2. See [8, Proposition 7], which in fact gives a stronger
result than (28). As in Section 4.2, we let (D•1, D∂ ,v•1) be the free Brownian disk constructed
from the pair (X,Y ), and p•1 denotes the canonical projection from [0, T1] onto D•1. Also, the
contour sequence of the forest associated with B(k) is denoted by (u
(k)
0 , . . . , u
(k)
Nk−1), and for
0 ≤ i ≤ Nk − 1, we set ηk(i) = i if C(k)i+1 < C(k)i , and ηk(i) = i+ 1 otherwise.
Following [10, Section 5.2], we can use the Skorokhod representation theorem to construct
the sequence (B(k))k≥1 in such a way that the convergence (28) holds a.s. and moreover the
following holds. If Ck is the correspondence between (V (B(k)), (3/2k)1/2 dgr) and (D•1, D∂) defined
by declaring that, for every s ∈ [0, T1 ∨ k−2(Nk − 1)], (u(k)ηk(bk2sc∧(Nk−1)), p•1(s ∧ T1)) ∈ Ck, and
furthermore the distinguished vertex ξ of B(k) is in correspondence with the distinguished vertex
of D•1, then the distortion of the correspondence Ck tends to 0 as k → ∞. This property gives
the convergence in the Gromov-Hausdorff sense.
To get the stronger convergence in M•, we rely again on Lemma 4. With the notation of
this lemma, it is easy to check that the measure ν(k) defined on the product V (B(k))× D•1 by
〈ν(k), φ〉 =
∫ k−2Nk∧T1
0
dt φ(u(k)ηk(bk2tc), p
•
1(t))
is supported on Ck, and both the Prokhorov distance between pi∗ν(k) and 2k−2µ(k) and the
Prokhorov distance between pi′∗ν(k) and v•1 tend to 0 as k →∞.
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Let B(k) be as in the previous statement. We can view B(k) as a submap of a (rooted and
pointed) planar quadrangulation which is defined as follows. We first add to B(k) an extra
vertex $ belonging to the outer face of B(k). Then, if c0, c1, . . . , c2k = c0 are the corners
incident to the outer face enumerated in clockwise order starting from the root corner c0, we
draw an edge connecting $ to each of the corners c0, c2, c4, . . . , c2k−2. In this way, we obtain a
planar quadrangulation, which is rooted at the oriented edge from $ to the corner c0. We write
B†(k) for this quadrangulation, and use the notation d
†
gr for the graph distance on V (B
†
(k)) =
V (B(k))∪{$}. We view (V (B†(k)), d†gr, µ(k)) as a random 2-pointed measure metric space, whose
distinguished points are $ and ξ.
Corollary 11. We have
(
V (B†(k)),
√
3
2 k
−1/2 d†gr, 2k−2µ(k)
) (d)−→
k→∞
(D•,†1 , D∂,†,v
•,†
1 )
where the convergence holds in distribution in M••, and the limit is the Brownian disk with glued
boundary defined in Section 4.3.
Proof. We argue as in the proof of Theorem 10, assuming that the convergence (28) holds a.s.
and that the distortion of the correspondences Ck introduced in this proof converges to 0 a.s.
Then, for every k, we define a correspondence C†k between V (B†(k)) and D•,†1 by declaring that:
• If (u, x) ∈ Ck and x /∈ ∂D•1 then (u, x) ∈ C†k.
• If (u, x) ∈ Ck and x ∈ ∂D•1 then (u, x∂) ∈ C†k.
• ($,x∂) ∈ C†k.
We claim that the distortion of C†k (as a correspondence between (V (B†(k)), (3/2k)1/2 d†gr) and
(D•,†1 , D∂,†)) tends to 0. We first observe that, for every u, v ∈ V (B(k)),
|d†gr(u, v)−min{dgr(u, v),dgr(u, ∂B(k)) + dgr(v, ∂B(k))}| ≤ 4. (29)
and also recall that, by definition,
D∂,†(x, y) = min{D∂(x, y), D∂(x, ∂D•1) +D∂(y, ∂D•1)},
for x, y ∈ D•1.
Taking into account the last two formulas, and recalling that we already know that the
distortion of Ck tends to 0, our claim will follow if we can verify that
sup{|(3/2k)1/2 dgr(u, ∂B(k))−D∂(x, ∂D•1)| : (u, x) ∈ Ck} a.s.−→
k→∞
0. (30)
For every ε > 0, write (∂D•1)ε for the set of all points of D•1 whose D∂-distance from D•1 is
less than ε. Similarly, for every A > 0, write (∂B(k))A for the set of all vertices of B(k) whose
dgr-distance from ∂B(k) is less than A. We will prove that for every ε > 0, a.s. for k large
enough,
(i) (∂D•1)ε contains all x ∈ D•1 such that (u, x) ∈ Ck for some u ∈ ∂B(k).
(ii) (∂B(k))ε√k contains all u ∈ V (B(k)) such that (u, x) ∈ Ck for some x ∈ ∂D•1.
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Recalling the notation dis Ck for the distortion of Ck, it will follow that a.s. for k large enough,
for every (u, x) ∈ Ck,
(3/2k)1/2 min
v∈∂B(k)
dgr(u, v) ≥ min
y∈(∂D•1)ε
D∂(x, y)− dis Ck ≥ min
z∈∂D•1
D∂(x, z)− ε− dis Ck
using (i). Similarly, using (ii), we will have for k large enough, for (u, x) ∈ Ck,
min
z∈∂D•1
D∂(x, z) ≥ min
v∈(∂B(k))ε√k
(3/2k)1/2dgr(u, v)− dis Ck ≥ min
w∈∂B(k)
(3/2k)1/2dgr(u,w)− 2ε− dis Ck.
The last two displays give (30).
We still have to prove (i) and (ii). Let us start with (ii). Let u ∈ V (B(k)) such that (u, x) ∈ Ck
for some x ∈ ∂D•1. We note that x = p•1(s) with s ∈ [0, T1] such that Xs = Xs. By standard
properties of linear Brownian motion, s must be a time of decrease of t 7→ Xt. Using this remark
and a compactness argument, the a.s. convergence (28) entails that, given δ > 0, we can choose
k large enough (independently of s) such that there exists j ∈ {0, 1, . . . , Nk−1} with |s− jk2 | < δ
and
C
(k)
j+1 < min0≤i≤jC
(k)
i .
The last display implies that u(k)j is the root of one of the trees in the forest associated with B(k)
and therefore belongs to ∂B(k) (see [10, Section 3.3]). Here we recall that the vertex set V (B(k))
is canonically identified with the union of the vertex set of the associated forest and the singleton
{ξ}. Finally, recalling the definition of the correspondence Ck, we get that (u(k)j , p•1( jk2∧T1)) ∈ Ck,
so that
(2k/3)−1/2 dgr(u, u(k)j ) ≤ D∂(s,
j
k2
∧ T1) + dis Ck,
and we just have to use the property |s− j
k2 | < δ together with the continuity of (t, t′) 7→ D∂(t, t′)
on the diagonal.
The proof of (i) is similar, but we need an extra argument because not every point of ∂B(k)
is the root of one of the trees in the forest associated with B(k). Still, if (b
(k)
1 , . . . ,b
(k)
k ) is the
bridge corresponding to B(k), a close look at the combinatorial bijection for quadrangulations
with a boundary (see again [10, Section 3.3]) shows that the maximal graph distance between a
point of ∂B(k) and the collection of roots of all trees in the coding forest is bounded above by
max
1≤i≤k
(b(k)i+1 − b(k)i ),
where b(k)k+1 = 0 by convention. The quantity in the last display normalized by k−1/2 converges
to 0 a.s., simply because the rescaled processes (k−1/2b(k)bktc)0≤t≤1 converge to a Brownian bridge
(this is indeed a consequence of (28)). Modulo this observation, the proof of (i) is very similar
to that of (ii) — we now use the fact that if u(k)j is the root of a tree in the coding forest, then
j/k2 must be close to a time t ∈ [0, T1] such that Xt = Xt and therefore p•1(t) ∈ ∂D•1 — and we
omit the details.
This completes the proof of our claim that the distortion of C†k tends to 0 and thus establishes
the convergence of the corollary in the Gromov-Hausdorff sense. To see that the convergence
holds inM••, we use Lemma 4 with the same measure ν(k) that was used in the proof of Theorem
10, or more precisely the image of ν(k) under the mapping (u, x) 7→ (u, x˜), where x˜ = x if x /∈ ∂D•1
and x˜ = x∂ if x ∈ ∂D•1.
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5 Some results about the Brownian snake
5.1 The Brownian snake truncated at W∗ + δ
In this section, we establish some properties of the Brownian snake that will play an important
role in the proof of our main results.
Recall the notation Sx for the space of all snake trajectories with initial point x. If ω ∈ Sx,
we can make sense of the truncation trb(ω), for every b < x. Let us also define the point process
of excursions of ω outside (b,∞). Recalling the notation τb(w) = inf{t ∈ [0, ζ(w)] : w(t) = b}, we
observe that the set
{s ≥ 0 : τb(ωs) < ζs}
is open and can therefore be written as a union of disjoint open intervals (αi, βi), i ∈ I, where
I may be empty. From the fact that ω is a snake trajectory, it is not hard to verify that we
must have pζ(αi) = pζ(βi) for every i ∈ I. Furthermore the path ωαi = ωβi hits b exactly at its
lifetime ζαi = ζβi , and the paths ωs, s ∈ [αi, βi], coincide with ωαi = ωβi over the time interval
[0, ζαi ]. We then define the excursion ωi, for every i ∈ I, by declaring that, for every s ≥ 0,
Ws(ωi) is the finite path (ω(αi+s)∧βi(ζαi + t)− b)0≤t≤ζi(s) with lifetime ζi(s) = ζ(αi+s)∧βi − ζαi .
We observe that the genealogical tree of ωi (which is coded by ζi) is identified to the subtree of
Tζ consisting of all descendants of pζ(αi) = pζ(βi). The point measure of excursions of ω outside
(b,∞) is the point measure on S0 defined by
Nb(ω) :=
∑
i∈I
δωi .
Note that our definition is slightly different from the one in [2] because we have shifted the
excursions so that their starting point is 0 instead of b.
We also introduce exit measures, following [30, Chapter 5]. Let x ∈ R and b < x. There
exists a continuous increasing process `b = (`bs)s≥0 called the exit local time such that, Nx a.e.
for every s ≥ 0,
`bs = lim
ε→0
1
ε
∫ s
0
dr 1{τb(Wr)<ζr<τb(Ws)+ε}.
It is clear that the topological support supp(d`bs) of the measure d`bs is contained in {s ≥ 0 :
τb(Ws) = ζs}, but in fact more is true:
supp(d`bs) = {s ≥ 0 : τb(Ws) = ζs} , Nx a.e. (31)
This follows from the more general results in [30, Chapter 6], see in particular the remark
following the proof of [30, Theorem 6.9]. The quantity Zb := `bσ is called the exit measure from
(b,∞) (our terminology is slighly different from the one in [30], where the exit measure would
be the measure Zb δb). As explained in [2, Section 2.5], the process (Zb)b∈(−∞,x) has a càdlàg
modification under Nx, which we consider from now on.
Let us fix δ > 0 and write N[−δ]0 = N0(· | W∗ < −δ). The remaining part of this section will
provide results about the truncated snake trW∗+δ(W ), the point measure of excursions NW∗+δ,
and the exit measure ZW∗+δ under N[−δ]0 . The motivation for these results is best understood
from the construction of the free Brownian map as the 2-pointed measure metric space L••(ω)
under N0(dω) (Section 3.5). In this construction, the conditioning by {W∗ < −δ} corresponds to
the property D(x∗, x0) > δ, the truncated snake trW∗+δ(W ) is closely related to the connected
component of the complement of the ball B(x∗, δ) that contains x0, ZW∗+δ is interpreted as a
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(generalized) length of the boundary of this component, and the point measure NW∗+δ yields
information about the other components of the complement of the ball B(x∗, δ).
In the next proposition, we use the following notation: If N is a point measure on the space
of snake trajectories, M(N ) denotes the infimum of the quantities W∗(ω) over all atoms ω of N .
Proposition 12. Under the probability measure N[−δ]0 , trW∗+δ(W ) and NW∗+δ are independent
conditionally given ZW∗+δ, and the conditional distribution of NW∗+δ given ZW∗+δ is that of a
Poisson point measure N with intensity ZW∗+δ · N0 conditioned to have M(N ) = −δ. If f and
F are nonnegative measurable functions defined respectively on R+ and on S0, we have
N0
(
1{W∗<−δ} f(ZW∗+δ)F (trW∗+δ(W ))
)
= 3δ−3
∫ 0
−∞
dbN0
(
Zb exp(−3Zb2δ2 ) f(Zb)F (trb(W ))
)
.
Remark. If N is a Poisson point measure with intensity zN0, it is straightforward to define
the conditional distribution of N given that M(N ) = −δ, for instance as the limit when ε→ 0
of the law of N given that −δ − ε < M(N ) < −δ (note that formula (12) readily gives the
density of M(N ) — see the proof below). Indeed, properties of Poisson measures show that
this conditional distribution is the law of the sum of a Poisson point measure with intensity
zN0(·∩{W∗ > −δ}) and the Dirac mass at an independent random snake trajectory distributed
according to N0(· |W∗ = −δ) (the conditional distribution N0(· |W∗ = −δ) is studied in [34]).
Proof. Let f and F be as in the statement, and also assume that f and F are bounded and
continuous, and that F (ω) = 0 if W∗(ω) > −β or W∗(ω) < −A, for some β,A > 0. Let Φ be a
bounded nonnegative continuous function on S0, such that Φ(ω) = 0 if sup{|Ŵs(ω)| : s ≥ 0} ≤ α,
for some α > 0. Set
G(Nb) = exp
(
−
∫
Nb(dω) Φ(ω)
)
.
Then,
N0
(
1{W∗<−δ} f(ZW∗+δ)F (trW∗+δ(W ))G(NW∗+δ)
)
= lim
ε→0
1
ε
N0
(
1{W∗<−δ−ε}
∫ W∗+δ+ε
W∗+δ
db f(Zb)F (trb(W ))G(Nb)
)
.
To justify this, we observe that, N0 a.e. on {W∗ < −δ}, as b ↓W∗+δ, we have Zb −→ ZW∗+δ (by
the right-continuity of b 7→ Zb), trb(W ) −→ trW∗+δ(W ) (see Lemma 11 in [2]), and G(Nb) −→
G(NW∗+δ) (we leave the verification of the last convergence as an exercise for the reader).
We next observe that, for ε > 0 small,
N0
(
1{W∗<−δ−ε}
∫ W∗+δ+ε
W∗+δ
db f(Zb)F (trb(W ))G(Nb)
)
=
∫ 0
−∞
dbN0
(
1{b−δ−ε<W∗<b−δ} f(Zb)F (trb(W ))G(Nb)
)
.
Fix b < 0. By applying the special Markov property (see e.g. [2, Proposition 13]) to the interval
(b,∞), we get
N0
(
1{b−δ−ε<W∗<b−δ} f(Zb)F (trb(W ))G(Nb)
)
= N0
(
f(Zb)F (trb(W ))E(Zb)
[
G(N )1{−δ−ε<M(N )<−δ}
])
,
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where, under the probability measure P(z) (for any z ≥ 0), N is a Poisson point measure with
intensity zN0.
We have thus obtained
N0
(
1{W∗<−δ} f(ZW∗+δ)F (trW∗+δ(W ))G(NW∗+δ)
)
= lim
ε→0
∫ 0
−∞
dbN0
(
f(Zb)F (trb(W )) 1
ε
E(Zb)
[
G(N )1{−δ−ε<M(N )<−δ}
])
. (32)
At this point, we use (12) to get that the distribution of M(N ) under P(z) is given (for z > 0)
by
P(z)(M(N ) > −y) = exp(−
3z
2y2 )
for every y > 0, and thus the density of M(N ) under P(z) is
3z |y|−3 exp(− 3z2y2 )1{y<0}.
As explained in the remark following the statement of the proposition, we have then, for every
z > 0,
1
ε
E(z)
[
G(N )1{−δ−ε<M(N )<−δ}
])
−→
ε→0 3z δ
−3 exp(− 3z2δ2 )E
δ
(z)[G(N )],
where, under Pδ(z), N is a Poisson point measure with intensity zN0, conditioned to haveM(N ) =
−δ.
We can now pass to the limit ε→ 0 in the right-hand side of (32), recalling our assumptions
on F to justify dominated convergence. It follows that
N0
(
1{W∗<−δ} f(ZW∗+δ)F (trW∗+δ(W ))G(NW∗+δ)
)
= 3 δ−3
∫ 0
−∞
dbN0
(
f(Zb)F (trb(W ))Zb exp(−3Zb2δ2 )E
δ
(Zb)[G(N )]
)
. (33)
If we replace G by G′ = 1 and f by the function z 7→ f(z)Eδ(z)[G(N )], we get that
N0
(
1{W∗<−δ} f(ZW∗+δ)F (trW∗+δ(W ))G(NW∗+δ)
)
= N0
(
1{W∗<−δ} f(ZW∗+δ)F (trW∗+δ(W ))Eδ(ZW∗+δ)[G(N )]
)
.
This is enough to conclude that, under N0(· | W∗ < −δ), NW∗+δ is independent of trW∗+δ(W )
conditionally given ZW∗+δ, and its conditional distribution is as described in the proposition.
Finally, the last assertion of the proposition is the special case G = 1 in (33).
Corollary 13. The quantity ZW∗+δ is distributed under N[−δ]0 according to the Gamma distri-
bution with parameter 12 with density
z 7→ 1
δ
√
3
2piz exp(−
3z
2δ2 ).
Proof. We specialize the formula given in Proposition 12 to the case F = 1 and f(z) = e−λz
with λ > 0, to get
N0
(
1{W∗<−δ} exp(−λZW∗+δ)
)
= 3δ−3
∫ 0
−∞
dbN0
(
Zb exp(−λZb − 3Zb2δ2 )
)
. (34)
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We compute the right-hand side of the last display. By formula (6) in [19], for every x > 0,
N0(1− e−λZ−x) =
(
λ−1/2 +
√
2
3 x
)−2
.
Differentiating with respect to λ gives
N0(Z−xe−λZ−x) =
(
1 + x
√
2λ
3
)−3
.
It then follows from (34) that
N0
(
1{W∗<−δ} exp(−λZW∗+δ)
)
= 3δ−3
∫ ∞
0
dx
(
1 + x
√
δ−2 + 2λ3
)−3
= 32δ3
1√
δ−2 + 2λ3
.
Since N0(W∗ < −δ) = 3/(2δ2), we get
N0
(
exp(−λZW∗+δ)
∣∣∣W∗ < −δ) =
√√√√ δ−2
δ−2 + 2λ3
,
giving the stated result.
5.2 The positive excursion measure
The underlying idea of the results presented in Sections 3.6 and 3.7 is the observation that scaling
limits of random quadrangulations of the sphere can be described by the Brownian snake under
its excursion measure. The main motivation of the present work is to show that the scaling limit
of quadrangulations with a boundary can be described similarly by the Brownian snake under
its “positive excursion measure”. We now give a brief presentation of this positive excursion
measure, referring to [2] for more details.
Let S+0 stand for the set of all snake trajectories ω ∈ S0 such that ωs takes values in
R+ for every s ≥ 0, and, for every δ > 0, let S(δ) be the set of all ω ∈ S such that
sups≥0(supt∈[0,ζs(ω)] |ωs(t)|) ≥ δ. There exists a σ-finite measure N∗0 on S, which is supported on
S+0 , and gives finite mass to the sets S(δ) for every δ > 0, such that
N∗0(G) = lim
ε→0
1
ε
Nε(G(tr0(W ))),
for every bounded continuous function G on S that vanishes on S\S(δ) for some δ > 0 (see [2,
Theorem 23]). Under N∗0, each of the paths Ws, 0 < s < σ, starts from 0, then stays positive
during some time interval (0, α), and is stopped immediately when it returns to 0, if it does
return to 0.
We will use the re-rooting representation of the positive excursion measure. Recall our
notation W [r] for the snake trajectory W “re-rooted at r” (see Section 3.2). The following result
is a consequence of [2, Theorem 28].
Theorem 14. For any nonnegative measurable function G on S,
N∗0
( ∫ σ
0
dr G(W [r])
)
= 2
∫ 0
−∞
dxN0
(
ZxG(trx(W ))
)
.
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Since the definition of the exit measure Zx makes sense under N0, for every x < 0, the
identity of the previous theorem makes it possible to also define the exit measure at 0 under
N∗0 (see [2, Section 6] for details of the construction): To avoid confusion, we will write Z∗0 for
this exit measure at 0 under N∗0. Roughly speaking, Z∗0 “counts” the number of paths Ws that
return to 0. The identity of Theorem 14 then implies that we have also, for any nonnegative
measurable function ϕ on [0,∞),
N∗0
( ∫ σ
0
dr ϕ(Z∗0 )G(W [r])
)
= 2
∫ 0
−∞
dxN0
(
Zx ϕ(Zx)G(trx(W ))
)
. (35)
By [2, Proposition 33], we can make sense of the conditional probability measures N∗,z0 =
N∗0(· | Z∗0 = z), and we have
N∗0 =
√
3
2pi
∫ ∞
0
dz z−5/2N∗,z0 . (36)
Proposition 15. Let δ > 0. For every nonnegative measurable function F on the space of snake
trajectories, for every z > 0, we have
N[−δ]0
(
F (trW∗+δ(W ))
∣∣∣ZW∗+δ = z) = z−2N∗,z0 ( ∫ σ
0
dr F (W [r])
)
.
In particular, and this will be important for us, the conditional distribution of trW∗+δ(W )
given ZW∗+δ = z does not depend on δ.
Proof. Let ϕ be a nonnegative measurable function on [0,∞). Recalling that N0(W∗ < −δ) =
3/(2δ2), we use the formula of Proposition 12, and then (35), to write
N[−δ]0
(
F (trW∗+δ(W ))ϕ(ZW∗+δ)
)
= 2
δ
∫ 0
−∞
dbN0
(
Zb exp(−3Zb2δ2 )ϕ(Zb)F (trb(W ))
)
= 1
δ
N∗0
( ∫ σ
0
dr F (W [r]) exp(−3Z
∗
0
2δ2 )ϕ(Z
∗
0 )
)
= 1
δ
√
3
2pi
∫ ∞
0
dz
z5/2
exp(− 3z2δ2 )ϕ(z)N
∗,z
0
( ∫ σ
0
dr F (W [r])
)
(37)
using (36). On the other hand, if we set
G(ZW∗+δ) = N[−δ]0
(
F (trW∗+δ(W ))
∣∣∣ZW∗+δ),
we have
N[−δ]0
(
F (trW∗+δ(W ))ϕ(ZW∗+δ)
)
= N[−δ]0
(
G(ZW∗+δ)ϕ(ZW∗+δ)
)
= 1
δ
√
3
2pi
∫ ∞
0
dz√
z
exp(− 3z2δ2 )G(z)ϕ(z) (38)
by Corollary 13. By comparing (37) and (38), we get
G(z) = z−2N∗,z0
( ∫ σ
0
dr F (W [r])
)
as stated.
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Remark. By [2, Proposition 31], the conditional density of σ under N∗0 and knowing Z∗0 = z is
fz(s) =
1√
2pi
z3 s−3/2 exp(−z
2
2s)
so that
N∗,z0 (σ) =
1√
2pi
z3
∫ ∞
0
ds
s3/2
exp(−z
2
2s) =
z2√
2pi
×√2
∫ ∞
0
du√
u
e−u = z2
which is consistent with the case F = 1 in Proposition 15.
6 The lazy hull process
6.1 Gluing a quadrangulation with a general boundary in a face with a simple
boundary
Consider a rooted planar map m with a distinguished face f of degree 2k, for some k ≥ 1. We
assume that the boundary of f is simple and that there is a distinguished oriented edge e on the
boundary of f, such that the face f lies on the left of e. Suppose then that q is a rooted (but
not pointed) quadrangulation with a (general) boundary of perimeter 2k. Recall that the root
of q belongs to the boundary and that the outer face lies on the right of the root edge. There is
then a unique way of gluing the quadrangulation q inside the distinguished face f of m, in such
a way that the boundaries of f and q are glued together, and the root edge of q is glued to e.
The construction should be clear from Fig.3.
Figure 3: Left, the planar map m with the distinguished face f of degree 8 in grey,
and inside f the quadrangulation q with a boundary of perimeter 8. The arrows indicate
how the edges of the boundary of q are glued to the edges of the boundary of f. Right,
the planar map obtained after the gluing operation.
6.2 The lazy peeling
We will now describe an algorithm due to Budd [12] that can be used to generate a Boltzmann
quadrangulation. This algorithm is called the lazy peeling. We content ourselves with the
properties that are needed in our applications, and refer to [12] and [18] for more details. The
main reason why we use the lazy peeling algorithm rather than the standard peeling (used in
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[20] for instance) is the fact that we can view a Boltzmann quadrangulation as obtained by
gluing to its lazy hull (of a certain radius) a quadrangulation with a general boundary to which
we may apply the convergence to the Brownian disk derived in [10]. See Proposition 16 below.
To describe the algorithm, we need to introduce quadrangulations with a simple boundary,
for which we make a slightly different convention than in the case of a general boundary: A
(rooted) quadrangulation with a simple boundary of size 2k (k ≥ 1) is a rooted planar map such
that all faces have degree 4 except for one distinguished face of degree 2k (the outer face) whose
boundary is simple — note that, in contrast with Section 4.1, we do not require that the root
edge belongs to the boundary. We may assume that quadrangulations with a simple boundary
are drawn in the plane so that the outer face is the infinite one, and then it makes sense to
explore the boundary in clockwise order or in counterclockwise order.
The lazy peeling algorithm produces a finite sequence (qp)0≤p≤K , such that, for 0 ≤ p ≤
K − 1, qk is a (rooted) quadrangulation with a simple boundary of perimeter 2Lp, with Lp ≥ 1,
and qK is a rooted and pointed planar quadrangulation. To initiate the process, q0 is the unique
quadrangulation with a simple boundary of length 4 and a single inner face.
Then suppose that at step p, we have qp = q, where q is a quadrangulation with a simple
boundary of perimeter 2L, L ≥ 1. We construct qp+1 in the following way. We choose an edge
e of the boundary of q, to be called the “peeled edge” at step p+ 1, and then:
(A) Either we glue a quadrangle to e, so that qp+1 has a simple boundary of perimeter 2(L+1).
The root edge of qp+1 is the same as the root edge of qp.
Or, for some j ∈ {0, 1, . . . , L− 1}:
(Bj) We glue the edge e to the edge e′ of the boundary of q such that there are 2j edges of
the boundary between e and e′ in clockwise order. After this gluing the edges that were
in the boundary of q (except e and e′) now bound two faces of respective degrees 2j and
2(L−1−j). Following the device explained in Section 6.1, we then glue a quadrangulation
q˜ with a general boundary of size 2j in the face of degree 2j (bounded by the edges that
were in the boundary of q between e and e′ in clockwise order). In this way we obtain a
quadrangulation with a simple boundary of size 2(L−1− j), which is qp+1. The root edge
of qp+1 is the same as the root edge of qp.
(B′j) Or we do the same as in (Bj) except that clockwise is replaced by counterclockwise.
See Fig. 4 for an illustration of the different cases.
The preceding prescriptions have to be interpreted suitably in the two particular cases j = 0
and j = L− 1 of (Bj) or (B′j).
• If j = 0, then we do not need to glue a quadrangulation q˜ as explained above: in that
case, we are just gluing together two adjacent edges.
• If j = L − 1, then qp+1 has a boundary of size 0, which is interpreted by saying that
qp+1 is a rooted planar quadrangulation. In that event, we take K = p + 1 and the
algorithm terminates. We in fact view qK as a rooted and pointed quadrangulation, where
the distinguished vertex v is chosen as follows: in the last step of the construction, v is the
tail of e, assuming that e is oriented clockwise in case (Bj), counterclockwise in case (B′j)
— v is also the unique vertex incident to both e and e′, unless the length of the boundary
is 2 before the last step.
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ee′2 e′1
(A)
(B0)
(B′2)
Figure 4: A few possible steps in the lazy peeling algorithm. The peeled edge is the
edge e on the left side of the figure. In case (A) one glues a new quadrangle to e. In
case (B0), e is simply glued (in “clockwise order”) to the edge e′1. In case (B′2), e is
glued in counterclockwise order to the edge e′2. In the latter case, the shaded region,
whose (simple) boundary corresponds to the 4 edges between e and e′2 in the left side,
has to be filled in by a quadrangulation with a (general) boundary of size 4. In cases
(B0) and B′2, the “glued edge” is indicated by a small arrow in the right side.
Finally, we observe that, in case (Bj) or (B′j) and when 1 ≤ j ≤ L − 1, the gluing of the
quadrangulation q˜ in the face of degree 2j requires that we specify a distinguished edge on the
boundary of this face, but this can be made in a prescribed manner whose choice is unimportant
in the following discussion.
We now need to specify the probabilities of the different choices that are made in the pre-
ceding algorithm, and to this end we introduce a few definitions. We set, for every ` ≥ 0,
h↓(`) = 2−2`
(
2`
`
)
,
and
p1 =
2
3 , p−i = 2
−2i+1 (2i− 2)!
(i− 1)!(i+ 1)! , for i = 1, 2, . . . .
If we also take p0 = 0 and pi = 0 for every integer i ≥ 2, elementary calculations show that the
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collection (pi)i∈Z defines a probability distribution on Z with mean 0. In particular,
1
2
∞∑
i=1
i p−i =
1
3 . (39)
To specify the transition probabilities of the peeling algorithm, we first need to say how
the peeled edge at step p + 1 is chosen: At the present time, this choice can be made in an
unimportant manner depending only on qp. Then, conditionally on q0, . . . , qp, and given that
qp has boundary of size 2L, the event (A) occurs with probability
p
(L)
1 :=
h↓(L+ 1)
h↓(L) p1 =
1
3
2L+ 1
L+ 1 ,
and for 0 ≤ j ≤ L− 1, either of the events (Bj) or (B′j) occurs with probability
1
2 p
(L)
−j−1 :=
1
2
h↓(L− j − 1)
h↓(L) p−j−1
(one can check [12, 18] that p(L)1 +
∑L−1
j=0 p
(L)
−j−1 = 1). Furthermore, the quadrangulation q˜
is chosen uniformly at random in the set of all (unpointed) rooted quadrangulations with a
boundary of size 2j. It follows from these prescriptions that the half-perimeter of qp evolves like
a Markov chain on Z+, which is stopped at the time K when it hits 0. The property K <∞ a.s.
(the algorithm terminates in finite time) can be derived from the fact that the half-perimeter
process is a random walk with jump distribution (pi)i∈Z conditioned to hit zero before taking
negative values (and stopped at that time): See the comments following Lemma 1 in [12].
If we perform the lazy peeling algorithm according to these probabilities, the quadrangulation
qK that we obtain is a (rooted and pointed) Boltzmann quadrangulation [12, 18]. The key
property that we will use is the following proposition, which is essentially a special case of [12,
Proposition 1].
Proposition 16. Let T be a random variable with nonnegative integer values. Assume that
T ≤ K and that T is a stopping time of the filtration generated by (qn∧K)n≥0.
Then, conditionally on the event {T < K} and on qT , qK has the same distribution as the
quadrangulation obtained by gluing to the outer face of qT an independent Boltzmann (pointed)
quadrangulation q˜ with a (general) boundary of size equal to the perimeter of qT , with the
convention that the root edge of the resulting map is the same as the root edge of qT and the
distinguished vertex is the same as in the quadrangulation q˜.
Again, for the gluing mentioned in the proposition to make sense, we should specify an edge
of the boundary of qT . The choice of this edge can however be made in an arbitrary deterministic
manner given qT , and then q˜ is uniquely determined, which will be important for our purposes.
Peeling algorithm for the UIPQ. A variant of the preceding algorithm gives rise to the
UIPQ or Uniform Infinite Planar Quadrangulation. We just replace the function h↓(`) by
h↑(`) = ` h↓(`)
in the definition of the probabilities of the different steps. Then the algorithm never stops (this is
clear since h↑(0) = 0 and thus, with the previous notation, the cases (Bj) or (B′j) with j = L−1
never occur). Furthermore, the quadrangulation qp converges locally a.s. to an infinite random
planar map Q(∞) which is the UIPQ. See [12, Section 5] or [18, Section 4.2] for more details in
a more general setting. Note that Q(∞) has a root edge but no distinguished vertex. In that
case, the Markov chain corresponding to the half-perimeter of qp is transient.
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6.3 Peeling by layers
In the peeling algorithm described above, the peeled edge at step p + 1 can be chosen on the
boundary of qp in an arbitrary way (depending on qp). We will now describe a specific choice
of the peeled edges, which produces the so-called peeling by layers. This will lead us to define a
sequenceQ1,Q2, . . . ,QΞ of quadrangulations with a simple boundary, where Ξ ≥ 0 is a (random)
integer.
To simplify the presentation in this section, we call label of a vertex of the boundary of qp
its graph distance (in qp) from the root vertex. We say that an edge e of the boundary of qp
is of type (i, i + 1), resp. (i + 1, i), if the labels of its ends listed in clockwise order around the
boundary are i and i+ 1, resp. i+ 1 and i.
Let us turn to the description of the peeling by layers algorithm. The choice of the peeled
edge at each step will be designed in such a way that, for every 0 ≤ p < K, there exists an
integer i ≥ 0 such that
(a) all vertices of the boundary of qp have label i, i+ 1 or i+ 2.
(b) there are vertices of the boundary with label i;
(c) the edges of the boundary of type (i + 1, i + 2) or (i + 2, i + 1), if any, form a connected
subset of the boundary.
Supposing that these properties hold at step p, we choose the peeled edge at step p + 1 in the
following way:
• If there is at least one vertex of the boundary of qp with label i+ 2, we peel the first edge
of type (i+ 1, i) coming after the last vertex with label i+ 2 in clockwise order;
• If there is no vertex of the boundary of qp with label i+2, we peel an edge of type (i+1, i)
chosen according to some rule given qp.
See Fig. 5 for an example.
It is clear that properties (a), (b), (c) stated above will be preserved at each step of the
algorithm (though the value of i may increase to i + 1 between steps p and p + 1) since they
hold at the initial step. See Fig. 5 for an example of the evolution of labels on the boundary in
the peeling by layers.
Since we start by peeling all edges of type (1, 0), there will exist a first time R1 at which
the boundary contains only edges of type (1, 2) or (2, 1) (unless the algorithm stops before this
occurs, in which case we take R1 =∞). Similarly, for every i ≥ 1, we let Ri be the first time at
which the boundary only contains edges of type (i, i+ 1) or (i+ 1, i), with the convention that
Ri = ∞ if this never occurs. Then there exists a (random) integer Ξ ≥ 0 such that Ri < ∞ if
and only if i ≤ Ξ. For 1 ≤ i ≤ Ξ, we set Qi = qRi , and we also let Q = qK be the rooted and
pointed Boltzmann quadrangulation obtained at the end of the algorithm. As previously ρ and
ξ are respectively the root vertex and the distinguished vertex of Q. The following properties
then hold.
(a) The sequence Q1,Q2, . . . ,QΞ is a deterministic function of Q.
(b) We have Ξ ≤ dQgr(ρ, ξ) ≤ Ξ + 1.
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Figure 5: Evolution of labels on the boundary in the peeling by layers in a few cases.
The peeled edge is indicated by an arrow in the left side (and in each case in the right
side the next edge to be peeled is also marked by an arrow).
(c) For every 1 ≤ i ≤ Ξ, the set of all vertices of Qi that do not lie on the boundary is
identified canonically to a subset Ji of V (Q). For any v ∈ Ji, any path from v to ξ in Q
must visit a vertex at graph distance at most i from ρ. Conversely, for any vertex v of
Q that does not belong to Ji, there is a path from v to ξ that visits only vertices whose
graph distance from ρ is at least i.
Let us briefly explain why properties (a) and (b) are satisfied (we omit the argument for (c)).
Let A be the set of all dual edges of Q (each edge e of Q corresponds to a dual edge between
the faces of Q that are incident to e). Fix i ≥ 1, and let Ai consist of all dual edges associated
with a primal edge connecting two vertices at graph distance less than or equal to i from the
root vertex. Let A′i be obtained by adding to Ai all edges dual to a primal edge that lies in
a connected component of the complement of Ai not containing the distinguished vertex of Q.
Then one checks that i ≤ Ξ if and only A′i 6= A. Furthermore, if this property holds, Qi can be
obtained informally by starting from the root face (to the right of the root edge) and then gluing
quadrangles along the dual edges in A′i, and keeping the “same” root as in Q (as explained in
[18, Chapter 3], with each connected subset of A containing the dual root edge one can associate
a rooted planar map by this gluing procedure). To give a less informal construction, view A′i as
the edge set of a planar map, and let f be the face of this planar map containing ξ. Note that
the boundary of f is a simple cycle C, and that vertices of this cycle have degree 2 or 4. Choose
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a vertex v0 in the face f, and let A′′i be obtained from A′i by adding, for each vertex v of degree
2 in C, two edges connecting v to v0 in f (of course in such a way that these edges do not cross).
Then Qi is the dual planar map to the planar map with edge set A′′i .
We call Qi the lazy hull of radius i in Q. See Fig.6 for an illustration with i = 3.
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Figure 6: Left, the rooted and pointed planar quadrangulation Q. Vertices of Q are
represented by small black disks, while vertices of the dual map (one in each face of Q)
are represented by small black squares. The figures correspond to distances from the
root vertex of Q. The dual edges in grey form the set A3 and A′3 is obtained by adding
to A3 the three dashed dual edges. Right, the lazy hull Q3 of radius 3. The reader may
verify that Q3 is determined by the map A′3 (and the knowledge of the dual root) as
explained above.
The UIPQ case. The above considerations also make sense for the peeling algorithm associated
with the UIPQ Q(∞). In that case however, we can make sense of the whole sequence Q1,Q2, . . .
of lazy hulls. The analogs of properties (a) and (c) above remain valid (in (c), “path from v to
ξ” has to be replaced by “path from v to infinity”).
6.4 Asymptotics for the perimeter and volume of hulls
Let Q and Q(∞) be as previously. For every 1 ≤ i ≤ Ξ, we write Hi and Vi respectively for the
half-perimeter and volume (number of inner faces) of the lazy hull of radius i in Q. Similarly,
for every i ≥ 1, we write H(∞)i and V (∞)i respectively for the half-perimeter and volume of the
lazy hull of radius i in Q(∞). By convention, H0 = H(∞)0 = 0 and V0 = V
(∞)
0 = 0.
We let (Υt)t≥0 denote a centered stable Lévy process with index 3/2 and no positive jumps,
whose law is specified by the equality
E[exp(λΥt)] = exp(2 t λ3/2),
for every λ, t ≥ 0. Write (Υ↑t )t≥0 for the process Υ conditioned to stay positive (see [6, Chapter
VII]). Let τ1, τ2, . . . be a measurable enumeration of the jump times of Υ↑, and let θ1, θ2, . . . be
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a sequence of nonnegative i.i.d. random variables with density
1√
2pix5
exp(− 12x) (40)
on (0,∞). Assume that this sequence is independent of Υ↑. We then define a process (V↑t )t≥0
by setting, for every t ≥ 0,
V↑t =
1
2
∑
{i:τi≤t}
(∆Υ↑τi)
2 θi.
Proposition 17. We have the convergence in distribution in the Skorokhod topology(
n−2H(∞)bntc, n
−4V (∞)bntc
)
t≥0
(d)−→
n→∞
(
Y↑t ,U↑t
)
t≥0
,
where the limiting processes are defined by
Y↑t := Υ↑Ψt , U
↑
t := V↑Ψt ,
with
Ψt = inf
{
s ≥ 0 :
∫ s
0
dr
Υ↑r
> t
}
.
The result of the proposition is very close to similar results proved in [20] (see in particular
Theorem 2 in [20]). Unfortunately, it does not seem easy to deduce Proposition 17 from the
results of [20], and we postpone the details of the proof to Appendix B below.
Our next goal is to obtain an analog of the previous proposition for the perimeter and volume
process of the lazy hull of a Boltzmann quadrangulation under a suitable conditioning. We will
derive this result from Proposition 17 by an absolute continuity argument.
Write (S↓k)0≤k≤K for the Markov chain giving for every 0 ≤ k ≤ K the half-perimeter of
qk in the peeling algorithm of Section 6.2, with the convention S↓K = 0, and (S
↑
k)k≥0 for the
analogous Markov chain for the peeling algorithm of the UIPQ described at the end of Section
6.2. We also let (Sk)k≥0 be a random walk with jump distribution (pi)i∈Z started from S0 = 2,
and set T = inf{k ≥ 0 : Sk ≤ 0}. Then both functions h↓ and h↑ are harmonic on {1, 2, . . .} for
the random walk S, as it was first observed by Budd [12, Proposition 3, Corollary 1] (see also
formula (3.5) and Lemma 11 in [18]). Futhermore, the form of the transition probabilities in the
peeling algorithm shows that S↓ can be viewed as the h↓-transform of the random walk S killed
when it hits Z−, meaning more precisely that, for any n ≥ 0 and any function F : Zn+1 −→ R+,
E[F (S↓0 , S
↓
1 , . . . , S
↓
n) 1{n≤K}] = E
[h↓(Sn)
h↓(S0)
F (S0, S1, . . . , Sn) 1{n≤T}
]
,
with the convention h↓(i) = 0 for i < 0. Similarly, S↑ can be viewed as the h↑-transform of the
random walk S killed when it hits Z−, so that
E[F (S↑0 , S
↑
1 , . . . , S
↑
n)] = E
[h↑(Sn)
h↑(S0)
F (S0, S1, . . . , Sn) 1{n≤T}
]
,
with the same convention h↑(i) = 0 if i < 0 (and we recall that h↑(0) = 0). By comparing the
last two displays, and recalling that h↑(`) = `h↓(`), we obtain that
E[F (S↓0 , S
↓
1 , . . . , S
↓
n) 1{n<K}] = E
[ 2
S↑n
F (S↑0 , S
↑
1 , . . . , S
↑
n)
]
. (41)
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In fact, we can reinforce this identity, noting that apart from the choices of cases (A), (Bj) or
(B′j), the other random choices (in particular for the quadrangulations with a simple boundary
“filling in the holes”) are made in exactly the same way in the algorithm generating a Boltzmann
quadrangulation and in the algorithm for the UIPQ. We get more generally that, for any n ≥ 1,
for any function F : Zn+1 −→ R+, and for any nonnegative function Gn of the quadrangulations
q1, . . . , qn obtained in the first n steps,
E[Gn F (S↓0 , S
↓
1 , . . . , S
↓
n) 1{n<K}] = E
[ 2
S↑n
Gn F (S↑0 , S
↑
1 , . . . , S
↑
n)
]
.
By a standard argument, we can generalize this identity to the case where the integer n is
replaced by a stopping time of the discrete filtration generated by (qn∧K)n≥0.
The preceding discussion is valid for any peeling algorithm of the type described in Section
6.2, but we now specialize to the peeling by layers of Section 6.3, and we consider the processes
(Hn)0≤n≤Ξ and (Vn)0≤n≤Ξ. By construction, we have Hn = S↓Rn for every 0 ≤ n ≤ Ξ, and a
similar relation links H(∞) to S↑. The previous considerations, and the fact that {n ≤ Ξ} =
{Rn < K}, entail that, for any nonnegative function F on (Z2)n,
E[F ((H1, V1), . . . , (Hn, Vn))1{n≤Ξ}] = E
[ 2
H
(∞)
n
F ((H(∞)1 , V
(∞)
1 ), . . . , (H(∞)n , V (∞)n ))
]
. (42)
Combining this equality with Proposition 17 leads to the following result.
Proposition 18. Let t > 0. The distribution of the pair of processes(
n−2Hbnsc, n−4Vbnsc
)
0≤s≤t
under the conditional probability P(· | Ξ ≥ bntc) converges as n → ∞ to the law of a pair of
processes (
Y↓s ,U↓s
)
0≤s≤t
such that, for any nonnegative measurable function F on the Skorokhod space D([0, t],R2),
E
[
F
((
Y↓s ,U↓s
)
0≤s≤t
)]
= t
2
2 E
[ 1
Y↑t
F
((
Y↑s ,U↑s
)
0≤s≤t
)]
.
Proof. Let F be a bounded continuous function on D([0, t],R2) such that 0 ≤ F ≤ 1. By (42),
E
[
F
((
n−2Hbnsc, n−4Vbnsc
)
0≤s≤t
)
1{Ξ≥bntc}
]
= E
[ 2
H
(∞)
bntc
F
((
n−2H(∞)bnsc, n
−4V (∞)bnsc
)
0≤s≤t
)]
.
From Proposition 17, we get
lim inf
n→∞ n
2 E
[
F
((
n−2Hbnsc, n−4Vbnsc
)
0≤s≤t
)
1{Ξ≥bntc}
]
≥ E
[ 2
Y↑t
F
((
Y↑s ,U↑s
)
0≤s≤t
)]
. (43)
On the other hand, we claim that
lim
n→∞n
2 P(Ξ ≥ bntc) = 4
t2
= E
[ 2
Y↑t
]
(44)
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To verify this claim, first note that the distribution of Y↑t has density
h(z) = 2
t3
√
z
pi
exp(− z
t2
) (45)
by [19, Proposition 1.2] (beware that the normalization in [19] is different). The second equality
in (44) immediately follows. We then use the following lemma, whose proof is postponed after
the end of the proof of Proposition 18.
Lemma 19. For a rooted and pointed quadrangulation with Boltzmann distribution,
P(dgr(ρ, ξ) ≥ n) = 4
n(n+ 2) , if n ≥ 2,
P(dgr(ρ, ξ) ≥ 1) = 56 .
Recalling that Ξ ≤ dgr(ρ, ξ) ≤ Ξ + 1, we immediately get from the lemma that we have also
lim
n→∞n
2 P(Ξ ≥ n) = 4,
which gives the first equality in (44).
Finally, if we combine (43) with the same result with F replaced by 1 − F , using (44), we
get that
lim
n→∞n
2 E
[
F
((
n−2Hbnsc, n−4Vbnsc
)
0≤s≤t
)
1{Ξ≥bntc}
]
= E
[ 2
Y↑t
F
((
Y↑s ,U↑s
)
0≤s≤t
)]
.
Then we just have to divide by the first equality in (44) to get the desired result.
Proof of Lemma 19. We use a version of Schaeffer’s bijection which is different from the one
presented briefly in Section 3.1 (see e.g. [37] for this other version). Recall from Section 3.1 the
definition of a labeled plane tree, and write T◦ for the collection of all labeled plane trees having
at least one edge (we exclude the case where the tree consists only of its root). Then there is a
bijection between the set
∞⋃
n=1
Q•n
of all rooted and pointed quadrangulations of the sphere and T◦ × {0, 1}. Furthermore, if
((τ, (`u)u∈V (τ)), ) ∈ T◦×{0, 1} and q is the associated rooted and pointed quadrangulation, the
distance between the root vertex and the distinguished vertex of q is equal to
− min
u∈V (τ)
`u + .
Suppose now that q is a Boltzmann quadrangulation. Then one easily verifies that the associ-
ated tree τ is a Galton-Watson tree with geometric offspring distribution with parameter 1/2
conditioned to have at least one edge, that, conditionally on τ , the labels are chosen uniformly
among possible choices, and that  = 0 or 1 with probability 1/2 independently of (τ, (`u)u∈V (τ)).
By [15, Proposition 2.4], we have, for every integer n ≥ 1,
P
(
min
u∈V (τ)
`u ≤ −n
)
= 4(n+ 1)(n+ 2) .
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It follows that, for n ≥ 2,
P(dgr(ρ, ξ) ≥ n) = 12 P
(
min
u∈V (τ)
`u ≤ −n
)
+ 12 P
(
min
u∈V (τ)
`u ≤ −n+ 1
)
= 4
n(n+ 2)
and similarly P(dgr(ρ, ξ) ≥ 1) = (12 × 23) + 12 = 56 . 
Remark. Since Ξ ≤ dgr(ρ, ξ) ≤ Ξ + 1 and we know that P(dgr(ρ, ξ) ≥ n) ∼ 4/n2 as n → ∞,
the result of Proposition 18 remains valid if we replace P(· | Ξ ≥ bntc) by P(· | dgr(ρ, ξ) ≥ bntc).
We will use such remarks implicitly in what follows.
6.5 Asymptotics for Boltzmann quadrangulations
Our goal in this section is to restate Proposition 18 in a different manner showing that the
limiting process can be written as a functional of the Brownian snake, and that the convergence
holds jointly with that of Corollary 8. We start with the convergence of the process of volumes
of hulls.
Lemma 20. Let δ > 0. The distribution of (n−2Vbr√nc)0≤r≤δ under P(· | dgr(ρ, ξ) > δ
√
n)
converges in the Skorokhod sense to the distribution of the process(1
2
∫ σ
0
ds1{W s≤W∗+r
√
3/2}
)
0≤r≤δ
under N0(· |W∗ < −δ
√
3/2). Furthermore, this convergence holds jointly with that of Corollary
8.
Proof. For every integer k ≤ dgr(ρ, ξ) write Hk for the collection of all vertices v of Q such that
any path from v to ξ visits a vertex whose graph distance from ρ is (less than or) equal to k.
Recall also the notation Jk introduced in property (c) of the lazy hulls in Section 6.3. From the
latter property, we have, for every 1 ≤ k ≤ Ξ,
Hk−1 ⊂ Jk ⊂ Hk.
On the other hand, recall the notation τ˜Q for the (re-rooted at ξ) tree associated with Q
via Schaeffer’s bijection, and notice that vertices of τ˜Q are identified with vertices of Q. As in
Section 3.7, write Kk for the collection of those vertices v of τ˜Q such that the geodesic (in the
tree τ˜Q) from v to ξ visits at least one vertex with label at most L˜∗ + k− 1 (recall the notation
L˜∗ for the minimal label on τ˜Q). The properties of Schaeffer’s bijection recalled in Section 3.1
imply that Kk ⊂ Hk ⊂ Kk+1 ∪ {ρ}, for every 1 ≤ k ≤ dgr(ρ, ξ).
Let r ∈ (0, δ]. By Lemma 9, the distribution of n−2#Kbr√nc under P(· | dgr(ρ, ξ) > bδ
√
nc)
converges as n→∞ to the distribution of
1
2
∫ σ
0
ds1{W s≤W∗+r
√
3/2}
under N0(· |W∗ < −δ
√
3/2), and this convergence holds jointly with that of Corollary 8. By the
preceding considerations, this holds also if we replace #Kbr√nc by #Jbr√nc. On the other hand,
Euler’s formula, and the fact that the size of the boundary of the lazy hull of radius br√nc is
of order n (by Proposition 18) show that n−2(#Jbr√nc − Vbr√nc) under P(· | dgr(ρ, ξ) > bδ
√
nc)
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tends to 0 in probability. It follows that, for every fixed r ≥ 0, the distribution of n−2Vbr√nc
under P(· | dgr(ρ, ξ) > bδ
√
nc) converges as n→∞ to the distribution of
1
2
∫ σ
0
ds1{W s≤W∗+r
√
3/2}
under N0(· | W∗ < −δ
√
3/2), and that this convergence holds jointly with that of Corollary
8. Since we already know from Proposition 18 that the distribution of (n−2Vbr√nc)0≤r≤δ under
P(· | dgr(ρ, ξ) > δ
√
n) converges in the Skorokhod sense, the desired result follows easily.
Proposition 21. The distribution of (n−1Hbr√nc, n−2Vbr√nc)0≤r≤δ under P(· | dgr(ρ, ξ) > δ
√
n)
converges to the distribution of(
Z
W∗+r
√
3/2,
1
2
∫ σ
0
ds1{W s≤W∗+r
√
3/2}
)
0≤r≤δ
under N0(· | W∗ < −δ
√
3/2). Furthermore, this convergence in distribution holds jointly with
that of Corollary 8.
Proof. For every r ∈ [0, δ], set
Xr := 12
∫ σ
0
ds1{W s≤W∗+r
√
3/2}.
We first verify that the distribution of (Z
W∗+r
√
3/2,Xr)0≤r≤δ under N0(· |W∗ < −δ
√
3/2) is the
same as the distribution of the process (Y↓r ,U↓r )0≤r≤δ. By comparing Proposition 18 and Lemma
20, we already know from that the distribution of (Xr)0≤r≤δ under N0(· |W∗ < −δ
√
3/2) is the
same as the distribution of (U↓r )0≤r≤δ.
Let us start by verifying that (Z
W∗+r
√
3/2)0≤r≤δ (under N0(· |W∗ < −δ
√
3/2)) has the same
distribution as (Y↓r )0≤r≤δ. We observe that the process (Z−r)r>0 is Markov under N0 with
the transition probabilities of the continuous-state branching process (CSBP) with branching
mechanism ψ(u) =
√
8/3u3/2 (see e.g. [2, Section 2.5]). By scaling, the same property holds for
(Z−r√3/2)r>0 with ψ(u) = 2u3/2. Notice that −W∗ = inf{r > 0 : Z−r = 0}. It follows (we omit
a few details here) that, under N0(· | W∗ < δ
√
3/2) and conditionally on Z
W∗+δ
√
3/2 = z, the
process (Z
W∗+(δ−r)
√
3/2)0≤r≤δ is distributed as the CSBP with branching mechanism ψ(u) =
2u3/2 started at z and conditioned to become extinct at time δ. Note that, by Corollary 13, the
law of Z
W∗+δ
√
3/2 under N0(· |W∗ < δ
√
3/2) has density
g(z) = 1
δ
√
1
piz
exp(−z
2
δ2
).
On the other hand, from [19, Proposition 4.4], we also know that conditionally on Y↑δ = z,
the process (Y↑δ−r)0≤r≤δ is distributed as a CSBP with branching mechanism ψ(u) = 2u3/2
started at z and conditioned to become extinct at time δ. From the absolute continuity relation
in Proposition 18, the same property holds for the process (Y↓δ−r)0≤r≤δ. So to prove that
(Z
W∗+(δ−r)
√
3/2)0≤r≤δ (under N0(· | W∗ < −δ
√
3/2)) has the same distribution as (Y↓δ−r)0≤r≤δ,
it only remains to verify that the density of Y↓δ is also given by the function g of the last display.
But this follows from (45) and the absolute continuity relation in Proposition 18.
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From the construction of U↑, and Proposition 18, we know that the conditional distribution
of (U↓r )0≤r≤δ given (Y↓r )0≤r≤δ is that of the process
[0, δ] 3 r 7→ 12
∑
{i:ri∈[0,r]}
(∆Y↓ri)2 θi,
where r1, r2, . . . is a measurable enumeration of the jumps of Y↓, and θ1, θ2, . . . is a sequence of
i.i.d. random variables with density given in (40), which is independent of Y↓. We then note that
the same property holds for the conditional distribution of (Xr)0≤r≤δ given (ZW∗+r√3/2)0≤r≤δ
under N0(· |W∗ < −δ
√
3/2), as a straightforward consequence of Corollary 4.9 in [19] (alterna-
tively, one could also use [2, Theorem 40]).
We conclude that the distribution of (Z
W∗+r
√
3/2,Xr)0≤r≤δ under N0(· | W∗ < −δ
√
3/2)
is the same as the distribution of the process (Y↓r ,U↓r )0≤r≤δ, and thus (by Proposition 18) the
convergence stated in Proposition 21 holds.
It remains to prove that this convergence holds jointly with that of Corollary 8. To this end,
it is enough to show that, for every r ∈ (0, δ], there is a measurable function Φ from D([0, δ],R)
into R such that, a.s.,
Y↓r = Φ
(
(U↓s )0≤s≤δ
)
.
Indeed the same representation then holds for Z
W∗+r
√
3/2 as a function of (Xs)0≤s≤δ, and since
we know that the convergence of Lemma 20 holds jointly with that of Corollary 8, a simple
tightness argument will show that the same holds for the convergence of the proposition.
To begin with, consider a process (Vt)t≥0 defined exactly as the process (V↑t )t≥0 of Section 6.4,
except that Υ↑ is replaced by the Lévy process Υ (with Lévy measure (3
√
pi/2) |x|−5/2 1{x<0} dx).
Clearly, (Vt)t≥0 is a subordinator, and a few lines of calculations show that its Lévy measure is
c0 y−7/4 dy, where c0 := 3.2−7/4 Γ(3/4). Write
φ(ε) =
∫ ∞
ε
c0 y
−7/4 dy = 43 c0 ε
−3/4,
for every ε > 0. Then, for every fixed r > 0 and α ∈ (0, r),
lim
ε→0φ(ε)
−1#{s ∈ [r − α, r] : ∆Vs > ε} = α, a.s.
It is not hard to verify that the above limit holds simultaneously for every r ≥ 0 and every
α ∈ (0, r) outside a single set of probability zero. Using the absolute continuity relations
between the laws of Υ and of Υ↑, it follows that the previous limit also holds if V is replaced
by V↑, simultaneously for every r > 0 and every α ∈ (0, r), a.s. Next recall from Proposition 17
the definition of U↑ as a time change of V↑, with a time change given by
Ψt = inf{s ≥ 0 :
∫ s
0
dr
Υ↑r
> t} =
∫ t
0
drY↑r .
It follows that we have also
lim
ε→0φ(ε)
−1#{s ∈ [r − α, r] : ∆U↑s > ε} =
∫ r
r−α
dsY↑s ,
for every r > 0 and α ∈ (0, r), a.s. Thanks to the absolute continuity relation in Proposition
18, the preceding limit still holds if the pair (Y↑,U↑) is replaced by (Y↓,U↓). Hence, for every
48
r ∈ (0, δ], a.s.,
Y↓r = lim
α→0
1
α
(
lim
ε→0φ(ε)
−1#{s ∈ [r − α, r] : ∆U↓s > ε}
)
,
which gives the desired representation of Y↓r as a function of (U↓s )0≤s≤δ. This completes the
proof.
Remark. An argument similar to the end of the preceding proof is used in [13, Section 2.3].
7 Convergence of quadrangulations with glued boundary
The goal of this section is to give a representation of the free Brownian disk with glued boundary
in terms of the measure N∗,z0 introduced in Section 5.2. We recall from Section 4.3 the notation
F†z for the distribution of the free Brownian disk with perimeter z and boundary glued into a
single point. Also recall from Section 3.3 the notation L•(ω) for the pointed measure metric
space associated with a snake trajectory.
Theorem 22. For any nonnegative measurable function G on M•,
F†z(G) = N
∗,z
0
(
G(L•(W ))
)
.
The proof of this theorem, which is given at the very end of this section, requires a few
preliminary results. Let us outline our general strategy. We start from a a Boltzmann quadran-
gulation Q. For δ > 0, conditionally on the event where the perimeter of the lazy hull of radius
bδ√nc is of order n, Proposition 16 allows us to “embed” a quadrangulation Qn with a boundary
of size of order n in Q. When δ is small, the quadrangulation Q†n with “glued boundary”, which
is derived from Qn as in Section 4.4, is close to Q in the Gromov-Hausdorff-Prokhorov sense
after rescaling distances by n−1/2 (Lemma 26). Then, on one hand, the scaling limit of Q†n is
given in terms of the measures F•,†z (Proposition 23, which is basically a consequence of Corollary
11). On the other hand, the convergence of rescaled Boltzmann quadrangulations to the free
Brownian map shows that the Boltzmann quadrangulation Q, under the preceding conditioning
depending on n and the usual rescaling, is close to the free Brownian map (M, D,v) under
the conditioning that Z
W∗+δ
√
3/2 is of order 1, which in turn (when δ is small) is close to the
random measure metric space L••(trW∗+δ(ω)) under the same conditioning (Lemma 25). The
distribution of trW∗+δ(ω) can be written in terms of the measures N
∗,z
0 via Proposition 15. By
combining all these observations, we arrive at an expression of F•,†z in terms of the measures N
∗,z
0
(Proposition 29) from which it is then easy to derive Theorem 22.
We keep the notation introduced in the previous section. In particular, Q1,Q2, . . . ,QΞ is
the lazy hull process associated with the Boltzmann (pointed) quadrangulation Q. We fix δ > 0,
and we will argue conditionally on the event {Ξ ≥ bδ√nc}. By Proposition 16, conditionally
on the lazy hull of radius bδ√nc, Q is obtained by gluing to this hull an independent (pointed)
Boltzmann quadrangulation with boundary of size equal to 2Hbδ√nc, and we denote this quad-
rangulation with a boundary by Qn (as already mentioned, the gluing requires that we specify
an edge on the boundary of the hull, which can be done in a deterministic way given the hull,
and then Qn is uniquely determined). Notice that in this gluing procedure, every vertex of the
boundary of the hull corresponds to a vertex incident to the outer face of Qn, but this corre-
spondence is not one-to-one since several vertices of the boundary of the hull may correspond
to the same vertex in the boundary of the outer face of Qn. However, after gluing Qn to the
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hull, these vertices will correspond to a single vertex of Q. Also, each vertex of Qn not on the
boundary corresponds to a (unique) vertex of Q that does not belong to the hull. We write dn
for the graph distance on the vertex set V (Qn), and |Qn| for the number of inner faces of Qn.
We also write µn for the counting measure on V (Qn).
For notational convenience, we agree that Hk = 0 if k > Ξ, so that an event of the type
{Hbδ√nc ∈ [n, (1 + ε)n]} is contained in {Ξ ≥ bδ
√
nc}.
We can view Qn as a submap of a rooted and pointed planar quadrangulation Q†n, which is
constructed in exactly in the same way as B†(k) was constructed from B(k) in Section 4.4. We
use the notation d†n for the graph distance on V (Q†n), and also notice that µn can be viewed as
a measure on V (Q†n). As was the case for B
†
(k) in Section 4.4, Q
†
n has two distinguished points,
namely the extra vertex $ and the distinguished vertex of Qn. Recall the notation F•,†r for the
distribution of the free pointed Brownian disk with perimeter r and boundary glued into a single
point.
Proposition 23. The sequence of random 2-pointed measure metric spaces(
V (Q†n),
√
3
2 n
−1/2 d†n, 2n−2µn
)
, under P(· | Hbδ√nc ∈ [n, (1 + ε)n]),
converges in distribution as n→∞ in M••. The limiting distribution is
cδ,ε
∫ 1+ε
1
dr√
r
e−r/δ
2
F•,†r .
where cδ,ε is the appropriate normalizing constant.
Proof. If r > 0, and (kn) is a sequence of integers such that n−1kn tends to r as n → ∞,
Corollary 11 and scaling arguments relying on (27) show that(
V (B†(kn)),
√
3
2 n
−1/2 d†gr, 2n−2µ(kn)
) (d)−→
k→∞
(D•,†r , D∂,†,v•,†r )
and the limit depends continuously on r. It follows that, if Φ is bounded and continuous on
M••,
lim
n→∞E[Φ(V (B
†
(bnrc)),
√
3
2 n
−1/2 d†gr, 2n−2µ(bnrc))] = E[Φ(D•,†r , D∂,†,v•,†r )] = F•,†r (Φ) (46)
and the limit is uniform when r varies over a compact subset of (0,∞). Then observe that,
conditionally on Hbδ√nc = k, the random 2-pointed measure metric space(
V (Q†n),
√
3
2 n
−1/2 d†n, 2n−2µn
)
has the same distribution as (
V (B†(k)),
√
3
2 n
−1/2 d†gr, 2n−2µ(k)
)
.
The desired result follows by writing
E
[
Φ
(
V (Q†n),
√
3
2 n
−1/2 d†n, 2n−2µn
)
1{Hbδ√nc∈[n,(1+ε)n]}
]
= n
∫ n−1(b(1+ε)nc+1)
1
dr P(Hbδ√nc = bnrc)× E[Φ(V (B†(bnrc)),
√
3
2 n
−1/2 d†gr, 2n−2µ(bnrc))]
and using (46) together with Proposition 21 and Corollary 13.
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The next step is to introduce a randommetric measure space that is a candidate for describing
the Brownian disk with boundary glued into a single point. With the notation of Section 3.3, this
is the random (2-pointed) metric measure space L••(trW∗+δ(ω)) under the probability measure
N[−δ]0 = N0(· |W∗ < −δ).
To give a somewhat different presentation of this space, we introduce (under N[−δ]0 ) the
subtree T (δ)ζ of Tζ that consists of all vertices a ∈ Tζ such that Zb > W∗ + δ for every strict
ancestor b of a. By definition, the “boundary” ∂T (δ)ζ consists of all a ∈ T (δ)ζ such that Za =
W∗ + δ. We define a pseudo-metric D(δ) on T (δ)ζ by setting, for every a, b ∈ T (δ)ζ ,
D(δ)(a, b) = min{D(a, b), Za + Zb − 2(W∗ + δ)}.
It is easy to verify that D(δ) satisfies the triangle inequality. We also observe that D(δ)(a, b) = 0
if and only if at least one of the following two conditions holds:
(i) D(a, b) = 0;
(ii) a and b both belong to the boundary ∂T (δ)ζ .
Similarly as in Section 3.3, we letM(δ) be the quotient space of T (δ)ζ for the equivalence relation
a ∼ b if and only if D(δ)(a, b) = 0 and we equipM(δ) with the metric induced by D(δ). Writing
Π(δ) for the canonical projection from T (δ)ζ onto M(δ) we define the volume measure v(δ) on
M(δ) as the image of the restriction of the volume measure on Tδ to T (δ)ζ under Π(δ). We note
that Π(δ)(∂T (δ)ζ ) consists of a single point denoted by x(δ) and called the boundary point of
M(δ). We also notice that if x = Π(δ)(a) we have D(δ)(x, x(δ)) = Za − (W∗ + δ).
We view (M(δ), D(δ),v(δ)) as a 2-pointed measure metric space, whose distinguished points
are the boundary point x(δ) and Π(δ)(pζ(0)) (in this order).
Lemma 24. N[−δ]0 a.s., the 2-pointed measure metric space (M(δ), D(δ),v(δ)) coincides with
L••(trW∗+δ(ω)).
Proof. This is a straightforward consequence of our definitions. We note that the genealogical
tree of the snake trajectory trW∗+δ(ω) is identified canonically with T (δ)ζ . Modulo this identi-
fication, we write D′(a, b), a, b ∈ T (δ)ζ for the pseudo-metric defined via formula (9) applied to
trW∗+δ(ω) (instead of ω). The proof then boils down to verifying that D′(a, b) = D(δ)(a, b) for
every a, b ∈ T (δ)ζ . The verification of this identity is left to the reader.
Remark. Define the hull of radius δ in (M, D) as the complement of the connected component
of the complement of the ball B(x∗, δ) that contains the second distinguished point x0 (this
makes sense under N[−δ]0 , since D(x∗, x0) = −W∗). The metric space (M(δ), D(δ)) can be viewed
as the closure of the complement of the hull of radius δ in (M, D), with boundary identified to
a single point.
The next lemma bounds the Gromov-Hausdorff-Prokhorov distance between (M, D,v) and
the “truncated space” (M(δ), D(δ),v(δ)).
Lemma 25. Under N[−δ]0 , we have
d
(2)
GHP
(
(M, D,v), (M(δ), D(δ),v(δ))
)
≤ 3(2(δ +Kδ) + κδ),
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where
Kδ := sup{Za −W∗ : a ∈ Tζ\T (δ)ζ } , κδ :=
∫ σ
0
ds1{pζ(s)/∈T (δ)ζ }
.
The quantities Kδ and κδ have the following geometric interpretation in terms of the 2-
pointed measure metric space (M, D,v): Kδ is the maximal distance from x∗ in the hull of
radius δ (defined in the preceding remark), and κδ is the volume of this hull.
Proof. We first construct a correspondence C(δ) between (M, D) and (M(δ), D(δ)) whose distor-
tion is bounded above by 2(δ + Kδ). We note that two vertices of T (δ)ζ not belonging to ∂T (δ)ζ
are identified inM(δ) if and only if they are identified inM. We then define the correspondence
C(δ) as follows. First if x ∈ M is of the form x = Π(a) with a ∈ T (δ)ζ \∂T (δ)ζ , then x is in
correspondence with the “same” point Π(δ)(a) ofM(δ). Then, if x = Π(a) with a ∈ Tζ\T (δ)ζ or
a ∈ ∂T (δ)ζ , x is in correspondence with the boundary point x(δ).
Let us bound the distortion of C(δ). We need to bound |D(x, y)−D(δ)(x′, y′)| when (x, x′) and
(y, y′) belong to C(δ). Consider first the case when x = Π(a) and y = Π(b) with a, b ∈ T (δ)ζ \∂T (δ)ζ .
Then, by construction, D(δ)(x′, y′) = D(δ)(a, b) ≤ D(a, b) = D(x, y). On the other hand, we
have
Za + Zb − 2(W∗ + δ) = (Za −W∗) + (Zb −W∗)− 2δ ≥ D(a, b)− 2δ
because Za−W∗ = D(a, a∗) and Zb−W∗ = D(b, a∗). It follows that we have also D(δ)(x′, y′) ≥
D(x, y)− 2δ, so that |D(x, y)−D(δ)(x′, y′)| ≤ 2δ in that case.
Suppose then that x = Π(a) and y = Π(b) with a ∈ T (δ)ζ \∂T (δ)ζ and b ∈ (Tζ\T (δ)ζ ) ∪ ∂T (δ)ζ .
In that case y′ = x(δ). Then we have again D(δ)(x′, x(δ)) = Za − (W∗ + δ) ≤ D(x, y) by the
continuous cactus bound (15). Furthermore,
D(x, y) ≤ D(a∗, a) +D(a∗, b) = Za −W∗ + Zb −W∗ ≤ (D(δ)(x′, x(δ)) + δ) +Kδ.
We therefore get the bound |D(x, y)−D(δ)(x′, y′)| ≤ Kδ + δ.
Finally, in the case where a and b both belong to (Tζ\T (δ)ζ ) ∪ ∂T (δ)ζ , we have D(δ)(x, y) = 0
and
D(x, y) ≤ D(a∗, a) +D(a∗, b) = Za −W∗ + Zb −W∗ ≤ 2Kδ.
Combining all three cases, we have always |D(x, y) − D(δ)(x′, y′)| ≤ 2(δ + Kδ) which gives
the bound dis(C(δ)) ≤ 2(δ +Kδ).
In order to apply Lemma 4, we consider the measure ν onM×M(δ) defined by∫
ϕ(x, y) ν(dx,dy) =
∫
ϕ(x, θ(x))v(dx),
where θ(x) = Π(δ)(a) if x = Π(a) with a ∈ T (δ)ζ \∂T (δ)ζ , and θ(x) = x(δ) otherwise (we use the
fact that two vertices of T (δ)ζ \∂T (δ)ζ are identified in M(δ) if and only if they are identified in
M). Clearly, ν is supported on C(δ). Moreover, with the notation of Lemma 4, we have pi∗ν = v
and pi′∗ν = v(δ) + κδ δ(x(δ)). An application of Lemma 4 then completes the proof.
We now give a discrete version of the preceding lemma. Recall from the beginning of this
section that the quadrangulations Qn and Q†n are well-defined on the event {Ξ ≥ bδ
√
nc}. The
vertex set V (Qn) is identified to a subset of V (Q), and V (Q†n) = V (Qn)∪{$). We note that, by
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the construction of hulls in the preceding section, any vertex of ∂Qn is identified in the gluing
procedure to a vertex of Q which is at graph distance either bδ√nc or bδ√nc+ 1 from the root
vertex ρ.
Lemma 26. On the event {Ξ ≥ bδ√nc},
d
(2)
GHP
(
(V (Q†n),
√
3
2 n
−1/2 d†n, 2n−2µn), (V (Q),
√
3
2 n
−1/2 dgr, 2n−2µ)
)
≤ 3
(
2
√
3
2 n
−1/2(bδ√nc+Kn,δ + 1) + 2n−2 κn,δ
)
,
where
Kn,δ = max{dgr(ρ, v) : v ∈ V (Q)\V (Qn)} , κn,δ = #V (Q)−#V (Qn) + #∂Qn.
Proof. This is similar to the preceding proof. We construct a correspondence Cn between V (Q)
and V (Q†n) by declaring that every vertex of V (Qn) (viewed as a subset of V (Q)) is in corre-
spondence with itself in V (Q†n), and all vertices of V (Q)\V (Qn) are in correspondence with $.
To bound the distortion of this correspondence, we note that, for every v, v′ ∈ V (Q),
dgr(v, v′)− 2(bδ
√
nc+ 1) ≤ d†n(v, v′) ≤ dgr(v, v′) + 2 if v, v′ ∈ V (Qn)
dgr(v, v′)− 2Kn,δ − 2 ≤ d†n(v,$) ≤ dgr(v, v′) + 2 if v ∈ V (Qn), v′ ∈ V (Q)\V (Qn)
dgr(v, v′) ≤ 2Kn,δ if v, v′ ∈ V (Q)\V (Qn).
This shows that the distortion of the correspondence Cn is bounded above by 2(2n/3)−1/2(bδ
√
nc+
Kn,δ + 1). On the other hand, we can construct a measure νn on the product V (Q)× V (Q†n) as
the image of the counting mesure µ on V (Q) under the mapping u 7→ (u, θn(u)), where θn(u) = u
if u is a vertex of Qn not lying on the boundary ∂Qn, and θn(u) = $ otherwise. An application
of Lemma 4 then gives the desired result.
In the next lemma, and in what follows, we consider implicitly that an event of the form
{ZW∗+δ ∈ [1, 1 + α]} is contained in {W∗ ≤ −δ}.
Lemma 27. Let β > 0. We have for every α > 0,
lim sup
n→∞
P(2n−2 κn,δ > β | Hbδ√nc ∈ [n, (1 + α)n]) ≤ N0(κδ√3/2 ≥ β | ZW∗+δ√3/2 ∈ [1, 1 + α]),
and similarly
lim sup
n→∞
P(n−1/2Kn,δ > β | Hbδ√nc ∈ [n, (1 + α)n]) ≤ N0(Kδ√3/2 ≥ β | ZW∗+δ√3/2 ∈ [1, 1 + α]).
Proof. As we already noticed in the proof of Lemma 20, the properties of the lazy hull ensure
that V (Q)\V (Qn) ⊂ Hbδ√nc, where we recall that the notation Hk refers to the collection of all
vertices v of Q such that any path from v to ξ visits a vertex whose graph distance from ρ is
(less than or) equal to k. We also saw that Hk ⊂ Kk+1 ∪ {ρ}, and Lemma 9 implies that the
distribution of (2n2)−1#Kbδ√nc under P(· | Ξ ≥ bδ
√
nc) converges as n→∞ to the distribution
of ∫ σ
0
ds1{W s≤W∗+δ
√
3/2} = κδ√3/2
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under N0(· |W∗ < −δ
√
3/2). On the other hand, arguments very similar to the proof of Lemma
9 show that the distribution of
n−1/2 max{dgr(ρ, v) : v ∈ Kbδ√nc(Q)}
under P(· | Ξ ≥ bδ√nc) converges as n→∞ to the distribution of
sup{Ŵs −W∗ : s ∈ [0, σ],W s ≤W∗ + δ
√
3/2} = K
δ
√
3/2
under N0(· | W∗ < −δ
√
3/2). The latter two convergences in distribution hold jointly with the
convergence of n−1Hbδ√nc to ZW∗+δ√3/2 in Proposition 21. Both assertions of the lemma now
follow.
Proposition 28. Let α > 0 and ε > 0. Let F be a bounded Lipschitz continuous function on
M••. Then, for all δ > 0 small enough,
lim sup
n→∞
∣∣∣E[F(V (Q†n),
√
3
2 n
−1/2 d†n, 2n−2µn
) ∣∣∣Hbδ√nc ∈ [n, (1 + α)n]]
− N0
(
F (M(δ), D(δ),v(δ))
∣∣∣Z
W∗+δ
√
3/2 ∈ [1, 1 + α]
)∣∣∣ ≤ ε.
Proof. We may assume that F is bounded by 1 and 1-Lipschitz. Recall the notation NW∗+δ for
the point measure of excursions outside (W∗+δ,∞) (see the beginning of Section 5). If we write
NW∗+δ =
∑
i∈Iδ
δωi,δ
then it follows from our definitions that
Kδ = δ + sup
i∈Iδ
W ∗(ωi,δ) , κδ =
∑
i∈Iδ
σ(ωi,δ).
From the description of the conditional law of NW∗+δ given ZW∗+δ in Proposition 12 and the
subsequent remark, it is not hard to verify that, for every β > 0,
N0(Kδ > β | ZW∗+δ ∈ [1, 1 + α]) −→
δ→0
0 , N0(κδ > β | ZW∗+δ ∈ [1, 1 + α]) −→
δ→0
0. (47)
Let us explain how the first convergence in (47) is derived (the proof of the second one is
analogous). If z ∈ [1, 1 + α], the conditional law of NW∗+δ given ZW∗+δ = z is the sum of
a Poisson point measure N(δ) with intensity zN0(· ∩ {W∗ > −δ}) and the Dirac mass at an
independent random snake trajectory ω(δ) distributed according to N0(· | W∗ = −δ). For
δ < β/2, we have thus
N0(Kδ > β | ZW∗+δ = z) ≤ P(sup{W ∗(ω) : ω atom of N(δ)} >
β
4 ) + P(W
∗(ω(δ)) >
β
4 ).
A scaling argument shows that W ∗(ω(δ)) has the same distribution as δW ∗(ω(1)) and thus tends
to 0 in probability when δ → 0. On the other hand, we may assume that N(δ) is the restriction
of a Poisson point measure N with intensity zN0 to the set {ω : W∗(ω) > −δ}. Now observe
that N has only finitely many atoms ω such that W ∗(ω) > β/4 and that, for each of these
atoms, we have W∗(ω) < 0. It follows that, if δ > 0 is small enough, no atom ω of N(δ) satisfies
W ∗(ω) > β/4, and hence P(sup{W ∗(ω) : ω atom of N(δ)} > β4 ) tends to 0 as δ → 0.
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It follows from (47) that, if δ < ε/100 is small enough, we have both
N0(Kδ√3/2 > ε/100 | ZW∗+δ√3/2 ∈ [1, 1 + α]) < ε/100,
N0(κδ√3/2 > ε/100 | ZW∗+δ√3/2 ∈ [1, 1 + α]) < ε/100,
and (using also Lemma 27) for all n sufficiently large,
P(2n−2 κn,δ > ε/100 | Hbδ√nc ∈ [n, (1 + α)n]) < ε/100,
P(n−1/2Kn,δ > ε/100 | Hbδ√nc ∈ [n, (1 + α)n]) < ε/100.
By Lemma 25, we have then
N0
(
|F (M(δ), D(δ),v(δ))− F (M, D,v)|
∣∣∣Z
W∗+δ
√
3/2 ∈ [1, 1 + α]
)
≤ 2N0(3(2(δ +Kδ) + κδ)1{Kδ≤ε/100,κδ≤ε/100} | ZW∗+δ√3/2 ∈ [1, 1 + α]) + 4× (ε/100)
≤ 40× (ε/100).
Similarly, from Lemma 26, we get for n sufficiently large,
E0
[
|F (V (Q†n),
√
3
2 n
−1/2 d†n, 2n−2µn)− F (V (Q),
√
3
2 n
−1/2dgr, 2n−2µ)|
∣∣∣Hbδ√nc ∈ [n, (1 + α)n])]
≤ 50× (ε/100).
Finally the convergence to the Brownian map (Proposition 7) and Proposition 21 also show that
for n large enough we have
|N0
(
F (M, D,v)
∣∣∣Z
W∗+δ
√
3/2 ∈ [1, 1 + α]
)
− E
[
F (V (Q),
√
3
2 n
−1/2dgr, 2n−2µ)
∣∣∣Hbδ√nc ∈ [n, (1 + α)n])]∣∣∣ < ε/20.
We get the desired result by combining the last three displays.
We will now combine Propositions 23 and 28 to get a representation of F•,†z (defined in
Section 4.3) in terms of the measure N∗,z0 introduced in Section 5.2. Theorem 22 will be an easy
consequence of this representation. Recall the notation L••(ω) from Section 3.3.
Proposition 29. For every z > 0, for every nonnegative measurable function G on M••, we
have
F•,†z (G) = z−2N
∗,z
0
( ∫ σ
0
dr G(L••(W [r]))
)
.
Proof. Let Γz denote the conditional distribution of trW∗+δ(W ) given ZW∗+δ = z under N[−δ]0 .
By Proposition 15, Γz does not depend on δ, and moreover, for every nonnegative measurable
function F on the space of snake trajectories, we have∫
Γz(dω)F (ω) = z−2N∗,z0
( ∫ σ
0
dr F (W [r])
)
.
Hence the identity of Proposition 29 is equivalent to F•,†z (G) =
∫
Γz(dω)G(L••(ω)).
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We prove this identity for z = 1. We may assume that G is 1-Lipschitz and bounded by 1.
Let us fix ε > 0. We first choose α0 > 0 so that |F•,†z (G)− F•,†1 (G)| ≤ ε if 1 ≤ z ≤ 1 +α0. Using
Lemma 24 and Corollary 13, we have for every α > 0,
N0
(
G(M(δ), D(δ),v(δ))
∣∣∣Z
W∗+δ
√
3/2 ∈ [1, 1+α]
)
= cδ,α
∫ 1+α
1
dz√
z
exp(− z
δ2
)
∫
Γz(dω)G(L••(ω)),
where the normalizing constant cδ,α is such that
cδ,α
∫ 1+α
1
dz√
z
exp(− z
δ2
) = 1.
It follows that∣∣∣N0(G(M(δ), D(δ),v(δ)) ∣∣∣ZW∗+δ√3/2 ∈ [1, 1 + α])−
∫
Γ1(dω)G(L••(ω))
∣∣∣
≤ sup
1≤z≤1+α
∣∣∣ ∫ Γz(dω)G(L••(ω))− ∫ Γ1(dω)G(L••(ω))∣∣∣.
Thanks to the continuity of G and the scaling properties linking the measures N∗,z0 (and hence
the measures Γz according to Proposition 15), it is not hard to verify that the right-hand side
tends to 0 as α→ 0.
We fix α ∈ (0, α0) such that the right-hand side of the last display is smaller than ε, and note
that this bound holds for any δ > 0. We then fix δ > 0 small enough so that we can combine
the latter bound with Proposition 28 to get that, for all large enough n,
∣∣∣E[G(V (Q†n),
√
3
2 n
−1/2 d†n, 2n−2µn)
∣∣∣Hbδ√nc ∈ [n, (1 + α)n]]− ∫ Γ1(dω)G(L••(ω))∣∣∣ ≤ 2ε.
On the other hand, thanks to Proposition 23, we have also for n large,
∣∣∣E[G(V (Q†n),
√
3
2 n
−1/2 d†n, 2n−2µn)
∣∣∣Hbδ√nc ∈ [n, (1+α)n])]−cδ,α ∫ 1+α
1
dz√
z
exp(− z
δ2
)F•,†z (G)
∣∣∣ ≤ ε.
and from the fact that α < α0,∣∣∣cδ,α ∫ 1+α
1
dz√
z
exp(− z
δ2
)F•,†z (G)− F•,†1 (G)
∣∣∣ ≤ ε.
By combining all these bounds, we have∣∣∣ ∫ Γ1(dω)G(L••(ω))− F•,†1 (G)∣∣∣ ≤ 4ε.
Since ε was arbitrary, we get
F•,†1 (G) =
∫
Γ1(dω)G(L••(ω)),
which was the desired result.
Proof of Theorem 22. Recall from the remark at the end of Section 3.3 that the pointed measure
metric space L•(W [s]) does not depend on the choice of s ∈ [0, σ].
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From the relation between Fz and F•z (Section 4.2), we have
F†z(G) = z2 F•,†z
( 1
Σ G ◦ κ
•),
where κ• is the obvious projection from M•• onto M• that consists in “forgetting” the second
distinguished point, and Σ denotes the total mass of the volume measure. By Proposition 29,
the right-hand side is equal to
N∗,z0
( 1
σ
∫ σ
0
dr G(L•(W [r]))
)
and this is equal to N∗,z0 (G(L•(W ))) by the first observation of the proof. 
8 Construction of the metric under N∗0
Theorem 22 shows that the law of the Brownian disk with perimeter z and glued boundary can
be identified as the law of L•(W ) under N∗,z0 . Our objective is now to recover the distribution of
the Brownian disk (without gluing), by reconstructing the original metric from the metric with
glued boundary. We aim at constructing this original metric under N∗,z0 , but it will be more
convenient to argue first under a different measure, and then to use the re-rooting representation
of N∗0 in Theorem 14.
In the first part of this section, we fix r > 0, and we will argue under the measure N[0]r :=
Nr(· |W∗ ≤ 0). To simplify notation, we write W tr = tr0(W ), so that W trs = Wηs , with
ηs = inf{t ≥ 0 :
∫ t
0
du1{τ0(Wu)≥ζu} > s}. (48)
It will be convenient to write T tr for the genealogical tree of W tr, and ptr for the canonical
projection from [0, σ(W tr)] onto T tr. Recall that T tr is canonically (and isometrically) identified
with the closed subset of Tζ consisting of all a such that Zb > 0 for every strict ancestor b of
a. Without risk of confusion, we keep the notation (Za)a∈T tr for the labels on T tr (Za = Ŵ trs
if a = ptr(s)). Note that, by the definition of the truncation tr0, the labels Za, a ∈ T tr, are
nonnegative. By definition, the boundary ∂T tr is
∂T tr = {a ∈ T tr : Za = 0},
and we set T tr,◦ = T tr\∂T tr.
For a, b ∈ T tr, [a, b] stands for the “lexicographical” interval in T tr, as in Section 3.2, and as
previously we define for every a, b ∈ T tr,
Dtr,◦(a, b) = Za + Zb − 2 max
(
min
c∈[a,b]
Zc, min
c∈[b,a]
Zc
)
.
We then set, for every a, b ∈ T tr,◦,
∆◦(a, b) =
{
Dtr,◦(a, b) if max
(
minc∈[a,b] Zc,minc∈[b,a] Zc
)
> 0
+∞ otherwise.
(49)
and,
∆(a, b) = inf
a=a0,a1,...,ak−1,ak=b
k∑
i=1
∆◦(ai−1, ai), (50)
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where the infimum is over all choices of the integer k ≥ 1 and of the elements a0, a1, . . . , ak of
T tr such that a0 = a and ak = b. Notice that ∆(a, b) ≥ |Za − Zb| by construction.
Remark. If a, b ∈ T tr,◦, we can also define D◦(a, b) by viewing a and b as elements of Tζ ,
using (6). If a and b are such that max(minc∈[a,b] Zc,minc∈[b,a] Zc) > 0 in (49), then ∆◦(a, b) =
Dtr,◦(a, b) = D◦(a, b). The point is that, if minc∈[a,b] Zc > 0, the points of the interval [a, b]
of T tr correspond to the “same” interval of Tζ modulo the preceding identification of T tr as a
subset of Tζ (and similarly if [a, b] is replaced by [b, a]).
Proposition 30. The following properties hold N[0]r a.s.
(i) ∆(a, b) <∞ for every a, b ∈ T tr,◦.
(ii) ∆ defines a pseudo-metric on T tr,◦.
(iii) The mapping (a, b) 7→ ∆(a, b) is continuous on T tr,◦ × T tr,◦.
(iv) For every a, b ∈ T tr,◦, ∆(a, b) = 0 if and only if ∆◦(a, b) = 0.
We omit the easy proof of these properties (for (i), observe that, if [[a, b]] denotes the
geodesic segment between a and b in T tr, T tr\[[a, b]] has only finitely many connected com-
ponents C1, . . . , Ck that intersect ∂T tr, and, if ai denotes the unique point of Ci ∩ [[a, b]], then,
assuming that the components have been ranked so that a1, . . . , ak come in this order from a to
b along [[a, b]], we have ∆◦(ai−1, ai) < ∞ for every i = 1, . . . , k + 1, with the convention a0 = a
and ak+1 = b). In order to verify (iv), we use the analogous property for the Brownian map
recalled in Section 3.5.
Proposition 31. N[0]r a.s., the mapping (a, b) 7→ ∆(a, b) has a continuous extension to T tr×T tr.
Proof. An important ingredient of the proof is the the reduced tree of T tr, which consists of
all vertices of T tr that have at least one descendant with label 0. Let us briefly explain why
this reduced tree, which is denoted by T 5, is relevant for our purposes. In the infimum in the
definition (50) of ∆(a, b), we interpolate between a and b using points b1, . . . , bk−1 such that
∆◦(bi−1, bi) is finite for every i = 2, . . . , k − 1, and thus the minimum of Z on the interval
[bi−1, bi] (or on [bi, bi−1]) is positive. A way of finding such points is to let b1, . . . , bk−1 be
successive branching points of the reduced tree T 5, meaning that there is no branching point
of T 5 in the interior of the line segment between bi−1 and bi. To get bounds on the quantities
∆◦(bi−1, bi), we then need to control the labels Za when a varies over branching points of T 5.
In order to obtain the result of the proposition, it will be enough to prove that the maximum
of these labels over branching points of T 5 that are “close” to the boundary ∂T tr tends to 0
sufficiently fast (see the bound (51) below).
The probabilistic structure of T 5 is described in [24, Theorem 4.7.2] (in a much more general
setting). Let us mention only the properties that are relevant for our purposes. The tree T 5 is a
binary R-tree, which can be constructed by induction as follows. One starts from a line segment
connecting the root of T tr to a first branching point a∅. To this branching point are attached
two other line segments connecting a∅ respectively to branching points a1 and a2, listed in the
lexicographical order of T tr. To a1 (respectively to a2) are then attached two line segments
connecting a1 (resp. a2) to branching points a(1,1) and a(1,2) (resp. a(2,1) and a(2,2)) and so on.
The tree T 5 has the following recursive structure: conditionally on the line segment joining the
root to a∅, and on the labels along this line segment, the two (labeled) subtrees rooted at a∅
are distributed independently according to the law of T 5 under N[0]Za∅ ).
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Thanks to this recursive property, the distribution of T 5 (and of labels along T 5) is char-
acterized by the law of the (length of the) segment connecting the root to a∅, and the distribu-
tion of the labels along this line segment. These labels can be represented by a stopped path
W5 = (W5(t) : 0 ≤ t ≤ ζ5), with W5(0) = r and W5(ζ5) = Za∅ — in particular ζ5 is the
length of the line segment from the root to a∅. The distribution of W5 is then given by the
formula
N[0]r (Φ(W5)) = 2u(r)−1
∫ ∞
0
dsEr
[
1{s<τ0} u(Bs)
2 exp
(
− 4
∫ s
0
dt u(Bt)
)
Φ(Bt, 0 ≤ t ≤ s)
]
,
where Φ is a nonnegative measurable function on the space W, (Bt)t≥0 is a linear Brownian
motion that starts from r under the probability measure Pr, τ0 = inf{t ≥ 0 : Bt = 0}, and for
every y > 0, u(y) = Ny(W∗ ≤ 0) = 3/(2y2).
We are in fact interested in the distribution of Za∅ (the terminal label of W5). From now
on, we take r = 1 to simplify the presentation. From the preceding formula, we get, for every
nonnegative measurable function φ on [0,∞),
N[0]1 (φ(Za∅)) = 3
∫ ∞
0
dsE1
[
1{s<τ0} (Bs)
−4 exp
(
− 6
∫ s
0
dt
(Bt)2
)
φ(Bs)
]
.
At this point we use classical absolute continuity relations between Bessel processes (see e.g.
[38, Proposition 2.6]), which show that, for every s > 0,
E1
[
1{s<τ0} (Bs)
−4 exp
(
− 6
∫ s
0
dt
(Bt)2
)
φ(Bs)
]
= E(9)1
[
(Rs)−8 φ(Rs)
]
,
where R = (Rt)t≥0 stands for a nine-dimensional Bessel process that starts at 1 under the
probability measure P(9)1 . We are thus led to the calculation of
3
∫ ∞
0
dsE(9)1
[
(Rs)−8 φ(Rs)
]
,
and we specialize to the case φ(x) = xp, for p ≥ 0. For y, z ∈ R9, let G(y, z) = c9|z − y|−7 be
the Green function of nine-dimensional Brownian motion, with c9 = Γ(7/2)/(2pi9/2). We also
write 1 for a fixed point of the unit sphere of R9. Since a nine-dimensional Bessel process has
the distribution of the norm of a nine-dimensional Brownian motion, we have
3
∫ ∞
0
dsE(9)1
[
(Rs)−8+p
]
= 3
∫
R9
dz G(1, z) |z|−8+p = 67
∫ ∞
0
dρ ρp
∫
piρ(dz) |z − 1|−7,
where piρ stands for the uniform probability measure on the sphere {|z| = ρ}. In the last
equality, we also note that, if c′9 = 2pi9/2/Γ(9/2) is the volume of the unit sphere of R9, we have
c9c′9 = 2/7. Finally, we observe that∫
piρ(dz) |z − 1|−7 = 1 ∧ ρ−7
and thus
6
7
∫ ∞
0
dρ ρp
∫
piρ(dz) |z − 1|−7 = 67
∫ ∞
0
dρ ρp (1 ∧ ρ−7) = 67
( 1
p+ 1 +
1
6− p
)
,
provided that 0 ≤ p < 6. Summarizing, we have obtained that, for 0 ≤ p < 6, we have
N[0]1 ((Za∅)p) =
6
7
( 1
p+ 1 +
1
6− p
)
.
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As a function of p, the right-hand side attains its minimal value for p = 5/2, and
N[0]1 ((Za∅)5/2) =
24
49 <
1
2 .
At this point we use the recursive structure of the labeled tree T 5, together with scaling
properties. If
I =
∞⋃
n=0
{1, 2}n (where {1, 2}0 = {∅})
then for every (i1, . . . , in) ∈ I, Za(i1,...,in) has the distribution of the product ξ0ξ1 · · · ξn, where
ξ0, . . . , ξn are independent and have the distribution of Za∅ under N
[0]
1 . Consequently,
N[0]1
(
(Za(i1,...,in))
5/2
)
= (2449)
n+1.
Fix a real α ∈ (0, 1) such that 2α−5/2 2449 < 1. Then
N[0]1 (Za(i1,...,in) > α
n) ≤ α−5n/2N[0]1
(
(Za(i1,...,in))
5/2
)
= α−5n/2 (2449)
n+1.
If we sum this bound over the 2n choices of (i1, . . . , in) ∈ {1, 2}n, we obtain that
∞∑
n=0
N[0]1
( ⋃
(i1,...,in)∈{1,2}n
{Za(i1,...,in) > α
n}
)
<∞,
and, by the Borel-Cantelli lemma, we get that N[0]1 a.s. for n large enough, for every (i1, . . . , in) ∈
{1, 2}n,
Za(i1,...,in) ≤ α
n. (51)
Let J be the set of all infinite sequences u = (i1, i2, . . .) where ij = 1 or 2. For u = (i1, i2, . . .) ∈ J
and k ≥ 1 write [u]k = (i1, . . . , ik) for the truncated sequence at order k. It follows from the
preceding considerations that
lim
`→∞
(
sup
u∈J
∞∑
k=`
Za[u]k
)
= 0, a.s. (52)
Let us use (52) to prove the statement of the proposition. Let δ ∈ (0, 1). We note that,
under N[0]1 , each excursion of W tr outside (δ,∞) that hits 0 (in the sense of the beginning of
Section 5.1) corresponds to a subtree of T tr rooted at a vertex a of T tr such that Za = δ. We
let T1,δ, . . . , TNδ,δ be the subtrees of T tr obtained in this way. We observe that it is enough to
prove that
lim
δ→0
(
sup
1≤i≤Nδ
sup
x,y∈Ti,δ,Zx∧Zy>0
∆(x, y)
)
= 0. (53)
Indeed, assume that (53) holds. Then, if we are given a sequence (xn, yn)n≥1 in T tr × T tr such
that Zxn ∧ Zyn > 0 and if (xn, yn) converges to (x, y), with Zx = Zy = 0, then, for every
δ > 0, there exist i, j ∈ {1, . . . , Nδ} such that, for all n large enough, say for n ≥ nδ, we have
xn, x ∈ Ti,δ and yn, y ∈ Tj,δ. Therefore we also get that, if m,n ≥ nδ, we have ∆(xn, xm) ≤ rδ
and ∆(yn, ym) ≤ rδ, where rδ denotes the supremum over 1 ≤ i ≤ Nδ appearing in the last
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display. Consequently, |∆(xn, yn) − ∆(xm, ym)| ≤ 2 rδ for all n,m ≥ nδ, and we obtain that
∆(xn, yn) is a Cauchy sequence. We can therefore set ∆(x, y) = lim ∆(xn, yn) as n → ∞, and
this gives the desired continuous extension.
It remains to prove (53). For every k ≥ 1, let T 5(k) be the subtree of T 5 that consists of all
ancestors of the vertices a(i1,...,ik) for all (i1, . . . , ik) ∈ {1, 2}k. By compactness,
εk := inf
a∈T 5(k)
Za > 0.
Suppose that δ < εk, and let x, y ∈ Ti,δ for some 1 ≤ i ≤ Ti,δ, with Zx ∧ Zy > 0. Let ρi,δ stand
for the root of Ti,δ. Then,
∆(x, y) ≤ ∆(x, ρi,δ) + ∆(y, ρi,δ)
and in order to bound ∆(x, ρi,δ) (or ∆(y, ρi,δ)), we may proceed as follows. Write x• for the
most recent ancestor of x that belongs to T 5. Note that x• belongs to Ti,δ (because ρi,δ ∈ T 5
and so x• is a descendant of ρi,δ). We can find integers m and `, with k ≤ m ≤ `, such that
x• ∈ [[a(i1,...,i`), a(i1,...,i`+1)]] and ρi,δ ∈ [[a(i1,...,im), a(i1,...,im+1)]] for some (i1, . . . , i`+1) ∈ {1, 2}m+1
— here we recall the notation [[a, b]] for the geodesic segment between two points a, b ∈ T 5.
Then,
∆◦(x, x•) = Dtr,◦(a, b) ≤ Zx + Zx•
where the first equality holds because no vertex y of the lexicographical interval [x, x•] of T tr
can be such that Zy = 0 (otherwise, this would contradict the fact that x• is the most recent
ancestor of x that belongs to T 5). For similar reasons, we have
∆◦(x•, a(i1,...,i`)) ≤ Zx• + Za(i1,...,i`)
∆◦(a(i1,...,im+1), ρi,δ) ≤ Za(i1,...,im+1) + Zρi,δ
and, for every j such that m ≤ j ≤ `,
∆◦(a(i1,...,ij), a(i1,...,ij+1)) ≤ Za(i1,...,ij) + Za(i1,...,ij+1) .
By combining these bounds, we get
∆(x, ρi,δ) ≤ 2
`+1∑
j=k
Za(i1,...,ij) + 3 sup1≤n≤Nδ
sup
a∈Tn,δ
Za.
The supremum in the last display tends to 0 when δ → 0, by a simple uniform continuity
argument, and we just have to use (52) to complete the proof of (53).
Remark. Instead of the Borel-Cantelli argument used to derive (52), we could have referred to
standard large deviation estimates for tree-indexed random walk, see in particular [49, Section
18].
We keep the notation ∆ for the continuous extension of ∆ to T tr × T tr.
Proposition 32. The following properties hold N[0]r a.s.
(i) For every a ∈ T tr,
inf{∆(a, c) : c ∈ ∂T tr} = Za.
61
(ii) For every b, b′ ∈ ∂T tr, ∆(b, b′) = 0 if and only if Zc > 0 for every c ∈]b, b′[ or the same
holds with ]b, b′[ replaced by ]b′, b[.
Proof. (i) Let a ∈ T tr. We can assume that Za > 0. There exists s ∈ [0, σ(W tr)] such that
ptr(s) = a. Then set s′ := inf{t ∈ (s, σ(W tr)] : Ŵ trt = 0} and b = ptr(s′) (this definition only
makes sense if {t ∈ (s, σ(W tr)] : Ŵ trt = 0} 6= ∅, but if not we take s′ = sup{t ∈ [0, s) : Ŵ trt = 0}
and make the necessary adaptations in the following lines). Then Zb = 0 and b ∈ ∂T tr. For
every n ≥ 1 such that n−1 < Za, set sn = inf{t ∈ (s, σ(W tr)] : Ŵ trt = n−1}, and bn = ptr(sn).
Then sn ↑ s′ and thus bn → b as n→∞. On the other hand, ∆(a, bn) = Za − Zbn , so that we
get ∆(a, b) = Za. This shows that inf{∆(a, c) : c ∈ ∂T tr} ≤ Za. The reverse bound is obvious
from the inequality ∆(a, c) ≥ |Za − Zc|.
(ii) The fact that Zc > 0 for every c ∈]b, b′[ implies ∆(b, b′) = 0 is easy and left to the reader.
Let us prove only the reverse implication. If a ∈ T tr, we use the notation a˜ for the “same” point
in Tζ (recall that T tr is canonically identified to a closed subset of Tζ).
Let b, b′ ∈ ∂T tr, with b 6= b′, and assume that ∆(b, b′) = 0. Write b = ptr(s) and b′ = ptr(t)
with s, t ∈ [0, σ(W tr)]. For definiteness, we may assume that s < t. For every n ≥ 1 such
that n−1 < r, set sn = inf{u > s : Ŵ tru ≥ n−1}, bn = ptr(sn), and similarly tn = sup{u < t :
Ŵ tru ≥ n−1}, b′n = ptr(tn). Then bn → b and b′n → b′ as n→∞, so that ∆(bn, b′n) tends to 0 as
n→∞. Now recall formula (50) defining ∆(bn, b′n). In this formula we can restrict our attention
to choices of bn = a0, a1, . . . , ak = b′n such that, for every i = 1, . . . , k, ∆◦(ai−1, ai) < ∞, and
therefore
max
(
min
c∈[ai−1,ai]
Zc, min
c∈[ai,ai−1]
Zc
)
> 0.
By the remark preceding Proposition 30, this implies that
∆◦(ai−1, ai) = D◦(a˜i−1, a˜i).
It follows from these observations that ∆(bn, b′n) ≥ D(b˜n, b˜′n). By passing to the limit n → ∞
we get that D(b˜, b˜′) = 0. By the property recalled at the end of Section 3.5, this implies that
D◦(b˜, b˜′) = 0 and thus Zc ≥ 0 for every c in the interval [b˜, b˜′] of Tζ (or the same with [b˜, b˜′]
replaced by [b˜′, b˜]). The latter property can hold only if Zc > 0 for every c ∈]b˜, b˜′[, since otherwise
this would mean that the mapping s 7→ Ŵs has a local minimum at 0, which does not occur N[0]1
a.s. (this would contradict (31)). From the construction of truncations, this also implies that
Zc > 0 for every c belonging to the interval ]b, b′[ of T tr.
Then, N[0]r a.s., ∆ is a pseudo-metric on T tr, and we can consider the associated quotient
metric space, which we denote by (Θ′,∆). We equip Θ′ with the volume measure V′, which
is the image of the volume measure on T tr under the canonical projection. The image of ∂T tr
under the canonical projection is the boundary ∂Θ′ (by definition).
We now observe that, thanks to the re-rooting representation of N∗0 (Theorem 14), the same
construction works as well under N∗0. Arguing now under N∗0, we set
T ◦ζ := {c ∈ Tζ : Zc > 0}.
For a, b ∈ Tζ , we define D◦(a, b) by (6), then, for a, b ∈ T ◦ζ , we define ∆◦(a, b) as in (49),
replacing Dtr,◦ by D◦, and finally, for a, b ∈ T ◦ζ , we define ∆(a, b) by the formula analogous to
(50), where a1, . . . , ak−1 now vary in Tζ (under N∗0, we keep the same notation ∆◦, ∆ as in (49)
and (50) under N[0]r , but this should create no confusion). These definitions are consistent with
those given in the introduction.
62
Corollary 33. The results of the three previous propositions remain valid if the measure N[0]r is
replaced by N∗0, provided T tr is replaced by Tζ , T tr,◦ is replaced by T ◦ζ , and ∂T tr is replaced by
Tζ\T ◦ζ .
As already mentioned, Corollary 33 follows from the re-rooting representation of N∗0 (Theo-
rem 14).
Then, under the measure N∗0, we can define a measure metric space (Θ,∆,V) by exactly
the same procedure as before to define (Θ′,∆,V′) under N[0]r : Θ is the quotient space of Tζ for
the equivalence relation associated with the pseudo-metric ∆, and V is the image of the volume
measure on Tζ under the canonical projection. By definition, the boundary ∂Θ is the image of
the set Tζ\T ◦ζ under the canonical projection. By simple scaling arguments, the construction
also works under N∗,z0 for every z > 0, and we recover the first part of Theorem 1.
9 Identification of the Brownian disk
In this section, we prove Theorem 1, which was stated in the introduction. Let (Dz, D∂ ,vz) be a
free Brownian disk with perimeter z. As in Section 4.3 above, we can construct D†z by gluing the
boundary of Dz into a single point, and equipping the resulting quotient space with the metric
D∂,† defined as in (26). Let v†z be the volume measure on D†z, and denote the total mass of v†z
by |v†z|. By Theorem 22, we know that the distribution F†z of D†z, as a random pointed metric
measure space, is the same as the distribution of L•(W ) under N∗,z0 . According to Section
2.2, we may consider a sequence U1, . . . , Un, . . . of independent uniformly distributed points
in (D†z, D∂,†,v†z), and similarly a sequence V1, . . . , Vn, . . . of independent uniformly distributed
points in L•(W ). Then, the distribution of
(|v†z|, (D†z, ∂, U1, . . . , Un, . . .))
coincides with the distribution of
(σ, (L•(W ), ∂, V1, . . . , Vn, . . .))
under N∗,z0 . Here, we use the notation ∂ for the distinguished point (boundary point) of D†z or of
L•(W ), and both (D†z, ∂, U1, . . . , Un, . . .) and (L•(W ), ∂, V1, . . . , Vn, . . .) are viewed as a random
variables taking values in the space M∞• of metric measure spaces equipped with an infinite
sequence of distinguished points.
We then claim that, if x, y ∈ Dz\∂Dz are such that there exists a D∂-geodesic from x to y
that does not intersect ∂Dz,
D∂(x, y) = inf
y0=x,y1,...,yp=y
D∂,†(yi−1,yi)<D∂,†(∂,yi−1)+D∂,†(∂,yi)
p∑
i=1
D∂,†(yi−1, yi), (54)
where the infimum is over all choices of the integer p ≥ 1 and of the points y0, . . . , yp ∈ Dz\∂Dz
such that y0 = x and yp = y, and the condition D∂,†(yi−1, yi) < D∂,†(∂, yi−1) +D∂,†(∂, yi) holds
for 1 ≤ i ≤ p. The inequality ≤ in (54) is clear from the fact that D∂,†(yi−1, yi) = D∂(yi−1, yi)
under the condition D∂,†(yi−1, yi) < D∂,†(∂, yi−1) + D∂,†(∂, yi), so that we can just use the
triangle inequality for D∂ . For the other inequality, we pick a D∂-geodesic γ from x to y
that does not intersect ∂Dz (so that it stays at a positive distance from ∂Dz), and points
63
y0 = x, y1, . . . , yp = y coming in this order along the geodesic γ and such that D∂(yi−1, yi) <
min{D∂(u, ∂Dz) : u ∈ γ} for 1 ≤ i ≤ p. It follows that D∂(yi−1, yi) = D∂,†(yi−1, yi), and
p∑
i=1
D∂,†(yi−1, yi) =
p∑
i=1
D∂(yi−1, yi) = D∂(x, y).
We apply (54) to each pair (Ui, Uj), noting that a.s. the (unique) geodesic between Ui and
Uj in Dz does not intersect ∂Dz (see Lemmas 17 and 18 in [10]). It follows that, a.s. for every
i, j ≥ 1,
D∂(Ui, Uj) = inf
i0=i,i1,...,ip=j
D∂,†(Uik−1 ,Uik )<D∂,†(∂,Uik−1 )+D∂,†(∂,Uik )
p∑
k=1
D∂,†(Uik−1 , Uik), (55)
using also the fact that any finite sequence y1, . . . , yp−1 can be approximated by Ui1 , . . . , Uip−1
for suitable choices of i1, . . . , ip−1, since the sequence U1, U2, . . . is (a.s.) dense in Dz.
Next recall the definition of the pseudo-metric ∆ on T ◦ζ under N∗,z0 (formulas (49) and (50)
with T tr, T tr,◦ andDtr,◦ replaced respectively by Tζ , T ◦ζ andD◦) and the definition (9) ofD(a, b).
Also note that, N∗,z0 a.s., D(a∗, a) = Za for every a ∈ Tζ , where a∗ is any point of Tζ such that
Za∗ = 0. We claim that we have, N
∗,z
0 a.s. for every a, b ∈ T ◦ζ ,
∆(a, b) = inf
a0=a,a1,...,ap=b
D(ai−1,ai)<D(a∗,ai−1)+D(a∗,ai)
p∑
i=1
D(ai−1, ai), (56)
where the points a1, . . . , ap−1 vary in T ◦ζ . To obtain the inequality ≤ in (56), we first note that,
for every a, b ∈ T ◦ζ , the condition D(a, b) < D(a∗, a) + D(a∗, b) = Za + Zb implies D(a, b) =
∆(a, b). Let us justify this. For a, b ∈ T ◦ζ , we have D(a, b) ≤ ∆(a, b) by construction. On the
other hand, if, in the definition of D(a, b) as an infimum of sums, one of the terms is such that
min[ai−1,ai] Zc = min[ai,ai−1] Zc = 0, we get D◦(ai−1, ai) = Zai + Zai−1 and (using the property
D◦(u, v) ≥ |Zu−Zv|) we obtain that the corresponding sum is greater than or equal to Za +Zb.
Thus, ifD(a, b) < Za+Zb, this means that such cases can be discarded, so thatD(a, b) = ∆(a, b).
The preceding discussion shows that we can replace ∑pi=1D(ai−1, ai) by ∑pi=1 ∆(ai−1, ai) in
the right-hand side of (56), and we use the triangle inequality for ∆ to obtain the inequality ≤
in (56).
The reverse inequality in (56) follows from the definition (50) of ∆(a, b) (with Dtr,◦ replaced
by D◦ as explained before Corollary 33), noting that in this definition we need only consider the
case where ∆◦(ai−1, ai) < ∞ for every 1 ≤ i ≤ k, which implies D◦(ai−1, ai) < Zai−1 + Zai =
D(a∗, ai−1) +D(a∗, ai) and also
D(ai−1, ai) ≤ D◦(ai−1, ai) = ∆◦(ai−1, ai).
Then, we can apply (56) to each pair (Vi, Vj) and we get, similarly as in (55),
∆(Vi, Vj) = inf
i0=i,i1,...,ip=b
D(Vik−1 ,Vik )<D(∂,Vik−1 )+D(∂,Vik )
p∑
k=1
D(Vik−1 , Vik). (57)
Write U0 = ∂ and V0 = ∂ for convenience. Thanks to the identity in distribution mentioned
at the beginning of this section (following from Theorem 22), we know that the collection(
D(Vi, Vj)
)
i,j≥0
under N∗,z0 ,
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has the same distribution as (D∂,†(Ui, Uj))i,j≥0. Looking at (55) and (57), we infer that the
collection (
∆(Vi, Vj)
)
i,j≥1
under N∗,z0 ,
has the same distribution as (D∂(Ui, Uj))i,j≥0, and that this identity in distribution holds jointly
with that of |vz| and σ.
By Lemma 5, we know that
(
{U1, . . . , Un}, D∂ , 1
n
n∑
i=1
δUi
)
converges a.s. in M to (Dz, D∂ , v̂z), where v̂z = |vz|−1 vz, and similarly(
{V1, . . . , Vn},∆, 1
n
n∑
i=1
δVi
)
converges a.s. in M to (Θ,∆, V̂), where V̂ is the normalized volume measure on Θ. Notice that
the assumption about the topological support in Lemma 5 is easily verified. We then conclude
that (|vz|, (Dz, D∂ , v̂z)) and (σ, (Θ,∆, V̂)) have the same distribution. Theorem 1 stated in the
introduction now follows.
Remark. By [8], we know that the Brownian disk is a.s. homeomorphic to the closed unit disk
of the plane. The boundary of Θ may then be defined as the set of all points x ∈ Θ having no
neighborhood homeomorphic to an open disk. It will follow from the results of the subsequent
sections that this boundary coincides with ∂Θ as defined above. Proposition 35 below shows
that ∂Θ is the range of a simple loop in Θ, and Theorem 38 provides an embedding of a whole
sequence of Brownian disks (Θ(j),∆(j),V(j)) (each of which is a copy of (Θ,∆,V) under N∗,z
(j)
0 ,
for a certain random value of z(j)) in the Brownian map, in such a way that ∂Θ(j) appears as the
topological boundary of Θ(j) in the Brownian map, which itself is known to be homeomorphic
to the two-dimensional sphere.
10 The uniform measure on the boundary
Let us fix r > 0 and argue under the measure Nr. Recall from the beginning of Section 5 the
definition of the exit local time (`0s)s≥0, and the fact that `0σ = Z0. We will need a different
approximation of this process. Recall the notation τ0(w) = inf{t ∈ [0, ζ(w)] : w(t) = 0} for
w ∈ W.
Proposition 34. We have Nr a.e., for every t ≥ 0,
`0t = lim
ε→0
1
ε2
∫ t
0
ds1{τ0(Ws)≥ζs,Ŵs<ε}.
We note that the condition τ0(Ws) ≥ ζs holds only if τ0(Ws) = ζs or τ0(Ws) =∞. We refer
to Appendix A below for a proof of Proposition 34, which is a refinement of [2, Lemma 14]. The
motivation for this result is the fact that it will allow us to reinterpret the exit local time in
terms of W truncated at 0. As in Section 8, we write W tr = tr0(W ), so that W trs = Wηs , with
(ηs)s≥0 defined in (48). We set, for every s ≥ 0,
L0s = `0ηs .
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Then as a consequence of the preceding proposition, we have, Nr a.e., for every t ≥ 0,
L0t = lim
ε→0
1
ε2
∫ t
0
ds1{Ŵ trs <ε}. (58)
We note that (L0s)s≥0 has continuous sample paths, N0 a.e.: The point is that, if ηs− < ηs, then
necessarily τ0(Wu) ≤ ζu for every u ∈ (ηs−, ηs) and this implies that `0ηs− = `0ηs (for instance by
using the preceding proposition, together with the fact that {s : τ0(Ws) = ζs} has zero Lebesgue
measure).
Recall the notation T tr, ptr introduced in Section 8. Under the probability measure N[0]r =
Nr(· | W∗ ≤ 0), the construction of Section 8 yields a pointed measure metric space (Θ′,∆,V′)
associated with W tr. Recall that Θ′ is obtained as a quotient space of T tr and write Πtr for the
canonical projection from Ttr onto Θ′. Also recall that, by definition,
∂Θ′ = Πtr({a ∈ T tr : Za = 0}).
Proposition 35. For every t ∈ [0,Z0), set
γ0t := inf{s ≥ 0 : L0s > t}
and γ0Z0 := γ
0
0 . Then, N
[0]
r a.s., the mapping
[0,Z0] 3 t 7→ Πtr(ptr(γ0t ))
defines a simple continuous loop in Θ′ whose range is ∂Θ′.
Proof. From (31), we have
supp(dL0s) = {s ≥ 0 : τ0(W trs ) = ζtrs }, (59)
with the obvious notation ζtrs .
Let us start by showing that the mapping of the proposition is continuous. Since t 7→ γ0t
is right-continuous with left limits on [0,Z0), the desired continuity on [0,Z0) will follow if we
can prove that Πtr(ptr(γ0t )) = Πtr(ptr(γ0t−)) whenever t ∈ [0,Z0) is such that γ0t− < γ0t . If this
occurs, we have by definition
L0γ0t
= L0γ0t−
showing that, for γ0t− < u < γ0t we must have τ0(W tru ) =∞ (use (59)). But we know (Proposition
32) that this implies ∆(ptr(γ0t ), ptr(γ0t−)) = 0 and thus Πtr(ptr(γ0t )) = Πtr(ptr(γ0t−)). A similar
argument (noting that γ0Z0− = sup{s ∈ [0, σ(W tr)] : Ŵ trs = 0}) implies that Πtr(ptr(γ0Z0−)) =
Πtr(ptr(γ00)), giving the desired continuity at t = Z0.
We next prove that the range of the mapping of the proposition is ∂Θ′. It follows from (59)
that any u ≥ 0 such that u = γ0t for some t ∈ [0,Z0] is such that τ0(W tru ) = ζtru , which implies
ptr(u) ∈ {a ∈ T tr : Za = 0}, and Πtr(ptr(γ0u)) ∈ ∂Θ′.
Conversely, if a ∈ T tr and Za = 0, then a = ptr(s) for some s ∈ [0, σ(W tr)] such that
Ŵ trs = 0, hence necessarily τ0(W trs ) = ζtrs . By (59), s must be an increase time of L0 and so
s = γ0t or s = γ0t− for some t ∈ [0,Zσ]. But we saw that Πtr(ptr(γ0t )) = Πtr(ptr(γ0t−)), so that, in
either case, we obtain that Πtr(a) is in the range of the mapping of the proposition.
It only remains to verify that the mapping [0,Z0) 3 t 7→ Πtr(ptr(γ0t )) is injective. However,
if 0 ≤ s < t < Z0, there exist times u with γ0s < u < γ0t such that Ŵ tru = 0, and, by Proposition
32 (ii), we know that ptr(γ0s ) and ptr(γ0t ) are then not identified in Θ′.
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Write (Λt)0≤t≤Z0 for the loop with range ∂Θ′ defined in Proposition 35. The image of
Lebesgue measure on [0,Z0] under t 7→ Λt then defines a finite measure ν on ∂Θ′ with total
mass Z0. This is the uniform measure on ∂Θ′ in the sense of the following proposition.
Proposition 36. Almost surely under N[0]r , for every bounded continuous function ϕ on Θ′,
〈ν, ϕ〉 = lim
ε→0
1
ε2
∫
Θ′
V′(dx)ϕ(x)1{∆(x,∂Θ′)<ε}.
Proof. By definition,
〈ν, ϕ〉 =
∫ L0σ
0
dt ϕ(Λt) =
∫ L0σ
0
dt ϕ(Πtr(ptr(γ0t ))) =
∫ σtr
0
dL0s ϕ(Πtr(ptr(s))),
where σtr = σ(W tr). By (58), we know that the measures
1
ε2
1{Ŵ trt <ε} 1[0,σtr](t) dt
converge weakly to dL0t as ε→ 0. Consequently,
〈ν, ϕ〉 = lim
ε→0
1
ε2
∫ σtr
0
dt1{Ŵ trt <ε} ϕ(Πtr(ptr(t))).
The desired result follows since, by Proposition 32 (i) and the definition of the volume measure
on Θ′, ∫ σtr
0
dt1{Ŵ trt <ε} ϕ(Πtr(ptr(t))) =
∫
Θ′
V′(dx)ϕ(x)1{∆(x,∂Θ′)<ε}.
We can restate the last two propositions in terms of the Brownian disk.
Corollary 37. Let z > 0. The following properties hold N∗,z0 a.s.
(i) The limit
Ls := lim
ε→0
1
ε2
∫ s
0
dt1{Ŵt<ε}
exists for every s ∈ [0, σ], and defines a continuous increasing function with Lσ = z.
(ii) Set γt = inf{s ∈ [0, σ] : Ls > t} for every t ∈ [0, z], and γz = σ. The image of (γt)0≤t≤z
under the canonical projection from [0, σ] onto Θ defines a simple continuous loop whose
range is ∂Θ.
(iii) Let (Λt)0≤t≤z be the continuous loop obtained in (ii), and let νz be the image of Lebesgue
measure on [0, z] under the mapping t 7→ Λt. Then, for every bounded continuous function
ϕ on Θ,
〈νz, ϕ〉 = lim
ε→0
1
ε2
∫
Θ
V(dx)ϕ(x)1{∆(x,∂Θ)<ε}.
All these properties follow from the previous propositions and the re-rooted representation
theorem (Theorem 14), which links the measure N∗0 with the laws of truncated snakes. To be
more precise, one first obtains that the properties of the corollary hold under N∗0. It follows that
they hold under N∗,z0 for a.a. values of z > 0, but then a scaling argument shows that they must
hold for every value of z > 0.
Proposition 2 stated in the introduction follows from part (iii) of Corollary 37.
67
11 Brownian disks filling in the holes of the Brownian net
In this section, we deal with the free Brownian map M under the measure N0, as defined in
Section 3.5. Recall that M has the two distinguished points x∗ and x0, and that D(x∗, x0) =
−W∗.
The metric net N is the closed subset ofM defined as the closure of⋃
0<r<−W∗
∂Hr,
where Hr denotes the hull of radius r, which is defined for 0 < r < −W∗ (recall from Section
7 that this hull is the complement of the connected component of the complement of the ball
B(x∗, r) containing x0). The connected components of the complement of the metric net are
called Brownian disks in [45]. The goal of the next theorem is to provide a precise justification
to this terminology.
Before stating this result, recall from [36, Section 8] that connected components ofM\N are
in one-to-one correspondence with jump times of the exit measure process (Zr)r<0 (we noticed
in Section 5 that this process has a càdlàg modification). We denote the sequence of these
jump times (ordered by decreasing size of the jumps) by r1, r2, . . . and the associated connected
components of M\N by D(1),D(2), . . .. As usual, D(j) denotes the closure of D(j) in M. For
every j ≥ 1, we can equip D(j) with the intrinsic metric d(j)intr, such that d(j)intr(x, y) is the infimum
of the lengths (computed with respect to D) of continuous paths in D(j) connecting x to y. We
also write v(j) for the restriction of the volume measure onM to D(j).
Theorem 38. N0 a.e., for every j = 1, 2, . . ., the metric d(j)intr has a continuous extension to D
(j),
which is a metric on D(j). Furthermore, conditionally on the exit measure process (Zr)r<0, the
measure metric spaces (D(j), d(j)intr,v(j)), j = 1, 2, . . . are independent free Brownian disks with
respective perimeters ∆Zrj , j = 1, 2, . . .
Proof. We rely strongly on the results of [36, Section 8] and [2]. According to [36, Section 8], the
connected components D(1),D(2), . . . are also in one-to-one correspondence with excursions of
the Brownian snake above its minimum, as defined in [2, Section 3]. For the sake of completeness,
we briefly recall the definition of these excursions (notice that this definition is quite different
from the definition of excursions outside (b,∞) in Section 5.1). We first introduce the closed
subset F of Tζ defined by
F := pζ({s ∈ [0, σ] : W s = Ŵs}).
Roughly speaking, each excursion above the minimum describes the process of labels restricted
to a connected component of the open set Tζ\F. To explain this, say that a ∈ F is an excursion
debut if a has a strict descendant b such that Zb > Za and Zc > Za for every interior point c
of the geodesic segment between a and b in Tζ . For a given excursion debut a, the collection of
such points b then forms a connected component of Tζ\F denoted by C(a). Moreover, Π(C(a)) is
a connected component ofM\N. In this way, one obtains one-to-one correspondences between
excursion debuts, connected components of Tζ\F and connected components ofM\N (see [36,
Section 8]). Next, if a is a fixed excursion debut, there are exactly two times 0 < s1 < s2 < σ
such that pζ(s1) = pζ(s2) = a, and the labels of descendants of a are described by the snake
trajectory ω(a) defined by saying that ω̂(a)s = ω̂s1+s − Za and ζ(ω(a)s ) = ζs1+s − ζs1 for 0 ≤ s ≤
σ(ω(a)) := s2 − s1. The excursion above the minimum associated with a (or with the connected
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component Π(C(a))) is then the truncation at 0 of the snake trajectory ω(a) (this requires a
minor extension of the definition given in Section 3.2, where the truncation level had to be
different from the initial point of the snake trajectory — see the next section for an analogous
definition of excursions above 0).
For every j = 1, 2, . . ., we write W (j) for the excursion above the minimum associated with
D(j), T (j) for the genealogical tree of W (j) and (Z(j)b )b∈T (j) for the labels on T (j), and we also
set T (j),◦ := {b ∈ T (j) : Z(j)b > 0} and ∂T (j) = T (j)\T (j),◦.
By [2, Theorem 40], conditionally on (Zr)r<0,W (1),W (2), . . . are independent and distributed
according to N∗,∆Zr10 ,N
∗,∆Zr2
0 , . . . respectively. We can thus define, for every j = 1, 2, . . ., a
measure metric space (Θ(j),∆(j),V(j)) constructed from W (j) via the procedure of Section 8.
Thanks to Theorem 1, the proof of Theorem 38 then boils down to verifying that, N0 a.e. for
every j = 1, 2, . . ., d(j)intr can be extended continuously to a metric on D
(j), in such a way that
(D(j), d(j)intr,v(j)) = (Θ(j),∆(j),V(j)) (60)
in the sense of equality in M.
Let us proceed to this verification. We note that T (j) is identified canonically to the closure
C
(j) of the connected component C(j) of Tζ\F corresponding to D(j) (this basically follows from
the construction of excursions above the minimum, see [2, Section 3]). More precisely, there is
an isometric bijection ϕj : T (j) −→ C(j) which preserves labels up to a shift (to be specific,
Zϕj(b) = Z
(j)
b +zj , where zj = Zaj if aj is the excursion debut corresponding to C(j)) and is such
that the following holds. We have ϕj(T (j),◦) = C(j), and ϕj maps the volume measure on T (j)
to the volume measure on C(j), and preserves intervals, in the sense that, for every a, b ∈ T (j),
ϕj([a, b]) = [ϕj(a), ϕj(b)] ∩ C(j).
In particular, if a, b ∈ T (j),◦, we have [a, b] ∩ ∂T (j) = ∅ if and only if [ϕj(a), ϕj(b)] ∩ ∂C(j) = ∅
and then ϕj([a, b]) = [ϕj(a), ϕj(b)].
As already mentioned, we have Π(C(j)) = D(j) and moreover Π(∂C(j)) = ∂D(j) (see [36,
Lemma 14]). Writing Π(j) for the canonical projection from T (j) onto Θ(j), we next observe
that, for a, b ∈ T (j),◦, we have
Π(j)(a) = Π(j)(b) if and only if Π(ϕj(a)) = Π(ϕj(b)). (61)
This is a straightforward consequence of the preceding remarks: If Π(j)(a) = Π(j)(b), then
Z
(j)
a = Z(j)b and at least one of the intervals [a, b] or [b, a] does not intersect ∂T (j),◦ and is
such that labels on this interval remain greater than or equal to Z(j)a . It follows that a similar
property holds for ϕj(a) and ϕj(b) so that Π(ϕj(a)) = Π(ϕj(b)). The converse is obtained in
the same way.
Thanks to (61), the restriction of ϕj to T (j),◦ induces a bijection Φ(j) from Θ(j)\∂Θ(j) =
Π(j)(T (j),◦) onto D(j) = Π(C(j)), and we have Φ(j) ◦ Π(j)(a) = Π ◦ ϕj(a) for every a ∈ T (j),◦.
This bijection is an isometry:
∆(j)(x, y) = d(j)intr(Φ(j)(x),Φ(j)(y))
for every x, y ∈ Θ(j),◦. Again this is a simple consequence of the preceding remarks. To prove
that ∆(j)(x, y) ≥ d(j)intr(Φ(j)(x),Φ(j)(y)), we note that, in the definition (50) of ∆(a, b), each term
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∆◦(ai−1, ai) can be interpreted (provided it is finite) as the length of a curve connecting ai−1 to
ai, namely the union of two simple geodesics starting from ai−1 and from ai up to their merging
time (see [32] for the definition and properties of simple geodesics). To get the reverse inequality,
we use the definition of the intrinsic distance, formula (9) expressing D(a, b) as an infimum and
the fact that, with an obvious notation, D◦(a, b) = ∆(j),◦(ϕ−1j (a), ϕ−1j (b)) if a, b ∈ C(j) are such
that D◦(a, b) < Za + Zb − 2zj (see the remark before Proposition 30). Details are left to the
reader.
Since Φ(j) is isometric, simple arguments show that it has a unique extension to a mapping
Φ¯(j) from Θ(j) onto D(j), such that Φ¯(j) ◦Π(j) = Π ◦ϕj . The fact that Φ¯(j) is onto is immediate
from the last equality. We claim that Φ¯(j) is also one-to-one. This will complete the proof of the
proposition, since then the bijection Φ¯(j) will map ∆(j) to the (unique) continuous extension of
d
(j)
intr to D
(j), thus showing that (60) holds (the fact that Φ¯(j) also maps the volume measure on
Θ(j) to the volume measure on D(j) is immediate).
It remains to verify that Φ¯(j) is one-to-one. So let x, y ∈ ∂Θ(j) with x 6= y. Write x = Π(j)(a)
and y = Π(j)(b), with a, b ∈ ∂T (j). By Proposition 32 (ii) (and Corollary 33), the fact that x 6= y
implies that there exists c ∈]a, b[ such that Z(j)c = 0 (and the same if ]a, b[ is replaced by ]b, a[).
In fact, there must exist infinity many such values of c, because otherwise an application of the
triangle inequality for ∆(j) would imply that ∆(j)(a, b) = 0 and so Π(j)(a) = Π(j)(b). Next, from
the fact that ϕj preserves intervals (and labels up to a shift) we also get that both ]ϕj(a), ϕj(b)[
and ]ϕj(b), ϕj(a)[ contain infinitely many values of c such that Zc = Zϕj(a) = Zϕj(b). This
implies that Π ◦ ϕj(a) 6= Π ◦ ϕj(b) so that Φ¯(j)(x) 6= Φ¯(j)(y). This completes the proof.
12 Brownian disks in the Brownian map
This section is devoted to the proof of Theorem 3, which is somewhat more delicate than the
proof of Theorem 38 in the preceding section. In several parts of the proof, we argue under the
measure N0 rather than under N(1)0 .
For the reader’s convenience, we have broken the proof in several steps. The first three
steps are devoted to checking that connected components of M\B(x∗, r) are in one-to-one
correspondence with connected components of {a ∈ Tζ : Za > W∗ + r}, then using this to
define the boundary lengths of components ofM\B(x∗, r) (via Corollary 37), and to verify that
the intrinsic distance on each component C has a continous extension to the closure C. It turns
out that it is easier to derive the latter properties for the random value r = −W∗ under N0, and
then a re-rooting invariance argument allows us to obtain that they hold for a fixed value of r,
still under N0 (Step 2). We in fact want these properties to also hold under N(s)0 = N0(· | σ = s),
for every s > 0, and then we need an extra absolute continuity argument (Step 3). Step 4 is
the heart of the proof. Again, we start by considering the special case r = −W∗, and we use
the excursion theory of [2] to derive the conditional independence and the law of the connected
components of M\B(x∗,−W∗), and a re-rooting invariance argument then allows us to prove
that the same properties hold under N(s)0 for almost all values of r. Since we want the result to
hold for every value of r, we need another argument (Step 5) relying on the absolute continuity
properties already used in Step 3.
We will use the local times of the process (Ŵs)s≥0. There exists a process (L(u))u∈R with
continuous sample paths and nonnegative values, such that, N0 a.e. for every nonnegative
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measurable function ϕ on R, ∫ σ
0
dt ϕ(Ŵt) =
∫
R
duϕ(u)L(u).
The same result holds if we replace N0 by N(s)0 for any s > 0. See [11] for the case of N
(1)
0 ,
from which the other cases follow immediately. Notice that L(r) = 0 if r /∈ (W∗,W ∗). On the
other hand, the explicit distribution of L(0) under N(1)0 found in [11, Corollary 3.4] shows that
L(0) > 0, N0 a.e. or N(s)0 a.s. We also set
σ− :=
∫ σ
0
dt1{Ŵt<0}.
Step 1. N0 a.e., or N(s)0 a.s., for every r ∈ (W∗,W ∗), the mapping C 7→ Π(C) induces a one-to-
one correspondence between connected components of {a ∈ Tζ : Za > W∗ + r} and connected
components ofM\B(x∗, r).
Indeed, let C be a connected component of {a ∈ Tζ : Za > W∗ + r}. Then Π(C) is connected
and it is easy to verify that Π−1(Π(C)) = C (the continuous cactus bound (15) shows that if
a ∈ C the property Π(a) = Π(b) may only hold if b ∈ C). Since the topology on M is the
quotient topology, it follows that Π(C) is open. Finally, if b /∈ C the geodesic path in Tζ from b
to an arbitrary point a of C visits a point c such that Zc ≤ W∗ + r, so that by [32, Proposition
3.1], any path in M from Π(b) to Π(a) must visit a point of B(x∗, r), thus proving that Π(b)
does not belong to the connected component ofM\B(x∗, r) containing Π(C), and we conclude
that this connected component is indeed Π(C). For future use, we also notice that the boundary
of Π(C) is equal to Π(∂C) (we leave the proof as an easy exercise).
Step 2. We claim that, for every fixed r > 0, the following properties hold N0 a.e. on the event
{r < W ∗ −W∗}:
(a) For every connected component C ofM\B(x∗, r), the limit
|∂C| := lim
ε→0
1
ε2
v({x ∈ C : D(x, ∂C) < ε})
exists in (0,∞).
(b) The quantities |∂C| when C varies among the connected components of M\B(x∗, r) are
distinct.
(c) For every connected component C ofM\B(x∗, r), the intrinsic metric on C has a contin-
uous extension to the closure C, which is a metric on C.
To obtain the preceding properties when r is a fixed (deterministic) quantity, we will in fact
start with the case where r = −W∗ is random. Note that, by Step 1, the connected components
ofM\B(x∗,−W∗) are in one-to-one correspondence with the connected components of {a ∈ Tζ :
Za > 0}. Let C(1), C(2), . . . be the connected components of the set {a ∈ Tζ : Za > 0} (we will
explain later how they are ordered), and letC1 = Π(C(1)),C2 = Π(C(2)), . . . be the corresponding
connected components ofM\B(x∗,−W∗). These objects are also in one-to-one correspondence
with the Brownian snake excursions above 0, which will be denoted by W (1),W (2), . . .. Let us
recall the definition of these excursions, following closely [2]. We first notice that, for every
j = 1, 2, . . ., there is a unique aj ∈ Tζ that belongs to the closure of C(j) and is such that C(j) is
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contained in the set of descendants of aj in Tζ . Furthermore, there exist 0 < uj < vj < σ such
the latter set of descendants is equal to pζ([uj , vj ]), and we define a snake trajectory W˜ (j) ∈ S0
with duration vj − uj by setting
W˜ (j)s (t) := W(uj+s)∧vj (t) , 0 ≤ t ≤ ζ˜(j)s := ζ(uj+s)∧vj .
Since we are only interested in values s ∈ [0, vj −uj ] such that pζ(uj + s) belongs to (the closure
of) C(j), we introduce the time change
pi(j)s := inf{u ≥ 0 :
∫ u
0
dt1{τ∗0 (W˜ (j)t )>ζ˜(j)t } > s},
with the notation τ∗0 (w) = inf{t > 0 : w(t) = 0} for w ∈ W. The effect of this time change
is to eliminate the paths W (j)s that return to 0 and then survive for a positive amount of time
(in fact, the closure of C(j) is equal to {pζ((uj + pi(j)s ) ∧ vj) : s ≥ 0}). We define another snake
trajectory by setting
W (j)s = W˜
(j)
pi
(j)
s
,
for every s ≥ 0. We call W (1),W (2), . . . the Brownian snake excursions above 0 — note that
we can similarly define the excursions below 0 corresponding to the connected components of
{a ∈ Tζ : Za < 0}.
It follows from [2, Theorem 4] (together with Corollary 37 (i)) that, N0 a.e. for every
j = 1, 2, . . ., the boundary size |∂C(j)| can be defined by
|∂C(j)| := lim
ε→0
1
ε2
Vol({a ∈ C(j) : Za < ε}) = lim
ε→0
1
ε2
∫ σ(W (j))
0
ds1{Ŵ (j)s <ε}, (62)
where we write Vol for the volume measure on Tζ .
The quantities |∂C(1)|, |∂C(2)|, . . . are distinct N0 a.e. (they indeed correspond to jumps of a
continuous-state branching process with stable branching mechanism) and therefore we may and
will assume that the components C(1), C(2), . . . (and consequently the excursions W (1),W (2), . . .)
have been ranked so that |∂C(1)| > |∂C(2)| > · · · . Furthermore, [2, Theorem 4] implies that,
under N0 and conditionally on the sequence of boundary sizes (|∂C(1)|, |∂C(2)|, . . .), the excursions
W (1),W (2), . . . are independent and distributed respectively according to
N∗,|∂C
(1)|
0 ,N
∗,|∂C(2)|
0 , . . .
and are also independent of the excursions below 0.
It now follows from (62) that property (a) stated above holds when r = −W∗, and |∂Cj | =
|∂C(j)| (notice that D(x, ∂Cj) = Za if x = Π(a) and a ∈ C(j)). By a preceding remark, property
(b) also holds. As for (c), a straightforward adaptation of the arguments of the proof of Theorem
38 allows us to verify that, for every j = 1, 2, . . ., the intrinsic metric on Cj can be extended
continuously to a metric on the closure Cj , and the resulting metric space equipped with the
restriction of the volume measure v coincides (as an element of M) with the Brownian disk
associated with the excursion W (j) — this makes sense since we know that, conditionally on
|∂C(j)|, W (j) is distributed according to N∗,|∂C(j)|0 . In what follows, we simply write Cj for this
random measure metric space.
So properties (a),(b),(c) hold if r is replaced by the random quantity −W∗. By a re-rooting
invariance argument (see [38, Theorem 2.3]), we then obtain that these properties hold for
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r = Ŵt−W∗, for a.a. t ∈ (0, σ), N0 a.e. It follows that they also hold for a.a. r ∈ (0,W ∗−W∗),
N0 a.e. From a Fubini argument, one can pick one value of r0 > 0 such that (a),(b),(c) hold for
r = r0, N0 a.e. on the event {r0 < W ∗ −W∗}. But then the scaling property of N0 shows that
(a),(b),(c) hold for every r > 0 (on the event {r < W ∗ −W∗}). This completes Step 2.
Step 3. Let s > 0 and r > 0. The properties (a),(b),(c) stated in Step 2 also hold N(s)0 a.e. on
the event {r < W ∗ −W∗}.
The fact that this is true for a.a. s > 0 follows from Step 2, but it does not seem easy to
get the result for every s > 0. However, we may use the following absolute continuity argument
that will also be useful later. We fix η > 0, and, on the event {ζσ/2 > η}, we define
R(η) := sup{t ∈ (0, σ/2) : ζt = η} , S(η) := inf{t ∈ (σ/2, σ) : ζt = η}.
Still on the event {ζσ/2 > η}, we consider the snake trajectory (W ηu )u≥0 defined by
W ηu (t) := W(R(η)+u)∧S(η)(η + t)− ŴR(η) , 0 ≤ t ≤ ζηu := ζ(R(η)+u)∧S(η) − η,
and we also set
mη := min{Ŵu : u ∈ [0, R(η)] ∪ [S(η), 1]} Mη := max{Ŵu : u ∈ [0, R(η)] ∪ [S(η), 1]}.
Roughly speaking, the definition ofW η means that we remove a part of the genealogical tree near
the root and shift the labels so that the label of the new root is again zero. It is not hard to prove
(see the proof of Proposition 10 in [35]) that the distribution of W η under N(s)0 (· ∩ {ζσ/2 > η})
is absolutely continuous with respect to N0.
Recall the notation L• in Lemma 6. On the event {ζσ/2 > η}∩ {W∗ < mη < Mη < W∗+ r},
each connected component of the complement of the ball B(x∗, r) in L•(W ) is identified with a
corresponding connected component of the complement of the same ball in L•(W η). Furthermore
this identification is isometric if either connected component is equipped with its intrinsic metric.
We can thus use the preceding absolute continuity property and Step 2 to see that properties
(a),(b),(c) hold N(s)0 a.e. on the event {W∗ < mη < Mη < W∗+r}∩{ζs/2 > η}∩{r < W ∗−W∗}.
Clearly, if η is small, N(s)0 (ζs/2 > η) is close to 1. This is not the case for N
(s)
0 (W∗ < mη <
Mη < W∗+ r), but we may use the re-rooting invariance property (14), recalling that the space
L•(W ) does not change if we replace W by W [t] for some t ∈ [0, σ]. If η > 0 is small enough
then, with N(s)0 -probability close to one, we will be able to find a rational t ∈ [0, s] such that the
property W∗ < mη < Mη < W∗ + r holds when W is replaced by W [t]. This completes Step 3.
Step 4. Thanks to Step 3, we can define, N(s)0 a.e. on the event {r < W ∗−W∗}, the sequenceCr,j ,
j = 1, 2, . . . of connected components of M\B(x∗, r) and their boundary sizes. This sequence
is ordered in such a way that |∂Cr,1| > |∂Cr,2| > · · · . Also for every j = 1, 2, . . ., we know that
the intrinsic metric dr,jintr on Cr,j has a continuous extension to a metric on C
r,j . For the sake of
simplicity, in the following lines, the notation Cr,j will be used to represent the measure metric
space (Cr,j , dr,jintr,vr,j).
We now aim at establishing the last part of Theorem 3. Let us come back to the excursions
W (1),W (2), . . . above 0 under N0. By preceding observations, under N0 and conditionally on the
sequence (|∂C(1)|, |∂C(2)|, . . .), the excursions W (1),W (2), . . . are independent of the triple(
W∗, σ−, L(0)
)
,
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because W∗ is just the minimal value attained in all excursions below 0, σ− is the sum of the
sizes of all the latter excursions and the local time L(0) is a measurable function of the collection
of excursions below 0, since
L(0) = lim
ε→0
1
ε
∫ σ
0
dt1{−ε≤Ŵt<0}.
Let n ≥ 1 and let G and H be nonnegative measurable functions defined respectively on R2
and on R × RN. Also let Φ1, . . . ,Φn be nonnegative measurable functions on M. Recall that,
for every j = 1, 2, . . ., Cj is the Brownian disk associated with W (j). Using the fact that, con-
ditionally on the sequence of boundary sizes (|∂C(1)|, |∂C(2)|, . . .), the excursions W (1),W (2), . . .
are independent and distributed respectively according to N∗,|∂C
(1)|
0 ,N
∗,|∂C(2)|
0 , . . ., together with
Theorem 1 and the observation of the preceding paragraph, we have
N0
(
G(W∗, L(0))H
(
σ−, (|∂Ci|)i≥1
) n∏
i=1
Φi(C
i)
)
= N0
(
G(W∗, L(0))H
(
σ−, (|∂Ci|)i≥1
) n∏
i=1
F|∂Ci|(Φi)
)
.
We slightly modify the last formula by conditioning also on the volumes v(C1),v(C(2)), . . .
Recalling the notation Fz,v for the distribution of the Brownian disk with perimeter z and volume
v, we get from the previous display and standard arguments that
N0
(
G(W∗, L(0))H
(
σ−, (|∂Ci|,v(Ci))i≥1
) n∏
i=1
Φi(C
i)
)
= N0
(
G(W∗, L(0))H
(
σ−, (|∂Ci|,v(Ci))i≥1
) n∏
i=1
F|∂Ci|,v(Ci)(Φi)
)
,
where the function H is now nonnegative and measurable on R× (R2)N. Noting that
σ = σ− +
∞∑
j=1
v(Cj),
we get from the preceding display that, for any nonnegative measurable functions G, g and H
defined respectively on R2, on R and on (R2)N, we have
N0
(
G(W∗, L(0)) g(σ)H
(
(|∂Ci|,v(Ci))i≥1
) n∏
i=1
Φi(C
i)
)
= N0
(
G(W∗, L(0)) g(σ)H
(
(|∂Ci|,v(Ci))i≥1
) n∏
i=1
F|∂Ci|,v(Ci)(Φi)
)
,
The last formula still holds if we replace N0 by N(s)0 for any s > 0. Indeed, using (13) and
the fact that g can be any nonnegative measurable function, we get that the formula must hold
under N(s)0 simultaneously for any choice of G, g,H,Φ1, . . .Φn, for a.a. s, but then a scaling
argument shows that it holds for all s > 0.
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We next apply the formula of the last display (with N0 replaced by N(s)0 ) with g = 1 and
G(W∗, L(0)) = h(−W∗)/L(0), where h is a nonnegative measurable function on R+. It follows
that
N(s)0
(h(−W∗)
L(0)
H
(
(|∂Ci|,v(Ci))i≥1
) n∏
i=1
Φi(C
i)
)
= N(s)0
(h(−W∗)
L(0)
H
(
(|∂Ci|,v(Ci))i≥1
) n∏
i=1
F|∂Ci|,v(Ci)(Φi)
)
. (63)
We rewrite the left-hand side of (63) by using the invariance of N(s)0 under re-rooting. Note
that, ifW is replaced byW [t], for some fixed t ∈ [0, s], thenW∗ is replaced byW∗−Ŵt, L(0) is re-
placed by L(Ŵt), andC1,C2, . . . are replaced by the connected componentsCŴt−W∗,1,CŴt−W∗,2, . . .
ofM\B(x∗, Ŵt −W∗). Hence, we get that the left-hand side of (63) is equal to
1
s
N(s)0
( ∫ s
0
dt h(Ŵt −W∗)
L(Ŵt)
H
(
(|∂CŴt−W∗,i|,v(CŴt−W∗,i))i≥1
) n∏
i=1
Φi(C
Ŵt−W∗,i)
)
= 1
s
N(s)0
( ∫ W ∗
W∗
duh(u−W∗)H
(
(|∂Cu−W∗,i|,v(Cu−W∗,i))i≥1
) n∏
i=1
Φi(C
u−W∗,i)
)
= 1
s
N(s)0
( ∫ W ∗−W∗
0
dr h(r)H
(
(|∂Cr,i|,v(Cr,i))i≥1
) n∏
i=1
Φi(C
r,i)
)
= 1
s
∫ ∞
0
dr h(r)N(s)0
(
1{r<W ∗−W∗}H
(
(|∂Cr,i|,v(Cr,i))i≥1
) n∏
i=1
Φi(C
r,i)
)
.
In the first equality, we used the definition of the local times.
Note that, in the previous lines we left aside certain measurability issues, concerning in
particular the measurability of the mapping r 7→ (Cr,1, . . . ,Cr,n). To deal with these issues, one
may observe that the connected components of {a ∈ Tζ : Za > W∗ + r} can be represented by
Brownian snake excursions above 0 (in the case r = −W∗ these are the excursionsW (1),W (2), . . .
introduced above) and the collection of these excursions depends on r in a measurable way.
Furthermore, the measure metric spaces Cr,1,Cr,2, . . . are obtained as measurable functions of
these excursions (this measurability property can be verified by an adaptation of the arguments
of Section 3.3, but we omit the details).
By the same manipulations, we obtain that the right-hand side of (63) is equal to
1
s
∫ ∞
0
dr h(r)N(s)0
(
1{r<W ∗−W∗}H
(
(|∂Cr,i|,v(Cr,i))i≥1
) n∏
i=1
F|∂Cr,i|,v(Cr,i)(Φi)
)
.
Since the function h was arbitrary, the equality of the quantities in the last two displays
means that for a.a. r > 0 we have
N(s)0
(
1{r<W ∗−W∗}H
(
(|∂Cr,i|,v(Cr,i))i≥1
) n∏
i=1
Φi(C
r,i)
)
= N(s)0
(
1{r<W ∗−W∗}H
(
(|∂Cr,i|,v(Cr,i))i≥1
) n∏
i=1
F|∂Cr,i|,v(Cr,i)(Φi)
)
. (64)
Step 5. We now prove that (64) holds for every r > 0, which will complete the proof of Theorem
3. We may assume that H,Φ1, . . . ,Φn are bounded and continuous. It is then enough to prove
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that both sides of (64) are continuous functions of r for a fixed value of s > 0. By a simple
scaling argument, this is equivalent to showing continuity in s for a fixed value of r > 0.
It turns out to be easier to deal first with the quantities
N(s)0
(
1{−W∗<r} 1{r<W ∗−W∗}H
(
(|∂Cr,i|,v(Cr,i))i≥1
) n∏
i=1
Φi(C
r,i)
)
(65)
and
N(s)0
(
1{−W∗<r} 1{r<W ∗−W∗}H
(
(|∂Cr,i|,v(Cr,i))i≥1
) n∏
i=1
F|∂Cr,i|,v(Cr,i)(Φi)
)
. (66)
So let us fix r > 0 and discuss continuity in the variable s of the quantities (65) and (66).
We rely on the same absolute continuity argument as in Step 3 above. Recall the notation
W η,mη,Mη introduced in Step 3 (these random quantities are defined under N(s)0 on the event
{ζs/2 > η}). We also note that, as s′ → s, the distribution of W η under N(s
′)
0 (· ∩ {ζs′/2 > η})
converges to the distribution of W η under N(s)0 (· ∩ {ζs/2 > η}) in variation distance (recalling
our notation ζηu = ζ(W ηu ), it suffices to prove the analogous convergence for the distribution of
ζη, and one can use the explicit formulas available under the Brownian excursion measure —
we leave the details as an exercise for the reader).
Let us argue on {−W∗ < r} but discard the event {ζs/2 ≤ η}∪{−W∗ < r ≤Mη−W∗}∪{W∗ =
mη}, which has small N(s)0 -probability when η is small, uniformly when s varies over a compact
subset of (0,∞). We already noticed in Step 3 that, on the complement of the latter event in
{−W∗ < r}, the connected components of the complement of the ball B(x∗, r) in L•(W ) are
identified isometrically with the connected components of the complement of the same ball in
L•(W η). It follows that the quantity
1{−W∗<r} 1{r<W ∗−W∗}H
(
(|∂Cr,i|,v(Cr,i))1≤i≤n
) n∏
i=1
Φi(C
r,i)
coincides with a measurable function of W η, except on a set of N(s)0 -probability small when
η → 0 (uniformly when s varies in a compact subset of R+). Since we know that (for a fixed
value of η), the distribution of W η under N(s
′)
0 (· ∩ {ζσ/2 > η}) converges in variation distance to
the distribution of W η under N(s)0 (· ∩ {ζσ/2 > η}) when s → s′, this suffices to give the desired
continuity in s of the quantity (65), and the same argument applies to the quantity (66).
We then use a re-rooting invariance argument, recalling the remark at the end of Section
3.3. If W is replaced by W [t] for some t ∈ [0, s] the quantity inside the expectation in (65) does
not change, except that 1{−W∗<r} is replaced by 1{Ŵt−W∗<r}. Noting that∫ s
0
1{Ŵt−W∗<r} dt = v(B(x∗, r)) , N
(s)
0 a.s.,
we see that the quantity (65) is also equal to
N(s)0
(
1{r<W ∗−W∗}
v(B(x∗, r))
s
H
(
(|∂Cr,i|,v(Cr,i))i≥1
) n∏
i=1
Φi(C
r,i)
)
Next since
v(B(x∗, r)) = s−
∞∑
i=1
v(Cr,i) , N(s)0 a.s.,
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by changing the function H in an appropriate way, we derive that, for every δ > 0, the quantity
N(s)0
(
1{r<W ∗−W∗}
v(B(x∗, r))
v(B(x∗, r)) + δ
H
(
(|∂Cr,i|,v(Cr,i))i≥1
) n∏
i=1
Φi(C
r,i)
)
depends continuously on s. When δ → 0, the quantity in the last display converges to the
left-hand side of (64) uniformly when s varies in a compact subset of (0,∞), so that we also
obtain that the left-hand side of (64) depends continuously on s. The same argument applies
to the right-hand side, and this completes the proof of Theorem 3.
Appendix A. Proof of Proposition 34.
We will use properties of the Brownian snake that can be found in [30]. We fix r > 0 and view
the Brownian snake as a strong Markov process with values in Wr, which is killed at the first
time σ when its lifetime hits 0 (the measure Nr is then viewed as the excursion measure of this
Markov process away from the trivial path consisting only of the point r). We keep the notation
(Ws)s≥0 for this Markov process, and (ζs)s≥0 for the associated lifetime process — we slightly
abuse notation since in the previous sections (Ws)s≥0 stood for the canonical process on the
space of snake trajectories. For w ∈ Wr, we write Pw for the probability measure under which
W0 = w. As in Section 8, we write (Bt)t≥0 for a standard linear Brownian motion that starts
at x under the probability measure Px, and τy := inf{t ≥ 0 : Bt = y} for every y ∈ R.
The definition of the exit local time (`0s)s≥0 makes sense under each probability measure Pw,
w ∈ Wr. We recall the first moment formulas
Nr
( ∫ σ
0
ds F (Ws)
)
=
∫ ∞
0
duEr[F ((Bt)0≤t≤u)], (67)
and
Nr
( ∫ σ
0
d`0s F (Ws)
)
= Er[F ((Bt)0≤t≤τ0)], (68)
which hold for any nonnegative measurable function F on Wr (see Propositions IV.2 and V.3
in [30]).
We fix K > 1 and, for every ε > 0, we set
Aε,Kt :=
1
ε2
∫ t
0
ds1{τ0(Ws)≥ζs,τK(Ws)=∞,Ŵs<ε,},
for every t ≥ 0. We also define
`0,Kt :=
∫ t
0
d`0s 1{τK(Ws)=∞}.
Then both Aε,Kt and `
0,K
t are additive functionals of the Brownian snake. The potential of these
additive functionals is easy to compute using [30, Lemma V.5] and formulas (67) and (68). For
every w ∈ Wr,
h(w) := Ew[`0,Kσ ] = 2
∫ ζ(w)∧τ0(w)∧τK(w)
0
dt ψ(w(t)), (69)
hε(w) := Ew[Aε,Kσ ] = 2
∫ ζ(w)∧τ0(w)∧τK(w)
0
dt ϕε(w(t)), (70)
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where, for every x ∈ (0,K),
ψ(x) := Px(τ0 < τK) =
K − x
K
,
and
ϕε(x) := Ex
[ 1
ε2
∫ τ0∧τK
0
ds1{Bs<ε}
]
= 1
ε2
∫
(0,ε)
dy G(x, y),
where we write G for the Green function of Brownian motion killed at τ0∧τK . From the explicit
formula G(x, y) = 2K−1(x∧ y)(K − (x∨ y)), we readily get that we also ϕε(x) = ψ(x) if x ≥ ε,
and ϕε(x) ≤ ψ(x) ≤ 1 for every x ∈ (0,K).
Then,
Nr((`0,Kσ )2) = 2Nr
( ∫ σ
0
d`0,Ks EWs [`0,Kσ ]
)
= 4Er
[
1{τ0<τK}
∫ τ0∧τK
0
dt ψ(Bt)
]
= 4
∫ ∞
0
dtEr
[
1{t<τ0∧τK} ψ(Bt)PBt(τ0 < τk)
]
= 4Er
[ ∫ τ0∧τK
0
dt ψ(Bt)2
]
using (69) and (68) in the second equality. Similarly,
Nr(`0,Kσ Aε,Kσ ) = 2Nr
( ∫ σ
0
d`0,Ks EWs [Aε,Ks ]
)
= 4Er
[
1{τ0<τK}
∫ τ0∧τK
0
dt ϕε(Bt)
]
= 4Er
[ ∫ τ0∧τK
0
dt ψ(Bt)ϕε(Bt)
]
,
using (70) and (68). Furthermore, using (70) and (67), it is also easy to verify that
Nr((Aε,Kσ )2) = 4Er
[ ∫ τ0∧τK
0
dt ϕε(Bt)2
]
,
in such a way that we obtain
Nr((`0,Kσ −Aε,Kσ )2) = 4Er
[ ∫ τ0∧τK
0
dt (ψ(Bt)− ϕε(Bt))2
]
.
Take ε ∈ (0, r). Since ψ(x) = ϕε(x) when x ∈ (ε,K), we get
Nr((`0,Kσ −Aε,Kσ )2) ≤ 4Er
[ ∫ τ0∧τK
0
dt1{Bt<ε}
]
≤ 4ε2.
Let us fix δ > 0. We note that both (Aε,Kt∧σ + hε(Wt∧σ))t≥δ and (`
0,K
t∧σ + h(Wt∧σ))t≥δ are uni-
formly integrable martingales under N0(· | σ ≥ δ). Since the terminal values of these martingales
are Aε,Kσ and `0,Kσ respectively, we deduce from the last display and Doob’s maximal inequality
for martingales that
Nr
(
sup
t≥δ
(
`0,Kt∧σ −Aε,Kt∧σ + h(Wt∧σ)− hε(Wt∧σ)
)2 ∣∣∣σ ≥ δ) ≤ 4Nr((`0,Kσ −Aε,Kσ )2 | σ ≥ δ) ≤ cδ ε2,
where cδ > 0 is a constant depending on δ. Set εn = n−1 for every n ≥ 1. It follows from the
preceding display that
lim
n→∞ supt≥δ
∣∣∣`0,Kt∧σ −Aεn,Kt∧σ + h(Wt∧σ)− hεn(Wt∧σ)∣∣∣ = 0, Nr a.e.
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Since δ is arbitrary, and since hεn(w) −→ h(w) as n→∞, for any w ∈ Wr, it follows that
lim
n→∞A
εn,K
t∧σ = `
0,K
t∧σ for every t ≥ 0, Nr a.e.
We apply this result to a sequence of values of K tending to +∞, noting that we have Aεn,Kt =
ε−2n
∫ t
0 ds1{τ0(Ws)≥ζs,Ŵs<εn} and `
0,K
t = `0t for every t ≥ 0 and every n, except on a set of
Nr-measure tending to 0 as K →∞. This gives the result of the proposition, except that we re-
stricted ourselves to the sequence (εn)n≥1. The proof is however completed by a straightforward
monotonicity argument. 
Appendix B. Proof of Proposition 17.
We write q↑k for the quadrangulation with a boundary obtained at the k-th step of the (lazy)
peeling algorithm of the UIPQ. Recall that S↑k is the half-perimeter of q
↑
k and write M
↑
k for the
volume (number of faces) of q↑k. We have then the following convergence in distribution in the
Skorokhod sense (
n−2/3S↑bntc, n
−4/3M↑bntc
)
t≥0
(d)−→
n→∞
(
Υ↑t/3,V↑t/3
)
t≥0
, (71)
where the processes Υ↑ and V↑ are as in Section 6.4. See [12, Theorem 3] or [18, Section 5.3],
noting that these references deal with a more general setting, and that one needs to compute
the value of the relevant constants in the case of quadrangulations. At least for the first compo-
nent, the convergence (71) is basically a consequence of invariance principles for random walks
conditioned to stay positive [17].
On the other hand, we have, for every k ≥ 1,
H
(∞)
k = S
↑
Rk
, V
(∞)
k = M
↑
Rk
, (72)
where we abuse notation by still writing Rk for the number of steps of the peeling algorithm
needed for the k first layers of the UIPQ (in Section 6.3, we used the same notation but for
the peeling of a Boltzmann quadrangulation instead of the UIPQ, this should however create
no confusion here). In order to deduce Proposition 17 from (71), we thus need to control the
time change (Rk). To this end, the rough idea is that Rk+1 − Rk (the number of steps needed
to discover the k + 1-st layer) is close to 3 times the half-perimeter S↑Rk of the hull of radius k.
The appearance of the constant 3 comes from the property (39).
In order to make the preceding idea more precise, we introduce a probability measure P`
under which we run the peeling by layers algorithm of the UIPQ starting from a boundary of
length 2`. Under P`, vertices of the initial boundary receive labels 0 or 1 alternatively. When
running the peeling by layers algorithm, newly created vertices receive labels equal to their graph
distances from the set of vertices with label 0. Note that the label of a vertex may change in
the case of an event (Bj) or (B′j). We still write R1 for the number of steps needed to complete
the first layer, meaning that the boundary only contains vertices labeled 1 or 2, and (S↑k)k≥0 for
the half-perimeter proces under P` (in particular P`(S↑0 = `) = 1).
Before we state our first lemma, we notice that, for any 1 ≤ `′ ≤ `, we have
P`
(
min
k≥0
S↑k ≤ `′
)
≤ `
′
`
. (73)
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This is a straightforward consequence of the identity (41) relating the laws of S↑ and of S↓, or
rather of the extension of this identity to the case where S↑ and S↓ both start from ` (and then
the constant 2 has to be replaced by `). We leave the details to the reader.
Lemma 39. Let ε > 0. Then,
P`(R1 ≥ (3− ε)`) −→
`→∞
1. (74)
Furthermore, we can find constants Aε, Cε and ρε > 0 such that, for every ` ≥ 1,
P`
(
R1 > (3 + ε)`, inf
k≥0
S↑k > Aε
)
≤ Cε e−ρε`. (75)
Proof. We start by proving (75). It is convenient to introduce a sequence (ξk)k≥1 of integer-
valued random variables defined as follows. If, at the k-th step of the peeling algorithm, the event
(Bj) occurs (for some j ∈ {0, 1, . . .}), we take ξk = j+ 1, and otherwise we take ξk = 0. Writing
Fk for the σ-field generated by the first k steps of the algorithm, the conditional distribution of
ξk+1 knowing Fk is derived from the prescriptions in Section 6.2:
P`(ξk+1 = j | Fk) =
 12 p
(S↑
k
)
−j if j = 1, 2, . . . , S
↑
k ,
1− 12
∑S↑
k
i=1 p
(S↑
k
)
−i if j = 0,
where the weights p(L)−j , for L ≥ 1 and 1 ≤ j ≤ L, are defined in Section 6.2.
Let Nk be the number of vertices labeled 0 at the k-th step of the algorithm (and N0 = `),
so that R1 = inf{k ≥ 1 : Nk = 0}. From the definition of the algorithm, one easily gets that
Nk+1 ≤ (Nk − ξk+1)+, for every k = 0, 1, . . . , R1 − 1. It follows that Nk ≤ (`− (ξ1 + · · ·+ ξk))+
for k = 0, 1, . . . , R1, and therefore,
R1 ≤ min{k ≥ 1 : ξ1 + · · ·+ ξk ≥ `}.
For every integer m ∈ {1, . . . , `}, set Γm := min{k ≥ 0 : S↑k ≤ m}. Using the explicit form of
h↑ (and in particular the fact that h↑(` + 1)/h↑(`) is a decreasing function of `), we can, for
every integer k ≥ 1, couple ξ1, . . . , ξk with i.i.d. random variables ξ(m)1 , . . . , ξ(m)k taking values in
{0, 1, . . .} and with common distribution determined by P(ξ(m)i = j) = p(m)−j for j ≥ 1, in such a
way that ξ(m)i ≤ ξi for every i ∈ {1, . . . , k} on the event {Γm > k}. Using also the last display,
we get that (
{R1 > k} ∩ {Γm > k}
)
⊂ {ξ(m)1 + · · ·+ ξ(m)k < `}.
Recalling (39), we can fix m = Aε large enough so that the mean value of the variables ξ(Aε)i is
(strictly) greater than (3 + ε)−1. We have then
P`
(
R1 > (3 + ε)`, inf
k≥0
S↑k > Aε
)
≤ P(ξ(Aε)1 + · · ·+ ξ(Aε)b(3+ε)`c < `),
and standard large deviation results for sums of i.i.d. random variables give (75).
Let us turn to the proof of (75). The argument is slightly more involved since the upper
bound Nk+1 ≤ (Nk − ξk+1)+ does not help us to find a lower bound for R1 (the point is the
fact that events of the type (B′j) may also lead to a decrease of Nk). To begin with, we observe
that we may run the peeling by layers algorithm on a model with infinite boundary represented
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by Z, in such a way that even integers are labeled 1 and odd integers are labeled 0. We start
the algorithm from the edge (0, 1) on the boundary, using the probabilities p1 and 12p−j−1 for
steps of type (A) and (Bj) (or (B′j)) respectively. We notice that a step of type (A) occurs
with probability 2/3 and creates a vertex labeled 2. An event of type (Bj) does not change the
number of vertices labeled 2, whereas an event of type (B′j) can decrease the number of vertices
labeled 2 by at most j + 1. Recalling (39), we easily deduce from the law of large numbers
that the number of vertices labeled 2 converges to infinity a.s., which also means that after a
certain (random) number of steps, the vertices that lie to the left of vertices labeled 2 are no
longer affected by the algorithm. The same conclusion holds a fortiori if instead of using the
probability weights p1, p−j−1 (j = 0, 1, . . .) we use p(L)1 , p
(L)
−j−1 (j = 0, 1, . . . , L − 1). Indeed we
just have to observe that p1 ≤ p(L)1 and p−j−1 ≥ p(L)−j−1.
Let us return to the case with finite boundary. By the first part of the proof and (73), we
know that P`(R1 ≤ 4`) tends to 1 as `→∞, and it easily follows that, for every δ > 0,
P`
(
sup
k≤R1
|S↑k − `| > δ`
)
−→
`→∞
0.
A coupling argument relying on the law of large numbers also shows that P`(R1 ≥
√
`) tends to
1 as `→∞. Therefore, if we set
E` := {R1 ≥
√
`} ∩
{
sup
k≤R1
|S↑k − `| ≤ `/2
}
,
we have P`(E`) −→ 1 as `→∞. A comparison argument with the case of the infinite boundary
discussed above now shows that the following holds on the event E` except maybe on a set of
probability vanishing when ` → ∞: for every k such that b√`c < k ≤ R1, the k-th step of the
peeling algorithm affects the number of vertices labeled 0 only if it is of type (Bj). In other
words, we can find an event E′` ⊂ E` with P`(E`\E′`) −→ 0, such that on E′` we have
Nk+1 = (Nk − ξk+1)+
for every b√`c ≤ k < R1. In a way similar to the first part of the proof, it follows that, still on
the event E′`,
R1 − b
√
`c = min{j ≥ 1 : ξb√`c+1 + · · ·+ ξb√`c+j ≥ Nb√`c}.
Since it is also clear that P`(`−Nb√`c > ε`) −→ 0 as `→∞, for every ε > 0, and since we may
couple the variables ξk with i.i.d. variables ξ′k taking values in {0, 1, . . .} with distribution given
by P(ξ′k = j) = p−j for j ≥ 1, in such a way that ξk ≤ ξ′k for every k, a renewal-type argument
using (39) gives (74).
In the next lemma, we come back to the peeling by layers algorithm of the UIPQ. We consider
the “inverse process” of (Rk)k≥1 defined by
Tn = k if and only if Rk ≤ n < Rk+1,
with the convention R0 = 0.
Lemma 40. Let ε ∈ (0, 1) and 0 < s < t. We have
P
(
(3− ε)(Tbntc − Tbnsc)× minbnsc≤i≤bntcS
↑
i ≤ bntc − bnsc+ εn
)
−→
n→∞ 1, (76)
and
P
(
(3 + ε)(Tbntc − Tbnsc)× maxbnsc≤i≤bntcS
↑
i ≥ bntc − bnsc
)
−→
n→∞ 1. (77)
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Proof. We start by proving (76). Since RTbnsc+1 ≥ bnsc and RTbntc ≤ bntc, we have
bntc − bnsc ≥
Tbntc−Tbnsc−1∑
j=1
(
RTbnsc+j+1 −RTbnsc+j
)
. (78)
Now note that, for every j ≥ 1, conditionally on the event S↑RTbnsc+j = `, the distribution of
RTbnsc+j+1 −RTbnsc+j
coincides with the distribution of R1 under P`. Recalling that S↑k →∞ a.s. as k →∞, we then
deduce from (74) that, for every j ≥ 1,
P
(
RTbnsc+j+1 −RTbnsc+j > (3− ε)S↑RTbnsc+j
)
−→
n→∞ 1.
Let η > 0. Consider also a constant K > 1. Then for any fixed δ ∈ (0, 1), the bound
RTbnsc+j+1 −RTbnsc+j > (3− ε)S↑RTbnsc+j
holds for at least bKn1/3c − bδn1/3c values of j ∈ {1, 2, . . . , bKn1/3c}, except possibly on an
event of probability bounded by η when n is large. Using (78), we obtain that the bound(
((Tbntc − Tbnsc − 1) ∧ bKn1/3c)− δn1/3
)
× (3− ε) min
bnsc≤i≤bntc
S↑i ≤ bntc − bnsc
holds except on an event of probability bounded by η when n is large.
Now use (71) to observe that, if δ has been chosen small enough, we have
δn1/3 × 3 min
bnsc≤i≤bntc
S↑i ≤ εn,
except on a set of probability bounded by η when n is large, and therefore the bound(
(Tbntc − Tbnsc − 1) ∧ bKn1/3c
)
× (3− ε) min
bnsc≤i≤bntc
S↑i ≤ bntc − bnsc+ εn
holds except on a set of probability bounded by 2η when n is large. Furthermore, we may also
assume that K has been chosen large enough so that
bKn1/3c × (3− ε) min
bnsc≤i≤bntc
S↑i > bntc − bnsc+ εn
except on a set of probability bounded by η when n is large. By putting together the previous
observations, we conclude that
(Tbntc − Tbnsc − 1)× (3− ε) minbnsc≤i≤bntcS
↑
i ≤ bntc − bnsc+ εn
except on a set of probability bounded by 3η when n is large. This proves (76).
Let us turn to the proof of (77). In a way similar to (78) we now write
bntc − bnsc ≤ RTbnsc+1 − bnsc+
Tbntc−Tbnsc∑
j=1
(
RTbnsc+j+1 −RTbnsc+j
)
. (79)
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Let δ > 0. Using (71) and (73), we can fix α > 0 small enough so that, for every n,
P
(
min
k≥bnsc
S↑k ≤ αn
)
≤ δ. (80)
Then, using the Markovian properties of the peeling algorithm and (75), we get that for n large
enough (such that αn > Aε), for every j ≥ 1,
P
(
RTbnsc+j+1 −RTbnsc+j ≥ (3 + ε)S↑RTbnsc+j , mink≥bnscS
↑
k ≥ αn
)
≤ Cε e−ρεαn.
The same bound holds for the probability of the event{
RTbnsc+1 − bnsc ≥ (3 + ε)S↑bnsc, mink≥bnscS
↑
k ≥ αn
}
.
By (76), we have Tbntc − Tbnsc ≤ n with probability at least 1− δ when n large. Using also (80)
and the preceding estimates, we deduce from (79) that we have for all large n,
bntc − bnsc ≤ (Tbntc − Tbnsc + 1)× (3 + ε) maxbnsc≤i≤bntcS
↑
i ,
except on a set of probability bounded above by 2δ+Cε(n+ 1)e−ρεαn. This completes the proof
of (77).
We need a last lemma before we proceed to the proof of Proposition 17.
Lemma 41. The sequence of the distributions of n−1/3Tn, n ≥ 1, is tight.
Proof. We need to verify that P(Tn > An1/3) can be made small uniformly in n by choosing
A > 0 large. We observe that
P(Tn > An1/3) ≤ P(RbAn1/3c ≤ n) ≤ P(V (∞)bAn1/3c ≤M↑n)
since V (∞)k = M
↑
Rk
for every k ≥ 1. By (71), we have
n−4/3M↑n
(d)−→
n→∞ V
↑
1/3.
On the other hand, the known results about the convergence of hulls in the UIPQ (see [19,
Section 5] or [20, Section 6.2]) imply that
n−4/3 V (∞)bAn1/3c
(d)−→
n→∞ χA,
with a limiting process (χt)t≥0 such that χt ↑ ∞ as t ↑ ∞. Notice that [19, 20] deal with “simple”
hulls instead of the lazy hulls we consider here, but as far as volumes are concerned this makes
no difference (we leave it as an exercise for the reader to check that the volume of the lazy hull of
radius r ≥ 1 is bounded above by the volume of the simple hull of the same radius, and bounded
below by the volume of the simple hull of radius r − 1). It follows that
lim sup
n→∞
P(V (∞)bAn1/3c ≤M↑n) ≤ P(χA ≤ V
↑
1/3)
and the right-hand side can be made arbitrarily small by choosing A large. This completes the
proof.
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Let us turn to the proof of Proposition 17. We follow the method of [20, Proof of Proposition
10]. We fix 0 < s < t. From Lemma 41 (or from the bound (76)), we may assume that along a
suitable sequence of values of n, we have, for every integer k ≥ 0 and every 1 ≤ i ≤ 2k,
n−1/3
(
Tbn(s+i2−k(t−s))c − Tbn(s+(i−1)2−k(t−s))c
) (d)−→
n→∞ Λ
(s,t)
k,i
and these convergences hold jointly, and jointly with (71). From Lemma 40, we then get
2−k(t− s)
3 sup
s+(i−1)2−k(t−s)≤r≤s+i2−k(t−s)
Υ↑r/3
≤ Λ(s,t)k,i ≤
2−k(t− s)
3 inf
s+(i−1)2−k(t−s)≤r≤s+i2−k(t−s)
Υ↑r/3
.
By summing these bounds over i and then letting k →∞, we get that necessarily
Λ(s,t)0,1 =
1
3
∫ t
s
dr
Υ↑r/3
.
Since the limit does not depend on the sequence of values of n we were considering, we have
thus proved that, for every 0 < s < t,
n−1/3(Tbntc − Tbnsc) (d)−→n→∞
1
3
∫ t
s
dr
Υ↑r/3
and this convergence holds jointly with (71).
By Lemma 41, n−1/3Tbnsc is small in probability when s is small, uniformly in n. The
convergence in the last display then implies that we have also, for every t > 0,
n−1/3 Tbntc
(d)−→
n→∞
1
3
∫ t
0
dr
Υ↑r/3
=
∫ t/3
0
dr
Υ↑r
and this convergence holds jointly with (71). By a monotonicity argument, the convergence in
the last display holds in the functional sense (in the Skorokhod space), if both sides are viewed
as processes indexed by t ≥ 0. It follows that we have also
(n−3Rbntc)t≥0
(d)−→
n→∞ (3Ψt)t≥0,
where
Ψt = inf
{
s ≥ 0 :
∫ s
0
dr
Υ↑r
> t
}
in agreement with the notation introduced in Proposition 17. The preceding converges again
holds in the functional sense and jointly with (71). Finally, we use (72) and (71) to conclude
that (
n−2H(∞)bntc, n
−4V (∞)bntc
)
t≥0
=
(
n−2S↑n3×(n−3Rbntc), n
−4M↑n3×(n−3Rbntc)
)
t≥0
converges in distribution to (
Υ↑Ψt ,V
↑
Ψt
)
t≥0
.
This completes the proof of Proposition 17.
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