The persistent correlations between income and mortality, and inequality and mortality in the US is well established. It has been demonstrated with various empirical models at different levels of analysis. However, there is no consensus on the relevant confounding factors or even the functional specification of the income-inequality-health relationship across the literature. We interpret this as significant model uncertainty when it comes to the correct specification of the implied econometric model and provide a systematic approach to address it. Using BMA, we conduct a meta-analysis to determine the best model for explaining cross-sectional variations in mortality at the county level. The results provide a best set of confounding factors and emphasize the importance of controlling for unobserved State-specific factors. Furthermore, we uncover a robust nonlinear income-inequality-mortality relationship that challenges typical assumptions in the literature.
Introduction
Many theories have been proposed to explain differences and trends in population health: nutrition, economic growth, public health measures, gender equality, provision of maternal and children healthcare, health behaviors, medical treatment, and recently genetic differences. The increasingly unequal distribution of income in the developed world since the 1970s together with relatively low observed correlation between health and per capita income among developed countries has led to an additional explanation for the variation in population health. The income inequality hypothesis (IIH) articulated in Wilkinson (1992) posits that living in a social environment characterized by great inequality itself has direct and indirect negative effects on population health beyond what might be explained by income or resource deprivation. An extensive empirical literature emerged, investigating the correlation between a person's socioeconomic status and his/her health, particularly life expectancy or mortality (Daly et al., 1998; Lynch and Kaplan, 2000; Kawachi, 2000) . The early findings based on cross-sectional studies indicated a robust correlation between health outcomes and inequality.
However, the IIH has been subject to criticism lately mainly due to mixed-evidence that has emerged in the more recent empirical literature based on multi-level studies, calling into question both empirical and theoretical foundations of this hypothesis. The current debate has focused on the empirical evidence for different hypotheses about the causal relationship between income / inequality and health, and at different levels of analyses (e.g., individual vs. population, absolute income vs. income inequality, etc.).
As recent work tries to separate the evidence for IIH from an inequality effect induced by the shape of the income-health relationship, none of it questions the assumptions about the shape of that relationship or rigorously explores which confounding factors have to be included in the analysis to get an accurate estimate of the key relationships.
The latter shortcoming was pointed out by Lynch et al. (2004) and the former recently partially addressed in Wilkinson and Pickett (2008) , but we believe that our study is the first to address both issues in a systematic and rigorous fashion.
The present study focuses on part of the inequality-health literature that studies the joint associations between income and mortality, and inequality and mortality at the aggregate level. We specifically focus on untangling unresolved problems with confounding that obscure these relationships. Since this study uses cross-sectional data, it cannot resolve the question whether it is absolute income alone that matters or whether inequality results in additional deteriorating effects on population health via psychosocial and environmental factors as postulated by the IIH. We also cannot comment on the direction of causal relationships. Instead, we establish what appear to be the set of most relevant confounding variables that must be controlled for before these questions can be addressed empirically. By considering the possibility of a nonlinear relationship between income, inequality, and mortality, we further address the possible functional misspecification in prior studies. We find that for the US there are indeed strong relationships between both income and health, and inequality and health, even when key factors that capture differences in the physical and social environment explicitly are controlled for; but these relationships are nonlinear suggesting that the underlying assumptions behind an income-induced inequality effect on health need to be revisited.
What follows is a brief review of literature on the association between income inequality and mortality, its theoretical foundations, and some criticisms that have recently arisen. The third section of our paper introduces Bayesian Model Averaging (BMA) as a way of accounting for model uncertainty, which we use to address the question of what controls to include to correct for confounding. After discussing the data used for our analysis, we present and discuss the implications of our empirical results in section five.
Inequality as a Determinant of Mortality
The literature on the correlation between income, inequality, and mortality is vast and it is not the purpose of this paper to review the individual contributions to it (comprehensive reviews have been conducted by Kawachi, 2000; Wagstaff and Doorslaer, 2000; Lynch et al., 2004; Subramanian and Kawachi, 2004; Kondo et al., 2009 ). Instead we will focus on the theoretical explanations and implications of the income-health relationship, what it implies for the relationship between inequality and health, and IIH.
The correlation between income, inequality, and health was initially based primarily on empirical observations until the seminal article by Rodgers (1979) suggested that the relationship between income and health itself implied a relationship between inequality and health. The basic intuition is that improvements in health due to increasing income are particularly profound at very low-income levels (e.g., absolute deprivation), but diminish with rising per capita income. The diminishing returns to income in terms of population health, according to Rodgers (1979) , imply a relationship between population health outcome and income inequality. The concavity of the income-health relationship implies that two countries with the same level of average income but different income distributions, population health should be worse ceteris paribus in the more unequal country (as illustrated most clearly in Gravelle, 1998) . In addition, the causation is believed to run from income to mortality, not the other way around. Numerous empirical studies suggest that although poor health might cause lower income, this is not "the primary mechanism behind the association between income and health" (Lynch et al., 2004, p. 10) . Moreover, it is accepted that the direction and the shape (i.e., concavity) of the association between income and health holds at both individual and population level.
The idea that any observed correlation between population health and income inequality is solely induced by the relationship between income and health -by the "concavity-induced inequality effect" (Wilkinson and Pickett, 2008) -has been referred to as the absolute income hypothesis (AIH) (Wagstaff and Doorslaer, 2000; Lynch et al., 2004) . On the other hand, there is a key question in the literature as to whether this induced effect is truly the only underlying cause of the observed correlation between inequality and population health. The income inequality hypothesis (IIH) answers this question by proposing two main pathways that link income inequality to mortality (Kaplan et al., 1996; Wilkinson, 1998; Daly et al., 1998; Kawachi, 2000) . 1 The first pathway is about the material dimension of daily life that is characterized by a systematic (under)investment in human, physical, health, and social infrastructure. The second pathway works through the psychosocial dimension that refers to the perceived as well as actual characteristics of the social environment that have negative effects on individual health. It would not be too simplistic to think about these pathways based on: (1) human capital and its material determinants, and (2) social capital and social cohesion, respectively. Inequality therefore becomes a catchall for the multidimensional social environment that individuals live in many aspects of which may not be directly observable.
We accept that by design, our analysis does not allow us to directly comment on the validity of IIH versus AIH. Our results are based on an aggregate (county-level) cross-sectional dataset that is not suitable for uncovering the effect of community-level factors on individual health outcomes (Wagstaff and Doorslaer, 2000 , as pointed out by). However, our study addresses the other concern that has arisen in reviews of the empirical literature (Lynch et al., 2004, namely) and that will be important to take into consideration in future multi-level studies aimed at demarcating the credibility of one hypothesis about inequality and health compared to another: confounding. The entire 1 Note that Wagstaff and Doorslaer (2000) and Lynch et al. (2004) identify a number of other hypotheses that are not as widely used as the AIH and IIH. For example, the relative income hypothesis (e.g., Wilkinson, 1998; Gravelle, 1998) relates individuals health to the distribution of income in the society by measuring the deviation of individuals income from the population mean income. The deprivation hypothesis takes into account the extent of poverty and/or deprivation by measuring the income gap. Finally, following (Wilkinson, 1998) , the relative-position hypothesis considers not the absolute level of income but ones relative position in the income distribution at national and local levels. debate outlined above rests on the observed empirical relationships between income and health, and inequality and health. Confounding implies, however, that these relationships themselves are not consistently estimated, undermining the collective effort to decompose them in order to test various explanations.
There is broad agreement that many factors may influence health outcomes and most studies have included a variety of controls to account for confounding. However, there is no consensus what the main drivers are (i.e., which variables are the frequently Furthermore, a summary of empirical evidence to date by Lynch et al. (2004) raises some questions about the earlier findings and associated conceptualizations. First, income inequality and health outcomes are not neatly correlated at the population-level among the wealthy nations. Second, there "seems [a] reasonably robust" association between income inequality and variety of health outcomes across States (Lynch et al., 2004, p. 81) and metropolitan areas while the multilevel US studies produce mixed evidence despite more consistent associations at the State-level. Third, although "income inequality is the most consistently linked to the population health" in the US (i.e., a solid aggregate cross-sectional association), the question of confounding remains (again Lynch et al., 2004, p. 81 The recent literature has, however, ignored these issue and largely focused on finding evidence for IIH versus AIH using multi-level analysis. We offer a systematic analysis across a large number of possible models to address this issue by employing Bayesian model averaging (BMA). Thus we provide much more robust evidence for which confounding factors should be included and which appear to provide no independent information. In this way, it presents the first rigorous meta-study of which confounding factors -including unobserved State-to-State differences -affect the aggregate-level correlations between income and health, and inequality and health using US data. With respect to IIH vs. AIH, although there is strong evidence for the latter and some evidence for the former, "income inequality may not be capturing the hypothesized effects of social capital or psychosocial factors but rather the effects of state-level policies toward the poor that are correlated with income inequality" (Wagstaff and Doorslaer, 2000, p. 564 ). Sine we explicitly control for unobserved State-to-State differences, our analysis offers direct insight on this latter point.
As a point of caution, it is necessary to note that the relationships between health, income, and inequality are likely to be country-specific, so that the results we present for the US using data from mid-2000s should not be expected to translate to other countries. E.g. the most relevant confounding factors uncovered here may not be as relevant in other countries. This is a pertinent warning since as Lynch et al. (2004) pointed out, the US appears to be an exceptional case when it comes to the incomeinequality-health nexus.
Why Bayesian Model Averaging?
The open question of which confounding factors to control for implies uncertainty about which model specification correctly capture the correlative relationship between mortality and observable proxies of social setting (including income and income inequality)
without suffering a critical misspecification. To address this issue, we use BMA to consider a large number of plausible models simultaneously and base our results on all models' weighted contributions to the estimated coefficients for each variable considered. The results provide us not only with model averaged marginal effects for each of the plausible explanatory variables considered, but also provides a criteria for choosing which regressors to include in the "best" (or most likely) model.
We take the view that income and income inequality really serve as broad proxies for a variety of other factors that affect health outcome. Choosing appropriate controls allows us to estimate the collective impact of these unobserved factors, but the choice of controls is non-trivial since income and inequality are both likely to be related to obvious choices like education. Nonetheless, omitting or choosing inappropriate controls for the confounding influences will lead to spurious inferences as we will illustrate. Hence, a broad and systematize approach like BMA is necessary to resolve the confounding issue. Table 1 indicates that various studies have looked at levels of absolute deprivation / poverty, the availability of medical services and health insurance, education, sex and other demographic characteristics, labor market factors like unemployment, and the social and physical environment, but as already mentioned, no study reviewed in Lynch et al. (2004) considered controls in all of these categories simultaneously. 3 In this paper, we consider a variety of indicators that serve as proxies for all of the categories of confounding factors listed above. We also consider the possible nonlinear interaction between income and inequality that was considered by Wilkinson and Pickett (2008) .
Our novel contribution to this literature is that we consider these all possible model specifications from a model that includes none of the candidate controls to one that includes all of them -and every permutation between -and average their influence weighted by the explanatory power of the models in which they appear. BMA is described in detail in Hoeting et al. (1999) and the Stata implementation used in the present work is due to Magnus, Powell, and Prüfer (2010) ; De Luca and Magnus (2011) .
We will give a cursory basic description of BMA in the following subsection, but refer the interested reader to these sources for more details.
BMA: A Primer
The basic idea behind model averaging is to explicitly account for model uncertainty in the parameter estimates produced when estimating linear regression models. Typical OLS estimation and the associated desirable properties of the estimated parameters depends on the assumption that the specification used to draw inferences capture the correct correlative structure of the data. Almost no practically minded researcher believes they can a priori select the correct model with certainty, which is why typically several alternative specifications are presented alongside an argument of which one of them is the right one. While this is the broadly accepted procedure for conducting this kind of empirical research, the estimates it produces fail to take into account the uncertainty about which model is most likely to be the right one. Model averaging procedures like BMA try to address this by weighting the various models based on fit and then averaging the parameter estimates they produce across models.
(where θ is the parameter vector used to specify the model) represents a particular model 4 in the modeling space M, and we assume that the correct model for parsimoniously describing the data is also contained in M. We can then not only calculate a posterior probability distribution for the parameter values θ given the data, but also a posterior probability that model M i [θ] is the model from which the data was generated. This requires calculating the marginal likelihood 5 (noted as
in what follows) and applying Bayes' Law, (1). The denominator is the marginal probability of observing the data across all models in M and P [M i ] is our prior, which in the present analysis is assumed uniform. 6
The actual calculation of the posterior probability for each model can be computationally intensive because of the multi-dimensional integral involved in calculating the marginal likelihood, although on modern computer it is not a problem until M contains a large number of candidate models. While it would be possible to use this posterior to make a decision whether one model is favored over another, BMA instead uses the posterior to calculate a weighted average of the point estimates (denoted aŝ θ i ) due to each model in M as shown in (2). The same basic procedure is also applied to standard error estimates.θ
The BMA estimates,θ, and the associated standard errors directly reflect the uncertainty about which is the correct model for describing the data, eliminating the overreach of basing inferences on only one of multiple models considered. In our particular case, the models we are considering are all linear regression models of the form:
The distinction between Xs and W s is that the former are regressors included in every model specification while the latter are the variables that we are uncertain about (consistent with De Luca and Magnus, 2011) . In other words, our model space includes the model with only the X regressors, the model with all X and W regressors, and every permutation between. Hence M contains 2 k 2 plausible models.
It is also typical to calculate the posterior inclusion probability (PIP) for each of the regressors about which we are uncertain (the W s). Intuitively the PIP reflects the explanatory power of the individual regressor across models. The PIP can be used as a guide regarding which regressors should be included if one had to choose a single "best" model. Magnus, Powell, and Prüfer (2010) ; De Luca and Magnus (2011) suggest that PIP values of 0.5 or greater (reflecting even odds that inclusion of the associated regressor is justified by the data) as a decision criteria for inclusion in the "best" model. We will also pay special attention to regressors whose odds for inclusion are 2:1 or greater (corresponding to a PIP of 0.66 or greater).
We consider explaining the variations in age-adjusted mortality rates at the countylevel using 25 possible regressors that include log of median household income, inequality (Gini), and their nonlinear interaction plus 22 controls in the categories discussed above. All 25 regressors are considered as candidates for inclusion about which we are uncertain (i.e., as W s). In addition, we control for State-to-State differences that are not directly observed using State-specific dummy variables that are included in every model (i.e., as Xs so that k 1 = 50). 7 The model space therefore contains 33,554,432 distinct models ranging from the model that simply estimates the State-level mean mortality to the one that considers conditionality on all 25 possible explanatory variables. 8 7 There are county-level observations from all 50 states plus the District of Columbia in the sample and Colorado was omitted so that this specification implies the inclusion of 50 State dummy variables.
8 Given the large model space, the run-time for the analysis was almost 8 days using Stata IC on an iMac desktop with a 2.66 GHz dual-core processor and 8GB of RAM.
Data
Our analysis is based on 3,100 counties in the lower 49 states plus the District of Columbia. We excluded Alaska and a few additional counties either because of missing data or special circumstances inflated their mortality rates (e.g., seven coastal counties in Louisiana that had elevated mortality rates due to Hurricane Katrina in 2005). The primary source of the data for the current work is the Area Resource File (ARF), which is a composite data set drawing from the American Community Survey (ACS) and decennial census data (both created by the Census Bureau), as well as the American Hospital Associations (AHA) Survey Database. The two crime variables come from county-level arrest data downloaded from the National Archive of Criminal Justice Data (NACJD).
Our primary health outcome variable is the age-adjusted mortality rate based on deaths from all causes per 1,000 population. The ARF data was supplemented by a 5-year average for the age-distribution within counties given in the ACS and national age-distribution weights based on Current Population Survey (CPS) data, which were used to construct age-adjusted mortality rates according to the procedure described in Curtin and Klein (1995) . The only deviation we make from this typical procedure is that the normalizing national weights are based on a 3-year average age distribution (2005) (2006) (2007) constructed from CPS data instead of using the 2000 Census data. This adjusts for demographic changes that have occurred since 2000. For all estimations, the dependent variable is the log of the average age-adjusted mortality rate. 9
Most of the variables used where averaged over multiple years to smooth out year-toyear variations. Median household income was divided by the square-root of average household size to produce size-adjusted median household income; the log of sizeadjusted median household income serves as our income measure. The complete list of variables and their source is given in table 2.
9 The estimated coefficients therefore show the marginal impact of a change in the regressor resulting in a %-change in the mortality rate. 
Results
The results of BMA across all 33.6 million models considered in this analysis are given in table 3 (the coefficients on the State dummies have been omitted for clarity). Listed are the model-averaged coefficient estimates, estimated standard errors, and posterior inclusion probability (PIP) for each regressor. Immediately notable is that all of the income and inequality variables have PIPs of 0.96 or more, and should be included in any model that tries to explain the cross-county variation in mortality in the US. The high PIP of the inequality / income interaction term suggests that the relationship is nonlinear, implying that analyses omitting this term will produce biased estimates of both the income-health and inequality-health gradients due to their functional misspecification. It also means that the directions of correlation between income and health, and inequality and health are dependent on the level of inequality and income respectively, and cannot be interpreted in isolation.
The combination of coefficients implies that for counties with a low median sizeadjusted household income, the coefficient on inequality is negative implying that greater inequality is associated with a lower mortality rate. Furthermore, the coefficient maybe quite large for counties who are significantly below the mean size-adjusted median household income of $23,800. This "perverse" inequality-health correlation has not been documented in the literature before. In wealthy counties with size-adjusted median incomes well above average, inequality appears to have the expected relationship with mortality (i.e., lower inequality is associated with a lower mortality rate).
For middle income counties, there does not appear to be an important relationship between health and inequality.
The income-mortality relationship is consistent with general intuition: higher median household income is associated with lower mortality at all levels of inequality although the relationship weakens with increased inequality. (Technically, the relationship changes direction at extremely high levels of inequality, but the coefficient is Figure 1 : The BMA estimated income-mortality and inequality-mortality gradients when State-effects are considered in the estimation.
In our view, several explanation are plausible for the observed robust nonlinear relationship. It might be that the effect of experiencing inequality in one's immediate social environment on health is contingent on income levels and that IIH holds more strongly at extremely low or high income levels. Alternatively, it may be that the underlying income / health relationship is not globally concave, as suggested earlier. 10 By construction, the aggregate cross-sectional study we conducted is of no help sorting out which explanation is more consistent with the data, though we would like to emphasize that the discovery of this nonlinear behavior is itself an important finding.
The prime motivation for using BMA is to address the problem of confounding and to identify the income / inequality / health relationship that is most likely to capture the correct correlative structure presented by the data. As the results in table 3 show, a number of the candidate confounding factors matter (indicated by PIPs of more than 0.50). Among the confounding factors, total crime (including violent and property crimes), Medicaid eligibility, hospital density, lack of insurance, incidence of singleparent households, the % of the population with a college education, and the proportion of the population that identifies as hispanic provide considerable explanatory power across models (PIP greater than 0.9). Only the level of urbanization represents a boundary case with a PIP of 42% -below the 50% threshold for inclusion, but close.
Notable is that all explicit poverty measure apparently do not warrant inclusion, though we suspect that Medicare eligibility turns out to be a more informative proxy for poverty than these measure across all models.
The signs of most of the candidate controls are intuitive. Even the negative sign of the % of the population that is of Hispanic origin reflects a well-documented social network effect (i.e., the Latino Paradox). Less intuitive is the large positive coefficient on hospital density (hospitals per 1,000 population). This likely reflects the fact that far more deaths occur at hospitals than any other uniquely identifiable location. Furthermore, hospital locations are dictated by complicated confluences of resources, community need, and local politics. Any causal link between hospital density and mortality is likely very complex. Luckily it is simply a control to disentangle the relationships between income, inequality and health in our analysis, and the exact relationship is in this sense immaterial. More broadly, this highlights the fact that cross-sectional analysis like ours can only ever clarify correlative -not causal -relationships.
Counterintuitively, a lack of health insurance coverage at the county-level appears to be associated with a decrease in mortality. We do not have a strong explanation for the sign of this coefficient, though it is possible that it is capturing a higher presence of "young invincibles" who know that they are healthy and therefore forego having insurance by their own choice. Our speculation is that the health insurance variable is working as a proxy for a population that is characterized by better health, healthier behavior, and correspondingly lower mortality. 11
A number of plausibly confounding factors that capture various aspects of the social environment, household behavior, demographics, and access to care in a county do not appear to matter: population density, reliance on social security income or public income assistance, unemployment, low levels of education, % of the population who identify as Black, and commuting behavior all have PIPs of less than 50%. Some of these factor are surely correlated with income, inequality, and some of the other variable included in the study, so how can they be ruled out? The answer is that by considering the relative posterior probability in favor of the models including them versus models that do not, BMA captures the fact that on average including them does not add to a model's explanatory ability. Since coefficient estimates are averaged across all models, biases due to omission are averaged out. These specific indicators of the social environment in a county simply do not provide much independent information beyond what income, inequality, and the other controls already explain!
Comparing "Best" Models
In table 4 we list the OLS estimates for the "best" model suggested by the BMA analysis above -models (2) -as well as two alternative specifications that highlight the relevance and robustness of our results. All three specifications controlled for Stateeffect via the inclusion of State dummy variables and these effects were found to be significant at the 1% level in all models. Standard errors were not assumed to be homoskedastic in any of the estimations.
Model (1) (1) is inferior to all other specifications shown in the table. More importantly, it leads to the spurious conclusion that there is no inequality effect on mortality.
The difference between model (2) and model (3) is the inclusion of urbanization as a control. In this standard OLS estimation, the % of the population living in an urban setting is a statistically significant factor in explaining the cross-county variation in mortality rates. It's omission in (2) appears to lead to a minor overestimation of the relationship between inequality and mortality.
The estimated coefficients for income, inequality, and their interaction in specifications (2) and especially (3) are not notably different from those produced by BMA.
At average levels of income and inequality, the relationships between mortality and income, and mortality and inequality described above persists: inequality matters for low-income counties but in the reverse direction from what a concavity-induced effect would suggest. As we have stated earlier, this is either because this relationship is locally not-concave or because other inequality-related factors overwhelm it.
The values of BIC and adjusted R 2 suggest that (2) and (3) offer similarly good fit of the data, and are much better specifications than (1). Since the coefficient estimates based on model (3) match the BMA estimates slightly better, it is the specification that was used to estimate the statistical significance of the income-mortality gradient for different levels of inequality and of the inequality-mortality gradient for different levels of income that were referenced above. Important to note is that all of these results (BMA or either single-model OLS regression) highlight that mortality is highly dependent on the social environment (indicated by the level of urbanization, criminal activity, % of the population that is college educated, the % of the population of Hispanic descent, and the number of single-parent households).
Based on model (3), we can estimate the income-mortality and inequality-mortality gradients for different levels of inequality and income respectively. Doing so further (1) shows an agnostic baseline that includes no controls aside from the State-dummies to explain variation in log(mortality) across counties. Model (2) is the preferred "best" model uncovered via the BMA analysis with the inclusion criteria of PIP > 0.5. Significance at the 2%, 5%, and 10% level is indicated by ***, **, and * respectively, and standard error estimates appear in parenthesis. The BMA estimates coefficients are also shown for convenient comparison.
illustrates our finding of a nonlinear relationship between inequality and health (as visualized in figure 1 ). The estimated elasticities (semi-elasticity for inequality) at the 5th, 50th, and 95th percentile values for inequality and income respectectively are summarized in table 5. At low levels of inequality, the income-mortality elasticity is negative and highly significant (the p-value is less than 0.1%) and implies that a 1% increase in median household income is associated with a 0.22% reduction in mortality. At higher levels of inequality, the elasticity remains negative but decreases in magnitude. Surprisingly, in counties with low median income, a increase of 0.1 in the Gini appears to be associate ceteris paribus with a 0.02% decrease in mortality.
Among higher income counties, this relationship is reversed and the same change in inequality would be associated with a 0.02% increase in mortality. This nonlinearity has not been uncovered in previous studies and may help explain the lack of consensus among the results reported in the literature. Table 5 : Estimated income-mortality elasticities at different level of inequality, and inequality-mortality gradients at different levels of income. Statistical significant is indicated by *** for significance at 2% and ** for significance at 5%.
County Characteristic

Multicollinearity
It is worth emphasizing that many of the variables considered in our study are strongly correlated with each other as well as with income and inequality, which is one good reason for using BMA to explore the best combination of variables to include in a Table 6 : Variance Inflation Factors (VIF) for the regressors included in the "best" models.
"best" model. While very good for sorting out the correlative structure in the data, this kind of analysis based on cross-sectional data cannot elucidate the causal relationships between variables. As Lynch et al. (2004) have pointed out, this is a failing of any cross-sectional study and more studies that can actually address causality should be conducted (for an innovative example, see Baird, Friedman, and Schady, 2011) . Crosssectional studies like this one, however, provide the prerequisite groundwork of which relationships to explore and our particular approach makes an important contribution by robustly identifying the most dominant correlations between variables even when they are highly interrelated.
To emphasize that multicollinearity remains a notable feature of the "best" models shown in table 4, we list the variance inflation factors (VIF) for the included regressors for models (2) and (3) in table 6. Most notable is that inequality, income, and the income / inequality interaction regressors are extremely strongly correlated with each other and many of the other regressors, greatly inflating their estimated standard errors.
Despite this, they show up as highly significant factors when it comes to explaining cross-county variations in mortality in the US.
We would also like to make the point that this is exactly why a systematic approach to considering all plausible models is so important. This level of multicollinearityresulting in VIFs of over 1,000 -can pose difficult problems when model specification is not made a focal point of the analysis. While our study does a lot to clarify the most important correlations, it is also clear that there is a lot of cross-county variation in mortality that is not yet explained. 12 The important lesson from our work is that future explorations of missing confounding factors should consider the broadest set of plausible specifications and not just mechanically add regressors to our results.
It should also be noted that in models (2) and (3) 
Comparing "Best" Models by Age Group
So far we have considered only all-cause, age-adjusted mortality rates for all ages. Lynch et al. (2004) and Wilkinson and Pickett (2008) both suggest that cause-specific or age-specific mortality rates seem to have different relationships with income and income inequality, and Wilkinson and Pickett (2008) specifically test whether mortality rates known to have a strong relationship with income exhibit a stronger relationship with inequality, which could be interpreted as circumstantial evidence for the AIH.
We re-ran our BMA analysis for all-cause mortality for three different age categories to verify this result. The outcome variables considered were the log-value of infant mortality, age-adjusted mortality among the working-age population (25-64), and age-12 Almost 40% remains unexplained by model (2) and (3) Table 7 : "Best" OLS models that kept regressors whose PIP was greater than 0.5. As before, *** indicates significance at 2%.
adjusted mortality among the elderly (65+). Our prior speculation was that both infant mortality and mortality among the elderly should be less sensitive to income variations, and therefore we expected to find a weaker relationship to inequality. Rather than present the BMA results in their entirety, table 7 shows the results of estimating the "best" models for each age group.
Estimating the implied elasticities for the working-age population, the same general pattern described at the beginning of this section (summarized in Table 8 : Estimated income-mortality elasticities (semi-elasticities) at different level of inequality, and inequality-mortality gradients at different levels of income for mortality among the working-age population. Statistical significant is indicated by *** for significance at 2% and ** for significance at 5%.
Most of the controls have the expected signs for explaining mortality among the working-aged. Only foreign-born population begs for some clarification. Some argue that even if they used to live in low-income countries, recent immigrants may come to the US with a health advantage that deteriorates as they become "Americanized" (Adelman, 2009 ) possibly due to network effects similar to those that explain the "Latino Paradox". Other indicators of the social environment (urbanization, crime, and % of single-parent households), and resource deprivation (proxied by Medicaid eligibility, child poverty, and need-based assistance) have intuitively understandable effects.
Striking but expected, there is no statistically significant socioeconomic gradient (income, inequality, and the interaction between the two) for infant mortality, and only county-level income differences themselves matter for mortality among the elderly.
Our study is not the first to produce this result (see for example Mellor and Milyo, 2001 ), and it is consistent with the notion that infant mortality and elderly mortality are less sensitive to income variations in the US compared to working-age mortality.
It also emphasizes our point that both income and inequality capture both the social environment that the household finds itself in as well as resource availability. The exact relationship is likely locality-specific and indeed our findings suggest that the factors identified as relevant for explaining the variation in infant-mortality across counties via BMA do not leave much to be explained by income differences. Since many of the regressors are strongly correlated with income, leaving them out could easily result in an analysis showing that income was a statistically significant explanatory variable of infant mortality when that is not really the case. In fact, we can robustly reject this conclusion: our analysis considered all models with and without income, and the inclusion of income must not have added to the better models' explanatory power to produce these results.
Two of the estimated coefficients deserve some further explanation. It is not intuitive, however, why as the percentage of workers with a long-commute (90+ minutes) goes up, the infant mortality decreases. It is plausible that this is picking up other social factors like a higher incidence of a stay-at-home parent when the primary income earner has a long commute. Regarding the opposing signs on poverty and child poverty, it appears that if the population in poverty does not include many children, infant mortality is relatively unaffected. However, when the incidence of poverty and child poverty are similar, the net effect would be increased infant mortality. All remaining controls (access to care matter, crime, education, percentages of blacks and hispanics) have their expected signs for infant mortality.
For the elderly, the majority of variables have their expected signs, though it is not clear to us why the lack of health insurance would reduce the mortality among the elderly or why a higher incidence of child poverty might be associated with increased elderly mortality. The argument centered on "young invincibles" suggested earlier seems implausible in this context, though it may still be capturing some other important cohort effect. With regards to child poverty, it may be that senior family members in low-income communities are more likely to provide care to the detriment of their health, but this is pure speculation.
However, the relevance of these results is the contrasting importance of the socioeconomic variables for explaining variations in working-age mortality compared to the irrelevance of inequality for explaining variations in infant or elderly mortality. This is consistent with the speculation that mortality (and health in general) among the working-age population is particularly sensitive to differences in income. Furthermore, this presents circumstantial evidence that the inequality-health correlation has more to do with an absolute income (i.e., AIH) than with inequality as a proxy for psychosocial environment that is bad for public health (IIH). However, the underlying income-health relationship may not appear to exhibit diminishing returns at low incomes. More importantly, our results suggest that many of the studies purporting to investigate the IIH suffer important omitted variable bias and functional misspecification problems, rendering much of that literature even more inconclusive than has already been acknowledged.
Conclusion
The association between income (inequality) and population health in the United States has been studied widely and the US has been identified as the exceptional case in terms of the robustness in these relationships across time and different studies. According to one of the most authoritative and extensive reviews on the literature, "[w]hile the aggregate cross-sectional association seems fairly solid, especially using data from the 1990 census, questions remain about confounding. These issues center on whether income inequality is a marker or other contextual characteristics of regions, states in the United States, and the extent to which it is confounded by the compositional characteristics of areas such as race/ethnicity, education, and individual income." (Lynch et al., 2004, p. 81) . Despite all the prior work, relatively little is understood about the details of these correlations as indicated by the lack of consistency in choosing appropriate controls for confounding factors and lack of attention to possibly nonlinear relationships. Our study addresses both of these issues, and especially with regards to confounding, provides a systematic and comprehensive analysis.
Several further insights arise from our results. First and foremost, income, inequality, and their interaction remain important proxies for resource deprivation and social environment even when specific aspects of either are controlled for explicitly. Furthermore, controlling for contextual characteristics of the locality -specifically State-effects -proved important in understanding the county-level variation in overall mortality.
Second, since we also considered the functional specification of how income and income inequality might affect mortality, we discovered that the relationship is robustly nonlinear for mortality rates that are generally sensitive to variations in median income across counties. The take away is that not just the strength, but even the direction of the inequality-mortality relationship depends on the level of income. While it is beyond the scope of this study to exhaustively explore the roots of this nonlinearity, it appears statistically robust and demands further investigation.
Two plausible hypotheses were presented in this paper. First, it is conceivable that inherent inequality effect beyond what is induced by diminishing returns to income in terms of health outcomes have different strengths at different income levels. This would imply that at some income levels, strong forms of the IIH hold. This seems at odds with the observation that if mortality rates are not sensitive to income variations, there appears to be no inequality affect as seen in the case of infant and elderly mortality.
An alternative explanation might be that the income-health relationship itself is not universally concave. If this were the case, much of the literature aimed at discerning between the absolute income hypothesis (AIH) and the income inequality hypothesis (IIH) would be methodologically ill-conceived. Alas, we cannot confirm that this is indeed the case and simply suggest that this be a new direction of research in this field.
