In the genomic era fast and reliable methods for protein structure comparison are needed. The maximum contact map overlap (CMO) is a measure of protein structure similarity. Exact methods are known for the maximum CMO problem but they are exponential in the worst case and not applicable for large-scale comparison of protein structures. In this paper we present a heuristic algorithm for the CMO problem. Our approach relies on the property that a contact map can be approximated by a fraction of its eigenvectors. We can heuristically obtain good overlaps of two contact maps by computing the optimal global alignment of just few of their principal eigenvectors. Our algorithm is simple, fast and its computing time does not depend on the threshold adopted to represent the contact maps. Experimental results show that it is comparable to exact CMO methods in terms of the quality of the overlap and to structural alignment methods in terms of protein structure comparison. Moreover, our algorithm is fast enough to be used for large-scale comparison of protein structures.
Introduction
Proteins are the most abundant macromolecules in living systems and serve important functions in essentially all biological processes. Proteins spontaneously fold into a unique characteristic three-dimensional (3D) conformation, which determines their biological role and which is crucial for their correct functioning. It is generally assumed that protein structures are more conserved than sequences through evolution and that proteins sharing similar folds are likely to have similar biological functions and common ancestors. This is at the bases of several heuristic methods trying to predict the protein structure from its sequence [14] . Protein structural comparison attempts to establish equivalence between protein molecules by measuring the similarity of their 3D structures. Structural comparison is a useful tool for the evaluation of protein equivalence in presence of low sequence similarity, when the amount of structural similarity cannot be directly inferred by sequence alignment. There are several similarity measures for protein structures but no general agreement on the best one has been achieved [7] . Every similarity measure relies on the choice of a scoring function and on the assumption that its optimum corresponds to the best possible match between two protein structures. The most widely adopted scoring measures are based on the root mean square deviation (RMSD) [12] , distance map similarity [9] and contact map overlap (CMO) [6] .
A protein contact map is a binary symmetric matrix whose entries i, j are 1 if and only if the Euclidean distance between the i-th and the j-th residues of the protein is below some given threshold. The CMO measure quantifies the level of similarity between two protein structures by measuring the maximum overlap of their contact maps. The maximum overlap is obtained by computing the sequence alignment that maximizes the number of corresponding contacts between pairs of aligned residues. The maximum CMO is one of the few measures for which exact algorithms are known. On the other end, the maximum CMO problem is known to be NP-hard [8] .
The first exact algorithm for the maximum CMO problem, based on integer programming (IP), was developed in [13] and improved in [4] . Later, several other methods based on the same approach were proposed [18] , [20] , [1] . The IP approach consists in formulating the CMO as the maximization of some integer linear function and solving it with Lagrangian Relaxation (LR) and/or Branch & Bound reduction techniques. The disadvantage of IP-based methods is that, due to the intractability of the problem, they are exponential in the worst case. For a practical use, the running time of these algorithms is bounded and the best solution within the time-limit is returned. The counter part is that these methods provide upper and lower bounds to the optimal solution, which makes it possible to evaluate the quality of the partial solution computed (i.e. the distance between the upper and the lower bounds) and to detect if the best possible overlap has been found (i.e. if the upper and lower bounds coincide). Recently, a polynomialtime approximation scheme for the protein structure alignment problem (in particular, contact map alignment) has been developed [21] . A polynomial-time approximation scheme is an approximation algorithm that, for every > 0 produces a solution that is within an factor of the optimal. The approximation algorithm described in [21] is polynomial in the protein size but it is exponential with respect to some constant parameters and its running time increases with the decreasing of the factor.
Despite the strength of the underlying formalization, the CMO-based algorithms are scarcely used to compare protein structures and structural alignment methods are generally preferred (i.e. methods based on RMSD and distance maps similarity measures). Indeed, the algorithmic implementations of the exact and approximation methods are on the average extremely slow to be used for wide-scale comparison of protein structures. Furthermore and most importantly, there is no agreement on the most suitable contact threshold to represent a protein structure [5] . Higher-threshold contact maps are more informative, but they impose a much higher number of constrains and, again, this makes the adoption of exact/approximation methods not feasible. To our knowledge, up to now, only two heuristic methods, MSVNS [16] and SADP [11] , have been proposed for the CMO problem. Even if not optimal, MSVNS and SADP can produce in a reasonable time acceptable solutions for the CMO problem compared to exact methods.
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In this paper we describe a new heuristic algorithm for the CMO problem. Our approach is based on the property that a contact map can be well-approximated by a fraction of its eigenvectors. Thus, an acceptable overlapping of two contact maps can be heuristically obtained by performing a global alignment of just few of their eigenvectors. Our algorithm is easily implementable, fast and, more importantly, by construction, its running time does not depend on the contact threshold. Experimental results show that it can compute good overlaps compared to exact CMO methods and that its performances in terms of protein structure recognition/classification are comparable with those of structural alignment methods. In therms of computational time, our implementation is comparable to the fastest structural alignment algorithms and it is much more faster than the heuristic CMO method MSVNS (SADP is not publicly available, thus it was not possible to compare also its performances).
The paper is organized as follows. In Section 2 we formally define the CMO problem. In Section 3 we describe in detail our approach. Sections 4 and 5 are devoted to the experimental results and the conclusions, respectively.
Background

2.1
Contact maps A protein contact map is a two-dimensional approximation of the protein three-dimensional structure. For a given protein P , its contact map of threshold τ is a square binary symmetric matrix defined by
if the distance between residues i, j is ≤ τÅ 0 otherwise There are several definitions of distance between residues in literature. The particular choice of a distance is not critical since the CMO problem is independent of the distance used to represent contacts between residues.
Following the CMO literature, we consider here the C α distance, which defines the distance between residues i, j as the Euclidean distance between the coordinates of their respective C α atoms. Typical threshold values for C α contact maps vary from 6Å to 16Å. For this range of thresholds, consecutive residues are always in contact (consecutive residues share a peptide bond and the distance between their respective C α atoms is about 3.7Å). For low threshold values, typically 6-9Å, the number of contacts (i.e. 1s) observed in the map is sparse compared to the number of non-contacts (i.e. 0s). Moreover, these threshold values are the ones which minimize the distance between C α contact maps and physical contact maps [3] . On the contrary, higher-threshold contact maps, 10-16Å, have a higher number of contacts and are more informative about the protein structure: for lower threshold values there can be several different three-dimensional structures consistent with the same contact map; this ambiguity is minimized by increasing the threshold of the map [19] . The threshold problem was also noticed in [5] , where the authors report that a threshold value smaller than 7Å was not suitable to represent the protein structures in their benchmark set.
2.2
The maximum CMO problem Given two proteins P 1 , P 2 , whose (ordered) sets of residues are denoted respectively by R 1 = {1, ..., n} and R 2 = {1, ..., m}, an alignment between P 1 and P 2 is a mapping f : R 1 → R 2 that respects the following two conditions:
1. f is an injective partial function, 2. for each pair of residues i, j ∈ R 1 in the domain of f (i.e. f (i) = ∅ = f (j)) we have that i < j if and only if f (i) < f (j).
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The condition 1 imposes that a residue in the first/second protein can be aligned at most with one (possibly none) residue in the second/first protein. The non-aligned residues are assumed to be matched with gaps. Biologically, the introduction of a gap reflects an insertion/deletion event during the evolution of protein sequences. The number of gaps in an alignment f is defined by
The condition 2 imposes the ordering of the residues to be preserved in the alignment.
The maximum CMO for proteins P 1 , P 2 , is an alignment that maximizes the overlap between their respective contact maps M P1 , M P2 . More formally, the maximum CMO problem is defined as the problem of computing the alignment f that maximizes the quantity
Note that, since contacts between consecutive amino acids are always present, they are not counted in (1) . Moreover, note that a match between a contact and a non-contact is not penalized in (1) .
The CMO can be used as a measure of the similarity between two proteins structures: higher is the overlap between two contact maps higher is the probability that the two related protein structures are similar. The CMO measure is quite robust to perturbations and does not penalize too much the insertion of gaps and deletions. The CMO as a measure of similarity was introduced in [6] . The problem of computing the maximum CMO was proven to be NP-hard in [8] . To quantify the level of similarity of two overlapped contact maps we use the most widely adopted scoring function, originally proposed in [20] :
where C(M ) = j>i+1 M ij denotes the number of contacts in the contact map M .
Materials and methods
Data sets
We considered two sets of protein domains, one for each of the two tests performed.
The first set, here referred to as Skolnick dataset (see Table 6 ), was originally suggested by J. Skolnick and it is used as a standard benchmark to evaluate the overlap quality of CMO algorithms. It contains 40 small size domains (between 97 and 256 residues with mean 160±43) from 33 proteins, distributed in five SCOP families.
The second set, referred to as Proteus300 dataset (see Table 7 ), was originally used in [1] to evaluate the recognition/classification performances of their CMO algorithm. It contains 300 protein domains (between 64 and 465 residues with mean 193±69), distributed in 30 distinct SCOP families (10 domains per family), 27 distinct super families and 24 distinct folds.
In order to compare the overlap quality with the results described in [1] , we used a threshold of 7.5Å. For the recognition/classification experiments we adopted several different thresholds.
CMO by alignment of eigenvectors
The maximum CMO problem involves the alignment of two dimensional objects. While there are optimal polynomial-time algorithms for the alignment in one-dimensional space, in two dimensions the problem is not tractable. Here we show an heuristic method to obtain a twodimensional alignment of contact maps through the one-dimensional alignment of their eigenvectors. Our approach uses standard techniques such as the canonical eigendecomposition of UBLCS-2010-01 symmetric matrices and the Needleman-Wunsch alignment algorithm.
The spectral theory provides conditions under which a matrix can be decomposed into a canonical form in terms of eigenvalues and eigenvectors. This canonical decomposition is usually called eigendecomposition or spectral decomposition. By the spectral theorem, every real n × n symmetric matrix M can be eigendecomposed as
where λ i represents the i-th eigenvalue, v i the corresponding eigenvector and ⊗ denotes the outer product between vectors. The ordering of the eigenvalues is not important provided that the eigenvectors are permuted accordingly, so we can always assume that the eigenvalues are sorted in decreasing order, i.e. λ 1 ≥ λ 2 ≥ ... ≥ λ n . Note that equation (3) defines matrix M as the sum of n × n matrices v i ⊗ v i , 1 ≤ i ≤ n, weighted by the corresponding eigenvalues λ i . In practice, a contact map can be approximated by considering only a fraction of its eigenvectors/eigenvalues. For instance, for 1 ≤ t ≤ n, the approximation of order t of M can defined asM
This way of approximating a contact map is effective because the smaller is eigenvalue λ i the smaller is the contribute of matrix v i ⊗ v i in equation (3). This is actually one of the approaches used for image data compression [2] . Consider now two proteins P 1 , P 2 with contact maps M P1 ∈ {0, 1} n×n , M P2 ∈ {0, 1} m×m , respectively. For some given 1 ≤ t ≤ min{n, m}, we can heuristically compute an overlap between M P1 and M P2 by computing an alignment that maximizes an opportune scoring function defined on their respective t eigenvectors u 1 , ..., u t and v 1 , ..., v t . Since the scoring function (1) does not penalize the eventual match of a contact with a non-contact, a global alignment of eigenvectors is preferred to a local alignment.
The Needleman-Wunsh algorithm (NW) [15] computes in polynomial-time the optimal global alignment of two sequences with respect to some scoring matrix S ∈ R n×m and constant gap penalty G ∈ R. The entry S ij of the scoring matrix denotes the level of similarity between the i-th residue of P 1 and the j-th residue of P 2 . The constant value G defines the cost for the introduction of a gap in the alignment. The NW algorithm can be easily modified in order to encode nonconstant gap penalties. In this work we consider constant gap penalties only. Formally, the NW algorithm computes the alignment f : R 1 → R 2 that maximizes the objective function
To describe our implementation of the Needleman-Wunsh we just need to describe the scoring function and the constant gap penalty used.
By equation (3), for residues i, j of protein P 1 the quantity
will tend to 1 at the increasing of t if i, j are in contact and to 0 otherwise. Note that, in the quantity (5), the contribute of each product (u k ) i (u k ) j is weighted by the corresponding eigenvalue λ k . Moreover, when λ k is positive, such a contribute is positive if and only if (u k ) i and (u k ) j agree in sign. We describe the i-th residue of P 1 by the i-th entries of eigenvectors u 1 , ..., u t weighted by the square root of the corresponding eigenvalue λ k :
According to this representation, the i-th residue of P 1 should be matched with the j-th residue of P 2 when the pairwise entries of the two vectors highly agree both in sign and relative magnitude. The vectors don't need to be equal to obtain a high score; for this reason, a scoring scheme based on the Euclidean distance is not very appropriate. Experimentally we found that a scoring function that provides better performances is simply
The scoring function (6) assigns higher scores when the corresponding entries of the vectors describing residues i and j agree in sign. Moreover, the contribute in S ij of each product (u k ) i (v k ) j is weighted by the square root of the corresponding eigenvalues. We found experimentally that a penalty equal to
is in almost all cases a good choice.
Note that the sign of the eigenvectors has no influence in equation (3)
In fact, there's no way to standardize the sign of the eigenvectors in the eigendecomposition. This implies that, when aligning two sets of t eigenvectors, we are forced to try all possible combinations of their signs. By definition of (6), to consider all possible combinations, it is sufficient to try all possible sign combinations for just one set of t eigenvectors, thus producing 2 t different alignments. Moreover, experimentally we found that, in some cases, increasing the number of eigenvectors decreases slightly the quality of the alignment (in terms of the number of overlapping contacts recovered). Thus, when aligning t eigenvectors, our algorithm proceeds as follows. First it computes all alignments with one eigenvector for pair, then with two and so on up to t. This procedure evaluates a total of t k=1 2 k = 2 t+1 − 2 alignments. The best alignment in terms of overlapping contacts is chosen. One execution of the NW algorithm costs O(nm) so our algorithm costs O(2 t+1 · nm), i.e. it is exponential in the order of approximation t. Anyway, for values of t up to 7 the running time is small enough to assure a fast computation.
There are two main differences between our approach and the exact approaches developed so far for the CMO problem.
1. The IP-based methods are exact while our algorithm is completely heuristic. With our method we have no way to detect if the overlap found in some point of the computation is the best possible. In contrast, IP-based methods can stop the computation when the lower and upper bounds of the optimal solution meet.
2. The computing time of our algorithm depends uniquely on the protein lengths and on the number of eigenvectors considered and it is not affected by the threshold of the contact map. On the contrary, for all the other methods developed so far (exact, approximate and heuristic) the computing time is influenced by the number of contacts in the maps: more contacts mean more constraints to be taken into account and then more computing time.
Experimental results
We compare the performances of our algorithm with the available methods by performing two different tests. There are only two publicly available methods: the heuristic algorithm MSVNS [16] and the exact algorithm CMOS [20] . Unfortunately, CMOS is only available online as a web server 3 and it has limitations on the size of the submitted problems. Thus it was not possible to include its performances in our tests.
In the first test (Section 4.1) we compared the performances in terms of the total overlap quality on the Skolnick dataset with two exact IP-based algorithms, LAGR [4] and A Purva [1] , and with the heuristic algorithm MSVNS 4 . The implementations of LAGR and A purva are not publicly available, so we will refer to the results published as supplementary material 5 of [1] for the comparison.
In the second test (Section 4.2) we evaluate the accuracy of our algorithm as a classifier on the Proteus300 dataset, i.e. its ability to recognize protein structural similarities. The classification results are validated on the SCOP hierarchical classification of protein structures. We compare the effectiveness of contact map alignment methods with respect to the performances of MSVNS, three widely used structural alignment algorithms, CE 6 [17], TM-align 7 [22] and DaliLite 8 [10] and A purva+sse, the variant of A purva that encodes secondary structure constraints (two residues can be aligned only if they belong to the same secondary structure class).
The experiments have been run on an Intel Pentium machine with a 2.80 GHz CPU and with 1Gb Ram. Since the performances in terms of computational time are also relevant to evaluate the quality of the proposed method, we compare the various algorithms also in terms of time-efficiency. The computational time of our algorithm does not include the time necessary to perform the eigendecomposition since the contact maps can be pre-processed and we don't need to recompute every time their eigenvectors.
4.1
Experiments on the Skolnick dataset We compared the performances on the Skolnick set in terms of total number of overlapping contacts recovered and in terms of required computational time. The results obtained are summarized in Table 1 . Here Eig k identifies our algorithm, where k is the number of eigenvectors used for the computation. The computational time of the exact algorithms LAGR and A purva has been limited to a maximum of 30 minutes per contact map pair [1] . We used MSVNS version 3 with number of restarts equal to 5,10,30,50,70. All algorithms have been run on the same C α contact maps 9 of threshold 7.5Å. As shown in Table 1 , with the limitation of a maximum time of 30m for pair, exact methods need large computational time (from 7 to 13 days) to compute the 780 alignments in the Skolnick set. Anyway, the quality of their overlaps is very good since it is quite close to the optimum: the lowest upped bound on the total overlap has been computed by A purva and it is equal to 218316, then the total overlaps are distant less than 1% and 4% from the optimal solution, respectively for A purva and LAGR. On the contrary, heuristic algorithms can provide a good approximations of the best overlaps in lower computational time. Note that the running time of our algorithm increases exponentially with the increase of the number of eigenvectors used to approximate the contact maps while the running time of MSVNS increases linearly with respect to the number of restarts. In fact, our algorithm can compute better solutions than MSVNS if the computing time is limited to 1 or 2 hours, while it has worst performances than MSVNS for higher computational times. We remark that, a method that needs few hours to solve the 780 alignments in the Skolinck set is not practical for large-scale comparisons. For this reason a good compromise in terms of computing time and total number of overlapping contacts recovered is obtained by Eig 7.
4.2
Experiments on the Proteus300 dataset The main motivation of these tests is to analyze the capabilities of our method in detecting protein structure similarities on the Proteus300 dataset. We compare the performances of our algorithm with MSVNS, A purva+sse and with three structural alignment methods, CE, DaliLite and TMalign. The scoring function for CMO methods is provided by equation (2) . On the contrary, CE, DaliLite and TM-align have their own scoring function: Z-score (for CE 10 
TM-score (for TM-align).
Recall that A purva+sse is an exact CMO alignment method that uses secondary structure constraints; the only pure CMO alignment methods considered for these tests are MSVNS and our algorithm. Since A purva+sse is not publicly available, we refer to the results published in [1] , released as supplementary material. We performed the following two tests.
1. Family recognition: we tested the ability to detect the correct protein family. For every query-protein we selected the model-protein in the set that obtained the best similarity score and measured the fraction of query-proteins for which the chosen model-protein belongs to the same family.
2. Classification: we measured the robustness of the scoring scheme by computing a hierarchical classification of our benchmark set. To obtain a hierarchical classification we used the UPGMA (Unweighted Pair Group Method with Arithmetic mean) and WPGMA (Weighted Pair Group Method with Arithmetic mean) algorithms, which compute a binary cluster-tree given a matrix of (dis)similarity scores. Every subtree of the cluster-tree identifies uniquely a set of proteins. We validated the tree against the SCOP hierarchy at the family/super family/fold level. From our point of view, a protein family/s.family/fold is correctly classified if the tree returned by UPGMA/WPGMA contains a subtree whose elements are exactly all the members of that family/s.family/fold. Recall that the Proteus300 dataset contains 300 protein domains (see Table 7 ), distributed in 30 SCOP families. Some of these families belong to the same SCOP super family: b. of the respective family/s.family/fold.
The Skolnick set is an easy benchmark with respect to family recognition and classification tests: it contains just five distinct families, which share poor structural similarities. In fact, all methods considered have full accuracy on this set (data not shown). The Proteus300 benchmark is much more interesting since it contains also non-trivial super families and folds. The results obtained for the family recognition test plus the time needed to solve the entire set of 44850 = 300 * (300 − 1)/2 alignments are summarized in Table 2 . The results of the classification tests are summarized in Tables 3 and 4 .
As shown in Table 2 , all methods have more or less the same performances in terms of family recognition. Notably, most of the errors are related to query-proteins that belong to nontrivial folds or non-trivial super families in the Proteus300 dataset. In particular, CE fails to correctly recognize two queries in the b.1.1.4 family (in both cases it assigns the highest score to two models in the b.1.1.2 family) and one query in the c.1.10.1 family (it assigns the highest score to a model in the c.1.8.3 family). DaliLite fails to correctly assign the highest score to one query in the b.1.1.4 family (also in this case the highest score is assigned to a model in the b.1.1.2 family). MSVNS has the same problem for two queries in the b.1.1.4 family and for one query in the c.37.1.20 family (in this case the highest score is assigned to a model in the a.123.1.1 family). It is worth noticing how the family recognition performances of our method vary with the increase of the contact map threshold: all queries are recognized correctly for thresholds above 10Å, but the performances are not optimal for lower thresholds. In terms of computational time, our method is the fastest together with TM-align. On the contrary, despite the fact that MSVNS is heuristic and considerably more faster than exact CMO methods, it is still much more slower than structural alignments algorithms and A purva+sse, whose computational times are reduced thanks to the constraints introduced on the secondary structure elements.
As shown in Tables 3 and 4 , the best performing method in terms of family/s.family/fold classification is DaliLite, which is also the most stable method since its classification performances do not depend on the hierarchical clustering algorithm used, UPGMA or WPGMA. The second best performing methods are TM-align, A purva+see and our method (on 11Å contact maps), which have exactly the same performances. Note that, the only difference between the results obtained with DaliLite and these three last methods is just the incorrect classification of one su- Table 5 . AUC (see Figure 1) and maximum accuracy (see Figure 2) at the family level of the Proteus300 dataset. MSVNS also on 7.5Å contact maps. It seems that the secondary structure information encoded in A purva+sse can overcome the threshold problem, despite the fact that the total overlap found by A purva+sse is lower than the one found by MSVSN and by our algorithm on the same maps (data not shown). MSVNS.v3 (7.5) Eig_7 (7.5) Eig_7 (11) CE A_purva+sse (7.5) TM−align DaliLite Figure 2 . Accuracy curves at the family level of the Proteus300 dataset. When applicable, the contact map threshold is reported in the legend.
Conclusions
In Figure 1 we compare the ROC (Receiver Operating Characteristic) curves 11 at the family level for the different methods considered (the Z-scores of DaliLite and CE have been previously normalized between 0 and 1). The corresponding AUC (Area Under Curve) values are reported in Table 5 . In addition, in Figure 2 , we show the accuracy of the different methods at the family level with respect to the score cutoff. The maximum accuracy per method is shown in Table 5 (the corresponding cutoffs are not shown). The ROC curves with the relative AUC values confirm that the performances of DaliLite, TM-align, A purva+see, CE and Eig 7 (on 11Å contact maps) are comparable, with DaliLite performing slightly better than the others. On lower threshold contact maps, even if not comparable with structural alignment algorithms, our algorithm outperforms MSVNS both in terms of computational time and quality of the results.
In this paper we described a heuristic algorithm for the contact map overlap problem. Our algorithm computes an overlap of two contact maps by performing a global alignment of few of their eigenvectors. This approach is effective since contact maps can be well-approximated by just a fraction of their eigenvectors. Our algorithm is reasonably simple and it can be easily implemented.
We validated experimentally the performances of our method by comparison with exact CMO methods (LAGR and A purva), with an heuristic CMO method (MSVNS) and with three structural alignment methods (CE, TM-align and DaliLite). Our algorithm is fast (independently of the contact map threshold), it has good performances in terms of quality of the overlap when compared with exact CMO methods and it is competitive with widely used structural alignment methods for the task of protein structure comparison. In all tests we performed, our method showed better performances than the heuristic CMO algorithm MSVNS in terms of both computational time and quality of the results.
