ABSTRACT Clustering, which explores the visualization and distribution of data, has recently been widely studied. Although current clustering algorithms such as DBSCAN, can detect the arbitrary-shape clusters and work well, the parameters involved in these methods are often difficult to determine. Clustering using a fast search of density peaks is a promising technique for solving this problem. However, the current methods suffer from the problem of uneven distribution within local clusters. To solve this problem, we propose a new density peak based clustering algorithm employing a hierarchical strategy, namely, HCFS, which consists mainly of two stages. In the first stage, the HCFS estimates the density and distance of each point. The points with higher density and distance are selected as candidate centers, and then subclusters centered on them are further obtained. In the second stage, considering that adjacent subclusters based on certain candidate centers are highly similar and connected within the same cluster, we propose a new mechanism for measuring dissimilarity and connectivity between the subclusters. Those highly similar and connected subclusters are merged to increase the dissimilarity between different clusters and to obtain the final clustering results. The experiments conducted on a large number of datasets show that our method can effectively identify unevenly distributed clusters and yield better or comparable performance for different datasets.
I. INTRODUCTION A. MOTIVATION
Clustering plays an important role in data mining due to the existence of a large number of unlabeled datasets. It is an effective technique for discovering the potential structure of these datasets. Hence, clustering algorithms are used in many applications [1] , [2] . The clustering algorithms that are used to solve different problems are usually based on different strategies. The most popular algorithm is K-Means [3] , which detects the spherical clusters by minimizing the distance objective function iteratively. Although the implementation of the K-Means algorithm is easy, it has the obvious The associate editor coordinating the review of this manuscript and approving it for publication was Noor Zaman.
drawback that it cannot work with non-spherical datasets very well. Then, some density based [4] and hierarchy based algorithms [5] - [7] that can recognize the non-spherical clusters with multiple appropriate parameters were proposed. In addition, some attempts were made to reduce the number of parameters, such as employing the reverse nearest neighbors technique in [8] - [10] and finding the density peaks in [11] . But the performance of these algorithms suffers from the problem of uneven distribution within local clusters.
B. RELATED RESEARCH
Chameleon [5] is a classical clustering algorithm based on hierarchy and graph partition, which consists of two parts. This method first employs the graph-cut technique to construct subclusters. Then, the subclusters that are most likely to be in a same cluster are merged by considering their interconnectivity and closeness simultaneously. It can recognize non-spherical clusters. However, it is difficult to set multiple appropriate parameters in this method. The applications related to the Chameleon algorithm [12] - [14] are also affected by this limitation. Unfortunately, there is a lack of research on how to obtain the appropriate parameters at present.
In density based algorithms, high density regions are clustered together to construct clusters. A cluster is separated from the other clusters by a low density region. DBSCAN [4] can discover the non-spherical clusters and noise points at the same time. Current studies have shown that DBSCAN can obtain high quality clustering results with appropriate parameters [15] , [16] . However, this algorithm requires two parameters to be set manually. One parameter is the neighbor radius Eps and the other is the minimum vertex number MinPts within radius Eps. Setting the appropriate values for these two parameters is difficult.
To reduce the number of parameters used in DBSCAN, different algorithms were proposed. RECORD [8] employs the reverse nearest neighbors technique and the strongly connected components to discover the non-spherical clusters. ISDBSCAN [9] and ISBDBSCAN [10] are variants of DBSCAN, and they also employ the reverse nearest neighbors technique to estimate the density of points. The above three algorithms only need to adjust one parameter k, which is the number of nearest neighbors. Although these algorithms reduce the number of parameters, they cannot effectively discover the underlying structure of some datasets (e.g., Flame [17] , a kind of DNA dataset). There are two main reasons that contribute to this situation, which are as follows: 1) a fixed and predetermined threshold is used to determine the core observation from a global perspective (Core = v ∈ V | |IS(v)| > 2k 3 used in ISDBSCAN and ISBDBSCAN, Core = {v ∈ V | outdegree(v) ≥ k} used in RECORD); and 2) these methods do not take the existence of uneven distribution within local clusters into account.
Clustering by fast search and find of density peaks (CFS) [11] is another density based algorithm and uses the decision graph to find the density peaks. CFS can recognize the non-spherical clusters. There are two basic assumptions for identifying centers as follows: 1) the cluster centers are surrounded by neighbors with lower density; 2) the cluster centers have relatively high distance from the nearest neighbor with higher density. In CFS, only one parameter, namely, the average percentage of neighbours, is involved, thus mitigating the effect of parameters to some extent. However, the CFS algorithm does not consider the problem of uneven distribution within local clusters, which causes its performance to still be affected.
A New Density Kernel in Density Peak Based Clustering (NCFS) [18] is a variant of the CFS algorithm. The NCFS algorithm points out that it is difficult to determine the centers using the decision graph, which is due to the difficulty of differentiating between the 'high' and 'low' ρ's and δ's in this graph. As a result, the number of clusters can not be determined automatically. Fortunately, some methods [19] [20] have been proposed to solve the problem of finding the correct number of centers. Then the NCFS algorithm employs the techniques of the reverse nearest neighbors and density normalization to more accurately determine the centers. However, the NCFS algorithm does not consider the problem of uneven distribution within local clusters, which results in its performance being limited.
C. OUR CONTRIBUTIONS
The performance of the algorithms related to CFS is limited in two ways, for example, the determination of the centers based on the decision graph and the uneven distribution within local clusters. To overcome the above problems, a new density peak based algorithm employing a hierarchy strategy is proposed. Our algorithm consists mainly of two stages. In the first phase, the points with high ρ's and δ's on the decision graph are selected as candidate centers. Then, subclusters centered on these candidate centers are constructed. Unlike the CFS algorithm, at this stage, these candidate centers that are not real centers will also not be directly assigned to other clusters. Consequently, the subclusters centered on these candidate centers, which are not real centers, will also not be merged into the wrong clusters. In the second phase, a new strategy to estimate the dissimilarity and connectivity between two adjacent subclusters is adopted. If the two subclusters are highly similar and connected, they will be merged. This process is repeated until the number of the final clusters is decreased to the correct number of the centers. The contributions of our work are summarized as follows:
1) We represent a new density peak based clustering algorithm employing a hierarchy strategy to solve the problem of uneven distribution within local clusters. Our algorithm only needs to find a set of candidate centers without determining the real centers, which indirectly solves the problem of determining the real centers from the set of candidate centers. 2) We propose a new strategy to estimate the dissimilarity and connectivity simultaneously between two adjacent subclusters. In this strategy, only one equation is used to determine whether the pair of adjacent subclusters are similar and connected or not, which means that our algorithm only needs to adjust one parameter. 3) We test our algorithm on eleven datasets containing the non-spherical clusters and unevenly distributed local clusters. The experimental results show that our algorithm can obtain better or comparable clustering results when compared with other comparison algorithms, which proves the effectiveness of our algorithm. The remainder of this paper is organized as follows. In section II, the related concepts of the density peak based algorithms is presented. Section III describes the details of VOLUME 7, 2019 our proposed clustering algorithm. The experimental results and analysis on several datasets are provided in Section IV. The conclusion is summarized in Section V.
II. DENSITY PEAK BASED CLUSTERING ALGORITHMS
To describe our algorithm more clearly, some related concepts of two density peak based clustering algorithms, such as CFS and NCFS, will be described next.
A. CFS CLUSTERING ALGORITHM
CFS is a typical density peak based algorithm. It can find the centers on the decision graph and recognize the non-spherical clusters. CFS relies on two assumptions. The first is that the centers might have higher densities and the second is that the centers are at relatively large distance from the nearest neighbor with higher local density. Some detailed definitions are provided as follows.
1) Distance matrix D: The Gauss distance between any two points in a given dataset constitutes a distance matrix D = d ij . The symbol d ij represents the distance between the i-th and j-th points and is calculated by the following equation:
where dim represents the number of features of the point.
2) The average percentage of neighbours p and cut-off distance d c : p denotes the average percentage of neighbours, and it is empirically set to be approximately 1% to 2%. The cut-off distance d c is the neighborhood radius and can be calculated as:
where
and
In formulas (3) and (4), the name of the function is consistent with that of the function in MATLAB. S represents the entire dataset, S denotes the number of the points in S.
3) Density of the point i ρ i : There are two kernels to estimate the density of points, i.e., the cut-off kernel and the Gaussian kernel. For a point i, its cut-off kernel density is defined as:
and its Gauss kernel density is defined as:
4) The distance of the point i δ i : δ i is defined as the distance between point i and its nearest neighbor with higher density as follows: (8) Note that if the point i has the highest density, then its distance δ i should be calculated as:
5) Decision graph: The decision graph is constructed by the coordinate pairs (ρ, δ) of the points, and the centers are determined on the decision graph.
CFS first loads the distance matrix D and calculates the cut-off distance d c by using an artificial parameter p. Based on the above distance matrix and cut-off distance, the density ρ's of all points can be further obtained by Eqs. (5) or (7), and the distance δ's of all points can be obtained by Eq. (8) . Then, the decision graph is constructed to find the centers. Finally, each remaining point is assigned to the same cluster as its nearest neighbor with higher density.
As shown in Fig. 1(c) , most points either have small ρ's or small δ's and are concentrated in a narrow region. Obviously, only a small number of points have high ρ's and δ's, and they are apart from the narrow region and are suitable as candidate centers. Therefore, the centers are determined by employing two thresholds empirically, which is also the core of the CFS algorithm. However, in this small set, there are usually other candidate centers in addition to the real centers. How to choose the appropriate centers from this set is a big challenge for CFS, which is due to the difficulty of differentiating between the 'high' and 'low' on decision graph. The method further proposes the equation λ i = ρ i × δ i to represent the qualification of a point as the center. However, this equation is not able to determine which variable is more important. As a result, some points with high δ's but small ρ's are selected as the centers by error.
Additionally, it should be mentioned that the impact of statistical errors (possibly data loss) on performance can be mitigated by increasing the value of the parameter p. For example, all points can be classified correctly when the parameter p is increased to the range [2.7%, 4.0%] in the Flame dataset while many points are misclassified when the average percentage of neighbours p is set to 2%. More importantly, the clustering results are not satisfactory no matter how the parameter p is adjusted in the other datasets containing unevenly distributed local clusters. For example, CFS can not work well with some relatively complex datasets, such as UCI datasets Chameleon t4.8k [5] and Pathbased1 [21] even if p is adjusted in the range of [0%, 4%]. Therefore, adjusting the value of the parameter is not a typical strategy for the datasets containing unevenly distributed local clusters.
B. NCFS CLUSTERING ALGORITHM
NCFS is another density peak based clustering algorithm. In this method, the equation λ i = ρ i × δ i is considered as a 74614 VOLUME 7, 2019 reasonable way to select the centers. According to Eq. (8) and the above equation, the local density ρ plays a key role in the calculation of λ. Different estimation methods of ρ will result in different δ and then different λ, which will further lead to the selection of different centers. NCFS proposed a density estimation method based on the reverse nearest neighbors technique to determine more appropriate centers. For a point i, its local density ρ i can be calculated as follows:
S 0 represents a subset of top h farthest points among k nearest neighbors of point i. In this method, h and k are empirically determined as 4 and 30, respectively. By Eq. (10), the farthest neighbors of a point will determine if this point is suitable for being selected as the center. The NCFS method asserts that if the density distribution of local clusters is different, then the density will not be accurately estimated since Eq. (10) is a global method obviously. Therefore, a density estimation method based on density normalization was further proposed. For a point i, its density ρ i can be calculated as follows:
where S knn is a subset of k nearest neighbors of point i.
According to Eq. (12), the density of a point relies on the density of its nearest neighbors. Then, the equation λ i = ρ i × δ i is used to determine the appropriate centers. The NCFS clustering algorithm employed the reverse nearest neighbors and density normalization to estimate the local density of a point, and then further to determine more appropriate centers. As a result, its performance is improved compared with the original CFS algorithm. However, the NCFS algorithm does not consider the existence of uneven distribution within the local clusters. Hence, the method is not capable of identifying the underlying structure of some datasets containing unevenly distributed local clusters.
III. OUR ALGORITHM
A Density Peak Based Clustering Algorithm Employing a Hierarchical Strategy (HCFS) will be discussed in this section. HCFS is an improved variant of the CFS algorithm, and the HCFS algorithm will be represented in the following aspects: 1) analyzing the reasons of the problem of uneven distribution within local clusters in detail; 2) determining the set of candidate centers and constructing subclusters based on these candidate centers; and 3) merging the subclusters based on a new dissimilarity estimation strategy. Finally, the overall process of the algorithm and a simple example are presented.
A. PROBLEM DESCRIPTION
In this section, we first describe the procedure of misclassification. Then, the reasons for this situation will also be discussed in detail.
The points might be misclassified due to the existence of uneven distribution within local clusters, as shown in Fig. 1(a) . Fig. 1(b) shows the corresponding ground truth of the clusters. To describe the misclassification procedure in detail, more in-depth analysis is conducted. First, 6 points that are marked as A, B, C, D, E, F are selected as candidate centers on the decision graph, as shown in Fig. 1(c) . These candidate centers undoubtedly have the highest density in the respective local subclusters. After these 6 candidate centers are selected, the clustering results are shown as Fig. 1(d) . The marked points in Fig. 1 (c) correspond to the star points of the same color in Fig. 1(d) , respectively. As the correct number of clusters is 2, and only the brown and green points in Fig. 1(c) are the real centers. Therefore, a further assignment of points is in need. For the star points C, D, E and F, their nearest neighbors with higher density are points I, K, H and G, respectively. With the Eq. (8), the distance δ C , δ D , δ E , and δ F of points C, D, E, and F, are calculated respectively as follows:
For the point C, its nearest neighbor with higher density is point I, and the point I is obviously located in the cluster centered on point A. Therefore, the point C is assigned to the cluster centered on point A. Then, the red cluster centered on point C is merged into the brown cluster centered on point A. Similarly, blue cluster centered on point D are merged into brown cluster centered on point A, and pale blue and yellow clusters centered on points E and F are merged into the green cluster centered on point B. However, points C and D along with the clusters centered on them should have been assigned to the same cluster as point B. Therefore, this leads to an error of the assignment as shown in Fig. 1(a) . In the following parts, the reasons for this situation will be discussed in detail.
There are usually more points with high ρ's and δ's on decision graph in addition to the real centers, which is due to some statistical errors. And it is also the fundamental reason for the uneven distribution of density in local clusters. Then, misclassification will occur in the assignment stage. Generally, the density of the point that is farther away from the center should also be smaller within a local cluster. However, if there is one or several unevenly distributed local clusters within a dataset, the rule will be broken. For example, all red points in region N are closer to the real center B than point C in Fig. 1(d) , but their density is significantly lower than point C. Similarly, the density of all points in region M is also lower than the density of point D. Additionally and worse, for some points, their nearest neighbors with higher density are usually in the wrong cluster. For example, the nearest neighbor with higher density of point C is located in the cluster centered on point A, whereas the nearest neighbor with higher density of point C should have been within the same cluster as point B.
The case of point D is similar to that of point C. And then, points C and D are mistakenly assigned to the same cluster as point A.
Although many datasets obey the Gauss distribution in general, the points might be unevenly distributed in some local clusters, which leads to assigning the points to a wrong cluster no matter how the parameter p is adjusted. According to the above analysis, a conclusion can be drawn as follows: If there one or several local clusters that are not evenly distributed in a dataset, in addition to the real centers, there will be other noncenter points with high ρ's and δ's. Some of these noncenter points will be assigned to the wrong clusters as their nearest neighbors with higher densities exist in the wrong clusters, which can lead to misclassification.
To alleviate this problem of misclassification caused by uneven distribution within local clusters, a feasible solution is presented as follows: All points with higher ρ's and δ's within a local cluster should be selected as the candidate centers. Then the subclusters centered on these points will be constructed immediately. Note that each of these points is not assigned to the same cluster as its nearest neighbor with higher density. Fortunately, the adjacent subclusters are usually highly similar and connected within the same cluster (Even if an uneven distribution occurs in the local clusters). Based on this situation, if these adjacent subclusters are similar and connected, they should be merged into the same cluster.
B. CONSTRUCTING THE SUBCLUSTERS
This section presents a method to find a set of candidate centers. After this set is determined, each remaining point should 74616 VOLUME 7, 2019 be assigned to the same subcluster as its nearest neighbor with higher density. The subclusters will then be constructed centering on these candidate centers.
As analyzed in Section III.A, if each cluster within a dataset is approximately evenly distributed, only the real centers will have high δ's while the other noncenter points will have small δ's. In this case, the candidate centers are also the real centers. In contrast, in addition to the real centers, the other points that have higher ρ's and δ's should also be selected as candidate centers. In other words, if there is an uneven distribution within a cluster, there will be multiple points with high ρ's and δ's within this cluster besides one real center. This is also the inspiration for us to determine the set of candidate centers. Next, an approach is represented to determine the set of candidate centers.
On a decision graph, most of the points are concentrated in a narrow region, as shown in Fig. 1(c) . At the same time, there are only a small set of the points with high ρ's and δ's above the narrow region. In other words, almost all of the points of the dataset fall into a one dimensional low rank space, and the candidate centers can be recognized as the outliers. This situation also occurs in other datasets. The points within this set are apart from that narrow region and they are suitable candidate centers. The candidate centers are selected by two thresholds that can be determined based on the decision graph. Then, we will represent the reason why our algorithm can deal with the problem of uneven distribution within local clusters.
The number of candidate centers is always greater than or equal to the number of real centers. Note that each of these candidate centers is not directly assigned to the same cluster as its nearest neighbor with higher density. In contrast, all of these candidate points are used to construct the subclusters for later merging processes. This avoids assigning the candidate centers to the wrong clusters. Consequently, the subclusters centered on these candidate centers will also not be merged into the wrong clusters, which is also the core reason why our algorithm can deal with the problem of uneven distribution within local clusters. Next, a simple example are presented to describe the process.
As shown in Fig. 1(c) , all colored nonblack points that are located above the narrow region are selected as candidate centers, and the remaining points that are located in a narrow region are noncenters. After the candidate centers are determined, each remaining point is assigned to the same subcluster as its nearest neighbor with higher density. Here, all the candidate centers are not assigned to their nearest neighbor with higher density, and the subclusters are also not merged into any other clusters. Then no misclassification occurs.
Additionally, compared with the other hierarchy based methods, our method only needs to construct subclusters through candidate centers that are easily determined. It is convenient for our method to construct the subclusters without complex computation. Note that p is set to be a fixed number of 1.5% to construct the decision graph, and the experiment results indicate that strategy of constructing the subclusters will only lead to very few misclassifications and it will be discussed in Section IV.C.
C. MERGING THE SUBCLUSTERS
This section presents a method to merge the subclusters constructed by the previous steps. Similar to the Chameleon algorithm, the connectivity and similarity between two adjacent subclusters are also taken into account during this procedure. The algorithm has its basis in the assumption that if two adjacent subclusters should have been in the same cluster, then the intersection region between them should be relatively dense and their distributions or some statistical information (such as density distribution) should be similar. Based on this assumption, we present a new strategy that can measure the connectivity and dissimilarity between subclusters simultaneously. As some methods [19] , [20] are available to determine the number of clusters, we assume that the number of clusters is determined beforehand. Some definitions will be represented as follows: 1) Intersection set between two subclusters: the intersection set C ij between subcluster C i and subcluster C j can be calculated as:
x ∈ C ij , y ∈ C ij (14) where d c is the cut-off distance that is calculated by the average percentage of neighbours p. p is set to be a fixed number of 1.5% empirically. α is an adjustable coefficient. αd c is used to determine the size of the intersection area of two subclusters.
2) Local set of a subcluster to its adjacent subcluster: For a subcluster C i with its adjacent subcluster C j , the related local set C i−j can be calculated as:
where m i is the center of C i and m j is the center of C j , and the related local set C j−i is also calculated at the same time. It can be seen that only the part of a subcluster that has points on the side of the center of this subcluster that is close to the center of the another subcluster will be considered. In other words, only those points between two central points are considered, which leads to the improvement of the robustness to a certain extent. The calculation process is symmetrical for another subcluster. This is different from the other hierarchy based algorithms where all of the points within a subcluster are taken into account when calculating the connectivity or the similarity [5] . Next, the average density of set C ij , C i−j and C j−i will be calculated as follows:
where C ij , C i−j and C j−i represent the number of the set C ij , C i−j and C j−i respectively. And they are used to meansure the connectivity or the dissimilarity of two subclusters by the following equation:
Note that if C ij is φ, this indicates that the subcluster i is not connected to the subcluster j. Then, the value of M ij does not exist and is not zero. We suppose that its value is +∞ and it is called M φ .
Relatively small value of M ij indicates the following: 1) the region between the subcluster C i and the subcluster C j is relatively dense; 2) the distribution of these two subclusters is more similar. Then, the subcluster C i and C j should be merged; otherwise they should not be merged. During the merging process, all of M ij are sorted from low to high by its value, and the pair of subclusters are merged into a same cluster in the order of M ij repeatedly. There is also a stop criteria that the number of the remaining clusters decreases to the correct number of the clusters.
Eq. (19) is used to measure the dissimilarity between the two adjacent subclusters and determine whether they are connected. Our merging method reduces the hassle caused by multiple parameter settings, and it is very efficient as connectivity and dissimilarity between two adjacent subclusters are also taken into account.
The HFCS algorithm is proposed to solve the problem of uneven distribution within local clusters by employing a hierarchy strategy, and the general procedures of the presented HCFS clustering algorithm are shown as follows: 1) Calculate the Gauss distance among the points of the entire dataset to constitute the distance matrix D by Eq. (1); 2) Calculate the local density ρ and the distance δ respectively by Eq. (7) and Eqs. (8) and (9) for each point; 3) Construct δ − ρ decision graph, then determine the set of the candidate centers on the decision graph and construct the subclusters based on these candidate centers; 4) Calculate the dissimilarity between subclusters by Eq. (19) . All M ij are sorted from low to high by its value. We assume that each subcluster is a separate cluster, then the subclusters i and j are merged into a same cluster in the order of M ij repeatedly. The stop condition is that the number of the remain clusters decreases to the correct number of the clusters. Note that if the subclusters i and j which meet the merging conditions are located in two different clusters, these two clusters should be merged. An example is used to illustrate how the presented HCFS clustering algorithm works (Figs. 1(b), (c), (d) ). Fig. 1(b) shows that the HCFS algorithm performs well on the Flame dataset. The main process is as follows: First, the colored nonblack points are selected as the candidate centers, as shown in Fig. 1(c) . Then, each remaining point is assigned to its nearest neighbor with higher density to construct the subclusters in Fig. 1(d) . Finally, as
and the correct number of the cluster is 2, the subclusters are merged in the following order:
represents the operation of merging adjacent subclusters centered on D and E. The final clustering results are shown in Fig. 1(b) .
IV. EXPERIMENTAL RESULTS
In this section, multiple datasets are used to evaluate our proposed algorithm as comprehensively as possible. In detail, Aggregation, D31, Jain, Pathbased, R15, chameleon t4.8k, and chameleon t7.10k are artificial datasets; Flame, iris, Thyroid, and seeds are real datasets. Table 1 provides an overall description of these datasets. Among them, two unlabeled chameleon datasets [5] and pathbased dataset contain unevenly distributed local clusters obviously. All datasets can be conventionally obtained from [22] . The experiment in this paper consists of two parts. First, the proposed HCFS clustering algorithm are compared with two other density peak based clustering algorithms, i.e, CFS and NCFS, on three typical datasets containing unevenly distributed local clusters. Second, the algorithms HCFS, NCFS, CFS, ISDBSCAN and ISBDBSCAN that need to adjust only one parameter are evaluated on all labeled datasets.
A. DENSITY PEAK BASED CLUSTERING ALGORITHMS
To evaluate the performance of our method to deal with unevenly distributed local clusters, the pathbased dataset and two chameleon datasets t4.8k and t7.10k are used. These datasets contain unevenly distributed local clusters. We compare our method with two density peak based algorithms CFS and NCFS. Each algorithm has its own appropriate parameter search space. For the CFS algorithm, the average percentage of neighbours is selected from the range [0%, 4%]. For the HCFS algorithm, the coefficient α is selected from the range [0, 4] , and parameter k is selected from the range [1, 150] for NCFS.
As shown in Figs. 2(a), (b) , and (c), there are 13, 13, 29 nonblack points located above the black narrow region corresponding to datasets pathbased, chameleon t4.8k and t7.10k, respectively. Obviously, the nonblack points have higher ρ's and δ's. In addition, all of these points are suitable candidate centers. However, the correct numbers of these three datasets are 3, 6, 9 respectively. These results indicate that there are several unevenly distributed local clusters in these three datasets. This is because the number of the points with higher ρ's and larger δ's is more than the correct number of the centers within these datasets.
When employing the original CFS algorithm on these datasets, as the nearest neighbors with higher densities of the partial points within the set of the candidate centers are in the wrong clusters, these partial candidate points are assigned to the wrong clusters. The subclusters in which these partial candidate points are located are also immediately merged into those wrong clusters. As a result, misclassification occurs, as shown in Fig. 3(b) , 4(b), and 5(b). By employing the reverse nearest neighbor, although NCFS chooses more appropriate central points than CFS, it still achieve unsatisfactory results, as shown in Fig. 3(c) , 4(c), and 5(c). The reason for this phenomenon is that NCFS does not have the ability to handle unevenly distributed local clusters. When employing the proposed HCFS algorithm on these datasets, all the candidate centers are not directly assigned to their nearest neighbor with higher density. Then, the adjacent subclusters are merged based on the dissimilarity estimation between them. As a result, the proposed HCFS algorithm is able to accurately distinguish between local clusters with uneven distribution, as shown in Fig. 3(a), 4(a), and 5(a) .
B. PARAMETER REDUCTION ALGORITHMS
In this section, the algorithms HCFS, NCFS, CFS, ISDB-SCAN and ISBDBSCAN that only need to adjust one parameters are compared on the datasets in Table 1 , except for two unlabeled datasets chameleon t4.8k and t7.10k. Three density peak based algorithms, i.e., CFS, NCFS and HCFS, select the same parameters, as in Section IV.A. The ISDBSCAN and ISBDBSCAN algorithms employ the reverse nearest neighbors to select the parameter k from the range [1, 150] . To evaluate the performance of these algorithms, the Adjusted Rand Index (ARI) [23] and Normalized Mutual Information (NMI) [24] are used, which measure the agreement between the clustering results produced by an algorithm and the ground truth. We assumed that there were k clusters produced by an algorithm and m real classes. The NMI is calculated as follows:
where n denotes the total number of points, n c denotes the number of points in the cth cluster in experiment results, n p denotes the number of points in the pth class in ground truth, and n p c denotes the number of common points in class p and cluster c. ARI is calculated as follows: where a i denotes the sum of the common points in the ith cluster in experimental results and all classes in ground truth, b j denotes the sum of the common points in the jth classes in ground truth and all clusters in experimental results, and n ij denotes the number of common points in class j and cluster i. Table 2 shows the ARI performance for the HCFS, NCFS, CFS, ISDBSCAN and ISBDBSCAN clustering algorithms on the different datasets. The first six datasets in Table 2 are 2D datasets, and the last three datasets are non-2D datasets. From these results, the proposed HCFS algorithm is shown to not only performs well on the 2D datasets but also performs better than the other algorithms on the non-2D datasets. As the clusters of high dimensional datasets may exist in subspaces, then our algorithm does not perform as well on non-2D datasets as it does on 2D datasets. Overall, the three density peak based algorithms are shown to perform better than the ISDBSCAN and ISBDBSCAN algorithms. This is most likely due to the use of the fixed predetermined threshold for determining the core observation. We wondered if adjusting the predetermined threshold would be a solution for the problem.
Both CFS and NCFS algorithms attempt to use more information to reduce the statistical errors. In addition, the CFS algorithm attempts to reduce the statistical errors by increasing the value of the average percentage of neighbours p. In the same way, the NCFS algorithm attempts to reduce statistical errors by selecting the top four farthest neighbors rather than one neighbor. Unfortunately, regardless of how the parameters are adjusted, the CFS and NCFS algorithms cannot perform well on more complex datasets, such as the pathbased dataset. However, we can detect the more detail distribution information about the datasets by adjusting the parameter to a smaller value. In addition, the HCFS algorithm then uses this information to construct the subclusters and to merge the adjacent subclusters that are similar and connected. The distribution of the local clusters are taken into account by the HCFS algorithm. Therefore, the HCFS algorithm performs better.
There is an obvious difference in the densities between the local clusters, as the average density of one cluster is 2.181 and that of the other cluster is 8.670 in the Jain dataset. The proposed HCFS algorithm can also perform very well on the Jain dataset, while the original CFS algorithm cannot, which indicates that our method is capable of classifying the datasets containing different clusters with different densities. Table 3 shows the NMI performance results on the same set of datasets and clustering algorithms, and it indicates that the NMI performance results are similar to the ARI performance results.
C. PARAMETER ANALYSIS
The proposed HCFS algorithm employs one fixed parameter (the average percentage of neighbours p) and one adjustable parameter (the coefficient α). Additionally, d c , which is calculated though p, is used to compute the density of the points and to construct the decision graph. αd c is used to determine the size of the intersection area of two subclusters. First, we will represent the reasons why the average percentage of neighbours p can be set to a fixed decimal.
As shown in Table 4 Fig. 6 (h), regions P and S in Fig. 7 (g) and regions R and Q in Fig. 7(h) . This indicates that the misclassification rate in constructing subclusters will increase with the increase of the parameter p. The results of column N1 indicate that the number of subclusters decreases with the increase of parameter p. As a small number of subclasses can reduce the computational cost, then setting p to 1.85% will be a good compromise choice. However, in order to make our algorithm work with more complex datasets with fewer errors in constructing subclusters, we can set the parameter to a smaller fixed number of 1.5%. Fig. 8 shows the effect of coefficient α on the performance of the algorithm. Meanwhile, The HCFS clustering algorithm has a probability of more than 25% to achieve maximum NMI performance when the coefficient α is located at the range of [0, 4] , which indicates that it is convenient for us to find appropriate parameters for a dataset within this range. That also indicates that there is a great reduction in the dependence of our algorithm's performance on coefficient α. In addition, if all candidate centers within a dataset are also real centers, then the NMI performance will not be affected by the coefficient α, as shown in Figs. 8(e) , (f).
V. CONCLUSION
This paper describes the procedure of misclassification caused by uneven distributions of local clusters. The reason for this procedure was also analyzed in detail. Then, a density peak based algorithm employing the hierarchy strategy (HCFS) was proposed, which is capable of recognizing unevenly distributed local clusters. The HCFS algorithm consists mainly of two stages. First, the points with high ρ's and δ's are selected as candidate centers. In this stage, each remaining candidate center is used to construct the subclusters instead of being assigned to the same cluster as their nearest neighbor with higher density. This not only avoids the misclassification caused by uneven distribution of local clusters, but also indirectly solves the problem of determining the real centers from the set of candidate centers. Second, the subclusters are merged by a new dissimilarity estimation strategy proposed in this paper. This new dissimilarity estimation method can measure the dissimilarity between two adjacent subclusters and determine whether two subclusters are connected simultaneously using one equation, which means that our algorithm only needs to adjust one parameter. Through these works, the problem of the misclassification due to uneven distribution within local clusters has been alleviated.
As the clusters of high dimensional datasets may exist in subspaces, our method does not perform as well on non-2D datasets as it does on 2D datasets. What's more, more and more applications produce large amounts of high dimensional data without labels. And there will be some unevenly distributed local clusters in these datasets. This inspire us to combine subspace clustering algorithms [25] , [26] to extend our method to deal with these high dimensional datasets.
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