Herpes simplex virus 1 (HSV-1) causes recurrent mucocutaneous ulcers and is the leading cause of infectious blindness and sporadic encephalitis in the United States. HSV-1 has been shown to be highly recombinogenic; however, to date, there has been no genome-wide analysis of recombination. To address this, we generated 40 HSV-1 recombinants derived from two parental strains, OD4 and CJ994. The 40 OD4-CJ994 HSV-1 recombinants were sequenced using the Illumina sequencing system, and recombination breakpoints were determined for each of the recombinants using the Bootscan program. Breakpoints occurring in the terminal inverted repeats were excluded from analysis to prevent double counting, resulting in a total of 272 breakpoints in the data set. By placing windows around the 272 breakpoints followed by Monte Carlo analysis comparing actual data to simulated data, we identified a recombination bias toward both high GC content and intergenic regions. A Monte Carlo analysis also suggested that recombination did not appear to be responsible for the generation of the spontaneous nucleotide mutations detected following sequencing. Additionally, kernel density estimation analysis across the genome found that the large, inverted repeats comprise a recombination hot spot.
H
erpes simplex virus 1 (HSV-1) is a double-stranded DNA (dsDNA) virus in the Alphaherpesvirinae subfamily which causes recurrent, mucocutaneous lesions. HSV-1 is the leading cause of both sporadic encephalitis and infectious keratitis in the United States (1, 2) . Animal studies have shown that disease severity is dependent on three factors: innate host resistance, the host immune response, and the viral strain (1, (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) . Previous work of ours examining the role of the viral strain in virulence involved generating recombinant HSV-1 strains through mixed infections with two strains, OD4 and CJ994 (17) . The advent of next-generation sequencing technologies has allowed multiple HSV-1 genomes to be sequenced (18, 19) , thus allowing the opportunity to sequence previously generated recombinants and examine genome-level recombination phenomena.
The HSV-1 genome is approximately 152 kb in length and is arranged with inverted repeats flanking two unique sequences, the unique long (UL) and unique short (US) regions. The genomic segments invert with four possible, equivalent arrangements (20) ; however, a more recent report suggests that the effects of both viral strain and cell type may result in an imbalanced isomeric ratio (21) . Replication is initiated from the origins of replication: OriL in the UL segment and two copies of OriS in the inverted repeats flanking the US region (22, 23) . In HSV-1, replication and homologous recombination appear to be closely linked. While viral DNA was originally demonstrated to be replicated by rolling circle, leading to the formation of head-to-tail genome concatemers (24) , subsequent work presented a more complicated mechanism that may include theta replication and rolling circle, leading to the formation of highly branched DNA structures. It is likely that homologous recombination resolves double-strand breaks and assists in the formation of Y-junction origins of replication. Thus, homologous recombination both leads to and resolves the observed DNA branching (25) . The 250-to 500-bp a packaging sequence, located at the termini of the repeats, has been identified to be highly recombinogenic; however, it is dispensable for genomic segment isomerization (26) (27) (28) (29) . It is possible that the a sequence represents a recombination hot spot; however, no comprehensive genomic analysis identifying it as such has been performed. Restriction fragment length polymorphism (RFLP) studies have estimated the genomic recombination frequency to be between 0.26 and 0.7 recombinations per kilobase (30) (31) (32) . To date, no genomic sequence-based recombination mapping studies have been performed to complement these early estimates.
In this study, we sequenced the genomes of 17 previously described in vivo, ocularly derived HSV-1 recombinants (17) , as well as 23 new, in vitro, tissue culture-derived HSV-1 recombinants. The recombination breakpoints were determined for each of the 40 recombinants.
Bioinformatic recombination breakpoint analysis detected a bias toward high GC content, a bias toward intergenic and repetitive regions, and a recombination hot spot in the large inverted repeats. Additionally, recombination does not appear to drive the generation of spontaneous nucleotide mutations.
MATERIALS AND METHODS

Cells.
To generate viral DNA stocks, green monkey kidney (Vero) cells were cultured in Dulbecco's modified Eagle's medium (DMEM) with 5% serum and antibiotics as described previously (33) . For DNA isolation, the infections were performed with 2% serum and antibiotics.
Viruses. The parental HSV-1 strains used to generate the recombinants described in this study were OD4 and CJ994. OD4 and CJ994 are avirulent, plaque-purified, clinical strains originally isolated in Seattle, WA. The ocular virulence characteristics of OD4 and CJ994 have been tested in mice and described previously (33) . The OD4-CJ994 recombinants were generated using two methods: in vivo and in vitro methods. Seventeen of the recombinants were generated using an in vivo method, and their disease phenotypes have been described previously (17) . All animal experiments followed the Association for Research in Vision and Ophthalomogy and NIH animal welfare guidelines and were approved by the University of Wisconsin-Madison IACUC. Briefly, 3-to 4-week-old BALB/c female mice were infected by corneal scarification with 1 ϫ 10 5 PFU of strain OD4 and CJ994 (1:1 ratio). The corneas and trigeminal ganglia were removed at 1, 2, 3, 5, 7, and 10 days postinfection. The tissues were homogenized, freeze-thawed, and titrated on a plate of confluent Vero cells. Preparations containing virus were then subjected to three rounds of plaque purification. The purified plaques were picked, and high-titer stocks were prepared by infecting one TC100 plate of Vero cells with a purified plaque and DMEM with 2% serum. Once the cells reached a 100% cytopathic effect (CPE), the cells were harvested and subjected to three freeze-thaw cycles. The resulting lysate was divided to infect confluent Vero cells on five TC100 plates. When the cells reached a 100% CPE, they were harvested and centrifuged at 600 ϫ g for 10 min. The supernatant was removed, and then 5 ml of supernatant was placed back into the tube containing the pellet and vortexed. The vortexed pellets were subjected to three freeze-thaw cycles. The pellet mixture was centrifuged at 600 ϫ g for 10 min. The supernatants were combined and centrifuged at 600 ϫ g for 20 min. The supernatant was layered onto a 36% sucrose cushion in phosphate-buffered saline (PBS) and centrifuged for 80 min at 24,000 ϫ g. Following centrifugation, the supernatant was aspirated, and then the viral pellets were resuspended with 1 ml of DMEM with 2% serum. The samples were then aliquoted and stored at Ϫ80°C.
Twenty-three of the recombinants were generated in vitro through tissue culture. First, a plate of confluent Vero cells was infected with 2 ϫ 10 8 PFU (multiplicity of infection, 10) of OD4 and CJ994 (1:1 ratio) viruses. When the cells reached a 100% CPE, they were harvested and subjected to three freeze-thaw cycles. The samples were then titrated onto Vero cells in six-well plates. The resulting plaques were isolated and further plaque purified an additional two times. High-titer stocks were prepared as described above.
Viral DNA preparation and RFLP screening. The in vitro plaquepurified viruses were then screened by RFLP to detect which of the samples were likely recombinants. First, a viral DNA preparation was made for each of the isolated plaque preparations using a modification of our previously described protocol (34) . One hundred microliters of viral stock was used to infect Vero cells on one TC100 plate with DMEM with 2% serum. Once the cells reached a 100% CPE, the cells were harvested and subjected to three freeze-thaw cycles. The resulting lysate was divided to infect confluent Vero cells on five TC100 plates. When the cells reached a 100% CPE, they were harvested and centrifuged at 600 ϫ g for 10 min. The supernatant was removed, and then 5 ml of supernatant was placed back into the tube containing the pellet and vortexed. The vortexed pellets were subjected to three freeze-thaw cycles. The pellet mixture was centrifuged at 600 ϫ g for 10 min. The supernatants were combined and centrifuged at 600 ϫ g for 20 min. The supernatant was layered onto a 36% sucrose cushion in PBS and centrifuged for 80 min at 24,000 ϫ g. The resulting pellet was resuspended in 5 ml of PBS, layered onto another 36% sucrose cushion in PBS, and centrifuged for 80 min at 26,200 ϫ g. The viral pellet was then resuspended in 3 ml of TE buffer (10 mM Tris [pH 7.4], 1 mM EDTA) with 0.15 M sodium acetate and 50 g/ml RNase A and then incubated 30 min at 37°C. Proteinase K and SDS (50 g/ml and 0.1%, respectively) were added, and the solution was incubated for 30 min at 37°C. The viral DNA was purified by phenol-chloroform extraction and ethanol precipitation, resuspended in deionized water, and stored at Ϫ20°C.
For the RFLP analysis, 3 g of DNA from each plaque isolate and parental viruses (OD4 and CJ994) was digested with BamHI (Promega, Madison, WI) overnight at 37°C. The restriction digests were electrophoresed on a 0.8% agarose gel in TBE (Tris-borate-EDTA) and stained with ethidium bromide. The DNA digest patterns were then visually inspected to determine if they had genomic fragments from both of the OD4 and CJ994 parental strains. Plaque isolates containing restriction fragments from both the parental strains were chosen for Illumina sequencing.
Construction and sequencing of Illumina libraries. The potential recombinants were sequenced using two methods. Twelve of the in vitroderived recombinants were sequenced using an Illumina HiSeq 2000 sequencing system. One microgram of high-quality genomic DNA was submitted to the University of Wisconsin-Madison DNA Sequencing Facility for paired-end library preparation. Each library was generated using an Illumina TruSeq LT sample preparation kit (Illumina Inc., San Diego, CA, USA) per the manufacturer's specifications, with 300-bp fragments being targeted. The quality and quantity of the DNA were assessed using an Agilent DNA high-sensitivity series chip assay (Agilent Technologies, Santa Clara, CA, USA) and a Qubit dsDNA kit (Life Technologies, Grand Island, NY, USA), respectively, and the concentrations of the libraries were standardized to 2 nM. Paired-end, 100-bp sequencing was performed in a single lane on the Illumina HiSeq 2000 sequencing system using SBS (version 3) kits, and an average of 5 million unique reads (1 Gb) was returned per library. FASTQ reports were created using the CASAVA (version 1.8.2) program.
The remaining recombinants were sequenced using the Illumina MiSeq platform, which produces longer reads. Five hundred nanograms of high-quality genomic DNA was submitted to the University of Wisconsin-Madison DNA Sequencing Facility for paired-end library preparation. Each library was generated using an Illumina TruSeq Nano LT sample preparation kit per the manufacturer's specifications, with 550-bp fragments being targeted. The quality and quantity of the DNA were assessed using an Agilent DNA high-sensitivity series chip assay and Qubit dsDNA kit, respectively, and the concentrations of the libraries were standardized to 2 nM. Paired-end, 250-bp sequencing was performed on the Illumina MiSeq platform using version 2 kits, and an average of 250,000 unique reads (125 Mb) was returned per library. FASTQ reports were created using the CASAVA (version 1.8.2) program.
Genomic assembly. The paired-end sequencing reads from the 40 recombinants and strain CJ994 were generated using a reference assem-bly. Between sequencing runs, an updated annotation was made available through GenBank; however, for consistency we decided to use the annotation with GenBank accession number NC_001806. The sequencing reads were aligned to the sequence of HSV-1 strain 17 using a local alignment method, with a consensus sequence subsequently being generated and extracted in a manner similar to that described previously (18) . Resulting gaps in the reference assembly were filled in with N=s (any nucleotide) without a proxy sequence, as has been done previously (19, 35) . The gapped genomic sequence was annotated and submitted to GenBank (Table 1).
SNP and indel detection and analysis. To detect novel single nucleotide polymorphisms (SNPs) and indels in the OD4-CJ994 recombinant viruses, the paired-end reads from each strain were aligned to the parental OD4 genome (GenBank accession number JN420342) as a reference assembly using the CLC-Bio Genomic Workbench. The strain assemblies sequenced with the HiSeq 2000 system were scanned using separate SNP and indel detection tools from Genomic Workbench (version 5.0.2). The recombinant virus assemblies sequenced with the MiSeq platform were analyzed with the quality-based variant detection tool (Genomic Workbench, version 6.0.2). For all base variant detection methods, a minimum read coverage of 4 was required for each base position. Additionally, the sequences of 35% of the reads or a minimum of five reads with a variant base had to differ from the reference sequence. Potential variant bases were filtered on the quality scores at each position and the five neighboring nucleotides on each side of the position. Minimum Phred quality scores of 20 for each variant position and 15 for the adjacent 10 bases were also required for a call. The novel single nucleotide polymorphism (SNP) and indels were logged, and each base position was translated into an HSV-1 strain 17 genomic coordinate. The novel single nucleotide polymorphism (SNP) and insertions/deletion (INDEL) positions translated for strain 17 were also plotted onto the corresponding genomic map for each strain.
To map DNA polymorphisms between the two parental strains, OD4 and CJ994, the genome of each strain was aligned using the MAFFT aligner from the SATé (version 2.2.7) software package (36, 37). The DNA polymorphisms were then mapped using the DNAsp package, a sliding window of 100 bp, and a 25-bp step size. Alignment gaps were excluded from the analysis. The data were visualized using SigmaPlot (version 12.0) software.
To determine if there was a statistically significant difference between the number of novel SNPs/indels between the in vivo-and in vitro-derived recombinants, a Mann-Whitney rank-sum test was performed using SigmaPlot (version 12.0) software.
Breakpoint detection. In order to characterize the various properties of the breakpoint regions, we first defined the genomic coordinates of the breakpoints by aligning the sequence of the genome of each OD4-CJ994 recombinant to the sequences of the OD4 and CJ994 parental genomes. These alignments can be found at sites.ophth.wisc.edu/brandt/. The Bootscan function from the RDP4 software suite (38, 39) was used to scan the genomic alignment for recombination crossover events, using the Kimura 2-parameter (40) nucleotide substitution model, a sliding window of 1500 bp, and a step size of 750 bp (see Fig. S1A in the supplemental material). Each recombination breakpoint detected by the scan was logged and cross-referenced with the SNP detection reports for verification. Each of the recombination breakpoint positions for each of the recombinants was then translated into the HSV-1 strain 17 genomic coordinates (see Table S1 in the supplemental material). The parental origin of each genomic block was also noted. To more finely map possible recombination events in the inverted repeat regions, the sequence from the terminal repeat long (TRL) and inverted repeat short (IRS) regions for each of the recombinants was aligned to the sequences of parental strains OD4 and CJ994. The alignments of the TRL and IRS regions can also be accessed at sites.ophth.wisc.edu/brandt/. As described above, breakpoints were determined by generating a Bootscan plot and logging crossover coordinates. The breakpoint coordinates were cross-referenced with the alignments of the TRL and IRS regions for verification. The RDP4 bootscan plots were generated using the Kimura 2-parameter model, a sliding window of 500 bp, and a step size of 250 bp (see Fig. S1B and C and Table S1 in the supplemental material). The use of smaller sliding windows was investigated; however, these resulted in an extensive amount of noise and were too difficult to interpret. For analysis, we excluded breakpoints occurring in the terminal repeat regions defined by coordinates 1.0.9212 (flanking UL) and 145585.0.152259 (flanking US) to avoid double counting of these breakpoints in our analysis. The resulting data set has 272 breakpoints in total across the 40 recombinants.
To determine if there was a statistically significant differences between the number of breakpoint events between the in vivo-and in vitro-derived recombinants, a Mann-Whitney rank-sum test was performed using SigmaPlot (version 12.0) software.
Breakpoint distribution estimation. To determine if the breakpoint locations were strongly biased toward a particular region of the genome, we used a kernel density estimation approach to model the distribution of breakpoint occurrences as a function of HSV genome coordinates. We used the R KernSmooth package (41) (http://cran.r-project.org/web /packages/KernSmooth/index.html), which implements a binned approximation to ordinary kernel density estimation. In this approach, a kernel function is centered on each value in the sample, and the heights of the kernel functions are summed in discrete bins that partition the range of the genome coordinates. Our analysis used a Gaussian kernel function and the direct plug-in method (42) for choosing the bandwidth of the kernel. The bandwidth parameter determines the smoothness of the density estimate.
GC bias in breakpoint windows. We defined a set of 272 breakpoint windows, which consist of subsequences of the strain 17 genome centered on the coordinates of each of the breakpoints identified as described above. Most breakpoint windows were defined by centering a fixed-length window on each breakpoint coordinate. We repeated this procedure with initial window lengths of both 100 and 1,000 bases. In some cases, the windows were truncated so that they would not extend beyond the ends of the genomic sequence being analyzed. In 19 cases, the breakpoints were localized to regions in which there was a high degree of parental sequence uncertainty. In these cases, the windows were enlarged to span a fixed length, in addition to the length of the uncertain region.
To determine if the breakpoint windows exhibited a GC content bias, we first calculated the fraction of the breakpoint windows that consisted of guanines and cytosines and then used a Monte Carlo procedure to assess the extent to which this fraction was biased relative to the background frequencies of these bases in the genome. Specifically, we randomly selected 10,000 sets of windows for comparison. Each of these random window sets comprised 272 windows with the same lengths as the actual breakpoint windows against which they were compared. As with the actual breakpoints, our random windows were calculated using initial lengths of both 1,000 and 100 bases. For each of the random window sets, we calculated the GC fraction in the same way that we calculated the actual breakpoint windows. Functional properties of breakpoint windows. To assess the nature of the association between breakpoint windows and the functional properties of the genomic sequence, we employed several types of subsequences annotated in the features table of an NCBI reference sequence (GenBank accession number NC_001806.1). Specifically, we determined the probabilities that each breakpoint overlaps a coding region (inside a coding sequence [CDS] feature), an intergenic region (outside all gene features), and/or a repetitive region (inside a repeat_region feature). Note that these categories are not mutually exclusive, as both coding and intergenic sequences can appear in repetitive regions.
To calculate the probability for a given window and feature type, we assumed that the actual coordinate of the given breakpoint is equally likely to be at any position in its surrounding window, and we then calculated the fraction of the window that overlaps the given feature type. To test the association between breakpoints and each type of region, we again used a Monte Carlo procedure. We randomly selected 10,000 sets of windows for comparison. Each of these random window sets comprised 272 windows with the same lengths as the actual breakpoint windows.
Motif search in breakpoint windows. We also analyzed the breakpoint windows to determine if they contained any overrepresented sequence motifs. We used the FIRE algorithm (43) to search for motifs that occur more frequently in the breakpoint windows than in the background, which was defined as all other sequence regions outside breakpoint windows. This analysis used 272 breakpoint windows that were initially defined to be 500 bases long, before applying the same truncation and spanning procedures described above for the GC bias analysis. The background sequences that were longer than 1,000 bases were segmented into windows with a maximum length of 500 bases in order to ensure that the background windows had a length distribution similar to that of the breakpoint windows. This procedure resulted in 119 background windows. We ran FIRE with the exptype parameter set to discrete, the nodups parameter set to 1, and the other parameters set to their defaults.
To assess whether the motifs that were found represent statistically significant properties of the breakpoint windows, we used a Monte Carlo procedure in which we ran FIRE on 1,000 sets of randomly chosen pseudobreakpoint windows. Again, each of those random window sets had 272 windows with the same lengths as the actual breakpoint windows. As before, the sequence regions outside the pseudobreakpoint windows were used as the background. This analysis measured the number of motifs found for the actual breakpoint windows and the extent to which these motifs discriminate breakpoint windows from background windows, as indicated by F1 score, a measure of classification accuracy.
Novel SNP association with breakpoint windows. Finally, we tested whether the positions of novel SNPs in the recombinant strains are related to the breakpoint coordinates. We first determined the empirical distribution of distances between the coordinates of novel SNPs and their nearest breakpoint. We then used a Monte Carlo procedure in which we generated 10,000 pseudorecombinants by randomly selecting the number of breakpoints, the number of SNPs, the breakpoint coordinates, and the SNP coordinates from the empirical distributions of these variables observed in the set of actual recombinants. From the set of 10,000 pseudorecombinants, we then determined the distribution of SNP breakpoint distances as a basis for comparison against the distances from the actual data. We used a kernel density estimation procedure, as described above, to obtain smoothed representations of both distributions.
Nucleotide sequence accession numbers. The GenBank accession numbers of the 40 HSV-1 recombinants derived from parental strains OD4 and CJ994 are presented in Table 2 .
RESULTS AND DISCUSSION
Genomic sequencing and assembly. The 40 HSV-1 recombinants were sequenced using two subplatforms of the Illumina next-generation system: the HiSeq 2000 and the MiSeq platforms ( Table 2) . The genomes were then assembled using the sequence of HSV-1 strain 17 as a reference. The number of mapped reads obtained using the HiSeq 2000 platform ranged from 394,026 in strain 10-11-2 to 4,348,509 in strain 10-5-1 ( Table 2 ). The average read length for the samples sequenced using the HiSeq 2000 platform ranged from a low of 86.1 in strain 2-5-3 to 90.3 in strain 10-11-3, which resulted in an average coverage of from 224 times in strain 10-11-2 to 2,553 times in strain 10-5-1 ( Table 2 ). The average number of mapped reads obtained using the MiSeq platform ranged from 15,024 in strain 12-12-67 to 374,518 in strain 82S ( Table 2 ). The average read length for all of the samples sequenced using the MiSeq platform was approximately 251, which resulted in an average coverage range of from 24 times in strain 12-12-67 to 604 times in strain 82S.
Breakpoint detection. Following genomic sequencing and assembly, recombination breakpoints were determined and mapped using the Bootscan algorithm in conjunction with SNP/ INDEL analysis (Fig. 1) . To avoid double counting of the number of breakpoints in the inverted repeats, the TRL and TRS repeats were excluded from analysis, yielding a total of 272 recombination breakpoints in the data set. An examination of the breakpoint map shows a greater number of breakpoints in the strains derived from the cornea in vivo than in the in vitro, tissue culture-derived strains. The in vivo-derived strains had an average of 13.8 recombination events per genome, while the in vitro-derived recombinants had an average of 6.4 recombination events per genome. The median number of breakpoints from the in vivo-and in vitroderived samples was analyzed using the Mann-Whitney rank-sum test, and a statistically significant difference between the two groups (P Ͻ 0.001) was found. It is unclear what is responsible for this observation; however, it may be that the in vivo-derived viruses were able to undergo an increased number of replication cycles, and therefore, this may have increased the chances of recombination events in the in vivo-derived viruses compared to those in the in vitro, tissue culture-derived recombinants. An additional possibility is that either the cell type or the environment in the cornea selected the most evolutionarily fit viruses, which were in turn highly mosaicized recombinants that possessed advantageous phenotypic attributes of both parents. An examination of Fig. 1 shows what appears to be a greater prevalence of CJ994 genomic segments in the in vivo-derived viruses compared to the amount in the in vitro-derived recombinants, and this may suggest a selection bias for replication in the cornea.
Breakpoint distribution estimation. To determine if the breakpoint locations were strongly biased toward a particular region of the genome, we used a kernel density estimation approach to model the distribution of breakpoint occurrences as a function of HSV genome coordinates, with the terminal inverted repeats being excluded from the analysis to prevent double counting of recombination crossovers in the repeat regions (Fig. 2) . Figure 2A shows that the distribution of breakpoint positions is uniform, with the exception of a notable peak in the internal repetitive regions. It is unlikely that a large number of recombination events in the coding regions were missed due to crossovers between SNPs, as a DNA polymorphism analysis between the two parental strains, OD4 and CJ994 (Fig. 2B) , showed that the DNA polymorphism differences between the two strains were generally evenly distributed along the genome. The signal strength observed in the inverted repeats is likely an underestimate, as several recombi-nants had lower sequencing coverage in those areas, and therefore, it is likely that several recombination breakpoints were uncounted. The identification of the inverted repeats as recombination hot spots was not unexpected, as previous studies detected a large amount of recombination in the a packaging sequence, as well as recombination in OriS (27) (28) (29) 44) . Future studies incorporating more recombinants may result in the detection of additional recombination hot spots in the genome.
Novel SNPs/INDELs. Following SNP and indel detection, novel or spontaneously occurring SNPs/indels in each of the 40 recombinants were cataloged. This was performed by cataloging the SNPs/indels that did not match either the OD4 or the CJ994 parental sequence. Recombinant strains 5-5-2, 16S, 26S, 27S, 31XL, 76M, 78S, and 83M did not have any detected novel mutations ( Fig. 1 ; see also Table S5 in the supplemental material). In contrast, recombinant strains 10-11-2 and 10-2-2 had 13 and 14 spontaneously occurring mutations, respectively ( Fig. 1 ; see also Table S2 in the supplemental material). The in vivo-derived strains had a higher average number of SNPs/indels of 4.35 per genome than the in vitro-derived strains, which had 1.95 per genome. The median number of novel SNPs/indels from the in vivo-and in vitro-derived samples was analyzed using the Mann-Whitney rank-sum test, and a statistically significant difference between the two groups was found (P ϭ 0.006).
We hypothesized that recombination may be causing the generation of spontaneous mutations, because of the higher number of both recombination events and novel SNPs/INDELs in the in vivo-derived strains, and that recombination involves both strand exchange and DNA repair mechanisms. To test this, we first determined empirically the distribution of the distances between the coordinate of each novel SNP and its nearest breakpoint. We then compared the observed distribution to a simulated data set that preserved the distribution of SNPs and breakpoint positions while selecting them independently. This procedure was designed to test whether SNP positions are dependent on breakpoint positions. The results, shown in Fig. 3 , suggest that there is no correlation between recombination breakpoints and spontaneous mutations; thus, the hypothesis was false. It is unclear what influences the number of novel SNPs/INDELs in a given strain. The number of novel mutations that we detected is higher than that which may be expected, given that HSV-1 polymerase has a lower error rate than eukaryotic polymerases (45) . Recombination studies in vaccinia virus found a small number of rare mutations, with a low estimated error rate of 1 ϫ 10 Ϫ8 mutation per nucleotide copied per cycle of replication (46) . In HSV, additional factors affect the mutation rate; for instance, when the more error-prone HSV-2 polymerase is placed into HSV-1, the error rate is similar to that in wild-type HSV-1 in thymidine kinase assays, indicating that multiple factors are involved (47) . Calculation of an error rate for the current study is problematic, given the number of assumptions required, that the amount of viral DNA produced during infection is higher than the amount packaged, and that viruses with lethal mutations would not be sequenced. Further, in a previous study comparing the genomes of 31 global HSV-1 strains, most of which were sequenced using the Illumina system, we estimated a substitution rate of 1.38 ϫ 10 Ϫ7 , which was a log unit higher than previous estimates (48) . In the present study, the sequence coverage of the SNPs/indels detected in the strains sequenced on the HiSeq 2000 platform was an average of 1,401 times, and the sequence coverage of the SNPs/indels detected in the strains sequenced on the MiSeq platform averaged 171 times; thus, it is unlikely that the SNPs/indels are a result of sequencing errors, unless the high GC content of the HSV-1 genome results in a higher error rate for the Illumina system. An examination of the novel SNPs determined that 89% are transversions, which is consistent with most mutations, increasing the likelihood that they do not represent sequencing errors. It is possible that the viral strains containing a high number of novel mutations have an altered ability to manipulate the host cell DNA repair mechanisms compared to that of the recombinant strains that have a low number of novel mutations. All of the detected novel mutations were in the UL-and US-coding regions due to the lower sequence coverage and read quality in the inverted repeat regions. It is almost certain that additional novel SNPs and indels exist in the inverted repeats as well; however, current sequencing and detection technology precludes their identification in the context of large, multisample sequencing studies.
Functional properties of breakpoint windows. We also as- sessed the strength of the association between breakpoint windows and several functional classes of the genomic sequence: coding regions (inside a CDS feature in the NCBI reference sequence), intergenic regions (outside all gene features), and repetitive regions (inside a repeat_region feature). Note that these categories are not mutually exclusive, as both coding and intergenic sequences can appear in repetitive regions. Figure 4 shows the estimated fraction of breakpoints that overlap each of these sequence categories compared to the fractions that we observed when randomly simulating breakpoint positions. These results indicate that there is a very strong bias toward the occurrence of breakpoints in repetitive regions and somewhat less pronounced but still strong biases in favor of intergenic regions and against coding regions. This finding is consistent with the estimated breakpoint distribution shown in Fig. 2 . The mechanism driving the observed recombination bias in favor of intergenic regions is unclear; however, high intergenic recombination rates have been observed in norovirus (49, 50) . Additionally, in lytic infection, the majority of viral DNA is not nucleosome associated (51), so chromatin structure is unlikely to play a major role in influencing recombination location bias. The intergenic recombination bias in norovirus is thought to result in new combinations of genes, which may increase fitness and may account for the intergenic recombination bias in HSV-1 as well. GC bias in breakpoint windows. Based on previous reports of recombination bias toward high GC content regions in Saccharomyces, pigs, humans, and poliovirus (52-55), we tested the hypothesis that breakpoints are more likely to occur in GC-rich regions of the genome. The box plots shown in Fig. 5 illustrate the GC composition of windows surrounding breakpoints compared to the GC composition of randomly selected windows. In each plot, the red circle indicates the fraction of GC bases for the actual breakpoint windows, whereas the other components of the box plot illustrate the distribution of the GC composition for the random windows. These results indicate that the breakpoint positions are strongly biased toward GC-rich regions, and the bias is even more apparent when we consider shorter windows. The observed GC content was more extreme than the GC composition recorded in any of the 10,000 simulated breakpoints. The observed bias toward both GC content and repetitive sequences appears to be entwined, with the areas of high GC content inevitably giving rise to repetitive sequences. The kernel density estimation data as well as the recombination bias toward GC content and repetitive regions identified the inverted repeats to be recombination hot spots. The GC content of the inverted repeats is approximately 74.6%, that of the UL-coding region is 66.8%, and that of the US-coding region is 64.3%; thus, the increased recombination frequency in the repeats may be a function of higher GC content. A heightened recombination frequency in the inverted repeats is likely critical for the formation of identical inverted repeat sequences as well as genome isomerization.
Motif search in breakpoint windows. We also analyzed the breakpoint windows to determine if they contain any overrepresented sequence motifs. We used the FIRE algorithm (43) to search for motifs that occur more frequently in the breakpoint windows than in the background (all other sequence regions outside breakpoint windows). To assess whether the motifs that were points in actual and simulated data. Red curve, estimated probability density function representing the distance between novel SNPs and the nearest breakpoint in the actual recombinants; blue curve, distribution of simulated data from a Monte Carlo process in which simulated SNP coordinates and breakpoint coordinates were sampled independently from the observed distributions of these two variables. The curves were calculated using a kernel density estimation approach to obtain smoothed representations of both the actual distances and the simulated distances.
FIG 4
Occurrence of actual breakpoints and simulated breakpoints in specific genomic region types. Red circles, the fractions of breakpoints occurring in the three types of sequence regions. The box plots show the distribution of simulated breakpoints generated by the Monte Carlo process in each of the three region types. The blue box in a given box plot represents the range from the first quartile to the third quartile and contains a black thick bar indicating the median. The two horizontal dashed lines, called whiskers, extending from the blue box represent the range from the smallest nonoutlier to the largest nonoutlier. Black circles represent outliers, which are defined as those points occurring more than one and a half times the length of the blue box from either end. The results indicate that actual breakpoints occur in repetitive regions much more frequently than the frequency expected by chance. Actual breakpoints also occur in intergenic regions somewhat more frequently than expected by chance and in coding regions less frequently than expected by chance.
found represent statistically significant properties of the breakpoint windows, we used a Monte Carlo procedure in which we ran FIRE on 1,000 sets of randomly chosen pseudobreakpoint windows. This analysis showed that the number of motifs found for the actual breakpoint windows and the extent to which these motifs discriminate breakpoint windows from background windows fell into the middle of the distributions of these values from the Monte Carlo runs. From this result, we conclude that the motifs found by FIRE for the actual breakpoint windows do not represent statistically significant properties of the neighboring breakpoints of the sequences.
Summary. In conclusion, the genomes of 40 OD4-CJ994 viral recombinants were sequenced, and then the recombination breakpoints were determined, yielding 272 breakpoints in the final data set. Kernel density estimation analysis identified the large inverted repeats to be a recombination hot spot. Monte Carlo simulation of the breakpoint data determined recombination bias toward both high GC content and repetitive sequences and that recombination does not appear to be responsible for spontaneous mutations. Motif analysis of the recombination breakpoint windows did not find any sequence motifs that were statistically significantly overrepresented. The kernel density estimation results in conjunction with the identified recombination bias toward high GC content and repetitive sequences appear to be linked and suggest that the heightened recombination frequency in the inverted repeats is likely critical for the formation of identical inverted repeat sequences as well as genome isomerization. bases, and the bottom plot represents windows of 100 bases. The box plots show the GC content for windows around simulated breakpoints generated by the Monte Carlo process. The GC content for the observed breakpoint windows is located outside the whiskers' range, suggesting that there is a strong bias in GC content near breakpoints.
