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Abstract
In this paper we study the stability of transonic strong shock solutions of the steady-state
one-dimensional unipolar hydrodynamic model for semiconductors. The approach is based
on the construction of a pseudo-local symmetrizer and on the paradifferential calculus
with parameters, which combines the work of Bony–Meyer and the introduction of a
large parameter.
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1. Introduction
The numerical models of semiconductors become more and more important for
the development of new industrial devices. Their aim is to reduce development of
cost and time. The most important efﬁcient model of semiconductors is given by the
Boltzmann equation for his physical accuracy. Indeed the Boltzmann equation
models the ﬂow of the electrons in semiconductor crystals. The numerical simulation
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of the Boltzmann equation for semiconductors needs a lot of computing power in
real-life applications. Thus were derived simpler numerical models, which represent a
reasonable compromise between the physical accuracy and computational efﬁciency.
One of these models is the hydrodynamic model for semiconductors. This will be the
model studied in our paper. The hydrodynamic equations can be derived from the
Boltzmann equation by using a moment method. Since its introduction by Bl^tekjær
[2], the hydrodynamic model has attracted a lot of attention. The hydrodynamic
model have been used because of its ability in simulating hot electron effects. Indeed
the hydrodynamic model is able to include higher-order effects than those
incorporated in the classical drift-diffusion model. Mathematically, the hydro-
dynamic model is a system of quasilinear hyperbolic-elliptic equations which
represent the fundamental laws of balance of particles, momentum and energy for
the electrons. Thus the solution can become discontinuous in ﬁnite time, and the
occurrence of shocks has to be taken into account.
In this paper we investigate the stability of strong transonic shock waves for the
solutions of the one-dimensional hydrodynamic model for unipolar semiconductors
in a steady state. The analysis of these solutions is based on the construction of their
orbits in the phase volume and on the representation of discontinuous solutions by
union of trajectory pieces. This approach is performed by Asher et al. [1], studying
the phase plane portrait for the limit case of an isentropic ﬂow with an adiabatic
exponent g equal to one, i.e. the isothermal hydrodynamic model. Markowich [16]
discussed the more realistic case g ¼ 5=3; but under the restrictive assumption of an
inﬁnite current relaxation time (electron plasma). Rosini [21,23] generalized these
results by considering an arbitrary but ﬁxed adiabatic exponent g41 and taking also
into account scattering events of the electrons.
Our goal is to analyze the stability of the stationary transonic solutions V
with a single shock wave front S; separating two given states Vþ ¼ ðrþ; J;EþÞT and
V ¼ ðr; J;EÞT ; obeying the Rankine–Hugoniot jump conditions and the Lax
entropy conditions [11]. The stability of shock waves has been an active ﬁeld of
mathematical research since 1940s (see for instance [6,7,9,20]), but only in the early
1980s Majda [12] has derived a necessary and sufﬁcient strong stability condition for
multidimensional shock waves. Majda worked under few technical assumptions,
such as the block structure condition, that enabled him to get satisfactory energy
estimates by rewriting the problem as a boundary value problem and later by
applying the Kreiss symmetrizer construction [10]. The estimates achieved for the
linearized problem enabled him to prove a nonlinear existence theorem [13]. Majda’s
approach has been slightly improved by Me´tivier [17] by using the new ideas of
paradifferential calculus introduced by Bony [3,4] and Meyer [19]. The great
advantage of the paradifferential calculus is to use the minimal regularity in order to
derive an energy estimate similar to Majda’s one. Furthermore, Me´tivier proved
recently that the block condition is met by all hyperbolic systems with constant
multiplicities.
We look for the algebraic conditions which guarantee the well posedness of the
linearized equations in L2: Simple computations shows that the necessary and
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sufﬁcient condition given by Majda [12] to have a maximal L2 estimate is satisﬁed.
To obtain the maximal L2 estimate we follow the analysis made by Me´tivier [18].
When these conditions are satisﬁed, the linearized equations are also well posed in
Hs; and, by using an iterative scheme, one can solve the nonlinear problem. We
observe that these conditions are only sufﬁcient for the existence of solutions of the
nonlinear equations.
In Section 2, we begin by giving the one-dimensional equations for a unipolar
semiconductor and by showing their properties. Then we pass on to Section 2.2 to
write down the jump conditions of Rankine–Hugoniot, the Lax entropy conditions
and the equivalent conditions by introducing the current density J 0; the total energy
E0 relative to the shock front and the Mach number M: Finally in Section 2.3 we
study in some more details the stationary system for a semiconductor in a steady
state simply by specializing the results found before for the general case.
In Section 3, we prove the stability of the stationary transonic admissible shocks.
To achieve these results the ﬁrst canonical step is to introduce the linearized system,
which is obtained starting from the perturbed equations. There are two ways to
perturb the boundary. The former is to consider only a temporal perturbation of the
boundary, as it is done in [12], the latter is to take a temporal-space perturbation of
the boundary, as it is done in [18]. The second step in both cases is the derivation of
the maximal L2 estimates for the solutions of the resulting linearized boundary value
problem, ﬁnally the stability follows from the ‘‘a priori’’ estimate as showed in [12]
and in [18], respectively. The main results are given in Theorems 14, 16 and 17. We
shall give in details only the temporal-space perturbation case.
The principal tools that we shall use to obtain the maximal L2 estimate are
the Kreiss’ symmetrizers. In general one has pseudo-local symmetrizers, i.e. pseudo-
differential operators which depend not only on x but also on the frequencies g: The
construction of the symmetrizers will follow that one found in [5].
The other important ingredient that we shall use regards the paradifferential
calculus of Bony [3,4] and Meyer [19]. In Appendix B (see also for instance [22,23])
we summarized the results of this theory needed in our proofs.
2. Preliminaries
The aim of this second section is to introduce the Euler–Poisson equations,
which characterize the one-dimensional hydrodynamic model for a unipolar
semiconductor.
In the ﬁrst subsection we give the general formulation of the Euler–Poisson
equations, by observing that they represent a strictly hyperbolic and symmetrizable
system. Then we impose a limiting condition for the electric ﬁeld E: In this way we
are able to write the electric ﬁeld E as a function of electron density r and the doping
proﬁle d simply by using the Poisson equation.
In the second subsection we pass to analyze the shock equations. Beyond the
internal equations, which are the canonical generalization of the general equations to
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the ﬁeld of piecewise C1 solutions, they include also the Rankine–Hugoniot jump
conditions and the Lax entropy inequalities, which relate the values of an admissible
shock on both sides of the shock front. Furthermore we write down equivalent
conditions by introducing the current density J 0 and the total energy E0 relative to
the shock front. Since the algebraic computations to obtain them are very simple and
can be found in [8], we will omit them.
Finally in the last subsection we analyze the stationary case specializing the results
found before.
2.1. The equations
The one-dimensional Euler–Poisson hydrodynamic model for semiconductors
characterized by a doping dðxÞ40; which represents the density of positively charged
background ions, are
rt þ ðruÞx ¼ 0;
ðruÞt þ ðru2 þ pÞx ¼ r E 
u
tp
 
;
ru2
2
þ p
g 1
 
t
þ ru
3
2
þ gup
g 1
 
x
¼ ruE  1
tw
ru2
2
þ p  rTl
g 1
 
;
Ex ¼ r d;
8>>>>><
>>>>>:
ð1Þ
where r ¼ rðt; xÞ40 is the electron density, u ¼ uðt; xÞAR is the electron velocity,
p ¼ pðr; eÞ ¼ ðg 1Þre40 is the pressure of the electron gas (namely we handle a
polytropic ideal gas thermally and calorically perfect), e ¼ eðt; xÞ40 the specific
internal energy, E ¼ Eðt; xÞAR is the negative electric field generated by the
Coulomb force of the particles and is a temporal-space continuous function, tp40 is
the momentum relaxation time, tw40 is the energy relaxation time, g ¼ Cp=Cv41
is the adiabatic exponent, with Cv40 the specific heat at constant volume and Cp40
the specific heat at constant pressure, and ﬁnally Tl ¼ e=Cv40 is the lattice
temperature of the semiconductor. Let us also introduce the specific entropy s given
by the second law of thermodynamics
de ¼ Tl ds þ pr2 dr:
The ﬁrst three equations of system (1) describe respectively mass balance,
momentum balance and energy balance. The last equation of system (1) is the
Poisson equation and determines the electric ﬁeld E:
General existence theorems concerning the existence of weak solution to (1)
presently do not seem to be available in the literature. The isentropic case has been
investigated in [14,15].
We assume that for any ﬁxed t40; the function rðt; Þ  dð Þ belongs to L1ðRÞ;
and that the function Eðt; Þ belongs to the Sobolev space W 1;1ðRÞ: Let us consider a
function E : tAð0;NÞ-EðtÞAR such that, for any ﬁxed xAR; the function
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tAð0;NÞ- R xN rðt; yÞ dy þ EðtÞ is continuous. Then we can impose the limiting
condition
lim
x-N Eðt; xÞ ¼ EðtÞ: ð2Þ
Let us remark that by using the Poisson equation, the electric ﬁeld E can be
expressed as a function of the electron density r and the doping proﬁle d; in the
following way
Eðr; dÞðt; xÞ ¼
Z x
N
ðrðt; yÞ  dðyÞÞ dy þ EðtÞ; tAð0;NÞ; xAR: ð3Þ
Remark 1. The previous considerations are superﬂuous if we deal with stationary
solutions, since they are automatically satisﬁed.
Let us introduce the current density J ¼ ru; the specific total energy e ¼ J2
2r2 þ e and
the total energy E ¼ re; problem (1)–(2) can be equivalently written as a system of
balance law
Vt þ f ðVÞx ¼ FðVÞ; ð4Þ
where
V ¼
r
J
E
0
B@
1
CA; f ðVÞ ¼
J
ðg 1ÞE g 3
2
J2
r
J
r
gE g 1
2
J2
r
 
0
BBBBB@
1
CCCCCA;
FðVÞ ¼
0
rEðr; dÞ  1
tp
J
JEðr; dÞ  1
tw
1 1ðg 1ÞCv
 
Eþ 1
2ðg 1ÞCv
J2
r
 
0
BBBBB@
1
CCCCCA;
then in the matrix form
Vt þ AðVÞVx ¼ FðVÞ; ð5Þ
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by denoting
AðVÞ ¼
0 1 0
g 3
2
J2
r2
ð3 gÞJ
r
g 1
J
r2
ðg 1ÞJ
2
r
 gE
 
1
r
gE 3
2
ðg 1ÞJ
2
r
 
g
J
r
0
BBBBB@
1
CCCCCA:
Let us recall that the hypothesis g41 is needed to make system (5) strictly hyperbolic
and symmetrizable.
2.2. Shock equations
Since the transonic solutions may be discontinuous in a ﬁnite time, we have to
restrict our attention to the following class of weak solutions to problem (5).
Deﬁnition 2. We say that V ¼ ðr; J;EÞT is a piecewise discontinuous admissible
solution if and only if there exists a ﬁnite number of smooth orientable line S in the
ðt; xÞ-space outside of which V is a C1 solution and across which V has a jump
discontinuity satisfying the Rankine–Hugoniot conditions and the Lax entropy
conditions.
Let V ¼ ðr; J;EÞT be a piecewise discontinuous admissible solution with only one
jump across the line S and assume that S can be parameterized by the variable t in
the form ðt;jðtÞÞ; where j : t-jðtÞ is a C1 function. Then sðtÞ ¼ j0ðtÞ is the speed
of propagation of the shock front. Denoted by V and Vþ the restriction of V
respectively to the left region and to the right region with respect to the line S in the
ðx; tÞ-plane, by VR;LðtÞ ¼ lime-0þV7ðt8se;jðtÞ7eÞ; and by ½V 
 ¼ VR  VL; the
system resulting from (5) is
Vt þ AðVÞVx ¼ FðVÞ xojðtÞ; t40
Vþt þ AðVþÞVþx ¼ FðVÞ x4jðtÞ; t40;

ð6Þ
and the Rankine–Hugoniot jump conditions write
s½V 
 ¼ ½ f ðVÞ
 x ¼ jðtÞ; t40: ð7Þ
Remark 3. The function F of system (6) is deﬁned as the function F of system (4)
where Eðr; dÞðt; xÞ is given byR x
Nðrðt; yÞ  dðyÞÞ dy þ EðtÞ if xojðtÞ;R jðtÞ
Nðrðt; yÞ  dðyÞÞ dy þ
R x
jðtÞðrþðt; yÞ  dðyÞÞ dy þ EðtÞ if x4jðtÞ:
(
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The eigenvalues of the matrix AðVÞ are l1;3ðVÞ ¼ Jr8c; l2ðVÞ ¼ Jr; where
c ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
gðg1Þ
r E J
2
2r
 r
is the sound speed. Thus the Lax entropy conditions for the
1-shock are given by
sol1ðVLÞ and l1ðVRÞosol2ðVRÞ; ð8Þ
and for the 3-shock by
l2ðVLÞosol3ðVLÞ and l3ðVRÞos: ð9Þ
Remark 4. The above conditions imply the shock waves are noncharacteristic since
the speed of propagation of the shock front s is different from the characteristic
speeds l1ðVÞ; l2ðVÞ; l3ðVÞ on both sides of the interface.
Remark 5. Let us recall that here it is not possible to have a 2-shock wave.
Let us introduce J 0 ¼ J  rs and E0 ¼ J 02
2r þ re; respectively the current density and
the total energy relative to the shock front. Then the Rankine–Hugoniot jump
conditions can be written in the form
½ f ðr; J 0;E0Þ
 ¼ 0; ð10Þ
the Lax entropy conditions for a 1-shock are
rLcLoJ 0orRcR; ð11Þ
and for a 3-shock are
rLcLoJ 0o rRcR: ð12Þ
An alternative way to write (11) and (12) by using the Mach number M ¼ J 0=ðrcÞ is
respectively ML414MR40 and 04ML4 14MR:
Remark 6. From (10) it follows that rRarL and J
0
R ¼ J 0L:
Denoted by n ¼ 1=r the specific electron volume, algebraic computations show that
on the discontinuity line S
J 0 ¼ JRnR  JLnL
nR  nL and J
02 ¼ 2gðnRE
0
R  nLE0LÞ
ðg 1Þðn2R  n2LÞ
: ð13Þ
We conclude this section with the following proposition.
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Proposition 7.
(a) JR ¼ JL if and only if s ¼ 0:
(b) E0R ¼ E0L if and only if g ¼ 3:
(c) JR ¼ JL and ER ¼ EL if and only if s ¼ 0 and g ¼ 3:
(d) JR ¼ JL and ERaEL if and only if s ¼ 0 and ga3:
(e) If JRaJL and ER ¼ EL; then sa0 and ga3:
(f) If s and g ¼ 3; then JRaJL and ERaEL:
2.3. The stationary case
In this short section we analyze the stationary case by specializing the results given
before for the general case. If the semiconductor is in a steady state, then all his
parameters are independent of time. For this reason the electron current density J is
constant and furthermore the system (1) becomes
ðg 1ÞE g 3
2
J2
r
 
x
¼ rEðr; dÞ  1
tp
J
J
r
gE g 1
2
J2
r
  
x
¼ JEðr; dÞ  1
tw
1 1ðg 1ÞCv
 
Eþ 1
2ðg 1ÞCv
J2
r
 
:
8>><
>>: ð14Þ
Let V ¼ ðr; J;EÞT be an admissible stationary transonic solution. Then we know
that it has a jump discontinuity satisfying the conditions of Rankine–Hugoniot and
the Lax entropy conditions. It is not limitative to assume that S ¼ fx ¼ 0g is his
discontinuity line and that J40: The corresponding Rankine–Hugoniot jump
conditions are
½ f ðr; J;EÞ
 ¼ 0; ð15Þ
and it is only possible to have a 1-shock which satisﬁes the condition
cLrLoJocRrR: ð16Þ
Remark 7. Condition (16) is equivalent to require that the left state is in a supersonic
regime, and that the right state is in a subsonic regime.
Proposition 9.
(a) If g ¼ 3 then ER ¼ EL ¼ J
2ðnRþnLÞ
3
:
(b) If ga3 then E
R;L
¼ J2ðnR;Lðg1Þ2þðgþ1ÞnL;RÞ
2ðg1Þg :
(c) For any fixed g41 one has gþ1g14
rR;L
rL;R
;
ER;L
EL;R
4g1gþ1 and
cR
cL
4g1gþ1:
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3. Stability of the stationary solutions
To study the stability of an admissible transonic shock solution V of problem (6)
the ﬁrst difﬁculty we meet is due to the fact that the discontinuity line S ¼ fx ¼
jðtÞg is unknown; for this reason we must add the jump conditions (7) to system (6),
obtaining
Vt þ AðVÞVx ¼ FðVÞ xojðtÞ; t40;
Vþt þ AðVþÞVþx ¼ FðVÞ x4jðtÞ; t40;
s½V 
 ¼ ½ f ðVÞ
 x ¼ jðtÞ; t40:
8><
>: ð17Þ
The second step is to introduce the linearized system which is obtained by starting
from the perturbed equations for ðVe;ceÞ ¼ ðV þ eW 0;j ef0Þ: This will be done in
Section 3.1.
The third step is the derivation of a maximal L2 estimate for the solutions of the
linearized boundary value problem. The principal tool that we shall use to obtain the
maximal L2 estimate is the Kreiss’ symmetrizer. This will be the object of Section 3.2.
Finally, since the stability follows from the apriori estimate, the aim of the section is
reached.
We shall study only the stability of a stationary admissible transonic shock
solution of the transmission problem (17) with only one jump discontinuity, which
satisﬁes the necessary and sufﬁcient condition given in [12] to have a maximal L2
estimate.
We have to warn the reader that many computations will not be reproduced here
to avoid overloading the section, but we shall often refer to the appendix section or
to previous works where some details can be found.
3.1. Linearization around the stationary solution
In this subsection we shall introduce the linearized system resulting from the
perturbation of system (17), and we prove the necessary and sufﬁcient condition
given in [12] to have a maximal L2 estimate.
Let us consider ðVþðxÞ; VðxÞ;j  0Þ the stationary admissible transonic shock
studied in Section 2.3 and introduce U ¼ ðr;EÞT : We assume that
UþAW 1;Nð0;þNÞ; UAW 1;NðN; 0Þ: Then we can extend Uþ and U to all R
in such way that the support of Uþ is a subset of ð1;þNÞ; and the support of U is
a subset of ðN; 1Þ: Furthermore it is not limitative to assume that there exists a
constant C40 such that
jjUþjjW 1;NðRÞpC jjUþjjW 1;Nð0;þNÞ; jjUjjW 1;NðRÞpC jjUjjW 1;NðN;0Þ:
To have that the stationary admissible transonic shock is stable, we have to require
that for any perturbation ðW 0þ; W 0;f0ÞACN0 ðfðt; xÞARþ  RgÞ it results that
V7e ¼ V7 þ eW
07 and ef0 satisfy, at least for eAR sufﬁciently close to zero and at
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least until to a time T40 independent from e; the system
@tV

e þ AðVe Þ@xVe ¼ FðVe Þ in xo ef0ðt; xÞ; t40;
@tV
þ
e þ AðVþe Þ@xVþe ¼ FðVeÞ in  ef0ðt; xÞox; t40;
e@tf
0½Ve
 þ ð1þ e@xf0Þ½ f ðVeÞ
 ¼ 0 on x ¼ ef0ðt; xÞ; t40:
8><
>: ð18Þ
In Appendix A it can be found the computations needed to obtain the linearized
problem, which is given in the following proposition.
Proposition 10. The corresponding linearized equations are
@t˜ðW˜ 0 þ f0@x˜V˜Þ þ AðV˜Þ@x˜ðW˜ 0 þ f0@x˜V˜Þ ¼ C˜ðV˜ÞW˜ 0
þf0D˜ðV˜Þ þ ð0; *r; JÞT R x˜N *r0ðt˜; yÞ  f0xðt˜; yÞð *r  d˜ÞðyÞ  dy
in x˜o0; t˜40;
@t˜ðW˜ 0þ þ f0@x˜V˜þÞ þ AðV˜þÞ@x˜ðW˜ 0þ þ f0@x˜V˜þÞ ¼ C˜ðV˜þÞW˜ 0þ
þf0D˜ðV˜þÞ þ ð0; *rþ; JÞT R x˜Nð *r0ðt˜; yÞ  f0xðt˜; yÞð *r d˜ÞðyÞÞ dy
in x˜40; t˜40;
@t˜f
0½V˜ 
 þ ½AðV˜ÞW˜ 0
 ¼ 0 on x˜ ¼ 0;
8>>>>>>><
>>>>>>:
ð19Þ
where
C˜ðV˜Þ ¼
0 0 0
Eð *r; d˜Þ  1
tp
0
J2
2twðg 1ÞCv *r2 Eð *r; d˜Þ 
J
twðg 1ÞCv *r
1
tw
1
ðg 1ÞCv  1
 
0
BBBBB@
1
CCCCCA @x˜AðV˜Þ
and
D˜ðV˜Þ ¼ AðV˜Þ@2x˜V˜:
Let us consider a constant a40 such that V˜ is supersonic in fapx˜o0g and
subsonic in f0ox˜pag; then to study the stability of the shock it is sufﬁcient to
consider the linear system (19) on the strip fjx˜joa; t˜40g: Furthermore it is
convenient to change the transmission problem (19) to a boundary value problem in
a half-space. This can be done through the changing of coordinates ðt˜; x˜Þ/ðt; xÞ ¼
ðt˜;x˜=aÞ in the left superﬁcial region fx˜o0; t˜40g and ðt˜; x˜Þ/ðt; xÞ ¼ ðt˜; x˜=aÞ in the
right superﬁcial region fx˜40; t˜40g: In fact, taking
V ¼ 1aðVþ;VÞT ; W 0 ¼ ðW 0þ; W 0ÞT ;
AuðVÞ ¼ 1
a
AðVþÞ 0
0 AðVÞ
 
;CðVÞ ¼ CþðVÞ 0
0 CðVÞ
 
where
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CþðVÞ ¼
0 0 0
EþðV ; dÞ  1
tp
0
J2
2twðg1ÞCvrþ2 E
þðV ; dÞ  Jtwðg1ÞCvrþ 1tw 1ðg1ÞCv  1
 
0
BBB@
1
CCCA @xAðV
þÞ
a
;
CðVÞ ¼
0 0 0
Eðr; dÞ  1
tp
0
J2
2twðg1ÞCvr2 E
ðr; dÞ  Jtwðg1ÞCvr 1tw 1ðg1ÞCv  1
 
0
BBB@
1
CCCAþ @xAðV
Þ
a
;
with EþðV ; dÞðt; xÞ ¼ a
Z þN
0
ðr  dÞðyÞ dy þ
Z x
0
ðrþ  dÞðyÞ dy
 
þ E;
Eðr; dÞðt; xÞ ¼ a
Z þN
x
ðr  dÞðyÞ dy þ E;DðVÞ ¼ 1a2
AðVþÞ@2xVþ
AðVÞ@2xV
 !
;
LðV ; W 0Þ
a
¼
0
rþ
J
 ! RþN
0 r
0ðt; yÞ þ f0xðt;yÞðrdÞðyÞa
 
dy þ R x0 r0þðt; yÞ  f0xðt;yÞðrþdÞðyÞa  dy 
0
r
J
 !RþN
x
r0ðt; yÞ þ 1
a
f0xðt; yÞðr  dÞðyÞ
 
dy
0
BBBBB@
1
CCCCCA;
bðVÞ ¼ VR  VL; MðVÞW 0 ¼ AðVRÞW 0R  AðVLÞW 0L;
the problem can be written in the form
ðW 0 þ f0@xVÞt þAðVÞðW 0 þ f0@xVÞx ¼ CðVÞW 0 þDðVÞf0 þLðV ; W 0Þ
in 0oxo1; t40;
bðVÞ@tf0 þ MðVÞW 0 ¼ 0 on x ¼ 0; t40:
8><
>: ð20Þ
Let us assume that W 0; f0 grow at most like eg0t as t-þN; where g041: For a ﬁxed
gXg0; we pose f ¼ egtf0 and w ¼ egtSðVÞ1ðW 0 þ f0@xVÞ; where SðVÞ ¼
r3ðVþÞ r2ðVþÞ r1ðVþÞ 031 031 031
031 031 031 r3ðVÞ r2ðVÞ r1ðVÞ
 
: Then the system for these
ARTICLE IN PRESS
M.D. Rosini / J. Differential Equations 199 (2004) 326–351336
new variables is
@xw þ LðVÞ@tw þ gLðVÞw ¼ FðV ; @xV ; w;fÞ in 0oxo1; t40; ð21aÞ
bðVÞ@tfþ MSðVÞw þ gbðVÞf ¼ GðV ; @xV ;fÞ on x ¼ 0; t40; ð21bÞ

where
LðVÞ ¼ SðVÞ1AðVÞ1SðVÞ; GðV ; @xV ; w;fÞ ¼ fMðVÞ@xV ;
FðV ; @xV ; w;fÞ ¼SðVÞ1AðVÞ1ðfðDðVÞ  CðVÞ@xVÞ
þ ðCðVÞSðVÞ AðVÞ@xSðVÞÞw þLðV ;SðVÞw  f@xVÞÞ:
Proposition 11. Problem (21) satisfies the Lopatinski type condition.
Proof. Denoted by Eþ the stable space of system (21a), we have to check
that fðw; ZÞAC Eþ s.t. BðVÞðw; ZÞ ¼ wbðVÞ þ MSðVÞZ ¼ 0g ¼ f0g: This
condition is equivalent to require that the ﬁrst three columns of the matrix
BðVÞAC37 are independent. Simple computations show that this follows from
Proposition 9. &
We extend W 0 and f0 to R ð0; 1Þ taking W 0ðt; Þ;f0ðt; Þ  0 for all to0:
3.2. The symmetrizer
In this subsection we give the Kreiss’ symmetrizer for our system.
Deﬁnition 12. A symmetrizer is a matrix valued function
R : ðV ; t; gÞAðK ¼ VðRÞÞ  R ½1;N
-RðV ; t; gÞAAutð6Þ;
which is smooth, homogeneous of degree zero in ðt; gÞ and such that
(a) there exist two constants C1; C240 such that for all ðV ; t; gÞAK R ½1;N

Rþ C1
g 1 ðPMSÞ
TðPMSÞ
 
ðV ; t; gÞXC2 Id6; ð22Þ
where PðVÞ is the projector on bðVÞ>;
(b) there is a ﬁnite number of smooth matrix valued functions
Hj : ðV ; t; gÞAK R ½1;NÞ-HjðV ; t; gÞAAutð2Þ;
Kj : ðV ; t; gÞAK R ½1;NÞ-KjðV ; t; gÞAAutð4Þ;
Zj : ðV ; t; gÞAK R ½1;NÞ-ZjðV ; t; gÞAC66;
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j ¼ 1;y; d; homogeneous of degree zero in ðt; gÞ; and a constant C40 such
that for all ðV ; t; gÞAK R ½1;N

HjðV ; t; gÞ; KjðV ; t; gÞ;
Xd
j¼1
Zj ZjðV ; t; gÞXC Id ð23Þ
and furthermore
mððt igÞRLÞðVÞ ¼ g
Xd
j¼1
Zj ðV ; t; gÞ
HjðV ; t; gÞ 0
0 KjðV ; t; gÞ
 
 ZjðV ; t; gÞ: ð24Þ
With Aut ðkÞ; kAN; we have denoted the space of self-adjoint matrices
with dimension k and with C66 the space of the complex matrices with dimension
6 6:
Theorem 13. There exists a constant kb1; such that the matrices
HðVþÞ ¼ a l
þ
3 0
0 lþ2
 !1
; KðVÞ ¼ ka
lþ1 0 0 0
0 l3 0 0
0 0 l2 0
0 0 0 l1
0
BBB@
1
CCCA
1
;
Z ¼ Id6;R ¼
Id2 024
042 k Id4
 
:
satisfy the hypotheses of the foregoing definition.
Proof. The property (b) is obvious. Since the Lopatinski determinant does not
vanish, there exists a constant C such that
jjZ0jj2pC jjZ00jj2 þ 1
g 1jjPMSZjj
2
 
for all Z ¼ Z
0
Z00
 
AR2  R4:
Therefore, for C1 and k sufﬁciently big, the property ðaÞ holds too. &
3.3. The stability estimates
In this section we give the main results of this paper in Theorems 14, 16
and 17.
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Denoted by V the stationary solution studied in Section 2.3, let us assume that
ðH1Þ V is a Lipschitz function:
Theorem 14. There are g041 and a constant C40 such that for all gXg0 and
ðw;fÞAðH1ðR ð0; 1ÞÞÞ2 solution of problem (21) such that wð  ; 1Þ  0; the
following estimate holds:ﬃﬃ
g
p jjwjjL2ðRð0;1ÞÞ þ jjwð  ; 0ÞjjL2ðRÞ þ jjjjj1;g
p Cﬃﬃ
g
p jjFðV ; @xV ; w;fÞjjL2ðRð0;1ÞÞ: ð25Þ
Here we have denoted by j the trace of f on S and introduced the norm
jjjjj1;g ¼ jjjtjjL2ðRÞ þ gjjjjjL2ðRÞ: ð26Þ
Let us also introduce the weighted spaces L2g ¼ egtL2; H1g ¼ egtH1 and equip them
with the norms jjj0jjL2g ¼ jjegtj0jjL2 ; jjj0jjH1g ¼ gjjj0jjL2g þ jj@tj0jjL2g :
Lemma 15. jjegt  jj1;g and jj  jjH1g ðRÞ are equivalent norms on H1g ðRÞ:
In the following theorem we give the ﬁrst maximal L2 estimate for V :
Theorem 16 (The ﬁrst maximal L2 estimate). Let us assume that
ðH2Þ V is a Lipschitz function such that @2xVAL2ð0; 1Þ:
Then there are g041 and a constant C40 such that for all ðW 0;f0ÞAðH1g ðR ð0; 1ÞÞÞ2
solution of problem (20) such that f0ð; 1Þ; W 0ð; 1Þ  0; and for all gXg0 the following
estimate holds ﬃﬃ
g
p jjW 0 þ f0@xV jjL2gðRð0;1ÞÞ þ jjW
0ð; 0ÞjjL2gðRÞ þ jjj
0jjH1g ðRÞ
p Cﬃﬃ
g
p jjCðVÞW 0 þDðVÞf0 þLðV ; W 0ÞjjL2g ðRð0;1ÞÞ: ð27Þ
Proof. Let ðW 0;f0ÞAðH1g ðR ð0; 1ÞÞÞ2 be a solution of problem (20). If w ¼
egtSðVÞ1ðW 0 þ f0@xVÞ and f ¼ egtf0; then the couple ðw;fÞAðH1ðR ð0; 1ÞÞÞ2
is a solution of problem (21). Thus it satisﬁes estimate (25), from which (27) follows
because
jjFðV ; Vx; w;fÞjjL2ðRð0;1ÞÞ
pC jjCðV ; xÞW 0 þDðVÞf0 þLðV ; W 0; xÞjjL2gðRð0;1ÞÞ þ jjW
0 þ f0@xV jjL2gðRð0;1ÞÞ
 
;
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and
ﬃﬃ
g
p jjwjjL2ðRð0;1ÞÞ þ jjwð; 0ÞjjL2ðRÞ þ jjjjj1;g
X
C
2
ð ﬃﬃgp jjW 0 þ f0@xV jjL2g ðRð0;1ÞÞ þ jjW 0ð; 0ÞjjL2g ðRÞ þ jjj0jjH1g ðRÞÞ: &
We observe that if one takes into consideration a simple temporal perturbation of
the boundary (namely by taking f0 independent from the space variable x) then, by
recovering the computations made in [12], it results that the corresponding linearized
problem is similar to what we have found before, and furthermore one has the
following result.
Theorem 17 (The second maximal L2 estimate). Let us assume that (H2) holds and
that Vxð1Þ  0; then there are g041 and a constant C40 such that for all
ðW 0;f0ÞAH1g ðR ð0; 1ÞÞ  H1g ðRÞ solution of problem ð20Þ0 such that W 0ð; 1Þ  0;
and for all gXg0 the following estimate holds:ﬃﬃ
g
p jjW 0jjL2g ðRð0;1ÞÞ þ jjW
0ð; 0ÞjjL2g ðRÞ þ jjf
0jjH1g ðRÞ
p Cﬃﬃ
g
p jjCðVÞW 0 þDðVÞj0 þLðV ; W 0; xÞjjL2g ðRð0;1ÞÞ: ð28Þ
Remark 18. The hypotheses ðf0; W 0Þð; 1Þ  0 of Theorem 16 and Vxð1Þ  0 of
Theorem 17 are necessary to have wð; 1Þ  0 and apply Theorem 14.
It remains now to prove Theorem 14. By using the paradifferential theory
developed in Appendix B, we can give a paradifferential approximation of the
boundary value problem (25). But ﬁrst we have to say that we shall use a little
escamotage. We know that on the boundary fx ¼ 0g the unique variable is tAR and
therefore the paradifferential calculus directly applies. When instead we have a
symbol s and a function w deﬁned on the all space R ð0; 1Þ; we shall continue to
use the symbol Pgsw to denote the tangential paraproduct of the functions taking x as
a constant, i.e. ðPgswÞð; xÞ ¼ Pgsð;xÞwð; xÞ for all xAð0; 1Þ: So we can consider the
symbol Jðx; t; gÞ ¼ ðt igÞLðVðxÞÞAG11 and the paradifferential operator Jg ¼ iT gJ :
Proposition 19. If V satisfies 7l1ðV8ÞXk for a constant k40; then there exists a
constant C ¼ CðjjLðVÞjjLNð0;1ÞÞ such that for all gX1 and wAH1ðtARÞ-L2ðxAð0; 1ÞÞ
one has
jjLðVÞ@tw þ gLðVÞw  JgwjjL2ðRð0;1ÞÞpCjjwjjL2ðRð0;1ÞÞ: ð29Þ
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Proof. We observe that Jgw ¼ T gLðVÞ@tw þ T ggLðVÞw: Furthermore LðVÞALNð0; 1Þ;
and so for Theorem B.7 we have that
jjLðVÞ@tw  T gLðVÞ@twjj2L2ðRð0;1ÞÞpC
Z 1
0
jjwð; xÞjj2L2ðRÞ dx ¼ Cjjwjj2L2ðRð0;1ÞÞ;
jjgLðVÞw  T ggLðVÞwjj2L2ðRð0;1ÞÞpC
Z 1
0
jjwð; xÞjj2L2ðRÞdx ¼ Cjjwjj2L2ðRð0;1ÞÞ:
Let us also introduce the boundary symbols M ¼ MðVÞ; S ¼SðVð0ÞÞAG01;
bðt; gÞ ¼ ðt igÞbðVÞAG11: &
Proposition 20. There exists a constant C ¼ Cðjjbjj; jjMSjjÞ such that for all gX1 and
ðj; wð; 0ÞÞAH1ðRÞ  L2ðRÞ one has
jjbðVÞ@tjþ MSwð; 0Þ þ gbðVÞj iT gbj T gMSwð; 0ÞjjL2ðRÞ
pC
g
jjjjj1;g þ jjwð; 0ÞjjL2ðRÞ
 
: ð30Þ
Proof. By using again Theorem B.7, we have that
jjbðVÞ@tjþ MSwð; 0Þ þ gbðVÞj iT gbj TgMSwð; 0ÞÞjjL2ðRÞ
pCðjjjjjL2ðRÞ þ
1
g
jjwð; 0ÞjjL2ðRÞÞp
C
g
ðjjjjj1;g þ jjwð; 0ÞjjL2ðRÞÞ: &
In conclusion the next theorem implies Theorem 14.
Theorem 21. There are g041 and a constant C40 such that for all gXg0 and
ðw;fÞAðH1ðR ð0; 1ÞÞÞ2 solution of problem (25) such that wð; 1Þ  0; the following
estimate holdsﬃﬃ
g
p jjwjjL2ðRð0;1ÞÞ þ jjwð; 0ÞjjL2ðRÞ þ jjjjj1;g
pC 1ﬃﬃ
g
p jjð@x þ JgÞwjjL2ðRð0;1ÞÞ þ jjiT gbjþ TgMSwð; 0ÞjjL2ðRÞ
 
: ð31Þ
In fact, if estimate (31) is satisﬁed, then for (29) and (30) we have
ﬃﬃ
g
p jjwjjL2ðRð0;1ÞÞ þ jjwð; 0ÞjjL2ðRÞ þ jjjjj1;gp
Cﬃﬃ
g
p jjLðVÞ@tw þ gLðVÞw
 JgwjjL2ðRð0;1ÞÞ þ
Cﬃﬃ
g
p jj@xw þ LðVÞ@tw þ gLðVÞwjjL2ðRð0;1ÞÞ þ CjjbðVÞ@tj
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þ MSwð; 0Þ þ gbðVÞjjjL2ðRÞ þ CjjbðVÞ@tjþ MSwð; 0Þ þ gbðVÞj iT gbj
 T gMSwð; 0ÞjjL2ðRÞpC
1ﬃﬃ
g
p jjwjjL2ðRð0;1ÞÞ þ
1
g
jjjjj1;g þ
1
g
jjwð; 0ÞjjL2ðRÞ

þ 1ﬃﬃ
g
p jjFðV ; Vx; w;fÞjjL2ðRð0;1ÞÞ þ jjGðVð0Þ; Vxð0Þ;jÞjjL2ðRÞ

pC
jjwjjL2ðRð0;1ÞÞﬃﬃ
g
p þ 2jjjjj1;g
g
þ jjwð; 0ÞjjL2ðRÞ
g
þ jjFðV ; Vx; w;fÞjjL2ðRð0;1ÞÞﬃﬃ
g
p
 
;
which implies estimate (25) for g sufﬁciently big.
Now we only need to prove Theorem 21. Let us consider the self-adjoint
paradifferential operator Rg ¼ ReT gR; where the symbol RðVÞAG01 is our symme-
trizer given in Theorem 13. We want to show that Rg satisﬁes the hypotheses of the
following elementary lemma.
Lemma 22. If there are two constants C; k40 such that for all wAH1ðR ð0; 1ÞÞ with
wð; 1Þ  0 and for all gX1 the following estimates hold:
jjRgwjjL2ðRð0;1ÞÞpCjjwjjL2ðRð0;1ÞÞ; ð32Þ
jj½@x; Rg
wjjL2ðRð0;1ÞÞpCjjwjjL2ðRð0;1ÞÞ; ð33Þ
/ðRgJg þ ðJgÞRgÞw; wSL2ðRð0;1ÞÞp kgjjwjj2L2ðRð0;1ÞÞ; ð34Þ
/Rgwð; 0Þ; wð; 0ÞSL2ðRÞ þ CjjT gPMSwð; 0Þjj2L2ðRÞXkjjwð; 0Þjj2L2ðRÞ; ð35Þ
then there are g0X1; C140; which depend only on C and k, such that for all gXg0 and
wAH1ðR ð0; 1ÞÞ with wð; 1Þ  0 the following estimate holds:ﬃﬃ
g
p jjwjjL2ðRð0;1ÞÞ þ jjwð; 0ÞjjL2ðRÞ
pC1
1ﬃﬃ
g
p jjð@x þ JgÞwjjL2ðRð0;1ÞÞ þ jjT gPMSwð; 0ÞjjL2ðRÞ
 
: ð36Þ
We now prove that Rg satisﬁes estimate (34). For Theorem B.7 we have that
jjT gRwjjL2ðRð0;1ÞÞpCjjwjjL2ðRð0;1ÞÞ: Since furthermore TgR is a closed operator, we
have that jjRgwjjL2ðRð0;1ÞÞp2jjT gRwjjL2ðRð0;1ÞÞpCjjwjjL2ðRð0;1ÞÞ:
Rg satisﬁes estimate (33) because @xT
g
R ¼ T g@xR þ T
g
R@x; @xðT gRÞ ¼ ðT g@xRÞ
 þ
ðTgRÞ@x imply that ½@x; Rg
 ¼ @xRg  Rg@x ¼ ReT g@xR; with @xRAG01:
We now prove estimate (34). Let us consider now the symbol Pðx; gÞ ¼
2gRLðVðxÞÞ ¼ 2 ImRðVðxÞÞJðx; t; gÞAG11:
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Lemma 23. If V is such that 7l1ðV8ÞXk for a constant k40; then there exists a
constant C ¼ CðjjLðVÞjjLNð0;1Þ; jjRðVÞjjLNð0;1ÞÞ such that
jjðRgJg þ ðJgÞRg þ TgPÞwjjL2ðRð0;1ÞÞpCjjwjjL2ðRð0;1ÞÞ for all wAL2ðR ð0; 1ÞÞ:
Notation. From now on we shall use the notation
T
g
RT
g
J  T gRJ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
101¼0
to mean that, for Theorem B.8, the family operators fT gRTgJ  T gRJgg is 1 0 1 ¼ 0-
regularizing in the sense of Deﬁnition 31, just because RAG01 and JAG
1
1:
Proof. It is sufﬁcient to prove that the family of operators is 0-regularizing by using
Theorems B.8, B.9, and to observe that
RgJg þ ðJgÞRg þ T gP ¼ i ðT gRTgJ  T gRJÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
101¼0
þ i
2
ððTgRÞ  T gRÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
10¼1
T
g
J
zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{11¼0
ððTgJÞ  T gJ Þ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
11¼0
T
g
R
zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{0þ0¼0
0
BBB@
 ðT gRT gJ  T gRJÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
101¼0
ðT gJT gR  T gJRÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
110¼0
ððT gRJÞ  T gJRÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
1ð0þ1Þ¼0
1
CCCA: &
Let us introduce Fðx; gÞAG11 the block diagonal matrix valued symbol with blocks
gHðVðxÞÞ and gKðVðxÞÞ:
Lemma 24. If V is such that 7l1ðV8ÞXk˜ for a constant k˜40; then there exist C,
k40 and g041 such that for every wAL
2ðR ð0; 1ÞÞ and g4g0
(a) jRe/TgPw; wSL2ðRð0;1ÞÞ  2Re/T gF T gZw; T gZwSL2ðRð0;1ÞÞjpCjjwjj2L2ðRð0;1ÞÞ;
(b) Re/TgF T
g
Zw; T
g
ZwSL2ðRð0;1ÞÞXkgjjT gZwjj2L2ðRð0;1ÞÞ;
(c) jjwjj2L2ðRð0;1ÞÞpCjjTgZwjj2L2ðRð0;1ÞÞ:
Proof. (a) For the properties of the symmetrizer P ¼ 2ZFZ; and furthermore, for
Theorems B.8, B.9, the following family operators is 0-regularizing
T
g
ZFZ  ðT gZÞT gF T gZ ¼ ðT gZFZ  T gZT gFZÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
10ð0þ1Þ¼0
þðT gZ  ðT gZÞÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
10¼1
T
g
FZ
zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{1þð1þ0Þ¼0
þðT gZÞ ðT gFZ  T gF T gZÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
110¼0
zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{0þ0¼0
:
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(b) HðVðxÞÞ; KðVðxÞÞAG01 satisfy the hypotheses of Theorem B.10 for m ¼ 0;
and so, denoted by ðTgZwÞ0 the ﬁrst two components of TgZw and with ðTgZwÞ00 the
others two, the following estimate holds:
Re/T gF T
g
Zw; T
g
ZwSL2 ¼Re/T ggHðVðxÞÞðT gZwÞ0; ðT gZwÞ0SL2
þ Re/T ggKðVðxÞÞðT gZwÞ00; ðT gZwÞ00SL2XgkjjT gZwjj2L2 :
(c) Since ZZAG01 satisﬁes the conditions of Theorem 36 for m ¼ 0; using also
Theorems 34, 35, we have that
Cjjwjj2L2pRe/TgZZw; wSL2pjjT gZwjj2L2 þ jj ðT gZ  ðT gZÞÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
10¼1
wjjL2 jjT gZwjjL2
þ jj ðT gZZ  T gZTgZÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
100¼1
wjjL2 jjwjjL2pjjT gZwjj2L2 þ 2Cjjwjj1;gjjwjjL2
p jjT gZwjj2L2 þ
2Cjjwjj2L2
g
:
By using the foregoing lemma, we have that for g sufﬁciently big the following
estimate holds:
Re/TgPw; wSL2X 2Re/T
g
F T
g
Zw; T
g
ZwSL2  jRe/T gPw; wSL2
 2Re/TgF T gZw; TgZwSL2 jX
ðaÞ
2Re/TgF T
g
Zw; T
g
ZwSL2  Cjjwjj2L2
X
ðbÞ
gkjjTgZwjj2L2  Cjjwjj2L2X
ðcÞ
Cðgk  1Þjjwjj2L2 :
Thus for g sufﬁciently big, by Lemma 23 and the above estimate
/ðRgJg þ ðJgÞRgÞw; wSL2 ¼ Re/T gPw; wSL2
þ Re/ðRgJg þ ðJgÞRg þ T gPÞw; wSL2
p  kg
3
jjwjj2L2 ;
and estimate (34) holds. Finally the estimate (35) easily follows from the following
lemma.
Lemma 25. There are two constants C, k such that for all wð; 0ÞAL2ðRÞ
(a)
/Rgwð; 0Þ; wð; 0ÞSL2 þ
C1Re/T
g
ðPMSÞTPMS
wð;0Þ;wð;0ÞS
L2
g1 Xkjjwð; 0Þjj2L2 ;
(b)
Re/TgðPMSÞTPMSwð; 0Þ; wð; 0ÞSL2pjjT
g
PMSwð; 0Þjj2L2 þ
1
g
Cjjwð; 0Þjj2L2 :
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Proof. Since Rþ CðPMSÞTPMSXminf1; CgId4; the ﬁrst estimate follows from
Theorem B.10. The second estimate follows from Theorems B.8, B.9 because PMS
is a constant matrix and
jRe/TgðPMSÞTPMSwð; 0Þ; wð; 0ÞSL2 j
pðjjðT gðPMSÞTPMS  T
g
ðPMSÞT T
g
PMSÞwð; 0ÞjjL2
þ jjðTgðPMSÞT  ðT
g
ðPMSÞÞÞTgPMSwð; 0ÞjjL2Þjjwð; 0ÞjjL2 þ jjTgPMSwð; 0Þjj2L2
pCjjwð; 0Þjj1;gjjwð; 0ÞjjL2 þ jjT gPMSwð; 0Þjj2L2pjjT gPMSwð; 0Þjj2L2 þ
C
g
jjwð; 0Þjj2L2 :
So we are under the hypotheses of Lemma 22, and therefore estimate (36) holds.
Since bAG11; P; M; SAG
0
1 and Pb ¼ 0; for Theorem B.8
jjT gPTgbjjjL2 ¼ jjðT gPTgb  TgPbÞjjjL2pCjjjjjL2p
C
g
jjjjj1;g;
jjðT gPTgMS  T gPMSÞwð; 0ÞjjL2pCjjwð; 0Þjj1;gp
C
g
jjwð; 0ÞjjL2 :
From these two estimates it follows that
jjT gPMSwð; 0ÞjjL2p jjTgPT gMSwð; 0ÞjjL2 þ
C
g
jjwð; 0ÞjjL2
p jjTgPðT gMSwð; 0Þ þ iT gbjÞjjL2 þ
C
g
ðjjwð; 0ÞjjL2 þ jjjjj1;gÞ
pCjjT gMSwð; 0Þ þ iT gbjjjL2 þ
C
g
ðjjwð; 0ÞjjL2 þ jjjjj1;gÞ
) jjTgPMSwð; 0ÞjjL2pCjjiT gbjþ T gMSwð; 0ÞjjL2
þ C
g
ðjjjjj1;g þ jjwð; 0ÞjjL2Þ: ð37Þ
Lemma 26. There exists g0X1 such that for all gXg0 and j; wð; 0ÞAL2ðRÞ
jjjjj1;gpCðjjiT gbjþ TgMSwð; 0ÞjjL2 þ jjwð; 0ÞjjL2Þ: ð38Þ
Proof. Let us consider pðt; gÞ ¼ bbðt; gÞ ¼ ðt2 þ g2ÞðrR  rLÞ2AG21: We observe
that it satisﬁes the hypothesis of Theorem 36 with m ¼ 2: Thus there exists g0X1
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such that for all gXg0
Cjjjjj21;gp 2Re/T gpj;jSL2pðjjðTgbb  TgbT gbÞjjjL2 þ jjðTgb  ðT gbÞÞTgbÞjjjL2ÞjjjjjL2
þ jjT gbjjj2L2p
C
g
jjjjj21;g þ jjTgbjjj2L2pC
1
g
jjjjj21;g þ jjiT gbjþ T gMSwð; 0Þjj2L2

þ jjT gMSwð; 0Þjj2L2

pC
g
jjjjj21;g þ jjiT gbjþ TgMSwð; 0Þjj2L2 þ jjwð; 0Þjj2L2 :
Now we can complete the proof of Theorem 21 because the following estimate
holds:
ﬃﬃ
g
p jjwjjL2 þ jjwð; 0ÞjjL2 þ jjjjj1;g
p
ð38Þ
Cð ﬃﬃgp jjwjjL2 þ jjwð; 0ÞjjL2 þ jjiT gbjþ T gMSwð; 0ÞjjL2Þ
p
ð36Þ
C
1ﬃﬃ
g
p jjð@x þ JgÞwjjL2 þ jjT gPMSwð; 0ÞjjL2 þ jjiT gbjþ T gMSwð; 0ÞjjL2
 
p
ð37Þ
C
1ﬃﬃ
g
p jjð@x þ JgÞwjjL2 þ jjiT gbjþ T gMSwð; 0ÞjjL2
 
þ C
g
ðjjwð; 0ÞjjL2 þ jjjjj1;gÞ;
which implies estimate (31) for g sufﬁciently big.
Appendix A. Computations for the linearization
To obtain linear equations in ðW 0;f0Þ starting from system (18)
@tV

e þ AðVe Þ@xVe ¼ FðVe Þ in feðt; xÞ/0; tS0;
@tV
þ
e þ AðVþe Þ@xVþe ¼ FðVeÞ in feðt; xÞ40; t40;
e@tf
0½Ve
 þ ð1þ e@xf0Þ½ f ðVeÞ
 ¼ 0 on feðt; xÞ ¼ 0; t40;
8><
>:
where feðt; xÞ ¼ x þ ef0ðt; xÞ; we have to make the derivative with respect to e and
compute all in e ¼ 0: The dependence of the domain on e is a problem which can be
solved turning the system to one on a ﬁx domain. For this purpose it is sufﬁcient to
make the following change of coordinates:
ðt; xÞ/ðt˜; x˜Þ ¼ ðt;feðt; xÞÞ:
We observe that this change of coordinates makes sense for e small enough, since in
this case @xfeðt˜; Þ40; for every t˜40: In the new variables the surface ffeðt; xÞo0g
becomes the ﬁxed domain fx˜o0g; the surface f0ofeðt; xÞg becomes the ﬁxed
domain f0ox˜g and the line ffeðt; xÞ ¼ 0g becomes fx˜ ¼ 0g: Since moreover @t ¼
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@t˜ þ @tfe@x˜ and @x ¼ @xfe@x˜; the previous system becomes
@t˜V˜

e þ A˜ðV˜e ; ðrfeÞðt˜;feðt˜; Þ1ðx˜ÞÞ@x˜V˜e ¼ FðV˜e Þ in x˜o0; t˜40;
@t˜V˜
þ
e þ A˜ðV˜þe ; ðrfeÞðt˜;feðt˜; Þ1ðx˜ÞÞ@x˜V˜þe ¼ FðV˜eÞ in x˜40; t˜40;
ð@tfeÞðt˜;feðt˜; Þ1ðx˜ÞÞ½V˜e
 þ ð@xfeÞðt˜;feðt˜; Þ1ðx˜ÞÞ½ f ðV˜eÞ
 ¼ 0 on x˜ ¼ 0; t40;
8><
>:
where V˜7e ðt˜; x˜Þ ¼ V7e ðt˜;feðt˜; Þ1ðx˜ÞÞ; A˜ðV ;rfÞ ¼ fxAðVÞ þ ftId3 and the func-
tion F is deﬁned as the function F of system (4), but where now Eð *re; d˜Þðt; xÞ is
given by
R feðt;xÞ
N ð *re ðt; zÞ  d˜ðzÞÞ
@
@z
ðfeðt; Þ1ðzÞÞ dz þ E if feðt; xÞo0;R 0
Nð *re ðt; zÞ  d˜ðzÞÞ
@
@z
ðfeðt; Þ1ðzÞÞ dz
þ R feðt;xÞ0 ð *rþe ðt; zÞ  d˜ðzÞÞ @@zðfeðt; Þ1ðzÞÞdz þ E; if feðt; xÞ40:
8>>><
>>>>:
Elementary computations show that
d
de
ðfeðt˜; Þ1ðx˜ÞÞje¼0 ¼ f0ðt˜; x˜Þ;
d
de
ððrfeÞðt˜;feðt˜; Þ1ðx˜ÞÞÞje¼0 ¼ ðrf0Þðt˜; x˜Þ;
ðrfeÞðt; xÞje¼0 ¼
0
1
 
;
@
@z
ðfeðt; Þ1ðzÞÞ
 
e¼0
¼ 1; d
de
ðfeðt; Þ1ðzÞÞ

e¼0
¼ f0ðt; zÞ;
d
de
ðEð *re; d˜Þðt˜; x˜ÞÞ

e¼0
¼
R x˜
Nð *r0ðt˜; yÞ  f0xðt˜; yÞð *r  d˜ÞðyÞÞ dy if x˜o0;R 0
Nð *r0ðt˜; yÞ  f0xðt˜; yÞð *r  d˜ÞðyÞÞ dy
þ R x˜0 ð *r0þðt˜; yÞ  f0xðt˜; yÞð *rþ  d˜ÞðyÞÞ dy if x˜40:
8><
>:
Therefore, by using the foregoing equality, easily one ﬁnds that the linear equations
are
@t˜ðW˜ 0 þ f0@x˜V˜Þ þ AðV˜Þ@x˜ðW˜ 0 þ f0@x˜V˜Þ ¼ C˜ðV˜ÞW˜ 0
þ f0D˜ðV˜Þ þ ð0; *r; JÞT R x˜Nð *r0ðt˜; yÞ  f0xðt˜; yÞð *r  d˜ÞðyÞÞdy in x˜o0; t˜40;
@t˜ðW˜ 0þ þ f0@x˜V˜þÞ þ AðV˜þÞ@x˜ðW˜ 0þ þ f0@x˜V˜þÞ ¼ C˜ðV˜þÞW˜ 0þ
þ f0D˜ðV˜þÞ þ ð0; *rþ; JÞT R x˜Nð *r0ðt˜; yÞ  f0xðt˜; yÞð *r d˜ÞðyÞÞdy in x˜40; t˜40;
@t˜f
0½V˜ 
 þ ½AðV˜ÞW˜ 0
 ¼ 0 on x˜ ¼ 0;
8>>>><
>>>>:
where D˜ðV˜Þ and C˜ðV˜Þ are those given in Proposition 10.
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Appendix B. The paradifferential calculus
In this section we recall the results of the paradifferential theory necessary
for our proofs. The proofs are extentions of the results given by Bony [3,4]
and Meyer [19] to the framework of parameter depending operators and can be
found in [18].
B.1. Introduction
Deﬁnition B.1. For sAR; we denote with HsðRÞ the Sobolev space of temperate
distributions vAS0ðRÞ such that ð1þ x2Þs=2FtvAL2ðRÞ: We equip this space with the
g-family of norms jjvjj2s;g ¼
R
R
ðg2 þ x2ÞsjFtvj2ðxÞ dx:
This norm is equivalent to that given in Section 3.3 if s ¼ 1: Let us recall that the
spectrum of a function f is the support of its Fourier transform Ftf :
Deﬁnition B.2. Let mAR:
Cm0 denotes the space of locally bounded functions a : ðt; t; gÞAR R
½1;NÞ-aðt; t; gÞA; such that aðt; ; gÞACNðRÞ for all ðt; gÞAR ½1;NÞ; and such
that for all bAN there exists a constant Cb40 such that j@bt ajðt; t; gÞpCbðgþ jtjÞmb
for all ðt; t; gÞAR R ½1;NÞg;
Cm1 ¼ faAGm0 j@taAGm0 g;
Rm0 is the space of symbols sAG
m
0 such that there exists eAð0; 1Þ such that the
spectrum of sð; t; gÞ is contained in the interval fZAR : jZjpeðg2 þ t2Þ1=2g for all
ðt; gÞAR ½1;NÞ;
Rm1 ¼ Gm1-Sm0 :
If a symbol sASm0 ; mAR; the corresponding paradifferential operator is
PgsvðtÞ ¼
1ﬃﬃﬃﬃﬃ
2p
p
Z
R
eittsðt; t; gÞFtvðtÞ dt; vAS0ðRÞ: ðB:1Þ
To build a symbol starting from a Gmk -function we need an admissible cut-off.
Deﬁnition B.3. cðZ; t; gÞACNðR R ½1;NÞÞ is an admissible cut-off if
* 0pcðZ; t; gÞp1 for all ðZ; t; gÞAR R ½1;NÞ;
* there are two constants 0oe1oe2o1 such that
cðZ; t; gÞ ¼ 1 for jZjpe1ðg
2 þ t2Þ1=2
0 for jZjXe2ðg2 þ t2Þ1=2;
(
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* for all ða; bÞANN there is Ca;b40 such that
j@at@bZcjðZ; t; gÞp
Ca;b
ðgþ jtjÞaþb
:
The way to associate to any function of Gmk a symbol of S
m
k ; k ¼ 0; 1; is given by
the following proposition.
Proposition B.4. Let mAR: If aAGmk ; k ¼ 0; 1, then
saðt; t; gÞ ¼ ð2pÞ1=2ðF1Z c t aÞðt; t; gÞASmk :
So we can associate to aAGm0 ; mAR; the operator T
g
a : S
0ðRÞ-S0ðRÞ deﬁned by
T ga ¼ Pgsa for all gX1:
Deﬁnition B.5. A family of operators fPgggX1 is m-regularizing, mAR; if for all sAR
it results that Pg : ðHsðRÞ; jj  jjs;gÞ-ðHsþmðRÞ; jj  jjsþm;gÞ is continuous uniformly
respect to g; i.e. PgðHsðRÞÞDHsþm;gðRÞ and there exists a constant C such that
jjPgvjjsþm;gpCjjvjjs;g for all vAHsðRÞ and gX1:
Proposition B.6. If sASm0 ; mAR; then fPgsggX1 is m-regularizing.
B.2. The main theorems
The theorems used to obtain the maximal L2 estimates are the following:
Theorem B.7. If aðtÞALNðRÞ then fT gaggX1 is 0-regularizing.
If further aAW 1;NðRÞ; then there is a constant C40 such that for all gX1
jjav  T gavjjL2ðRÞp
C
g
jjvjjL2ðRÞjjajjW 1;NðRÞ for all vAL2ðRÞ;
jja@tv  Tga@tvjjL2ðRÞpCjjvjjL2ðRÞjjajjW 1;NðRÞ for all vAH1ðRÞ:
Theorem B.8. If aAGm1 ; bAG
m0
1 ; m; m
0AR; then T ga3T
g
b  T gab is ð1 m  m0Þ-
regularizing.
Theorem B.9. If aAGm1 ; then ðTgaÞ  T g%a is 1 m-regularizing.
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Theorem B.10. If aAGm1 and there is a constant C40 such that
Re aðt; t; gÞXCðg2 þ t2Þm=2 for all ðt; t; gÞAR R ½1;NÞ;
then there exists a constant g0X1 such that
C
2
jjvjj2m=2;gpRe/Tgav; vSL2ðRÞ for all vAHmðRÞ and gXg0:
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