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ABSTRACT
Researchers are often forced to handle missing data when fitting models to their data. One
classification of models frequently used in the social sciences is structural equation models
(SEMs). These models allow for researchers to account for observed variables as well as their
underlying constructs. When the missing data are random or ignorable, a common practice
with SEMs is to use full information maximum likelihood (FIML) to manage the missing
information. An alternative to FIML would be to use multiple imputation (MI). The benefits
of MI have made it a viable alternative for other modeling techniques and of interest within
the SEM framework. Although research has progressed on the fundamentals of MI and SEMs,
questions still remain in regard to the calculation of power and interpretation of model fit
indexes within this environment.
To begin, we develop four SEMs that include a fully specified model, a structural misspec-
ified model, a measurement misspecified model, and a misspecified model. These models are
established using our motivating data set, the Family Transitions Project. The first goal is to
discover the practical advantages of MI over FIML regarding estimation, analysis, and compu-
tational time. Next we explore the power for detecting the correct SEM using likelihood ratio
tests to compare models and missing data methods. As a result of concerns raised by other
researchers in regard to using model fit indexes when MI is implemented, we develop several
weights for model fit indexes. These weights account for the amount of missing information,
size of the models, and number of imputed data sets. Our weights are applicable to the χ2 test
statistic and root mean square error of approximation value provided from software output.
With the utilization of the weights, the model fit indexes and power are more reasonable in
their description of the SEMs.
1CHAPTER 1. GENERAL INTRODUCTION
1.1 Introduction
In most research settings, data sets contain missing information. One of the decisions
necessary when analyzing data and utilizing summary and modeling techniques is the method
for handling missing data. If missing data are not accounted for, the resulting parameter
estimates and statistics may be biased. Based on the method chosen to deal with the missing
information, different conclusions may be drawn from the results. Researchers must consider
the goals of their models when determining their method for missing data.
Many social scientists and researchers using longitudinal or panel data use structural equa-
tion models (SEMs) as their means for analyzing the data. Within the SEM framework, full
information maximum likelihood (FIML) is generally the method chosen for handling the miss-
ing data. This method is commonly implemented when missing data are ignorable or missing
at random. The estimated parameters, model fit statistics, and power of tests are generally
acceptable. Another method for handling the missing information would be to use multiple
imputation (MI). MI has been widely examined under other modeling techniques, but needs
more research in the context of SEMs. Particularly there is interest in the development of
model fit indexes to be used for MI and SEMs.
1.2 Dissertation Organization
This dissertation contains three independently written papers concerning SEMs and missing
data. The first paper explores different methods for handling missing data when SEMs are
used to analyze data sets. These methods include listwise deletion, FIML, and MI. The goal
of this paper is to understand how MI compares with the FIML method when used with
2SEMs. This work has been submitted as A Study of Missing Data in Practice with Structural
Equation Modeling to Structural Equation Modeling and The Practice of Imputation Methods
with Structural Equation Models as a JSM Proceedings paper in 2009. The second paper takes
the SEMs developed in the first paper, as well as the same methods for handling missing
data, and investigates the power for detecting the correct model under different situations.
The purpose of the second paper is to obtain knowledge of the relationship between power of
SEMs and MI to handle the missing data. This work has been submitted as Power Analysis
when Using Multiple Imputation for Missing Data in Structural Equation Models to Journal of
Educational and Behavioral Statistics. The third and final paper is a development of weighted
model fit indexes for use in external Monte Carlo studies involving SEMs and the use of MI
for handling missing data. The objective of the third paper is to develop a weighted model
fit index that takes into account the amount of missing information in a data set when SEMs
are used with MI. This work will be submitted in the near future as Exploration of Model Fit
Indexes for Structural Equation Models Using Multiple Imputation to Journal of Statistical
Planning and Inference.
1.3 Literature Review
1.3.1 Structural Equation Models
The purpose of this section is to help the reader understand the basics of SEMs. The first
section explains some of the fundamentals of SEMs and provides a simple model. Next we
discuss the latent growth curve models. These are a specific type of SEMs that are typically
used in longitudinal research. Lastly we provide a comparison of several modeling techniques,
including SEMs, repeated measures analysis of variance, and mixed linear models.
1.3.1.1 The Basics of Structural Equation Models
Many studies in psychology, education, and the social and behavioral sciences are con-
ducted using a panel of individuals. To statistically analyze panel data, one must consider the
relationship between data points for an individual and one approach to examining these rela-
3tionships is by using SEMs (Jo¨reskog, 1977). The form of SEMs looks similar to regression, but
there is an important difference. In regression we assume that all covariates in the model are
fixed and known; this is not the case for SEMs. An SEM accounts for the relationship between
observed variables through the use of latent variables (Bollen, 1989). This approach allows us
to capture the trajectory of the population over time as well as the developmental differences
between individual cases. These individual differences may be meaningful and important to
the researchers.
Historically, SEMs were built on the assumption that underlying the observed variables
are unobserved latent variables (Brown, 2006). These latent variables are the unmeasurable
concepts that explain the patterns of interest, and they are unknown covariates in the model
that need to be estimated. The goal of structural equation modeling is to determine the
relationship between the observed variables and these latent variables, which are of significance
to the researcher. The relationship between the observed and latent variables is expressed
through the use of measurement and structural equations. This set of equations is referred to
as the SEM.
Measurement equations are used to describe the relationship between the observed (or
measured) variables and the theoretical concepts, which we assume underlie the observed
variables. Using the notation of Brown (1994), the measurement model can be written as
follows:
y = Λyη +  (1.1)
and
x = Λxξ + δ (1.2)
where y′ = (y1, . . . , yp) and x′ = (x1, . . . , xq) are the observed variables for each subject, Λy
and Λx are matrices of the factor loadings for the latent variables and are common across
subjects, η′ = (η1, . . . , ηm) and ξ′ = (ξ1, . . . , ξn) are the latent dependent and independent
variables for each subject, and  and δ are error terms for each subject.
The structural equations specify the underlying hypothetical model. This is generally the
4model of greater interest to the researchers. The structural model is formulated as:
η = Bη + Γξ + ζ (1.3)
where B and Γ are (m×m) and (m×n) coefficient matrices, respectively, and ζ ′ = (ζ1, . . . , ζm)
is a vector of residuals.
1.3.1.2 Latent Growth Curve Modeling
Longitudinal studies rely on panels of individuals followed over time. Although there is no
specific set of statistical procedures that are used to analyze these data, researchers usually
use some form of an SEM to analyze longitudinal data. Modeling with structural equations is
a good choice because SEMs allow for the formulation of specific models according to the data
structures and the specific research questions of interest. Two popular branches of SEMs are
autoregressive models and latent growth curve models.
For longitudinal data sets, researchers often consider latent growth curve (LGC) models
where the outcome of specific variables have been measured across time (Duncan et al., 2006).
Due to the manner in which the data are collected, these data points are often correlated over
time. The LGC model, used to estimate the rate of growth of the population over a specified
time period, can be formulated as an SEM.
In LGC analysis, all individuals are assumed to have the same functional form of the growth
curves. The difference between individuals occurs by allowing the parameters describing their
curves to vary for each participant. This is what defines the LGC model as an SEM. The
goal of the analysis is then to obtain a description of the variability between the parameters
describing each individual’s growth curve. In an LGC model, the factor loadings for the slopes
are specified in such a way as to incorporate time into the model. The factor loadings of the
intercept are all constrained to be one, indicating that an individual’s intercept does not change
over time. By way of analysis, the means for the intercept and slope parameters characterize
the mean growth of the entire population. The variability in values for the individual’s latent
factors are given as the estimated variances and covariances of these factors.
5Figure 1.1 Two-factor latent growth curve model with three time points
y1 y2 y3 
ε1 ε2 ε3 
η1 η2 
1 1 
1 0 
1 3 
Figure 1.1 gives a model for a two-factor LGC model with three time points where the
intercept and slope are allowed to correlate. This is a linear model where the time between
observations one and two is one time period while the time between observations two and
three is two time periods. This is indicated by the factor loadings for the slope factor. In the
notation of Brown (1994), this model can be written as
y1
y2
y3
 =

1 0
1 1
1 3

 η1
η2
+

1
2
3
 . (1.4)
The choice of factor loadings, Λy in Brown (1994) notation, is somewhat arbitrary, but they
carry all of the information about the shape of growth over time. Thus, although they are
subjective, much care should be taken when selecting their values. It is important to note that
shifting the loadings on the slope factor alters the scale of time, which affects the interpretation
6of the intercept factor mean and variance. Also, changing the fixed loadings rescales the slope
factor mean and variance by a constant, but this does not affect the correlation between
intercept and slope factors nor does it change the fundamental meaning of significance tests.
The benefit to the arbitrary nature of the choice of factor loadings is that if chosen carefully
they can make the interpretations of factors straightforward and understandable within the
context of the problem.
There are a number of standard assumptions made when using LGC models. The error
terms are assumed to have zero mean and constant variance for each individual. The error
terms are independent of each other and any other variable except the measured variables they
directly effect. The error terms are also not autocorrelated. For the latent variable error terms,
their means are assumed to be zero and constant variance for each individual.
1.3.1.3 Comparison of Modeling Techniques
There are a number of statistical modeling techniques that appear to be quite similar;
namely, repeated measures analysis of variances (ANOVA), mixed linear models (MLM), and
LGC models. Meredith and Tisak (1990) explain that LGC models encompass repeated mea-
sures ANOVAs and MLMs as special cases. Although repeated measures ANOVAs and MLMs
are more widely known, the LGC models allow for a wider variety of modeling decisions.
When designing a LGC model, the first step is to formulate the regression model for the
repeated measures of the observations. Next the parameter coefficients in the regression model
become the focal point for analysis. Thus the parameters in the regression model are both
independent and dependent variables. This is the crucial difference between LGC modeling
and repeated measures ANOVAs or MLMs. If the researcher’s interest was only in the first
model, then methods for analyzing repeated measures ANOVAs or MLMs could be used. But
if the researcher’s goal is in understanding the relationship of the two models, then LGC
analysis is necessary. Duncan et al. (2006) recognize some other advantages to LGC models
as its ability to “(a) analyze interindividual growth models, (b) include time-varying as well
as time-invariant covariates, (c) develop from the data a common developmental trajectory in
7overlapping cohorts, and (d) model multilevel longitudinal data.”
1.3.2 Missing Data
In this section we will give a review of missing data. We begin with a discussion of three
different types of missing data. Then we describe a number of different methods for handling
the missingness. We conclude by addressing concerns of missing data in SEMs, which is the
main focus of the remaining papers.
1.3.2.1 Types of Missing Data
Dealing with missing data is a challenge faced by many survey statisticians. Missingness
may occur when a participant inadvertently fails to respond to a question, refuses to answer
a question, does not complete a timed trial, does not appear for a measurement session, or
altogether stops participating in a longitudinal study. There are three forms of missing data to
consider; namely, missing completely at random, missing at random, and not missing at random
(Rubin, 1976; Little and Rubin, 2002). When there are missing values in a data set, traditional
statistical methods should not be implemented without first handling the missingness. The
way in which missing data are handled is critical to the statistical analysis. If the missing data
are not properly dealt with, the resulting parameter estimates may be biased and estimates of
uncertainty for estimated parameters may be inaccurate.
In order to determine the method by which the missing data should be handled, one first
needs to identify the type of missingness. The researcher must be careful because it may be
the case that there is more than one type of missingness in a data set. Once the missingness
has been identified, then the method for handling the missing data needs to be determined.
In the definitions below provided by Little and Rubin (2002), the following notation is
used. Let Y = {Y1, . . . , Yp} = {yi,j | i = 1, . . . , n, j = 1, . . . , p} denote the complete data
set, where p is the number of variables and n is the number of observations. Let M =
{mi,j | i = 1, . . . , n, j = 1, . . . , p} where mi,j = 1 if yi,j is missing and 0 otherwise. Let Yobs
denote the observed values of Y and Ymis denote the missing observations. The type of miss-
8ingness can be defined by the conditional distribution of M given Y , that is f(M | Y, θ) where
θ denotes a set of unknown parameters.
Data are considered to be missing completely at random (MCAR) if the missing value for
a variable does not depend on the variable itself or on the values of other variables in the data
set. That is, MCAR satisfies
f(M | Y, θ) = f(M | θ) (1.5)
for all Y and θ. For data to be MCAR, the missingness does not have to be a random pattern,
but it cannot depend on the data. This is perhaps the simplest case of missing data to deal
with in the analysis step. When the missing data for a given variable does not depend on the
variable’s particular value but is dependent upon other covariates in the data, then the data
are considered to be missing at random (MAR). That is, after controlling for other covariates,
the missingness on Y is independent of its true value. The conditional distribution is given as
f(M | Y, θ) = f(M | Yobs, θ) (1.6)
for all Ymis and θ. The data are not missing at random (NMAR) if the missing data are
dependent on the values that are missing. This is given as
f(M | Y, θ) = f(M | Y = (Yobs, Ymis), θ) (1.7)
for all Y and θ.
In order to better understand these types of missing data, we use a hypothetical example.
When respondents are asked to report their income in a survey, this variable often contains
missing values. Assume that we have a random sample of individuals from some well-defined
population. They are given five categories and asked into which category their income falls. If
all individuals with incomes in categories four and five do not respond to this question, then
this is NMAR. The data would be considered MAR if all individuals who are self-employed do
not report their income and self-employment status is known. If every fifth individual given
the survey does not report their income, then this is considered to be MCAR.
91.3.2.2 Methods for Handling Missing Data
In this section we will examine a number of ways in which researchers deal with their
missing data; Little and Rubin (2002) provide an overview, as does Allison (2002). In his
1957 paper, Anderson begins the development of computing maximum likelihood estimates
when there is missing information in a data set. From this starting point, many different
methods have been developed over the past few decades. We do not provide a complete list
of all these methods, nor do we recommend the use of all methods listed. Handling missing
data is a decision that must be made for each data set and research goal individually. From
a statistical viewpoint, the best missing data procedures do several things. First, they take
into consideration all available causes of missingness. Second, they employ the same statistical
model to handle the missing data that is used to perform the desired analysis. Finally, the
best procedures provide consistent and efficient parameter estimates (Duncan et al., 2006).
Listwise deletion, or complete-case analysis, is perhaps the most traditional and simplest
method for handling missing data. It can be implemented in most software packages and is
often used in practice. Unfortunately the simplicity of listwise deletion comes with the cost of
less precise results. Listwise deletion occurs when any observation that has missing data on a
variable is excluded from the analysis. When listwise deletion is performed on the data set the
sample size is often greatly reduced. This reduced data set will generally result in less than
optimal results. This method may only be desirable if the number of missing cases is small
and the sample size is large.
Some advantages to listwise deletion are the ease of implementation and the simplicity
of computations due to the balanced nature of the resulting data set. When the data can be
considered MCAR, then a subsample obtained by using listwise deletion on the original sample
can be regarded as a distinct random sample from the same population. If this is the case then
the corresponding parameter estimates of the original sample and the subsample should be
equal and analyses based on the subsample may be more efficient even though not all available
data were used. If the assumption of MCAR is not tenable, then potentially useful data have
been discarded and parameter estimates may demonstrate bias. Another disadvantage is that
10
a large amount of complete data may be disregarded, which will likely result in inefficient
estimates.
Pairwise deletion is similar to listwise deletion in that it disregards cases with missing
values. The difference between the two methods is that rather than removing all observations
with missing data on any variable, pairwise deletion removes cases on a variable by variable
basis (Allison, 2002). For each element within a covariance matrix, pairwise deletion uses all
possible cases with nonmissing values to compute the covariance. Although pairwise deletion
still assumes the data are MCAR, it is often more efficient than listwise deletion because it uses
all available information for each variable. In many cases, pairwise deletion is preferred over
listwise deletion because of this advantage. A disadvantage in using pairwise deletion is that
the resulting covariance matrix may not be positive definite. Another difficulty with pairwise
deletion is in determining the value for n to be used in calculating χ2 test statistics for model
fit and standard errors of the parameter estimates (Bollen, 1989). This problem arises since
the number of cases used to calculate the covariances is not the same for every covariance.
Instead of having a single value for the sample size there is a discrete distribution of sample
sizes with each value being less than or equal to n. Listwise and pairwise deletion are both
considered conventional methods for handling missing data.
The idea of FIML is to use all of the available data in the full sample to obtain estimates and
standard errors, assuming the data are MAR (Enders, 2001). FIML is designed to identify each
pattern of missing data and estimate the means, variances, and correlations for each pattern.
The estimates for the different patterns are then combined to produce overall estimates of the
regression coefficients and their standard errors. For case i all of the observed variables are
used to compute the likelihood function. If we assume multivariate normality, then we obtain
the casewise likelihood of the observed data by maximizing
log(Li) = Ki − 12 log|Σi| −
1
2
(xi − µi)′Σ−1i (xi − µi) (1.8)
where Ki = −pilog(2pi), where pi is the length of xi, is a constant that depends on the number
of complete variables for case i, xi is the observed data for case i, and µi and Σi contain
the parameter estimates of the mean vector and covariance matrix for the variables that are
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observed for case i. After the casewise likelihoods are obtained for all i, the likelihood functions
are summed across the whole sample and maximized using
log(L(µ,Σ)) =
N∑
i=1
log(Li). (1.9)
In short, FIML maximizes a likelihood function that is the sum of all the likelihood functions
for each pattern of missingness.
FIML is different than traditional methods like pairwise deletion in that it takes into ac-
count the number of cases associated with each missing data pattern when computing estimates
and standard errors (Enders and Bandalos, 2001). Thus the estimates and standard errors pro-
duced by FIML reflect all of the data that are actually observed in the data set. This results
in estimates that are unbiased assuming that the data are MCAR or MAR and thus more
efficient than listwise or pairwise deletion. FIML is now available in many software packages.
In practice, with the absence of knowledge of the missing data mechanism, FIML might be a
good method for dealing with missing data because of the advantage of convenience and ease
of use. A disadvantage of FIML is that it assumes a joint multivariate normal distribution
of the variables used in the analysis. Also FIML assumes that this model is invariant across
different subsamples of the data set.
Unlike the previous methods where only a portion of the data were used to compute esti-
mates, the goal of the mean imputation method is to produce a complete data set that can be
used to calculate parameter estimates using traditional statistical tools. The idea is to calcu-
late the arithmetic mean for each variable ignoring the missing data. Then for a given variable,
the missing values are substituted with the mean of that variable. This results in a complete
data set that can then be used to compute means, variances, and correlations using classical
techniques. This method is very easy to implement in practice, but has a major disadvantage.
The estimated variance of any variable containing missing data will decrease. This is due to
the fact that the missing cases will not contribute to the variance. This in turn will also affect
the correlation between variables when at least one of them has missing data.
Like the idea of mean imputation, similar response pattern is also an imputation method
that creates a complete data set. In order to obtain this complete data set, similar response
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pattern imputes missing values for case i using another case, say j, with similar observed values.
Case j is selected as the donor for the missing values in case i based on its minimization of
the criterion for a set of matching variables. If no case j exists that minimizes these criterion
for the set of matching variables, then imputation does not take place for case i. This method
is also referred to as nearest neighbor imputation. A variation on this is hot deck imputation
(Andridge and Little, 2010). In hot deck imputation, respondents and non-respondents are
grouped into cells based on observed variables. A donor is randomly selected from observed
cases for each case with missing values.
In MI procedures, m replicates of the data set are created. In each of these copies, if the
value is observed for a given variable then that value is used in the copies of the data set. For the
values that are missing, then the value of the variable is imputed from the other observed values
for the variable in the data set. In order to obtain the imputed values, an imputation model
has to be formulated. This model takes into account any associations among the variables that
may prove important in subsequent analyses. Often the model that is selected is not exactly
correct for the real data, but experience has shown that MI is forgiving of departures from
the imputation model (Schafer, 1997). The imputed missing values are independently drawn
from the posterior predictive distribution of the missing data. The important feature of MI is
that the random variation that is found among the observed variables is added to the imputed
values. This ensures that the variability for any given variable remains consistent among the
observed and imputed values. Each of these m data sets are then analyzed separately using
traditional statistical methods.
Now there are m different estimates for the means, variances, and correlations of the
regression coefficients. These different estimates are combined into a single estimate as follows
where the mean from each data set is given by µj and the associated standard error is sj
where j = 1, . . . ,m. The mean of the regression coefficients is calculated as the mean of the
m estimates,
µ¯ =
1
m
m∑
j=1
µj . (1.10)
The standard error of the regression coefficients is computed in two pieces. First the within-
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imputation variance must be computed. This is calculated as the mean of the squared standard
errors from each of the m data sets,
W =
1
m
m∑
j=1
s2j . (1.11)
Second the between-imputation variance is calculated. This is given as the sum of squared
differences between the mean for each data set and the overall mean, which is then all divided
by m− 1,
B =
1
m− 1
m∑
j=1
(µj − µ¯)2. (1.12)
To obtain an estimate of the total variance, the within and between-imputation variances are
summed, where the between-imputation is weighted by (1 + 1m). The estimated standard error
is then the square root of this quantity,
s¯ =
√
W + (1 +
1
m
)B. (1.13)
These values can then be used to calculate confidence intervals and perform hypothesis tests
with a t-distribution with degrees of freedom equal to (m−1)(1+ mµ¯(m+1)B )2. Barnard and Rubin
(1999) provide adjusted degrees of freedom appropriate for small sample sizes. There are a
number of standard statistical software packages that can be used to combine these estimates.
1.3.2.3 Missing Data and Structural Equation Models
Researchers who analyze data from surveys and use SEMs generally deal with data missing
due to attrition, omission, and planned missingness (Schafer, 1997). Attrition is a common
problem within longitudinal surveys. This kind of missingness is when some participants drop
out of the study and are not remeasured in later waves. This is a problem because the scores on
the variables in the later waves may be the cause for missingness. This would result in NMAR
data. When missing data are a result of omission the survey participant fails to complete an
item within a survey or fails to complete a survey. Planned missingness is a type of missingness
where the data are considered to be MCAR or MAR because the missingness is controllable.
Planned missingness is often used to reduce the sample size for a given wave of data collection,
but still provide enough information over all waves of data collection to address the research
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questions of interest. Aside from losing some statistical power for tests, this type of missingness
poses little challenge to drawing accurate statistical conclusions.
Understanding the missing data mechanism is the key to choosing an appropriate method
for analysis and correctly interpreting the results. SEM studies have shown that mean imputa-
tion results in biased parameter estimates under both MCAR and MAR (Brown, 1994; Wothke,
2000). Many researchers have established that if one can consider mild assumptions about the
missing data mechanism for a data set then maximum likelihood (ML) can be used for estima-
tion. Although ML has proved effective, other researchers advocate for using techniques that
borrow strength from subgroups of the data set for addressing the research question. While
researchers have differing opinions on the best method for handling missing data, when using a
data set to address a scientific question of interest researchers need to decide their method for
computing reasonable estimates (Little and Rubin, 1989). In the work that follows, we focus
on listwise deletion, FIML, and MI for use with SEMs.
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CHAPTER 2. A STUDY OF MISSING DATA IN PRACTICE WITH
STRUCTURAL EQUATION MODELING
Modified from a paper submitted to Structural Equation Modeling
Cherie´ J. Kientoff 1 2, Michael D. Larsen 3, Frederick O. Lorenz 4
2.1 Abstract
Whether focusing on the analysis of survey, social science, or longitudinal data, researchers
must choose a method to effectively handle missing data. When the researcher is interested
in using structural equation models (SEMs), full information maximum likelihood (FIML)
methods have been proposed when data are missing at random and ignorable. This strategy
is convenient to implement and in many instances provides acceptable results. An alternative
for handling the missing data that is considered in this paper is multiple imputation (MI).
FIML does not impute values for the missing information, whereas MI does. We examine
the benefits of imputation methods as an alternative for managing missing data when fitting
SEMs, particularly in longitudinal surveys where missingness may be conditioned on previous
panel data. Our goal is to outline the practical use of imputation and suggest possible gains
in estimation and analysis from imputing the missing data. We compare four methods of
imputation with FIML and listwise deletion under four SEMs. Procedures are applied to the
Family Transitions Project, a longitudinal survey of more than 550 participants that focuses
on familial relationships and socioeconomic stress induced by economic hardships. Results of
this paper should apply to the use of SEMs with missing data in general and not be limited
1Graduate student, Department of Statistics, Iowa State University
2Primary researcher and author
3Biostatistics Center, Department of Statistics, George Washington University
4Institute of Social and Behavioral Research, Department of Statistics, Iowa State University
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to a survey, social science, or longitudinal context.
Keywords: full information maximum likelihood; listwise deletion; longitudinal study; missing at ran-
dom; multiple imputation; multiple modes; panel data
2.2 Introduction
Data sets are often plagued by missing information; for example, instrument malfunction,
respondent refusal, or treatment failure result in an incomplete data set. Regardless of the
reason for missingness, the missing data leads to difficulties in providing accurate analysis of
the data. Missing data often introduce bias in the results, and thus a researcher must not
only make decisions about what kind of statistical analyses are of interest, but also how to
effectively handle the missing information.
The purpose of this paper is to examine three different strategies for handling missing
data; namely listwise deletion, full information maximum likelihood (FIML), and multiple
imputation (MI). We will consider these methods within the context of structural equation
models (SEMs), where FIML is typically the method of choice for handling the missing data.
The potential gains associated with using an imputation method lead to studying these three
methods in SEMs. Four different SEMs are used to allow for a study of missing data methods
in conjunction with a variety of model conditions.
This paper begins by providing some background information on the Family Transitions
Project (FTP), the motivating data set for this analysis. Next a brief explanation of the SEMs
of interest is provided. This is followed by an overview of the three ways to handle missing
data used in subsequent analysis. Lastly a discussion of results from the application to the
FTP and some concluding remarks are given.
2.3 Family Transitions Project
The sample consists of participants in the FTP, a longitudinal study of families in Iowa.
The FTP encompasses two earlier projects, the Iowa Youth and Families Project and the Iowa
Single Parent Project. The Iowa Youth and Families Project began in 1989 with a total of 451
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families. The recruited families were located in rural areas of Iowa and were comprised of two
biological parents, a 7th grade child (the “target individual”), and a sibling within 4 years of
the target individual. In 1991 the Iowa Single Parent Project began a study of 210 adolescents,
their single-parent mothers, and a close-aged sibling. Many of the measures recorded in the
two studies were the same. In 1994 these two projects were combined to begin the FTP. Of
the 210 families in the Single Parent Project, 108 of the target individuals were in 9th grade
in 1991 and eligible for the new study, resulting in 559 individuals in the FTP (Conger and
Conger, 2002).
The families included in the panel have been contacted every other year beginning in 1995
to collect data. During the data collection process, multiple informants are asked to provide
information. These informants include each of the family members participating in the study,
trained observers who rate videotapes of family discussions in their home, and close friends
and romantic partners of the target individual. Our focus is on the interactions between the
target individuals and their romantic partners. We specifically identify a measure of hostility
between the target individuals and their partners and their relationship quality.
We focus on information provided from ratings of the trained observers at the Institute for
Social and Behavioral Research at Iowa State University. Using video recording of interactions,
the trained observer is asked to “Use the following to rate each interaction for the given
behaviors.” The ratings are from 1 (low) to 9 (high). For the measure of hostility used in the
analysis, we average the rating for the following five traits: hostility, angry coercion, escalate
hostile, reciprocate hostile, and antisocial. Each of these behaviors is clearly defined by the
FTP trained observers. We also examine their relationship quality as recorded by the trained
observers on a scale of 1 (low) to 9 (high).
Our interest lies in modeling the observed hostility and relationship quality between targets
and their partners. Table 2.1 gives the observed means, standard deviations, correlations, and
number of observations for hostility, YHt, and relationship quality, YRt, for survey years 1995
(corresponds to t = 0) to 2007 (corresponds to t = 12). In this longitudinal data set there
are missing data, which can be seen by the number of observations each year. Of the 559
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Table 2.1 Observed means, standard deviations, correlations, and number
of observations of hostility and relationship quality for time 1995
(t = 0) to 2007 (t = 12)
Hostility YH0 YH2 YH4 YH6 YH8 YH10 YH12
Mean 2.69 2.65 3.09 3.09 2.54 2.41 2.81
S.D. 1.65 1.63 1.66 1.57 1.28 1.23 1.43
Relationship Quality YR0 YR2 YR4 YR6 YR8 YR10 YR12
Mean 6.04 6.12 5.89 5.43 5.78 5.96 5.31
S.D. 1.75 1.74 1.82 1.83 1.86 1.76 1.99
t = 0 t = 2 t = 4 t = 6 t = 8 t = 10 t = 12
Corr(YH , YR) -0.69 -0.67 -0.64 -0.67 -0.67 -0.61 -0.65
Number obs. 469 473 292 334 322 333 352
individuals in the FTP, just over 72% of them are missing data on at least one variable.
Considering the FTP has been active since 1994, with data extending back to 1991, a
number of studies have used these data to address a wide range of research topics. In 2002,
Cui et al. used the FTP to examine the effect of early parental hostility toward their child
as a predictor of child hostility toward their friend or romantic partner. Among other issues,
Scaramella and Conger (2003) addressed the impact of hostile parenting on future generations
parenting. They found that the target individuals with hostile parents tended to be more
hostile toward their own children. More recently, in a 2008 study, Dinero et al. examined
the influence of relationships within the family of origin on the quality of target individual’s
romantic relationships. These are just a few of the studies that have used variables, similar to
those we are considering, in the FTP to answer questions regarding familial dynamics.
2.4 Structural Equation Models
The task of designing an SEM for describing relationships found in the data is a fun-
damental component of the statistical analysis. The researchers must determine the model
specifications and complexity as well as the effects of an incorrectly specified model. Since
model stipulations contribute such a major portion of the statistical analysis, we will inspect
four different SEMs. These models include an adequately specified model, a model with struc-
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tural underspecification, a model with measurement overspecification, and a model with both
structural and measurement misspecification. These four models allow for the examination
of the impact of model specification on missing data. All of the models we consider have a
moderate level of complexity. These models are simple so that we can examine the missing
data methods, but complex so as to be interesting to researchers in the social sciences. All of
the models are multivariate linear SEMs. See Duncan, Duncan, and Strycker (2006) for more
details on SEMs.
Researchers, such as Enders and Bandalos (2001), have examined the impact of missing
data method on SEMs, but these studies typically focus on a specified model. Here we follow
the idea of Davey, Savla, and Luo (2005) and use misspecified models as well. This allows for
an examination of the effects of missing data methods in a more practical situation when the
model is unknown and there may be misspecification in either the measurement or structural
components of the SEMs. Our four multivariate linear SEMs are presented below following
the notation of Brown (1994).
The first model adequately explains the relationships among the variables. This model will
be referred to as the specified model and is shown in Figure 2.1. Let yHti be the observed
hostility of target i = 1, . . . , 559 toward his/her partner at time t = 0, 2, . . . , 12. Let yRti be
the observed relationship quality between target i and his/her partner at time t. Then the
specified SEM is given by
yHti = β0Hi + β1Hit+ Hti (2.1)
yRti = β0Ri + β1Rit+ Rti (2.2)
ρti = Corr(yHti, yRti) (2.3)
where β0Hi and β0Ri are the hostility and relationship quality intercept factors for individual
i, β1Hi and β1Ri are the hostility and relationship quality linear slope factors for individual
i, Hti and Rti are the hostility and relationship quality error terms for individual i at time
t, and ρti is the correlation between hostility and relationship quality for individual i at time
t. For the variability in the model E(Hti) = E(Rti) = 0 for all i and t, E(2Hti) = σ
2
Hi
and E(2Rti) = σ
2
Ri for all i and t, COV (t, Hti) = COV (t, Rti) = 0 for all i and t and
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Figure 2.1 Specified multivariate linear structural equation model
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COV (Hti, Ht′ i) = COV (Rti, Rt′ i) = 0 for all i and t 6= t
′
. For any given time point the
observed hostility and relationship quality are allowed to correlate, ρti. In addition to modeling
the observed variables by latent variables using the above measurement models, we also model
the relationship between the latent variables using structural models given as
ρHi = Corr(β0Hi, β1Hi) (2.4)
ρRi = Corr(β0Ri, β1Ri) (2.5)
β0Ri = γ00Ri + γ01Riβ0Hi + η0Ri (2.6)
β1Ri = γ10Ri + γ11Riβ0Hi + γ12Riβ1Hi + η1Ri (2.7)
where ρHi and ρRi are the correlations between the level and slope for hostility and relationship
quality for individual i, γ00Ri and γ10Ri are the relationship quality latent variables intercept
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factors for individual i, γ01Ri, γ11Ri, and γ12Ri are the relationship quality latent regression
coefficients for individual i, and η0Ri and η1Ri are the relationship quality latent variable error
terms for individual i. For the error terms E(η0Ri) = E(η1Ri) = 0 for all i and E(η20Ri) = δ
2
0Ri
and E(η21Ri) = δ
2
1Ri for all i. We chose to regress the relationship quality latent variables on
the hostility latent variables. This is a somewhat arbitrary choice and we easily could have
regressed the hostility latent variables on the relationship quality latent variables. This does
not change the fit of the models.
Figure 2.2 Measurement overspecified multivariate linear structural equa-
tion model
β0H 
 εH0  εH12  εH8  εH4  εH2 
 εR12  εR2 
YH0 YH2 YH4 YH6 YH8 YH10 YH12 
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 εR0  εR4  εR6  εR8  εR10 
 εH6  εH10 
β1H 
β0R β1R 
R01
R11
R12
H
R
The other three models are incorrectly specified and a variation of the specified model.
The measurement overspecified model contains errors in the pathways between some latent
variables and observed variables as shown by the dashed lines in Figure 2.2. The differences
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between this model and the specified model are the following
yH(12)i = β0Hi + β0Ri + β1Hi(12) + β1Ri(12) + H12i, (2.8)
which corresponds to the observed hostility between target i and their partner in 2007 (t = 12)
and
yR(0)i = β0Ri + β0Hi + β1Ri(0) + β1Hi(0) + R0i, (2.9)
which corresponds to the observed relationship quality between target i and their partner in
1995 (t = 0). All other components to this model are as described above for the specified
model. The measurement overspecified model is more complex than the specified model for
t = 0 and t = 12. This model will likely result in biased parameter estimates as well as larger
standard errors.
Figure 2.3 Structural underspecified multivariate linear structural equa-
tion model
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The structural underspecified model is inadequate in explaining the relationship between
the latent variables, see Figure 2.3. This model is the same as the specified model except that
equation 2.7 given above has been removed. This will allow for us to examine the impact of
missing data methods when there are structural misspecifications in the model.
Figure 2.4 Misspecified multivariate linear structural equation model
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The final model we use is the misspecified model (Figure 2.4), which combines both the
measurement overspecified and the structural underspecified models. This allows for exami-
nation of the impact of misspecification in both parts of the SEM. This misspecified model
contains equations 2.8 and 2.9 while equation 2.7 is omitted. The specified and misspecified
models are not nested. Thus they cannot be directly compared in model fit but indirectly
through their fit comparisons with the remaining two models.
Our use of these four SEMs will allow for the examination of missing data strategies under
different types of model specifications. While researchers strive to produce a correctly spec-
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ified model, in real-world analysis there is no way to be certain if the model is correct. By
studying these four models we will be able to evaluate missing data practices when the model
is not necessarily correct. We will compare the results from the structural underspecified and
measurement overspecified models to those of the specified model. Additionally, we examine
the model fits of the three misspecified models to understand the impact of different levels of
misspecification within the model. Through this work, we hope to expand our understanding
of missing data and misspecified models.
2.5 Missing Data
There are a number of different ways in which data may be missing in the FTP. A family
could not have participated in a wave of data collection, the target individual might not
participate with their partner in the observational portion of data collection, or a specific item
may be missing in the observer’s report. For the purposes of this paper, we are assuming that
the missing values are missing at random. In the FTP there are a total of 559 individuals. Of
these individuals only 154 have data for all variables and survey years; that is, just over 72%
of individuals have missed at least one survey year of observed data collection. Participants in
the FTP are encouraged to continue participating in the survey even if they have missed a data
collection period. In Table 2.2 are the proportion of missing data for each survey year. This
means that in 1995 (t = 0), 16% of the target individuals did not participate in the observed
data collection portion of the survey. Beginning in 1999 the number of targets participating
in this portion of data collection significantly drops. One explanation for this may be that the
majority of the targets graduated high school in 1994 and college in 1998. So in 1999, they
were five years out of high school and settling into different parts of the country. This has
resulted in a lower number of targets participating in the observational data collection in the
more recent waves.
Table 2.2 Proportion of missing data for each survey year
1995 1997 1999 2001 2003 2005 2007
Proportion 0.16 0.15 0.48 0.40 0.42 0.40 0.37
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Table 2.3 All patterns of missing values with at least five observations.
O = observed, M = missing, and n is the number of observations
with this pattern
1995 1997 1999 2001 2003 2005 2007 n
Pattern 1 M M M M M M M 24
Pattern 2 O M M M M M M 16
Pattern 3 M O M M M M M 9
Pattern 4 O O M M M M M 54
Pattern 5 O O O M M M M 11
Pattern 6 O O M O M M M 5
Pattern 7 O O O O M M M 10
Pattern 8 O O M O O M M 5
Pattern 9 O O O O O M M 12
Pattern 10 O O M O O O M 6
Pattern 11 O O O O O O M 11
Pattern 12 O O M M M M O 20
Pattern 13 O O O O M M O 5
Pattern 14 O O O O O M O 8
Pattern 15 O O M M M O O 14
Pattern 16 O O O M M O O 8
Pattern 17 O O M O M O O 6
Pattern 18 O O O O M O O 14
Pattern 19 M O M M O O O 5
Pattern 20 O O M M O O O 17
Pattern 21 O O M O O O O 30
Pattern 22 O M O O O O O 8
Pattern 23 M O O O O O O 13
Pattern 24 O O O O O O O 154
For the application of handling missing data in SEMs we examine listwise deletion, FIML,
and MI. Using listwise deletion, which deletes any observation with missing information (Al-
lison, 2002), results in a “complete” data set that is only about 28% the size of the original
data set. This will likely result in less than sufficient estimates. When we use FIML, pro-
posed in 1979 by Finkbeiner, we must assume that data are missing at random, an assumption
that may be too strong for this data set. Table 2.3 above displays 24 of the 75 patterns of
missingness identified in the FTP data set. These are all of the patterns with at least five
individuals having the given pattern of missingness. In the table, O = observed, M = missing,
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and n is the number of targets who have this pattern. Pattern 1 indicates that there are 24
(of 559) individuals who did not participate in any year of the observational data collection.
For pattern 4, the observed hostility and relationship quality were only measured in 1995 and
1997. For the 54 targets in this pattern, the means and covariances for the latent intercept
and slope can only be calculated using the information provided by the data in 1995 and 1997.
In pattern 11, estimates of the means and covariances for the latent intercept and slope can
be computed using all years except 2007. There are 154 individuals who have participated in
all seven waves of the observational data collection. The likelihood for these different patterns
is used to obtain maximum likelihood estimates for the means, variances, and correlations
(Anderson, 1957; Enders, 2001).
The third method for handling missing data we study is MI (Rubin, 1987; Little and Rubin,
2002). For this method we use SAS to impute complete data sets. There are four different types
of data sets that we impute. The first set of data sets is imputed by modeling the means for
the level of hostility observed between the targets and partners and the observed relationship
quality. A second set of complete data sets is imputed similar to the first, but the imputed
values are bounded to be between 1 and 9 and rounded to one decimal point. The next two
sets of imputed complete data sets differ only in that rather than using the means for the
observed hostility, the five items or components comprising the mean are used. That is, we
impute values for hostility, angry coercion, escalate hostile, reciprocate hostile, and antisocial
and then calculate the mean hostility level based on the imputed values. Again we obtain two
complete sets of data, one where the values are not rounded and bounded and one in which
they are. In Table 2.4 we provide a summary of these four options. The cells within the table
indicate how the specific data set will be referenced in the remainder of this paper. Using
these four MI methods allows for us to study the differences in the types of imputation that
are used and the effect they have on estimates.
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Table 2.4 Imputed data sets
Imputed Means Imputed Items
Round & Bound Mean R&B Item R&B
No Round & Bound Mean Item
2.6 Results and Discussion
In this section we give the results from our analysis of the FTP data using the four pre-
viously discussed SEMs and three methods for handling missing data. The interest of the
analysis was threefold: to look at the latent factors predicting the observed hostility of targets
toward their partners, to examine the latent factors predicting the observed relationship qual-
ity between targets and partners, and to study the relationship between the latent factors. We
begin with a discussion of the parameter estimates and their interpretation within the FTP.
Then we examine the number of imputed data sets that should be used to provide estimates
using MI. Next we analyze the results for the different MI methods. Then we compare the
four different SEMs using FIML. Lastly, we consider the differences between using MI, FIML,
and listwise deletion to handle the missing data. All results and comparisons are made using
the parameter estimates and model fit statistics.
For each of the regression coefficients we present the estimate, an indication of its signifi-
cance, and the t-value. If the estimate is significantly different than zero at the level of 0.001,
0.010, or 0.050 then the estimate is followed by ***, **, or *, respectively. In addition to the
estimated coefficients we also report the χ2 for model fit, comparative fit index (CFI), and root
mean squared error of approximation (RMSEA), which will be used in assessing the different
methods. These indexes evaluate the degree to which the data fit the hypothesized model and
whether the fit can be improved through alternative models. The RMSEA is given by√
χ2k − dfk
dfk(n− 1) , (2.10)
where χ2k is the chi-square test statistic for model k with degrees of freedom equal to dfk. The
CFI (Bentler and Wu, 1995) is computed as
1− τk
τi
, (2.11)
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where τk = max
[
(nχ2k)− dfk, 0
]
is based on the model of interest and τi = max[(nχ2i − dfi),
(nχ2k − dfk), 0]. This index takes into consideration the chi-square variates and the degrees of
freedom for the model and is restricted to values between zero and one. Values of the CFI
close to one indicate an adequate fit of the model.
The parameters that we estimate in the models have specific meanings within the FTP. We
will begin our discussion of the results by examining these interpretations and their relevance
to the FTP. We focus our discussion here on the values using the item MI method with the
specified model since conclusions for other methods are similar. These results are given in the
last column of Table 2.5; the remaining columns are used for later exploration.
The estimated mean of β0H is 2.77 with a t-value of 41.64, which indicates that it is
significantly different than zero at the 0.001 level. This value signifies that the initial mean
level of hostility displayed by targets toward their partners is 2.77. This initial level corresponds
to the 1995 survey year. Although the estimated mean of the linear slope coefficient (-0.01)
is not significant (t = -1.75), the variability in this estimate is significantly different than zero
(0.01, t = 4.44). This is evidence that β1H is significant to the model because the linear slope
coefficients vary significantly between the target individuals. Since the estimated value of β1H
is negative this means that as time increases the mean level of hostility slightly decreases,
although not significantly. We hypothesize that relationship quality and levels of hostility are
inversely related; that is, as the level of hostility increases then the relationship quality should
decrease. We see that this is true since the estimates for γ01R, γ11R, and γ12R are all negative
(-0.76, -0.04, and -1.14, respectively). For example, if the level of hostility increases by 1 then
we expect the level of relationship quality to decrease by 0.76. The intercept for the initial
level of relationship quality is at 8.14, which is very high considering the scale is from 1 (low)
to 9 (high). The intercept for the slope of relationship quality is not significantly different
than zero (t = 1.48) with a value of 0.04. But the slopes for the regression of the slope of
relationship quality on the intercept and slope of hostility do decrease significantly (t = -3.80
and t = -10.03, respectively) as the level and slope of hostility increase.
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In order to examine the impact of the number of MI data sets to parameter estimates in
the FTP, we compare the results for imputing 1, 5, 10, and 25 data sets. Recall that in MI
we analyze m complete data sets and then combine their results to give final estimates. Since
larger values of m require more computational time, we want to find the minimum value for
m for which the results are adequate. For the purposes of this paper we will define adequacy
as the parameter estimates only vary slightly between the given value of m and a larger value.
Table 2.5 presents the results for the specified model using item imputation and m = 1, 5, 10, 25.
In comparing the four different values of m we find that the parameter estimates are fairly
similar. Most of the differences occur in the values for β1H and γ10R where for some values of m
the parameter estimates are significantly different than zero (m = 1, 10 for β1H and m = 5, 10
for γ10R) and in others they are not (m = 5, 25 for β1H and m = 1, 25 for γ10R). If we use the
values of the parameter estimates as our guide, we would be satisfied with using any value of
m larger than one because of their similar values. Next we will look at the model fit statistics.
We see that there is a significant gain in model fit when m = 5 compared with m = 1, for
example the RMSEA decreases from 0.09 for m = 1 to 0.05 for m = 5. For m = 25 there is
a slightly better fit than m = 5, CFI is 0.94 and 0.93 respectively, but it is not better than
m = 10, CFI is 0.94. When considering what value for m we wish to use, we also need to
consider the trade off in computational time. Using more MI data sets increases the amount of
time needed to perform an analysis. Since the gain in model fit for using m = 10 over m = 5
is minimal, for the sake of this paper, we are going to use m = 5 data sets in the remaining
discussions.
Using the specified multivariate linear SEM we compare the unstandardized results from
the different imputed sets of data. We first examine whether or not the imputed values should
be rounded and bounded (“R&B” in table) by using the first two columns of the table. Then
we explore the differences in imputing by modeling individual items (“Item” in table) versus
means (“Mean” in table). These results are given in Table 2.6. When the MI data sets are
rounded and bounded the estimated coefficients for β0H , γ00R, and γ01R are slightly larger in
absolute value (2.99, 8.39, and -0.83, respectively, for Item R& B) than when they are not
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Table 2.6 Estimates of parameters in specified model based on item, mean,
or rounded and bounded imputations. Columns contain esti-
mate, t-value, and indication of significance (two-sided p-value
<0.001 ***, <0.010 **, <0.050 *). Goodness of fit described by
χ2, CFI, and RMSEA
Item Item - R&B Mean
β0H 2.77 (41.64) *** 2.99 (48.60) *** 2.78 (37.43) ***
β1H -0.01 (-1.75) -0.01 (-0.48) -0.02 (-2.05) *
γ00R 8.14 (44.43) *** 8.39 (40.48) *** 8.19 (51.00) ***
γ01R -0.76 (-12.38) *** -0.83 (-12.51) *** -0.77 (-14.11) ***
γ10R 0.04 (1.48) 0.04 (1.22) 0.03 (1.52)
γ11R -0.04 (-3.80) *** -0.03 (-3.38) *** -0.03 (-4.04) ***
γ12R -1.14 (-10.03) *** -1.17 (-10.82) *** -1.15 (-8.78) ***
χ2(df=85) 189.45 266.35 206.69
CFI 0.94 0.89 0.93
RMSEA 0.05 0.06 0.05
rounded and bounded (2.77, 8.14, and -0.76, respectively, for Item). For γ10R and γ11R the
estimates are slightly smaller in absolute value for the rounded and bounded imputed data sets
(0.04 and -0.03 for Item R& B) than for not rounded and bounded (0.04 and -0.04, for Item).
There are three test statistics that are reported to compare model fit. It is difficult to
evaluate the fit of SEMs when MI is used because the results of MI data sets are combined to
produce final parameter estimates. It is still a challenge to decide how to combine the model
fit indexes from the multiple data sets to provide a final statistic. It has been recommended
that more research is needed in this area (Davey et al., 2005). For the fit indexes that are
provided here, a good model is one in which the CFI is close to one and the RMSEA is less
than 0.05. Based on the three fit indexes that have been provided here we recommend using
imputation without the rounding and bounding of values.
Next we compare imputing by modeling the item or mean for the hostility variables. For
β0H , γ00R, and γ01R the mean imputed values (2.78, 8.19, and -0.77, respectively) are slightly
larger than the item imputed values. When using mean imputation, the estimate for β1H (-
0.02) is significantly different than zero (t = -2.05) at a level of 0.05 while it is not significantly
different than zero for item imputation. Although this is the case, when we look again at the
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model fit statistics, these values lead us to use the item imputation. For the remainder of this
paper we use item without rounding and bounding the imputed values with m = 5 for the MI
method. Admittedly there is not much difference between these methods and any one of them
would produce adequate results.
One of our goals is to examine the impact of model misspecification on missing data. To
accomplish this we present the results for the specified, measurement overspecified, structural
underspecified, and misspecified models using FIML to handle the missing data in Table 2.7.
The parameter estimates for the regression coefficients slightly differ between the four models.
The estimates and model fit statistics for the specified and structural underspecified are similar,
while the values for the other two models are more similar. This reveals the impact of the
measurement overspecification on the models, especially considering β0H and β1H .
Aside from the differences between which parameters are estimated for the structural un-
derspecified and misspecified models, there are three parameters that change their significance
between models. For β1H the estimate of the mean is not significantly different than zero for
the specified model, while it is for the remaining models. In the structural underspecified and
misspecified models we estimate β1R since we have removed its relationship to the hostility
latent variables. For the estimated mean of β1R we find that at the 0.001 level of significance it
is different than zero for the structural underspecified model (t = -5.35) while it is not different
than zero for the misspecified model (t = -1.38). Another difference between models is that
γ11R is not significantly different than zero for the measurement overspecified model (t = 1.67)
but it is significant at the 0.001 level for the specified model (t = -4.38). This is evidence
of the effect that the measurement overspecification has on the standard errors. The impact
of underspecifying the structural component of the model is not as evident in the parameter
estimates, except for the changes in which parameters are estimable. This influence is visible
in the model fit statistics. Comparing the fit statistics for the specified and the structural
underspecified models reveals that the additional structural equation leads to a better fitting
model. For example, the CFI is 0.93 for the specified model and decreases to 0.92 for the
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structural underspecified model. Additionally, we find that the measurement overspecified and
misspecified models poorly fit the data. For these models the CFI is approximately 0.10, which
is much smaller than for the other two models. The results using listwise deletion and MI are
similar to those of FIML and thus are not presented here.
Table 2.8 Estimates of parameters in specified model based on MI, FIML,
and listwise deletion. Columns contain estimate, t-value, and
indication of significance (two-sided p-value <0.001 ***, <0.010
**, <0.050 *). Goodness of fit described by χ2, CFI, and RM-
SEA
MI FIML Listwise deletion
β0H 2.75 (39.08) *** 2.73 (42.08) *** 2.93 (23.34) ***
β1H -0.01 (-1.22) -0.01 (-1.32) -0.03 (-2.12) *
γ00R 8.11 (49.35) *** 8.13 (50.12) *** 8.49 (38.20) ***
γ01R -0.76 (-13.13) *** -0.75 (-13.35) *** -0.80 (-11.19) ***
γ10R 0.05 (2.19) * 0.04 (1.77) 0.03 (0.89)
γ11R -0.04 (-4.42) *** -0.04 (-4.38) *** -0.03 (-2.85) **
γ12R -1.11 (-11.39) *** -1.14 (-10.05) *** -1.16 (-6.16) ***
χ2(df=85) 194.85 249.37 194.06
CFI 0.93 0.93 0.91
RMSEA 0.05 0.06 0.09
Next we consider the impact of using different methods for handling the missing data. We
compare MI (using item imputation with m = 5 data sets), FIML and listwise deletion. We
will only look at the specified model as results are similar to these for the other three models.
The parameter estimates, significance, and t-values are given above in Table 2.8.
The parameter estimates for MI and FIML are more similar than those for listwise deletion,
for example β1H is -0.01 and -0.01 for MI and FIML, but -0.03 for listwise deletion. This makes
sense because listwise deletion is only using part of the data set to compute the estimates. Two
of the main differences found in the parameter estimates are in the values for β1H and γ10R.
For β1H the estimate is significantly different from zero at a level of 0.05 for listwise deletion
(t = -2.12) and the value is more than twice as large as either MI or FIML. For the estimate
of γ10R the value is significantly different than zero at a level of 0.05 for MI (t = 2.19), but not
the other two methods (t = 1.77 and 0.89 for FIML and listwise deletion, respectively). Some
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other significant differences between these three methods are in their model fit statistics. The
RMSEA indicates that MI (0.05) has a better model fit than either FIML (0.06) or listwise
deletion (0.09). Although for the other two model fit statistics it is difficult to determine the
“best” method for handling the missing data. Again, we use the model fit statistics cautiously
with MI as they depend on the value of χ2, which has questionable interpretation for MI.
Despite the fact that there do not appear to be very large differences between MI and FIML
methods for the FTP, we want to pursue a simulation study that will allow for better evaluation
of the methods and the power associated in determining the difference between models.
2.7 Conclusion
We used data from the FTP to illustrate the differences between methods used to handle
missing data with SEMs. For our analysis we considered the observed level of hostility displayed
by the target individuals toward their partner in 1995-2007 and their observed relationship
quality. Using these variables, we built four multivariate linear SEMs and evaluated the use of
listwise deletion, FIML, and MI under each model. The four multivariate linear SEMs were a
specified model, measurement overspecified model, structural underspecified, and misspecified
model. When using MI we also examined imputing item versus mean values, whether or not
the values should be rounded and bounded, and the number of imputed data sets to use. These
methods were compared based on their parameter estimates and a selection of fit indexes.
An advantage to using listwise deletion is that it is simple to implement and available in
most software packages. Since this method deletes any case that is not completely observed,
it often results in biased estimates and large standard errors. Both FIML and MI use all of
the information available in the data set, which is an advantage over listwise deletion. FIML
computes parameter estimates for each pattern of missingness and then combines all results
using the likelihood for each pattern. This is the method that is commonly used for statistical
analysis in the social sciences. In contrast to FIML, MI computes estimates for those values
that are missing within the data set. A number of complete data sets are created and for each
of these data sets, estimates are obtained. These results are then combined to produce final
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estimates.
An advantage of MI over FIML is that complete data sets are obtained where the variability
in the observed data is similar to that of the imputed data set. These complete data sets
are then available for traditional statistical analysis. Another benefit of MI is the ability to
efficiently estimate a number of models using the same imputed data sets without needing
to remaximize the models. That is, assume we impute missing values under a large model
and then wish to estimate a smaller model containing some subset of the variables. This can
easily be implemented simply by fitting this model to the multiply imputed data sets under the
larger model. Whereas, if we were to use FIML we would need to compute all of the parameter
estimates for each patten of missingness again.
When the listwise deletion method was applied to the FTP data set, the results were
more dissimilar than those for FIML and MI and the standard errors were always larger. Of
course, the specified model fit the data better as indicated by the model fit statistics. For
the different MI approaches, the item imputation with m = 5 data sets seemed to be a good
choice. According to the model fit statistics used, the MI model fit slightly better than the
FIML model.
We find that the implementation of MI is straight forward with results that are similar to
FIML. MI gives researchers flexibility with the ease of quickly estimating smaller models. The
SAS output for imputed data sets details the percent of missing information in the original
data set and the percent missing for each pattern of missingness. This information may be of
use to some researchers, especially in areas of weighting based on observed data.
Future work on this topic will include an examination of these four SEMs and MI meth-
ods using simulation studies. We are interested in examining the power for determining the
differences between the models associated with the three methods for handling missing data.
We also wish to work on improving model fit test statistics for use in multiply imputed data
sets with structural equations. In this paper we assumed the data to be missing at random
and we would like to extend this to data that are missing not at random. Additionally, there
is interest in extending this work to nonlinear SEMs, as we implemented these methods with
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linear SEMs.
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CHAPTER 3. POWER ANALYSIS WHEN USING MULTIPLE
IMPUTATION FOR MISSING DATA IN STRUCTURAL EQUATION
MODELS
Modified from a paper submitted to Journal of Educational and Behavioral Statistics
Cherie´ J. Kientoff 1 2, Michael D. Larsen 3, Frederick O. Lorenz 4
3.1 Abstract
Many social scientists and other researchers use structural equation models (SEMs) to address
research goals with longitudinal or panel data, which often contain missing values. Recently
attention has been given to using multiple imputation (MI) to handle missing data when using
SEMs for analysis. Our objective is to investigate the power achieved by tests for determining
the correct SEM model and significant parameters when there are issues of missingness. We
examine this by simulating data using SEMs with a number of different parameters. These data
sets are analyzed using both the simulation model as well as other SEMs. Tests are conducted
using likelihood ratio tests for comparing models. We compare MI to listwise deletion and full
information maximum likelihood (FIML). Simulations are based on SEM parameter estimates
of the Family Transitions Project data. In general, MI is a feasible and effective alternative
to FIML; given the ability of MI to estimate numerous models without needing to remaximize
the likelihoods, the availability of percent missing information reported in the output, and the
complete data sets with maintained variability.
1Graduate student, Department of Statistics, Iowa State University
2Primary researcher and author
3Biostatistics Center, Department of Statistics, George Washington University
4Institute of Social and Behavioral Research, Department of Statistics, Iowa State University
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3.2 Introduction
Kientoff, Larsen, and Lorenz (2011) examined three different strategies for handling missing
data in structural equation models (SEMs): listwise deletion, full information maximum like-
lihood (FIML), and multiple imputation (MI). These procedures were considered under four
different SEMs. The models included a specified model, a measurement overspecified model,
a structural underspecified model, and a misspecified model. These models and methods were
examined using data from the Family Transitions Project (FTP). This work was motivated by
concerns raised by researchers who work with panel data. In particular, the study by Kientoff
et al. (2011) of missing data methods when SEMs are used in the statistical analysis found
that MI was a reasonable alternative to FIML.
The previous research did not address the issue of statistical power, or the probability that
an incorrect model may be rejected in favor of a better model. Our objective in this paper
is to investigate the power achieved by tests for determining the correct SEM and significant
parameters when there are issues of missingness. We examine this by simulating data using
SEMs with a number of different parameters. These data sets are analyzed using both the
simulation model as well as other SEMs. Tests are conducted using likelihood ratio tests for
comparing models. We compare MI to listwise deletion and FIML. Simulations are based on
SEM parameter estimates of the FTP data.
Some background information on the FTP, the motivating data set for this analysis, is
provided in Section 3.3. A description of the SEMs of interest is provided in Section 3.4.
Methods used in the subsequent analysis for handling missing data are defined in Section 3.5.
Power analysis for SEMs is discussed in Section 3.6. The simulation study is described and
results reported in Section 3.7. Finally, Section 3.8 presents several conclusions. Computer
code and detailed simulation values are contained in the appendices.
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3.3 Family Transitions Project
The Family Transitions Project (FTP) is a panel study of 559 rural families in Iowa con-
ducted by the Institute for Social and Behavioral Research at Iowa State University. The
families are comprised of a child in 7th grade in 1989 (the “target individual”), a sibling within
four years of the target individual, and either two biological parents or a single-parent mother
(Conger and Conger, 2002). Since 1995 the families have been contacted every other year
for data collection. The data are collected using multiple informants that include each family
member participating in the study, a close friend or romantic partner of the target individual,
and trained observers who rate videotapes of familial interactions.
Kientoff et al. (2011) were interested in the measure of hostility between the target individ-
uals and their partners and their associated relationship quality. These variables are obtained
from ratings provided by the trained observers at the Institute for Social and Behavioral Re-
search at Iowa State University. The hostility variable of interest is the average of hostility,
angry coercion, escalate hostile, reciprocate hostile, and antisocial. These behaviors are rated
from 1 (low) to 9 (high) by the trained observers. The relationship quality observed between
the target individuals and their romantic partners is also rated on a scale of 1 (low) to 9
(high). The observed means, standard deviations, correlations, and number of observations
for hostility, YHt, and relationship quality, YRt, for survey years 1995 (corresponds to t = 0)
to 2007 (t = 12) as reported by Kientoff et al. (2011) are provided in Table 3.1. We observe
that just over 72% of individuals are missing data on at least one variable.
3.4 Structural Equation Models
Kientoff et al. (2011) identify four different SEMs to evaluate the hostility and relationship
quality between targets and their partners in the FTP. They developed multivariate latent
growth curve models to accomplish this. The first model is the fully specified model that
adequately explains the relationships among the variables. This model is given as
yHti = β0Hi + β1Hit+ Hti (3.1)
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Table 3.1 Observed means, standard deviations, correlations, and number
of observations of hostility and relationship quality for time 1995
(t = 0) to 2007 (t = 12)
Hostility YH0 YH2 YH4 YH6 YH8 YH10 YH12
Mean 2.69 2.65 3.09 3.09 2.54 2.41 2.81
S.D. 1.65 1.63 1.66 1.57 1.28 1.23 1.43
Relationship Quality YR0 YR2 YR4 YR6 YR8 YR10 YR12
Mean 6.04 6.12 5.89 5.43 5.78 5.96 5.31
S.D. 1.75 1.74 1.82 1.83 1.86 1.76 1.99
t = 0 t = 2 t = 4 t = 6 t = 8 t = 10 t = 12
Corr(YH , YR) -0.69 -0.67 -0.64 -0.67 -0.67 -0.61 -0.65
Number obs. 469 473 292 334 322 333 352
yRti = β0Ri + β1Rit+ Rti (3.2)
ρti = Corr(yHti, yRti) (3.3)
where i = 1, . . . , 559 indexes the target, t = 0, 2, . . . , 12 indexes the wave of data collection,
yHti is the observed hostility of target i toward his/her partner at time t, yRti is the observed
relationship quality between target i and his/her partner at time t, β0Hi and β0Ri are the
hostility and relationship quality intercept factors for individual i, β1Hi and β1Ri are the
hostility and relationship quality linear slope factors for individual i, Hti and Rti are the
hostility and relationship quality error terms for individual i at time t, and ρti is the correlation
between hostility and relationship quality for individual i at time t. For the variability in the
model E(Hti) = E(Rti) = 0 for all i and t, E(2Hti) = σ
2
Hi and E(
2
Rti) = σ
2
Ri for all i and t,
COV (t, Hti) = COV (t, Rti) = 0 for all i and t and COV (Hti, Ht′ i) = COV (Rti, Rt′ i) = 0
for all i and t 6= t′ . For any given time point the observed hostility and relationship quality
are allowed to correlate, given by ρti. In addition to modeling the observed variables by latent
variables, we also model the relationship among the latent variables given as
ρHi = Corr(β0Hi, β1Hi) (3.4)
ρRi = Corr(β0Ri, β1Ri) (3.5)
β0Ri = γ00Ri + γ01Riβ0Hi + η0Ri (3.6)
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β1Ri = γ10Ri + γ11Riβ0Hi + γ12Riβ1Hi + η1Ri (3.7)
where ρHi and ρRi are the correlations between the level and slope for hostility and relationship
quality for individual i, γ00Ri and γ10Ri are the relationship quality latent variable intercept
factors for individual i, γ01Ri, γ11Ri, and γ12Ri are the relationship quality latent regression
coefficients for individual i, and η0Ri and η1Ri are the relationship quality latent variable error
terms for individual i. For the error terms E(η0Ri) = E(η1Ri) = 0 for all i and E(η20Ri) = δ
2
0Ri
and E(η21Ri) = δ
2
1Ri for all i.
In addition to this specified model, we also fit structural underspecified, misspecified, and
measurement overspecified models. These models are used to assess the strength of the fully
specified model as well as a way to examine the impact of incorrect models and missing data
on the fit of SEMs. The measurement overspecified model differs from the specified model in
that the model for the observed hostility at time t = 12 and the observed relationship quality
at time t = 0 are changed. When time t = 0, which corresponds to survey year 1995, the
observed relationship quality is modeled as
yR(0)i = β0Ri + β0Hi + β1Ri(0) + β1Hi(0) + R0i. (3.8)
This means that the observed relationship quality at time t = 0 is modeled by both the latent
intercept and slope for relationship quality and the latent intercept and slope for hostility.
In this model the slopes will drop out since t = 0. The second change in the measurement
overspecified model from the fully specified model is that in 2007, which is t = 12, the observed
hostility is also dependent on the latent intercept and slope for relationship quality. This model
is given as
yH(12)i = β0Hi + β0Ri + β1Hi(12) + β1Ri(12) + H12i. (3.9)
The specified model is altered by removing equation 3.7 above to create the structural
underspecified model. That is, the latent slope of observed relationship quality is no longer
regressed on the latent intercept and slope of observed hostility. In this model part of the
structural equations are removed from the specified SEM, thus resulting in a structurally
underspecified model.
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The final model examined is a combination of the structural underspecification and the
measurement overspecification models. The misspecified model is similar to the structural
underspecified model in that it does not have equation 3.7 from the specified model. This
model is also similar to the measurement overspecified model because it contains equations
3.8 and 3.9. This results in a model that possesses misspecification in both the structural and
measurement components of the SEM.
These four models were fit to the FTP data set and corresponding estimates for the latent
variables were obtained, which are presented in Kientoff et al. (2011). These values will be
used in our simulation study and then the models will be fit to the simulated data sets. For
example, using one set of estimated parameter values we generate data from the structural
underspecified model and fit the simulated data sets to all four of the models. This will allow
for an examination of the methods for handling missing data and power of these models.
3.5 Missing Data Methods
There are a number of different ways to handle missing data and we will examine three
methods. The first method is listwise deletion (Allison, 2002), which deletes any observation
containing missing information. This will result in a “complete” data set, but the data set
typically has a much smaller sample size than the original sample size. This reduction often
results in biased parameter estimates. Listwise deletion is available in most software packages
and is often appealing with its quick and easy implementation. FIML is the second method
of interest and has been well-developed within the context of SEMs (Enders, 2001). FIML
obtains parameter estimates for each pattern of missingness by maximizing the likelihood. The
estimates from each pattern are then combined to achieve final parameter estimates for the
model. The final method we consider is MI, which is proposed by Rubin (1978) and developed
in more detail in Rubin (1987). For this method, SAS is used to obtain complete data sets
through an imputation method. Each data set is then analyzed and results are combined for
the final estimate.
By using all three methods we can compare their advantages and disadvantages in relation
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to calculating the power of SEMs. FIML is well developed within the SEM framework. There
has not been as much work in the area of MI and SEMs, so this is our focus. Through the
use of simulation studies, we will examine the impact missing data methods have on power
associated with SEMs.
3.6 Power Analysis for SEMs
The purpose of this paper is to analyze the power associated with SEMs when different
methods are implemented to handle the missing data. Our focus will be on the power affiliated
with determining the SEM used to simulate the data sets. In this section we provide a review
of power analysis beginning with the theory and then providing details for application of the
methods.
The objective of power analysis is to determine the strength of a hypothesis test. This
strength is measured by the power associated with a test. The power is measured as the
probability of rejecting the null hypothesis in favor of the alternative hypothesis when the al-
ternative hypothesis is true. The hypothesis tests are often comparing different nested models
to determine which parameters are necessary to the model. One commonly used approach is
Neyman-Pearson’s (1928) generalized likelihood ratio test, which compares covariance struc-
tures for the competing models. Using the notation of Satorra and Saris (1985) we will outline
a procedure for determining the asymptotic approximation of the power of the likelihood ratio
test when the user wishes to test an alternative parameter value.
Let Σ = Σ(θ) be a continuous, twice differentiable (p × p) symmetric matrix evaluated at
parameter vector θ, which is in Ω ⊂ Rs. Suppose for the true, unknown parameter value θo
the matrix Σo = Σ(θo) is the finite and nonsingular covariance matrix of a normal population.
Assume that h = h(θ) is a continuously differentiable (r × 1) function of θ and that L(θ) =
∇θh(θ) is the (s×r) Jacobian matrix of full column rank. Assume a sample of size N = (n+1)
where N > p.
The null hypothesis Ho : θo ∈ ω = {θ ∈ Ω;h(θ) = 0} is often tested using the Neyman-
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Person likelihood principle, which relies on the following function of θ
F (S,Σ(θ)) = log|Σ(θ)|+ trace
[
S(Σ(θ))−1
]
− log|S| − p, (3.10)
where S is the sample covariance matrix. Using this log-likelihood function of θ, the test
statistic for the Neyman-Pearson likelihood ratio test is given by
Wˆ = n
[
F (S,Σ(θˆω))− F (S,Σ(θˆΩ))
]
. (3.11)
Asymptotically, under Ho, Wˆ follows a central χ2 distribution with r degrees of freedom (df).
If θˆΩ minimizes F (S,Σ(θ)) and Ω and θˆω minimizes ω, then the likelihood ratio test rejects the
null hypothesis when the test statistic is larger than the critical point cα. The critical value,
cα, is calculated such that
P (χ2r > cα) = α, (3.12)
where α is the significance level of the test. Let θA be an alternative parameter value that is
not in ω. Then the power of this test is given as
P (Wˆ > cα|θA), (3.13)
which is a function of θA. Since this power function is dependent on the value of θA, we can
approximate the probability in (13) using the following.
Let {θon} be a sequence of true parameter values converging to θo ∈ ω such that
limn→∞(n)1/2h(θon) = δ exists. Given a value of N , denoted as No = (no + 1), and a specific
parameter value of θA, the probability in (13) can be approximated by the asymptotic distri-
bution of Wˆ under the sequence {θon}. More specifically, the parameter value of θA is identified
with θono . This distribution is the noncentral χ
2 distribution with df = r and noncentrality
parameter λ given by
λ = δ′(L′B−1L)−1δ, (3.14)
where B = 12Eθo∇2θoF (S,Σ(θo)). In general, the estimation of λ is quite complex, which leads
to the development of an alternative approximation of the noncentrality parameter.
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Assume that ΣA = Σ(θA) and θ∗A ∈ ω is the vector minimizing F (ΣA,Σ(θ)). Then the
noncentrality parameter λ given in (3.14) can be approximated by
WA = noF (ΣA,Σ(θ∗A)). (3.15)
The value of WA is readily available in many software packages as the χ2 statistic when the
model corresponding to Ho : θo ∈ ω is analyzed with ΣA as the input covariance matrix and
No as the sample size. A proof of this is provided by Satorra and Saris (1985).
Using the theory developed above by Satorra and Saris (1985), MacCallum, Browne, and
Sugawara (1996) and MacCallum, Browne, and Cai (2006) outline this strategy in a less theo-
retical manner. We examine these articles in the development of our power analysis for testing
the difference between two nested models. For the purpose of outlining their approach these
two models will be denoted as Model A and Model B. The population model discrepancies for
Models A and B are identified as F ∗A and F
∗
B, respectively. The sample model discrepancies
are FˆA and FˆB for Models A and B, respectively. These values contain the information about
the model necessary to perform power analyses. The model fit for the two models is generally
combined into a single fit index, usually called the effect size, given as δ = (F ∗A − F ∗B) for the
population. The null hypothesis, Ho, typically assumes that the difference between the fit of
the two models is zero, Ho : δ = 0. If we can assume multivariate normality, then under Ho,
the test statistic, which is given as W = n(FˆA − FˆB), asymptotically follows a χ2 distribution
with degrees of freedom equal to dfA−B = dfA − dfB. If the test statistic is significant and we
reject Ho, then we conclude that there is a statistically significant difference between the two
models and Model B fits better than Model A. If we fail to reject Ho, then this indicates that
the restricted model, Model A, is preferred.
It is important to have adequate power for detecting when a hypothesis about model fit is
false. In order to determine the power we need to know the distribution of the test statistic
when Ho is true as well as false. When Ho is false, the test statistic W approximately follows
a noncentral χ2 distribution with dfA−B degrees of freedom. Using this distribution and a
given level of significance, α, the critical value, cα, can be determined. Under the alternative
hypothesis, HA : δ > 0, the test statistic has a noncentral χ2 distribution with dfA−B degrees
50
of freedom and noncentrality parameter λ. Statistical power is the area to the right of cα under
the alternative distribution.
In order to compute the power, it is necessary to determine a value for the effect size, δ =
(F ∗A−F ∗B), which is the degree to which the null hypothesis is false. Browne and Cudeck (1993)
and Steiger and Lind (1980) recommend using the root mean square error of approximation
(RMSEA) to calculate values for F ∗A and F
∗
B. The RMSEA is defined as A =
√
F ∗A/dfA and
B =
√
F ∗B/dfB in the population for Models A and B respectively. We can solve for the
value of the effect size as δ = (F ∗A − F ∗B) = (dfA2A − dfB2B). Thus, an estimated value for
the noncentrality parameter is given by λ = nδ = n(dfA2A − dfB2B). Now all components
necessary to compute the power of the test are available.
These two approaches are taken to perform power analyses for the hypothesis tests used in
our simulation study. We will make comparisons of the power associated with model fit for a
number of data sets simulated under different conditions. The SAS code written for the power
analyses is available in Appendix A.
3.7 Simulation Study
To better understand the effect of missing data on power analysis for SEMs we develop a
simulation study. To accomplish this, we use the results obtained in the research by Kientoff
et al. (2011). We simulate 1,000 data sets using five different initial parameter sets for each of
our four SEMs. These initial parameter sets used for the simulations from the specified model
are given in Table 3.2, where the changes in parameter values are in bold. The parameter
values for the remaining simulation studies can be found in the Appendix B. The parameter
values used for the first simulation study are those obtained in Kientoff et al. (2011) using the
results from MI when modeling individual items with m = 10. The remaining four simulation
studies are variations of these parameter values. For the second simulation study, we set the
coefficient’s value equal to zero if the p-value is greater than 0.05. That is, for those values
that are not statistically different than zero at the 5% level, they are set to be zero. The third
simulation study takes these same coefficients and attempts to make them significantly
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Table 3.2 Initial parameter values used for simulating data sets using the
specified model
Simulation 1 Simulation 2 Simulation 3 Simulation 4 Simulation 5
β0H (mean) 2.78 2.78 2.78 2.78 2.78
β0H (var) 1.17 1.17 1.17 1.17 1.17
β1H (mean) -0.01 -0.01 -0.01 -0.01 -0.01
β1H (var) 0.01 0.01 0.01 0.01 0.01
ρH -0.05 -0.05 -0.05 -0.05 -0.05
γ00R 8.11 8.11 8.11 8.11 8.11
η0R 0.47 0.47 0.47 0.47 0.47
γ10R 0.05 0.05 0.05 0.05 0.05
η1R 0.01 0.00 0.02 0.01 0.01
ρR -0.02 0.00 -0.05 -0.02 -0.02
γ01R -0.75 -0.75 -0.75 -0.75 -2.25
γ11R -0.04 -0.04 -0.04 -0.04 -0.11
γ12R -1.11 -1.11 -1.11 -1.11 -3.34
2H95 1.80 1.80 1.80 1.80 1.80
2R95 2.13 2.13 2.13 2.13 2.13
2H97 1.79 1.79 1.79 1.79 1.79
2R97 2.23 2.23 2.23 2.23 2.23
2H99 1.84 1.84 1.84 1.84 1.84
2R99 2.25 2.25 2.25 2.25 2.25
2H01 1.44 1.44 1.44 1.44 1.44
2R01 2.09 2.09 2.09 2.09 2.09
2H03 0.86 0.86 0.86 0.86 0.86
2R03 1.97 1.97 1.97 1.97 1.97
2H05 0.88 0.88 0.88 0.88 0.88
2R05 1.53 1.53 1.53 1.53 1.53
2H07 1.11 1.11 1.11 1.11 1.11
2R07 2.06 2.06 2.06 2.06 2.06
ρ95 -0.65 -0.65 -0.65 -0.85 -0.65
ρ97 -0.63 -0.63 -0.63 -0.83 -0.63
ρ99 -0.50 -0.50 -0.50 -0.70 -0.50
ρ01 -0.55 -0.55 -0.55 -0.75 -0.55
ρ03 -0.50 -0.50 -0.50 -0.70 -0.50
ρ05 -0.47 -0.47 -0.47 -0.67 -0.47
ρ07 -0.47 -0.47 -0.47 -0.67 -0.47
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different than zero. This is systematically accomplished by setting the coefficients equal to three
times their original value. For the forth simulation study, the correlations between hostility
and relationship quality for each survey year are decreased by 0.20. Since the direction of
the majority of the correlations are already negative, this actually increases the correlation in
absolute value. All of the structural coefficients are multiplied by three in the fifth simulation
study. We also include two additional simulation studies. For the sixth and seventh simulation
studies, we use the same initial parameter set as in the fifth study but we create missingness
in a different manner. This will be explained in more detail below.
For each of the data sets in the first five simulation studies we create the same pattern of
missingness as is found in the FTP data set, which is the data set used to create the initial
estimates. For the remaining two simulation studies we are interested in the effect of miss-
ing data on power estimates. Thus for these two simulation studies we created missingness
using different methods. There are 75 different patterns of missingness in the FTP data set,
which include missing data and missingness on all variables. Associated with each pattern is
a proportion of observations that possess the missingness pattern. For the last two simula-
tion studies we changed these proportions to produce more missingness in the simulated data
sets. For each observation in the simulated data set, we sampled a pattern and created the
missingness accordingly. By using the original patterns found in the data set we were able
to preserve the associations between variables. For example, if hostility is missing for a given
year then relationship quality is also missing. But by changing the proportions associated with
each pattern we created more extreme missingness (study 6) and more missingness (study 7).
These data sets in each simulation study are then evaluated using all missing data methods
(listwise deletion, FIML, and MI) and all appropriate SEMs (specified, structural underspeci-
fied, measurement overspecified, and misspecified). For each missing data method, we examine
the power for determining the model used for simulation in contrast to some of the other mod-
els. Since the specified and misspecified models are not nested, we cannot perform a likelihood
ratio test to compare them. Table 3.3 displays the models fit to the data sets simulated using
each model.
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Table 3.3 Simulation models and analysis models
Simulation model Analysis model
Structural Misspecified Specified Measurement
Structural X X X X
Misspecified X X X
Specified X X X
Measurement X X X X
3.7.1 Simulation Process
The following are the steps taken for each simulation study in order to simulate the data
sets. There are seven simulation studies each containing four models and from each model
1,000 data sets are simulated. This process is accomplished using the R software. The steps
below are for simulating under the specified model, from which all other models easily follow.
1. Simulate values for Hti and Rti.
(a) Using the correlation and variances listed in Table 3.2, the variance-covariance ma-
trix for each pair (based on t) of Ht and Rt is calculated.
(b) The means provided in Table 3.2 and the variance-covariance matrices are used to
simulate values for the pairs (based on t) of Hti and Rti using the multivariate
normal distribution. We generate 559 pairs of values, which corresponds to the
number of observations in the original data set.
2. Simulate values for β0Hi and β1Hi.
(a) The means, variances, and correlation of β0H and β1H are provided in Table 3.2.
(b) From the variances and correlation we can obtain the variance-covariance matrix
for β0H and β1H .
(c) Using the values in the previous two steps, we simulate 559 values of β0Hi and β1Hi
using the multivariate normal distribution.
3. Simulate values for η0Ri and η1Ri.
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(a) Using the correlation and variances provided in Table 3.2, we compute the variance-
covariance matrix for η0R and η1R.
(b) Five hundred fifty-nine values of η0Ri and η1Ri are simulated from a multivariate
normal distribution.
4. Simulate γ00Ri, γ01Ri, γ10Ri, γ11Ri, and γ12Ri.
(a) These values are estimated in the model and used as stated in Table 3.2. Thus these
values are not actually simulated here.
5. Calculate the values for β0Ri and β1Ri.
(a) Using the above simulated values, calculate β0Ri = γ00Ri + γ01Riβ0Hi + η0Ri.
(b) Given the simulated values from above, compute
β1Ri = γ10Ri + γ11Riβ0Hi + γ12Riβ1Hi + η1Ri.
6. Calculate the values for YHti and YRti.
(a) With the simulated values from the previous steps, compute
YHti = β0Hi + β1Hit+ Hti.
(b) Relying on the above simulated values, calculate YRti = β0Ri + β1Rit+ Rti.
7. The completion of these steps produces one complete data set.
8. The values are then truncated so that they are within the correct range and similar to
those in the original data set.
(a) For the hostility variables the range is between one and nine. Thus, if the simulated
value is less than one then it is set equal to one and if it is greater than 9 it is set
equal to nine.
(b) For the relationship quality variables the range is integers between one and nine.
Thus, the simulated values are rounded to be whole numbers between 1 and 9.
9. We then use the appropriate method for creating missingness as described above.
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10. This results in one simulated data set.
11. These steps are repeated 1,000 times for each simulation study.
3.7.2 Results and Discussion
The purpose of the simulations is to provide data sets for use in answering questions about
power analysis in relation to SEMs and missing data. Using the four models discussed in the
SEMs section above, we will evaluate the power associated with determining the simulation
model. The data sets will be fit to the models as identified in Table 3.3 using the missing data
methods of interest; namely, listwise deletion, FIML, and MI. This allows for us to address
concerns regarding the power of a test using SEMs as well as examining the impact of missing
data method on the power. The power is determined for three common levels of significance,
α = 0.01, α = 0.05, and α = 0.10. We also use both the MacCallum et al. (2006) and the
Satorra and Saris (1985) approaches for calculating power. The two important questions we
wish to address are:
1. How do the MacCallum et al. (2006) and Satorra and Saris (1985) approaches to power
analysis compare with the use of SEMs?
2. What are the differences in power associated with the method used for handling missing
data?
We begin this section by determining the power differences under the first five simulation
sets. We use FIML to handle the missing data, a significance level of α = 0.05, and the
approach developed by MacCallum et al. (2006) Then we examine the power associated with
the three levels of significance. This is completed using the fifth simulation set with FIML
used to handle the missing data under the MacCallum et al. (2006) method. Next we compare
the two power analysis approaches. To accomplish this we rely on the simulations from the
first and fifth sets using FIML to handle the missing data and a 5% level of significance.
We determine the effect of amount of missingness on power analysis by examining the fifth,
sixth, and seventh simulation sets. Here we use the approach developed by MacCallum et al.
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with FIML performed to handle missingness and at α = 0.05 level of significance. Lastly, we
examine the differences in power calculations when listwise deletion, FIML, and MI are used
to handle the missing data. Again we rely on the MacCallum et al. (2006) method with a
significance level of 5% while using the fifth simulation set.
Although we do not report the results for all models, missing data methods, power analysis
approaches, and levels of significance, we did use all combinations in our research. Here we
simply report the most interesting results and those that best indicate the trends found in
the results. Recall that under each model we simulate 1,000 data sets for every simulation
set. These data sets are then fit to all models as described in Table 3.3. Some of the data
sets simulated under one model do not possess good model fit for an alternative model. As
a result not all data sets within a simulation set converge for each model. For the fifth data
set, between 86% and 100% of all data sets converge for each model. While for every other
simulation set at least one model has a completion rate less than 55%. Thus we chose to use
the fifth simulation set in all the results described below.
3.7.2.1 The effect of initial simulation parameters.
For the first five simulation sets we used different initial parameter values to obtain the
data sets. These data sets were then fit to the models corresponding to those in Table 3.3 and
the power for determining the difference between the simulation and fit models were calculated.
These power values are given in Table 3.4. In this table we only present the results for a 5% level
of significance using FIML and the MacCallum et al. (2006) approach. When the structural
underspecified model is used for simulation, the power indicates that the difference between
this model and the misspecified and measurement overspecified models is easily detected as
indicated by a power of 1.00. The simulated data sets are fit to the specified model, which is
perhaps the most simlar to the structural underspecified model, and the resulting power is very
low (about 6%) for the first four simulation sets. Only for the fifth simulation set do we find
that there is a larger power (0.45) to determine the difference between these two models. Recall
that for the fifth simulation set the coefficients for the structural components are multiplied by
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three. The difference between these two models lies in the structural component, thus resulting
in greater power. When the simulation model is the misspecified model and we are fitting the
data sets to the measurement overspecified model there is smaller power (between 13% and
16%) for the second, third, and fourth simulation sets. For the first and fifth simulation sets,
the power is 48%. Again, since the fifth simulation set changes the structural component, we
are not surprised by these results. Using both the specified and measurement overspecified
models for simulation models results in powers close to (or equal to) one. These results are
what we expected. The specified and structural underspecified models are fairly similar. So
when we simulate under one model and fit the data to the other model we were expecting
to have power smaller than when fitting to the misspecified and measurement overspecified
models. The same is true for the measurement overspecified and misspecified models.
Table 3.4 Power for different initial simulation parameters
Analysis model
Simulation model Simulation Structural Misspecified Specified Measurement
Structural
1 1.00 0.06 1.00
2 1.00 0.06 1.00
3 1.00 0.06 1.00
4 1.00 0.06 1.00
5 1.00 0.45 1.00
Misspecified
1 1.00 0.48
2 1.00 0.16
3 1.00 0.14
4 1.00 0.13
5 1.00 0.48
Specified
1 1.00 1.00
2 1.00 1.00
3 1.00 1.00
4 1.00 1.00
5 1.00 1.00
Measurement
1 1.00 0.97 1.00
2 1.00 1.00 1.00
3 1.00 0.85 1.00
4 1.00 0.98 1.00
5 1.00 1.00 1.00
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3.7.2.2 The effect of level of significance.
Next we are interested in examining how the level of significance affects the power. The
results presented in Table 3.5 are for simulation set five using FIML to handle the missing
data and the MacCallum et al. (2006) approach to compute power. The levels of significance
examined here are 1%, 5%, and 10%. As we expected, when the level of significance increases
the power also increases. With a significance level of α = 0.10 we have power greater than
one-half of detecting a difference between the simulation and fit model for all models.
Table 3.5 Power for different levels of significance
Analysis model
Simulation model Structural Misspecified Specified Measurement
Structural
α = 0.01 1.00 0.23 1.00
α = 0.05 1.00 0.45 1.00
α = 0.10 1.00 0.58 1.00
Misspecified
α = 0.01 1.00 0.25
α = 0.05 1.00 0.48
α = 0.10 1.00 0.61
Specified
α = 0.01 1.00 1.00
α = 0.05 1.00 1.00
α = 0.10 1.00 1.00
Measurement
α = 0.01 1.00 0.99 1.00
α = 0.05 1.00 1.00 1.00
α = 0.10 1.00 1.00 1.00
3.7.2.3 The effect of analysis methods.
There are two methods for power analysis of interest to us. We examine the theoretical
approach of Satorra and Saris (1985) and the less rigorous approach outlined by MacCallum
et al. (2006) For each of these methods we developed SAS code to perform the power analysis,
which is provided in Appendix A. The MacCallum et al. (2006) method requires the user to
know the RMSEA for the data fitted to the null and alternative models. These can be found
directly from fitting the data sets in Mplus using a Monte Carlo command. The Satorra and
Saris (1985) approach requires more detailed work to obtain the power. Once the data sets
are fit to the model from which they were simulated, we use these parameter estimates to fit
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the alternative model. The mean and covariance structure of the variables is obtained from
this model. These values are used as the input for the null model. The resulting chi-squared
value, which is available in the Mplus output, is then used as the noncentrality parameter to
calculate the power for determining the difference between the models. The results for the
first and fifth simulation sets using FIML and a level of significance of α = 0.05 are given in
Table 3.6.
There are two cells of interest in Table 3.6. The first is when we simulate under the
structural underspecified model and fitting to the specified model. The second cell is for
simulating under the misspecified model and then fitting the measurement overspecified model.
For this latter cell, we find that the power for detecting a difference according to the Satorra
and Saris method is over twice that of the MacCallum et al. (2006) method. One reason
for this difference may be that the MacCallum et al. (2006) approach is a simplification of
the Satorra and Saris method and relies on an estimate of the noncentrality parameter. The
calculated power, when simulating under the structural underspecified model and fitting the
specified model, also differ between the two methods, although not as significantly. For the
first simulation set, which uses the original output from Kientoff et al. (2011), the power
according to the Satorra and Saris approach is more than three times that of the MacCallum
et al. (2006) approach. One reason for this may be the very small RMSEA values for the fits,
which affects the estimation of the noncentrality parameter for the MacCallum et al. (2006)
method. When using the fifth simulation set the power for detecting a difference is slightly
higher for MacCallum et al. (2006).
3.7.2.4 The effect of missing data.
The amount of missingness in a data set will affect the power in determining the difference
between models. We expect that as the amount of missingness increases the power will decrease.
To examine this we created three simulation sets, 5-7, that all have the same initial parameter
values. The difference is the amount of missingness in each data set. For the fifth simulation
set the missingness is the same as found in the FTP. For the sixth and seventh simulation sets
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we adjust the proportion associated with each pattern of missingness to create more extreme
missingness in set six and more missingness in set seven. More extreme missingness means
that the most frequent patterns in the original data set are given an even greater proportion
while the remaining patterns receive almost no weight. The results presented in Table 3.7 are
for these three simulation sets using FIML and the MacCallum et al. (2006) approach with
a level of significance equal to 5%. We find that the power for set 5 is larger than for set 6,
which is larger than set 7. Most notably, is the cell for simulating under the misspecified model
and fitting to the measurement overspecified model. There is not much difference between the
power for the original missingness and the more extreme missing. But when the probability
for missingness is increased, resulting in simulated data sets with much more missingness, then
the power is greatly reduced for determining the difference between these two models. For
many of the other cells the power is one regardless of the amount of missingness in the data
sets. This is due to the fact that the models are different enough that even with large amounts
of missingness it is still possible to detect differences.
Table 3.7 Power for different amounts of missingness
Simulation Analysis model
Simulation model Structural Misspecified Specified Measurement
Structural
5 1.00 0.45 1.00
6 1.00 0.31 1.00
7 1.00 0.31 1.00
Misspecified
5 1.00 0.48
6 1.00 0.47
7 1.00 0.17
Specified
5 1.00 1.00
6 1.00 1.00
7 1.00 1.00
Measurement
5 1.00 1.00 1.00
6 1.00 1.00 1.00
7 1.00 1.00 1.00
62
3.7.2.5 The effect of methods for handling missingness.
One of our chief objectives is to examine the relationship between SEMs and missing data
methods when performing power analysis. The three ways for handling missing data of interest
to us are listwise deletion, FIML, and MI. In Table 3.8 we give the results for calculating power
when each of these methods is used to deal with missing information in the data set. These
results are using the MacCallum et al. (2006) method with a 0.05 level of significance and
simulation set five.
Table 3.8 Power for different missing data methods
Analysis model
Simulation model Method Structural Misspecified Specified Measurement
Structural
LD 1.00 0.56 1.00
FIML 1.00 0.45 1.00
MI 1.00 0.59 1.00
Misspecified
LD 1.00 0.67
FIML 1.00 0.48
MI 1.00 0.61
Specified
LD 1.00 1.00
FIML 1.00 1.00
MI 1.00 1.00
Measurement
LD 1.00 1.00 1.00
FIML 1.00 1.00 1.00
MI 1.00 1.00 1.00
Similar to what we have seen in the previous sections, the cells of interest are for simulating
with the structural underspecified and misspecified models and then fitting the specified and
measurement overspecified models, respectively. We find that the power is smaller for the FIML
method in comparison to the remaining two methods. We find this result to be interesting
because parameter estimates are more similar for MI and FIML than with listwise deletion.
Although listwise deletion seems to have a relatively good power estimate, we need to examine
the number of completed data set for each method. When we examine this, we find that
listwise deletion has the fewest data sets within each simulation set that are analyzed. This
may be resulting in the higher values for power. The reason for unanalyzed data sets is often
due to problems with the estimated covariance structure. Future work will examine a way
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to incorporate the number of completed data sets into these power estimates, which we think
would give a more accurate estimate of the associated power.
3.8 Conclusion
In this paper we address the issue of computing the power of a test when there is missing
data. Researchers in the social sciences are generally interested in the power associated with
SEMs. When data are missing, which decreases the power, the researchers need to identify
a method for handling the missingness. Our main interest was in examining the different
methods for handling missing data and their affect on the associated power. We found that
FIML, a commonly used method for handling missingness with SEMs, produced smaller power
than using listwise deletion or MI. For these latter two methods, the calculated power was
about the same. These results can also be extended for use in evaluating effect sizes and
sample sizes for a given power.
We are now interested in finding an adequate way to calculate model fit indexes when MI is
used. MI relies on many data sets, which are each fit separately to the SEM. Results from all
data sets are then combined to produce final estimates. But what about calculating final model
fit statistics? There has been some research in this area, but there is still the need to expand
this to structural equation modeling. Our future work includes trying to develop a weighting
method based on the proportion of data missing to address the problem of calculating power
when there is a significant amount of missingness and MI is implemented to handling the
missing data.
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3.10 Appendix A
3.10.1 Power Calculation - Satorra and Saris (1985) Approach
TITLE ’Power Analysis Using Likelihood Ratio Test of No Difference’;
DATA power;
/*** User needs to provide the following ***/
alpha = 0.05; /* level of significance */
df = 2; /* difference in df */
n = 300; /* sample size */
ncp = 1.000; /* non-centrality parameter */
/*** End of user input ***/
/*** Power Computation ***/
cval = cinv(1-alpha, df); /* critical value from central chi-squared */
Power = 1-probchi(cval, df, ncp); /* estimated power */
RUN;
PROC PRINT DATA=power;
VAR alpha ncp df Power;
RUN;
3.10.2 Power Calculation - MacCallum et al. (2006) Approach
TITLE ’Power Analysis Using Likelihood Ratio Test of No Difference’;
DATA power;
/*** User needs to provide the following ***/
alpha = 0.05; /* level of significance */
rmseaA = 0.010; /* RMSEA for model A */
rmseaB = 0.020; /* RMSEA for comparison model */
dfA = 87; /* df for model A */
dfB = 85; /* df for comparison model */
n = 300; /* sample size */
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/*** End of user input ***/
/*** Power Computation ***/
df = abs(dfA-dfB); /* difference in df */
fA = dfA*rmseaA**2; /* discrepancy function value for model A */
fB = dfB*rmseaB**2; /* discrepancy function value for comparison model */
delta = abs(fA-fB); /* effect size */
cval = cinv(1-alpha, df); /* critical value from central chi-squared */
ncp = (n-1)*delta; /* non-centrality parameter */
Power = 1-probchi(cval, df, ncp); /* estimated power */
RUN;
PROC PRINT DATA=power;
VAR alpha ncp df Power;
RUN;
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3.11 Appendix B
3.11.1 Initial Parameter Values
Table 3.9 Initial parameter values, except for variance of hostility and re-
lationship quality, used for simulating data sets using the struc-
tural underspecified model
Simulation 1 Simulation 2 Simulation 3 Simulation 4 Simulation 5
β0H (mean) 2.80 2.80 2.80 2.80 2.80
β0H (var) 1.06 1.06 1.06 1.06 1.06
β1H (mean) -0.02 -0.02 -0.02 -0.02 -0.02
β1H (var) 0.00 0.00 0.01 0.00 0.00
ρH -0.02 -0.02 -0.02 -0.02 -0.02
γ00R 8.50 8.50 8.50 8.50 8.50
η0R 0.47 0.47 0.47 0.47 0.47
γ10R -0.04 -0.04 -0.04 -0.04 -0.04
η1R 0.01 0.01 0.01 0.01 0.01
ρR -0.02 0.00 -0.06 -0.02 -0.02
γ01R -0.89 -0.89 -0.89 -0.89 -2.66
γ11R 0.00 0.00 0.00 0.00 0.00
γ12R 0.00 0.00 0.00 0.00 0.00
ρ95 -0.68 -0.68 -0.68 -0.88 -0.68
ρ97 -0.66 -0.66 -0.66 -0.86 -0.66
ρ99 -0.49 -0.49 -0.49 -0.69 -0.49
ρ01 -0.54 -0.54 -0.54 -0.74 -0.54
ρ03 -0.50 -0.50 -0.50 -0.70 -0.50
ρ05 -0.53 -0.53 -0.53 -0.73 -0.53
ρ07 -0.53 -0.53 -0.53 -0.73 -0.53
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Table 3.10 Initial parameter values, except for variance of hostility and re-
lationship quality, used for simulating data sets using the mis-
specified model
Simulation 1 Simulation 2 Simulation 3 Simulation 4 Simulation 5
β0H (mean) 2.36 2.36 2.36 2.36 2.36
β0H (var) 0.61 0.61 0.61 0.61 0.61
β1H (mean) 0.03 0.03 0.03 0.03 0.03
β1H (var) 0.00 0.00 0.01 0.00 0.00
ρH 0.01 0.01 0.01 0.01 0.01
γ00R 8.83 8.83 8.83 8.83 8.83
η0R 0.17 0.00 0.50 0.17 0.17
γ10R -0.03 -0.03 -0.03 -0.03 -0.03
η1R 0.00 0.00 0.01 0.00 0.00
ρR 0.01 0.00 0.03 0.01 0.01
γ01R -1.23 -1.23 -1.23 -1.23 -3.69
γ11R 0.00 0.00 0.00 0.00 0.00
γ12R 0.00 0.00 0.00 0.00 0.00
ρ95 -0.54 -0.54 -0.54 -0.74 -0.54
ρ97 -0.58 -0.58 -0.58 -0.78 -0.58
ρ99 -0.43 -0.43 -0.43 -0.63 -0.43
ρ01 -0.53 -0.53 -0.53 -0.73 -0.53
ρ03 -0.51 -0.51 -0.51 -0.71 -0.51
ρ05 -0.55 -0.55 -0.55 -0.75 -0.55
ρ07 0.04 0.00 0.13 -0.16 0.04
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Table 3.11 Initial parameter values, except for variance of hostility and re-
lationship quality, used for simulating data sets using the mea-
surement overspecified model
Simulation 1 Simulation 2 Simulation 3 Simulation 4 Simulation 5
β0H (mean) 2.38 2.38 2.38 2.38 2.38
β0H (var) 0.76 0.76 0.76 0.76 0.76
β1H (mean) 0.02 0.00 0.07 0.02 0.02
β1H (var) 0.01 0.01 0.01 0.01 0.01
ρH -0.01 0.00 -0.04 -0.01 -0.01
γ00R 8.61 8.61 8.61 8.61 8.61
η0R 0.18 0.00 0.53 0.18 0.18
γ10R -0.04 0.00 -0.11 -0.04 -0.04
η1R 0.00 0.00 0.01 0.00 0.00
ρR 0.02 0.00 0.05 0.02 0.02
γ01R -1.13 -1.13 -1.13 -1.13 -3.39
γ11R 0.01 0.00 0.04 0.01 0.04
γ12R -1.11 -1.11 -1.11 -1.11 -3.32
ρ95 -0.53 -0.53 -0.53 -0.73 -0.53
ρ97 -0.54 -0.54 -0.54 -0.74 -0.54
ρ99 -0.43 -0.43 -0.43 -0.63 -0.43
ρ01 -0.54 -0.54 -0.54 -0.74 -0.54
ρ03 -0.50 -0.50 -0.50 -0.70 -0.50
ρ05 -0.50 -0.50 -0.50 -0.70 -0.50
ρ07 0.09 0.00 0.26 -0.11 0.09
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CHAPTER 4. EXPLORATION OF MODEL FIT INDEXES FOR
STRUCTURAL EQUATION MODELS USING MULTIPLE
IMPUTATION
A paper to be submitted to Journal of Statistical Planning and Inference
Cherie´ J. Kientoff 1 2, Michael D. Larsen 3, Frederick O. Lorenz 4
4.1 Abstract
The use of multiple imputation (MI) to handle missing information is becoming a widely
practiced technique. Researchers with longitudinal or panel data sets often employ structural
equation models (SEMs) for analyses. The combined practice of SEMs and MI is beginning
to gain in popularity. While many software packages for examining SEMs can now handle
multiply imputed data sets, there is still a need to more closely examine the model fit indexes.
Missing data impact these indexes and thus make it more difficult for a researcher to determine
how the model fits the data set. Our purpose in this paper is to explore weights for model
fit indexes to more accurately depict the fit of an SEM when MI is used to handle missing
data. We implement a simulation study based on models developed for the Family Transitions
Project, a longitudinal survey focusing on familial relationships. The simulated data sets
have different sample sizes and contain several amounts of missing information. The data
sets are then analyzed with two separate models. Resulting model fit indexes are weighted
and associated power levels are examined. We propose the use of two weighting procedures
depending on the amount of missing information in the data set. The weighting procedures
1Graduate student, Department of Statistics, Iowa State University
2Primary researcher and author
3Biostatistics Center, Department of Statistics, George Washington University
4Institute of Social and Behavioral Research, Department of Statistics, Iowa State University
71
improve on achieved significance levels versus a simple MI approach while not hurting power.
Keywords: χ2 statistic; missing data; root mean square error of approximation; statistical power;
weighted model fit indexes
4.2 Introduction
Evaluating model fit indexes is an important aspect of model building for a researcher.
Based on the model fit statistics, researchers will make decisions concerning their model and the
data. In most cases these indexes work well to provide researchers with information necessary
to make such decisions. But what if the model fit statistics are inaccurately describing the
model? Then researchers may be prone to draw an incorrect conclusion. Model fit indexes are
influenced by the presence of missing data and may also be influenced by the method used to
handle the missing information.
The purpose of this paper is to develop weights for model fit indexes to account for missing
data. These weights will be of specific use when multiple imputation (MI) has been used
as a method for handling the missing information in a data set. Within structural equation
models (SEMs), model fit indexes are known to be affected by missing data. The goal is to
develop weights and examine their impact on model fit statistics, which also affects the power
of hypothesis tests. We will use a number of models, proportions of missing information, and
sample sizes to determine the usefulness of the weighted model fit indexes.
This paper begins with a literature review of SEMs, missing data, MI, and the interaction
of SEMs and MI. Next we discuss the Family Transitions Project, which is the motivating
data set for this paper. An outline of our SEMs and missing data methods follows. Then
we explain the model fit indexes we will examine and the weights developed. This is followed
by our simulation study, which includes details of the implementation and results. Lastly, we
provide some concluding remarks.
72
4.3 Literature Review
4.3.1 General Methods with Multiple Imputation
The purpose of MI is to produce a number of possible complete data sets where different
values are inserted for those missing in the original data set. As a results of achieving com-
plete data sets, traditional statistical methods may be implemented to fit models and obtain
estimates. The parameter estimates, variance-covariance matrix, and model fit statistics are
stored for each data set and combined to produce final estimates. Final parameter estimates
are obtained by computing the average of the multiply imputed data sets. The final variance-
covariance matrix is calculated as the average of the within imputation variance-covariance
matrices plus a term reflecting the between imputation variance. These calculations are ex-
plained in more detail in Kientoff et al. (2011a).
One procedure for evaluating model fit with MI would be to use an ordinary Wald test with
estimates and variance of the estimates provided from MI results. This approach is described
by Asparouhov and Muthe´n (2010). Let the total MI variance of the estimates be denoted as V ,
using the notation of Asparouhov and Muthe´n. Recall that the total MI variance is comprised of
two components, the within imputation variance plus a weighted between imputation variance.
Let Q¯ be the MI estimate of parameter Q. Assume the multivariate function F is the first
partial derivatives of the log-likelihood function with respect to parameters Q. Suppose we
test F (Q) = 0, which are the normal equations. Let F ′ be the first derivative of F with respect
to Q, which is in fact the second partial derivatives of the log-likelihood function and must be
a matrix. The Wald test can then be computed as
W = F (Q¯)(F ′(Q¯)V (F ′(Q¯))T )−1F (Q¯)T . (4.1)
Although Asparouhov and Muthe´n (2010) outline the Wald test for MI, they do not use these
results in their simulation study and the examination of these results in a simulation study
using MI would be of interest to researchers.
An early development in computing significance levels of multiply imputed data sets is
presented by Li, Raghunathan, and Rubin (1991), which uses a χ2 distribution rather than
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the above Wald test method. To define their test statistic and reference distribution, let θˆ∗i
i = 1, . . . ,m be the complete data k point estimates for the m multiply imputed data sets and
U∗i be the associated covariance matrices. Let θ¯m and U¯m be the average mean and covariance
matrix for the m data sets. In this method, U¯m is used, which is the average of the within
variance and not the typical total MI variance. Then the test statistic is given as
Dm = (θ¯m − θ0)′U¯−1m (θ¯m − θ0)/[k(1 + rm)], (4.2)
where
rm = (1 +m−1)tr(BmU¯−1m )/k (4.3)
with
Bm =
m∑
i=1
(θˆ∗i − θ¯m)(θˆ∗i − θ¯m)′/(m− 1). (4.4)
The p− value is then given by
pm = Pr[Fk,w > Dm], (4.5)
where Fk,w is an F random variable with k and w degrees of freedom, where
w = 4 + (t− 1)[1 + (1− 2t−1)/rm]2 (4.6)
with
t = k(m− 1). (4.7)
They show that “Dm is well calibrated and there is no substantial loss of power except in
relatively extreme circumstances.” To use this procedure, the researchers must be able to
acquire the complete data point estimates and the covariance matrices for each of the m data
sets. Even if the point estimates and standard errors from the m analyses are available, one
would be unlikely to have covariances of the parameter estimates, especially in very large
models and in print publications. Thus, in practice this method may not be attainable.
In 2007 Paul Allison developed a SAS macro to use in combining chi-square values from
multiply imputed data sets. This macro uses the above procedure described by Li, Raghu-
nathan, and Rubin (1991). The program requires the user to input a data set containing
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the chi-square statistics, which are either Wald statistics or likelihood ratio statistics, and the
associated degrees of freedom.
Since obtaining the complete data point estimates and the covariance matrices may be
impossible in some situations, Meng and Rubin (1992) propose the use of the complete data
log-likelihood ratio test statistics from the m data sets. Let
d¯L =
1
m
m∑
i=1
d(θˆ∗i, U∗i)− d(θˆ∗i − θ¯m, U∗i), (4.8)
where d(∗, U∗i) is the complete data log-likelihood evaluated at (∗, U∗i). This is the complete
data log-likelihood ratio test statistics evaluated at the average of parameter estimates for the
m data sets . The test statistic is then given by
DL =
d¯L
k(1 + rL)
, (4.9)
where
rL =
m+ 1
k(m− 1)(d¯m − d¯L) (4.10)
with d¯m being the average of the m log-likelihood ratio statistics for the m data sets. The
p− value is then given by
pL = Pr[Fk,w(rL) > DL], (4.11)
where Fk,w(rL) is an F random variable with k and w(rL) degrees of freedom, where w(rL) =
4+(t−4)[1+(1− 12 t)r−1L ]2 if t = k(m−1) > 4 and w(rL) = 12 t(1+ 1k )(1+ r−1L )2 otherwise. For
a large sample, this procedure is equivalent to the above procedure using Dm. The benefit of
this procedure is that it does not involve the computation of matrices, but rather the complete
data point estimates and the log-likelihood ratio statistic, which is a function of these estimates
and the complete data. This seems like a reasonable method if the log-likelihood function can
be evaluated and/or Mplus software is available for use. Although this method does test the
models, it does not address the power of the test.
4.3.2 Structural Equation Models and Multiple Imputation
Over the past decade, there has been an increase in the development of software packages
for analyzing SEMs. These developments have allowed for a larger array of estimation methods,
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including missing data methods. Among these developments is the ability to implement MI
to handle missing information and fit SEMs. Li, Meng, Raghunathan, and Rubin (1991)
note that a “difficult problem in the analysis of a multiply-imputed data set concerns how to
combine repeated p-values efficiently to create a valid significance level.” Since then it has
been shown that to directly combine the p-values does not produce satisfactory results. With
the advancements in software packages comes the need to “develop fit indexes in the context
of incomplete data” (Davey et al., 2005). While there has been progress on model fit statistics
for missing data methods, there is still a lack of generality to assessing model fit when MI is
implemented as the method for handling missing data. Fan and Sivo (2009) note the “widely
discussed shortcomings of the χ2 statistic in evaluating model fit in SEM in general.” They
discuss these shortcomings regarding the fact that the χ2 difference test was developed for
assessing model fit according to the covariance structure. Thus, their concern is calculating
the model fit if the focus is in the mean structure of the model. In their study they find that
once again the χ2 difference test fails to identify mean structure model misfit because the χ2
statistic is so sensitive to the model size.
In their 2010 paper, Asparouhov and Muthe´n describe the method for calculating the likeli-
hood ratio test when MI is used in Mplus. Their method is to use the approach outlined above
by Meng and Rubin (1992). They estimate the likelihood ratio test for the estimated model of
interest and the unrestricted mean and covariance model. They construct a simulation study
to examine this likelihood ratio test statistic and compare it with a test statistic that is simply
the average of the chi-square statistics for the m imputed data sets. They show that the aver-
age of the chi-square statistics is a na¨ıve approach and underestimates the p-value. Contrary
to this statistic, the likelihood ratio test statistic proposed by Meng and Rubin (1992) seems
to render correct results regardless of sample size and amount of missingness. Asparouhov and
Muthe´n (2010) also examine the power of Meng and Rubin’s (1992) statistic. They compare
this with the power of the chi-square test estimated using FIML. The latter statistic reveals
more power for rejecting the incorrect model. The statistic proposed by Meng and Rubin
(1992) indicates that as the amount of missingness increases then the power decreases.
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Muthe´n and Muthe´n (2002) use Monte Carlo studies in Mplus to examine power of SEMs.
Their focus is on correctly specified models and they do not consider misspecified models.
Although the authors do generate missing at random data, they assume the missing data
mechanism is known and thus do not rely on any technique for handling the missing data.
They evaluate power in testing the null hypothesis that a parameter is equal to zero using the
“% Sig. Coeff ” output. This output is the proportion of the Monte Carlo data sets that reject
the null hypothesis at the 5% signficance level.
Dolan, van der Sluis, and Grasman (2005) extended the use of Muthe´n and Muthe´n (2002)
to a less computationally intensive method. Rather than using Monte Carlo simulations, they
propose using the method developed by Satorra and Saris (1985). This method uses the log-
likelihood ratio test and they apply it to data MCAR. Dolan et al. are able to completely
express the log-likelihood function since the missing data mechanism is known. Again, this
approach assumes knowledge of the missing data mechanism and that the data are MCAR.
In 2005 Davey, Savla, and Luo comment that “[e]ffects of incomplete data on fit indexes
remain relatively unexplored.” In their paper they examine a number of model fit indexes
across a variety of sample sizes, factor loadings and covariances, type of missing data, amount
of missingness, and both correct and misspecified models. They evaluate these conditions
using FIML for handling the missing data. They do not consider MI because “it has not yet
been generally extended to assessment of model fit.” Missing data do not affect all model
fit indexes in the same way. For some indexes, the missingness indicates poorer fit, while for
others the indication is better fit. Since methods have not yet been developed that are not
affected by missing data, the recommendation by the authors is that researchers “estimate fit
indexes (other than chi-square) using the sample covariance matrix as the basis for estimating
them.” They found that for misspecified covariance structure models the common model fit
indexes were affected by missingness.
The focus of model fit in SEMs is on using the chi-square goodness-of-fit tests and other
fit indexes that evaluate the total fit of the model. Wu, West, and Taylor (2009) explain that
when attempting to evaluate the model fit of an SEM, it is necessary to first understand the
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sources of misfit. For an SEM, the model may misfit in the mean structure, the covariance
structure, or in both structures. Model fit indexes developed for SEMs can be used to test the
covariance structure and the marginal mean structure, but are not useful for the conditional
mean structure. These authors note that previous research with misspecified SEMs with only
covariance structure has focused on misspecification of factor loadings versus factor covariances.
Wu et al. (2009) state that “[t]o date, there is no good solution to the problem of evaluating
model fit when data are missing. There is also little research on the topic, and none in the
context of [growth curve models].” In their paper, Wu et al. (2009) provide a broad list of
SEM fit indexes and their associated properties.
In agreement with Wu et al. (2009), Davey and Savla (2009) express the lack in research
on missing data in conjunction with power analyses in SEMs. Those researchers who have
examined this problem either make unnatural assumptions on the missingness or require time
intensive Monte Carlo simulations, both of which are impractical. These authors present a
simulation study to examine the relationship between missing data and power analyses. But,
they assume the data are missing in a systematic fashion that is known. They note that whether
the data are missing systematically or randomly will affect the power analysis. Admittedly,
the authors write that this is a limitation of their research and express the need for further
research in a variety of missing data mechanisms.
4.4 Family Transitions Project
The Family Transitions Project (FTP) is the data set motivating this work. The FTP is
conducted by the Institute of Social and Behavioral Research at Iowa State University and
follows 559 rural families in Iowa. In 1989, the families were comprised of a child in 7th grade
(referred to as the “target individual”), a sibling within four years of the target individual, and
either two biological parents or a single-parent mother (Conger and Conger, 2002). Beginning
in 1995, the families have been contacted every other year and data are collected from all
individuals. In addition to collecting data from the participating family members, a close friend
or romantic partner of the target individual also contributes information. Video recordings are
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made of the familial interactions and those between the target individual and their friend or
romantic partner. These videotapes are then coded by trained observers.
Table 4.1 Observed means, standard deviations, correlations, and number
of observations of hostility and relationship quality for time 1995
(t = 0) to 2007 (t = 12)
Hostility YH0 YH2 YH4 YH6 YH8 YH10 YH12
Mean 2.69 2.65 3.09 3.09 2.54 2.41 2.81
S.D. 1.65 1.63 1.66 1.57 1.28 1.23 1.43
Relationship Quality YR0 YR2 YR4 YR6 YR8 YR10 YR12
Mean 6.04 6.12 5.89 5.43 5.78 5.96 5.31
S.D. 1.75 1.74 1.82 1.83 1.86 1.76 1.99
t = 0 t = 2 t = 4 t = 6 t = 8 t = 10 t = 12
Corr(YH , YR) -0.69 -0.67 -0.64 -0.67 -0.67 -0.61 -0.65
Number obs. 469 473 292 334 322 333 352
Among the many interactions recorded by the trained observer are measures of hostility
and relationship quality between the target individuals and their partners. Kientoff, Larsen,
and Lorenz (2011a) examined the interaction between hostility and relationship quality. They
define hostility based on the average of hostility, angry coercion, escalate hostile, reciprocate
hostile, and antisocial. Each of these variables is coded by the trained observers on a scale of
1 (low) to 9 (high). The trained observers also rate the relationship quality between the two
individuals on this same scale. The observed means, standard deviations, correlations, and
number of observations for hostility, YHt, and relationship quality, YRt, for survey years 1995
(corresponds to t = 0) to 2007 (t = 12) as reported by Kientoff et al. (2011a) are provided
in Table 4.1. We observe that just over 72% of individuals are missing data on at least one
variable across the seven survey years.
4.5 Structural Equation Models
Kientoff et al. (2011a) developed four SEMs to examine the relationship between hostility
and relationship quality among the 559 target individuals and their partners. These four
models are multivariate latent growth curve models and consist of a fully specified model, a
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measurement overspecified model, a structural underspecified model, and a misspecified model.
As they explain, these four models allow for an examination of the impact of misspecification
in either the structural or measurement component as well as both components. The models
are defined as follows.
The specified model is given as
yHti = β0Hi + β1Hit+ Hti (4.12)
yRti = β0Ri + β1Rit+ Rti (4.13)
ρti = Corr(yHti, yRti) (4.14)
where i = 1, . . . , 559 indexes the target, t = 0, 2, . . . , 12 indexes the wave of data collection,
yHti is the observed hostility of target i toward his/her partner at time t, yRti is the observed
relationship quality between target i and his/her partner at time t, β0Hi and β0Ri are the
hostility and relationship quality intercept factors for individual i, β1Hi and β1Ri are the
hostility and relationship quality linear slope factors for individual i, Hti and Rti are the
hostility and relationship quality error terms for individual i at time t, and ρti is the correlation
between hostility and relationship quality for individual i at time t. For the variability in the
model E(Hti) = E(Rti) = 0 for all i and t, E(2Hti) = σ
2
Hi and E(
2
Rti) = σ
2
Ri for all i and t,
COV (t, Hti) = COV (t, Rti) = 0 for all i and t and COV (Hti, Ht′ i) = COV (Rti, Rt′ i) = 0
for all i and t 6= t′ . For any given time point the observed hostility and relationship quality
are allowed to correlate, given by ρti. In addition to modeling the observed variables by latent
variables, the relationship among the latent variables is also modeled as
ρHi = Corr(β0Hi, β1Hi) (4.15)
ρRi = Corr(β0Ri, β1Ri) (4.16)
β0Ri = γ00Ri + γ01Riβ0Hi + η0Ri (4.17)
β1Ri = γ10Ri + γ11Riβ0Hi + γ12Riβ1Hi + η1Ri (4.18)
where ρHi and ρRi are the correlations between the level and slope for hostility and relationship
quality for individual i, γ00Ri and γ10Ri are the relationship quality latent variables intercept
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factors for individual i, γ01Ri, γ11Ri, and γ12Ri are the relationship quality latent regression
coefficients for individual i, and η0Ri and η1Ri are the relationship quality latent variables error
terms for individual i. For the error terms E(η0Ri) = E(η1Ri) = 0 for all i and E(η20Ri) = δ
2
0Ri
and E(η21Ri) = δ
2
1Ri for all i.
The measurement overspecified model differs from the specified model in that the model
for the observed hostility at time t = 12 and the observed relationship quality at time t = 0 are
changed. When time t = 0, which corresponds to survey year 1995, the observed relationship
quality is modeled as
yR(0)i = β0Ri + β0Hi + β1Ri(0) + β1Hi(0) + R0i. (4.19)
This means that the observed relationship quality at time t = 0 is modeled by both the latent
intercept and slope for relationship quality and the latent intercept and slope for hostility.
In this model the slopes will drop out since t = 0. The second change in the measurement
overspecified model from the fully specified model is that in 2007, which is t = 12, the observed
hostility is also dependent on the latent intercept and slope for relationship quality. This model
is given as
yH(12)i = β0Hi + β0Ri + β1Hi(12) + β1Ri(12) + H12i. (4.20)
The structural underspecified model is the specified model without equation 4.18. That is,
the latent slope of observed relationship quality is no longer regressed on the latent intercept
and slope of observed hostility. In this model part of the structural equations are removed
from the specified SEM, thus resulting in a structurally underspecified model.
The misspecified model is a combination of the structural underspecification and the mea-
surement overspecification models. It is similar to the structural underspecified model in that
it does not have equation 4.18 from the specified model. This model is also similar to the
measurement overspecified model because it contains equations 4.19 and 4.20. This results in
a model that possesses misspecification in both the structural and measurement components
of the SEM.
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4.6 Missing Data Methods
As noted above, 72% of the 559 cases in the FTP contain missing information on at least
one variable over the seven waves of data collection. As a result of this missingness a method
for handling the missing data must be implemented in order to fit the models. Although there
are a large number of methods, we are going to focus on MI here. MI was proposed by Rubin
(1978) and developed in detail in Rubin (1987). More recent applications and summaries are
provided in Rubin (1996) and Little and Rubin (2002). As MI is more applicable with different
modeling techniques, it is becoming more widely used with SEMs. Our focus is on the indexes
used to determine model fit when MI is implemented with SEMs. We implement MI using two
packages in the R software. These packages are mice and mi; for more information on these
packages see van Buuren and Groothuis-Oudshoorn (2010) and Su et al. (2010), respectively.
Kientoff et al. (2011a) provide information about some of the other missing data methods.
4.7 Model Fit Indexes
The focus of this paper is on developing weights for model fit indexes. We concentrate on
two fit indexes, the χ2 value with the associated degrees of freedom (df) and the root mean
square error of approximation (RMSEA). The χ2 test statistic is a measure of how accurately
the model describes the relationships found in the observed data. If the χ2 test statistic is not
significant, then this indicates that the model does not differ from the relationships seen in the
data. The RMSEA is defined as √
χ2k − dfk
dfk(n− 1) , (4.21)
where χ2k is the chi-square test statistic for model k with degrees of freedom equal to dfk. We
use the χ2 statistic to test the model fit and the RMSEA to evaluate the power using the
MacCullum et al. (2006) method as described in Kientoff et al. (2011b).
The methods described in the Literature Review section for computing test statistics when
MI is used require that parameter estimates, associated covariances, log-likelihood values,
and/or model fit statistics be available for each of the multiply imputed data sets. As expressed
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with the Li, Raghunathan, and Rubin (1991) method for calculating model fit statistics, one
may not have access to these values for each imputed data set. This is the context in which
we focus for our simulation studies. We use an external method for performing the multiple
imputations and thus do not have access to the model fits for each imputed data set.
Using R software we generate a data set containing missing information. MI is then applied
to the data set to produce m complete data sets. The imputation step takes place in R, but we
want to fit our models in Mplus. Thus, we use an external MI procedure, which requires the
use of the Monte Carlo feature in Mplus. The Monte Carlo command allows for us to take our
m multiply imputed data sets, fit them individually to our model, and average the results to
produce final estimates. These are the steps required to obtain estimates using MI to handle
the missing data and the Monte Carlo feature provides a way for us to use both R and Mplus.
In the output we find the averages of the parameter estimates, standard deviations, and model
fit indexes. We also can require Mplus to save the results from each data set to allow for the
computation of the variance-covariance matrix for the parameters. By using the Monte Carlo
command in Mplus in conjunction with the multiply imputed data sets from R, we achieve
results from applying MI to a data set and fitting an SEM. More details of the simulation
methods are given in the next section.
Davey et al. (2005) explain that not all model fit indexes are affected in the same way
by missing data. We choose to address the χ2 statistic and RMSEA because missing data do
affect them in a similar manner and with these two statistics we can evaluate both model fit
and power. Since we use the Monte Carlo expression in Mplus, the output gives the mean
and standard error of the χ2 and RMSEA values for the m imputed data sets. Thus using an
external MI approach in conjunction with the Monte Carlo feature, it is not possible for us to
use a method for calculating fit statistics as proposed by numerous authors in the Literature
Review section. This gives reason for developing weights to use in conjunction with the Monte
Carlo χ2 and RMSEA statistics.
We recognize some of the important factors in the weight may include the amount of missing
information in the original data set, the number of parameters estimated, and the number of
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imputations. All weights will be in the range of (0, 1]. The weight cannot be equal to zero as
this would result in the statistic equaling zero. If the weight is equal to one, then the statistic
is not impacted by the weight. In order to define the weights, let miss be the proportion of
missing information in the original data set, k be the number of parameters estimated in the
model, and m be the number of imputed data sets.
We define the weights as follows:
w1 = (1−miss) (4.22)
w2 = min
(
1, (1−miss) + (k + 1 + 1
m
)−1
)
(4.23)
w3 = (1−miss)(1− 1
mk
) (4.24)
w4 = min
(
1, (1−miss)(1 + 1
k
)
)
. (4.25)
The first weight, w1, decreases the statistic based on the proportion of missing information.
This weight is only a function of the proportion of missing information and is the basis for the
formulation of all other weights. The second weight, w2, is a combination of w1 and the weights
proposed by Li, Raghunathan, and Rubin (1991). Their weights are found in equations 4.2 and
4.3 of the Literature Review section. From equation 4.3 we use (1 +m−1)/k = (1/k + 1/mk)
and then use this in place of rm in equation 4.2 to get k(1 + (1/k + 1/mk)) = (k + 1 + 1/m).
This is used as one of the weights to compare it with previous research that has been done on
this topic. The next weight, w3, takes into account the parameter estimates and the number
of imputations. The final weight, w4, is using only the number of parameter estimates, in
addition to the base formula of (1−miss). It is possible for both w2 and w4 to be larger than
one. Thus, these weights are the minimum of one and the calculated weight value.
In order to better understand the impact of the weights on the model fit indexes, we present
figures to show how each weight changes as a function of the proportion missing information
(Figure 4.1), the number of parameter estimates (Figure 4.2), and the number of imputed
data sets (Figure 4.3). For these examples we let miss = 0.25, k = 10, and m = 5 when
they are held constant in the weight. Figure 4.1 indicates that as the proportion of missing
information increases, then the weight decreases. As the weights decrease, this will decrease
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Figure 4.1 Weights as a function of the proportion missing information
with k = 10 and m = 5
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the fit statistics. That is, when less information is available in the data set then the weighted
values of χ2 or RMSEA decrease.
In Figure 4.2 we display the relationship between the weights and the number of parameters
estimated in the model. Since k is not a factor in w1, this weight is not in the figure and
w1 = 0.75 because miss = 0.25. Weights 2 and 4 have a similar behavior to the number of
parameter estimates. For these weights, the weight is approximately one when there is one
parameter estimated. As the number of estimated parameters increases, the weight decreases
and levels off at 0.75 = (1−miss). The behavior of weight 3 is opposite that of weights 2 and
4. Weight 3, in this case, starts about 0.60 and increases as the number of parameter estimates
increases until it also reaches 0.75. The initial value when k = 1 depends on miss and m. The
limit of w2, w3, and w4 as k approaches infinity is w1. That is, as the number of parameter
estimates increases, the additional factor in w2, w3, and w4 becomes obsolete and the weight
is approximately (1−miss).
Figure 4.3 shows how the weights change as a function of the number of imputed data sets.
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Figure 4.2 Weights as a function of the number of parameter estimates
with miss = 0.25 and m = 5. w1 is a constant and equal to
0.75
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Only w2 and w3 rely on m and are displayed in the figure. We find that w2 is essentially the
same value regardless of the value for m. In this case, w2 is equal to a value that depends on
the values of miss and k. Weight 3 shows a similar pattern as m changes as it did for when
k changed. We see that when m = 1, w3 has a value that is dependent only on miss and k.
Then as m increases the weight approaches 0.75 = (1 −miss). Again, we find that the limit
of w3 as m approaches infinity is w1.
The third weight, w3 = (1 −miss)(1 − 1mk ), for the model fit indexes displays favorable
features. As both k and m grow large, they become less significant to the weight and it becomes
(1−miss). When k and m are small values, they have more influence on the model fit indexes
given in the output of software programs. This is because the effect of imputing values for
those missing will be impacting the data sets and thus the model fit indexes. So when k and m
are small we need to weight the model fit indexes by more than simply the amount of missing
information found in the original data set. Thus we suggest that w3 will outperform the other
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Figure 4.3 Weights as a function of the number of imputed data sets with
miss = 0.25 and k = 10. w1 and w4 are constants and equal to
0.75 and 0.825, respectively
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weights in our simulation studies.
4.8 Simulation Study
To simulate the data we use the method of Kientoff et al. (2011b). We simulate data using
all four SEMs, but here present the results for simulations under the structural underspeci-
fied and specified models. The initial parameter values for these two models are provided in
Table 4.2 and are from the work of Kientoff et al. (2011a). Although many parameter values
appear quite similar in these two sets of initial values, the models have different structural
equations and actually are quite different in terms of fit to the real data. We simulate 1,000
data sets using three different sample sizes of 250, 500, and 1,000 for each of these models. In
order to examine how missing data affects model fit indexes, we create complete data sets (i.e.
contain no missing information) and data sets with 20%, 40%, or 60% of the cases containing
missing information. For those data sets containing missingness, we use MI with m = 5 to
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Table 4.2 Initial parameter values used for simulating data sets with struc-
tural zero values in bold
Structural underspecified model Specified model
β0H (mean) 2.80 2.78
β0H (var) 1.06 1.17
β1H (mean) -0.02 -0.01
β1H (var) 0.00 0.01
ρH -0.02 -0.05
γ00R 8.50 8.11
η0R 0.47 0.47
γ10R -0.04 0.05
η1R 0.01 0.01
ρR -0.02 -0.02
γ01R -0.89 -0.75
γ11R 0.00 -0.04
γ12R 0.00 -1.11
2H95 2.11 1.80
2R95 2.30 2.13
2H97 2.06 1.79
2R97 2.39 2.23
2H99 1.82 1.84
2R99 2.22 2.25
2H01 1.41 1.44
2R01 2.06 2.09
2H03 0.84 0.86
2R03 2.00 1.97
2H05 0.97 0.88
2R05 1.66 1.53
2H07 1.31 1.11
2R07 2.26 2.06
ρ95 -0.68 -0.65
ρ97 -0.66 -0.63
ρ99 -0.49 -0.50
ρ01 -0.54 -0.55
ρ03 -0.50 -0.50
ρ05 -0.53 -0.47
ρ07 -0.53 -0.47
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handle the missing data.
4.8.1 Simulate Data Sets
We simulate the data sets using the R software and the same process as described in Kientoff
et al. (2011b). The data sets are simulated under the structural underspecified model and
specified model. In the following sections we discuss inducing missingness on the data sets,
handling the missingness, and fitting the models. In the steps below, we outline the process
for simulating the data sets under the specified model.
1. Simulate values for Hti and Rti.
(a) Using the correlation and variances listed in Table 4.2, the variance-covariance ma-
trix for each pair (based on t) of Ht and Rt is calculated.
(b) The means provided in Table 4.2 and the variance-covariance matrices are used
to simulate values for the pairs (based on t) of Hti and Rti using the multivariate
normal distribution. We generate n pairs of values, which corresponds to the number
of observations in the original data set.
2. Simulate values for β0Hi and β1Hi.
(a) The means, variances, and correlation of β0H and β1H are provided in Table 4.2.
(b) From the variances and correlation we can obtain the variance-covariance matrix
for β0H and β1H .
(c) Using the values in the previous two steps, we simulate n values of β0Hi and β1Hi
using the multivariate normal distribution.
3. Simulate values for η0Ri and η1Ri.
(a) Using the correlation and variances provided in Table 4.2, we compute the variance-
covariance matrix for η0R and η1R.
(b) n values of η0Ri and η1Ri are simulated from a multivariate normal distribution.
89
4. Simulate γ00Ri, γ01Ri, γ10Ri, γ11Ri, and γ12Ri.
(a) These values are estimated in the model and used as stated in Table 4.2. Thus these
values are not actually simulated here.
5. Calculate the values for β0Ri and β1Ri.
(a) Using the above simulated values, calculate β0Ri = γ00Ri + γ01Riβ0Hi + η0Ri.
(b) Given the simulated values from above, compute
β1Ri = γ10Ri + γ11Riβ0Hi + γ12Riβ1Hi + η1Ri.
6. Calculate the values for YHti and YRti.
(a) With the simulated values from the previous steps, compute
YHti = β0Hi + β1Hit+ Hti.
(b) Relying on the above simulated values, calculate YRti = β0Ri + β1Rit+ Rti.
7. The values are then truncated so that they are within the correct range and similar to
those in the original data set.
(a) For the hostility variables the range is between one and nine. Thus, if the simulated
value is less than one then it is set equal to one and if it is greater than 9 it is set
equal to nine.
(b) For the relationship quality variables the range is integers between one and nine.
Thus, the simulated values are rounded to be whole numbers between 1 and 9.
8. This results in one simulated data set.
4.8.2 Create Missingness
Using the steps described above we achieve one complete data set; that is, there is no
missingness. In addition to simulating complete data sets we also want to simulate data sets
that contain missing information. We create three different amounts of missingness in our
data sets; namely 20%, 40%, and 60% of cases containing missingness. Since we are basing our
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simulated data sets off of the models from Kientoff et al. (2011a) we create missing information
for a case based on the patterns of missing data found in the FTP. Whether or not a variable is
missing in the FTP depends on whether other variables are missing. For example, if hostility
is missing at time t, then relationship quality is also missing at time t. Also if data are missing
at time t then it is more likely for variables to be incomplete at later time points. Due to this
nature of the FTP we use one of the 75 patterns of missingness present in the FTP for the
simulated data sets.
To explain the details for creating missing information in our data sets, we will use the
example of 20% of the cases containing missing values. These same steps can then be used for
creating 40% or 60% missingness.
1. Randomly select without replacement 20% of the cases in the complete data sets to
contain missing data. There are a total of n ∗ 0.20 cases with missingness.
2. Select n ∗ 0.20 patterns of missingness from the 75 patterns found in the FTP. Sample
the patterns with replacement and unequal probabilities of selection. For the pattern
containing no missingness, the probability of selection is zero since we want these cases
to actually contain missingness. For the five patterns containing the most missing data,
set the probabilities equal to 0.10. For all other patterns, the probability is the proportion
of cases in the FTP containing this pattern and then it is rounded to two decimal places.
The sum of all probabilities is equal to one.
3. The n∗0.20 selected cases are then each induced with one of the patterns of missingness.
4.8.3 Model Fitting
For the complete data sets we can fit models without completing any additional steps first.
Prior to fitting models to the data sets containing missing information we need to handle the
missing data. Since our focus is on MI we use the mice package in R to impute m = 5 complete
data sets for each simulated data set. We then fit models to these data sets using Mplus
and Monte Carlo methods to achieve single parameter estimates and model fit statistics. To
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check the use of mice, we also used the mi package in R to impute five data sets and found no
difference between these data sets and the ones imputed using mice.
The data sets simulated using the structural underspecified model are fit to the simulation
model as well as the specified model. Those data sets simulated under the specified model are
fit to this model and the structural underspecified model. These models produced interesting
results in the power analysis by Kientoff et al. (2011b) and indicate the potential for further
study.
4.8.4 Results and Discussion
All of the simulated data sets were fit to both the specified and structural underspecified
models. The model fit indexes were then stored in R to allow for further analyses. We begin
our discussion of the results with the data sets simulated under the structural underspecified
model and the resulting χ2 statistics. The results for fitting to the structural underspecified
model are displayed in Table 4.3 for sample sizes of 250, 500, and 1,000. Table 4.4 contains the
results for fitting the data sets to the specified model. When the χ2 statistic is not multiplied
by any weight, we call this the current index. All other weights are referred to as w1 - w4 as
defined in equations 4.21 - 4.24.
The results in Table 4.3 are for simulating and fitting with the same model, the structural
underspecified model. We notice that when there is no missing information in the data sets,
the rejection rate is about 5%, which is what we expect since the cut-off for the p-value is
0.05 and the simulation and fit models are the same. Also, as the sample size increases, the
number of data sets with p-values less than 0.05 decreases. Again, this is expected. If we now
examine the p-values associated with the current χ2 index, we find that as amount of missing
information increases, the number of data sets with small p-values also increases. This is true
for all sample sizes. This indicates that the model fits poorly due to the missing data and
not as a result of the actual model. This trend is seen because we are not assuming a known
missing data mechanism when imputing data sets.
All of the weights we multiply by the χ2 statistic decrease the number of data sets for which
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Table 4.3 Number of data sets out of 1, 000 for which the p-value associ-
ated with the χ2 statistic is less than 0.05 for five test statistics
with three sample sizes and four fractions of missing information.
Data sets simulated under the structural underspecified model
and fit to the structural underspecified model
Sample size Weight No missing 20% missing 40% missing 60% missing
250
Current χ2 57 626 995 1,000
w1 ∗ χ2 57 101 78 20
w2 ∗ χ2 57 198 225 130
w3 ∗ χ2 57 83 68 19
w4 ∗ χ2 57 187 158 47
500
Current χ2 51 631 993 1,000
w1 ∗ χ2 51 86 77 15
w2 ∗ χ2 51 188 193 124
w3 ∗ χ2 51 80 66 15
w4 ∗ χ2 51 171 141 39
1,000
Current χ2 48 583 993 1,000
w1 ∗ χ2 48 76 74 12
w2 ∗ χ2 48 171 204 110
w3 ∗ χ2 48 69 65 8
w4 ∗ χ2 48 158 149 37
the p-value is less than 0.05. Ideally, the weights would change the indexes so that about 5%
of the data sets reject the model. Based on the results in Table 4.3 there appears to be a
difference for the effect of weights for the data sets with less than 50% missing and greater
than 50% missing information. When the data sets have 20% or 40% of the cases containing
missing information, then w3 most accurately decreases the index to a more reasonable range.
The values are still greater than 5% of data sets, but it is more accurate than using the current
index provided in the output. When the amount of missing information is greater then 50%,
w3 decreases the χ2 value too drastically. In this case, a better choice would be w4. This
weight is still underestimating the number of data sets with small p-values.
In Table 4.4 the results for simulating under the structural underspecified model and then
fitting the specified model are given. Recall that the specified model is larger with two addi-
tional parameter estimates than the structural underspecified model. Examining the indexes
for the data sets with no missing information reveals that the rejection rate is again about
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Table 4.4 Number of data sets out of 1, 000 for which the p-value associ-
ated with the χ2 statistic is less than 0.05 for five test statistics
with three sample sizes and four fractions of missing information.
Data sets simulated under the structural underspecified model
and fit to the specified model
Sample size Weight No missing 20% missing 40% missing 60% missing
250
Current χ2 47 618 993 1,000
w1 ∗ χ2 47 95 78 18
w2 ∗ χ2 47 188 204 130
w3 ∗ χ2 47 85 66 18
w4 ∗ χ2 47 175 148 36
500
Current χ2 46 618 991 998
w1 ∗ χ2 46 87 76 18
w2 ∗ χ2 46 179 176 104
w3 ∗ χ2 46 74 64 15
w4 ∗ χ2 46 164 132 39
1,000
Current χ2 52 558 987 995
w1 ∗ χ2 52 78 73 12
w2 ∗ χ2 52 159 179 84
w3 ∗ χ2 52 65 61 9
w4 ∗ χ2 52 142 128 33
5%. We also find that for missingness less than 50%, w3 reduces the fit indexes to achieve
approximately 5% of p-values less than 0.05. Additionally, w4 yields more accurate results
when missing information in a data set is greater than 50% of cases.
In addition to being concerned with the individual model fit indexes such as χ2, we are also
interested in calculating power with weighted indexes. To determine the power for detecting
the difference between the two models, we use the approach outlined by MacCallum et al.
(2006). This approach relies on the RMSEA of the two models. To calculate the power we
use the code provided by Kientoff et al. (2011b). After calculating the power with a 5% level
of significance for each of the 1, 000 data sets simulated with the specified model and fit with
both the structural underspecified and specified models, we count the number of data sets with
power greater than 0.80. For SEMs, the power is considered significant if it is greater than
0.80. These results are given in Table 4.5.
Beginning with the sample size of 250, we find that the power for determining the difference
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Table 4.5 Number of data sets out of 1, 000 for which the power of deter-
mining the difference between the models is greater than 0.80
at the 5% level of significance for five test statistics with three
sample sizes and four fractions of missing information. Data sets
simulated under the specified model and fit to both models
Sample size Weight No missing 20% missing 40% missing 60% missing
250
Current RMSEA 999 1,000 1,000 997
w1∗ RMSEA 999 1,000 971 377
w2∗ RMSEA 999 1,000 990 707
w3∗ RMSEA 999 1,000 967 354
w4∗ RMSEA 999 1,000 986 543
500
Current RMSEA 1,000 1,000 1,000 1,000
w1∗ RMSEA 1,000 1,000 1,000 981
w2∗ RMSEA 1,000 1,000 1,000 998
w3∗ RMSEA 1,000 1,000 1,000 974
w4∗ RMSEA 1,000 1,000 1,000 993
1,000
Current RMSEA 1,000 1,000 1,000 1,000
w1∗ RMSEA 1,000 1,000 1,000 1,000
w2∗ RMSEA 1,000 1,000 1,000 1,000
w3∗ RMSEA 1,000 1,000 1,000 1,000
w4∗ RMSEA 1,000 1,000 1,000 1,000
between the two models is greater than 0.80 for almost all data sets for all amounts of missing
information. The issue with this result is that a researcher with a data set of size 250 with
60% missing data is probably not going to consider this result reliable. When the weights are
imposed on the RMSEA values, we find that the number of data sets for which power is larger
than 0.80 decreases as the proportion of missing data increases. This seems more reasonable
since we have a small sample size and large amount of missing data. As the sample size
increases, the number of data sets with power greater than 0.80 at the 5% level of significance
increases. This is as expected. When the sample size is 1, 000 all data sets, regardless of
amount of missing information, still have a power of at least 0.80 to distinguish between the
models at the 5% level of significance.
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4.9 Conclusion
In this paper we have examined four weights for the current χ2 and RMSEA statistics used
to determine model fit. When there is missing information in a data set, the models may not
fitting the data. When a missing data method is applied to the data set, such as MI, the data
set is essentially altered and can indicate better or worse fit of the models. Thus, our goal was
to develop weights to use in conjunction with model fit indexes output by statistical software.
These weights will more accurately reflect the model fits.
To examine these weights, we completed a simulation study. This study involved simulating
1, 000 data sets with three sample sizes 250, 500, and 1, 000 with two underlying models, the
specified and structural underspecified models. The data sets contained either no missing
information, 20%, 40%, or 60% missing information where the data were missing at random.
The missing data was handling using MI techniques in R with m = 5 imputed data sets. These
data sets were then fit to both models and χ2 and RMSEA model fit indexes were recorded
from the Mplus software using the Monte Carlo feature. The weights were applied to the
model fit indexes and we found that weighting the χ2 and RMSEA are appropriate in order to
more accurately determine model fit and power for detecting differences between the models.
We recommend that researchers who utilize MI for handling missing data consider using these
weights to better assess the model’s fit to the data.
Future work on this topic will include examining a weight that provides more accurate
results for all amounts of missingness. We found that when the amount of missing information
in a data set is greater than 50% there is a difference in how the weights behave. Our results
indicate that including the number of parameter estimates in the weight is beneficial for all
sample sizes, since the χ2 statistic is influenced by model size, and amounts of missing data.
When there is less than 50% missing information the weight should also contain the number of
multiply imputed data sets. We also would like to consider a weight that takes into considera-
tion the standard error of the model fit indexes. The standard error is reported in the output
and may be yet another way to weight the indexes to produce adequate model fit statistics.
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CHAPTER 5. GENERAL CONCLUSIONS
In this chapter, we provide an overall discussion of the results from the previous chapters
and ideas for future work. The three papers contained in this dissertation were all concerning
the relationship between structural equation models (SEMs) and missing data. In particular,
our interest was in the use of multiple imputation (MI) as a means for handling missing
information within the context of SEMs.
5.1 General Discussion
The work in this dissertation was motivated by concerns raised by the Family Transitions
Project (FTP) data set (Conger and Conger, 2002). The FTP is a longitudinal study of
more than 550 families and focuses on familial relationships. We examined the hostility and
relationship quality between the target individual and their romantic partner for survey years
1995 - 2007. In the FTP, approximately 72% of participants are missing data on at least one
variable over the seven waves of data collection we consider. We assume the data are missing
at random, which leads to restrictions in handling the missing information. Researchers desire
to use SEMs (Duncan et al., 2006) to model the hostility and relationship quality between
individuals. For this purpose, four SEMs were developed. These models included a fully
specified model as well as three misspecified models. The misspecified models were created
such that the impact of misspecification in the structural and measurement components of
SEMs could be examined in addition to misspecification in both components. Details of these
models can be found in Kientoff et al. (2011).
One of the common methods for handling missing data when using SEMs is to use full
information maximum likelihood (FIML) as described by Enders (2001). This method relies
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on calculating likelihoods for each missing data pattern and then averaging the results across
the patterns. An alternative would be to use MI (Little and Rubin, 2002) where m complete
data sets are imputed from the original data set with imputed values for those that are missing.
This method has shown many advantages for other modeling techniques, but is still under
development in SEMs. Specifically we focus on significance levels, power calculations, and
model fit indexes for SEMs with MI applied.
The second chapter, titled A study of missing data in practice with structural equation
modeling, addressed the fit of these four SEMs. The models were fit using listwise deletion,
FIML, and MI to handle the missing data. Since MI involves imputing complete data sets, we
also examined mean versus item imputation and whether or not the imputed values should be
rounded. Researchers must determine the number of data sets they wish to impute, denoted as
m, so we assessed a range of possibilities for m. The purpose of this chapter was to understand
the impact of the missing data method on significance levels of parameter estimates and model
fits.
Since listwise deletion removes any case with missing data, the results are often biased and
the standard errors for parameter estimates are large. This was the case for our data as the
results for listwise deletion were more dissimilar than those for FIML or MI. The standard
errors for the parameter estimates using listwise deletion were always larger than those for
FIML or MI. When using MI, we found that item imputation with m = 5 imputed data
sets produced the best results. Judging by model fit statistics, we would choose to use MI
methods over FIML. Some of the advantages of MI over FIML include: imputed data sets
with variability similar to the observed data, imputed data sets may be used with traditional
statistical methods, and the ability to efficiently estimate nested SEMs using the same imputed
data sets without needing to remaximize the likelihoods.
In Power analysis when using multiple imputation for missing data in structural equation
models, the third chapter of this dissertation, we studied the power differences between FIML
and MI. Davey and Savla (2009) point out the need for exploration of power analysis with
SEMs and missing data. Using the four SEMs developed above, we conducted a simulation
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study to determine the power of testing the difference between the four models. We used both
the Satorra and Saris (1985) and MacCallum et al. (2006) methods to calculate the power
of tests. We found that as the amount of missing information in a data set increases, then
the power for determining the difference between models decreases. That is, since there is less
information in the data set, we have a more difficult time distinguishing between models. Most
notably, we found the power for FIML was smaller than for listwise deletion or MI, which had
approximately equal power values.
The final goal of this dissertation was to develop weighting procedures for model fit indexes
when MI is implemented to handle the missing data. These details are in the previous chapter,
Exploration of model fit indexes for structural equation models using multiple imputation. We
studied four weights created for application to the χ2 test statistic and root mean square error
of approximation (RMSEA). The χ2 test statistic can be used to determine the fit of an SEM.
From the RMSEA of two nested models one can calculate the power of the test. We simulated
under two models, three sample sizes, and four amounts of missing information. Our findings
suggested that the weighted model fit indexes will allow researchers to better determine their
model’s fit and power when MI is implemented. Versus a simple MI approach, the weighting
procedures improve on achieved significance levels while not hindering power.
5.2 Recommendations for Future Research
A number of researchers have examined the use of FIML to handle missing data with
SEMs. We expanded this research by addressing the benefits of MI for dealing with the
missing information. Much of the research accomplished on missing data and SEMs has been
with specified models. Our research here has examined misspecification of models on three
levels; namely, the structural component, the measurement component, and both components.
This has allowed for us to extend the literature on SEMs with missing data. Another branch
of SEMs of interest are nonlinear models. We have only examined linear SEMs, so future work
on this topic may include an extension of these results to nonlinear SEMs.
In the literature regarding missing data and SEMs, researchers have noted the need for
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work on model fit indexes with SEMs. Particularly, there is interest in these indexes when
MI is used to handle the missing data. We focus on the χ2 test statistic to determine model
fit and the RMSEA to calculate power of tests. We found there to be a discrepancy in the
behavior of the weighted model fit indexes for those data sets with greater than 50% missing
information. We suggest the continuation of work on weighting current model fit indexes to
better indicate the fit and power of SEMs. Another aspect of interest would be to include the
standard error of the model fit indexes into the weight.
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