Abstract. Nonconvex minimizations generally produce solutions that are closer to the ℓ 0 penalty than widely utilized ℓ 1 norm, and it is widely accepted that they are able to enhance the sparsity of the solutions. However, the theory verifying that nonconvex penalties are as good as or better than ℓ 1 minimization in exact, uniform recovery of sparse signals has not been available beyond a few specific cases. In this paper, we aim to fill this gap by establishing a theoretical recovery guarantee through unified null space properties that encompass most of the currently proposed nonconvex functionals in the literature. These conditions are less demanding than or identical to the standard null space property, the necessary and sufficient condition for ℓ 1 minimization.
1. Introduction. This paper is concerned with the reconstruction of a sparse signal x ∈ R N from relatively few observed data y ∈ R m . More precisely, we recover the unknown vector x ∈ R N from the system Az = y, (1.1)
It is well-known that (NSP) is the necessary and sufficient condition for the successful reconstruction using ℓ 1 minimization [5, 11] , thus, stronger recovery properties, which are desirable and expected for nonconvex minimizations, would essentially allow ker(A) to be contained in a larger set than that in (NSP). The arguments in [24, 23, 15] are, however, at odds with this observation. Therein, the RIP were developed so that ker(A)\{0} ⊂ v ∈ R N : v S 1 < v H∩S 1 , ∀S : #(S) ≤ s, ∀H : #(H) = ⌊N/2⌋ , and ker(A) \ {0} ⊂ v ∈ R N : v S 1 + v S 2 + v S 2 < v S 1 , ∀S : #(S) ≤ s , respectively for two-level ℓ 1 and ℓ 1 − ℓ 2 penalties. As then ker(A) was restricted to strictly smaller sets than as in ℓ 1 case, the acquired RIPs were inevitably more demanding.
In this paper, we seek to establish theoretical, generalized results which verify that nonconvex minimizations are superior to or at least as good as ℓ 1 in uniform recovery of sparse vectors. More specifically, we consider the nonconvex optimization problem in general form minimize z∈R N R(z) subject to Az = Ax, (P R ) and, under some mild assumptions of R (which are applicable to most nonconvex penalties considered in the literature), and derive unified sufficient conditions for the exact reconstruction via (P R ). These conditions are based on several variants of the null space property, which are less demanding or identical to the standard conditions required by the ℓ 1 norm. The main achievements of this paper are summarized below (for the precise definition of separable, concave and symmetric notions, we refer to Section 2): (i) For the regularizations that are separable and concave, the necessary and sufficient condition for the exact recovery can be generalized as ker(A) \ {0} ⊂ v ∈ R N : R(v S ) < R(v S ), ∀S with #(S) ≤ s . (gNSP)
This represents an extension of several similar results for specific penalties [10, 27] . The above null space property, however, is not automatically less restrictive than the standard (NSP). We verify that this is only the case if the regularization is also symmetric. Penalties that can be treated in this setting include ℓ p , SCAD, transformed ℓ 1 , capped ℓ 1 . (ii) For the regularizations that are concave, symmetric, but non-separable (such as ℓ 1 − ℓ 2 , two-level ℓ 1 , sorted ℓ 1 ), (NSP) is sufficient for the exact recovery. However, in many cases, a slightly weaker, yet improved variant of (NSP) is enough, i.e.,
Our work provides, for the first time, the theoretical requirements for uniform recovery for many nonconvex penalties. For several others, the present unified conditions remarkably improve the existing theoretical results.
1.1. Related works. This paper examines the recovery of sparse signals by virtue of global minimizers of nonconvex problems. These are the best solutions one can acquire via the considered nonconvex regularizations, regardless of the numerical procedures used to realize them. Therefore, our results serve as a benchmark for the performance of concrete algorithms. Often in practice, one can only obtain the local minimizers of nonconvex problems. The theoretical recovery properties via local minimizers, attached to specific numerical schemes, has also gained considerable attention in the literature. In [28, 29] , a multi-stage convex relaxation scheme was developed for solving problems with nonconvex objective functions, with a focus on capped-ℓ 1 . Theoretical error bound was established for fixed designs showing that the local minimum solution obtained by this procedure is superior to the global solution of the standard ℓ 1 . In [25] , ℓ 1 − ℓ 2 minimization was proved not worse than ℓ 1 , based on a difference of convex function algorithm (DCA), which is an iterative procedure and returns ℓ 1 solution in the first step.
Generalized conditions for nonconvex penalties were also established in [9, 17] , under which three desirable properties of the regularizations -unbiasedness, sparsity, and continuity -are fulfilled. Therein, the properties of the local minimizers and the sufficient conditions for a vector to be the local minimizer were analyzed with a unified approach, and specified for SCAD and transformed ℓ 1 (referred to as SICA in [17] ). We remark that this framework applies to separable penalties only. Finally, sorted ℓ 1 is a nonconvex method recently introduced in [16] . This method generalizes several nonconvex approaches, including iterative hard thresholding, twolevel ℓ 1 , truncated ℓ 1 , and small magnitude penalized (SMAP).
1.2. Organization. The remainder of this paper is organized as follows. In Section 2, we describe a general nonconvex minimization problem, some examples, and provide the necessary background results. In Section 3, we derive the conditions for the exact reconstruction via separable penalties. The recovery conditions for nonseparable penalties are established in Section 4. Finally, concluding remarks are given in Section 5.
2. General nonconvex minimization problem. Throughout this paper, we denote U = [0, ∞) N , and for any z = (z 1 , . . . , z N ) ∈ R N , let |z| = (|z 1 |, . . . , |z N |) with |z| [1] ≥ . . . ≥ |z| [N ] the components of |z| in decreasing order. If z has nonnegative components, i.e., z ∈ U, we simply write
We call a vector z ∈ R N : equal-height if all nonzero coordinates of z have the same magnitude; and s-sparse if it has at most s nonzero coefficients. Also, e j is the standard basis vector with a 1 in the j-th coordinate and 0's elsewhere. The j-th coordinate of a vector z ∈ R N is often denoted simply by z j , but for convenience, we also use the notation (z) j .
Recall the nonconvex optimization problem of interest is given by
We define the following theoretical properties of the penalty R described in (P R ). Definition 2.1. Let R be a mapping from
• R is called separable on R N if there exist functions r j : R → [0, ∞), j ∈ {1, . . . , N } such that for every z ∈ R N , R can be represented as
• R is called symmetric on R N if for every z ∈ R N and every permutation (π(1), . . . , π(N )) of (1, . . . , N ):
• R is called concave on U if for every z, z ′ ∈ U and 0 ≤ λ ≤ 1: The theory for uniform recovery developed herein is applicable for all symmetric, concave, and (for some stronger results) separable penalties. In particular, the variants of the null space property for the following regularizations can be derived from our general framework. Example 2.2. Several nonconvex optimization problems and the corresponding penalties:
1. ℓ p norm with 0 < p < 1:
SCAD:
Here, r SCAD (z j ) =
6. Two-level ℓ 1 :
Here, 0 ≤ ρ < 1 and J(z) is the set of largest components of |z j |.
7. Sorted ℓ 1 :
, [16] . Here, 0 ≤ β 1 ≤ . . . ≤ β N and |z| [1] ≥ . . . ≥ |z| [N ] are the components of |z| ranked in decreasing order. We illustrate several contour maps, from Example 2.2, in Figure 2 , and remark that the following penalties are separable: ℓ p ; SCAD; transformed ℓ 1 ; and capped ℓ 1 . Note that the ℓ p regularization defined here is slightly different from those commonly found in the literature, i.e., · p . This definition is merely for ease of presentation, as the optimization problem (P R ) remains unchanged whether · p p or · p is used, while · p p is a separable penalty in the strict sense of (2.1). The next proposition establishes the concavity and symmetry of all functions listed in the above example. Proposition 2.3. All functions R listed in Example 2.2 are symmetric on R N and concave on U.
Proof. It is easy to see that all penalty functions in Example 2.2 are symmetric. We will verify their concavity one by one. Note that for separable regularizations (R SCAD , R tℓ1 and R cℓ1 ), it is enough to show the desired property for the univariate penalty applied on each component of the vector.
1. R ℓp : This regularization is separable. The univariate penalty r ℓp (
This regularization is separable. The univariate penalty r SCAD (z j ) is continuously differentiable with
Since r ′ SCAD is decreasing in (0, ∞), r SCAD is concave. 3. R tℓ1 : This regularization is separable. The univariate penalty r tℓ1 (z j ) = (a+1)zj a+zj
This regularization is separable. The concavity of the univariate penalty function r cℓ1 (z j ) = min{|z j |, α} can be shown as follows. Let z j , z ′ j ≥ 0 and 0 ≤ λ ≤ 1, we have λz j ≥ λ min{z j , α}, and
Also, it can be seen that
Combining (2.5) and (2.6) gives
This regularization is a specific case of sorted ℓ 1 regularization. Its concavity can be deduced from that of sorted ℓ 1 penalty function (see below). 7. R sℓ1 : Let z, z ′ ∈ U and 0 ≤ λ ≤ 1. Let (π(1), . . . , π(N )) be a permutation of (1, . . . , N ) such that
Applying the rearrangement inequality, [13, p. 262] , there follows
yielding that R sℓ1 is concave on U.
Our analysis does not cover non-concave or non-symmetric regularizations. However, unlike their concave and symmetric counterparts, (NSP) is not sufficient to guarantee the uniform and sparse reconstruction with these penalties in general. Therefore, non-concave or non-symmetric regularizations are not necessarily better than ℓ 1 minimization in exact, uniform recovery, in the sense that for some sampling matrices, ℓ 1 can successfully recover all s-sparse vectors, while a non-concave or non-symmetric penalty fails to do so. A well-known example of non-concave penalties which are less efficient than ℓ 1 is ℓ p with p > 1. Non-symmetric regularizations, on the other hand, do not always recover the sparsest vectors due to their preference for some components over others. An example of a non-symmetric penalties is given below. As ker(A) = (−t, −t, 2t/3, 2t/3, 3t/4) ⊤ satisfies (NSP) with N = 5 and s = 2, one can successfully reconstruct all 2-sparse vectors using ℓ 1 minimization. Consider the weighted ℓ 1 regularization
which is normally perceived as a convex penalty but also concave according to Definition 2.1. R wℓ1 is not symmetric, and we can see that not every 2-sparse vector can be recovered using this penalty, especially those whose first two entries are nonzero. For instance, if x = (1, 1, 0, 0, 0) ⊤ , all solutions to Az = Ax can be represented as z = (1 − t, 1 − t, 2t/3, 2t/3, 3t/4). Among these, the solution that minimizes R wℓ1 (z) is (0, 0, 2/3, 2/3, 3/4), different from x and not the sparsest one. However, it is worth noting that weighted ℓ 1 minimization, with appropriate choices of weights can be a very efficient approach that outperforms ℓ 1 , in the case when a priori knowledge of (the structure of ) the support set is available, see, e.g., [12, 26, 4, 1] .
2.1. Properties of penalty functions. Next, we prove some necessary supporting results for the penalty functions of interest.
Lemma 2.5. Let R be a map from R N to [0, ∞). If R is concave on U, then R is increasing on U.
Proof. Assume that R is not increasing on U. There exist z, z 8) it is easy to see thatz ∈ U. Rearranging (2.8)
, and by the concavity of R,
This implies R(z) < 0, a contradiction. We conclude that R is increasing on U.
N and is increasing on U, then
R is therefore increasing in the whole space R N in the sense of (2.9). We will use both terms "increasing on U" and "increasing on R N " interchangeably in the sequel. Lemma 2.7. Let R be a map from
If R is separable on R N and concave on U, then R is subadditive on R N :
Proof. Since R is separable, it is enough to show each of r j is subadditive, i.e., for all j ∈ {1, . . . , N } and z j , z
(2.10)
First, r j is concave on [0, ∞) for all j ∈ {1, . . . , N }. Indeed, let z j , z ′ j ∈ [0, ∞) and 0 ≤ λ ≤ 1, the concavity of R on U yields
Also, from Lemma 2.5, R is increasing on U, thus, r j is increasing on [0, ∞). Now, the subadditivity (2.10) holds for all z j , z
Summing the above inequalities side by side gives r j (z j )+r j (z is zero, then (2.10) is trivially true. Otherwise, from the subadditivity on (0, ∞) and the increasing property of r j , we have
Remark 2.8. In Lemma 2.7, the separable condition is necessary to guarantee the subadditive property of R. Indeed, consider the penalty function R ℓ1−ℓ2 : R 2 → [0, ∞), corresponding to ℓ 1 − ℓ 2 regularization. R ℓ1−ℓ2 is not separable and also not subadditive, as one has
To establish the generalized conditions for successful sparse recovery, especially in the non-separable case, we employ the concept of majorization. This notion, defined below, makes precise and rigorous the idea that the components of a vector are "more (or less) equal" than those of another.
Definition 2.9 (Majorization, see [18] ). For z, z ′ ∈ U, z is said to be majorized
(2.11)
Given condition (2.11), we also say z ′ majorizes z and denote z ′ ≻ z. As a simple example of majorization, we have
Loosely speaking, a sparse vector tends to majorize a dense one with the same ℓ 1 norm. On the other hand, a sparse-promoting penalty function should have small values at sparse signals and larger values at dense signals. One may think that a penalty function which reverses the order of majorization would promote sparsity, in particular, outperform ℓ 1 . We will show in the next sections that this intuition is indeed correct, but first, let us verify that all symmetric and concave penalty functions considered are order-reversing
If R is symmetric on R N and concave on U, then R reverses the order of majorization: 
where λ ∈ [0, 1] and 1 ≤ j ≤ k ≤ N . Each transformation only changes two coordinates and creates a new vector that is majorized by the current one, thus, it is enough to prove (2.12) for the case z differs from z ′ in at most two components. Since R is symmetric, we can assume
, and z = (λz
The concavity of R gives
as desired.
Exact recovery of sparse signals via separable penalties.
In this section, we investigate the condition for the exact recovery of sparse signals assuming the concave penalty is also separable. First, a general necessary and sufficient condition expressed in terms of null space property of the measurement matrix is established for concave and separable regularizations. This extends several similar results for specific penalties, e.g., ℓ p [10] , weighted ℓ 1 [20] , and transformed ℓ 1 [27] . We then prove that if, in addition, the penalty function is symmetric, the present condition is always less demanding than that for ℓ 1 minimization.
Theorem 3.1. Let A be an m×N real matrix. Consider the problem (P R ), where R is a function from R N to [0, ∞) satisfying R(z 1 , . . . , z N ) = R(|z 1 |, . . . , |z N |), ∀z = (z 1 , . . . , z N ) ∈ R N , separable on R N , concave on U and R(0) = 0. Then every ssparse vector x ∈ R N is the unique solution to (P R ) if and only if the generalized null space property (gNSP) is satisfied.
Proof. First, assume that every s-sparse vector x ∈ R N is the unique solution to (P R ). For any v ∈ ker(A) \ {0} and any S ⊂ [N ] with #(S) ≤ s, v S is the unique minimizer of R(z) subject to Az = Av S . Observe that A(−v S ) = Av S and
Conversely, assume that (gNSP) holds. Let x ∈ R N be an s-sparse vector whose support set is S. Any other solution to Az = Ax can be represented as z = x + v with v ∈ ker(A) \ {0}. We have by the separable property of R and Lemma 2.7
thus x is the unique solution to (P R ). Remark 3.2. (gNSP) is actually a necessary condition for the exact recovery of every s-sparse vector even when the separable and concave property on R is removed, thus applicable to a very general class of penalty functions. For this condition to become sufficient, the separable assumption on R is critical. In estimate (3.1), we utilize this assumption in two ways: splitting R(x + v) into R(x + v S ) + R(v S ), and bounding R(x + v S ) ≥ R(x) − R(v S ) via the subadditivity of R. Note that without the separable property, a concave penalty may not be subadditive (see Remark 2.8) . In this case, the analysis for the sufficient condition follows a significantly different and more complicated path (see Section 4) .
We note that the general condition (gNSP) for concave and separable penalties is not necessarily less demanding than (NSP), as exemplified by weighted ℓ 1 minimization in Example 2.4. However, this will hold true if, in addition, the penalty function is symmetric. Our following result verifies that separable, concave, and symmetric regularizations are superior to ℓ 1 minimization in sparse, uniform recovery.
N , separable and symmetric on R N , and concave on U. Also, R(0) = 0 and R(z) > 0, ∀z = 0. Then
Consequently, (gNSP) is less demanding than (NSP).
. . , N } with #(S) ≤ s. We denote by S ⋆ the set of indices of s largest components of v (in magnitude), then
On the other hand, ṽ 1 = v S ⋆ 1 and, by the definition of S ⋆ , any nonzero component ofṽ (with the possible exception of the j-th one) is larger than any component of v S ⋆ . This yieldsṽ ≻ v S ⋆ . Applying Proposition 2.10, there follows R(ṽ) ≤ R(v S ⋆ ). Combining with (3.2), the proposition is concluded.
4. Exact recovery of sparse signals via non-separable penalties. In this section, we prove that concave and symmetric regularizations are superior to ℓ 1 in sparse, uniform recovery, without the separable assumption. This setting applies to non-separable penalties such as two-level ℓ 1 , sorted ℓ 1 , and ℓ 1 − ℓ 2 . Our main result is given below.
Theorem 4.1. Let N > 1, s ∈ N with 1 ≤ s < N/2, and A be an m × N real matrix. Consider the problem (P R ), where R is a function from
then every s-sparse vector x ∈ R N is the unique solution to (P R ) provided that the null space property (NSP) is satisfied. In this sense, (P R ) is at least as good as ℓ 1 -minimization. ii) If
then every s-sparse vector x ∈ R N (except equal-height vectors) is the unique solution to (P R ) provided that the improved null space property (iNSP) is satisfied. The recovery guarantee of (P R ) therefore is better than that of ℓ 1 -minimization. The proof of this theorem is rather lengthy and is therefore relegated to Section 4.1. We can observe from this proof that the concavity and symmetry of the penalty function R is enough to guarantee every s-sparse vector is a solution to (P R ). For the exact recovery, we also need these solutions to be unique. Such uniqueness could be derived assuming R is strictly concave, but several regularizations do not satisfy this property. Rather, we only require strict concavity (or strictly increasing property) in one direction and locally at s-sparse vectors, reflected in (R 1 ) and (R 2 ). These mild conditions can be validated easily for the considered non-separable penalties; see Proposition 4.2. We note that (R 1 ) is weaker than (R 2 ).
On the other hand, (iNSP) cannot guarantee the exact recovery of equal-height, ssparse vectors with symmetric penalties in general. Indeed, it is possible that ker(A) contains equal-height, 2s-sparse vectors, for example, i) The following methods: two-level ℓ 1 , sorted ℓ 1 with β s+1 > 0 are at least as good as ℓ 1 -minimization in recovering sparse vectors in the sense that these methods exactly reconstruct all s-sparse vectors under the null space property (NSP).
ii) The following methods: ℓ 1 − ℓ 2 , sorted ℓ 1 with β s+1 > β s are provably superior to ℓ 1 -minimization in recovering sparse vectors in the sense that these methods exactly reconstruct all s-sparse (except equal-height) vectors under the improved null space property (iNSP). Proof. In this proof, for convenience, we often drop the zero components when denoting vectors in R N , for instance, (z 1 , . . . , z s , 0, . . . , 0) with z i = 0, ∀ 1 ≤ i ≤ s and s < N is simply represented as (z 1 , . . . , z s ). Applying Proposition 2.3 and Theorem 4.1, we only need to show that: i) R 2ℓ1 and R sℓ1 with β s+1 > 0 satisfy (R 1 ) and ii) R ℓ1−ℓ2 and R sℓ1 with β s+1 > β s satisfy (R 2 ).
1. R ℓ1−ℓ2 : For z 1 , . . . , z s+1 > 0,
for all z 1 , . . . , z s+1 > 0 and (R 1 ) is deduced.
3. R sℓ1 : Let us define z = (z 1 , . . . , z s+1 , 0, . . . , 0) ∈ R N and assume z s and z s+1 are the T -th and t-th largest components of z, i.e., z s = z [T ] , z s+1 = z [t] .
Consider β s+1 > 0, we assume t < s + 1 (the other case t = s + 1 is trivial). For any j with t ≤ j ≤ s, β j z [j] ≥ β j z [j+1] . At j = s + 1, we estimate β s+1 z [s+1] > 0. There follows
Next, consider β s+1 > β s . Without loss of generality, assume t > T and also t < s + 1 (the below argument also applies to t = s + 1 with minor changes). At j = t, we estimate
. In particular, at j = s + 1, the strict inequality holds, i.e.,
. Combining these facts and applying rearrangement inequality yield
We obtain (R 2 ) and complete the proof.
We conclude this section by pointing out that Theorem 4.1 does not have an analog in the fixed support scenario. More specifically, it may be tempting to think that (NSP) can be proved to be a sufficient condition for nonconvex minimizations by the same mechanism as in ℓ 1 case, i.e., combining all conditions for the recovery of vectors supported on fixed sets S of cardinality s, i.e., As ker(A) = (−t, −t, 3t/2, t/2, t/10) ⊤ satisfies (4.1) with S = {1, 2}, all sparse signals supported on S can be exactly recovered with ℓ 1 penalty. Consider ℓ 1 − ℓ 2 regularization, let x = (1, 1, 0, 0, 0) ⊤ supported on S, then any solution to Az = Ax can be represented as (1 − t, 1 − t, 3t/2, t/2, t/10) ⊤ . Among those, the unique minimizer of R ℓ1−ℓ2 (z) is z = (0, 0, 3/2, 1/2, 1/10) ⊤ , which is different from x and not the sparsest solution. In this case, ℓ 1 succeeds in recovering the sparsest signal while ℓ 1 − ℓ 2 does not. 
. . , N } with #(S) ≤ s},
Recall that if A satisfies (NSP) or correspondingly (iNSP), then ker(A) \ {0} ⊂ K 1 or ker(A) \ {0} ⊂ K 2 respectively. Let x be a fixed s-sparse vector in R N , then z = x solves Az = Ax and any other solution of this system can be written as z = x + v with some v ∈ ker(A) \ {0} ⊂ K 1|2 . We will show in the next part that:
• if (R 1 ) holds then
• if (R 2 ) holds and x is not an equal-height vector then
thus x is the unique solution to (P R ) assuming either: (i) (R 1 ) and (NSP); or (ii) (R 2 ) and (iNSP) and x is not an equal-height vector. Since R is symmetric, without loss of generality, we assume
, where Then v ∈ K 1 (or v ∈ K 2 correspondingly) if and only if σ(v) < λ(v) (σ(v) ≤ λ(v) and v = 0 respectively). Also, note that t ≥ s + 1 for all v ∈ K 1 , and t ≥ s for all v ∈ K 2 with t = s occurring only if v is an equal-height vector. Below we consider two cases. 
