Abstract. The purpose of this paper is to give a definition and prove the fundamental properties of Besov spaces generated by the Neumann Laplacian. As a by-product of these results, the fractional Leibniz rule in these Besov spaces is obtained.
Introduction
The Besov spaces play an important role in studying approximation and regularity of functions, and have many applications to partial differential equations. There are a lot of literatures on characterization of Besov spaces (see, e.g., Triebel [18] [19] [20] ). We are concerned with Besov spaces characterized by differential operators via the spectral approach (see [1] [2] [3] 6, 7, [10] [11] [12] 14] and the references therein). The purpose of this paper is to give a definition of Besov spaces generated by the Neumann Laplacian on a domain, and prove their fundamental properties; completeness and embedding relations etc. The results in this paper would be applicable to the study of the Neumann problem to partial differential equations.
Let us state the known results on Besov spaces over a domain Ω R n . If Ω is the half space R n + , an exterior or a bounded domain with smooth boundary, then the theory of Besov spaces is well established by extending functions on Ω to R n or the restriction method of functions on R n to Ω (see, e.g., Triebel [18] [19] [20] ). In this paper we adopt the direct way, namely, we shall define Besov spaces on Ω as subspaces of the collection of distributions on Ω via explicit norms. In the formulation we will face on the problem to determine what kinds of spaces over Ω corresponding to the Schwartz space are. Actually, when the Dirichlet Laplacian is considered, we found the spaces of test functions and distributions on an arbitrary open set via the spectral approach, and succeeded in defining the Besov spaces on the open set (see [10] ). In this paper we shall define the Besov spaces generated by the Neumann Laplacian, whose main idea comes from [10] . Especially, the definition of homogeneous Besov spaces is also given by subspaces of the quotient spaces of a class of distributions on Ω which will be discussed in §5. Once the definition of Besov spaces on Ω is established, we are able to obtain the bilinear estimates in the Besov spaces along the same argument as in [11] . These estimates are also called fractional Leibniz rule (or the Kato-Ponce inequality), and are of great importance to study the well-posedness for nonlinear partial differential equations. This topic will be also discussed in §7.
Throughout this paper, we assume that Ω is a Lipschitz domain. Here, a domain Ω is said to be of Lipschitz if it is represented, locally near the boundary, as the region above of the graph of a Lipschitz function. We consider the Neumann Laplacian H N = −∆ on L 2 (Ω) with the domain
for any f ∈ D(H N ) and g ∈ H 1 (Ω). The operator H N is a non-negative self-adjoint operator on L 2 (Ω). Hence, thanks to the spectral theorem, there exists a spectral resolution {E H N (λ)} λ∈R of the identity for H N , and we write
For a Borel measurable function φ on R, an operator φ(H N ) is defined by
When vol(Ω) = ∞, the situation is similar to that of the Dirichlet Laplacian, since zero is not an eigenvalue of H N . However, if vol(Ω) < ∞, the situation is different. In particular case when Ω is a bounded and Lipschitz domain, the spectrum of H N is discrete and zero is an eigenvalue of H N . Thus, in this case, let {λ k } ∞ k=1 be the eigenvalues of H N such that (1.1) 0 = λ 1 < λ 2 < · · · < λ k < · · · and lim k→∞ λ k = ∞.
We denote by E the eigenspace associated with zero eigenvalue. It is well known that E is the space consisting of all constant functions on Ω. Its orthogonal complement E ⊥ is the space
Then the space L 2 (Ω) is decomposed as the direct sum of E and E ⊥ :
This paper is organized as follows. In §2 we give the definition of Besov spaces generated by H N , and state the main results. In §3 we prove L p -L q -estimates for spectral multipliers for the Neumann Laplacian H N , which play a crucial role in studying the Besov spaces. In §4 we prove gradient estimates for the spectral multipliers, which are useful in proving the bilinear estimates. In §5 we state fundamental properties of the spaces of test functions and distributions on Ω. In §6 the proof of one of the main results is given. In §7 we give a remark on the bilinear estimates in the Besov spaces.
Statement of results
In this section we state the results. To illustrate the results in this paper, let us recall the definition of Besov spaces on R n . We denote by S(R n ) the space of all rapidly decreasing functions on R n , and S ′ (R n ) the space of the tempered distributions on R n . For 0 < p, q ≤ ∞ and s ∈ R, the inhomogeneous Besov space B
where F is the Fourier transform on R n , F −1 is the inverse Fourier transform, and {ψ} ∪{φ j } j is the Littlewood-Paley partition of unity. The homogeneous Besov spacė B
Here
n endowed with the induced topology of S(R n ).
Based on these considerations, we divide this section into two subsections; definition of Besov spaces generated by H N in § §2.1, and results on the Besov spaces in § §2.2.
Definition of Besov spaces.
We begin by introducing the spaces of test functions on Ω and their duals. For this purpose, let us introduce the Littlewood-Paley partition of unity. Let φ 0 be a non-negative and smooth function on R such that
and {φ j } j∈Z is defined by letting
Definition (Test functions and distributions on Ω). (i) (Linear topological spaces X (Ω) and X ′ (Ω)). A linear topological space X (Ω) is defined by letting
equipped with the family of semi-norms
Furthermore, X ′ (Ω) denotes the topological dual of X (Ω).
(ii) (Linear topological spaces Z(Ω) and Z ′ (Ω)). A linear topological space Z(Ω) is defined by letting
equipped with the family of semi-norms {q M (·)} ∞ M =1 given by
Let us give a few remarks on X (Ω), Z(Ω) and their dual spaces. These spaces provide the basis of definition of our Besov spaces. In fact, the spaces are complete, which are assured by Proposition 5.1 below. Next, we see that X (Ω) corresponds to S(R n ) and Z(Ω) to S 0 (R n ), respectively (see Proposition A.1 in appendix A). Thus we can proceed the argument.
When we consider the inhomogeneous Besov spaces, a function ψ, whose support is restricted in the neighborhood of the origin, is needed. More precisely, let ψ ∈ C ∞ 0 (R) be a function satisfying
We are now in a position to define Besov spaces generated by H N .
Definition (Besov spaces).
Let s ∈ R and 1 ≤ p, q ≤ ∞. Then the Besov spaces are defined as follows:
(ii) The homogeneous Besov spacesḂ s p,q (H N ) are defined by lettinġ
When Ω = R n , i.e., H N = −∆ on R n , the norms (2.7) and (2.8) are equivalent to the classical ones (2.1) and (2.2), respectively, since spectral multiplies ψ(−∆) and φ j ( √ −∆) coincide with the Fourier multipliers:
Let us give some notations and definitions used in this paper. We use the notation X ′ ·, · X of duality pair of a linear topological space X and its dual X ′ . When φ is a real-valued Borel measurable function on R, the dual operator of an operator
′ (Ω) and g ∈ X (Ω). The dual operator on Z ′ (Ω) is defined in the same way as above. We can regard functions in the Lebesgue spaces as elements in X ′ (Ω) and
respectively, which are assured by embedding relations
for any 1 ≤ p ≤ ∞ (see Proposition 5.5 below).
Statement of results.
In this subsection we state several results on the Besov spaces generated by H N .
Theorem 2.1. Assume that Ω is a Lipschitz domain in R n with compact boundary, where n ≥ 3 if Ω is unbounded, and n ≥ 1 if Ω is bounded. Let s ∈ R and 1 ≤ p, q ≤ ∞. Then the following assertions hold:
is independent of the choice of {ψ} ∪ {φ j } j∈N satisfying (2.4), (2.5) and (2.6), and enjoys the following:
is independent of the choice of {φ j } j∈Z satisfying (2.4) and (2.5), and enjoys the following:
The proof of Theorem 2.1 is similar to that of Theorem 2.5 in [10] .
The following result states the fundamental properties of the Besov spaces such as duality, lifting properties, and embedding relations. Theorem 2.2. Let Ω be as in Theorem 2.1, and let s, s 0 ∈ R and 1 ≤ p, q, q 0 , r ≤ ∞. Then the following assertions hold:
(ii) (a) The inhomogeneous Besov spaces enjoy the following properties:
(b) The homogeneous Besov spaces enjoy the following properties:
The proof of Theorem 2.2 is similar to that of Propositions 3.2 and 3.3 in [10] . Now, the homogeneous Besov spacesḂ (i) Let Ω be a unbounded Lipschitz domain in R n with compact boundary, where
where J(f ) is the restriction of f on the subspace Z(Ω) of X (Ω). (ii) Let Ω be a bounded Lipschitz domain in R n with n ≥ 1. Then the isomorphism in (i) holds also for any s ∈ R.
The proof of Theorem 2.3 is done in §6.
L p -L q -estimates for spectral multipliers
This section is devoted to proving L p -L q -estimates for spectral multipliers for H N . We denote by B(X, Y ) the space of all linear bounded operators from a Banach space X to another one Y . When X = Y , we write B(X) = B(X, X). Introducing the characteristic function χ (0,∞) (λ) of (0, ∞), we write for brevity a projection as
Throughout this section, §5 and §6 we always assume that Ω is a Lipschitz domain in R n with a compact boundary, where n ≥ 3 if Ω is unbounded, and n ≥ 1 if Ω is bounded. This assumption is necessary for developing functional calculus.
The L p -L q -estimates for operators in the Littlewood-Paley partition of unity play a fundamental role in our argument.
Proposition 3.1. Let 1 ≤ p ≤ q ≤ ∞, and let {ψ} ∪ {φ j } j be functions given by (2.4), (2.5) and (2.6). Then for any m ∈ N ∪ {0}, there exists a constant C > 0 such that
≤ C, and for any α ∈ R there exists a constant C > 0 such that
for any j ∈ Z. In particular, if Ω is bounded, then for any m ∈ N and α ∈ R there exist two constants µ > 0 and C > 0 such that
Proposition 3.1 is an immediate consequence of the following.
Furthermore, we have the uniform estimates:
(i) If Ω is unbounded, then there exists a constant C > 0 such that
, then there exist two constants µ > 0 and C > 0 such that
for any θ > 0.
The proof of Lemma 3.2 is postponed in § §3.2.
We divide the section into two subsections. In § §3.1 we prove the estimates for the resolvent of H N and the operator φ(H N ) in amalgam spaces. In § §3.2 we prove Lemma 3.2.
3.1. Estimates in amalgam spaces. Following [12] (see also Jensen and Nakamura [13] and the references therein), let us define the amalgam spaces as follows:
where C θ (m) is the intersection of Ω and the cube centered at θ 1/2 m (m ∈ Z n ) with side length θ 1/2 , i.e.,
It is readily seen from the definition that
for any θ > 0 and 1 ≤ p, q ≤ ∞.
We shall prove the following lemmas.
Furthermore, we have the uniform estimates for the resolvent with respect to θ > 0 as follows:
If Ω is bounded, then the estimates (3.7) and (3.8) hold for any 0 < θ ≤ 1.
Lemma 3.4. Let φ ∈ S(R). Then there exists a constant C > 0 such that
To prove Lemma 3.3, we need the Gaussian upper bounds for semigroup {e −tH N } t>0 generated by H N .
Lemma 3.5. Let e −tH N (x, y) be the kernel of the semigroup e −tH N . Then the following assertions hold:
(i) If Ω is unbounded, then there exist two constants C 1 > 0 and C 2 > 0 such that
for any t > 0 and x, y ∈ Ω. (ii) If Ω is bounded, then there exist two constants C 3 > 0 and C 4 > 0 such that
for any t > 0 and x, y ∈ Ω. Furthermore, let (P e −tH N )(x, y) be the kernel of P e −tH N . Then there exist three constants µ > 0, C 5 > 0 and C 6 > 0 such that
for any t > 0 and x, y ∈ Ω.
Proof. The estimate (3.10) is proved by Chen, Williams and Zhao (see [4] ), and the estimate (3.11) is proved by Choulli, Kayser and Ouhabaz (see [5] ). Hence it suffices to prove the estimate (3.12).
Since the spectrum of H N satisfies (1.1), it follows that
for any t > 0 and f ∈ L 2 (Ω). Next, we claim that
for any f ∈ L 2 (Ω). In fact, putting
we have
Lettingf be the zero extension of f from Ω to R n , we estimate, by using (3.11), Young's inequality and quantity (3.15),
which proves (3.14). Hence, when t > 1, combining (3.13) and (3.14), we find that
for any f ∈ L 2 (Ω), which implies that by duality argument,
for any t > 1 and f ∈ L 1 (Ω). Hence, combining the estimates obtained now, we get
for any t > 1 and f ∈ L 1 (Ω). Here we note from the standard argument that
(see appendix B in [11] ). Then, putting L = diam(Ω), we deduce from (3.16) that
for any t > 1 and x, y ∈ Ω, where
is bounded in t > 1. Thus we conclude the estimate (3.12). The proof of Lemma 3.5 is finished.
We are now in a position to prove Lemma 3.3.
Proof of Lemma 3.3. We prove the assertion (i), since the proof of (ii) is similar to that of (i). The proofs of uniform estimates (3.7) and (3.8) are done by combining Lemma 3.5 and the following formula:
for any β > 0 and M > 0. For more details, see §4 in [12] . The proof of Lemma 3.3 is finished.
Next we prove Lemma 3.4. For this purpose, we need a class of operators on L 2 (Ω).
Definition. Let α > 0 and θ > 0. We say that A ∈ A α,θ if A ∈ B(L 2 (Ω)) and
where χ C θ (m) is the characteristic function on the cubes C θ (m).
Proof of Lemma 3.4. Let θ > 0. By Lemma B.1, the operator φ(θH N ) belongs to A α,θ for any α > 0. Choosing α > n/2, and applying Lemma B.2 to φ(θH N ), we estimate
Hence, noting from (B.1) in Lemma B.1 that
and |||φ(θH N )||| α,θ ≤ Cθ α 2 , we conclude (3.9). The proof of Lemma 3.4 is finished.
3.2. Proof of Lemma 3.2. In this subsection we prove Lemma 3.2. For the proof of L p -L q -estimates (3.5), it is sufficient to prove that
In fact, if (3.17) is proved, then L ∞ -estimate is obtained by duality. Applying the Riesz-Thorin interpolation theorem, we get L p -estimates Let us now concentrate on proving (3.17) for any θ > 0. By the definition of
for any f ∈ L 1 (Ω), where we used
for any m ∈ Z n .
Here, given M > 0 and β > n/4, we chooseφ ∈ S(R) such that
Combining Lemmas 3.3 and 3.4, we deduce that
for any f ∈ L 1 (Ω). Thus, combining (3.19) and (3.20), we conclude (3.17) for any θ > 0. The present argument is also effective in the case when Ω is the bounded domain, and hence, we get the estimate (3.5) for any 0 < θ ≤ 1. Thus, all we have to do is to prove the estimate (3.6) for any θ > 1 in the assertion (ii).
We prove (3.6) for θ > 1. Since the support of φ is away from the origin, we write
. Then, by using the estimate (3.13) and the above identity, we deduce that
Since the support of φ is compact, it follows that
and hence,
Therefore, we deduce from (3.21) and (3.22) that
On the other hand, it follows from the estimate (3.14) for t = θ > 1 that
and hence, by duality argument we deduce that
Hence, combining (3.23) and (3.24), we obtain
for any θ > 1. Thus, performing the previous argument, we conclude the estimate (3.6) in the assertion (ii). The proof of Lemma 3.2 is finished.
Gradient estimates for spectral multipliers
In this section we prove the gradient estimates for spectral multipliers, which will be useful in proving bilinear estimates.
Let us consider the domain Ω such that the following estimate holds:
either for any 0 < t ≤ 1, or for any t > 0, where C > 0 is the constant independent of t.
When Ω is an exterior domain in R n , n ≥ 3, with compact and smooth boundary, the estimate (4.1) for t > 0 is proved by Ishige (see [9] ). As to the case when Ω is a bounded domain, we have the following: Proposition 4.1. Let Ω be a bounded and smooth domain in R n with n ≥ 1. Then the estimate (4.1) holds for any t > 0.
Proof. When Ω is bounded and smooth, the estimate (4.1) for 0 < t ≤ 1 holds (see, e.g., §1 in [9] ). Hence it is sufficient to prove (4.1) for t ≥ 1. We note that
and applying (4.1) for t = 1/2 to the right member of the above equation, we get
Hence, applying (3.14) to the right member of the above estimate, we find that
for any t > 1 and f ∈ L ∞ (Ω). Here, thanks to L 2 -estimate (3.13) and Hölder's inequality, there exists a constant µ > 0 such that
for any t > 1 and f ∈ L ∞ (Ω). Hence, combining two estimates obtained now, we get the estimate (4.1) for any t > 1.
We shall prove here the following.
Proposition 4.2. Assume that Ω is a Lipschitz domain in R
n with compact boundary, where n ≥ 3 if Ω is unbounded, and n ≥ 1 if Ω is bounded. Let 1 ≤ p ≤ ∞, and let {ψ}∪{φ j } j be functions given by (2.4), (2.5) and (2.6). Then the following assertions hold:
(i) Assume further that Ω is a domain such that the gradient estimate (4.1) holds for any 0 < t ≤ 1. Then there exists a constant C > 0 such that
(ii) Assume further that Ω is a domain such that the gradient estimate (4.1) holds for any t > 0. Then the estimates (4.3) and (4.4) hold for any j ∈ Z.
For the proof of Proposition 4.2, we need the following.
Lemma 4.3. Assume that Ω is a Lipschitz domain in R n with compact boundary, where n ≥ 3 if Ω is unbounded, and
Proof. Since
by using
we readily see that
for any θ > 0. Hence, taking account of the Riesz-Thorin theorem, we have only to prove that
When Ω is unbounded, we need the following estimate:
for any θ > 0. The estimate (4.6) is proved by the same argument as in (3.9) from Lemma 3.4 if we use the estimate (B.2) instead of (B.1) in Lemma B.1. Thus the estimate (4.5) for any θ > 0 is proved in a similar way to the assertion (i) in Lemma 3.2. When Ω is bounded, the estimate (4.5) for 0 < θ ≤ 1 is obtained in a similar way to the unbounded case. Hence all we have to do is to prove (4.5) for θ > 1 in the case when Ω is bounded. By the same argument as in (4.2), we deduce from (3.13) that
for any g ∈ L 2 (Ω). Now we estimate
. Then, by using (4.7), we estimate the right member of (4.8) as
, where we used (3.24) in the last step. Thus, combining (4.8) and (4.9), we conclude the desired L 1 -estimate by density argument. The proof of Lemma 4.3 is finished.
We are now in a position to prove Proposition 4.2.
Proof of Proposition 4.2. We prove only the assertion (ii), since the proof of assertion (i) is similar to that of (ii). Thanks to Lemma 4.3 for p = 1 and the Riesz-Thorin interpolation theorem, it suffice to show that (4.10)
When Ω is unbounded, these estimates are immediate consequences of the gradient estimate (4.1) for t > 0 and the assertion (i) in Lemma 3.2. In a similar way, when Ω is bounded, the estimate (4.11) is proved by combining the estimate (4.1) with the latter part of the assertion (i) in Lemma 3.2. We have to prove (4.10) for bounded domain case. Let f ∈ L ∞ (Ω). Then we see that f ∈ L 2 (Ω), and hence, following the idea of derivation of (4.2), we write
for any j ∈ Z, where F is a smooth and non-negative function on R such that
Then, combining the estimate (4.1) with the estimate (3.6) in Lemma 3.2, we deduce that
for any j ∈ Z and f ∈ L ∞ (Ω), since ∞) ). Thus we obtain the estimate (4.3) for p = ∞. The proof of Proposition 4.2 is now finished.
Fundamental properties of X (Ω), Z(Ω) and their dual spaces
In this section we discuss the fundamental properties of X (Ω), Z(Ω) and their dual spaces. Going back to the argument of Besov spaces generated by the Dirichlet Laplacian (see [10] ), we observe that the results in this section are the foundations for proofs of Theorems 2.1, 2.2 and 2.3.
Let us impose the assumption on Ω in §3. The first result is the following.
Proposition 5.1. X (Ω) and Z(Ω) are Fréchet spaces.
Proof. We can prove the completeness of X (Ω) in a similar way as in Lemma 4.2 from [10] , regardless of unboundedness or boundedness of Ω. Also, when Ω is unbounded, the proof of completeness of Z(Ω) is similar to that lemma. So we omit the details in these cases. Based on this consideration, we prove the completeness of Z(Ω) in the case when Ω is the bounded domain.
Let {f m } ∞ m=1 be a Cauchy sequence in Z(Ω). Since Z(Ω) is a subspace of X (Ω), and since X (Ω) is complete, {f m } ∞ m=1 is also a Cauchy sequence in X (Ω), and hence, there exists an element f ∈ X (Ω) such that f m converges to f in X (Ω) as m → ∞. Then we can check that f satisfies
in the same way as in the latter part of proof of Lemma 4.2 in [10] . Furthermore, since E ⊥ is a closed subspace of L 2 (Ω) and f m converges to f in L 2 (Ω) as m → ∞, we have f ∈ E ⊥ . Hence f ∈ Z(Ω). Thus we conclude that Z(Ω) is complete. The proof of Proposition 5.1 is finished.
The following propositions are proved in the completely same arguments as Lemmas 4.3 and 4.4 in [10] , respectively. So we may omit the proofs.
Proposition 5.2.
(i) For any f ∈ X ′ (Ω), there exist a number M 0 ∈ N and a constant C f > 0 such that
for any g ∈ Z(Ω). Next we introduce approximations of identity in X (Ω) and Z(Ω). More precisely, we have the following. (i) For any f ∈ X (Ω),
Furthermore, for any f ∈ X ′ (Ω), the identity (5.1) holds in X ′ (Ω), and
Furthermore, for any f ∈ Z ′ (Ω), the identity (5.2) holds in Z ′ (Ω), and
Proof. We prove the assertion (ii) in the case when Ω is the bounded domain, since the unbounded case are proved in the same way as in Lemma 4.5 in [10] . Let f ∈ Z(Ω).
Since Z(Ω) ⊂ E ⊥ , it follows that f ∈ E ⊥ , and hence, we have
On the other hand, we find from the estimates (3.2) for p = q = 1 in Proposition 3.1 that
which implies that
This means that the series in the right member of (5.3) converges absolutely in Z(Ω). Thus (5.2) is proved. The latter part is proved by combining the Hahn-Banach theorem with
for any f ∈ Z ′ (Ω) and h ∈ Z(Ω). For more details, see the proof of Lemma 4.5 in [10] .
Similarly, the assertion (i) is proved by using the estimate (3.1) instead of (3.2). The proof of Proposition 5.4 is finished.
The following result states the relations among Lebesgue spaces and the spaces of test functions and distributions on Ω.
Furthermore, we have
Proof. For the proof of (5.4), see Lemma 4.6 in [10] . The inclusion (5.5) is an immediate consequence of the Sobolev embedding theorem and
(Ω) for any M ∈ N and f ∈ X (Ω). The proof of Proposition 5.5 is complete.
In the rest of this section we shall characterize the space Z ′ (Ω) by the quotient space of X ′ (Ω). Let us recall that X ′ (Ω) and Z ′ (Ω) correspond to S ′ (R n ) and S ′ 0 (R n ), respectively. It is well known that S ′ 0 (R n ) is characterized by the quotient space of S ′ (R n ) modulo polynomials, i.e.,
where P is the set of all polynomials of n real variables (see, e.g., Proposition 1.1.3 in Grafakos [8] ). Thus, let us define a space P(Ω) by
where J(f ) is the restriction of f on the subspace Z(Ω) of X (Ω). It is readily checked that P(Ω) is a closed subspace of X ′ (Ω), and hence, the quotient space X ′ (Ω)/P(Ω) is a linear topological space endowed with the quotient topology.
We have the following. Proposition 5.6. Let P(Ω) be as in (5.6). Then
The proof of Proposition 5.6 is done by using Theorem in p.126 from Schaefer [16] and Propositions 35.5 and 35.6 from Tréves [17] (see also Theorem 1.1 in Sawano [15] ). For more details, see §3.4 in [11] .
The space P(Ω) enjoys the following.
Proposition 5.7. The following assertions hold:
(i) Let f ∈ X ′ (Ω). Then the following assertions are equivalent:
In addition, if Ω is a bounded domain, then
Proof. The proof of the assertion (i) is the same as that of Lemma 3.8 in [11] . Hence it is sufficient to prove the assertion (ii). Let f ∈ P(Ω). We claim that f ∈ L ∞ (Ω). In fact, by using the identity (5.1) in X ′ (Ω) from Proposition 5.4, we find from the assertion (i-b) that
for any j ∈ Z. Hence it follows from the latter part of the assertion (i) in Proposition 5.4 that f ∈ L ∞ (Ω). Then, thanks to (5.9), recalling that Ω is a smooth domain, we find from (4.3) that
for any j ∈ Z, which implies that ∇f = 0 in Ω. Then f is a constant on Ω. Hence we have the inclusion (5.10) {0} ⊂ P(Ω) ⊂ {f = c on Ω : c ∈ C} .
Since P(Ω) is a linear space, we conclude that if P(Ω) = {0}, then P(Ω) is the space of all constant functions on Ω. This proves (5.7). Finally, we consider the case when Ω is a bounded domain. Then it follows from (5.10) that P(Ω) ⊂ E.
To prove the converse, since Z(Ω) ⊂ E ⊥ by the definition of Z(Ω), we see from the definition (5.6) of P(Ω) that
This proves (5.8). The proof of Proposition 5.7 is finished.
As was seen in Proposition 5.6, the space Z ′ (Ω) is characterized by the quotient space X ′ (Ω)/P(Ω). Hence the homogeneous Besov spacesḂ s p,q (H N ) can be also characterized as subspaces of the quotient space X ′ (Ω)/P(Ω) bẏ
where [f ] is the equivalent class of the representative f ∈ X ′ (Ω), i.e.,
Here, we put
Then, thanks to the assertion (i) in Proposition 5.7, the quantity (5.11) is independent of the choice of the representative. It also enjoys the axiom of norm.
Proof of Theorem 2.3
In this section, imposing the assumption on Ω in §3, we prove Theorem 2.3. For this purpose, we need the following.
Lemma 6.1. For any g ∈ X (Ω), we have
for any j ∈ Z.
Proof. Fixing j ∈ Z, we note that
only if k = j − 1, j, j + 1. Then we deduce from (3.2) for p = q = 1 and α = 0 in Proposition 3.1 that for any M ∈ N,
which proves (6.1). The proof of Lemma 6.1 is finished.
We turn to the proof of Theorem 2.3.
Proof of Theorem 2.3. When Ω is unbounded, the proof is similar to that of Proposition 3.4 in [10] . Hence we may omit the details in this case.
Let us prove the case when Ω is bounded. Seṫ
where we recall that J(f ) is the restriction of f on the subspace
We divide the proof into five steps.
converges in X ′ (Ω) for any extensionf of f . In fact, since the high spectrum part of q M (f ) is equivalent to that of p M (f ), the series of the high spectrum part in (6.2) converges in X ′ (Ω). Hence it suffices to show the convergence of the series of the low spectrum part in (6.2). Thanks to Lemma 6.1, we write
for any g ∈ X (Ω). Here, putting
Then we deduce from (3.2) for p = q = 1 and α = 0 in Proposition 3.1 that
for any g ∈ X (Ω). As to the first factor in the right member of (6.5), by using the identities (6.4), we write
Then, thanks to (3.4) for q = ∞ and α = 0 in Proposition 3.1, we estimate
where we used the embedding relation in the assertion (ii) from Proposition 2.2 in the last step. Summarizing (6.3), (6.5) and (6.6), we conclude that the series of the low spectrum part in (6.2) converges in X ′ (Ω). Hence the claim is proved.
for any extensionf of f . Indeed, the previous result assures that all the series in (6.7) converge in X ′ (Ω). Since
for any k ∈ Z, it follows that
for any k ∈ Z. This proves (6.7).
Third step. We claim that if f ∈Ḃ s p,q (H N ), then
for any extensionf of f . In fact, since J is continuous from
Here, thanks to part (ii) of Proposition 5.4, we have
Thus, combining the above two equations, we conclude (6.8).
Fourth step. We claim that if f ∈Ḃ s p,q (H N ), then (6.9)f 1 −f 2 ∈ P(Ω)
for any extensionsf 1 andf 2 of f . Indeed, since J(f 1 ) = J(f 2 ) = f , we see that
for any g ∈ Z(Ω), which implies (6.9) by the definition of P(Ω) (see (5.6)).
End of the proof. Taking account into the previous steps, we observe that the mapping T : f ∈Ḃ Proof. Since the gradient estimates are established in Proposition 4.2, the proof is performed by a similar argument as in the Dirichlet Laplacian case [11] . So we may omit the details.
for any j ≤ 0. Hence, multiplying 2 M |j| to the both sides and taking the supremum with respect to j ≤ 0, we get (A.1). Conversely, we suppose that (A.1) holds. We estimate
As to the first factor in the right member of (A.5), noting that supp φ j ⊂ {|ξ| ≤ 2} for j ≤ 0, we deduce from L 1 -L ∞ -boundedness of F −1 that there exists a constant C > 0 such that
for any j ≤ 0. As to the second factor, applying Theorem in Section 1.5.2 in [18] to this factor, we find that (A.7)
for any j ≤ 0, where C is independent of j. Hence, combining (A.5), (A.6) and (A.7), we conclude the assertion (i). The proof of Proposition A.1 is finished.
Appendix B.
In this appendix we state two lemmas. The first one states that operators φ(θH N ) and ∇φ(θH N ) belong to A α,θ .
Lemma B.1. Assume that Ω is a Lipschitz domain in R n . Let φ ∈ S(R). Then the operators φ(θH N ) and ∇φ(θH N ) belong to A α,θ for any α > 0 and θ > 0. Furthermore, there exists a constant C > 0 such that for any θ > 0.
The proof of Lemma B.1 is similar to that of Lemmas 6.3 and 7.1 in [12] . Here, we use the fact that C ∞ 0 (R n )| Ω is dense in H 1 (Ω), which is the main difference from the previous paper [12] . Indeed, instead of this fact, in Dirichlet Laplacian case we used the density of C The second one is the following.
Lemma B.2 (Lemma 6.2 in [12] ). Let Ω be an open set in R n . Assume that α > n/2 and θ > 0. If A ∈ A α,θ , then there exists a constant C > 0, depending only on n and α, such that
