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Statistical Approaches for Signal Processing with Application to Automatic
Singer Identification
by Shiteng YANG
In the music world, the oldest instrument is known as the singing voice that plays
an important role in musical recordings. The singer’s identity serves as a primary
aid for people to organize, browse, and retrieve music recordings. In this thesis,
we focus on the problem of singer identification based on the acoustic features of
singing voice. An automatic singer identification system is constructed and has
achieved a very high identification accuracy. This system consists of three cru-
cial parts: singing voice detection, background music removal and pattern recog-
nition. These parts are introduced and explored in great details in this thesis.
To be specific, in terms of the singing voice detection, we firstly study a tradi-
tional method, double GMM. Then an improved method, namely single GMM,
is proposed. The experimental result shows that the detection accuracy of sin-
gle GMM can be achieved as high as 96.42%. In terms of the background music
removal, Non-negative Matrix Factorization (NMF) and Robust Principal Compo-
nent Analysis (RPCA) are demonstrated. The evaluation result shows that RPCA
outperforms NMF. In terms of pattern recognition, we explore the algorithms of
Support Vector Machine (SVM) and Gaussian Mixture Model (GMM). Based on
the experimental results, it turns out that the prediction accuracy of GMM classi-
fier is about 16% higher than SVM.
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1Chapter 1
Introduction
1.1 Background
As the digital music becoming more and more popular, music databases, both
professional and personal, are growing fast. Technologies are needed for effi-
ciently categorizing and retrieving these music collections, so that customers can
be provided with powerful functions for browsing and searching musical content.
The singer identification is such a technique that can be employed to identify the
singer of a song by analyzing the auditory features of the music signal ([Kim and
Whitman, 2002],[Liu and Huang, 2002]). With this capability involved in a music
system, the users can easily get to know the singer’s information of an arbitrary
song, or retrieve all songs performed by a particular singer in a distributed music
database [(Zhang and Packard, 2003)].
Searching for songs using the singer’s name is the most common method in mu-
sic retrieval system. However, till now, the music information retrieval system is
based on text tags of singer’s names and song titles, not on characteristics of his
or her voice. If the singer’s name is not known, a user could hardly find songs he
wants. Hence, study based on using vocal segment in a song for retrieval is rather
necessary [(Zhang and Packard, 2003)]. A more direct way of singer identifica-
tion is to retrieve the names of singers through the singer’s voice ([Fujihara et al.,
2010]). Furthermore, this technology can also be used to cluster songs of similar
voices of singers in a music collection, or search for songs which are similar to a
query song in terms of the singer’s voice.
In contrast to classification of complete songs based on genre or other means
([Tzanetakis and Cook, 2002]), singer identification can be used to find cameo’s or
guest appearances in live concert recordings, to identify the singers in a movie’s
musical interludes, to distinguish between an original song and a cover-band, or
otherwise to obtain singer identity information where it may be undocumented
or difficult to find. Furthermore, singer identification may also enable companies
to rapidly scan suspect websites for piracy, especially bootleg concert recordings,
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in which the company will typically not have a copy of the original audio data for
comparison.
1.1.1 The attribute of singing voice
The singing voice is the oldest musical instrument and one with which almost
everyone has a great deal of familiarity ([Rao, Ramakrishnan, and Rao, 2009]).
Given the importance and usefulness of vocal communication, it is not surprising
that our auditory physiology and perceptual apparatus has evolved to a high level
of sensitivity to the human voice. Once we are exposed to the sound of a particular
person’s speaking voice, it is relatively easy to identify that voice, even with very
little training. For the most part the same holds true with regards to the singing
voice. Once we become familiar with the sound of a particular singer’s voice, we
can usually identify the voice, even when hearing a piece for the first time.
Not only is the voice the oldest musical instrument, it is also one of the most
complex from an acoustic standpoint. This is primarily due to the rapid acoustic
variation involved in the singing process. In order to pronounce different words,
a singer must move their jaw, tongue, teeth, etc., changing the shape and thus the
acoustic properties of their vocal tract. No other instrument exhibits the amount
of physical variation of the human voice. This complexity has affected research in
both analysis and synthesis of singing ([Kim, 2001]).
In spite of this complexity, voice identification is almost effortless to us. But per-
haps what is more remarkable is that even in the presence of interfering sounds,
such as instruments or background noise, we can still identify the voice of a fa-
miliar singer. Thus, our process of identification most likely depends on features
invariant to these environmental variations.
1.1.2 Singer identification and speaker recognition
A significant amount of research has been performed on speaker recognition from
digitized speech for applications such as verification of identity. These systems
for the most part use features similar to those used in speech recognition. Many
of these systems are trained on pristine data (without background noise) and per-
formance tends to degrade in noisy environments. And since they are trained on
spoken data, they perform poorly to singing voice input. For more on speaker
recognition systems, see ([Mammone, Zhang, and Ramachandran, 1996]).
In singer identification, the main intention is to identify the singer’s voice and
in speaker recognition, the goal is to find out the speaker. So, the objective of
these two recognition systems is the same. But the speaker recognition system
is not applicable for singer identification. The solution for this problem lies in
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distinguishing the characteristic features of one voice from another. The task
of singer recognition is largely complicated because the singer’s voice is totally
tangled with a non-stationary background signal ([Mammone, Zhang, and Ra-
machandran, 1996]). It is a difficult task to get original solo voice data (without
background accompaniment) for directly extracting the singer’s vocal characteris-
tics. Another important issue is caused by the requirement of training the system
to differentiate between the various sound sources in the music recordings such
as vocals, background accompaniments and background noises.
1.1.3 Auditory features
Singer identification belongs to artist identification in content-based Music Infor-
mation Retrieval, there are many researches in this field and many research re-
sults. Singer identification is mainly made up of two parts: feature extraction
and classifier. Some methods are based on speech recognition, feature extrac-
tion exemplified by Mel-frequency Cepstral Coefficient (MFCC) ([Zhang, 2003],
[Khine, Nwe, and Li, 2008], [Khine, Nwe, and Li, 2007]), Liner Prediction Cepstral
Coefficient (LPCC) ([Khine, Nwe, and Li, 2007]), and models, by way of exam-
ple, Gaussian Mixture Model (GMM) ([Chang, 2009], [Fujihara et al., 2010]), Hid-
den Markov Model (HMM) ([Nwe and Wang, 2004]) and Support Vector Machine
(SVM) ([Maddage, Xu, and Wang, 2004]).
Recently, some new methods are proposed in feature extraction, for instance, Oc-
tave Frequency Cepstral Coefficients (OFCC) ([Khine, Nwe, and Li, 2008]), Log
Frequency Power Coefficients (LFPC) ([Nwe and Wang, 2004]) and Timbre Cep-
stral Coefficient ([Khine, Nwe, and Li, 2007]). In ([Fujihara et al., 2010]), the ac-
companiment sound is reduced using Goto’s PreFEst ([Goto, 2004]) method, and
LPMCCs and delta-F0s are employed as feature vectors. In ([Chang, 2009]), pitch
information is considered as features. In ([Bartsch and Wakefield, 2004]), the vi-
brato is extracted to identify the singing voice of human. However, this algo-
rithm is affected by the accompaniment music. The researchers proposed that
the non-negative matrix factorization (NMF) can be used to separate the singing
voice from the accompaniment music in ([Chanrungutai and Ratanamahatana,
2008]). In addition, in ([Regnier and Peeters, 2009],[Mesaros, Virtanen, and Kla-
puri, 2007]), the authors pay attention to the separation and detection of vocal and
nonvocal in songs using the above features. According to the above singing voice
features, MFCC and LPCC are generally used in singer identification system, but
the results are not satisfactory. OFCC is based on vibrato and octave frequency,
but vibrato cannot be observed if the tone is sung too softly ([Prame, 1994]), and
doesn’t exist in some singers. Octave is often similar among singers of the same
gender and style. In ([Fujihara et al., 2010]), the accompaniment sound is reduced
to improve the effect at the price of resynthesizing the audio signal.
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1.1.4 Other researchers’ works on singer identification
Many researches have been done on the field of singer identification mainly for
music information retrieval systems. Kim et al. proposed a method to auto-
matically determine the singer’s identity using the various acoustic attributes ex-
tracted from songs ([Kim and Whitman, 2002]). But this method failed to consider
the impact of background music on the singer’s voice signal.
A method for singer identification based on spectrum, proposed by Bartsch and
Wakefield, operated well only for ideal cases that contained the audio samples
with singer’s voice only ([Bartsch and Wakefield, 2004]).
In "Singer identification based on vocal and instrumental models" proposed by
Maddage et al. the singer was identified using both low-level features and music
structure knowledge ([Maddage, Xu, and Wang, 2004]). But this method was not
suitable for short test music recordings with more instrumental section.
Another method proposed by Fujihara et al. was identifying the singer from poly-
phonic musical audio signals including sounds of various instruments ([Fujihara
et al., 2005]). But accurate melody extraction from polyphonic music was found
to be a difficult task.
1.1.5 Contribution
Considering the existing researches in this thesis, we would like to propose new
methods to resolve two fundamental problems. First, for singing voice detection,
based on the traditional method known as double GMM which has been widely
used by other researchers for many years, we propose an improved method known
as single GMM which is proved to have better detection performance. Second, in
order to remove the background music from the music recordings, we performed
singing voice separation. Two statistical approaches are studied, Non-negative
Matrix Factorization (NMF) and Robust Principal Component Analysis (RPCA).
From the experimental result, it turns out that RPCA outperforms NMF.
1.2 Thesis Organization
This thesis consists of 5 chapters and is organized as follows. Chapter 2, 3 and 4
can be viewed as part one, in which some theory and methods are studied. Chap-
ter 2 reviews techniques in feature extraction. We start with the general technique
of principal component analysis, then we move on to a feature extraction method
which has been most commonly used in the field of speech recognition, namely,
Mel-frequency Cepstral Coefficient (MFCC). Chapter 3 introduces two statistical
models for pattern recognition. We first review the Support Vector Machine (SVM)
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of two types, binary and multi-class SVM. Then we introduce the Gaussian Mix-
ture Model (GMM) and its parameter initialization and modification methods,
K-means clustering and EM algorithm. Chapter 4 studies some techniques used
in singing voice pre-processing, that is, double and single GMM in singing voice
detection, NMF and RPCA in singing voice separation. Chapter 5 elaborates the
experiments and results of singer identification. We firstly give an overview of
Auto-SID system, then introduce the experimental dataset. Thereafter, a set of
experiments are performed in order to compare different techniques. Finally, we
concludes our research by highlighting both the strengths and the weaknesses of
the techniques being used in the work. And then, some future works are demon-
strated.
6Chapter 2
Feature Extraction Techniques
This chapter introduces two different methods for feature extraction: principle
component analysis (PCA) and mel-frequency cepstral coefficient (MFCC). As we
know, in digital signal processing, the data structure of high-dimension and low-
sample-size (HDLSS) is always encountered. The analysis of HDLSS data can be
performed by PCA and MFCC in the way of feature extraction. On the other hand,
PCA is the method performed on the time domain, while MFCC is the technique
implemented on the frequency domain.
Section 2.1 introduces the technique of principle component analysis. It is often
used as a method to emphasize variation and extract out strong patterns in a data
set. Although PCA is always regarded as a approach for multicollinearity rem-
edy, essentially it can be used for feature extraction due to its distinct property in
dimensionality reduction. Generally, principle components can be obtained via
eigenvalue decomposition of XTX or singular value decomposition of X . But
when HDLSS data structure shows up, these kinds of method can not be used any
more since XTX is not singular in this case. In order to solve HDLSS problem,
eigenvalue decomposition of XXT is employed.
Section 2.2 introduces the method of mel-frequency cepstral coefficient. MFCC
uses non-linear audio perception to mimic human listening features and is based
upon the fact that human hearing perception can not perceive frequencies above
1000Hz. It performs the transformation for the signal from time domain to fre-
quency domain and maps the transformed signal in hertz onto mel scale by using
triangular overlapping windows. By now, MFCC is the most widely used feature
extraction method for speech recognition system.
2.1 Principal Component Analysis
Principle component analysis was firstly proposed in 1901 by Karl Pearson and
further developed by Harold Hotelling in the 1930s. It is the most widely used
method for multivariate analysis and has been used in various field, such as signal
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processing, multivariate quality control, mechanical engineering and etc ([Abdi
and Williams, 2010]).
PCA uses the orthogonal transformation to covert the correlated variables into
the principle components that are linearly uncorrelated. The number of princi-
ple components can be equal or less than the number of original variables. The
importance of principle components is determined by the eigenvalues which can
be used to measure the component ability on variation explanation ([Abdi and
Williams, 2010]). The first principle component has the largest eigenvalue which
means that it has explained as much of the variability as possible, and all of the
principle components are orthogonal to each other due to the reason that they are
the eigenvectors of the symmetric covariance matrix.
The most important property of PCA is dimensionality reduction ([Richardson,
2009]). This property is very helpful for visualising and processing the datasets
with very high dimensionality. Moreover, it is also reasonable to reduce the noise
in the dataset through this method. If the variables in original matrix contain
the gaussian noise which is independently identical distributed, then the princi-
ple components in transformed matrix will also contain the noise with same at-
tribute. The signal to noise ratio in the first few principle components which have
a large proportion of variance will be very high. This is due to the fact that these
components have explained most of the variability in the dataset, while the noise
variance in each column stayed the same. Therefore, PCA can concentrate most
of the signal into the first few principle components. The later components can be
discarded without great loss since the signal to noise ratios in these components
are very low.
2.1.1 PCA via Eigenvalue Decomposition
Principle component analysis can be performed by eigenvalue decomposition of
XTX , e.g. ([Jolliffe, 2002]). Specifically, suppose that we have a dataset Xn×p with
n observations and p variables, here n > p and each column is centered at 0. Each
row represents a different repetition of the experiment, and each column in the
matrix is a random variable that gives a particular kind of feature.
Xn×p =

x11 x12 · · · x1p
x21 x22 · · · x2p
...
...
. . .
...
xn1 xn2 · · · xnp

The population variance-covariance matrix can be written as
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V ar(X) = Σ =

σ21 σ12 · · · σ1p
σ21 σ
2
2 · · · σ2p
...
...
. . .
...
σp1 σp2 · · · σ2p
 = E [(X − E[X])T (X − E[X])]
Since each variable in the dataset has been centered at 0, the equation showed
above can be simplified to
V ar(X) = E
[
XTX
]
And the corresponding sample variance-covariance matrix is
S =
1
n− 1

xT1 x1 x
T
1 x2 · · · xT1 xp
xT2 x1 x
T
2 x2 · · · xT2 xp
...
...
. . .
...
xTp x1 x
T
p x2 · · · xTp xp
 (2.1)
The above matrix is assumed to be positive definite and symmetric. The variance
of each variable is located at the diagonal entry and the covariance between each
two variables is located at the off-diagonal entry. In order to remedy the multi-
collinearity, we linearly transform dataset X into a new dataset T in which the
covariance between any two variables is exactly zero. The goal can be achieved
by the way of eigenvalue decomposition of the matrix XTX ([Jolliffe, 2002]).
The eigenvalues and eigenvectors of matrix XTX can be obtained through this
equation:
XTX = WΛW T (2.2)
Here Λ = diag(λ1, λ2, · · · , λp) is a p × p diagonal matrix in which the eigenval-
ues are located at the diagonal entry and λ1 ≥ λ2 ≥ · · · ≥ λp ≥ 0. W =
[W1,W2, · · · ,Wp] is a p× p orthogonal matrix, normally known as loading matrix,
in which the column vectors Wj are the eigenvectors. Moreover, each eigenvector
is subject to the constraint that
W Tj Wj =
p∑
i=1
w2ij = 1
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Specifically, PCA performs the orthogonal linear transformation of dataset X in
this way:
T1 = w11X1 + w21X2 + · · ·+ wp1Xp = XW1
T2 = w12X1 + w22X2 + · · ·+ wp2Xp = XW2
...
Tp = w1pX1 + w2pX2 + · · ·+ wppXp = XWp
(2.3)
The variable Tj in the transformed dataset T = [T1, T2, · · · , Tp] is known as princi-
ple component and the covariance between each of component is equal to zero. So
these principle components are linearly uncorrelated with each other. The equa-
tion in 2.3 can also be simplified to
T = XW (2.4)
There exists an important fact about this linear transformation that the trace of
the matrix XTX is equal to the sum of the eigenvalues, e.g. ([Jolliffe, 2002]). And
also, notice that the trace is actually equal to the sum of variance of the variables
in dataset X or transformed dataset T .
trace(XTX) =
p∑
i=1
λi = (n− 1)
p∑
i=1
V ar(Xi) = (n− 1)
p∑
i=1
V ar(Ti) (2.5)
Therefore, based on the Equation 2.5 and the fact that λ1 ≥ λ2 ≥ · · · ≥ λp ≥ 0, it
is rarely necessary to keep all the principal components. Generally, we only keep
the first L principle components which preserve 95% variation. The remaining
components will be discarded without great information loss. This will gives a
truncated transformation, that is
TL = XWL (2.6)
Where the transformed matrix TL now has n rows but only L columns.
2.1.2 PCA and Singular Value Decomposition
Principal component analysis can also be performed in the way of singular value
decomposition of X ([Xanthopoulos, Pardalos, and Trafalis, 2013]). Let’s suppose
that we have a data matrix X with n rows and p columns, where n is the number
of samples and p is the number of variables. And also, each column of the data
matrix is centered so that the column means are now equal to zero.
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Specifically, the singular value decomposition can be performed in this way:
X = USV T (2.7)
Here, S is a rectangular diagonal matrix with n rows and p columns. The positive
numbers si located at the diagonal entry are known as the singular values ofX . U
is a square matrix of n×n size, the columns of which are known as the left singular
vectors of X . And W is a p× p matrix whose columns are called the right singular
vectors of X . Moreover, both left singular vectors and right singular vectors are
orthogonal unit vectors ([Giordani, 2014]).
Based on the Equation 2.7, the matrix XTX can be written as
XTX = V SUTUSV T = V S2V T
Compared with the eigenvalue decomposition of XTX , we can see that the right
singular vectors V of X are equivalent to the eigenvectors W of XTX and the
singular values si of X are equal to the square roots of the eigenvalues λi of XTX .
Therefore, in the singular value decomposition, the transformed matrix T can be
written as
T = XW = USV TV = US (2.8)
So each column vector of T is calculated by one of the left singular vectors of X
multiplied by the corresponding singular value.
2.1.3 PCA of High-dimension and Low-sample-size
The data matrix X used in the above subsection is assumed to have a n > p struc-
ture that the number of the observations is greater than the number of the vari-
ables. So the matrix XTX is non-singular or known as full rank matrix. When
the data matrix of high-dimension and low-sample-size shows up, XTX will be-
come singular and PCA can not be performed by either eigenvalue decomposition
of XTX or singular value decomposition of X under this situation. Fortunately,
HDLSS problem can be solved by the eigenvalue decomposition of XXT ([Shen,
Shen, and Marron, 2013],[Yata and Aoshima, 2015]).
The eigenvalues and eigenvectors of XXT can be calculated by the equation
XXT = UΛUT
⇓
XXTU = UΛ
(2.9)
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Then by pre-multiplying both sides of Equation 2.9 by XT , we have
(XTX)(XTU) = (XTU)Λ
Let Z = XTU , then
XTXZ = ZΛ
⇓
XTX = ZΛZT
(2.10)
From Equation 2.10, we can see that the matrix Z is equivalent to the loading ma-
trix W in the Equation 2.2. So the principal components can be obtained through
T = XZ = X(XTU) (2.11)
2.2 Mel-frequency Cepstral Coefficient
For any vocal signal recognition system, the first thing needed to be considered
about is which method should be employed to extract the auditory features from
signal. A good auditory feature should have the ability to extract out the com-
ponent which carries information that can be used for identifying the linguis-
tic message. By now, various feature extraction methods have been proposed,
such as Linear Prediction Coefficients (LPC), Linear Prediction Cepstral Coeffi-
cients (LPCC) ([Wong and Sridharan, 2001]), mel-frequency cepstral coefficients
(MFCC) ([Logan et al., 2000]) and so on. And the most widely used features are
mel-frequency cepstral coefficients (MFCCs). This extraction method was first
mentioned by Bridle and Brown in 1974, further improved by Mermelste in 1976
and have been state of the art ever since ([Muda, Begam, and Elamvazuthi, 2010]).
The steps of the MFCCs calculation are showed as follows and can also be viewed
visually in Figure 2.1
• Step1: Pre-emphasis
• Step2: Frame blocking
• Step3: Hamming windowing
• Step4: Fourier transform
• Step5: Mel filter bank processing
• Step6: Discrete cosine transform
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FIGURE 2.1: MFCC block diagram
2.2.1 Pre-emphasis
In the speech signal, the signal-to-noise ratio (SNR) in the low-frequency is actu-
ally lower than the one in the high-frequency. Since the high-frequency band was
suppressed during the sound production mechanism of humans, it is necessary to
perform a preliminary analysis on the speech signal before transforming it from
time domain to frequency domain, in order to increase the energy of signal at
high frequency. This preliminary analysis is known as pre-emphasis. Specifically,
a filter called first-order finite impulse response is used in this process, that is:
s2[n] = s[n]− a ∗ s[n− 1] (2.12)
Here, s[n] is the input signal and s2[n] is the output. Moreover, whether this filter
be high-pass or low-pass is determined by the value of a. If a < 0, then it is a low-
pass filter which can be used to emphasize the low frequency and de-emphasize
the high frequency. Otherwise, it is a high-pass filter which means high frequency
is emphasized and low frequency is de-emphasized. Under the situation of speech
signal, the filter used here should be high-pass and a is normally controlled be-
tween 0.9 and 1. Figure 2.2 shows the effect of pre-emphasis and we can see that
the voice part of the speech signal after pre-emphasis is emphasized.
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FIGURE 2.2: The effect of pre-emphasis with α = 0.95
2.2.2 Frame Blocking
Although the speech signal is time varying, its characteristics stay stationary in
a sufficiently short period of time interval. For this reason, speech signal is pro-
cessed in short time intervals. Specifically, the input speech signal is divided into
frames of 20 to 50 ms and each frame overlaps its previous frame by a pre-defined
size. The reason of overlapping is to smooth the transition from frame to frame.
If the sampling rate is 16000 Hz and each frame has 320 sample points, then the
frame length is 320/16000 = 20ms. Moreover, if the pre-defined size of overlap-
ping is 10 ms, then the frame rate is 1000/10 = 100 frames per second.
2.2.3 Hamming Windowing
The frames obtained from previous step have discontinuity at the first and last
points, and this discontinuity is likely to introduce undesirable effects in the fre-
quency response. In order to keep continuity of the signal, each frame has to be
multiplied with a window function. Specifically, the window function is a mathe-
matical function that is equal to zero except for a chosen interval and the window
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function employed in MFCC is called hamming window function. The equation
of this function is given by
w[n] = (1− α)− αcos
(
2pin
N − 1
)
, 0 ≤ n ≤ N − 1 (2.13)
Where N is the number of samples in each frame. Different values of α corre-
sponds to different curves for the hamming windows as shown in the Figure 2.3.
FIGURE 2.3: Hamming window with different α
With the hamming window defined above, the result of windowing signal is
shown below:
y[n] = s[n]× w[n] (2.14)
Here, s[n] is the input signal obtained in Equation 2.12 and the effect of multiply-
ing a hamming window is showed in Figure 2.4. The example signal used here is
a singing voice frame of 500 ms. The left three graphs is the result without the use
of a hamming window, we can see that the discontinuity at the frame’s first and
last points will make the peak in the frequency response wider and less obvious.
The right three graphs displayed the signal with the use of a hamming window,
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notice that the peak now become sharper and more distinct in the frequency re-
sponse.
FIGURE 2.4: Effect of multiplying a hamming window
2.2.4 Fourier Transform
Next, the frames obtained from previous step need to be transformed from time
domain into frequency domain. This transformation process is performed by
Fourier transform. This transform method is firstly introduced by Joseph Fourier
in 1822 and has been playing a very important role in signal processing as a bridge
between time domain and frequency domain.
Specifically, the equation of Fourier Transform can be written as
fˆ(ξ) =
∫ ∞
−∞
f(x)e−2piixξdx (2.15)
Here, ξ can be any real number, f(x) is the input signal function, i is the complex
unit, x is the index represents time in seconds, ξ is the index represents frequency
in herz. Moreover, Euler’s formula is used here, that is
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eix = cosx+ isinx
Equation 2.15 shows the transform process from time domain to frequency do-
main. And also, the inverse transform from frequency domain to time domain is
given by
f(x) =
∫ ∞
−∞
f(ξ)e2piiξxdξ (2.16)
Here, x can be any real number.
Figure 2.5 gives an example of Fourier transform. The signal used in this example
has a very short time period. So this process can also be called short time fourier
transform. Fourier transform can only be performed on the signal with a very
short time period since the stationary assumption can not be satisfied on the signal
with a long time period.
2.2.5 Mel Filter Bank Processing
The frequency is perceived by human ear in the non-linear way. Some researches
have shown that the scaling is linear up to 1 kHz and logarithmic above that. The
Mel-scale filter bank is a band pass filtering and can be used to characterize the
human ear perceiveness of frequency. The signal in each frame obtained from
previous steps is passed through Mel-scale band filter in order to modify and re-
group it into some components and features.
Since the human perception of the frequency contents of sounds for speech sig-
nals does not follow a linear scale, thus, instead of measuring frequency in Hz, a
subjective pitch is measured on a scale called Mel-scale. This Mel-scale frequency
is a linear frequency spacing below 1000 Hz and a logarithmic spacing above 1000
Hz. Moreover, Mel-frequency is proportional to the logarithm of the linear fre-
quency, reflecting similar effects in the human’s subjective aural perception. As
a reference point, the pitch with a 1000 Hz tone and 40 dB above the perceptual
hearing threshold, is defined as 1000 mels. The transform between hertz-scale and
mel-scale is give by
mel =
{
f f ≤ 1000
2595log10(1 + f/700) f > 1000
(2.17)
where f is the frequency in hertz scale. The relationship between Mel-scale and
Hertz-scale is showed in Figure 2.6.
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FIGURE 2.5: An example of Fourier Transform
A set of M triangular filters are used to calculate a weighted sum of filter spectral
components so that the output of process is close to a Mel scale. Each filter’s
magnitude frequency response is triangular in shape and equal to unity at the
center frequency and decrease linearly to zero at center frequency of two adjacent
filters. A triangular filter of length L can be written as
Mm[l] = 1−
∣∣∣∣∣ l − L−12L−1
2
∣∣∣∣∣ , 0 ≤ l ≤ L (2.18)
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FIGURE 2.6: The transform between mel-scale and hertz-scale
and the log energy of each triangular bandpass filter can be calculated by
E[m] = ln
[
L∑
l=0
|xa[l]|2Mm[l]
]
,m = 1, 2, ...,M (2.19)
The reason for using the triangular filter is that the magnitude spectrum, such that
the harmonics are flattened, need to be smoothed in order to obtain the envelop
of the spectrum with harmonics. This indicates that the pitch of a speech signal
is generally not included in MFCC. As a result, when the input audio tracks have
the same timbre but different tones, then, a speech recognition system will behave
more or less the same. An example of triangular filter bank is given in Figure 2.7.
Notice that as the frequency increases, the filters would cover a wider band and a
short length of overlapping is needed to eliminate the discontinuity.
FIGURE 2.7: Example of triangular filter bank
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2.2.6 Discrete Cosine Transform
In this step, Discrete Cosine Transform (DCT) is applied on the M log energyE[m]
obtained from previous step to calculate MFCC. The formula of DCT can be writ-
ten as
c[q] =
M∑
m=1
[
E[m]cos
(
piq(m− 0.5)
M
)]
, q = 1, 2, 3, ... (2.20)
DCT is actually originated from Karhumen-Loeve Theorem which is the founda-
tion of principal component analysis. Therefore, compared with PCA, we can see
that MFCC not only has achieved the dimensionality reduction but also it has
taken into account the characteristics of voice signal.
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Chapter 3
Classification Technique
This chapter introduces two widely used statistical machine learning classification
techniques: Support Vector Machine (SVM) and Gaussian Mixture Model (GMM).
In the field of data analysis, machine learning is a method that can be used to
create complex models or algorithms and make themselves to prediction. These
models and algorithms make it available for researchers, data scientists, engineers
and analysts to make reliable decisions and uncover hidden insights by learning
from historical relationships and trends in the data.
Section 3.1 introduces support vector machine. It is a supervised learning algo-
rithm that can be used for classification and regression analysis. Given a set of
training data points, each labelled for belonging to one of two classes, an SVM
training algorithm fits a model that assigns a new data point into one class or the
other, making this algorithm a non-probabilistic binary linear classifier.
Section 3.2 introduces Gaussian mixture model. It is a parametric probability den-
sity function represented as a weighted sum of Gaussian component densities.
GMMs are commonly used as a parametric model of the probability distribution
of continuous measurements or features in a biometric system, such as vocal-tract
related spectral features in a speaker recognition system. Parameters of the GMMs
are initialized via K-means clustering and iteratively adjusted via Expectation-
Maximization (EM).
3.1 Support Vector Machine
Support vector machine (SVM) is a set of supervised machine learning algorithms
that can be used for classification, regression, semi-supervised learning and other
domains ([Noble, 2006],[Wang, 2005]). The linear SVM algorithm was firstly pro-
posed by Vapnik and Chervonekis in 1963. Then in 1992, non-linear SVM was
created by Boser, Guyon and Vapnik in order to solve the classification problem
caused by the data points that can not be linearly separated. In the non-linear
SVM, kernel trick was applied to the maximum-margin hyperplanes so that the
data can be mapped into a higher dimensional feature space where there is a
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straight hyperplane that can be used to separate the data points of one class from
another ([Chapelle, 2007]). In 1995, SVM was further improved with the advent
of soft margin which was proposed by Cortes and Vapnik.
3.1.1 Binary SVM
Support vector machine has been described as a state of the art technique in binary
classification since its invention by Cortes and Vapnik in 1995. More formally, a
support vector machine builds a hyperplane or set of hyperplanes in a high or
infinite dimensional space, which can be used for classification, regression or other
tasks. Intuitively, a good classification can be achieved by the hyperplane that has
the largest distance to the nearest data point of any class, this distance is known
as margin ([Mathur and Foody, 2008]). Normally, the larger the margin the lower
the generalization error of the classifier.
Mathematically, suppose that we have a training vectors ~xi ∈ <p, i = 1, 2, ..., n, in
two classes, and the label vector y ∈ {1,−1}n. We want to find the maximum-
margin hyperplanes that can separate the data points ~xi labelled yi = 1 from
the data points labelled yi = 1 so that the distance between the hyperplane and
the nearest point ~xi from either group is maximized. Any hyperplane can be de-
scribed by the equation
~w · ~x− b = 0
Where ~w is a coefficient vector, ~x is a data point on the p-dimensional space and b is
a constant. The maximum-margin separating hyperplane is shown on Figure 3.1
[(Mathur and Foody, 2008)]. The two parallel dot lines are the hyperplanes used
to separate the two classes of data. The region between these two hyperplanes is
known as the margin and the so-called maximum-margin hyperplane is the solid
line that lies halfway between them ([Wang, 2005]). Moreover, the data points
lying on the dot lines are called the "support vectors". The dot line hyperplanes
can be defined by
~w · ~x− b = 1
and
~w · ~x− b = −1
From geometry, the margin between these two hyperplanes is 2‖~w‖ , so in order to
maximize this margin, we need to minimize ‖~w‖. And also, we need to add a
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FIGURE 3.1: The maximum-margin separating hyperplane is
shown as a solid line
constraint to prevent the data points from falling into the margin. The constraint
can be described by
{
~w · ~xi − b ≥ 1 , yi = 1
~w · ~xi − b ≤ −1 , yi = −1
Under this constraint, each data point must lie on the correct side of the margin.
The above constraint can also be simplified as
yi(~w · ~xi − b) ≥ 1, for all 1 ≤ i ≤ n
So, the optimization problem can be written as
minimize ‖~w‖ , subject to: yi(~w · ~xi − b) ≥ 1
and the SVM classifier is given by
f(~x) = sign(~w · ~x− b) (3.1)
Chapter 3. Classification Technique 23
The margin discussed above is also known as hard margin. Hard margin can be
used only when the training data points are linearly separable. To extend SVM to
the cases in which the data can not be linearly separated and prevent SVM classi-
fier from over-fitting with noisy data, soft-margin SVM is introduced by using the
hinge loss function which can be written as
max(0, 1− yi(~w · ~xi − b))
This hinge lose function is equal to zero if the data point lies on the correct side
of the margin. When the data point lies on the wrong side of the margin, this
function’s value is proportional to the distance from the margin. Then, we wish
to minimize
[
1
n
n∑
i=1
max(0, 1− yi(~w · ~xi − b))
]
+ λ ‖~w‖2
where the parameter λ can be used to determine the trade-off between increasing
the margin size and ensuring that the data point lies on the correct side of the
margin. If the training data are linearly separable, then the soft margin SVM will
be identical to the hard margin SVM for sufficiently small values of λ. So the
optimization problem of linear soft-margin SVM can be given by
minimize 1n
∑n
i=1 εi + λ ‖w‖2
subject to: yi(xi · w + b) ≥ 1− εi, and εi ≥ 0, for all i.
where εi = max(0, 1− yi(w · xi + b)). And the classifier of linear soft-margin SVM
can be written as
f(x) = sign
(
n∑
i=1
αiyix
T
i x+ b
)
(3.2)
where α and b are the estimated coefficients.
In addition to the linear soft-margin SVM, non-linear SVM can also be used for
the data that is not linearly separable ([Doucet et al., 2007]). In non-linear SVM,
a non-linear decision boundary is created by projecting the data through a non-
linear function φ to a space with a high dimension. This means that data points
which can not be separated by a straight line in their original space I are lifted to
a feature space F where there can be a straight hyperplane that separates the data
points of one class from an other. When projecting that hyperplane back to the
input space I , it would have the form of a non-linear curve, as is shown in Figure
3.2. The optimization problem has to be modified to
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FIGURE 3.2: The decision boundary in the non-linear SVM
min
w,b,εi
‖w‖2
2 + C
∑n
i=1 εi
subject to yi(wTφ(xi) + b) ≥ 1− εi, and εi ≥ 0, for all i.
where w is the weight vector, C is the regularization constant which can be used
to determine the trade-off between maximizing the margin and the number of
training data points within the margin, and the mapping function φ projects the
training data into a suitable feature space F so as to allow for nonlinear decision
surfaces. The non-linear SVM decision rule is simply to replace the x vectors in
Equation 3.2 with function φ(x),
f(x) = sign
(
n∑
i=1
αiyiφ(xi) · φ(x) + b
)
(3.3)
The function K(x, xi) = φ(x)Tφ(xi) is known as the kernel function. Since the
outcome of the decision function only relies on the dot-product of the vectors in
the feature space F , it is not necessary to perform an explicit projection to that
space. As long as a function K has the same results, it can be used instead. This is
known as the kernel trick. So, the decision rule in Equation 3.3 can be modified
as
f(x) = sign
(
n∑
i=1
αiyiK(x, xi) + b
)
(3.4)
Popular choices for the kernel function are the Gaussian Radial Base Function
K(xi, x) = exp(−‖xi − x‖
2
2σ2
)
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and the polynomial kernel
K(xi, x) = (xi · x+ c)d
It is important to notice that there is no such criterion that can be used to deter-
mine which kernel is the best one. The kernel function selection is usually based
on empirical practice and the comparison of prediction accuracy of SVM models
using different kernels.
3.1.2 Multi-Class SVM
Originally, support vector machine (SVM) was designed for binary classification.
However, the discrimination for more than two categories is often required in the
real-world problems. Therefore, the multi-class pattern recognition has many ap-
plications such as intrusion detection, speech recognition, and bioinformatics. The
multi-category classification problems are usually divided into a series of binary
problems so that the binary SVM can be directly applied ([Mathur and Foody,
2008]). Two representative methods are one-versus-rest and one-versus-one ap-
proaches. Another methods are to directly deal with the multi-class problem
in one single optimization processing such as the one by Crammer and Singer
([Duan and Keerthi, 2005]). This kind of method combines multiple binary-class
optimization problems into one single objective function and simultaneously achieves
classification of multiple classes.
One-versus-rest method is probably the earliest used approach for muti-class SVM
classification. It constructs k separate binary classifiers where k is the number
of classes. The m-th binary classifier is trained using the data from the m-th
class as positive examples and the remaining k − 1 classes as negative examples.
Mathematically, given n training data (xi, yi), where xi ∈ Rp, i = 1, 2, ..., n and
yi ∈ {1, 2, ..., k} is the class of xi, the m-th SVM model solves the following opti-
mization problem
min
wm,bm,ξm
1
2(w
m)Twm + C
∑n
i=1 ξ
m
i
subject to:
(wm)Tφ(xi) + b
m ≥ 1− ξmi , if yi = m,
(wm)Tφ(xi) + b
m ≤ −1 + ξmi , if yi 6= m,
ξmi ≥ 0, i = 1, 2, ..., n
where the training data xi are mapped to a higher dimensional space by the func-
tion φ and C is the penalty parameter which can be used to reduce the number
of training errors when the data is not linearly separable. After solving this op-
timization problem, k decision functions will be obtained and the class label is
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determined by the decision function that gives the largest value. This decision
rule can be written as
f(x) = argmax
m=1,2,...,k
(
(wm)Tφ(x) + bm
)
(3.5)
The disadvantage of the one-versus-rest approach is the imbalanced training data
set. If all classes have an equal size of training samples, then the ratio of positive to
negative samples in each individual classifier is 1k−1 . So, in this case, the symmetry
of the original problem is lost.
Another classical method for multi-class SVM is the one-versus-one approach.
This method builds k(k − 1)/2 classifiers where each one is trained based on the
data from two classes. For the training data from the ith and the jth classes, the
optimization problem is given by
min
wij ,bij ,ξij
1
2(w
ij)Twij + C
∑T
t=1 ξ
ij
t
subject to:
(wij)Tφ(xt) + b
ij ≥ 1− ξijt , if yt = i,
(wij)Tφ(xt) + b
ij ≤ −1 + ξijt , if yt = j,
ξijt ≥ 0
After all k(k − 1)/2 classifiers are constructed, the future testing is performed
through voting strategy. Applying each classifier to a test sample would give
one vote to the winning class and this test sample would be labeled to the class
with the most votes. The number of classifier built by the one-versus-one method
is much larger than the one-versus-rest method. However, the training speed of
one-versus-one is much faster than one-versus-rest due to the reason that the size
of quadratic programming in one-versus-one is smaller than that of one-versus-
rest.
Moreover, one-versus-one approach can be further improved by a method called
Directed Acyclic Graph SVM (DAGSVM) ([Kijsirikul and Ussivakul, 2002]). Its
training phase is the same with the one-versus-one method in the way of con-
structing k(k−1)/2 binary SVMs. However, in the testing phase, DAGSVM forms
a tree-like structure so that it takes only k− 1 individual evaluations to decide the
label of a test sample. Specifically, a rooted binary directed acyclic graph which
has k(k− 1)/2 internal nodes and k leaves is used in the testing phase. Each node
is a binary SVM of ith and jth classes. Given a test sample, the binary decision
function will be evaluated at the beginning of the root node. Then it moves to
either left or right based on the output value. Therefore, we go through a path
before reaching a leaf node which indicates the predicted class. Compared with
one-versus-one method, this approach’s testing speed is faster.
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Instead of creating several binary classifiers, a more natural way is to distinguish
all classes in one single optimization processing, as proposed by Crammer and
Singer. For a k-class problem, this method designs a single objective function for
training all k-binary SVMs simultaneously and maximize the margins from each
class to the remaining ones. The Crammer and Singer’s multi-class SVM method
is performed by solving the following optimization problem:
min
wm,ξi
1
2
∑K
m=1w
T
mwm + C
∑n
i=1 ξi
suject to wTyiϕ(xi)− wTt ϕ(xi) ≥ 1− δyi,t − ξi
i = 1, 2, ..., n, t ∈ {1, 2, ...,K}
(3.6)
where δi,j is the Kronecker delta, defined as 1 for i = j and as 0 otherwise. The
resulting decision function can be written as
argmaxmfm(x) = argmaxmw
T
mϕ(x) (3.7)
Note that the constraints ξi ≥ 0, i = 1, 2, ..., n, are implicitly indicated in the mar-
gin constraints of Equation 3.6 when t equals yi. The disadvantage of Crammer
and Singer’s method is the large computational complexity caused by the size of
the resulting Quadratic Programming (QP) problem.
3.2 Gaussian Mixture Model
A gaussian mixture model is a weighted sum of M component gaussian density
functions which can be written as
p(~x|λ) =
M∑
i=1
wig(~x|~µi,Σi) (3.8)
where ~x is a D-dimensional data vector with continuous values, wi, i = 1, 2, ...,M ,
are the mixture weights which satisfy the constraint that
∑M
i=1wi = 1, and g(~x|~µi,Σi), i =
1, 2, ...,M , are the component gaussian density functions which can be written as
g(~x|~µi,Σi) = 1
(2pi)D/2 |Σi|1/2
exp
{
−1
2
(~x− ~µi)′Σ−1i (~x− ~µi)
}
(3.9)
Here, ~µi is the mean vector and Σi is the variance-covariance matrix. A gaussian
mixture model is determined by the mean vectors, variance-covariance matrices
and mixture weights from all component densities. These parameters can be rep-
resented collectively by
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λ = {wi, ~µi,Σi} , i = 1, 2, ...,M
The parameters in these components can be shared or tied, such as having a com-
mon variance-covariance matrix. Moreover, the covariance matrices,Σi, can be
full rank or constrained to be diagonal. The choice of model configuration, such as
number of components, full or diagonal covariance matrices and parameter shar-
ing, is normally determined by the amount of data that is available to estimate
the GMM parameters and how the GMM can be used in a particular biometric
application.
Gaussian mixture model is the pattern recognition classifier most widely used
in speaker recognition system due to its capability of representing a large class
of sample distribution ([Huang et al., 2005]). One of the distinct properties of
GMM is its ability to form smooth approximations to arbitrarily shaped densi-
ties. The uni-modal gaussian model represents feature distributions by a position
(mean vector), a elliptic shape (covariance matrix) and a vector quantizer (VQ).
The nearest neighbor model represents feature distributions by a discrete set of
characteristic templates. However, GMM represents these feature distributions in
the way of acting as a hybrid between these two models by using a discrete set
of gaussian functions, each with their own mean and covariance matrix, to allow
a better modeling capability ([Reynolds, Quatieri, and Dunn, 2000]). These three
distribution models are compared in Figure 3.3. Plot(a) shows the histogram of a
single feature variable extracted from a sample audio track, plot(b) shows the dis-
tribution of this feature variable using uni-modal gaussian model, plot(c) shows
shows a GMM and its ten underlying component densities, plot(d) shows a his-
togram of the data assigned to the VQ centrod locations of a 10 element codebook.
In a word, GMM not only provides a smooth overall distribution fit but also its
components clearly detail the multi-modal nature of the density. The main at-
traction of the GMM arises from its ability to provide smooth approximations to
arbitrarily-shaped densities of long-term spectrum that are considered to be re-
lated to the characteristics of the singer’s voice rather than the specific lyrics or
tune.
There are several techniques available for estimating the parameters of a GMM,
and the most popular and well-established method is maximum likelihood (ML)
estimation. ML estimation aims to find such model parameters that the likelihood
of the GMM can be maximized. Suppose we have a sequence ofN training feature
vectors X = {~x1, ..., ~xN}, then the GMM likelihood can be written as
p(X|λ) =
N∏
i=1
p(~xi|λ) (3.10)
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FIGURE 3.3: Comparison of distribution modeling
However, there is no closed-form solution to the maximization of the likelihood
function in this case, because of its nonlinearity. Fortunately, the estimates of ML
parameter can be acquired iteratively using the expectation-maximization (EM)
algorithm due to the reason that it is rather straightforward to perform maximiza-
tion even though it is non-linear function. The basic idea of the EM algorithm
is to estimate a new model λ¯ using an initial model λ so that p(X|λ¯) ≥ p(X|λ)
([(McLachlan and Krishnan, 2007)]). The new model λ¯ then becomes the initial
model for the next iteration and the process is repeated until some convergence
threshold is reached. The initial model is typically derived by using some form of
vector quantization (VQ) estimation, such as K-means clustering.
3.2.1 K-means Clustering
K-means clustering is a method of vector quantization and has been widely used
for cluster analysis in data mining ([Wagstaff et al., 2001]). It aims to partition n
observations into k clusters in which each observation belongs to the cluster with
the nearest mean. Mathematically, given a set of observationsXn×p = {~x1, ..., ~xn},
where each observation is a p-dimensional vector. The goal of k-means clustering
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is to divide these n observation into k clusters, S = {S1, S2, ..., Sk}, so that the
within-cluster sum of squares (WCSS) can be minimized. Here, WCSS is the sum
of distance functions of each point in the cluster to the k centers. The optimization
problem of k-means clustering can be written as
argmin
S
k∑
i=1
∑
~x∈Si
‖~x− µi‖2
where µi is the mean vector in cluster Si. There are three steps in k-means cluster-
ing as shown below:
• Step1: Initialization
• Step2: Assignment
• Step3: Update
The first step aims to set up the k initial means. Commonly used initialization
methods are Forgy and Random Partition. The Forgy method randomly chooses
k observations from the data set and uses these as the initial means. The Random
Partition method first randomly assigns a cluster to each observation and the ini-
tial mean is the mean calculated from each cluster. The Forgy method tends to
spread the initial means out, while Random Partition places all of them close to
the center of the data set. Random Partition method is generally preferable for
algorithms such as the k-harmonic means and fuzzy k-means. For the expectation
maximization and standard k-means algorithms, the Forgy method of initializa-
tion is preferable.
The second step is to assign each observation to the cluster whose mean yields the
least within-cluster sum of squares (WCSS). Since the sum of the squares is the
squared Euclidean distance, this is intuitively the nearest mean. This process can
be given by the equation
S
(t)
i =
{
xp :
∥∥∥xp −m(t)i ∥∥∥2 ≤ ∥∥∥xp −m(t)j ∥∥∥2 ∀j, 1 ≤ j ≤ k} (3.11)
where each xp is assigned to exactly one St, even if it could be assigned to two or
more of them.
The third step aims to update the initial means. The new initial means can be
calculated from the new clusters and input into second step for new assignment.
The algorithm will converge when the assignments no longer change. Since both
steps optimize the WCSS objective and there only exists a finite number of such
partitioning, the algorithm must converge to a global or local optimum. As it
is a heuristic algorithm, there is no guarantee that it will converge to the global
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optimum, and the result may depend on the initial clusters. Figure 3.4 shows this
algorithm visually.
FIGURE 3.4: Demonstration of K-means clustering
3.2.2 EM Algorithm
The expectation-maximization (EM) algorithm is an iterative approach for finding
maximum likelihood or maximum a posteriori (MAP) estimates of parameters
in statistical models, where the model depends on unobserved latent variables
([McLachlan and Krishnan, 2007]). The process of EM iteration alternates between
performing an expectation (E) step, which creates a function for the expectation
of the log-likelihood evaluated using the current estimate of the parameters, and
a maximization (M) step, which computes parameters maximizing the expected
log-likelihood obtained in the E step. These estimates of parameter are then used
to determine the distribution of the latent variables in the next E step.
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The EM algorithm can be started by either initializing the algorithm with a set of
initial parameters and then conducting an E step, or by starting with a set of initial
weights and then doing a first M step. The initial parameters, such as weights,
mean vectors and covariance matrices, can be chosen in two ways. The first way
is to select K random data points as initial means and use the covariance matrix of
the whole data set for each of the initial K covariance matrices. The second way
is to use some heuristic method, such as k-means clustering algorithm which can
cluster the data first and then define weights based on k-means memberships.
Mathematically, suppose that we have a data set D = {~x1, ..., ~xn}, where ~xi is a
d-dimensional vector. Assume that all the points are generated in an IID fashion
from an underlying density p(~x). Here, p(~x) is defined as a finite mixture model
with K components
p(~x|Θ) =
K∑
k=1
αkpk(~x|zk, θk) (3.12)
where pk(~x|zk, θk are mixture components, 1 ≤ k ≤ K. z = (z1, ..., zK) is a vector
of K binary indicator variables that are mutually exclusive and exhaustive. The
αk is the mixture weights, representing the probability that a randomly selected ~x
was generated by component k, where
∑K
k=1 αk = 1. The complete set of param-
eters for a mixture model with K components is
Θ = {α1, ..., αK , θ1, ..., θK}
Given parameter Θ, the membership weight of data point ~xi in cluster k can be
written as
wik = p(zik = 1|~xi,Θ) = pk(~x|zk, θk) · αk∑K
m=1 pm(~xi|zm, θm) · αm
(3.13)
Here, the membership weights shown above are the probabilities that reflect the
uncertainty, given ~xi and Θ, about which of the K components generated vector
~xi.
EM algorithm can be defined as follows. This algorithm is an iterative algorithm
which starts from some initial estimate of λ, and then proceeds to iteratively up-
date λ until convergence is detected. Each iteration consists of an E-step and an
M-step.
• E-step
Denote the current parameter values as Θ. Compute membership weights wik
using the Equation 3.13 for all the data points ~xi, 1 ≤ i ≤ N and all the mixture
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components αk, 1 ≤ k ≤ K. Note that for each data point ~xi, the membership
weights have the constraint that
∑K
k=1wik = 1. So, this will leads to an N × K
membership weight matrix, where each of the rows sum to 1.
• M-step
This step aims to use the membership weights obtained in E-step to calculate new
parameter values. Let Nk =
∑N
i=1wik, the column sum of the membership weight
matrix. Then, the new mixture weights can be obtained through
αnewk =
Nk
N
, 1 ≤ k ≤ K. (3.14)
The new mean vector is calculated in a manner similar to how we could compute
a standard empirical average, except that the i-th data vector ~xi has a fractional
weight wik. The equation of new mean vector is given by
~µnewk =
(
1
Nk
) N∑
i=1
wik · ~xi, 1 ≤ k ≤ K (3.15)
The new covariance matrix can be calculated by
Σnewk =
(
1
Nk
) N∑
i=1
wik · (~xi − ~µnewk )(~xi − ~µnewk )t (3.16)
This equation is similar in form to how we would normally compute an empirical
covariance matrix, except that the contribution of each data is weighted by wik.
Note that this is a matrix equation of dimensionality D ×D on each side.
The iteration process of EM algorithm will be stopped when the convergence is
detected. Generally, convergence can be detected by computing the value of the
log-likelihood. This log-likelihood is defined as follows
logl(Θ) =
N∑
i=1
logp(~xi|Θ) =
N∑
i=1
(
log
K∑
k=1
αkpk(~xi|zk, θk)
)
(3.17)
where pk(~xi|zk, θk) is the gaussian density for the k-th mixture component.
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Chapter 4
Singing Voice Detection and
Separation
This chapter introduces two singing voice pre-processing techniques: singing voice
detection and singing voice separation. Generally, the region in a popular song
can be classified into two different parts. The first part is known as the vocal seg-
ment. This segment not only has the singer’s voice but also involves background
music. So it is actually a mixture of singing voice and instrumental sound. The
second part is called the non-vocal segment. This segment only involves back-
ground music and is irrelevant to the singer identification. So, in order to improve
the performance of singer identification system, this segment should be removed
out from the music recording.
Section 4.1 introduces the technique of singing voice detection. This technique
aims to extract out the vocal segment from a popular music recording. Two ap-
proaches are discussed here. The first approach is known as double GMM and has
been most widely used by other researchers for many years. However, this tradi-
tional method is so time consuming that we have to build two separate Gaussian
mixture models. And also, the detection accuracy of this method is not satisfying.
In order to remedy these disadvantages, an approach known as single GMM is
proposed here.
Section 4.2 introduces the technique of singing voice separation. As we know, the
vocal segment obtained from detection step involves both singing voice and back-
ground music. Since our ultimate goal is to identify singers by using their singing
voice, then the background music in the vocal segment can be regarded as noise
and we need to find some ways to separate the singing voice from background
music. Two algorithms are discussed in this thesis. The first algorithm is based
on Non-negative Matrix Factorization (NMF). It decomposes the spectra of music,
then provides criteria for automatic component selection. The second algorithm is
based on Robust Principal Component Analysis (RPCA). It decomposes the audio
signal into sparse and low rank components. The music accompaniment can be
assumed as a low rank subspace as music signal pattern is repetitive in nature.
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Likewise, the singing voice contained in a song can be considered as relatively
sparse in nature. Both algorithms are performed in the mono-channel music and
belong to the field of blind source separation.
4.1 Singing Voice Detection
The singing voice is one of the most important characteristics of music. With
the immense and growing body of music data, information on the singing voice
could be used as a valuable tool for the automatic analysis of song content in the
field of music information retrieval and many other applications. As the first pre-
processing step in Auto-SID system, the problem of singing voice detection can
be stated as follows: for a given song, classify each segment as being of either
the pure instrumental type (known as the non-vocal segment) or as a mixture of
singing voice and background music (known as the vocal segment) ([Regnier and
Peeters, 2009]).
In addition to the double GMM and single GMM, there also exists some other
singing voice detection methods. In ([Berenzweig and Ellis, 2001]), Berenzweig
and Ellis used Posterior Probability Features (PPF) obtained from the acoustic
classifier of a general-purpose speech recognizer to derive a variety of statistics
and models which allowed them to train a vocal detection system. In ([Chou and
Gu, 2001]), Chou and Gu have proposed a technique using a combination of har-
monic coefficient based features, conventional Mel-frequency Cepstral Coefficient
(MFCC) and log energy features in a GMM-based Speech/Music Discriminator
(SMD) system to detect the singing voice. Kim and Whitman ([Kim and Whit-
man, 2002]) have proposed a technique to detect the singing voice based on an
analysis of the energy within the frequencies bounded by the range of vocal en-
ergy. This has been achieved using a combination of an IIR filter and an inverse
comb filter bank.
4.1.1 Traditional Method - Double GMM
Music recordings have got both vocal and non-vocal regions within it. Here, the
non-vocal regions are those regions of the music recordings having no voice con-
tents within them. As far as singer identification is concerned, the non-vocal re-
gions are irrelevant. The singing voice detection is performed in order to find and
reject the non-vocal regions in a music recording. For that purpose, a stochastic
recognizer needs to be built to differentiate between vocal and non-vocal segments
in the music recording.
The recognizer mainly consists of three sections: feature extraction, stochastic
modeling and matching. The recognizer also has two phases, training and testing.
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The block diagram of this process is given in Figure 4.1. In the training phase, two
audio tracks are collected from internet database. The first audio track involves
vocal-only music and is denoted as vocal track. The second audio track contains
instrumental-only music and is known as non-vocal track. The features of these
two audio tracks are extracted out through MFCC and further used for training
two separate Gaussian mixture models, the vocal GMM (λV ) and the non-vocal
GMM (λN ). The parameters of the Gaussian mixture model like mixture weights,
covariance matrices and mean vectors are initialized by k-means clustering algo-
rithm and modified by expectation-maximization (EM) algorithm.
FIGURE 4.1: The block diagram of double GMM
In the testing phase, the music recording is firstly decomposed into a set of seg-
ments of one second length. Then for each segment, its MFCC feature matrix is
calculated and the column mean of this matrix is input into the vocal and non-
vocal GMMs for log-likelihood value calculation. Finally, the segment type is de-
termined by these values and the decision rule can be given by the equation
K = logP(~xmean|λV )− logP(~xmean|λN )
K > 0,vocal segment.
K ≤ 0,non-vocal segment.
(4.1)
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The vocal segments will be saved for further analysis while the non-vocal seg-
ments have to be discarded.
4.1.2 Improved Method - Single GMM
Although the double GMM discussed above has been widely used, some defects
exist within this method. First, double GMM is very time consuming due to the
reason that two Gaussian mixture models have to be built. Second, the vocal
GMM (λV ) is trained by using the features extracted from the vocal track which is
actually a mixture of singing voice and background music. As a result, the vocal
GMM is so sensitive to the background music that the detection accuracy has been
seriously affected.
In order to remedy these disadvantages, another approach known as single GMM
is proposed in this thesis. The block diagram of single GMM is given in Figure
4.2. As with double GMM, the recognizer in single GMM also has two phases:
training and testing. However, instead of building two Gaussian mixture models,
the single GMM only has to train the non-vocal one (λN ) and the decision rule for
determining the segment type is also changed. The reason why only non-vocal
GMM be trained is that the data used in this model is actually pure instrumental
sound. Since the log-likelihood values calculated in the testing phase can be re-
garded as a similarity measurement between two audio signals, then the segment
with the smallest log-likelihood value tends to have the largest ratio of singing
voice to background music.
FIGURE 4.2: The block diagram of single GMM
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According to this fact, the segment type can be determined by ranking strategy
and the decision rule can be given by the following equation:
{
Ki = logP(~xi|λN ), 1 ≤ i ≤M
} ∈ ~K
Select 10 segments
which have smallest values among ~K
(4.2)
Here, M is the number of segments.
4.2 Singing Voice Separation
The vocal segment obtained from previous step is actually a mixture of singing
voice and background music. Since the data used for singer identification is ac-
tually extracted from singer’s voice, then the instrumental sound should be re-
garded as noise and we need to find a way to segregate the singing voice from
background music. This segregation process is know as singing voice separation
and it has many applications in real world such as lyrics recognition and align-
ment, singer identification and music information retrieval.
The singing voice separation is a very challenging problem due to the fact that
it is very difficult to determine the relationship between the number of observed
signals and that of sources ([Huang et al., 2012]). Moreover, we must also need
to confirm the type of sources in the mixed music recordings. Although both
the singing voice and the speaking sound are produced by vocal tract, the speech
separation techniques can not be directly used for singing voice separation. This is
mainly caused by the interfering sounds like background music. In a real acoustic
environment, the music accompaniment is correlated with the singing voice but
uncorrelated with the speech ([Hsu and Jang, 2010]). As a result, it is extremely
hard for us to segregate the singing voice from accompaniment.
The earliest proposed singing voice separation method is known as Independent
Component Analysis (ICA) ([Hyvärinen and Oja, 2000]). This method assumes
that the number of recorded sound must be larger or equal to the number of
sources we want to separate. However, the number of sources is not easy to be
specified, and the number of sensors is usually limited to one channel (mono-
channel) or two channels (stereo-channel) which is always less than the number
of sources we want to segregate. Thinking realistically, we need to find some
techniques that can be used to perform singing voice separation on monaural
music recordings. The Non-negative Matrix Factorization (NMF) ([Chanrungutai
and Ratanamahatana, 2008]) and Robust Principal Component Analysis (RPCA)
([Huang et al., 2012]) are such kind of approaches that can be used to achieve this
goal.
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4.2.1 Non-negative Matrix Factorization
Non-negative matrix factorization (NMF), also know as non-negative matrix ap-
proximation, is an algorithm for multivariate data analysis where a matrix Vn×m is
factorized into the product of two matrices Wn×r and Hr×m as shown in Equation
4.3, with the property that all of the three matrices have no negative elements.
Because of this non-negative property, the resulting matrices become easier to in-
spect.
V ≈WH (4.3)
Specifically, suppose that we have a set of p-dimensional vectors, and these vectors
construct a matrix V of p × n size where p is the number of variables and n is the
number of examples. This matrix is then approximately decomposed into a matrix
W of p × r size and a matrix H of r × n size. Normally, r is chosen to be smaller
than n or p so that W and H are smaller than the original matrix V . This leads to
a compressed version of the original data matrix.
In order to findW andH , two cost functions have been proposed so that the qual-
ity of the approximation can be quantified. The first cost function is constructed
using the square of the Euclidean distance between V andWH as shown in Equa-
tion 4.4.
‖V −WH‖2 =
∑
ij
(Vij − (WH)ij)2 (4.4)
This is lower bounded by zero, and clearly vanishes if and only if V = WH . An-
other cost function is based on the divergence of V andWH as shown in Equation
4.5.
D(V ||WH) =
∑
ij
(
Vij log
Vij
(WH)ij
− Vij + (WH)ij
)
(4.5)
Like the first cost function, this cost function is also lower bounded by zero, and
vanishes if and only if A = B. It reduces to the Kullback-Leibler divergence, or
relative entropy, when
∑
ij
Vij =
∑
ij
(WH)ij = 1, so that V and WH can be regarded
as normalized probability distributions. Therefore, the optimization problem can
be written as
Problem 1: Minimize ‖V −WH‖2 with respect to W and H,
subject to the contraints W,H ≥ 0
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Problem 2: Minimize D(V ||WH) with respect to W and H,
subject to the contraints W,H ≥ 0
These two optimization problems can be solved by multiplicative update rules
which are demonstrated as follows.
Theorem 1: The Euclidean distance ‖V −WH‖ is non-increasing under the up-
date rules
Haµ ← Haµ (W
TV )aµ
(WTWH)aµ
Wia ←Wia (V H
T )ia
(WHHT )ia
(4.6)
The Euclidean distance is invariant under these updates if and only if W and H
are at a stationary point of the distance.
Theorem 2: The divergence D(V ||WH) is non-increasing under the update rules
Haµ ← Haµ
∑
iWiaViµ/(WH)iµ∑
kWka
Wia ←Wia
∑
µHaµViµ/(WH)iµ∑
v Hav
(4.7)
The divergence is invariant under these updates if and only if W and H are at a
stationary point of the divergence.
For a vocal segment obtained from singing voice detection step, its spectrum can
be regarded as an input matrix V of NMF, as is showed in Figure 4.3. The non-
negative value at any position (f, t) in matrix V is the amplitude of the signal at
frequency-bin f and frame t. Here, suppose that the matrix V has T columns and
F rows. After a decomposition using NMF, we will obtain a matrix W containing
R basis vectors of length F and a matrixH containing the coefficients of each basis
vector along the time axis ([Helen and Virtanen, 2005]).
The resulting matrices become sparse due to the non-negative constraint. As a
result, we can conclude that each basis vector contains the frequencies that are
produced simultaneously. For the music accompaniment, the simultaneous fre-
quencies can be regarded as timbres or harmonics of each note. So, the value of
R can be determined if the total number of notes of each instruments is known.
Unfortunately, the situation in singing voice separation is extremely complicated.
Unlike the sounds produced by instruments, the frequencies produced by singing
voice always change across different utterance and person which is short of con-
sistency. So, there exists a lot of combinations of the isochronal frequencies. In
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FIGURE 4.3: Spectrum of a music clips as an input matrix V of
NMF, where dark color represents high amplitude and vice versa
view of these facts, for singing voice separation, the basis vectors of instrumental
sound are detected and removed, instead of that of the singing voice.
The singing voice separation using NMF has three steps. The input music sig-
nal is firstly transformed from time domain to frequency domain so that it can be
factorized by NMF. Then, NMF is performed before the component selection. If
the selected components contain the frequencies extracted from the music accom-
paniment, we should use some filters in the refinement stage to eliminate them.
Finally, the singing voice is reconstructed. The details of these steps are showed
as follows.
• Step 1: Pre-processing and Decomposition
Firstly, the mono-channel music recording is downsampled at the sampling rate
of 16,000 Hz. Then it is transformed from time domain to frequency domain using
Discrete Fourier Transform (DCT) with the Hamming window of 32 ms frame size
and 16 ms overlapping. Then, the NMF input can be initialized by the magnitude
or amplitude of the spectrum. In addition, the number of basis components R is
initialized to 64. The resulting matrices W and H can be obtained through the
NMF of the input matrix V . The basis vectors ofW and the coefficients inH along
the time axis are showed in Figure 4.4.
• Step 2: Component Selection
This step aims to eliminate the components that are not of the singing voice. In or-
der to achieve this goal, two ideas are employed: rhythmic and continuous events.
As we know, the primary instrument played in the popular music is the percus-
sion which makes the music rhythmical. Generally, most of the instruments in
the music are played simultaneously which lead to the result that the components
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FIGURE 4.4: An example of components decomposed by NMF into
matrices W (left) and H (right)
decomposed by NMF might not separate each note of each instrumental sound
correctly. However, these instruments except for percussion tend to be played
continuously in time. On the basis of these ideas, the coefficients in matrix H are
considered as the tool which can be used to show us how each component varies
along the time axis. For example, all the graphs in the right column of Figure
4.4 are the coefficients of basis components in the left column. We can see that
h2 and h5 are rhythmic which means that the sound of this component is played
rhythmically. Therefore, these two components should be eliminated. Normally,
the singing voice produced by human does not last for a long period. According
to this, if the basis spectrum of a music clip lasts too long, then it is most likely
that this spectrum is not from the singing voice. For example, in Figure 4.4, h3 is
obviously a continuous event and therefore it should be removed.
• Step 3: Signal Reconstruction
Each component can be refined according to the fact that the frequency of human
voice is never below 40 Hz. So the selected components of W can be filtered
using the lower bound of 40 Hz. After all the components or frequency sets of the
instrumental sound are eliminated and the selected components of singing voice
are refined, the next step is to multiply W and H and the spectrogram of WH is
showed in Figure 4.5. However, the elements in this matrix are still non-negative
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and lack of phase information. In order to fix this, the new spectrum is calculated
in the way that the complex value in any position is the product of each individual
element in this matrix and the original spectrum in the same position.
FIGURE 4.5: The spectrogram of WH after component selection,
where dark color represents high amplitude and vice versa
4.2.2 Robust Principal Component Analysis
Robust Principal Component Analysis (RPCA) is a modification of the widely
used statistical method of principal component analysis (PCA) which works well
with respect to grossly corrupted observations ([Candés et al., 2010]). RPCA was
proposed by Candes ([Candès et al., 2011]) and regarded as a convex program for
recovering low-rank matrices when a fraction of their entries have been corrupted
by errors.
Mathematically, given a data matrix A of m × n size, we assume that the rank of
matrix A is much less than m or n which means that there exists some columns
that are linearly independent with each other. The aim is to acquire a low rank
estimation of A in the existence of noises and outliers. The traditional principal
component analysis makes the assumption that the given high dimensional data
lie close to a much lower dimensional subspace ([Jolliffe, 2002]). This method
seeks an estimate X of the matrix A by solving
min
X
‖A−X‖
Subject to rank(X) ≤ r
(4.8)
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where ‖A‖ represents the largest singular value decomposition value of A. The
problem showed above can be solved by using singular value decomposition
(SVD) with r largest singular values. However, PCA is sensitive to outliers and
its performance degrades under large corruption. In order to solve this problem,
robust PCA is used to render PCA robust to outliers and gross corruption.
A data matrix X of m × n size can be uniquely and exactly be decomposed into
a low rank component A and a sparse component E, it is possible to recover low
rank matrix by convex programming. This convex optimization problem can be
written as
minimize ‖A‖∗ + λ ‖E‖1
subject to A+ E = X
(4.9)
where ‖.‖∗ denotes the nuclear norm (sum of singular values) and ‖.‖1 denotes
the L1-norm (sum of absolute values of matrix entries). λ is the trade-off param-
eter between the rank of A and sparsity of E, and it should be greater than zero.
The Augmented Lagrange Multiplier method is used for solving the above opti-
mization problem which has superior convergence property. ALM algorithm is
basically an iterative converging scheme which works by repeatedly minimizing
the rank of A and E matrices simultaneously. The ALM function is defined as
follows
L(A,E, λ, Y, µ) = ‖A‖∗ + λ ‖E‖1 + 〈Y,A+ E −X〉+
µ
2
‖A+ E −X‖2F (4.10)
Here, λ ∈ Rm×n is the Lagrange multiplier of the linear constraint that allows re-
moving the equality constraint, Y is slack variable matrix and µ > 0 is a penalty
parameter for the violation of the linear constraint, 〈Y,A+ E −X〉 implies the
standard trace inner product and ‖.‖F is a frobenious norm which is defined as
‖A‖F =
√∑
ij A
2
ij . Thus, the augmented langrage multiplier gives us two segre-
gated matrices that is the low rank matrix A and the sparse matrix E respectively.
Since music instruments can reproduce the same sounds each time they are played
and music has, in general, an underlying repeating musical structure, then we can
think of music as a low-rank signal. Singing voices, on the contrary, have more
variation (higher rank) but are relatively sparse in the time and frequency domains
([Sprechmann, Bronstein, and Sapiro, 2012]). We can then think of singing voices
as components making up the sparse matrix. By RPCA, we expect the low-rank
matrix A to contain music accompaniment and the sparse matrix E to contain
singing voice.
Chapter 4. Singing Voice Detection and Separation 45
(A) Original Matrix X (B) Low-Rank Matrix A
(C) Sparse Matrix E
FIGURE 4.6: Example RPCA results: (a) the original matrix (b) the
low-rank matrix (c) the sparse matrix
The singing voice separation using RPCA can be performed as follows: First, the
spectrogram of music signal is calculated from the Short Time Fourier Transform
(STFT) and denoted as matrix X . Second, the optimization problem showed in
Equation 4.9 is solved by the Augmented Lagrange Multiplier (ALM) method
which is an efficient algorithm for solving RPCA problem. Then by RPCA, we
can obtain two output matrices A and E. Figure 4.6 gives the example spec-
trogram, we can observe that there are formant structures in the sparse matrix
E which indicates vocal activity and musical notes in the low-rank matrix A.
Note that in order to obtain waveforms of the estimated components, the phase
of original signals are recorded and appended to matrix A and E by L(m,n) =
LejP (m,n), S(m,n) = SejP (m,n). Finally, the waveforms of the estimated com-
ponents are obtained by performing the Inverse Short Time Fourier Transform
(ISTFT). The block diagram of this process is showed in the Figure 4.7.
FIGURE 4.7: The block diagram of singing voice separation using
RPCA
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Chapter 5
Implementation of Automatic
Singer Identification
This chapter introduces how the techniques studied in the previous chapters can
be used in the singer identification system. Section 5.1 gives a global view of Auto-
SID system and the singer classifiers are studied. Section 5.2 firstly introduces
the experimental dataset used in this thesis, then shows how the source matrix
can be constructed. Section 5.3 demonstrates some experiments and results of
the pre-processing techniques introduced in Chapter 4. Section 5.4 shows the
experiments and results of performing singer identification on the time domain
and frequency domain. In addition, we also discuss the source matrix type, testing
length and the Auto-SID system with or without singing voice separation. The last
section is the conclusion of this thesis.
5.1 Auto-SID Overview
5.1.1 System Configuration
The automatic singer identification system can be divided into four phases: pre-
processing, feature extraction, training and testing, as shown in Figure 5.1. In
the pre-processing phase, singing voice detection is firstly performed in order to
detect the vocal segments in the music recordings, then singing voice separation
is implemented on these vocal segments so that the singing voice can be segre-
gated from the instrumental accompaniment. In the feature extraction phase, the
singing voice segments obtained from previous steps are firstly decomposed into
frames, then feature vectors are extracted out from these frames by using PCA or
MFCC. Finally, a matrix known as source matrix is constructed and it will be used
for feature matrix selection. In the training phase, the training feature matrix is
firstly selected from source matrix, then it will be used to build the singer classi-
fier which is based on SVM or GMM. Thereafter, in the testing phase, the ultimate
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FIGURE 5.1: The block diagram of Auto-SID system
goal of Auto-SID system, singer identification, will be accomplished by inputting
the testing feature matrix obtained from source matrix into the singer classifier.
5.1.2 Singer Classifier
Two different classifiers for singer identification are constructed and compared
in this thesis. The first classifier is built based on the Multi-class SVM which is
trained by using one-versus-one approach. The second classifier is built based
on the Gaussian mixture model (GMM) whose parameters are initialized via K-
means clustering and iteratively adjusted via expectation-maximization (EM) al-
gorithm.
Note that in the SVM classifier, only one support vector machine is constructed,
while in the GMM classifier, we need to build the Gaussian mixture model for
each singer which makes this classifier so time consuming. However, the GMM
classifier is more flexible than SVM classifier due to the fact that each singer has
its own Gaussian mixture model and these GMMs are independent of each other.
When a new singer is added into the Auto-SID system, then for the GMM classi-
fier, we only need to build a single Gaussian mixture model by using this singer’s
data, while for the SVM classifier, the whole support vector machine has to be
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re-built. In addition, since the Gaussian mixture models are independent with
each other, then some of the singer’s GMMs can be extracted out for solving some
special problems, such as the copyright dispute between two singers.
Mathematically, the SVM classifier can be given by the follow equation

Predicted Singer = argmax
S=1,2,...,P
{∑T
t=1 I(S = fˆsvm(xt))
}
Predicted Singer = fˆsvm(xmean), voting strategy fails
(5.1)
and the GMM classifier can be written as

Predicted Singer = argmax
S=1,2,...,P
{∑T
t=1 I(S = argmax
S=1,2,...,P
{logp(xt|λi)})
}
Predicted Singer = argmax
S=1,2,...,P
{logp(xmean|λi)} , voting strategy fails
(5.2)
Here, I is the indicator function, S represents the singers we wish to identify and
T is the number of rows in the testing feature matrix. Voting strategy is used
in these classifiers. Specifically, the testing feature matrix is firstly selected from
source matrix, then each row of this matrix will be input into SVM or GMMs for
one voting and the singer who has got most votes will be regarded as the predicted
singer for this testing singing voice segment. If some of the singers have same
votes which means that the voting strategy fails, then the column mean of the
testing feature matrix will be used for singer identification.
5.2 Dataset Introduction
5.2.1 Music Recordings Collection
In this experiment, 10 singers of English popular music are selected: five males
and five females, each with 10 different songs in the same album, as shown in
Table 5.1. All of these songs are down-sampled from the sampling rate of 44100
Hz to 22050 Hz, to exclude the high frequency components beyond the range of
normal singing voices, then these songs go through the pre-processing phase as
shown in Figure 5.1 and ten singing voice segments of one second length are
obtained from each music recording. As a result, each singer has a total of 100
singing voice segments which will be further input into feature extraction phase
for source matrix construction.
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TABLE 5.1: Singers and Albums
Number Singer Gender Album
1 Adam Levine M Sugar
2 Blake Shelton M Bringing Back the Sunshine
3 Justin Bieber M My World
4 Bruno Mars M Unorthodox Jukebox
5 Jesse McCartney M Have It All
6 Katy Perry F Teenage Dream
7 Meghan Trainor F Title
8 Taylor Swift F Fearless
9 Avril Lavigne F Goodbye Lullaby
10 Carly Rae Jepsen F Kiss
5.2.2 Source Matrix Construction and Feature Matrix Selection
The singing voice segments obtained from previous steps will go through feature
extraction phase in order to build the source matrix, which can be used for feature
matrix selection in the training and testing phase. Two feature extraction methods
are used in this process: Principal Component Analysis (PCA) and Mel-frequency
Cepstral Coefficient (MFCC), as discussed in Chapter 2. The details of this process
are discussed as follows:
• Step 1: Frame Blocking
After the pre-processing phase, each singer will obtain 100 singing voice seg-
ments, so there are a total of 1000 singing voice segments in this experiment. The
frame blocking step aims to decompose each segment into frames of m length,
where m ∈ {1000, 500, 200, 100, 40} and the unit of measurement is millisecond.
According to the length setting, five types of source matrix can be obtained and
they have different number of observations. Generally, a smaller frame length will
lead to a larger source matrix which contains more information about the singing
voice segments. Which type of source matrix should be used in Auto-SID system
is usually based on empirical experience and we will compare their performance
in the later section. Note that only the source matrix with 40 ms frame length can
be used to build the GMM classifier, it is due to the fact that the Gaussian mixture
model needs a sufficient number of observations for its training process. How-
ever, for the SVM classifier, it can be built with all of these source matrix types.
• Step 2: Feature Extraction via PCA or MFCC
After frame blocking, a total of n = 100×100m frames are obtained and each frame
can be viewed as a numeric vector which has about q = 22 × m variables. For
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the feature extraction via PCA, the dimensionality reduction is performed on the
matrix which has n rows and q columns. As a result, a matrix of n× p size will be
obtained where p is the number of principle components. For feature extraction
via MFCC, instead of dimensionality reduction, each frame goes through MFCC
algorithm and the column mean of the MFCC matrix is regarded as the feature
vector. As with the result in PCA, a matrix of n × p size will be acquired where p
is the number of cepstral coefficients. For the convenience, the resulting matrix of
n× p size is called source matrix and Table 5.2 gives an example of this matrix.
TABLE 5.2: Example of the source matrix
Xn×p Singer Label Segment Label
X1 A A1
X2 A A1
...
...
...
Xi A A1
Xi+1 A A2
Xi+2 A A2
...
...
...
Xj A A10
Xj+1 B B1
Xj+2 B B1
...
...
...
Xn B B10
• Step 3: Training and Testing Feature Matrix Selection
The feature matrices used for classifier training or testing are actually selected
from the source matrix. The assessment technique of Cross-validation is used in
this thesis to evaluate the predictive performance of the singer classifier. For the
SVM classifier, we perform the hold-out algorithm with stratified sampling, where
80% of the singing voice segments are selected for training and the remaining
20% segments are used for testing purpose. The number of iterations is set to
be a moderate 200. For the GMM classifier, K-fold cross-validation algorithm is
performed and the number of fold is set to be 5. These selection missions can be
accomplished with the help of Table 5.2. In the testing phase, the length of the
testing singing voice segment can be set to be l, where l ∈ {1, 2, 4, 5} and the unit
of measurement is second. We will explore the effect of different lengths of testing
segment on singer identification accuracy in the later experiment.
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5.3 Experiments and Results of Pre-processing Techniques
5.3.1 Singing Voice Detection - Double and Single GMM
As the first step in pre-processing phase, singing voice detection aims to clas-
sify each segment in the music recording as being of either the pure instrumental
type (known as the non-vocal segment) or as a mixture of singing voice and back-
ground music (known as the vocal segment). In order to implement this process,
two approaches are proposed and compared in this thesis: double GMM and sin-
gle GMM, as was discussed in Chapter 4. The concrete implementation details of
this experiment are showed as follows:
• Training Phase
• Step 1: vocal and non-vocal track collection
Two audio tracks of 6 minutes length are firstly collected from internet database.
One is the vocal track which is a mixture of singing voice and background music,
another is the non-vocal track which only contains instrumental accompaniment.
• Step 2: MFCC feature matrix extraction
Next, the feature matrices of the vocal and non-vocal tracks are calculated by
using MFCC algorithm for every 20 ms hamming-windowed frame with 10 ms
overlapping. Moreover, the effect of different number of cepstral coefficients on
the detection accuracy is also explored in this experiment.
• Step 3: Vocal and non-vocal GMM training
The final step in the training phase is to build the vocal and non-vocal Gaussian
mixture models based on their respective feature matrix. The component number
is set to be 6 and the parameters, such as mean vectors, covariance matrices and
weights, are initialized through K-means clustering, then iteratively adjusted via
expectation-maximization (EM) algorithm.
• Testing Phase
• Step 1: Down-sampling, Mono-channel Transform and Clip Extraction
The music recordings introduced in the Table 5.1 usually have two channels and
this kind of stereo audio signal can not be analyzed in Auto-SID system. So the
first thing we need to do is to transform these music recordings from stereo to
mono. In addition, we also need to down-sample these music recordings from
the sampling rate of 44100 Hz to 22050 Hz in order to exclude the high frequency
components beyond the range of normal singing voices and reduce the number
of variables used for feature extraction. In light of the characteristic repetition
within pop music, clip extraction is performed by cutting out the first minute of
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(A) Non-vocal segment (B) Vocal segment
FIGURE 5.2: The difference of the MFCC features between non-
vocal and vocal segments
each song. As a result, all of these music recordings are transformed into the mono
music clips of 1 minutes length with the sampling rate of 22050 Hz.
• Step 2: Decomposition and Feature Vector Calculation
Next, each music clip obtained from previous step will be decomposed into a set
of music segments of 1 second length. Thereafter, MFCC feature extraction is
performed on these segments and the column mean of the resulting matrix will
be regarded as the feature vector for each segment.
• Step 3: Log-likelihood Calculation and Segment Type Decision
Finally, each segment’s feature vector will be input into the vocal and non-vocal
GMMs in order to calculate the log-likelihood values. Then, the segment type is
determined by using the equations described in Chapter 4.
• Detection Accuracy Comparison
The resulting accuracy of singing voice detection in double and single GMMs is
showed in the Table 5.3. Moreover, Figure 5.2 gives an example which shows the
difference of the MFCC features between vocal and non-vocal segments.
TABLE 5.3: Detection accuracy comparison
Method
MFCCs
12 16 20 24 30
Double GMM 70.32% 73.46% 78.64% 76.93% 75.83%
Single GMM 85.42% 89.21% 92.34% 96.42% 94.73%
From the results showed above, we can see that the detection accuracy in single
GMM is much higher than the one in double GMM and the highest accuracy in
single GMM is achieved at 24 cepstral coefficients. Therefore, single GMM with
24 MFCCs will be used for singing voice detection in the later experiments.
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5.3.2 Singing Voice Separation - NMF and RPCA
After the singing voice detection performed by single GMM with 24 cepstral co-
efficients, the next step in the pre-processing phase is the singing voice separa-
tion which aims to segregate the singing voice from the background music. For
this purpose, two approaches are introduced in this thesis: Non-negative Matrix
Factorization (NMF) and Robust Principal Component Analysis (RPCA), as was
discussed in Chapter 4. In this experiment, a total of 1000 vocal segments, 100
segments each singer, are input into the singing voice separation system based on
NMF or RPCA.
For source separation evaluation, in addition to evaluating the Global Normalized
Source to Distortion Ratio (GNSDR) as ([Hsu and Jang, 2010],[Rafii and Pardo,
2011]), we also evaluate our performance in terms of Source to Interference Ratio
(SIR), Source to Artifacts Ratio (SAR), and Source to Distortion Ratio (SDR) by
BSS-EVAL metrics ([Vincent, Gribonval, and Févotte, 2006]). The Normalized SDR
(NSDR) is defined as
NSDR(vˆ, v, x) = SDR(vˆ, v)− SDR(x, v) (5.3)
where vˆ is the resynthesized singing voice, v is the original clean singing voice,
and x is the mixture. NSDR is for estimating the improvement of the SDR between
the preprocessed mixture x and the separated singing voice vˆ. The GNSDR is cal-
culated by taking the mean of the NSDRs over all mixtures of each set, weighted
by their length.
GNSDR(vˆ, v, x) =
∑N
n=1wnNSDR(vˆn, vn, xn)∑N
n=1wn
(5.4)
where n is the index of a song andN is the total number of the songs, andwn is the
length of the nth song. Higher values of SDR, SAR, SIR, and GNSDR represent
better separation quality. The evaluation results of singing voice separation via
NMF and RPCA are showed in the Table 5.4.
TABLE 5.4: The evaluation results of NMF and RPCA
Method SDR SIR SAR GNSDR
NMF 3.2147 7.4587 4.5687 5.4548
RPCA 6.3253 12.7442 7.6745 8.8841
From the these evaluation results, we can see that the separation performance of
RPCA is much better than NMF. So, for the later experiment of singer identifica-
tion, we will use RPCA to perform singing voice separation and Figure 5.3 gives
an example of the RPCA separated audio tracks.
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(A) Vocal segment
(B) Separated background music
(C) Separated singing voice
FIGURE 5.3: Example of the RPCA separated audio tracks
5.4 Experiments and Results of Singer Identification
After the pre-processing phase, a total of 1000 singing voice segments are obtained
and further input into the feature extraction phase for constructing the source
matrix which will be used to select feature matrix for training and testing. The
implementation details of this process have been introduced in Section 5.2 and we
will show some experimental results of singer identification as follows.
5.4.1 Analysis on Time Domain - PCA
The first experiment of singer identification is performed on the time domain in
which features are extracted by PCA. The source matrix used in this case must be
the type of 40 ms frame length so that the GMM classifier can be constructed with
enough observations. The length of testing singing voice segment is set to be 2
seconds and the effect of different testing lengths on the identification accuracy
will be discussed in details in the later subsection.
• The result of feature extraction by PCA
As we know, after the frame blocking step in the feature extraction phase, the
feature of each frame is extracted out by using PCA algorithm as was introduced
in Chapter 2. Table 5.5 gives a portion of the eigenvalues and the corresponding
cumulative variation.
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TABLE 5.5: Number of Principal Components
PC Number Eigevalue Percentage(%)
31 124.4547 75.13
32 123.5478 74.14
...
...
...
65 62.4584 94.42
66 61.4578 95.31
From the table, if we are to preserve 95% of the total variation, the correspond-
ing number of principal components to be kept is 66. Obviously, this number is
significantly smaller than the one in source matrix which has 25000 observations.
Therefore, the source matrix has a very satisfactory shape with a high ratio be-
tween n = 25000 and p = 66 so that a good identification result can be expected
based on this matrix.
• Comparison of classifiers
After the source matrix be constructed, the next step is to select the feature matrix
for training and testing. This selection process can be achieved with the help of Ta-
ble 5.2. Thereafter, in the training phase, two types of classifiers, SVM and GMM,
are constructed. For SVM, we use three different kernels, namely, the linear ker-
nel, the RBF kernel and the 2nd order polynomial kernel. For GMM, the number
of component is chosen to be 6 which is based on the empirical experience. The
results of training accuracy and error are given in Table 5.6.
TABLE 5.6: Training performance on time domain
Method Error(%) Accuracy(%)
SVM-L 8.3 91.7
SVM-RBF 2.7 97.3
SVM-P 1.1 98.9
GMM 23.1 76.9
Apart from GMM, all other classifiers seem to perform satisfying accuracy. For
some classifiers, such as SVM with RBF kernel and polynomial kernel, the accu-
racy seems to be even unrealistic. Thus, it is necessary to examine the test accu-
racy. As was discussed above, we perform the hold-out algorithm with stratified
sampling for SVM and K-fold cross-validation for GMM, where the number of
iterations and folds are set to be 200 and 5 respectively.
The pattern of prediction accuracy is shown in the Figure 5.4, where the left graph
is the box-plot in which each one of the boxes represents 200 estimated predication
accuracy of SVM classifier with different kernel functions and the right graph is a
bar-plot which shows the prediction performance of GMM classifier with five-fold
cross-validation. Additionally, the average testing accuracy of each classification
approach are compared in Table 5.7. It is obvious that none of the classifiers has
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(A) SVM testing accuracy with 200
iterations
(B) GMM testing accuracy with five
folds
FIGURE 5.4: The pattern of prediction accuracy on time domain
convincing prediction ability. Regardless, it seems that GMM is slightly better
than the other classifiers. Moreover, comparing the training accuracy in Table 5.6
and the testing accuracy in Table 5.7, we can readily notice the discrepancy, which
is likely caused by the overfitting issue.
TABLE 5.7: Testing accuracy comparison
Method Average Test Accuracy(%)
SVM-L 39.42
SVM-RBF 54.13
SVM-P 50.31
GMM 56.20
• How many PC’s to keep?
We are still not sure how many principal components are optimal. This is a very
serious question in PCA and yet the answer usually lies in the empirical stage
rather than the theoretical stage. So next, we will explore the effect of different
number of principal components on the prediction accuracy through an alterna-
tive method with the help of cross-validation. Assuming that we want to preserve
at least 50% of the variation, we can plot the empirical relationship between the
percentage of total variation and the mean prediction accuracy. Figure 5.5 is one
such plot based on the SVM classifier with RBF kernel.
From the plot, we can readily notice that preserving 95% of the variation is actually
not the optimal choice. Instead, it seems that mean predictive accuracy peaks
when only around 60% of the total variation is kept. However, the peak accuracy
is still merely around 62%.
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FIGURE 5.5: The effect of different number of PCs on MPA
5.4.2 Analysis on Frequency Domain - MFCC
The singer identification performed in previous experiment uses the features ex-
tracted by PCA algorithm and we can see that the prediction accuracy of each clas-
sification method is not satisfying. Since MFCC is the feature extraction method
most wildly used in human voice recognition system, then next, we will imple-
ment an experiment in the frequency domain where the PCA features are replaced
by MFCC features. The source matrix type and the testing length are the same
with the previous experiment. The prediction ability of the classifiers is examined
with different number of cepstral coefficients, varying from as small as 12 to as
large as 30. The number of filters in the filter bank is chosen to be 50 so that we
can extract enough information from the audio signal.
Table 5.8 gives the performance results of the SVM classifier with three different
kernel functions and the GMM classifier with 6 components. In each cell, the first
value represents the training accuracy and the second value (in italic) represents
the mean prediction accuracy. A corresponding plot of MPA values in Table 5.8 is
given in the Figure 5.6.
Notice that although the training accuracy still exhibits overfitting, the prediction
accuracy improves tremendously comparing to the performance on time domain.
We can see that the prediction performances of SVM with linear, RBF and 2nd
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TABLE 5.8: The singer identification performance on frequency do-
main
#MFCCs SVM-L SVM-RBF SVM-P GMM
12
72.3%
69.87%
76.3%
72.81%
74.6%
70.49%
84.2%
78.6%
15
74.4%
72.14%
78.1%
74.61%
76.2%
73.78%
87.2%
81.3%
18
77.4%
74.33%
80.3%
77.64%
79.2%
75.14%
89.7%
83.5%
21
79.2%
76.81%
83.9%
78.23%
81.3%
77.46%
92.4%
87.8%
24
80.4%
77.96%
86.3%
81.23%
83.4%
78.15%
96.9%
93.1%
27
77.2%
74.36%
81.9%
78.49%
79.3%
76.61%
91.4%
89.4%
30
76.7%
74.65%
80.9%
78.50%
78.6%
77.23%
90.8%
88.4%
order polynomial kernel functions are close to each other. GMM demonstrates the
best prediction ability, regardless of the number of MFCCs being used. Moreover,
it is of interest to see that there is a relatively big improvement from 12 MFCCs
being used, which simply indicates p = 12, to p = 24, and yet this improvement
peaks at 24 MFCCs and slows down from p = 27 to p = 39.
5.4.3 Source Matrix Type Comparison
As was introduced above, the source matrix constructed in the feature extraction
phase has different types based on what kind of the frame length be used. Here,
the frame length is set to be m, where m ∈ {1000, 500, 200, 100, 40} and the unit
of measurement is millisecond. We want to implement an experiment to learn the
effect of different types of source matrix on the singer identification performance.
Specifically, the features are extracted by using MFCC algorithm and the number
of cepstral coefficients is set to be 24. Moreover, GMM classifier is not used in this
experiment due to the reason that there are not enough observations in the source
matrix with the frame length larger than 40 ms. The length of testing singing
voice segment is still chosen to be 2 seconds and the prediction performance with
different source matrix types is given in the Table 5.9.
From this table, we can see that the prediction accuracy of SVM classifier with
three different kernel functions goes down along with the increase of frame length.
As we know, a larger frame length will lead to a smaller source matrix at the
price of information loss. Therefore, we can conclude that this degeneration of
prediction performance is mainly caused by this fact.
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FIGURE 5.6: A comparison of MPA on frequency domain
TABLE 5.9: Comparison of source matrix type
Frame Length(ms)
Average Test Accuracy(%)
SVM-L SVM-RBF SVM-P
40 77.96% 81.23% 78.15%
100 74.21% 77.14% 74.27%
200 69.31% 71.58% 70.36%
500 67.65% 70.25% 65.36%
1000 61.87% 62.74% 63.21%
5.4.4 Testing Segment Length Comparison
The length of testing singing voice segment used in the above experiments is fixed
to be 2 seconds. So next, we will implement an experiment to explore the effect of
different testing length on the prediction performance. Specifically, in this exper-
iment, the feature extraction is performed by MFCC and the number of cepstral
coefficients is chosen to be 24. For the convenience, only GMM classifier is used
and the source matrix type is set to be the one with 40 ms frame length. The
prediction results are given in the Table 5.10.
From the results shown above, we can see that there is a great decrease on pre-
diction accuracy when the testing length is set to be 1 second and the prediction
performances with the testing length above 1 second are almost the same. It is due
to the fact that the testing singing voice segment with very small length contains
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TABLE 5.10: Comparison of testing length
Testing Length(s) Average Prediction Accuracy(%)
1 78.2%
2 93.1%
4 94.8%
5 94.0%
very limited singer information. Therefore, the one second testing length is not
good choice for singer identification.
5.4.5 Auto-SID with or without Singing Voice Separation
Since all of the experiments introduced above go through the singing voice sepa-
ration step, then it comes up with the question that what if the singer identification
is performed without segregating the singing voice from the background accom-
paniment. In order to figure this question out, we implement an experiment of
singer identification in which the singing voice segments are replaced by the vo-
cal segments. Here, the vocal segment is actually a mixture of singing voice and
instrumental sound. To be specific, in this experiment, features are extracted by
MFCC and the number of cepstral coefficients are set to be 24. The testing length
is chosen to be 2 seconds and only the GMM classifier is used. The results of this
experiment are given in the Table 5.11.
TABLE 5.11: Singer identification with or without singing voice
separation
Data Type Average Test Accuracy(%)
Singing voice segment 93.1%
Vocal segment 82.3%
From the results shown in the above table, we can see that the prediction accuracy
with the singing voice separation is about 10% higher than the one without this
step. Therefore, we can definitely say that the singing voice separation is a very
helpful technique for improving the performance of singer identification.
5.5 Conclusion
In this thesis, we have demonstrated the multiple techniques of feature extraction,
pattern recognition and pre-processing, and the performance of their implemen-
tation given various conditions of the data. We hereby conclude the results of our
research by summarizing the analysis and providing some future work.
• Pre-processing techniques
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The Auto-SID system we proposed consists of four phase: pre-processing, feature
extraction, training and testing. In the pre-processing phase, the first step is the
singing voice detection which aims to differentiate the vocal segment from the
non-vocal segment and two approaches are introduced and compared: double
GMM and single GMM. According to the experimental result, we can see that the
single GMM outperforms the double GMM. Therefore, in the later experiments,
the single GMM with 24 MFCCs is used for vocal and non-vocal segmentation.
The vocal segments obtained from the previous step is actually a mixture of singing
voice and instrumental sound. As was shown in the above experiment, direct use
of this noise data will result in a bad prediction performance of singer identifica-
tion. Therefore, singing voice separation is the second step in the pre-processing
phase which aims to segregate the singing voice from the background music. Two
techniques are introduced and compared in this thesis: Non-negative Matrix Fac-
torization (NMF) and Robust Principal Component Analysis (RPCA). Based on
the evaluation results, it seems that RPCA outperforms NMF. So, in the later ex-
periments, we use RPCA as the technique for singing voice separation.
• Feature extraction: MFCC or PCA?
In this thesis, two feature extraction methods are introduced and compared: Prin-
cipal Component Analysis (PCA) and Mel-frequency Cepstral Coefficient (MFCC).
According to the experimental results, we can see that the recognition on time
domain with PCA is very poor, where merely about 50% of the signals were cor-
rectly classified. However, this prediction accuracy can reach as high as 93% on
frequency domain with MFCC. Moreover, there exists a very serious overfitting
issue in the analysis with PCA that would cause false optimism if we are to com-
pute only the training accuracy. Obviously, it is not a surprising result since the
features extracted by MFCC involve richer information. In terms of dimension
reduction, both PCA and MFCC reduce the high dimensionality of the raw data
drastically, but MFCC reduces the dimensionality to a more satisfying result than
PCA. Thus, MFCC should be preferred.
• Singer classifier: SVM or GMM?
We have demonstrated two singer classifiers in this thesis: SVM and GMM. Ac-
cording to the experimental results, we can see that the prediction accuracy of
GMM classifier is about 16% higher than SVM and the highest average testing ac-
curacy can be achieved at 96.9% with 24 cepstral coefficients. Therefore, we prefer
to use the classifier built based on GMM to accomplish the singer identification
task. However, this classifier is not perfect due to the reason that it is very time
consuming to train the Gaussian mixture models and only the singer among the
training database can be identified. For example, suppose that the singer classifier
constructed in the training phase only involves singer A and B, then in the test-
ing phase, the testing audio track will be labelled as either A or B. If this testing
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track is actually sung by singer C which is not in the training database, a failure
classification shows up. In spite of this, the GMM classifier is still a very good pat-
tern recognition technique in the field of signal analysis and has been most widely
used by other researchers for many years.
• Further Work
We have shown that the GMM classifier performs very well in the area of singer
identification. However, as mentioned before, this classifier has its limitation that
only the singer in the training database can be identified. So, our future work
should be focused on how to break this limitation and several ideas have been pro-
posed and are worth to try, such as one-class SVM. In addition, there exists some
other feature extraction methods which are specifically designed for the auditory
signal, such as Linear Prediction Mel-frequency Cepstral Coefficient (LPMCC)
and Gammatone Cepstral Coefficient (GTCC). We will use these features in our
future work and see whether the prediction performance can be further improved.
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Appendix A
Seleted Code
A.1 R Code in Performing Singing Voice Detection
# Loading Packages
library("tuneR")
library("phonTools")
library("mixtools")
# Reading Data
dirdata<-c("C:/Data/Adam Levine")
file.Adam<-list.files(dirdata)
A1<-readMP3(paste0(dirdata[1],file.Adam[1]))
A2<-readMP3(paste0(dirdata[1],file.Adam[2]))
A3<-readMP3(paste0(dirdata[1],file.Adam[3]))
A4<-readMP3(paste0(dirdata[1],file.Adam[4]))
A5<-readMP3(paste0(dirdata[1],file.Adam[5]))
A6<-readMP3(paste0(dirdata[1],file.Adam[6]))
A7<-readMP3(paste0(dirdata[1],file.Adam[7]))
A8<-readMP3(paste0(dirdata[1],file.Adam[8]))
A9<-readMP3(paste0(dirdata[1],file.Adam[9]))
A10<-readMP3(paste0(dirdata[1],file.Adam[10]))
adam.list <-list(A1,A2,A3,A4,A5,A6,A7,A8,A9,A10)
new.adam.list <-vector("list",10)
# Pre-processing
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for(i in 1:10)
{
new.adam.list[[i]]<-extractWave(adam.list[[i]],
from=15,to=135,xunit="time")
new.adam.list[[i]]<-downsample(new.adam.list[[i]],22050)
new.adam.list[[i]]<-channel(new.adam.list[[i]],
which="left")
}
# Build single GMM
dirback<-"C:/data"
fileback<-list.files(dirback)
back<-readWave(paste0(dirback,fileback[1]))
for(i in 2:length(fileback))
{
back<-bind(back,readWave(paste0(dirback,fileback[i])))
}
back<-downsample(back,22050)
back<-channel(back,which="left")
start<-seq(0,599.8,by=0.2)
end<-seq(0.2,600,by=0.2)
cep<-16
n<-length(start)
back.feature.mfcc<-as.data.frame(matrix(0,ncol=cep,
nrow=n))
for(i in 1:n)
{
segment<-extractWave(back,from=start[i],to=end[i],
xunit="time")
mfcc<-as.data.frame(melfcc(segment,wintime=0.020,
hoptime=0.01,numcep=cep))
mean<-colMeans(mfcc)
back.feature.mfcc[i,]<-mean
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}
back.feature<-back.feature.mfcc
k<-6
kcluster<-kmeans(as.matrix(back.feature),k)
lambda<-rep(0,k)
size<-kcluster$size
n<-sum(size)
for(i in 1:k)
{
lambda[i]<-size[i]/n
}
sum(lambda)
cluster.mean<-as.data.frame(kcluster$centers)
mu<-vector("list",k)
for(i in 1:k)
{
mu[[i]]<-as.numeric(cluster.mean[i,])
}
sigma<-vector("list",k)
position<-kcluster$cluster
for(i in 1:k)
{
p<-which(position==i)
c<-back.feature[p,]
sigma[[i]]<-cov(c)
}
back.gmm<-mvnormalmixEM(as.matrix(back.feature),
lambda=lambda,mu=mu,sigma=sigma)
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# GMM prediction function
gmm.predict<-function(gmm.model,x)
{
lambda<-gmm.model$lambda
mu<-gmm.model$mu
sigma<-gmm.model$sigma
K<-length(lambda)
dens<-0
for(k in 1:K)
{
dens<-dens+lambda[k]*dmvnorm(x,mu[[k]],sigma[[k]])
}
dens<-log(dens)
return(dens)
}
# Vocal and non-vocal segmentation
start<-seq(0,118,by=2)
end<-seq(2,120,by=2)
n<-length(start)
cep<-16
rank.log.value.back<-rep(0,n)
vocal.adam.list<-vector("list",10)
for(i in 1:10)
{
song<-new.adam.list[[i]]
for(j in 1:n)
{
segment<-extractWave(song,from=start[j],
to=end[j],xunit="time")
mfcc<-as.data.frame(melfcc(segment,wintime=0.020,
hoptime=0.01,numcep=cep))
feature.matrix<-mfcc
logvalue.back<-rep(0,nrow(feature.matrix))
for(d in 1:nrow(feature.matrix))
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{
logvalue.back[d]<-gmm.predict(back.gmm,
as.numeric(feature.matrix[d,]))
}
rank.log.value.back[j]<-mean(logvalue.back)
}
pos<-order(rank.log.value.back)[1:10]
vocal.adam.list[[i]]<-extractWave(song,from=pos[1]-1,
to=pos[1],xunit="time")
for(g in pos[-1])
{
vocal.adam.list[[i]]<-bind(vocal.adam.list[[i]],
extractWave(song,from=g-1,to=g,xunit="time"))
}
}
A.2 Matlab Code in Performing Background Music Removal
%% addpath
clear all; close all;
addpath(’bss_eval’);
addpath(’example’);
addpath(genpath(’inexact_alm_rpca’));
%% Examples
filename = ’titon_2_07’;
[wavinmix, fs] = audioread([filename, ’_SNR5.wav’]);
%% Run RPCA
parm.outname = [’example’, filesep, ’output’,
filesep, filename];
parm.lambda = 1;
parm.nFFT = 1024;
parm.windowsize = 1024;
parm.masktype = 1;
parm.gain = 1;
parm.power = 1;
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parm.fs = fs;
outputs = rpca_mask_execute(wavinmix, parm);
fprintf(’Output separation results are in %s\n’,
parm.outname)
fprintf(’%s_E is the sparse part and %s_A is
the low rank part\n’, ...
parm.outname, parm.outname)
%% Run evaluation
RUN_EVALUATION = 1;
if RUN_EVALUATION
wavinA = audioread([filename, ’_music.wav’]);
wavinE = audioread([filename, ’_vocal.wav’]);
%% GNSDR computation
[s_target, e_interf, e_artif] =
bss_decomp_gain(wavinmix’, 1, wavinE’);
[sdr_mixture, sir_mixture, sar_mixture]
= bss_crit(s_target, e_interf, e_artif);
evaluation_results =
rpca_mask_evaluation(wavinA, wavinE, outputs);
%% NSDR = SDR(estimated voice, voice) - SDR
%%(mixture, voice)
NSDR = evaluation_results.SDR - sdr_mixture;
fprintf(’SDR:%f\nSIR:%f\nSAR:%f\nNSDR:%f\n’, ...
evaluation_results.SDR, evaluation_results.SIR, ...
evaluation_results.SAR, NSDR);
end
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