Given two linear operators S and T acting between Hilbert spaces H and K , respectively K and H which satisfy the relation
Introduction
The abstract spectral theory for unbounded selfadjoint operators has been initiated by J. von Neumann in [7] , his work being motivated by its applications in quantum mechanics, a branch of physics developed in mid-twenties by P. Dirac, W. Heisenberg and E. Schrödinger. In quantum mechanics the Hamiltonian H of a system is the operator corresponding to the total energy of that system. The domain of this differential operator is sometimes unclear. It is usually not difficult to restrict its definition to some dense subspace of regular functions on which it becomes a symmetric operator. In our approach, a symmetric operator S is just a linear operator which is defined on a Hilbert space H and verifies the identity Sh, h ′ = h, Sh ′
for every h and h ′ in the domain dom S of S. In other words, contrary to the usual terminology, we do not assume that a symmetric operator is densely defined.
The dynamics of a quantum system must be governed by a continuous oneparameter group of unitary operators. The infinitesimal generator of such a group is, according to Stone's theorem [17] , selfadjoint i.e., it is densely defined and coincides with its adjoint. The adjoint operator S * of a linear, densely defined, operator S (which acts between Hilbert spaces H and K ) is defined by the formulas
• dom S * := {k ∈ K : Sh, k = h, h ′ for a certain h ′ ∈ H and for each h ∈ dom S};
• S * k := h ′ , where h ′ is (uniquely) determined by k and the (scalar product) equality above.
Moreover, we have the following identities (see [12] for the first and the third one):
• the domain of S * :
dom S * = {k ∈ K : sup{| Sh, k | : h ∈ dom S, h ≤ 1} < ∞};
• the kernel of S * :
ker S * = {ran S} ⊥ , i.e., the orthocomplement of the range ran S of S;
• the range of S * :
ran S * = {h ∈ H : sup{| h, h ′ | : h ′ ∈ dom S, Sh ′ ≤ 1} < ∞}.
In the most general context it is sometimes necessary to specify domains of selfadjointness for physical observables such as position, momentum or spin. To this aim one needs to find or even to construct explicitly the selfadjoint extension of an appropriate symmetric operator. The mathematician has to study if this operator has such extensions, while the physicist has to choose among these extensions the one which is the most adequate for the system. In some particular situations the Hamiltonian of the system is essentially selfadjoint, i.e., it has a unique selfadjoint extension. As noted by T. Kato [5] , this is the case for the so-called Schrödinger Hamiltonian operator of every system composed of a finite number of particles interacting with each other through a potential energy. In abstract settings, a linear, densely defined and closable operator S between H and K is called essentially selfadjoint if its closureS is selfadjoint. One can usually verify selfadjointness by computing the ranges of certain associated operators. We should mention in this sense that, according to the criterion of J. von Neumann [7] , a densely defined symmetric operator S acting on a complex Hilbert space H is selfadjoint if and only if the ranges of the operators S ± i equal H . Similarly, S is essentially selfadjoint if and only if the ranges of the operators S ± i are dense in H . For basic facts about unbounded operators we refer to the Chapter 8 of the famous book Functional Analysis by Frigyes Riesz and Béla Szökefalvi-Nagy [11] .
The following result, stated by R. Arens [1] for the generalized case of multivalued operators (linear relations), is often useful in studying selfadjontness: Proposition 1.1. Let S and T be two linear relations between linear spaces X and Y such that S ⊆ T . Then S = T if and only if S and T have equal kernels and equal ranges.
We follow the classical terminology of M. H. Stone [16] in order to extend (1) for the case of two linear operators S and T acting between Hilbert spaces H and K , respectively K and H : S and T are said to be adjoint to each other, in symbols S ∧ T , if Sh, k = h, T k for every h ∈ dom S and k ∈ dom T . In our approach the range of the operator
is playing a central role. We firstly show that S = T * and S * = T if and only if S ∧ T and ran (M S,T ) = H × K if and only if S, T are closed and densely defined, S ∧ T, ran (1 + ST ) = K and ran (1 + T S) = H . We obtain, as a consequence, that for a given operator S on H the following conditions are equivalent:
• S is selfadjoint;
• S ∧ S and ran M S,S = H ;
• S is closed and densely defined, S ∧ S and ran (1 + S 2 ) = H .
In the case when the Hilbert space H is complex we revise the von Neumann theorem (indicated above) without the assumption that the operator in discussion is "a priori" densely defined. More exactly, S is selfadjoint if and only if S ∧ S, ran (λi + S) = H and ran (λi − S) = H for a certain (and also for all) λ ∈ R, λ = 0. Similar characterizations are obtained for skewadjoint operators (i.e., operators S which verify the relation S * + S = 0). Provided that S and T are adjoint to each other and M S,T has dense range, we prove, in the final section, that T has dense range if and only if S is closable and, if either of these statements is satisfied, the closure of S equals the adjoint of T. As applications we obtain new conditions which are equivalent to essential selfadjointness. To be more precise, a given linear operator S on H is essentially selfadjoint if and only if S is densely defined/closable, S ∧ S and the range of M S,S is dense. This last condition can be also replaced by −λ 2 / ∈ σ p (S * 2 ) for a certain (and also for all) λ ∈ R, λ = 0. Also, using another approach based on the Arens result (Proposition 1.1), we prove that S is essentially selfadjoint if and only if S is closable, S ∧ S, {ran S} ⊥ = kerS and {h ∈ H | sup{| h, h ′ : h ′ ∈ dom S and Sh ′ ≤ 1} < ∞} = ranS. Similar characterizations for (essentially) selfadjoint operators were obtained by Z. Sebestyén and Zs. Tarcsay in [13, 14] .
We should also note that, in our approach (i.e., S and T are adjoint to each other), the matrices M −S,T and M S,−T are both symmetric. In some earlier work the role of these matrices has been played by some 2 × 2 symmetric offdiagonal matrices (see, for example, [3, 4, 6, 15, 18] ).
Corresponding results also hold true for the generalized case of linear relations. This case will be treated in another paper.
The operator matrix M S,T
Let H and K be two Hilbert spaces. The graph of a linear operator S between Hilbert spaces H and K is, as usual, the linear subspace
The flip operator, which has its role in computations with linear operator graphs, is defined by the formula
It is not hard to check that F H ,K is a unitary operator and F *
It is well-known (cf., for example, [11, page 304] ), under the assumption that S is densely defined, that the equality
holds true (the symbol "⊕" denotes an orthogonal sum). The first result computes the orthocomplement of the range of the operator matrix M S,T . Proposition 2.1. Let S and T be two given linear operators acting between H and K , respectively K and H . Then
is equivalent to the following identity
One can take, on one hand, h ∈ dom S (arbitrary) and k = 0 and, on the other hand, h = 0 and k ∈ dom T (arbitrary) to see that the equalities
In our approach the situation when M S,T has full or at least dense range is discussed.
We start with some necessary conditions for the surjectivity of M S,T . Remark 2.2. Assume that ran (M S,T ) = H × K for two given linear operators S (acting between H and K ) and T (acting between K and H ). Then
Indeed, for every given h ∈ H one can find h ′ ∈ dom S and k
It follows that h ′ ∈ dom (T S) and h = h ′ + T Sh ′ . Hence ran (1 dom (T S) + T S) = H and, similarly, ran (1 dom (ST ) + ST ) = K . If S and T are closed and densely defined, and the resolvent sets of the operators ST and T S are non-empty it was noted by F. Philipp, A. Ran and M. Wojtylak in [9] that the surjectivity of 1 dom (ST ) + ST is equivalent with the surjectivity of 1 dom (T S) + T S.
In particular, the case S = T * is presented in the following proposition.
Proposition 2.3. Let T be a densely defined linear operator between K and
Proof. (a) We firstly note that, according to (3) (written for T instead of S),
Then, by Proposition 2.1,
This formula can be rewritten in equivalent form as
Since the sum in the right side of (4) is orthogonal (hence also direct) we deduce 
If S and T are densely defined it is possible to obtain a spectral characterization of this property. To this aim, let h ∈ H and k ∈ K and observe that the property
is equivalent, in view of (3) and (4), with the following relations
In other words, the statements h ∈ dom T * , k ∈ dom S * , −h = S * k and k = T * h are also satisfied. This implies that h ∈ dom (S * T * ) and
and, similarly,
We deduce, in particular, the following Proposition 2.4. Let S and T be densely defined linear operators acting between H and K , respectively K and H . The following statements are equivalent: 
Proof. It was proved in [3] and [4] that, under these hypotheses, ST and T S are densely defined, (ST ) * = T * S * and (T S) * = S * T * . Also, by [9] , 1 dom (ST ) + ST has dense range if and only if 1 dom (T S) + T S has dense range. In addition,
The conclusion follows by Proposition 2.4.
Remark 2.6. Similar results can be obtained if we replace M S,T by an operator matrix of the form
defined for every given real or complex number λ = 0. More precisely, since
and, in the particular case when S and T are densely defined,
It follows that M S,T (λ) has dense range if and only if −λ 2 ∈ σ p (S * T * ) (respectively, −λ 2 ∈ σ p (T * S * )). If, moreover, S and T are closed and the resolvent sets of the operators ST and T S are non-empty then M S,T (λ) has dense range if and only if λ 2 + ST (respectively, λ 2 + T S) has dense range.
Remark 2.7. In the following sections it is sometimes useful to express S ∧ T in terms of similar properties for operator matrices of the form M S,T (λ) with λ ∈ C. More precisely, the following statements are equivalent:
for a certain (and also for all) λ ∈ C.
Indeed, condition (ii) takes the form
This equality can be immediately rewritten as
that is, as S ∧ T.
Closed operators
The main tools to be used in this section are given by the following auxiliary result. (ii) (a) S is bounded from below;
It follows that k = 0 and, consequently, T is densely defined. Moreover, by (c), S ⊆ T * . To obtain the equality it remains to show that S and T * have equal domains. To this aim, let h ∈ dom T * and consider
We deduce that S = T * is a closed operator. It is also injective as ker S = {ran T } ⊥ = {0}.
Moreover, dom S −1 = ran S = K and, by the closed graph theorem, S −1 is bounded. (ii) ⇒ (i). S is surjective since, on one hand, S is bounded from below and closed, hence its range is closed and, on the other hand, S has dense range. In addition, {ran T } ⊥ = ker S = {0}, which shows that the range of T is also dense. Finally, S = T * obviously implies that S and T are adjoint to each other.
We deduce, in particular, new characterizations for skewadjoint, respectively selfadjoint operators. Proof. (i) ⇒ (ii). We firstly observe that, for h ∈ dom S,
since, obviously, S and −S are adjoint to each other (i.e., ℜ Sh, h = 0 for h ∈ dom S). This shows that the ranges of λ ± S are closed and, in addition,
It is a simple application of Lemma 3.1 for the pair of operators (λ + S, λ − S).
We replace S with iS to obtain a revised, improved version of the well-known von Neumann theorem ( [7] ). We are now in position to formulate the main result of this section which involves the operator matrix M S,T (λ). 
If ST and T S are also closed then the condition (iii) (c) can be replaced by
(c ′ ) ran (λ 2 + ST ) = K and ran (λ 2 + T S) = H for a certain (and also for all) λ ∈ R, λ = 0.
Proof. Observe that in all of the statements (i) − (iii) the condition S ∧ T holds true. Therefore, for each h ∈ dom S and k ∈ dom T, we have the following identity
which shows that the operator matrices M S,T (λ) and M −S,−T (λ) are both bounded from below. (i) ⇔ (ii). In view of the observation above the equivalence follows by an application of Lemma 3.1 for the pair of operators (M S,T (λ), M −S,−T (λ)). We want to emphasize, in this sense, that dom M S,T (λ) = dom S × dom T is dense if and only if S and T are densely defined and, in this case, M S,T (λ) = M −S,−T (λ) * (= M T * ,S * (λ)) if and only if S = T * and T = S * . If (i) holds true then T is closed so, by Proposition 2.3, ran M S,T (λ) = H × K . Finally, by Remark 2.7, the condition M S,T (λ) ∧ M −S,−T (λ) is equivalent to S ∧ T .
(ii) ⇔ (iii). If M S,T (λ) is surjective then, by Remark 2.2, λ 2 + ST and λ 2 + T S are also surjective. Hence (ii) implies (iii). Conversely, let us suppose that S and T are closed, densely defined and adjoint to each other. Then λ 2 +ST is bounded from below since, for all k ∈ dom (ST ),
We deduce, in view of the fact that λ 2 + ST has full range, that −λ 2 is in the resolvent set of ST. The same is true when ST is replaced by T S. The hypotheses of Corollary 2.5 are satisfied. It follows that the operator matrix M S,T (λ) has dense range. Moreover, M S,T (λ) is closed (as S and T are closed) and bounded from below, so it also has closed range. Consequently, ran M S,T = H × K and this shows that (iii) implies (ii).
Finally, if ST and T S are closed operators and S, T satisfy conditions (a), (b) (of (iii)) and (c ′ ) then, as λ 2 + ST and λ 2 + T S are bounded from below, they must have closed (hence also full) ranges. This shows that (iii)(c) can be replaced by (c ′ ).
New conditions on a linear operator, characterizing its skewadjointness, respectively selfadjointness, are obtained. (c) ran (λ 2 + S 2 ) = H for a certain (and also for all) λ ∈ R, λ = 0.
If S 2 is also closed then the condition (iii) (c) can be replaced by
(c ′ ) ran (λ 2 + S 2 ) = H for a certain (and also for all) λ ∈ R, λ = 0.
Proof. It follows by Theorem 3.4, the case T = S.
In the last part of this section we provide two conditions which characterize (bounded) orthogonal projections.
Corollary 3.7. Let P be a linear operator acting on the Hilbert space H . The following statements are equivalent:
(c) ran (λ 2 + P ) = H for a certain (and also for all) λ ∈ R, λ = 0.
(iii) (a) P = P 2 ;
(b) P ∧ P ;
(c) ran M P,P (λ) = H × H for a certain (and also for all) λ ∈ R, λ = 0.
Proof. The implication (i) ⇒ (ii) is given by Corollary 3.6 ((i) ⇒ (iii)). (ii) ⇒ (iii). Let h ∈ H and h
. Simple computations show that h − P k = u and
is surjective then, by Remark 2.2, λ 2 + P is also surjective. As in the proof of the previous implication P is defined on the whole space H . The conclusion follows immediately by Corollary 3.6 ((ii) ⇒ (i)).
The case: S closable and T densely defined
This section studies the condition S ∧ T in a more general context, in which S is a closable operator and T is densely defined. (5), we have that (ii) (b) is equivalent to the following identity
The proof is complete.
We are in a position to prove the main result in this section.
Theorem 4.2. Let the linear operators S, T which act between Hilbert spaces
H and K , respectively K and H satisfy the property
for a certain given λ ∈ R, λ = 0. Then the following two statements are equivalent:
If either of the conditions (i) or (ii) is satisfied then the equalityS = T * holds true. Conversely, ifS = T * then (6) holds true for every λ ∈ R, λ = 0.
Proof. The operator S is closable if and only if, given
This last condition implies k = 0 if and only if dom T is a dense subspace in K . But in this case T * exists and satisfies, by (3), the following identity
λS . In other words T * =S, as required. Conversely, ifS = T * then, for every λ ∈ R, λ = 0,
and the proof is complete.
In the particular case when S is densely defined and T = S * this theorem takes the form of the following classical result of J. von Neumann [8] . In the most general context of Theorem 4.2 neither S nor T * must be densely defined as we can observe from the following example.
Example 4.4. Let H be a Hilbert space (infinite dimensional), D one of its dense proper subspaces and X = {0} a subspace of H satisfying D ∩ X = {0}. We define a densely defined linear operator T on H by
where A is a given (bounded) positive operator on H with norm A < 1 (the symbol "∔" denotes a direct sum). An element h ∈ H is in the domain of T * if and only if
for a certain given M > 0. By density any fixed x ∈ X is the limit of a sequence (d n ) n≥0 of vectors in D. The inequality (7) written for x and −d n , n ≥ 0 proves, by passing to limit, that x − Ax, h = 0. Hence any element h ∈ dom T * is orthogonal to (1 − A)X . The converse is obviously true (one can take M :
Clearly dom T * is closed and, since 1−A is invertible, dom T * = H . We deduce that T * = A| dom T * is not densely defined. We arrive to the same conclusion for the operator S := A| dom S , where dom S is any given subspace of H which is dense in dom T * . One can easily observe that S is closable andS = T * .
If S and T are adjoint to each other and T is densely defined then, since S ⊆ T * , S is closable. The converse (S closable implies T densely defined) is generally not true without the additional assumption ran M S,T (λ) = H × K (λ ∈ R, λ = 0) as the following example shows.
Example 4.5. Let H = {0} be a Hilbert space, H 0 = H one of its closed subspaces and A a bounded selfadjoint operator on H . Then S = A| H0 : H 0 → H is obviously symmetric (i.e., S and T := S are adjoint to each other), closed, but T (= S) is not densely defined.
In the example below we show that the condition ran M S,T (λ) = H ×K (λ ∈ R, λ = 0) is essential for the equalityS = T * and cannot be obtained as a consequence of the other hypotheses of Theorem 4.2 (S ∧ T , S is closable, T is densely defined). 
• S is densely defined.
Let us firstly observe that, for every m ≥ 0, e m := (δ mp ) p≥0 ∈ dom S being the limit of the sequence (e m − 1 n+1 n k=0 e m+k ) n≥0 of vectors in dom S. The conclusion follows by the remark that lim n→∞ n m=0 h m e m = h, for every h = (h n ) n≥0 ∈ H .
• S is symmetric.
Easy computations show that
Sh, h = 4Im
for every h = (h n ) n≥0 ∈ dom S, where N ≥ 0 is such that N n=0 h n = 0 and h n = 0 for n > N .
• S is not essentially selfadjoint.
Since, for every h ∈ dom S, Sh, e 0 = ih 0 = h, −ie 0 we deduce that e 0 ∈ ker(S * + i). Hence ker(S * + i) = {0}, so S cannot be essentially selfadjoint.
We proved that S and T := S are adjoint to each other, S is closable and T is densely defined, but the equalityS = T * is not satisfied. 
for a certain (and also for all) λ ∈ R, λ = 0;
for a certain (and also for all) λ ∈ R, λ = 0.
We also obtain, in particular, new conditions which characterize essential selfadjointness. 
) for a certain (and also for all) λ ∈ R, λ = 0.
Proof. It follows by Corollary 4.7.
Other applications of Theorem 4.2 are characterizations for selfadjointness (the case T = S with S closed) and, respectively, skewadjointness (the case T = −S with S closed). We introduce the following notations for a given linear operators S acting between Hilbert spaces H and K : N S := {h ∈ H | there exists {h n } n ⊆ dom S converging to h such that {Sh n } n converges and, for any such {h n } n , lim n→∞ Sh n = 0}; Q S := {k ∈ K | there exists a convergent sequence {h h } n ⊆ dom S such that lim n→∞ Sh n = k}; (ii) ⇒ (i). We check first (i)(b). To this aim let k ∈ {dom T } ⊥ ⊆ R T . Then, according to (ii)(c), there exists a sequence {h n } n ⊆ dom S which is convergent to some h ∈ H and such that k = lim n→∞ Sh n . It follows that, for k ′ ∈ dom T, the following equalities hold:
Therefore, h ∈ {ran T } ⊥ = N S , which means that k = lim n→∞ Sh n = 0, as required.
Statement (i)(a) follows by (ii)(a) which, by (i)(b), takes the form S ⊆ T * . Since T * is closed we also haveS ⊆ T * . At the same time we know that R T = ran T * (by (2)), Q S = ranS and N S = kerS (by Remark 4.12). Consequently, our hypotheses can be rewritten as ker T * = kerS (condition (ii)(b)) and ran T * = ranS (condition (ii)(c)). Finally, we get the condition S = T * (statement (i)(c)) by Proposition 1.1.
We present, as consequences, some other characterizations for essentially selfadjoint operators. Proof. It follows by Corollary 4.14 taking into account the fact that, under the assumption that S is closable, N S = kerS and Q S = ranS. (i) S is essentially selfadjoint;
(ii) ran S * = ranS.
Proof. In view of the previous corollary we only have to check that ran S * = ranS implies ker S * = kerS. This follows easily by the equalities:
ker S * = {ran S} ⊥ = {ranS} ⊥ = {ran S * } ⊥ = ker S * * = kerS.
