Abstract. In this paper, we follow the coupling from the solar wind to the Earth's magnetotail, geosynchronous orbit, auroral zone and to the ground, during periods of Alfvénic fluctuations in high-speed solar wind streams (HSSs) and their corotating interaction regions (CIRs). We employ crosswavelet analysis of magnetic field, particle flux and auroral electrojet (AE) index data for the HSSs of September and October 2003. Our results show a remarkably consistent periodic response among all of these regions and across multiple substorm indicators, indicating a possible driven substorm response of the global magnetosphere to the solar wind interplanetary structures. Across the seven intervals studied we find a range of periodic responses from 1.8 to 3.1 h, which is consistent with the 2.75 h peak of the Borovsky et al. (1993) statistical study of inter-substorm periods.
Introduction
It has been known for a long time that the main cause of geomagnetic activity is the enhanced solar wind-magnetosphere energy coupling through the magnetic reconnection mechanism when the interplanetary magnetic field (IMF) has a southward-directed component (Dungey, 1961; Russell et al., 1974; Akasofu, 1981; Gonzalez et al., 1994; Echer et al., 2005) . Geomagnetic activity consists of several types of disturbances, the most widely studied being geomagnetic storms, substorms and HILDCAAs (high-intensity, longduration, continuous AE activity; Gonzalez et al., 1994; Guarnieri et al., 2006a; Hajra et al., 2013) .
The interplanetary causes of the variations of the IMF B z component and the geomagnetic activity are known to change with the solar cycle. For geomagnetic storms, the interplanetary remnants of coronal mass ejections (ICMEs) are dominant around solar cycle maximum phases, while during the declining and solar minimum phases, corotating HSSs and their corotating interaction regions (CIRs) are responsible for most of the storm/substorm activity (Burlaga and Lepping, 1977; Crooker and Cliver, 1994; Lindsay et al., 1995; Baker, 1996; Gonzalez et al., 1999 Gonzalez et al., , 2007 Gonzalez et al., , 2011 Kamide et al., 1998; Gosling and Pizzo, 1999; Richardson et al., 2000; Alves et al., 2006; Echer et al., , 2013 .
During the declining and minimum phases of solar cycles, coronal holes (CHs) typically extend to lower heliographic latitudes and their high-speed streams (HSSs) reach the ecliptic plane. CIRs are formed by the interaction of fast solar wind streams and the ambient, slower solar wind stream (Sheeley and Harvey, 1981; Pizzo, 1982; Balogh et al., 1999; Tsurutani et al., 2006; Cranmer, 2009) . At large distances (> 2 AU) from the sun, CIRs are bounded by fast forward and fast reverse shocks (Smith and Wolfe, 1976) . However, at 1 AU the shocks that will eventually bound CIRs are usually not fully formed (Tsurutani et al., 1995; Gonzalez et al., 1999) . Since coronal holes are long-lived structures, they can persist for more than one solar rotation, and the HSSs emanating from the same region reappear at intervals of approxiPublished by Copernicus Publications on behalf of the European Geosciences Union. 854 E. Echer et al.: Global geomagnetic responses to the IMF B z fluctuations mately 27 days (solar synodic rotation period; Sheeley et al., 1976; Tsurutani et al., 1995; Guarnieri et al., 2006a, b) .
A very important aspect of these fast streams is that they are embedded within Alfvén waves (Belcher and Davis, 1971) . These Alfvén waves are believed to be remnants of heating processes in the Sun (Hollweg, 1978) . In the interplanetary data, these waves appear as large-amplitude oscillations in magnetic field components, well correlated with the oscillations of the velocity components (in the same direction; Belcher and Davis, 1971; Tsurutani et al., 1995 Tsurutani et al., , 2011 . These Alfvén waves, with intermittent negative IMF B z and large IMF y component |B y |, may lead to significantly enhanced magnetospheric convection.
Substorms are transient magnetospheric processes where the solar wind-magnetosphere interaction energy is dissipated mainly in the night-side auroral ionosphere (Akasofu, 1964; Rostoker et al., 1980) . Substorms are much smaller in physical scale and energy than geomagnetic storm events. Magnetospheric substorms are initiated in the magnetotail at distances of about 20R E . When they occur, the auroral displays become very bright and active, there is intensification in the current flow in the magnetosphere and ionosphere, the plasma sheet becomes very thin in localized regions and hot plasma is impulsively injected into the inner magnetosphere (Burch, 1987) . Some researchers have found that a southward turning of the IMF and magnetic reconnection is the energy transfer mechanism predominant for substorms as well (Tsurutani and Meng, 1972; Akasofu, 1981) . The question of what external or internal events cause or trigger recurring periodic substorms has been one of the fundamental issues of substorm research, and one on which there is yet no consensus. Individual substorm occurrence has been linked to northward turnings of the IMF at the end of intervals of southward IMF (Blanchard et al., 2000) . However, there is some dispute over this claim (Morley and Freeman, 2007; Freeman et al. 2009 ). While random or isolated substorms form the largest class of events, periodic substorms are often observed with inter-substorm times of around 3 h (Borovsky et al., 1993) . Periodic activity, such as during sawtooth events, has been directly correlated with corresponding solar wind dynamic pressure enhancements (Henderson et al., 2006) . Other works suggest that sawtooth events can be viewed as a magnetospheric mode similar to steady magnetospheric convection (SMC) intervals except that for sawtooth events, the flow of energy from the solar wind into the magnetosphere becomes too large to dissipate without the periodic occurrence of substorms (Sergeev, 1996 and references there in). They further suggest that the quasi-periodicity arises because the magnetosphere may only become susceptible to external or internal triggering after it has been driven beyond a stability threshold. This has been further demonstrated by the minimal substorm model of Freeman and Morley (2004) . This can account for the existence of a higher rate of possible external triggers (in the IMF or solar wind) than actual substorm events, with triggers arriving faster than the time needed for the magnetosphere to reach its stability threshold. The magnetosphere may be selectively responsive to such a structure (Borovsky et al., 1993; Henderson et al., 1996) only when enough energy has been loaded into the system. Pulkkinen et al. (2007) have shown that ∼ 30 % of the storm time substorm-like activations and 20 % of the sawtooth oscillations have associated solar wind or IMF triggers and that this triggering is more likely during high solar wind pressure and fluctuating IMF intervals.
Two major substorm models have been developed: the first one is the near-Earth neutral line model (NENL; Baker et al., 1996) , which assumes that reconnection takes place between the oppositely directed field lines above and below the current sheet at a distance of about 2-30 R E (this is considered near-Earth as opposed to the distant tail reconnection), resulting in fast plasma flow transferring disturbances to the inner magnetosphere. The second one is the cross-field current instability (CCI; e.g., Lui, 1996; Lui et al., 2008) model, in which the substorm is initiated as a current driven plasma instability that creates the substorm current wedge, and reconnection may play no role at all, or only a secondary role in creating the down-tail plasmoid. This model places the onset region much closer to the Earth than the NENL model (∼ 6-15 R E ).
Recently substorms have been studied with multispacecraft missions to evaluate these substorm models: Cluster (e.g., Baker et al., 2005; Lui et al., 2008) and THEMIS (e.g., Angelopoulos et al., 2008) . Furthermore, complex system and entropy studies have been conducted on the solar wind-magnetosphere coupling (e.g., Balasis et al., 2009) . However, these studies have shown support for both the NENL and CCI models; there is still no agreement on which is the most dominant mechanism.
The year 2003 was dominated by large coronal holes and their very powerful HSSs (Kozyra et al., 2006) and substorm activity (Tanskanen et al., 2005) . The 2003 HSS events have been studied by other workers (Korth et al., 2006; Lee et al., 2006; Lyons et al., 2009; Tsurutani et al., 2011; Bolzan et al., 2012) . However, a global solar wind-magnetosphere interaction study during 2003 HSS intervals is still outstanding.
The aim of this paper is to study the geomagnetic effects of Alfvénic fluctuations in CIRs and their driving HSSs.We intend to study the HSS effects by following their signatures from the interplanetary medium to the Earth's magnetotail, then to geosynchronous orbit and finally down to the ground. In order to establish connectivity between the signatures observed in these locations, we use the cross-wavelet analysis technique to identify the main frequencies where the crosscorrelation is highest, which indicates a strong energy coupling and modulation of the magnetosphere by IMF B z variations leading to substorms. (McComas et al., 1998; Smith et al., 1998) , measured at the L1 position. These 1 min averaged data are used to identify the HSS intervals. ACE solar wind IMF B z data are time-shifted to the Earth's bow shock and were obtained from the National Aeronautics and Space Administration (NASA) Goddard Space Flight Center (GSFC) Omniweb server (http://omniweb.gsfc.nasa.gov/). Geomagnetic activity is evaluated using the 1 h Dst and the 1 min geomagnetic auroral electrojet (AE) indices (Rostoker, 1972) , from the World Data Center for Geomagnetism, Kyoto (http: //swdcwww.kugi.kyoto-u.ac.jp/). The AE index was originally introduced by Davis and Sugiura (1966) as a measure of the global electrojet activity in the auroral zone. Magnetotail data are from the Cluster mission fluxgate magnetometer (FGM; Balogh et al., 2001) instrument. Data were taken from the C4 spacecraft only and were obtained through the Cluster active archive, from the European Space Agency (ESA) server (http://caa.estec.esa.int). We further used electron and proton fluxes from the Cluster energetic particle spectrometer RAPID (Research with Adaptive Particle Imaging Detectors; Wilken et al., 2001 ) in the energy range between 30 and 100 keV and 50 to 1500 keV, respectively. The low energy range is covered by the Cluster CODIF (Composition and Distribution Function) analyzer in the energy range from 30 eV to 40 keV. CODIF is one of the sensors of the CIS (Cluster Ion Spectrometry) instrument (Reme et al., 2001) .
Electron fluxes at geosynchronous orbit were taken from the synchronous orbit particle analyzer (SOPA) instrument onboard the Los Alamos National Laboratory (LANL) spacecraft 1991-080 (Bame et al., 1986) . SOPA measures electrons from ∼ 48 keV to ∼ 1.5 MeV, but this study only used the first three differential channels (48-69, 69-102, 102-150 keV) .
Ground-based magnetometer data were taken from the fol- For our analysis intervals, simultaneous measurements are required in the tail of the magnetosphere and at the ACE spacecraft when detecting HSSs. Table 1 shows the seven intervals used in this study, four in September 2003 and three in October 2003. The selection intervals are mainly dictated by the Cluster orbit and ranged from 24 to 40 h. Cluster is near the central plasma sheet for a subset of the whole tail crossing. However, we have used a longer interval around the plasma sheet in order to have a high confidence level/statistical significance for the periods found in the wavelet analysis. Geosynchronous and ground-based data were available continuously for our study interval.
Wavelet and cross-wavelet analysis
To analyze the coupling among different regions of the nearEarth space environment, we used cross-wavelet analysis applied to the time series of the data. The wavelet transform (WT) is a very powerful tool to analyze non-stationary signals. It permits the identification of main periodicities in a time series and the time evolution of each frequency (Kumar and Foufoula-Georgiou, 1997; Torrence and Compo, 1998; Percival and Walden, 2000; Balasis et al., 2006 Balasis et al., , 2012 Auchère et al., 2016; Katsavrias et al., 2016) .
The WT of a discrete data series is defined as the convolution between the time series with a scaled and translated version of the wavelet function chosen. By varying the wavelet scale and translating in time, it is possible to construct a picture showing the amplitude of any characteristics versus scale (equivalent to frequency or period), and how this amplitude varies with time. Mathematically, the WT is defined as
where x(t) is the time series, ψ is the wavelet function chosen and a, b are the scaling factor and translation parameter, respectively. We used the WT in two approaches. First, we use the WT to remove the long-term trend from the time series, and second, we use the WT to perform the cross-wavelet spectrum (XWS) analysis between two time series. For more details of the first approach, see Bolzan et al. (2009) . For the second approach the following must be valid: if X(t) and Y (t) are time series and if W X (a, b), W Y (a, b) are their WT, the XWS analysis (Torrence and Compo, 1998; Bolzan and Vieira, 2006 ) is given by
W Y (a, b) is the complex conjugate of W Y (a, b) and || denotes the absolute values. The wavelet function used here was the Morlet function due to their special properties in geophysical time series (Torrence and Compo,1998; Bolzan and Vieira, 2006) . The XWS indicates the scales of higher covariance between two time series (X, Y ). This analysis gives a measure of correlation between two time series as a function of the period of the signal and its time evolution with a 95 % confidence level (Torrence and Compo, 1998) . We have used in this paper the Torrence and Compo (1998) code which is widely used in geophysical applications. For drawbacks of this code, see Auchère et al. (2016) . Comments about the possible effects of white noise and red noise on the results are included in the next section.
Results

Description of the events
We investigate the effects of HSSs on the Earth's magnetotail during the September and October 2003 periods. For solar cycle 23, the maximum HSS activity occurred in the year 2003. During that year the largest yearly averaged energy input was measured within the last four solar cycles as given by the AE index (Kozyra et al., 2006) . The period from August to December 2003 showed a series of long duration HSSs with speeds from ∼ 600 to ∼ 800 km s −1 (Lee et al., 2006; Lyons et al., 2009; Tsurutani et al., 2011; Bolzan et al., 2012) . Figure 1 shows an overview plot of ACE solar wind data (speed V sw , IMF magnitude B o , IMF B z component and density N p ), Dst and AE geomagnetic activity indices. The intervals T1 to T7 indicated by the horizontal red lines on top of the solar wind speed panel give the periods when the Cluster C4 spacecraft crosses the magnetotail from north to south. In Table 1 the seven tail crossings from Cluster are described in detail. The columns show the intervals selected for analysis in day of year (DOY), day of month, UT and the duration of the crossings. The tail crossings lasted between 24 and 40 h.
Tail crossings T1, T2, T3 and T4 correspond to the events in September 2003 studied partially by Korth et al. (2006) . They involve a recovery phase of two weak storms (Dst > − 50 nT). Tail crossings T5, T6 and T7 correspond to the first period in October 2003 studied by Tsurutani et al. (2011) . It is a recurrent event of the September HSS. Two moderate geomagnetic storms were observed during this interval: the first one had a peak Dst of −85 nT at 23:00 UT on 14 October 2003, and the second one a peak Dst of −52 nT at 05:00 UT on 27 October 2003 . Both September and October HSSs have their solar sources identified as coronal holes. The Alfvénicity of the September 2003 HSSs was analyzed and demonstrated in Tsurutani et al. (2011) .
In 2003, unusually large polar CHs stretched toward the Sun's equator, developing low-latitude extensions that persisted in some form for most of the year. Due to these lowlatitude extensions of CHs, the HSS reached speeds near 800 km s −1 (Kozyra et al., 2006) . Images from the Solar and Heliospheric Observatory Extreme ultraviolet Imaging Telescope (SOHO EIT) of these large low-latitude CH can be seen in plate 1 of the Kozyra et al. (2006) paper. . From top to bottom we plotted the Cluster C4 RAPID electron data (energy range 30-300 keV), the RAPID proton data (energy range 50-1500 keV), and the CIS CODIF proton spectrogram with its pitch angle distribution (energy range 0.03-40 keV e −1 ). Further, we show FGM magnetic field data (x, y and z components in GSM coordinates, corresponding to black, green and red lines, respectively), CODIF total pressure and CODIF plasma beta (β). The B x component of the magnetic field indicates where the Cluster spacecraft crosses the magnetic equator. B x also points out how much the tail field is stretched. When β ∼ 1, this implies that the spacecraft is in the plasma sheet, and when β 1, this means that the spacecraft is in the plasma sheet boundary layer or even in the lobes. We observe a hot and disturbed plasma sheet. The Cluster spacecraft moves in and out of the plasma sheet. In the two time intervals marked by vertical lines the spacecraft is outside the plasma sheet in the lobes. The total pressure (kinetic and magnetic) increases and decreases when the spacecraft is in the plasma sheet. During the pressure increase the magnetic field stretches and during the decrease the field dipolarizes. The pressure changes are comparable to a loading and unloading process, also called the growth and recovery phase of a substorm. During the growth phase the total pressure increases (in this event up to 0.7 nPa), the tail magnetic field stretches and the spacecraft moves out of the plasma sheet into the tail lobe. At the end of the growth phase the tail field dipolarizes or thickens and the spacecraft is back in the plasma sheet. Inside the plasma sheet we observe protons as well as electrons up to about 200 keV (RAPID top two panels). The CODIF pitch angle spectrum shows an isotropic distribution and strong fluxes at energies > 5 keV. Substorm signatures in the magnetic field component are evident for a range of latitudes either side of the Equator; in fact, it can be argued that a dipolarization signature is visible everywhere except exactly at the geomagnetic equator.
Cross-wavelet results
In order to investigate the coupling power from the solar wind into the magnetotail, we have calculated the crosswavelet power between the ACE B z component and the Cluster B x component data. Figure 4 shows the cross-wavelet spectra between ACE IMF B z component and the Cluster C4 B x component for (a) 19-20 September 2003 tail crossing (T2) and for (b) 15-16 October 2003 tail crossing (T5). The cross-correlation plots indicate the Universal Time (UT) on the x axis and the periods (or frequencies) on the y axis. The color bar is indicative of the correlations. The red color indicates a strong correlation and the blue color a weak correlation. The color bar is the same for both correlation plots. The cross-correlation has its highest power at the 2.1 h peak for the T2 crossing and less power at the 2.7 h peak for the T5 crossing. We use here Cluster data from very similar positions in the magnetotail, and the delay with respect to ACE shifted data should be more or less equal. A 1 R E variation in the tail position represents ∼ 0.4 % of the total distance to L1. At any rate, since we are interested in the recurrence periodicities of substorms, the absolute time delay from the solar wind input driver measurements is of little importance.
In Fig. 5 we show the coupling power between the solar wind region (ACE B z ) and the auroral region given by the AE index. The cross-wavelet spectrum is shown between ACE IMF B z component data and AE index for 19-20 September 2003 tail crossing (T2) and for 15-16 October 2003 tail crossing (T5). The maximum cross-correlations are at 2.3 h for the T2 crossing and at 3.3 h for the T5 crossing. It can be noted that differences are found in the magnitude of the cross-correlations displayed in the color bars between Figs. 4 and 5. This is due to the much higher magnetic field in the auroral zone and therefore in the power (nT 2 ) of the global spectra. Figure 6 gives the coupling power between the tail region (Cluster B x ) and the auroral zone (AE index) for the events magnetotail to the auroral zones occurs about 15 min after the IMF has turned southward (Tsurutani and Meng, 1972) .
All these factors are represented in the width of the crosswavelet analysis peaks. Figure 7 shows the cross-wavelet spectra between Cluster B x component data in the tail and LANL fluxes of energetic electron data at the geosynchronous orbit for three energy channels between 48.15 and 149.45 keV for the 19-20 September 2003 tail crossing (T2) and for the 15-16 October 2003 tail crossing (T5). The maximum cross-correlation is at 2.2 h for the T2 crossing and at 3.5 h for the T5 crossing. Figure 8 shows the cross-wavelet spectra between LANL electron fluxes between 48.15 and 149.45 keV and Cluster RAPID > 100 keV electron fluxes for 19-20 September 2003 tail crossing (T2) and for 15-16 October 2003 tail crossing (T5). The maximum cross-correlation is at 2.3 h for the T2 crossing and at 2.9 h for the T5 crossing. Figure 9 shows the cross-wavelet spectra between Cluster B x component data and ABK ground station geomagnetic data for 19-20 September 2003 tail crossing (T2) and for 15-16 October 2003 tail crossing (T5). The maximum crosscorrelation is at 2.4 h for the T2 crossing and at 3.3 h for the T5 crossing. Table 1 shows a summary of the major periods found in the cross-wavelet spectra between IMF B z and tail B x for each crossing. It can be seen that main periodicities for the crosscorrelation occur from 1.8 to 3.1 h.
Summary of wavelet and cross-wavelet results
One remarkable result of this study is shown in detail for the T2 and T5 tail crossings (Figs. 4 to 9 ) which exhibits the highest agreement in the period of the strongest power on the cross-wavelet analysis between widely separated regions and between different diagnostics of the substorm process (magnetic field variations/dipolarizations and energetic particle responses/injections). For the T2 crossing the periods range from 2.1 to 2.6 h, while for the T5 crossing periods range from 2.7 to 3.5 h. This similarity on the response of particle and magnetic field variations argues strongly for the global organizing capability of the Alfvénic solar wind fluc- served in the coupling between solar wind-magnetosphere (2.1 h in Fig. 4 ). For the IMF B z during 15-16 October 2003, the main periods found in B z are 2.4 and 5.5 h, while the dominant period in the solar wind tail coupling is at 2.7 h (Fig. 4) .
For all the events, the IMF B z wavelet spectra have a larger spread in periodicities, ranging from ∼ 1 to ∼ 6.1 h. Major IMF B z periods range from ∼ 1.8 to ∼ 5.8 h, and they usually show two peaks one in the range from 1.7 to 2.7 h and the second around 4.2 to 6.2 h.
Comparing IMF B z and tail B x wavelet spectra, we found the major periods to be, respectively, as follows (in order of decreasing power): T1 (2.81, 1.875 and 1.27 h; 5.23 and 2.02 h); T2 (4.15, 2.41 and 1.05 h; 2.19, 3.84 and 5.88 h); T3 (5.15, 2.98 and 0.71 h; 2.76 h); T4 (2.76 and 0.97 h; 4.57 and 2.76 h); T5 (5.45 and 2.43 h; 3.19 h); T6 (5.82 and 1.72 h; 5.03, 3.20 and 1.03 h); T7 (1.83 and 6.17 h; 4.39 and 2.25 h). Recent remote sensing inner heliospheric work suggests some periodicity in density inhomogeneities in the solar wind with a period of ∼ 90 min (Viall and Vourlidas, 2015) , but for slow solar wind. Here in this paper we have found similar periods, but for HSSs.
These results show that the magnetotail system is probably directly driven for the repetitive substorm events studied in this paper, but not all of the IMF periodicities are present in the magnetotail. This means that the magnetosphere filters periods other than the dominant ones that correspond to the characteristic loading/unloading response of the system. Nevertheless, one cannot conclude that a direct relationship between solar wind forcing and magnetospheric response during substorms exists only by finding similar periods across these regions. This is because of the largely disparate physical character of these domains and the nonlinearities in the magnetospheric response to the solar wind input (Pulkkinen et al., 2007) . Vörös (2000) , using the multi-fractal approach on highlatitude geomagnetic fluctuations time series, found an important timescale around 60 min. According to (Benzi and Biferale, 2009) , the multi-fractal approach to turbulence is based on the hypotheses that the statistical properties of the turbulent time series do exhibit scaling properties. They stated that this 60 min scale is due to the loading-unloading mechanism, which depends on the geomagnetic activity level. Thus, the period range of 1.8 to 3.1 h (encompassing the 2.75 h from Borovsky et al., 1993) would be a cyclic response of an out of equilibrium system, as the magnetosphere should be. However, more research is necessary in order to better understand the scaling properties of the solar wind turbulence at ∼ 1AU (e.g., Borovsky and Funsten, 2003; Alexandrova et al., 2009; Owens et al., 2014) .
There are important differences between the work done by Borovsky (1993) and our present study. Borovsky found the statistical distribution of inter-substorm times for all conditions (active and quiet) and for all types of geomagnetic disturbances. Our study concentrates on a specific subset of events such as HSSs which result in a series of many (∼ 4 to 6) periodic substorms. The majority of the events in the Borovsky study are due to the times between two independent substorms that are not part of a longer series. The 2.75 h peak in the Borovsky distribution is quite narrow with a full width at half maximum of ∼ 3 h. Our study does not have sufficient events to establish a statistical distribution with any confidence. We note that the major periods found here have an average of 2.4 h and a distribution that spans only 1.3 h. This seems to indicate that for these possibly directly driven HSS-type events studied in this work the magnetosphere is only capable of responding within a narrower set of periods.
Finally, it should be noted that other solar wind parameters (e.g., solar wind speed, density) may have an important role in substorm physics through viscous interaction processes (e.g., Newell et al., 2013) . The correlation between those solar wind parameters and magnetospheric parameters during substorms should be examined in future works.
Test of red noise and white noise effects
Recently some papers have emphasized the importance of discussion of white noise (with a flat Fourier spectrum) and red noise (increasing power with decreasing frequency) in conjunction with the validation of the null hypothesis in order to verify the real main periodicities and amplitudes found in time series (Torrence and Compo, 1998; Alexandrova et al., 2009) . The white noise and the red noise are important aspects to observers when performing the wavelet and Fourier spectra due to their impact on the scales we are looking for. According to Alexandrova et al. (2009) , red noise plays an important role on the spectral analysis and has instrumental origin. Another important aspect is due to different wavelet functions which could compromise the identification of temporal variability of each periodicity found. Bolzan et al., 2006 observed that different wavelet functions may cause different behavior on the extraction of the coherent structures (CSs). Indeed, different wavelet functions cause different behavior on the white noise and red noise present in different time series. Bolzan et al. (2009) , using two kinds of wavelet function in order to extract the CSs, have shown that each wavelet has a different performance due to its mathematical shape. Thus it is possible to assess how different wavelet functions when applied to the same observation data, and taking into account the noise, may lead to different results.
However, it is important to note the presence of the universal characteristics for different plasma conditions and solar wind regimes (Alexandrova et al., 2009 ). One such universal characteristic is due to the presence of the Kolmogorov's −5/3 power-law scale, which is commonly observed in turbulent flows in distinct environments, hydrodynamical (HD) and magnetohydrodynamical (MHD). Alexandrova et al. (2009) mentioned that the white noise and red noise are predominant in high frequencies; some low fre-quencies are not affected. Auchère et al. (2016) showed concern about the power-law dependence of the power spectra of time series from geophysical data. Thus, in order to better examine this issue, Fig. 11 shows the Fourier spectrum from ACE IMF B z and Cluster tail B x during two distinct intervals from 19 to 20 September and 15 to 16 October 2003. It is possible to note the main periodicities found in this work (1.8 up to 3.1 h) are far from the high frequencies as mentioned by Alexandrova et al. (2009; frequencies > 10 −4 Hz, see Fig. 11 ). Thus, the influence of the red noise and white noise does not affect the periods found according to the Fig. 11 .
Furthermore, we calculated the red noise based on the Markov process, according to Torrence and Compo (1998) . However, we did plot the continuous wavelet spectrum (CWS) background in all Figs. 4 to 10, and we can observe the presence of the dashed line of the CWS background in GWS plots only in some specific cases such as in Figs. 4, 9 and 10. Nevertheless, we noted that all periodicities found are not affected by the red noise.
Conclusions
In this work, we have studied the coupling from solar wind at 1 AU to the magnetotail to geosynchronous orbit to ground during the HSS/CIR intervals in September/October 2003. Cross-wavelet analysis was employed to compare several time series across the magnetosphere. We have obtained major periods of 1.8 to 3.1 h for the solar wind-magnetosphere energy coupling during those HSSs which are within the range of a typical substorm period. The coupling frequencies were remarkably globally consistent between different regions: magnetotail, geosynchronous orbit, the auroral region and the ground, and across both magnetic and particle flux variations. This period range encompasses the 2.75 h peak from Borovsky et al. (1993) , distribution of inter-substorm times (that had a broad peak from 2 to 4 h, encompassing most of the periods found in this work). However, our observed range of periods (1.3 h) is less broad than the 3 h width of the peak in the Borovsky study. This might indicate a more restricted magnetospheric frequency response in possibly driven events such as the HSS cases of this study. Overall the global behavior is a cyclic response of an out of equilibrium system, as the magnetosphere should be.
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