A systematical study was performed to investigate the processing workflow of LC-MS-based metabolomics data by optimizing parameter settings in XCMS software and comparing different preprocessing methods. Here we use a spike-in experiment combining with design of experiment (DoE) approaches for optimizing XCMS software parameters. A trusted index, which was based on accuracy evaluation of the spike-in data, was employed to assess the optimizing process. After optimizing the XCMS setting, the trusted index was improved from 3.67 to 30 and positive rate of spike-in standards also increased from 20% to 100%. Moreover, different data preprocessing methods, such as normalization, different scaling methods were also investigated on spike-in data since they were found to affect the outcome of the data analysis and ions features identification. Accordingly, UN-normalization and Pareto scaling were chosen as appropriate preprocessing methods to deal with LC-MS data through the evaluation of match index (mainly applied multivariate statistics methods). Finally, the optimized workflow was applied to experimental samples that acquired from metabolomics experiment and analyzed randomly with spike-in sample, which indicated a better applicability in formal metabolomics experiment. It is concluded that the proposed data processing workflow could be used as feasible approach for improving the quality of LC-MS-based metabolomics data and ensured the veracity of metabolites identification in data processing procedures to a certain extent.
Metabolomics is core area of systems biology research, which is defined as the global and unbiased survey of the complement of small molecules (<1 kDa) in a biofluid, tissue, organ or organism. Nowadays, metabolomics is applied to the study of microbes and natural product, and mammalian and environmental systems [1] [2] [3] [4] [5] . For untargeted metabolomics, the aim is to simultaneously measure as many metabolites as possible from biological samples without any bias and find as many potential biomarkers associated with the underlying hypothesis as possible. As we known, natural products especially traditional Chinese medicine (TCM) are always encountering the great challenge of unclear effective constituents and mechanism. The mass-spectrometry-based metabolomics platform is established providing a new insight into understanding TCM complex mechanism at molecular biological level. Generally, untargeted metabolomics involve several research steps such as experimental planning, sample collection and pretreatment, instrumental analysis and data processing. The last step covers multivariate statistical modeling, validation and interpretation [6] . The result is highly dependent on how well each step in this chain of events is conducted, and the quality of the result is strongly dependent on the weakest link [7] . All of these steps, data processing is often overlooked but in fact the importance is equal to other steps. Because the inappropriate process may obtain unreliable potential biomarkers and further result in a wrong interpretation of the results.
In recent years, data processing has gradually become a hot study in metabolomics research, which needs professional bioinformatics tools to accomplish it. Accordingly, several different types of software for LC-MS data processing have been developed and include XCMS, MZmine, MetAlign, and MS-DIAL [8] [9] [10] [11] [12] [13] . The data processing procedures for many of these software include noise filtering, peak detection, alignment, and identification [14] . In each stage, different methods might be available that, in turn, have several parameters that can be varied in either a continuous or a discrete mode. The parameter settings could influence on the numbers of peaks obtained and even the quality of processed data, thus the procedures for optimization of XCMS settings were developed by using different design of experiment (DoE) approaches and multivariate analysis [7, 15, 16] . These studies all indicated that appropriate parameters of data processing software were crucial in data processing. Different preprocessing methods emphasize different aspects of the data, and each preprocessing method has its own merits and drawbacks. There are also some references manifesting the importance of selecting a proper data preprocessing method on the outcome of data analysis in relation to the identification of biologically important metabolites in metabolomics / functional genomics [17, 18] .
To obtain interpretable and reliable experiment results, these data processing steps need to be investigated. Firstly, we optimized the procedure of information extraction from LC-MS raw data. The investigated samples were processed by XCMS package according to a Plackett-Burman screening design with all 19 parameters in 20 runs. The main effect of each parameter and test of significance for the regression coefficients were shown in Figure1, which revealed that only parameters B (peakwidth_min) had significant effects on the trusted index. According to published reports [19] , peakwidth_min was a very important parameter for the method _ findPeaks.centWave of XCMS algorithm that was most suitable for high resolution LC/(TOF, Orbitrap)-MS data in centroid mode. The peak width range (peakwidth_min, max) should be set according to the chromatographic peak width range of analytical samples and directly decided a metabolite was whether had been identified as a features or not. As an important quantitative parameter, the "peakwidth_min" was selected for further value optimization. In the next step, a single factor design was used to optimize the value of "peakwidth_min" in 6 runs. By maximizing the trusted index, "peakwidth_min = 2, 3 and 4" were all considered as the optimal settings. To retain recognizable features of experimental samples by findPeaks.centWave method as much as possible, "peakwidth_min = 2" was ultimately applied. All of optimized parameters XCMS software were listed in Table 7 .
Then the investigated raw data were reanalyzed by XCMS with the optimal setting and default setting for the comparative purpose. From the Table 1 , we could see that the trusted index increased from 3.67 to 30.00 after optimization. However, total number of ions features decreased from 3607 to 1538, which indicated rational noise setting may remove large amounts of irrelevant features that not from samples during the analysis of XCMS software. More importantly, appropriate feature number could partly reduce redundant work related to biomarker identification. Of course, if want to obtain more possible important ion features, you can change the appropriate noise setting by yourself.
For soft ionization methods, a compound could produce different kinds of ion species, such as isotopic ions, fragment ions, and adduct and cluster ions [20] . Although these ion features of 10 standards were extracted from the investigated raw data based on the match of m/z values [M-H] -with a variation window of ≤3 ppm, related ion numbers of these standards were more than that. For this purpose, a CAMERA software was performed, which can be used for annotation of isotope and adduct peaks in LC-MS data [20] . After annotation using the CAMERA software, we found that related ion features of 10 standards were raised to 60 from 25 of the default setting. Accordingly, identification percentage of spike-in standards (calculated by 10 standards) was also increased to 100% from 20% comparing to default setting, as was described in Table 1 . The optimal process of XCMS parameters was assessed by their ability to detect spike-in standards as true differences between two different concentration groups. A novel evaluation index -trusted index-was applied which ensured the veracity of peak extraction from LC-MS raw data at certain extent. After optimization, all of spike-in standards could be identified exactly from investigated raw data between high and low concentration. Owing to the investigated data were prepared in parallel and analyzed randomly together with experimental samples, the optimal process would be exactly suitable for experimental samples and would increase the reliability of metabolomics result.
Secondly, the steps of data preprocessing were optimized, which includes sample normalization and features normalization. For sample normalization, according to CAMERA software, a total of 1538 ions were obtained and used for subsequent data preprocessing. Sample normalization may cause errors when deal with the value zero, so the zero values for each sample class were treated using the 80% rule [21] . After dealing with zero values, a total of 1530 ions were chosen to be applied normalization by sum method and un-normalization method respectively. As shown in Table 2 , both un-normalized processing and sum normalized had similar result (the features number of RSD% < 20%) of all 3 groups. The result indicated that sum normalized method had little effect on different concentration of investigated data, which also shown a better repeatability during the sample analysis. Then PLS-DA model fitting parameters were used to evaluate normalization results. Similarly, after normalization, fitting parameters showed no significant difference and, the Q2 (cum) (predictive ability) was slight increase from 0.876 to 0.922. The R2Y and Q2 parameters were also estimated through the response permutation test, which indicated that the model had good ability of prediction and reliability whatever the handling way. Thus we could conclude that sample normalization were not main effect factor for investigated data. The reason can be inferred as follow: tested samples were plasma and their total concentration of endogenous components is relative constant. Furthermore, due to investigated samples and experimental samples were analyzed in random of same batch, such variation that sensitivity reduction of instrument response had been divided equally each samples. To retain original variation information as much as possible, the un-normalization data was finally applied to subsequent optimization.
For features normalization, a total of 1538 ions of un-normalization data were performed to optimize scaling method. It was assessed with fitting parameters of the PLS-DA model. From the Table 3 , it could be seen that all of three scaling methods had a satisfied performance on fitting parameters of PLS-DA model. To further assess the effect on these scaling methods, another evaluation index was employed to bring out the discrimination, such as variable importance in the projection (VIP) from OPLS-DA model and the identification percentage of spike-in standards. Generally, as a cutoff index, VIP > 1 was used to determine the number of endogenous metabolites needed to be identified. In our study, real variational ions features all came from spike-in standards. According to CAMERA software, a total of 60 ions features were associated with spike-in standards. Obviously, the mean-centering was unfitting owing to less number of VIP>1 (VIP>1 = 41) and low identification percentage, as shown in the Table 3 . One reason could be that mean-centering scaling only focused on the differences of large intensity features. Mean-centering aided in reducing the dimensionality of the data but also might result in losing of low intensity information.
Auto-scaling and par-scaling seemed to perform better than the mean-centering scaling with regard to the identification percentage. When comparing with each other, they had an almost performance except the number of VIP>1. As we know, the features number of VIP>1 determines that how long it will take for biomarker identification, more number of VIP>1, the more time-consuming. Ideally, only almost 60 ions feature associated with spike-in standards were existing in different concentration investigated sample
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Natural Product Communications Vol. 12 (8) 2017 1297 such as SH and SM. The number (VIP>1) of auto-scaling were far more than the number of ideal ions features, while par-scaling seem to more reasonable. Auto-scaling is able to remove the dependence of metabolites on the average concentration and the magnitude of the fold changes, which makes all metabolites become equally important. However, auto-scaling has an inflation of the measurement errors and increases the influence of noise to certain extent. While par-scaling may reduce the relative importance of large values, but keeps data structure partially intact, which could retain closer to the original measurement than auto-scaling. Finally, the par-scaling method was chosen to process experimental data.
Additionally, from Table 4 , the number of VIP>1 of high difference groups (SH vs SM) were almost equal to the low difference groups (SM vs SL) and had same identification percentage. The optimized results indicated it could obtain nondiscriminatory data when processing various degree of concentration sample.
Finally, the optimized workflow was subsequently applied on formal experimental sample and obtained the results were listed in Table 5 . Compared with default setting, features number and VIP cut-off ions (VIP > 1) were reduced from 4861 to 1308 and from 671 to 246, respectively, which indicated it may remove redundant features and saved time for biomarker identification. Meanwhile, OPLS-DA model parameters such as R2X cum and Q2 cum were improved from 0.416 to 0.691 and from 0.166 to 0.625, respectively. It indicated better predictive and interpretation ability than default setting.
In a conclusion, a workflow for optimizing LC-MS metabolomics data is proposed. Two steps of peak extraction from raw data and data preprocessing were focused on and evaluated with a spike-in experiment. For the XCMS optimization, optimal results can obviously improve identification accuracy and reduce redundant features. And for the data preprocessing method, it is clearly demonstrated that the un-normalized method and par-scaling were more rational methods than others. The study showed that the optimized workflow could improve LC-MS metabolomics data quality and showed a better applicability and accuracy.
Experimental
Preparation of samples: Three types of samples were used in the study including investigated samples, experimental samples and diluting samples. All male Wistar rats (200 ± 15 g) were purchased from Shanghai Center of Experimental Animals, Chinese Academy of Sciences, which was anesthetized with pentobarbital sodium. Plasma samples were collected from aorta ventralis with lithium heparin plasma collection tubes (9 mL), centrifuged at 3000 g for 20 min at 4 ℃, and stored at -80 ℃. Ten standards, including hippuric acid, 3-methylxanthine, cyclic AMP, 3-indolepropionic acid, allantoin, hypoxanthine, inosine, L-phenylalanine, L-tryptophan, and L-pyroglutamic Nacid were used (purchased from Sigma/Aldrich (MO, USA) and J&K Scientific Ltd. (Shanghai, China)).
Investigated sample: A mixture of 10 standards were prepared at a concentration of 40 μg/mL and dissolved in methanol/water (1:1, V/V). Plasma samples from ten rats were mixed, and transferred into thirty 2.0-mL microcentrifuge tubes, 100 μL of each tube, respectively. 15 μL of the standards mixture (20 μg/mL) was added to each of the first 10 aliquots of the stock solution, while 18 μL and 30 μL of the standards mixture (20 μg/mL and 40 μg/mL respectively) were added to each of the second 10 aliquots and the third 10 aliquots, respectively. Finally, the adding standards formed three different concentrations (low, middle, high) to mimic the experimental difference, and the final concentration in each levels was 1.0 μg/mL, 1.2 μg/mL and 4.0 μg/mL, respectively. All the operation procedure was same as experimental sample preparation method.
Experimental samples:
Transfer aliquot 100 μL of plasma into a labeled 2.0-ml microcentrifuge tube and add 300 μL of methanol. Thoroughly mix and pellet the protein precipitate in a centrifuge operating at 4 °C and at 14000 rpm for 15 min. The supernatant was evaporated to dryness and the residue was reconstituted in 100 μL of water, centrifuged again, and the supernatant was then transferred to autosampler vials to be analyzed, which is similar to our previous method [22] .
1298 Natural Product Communications Vol. 12 (8) 2017 Yan et al. Validation samples: A stock solution of validation samples were prepared by diluting the dried plasma samples 10 times and operation procedure were same as investigated samples. Finally, the concentration in each 10 aliquots of the validated groups were 1.0 μg/mL, 1.2 μg/mL and 4.0 μg/mL, respectively, which were named as SL group, SM group and SH group, respectively. The 10 standards were annotated in BPC chromatogram of SH sample ( Figure 1S) LC-MS data acquisition: All the samples were acquired by the same LC-MS method and analyzed in random order. The LC-MS method was performed on an UHPLC 3000 series (Dionex)-LTQ-Orbitrap Velos pro (Thermo Fisher Scientific, USA). Chromatograph analysis was performed on HSS T3 C 18 column (1.8 μm, 2.1×100 mm, Waters) the column temperature was set at 40 °C and the sample temperature was maintained at 4 °C. Mobile phase A is ultrapure water containing 0.1% (V/V) formic acid and mobile phase B is acetonitrile containing 0.1% (V/V) formic acid. Gradient elution (Table 1S ) were performed at negative ion mode as reported previously [22] . The injection volume is 5 µL. Optimization for data processing: As exhibited in Figure 2A , optimization process included two section: peak extraction from raw data and data preprocessing. Data from investigated samples and validation samples were used to develop and validate the data optimization process, respectively. Finally, the optimized process will be applied to experimental samples for obtaining the reliable results in formal metabolomics experiments.
Peak extraction from raw data: The XCMS deconvolution process can be broken down into several basic steps: peak picking, peak grouping, retention time correction, followed by a second peak grouping, and missing peaks filling in [23] . Finally, XCMS produced a matrix of features with associated retention time and accurate mass and chromatographic peak area calculated with a single accurate mass, which were then exported as a .csv file for further multivariate data analysis. Detailed descriptions of the XCMS procedures are available [9, 15] . The procedure of XCMS parameters optimization applied in the present study was illustrated in Figure 2B . LC-MS data were processed with XCMS applying different parameter settings, which was designed in PlackettBurman. After obtaining the important parameters, single factor design was performed to optimize the parameter's value.Generally, an optimization procedure requires a measurable response variable. In our study, a novel evaluation index was created and named as trusted index, which was defined as follow: trusted index = Num (R 2 >0.9) + Num (p<0.05) + Num (RSD<20%). This evaluation approach was part adopted from Hong Zheng et al [16] with modifications. Measurements of linearity (R 2 value), t-test statistical method (p value) and relative standard deviation of peak features (RSD value) were carried out using peak areas from three dilution levels. According to analyzing raw data of investigated samples, all of standards added to plasma showed a positive linear correlation between concentration and intensity (R 2 value >0.9). Meanwhile, significant difference was existed between high concentration and low concentration of these standards (p value <0.05). Moreover, RSD of peak features were also less than 20% for all of standards
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Optimizing workflow of LC-MS data processing in metabolomics Natural Product Communications Vol. 12 (8) 2017 1299 under the repeatable and stable analysis method. The related data were listed in Table 6 . Owing to the RSD index including three levels of concentration (low, middle and high), each kind of concentration only had one third indexes weights but total value of each standard was remain 1. Finally, trusted index could be chosen as an appropriate evaluation index to check the accuracy of peak extraction from raw data. Thus, a DoE approach was applied to optimize XCMS parameters by maximizing trusted index in this study. A total of 19 parameters in the XCMS setting were selected for optimization, as shown in Table 7 . However, simultaneous optimization can be very time-consuming, so the Plackett-Burman design (PBD) as a screening design was used for selection of significant parameters first. The PBD can handle a larger number of factors with two levels (±) and relatively few runs. As indicated in Tables 7, the default setting of most parameters were allocated to the central level, and the increase and decrease from the default setting were designed as "+" and "−" level. The central level setting of other parameters is appropriately amended according to working principle (prefilter I, max) and related references (bw, ppm, peakwidth_min and peakwidth_max) [19, 23, 24] . Finally, a total of 19 parameters were chosen rationally for the Plackett-Burman design.
Data preprocessing: Data preprocessing is a crucial intermediate step.
There are many data preprocessed methods to be used, depending on whether they are to be performed on samples or features. And these methods could be organized into two categories as described below [25] . (I) sample normalization： This procedure aims to reduce systematic bias during sample collection. A sum normalization method, which was performed with features of each sample was divided by the sum of all features of corresponding sample, was chosen to compare with un-normalization method. It was evaluated by the number of features which the RSD was less than 20%, and multivariate statistical analysis. (II) features normalization： It aim to reduce the impact of very large feature values and to make all features more comparable [17] . Three features normalization methods were investigated including meancentering-scaling, auto-scaling and par-scaling [26] . These methods were applied to the investigated data with the evaluation of PLS-DA model and positive rate of spike-in standards. In our study, a term "matching index" was tentatively used to represent above evaluation index, as showed in Figure 2A . The predictive ability of the PLS-DA model was assessed from the values of Q2 cum (> 0.5), R2Y cum (> 0.7) and R2X cum parameters. The statistical significance of R2Y and Q2 parameters were also estimated through the response permutation test where the Y matrix was 100 times randomly permuted [27] . 
