Abstract-In this paper, we consider a mobile ad hoc wireless access network in which mobile nodes can access the Internet via one or more stationary gateway nodes. Mobile nodes outside the transmission range of the gateway can continue to communicate with the gateway via their neighboring nodes over multihop paths. On-demand routing schemes are appealing because of their low routing overhead in bandwidth restricted mobile ad hoc networks, however, their routing control overhead increases exponentially with node density in a given geographic area. To control the overhead of on-demand routing without sacrificing performance, we present a novel extension of the ad hoc on-demand distance vector (AODV) routing protocol, called LB-AODV, which incorporates the concept of load-balancing (LB). Simulation results show that as traffic increases, our proposed LB-AODV routing protocol has a significantly higher packet delivery fraction, a lower end-to-end delay and a reduced routing overhead when compared with both AODV and gossip-based routing protocols.
I. INTRODUCTION
A MOBILE ad hoc network (MANET) [1] consists of a set of wireless mobile nodes communicating with each other without any centralized control or fixed network infrastructure. MANETs have been evolving to serve a growing number of applications that rely on multihop wireless infrastructures that can be deployed quickly. The potential applications include emergency disaster relief, battlefield command and control, mine site operations, and wireless classrooms or meeting rooms in which participants wish to share information or to acquire data.
Today, advances in wireless technologies such as IEEE 802.11 [2] , Bluetooth [3] , and third-generation cellular have led to a proliferation of mobile devices. The number of mobile Internet devices is expected to reach a billion in the near future [4] and exceed the number of stationary nodes. Therefore, we expect MANETs to be interconnected to the Internet in many applications. In this paper, we consider a mobile networking environment in which mobile hosts can access the Internet directly via one or more gateways or access points, or indirectly via other mobile hosts. This is referred as a mobile ad hoc wireless access network or wireless mesh network. Mobile hosts that are near the gateway can communicate directly with the gateway via single-hop connections. However, mobile hosts that are outside the transmission range of the gateway have to use multihop connections that rely on the neighboring mobile nodes to relay their packets (see Fig. 1 ). In addition to providing Internet access, this network configuration may also serve other practical scenarios; e.g., the gateways may represent nodes that host special services such as domain name service (DNS) accessed by other nodes in the MANET. Consider the effects of the total number of mobile nodes in a MANET over a given coverage area. Even though increasing the total number of mobile nodes tends to reduce the effective bandwidth available at individual nodes due to increased competition for bandwidth, it also increases the connectivity of the network, which may be important as node mobility increases. Results in [5] - [7] show that when the number of nodes is small, the network may not be fully connected, in that some nodes may not be able to send packets to certain destinations. Network connectivity can be increased by simply increasing the total number of mobile nodes in the network. However, when the number of nodes and the traffic load increase, contention and packet collisions between neighboring nodes also increase exponentially [8] . Therefore, there is a tradeoff between maintaining the full network connectivity and minimizing bandwidth contention in a MANET.
Since on-demand routing protocols (e.g., ad hoc on-demand distance vector (AODV) [9] and dynamic source routing (DSR) [10] ) use the flooding method to find a route to the destination, the number of rebroadcasts of route request (RREQ) packet is proportional to the number of nodes. Therefore, the routing control overhead increases with the total number of nodes. Consider the situation where mobile node broadcasts an RREQ message to neighboring nodes. The neighbors may rebroadcast this RREQ message to their respective neighbors. Packet collisions may occur over the wireless medium, resulting in congestion and possible loss of routing control packets. Furthermore, the source node may attempt to recover from loss of routing 0733-8716/04$20.00 © 2004 IEEE control packets by initiating another route discovery process, which further increases the amount of control traffic in the network [11] - [13] . In order to maintain a high packet delivery fraction and a low end-to-end delay for packet transmissions over a MANET, it is important to reduce the amount of routing control traffic [14] , [15] .
The above discussion motivates us to design an efficient routing mechanism, which can find a route to the gateway with a controlled amount of routing overhead. In this paper, we propose a novel extension of the AODV routing protocol for mobile ad hoc wireless access networks, which applies the concept of load-balancing to limit the amount of routing control packets. In our proposed load-balancing scheme, AODV route selection is regulated by a distributed grouping mechanism, which divides the mobile nodes logically into different groups to reduce and distribute routing traffic over the network. Load-balancing is accomplished by balancing the number of source nodes among the groups, a process that can be controlled and updated by the gateway(s).
The rest of this paper is organized as follows. Our proposed extension of the AODV routing protocol with load-balancing (LB-AODV) is described in Section II. Simulation results for performance comparisons are presented in Section III. Conclusions are given in Section IV.
II. AD HOC ON-DEMAND DISTANCE VECTOR ROUTING PROTOCOL WITH LOAD-BALANCING (LB-AODV)
In this section, we begin by describing the rationale and operation of our load-balancing mechanism based on grouping of mobile nodes. The operation of the proposed LB-AODV routing protocol is explained in the Sections II-B and II-C. It is followed by a discussion on the selection of the total number of groups in Section II-D. Balance index update procedures are introduced in Section II-E. Finally, we compare the route discovery processes among AODV, gossip-based, and LB-AODV routing protocols in Section II-F.
We shall initially consider a mobile ad hoc wireless access network with a single gateway. The following terminologies will be used in this paper: A source node is a mobile node with data packets to send toward the gateway. A common node is a mobile node that does not have data to send and does not belong to any particular group. An active node is a mobile node that has valid route(s) to the gateway and is currently being used to forward packets toward the gateway.
A. Load-Balancing Mechanism With Grouping
We propose a load-balancing mechanism based on the concept of grouping. It reduces the number of unnecessary retransmissions of routing messages and prevents network congestion by separating source nodes into different groups and allowing source nodes to relay only packets generated by their own group members and common nodes [16] .
The basic idea of our grouping mechanism is to partition all mobile nodes into several logical divisions such as A, B, C, D, and E, as shown in the example in Fig. 2 . All common nodes belong to the division E in this example, and they are allowed to relay packets from any groups toward the gateway. On the other hand, a source node, which belongs to one of the groups A, B, C, and D in this example, is not allowed to relay packets from other than its own group. For example, packets generated by any members of group A can be relayed only by other source nodes of group A and common nodes belonging to division E.
In the route discovery process, an RREQ message is only forwarded to the common nodes and those nodes that belong to the same group. Thus, the amount of control traffic can be reduced. The determination of the number of groups is an important consideration in the operation of the LB-AODV routing protocol, and is discussed in detail in Section II-D.
By dividing source nodes into several groups, the packet relaying responsibility and the traffic load can be distributed among different groups. The proposed load-balancing mechanism aims at maximizing the balance index , which is defined as [17] (1) where denotes the total number of source nodes of group , and denotes the total number of groups. Given the number of groups , the balance index converges to 1 when the total number of source nodes of each group approaches equality, while it approaches when all source nodes of the network are assigned to the same group. In our LB-AODV routing protocol, the state information is a -tuple in the form of . This information is maintained at all active mobile nodes.
The idea of grouping nodes in LB-AODV is similar to the concept of routing zone in the zone routing protocol (ZRP) [18] . Both routing protocols send queries only to selected nodes in the network during the route discovery process. However, the design goals for these two protocols are different. ZRP targets toward self-organized mobile ad hoc networks, while LB-AODV targets toward mobile ad hoc wireless access networks in which mobile nodes can access the Internet via stationary gateway node(s). In addition, the zone partitioning in ZRP is physical in which nodes within certain number of hops are being grouped together. On the other hand, LB-AODV partitions mobile nodes into several logical divisions in order to maximize the balance index. Furthermore, ZRP belongs to a family of hybrid proactive/on-demand routing protocols, whereas LB-AODV is a purely on-demand routing protocol.
B. Load-Balancing Route Decision Process
Using the load-balancing route discovery process, we can dynamically minimize the variance of the total number of source nodes between groups. The flow charts for the route selection process are shown in Fig. 3 . A group number is assigned to each source node that initiates the route discovery process.
When a node has data to send but does not know a route to the gateway, the new source node initiates the route discovery process by broadcasting an RREQ message to its neighboring nodes [see Fig. 3(a) ]. When an intermediate node receives the RREQ packet, it processes this message according to its state information. An intermediate node that is not an active node will simply broadcast this RREQ message to its neighbors. On the other hand, if the intermediate node is an active node, it will calculate the balance index based on the state information stored in its cache. If the balance index can be maximized by accepting this new source node into one of its serving groups, then this intermediate node will send a route reply (RREP) message to the source node. This RREP message includes information about which group this particular source node has been assigned to. The flow chart for the operations of an intermediate node is shown in Fig. 3(b) . Since the active intermediate node can assign different groups to the source node according to its state information, it needs to maintain different route entries to the gateway for different groups it is currently serving.
Similarly, when the gateway node receives an RREQ message, it will assign a group number to the new source node. The group number is chosen such that the balance index is maximized. The gateway then sends an RREP message to the source node. The flow chart for the operations of the gateway node is shown in Fig. 3(c) . When the source node receives the RREP message, it will begin sending data packets to the gateway immediately via the node from which it received the RREP message.
Due to transient balance index mismatch, it is possible that a source node may receive multiple RREP packets from several nodes with different group numbers. In this case, the source node will compare the hop count field in those RREP packets and select the one with the smallest hop count field value. The group number in the chosen RREP packet will then be used.
C. Load-Balancing Route Maintenance Process
When a source node detects a link breakage via the route error (RERR) message, it will reinitiate the route discovery by sending an RREQ message with its group number toward the gateway. Those intermediate source nodes that do not belong to this particular group will simply drop the RREQ message. When either an active node (which has a routing cache for this group) or another source node (which belongs to the same group) receives the RREQ message, it will send an RREP message to the source node. The above procedures limit the amount of routing overhead. Note that the balance index remains unchanged after the route discovery process. This is because the new route is still part of the original group.
Due to the topology changes brought about by node mobility, it is possible that the RREQ message may not reach the gateway via the routes in a particular group. We resolve this issue as follows: If the source node has not received any RREP message after a certain period of time, it will reinitiate the route discovery process, as if it was a new source node, by sending another RREQ message without the group number. As long as there exists a route to the gateway, the source node will eventually join another group.
When an active intermediate node becomes a new source node, it first checks the state information stored in its cache. If the balance index can be maximized via one of its serving groups (e.g., group ), then this new source node will send data packets to the gateway using group number . Otherwise, this new source node will initiate the route discovery process by broadcasting the RREQ message to its neighboring nodes to find a route that can maximize the balance index.
We assume that soft state information is maintained in the routing cache in each active node. That is, each routing entry has an associated timer. When an intermediate active node or gateway has not received data packets corresponding to a particular entry for a certain period of time, that routing entry and its group number will be deleted.
D. Determining the Number of Groups
The determination of the number of groups is critical for the efficiency of the LB-AODV routing protocol. The number of groups is chosen as a tradeoff between the network connectivity and the amount of routing control overhead. To determine the number of groups, the gateway has to obtain the following information: the number of source nodes, the number of mobile nodes, and the size of network. Different methods exist for the estimation of these parameters. In this paper, we assume that the gateway can estimate the number of source nodes by monitoring the source address field in the packet header from the packets it received. Assuming that network authorization and authentication are required for the mobile nodes to communicate with the gateway, the gateway can estimate the total number of mobile nodes. If the size of network is not known in advance, the gateway has to estimate the size of the network based on the hop count information from the packets it received. Due to estimation errors, the size of network and the corresponding group number may not always be correct. To measure the percentage change of throughput due to estimation error, we perform a sensitivity analysis in Section III-C.
It has been shown [5] that for normal MANET scenarios, the best performance can be achieved when the average number of neighbors is around seven. In this paper, we define the optimal number of mobile nodes in a MANET topology 1 as the number of mobile nodes that results in the average number of neighbors being around seven. If the gateway can estimate the size of the network correctly, it can calculate the value of by assuming that all the nodes are evenly distributed in the network.
We aim to minimize the difference between the optimal number of mobile nodes and the variable , which is defined as the total number of mobile nodes that can relay packets generated by each group. The rationale is that the optimal number gives the best performance without decreasing the network connectivity in a given network.
Given the number of source nodes and the number of mobile nodes , the total number of common nodes is equal to . Given the total number of groups and assuming that each group has the same number of source nodes, the number of source nodes that belong to each group is . The total number of mobile nodes that relay packets generated by each group is given by . Therefore, the gateway chooses the number of groups such that the absolute difference between and is minimized
The number of groups is the function of the value of , , and , as shown in (2). 1) If , then . Because the number of common nodes, , is greater than or equal to the optimal number of mobile nodes in a given topology, a single source node per group will minimize .
2) If
, then is equal to one of or , which minimizes . 3) If , then . Since the total number of mobile nodes is less than the minimum required number of mobile nodes , all the mobile nodes have to join the same group to minimize . In this case, our LB-AODV routing protocol is identical to the original AODV. Consider the following example: The network topology is m . The location of all the nodes is uniformly distributed in the network. The module setdest in network simulator (ns2) [19] can be used to calculate such that the average number of neighbors is around seven. Based on this calculation, is equal to 30. In this case, if the number of source nodes is 25 and the number of mobile nodes is 50, then from (2), the number of groups is equal to 5.
E. Balance Index Update
Our proposed LB-AODV can also support dynamic changes in the number of groups as the number of mobile nodes changes due to either join or leave operations. We assume that the gateway monitors the total number of mobile nodes and the number of source nodes periodically. Whenever the optimal number of groups or the number of source nodes has changed [from (2) ], the state information needs to be updated based on (1). The gateway then broadcasts an advertisement message to all the nodes to update the state information. The update information includes: 1) the number of source nodes in each group and 2) the addresses of those source nodes that have been reassigned to different groups and their newly assigned group numbers. For those source nodes that have been assigned new group numbers, they will reinitiate the route discovery process again by including the new group number in the subsequent RREQ messages.
F. Comparison of Route Discovery Processes
In this section, we describe the differences in the route discovery procedures among the AODV, gossip-based, LB-AODV routing protocols. Consider a MANET with a large number of mobile nodes. We assume that each mobile node has neighbors within its transmission range, and none of the mobile nodes has a route entry to the requested destination. Suppose a source node sends an RREQ message to its neighboring nodes. In all three routing protocols, we consider that when a neighboring node first receives an RREQ packet, the node will either broadcast the RREQ packet to its neighbors with probability or discard it with probability , where . If the node receives the same RREQ packet again, the packet will be discarded. Different protocols differ in the possible values of .
In the AODV routing protocol, when a mobile node first receives an RREQ packet and does not have a route entry to the requested destination, it will always broadcast the RREQ packet to its neighbors. Therefore, an RREQ packet will be broadcasted over more than one hop with probability . However, the number of RREQ packets being broadcasted is proportional to the number of nodes, and cannot be controlled or regulated.
Consider the basic gossip-based routing protocol (e.g., in [14] ). When a mobile node first receives an RREQ packet, it will either broadcast the RREQ packet to its neighbors with probability or discard it with probability . Therefore, an RREQ packet will be broadcasted over more than one hop with probability , where is the number of neighbors. In our simulation model, we use the modified . In , when a mobile node first receives an RREQ packet, with probability 1 it will broadcast the RREQ packet to its neighbors for the first hops. However, after hops from the source node , works exactly the same way as . Other variations of the gossip-based routing protocols have been proposed recently (e.g., [20] and [21] ). Performance comparisons between LB-AODV and these protocols are subject of future work.
Consider the LB-AODV routing protocol. When a source node sends an RREQ message, out of neighboring nodes will broadcast the RREQ packet to its neighbors, while the other neighboring nodes will discard the packet. Therefore, an RREQ packet can be broadcasted over more than one hop with probability if the group number is chosen correctly. Since the LB-AODV routing protocol regulates the number dynamically, it can control the number of RREQ packets being broadcasted without degrading the level of network connectivity.
III. SIMULATION MODEL AND EVALUATIONS
In this section, we compare the performance between our proposed LB-AODV, the original AODV [9] , and the gossip-based routing [14] protocols.
A. Simulation Model
The network simulator [19] is used for the implementation of LB-AODV and GOSSIP1 routing protocols. The physical radio characteristics of each mobile node's radio interface are chosen to approximate the Lucent WaveLAN [22] operating as a shared-medium radio with a nominal bit rate of 2 Mb/s and a nominal radio range of 250 m. For the medium access control layer, the IEEE 802.11 distributed coordination function (DCF) [2] is used. The propagation model combines both a free space propagation model and a two-ray ground reflection model. We use the same configuration parameters as those of ns2 version b8a.
Constant bit rate (CBR) traffic sources are used with different packet generation rates. The data packet size is 512 bytes. The size of the network is m , and the number of mobile nodes is 50 in the simulations which results are presented in Figs. 4-7 . On the other hand, a m topology is used with 100 mobile nodes in the simulations which results are shown in Fig. 8 . A m topology is also used with various number of mobile nodes in simulations that yielded the results in Fig. 9 . Table I provides a summary of the simulation parameters. One stationary gateway node is located in the middle of the grid [i.e., coordinate (750, 150)] for the first three simulation scenarios. A random waypoint model [23] is used for the mobility model. Each node moves at a speed that is uniformly distributed from 0 to 20 m/s. Each simulation run takes 900 simulated s. The results presented are mean values of at least ten simulation runs. For fair comparisons, all three routing protocols use the same set of mobility and traffic scenarios.
For comparisons with gossip-based routing, since only mobile nodes can relay packets generated by each group in LB-AODV, we choose the gossip probability to be equal to . Thus, after hops from the source node, when a neighboring node first receives an RREQ packet, it will either broadcast the RREQ packet to its neighbors with probability , or discard it with probability . Table II provides a summary of the values of , , and by varying the number of source nodes . The value of is chosen as 1 because the average path length is about 2.5. 
B. Performance Metrics
The following performance metrics are used for comparisons. The packet delivery fraction is defined as the measured ratio of the number of data packets delivered to the destinations to the number of packets generated by all traffic sources. The average end-to-end delay of transferred data packets includes all possible delays caused by buffering during route discovery, Fig. 6 . Performance comparisons between AODV, LB-AODV, and GOSSIP1 routing protocols for variable source rate scenarios shown in Table III (pause time = 500 s).
queueing at the interface-queue, retransmission delays at the medium access control layer, and propagation and transfer times. The normalized control overhead is defined as the number of both routing and update (in LB-AODV) packets transmitted per data packet delivered at the destination. Note that each time a packet is forwarded is counted as one packet transmission. Fig. 4 shows the performance of the network with different number of CBR sources. When the number of sources is less than 20, all three routing protocols provide a high packet delivery fraction, small end-to-end delay, and normalized control overhead. Results in Fig. 4(a) indicate that LB-AODV improves the packet delivery fraction by 15% over the other schemes when the number of sources increases to 25. As traffic further increases, the improvement is increased radically. This implies that when traffic load is high (i.e., more than 25 sources in this scenario), most of the routes toward the gateway are congested by a lot of control and data packets. Therefore, contention and collision between neighbors increase exponentially and, thus, the AODV and GOSSIP1 routing schemes become less efficient. Results in Fig. 4(b) indicate that within a given end-to-end delay constraint, LB-AODV can support more traffic when compared with the other protocols. Fig. 4(c) shows that LB-AODV has a much lower normalized control overhead when compared with AODV and GOSSIP1 routing protocols. Fig. 5 shows the overall performance by varying pause time (i.e., mobility). The number of source nodes is equal to 25. These results indicate that in a slightly congested network (with 25 source nodes) LB-AODV maintains a better performance over different mobility rates when compared with AODV and GOSSIP1.
Scenario 2: Single Gateway, Multiple Source Nodes With Different Packet Generation Rates: Our proposed load-balancing mechanism distributes the number of source nodes evenly among different groups. Therefore, it cannot balance the average packet transmission rates of each group if each source node has a different packet generation rate. In this simulation, we investigate the effects of source nodes with different packet generation rates on the performance of LB-AODV routing protocol. Table III provides six cases where source nodes with different packet generation rates of three, six, and nine packets/s are mixed. The pause time is equal to 500 s in this scenario. Note that for fair comparisons the average packet generation rate in each scenario is equal to 120 Kb/s. Fig. 6 compares the performance of AODV, GOSSIP1, and LB-AODV for the six scenarios shown in Table III . As shown in Fig. 6(a)-(c) , the performance of LB-AODV is almost constant among different scenarios. Moreover, in all the scenarios considered, LB-AODV consistently and significantly outperforms AODV and GOSSIP1 routing protocols. Results in Fig. 6 confirm that the performance gain of LB-AODV over AODV and TABLE II  SIMULATION VARIABLES   TABLE III  TRANSMISSION SCENARIOS has to update the value of the balance index and broadcast an advertisement message to all the nodes to update the state information. Therefore, it is expected that as the number of source node changes frequently, a considerable number of control packets are propagated in the network for state information update. In this set of simulations, we investigate the effects of broadcasting of control packet in LB-AODV. The pause time is set to 500 s, and the maximum number of source nodes is 25. The packet generation rate for each source node is 8 packets/s. By changing the average session time between communication pairs, we can obtain the results for different traffic densities. Both the average session time and the average intersession time are assumed to follow the exponential distribution. As described in Section II-C, when the gateway has not received data packets corresponding to a particular entry for a certain period of time (10 s in this case), the corresponding routing entry and its group number will be deleted. Fig. 7 shows the performance by varying the average session time. The average intersession time is set to 60 s. Fig. 7(a) and (b) shows that when the average session time is less than 40 s, AODV works slightly better than LB-AODV with a lower control overhead. On the other hand, LB-AODV outperforms AODV as the average session time increases. We observe that LB-AODV has a lower normalized control overhead as the average session time increases. Note that as the traffic density increases, with AODV, the network becomes congested with routing and data packets. On the other hand, the grouping mechanism in LB-AODV controls the amount of routing control overhead. It remains efficient even when the number of source nodes changes.
Scenario 4: Two Gateways: This experiment relates to the study of scalability with two gateways. We determine the variation of the throughput (i.e., the total amount of bytes received without errors by the destination per second) and the normalized control overhead by increasing the network size to a m topology and changing the number of mobile nodes to 100. We consider 40 CBR sources, each with a packet generation rate of 4 packets/s. Since the number of common nodes exceeds the optimal number for this topology, we choose the maximum number of source nodes, 40, as the total number of groups . Therefore, each source node belongs to a different group (refer to Section II-D). The simulation time is 900 s. All the other simulation parameters remain the same.
In this scenario, two gateways, and , are located in the coordinates (750, 150) and (750, 450), respectively. Since each gateway can monitor the number of source nodes being served, each gateway communicates with 20 source nodes at a maximum. In LB-AODV, the total number of mobile nodes that relay packets generated by each group is 61 (i.e.,
). The state information should be a -tuple in the form of in this scenario. Fig. 8(a) shows the throughput as a function of pause time in the network. Since LB-AODV can divide only source nodes into different groups, the increase of control overhead is unavoidable as the number of mobile nodes increases. However, due to the fact that the grouping mechanism can reduce the amount of routing control overhead [see Fig. 8(b) ] and distribute the number of source nodes between two gateways, the throughput of LB-AODV is approximately three times higher than that of AODV and GOSSIP1 routing protocols. These results show that LB-AODV is still efficient in scenarios with two gateways and a large network size. Note that GOSSIP1 shows a better performance than AODV in this scenario. This is because in large and dense networks gossip-based routing protocols are effective in improving the efficiency by reducing the transmissions of routing control packets [14] . Further performance improvements for LB-AODV may be possible by refining the group assignment algorithm to take into account of the number and location of gateways. This is a subject for further research.
Scenario 5: Sensitivity Analysis: Recall that the optimal group number is a function of , , and [see (2) , in Section II-D]. Although the parameters and can be monitored by the gateway, the value of may not always be estimated correctly. If that is the case, the resulting number may not indeed be optimal in terms of node density. We are interested in determining the percentage change of the throughput as a function of the variations of the size of network . The procedures for the sensitivity analysis consist of the following steps.
Step 1) Given the actual size of the network , we first determine the optimal value of .
Step 2) Given the values , , and , we determine the optimal group number based on (2).
Step 3) Given the values , , , and , the expected throughput can be obtained via the ns2 simulation. We denote the value as throughput (optimal). Step 4) Let denote the estimated size of network and denote the percentage change of the size of network. These parameters are related by the following equation:
Based on the estimated size of network , the suboptimal value of is determined. Similarly, given the values , , and , the suboptimal group size can be calculated based on (2) . The suboptimal expected throughput, denoted as throughput (suboptimal) , is obtained via the ns2 simulation.
Step 5) The change of the throughput with respect to the variation of the size of network is characterized by the throughput ratio, which is defined as: throughput (suboptimal)/throughput (optimal). Fig. 9(a) shows the throughput ratio versus the percentage change of the size of network. We assume the actual topology of the network to be m . The optimal value of is 47. There is one stationary gateway located in the coordinate (500, 500). When the size of network is underestimated by 100%, the suboptimal value of is 27. On the other hand, the suboptimal value of is 84 when the size of network is overestimated by 100%. To study the effect of the number of nodes to the estimated size of network, we vary the number of nodes from 27 to 84. Note that the number 27 and 84 are the suboptimal values of when the estimation is deviated by 100% and 100%, respectively. Fig. 9(b) shows that the number of groups based on the given values of , , and .
When the number of node is less than or equal to 47, the throughput ratio is not sensitive to the estimated size of network. On the other hand, as the number of nodes increases, the throughput ratio is sensitive to both underestimation and overestimation of the size of network. An overestimation of the size of network gives a higher throughput ratio than an underestimation of the same percentage. These results imply that if there is uncertainty in estimating the size of network, it may be better to underestimate its value in order to reduce the throughput ratio difference.
IV. CONCLUSION
With flooding-based on-demand route discovery in mobile ad hoc wireless access networks, many routing messages (i.e., RREQ) are propagated unnecessarily. Moreover, the redundancy of routing information (i.e., RREP and RREQ) processed by the gateway is high in the mobile ad hoc wireless access network. To reduce the overhead of routing messages, we have proposed an extension of the ad hoc on-demand routing protocol by incorporating the concept of load-balancing in this paper. Our proposed LB-AODV protocol is simple and well-suited for the mobile ad hoc wireless access network environment.
We have compared the performance of our proposed LB-AODV protocol with both the original AODV and gossip-based routing protocols in different mobility and traffic scenarios. Simulation results show that LB-AODV delivers more data packets to the gateway and decreases the end-to-end delay of packets delivered by reducing the transmissions of routing control messages by 50% or more. In scenarios with traffic congestion, LB-AODV significantly outperforms AODV and GOSSIP1 routing protocols. We have compared the performance of the protocols in a scenario with a larger number of mobile nodes accessing two gateways. LB-AODV provides significant advantages over AODV and GOSSIP1 in terms of throughput and routing overhead even in a large network with two gateways. Although we have presented the details of LB-AODV based on the AODV routing protocol, the load-balancing concept developed in this paper can generally be applied to other on-demand routing schemes.
To facilitate practical implementation of our proposal, we are investigating techniques that provide good estimations of network size and topology in a dynamic MANET. We are also seeking further improvements of our group assignment mechanism, especially for large networks with multiple gateways. Furthermore, we are considering how our load-balancing concept can be incorporated in other on-demand routing protocols with different routing metrics (e.g., the least load or least power route).
