We explain how Itô stochastic differential equations (SDEs) on manifolds may be defined using 2-jets of smooth functions. We show how this relationship can be interpreted in terms of a convergent numerical scheme. We also show how jets can be used to derive graphical representations of Itô SDEs, and we show how jets can be used to derive the differential operators associated with SDEs in a coordinatefree manner. We relate jets to vector flows, giving a geometric interpretation of the Itô-Stratonovich transformation. We show how percentiles can be used to give an alternative coordinate-free interpretation of the coefficients of one-dimensional SDEs. We relate this to the jet approach. This allows us to interpret the coefficients of SDEs in terms of 'fan diagrams'. In particular, the median of an SDE solution is associated with the drift of the SDE in Stratonovich form for small times.
Introduction
Stochastic differential equations (SDEs) on manifolds were first defined by Itô [1] . Itô's formulation was given in terms of coordinate charts. This has led many authors to seek coordinate-free formulations of SDEs on manifolds. We will describe such a formulation in the language of 2-jets [2] . We will study how this formulation gives rise to intuitive graphical representations of SDEs.
Coordinate-free formulations of SDEs have been given previously. One approach is to use Stratonovich calculus (see [3] [4] [5] ). Another is the theory of second-order tangent vectors, diffusors and Schwartz morphism (see [6, 7] ). A third is via the Itô bundle (see [8, 9] or the appendix in [10] ).
The value of the 2-jet approach is that it is particularly simple and intuitive. In particular, as the notion of a jet is already familiar to differential geometers, we do not need to introduce novel differential geometric constructs. In §2, we will give an informal description of the definition of SDEs in the language of 2-jets. This description does not require the reader to have prior experience of SDEs (though we do assume they know the definition of Brownian motion). For simplicity, we first consider the case of an SDE driven by a single Brownian motion. Our description of SDEs is given by writing down a system of difference equations using a coordinate-free notation. A formal proof that the solutions of these equations converge to the solutions of the classically defined Itô SDEs is given in appendix A.
We also consider how SDEs can be understood graphically. In particular, we will see how 2-jets allow us to draw an SDE in a way that makes the transformation law of SDEs, known as Itô's lemma, intuitively clear. We will illustrate a way of drawing an SDE on a rubber sheet such that, if the sheet is stretched, the diagram transforms according to Itô's lemma. In other words, given an SDE in R n we give a method of drawing SDEs such that, for all well-behaved f : R n → R n , the following diagram commutes.
SDE for X SDE for f (X)
picture of SDE for X in R n f (picture of SDE for X)
Itô's lemma
Moreover, we will show how the language of 2-jets allows us to write a particularly elegant formulation of Itô's lemma. In §3, we describe the relationship between the jet formulation and differential operator formulations of SDEs. We use the language of jets to give geometric expressions for many important concepts that arise in stochastic analysis. These geometric representations are in many ways more elegant than the traditional representations in terms of the coefficients of SDEs. In particular, we will give coordinate-free formulations of the following: the diffusion operators, Itô SDEs on manifolds and Brownian motion on Riemannian manifolds.
In §4, we return to the question of graphical representations of SDEs. We show how to represent processes driven by multiple Brownian motions. We illustrate this using the Heston stochastic volatility model (two-dimensional diffusion) and Brownian motion on the torus.
In §5, we consider how our formulation is related to the Stratonovich formulation of SDEs. We will prove that sections of the bundle of n-jets of curves in a manifold correspond naturally to n-tuples of vector fields in the manifold. When translated into a statement about SDEs, the special case when n = 2 can be interpreted as the correspondence between Itô calculus and Stratonovich calculus.
In §6, we consider an alternative approach to understanding the coefficients of onedimensional SDEs based on the coordinate-free notion of percentiles. We will see that the 2-jet defining an Itô SDE can be interpreted as defining a fan diagram showing the limiting trajectories of certain percentiles of the probability distributions associated with the SDE solution process. Moreover, we will show that the drift of the Stratonovich formulation can be similarly interpreted as a short-time approximation to the median. We also consider short-time behaviour of the mode.
Our work has a number of applications. Firstly, graphical representations of SDEs should be a valuable tool for the qualitative analysis of SDEs and for developing an intuitive understanding of the properties of SDEs. Our illustrations of Itô's lemma give a first example of this. Secondly, coordinate-free formulations of SDEs will often be considerably simpler than local coordinate formulations and hence should assist in the theoretical development of stochastic differential geometry. An example of this is given in [11, 12] , where a notion of projection for SDEs is defined using the 2-jet approach. It is considerably easier to understand this notion using jets than with a local coordinate formulation. A further application is given in [13] , where the jet approach is used to numerically solve SDEs on manifolds. We hope in future work to give applications of this method to statistics similar to those given in [14] . 
Stochastic differential equations as fields of curves driven by a single Brownian motion (a) Drawing and simulating stochastic differential equations as 'fields of curves'
Suppose that at every point x in R n we have an associated smooth curve γ x : R → R n with γ x (0) = x.
As an example, we might define γ E x on R 2 as follows:
γ E (x 1 ,x 2 ) (t) = (x 1 , x 2 ) + t(−x 2 , x 1 ) + 3t 2 (x 1 , x 2 ).
We will use the superscript E to indicate this example curve throughout. This field of curves is plotted in figure 1 .
To be precise, we have taken a grid of points in R 2 which are marked as dots in the figure. We have then drawn the curve γ E x at each grid point x for the parameter values t in (−0.1, 0.1). In general, when drawing such a figure for a general γ , one should use the same range t ∈ (− , ) for every curve in the figure, but one is free to choose to make the diagram visually appealing. (In just the same way when drawing vector fields, one chooses a sensible scale for each vector.)
As can be seen in the figure, our specific example, γ E , has a circular symmetry. This arises from the radially outward t 2 component and the orthogonal counterclockwise circular component t. Our example has also been chosen to have zero derivatives with respect to t from the third derivative on. This is because we will show how to define a stochastic process in terms of a field of curves γ and we will see that the limiting behaviour of this process only depends upon the first-and second-order terms in t.
Given such a γ , a starting point X 0 (the deterministic x 0 = (1, 0) in our example, X 0 = x 0 ), a Brownian motion W t and a time step δt, we can define a discrete time stochastic process, X δt , using the following recurrence relation:
In figure 2 , we have plotted the trajectories of process for γ E , the starting point (1, 0), a fixed realization of Brownian motion and a number of different time steps. Rather than just plotting a discrete set of points for this discrete time process, we have connected the points using the curves in γ E X t .
Notice that, as the δW t = W t+δt − W t are normally distributed with standard deviation √ δt, we can interpret the trajectories as being randomly generated trajectories that move from X δt t to X δt t+δt by following the curve s → γ X δt t (s) from s = 0 to s = t √ δt, where the t are independent normally distributed random variables.
As the figure suggests, these discrete time stochastic processes (2.1) converge in some sense to a limit as the time step tends to zero.
We will use the following notation for the limiting process:
For the time being, let us simply treat equation (2.2) as a shorthand way of saying that equation (2.1) converges in some sense to a limit. Note that it will not converge for arbitrary γ 's but it does converge for nice γ 's such as γ E or γ 's with sufficiently good regularity. The reader familiar with Itô calculus will want to know how this notation corresponds to Itô SDEs and in precisely what sense and under what circumstances equation (2.1) converges to a limit. These questions are addressed in §2b. An important feature of equation (2.1) is that it makes no reference to the vector space structure of R n for our state space X. We have maintained this in the formal notation used in equation (2.2) . By avoiding using the vector space structure on R n , we will be able to obtain a coordinate-free understanding of SDEs. Example 2.1. For a fixed α ∈ N, in a given coordinate system on R, we can define curves at each point in R by γ α x (s) = x + s α .
Let us compute the limit of the discrete time process corresponding to these curves. In the case α = 1, we have trivially that the X t = x 0 + W t . By equation (2.1) we have that where the i are independently normally distributed with mean 0 and standard deviation 1. Fixing a terminal time T so that δt = T/n, we have
By the strong law of large numbers we see that, if α = 2, this converges a.s. to x 0 + T. If α ≥ 3, we see that this converges a.s. to x 0 .
(b) Stochastic differential equations as fields of curves up to order 2: 2-jets
Let us now invoke explicitly the R n structure of the state space by choosing a specific coordinate system and consider the (component-wise) Taylor expansion of γ x . We have
where R x t 3 is the remainder term in Lagrange form. Substituting this Taylor expansion in our equation (2.1), we obtain
Example 2.1 suggests that we can replace the term (δW t ) 2 with δt and we can ignore terms of order (δW t ) 3 and above. So we expect that under reasonable conditions, in the chosen coordinate system, the recurrence relation given by (2.1) will converge to the same limit as the numerical scheme δX
Defining a(X) := γ X (0)/2 and b(X) := γ X (0), we have that this last equation can be written as
It is well known that this last scheme (Euler scheme) does converge in some appropriate sense to a limit [15] . This limit is more conventionally written as the solution to the Itô SDE
The coefficient a(X t ) is often referred to as the drift. The coefficient b(X t ) is often referred to as the diffusion coefficient (also known as volatility in applications to social sciences). Thus, given a coordinate system, we may think of equation (2.1) as defining a numerical scheme for approximating the Itô SDE (2.5). In this context we call (2.1) the 2-jet scheme. A rigorous proof of the convergence of the 2-jet scheme in mean square (L 2 (P)) to the solution of the Itô SDE, based on appropriate bounds on the derivatives of the curves γ x , is given in appendix A. This notion of convergence is not fully coordinate independent; however, in appendix B we describe a fully coordinate-free notion of convergence which we call mean square convergence on compacts. Our proof of convergence in L 2 (P) implies that the 2-jet scheme will always converge in mean square on compacts if the coefficients are sufficiently smooth. At this point one may wonder in which sense equation (2.1) and its limit are coordinate free. It is important to note that the coefficients of equation (2.5) only depend upon the first two derivatives of γ . We say that two smooth curves γ : R → R n have the same k-jet (k ∈ N, k > 0) if they are equal up to order O(t k ) in a given coordinate system. If this holds in a given coordinate system, it will hold in all coordinate systems. More generally we have the following definition.
Definition 2.2.
A k-jet of a function between smooth manifolds M and N is defined to be the equivalence class of all smooth maps f : M → N that are equal up to order k in one, and hence all, coordinate systems.
Using this terminology, we say that the coefficients of equation (2.5) (and (2.4)) are determined by the 2-jet of a curve γ : R → R n in a specific coordinate system. In light of the above convergence result, we can say that in pictures such as figure 1 one should avoid interpreting any details other than the first two derivatives of the curve. One way of doing this is by insisting that we draw the quadratic curves that best fit the curves γ rather than the actual curve γ itself.
Note that vectors can be defined in the same way as 1-jets of smooth curves. In just the same way as we draw quadratic curves in figure 1 , one normally chooses to draw straight lines in a diagram of a vector field.
In summary: vector fields are fields of 1-jets and they represent ODEs; diagrams such as figure 1 are pictures of fields of 2-jets and they represent Itô SDEs.
Given a curve γ x , we will write j 2 (γ x ) for the 2-jet associated with γ x . This is formally defined to be the equivalence class of all curves which are equal to γ x up to O(t 2 ) included.
As we will show that, under reasonable regularity conditions, the limit of the symbolic equation (2.2) depends only on the 2-jet of the driving curve, we may rewrite equation (2.2) as Coordinate-free 2-jet SDE:
This may be interpreted either as a coordinate-free notation for the classical Itô SDE given by equation (2.5) or as a shorthand notation for the limit of the process given by the discrete time equation (2.1).
(c) Coordinate-free Itô formula with jets
Suppose that f is a smooth mapping from R n to itself and suppose that X satisfies (2.1). It follows
Taking the limit as δt tends to zero, we have the following lemma. 
We might also write more directly, with abuse of notation,
If one prefers the more traditional format for SDEs given in (2.5), we simply need to calculate the derivatives of f • γ . In a chosen coordinate system, let us write γ i X for the ith component of γ X with respect to the coordinates x 1 , x 2 , . . . x n for R n . Two applications of the chain rule give
We conclude that our lemma is equivalent to the classical Itô's lemma.
We can now interpret Itô's lemma geometrically as the statement that the transformation rule for jets under a change of coordinates is given by composition of functions.
As we now understand the geometric content of Itô's lemma, we can draw a picture to illustrate it. Consider the transformation φ :
applied to our example process γ E . This can be viewed as a transformation of the complex plane φ(z) = i log(z). We use φ to transform in figure 2d in two different ways. to each point of figure 2 to obtain a new point to be inserted in a new figure. This is done by using image manipulation software. In other words, we stretch the image without any consideration of its mathematical structure. The result of this is shown in figure 3a .
As an alternative approach, we transform our equation using Itô's lemma applied to the function φ. So equation (2.7) below for (X 1 , X 2 ) transforms to the equation (2.8) for (θ, s),
We can then use this equation to plot the process (θ, s) directly by simulating the process in discrete time as before. The result is shown in figure 3b . As one can see, the two approaches to plotting the transformed process give essentially identical results, showing an example of our earlier diagram (1.1) at work. The differences one can see are: the lower quality in figure 3a, obtained by transforming pixels rather than using vector graphics; the grid points at which the 2-jets are plotted are changed; small differences in the simulated path because we have only simulated discrete time paths.
We have assumed that the 2-jet j 2 (γ x ) is associated in a deterministic and time-independent manner with the point x. However, we are investigating how the theory can be generalized to time-dependent and stochastic choices of 2-jets.
(d) Stochastic differential equations driven by vector Brownian motion as 2-jets
Consider jets of functions of the form
Just as before, we can consider discrete time difference equations of the form 9) or, if writing δW α t = α √ δt, with independent normals,
Again, the limiting behaviour of such difference equations will only depend upon the 2-jet j 2 (γ x ) and can be denoted by (2.6), where it is now understood that dW t is the vector Brownian motion increment. The multi-dimensional analogue of example 2.1 suggests we write δW α δW β ≈ g αβ E δt. Here g αβ E denotes the Euclidean metric on R d . Thus g αβ E is equal to 1 if α equals β, and 0 otherwise. We can now compute a second-order Taylor expansion as follows:
Here u α are the standard orthonormal coordinates for R d . We have chosen to write g αβ E instead of using a Kronecker δ because one might want to choose non-orthonormal coordinates for R d and hence it is useful to note that g E transforms as a symmetric 2-form and not an endomorphism. Another advantage is that we can use the Einstein summation convention. For example (2.10) can be rewritten as δX
We have shown informally how to define an SDE as the limit of a numerical scheme defined in terms of 2-jets and we have shown how this scheme can be written in local coordinates. A reader who is familiar with classical Itô calculus will immediately recognize (2.11) as the Euler scheme for the Itô SDE obtained by replacing each δ in (2.11) with a d. We now state the relationship between these two approaches formally.
Theorem 2.4 (convergence of the 2-jet schemes to Itô SDEs). Let γ x : R d → R n be a smoothly varying family of functions whose first and second derivatives in R d satisfy Lipschitz conditions (and hence linear growth bounds). In other words, we require that there exists a positive constant K such that,
for all x, y ∈ R n and α, β ∈ {1, 2, . . . , d}, we have
Note that we are using the letter u to denote the standard orthonormal coordinates for R d . Suppose in addition that we have a uniform bound on the third derivatives:
Let T be a fixed time and let T N := {0, δt, 2δt, . . . , Nδt = T} be a set of discrete time points. Let X δt t (we will omit the superscript below) denote the 2-jet scheme defined by
This converges in L 2 (P) to the classical Itô solution of the corresponding SDE, namelỹ 
for some constant C independent of N. We denote the coordinate-free equation obtained as the limit of (2.12) by
This theorem proves one of the main results of this paper: an Itô SDE can be represented in a coordinate-free manner simply as a 2-jet driven by Brownian motion. The proof is given in appendix A. 
Jets and second-order operators
Our discrete time formulation (equation (2.9)) of an Itô SDE on a manifold is already coordinate free in that it makes no mention of the vector space structure of R n . Given such a γ we can write down a corresponding Itô SDE using the notation of equation (2.6). This may be interpreted either as indicating the limit of the discrete time process or as shorthand for a classical Itô SDE. The reformulation of Itô's lemma in the language of jets shows that this second interpretation will be independent of the choice of coordinates. The only issue one needs to consider are the bounds required to ensure the existence of solutions. The details of transferring the theory of existence and uniqueness of solutions of SDEs to manifolds are considered in, for example, [1, 3, 4, 6, 16] . The point we wish to emphasize is that the coordinate-free formulation of an SDE given in equation (2.6) can be interpreted just as easily on a manifold as on R n .
We will now see how this allows us to study the differential geometry of SDEs in a coordinatefree manner. In particular, we will show how to give coordinate-free definitions of key concepts such as the diffusion operators and Brownian motion.
Note that an alternative approach to stochastic differential geometry is to place these operators centre stage. This is the essence of the approach of second-order tangent vectors and Schwarz morphisms. Thus this section can also be seen as establishing the relationship between these approaches.
Suppose that f is a function mapping M to R. We can define a differential operator acting on functions in terms of a 2-jet associated with γ x as follows.
Definition 3.2 (backward diffusion operator via 2-jets).
The backward diffusion operator for the Itô SDE corresponding to γ x is defined on suitable functions f as
Here E is the Laplacian defined on R d , and L γ x acts on functions defined on M.
In contexts where the SDE is understood, we will simply write L.
Note that this definition is simply the drift term of the Itô SDE for f (X) computed using Itô's lemma. To first order, the drift measures how the expectation of an SDE solution process changes over time. Thus, with δ denoting the forward t increment as usual,
Before proceeding to define the forward diffusion operator, let us briefly recall the theory of the bundle of densities on a manifold. Recall that, given a vector space V and a group homomorphism
we can define an associated bundle V over M. The fibres of the bundle over a point p are given by equivalence classes of charts φ : M → R n and vectors v ∈ V under the relation
Each chart φ : M → R n defines local coordinates on V. We use this to define the smooth structure on V. This generalizes straightforwardly [17] to allow one to associate a vector bundle with any principal G-bundle and a representation of the Lie group G. In our special case, the principal G-bundle we are using is the frame bundle of the manifold. Now consider the representation
This defines a bundle over a manifold M called the bundle of densities. This bundle is denoted by Vol. The usual transformation formula for probability densities under changes of coordinates tells us that a probability density over M is a section of Vol.
Integration defines a pairing between functions and densities on M by
On non-compact manifolds one must either insist that one of f or ρ is compactly supported or consider decay rates of f and ρ to ensure this is well defined. Note that, from a probabilistic point of view, this pairing is interpreted as taking expectations.
Using integration by parts, we can define L * to be the formal adjoint of L with respect to this pairing. This is called the forward diffusion operator.
Even if one does not know the initial state X 0 but knows its probability density, ρ, one may integrate equation (3.2) to obtain
As this holds for all smooth compactly supported functions f , we can deduce
We conclude that the Fokker-Planck equation follows from Itô's lemma for functions. Notice that both L and L * are linear second-order operators. The key difference is that they have different domains: L acts on functions; L * acts on densities. This gives a geometric explanation as to why L appears in the Feynman-Kac equation, which tells us about the evolution of expectations of functions, whereas L * appears in the Fokker-Planck equation, which tells us about the evolution of probability densities.
(a) Weak and strong equivalence
We see that both the Itô SDE (2.11) and the backward diffusion operator (3.1) use only part of the information contained in the 2-jet. Specifically, only the diagonal terms of ∂ α ∂ β γ i (those with α = β) influence the SDE and even for these terms it is only their average value that is important. The same consideration applies to the backward diffusion operator. This motivates the following definition. 
We say that γ 1 and γ 2 are strongly equivalent if in addition
We see that the SDEs defined by the two sets of 2-jets are equivalent if the 2-jets are strongly equivalent. This means that, given the same realization of the driving Brownian motions W α t , the solutions of the SDEs will be almost surely the same (under reasonable assumptions to ensure path-wise uniqueness of solutions to the SDEs).
When the 2-jets are weakly equivalent, the transition probability distributions resulting from the dynamics of the related SDEs are the same even though the dynamics may be different for any specific realization of the Brownian motions. For this reason one can define a diffusion process on a manifold as a smooth selection of a second-order linear operator L at each point that determines the transition of densities. In this context, L is known as the infinitesimal generator of the diffusion. A diffusion can be realized locally as an SDE, but not necessarily globally.
Recall that the top-order term of a quasi-linear differential operator is called its symbol. In the case of a second-order quasi-linear differential operator D which maps R-valued functions to Rvalued functions, the symbol defines a section of S 2 T, the bundle of symmetric tensor products of tangent vectors, which we will call g D .
In local coordinates, if the top-order term of D is
We are using the letter g to denote the symbol for a second-order operator because, in the event that g is positive definite and d = dim M, g defines a Riemannian metric on M. In these circumstances, we will say that the SDE/diffusion is non-singular. Thus we can associate a canonical Riemannian metric g L with any non-singular SDE/diffusion.
Definition 3.4. A diffusion on a manifold M is called a Riemannian Brownian motion if
Note that given a Riemannian metric h on M there is a unique Riemannian Brownian motion (up to diffusion equivalence) with g L = h. This is easily checked with a coordinate calculation.
This completes our definitions of the key concepts in stochastic differential geometry and indicates some of the important connections between SDEs, Riemannian manifolds, second-order linear elliptic operators and harmonic maps.
(b) Brownian motion
Let us examine the important special case of Brownian motion from a variety of perspectives: local coordinates; the exponential map; and mean curvature.
(i) Local coordinates
We will now show how the definitions above allow us to compute Brownian motion on a topologically non-trivial d-dimensional Riemannian manifold (M, g) for which we have an atlas. (x 1 , x 2 , . . . , x d ) be a chart for M and let (u 1 , u 2 , . . . , u d ) 
Let us assume that γ x is a quadratic function of u, so that in local coordinates
where b i and a i αβ are real-valued functions on the manifold and i, α, β ∈ {1, . . . d}. So
Following standard conventions, on a Riemannian manifold we write g ij for the metric tensor in local coordinates, we write |g| as an abbreviation for det g ij and we write g ij for the inverse matrix of g ij . The Laplacian on (M, g) is then given in local coordinates by As we would expect, these equations are underdetermined. We can find a solution to (3.3) by taking the matrix b i α to be the Cholesky decomposition of the matrix g ij . We can also find a solution of equation (3.4) by taking
otherwise.
In summary, we have found a canonical choice of γ that locally defines Brownian motion in a chart. Given an atlas, we can then choose γ x at each point by choosing a γ x from one of the charts around x. Although γ x itself will not vary smoothly between charts, the weak equivalence class of γ x will vary smoothly.
In figure 4 , we show the result of simulating Brownian motion on the genus-2 surface in R 3 given in coordinates (y 1 . We found 14 charts for this surface by projecting along each of the axes y i (Mathematica's Solve function made this easy to do). At each point x in this manifold, we chose a specific one of these charts containing x by projecting along the axis whose inner product with the normal at x had the largest absolute value (we preferred the axis y i with the lowest index i in the event of a tie). In this way, we were able to define an explicit quadratic map γ x at each point. As the image of γ x (u) will leave the chart for large u, we defined a new function byγ (x) = γ x (u)ρ(|γ [0, ) is a smooth increasing function equal to the identity near 0 and where the value was so as to ensure thatγ would never leave the selected chart around x. By construction j 2 (γ ) = j 2 (γ ), so the mapsγ can be used to approximate Brownian motion in discrete time using equation (2.9).
(ii) Exponential map
Another choice of canonical map γ x : R d → M that generates Brownian motion on a Riemannian manifold is the exponential map [18] . In this case, the convergence of the discrete time scheme (2.9) is well known. In those situations where the exponential map can be calculated explicitly, this gives the most obvious choice of γ . Our local coordinate calculation shows how Brownian motion can be simulated when the exponential map is not explicitly known.
We note that simulating Brownian motion on a Riemannian manifold provides a useful tool for sampling from probability distributions on that manifold. For example, Byrne & Girolami [14] use the exponential map to simulate Brownian motion and provide explicit coordinate calculations in the case of Stiefel manifolds and show with examples how this can be applied to statistical problems such as dimension reduction. The papers [19] [20] [21] discuss related approaches to sampling from manifolds.
One does not need a metric to define the exponential map; it can be defined using a connection alone. The scheme (2.9) resulting from the exponential map of a connection was studied in [22] and a version of theorem 2.4 was proved for this case (see also the similar paper [23] ). This approach to defining SDEs on manifolds is known as the McKean-Gangolli injection.
(iii) Mean curvature Brownian motion on a hypersurface H in R d+1 can be defined using a d-dimensional stochastic process in R d+1 that has the property that trajectories which start on H stay on H. Let us see how this can be understood geometrically with jets.
Suppose that we have a map
is the inclusion given by coordinate α. If γ x were the exponential map, each γ α x would be parametrized by arc-length and would have curvature orthogonal to H. Moreover, the mean of these curvatures as α varies from 1 to d would be the mean curvature vector of H. In coordinates, if the γ α x are parametrized by arc-length, the mean of the curvatures is given by
We note that this quantity is not dependent on the choice of coordinates u α and is equal to 2/d times the drift term in (2.11). From our discussion of weak equivalence of 2-jets, we deduce that γ x defines Brownian motion on a hyper-surface H if and only if both, to first order, γ x is an isometry onto the tangent space of H and the mean of the curvatures of γ is equal to the mean-curvature vector of H. This gives a geometric interpretation of the drift of Brownian motion.
Note that the second condition is somewhat stronger than requiring that the image of γ has the same mean-curvature vector as H. This is because the mean-curvature vector is always orthogonal to H, but the mean of the curvatures depends upon the parametrization and may have a component tangent to H.
In general, an SDE on a manifold M ⊆ R n can be understood as SDEs on R n whose trajectories which start on M remain on M. As in the above example, at each point in the manifold M the 2-jet in R n will be completely determined by the SDE on M. One can interpret the drift term of (2.11) for the process in R n as having a tangent component determined by the intrinsic SDE on M and an orthonormal component determined by the requirement that the trajectories are confined to M.
Drawing stochastic differential equations driven by vector Brownian motion
We can draw an Itô SDE driven by d-dimensional Brownian motion by drawing a function
at every point on the manifold M. Of course, in practice one only draws the function at a finite set of sample points in M. However, γ x is not uniquely determined by the SDE. By drawing γ x , we are drawing a representative of the equivalence class of 2-jets that define the same SDE. To illustrate this, in figure 5a we have plotted three functions γ * 0 : R 2 → M whose 2-jets all define the same SDE. They are defined as follows: The diffusion term of an SDE corresponds to the first-order term of the jets. This is a linear mapping of the plane and hence maps the unit circle to an ellipse. This gives rise to the broadly elliptical shape of the plots. The drift term of the SDE corresponds to the mean of the image. This is marked with a star. As one can see, this drift is the same for all the plots γ * 0 . If we are interested in strong equivalence of the SDEs, the image of each axis is important as it tells us the strength of each component of the Brownian motion. It is only the direction of the axes that is important and not the curvature. We have used thicker lines to indicate the image of the x-and y-axes under each map in figure 5 .
An alternative plot of the 2-jets γ * 0 is shown in figure 5b . Instead of plotting the jet by showing the image of polar grid lines, we have shown the image of a set of 1000 uniformly distributed points inside a ball of radius = 0.3. We have again plotted the mean point with a star. These plots eliminate the extraneous details of the maps γ X , allowing one to see more clearly the key features that determine the weak equivalence class of the jets. These plots provide a clear visual link between the geometric and the probabilistic properties of the SDE.
If one wished to illustrate strong equivalence, the plots in figure 5b could be augmented with vectors indicating the mappings of each axis up to first order. Such a diagram would illustrate the key features of the strong equivalence class stripped of visual distractions such as the curvature of the images of the axes.
One can, therefore, draw a two-dimensional SDE by drawing an infinitesimal diagram of the sort shown in figure 5 at a number of points. These drawings would satisfy the desirable 1) . However, the resulting drawings would be very busy.
We can strip out some of the excessive details from our diagram by deciding to choose a specific representative of the 2-jet at each point. Given an SDE in local coordinates,
we choose the specific 2-jet given by
The image of an -ball under γ x will be an ellipsoid. Moreover, if we know that γ x is of this form, we can recover the coefficients a and b i up to weak equivalence just from knowledge of the image of the -ball. As an example, note that the curve γ C 0 from (4.1) is of this form. This allows us to simplify our diagrams by representing each 2-jet by drawing the image of an -ball at each point under this specific representative of the 2-jet.
For example, in figure 6 we show a plot of the Heston stochastic volatility model with drift (see [24] ),
Note that, as well as plotting the ellipses, the figure indicates the exact point that each ellipse is associated with. The extent to which the centre of the ellipse differs from the associated point is a measure of the drift. Figure 6 is coordinate dependent because its definition depends upon choosing a specific representative of the 2-jet at each point. However, it can be thought of as a visual shorthand for a coordinate-independent diagram where repeated copies of the more detailed pictures of figure 5 are used.
Similarly, figure 4 depicts the SDE defining Brownian motion on a genus-2 surface by showing the image of the centre and the 12 points on the edge of a clock face under γ . These are shown in blue. As can be seen, all the clock faces appear to be circles of the same size; this is a characteristic property one would expect of Brownian motion. It shows that the metric induced by the SDE is indeed equal to the metric induced by the embedding. Similarly the image of the centre of the clock face appears to be in the centre of each of the circles. This shows that the forward and backward operators are equal.
Jets, vector fields and Stratonovich calculus
We wish to show how jets can be described using vector fields. This will allow us to relate our approach to SDEs to the approach of Stratonovich calculus.
For simplicity, let us assume in this section that the driver is one dimensional. Thus, to define an SDE on a manifold, one must choose a 2-jet of a curve at each point of the manifold. One way to specify a k-jet of a curve at every point in a neighbourhood is to first choose a chart for the neighbourhood and then consider curves of the form
where a i : R n → R n . As we have already seen in lemma 2.3, these coefficient functions a i depend upon the choice of chart in a relatively complex way. For example, for 2-jets the coefficient functions are not vectors but instead transform according to Itô's lemma. We will call this the standard representation for a family of k-jets. An alternative way to specify the k-jet of a curve at every point is to choose k vector fields vector field A i . This allows one to define curves at each point x as follows:
where t k denotes the kth power of t. We will call this the vector representation for a family of k-jets. It is not immediately clear that all k-jets of curves can be written in this way. Let us prove this. Suppose that one chooses a chart and attempts to compute the relationship between the coefficients a i in the standard representation and the components of the vector fields A i in the vector representation. It is clear that the O(t) term a 1 (x) will depend bijectively and linearly on A 1 (x). Thus there is a bijection between 1-jets written in the form (5.1) and 1-jets written in the form (5.2). The O(t 2 ) term will depend linearly upon A 2 (x) together with a more complex term derived from A 1 and its first derivative. Symbolically, a 1 (x) = ρ(A 2 (x)) + f (A 1 (x), (∇A 1 )(x) ), where ρ is a linear bijection determined by the choice of chart. It follows that there is also a bijection between 2-jets written in the standard form and 2-jets written in the vector form. Inductively we have the following theorem. .2) Note that the vector representation specifically allows us to define a family of k-jets varying from point to point. In more technical language, the vector representation allows us to specify a section of the bundle of k-jets. If one only specifies vectors at a point rather than vector fields, one cannot define the vector flows and so equation (5.2) cannot be used to define a k-jet at the point. Thus, although there is no natural map from k vectors defined at a point to a k-jet of a curve, there is a natural map from k vector fields defined in a neighbourhood to a smoothly varying choice of k-jet at each point.
The standard and vector representations simply give us two different coordinate systems for the infinite-dimensional space of families of k-jets.
When this general theory about k-jets is applied to SDEs, one sees that two corresponding coordinate representations of an SDE will emerge. Let us calculate in more detail the correspondence between the two representations.
Lemma 5.2. Suppose that a family of 2-jets of curves is given in the vector representation as
γ x (t) = Φ t 2 A (Φ t B (x)),
for vector fields A and B. Choose a coordinate chart and let A i , B i be the components of the vector fields in this chart. Then the corresponding standard representation for the family of 2-jets is
Proof. By definition of the flow Φ t B , its components (Φ t B ) i satisfy
Differentiating this we have We now compute the derivatives of γ t (x). We write (Φ t
Differentiating this again, one obtains
At time t = 0 we have that Φ 0 A is simply the identity. So its partial derivatives at time 0 are trivial to compute. Hence
The last line follows from the definition of Φ t A as the flow associated with the vector field A together with equation (5.
4). We can now write down the expression for a(x). The expression for b(x) follows immediately from equation (5.3).
What is interesting about this result is that an SDE can be defined using the coefficients a and b, which transform according to Itô's lemma, or they can be defined using vector fields A and B.
An alternative way of showing that SDEs can be defined in terms of vector fields was already known. It is given by introducing so-called Fisk-Stratonovich-McShane calculus [25] [26] [27] (Stratonovich from now on). This provides an alternative to the Itô calculus of [28] . The coefficients of SDEs written using Stratonovich calculus transform as vector fields. Indeed these coefficients are precisely the vector fields A and B we have just identified geometrically. Thus, we have given a geometric interpretation of how the coordinate-free notion of a 2-jet of a curve is related to the vector fields defining a Stratonovich SDE. This establishes the relationship between our jet approach to SDEs on manifolds and the more conventional approach of using Stratonovich calculus. This shows that we may view the choice between Itô or Stratonovich calculus simply as a choice of coordinates for a single underlying geometric structure. For readers not familiar with the Itô and Stratonovich stochastic calculi in a given coordinate system we refer to the working paper version [32] .
Percentiles and fan diagrams
Most statistical properties of a distribution depend upon the coordinate system used. For example, the definition of the mean of a process in R n involves the vector space structure of R n . For this reason one would expect the trajectory of the mean of a process to depend upon the vector space structure. If one makes a nonlinear transformation of R n , the trajectory of the mean changes. Indeed Itô's lemma tells us that the trajectory does not even remain constant to first order under coordinate changes.
Another manifestation of the same phenomenon is the fact that given an R-valued random variable X and a nonlinear function f , then E(f (X)) = f (E(X)). Again this arises because the definition of mean depends upon the vector space structure and f may not respect this.
However, the definition of the αth percentile depends only upon the ordering of R and not its vector space structure. As a result, for continuous monotonic f and X with connected state space, the median of f (X) is equal to f applied to the median of X. If f is strictly increasing, the analogous 
This has the implication that the trajectory of the αth percentile of an R-valued stochastic process is invariant under smooth monotonic coordinate changes of R. In other words, percentiles have a coordinate-free interpretation. The mean does not. This raises the question of how the trajectories of the percentiles can be related to the coefficients of the SDE. We will now calculate this relationship.
Firstly, we note that all smooth one-dimensional Riemannian manifolds are isomorphic. When interpreted in terms of SDEs, this tells us that, for any one-dimensional SDE with a non-vanishing diffusion coefficient (or volatility term)
we can find a coordinate system with respect to which the volatility term is equal to one. Such a transformation is known as a Lamperti transformation (see [29] ) and is given by Z t = φ(t, X t ), where φ(t, x) is a primitive integral of 1/b(x, t) with respect to x. Let
be the transformed equation. As one-dimensional Riemannian manifolds are translation invariant, we have a gauge freedom in defining a Lamperti transformation determined by the base-point of the isomorphism. Define a path z 0 (t) by the ODE
If we set Y t = Z t − z 0 (t), then Y follows the SDE 2) and moreover the drift of the Y SDE vanishes at 0 for all t,ā(0, t) = 0. Summing up, if b(x, t) is nowhere vanishing, there is a unique time-dependent transformation that maps the original SDE (6.1) for X into an SDE with constant diffusion coefficient, zero initial condition and zero drift at zero. Actually, sufficient conditions for the Lamperti-transformed SDE (6.2) to have unique strong solutions are more stringent. For example, in the autonomous case a(x, t) = a(x) and b(x, t) = b(x) one may need a and b bounded from below and above, with b and its bounds strictly positive, with a ∈ C 1 and b ∈ C 2 . We will assume in the following that sufficient conditions for the solution of the Lamperti-transformed SDE to exist unique hold.
Thus given a one-dimensional SDE with non-vanishing volatility we can always make a transformation such that (subject to bounds) the following proposition applies (we denoteā by a for simplicity). 
and 
Assume further that a(x, t) has additional regularity required to ensure the existence and uniqueness of a fundamental solution for the PDEs Lp
be the fundamental solution of Lp = 0. Then, for λ ∈ (0, 1) and a fixed terminal time T, Γ satisfies (see [30] for the definition of a fundamental solution).
This proposition can be proved using estimates from the books of Friedman [30, 31] . For a detailed proof see the electronic supplementary material or [32] . Theorem 6.2. For sufficiently small t, the αth percentile of the solutions to (6.1) is given by Proof. We first apply a Lamperti transformation so that the conditions of proposition 6.1 apply. Let us write y for the coordinates after applying the Lamperti transformation and let us write ρ for the 1-form representing the probability measure. By proposition 6.1
We introduce a new coordinate z = y √ t so that the ρ can be written as
Integrating this, we see that, for sufficiently small , we have a uniform estimate
It follows that the αth percentile in z coordinates is 
Substituting these formulae into the Taylor series expansion (6.6) for g yields
Substitute y = Φ −1 (α) √ t to get
This simplifies to (6.5).
The theorem above has given us the median as a special case, and a link between the median and the Stratonovich version of the SDE. By contrast, the mean process has tangent given by the drift of the Itô SDE as the Itô integral is a martingale.
For completeness, besides the mean and the median, we wish to consider the mode. We claim that, under the same conditions as the theorem above, there are paths m u (t) and m l (t) both satisfying
and
such that, for sufficiently small t, there exists a mode lying in [m l (t), m u (t)] This relationship between the mean, median and mode is approximately seen in many general probability distributions as was observed qualitatively by Pearson [33] . This result gives an alternative way of plotting the 2-jet that defines a one-dimensional SDE in terms of fan diagrams. A fan diagram is a standard tool in econometrics for illustrating the predictions of a model. In figure 7 , we have plotted a fan diagram for a stock price modelled by geometric Brownian motion. We can use the result above to plot an SDE by drawing an infinitesimal fan diagram at each point. At each point x ∈ R one plots the curve (t, γ x (± √ t)). One interprets this diagram as an infinitesimal fan diagram showing the Φ(1) and Φ(−1) percentiles. Such a plot is shown for the process dS t = σ S t dW t in figure 8a .
In figure 8b , we show how this plot transforms when one sends (t, S t ) to (t, log(S t )). This is illustrated with solid lines. We also use dashed lines to plot the corresponding diagram for the equation arising from Itô's lemma, namely
It is interesting to note that one can clearly see the drift term in figure 8b . Notice also that this drift arises because the spacing between the grid lines on figure 8a increases as one moves up the page, whereas the corresponding grid lines after transformation are evenly spaced. This can be interpreted as a visual demonstration that the Itô term in the transformation rule for SDEs is determined by the second derivative of the transformation.
Conclusion and further work
In this first work, we have shown how Itô SDEs driven by Brownian motion could be understood in terms of 2-jets of maps. In further work, we will study more in detail the relationship between the jet approach and Schwartz morphism based on second-order tangent vectors and co-vectors (as in the Schwartz-Meyer theory explained in Emery's work [6] ). We will study the relationship with Belopolskaja and Dalecky's Itô bundle [8] ; see also [9] and the appendix in [10] . We will explore the jet approach in connection with the projection method for dimensionality reduction and approximation of SDEs [11, 12] . We will explore practical applications of our approach to simulating SDEs on manifolds [13] . We plan to investigate the use of jets in rough paths theory [34] .
Data accessibility. Additional data can be found in the electronic supplementary material. 
Appendix A. Proof of convergence to classical Itô calculus
In this appendix, we prove theorem 2.4, stating convergence in L 2 (P) of the 2-jet scheme to the classical Itô solution of the SDE. The techniques used to prove almost-sure convergence of the classical Euler scheme ( [35] for example) could be adapted to the 2-jet scheme.
Proof. We think of T as fixed and, as N increases, T N provides a finer discretization grid approximating [0, T].
To remove clutter from our equations, during this proof we will adopt the following conventions. We see that C is a constant, independent of N that may change from line to line. We drop the superscript δt from terms such as X δt t . Sums over Greek indices always range from 1 to d, and i, j and k are always integers. Terms with integer time subscripts such as X i are shorthand for X iδt . Superscript T's indicate the vector transpose rather than the terminal time.
Under our hypotheses, we know from Kloeden & Platen [36] , p. 342, theorem 10.2.2, that the Euler scheme,X
converges to the solution of the Itô SDE in that
all we need to conclude with (2.14) for time points in T N is to show
Summing the differences of consecutive terms in the Euler scheme with time step δt, we havē
where δW k := W (k+1)δt − W kδt . Using the definition for a, we can write this as
where g E is the metric tensor of the Euclidean metric and where we definẽ 
This expression defines the remainder R k . Note that the remainder depends also on N but our notation has suppressed this. Summing the differences of consecutive terms, and substituting in We have that
We now wish to obtain bounds for each expectation on the right in terms of δt and the function
Using our bound on the third derivatives of γ , we can bound the remainder terms R i as follows:
Writing M := E{( α |δW α i−1 |) 6 }, we calculate that
By the discrete Itô isometry and the Lipschitz condition on the derivatives we find
To bound S α,β we write it as a sum of two components S α,β,1 and S α,β,2 defined as follows: When i = j, the terms on the right-hand side vanish. This is because we may assume WLOG that j > i, in which case the last factor of the (i, j)th term,
is independent of the rest of the term and has expectation 0. We now quote 10.2.14 on p. 343 in [36] to show
We now compute
E{|ã α,β (X i−1 )| 2 }E{(δW
The second line follows from independence of Brownian motion increments; the third from the second by the scaling properties of Brownian motion increments; and the fourth from our growth bounds on the second derivatives. We then use the bound (A 4). Let us write α,β,i :=ã α,β (X i ) − a α,β (X i ). We find 
By the definition of our scheme, our estimates on the derivatives of γ and Taylor's theorem
The inequality (2.14) now follows.
