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We examined whether the preparation of saccadic
eye movements, when behaviorally dissociated
from covert attention, modulates activity within
visual cortex. We measured single-neuron and local
field potential (LFP) responses to visual stimuli in
area V4 while monkeys covertly attended a stimulus
at one location and prepared saccades to a potential
target at another. In spite of the irrelevance of visual
information at the saccade target, visual activity at
that location was modulated at least as much as,
and often more than, activity at the covertly attended
location. Modulations of activity at the attended and
saccade target locations were qualitatively similar
and included increased response magnitude, stim-
ulus selectivity, and spiking reliability, as well as
increased gamma and decreased low-frequency po-
wer of LFPs. These results demonstrate that saccade
preparation is sufficient to modulate visual cortical
representations and suggest that the interrelation-
ship of oculomotor and attention-related mecha-
nisms extends to posterior visual cortex.
INTRODUCTION
In order to efficiently interpret the sensory world, many species
have evolved powerful orienting systems to select among mul-
tiple objects or features for enhanced processing. In primate
vision, orienting involves shifting gaze in order to position the
foveae on targets of interest, and this behavior requires using
the visual parameters of the target (e.g., position, velocity,
and shape) to guide gaze shifts. Each orienting movement
thus necessarily involves the selection of one stimulus over
all others prior to movement onset. Psychophysical studies in
human subjects indicate that this selection is accompanied
by attention, that is, enhanced detection and discrimination at
the location of intended movements (Hoffman and Subrama-
niam, 1995). Furthermore, this deployment of attention can
occur whether or not orienting movements are actually carried496 Neuron 83, 496–506, July 16, 2014 ª2014 Elsevier Inc.out (Posner, 1980); that is, selective attention can be either
overt or covert.
Given the co-occurrence of gaze and attentional shifts, inves-
tigators have long debated whether the mechanisms underlying
these two functions are dissociable (e.g., Moore et al., 2003). For
example, whereas some studies have found that the preparation
of saccadic eye movements (saccades) to a particular location
is sufficient to improve psychophysical performance at that
location, and therefore to direct attention (Deubel and Schneider,
1996), others have found that saccade preparation can be
dissociated from attention (Hunt and Kingstone, 2003). Thus,
at present, the degree to which saccade preparation is sufficient
to bring about changes in perceptual mechanisms remains
controversial. In particular, it is not known whether saccade
preparation is sufficient to modulate representations within the
visual system, modulation thought to underlie the perceptual
enhancements of selective attention (e.g., Reynolds and Che-
lazzi, 2004).
Ample neurophysiological evidence suggests that certain
brain structures have roles in both overt and covert attention.
The frontal eye field (FEF), the lateral intraparietal area (LIP),
and the superior colliculus (SC), for example, appear to be
involved both in saccade programming and in directing visual
spatial attention. Several studies have shown that neural activity
in these regions changes prior to saccades (FEF: Bruce and
Goldberg, 1985; LIP: Barash et al., 1991; SC: Schiller and
Stryker, 1972) as well as during covert spatial attention (FEF:
Thompson et al., 2005; LIP: Bushnell et al., 1981; SC: Ignash-
chenkova et al., 2004). Furthermore, pharmacological inactiva-
tion of neurons in these areas affects saccades (FEF: Dias and
Segraves, 1999; LIP: Liu et al., 2010; SC: Hikosaka and Wurtz,
1986) and covert attention (FEF: Wardak et al., 2006; LIP: War-
dak et al., 2004; SC: Lovejoy and Krauzlis, 2010). However,
more recent studies suggest that, at the level of single neurons,
saccades and attention are nevertheless dissociable. For
example, within the FEF, only neurons functionally classified as
‘‘visual’’ or ‘‘visuomovement’’ exhibit enhanced sensory re-
sponses at attended locations whereas ‘‘movement’’ neurons
do not (Thompson et al., 2005). More importantly, only the en-
hanced responses of visual neurons becomemore synchronized
with activity within area V4, suggesting that visual cortex re-
ceives only attention-related, but not saccade-related, signals
(Gregoriou et al., 2012). An absence of saccade-related
AB
Figure 1. Cued Change-Detection and Antisaccade Task
(A) Task design and trial sequence. Monkeys fixated a white dot while four
peripheral oriented-grating stimuli were presented. After a variable delay,
stimuli disappeared then reappeared, either with or without one of the four
stimuli rotating (change trial or catch trial, respectively). Monkeys could earn a
reward by making a saccade to the diametrically opposite stimulus from the
change on change trials or by maintaining fixation on catch trials. A small,
central cue (white line) indicated which stimulus, if any, was most likely to
change. Green outlined panels emphasize the change in orientation, or lack of
change, across the blank period. Dashed circle indicates area V4 receptive
field (RF) locations, and arrow indicates saccade direction; these were not
visible to the monkey. All graphical elements are not precisely to scale; in
particular, the cue is shown much larger than scale for visibility.
(B) Task conditions. On cue-RF trials, the relevant visual stimulus was in the
RF of recorded neurons (spotlight) whereas the direction of the potential
antisaccade was to the diametrically opposite stimulus (dashed arrow).
Conversely, on cue-opposite trials, antisaccades were directed to the
RF stimulus, whereas the relevant stimulus was diametrically opposite.
On cue-orthogonal trials, neither the relevant stimulus nor the saccade target
was in the RF.
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Saccade Modulation in V4modulation within ‘‘ventral stream’’ areas such as V4 would also
be consistent with the notion of separate processing streams for
perception and action between ventral and dorsal visual areas,
respectively (Goodale and Milner, 1992).
We sought to determine whether covert and overt attention
are dissociable within visual cortex. We trained monkeys to
perform a task in which the focus of covert attention was behav-
iorally dissociated from the target of an upcoming saccade. In
the task, monkeys were faster and more accurate in detecting
visual events at a cued, covertly attended, location than at
uncued locations. However, monkeys were trained to respond
to these events with saccades to stimuli in the opposite direc-
tion. While monkeys performed the task, we recorded neural
activity from ventral area V4. In addition to modulation of the
visual responses to covertly attended stimuli, we also found
modulation of visual cortical responses to potential targets of
saccades. The modulation during saccade preparation was
qualitatively similar to modulation by covert attention, including
increases of firing rates, stimulus selectivity, across-trial spiking
response reliability, and gamma local field potential (LFP) power,
as well as decreases in low-frequency LFP power. Our resultsdemonstrate that saccade preparation is sufficient to modulate
responses in visual cortex.
RESULTS
Two monkeys (G and B) performed an attention-demanding,
‘‘change-blindness’’ task (Simons and Rensink, 2005) that
required them to detect orientation changes in one of four
peripheral Gabor gratings while maintaining central fixation
(Figure 1A; see Experimental Procedures). During each trial,
the identity of the relevant stimulus was indicated with a central
cue. After a variable interval, the complete array of stimuli—the
cued stimulus and all three distractors—disappeared for a brief
moment and then reappeared. Monkeys were trained to detect
changes in orientation of any of the four stimuli upon reappear-
ance. In order to dissociate the locus of attention from that of
saccade preparation, monkeys were rewarded for responding
to an orientation change with a saccade to the stimulus diamet-
rically opposite of the changed stimulus (antisaccade). The cen-
tral cue validly indicated the relevant stimulus on a vast majority
of trials (90%–93%); on other trials, the cue invalidly indicated
a stimulus other than the one that changed. Orientation changes
occurred on only a random half of trials. On trials with no
orientation change (‘‘catch’’ trials), monkeys were rewarded for
maintaining central fixation.
Without making use of the cue, chance performance on the
task is 20% correct, as there are four possible saccade targets
and the option to make no saccade. Alternatively, a strategy
in which the monkey uses the cue to choose the direction of
saccade yields a chance performance of 50% on validly cued
trials. Both monkeys performed firmly above chance in spite of
the difficulty of this change-blindness, antisaccade paradigm.
Monkey G correctly responded on 69% of trials on average,
77% on change trials, and 62% on catch trials. Monkey B
correctly responded on 67% of trials, 62% on change trials,
and 70% on catch trials.
Monkeys used the cue to direct selective attention. On validly
cued trials, when the change occurred at the cued location,
monkeys responded correctly to 71.7% of changes (Figure 2A).
Monkeys responded with very low accuracy to changes at the
locations opposite the cue (12.7%; p < 107; Wilcoxon signed
rank test) or orthogonal to the cue (11.1%; p < 107). Similarly,
monkeys exhibited faster reaction times when responding to
validly cued changes (Figure 2B;mean = 256ms) than to invalidly
cued changes at the opposite location (373 ms; p < 1031; t test)
and orthogonal locations (318 ms; p < 1015). This effect was
stable across recording sessions (Figure S1 available online).
These differences in performance and reaction times between
validly and invalidly cued trials indicate that monkeys allocated
covert attention according to the direction of cues (Cook and
Maunsell, 2002; Kustov and Robinson, 1996).
We next asked whether monkeys used the cue to begin plan-
ning a saccade. With the onset of the cue, the probability of the
trial requiring a saccade to a particular stimulus changed from
12.5% (50% change trials/four locations) to nearly 50% or 0%,
depending on whether that stimulus was opposite the cued
location or not, respectively. Thus, even though a saccade was
never required until the end of the trial, the cue nonethelessNeuron 83, 496–506, July 16, 2014 ª2014 Elsevier Inc. 497
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Figure 2. Effects of Cueing on Behavioral Measures
(A) Effect of cue validity on performance. The plot compares the rate of correct
responses to orientation changes with valid and invalid cues.
(B) Effect of cue validity on reaction time. The plot compares the time between
the orientation change and the onset of a correctly executed response across
conditions.
(C) Examples of saccades executed after the onset of the cue but before the
blank period. Colored circles represent stimulus positions. Black traces and
red dots indicate path of eye position and saccade endpoint, respectively, for
all saccades from one behavioral session and one cue direction.
(D) Mean proportion of early saccades made to each stimulus, sorted relative
to the direction of the cue.
Error bars denote SEM; asterisk = p < 0.01.
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Saccade Modulation in V4reduced the uncertainty about the potential saccade location.
We reasoned that if the change in saccade probability indeed
resulted in the preparation of saccades to the opposite location,
then saccades executed early during the postcue period (abort-
ing the trial) would be biased in the direction of that plan. We
therefore examined the distribution of these early saccades
(Figures 2C and 2D; n = 2,195 saccades from 24 recordings;
see Experimental Procedures). Indeed, a greater proportion
of early saccades were made to the location opposite the cue
(mean = 63.8%), i.e., to the correct antisaccade direction needed
given the cue, than to either the cued location (12.5%; p < 104;498 Neuron 83, 496–506, July 16, 2014 ª2014 Elsevier Inc.Wilcoxon signed rank test) or the orthogonal locations (11.8%;
p < 104). Taken together, the above behavioral evidence indi-
cates that, although monkeys exhibited fastest and accurate
performance at the cued location, they nonetheless prepared
saccades disproportionately to the opposite location, consistent
with the demands of the task.
We recorded activity from 268 single neurons, 428multineuron
clusters, and local field potentials (LFPs) at 736 sites in area V4
(see Experimental Procedures) of the two monkeys while they
performed the selective attention task. Monkey G completed
34,803 trials over 25 sessions, and monkey B completed
33,853 trials over 21 sessions with simultaneous neural record-
ings. The task had four conditions with respect to cue direction
and receptive field (RF) location (Figure 1B). In the ‘‘cue-RF’’
condition, the cue directed attention to the RF stimulus. In
the ‘‘cue-opposite’’ condition, the cue directed attention to
the opposite location, such that the RF stimulus would be the
target of rewarded saccades when a change occurred at the
opposite location, i.e., on validly cued change trials. Finally, in
the ‘‘cue-orthogonal’’ condition, the RF stimulus was 90 degrees
clockwise or 90 degrees counterclockwise from the cue direc-
tion, such that neither attention nor a saccade to the RF stimulus
was likely to be required. The two cue-orthogonal conditions
were identical in terms of the irrelevance of the RF stimulus to
task performance and thus they were combined. Correlates of
attention in the neural activity were measured as the difference
between cue-RF and cue-orthogonal conditions, whereas corre-
lates of saccade preparation were measured as the difference
between cue-opposite and cue-orthogonal conditions.
Firing Rate Modulation
Numerous studies have found that visually driven firing rates
of neurons in V4 are enhanced during selective attention to
RF stimuli (e.g., Moran and Desimone, 1985; Reynolds et al.,
2000). Our task dissociated covert attention and saccade prep-
aration such that we could separately measure the modulations
due to both. We computed firing rates during the postcue period
of the task (Figure 1A), averaged across trials of the same
cue condition, for each single neuron or multineuron cluster,
and compared these average rates between the different cue
conditions for the population of neurons (see Experimental
Procedures). The responses of three example single neurons
on cue-RF trials are plotted against those on cue-orthogonal
trials (Figure 3A). As expected, beginning several hundred
milliseconds after cue onset, the responses diverged. Neurons
responded more strongly when the cue directed the monkey’s
attention to the RF stimulus (p < 105 for each example neuron).
To compare the effects of attention with those of saccade prep-
aration, when dissociated from attention, the responses of the
same neurons on cue-opposite trials are also plotted against
those on cue-orthogonal trials (Figure 3B). Similar to the modu-
lation during cue-RF trials, the responses of these three neurons
were robustly enhanced when the cue was directed to the stim-
ulus opposite to the RF (p < 105), that is, when saccades for
validly cued change trials were to be directed to the RF stimulus.
Thus, for these three neurons, firing rates during the postcue
period were enhanced during both attention and saccade
preparation.
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Figure 4. Effects of Cue Direction on Firing Rate
(A) Histogram of the effect of cueing the RF stimulus on firing rate across all
recordings. The effect is measured as a modulation index: the difference
between mean rates in the cue-RF and the cue-orthogonal conditions divided
by the sum. Rates were computed on each trial during the period from 500 ms
after cue onset until the start of the blank period; p value shown for Wilcoxon
signed rank test. The colored part of the histogram corresponds to units
(i.e., single neurons or multineuron clusters) for which firing rate modulation
was individually significant. Triangles in this and following figures indicate
median values.
(B) As in (A) but for modulation indices computed between the cue-opposite
condition and the cue-orthogonal condition.
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Figure 3. Responses of Example Neurons in the Cued Change-
Detection and Antisaccade Task
(A) Peristimulus time histogram of spiking activity around the time of cue onset
for cue-RF (cyan) trials relative to cue-orthogonal (purple) trials. Shaded region
indicates ±1 SEM.
(B) As in (A) but for cue-opposite (red) trials relative to cue-orthogonal.
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Saccade Modulation in V4We observed the same results across the population of
neurons. Firing rates were significantly larger for cue-RF trials
compared to cue-orthogonal. As in previous studies, we
computed a modulation index (MI) as the difference of rates
between test (i.e., cue-RF or cue-opposite) and control (cue-
orthogonal) conditions divided by their sum. The median index
was significantly greater than zero (median = 0.013; p < 1010;
Wilcoxon signed rank test; Figure 4A; see also Figure S2), indi-
cating higher firing rates during cue-RF condition. The effect
was also significant when considering data from each monkey
individually (monkey G, median = 0.006, p < 0.01; monkey B,
median = 0.027, p < 1013). In addition, of the 268 isolated single
neurons recorded in the two monkeys, significant effects (p <
0.05) were observed in 65 (24%) of them.
We also found that firing rates increased during the cue-
opposite trials relative to cue orthogonal trials, i.e., when the
RF stimulus was likely to be the target of saccades on validly
cued change trials. The median index was significantly greater
than zero (median = 0.026; p < 1018; Figure 4B). Similar to
the effect during cue-RF trials, the effect was also significant
when considering data from each monkey individually (monkey
G, median = 0.017, p < 109; monkey B, median = 0.036,
p < 1013). In addition, of the 268 isolated single neurons re-corded in the two monkeys, significant effects were observed
in 71 (26%) of them. Interestingly, the MI for the cue-opposite
condition was larger than that for cue-RF trials (p = 0.006).
Similarly, a direct comparison of neuronal firing rates during
cue-opposite trials to those of cue-RF trials demonstrated that
the cue-opposite rates were larger (p < 0.001). Thus, not only
were responses enhanced during saccade preparation, those
effects were significantly more robust than those observed
during covert attention.
Orientation Tuning
In addition to the enhancement of firing rates, past studies have
described increased tuning amplitudes of V4 neurons during
covert attention (McAdams and Maunsell, 1999). We examined
the changes of the orientation tuning curves of V4 neurons during
both attention and saccade preparation. Because the firing
rate effects described above were similar for single neurons
and multineuron clusters, we combined the two data sets for
this and further analyses. Of the neurons in our sample, 54%
were well tuned for orientation (378 of 696; see Experimental
Procedures). We fit the responses of these neurons with von
Mises (circular Gaussian) functions and quantified the difference
between peak and trough (see Experimental Procedures),
referred to as tuning amplitude, separately for trials of each
cue condition. The orientation tuning functions of four example
single neurons are plotted for all three behavioral conditions
in Figure 5A. For each of these neurons, the tuning amplitude
was greater in the cue-RF versus the cue-orthogonal condition.Neuron 83, 496–506, July 16, 2014 ª2014 Elsevier Inc. 499
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Figure 5. Effects of Cue Direction on Tuning Amplitude
(A) Tuning curves for four example V4 neurons. Firing rate during the postcue period is averaged across groups of trials with identical RF stimuli and cue-direction
and then plotted against the stimulus orientation for each cue condition. Error bars represent ±1 SEM. Fit lines shown are best-fit von Mises functions. Tuning
amplitude modulation indices for cue-RF versus cue-orthogonal (cyan text) and for cue-opposite versus cue-orthogonal (red text) are shown for each neuron.
(B) Histogram of the effect of cueing the RF stimulus on tuning amplitude across all tuned units. Other histogram conventions are as in Figure 2.
(C) As in (B) but for cue-opposite condition compared to cue-orthogonal condition.
Neuron
Saccade Modulation in V4Similar to the firing rate analysis, we computed a tuning ampli-
tude modulation index to compare cue-RF (or cue-opposite) to
the cue-orthogonal condition. Across the population, we found
that the median tuning amplitude modulation index was signifi-
cantly greater than zero (Figure 5B; median = 0.043; p < 105),
indicating an increase in tuning amplitude in the cue-RF condi-
tion. In addition, we found an increase in the same period for
cue-opposite compared to cue-orthogonal trials, as exemplified
by the tuning functions plotted in Figure 5A. Across the popula-
tion, the median tuning amplitude modulation index for the cue-
opposite condition was significantly greater than zero (Figure 5C;
median = 0.052; p < 107), indicating an increase in tuning
amplitude in the cue-opposite condition. The increase during
cue-opposite trials was not significantly different from that
during cue-RF trials (p = 0.56). Thus, the amplitudes of
V4 neurons’ orientation tuning functions were increased both
during attention and saccade preparation, even though in the
latter condition the orientation of the RF stimulus was behavior-
ally irrelevant.
Response Reliability
The correlates of covert attention have been interpreted as
enhancing the signal-to-noise ratio of neural responses (Nou-
doost et al., 2010). This can involve both increasing signal by
enhancing firing rates or decreasing noise by increasing reli-
ability of spiking responses (Mitchell et al., 2007). To determine
whether reliability increases in the postcue period of our task,
we quantified across-trial spiking reliability with the Fano factor,
or the variance divided by the mean of spike counts across trials,
within a sliding 50mswindow.We found a significant decrease in
Fano factor (i.e., increase in reliability) during cue-RF trials rela-
tive to cue-orthogonal (Figure 6; median = 0.4%; p = 0.002;500 Neuron 83, 496–506, July 16, 2014 ª2014 Elsevier Inc.see also Figure S3). Similarly, we found a decrease in the same
period for cue-opposite compared to cue-orthogonal trials
(median = 0.7%; p = 0.001). Thus, both attention and saccade
preparation correlate with decreased variability, or increased
reliability, of area V4 spiking responses.
Relationship between Attention-Related and Saccadic
Modulations for Individual Neurons
The effects described thus far demonstrate that activity in the
population of V4 neurons is robustly modulated both during
attention and saccade preparation. However, for individual neu-
rons, these effects might be uncorrelated. That is, a given neuron
might be enhanced during attention but unaffected during
saccade preparation or vice versa, suggesting two divergent
mechanisms. Therefore, we examined the relationship between
the firing rate modulations in the two conditions on a neuron-by-
neuron basis. For the following analysis, we only considered
isolated single neurons. We recomputed firing rate modulation
indices using only independent subsets of cue-orthogonal trials
to compare with cue-RF and cue-opposite trials (see Experi-
mental Procedures). First, we measured the correlation between
the magnitudes of the two modulations for all single neurons,
whether or not they showed significant effects. We found that
attention-related and saccadic modulation were weakly, but
significantly, correlated (r = 0.22; p < 103). Because this corre-
lation was likely diminished by many unmodulated neurons, we
next narrowed our analysis to only those neurons significantly
modulated during cue-RF trials (i.e., during attention; n = 64
neurons, 38 enhanced and 26 suppressed; median 0.180 and
0.135 cue-RF versus cue-orthogonal modulation indices,
respectively). We asked whether these neurons were likely
to be modulated, and in the same direction, during saccade
Figure 7. Modulation during Saccade Preparation in Neurons Sig-
nificantly Modulated during Covert Attention
Overlaid histograms of modulation indices during saccade preparation (cue-
opposite condition) for neurons significantly enhanced (red) and significantly
suppressed (black) during covert attention (cue-RF condition).
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Figure 6. Effects of Cue Direction on across-Trial Spiking Reliability
(A) Histogram of the effect of cueing the RF stimulus on Fano factor (FF) across
all units. The effect is measured as a modulation index: the difference between
FF in the cue-RF and the cue-orthogonal conditions divided by the sum.
Positive modulation indices indicate larger FF in cue-RF than cue-orthogonal
condition, corresponding to increased variability, i.e., decreased reliability.
(B) As in (A) but for cue-opposite condition compared to cue-orthogonal
condition.
Neuron
Saccade Modulation in V4preparation (cue-opposite trials). Of the 64 neurons modulated
during attention, 25 of them (39%) were also significantly
modulated during saccade preparation, and of those, 24 (96%)
were modulated in the same direction (19 enhanced during
both and five suppressed during both). In this subpopulation of
25 neurons significantly modulated during both trial conditions,
the correlation between the two modulations was strong (r =
0.77; p < 105). When considering all 38 neurons enhanced by
attention, we found that, on average, they exhibited enhanced
responses during saccade preparation (median MI = 0.052;
Figure 7; see also Figure S4) and by an amount that significantly
exceeded that of the overall population (0.052 versus 0.013;
p = 0.02). Similarly, neurons suppressed during cue-RF trials
were also suppressed during cue-opposite trials (median MI =
0.027), and this suppression exceeded that of the overall
population (p = 0.03). Moreover, the cue-opposite modulations
of these two groups (cue RF enhanced versus cue RF sup-
pressed) were significantly different from one another (MI differ-
ence = 0.080; p = 0.001). Thus, not only did the two behavioral
conditions produce similar effects on the population of neurons,
but both effects were similar on a neuron-by-neuron basis.
LFP Power
During covert attention, the frequency spectrum of LFPs in area
V4 changes markedly, with increases in power at high fre-
quencies and decreases in low frequencies (Fries et al., 2001),
changes that may reflect underlying cortical state dynamics
(Harris and Thiele, 2011). We computed the power in the delta
(0.5–5 Hz), beta (10–20 Hz), and gamma (40–70 Hz) frequency
bands on trials split by cue direction (see Experimental Proce-dures). We found significant decreases in delta (p < 0.01) and
beta power (p < 106) as well as an increase in gamma power
(p < 107) during cue-RF trials relative to cue-orthogonal (Fig-
ure 8). On cue-opposite trials, we found the same changes in
LFP power compared to cue-orthogonal trials (delta, p < 0.001;
beta, p < 105; gamma, p < 108). Thus, similar changes in the
oscillatory structure of LFPs accompany both attention and
saccade preparation.
DISCUSSION
We trained monkeys to perform an attentionally demanding task
that dissociated attention from saccade preparation by requiring
monkeys to attend a stimulus at one location while planning
and eventually executing a saccade to another. Consistent
with the demands of the task, behavioral evidence indicated
that monkeys exhibited fastest and most accurate performance
at the cued location, yet prepared saccades disproportionately
to the opposite location. While monkeys performed the task,
we recorded neural activity from area V4. Similar to numerous
prior studies, we observed modulation of the visual responses
to covertly attended stimuli, including increased magnitude,
selectivity, and reliability of spiking activity, as well as increased
gamma and decreased low-frequency power of LFPs. In
addition, in spite of the behavioral irrelevance of visual infor-
mation at the potential saccade target, we found qualitatively
similar modulation of visual responses to the target stimulus.
Responses during saccade preparation were modulated at least
as much as during covert attention.
Presaccadic Modulation in Visual Cortex
Several previous studies reported presaccadic modulation in
visual cortex during visually guided saccade tasks, particularly
in area V4 (Fischer and Boch, 1981; Moore, 1999; Sheinberg
and Logothetis, 2001). As in our study (Figure S5), these studies
found that, within 100 ms before saccades are directed to RFNeuron 83, 496–506, July 16, 2014 ª2014 Elsevier Inc. 501
Figure 8. Difference in LFP Power between Cue Conditions across
Frequencies
Fourier transforms were computed for the final 500 ms of the postcue period
for each trial and each channel and then averaged across trials and channels
within each cue condition and recording. The mean differences, cue-RF minus
cue-orthogonal (cyan) and cue-opposite minus cue-orthogonal (red), across
recordings are represented with shaded regions reflecting ±1 SEM.
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Saccade Modulation in V4stimuli, firing rates increase (Fischer and Boch, 1981), as does
orientation selectivity (Moore and Chang, 2009) and spiking
reliability (Steinmetz and Moore, 2010), effects similar to those
observed in this area during covert attention (Reynolds and
Chelazzi, 2004). However, evidence of presaccadic modulation
in V4 has generally been interpreted as reflecting the shift in
attention to the target that is often observed prior to saccadic
onset (e.g., Moore et al., 1998), consistent with a greater role
of this area in perceptual rather than motor functions (Goodale
and Milner, 1992). In the saccade tasks employed in these
studies, the location of covert attention was unconstrained by
task demands, and thus, it was not possible to determine
whether saccade preparation is sufficient to drive modulation.
The neuronal modulation observed in such tasks could have
reflected either an optional presaccadic allocation of perceptual
resources to the saccade target or an obligatory allocation due
merely to the preparation of a saccade. In contrast, our task
design explicitly dissociated the saccade target location from
the location of covert attention. In our task, visual information
at the saccade target was not only behavioral irrelevant but
presumably distracting. Thus, our results demonstrate that
saccade preparation per se is sufficient to modulate firing rate,
orientation selectivity, and spiking reliability in visual cortex
and thus may reflect an obligatory allocation of perceptual re-
sources to the targets of saccades.
Relationship of Task Design to Attention Effect Size
The median size of the attention-related effects on firing rate
(median MI = 0.013, or 2.8%) was considerably smaller
than observed in past studies in area V4, which averaged
25% (Noudoost et al., 2010). Thus, we considered whether
this difference might have been due to task design, specifically
the antisaccade response. Although other methodological
details may well have contributed to the difference in effect
size, the task design was likely key. The other methodological
details that may have contributed to the difference include
our use of multielectrode recordings and high-contrast stimuli.
The use of multielectrode recordings may reduce the sampling502 Neuron 83, 496–506, July 16, 2014 ª2014 Elsevier Inc.bias toward high-firing-rate neurons and certainly impedes the
optimization of stimuli to a particular neuron’s response prefer-
ences. Indeed, one recent study utilizing electrode arrays also
found much smaller effects (8.6%; Cohen and Maunsell, 2010).
Attentional modulation may also be stronger for relatively low-
contrast stimuli (Reynolds et al., 2000) whereas we used rela-
tively high-contrast stimuli. However, given that our task design
yielded clear modulation of responses to the saccade target
stimulus, modulation at least as large as the modulation during
attention, it is possible that the relatively small attention effect
size may reflect the splitting of a single resource involved in
directing both covert attention and saccades. Such an effect
would be consistent with the predictions of previous quantitative
models (e.g., Zirnsak et al., 2011).
Implications for the Circuits Controlling Attention
Given that we observed similar modulation of visual cortex dur-
ing covert attention and saccade preparation, we considered
what neurons might be the source. Three key structures that
have a role in both covert attention and saccadic behaviors are
often considered as possible sources of attention-related mod-
ulation of visual cortex: LIP, SC, and FEF (e.g., Noudoost et al.,
2010). Theoretical accounts of selective attention have sug-
gested that the focus of attention may be driven by a ‘‘saliency
map’’ or a ‘‘priority map,’’ which reflects the behavioral relevance
of visual stimuli based on a combination of their intrinsic visual
properties as well as top-down biases related to task demands
(Fecteau and Munoz, 2006; Koch and Ullman, 1985; Serences
and Yantis, 2006; Bisley and Goldberg, 2010). This saliency
map would then direct the attentional modulation of visual
cortical activity to favor the most salient stimulus. Each of these
three candidate source areas (LIP, SC, and FEF) have been
proposed to comprise such a map (Bisley and Goldberg, 2010;
Fecteau and Munoz, 2006; Thompson and Bichot, 2005).
Activity of many neurons in area LIP reflects the salience of
visual stimuli, either produced by abrupt onset or by behavioral
context, but appears to be largely independent of saccade plan-
ning (Bisley and Goldberg, 2003; Gottlieb and Goldberg, 1999;
Gottlieb et al., 1998). Consequently, it has been suggested that
LIP primarily conveys signals about the attended stimulus and
less about the planned saccade (Gottlieb, 2007). Therefore, to
the extent that LIP neurons represent the location of attention
as distinct from the location of planned saccades, the feedback
input from these neurons to V4 (Andersen et al., 1990) is unlikely
to account for themodulation we observed there during saccade
preparation.
Given the recent strong evidence that attention-related modu-
lation in extrastriate cortex operates independently of inputs
from the SC (Ze´non and Krauzlis, 2012), the FEF may be a
more likely source. In addition to the established role of the
FEF in the control of saccades, much evidence suggests that
FEF also controls visual spatial attention (Monosov et al., 2011;
Moore and Fallah, 2001, 2004; Wardak et al., 2006). Consistent
with this evidence, changes in FEF neuronal activity are sufficient
to modulate responses in area V4 (Noudoost and Moore, 2011).
Other recent work suggests that attention-related modulation in
V4 may be driven by visual FEF neurons, i.e., those that respond
only to visual stimulation during a memory-guided saccade task
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Saccade Modulation in V4and not prior to saccades (Gregoriou et al., 2012). However,
these neurons are unlikely to comprise the source of the V4mod-
ulation during saccade preparation that we observed. Instead,
our results suggest that modulation of V4 responses is likely to
be driven by a source or sources that jointly represent atten-
tion-related and saccade-related information. One possible
explanation is that the neurons within FEF driving V4 modulation
could be those that exhibit no saccade-related activity in
memory-guided saccade tasks but that nevertheless exhibit
saccade-related activity in visually guided saccade tasks, similar
to the task in this study. About half of FEF visual neurons exhibit
enhanced activity when saccades are directed to RF stimuli
while nevertheless exhibiting no presaccadic modulation in a
memory-guided or learned saccade task (Bruce and Goldberg,
1985). Future experiments could clarify the extent to which
neurons in these areas are capable of driving visual cortical
modulation and what circuits might underlie the interrelationship
of the control of covert attention with that of saccades by
recording from likely source areas during a task that dissociates
the two behaviors.EXPERIMENTAL PROCEDURES
Subjects
Two male monkeys (Macaca mulatta; 8–12 kg) were used in these experi-
ments. All experimental procedures were in accordance with NIH Guide for
the Care and Use of Laboratory Animals, the Society for Neuroscience Guide-
lines and Policies, and Stanford University Animal Care and Use Committee.
General surgical procedures have been described previously (Armstrong
et al., 2009).
Behavioral Task and Visual Stimuli
We trained two monkeys on a cued change-detection task with a change-
blindness manipulation and an antisaccade response. In brief, the monkey
was required to make a difficult visual discrimination at a peripheral location,
made easier by a central cue indicating which location would contain the
change, but made more attentionally demanding by the simultaneous disap-
pearance and reappearance of all peripheral stimuli (change-blindness). The
monkey was rewarded for reporting a successful detection with a saccade
to the diametrically opposite peripheral location (antisaccade response). The
sequence of trial events for most trials was as follows. All time ranges are
uniformly distributed and independently chosen unless otherwise stated.
A small white dot (0.15 degree diameter) appeared on the screen, and the
monkey initiated a trial by fixating it. Within 100 ms, the four peripheral target
stimuli appeared (described below). After a brief delay of 300–500 ms, the cue
appeared: a white line less than half a degree in length and one pixel (<0.1 de-
gree) in width, originating at the fixation dot and extending in the direction of
one of the four stimuli (randomly, independently chosen on each trial with equal
probability). The cue indicated with 90% or 93% validity which of the four stim-
uli would change on this trial (if any). After a postcue period of 600–2,200 ms
with the display static as described, the four peripheral stimuli synchronously
disappeared for a brief (<270 ms) interval (‘‘blank period’’) and then reap-
peared. Upon reappearance, one of the four stimuli changed its orientation
(i.e., was rotated in place) on 50% of trials. On these trials (‘‘change trials’’),
themonkey could earn a reward by executing a saccadic eyemovement within
800 ms to the stimulus opposite the changed stimulus. On the other 50% of
trials (‘‘catch trials’’), all four stimuli appeared at identical orientations to those
they had before disappearing; in this case, themonkeywas rewarded formain-
taining fixation on the central dot for 800 ms. The trial was terminated without
reward if, at any time prior to the stimulus reappearance, the eye position left a
small square box (1.5 degrees width) around the fixation dot.
The target stimuli were four static Gabor patches, i.e., oriented black and
white gratings in a circular Gaussian aperture. In monkey G, the gratingswere square wave; in monkey B, they were sine wave modulated. Both types
elicited robust responses from the neurons in this study. In both monkeys,
the gratings were at maximal contrast for the monitor, i.e., the maximum
was the brightest white available and the minimum pixels were turned off.
The dimensions of the gratings varied somewhat from session to session
but were typically 4 degrees in diameter and approximately one cycle/de-
gree in spatial frequency. The location of the gratings also varied depending
on the receptive field locations of the neurons being recorded, but the centers
were always between 5 and 8 degrees eccentricity. All four gratings had equal
eccentricity and were spaced evenly, i.e., at 90-degree intervals around a
circle. The screen background was dark gray in monkey G and middle gray
in monkey B, but in neither monkey were the mean luminances of the gratings
matched to the background color. The orientation of the grating took 1 of 16
possible values, evenly spaced from 0 to 360 degrees in 22.5-degree inter-
vals. Note that orientations 180 degrees apart (e.g., 45 and 225 degrees)
were identical except for a mirror reflection and, for nearly all neurons, drove
the neurons identically and have therefore been combined for analysis. The
grating orientations were chosen independently for each of the four stimuli
and for each trial. The amount of rotation took multiple values to vary the
difficulty of the task but was typically 45, 67, or 90 degrees, and trials with
these different rotation magnitudes were interleaved randomly. The rotation
was clockwise or counterclockwise with equal probability, independently
chosen for each trial.
Visual stimuli were displayed on a Samsung 2233RZ monitor at 120 Hz and
1,680 3 1050 resolution (17.8 pixels/degree). The monitor was positioned at
28.5 cm from the monkey’s eyes. Presentation of stimuli was controlled by
Cortex software (http://dally.nimh.nih.gov). Eye position was monitored in
some sessions for monkey G with a scleral search coil. In the remaining ses-
sions for monkey G as well as all sessions for monkey B, eye position was
monitored with an EyeLink 1000 video eye-tracking system.
Percentages of correctly performed trials were computed considering only
trials in which monkeys maintained fixation through the end of the blank
period, i.e., those in which the monkeys fixated until the start of the response
window. Statistics were computed on the summary percentages for each
recording. Reaction times were measured from the end of the blank period,
that is, stimulus reonset, to the start of the saccade. Only correctly executed
saccades, meaning those directed to the stimulus opposite the changed stim-
ulus, were included in this analysis. Statistics were computed on all saccades
considered together, irrespective of which recording session they came from.
Aborted saccades were considered if they occurred after the cue was issued
and before the start of the blank period and if their endpoint was within
3 degrees visual angle of the center of one of the four stimuli. Only recordings
with at least 30 aborted saccades were included in the statistics. Statistics
were computed on the summary percentages for each recording.
Neural Recordings
Linear Array Recordings
Recordings were made with 16-channel U-Probes (Plexon). These electrodes
are cylindrical in shape (180 mm diameter) and have a row of 16 circular plat-
inum/iridium electrical contacts (15 mmdiameter) with 150 mmcenter-to-center
spacing (total length of array is 2.25 mm). Data were amplified and recorded
using the Omniplex system (Plexon). Wide-band data, filtered only in hardware
at 0.5 Hz high pass and 8 kHz low pass, were recorded to disk at 40 kHz.
Spikes were detected from this signal as described below.
Spike Detection and Sorting
When recording with electrode arrays, it is not possible to isolate the wave-
forms of single neurons using the traditional method, by adjusting the position
of the electrode carefully throughout the recording to ensure that its recording
surface remains as close to the neuron as possible because any adjustment
of the electrode position would alter the isolations on all 16 contacts simulta-
neously. Instead, we set the electrodes in place and left them for the duration
of the session, taking whatever neurons presented themselves there. The
waveforms we recorded therefore came in a wide range of isolation qualities,
and so we employed post hoc spike detection and sorting methods to maxi-
mize yield, using the steps described below. To determine whether sorted
waveforms could be included for analysis, we quantified the quality of these
isolations.Neuron 83, 496–506, July 16, 2014 ª2014 Elsevier Inc. 503
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The wide-band data were filtered with notch filters at multiples of 60 Hz to
remove line noise harmonics. ‘‘Common average referencing’’ (CAR) was
applied (Ludwig et al., 2009) in order to remove other noise components
appearing on all channels. CAR is performed by averaging the signal from all
channels together and subtracting this average signal from each individual
channel. This filtered and rereferenced signal was used for spike detection
using the matched-filter method (Hill et al., 2011). First, the signal is convolved
with a waveform representing the average, expected shape of cortical neuron
spike waveforms. Specifically, the waveform used was biphasic with 0.425 ms
trough-to-peak duration. Next, a threshold is applied to the new filtered signal
and peaks of sections of the signal that cross the threshold are determined.
The threshold is chosen such that the rate of crossings is 100 Hz. Finally,
putative spike waveforms are pulled from the preconvolution signal at the
times of threshold-crossing peaks. Spike waveforms were 1 ms in duration
(40 samples), with 0.5 ms prior and 0.5 ms after the peak times. Waveforms
within 500 ms of each other were disallowed. Putative waveforms are selected
in order of descending peak height, such that bigger peaks (i.e., waveforms
of larger amplitude or more similar to the average waveform used as in the
convolution) have ‘‘priority’’ over smaller ones for cases in which two wave-
forms are less than the disallowed interval (500 ms) from each other.
Spike Sorting
Spike waveformswere sorted in the attempt to classify separately those wave-
forms originating from one neuron and those from others. Sorting was initially
performed manually using Offline Sorter (Plexon) by identifying clusters of
waveforms with similar shapes. In many cases, this initial sorting was refined
by computing the Fisher linear discriminant between the clustered waveforms
and all other waveforms on the same channel (Hill et al., 2011), projecting the
waveforms along this dimension and reclassifying waveforms according to
their value on this axis. The extent to which the waveforms of any of these
sorted clusters could be confidently reported as originating from a single
neuron was determined with further quality metrics (below).
Sorting Quality Quantification
Under the assumption that cortical neurons have a ‘‘refractory period,’’ or min-
imum time between spikes, we computed an estimation of the false-positive
rate for waveforms of each cluster (Hill et al., 2011). This calculation considers
the rate of spikes, the duration of the experiment, and the number of wave-
forms too close together in time to plausibly arise from a single neuron to arrive
at a figure estimating what percentage of the total spike count arose from neu-
ron(s) besides the one in question. If greater than 10% of spikes were probably
due to contamination from other neurons, the cluster was referred to and
analyzed as a ‘‘multineuron cluster.’’ Note that this does not mean that 10%
of spike times fell within the refractory period relative to other spikes. On the
contrary, only a small fraction of a percentage of spikes falling in the refractory
period would yield a false-positive estimate greater than 10%, depending on
the overall firing rate of the cluster. If the false-positive estimate was less
than 10%, if the shape of the waveform appeared stable over the duration of
the experiment, and if the histogram of waveform amplitudes was approxi-
mately symmetric, then the cluster was declared a ‘‘single neuron,’’ indicating
our confidence that those waveforms reflect the responses of just one individ-
ual neuron. For some analyses, where stated, both single neurons and multi-
neuron clusters were included; in those cases, we refer to both as ‘‘units.’’
Quantification of Firing Rate Modulation
Spikes were counted within the window between 500 ms postcue onset and
the end of the postcue period (i.e., start of blank period) and converted to rates
for each trial based on the duration of that period. Mean rates in each condition
were compared by computing a modulation index, defined as:
MI=
A B
A+B
(Equation 1)
where A is the mean firing rate in the modulated condition (either cue-RF or
cue-opposite) and B is the mean firing rate in the control condition (cue-
orthogonal). To statistically compare the spike counts on modulated versus
unmodulated trials for each individual unit, the Wilcoxon rank-sum test was
computed between modulated and unmodulated rates. For the population
as a whole, the Wilcoxon signed rank test was computed on the modulation504 Neuron 83, 496–506, July 16, 2014 ª2014 Elsevier Inc.indices of all neurons. Neurons with average spike rate over the whole trial
of less than 0.1 Hz were excluded from this and all other analyses (21 of 717
excluded). Though we included some neurons that emitted only one or two
spikes per trial on average, visual inspection of these neurons revealed that
many nevertheless showed clear tuning and/or modulation by condition,
thanks to the large numbers of trials (>1,000) per recording session. For the
purposes of correlating the firing rate modulation on cue-RF trials with modu-
lation on cue-opposite trials, we used independent sets of cue-orthogonal
trials as the reference for the computation of modulation index. We selected
randomly half of the trials from each cue-orthogonal direction to serve as
the reference for the cue-RF modulation (i.e., ‘‘B’’ in Equation 1 above) and
the other half to serve as the reference for the calculation of cue-opposite
modulation.
Quantification of Tuning Amplitude
Spikes were counted within the window between 500 ms postcue and the
start of the blank period, each trial’s spike count was converted to a firing
rate, and rates were combined across trials that had the same stimulus
orientation in the RF. Neurons were only considered for this analysis if they
were significantly modulated by the stimulus orientation during the stimulus
onset period (p < 0.0001 on Kruskal-Wallis test of spike rates grouped by
receptive field stimulus orientation). The tuning curves were fit to a von Mises
distribution (circular Gaussian). Just as with a standard Gaussian, the von
Mises distribution has two parameters: the mean (m; preferred direction of
the unit) and SD (k; tuning width). Two other parameters allow the tuning
curves to be fully fit: a baseline offset (b; added to the tuning curve) and
a scaling factor (s; multiplies the tuning curve). The fit equation for firing rate
(r) as a function of stimulus orientation (q) is given by:
rðqÞ=b+ s  e
kcosðqmÞ
2p I0ðkÞ (Equation 2)
where ‘‘I0’’ is the modified zeroth-order Bessel function. We fit the equation
with constrained least-squares curve fitting, with the mean parameter m
restricted to be in the range [p,p] and width parameter k to [0, 8] and all other
parameters [0,N]. The restriction on k prevented tuning widths being narrower
than 45 degrees. Any tuning curves with true widths less than 45 degrees
could not be adequately measured with our sampling of orientations, so the
constraint on k prevented some clearly artifactual fits. The final value of tuning
curve amplitude was computed by subtracting the trough from the peak
value of the fit tuning curve, that is:
tuning amplitude= rðmÞ  rðm+pÞ (Equation 3)
To assess whether tuning amplitude was significantly influenced by cue
direction for individual units, we computed bootstrapped 95% confidence
intervals (CIs) by randomly selecting trials, with replacement, and reperforming
the above analyses to determine tuning amplitude for each cue direction on
each of 1,000 sets of resampled trials. 95% CIs were determined as the 25th
and 975th largest tuning amplitudes from this distribution. If the 95% CIs for
themodulation condition (either cue-RF or cue-opposite) were not overlapping
with the 95% CI for the cue-orthogonal condition, the difference in tuning
amplitude was declared significant at p = 0.05.
Quantification of across-Trial Spiking Reliability
with the Fano Factor
Spikes were counted in nonoverlapping 50 ms bins (as in Churchland et al.,
2010) during the final 400 ms of the postcue period, prior to the blank period.
The Fano factor (FF) was computed as variance divided by the mean of these
spike counts for groups of identical trials (same RF stimulus orientation and
cue direction) and was averaged across the groups corresponding to different
stimulus orientations. To assess significance of the difference in FF between
conditions for an individual unit, we performed a shuffle test by randomly reas-
signing cue direction labels for each trial and recomputing FF for each cue
direction. The true difference between modulation condition (cue-RF or
cue-opposite) and cue-orthogonal was compared to the distribution of 1,000
shuffled differences and declared significant if it was greater or less than
97.5% of this distribution (p = 0.05 significance level).
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Saccade Modulation in V4Quantification of Power in LFPs within a Frequency Band
The LFP was defined as the continuous voltage signal high-pass filtered at
0.5 Hz, low-pass filtered at 200 Hz and downsampled to 1 kHz. A second-order
60 Hz notch filter was also applied. LFP segments were taken from the final
500 ms of the postcue period (prior to the blank period), and the fast Fourier
transform (FFT) was computed. FFTs were averaged across trials within
each cue condition and, due to the large correlations from channel to channel,
averaged across channels within each recording.SUPPLEMENTAL INFORMATION
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