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Mean field density functional theory (MFDFT) has been employed to calculate the free energy of a pair of
attractive hard rods on a ring. The results for homogeneous and optimal inhomogeneous density profiles have
been compared with the exact free energy as a test of the approach. We discuss the problems in applyingMFDFT
to small systems, and suggest modifications which allow a reasonably accurate treatment of this particular, rather
extreme case.
I. INTRODUCTION
Although the gaseous state of matter is formed primarily from independently moving molecules, solid- and liquid-like molec-
ular clusters are present as well. These are delicate structures, changing size frequently by processes of evaporation and con-
densation. They are of interest because they can tell us a great deal about the forces which are responsible for the cohesion of
traditional bulk condensed matter. They become particularly important when the pressure exceeds the saturated vapour pressure
and the gas becomes metastable. It is through the formation and growth of molecular clusters that a supersaturated gas, with a
pressure higher than the saturated vapour pressure, makes its transition to the more stable condensed phase. The properties of
clusters therefore fundamentally control the process of nucleation of droplets or crystals from a vapour phase1,2.
Interest in this process has driven efforts to calculate the thermodynamic properties of small molecular clusters. The prin-
cipal property of interest in droplet nucleation is the free energy of formation of a cluster from its separated constituents, but
major difficulties are encountered in computing the entropic contribution to the free energy. Molecular simulation provides the
most direct approach, using Monte Carlo or molecular dynamics techniques, together with thermodynamic integration or grand
canonical umbrella sampling to evaluate free energy differences3–11. However, for large clusters such methods become very
time-consuming, and alternatives on a coarser level of description have been developed.
The main method available in this coarse grained category is (classical) mean field density functional theory (MFDFT). This
approach has been used to study molecular clusters for nearly 20 years12–17. It is relatively simple to implement and it provides
useful insight into cluster thermodynamics. It incorporates important features absent from simpler descriptions, such as the
capillarity model and its derivatives1,18–20. When used to calculate droplet nucleation rates, it occupies the middle ground
between the classical theory of nucleation21 and theories based on molecular simulation.
In spite of this frequent usage, however, there has been relatively little work on validating MFDFT against other approaches.
This is perhaps due to the lack of suitable cases in statistical physics where analytical solution is possible. Numerical work on
more microscopic scales is difficult, as mentioned earlier. One of the few such studies is the recent work by Reguera et al22,
where MFDFT is compared with Monte Carlo calculations for clusters of 80 argon atoms, with a discussion of the differences
in density profiles and system pressures.
In this study we consider a case where the exact free energy is available for comparison with MFDFT calculations. The
reference calculations are easy since we consider a small number of molecules. On the other hand, this requires us to proceed
carefully, since there are features of standard MFDFT which are inconsistent when applied to systems containing small numbers
of molecules. We shall explore and comment on a number of these matters.
As is suggested by its name, MFDFT is a mean field approach, whereby the (usually pairwise) molecular interactions are
represented to a first approximation by an effective external field; a potential well that confines the molecules to a certain
spatial region16. Such an approach might be inaccurate for small systems. This is exacerbated by a second assumption, the
random phase approximation, according to which contributions to the free energy from correlations in molecular positions are
ignored. StandardMFDFT also tends to overcount the pairwise interaction energy, by overestimating the two-particle distribution
function. A final problem is that the confinement of the molecules in the effective potential leads to an underestimate of the
system entropy: the molecules are in fact free to move anywhere within the system and not only within the range of the effective
potential16: this requires what is called the translational correction. All of these approximations are questionable, and some of
them are particularly so when the number of molecules in the system is small.
We have studied a very simple system to see how these approximations affect the accuracy of free energies calculated by
MFDFT, and how the difficulties might be overcome. We have actually chosen a system where the problems should be most
severe: a one dimensional system containing just two interacting hard rods. There have been few other attempts to develop a
MFDFT for small systems23. In the following sections we show how MFDFT calculations of the free energy of this system
compare with exact values. We illustrate some of the difficulties in the standard theory, but show how modifications of the
functional allow a reasonable accuracy to be achieved. These modifications should prove useful in more complicated systems
as well. We evaluate the exact free energy in section 2, develop an MFDFT in section 3 and discuss results in section 4, finally
reaching some conclusions in section 5.
2II. EXACT FREE ENERGY
We consider two hard rods each of length b, and free to move on a line of length R, with periodic boundary conditions. The
rods interact through a pair potential f(r12) where r12 is the separation of the rod centres. The partition function is
Z =
1
2
g2
Z R
0
dr1
Z R
0
dr2 exp( U(r1;r2)=kT ); (1)
where g = (2pmkT )1=2=h is the inverse thermal de Broglie wavelength (m is the rod mass and h is Planck’s constant), k is
Boltzmann’s constant, T is the temperature, and U(r1;r2) is the potential energy of the system: r1 and r2 are the positions of
the centres of the rods. U(r1;r2) can be separated into an attractive potential f(r1  r2), and a hard sphere repulsive potential
UR(r1  r2). Due to the periodic boundary conditions, the rods interact with each other and with periodic images. We assume a
form f(r) = aexp( lr), and for simplicity, we limit the range of this potential so that there are only two terms in the exponent,
an interaction between rod 1 and rod 2, and between rod 1 and the closest periodic image of rod 2. Further contributions to the
interaction energy are neglected. We consider a short range repulsive potential UR(r1  r2) taking the form of a hard sphere
interaction in one dimension:
UR(r1  r2) = 0 when jr1  r2j  b; UR(r1  r2) = ¥ when jr1  r2j< b: (2)
This reduces the partition function to Z = g2RI=2 where
I =
Z R b
b
dr2 exp
 a
kT
exp( lr2)+ akT exp( l(R  r2))

: (3)
The free energy is F = kT lnZ, but for convenience we focus on an excess free energy, obtained by subtracting the free energy
of two non-interacting point particles:
Fex = F Fid = kT

ln
g2RI=2
g2R2=2

= kT ln(R=I): (4)
The integral I can be calculated numerically once the parameters are specified. For convenience, we shall later on represent
distances R, r2, b and l as dimensionless multiples of some length scale R0. We also express energies a and Fex in terms of the
energy scale kT . It is therefore simple to evaluate the excess free energy for two interacting rods as a function of the size R of
the system in which they reside.
III. MEAN FIELD DENSITY FUNCTIONAL THEORY
A. The standard free energy functional
At the core of MFDFT applied to fluids is the separation of the attractive and repulsive interactions. To make the problem
tractable, the repulsive interactions are dealt with in the hard sphere (or in this one dimensional case hard rod) approximation.
The attractions are regarded as a perturbation on the hard sphere system. Next, a mean field approximation is employed which
introduces an external effective single particle potential V (r), tailored to mimic the effect of the pairwise attractive interactions.
In order to do this, the Hamiltonian of the system is written16
H = K+H0+H1: (5)
where K is the kinetic energy part of the Hamiltonian, and H0 is the Hamiltonian
H0 = å
<i j>
UR(ri  r j)+
N
å
i=1
V (ri); (6)
where UR is the hard sphere repulsive interaction potential. The angled brackets signify all pairs of particles. The Hamiltonian
K+H0 describes a reference system of N hard spheres (or rods) in a single particle (mean field) potential V (r). H1 is
H1 = å
<i j>
f(ri  r j) 
N
å
i=1
V (ri); (7)
3where f(r) is the attractive interaction potential. This contribution is treated as a perturbation of the reference system in order to
estimate the free energy. The exponential exp( H1=kT ) is expanded to first order. The mean field free energy of the system is
then given by
FMF  kT ln g
N
N!
Z N
Õ
i=1
drie H0=kT (1 H1=kT ) = F0  kT ln(1 hH1i0=kT ) F0+ hH1i0; (8)
where F0 =  kT lnZ0 is the free energy of the reference system, with Z0 = (gN
R
Õdri exp( H0=kT )=N!). The second term is
the average perturbative energy estimated using the probability distribution of states in the reference system. Spatial integrations
are over the entire ring. The free energy depends on the choice made for the mean field potential V (r). However, the average of
V (r) cancels out between the two contributions in equation (8), allowing the free energy to be rewritten as
FMF = Fh+
*
å
<i j>
f(ri  r j)
+
0
: (9)
where Fh is the free energy of the reference system minus the contribution due to the mean field potential, and the second term
is the average of the pairwise attractive interactions in the ensemble of the reference system.
The mean field potential V (r) appears neither in the full Hamiltonian in equation (5), nor explicitly in the free energy FMF
given by equation (9). The dependence on V (r) is hidden in the weighting of configurations in the h: : :i0 averages and in Fh.
The main purpose of V (r) is to mimic the effect of the attractive interactions. This approximation is best when the perturbative
contribution to equation (8) is small. This can be achieved by choosing V (r) to minimise the free energy FMF . The Bogoliubov
inequality ensures that the free energy calculated in this way will not lie below the true free energy of the systemwith Hamiltonian
H24.
We can develop the theory now in terms of particle density profiles: a density functional approach. Both terms on the right
hand side of equation (9) may be regarded as functionals of the reference system single particle distribution function or density
profile r(r), defined by
r(r) =
*
N
å
i=1
d(ri  r)
+
0
=
N
Z0
gN
N!
Z N
Õ
i=1
dri exp( H0=kT )d(r1  r): (10)
This is itself a functional of the mean field potential V (r), so the minimisation of the free energy, now written FDFT , may be
taken to be with respect to this density profile. This was the key observation made by Barrett in his interpretation of the standard
density functional approach16.
Let us now develop a density functional representation of the free energy FDFT for the two-rod system. The term Fh is the
intrinsic free energy of an inhomogeneous fluid of non-attractive hard rods. Percus25,26 developed an analytical functional for
this, which is exact for the case when the number of particles N is large. It will be shown that this treatment breaks down for the
case when N = 2. For the purposes of this study we employ the local density approximation (LDA), since this is the standard
practice for developing MFDFT in higher dimensions, where exact solutions are not available.
The first step is to find an expression for the free energy of a homogeneous system of hard rods. In the notation of the
preceding section, the exact free energy of two non-interacting hard rods is Fh =  kT ln(g2R(R  2b)=2). The homogeneous
one-particle density is r= 2=R so we can rewrite this as
Fh = 2kT ln

2
gR
1
(2(1 2b=R))1=2

; (11)
and extract the free energy density
fh = Fh=R= kTr ln

r
g
1
(2(1 br)1=2

: (12)
The next step is to write the free energy in the local density approximation as a functional of a spatially varying, reference system
one-particle density r(r):
Fh =
Z R
0
fh(r(r))dr =
Z R
0
kTr(r) ln

r(r)
g
1
(2(1 br(r))1=2

: (13)
This is the intrinsic free energy of the system with Hamiltonian H0, that is to say the contribution due to the interactions between
the rods and the mean field has been subtracted. It is clearly a functional of r(r).
4The second term in equation (9) is the average attractive energy evaluated in the probability distribution of states in H0, which
can be written in the form27 *
å
<i j>
f(ri  r j)
+
0
=
1
2
Z R
0
dr
Z R
0
dr0r(2)(r;r0)f(r  r0); (14)
where r(2)(r;r0) is the two-particle distribution function of hard rods in the reference system. The standard DFT treatment of
this contribution involves a further simplification: the random phase approximation (RPA), according to which
r(2)(r;r0) r(r)r(r0); (15)
and the final expression for FDFT is then
FDFT =
Z R
0
drkTr(r) ln

r(r)
g
1
(2(1 br(r))1=2

+
1
2
Z R
0
dr
Z R
0
dr02r(r)r(r
0)f(r  r0): (16)
The free energy is now explicitly a functional of the reference system one-particle density profile r(r). Minimising equation
(16) with respect to r(r) is equivalent to choosing the V (r) which best mimics the attractive interactions.
The optimalV (r) can be reconstructed from the optimal density profile if required, though there are difficulties which we shall
discuss shortly.
The minimisation is achieved by solving the Euler-Lagrange equation associated with equation (16), incorporating the nor-
malisation constraint
R
rdr = 2 through a Lagrange multiplier L:
µh(r(r)) = L 
Z
r(r0)f(r  r0)dr0; (17)
where
µh(r(r)) =
d fh(r(r))
dr
= kT
"
ln
 
r(r)
g(2(1 br(r)))1=2
!
+1+
br(r)
2(1 br(r))
#
: (18)
The free energy of the system is then obtained by substituting this profile into the original free energy functional. This completes
our development of standard MFDFT for this problem.
At this point we can compare the intrinsic chemical potential of the hard rod fluid µh to that obtained by Percus.26
µh[r(r)]=kT = ln
"
r(r)
1  R r+br r(r0)dr0
#
+
Z r
r b
r(r0)dr0
1  R r0+br0 r(r00)dr00 (19)
Setting r(r) to a constant r, this equals
µh[r]=kT = ln

r
1 br

+
br
1 br (20)
The difference between this and (18) with r(r)= r and g= 1 arises because the Percus formula was derived in the thermodynamic
limit.
Note that in calculations in nucleation theory, the grand potentialW is often required, in which case the constant L in the above
equation is the fixed external chemical potential, and W= FDFT  LN with N now equal to the mean number of molecules in the
system for a given chemical potential. For our closed system, the chemical potential L is adjusted to ensure that the number of
particles present is equal to two.
B. Higher order contributions to r
It is worth reflecting briefly on the density profile that emerges from the above procedure. It is quite natural for the resulting
profile to be spatially varying. This is just a consequence of the spatial dependence of the mean field potential V (r) present in
the reference system Hamiltonian. On the other hand, the single-particle density profile rH in the real (not the reference) system
is given by
rH(r) =
N
Z
gN
N!
Z N
Õ
i=1
dri exp( (H0+H1)=kT )d(r1  r); (21)
5where Z is the exact partition function. Due to the translational symmetry of the Hamiltonian H = K+H0 +H1, this profile
should be uniform. The reference density profile r(r) can be considered as the zeroth order approximation to rH(r) in an
expansion in H1. To check the validity of this approach, higher order contributions to rH can be computed by expanding the
exp( H1=kT ) factor in equation (21). For example the first order density profile is given by
r1(r) =
N
R
ÕNi=1 dri exp( H0=kT )(1 H1=kT )d(r  r1)R
ÕNi=1 dri exp( H0=kT )(1 H1=kT )
: (22)
This can be calculated approximately, using the random phase approximation and the zero order density profile r(r):
r1(r)
r(r)

1  12 (N 1)(N 2)N 2I1+(N 1)N 1I2  (N 1)N 1
R
dr0f(r  r0)r(r0)=kT +V (r)=kT 
1  12 (N 1)N 1I1+ I2
; (23)
where
I1 =
Z
dr0dr00f(r0  r00)r(r0)r(r00)=kT; (24)
and
I2 =
Z
dr0V (r0)r(r0)=kT: (25)
One problem here is that the mean fieldV (r) appears explicitly in equation (23). The inversion of the zeroth order profile r(r) to
give V (r) is tedious, and also incomplete, since the mean field is necessarily uncertain up to a constant. This difficulty does not
occur in earlier expressions such as equation (16), where the role played by the mean field is hidden. However, we may proceed
using an approximation for V (r) obtained by neglecting the hard sphere repulsions, namely V (r) kT lnr(r)+C where C is
the arbitrary constant. It is possible to fix this constant by demanding that the perturbative second term in equation (8), evaluated
using the approximate V (r), should vanish. Once this is imposed, the first order density profile reduces to
r1(r) r(r)

1  (N 1)
N2
I1  1N I2 
(N 1)
N
Z
dr0f(r  r0)r(r0)=kT   lnr

(26)
in which I2 is now the integral in equation (25) with V (r) replaced by  kT lnr.
This result is still spatially varying. Indeed any expansion of equation (21) to finite order, and employing approximations
to calculate the corrections, will lead to a density profile with spatial variation. The loss of translational symmetry is caused
fundamentally by the need to choose an arbitrary location in space for the centre of the mean field potential well. By choosing a
particular location and using the zeroth order term, we obtain an inhomogeneous reference system single-particle density profile
r(r). This is the interpretation by Barrett16. The breakage of translational symmetry, however, is associated with an undesirable
error in the free energy. The MFDFT approach should be amended to take this effect into account, and we shall address this
point later on.
It is also worth pointing out that the Euler-Lagrange equation (17) generates profiles corresponding to stationary values of
the free energy or grand potential. Saddle point solutions are produced as well as stable global minima, and in nucleation
applications, the metastable solutions are identified with critical clusters: the growth or evaporation of which are equally likely.
The objection has been made that saddle point solutions are irrelevant. For given external conditions (say temperature and
chemical potential) the system has a unique free energy and grand potential, and it is only the minimised free energy from the
MFDFT approach that can be taken as an approximation to the free energy of an actual system. To counter this objection, it was
shown by Talanquer and Oxtoby14 that the metastable solutions in an open system (fixed chemical potential) map onto stable
solutions of a closed system (with fixed N), and so the use of MFDFT might thereby be justified. It is necessary, however, to
make a choice of the volume for the closed system, and this may be thought to correspond to a cluster definition. The need to
define a cluster in terms of a region of N-particle phase space is a common feature in microscopic statistical mechanical models,
but in contrast to other approaches, MFDFT appears to be free of the necessity to do likewise. This is not the case, for the reasons
just outlined. Furthermore, the cluster definitions available in MFDFT seem limited to the imposition of a confining volume,
rather than something more physical, such as conditions involving binding energy28.
C. Method of solution
There is a standard iterative approach to solving the integral equation (17) for r(r). A trial profile is inserted into the right
hand side, and a new profile is generated by inverting the function µh(r). For a fixed L this procedure leads ultimately to a free
6energy minimising profile, but if the initial profile is chosen suitably, then a metastable saddle point solution may emerge and
remain little changed for many iterations.
This is not the procedure we use, largely because in practice we found that for small systems the metastable state is not readily
observable. Instead we effectively update L at each iteration with the intention of ensuring the desired normalisation conditionR
rdr = 2. We alter the Euler-Lagrange equation to
µh(r(r)) = kT ln

1
2
Z
dr exp
 
( µh;c feff)

kT
 feff: (27)
where feff(r) =
R
r(r0)f(r  r0)dr0 and µh;c(r) = µh  kT ln(r=g). This revised equation is equivalent to that employed by Lee
et al12 and Talanquer and Oxtoby14 to control the normalisation for closed systems. The first term on the left hand side of
equation (27) is nothing more than the appropriate value of L appearing in equation (17). The density profile generated from
this procedure is then inserted into the free energy functional, equation (14), to obtain the MFDFT estimate of the free energy of
the system.
D. Modifications
1. Small N effects
In applying MFDFT to small systems, several crucial modifications to the standard development should not be overlooked.
These modifications are necessary to take account of finite size effects that become increasingly important as the number of
particles becomes small.
The first two corrections take us back to the random phase approximation (RPA) in equation (15). The correct relationship
between the two-particle distribution function r(2)(r;r0), and a product of two single particle distribution functions r(r)r(r0) is
given by
r(2)(r;r0) = g(r;r0)r(r)r(r0); (28)
where g(r;r0) is the pair correlation function. In the RPA this function is set to unity irrespective of the positions r and r0. We
will make corrections to this approximation in several stages. The first correction results from consideration of the normalisation
condition27 for an n-particle distribution function:Z R
0
n
Õ
i=1
drir(n)(frig) = N!
(N n)! : (29)
For the case of n= 2 (the two-particle distribution function) the right hand side of equation (29) is equal toN(N 1). On the other
hand, the one-particle distribution functions are normalised to N, giving N2 for the integral of the product r(r)r(r0). Therefore
the RPA approximation g= 1 should be replaced by the more accurate form g= (N 1)=N, and equation (15) becomes
r(2)(r;r0) N 1
N
r(r)r(r0): (30)
It is clear that this correction is only important for small N, but in the case of N = 2 it introduces a substantial correction factor
of 1/2. We have employed this correct normalisation in the derivation of equation (23) already.
A second modification of equation (15) addresses the neglect within the RPA of spatial correlations between the two rods.
Associated terms have have been ignored in the perturbative contribution to the free energy: 12
R R
0 dr
R R
0 dr
0r(2)(r;r0)f(r  r0).
The most severe consequence of this is that the RPA fails to remove the attractive energy due to overlapping configurations of
rods i.e. when jr  r0j< b. This leads to a substantial overestimation of the magnitude of the cohesive energy in the system. An
approximate way to take account of this is to construct a correlation function from a pair of step functions
g(r;r0) µ Q(jr  r0j b) Q(R jr  r0j b); (31)
where Q(z) = 0 for z < 0 and unity otherwise. Now g(r;r0) is explicitly zero for overlapping hard rod configurations, and
equation (15) is modified to
r(2)(r;r0)

N 1
N

R
R 2b

r(r)r(r0)Q(jr  r0j b) Q(R jr  r0j b); (32)
An extra factor of R=(R 2b) has been inserted to ensure that r(2) remains normalised for homogeneous profiles despite the
exclusion of 2b from the available volume in the system. This pair distribution function is exact for a homogeneous fluid
7of two hard rod particles, however it is an approximation when an inhomogeneous external field is present giving rise to an
inhomogeneous density profile. The MFDFT free energy function is now written
FDFT =
Z R
0
drkTr(r) ln

r(r)
g
1
(2(1 br(r))1=2

+
1
2
Z R
0
dr
Z R
0
dr02r
(2)(r;r0)f(r  r0); (33)
employing the two-particle distribution function from equation (32).
The need for this correction is not particularly a consequence of the small size of the system, but rather the relatively low
magnitude of the total cohesive energy in this two-particle case. If there were more particles in more dimensions, and therefore
more pairwise contributions to the system energy, the error introduced through allowing particle overlap would be less severe.
2. Centre of mass translation
The final correction we need to consider deals with the breakage of translational symmetry implied by MFDFT and the
consequent inhomogeneous distribution of the centre of mass of the system. A dynamical mode of the system, namely the
motion of the centre of mass, is incorrectly described, and this affects the free energy.
This issue has been the subject of some controversy in the literature. Talanquer and Oxtoby14 have assumed that whenMFDFT
is applied to a system in a closed volume, the free energy obtained includes the full translational free energy for the centre of
mass of the system within that volume. Simulations by Reguera et al22, on the other hand, indicate that density profiles obtained
from MFDFT correspond closely to a system modelled by Monte Carlo simulation with a fixed centre of mass. We take the
view of Barrett16, that the MFDFT approach limits the translational motion of the centre of mass of the system to a certain
volume around the centre of the mean field potential well. For system sizes of a few tens of particles, this is a small volume
compared with the extent of the profile itself, and so this interpretation is consistent with the observations made by Reguera et
al22. However, the centre of mass is not fixed: it may be regarded as tethered to the midpoint of the mean field potential, and
undergoing quasi-harmonic oscillations about it.
To make this clearer, consider a one dimensional closed system of length R, containing N particles interacting through a
pair potential U(ri  r j). With suitable periodic boundary conditions that avoid boundary effects, the probability distribution
for the position of the centre of mass rc(Rcm) should be uniform. Now, rc(Rcm) is the expectation value of the operator
rˆ(Rcm) = d( 1N å
N
i=1 ri Rcm), so
rc(Rcm) =
1
Z
gN
N!
Z N
Õ
i=1
drid
 
1
N
N
å
i=1
ri Rcm
!
e (H0+H1)=kT ; (34)
where Z is the exact partition function. Transforming to centre of mass coordinates r0i = ri Rcm, rc(Rcm) becomes
rc(Rcm) =
1
Z
gN
N!
Z N
Õ
i=1
dr0id
 
N
å
i=1
1
N
r0i
!
e (H0+H1)=kT : (35)
H0+H1 is unchanged by this change of coordinates since it depends only on particle separations, and with the correct boundary
conditions the integration limits remain unchanged. We can therefore see that the right hand side of equation (35) does not
depend the value of Rcm, resulting in a distribution rc that does not depend on position.
As we have seen, in MFDFT the aim is to find the optimal form of the effective mean field potential V (r) in the Hamiltonian
H0 to mimic the effect of the attractive interactions in H1. The density profile r(r) is the single particle distribution function
arising from the reference system described by H0 with this form of V (r). The MFDFT approximation to the distribution of the
centre of mass is determined by taking the trace of the operator rˆ(Rcm) in the reference ensemble, which we write as
r0c(Rcm) =
1
Z0
gN
N!
Z N
Õ
i=1
drid
 
1
N
N
å
i=1
ri Rcm
!
exp
 
  1
kT
 
å
<i j>
UR(ri  r j)+
N
å
i=1
V (ri)
!!
: (36)
Converting to the centre of mass coordinates r0i = ri Rcm, we get
r0c(Rcm) =
1
Z0
gN
N!
Z N
Õ
i=1
dr0id
 
N
å
i=1
1
N
r0i
!
exp
 
  1
kT
 
å
<i j>
UR(r0i  r0j)+
N
å
i=1
V (r0i+Rcm)
!!
: (37)
The integrand now does depend upon Rcm, as a result of the spatial dependence of the mean field potentialV (r). Consequently the
centre of mass distribution r0c is spatially varying: we are more likely to find the centre of mass in some parts of the system than
8in others. This remains the case to higher order in perturbation theory, along the lines described in section III B. This unphysical
result is an artefact of the mean field approximation, and will lead to an underestimation of the entropy of the system. Correcting
this error is possible by changing the treatment of the centre of mass dynamical degree of freedom29,30. This replacement is
slightly ad hoc and unsatisfactory, but it is the treatment we shall use here.
We begin by writing the reference partition function Z0 as
Z0 =
1
hNN!
Z N
Õ
i=1
dri dpi exp( (K+H0)=kT ); (38)
where the pi are the particle momenta. This can be expressed with the insertion of integrations over the centre of mass position
Rcm and momentum Pcm:
Z0 =
Z
dRcmdPcm
1
hNN!
Z N
Õ
i=1
dri dpid
 
1
N
N
å
i=1
ri Rcm
!
d
 
N
å
i=1
pi Pcm
!
exp
 
  1
kT
(K+ å
<i j>
UR(ri  r j)+
N
å
i=1
V (ri))
!
; (39)
or
Z0 =
Z
dRcmdPcmc(Rcm;Pcm) (40)
which defines a distribution function c, which is related to r0c through
r0c(Rcm) =
1
Z0
Z
c(Rcm;Pcm)dPcm: (41)
Equation (40) may be cast instead in the form
Z0 =
1
h
Z
dPcmdRcm exp( Heff(Rcm;Pcm)=kT ) (42)
where Heff is an effective Hamiltonian controlling the dynamics of the system centre of mass. In order to describe properly the
freedom of motion of the centre of mass, we should replace this Hamiltonian with that of a free particle. The corrected partition
function is
Z00 = Z0
R
dRcmR
dRcm exp( U(Rcm)=kT ) (43)
where U(Rcm) is the effective potential in the effective Hamiltonian. The origin Rcm = 0 is chosen to lie at the cen-
tre of the mean field potential and we can choose U(0)=0. Therefore r0c(0) = h 1
R
dPcm exp( Heff(0;Pcm)=kT )=Z0 =
1=
R
dRcm exp( U(Rcm)=kT ) and we can write
Z00
Z0
=
R
dRcmR
dRcm exp( U(Rcm)=kT ) = r
0
c(0)R (44)
which is in agreement with similar corrections suggested in the literature29,30. The associated shift in reference free energy is
given by
DF = kT ln r0c(0)R : (45)
This free energy correction may be evaluated using the optimum single particle density profile r(r) obtained from the Euler-
Lagrange equation. We return to equation (36) which we write in the form
r0c(Rcm) =
1
N!
Z N
Õ
i=1
drid
 
1
N
N
å
i=1
ri Rcm
!
r(N)(frig); (46)
where r(N) is the N-body distribution function. We can proceed in terms of the one-particle density profile r(r) by modelling
the N-particle distribution according to a crude random phase approximation:
r(N)(frig) = N!NN
N
Õ
i=1
r(ri); (47)
9so r0c(0) is given by
r0c(0) =
1
NN
Z N
Õ
i=1
drir(ri)d
 
1
N
N
å
i=1
ri
!
; (48)
which is readily calculable. For the case of N = 2, the result is simply
r0c(0) =
1
4
Z
dr1r(r1)r( r1) = 14
Z
dr1r2(r1) (49)
with the final form being a consequence of symmetry. A better approximation, perhaps, would be to use the more appropriate
version of the RPA given in equation (32).
For general N, we can evaluate the integral in equation (48) by inserting d(x) = (2p) 1
R ¥
 ¥ dw exp(iwx), in which case
r0c(0) = N N(2p) 1
R ¥
 ¥ dwerN(w=N), where er is given by
er(q) = Z r(r)exp(iqr)dr: (50)
The translational free energy correction DF is therefore calculable, and this completes the improved MFDFT treatment.
IV. RESULTS
We perform calculations for two finite rod lengths b= 0:1, b= 0:01 and also point-like particles b= 0 in dimensionless units.
For each rod length, equilibrium density profiles were found by solving equation (18) and the MFDFT free energy is calculated
for a range of ‘volumes’ R. This is then compared to the MFDFT free energy for a homogeneous density distribution r= 2=R,
and to the exact free energy obtained by numerical integration of the partition function in equation (1).
As mentioned earlier, to avoid complications we focus on the excess free energy Fex, which measures the difference in free
energy of the system and an ideal gas consisting of two noninteracting particles (a= 0 and b= 0) occupying the same volume.
To illustrate the qualitative differences between the interacting case and the noninteracting case, Figure 1 shows the full free
energy (in arbitrary units) versus R of a system of interacting particles (a = 5, b = 1, l = 0:5) as well as the free energy of
noninteracting particles. It can be seen that at small volumes the difference is significant, due to the short range repulsive and
attractive forces, whilst for large volumes the difference becomes smaller as these contributions to the free energy become less
important. We therefore expect Fex to become small for large R.
Homogeneous profiles profiles are expected to be the solutions to the Euler-Lagrange equation as lR! 0, since in this limit,
there is minor spatial dependence in the attractive interaction, and it has the same effect as adding a constant potential to the
system. It can be shown that the functional in equation (33) provides the exact free energy of the system in this limit. The error
compared with the exact free energy increases with l and a, as shown in Figure 2. For this study, the parameters were adjusted to
give a reasonably short range interaction, with considerable strength. The depth of the attractive potential energy well at contact
(i.e. when the rod centres are separated by b) has been set to f(b) = 10kT , and the parameter 1=l, which determines the length
scale of the attractive interaction, has been set to unity. In Figures 3-5 Fex is plotted against R for three different rod sizes.
The MFDFT free energies, obtained by finding inhomogeneous optimal density profiles, lie closer to the exact free energy,
though there remains a large discrepancy. At small volumes (R 3 for b= 0 and b= 0:01, and R 5 for b= 0:1) the difference in
free energy associated with the homogeneous and optimal inhomogeneous density profiles becomes very small, and eventually
the homogeneous solutions to equation (18) become optimal. A similar development is expected at very large R, when the
’vapour’ is very rarefied, however this limit is not observed in our calculations due to the large magnitude of f(b).
The small rod lengths b = 0 and b = 0:01 give rise to more pronounced inhomogeneous density profiles than the larger rods
b = 0:1, as is illustrated in Figure 6, and therefore show a bigger difference between the homogeneous and inhomogeneous
profile MFDFT free energies.
It can be seen from these plots that the MFDFT free energies always lie above the exact free energy. For homogeneous density
profiles neither LDA nor RPA approximations are made in the functional (33), and it is an exact representation of equation (9). In
this case, the Bogoliubov inequality ensures that the MFDFT free energy lies above the exact free energy. The large discrepancy
between the exact free energy and the MFDFT free energy for homogeneous profiles is due to the inaccuracy of the perturbation
expansion (8). The mean fieldV (r), which in the homogeneous case is just a constant potential, is supposed to emulate the effect
of attractive interactions f(r  r0) in order to make hH21=2i0 and higher order moments of H1 as small as possible. This does not
seem to be accurate for the cases considered.
As we are in a regime in which the interaction strength a is large, and the range 1=l is finite, an inhomogeneous mean field and
therefore an inhomogeneous density profile is expected to do better. However in this case there will also be an implicit error due
to the LDA and RPA in the functional. In order to quantify the error due to the LDA, a numerical investigation has been carried
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out in which the free energy of two hard rod particles in an external harmonic potential was calculated exactly and compared
with the free energy calculated using the LDA approximation (13). It was found that the LDA performs extremely well up to
very high ratios of potential well curvature to rod length, indicating that the LDA contributes negligibly to the error, at least in
the parameter ranges for which inhomogeneous profiles were obtained in this study. Therefore for the case of inhomogeneous
profiles, the difference between the MFDFT results and the exact free energy can be attributed again to a breakdown of the
perturbation expansion leading to non-negligible higher order terms, as well as an error due to the RPA approximation in the
evaluation of hH1i0.
The large discrepancy between the exact and MFDFT free energy is due to the unsuitability of a mean field treatment for
a system of low dimensionality, consisting of very few strongly interacting particles. For such a system large fluctuations or
deviations from mean field behaviour are expected.
The correction DF for translational motion of the system centre of mass is significant for all three rod sizes. The profiles
become narrower for smaller b, indicating that the mean field potential V (r) is narrower, leading to stronger confinement of the
centre of mass. This gives rise to a larger free energy correction factor for narrower profiles. It should be noted that once the
translational correction DF is made, the Bogoliubov inequality is no longer valid regardless of the LDA and RPA approximations,
since the confinement of the system centre of mass, the effect we are attempting to correct, is an inherent part of the H0 reference
system which includes an external field.
A numerical study on three profiles for b= 0:1;0:01;0 with R= 5:0 was carried out to evaluate the first order density profile
r1(r) given by equation (23). This revealed that r1(r) is similar to r(r) but is slightly flatter, as would be expected. This is
illustrated in Figure 7 for the case of b = 0:1. The free energy calculated from the resulting first order profiles did not vary
significantly from the original zeroth order free energy obtained using the r(r) profiles.
V. CONCLUSIONS
We have investigated how well a mean field density functional theory performs in a very simple case of two attractive hard rods
on a ring. Mean field theories are expected to be less successful in treating small systems due to the importance of fluctuations:
they are better suited as a description of large systems. Reguerra and Reiss point out31 that the neglect of certain fluctuations
in MFDFT may be a blessing in disguise for application to nucleation theory. This is because it allows MFDFT to capture
stationary states of a system that do not correspond to equilibrium states, as for example the formation of critical molecular
clusters in a condensing vapour. In this study we focused on how well MFDFT can estimate the equilibrium free energy of a
closed system, so this neglect of fluctuations represents a shortcoming highlighted in the difference between the MFDFT and
exact free energies.
Our primary concern in this work is to see how the standard MFDFT functional should be modified to cope with finite size
effects. Two modifications involve changes to the random phase approximation, used to estimate the interaction free energy.
The first is the need to ensure normalisation of the two-particle distribution function when it is replaced by a product of single
distribution functions. The second correction is to prevent the inclusion of forbidden configurations with overlapping hard rods.
Failure to remove these configurations leads to a substantial overestimation of the cohesive energy.
The final effect concerns the loss of translational symmetry due to the introduction of a mean field potential. This means
that the free energy associated with the motion of the system centre of mass is not correctly treated, and for small systems, the
error can be substantial. This loss of symmetry remains even if higher order terms are included in the evaluation of the density
profile. The problem is resolved by the replacement of the effective Hamiltonian controlling the motion of the centre of mass.
The correction to the free energy can be evaluated directly using the density distribution in the reference hard sphere system, and
is added to the MFDFT free energy once an optimal density profile (or equivalently mean field potential V (r)) has been found.
The modifications we have employed lead to substantial changes in the MFDFT free energy. We have compared these free
energies with exact values, which are easy to compute for such a small system. We have highlighted the modification to the
translational contribution to the free energy. Our calculations show that the correction is greatest when the optimal density
profile departs most strongly from homogeneity.
We expect these various factors to be important in calculations of the free energy of small molecular clusters frequently made
in nucleation studies using mean field density functional theory. Further studies along these lines are planned.
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Figures
Figure 1. Comparison between the free energies of two non-interacting point particles and two interacting hard rods, as a
function of ring circumference R. The difference between the two defines the excess free energy examined in Figures 3-5
for various cases.
Figure 2. Percentage error of MFDFT free energy for a homogeneous profile as a function of the potential well depth at contact
a0, and interaction range parameter l. For this plot b= 0:1 and R= 5:0.
Figure 3. Excess free energy calculated exactly (solid line), and in three different forms of MFDFT. The dashed line results
from inserting a homogeneous density profile r = 2=R into equation (33), the free energy functional incorporating the
modifications to the random phase approximation. The squares show the same free energy evaluated using the optimal
inhomogeneous density profile. This free energy lacks the translational correction DF described in equation (45), and the
substantial change that this introduces is shown by the further shift to the values shown by circles. These calculations are
performed for rods with length b= 0:1, in dimensionless units, and for a specified attractive potential. The variation with
R, the length of the ring, is shown. For most values of R, inhomogeneous density profiles are favoured, but homogeneous
profiles become more favourable for smaller R. The translational correction greatly improves the agreement between the
MFDFT and exact free energies.
Figure 4. As in Figure 3, but for rods with length b= 0:01.
Figure 5. As in Figure 3, but for point-like rods with length b= 0.
Figure 6. The optimal inhomogeneous density profiles for the three cases described in Figures 3-5 for R = 5. Note that the
smaller rods are described by a more peaked profile, and consequently a narrower mean field potential.
Figure 7. The zeroth (solid line) and first order density (dotted line) density profiles for the b = 0:1 case, and the difference
between them (dash-dotted line), according to the perturbative expressions given in section III B.
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