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Abstract
Via delicate estimates, we characterize an exact growth order near zero for positive solutions of a
class of nonlinear elliptic equations. Using this characterization, we obtain multiple positive solutions
for equations involving critical nonlinearity.
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1. Introduction
This paper is devoted to the study of the existence and multiplicity of positive solutions
of the following problem:
−u− µ|x|2u = u
p + λuq in Ω\{0}, (1.1)
u(x) > 0 in Ω\{0}, (1.2)
u(x) = 0 on ∂Ω, (1.3)
where 0 ∈ Ω ⊂ RN (N  3) is a bounded domain with smooth boundary, 0  µ < µ¯ =
((N − 2)/2)2 and µ¯ is the best constant in the Hardy inequality. p = 2∗ − 1, where 2∗ =
2N/(N − 2) is the so-called critical Sobolev exponent and 0 < q < 1.
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342 J. Chen / J. Math. Anal. Appl. 295 (2004) 341–354In the case µ = 0, problem (1.1)–(1.3) has been studied extensively. For example, when
q = 1, Capozzi et al. [7] has shown that (1.1) and (1.3) has at least one nontrivial solution
for N  5. When 0 < q < 1, Ambrosetti et al. [1] has proved that there exists Λ∗ such that
(1.1)–(1.3) has at least two positive solutions for λ ∈ (0,Λ∗). All these results are obtained
by using critical point theory for the action functional
J0(u) = 12
∫
|∇u|2 dx − 1
2∗
∫
|u|2∗ dx − λ
1 + q
∫
|u|1+q dx, u ∈ H 10 (Ω).
The method used to obtain two solutions of (1.1)–(1.3) in the case µ = 0 and 0 < q < 1
contains two steps:
– minimizing the functional J0 on a small ball of H 10 (Ω), one obtains a local minimizer
u0 ∈ H 10 (Ω) of J0, which is the first positive solution of problem (1.1)–(1.3);
– using the Mountain Pass (MP) theorem for J0, one obtains a second positive solution
of (1.1)–(1.3).
Since the functional J0 satisfies the Palais–Smale ((PS) for short, see Definition 2.1) condi-
tion only locally, one must estimate whether the MP level is contained in the range where
(PS) condition holds. In this procedure, two important aspects are needed. One is that
any weak solutions of (1.1)–(1.3) belong to L∞(Ω) (since µ = 0). The other is that, if
u ∈ H 10 (Ω) is a weak solution of (1.1)–(1.3), then a standard regularity argument shows
that u ∈ C2(Ω). The maximum principle implies that u has a positive lower bound in any
neighborhood of zero, which is the key point in the energy estimate. See [1, pp. 536–537]
or Remark 5.6 for details. We also refer the interested reader to [4,10,16,17,19] for various
existence results.
In the present paper, we use a variational method to deal with problem (1.1)–(1.3) when
µ> 0. Due to the presence of the term µu/|x|2, problem (1.1)–(1.3) has strong singularity
at zero. Moreover, we do not know whether a solution of (1.1)–(1.3) is bounded even when
Ω is contained in a small neighborhood of zero. Thus the first contribution of this work
is that we give an exact characterization of growth order for any solutions of (1.1)–(1.3)
in a small neighborhood of zero, see Theorem 1.1. The second is that we can estimate the
mountain pass level without the boundedness of solutions of (1.1)–(1.3).
Before stating the main result, we clarify some terminology. Since our method is varia-
tional in nature, we need to define the following Euler–Lagrange functional of (1.1)–(1.3)
on H 10 (Ω):
Jµ(u) = 12
∫ (
|∇u|2 − µ|x|2u
2
)
dx − 1
2∗
∫
u2
∗
+ dx −
λ
1 + q
∫
u
1+q
+ dx.
Now it is well known that there exists one-to-one correspondence between the weak
solutions of (1.1)–(1.3) and the critical points of Jµ on H 10 (Ω). More precisely, we say
that u ∈ H 10 (Ω) is a weak solution of (1.1)–(1.3), if for any ϕ ∈ H 10 (Ω), there holds
〈
J ′µ(u),ϕ
〉=
∫ (
∇u∇ϕ − µ2uϕ
)
dx −
∫
u
p
+ϕ dx − λ
∫
u
q
+ϕ dx.|x|
J. Chen / J. Math. Anal. Appl. 295 (2004) 341–354 343A standard elliptic regularity argument implies that u ∈ C2(Ω\{0}), in which case, we say
that u satisfies (1.1)–(1.3) in the classical sense.
Our first result is
Theorem 1.1. Suppose that 0  µ < µ¯. Then for any solutions u ∈ C2(Ω\{0}) of (1.1)–
(1.3), there exist positive constants M1, M2 such that
M1|x|−(
√
µ¯−√µ¯−µ)  u(x)M2|x|−(
√
µ¯−√µ¯−µ)
holds for any x ∈ Br(0)\{0} and r sufficiently small.
Remark 1.2. It is worth noting that, when µ = 0, u(0)M > 0 and we come back to the
usual case. A different kind of asymptotic behavior of positive solutions has been obtained
in [5].
We want to emphasize here that the characterization of exact local behavior for positive
solutions of (1.1)–(1.3) not only has independent interest, but also can help to find multiple
solutions of (1.1)–(1.3). Our next result is
Theorem 1.3. Suppose that 0 µ < µ¯ − 1, then there exists Λ > 0, such that (1.1)–(1.3)
has at least two solutions in H 10 (Ω) for any λ ∈ (0,Λ).
Remark 1.4. We point out here that, when µ = 0, Ambrosetti et al. [1] have combined a
super-sub solution method and a variational method to get a well-known global multiplicity
result. In this procedure, they used the fact that a local minimizer of J0 in C10 (Ω) is also
a local minimizer in H 10 (Ω). (The proof of this fact uses a uniform C1,α(Ω) estimate.)
However, in our situation, Theorem 1.1 implies that we cannot hope to have this similar
result. Thus it seems to be difficult to get a global multiplicity result for (1.1)–(1.3) in the
case of µ = 0. See also the detailed description in Section 5.
Remark 1.5. We also mention that when λ = 0, 1 < p < 2∗ − 1, the existence of one so-
lution of (1.1)–(1.3) has been proved in [12, Theorem 3.6]. We thank the unknown referee
for bringing us Ref. [12].
This paper is organized as follows. In Section 2, we give some preliminaries. Section 3
is devoted to the proof of Theorem 1.1. The proof of Theorem 1.3 is contained in Sections 4
and 5.
2. Preliminaries
Throughout this paper, the dual space of a Banach space E will be denoted by E−1.
H 10 (Ω), L
t(Ω) are standard Sobolev spaces with the standard norms ‖·‖, | · |t .D1,2(RN) =
{u ∈ L2∗(RN); ∇u ∈ L2(RN)} with the usual norm ‖ · ‖2D =
∫
RN
|∇ · |2 dx . Lt(Ω, |x|s dx)
denotes the weighted Sobolev space with the norm |u|tt,s =
∫ |x|s |u|t dx . All integrals are
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exact values of which are not important. On H 10 (Ω), we use the norm
‖u‖2µ =
∫ (
|∇u|2 − µ|x|2u
2
)
dx.
Thanks to the Hardy inequality, the norm ‖ · ‖µ is equivalent to the usual norm ‖ · ‖ of
H 10 (Ω). H
1
0 (Ω) with the norm ‖ · ‖µ is simply denoted by H . The following minimization
problem will be useful in what follows:
Sµ = inf
{ ∫
RN
(
|∇u|2 − µ|x|2u
2
)
dx; u ∈D1,2(RN ),
∫
RN
|u|2∗ dx = 1
}
. (2.1)
It is known that Sµ is achieved by a family of functions
Uε(x)= [4ε(µ¯−µ)N/(N − 2)]
(N−2)/4
[ε|x|γ ′/√µ¯ + |x|γ /√µ¯](N−2)/2 , ε > 0, (2.2)
where γ ′ = √µ¯ − √µ¯−µ, γ = √µ¯ + √µ¯−µ, µ¯ = ((N − 2)/2)2, see [18]. Moreover,
up to a dilation, Uε(x) is the unique positive solution of
−u− µ|x|2u = |u|
2∗−2u, u ∈D1,2(RN ).
Define a cut-off function ψ(x) ∈ C10 (Ω) such that ψ(x) = 1 for |x| < r , ψ(x) = 0 for|x| > 2r , 0ψ  1 and |∇ψ| C. Let zε(x) = ψ(x)Uε(x). Then as in [8, the appendix]
(see also [15]) we have the following estimate:∫ (
|∇zε|2 − µ|x|2 z
2
ε
)
dx = SN/2µ +O
(
εN/2
)+O(ε(N−2)/2), (2.3)
∫
|zε|2∗ dx  SN/2µ −O
(
εN/2
)
, (2.4)
∫
|zε|2 dx = O
(
ε
√
µ¯/
√
µ¯−µ), for ε > 0 small enough. (2.5)
We would like to end these preliminaries with the following definition.
Definition 2.1. Let c ∈R, E be a Banach space and I ∈ C1(E,R). We say that I satisfies
the (PS)c condition if any sequence {un} in E such that I (un) → c and ‖I ′(un)‖E−1 → 0
has a convergent subsequence. If this holds for every c ∈ R, we say that I satisfies (PS)
condition.
3. Proof of Theorem 1.1
In this section, we will prove Theorem 1.1. The method is the Moser iteration, which
has been used before, see [9,14]. First, we make some preparations. Let
u(x) = |x|sw(x), where s = −(√µ¯−√µ¯−µ ). (3.1)
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C2(Ω\{0}) and also satisfies (1.1)–(1.3) in the classical sense. Now direct computation
shows that w(x) ∈ C2(Ω\{0}) and satisfies
−div(|x|2s∇w(x))= |x|2∗swp + λ|x|(1+q)swq in Ω\{0}, (3.2)
w(x) > 0 in Ω\{0}, (3.3)
w(x) = 0 on ∂Ω, (3.4)
in the classical sense, and we have
Proposition 3.1. If w ∈ C2(Ω\{0}) is positive and satisfies (3.2), then there exists r0 > 0,
r0 perhaps small, such that
w(x) min|x|=r0
w(x) = C0 > 0 for any x ∈ Br0(0)\{0}.
Proof. The proof is similar to that in [9]. We sketch the argument here for complete-
ness. Let φ(t) = min|x|=t w(x). For any 0 < t1 < t2 < r0, we define a comparison function
g(x) = A|x|2−N−2s + B , where A and B are such that g(x) = φ(ti ) for |x| = ti , i = 1,2.
More precisely, we have
A = φ(t2)− φ(t1)
t2−N−2s2 − t2−N−2s1
, B = φ(t2)t
2−N−2s
1 − φ(t1)t2−N−2s2
t2−N−2s1 − t2−N−2s2
. (3.5)
Since div(|x|2s∇w)  0 for x ∈ Ω\{0}, we have div(|x|2s∇(w(x) − g(x)))  0. While
from the definition of w(x), we know that w(x) − g(x)  0 in ∂(Bt2(0)\Bt1(0)). The
maximum principle implies that w(x)  g(x) in Bt2(0)\Bt1(0). In other words, denoting
a = t2−N−2s , we have that
w(x)||x|=t  g(x)||x|=t = φ(t2)− φ(t1)
a2 − a1 a +
φ(t1)a2 − φ(t2)a1
a2 − a1
= a2 − a
a2 − a1 φ(t1)+
a − a1
a2 − a1 φ(t2). (3.6)
If φ(t1) → ∞ as t1 → 0, then we completed the proof. Otherwise, from a1 → ∞ as t1 → 0
(since 2 − N − 2s < 0), we can get w(x)||x|=t  φ(t2) by letting t1 → 0. It follows that
w(x)  min|x|=t w(x) = C0 > 0. Therefore, u(x) = |x|sw(x)  M1|x|−(
√
µ¯−√µ¯−µ) for
x ∈ Br0(0)\{0}. 
Proposition 3.2. If w ∈ C2(Ω\{0}) is positive and satisfies (3.2), then w ∈ L∞(Br (0)) for
r > 0 small enough.
Proof. From Proposition 3.1, we know that there is r0 > 0 such that
w(x) min w(x) = C0 > 0 for any x ∈ Br0(0)\{0}.|x|=r0
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for some L > 0 and integrate by parts, to get∫
|x|2s∇w∇ψ dx =
∫
|x|2∗swpψ dx + λ
∫
|x|(1+q)swqψ dx. (3.7)
Since
∇ψ = 2ηw min{w2γ ,L2}∇η + η2 min{w2γ ,L2}∇w + 2γ η2w2γ
holds on the set {x; wγ  L}, by letting ξ(x) = ηw min{wγ ,L}, we have∫
|x|2s|∇ξ |2 dx
 C1(γ + 1)
(∫
|x|2s|∇η|2w2 min{w2γ ,L2}dx +
∫
|x|2s∇w∇ψ dx
)
 C1(γ + 1)
(∫
|x|2s|∇η|2w2 min{w2γ ,L2}dx
+
∫
|x|2∗sw2∗η2 min{w2γ ,L2}dx + λ
∫
|x|(1+q)sw1+qη2 min{w2γ ,L2}dx
)
= C1(γ + 1)
(
(I)+ (II)+ (III)). (3.8)
From Proposition 3.1 and the choice of R, we know w(x)/C0  1 for x ∈ BR\{0}. Thus
we have:
(III) C1+q0
∫
|x|(1+q)s
(
w(x)
C0
)1+q
η2 min
{
w2γ ,L2
}
dx
 C1+q0
∫
BR
|x|(1+q)s
(
w(x)
C0
)2
η2 min
{
w2γ ,L2
}
dx (since suppη ⊂ BR)
 Cq−10 r
(1−q)(√µ¯−√µ¯−µ)
0
∫
BR
|x|2sw2η2 min{w2γ ,L2}dx
 C2
( ∫
BR
|x|2∗sξ2∗ dx
)2/2∗
|BR|2/N ; (3.9)
(II) C2
( ∫
BR
|x|2∗sξ2∗ dx
)2/2∗( ∫
BR
|x|2∗sw2∗ dx
)2/N
. (3.10)
Now we can let R be small enough so that
|BR|2/N < 14C1(γ + 1) and
( ∫
BR
|x|2∗sw2∗ dx
)2/N
<
1
4C1(γ + 1) . (3.11)
By a weighted Sobolev inequality (see, e.g., [6]) we have(∫
|x|2∗sξ2∗ dx
)2/2∗

∫
|x|2s|∇ξ |2 dx. (3.12)
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|x|2∗sξ2∗ dx
)2/2∗
 C3(γ + 1)
∫
|x|2s|∇η|2w2 min{w2γ ,L2}dx. (3.13)
Choosing γ + 1 = 2∗/2 and η to be constant near zero and letting L go to infinity, we
obtain that w ∈ L2∗(BR(0), |x|2∗s dx).
Now let η be a cut-off function in Br+ρ for r sufficiently small and r +ρ R and such
that |∇η| < 1/ρ, η ≡ 1 on Br(0). Taking 0 < t < 2∗ − 2 and by the Hölder inequality we
have that∫
Br+ρ
|x|2s|∇η|2w2(γ+1) dx  C
ρ2
(∫ (|x|(2+t )sw2(γ+1))2∗/(2+t) dx
)(2+t)/2∗
×
( ∫
Br+ρ
|x|−t s·2∗/(2∗−2−t) dx
)(2∗−2−t)/2∗
.
Since −ts · 2∗/(2∗ − 2 − t) > 0, it follows from ∫Br+ρ |x|−t s·2∗/(2∗−2−t) dx < ∞ that∫
Br+ρ
|x|2s|∇η|2w2(γ+1) dx  C
ρ2
( ∫
Br+ρ
(|x|(2+t )sw2(γ+1))2∗/(2+t) dx
)(2+t)/2∗
. (3.14)
Denoting γ + 1 = χj , χ = (2 + t)/2, ρ = (2R0)−j , j = 1,2, . . . , and combining with
(3.13) we have that( ∫
Br+ρ
|x|2∗swχj ·2∗ dx
)2/2∗
 C4(1 + γ )
ρ2
( ∫
Br+ρ
|x|2∗swχj−1 ·2∗ dx
)χ ·2/2∗
. (3.15)
Therefore, replacing γ + 1 and ρ by χj and (2R0)−j , respectively, and using (3.15) recur-
sively, we get
(∫
Br
|x|2∗swχj ·2∗ dx
)1/(χj ·2∗)
 C
∑j
k=1 (1/χk)
4 χ
∑j
k=1 (k/(2χk))(2R0)
∑j
k=1 (k/χk)
( ∫
Br+R0/2
|x|2∗sw2∗ dx
)(2+t)/(2·2∗)
.
Since the infinite sum in the right-hand side converges, we obtain that w(x) is bounded in
Br(0) by letting j goes to infinity. 
Proof of Theorem 1.1. Keep the relation u(x) = |x|sw(x) in mind. Then Proposi-
tion 3.1 implies that u(x) = |x|sw(x)  |x|s min|x|=r0 w(x) = M1|x|−(
√
µ¯−√µ¯−µ) for
any x ∈ Br0(0)\{0}. From Proposition 3.2, we know that u(x) M2|x|−(
√
µ¯−√µ¯−µ) for
x ∈ Br(0)\{0}, where r  r0 can be sufficiently small. The conclusion of Theorem 1.1
follows. 
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In this section, we will prove that there is Λ > 0, such that Jµ can achieve a local
minimizer for any λ ∈ (0,Λ). First we have the following compactness result.
Proposition 4.1. If {un} ⊂ H are such that
Jµ(un) → c < 0, J ′µ(un) → 0 in H−1,
then {un} possesses a convergent subsequence in H .
Proof. By now it is standard to show that {un} is bounded in H . Going if necessary to a
subsequence, we can assume that
un ⇀ u0 in H,
un → u0 a.e. in Ω,
un → u0 in L1+q (Ω).
It follows from the expression of 〈J ′µ(un),ϕ〉 that u0 is a weak solution of (1.1)–(1.3). Thus
we have that
Jµ(u0) = 1
N
∫
u2
∗
0 dx − λ
(
1
1 + q −
1
2
)∫
u
1+q
0 dx
and there is a Λ> 0 such that Jµ(u0)−(1/(2N))SN/2µ for any λ ∈ (0,Λ).
We now fix Λ and λ ∈ (0,Λ). Now denote wn := un − u0, then the Brezis–Lieb lemma
[2] implies that
Jµ(un) = Jµ(u0)+ 12
∫ (
|∇wn|2 − µ|x|2 w
2
n
)
dx − 1
2∗
∫ (
w+n
)2∗ dx + o(1).
Since
〈
J ′µ(un),un
〉=
∫ (
|∇u0|2 − µ|x|2 u
2
0
)
dx −
∫ (
u+0
)2∗ dx − λ
∫ (
u+0
)1+q dx
+
∫ (
|∇wn|2 − µ|x|2 w
2
n
)
dx − 1
2∗
∫ (
w+n
)2∗ dx + o(1)
=
∫ (
|∇wn|2 − µ|x|2 w
2
n
)
dx −
∫ (
w+n
)2∗ dx + o(1),
we may assume that∫ (
|∇wn|2 − µ|x|2w
2
n
)
dx → b,
∫ (
w+n
)2∗ dx → b  0.
By the definition of Sµ (see (2.1) in Section 2), we have that∫ (
|∇wn|2 − µ|x|2w
2
n
)
dx  Sµ
(∫ (
w+n
)2∗ dx
)2/2∗
,
and so b Sµb2/2
∗
. Assume b = 0, then b SN/2µ , and we get
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∫ (
|∇wn|2 − µ|x|2w
2
n
)
dx − 1
2∗
∫ (
w+n
)2∗ dx
= Jµ(u0)+ o(1)+ 1
N
b  1
2N
SN/2µ ,
a contradiction. So b = 0, i.e., un → u0 in H . 
Existence of a first positive solution. Now let φ ∈ H such that ‖φ‖µ = 1. Then, for
t > 0, we have
Jµ(tφ) = t
2
2
‖φ‖2µ −
t2
∗
2∗
∫
(φ+)2∗ dx − λt
1+q
1 + q
∫
(φ+)1+q dx.
So there is t0 > 0 such that for 0 < t < t0, Jµ(tφ) < 0. Thus if we minimize the functional
Jµ on the ball B¯ρ ⊂ H for 0 < ρ < t0, we must have
cλ = inf
u∈B¯ρ
Jµ(u) < 0.
Proposition 4.1 implies that Jµ can achieves its minimum cλ at uλ, i.e., cλ = Jµ(uλ).
Moreover, uλ satisfies (1.1)–(1.3).
5. Existence of a second solution of (1.1)–(1.3)
Up to now, we have two roads to get a second solution of (1.1)–(1.3). One is that we
first define a family of paths starting from uλ and then use Mountain Pass theorem working
directly with Jµ. The only thing we need to do is that we must check the (PS)c condition
at this MP level. The other is that we can consider a translated functional as in [1]. This is
the road on which we want to go.
For fixed λ ∈ (0,Λ), we look for a second solution of (1.1)–(1.3) of the form u =
uλ + v, where uλ is the solution obtained in previous section and v > 0 in Ω\{0}. The
corresponding equation for v is
−v − µ|x|2 v = (uλ + v)
p − upλ + λ(uλ + v)q − λuqλ. (5.1)
Let us define
g(x, t) =
{
(uλ + t)p − upλ + λ(uλ + t)q − λuqλ, t  0,
0, t < 0,
(5.2)
G(v) =
v∫
0
g(x, t)dt,
and
Iµ(v) = 12
∫ (
|∇v|2 − µ|x|2 v
2
)
dx −
∫
G(v)dx.
Now we have one-to-one correspondence between critical points of Iµ in H and weak
solutions of (5.1). Moreover, if v satisfies (5.1) in the weak sense, then standard regularity
argument shows that v also satisfies (5.1) in the classical sense.
350 J. Chen / J. Math. Anal. Appl. 295 (2004) 341–354We will prove the existence of a second solution of (1.1)–(1.3) by contradiction. Assume
that v = 0 is the only critical point of Iµ in H .
Lemma 5.1. v = 0 is a local minimum of Iµ in H .
Proof. For any v ∈ H , write v = v+ − v−, v± = max{±v,0}. We have
Iµ(v) = 12
∫ (
|∇v|2 − µ|x|2 v
2
)
dx
− 1
p + 1
∫ [
(uλ + v+)p+1 − up+1λ − (p + 1)upλv+
]
dx
− λ
1 + q
∫ [
(uλ + v+)q+1 − uq+1λ − (q + 1)uqλv+
]
dx.
From the expression of Jµ and direct computation, we obtain that
Iµ(v) = 12
∫ (
|∇v−|2 − µ|x|2 (v
−)2
)
dx + Jµ(uλ + v+) − Jµ(uλ).
Since uλ is a local minimizer of Jµ in H , we obtain that
Iµ(v)
1
2
∫ (
|∇v−|2 − µ|x|2 (v
−)2
)
dx
as long as ‖v‖µ  ε for ε small enough. 
Lemma 5.2. If v = 0 is the only critical point of Iµ, then Iµ satisfies the (PS)c condition
for any c < (1/N)SN/2µ .
Proof. Let {vn} ⊂ H be such that
Iµ(vn) → c < 1
N
SN/2µ , I
′
µ(vn) → 0 in H−1.
Then, for n large enough,
(p + 1)c + 1 + o(1)‖uλ + vn‖µ
 (p + 1)Iµ(vn)−
〈
I ′µ(vn), uλ + vn
〉
= 2
N − 2
∫ (
|∇vn|2 − µ|x|2 v
2
n
)
dx −
∫ (
∇vn∇uλ − µ|x|2 uλvn
)
dx
+ p
∫ [
u
p
λv
+
n + λuqλv+n
]
dx + λ(q − p)
q + 1
∫ [
(uλ + v+n )q+1 − uq+1λ
]
dx.
Since uλ is a solution of (1.1), we have
(p + 1)c + 1 + o(1)‖uλ + vn‖µ
 2
∫ (
|∇vn|2 − µ2 v2n
)
dx +
∫ [
u
p
λv
−
n + λuqλv−n
]
dxN − 2 |x|
J. Chen / J. Math. Anal. Appl. 295 (2004) 341–354 351+ (p − 1)
∫ [
u
p
λv
+
n + λuqλv+n
]
dx + λ(q − p)
q + 1
∫ (
uλ + v+n
)q+1 dx
 2
N − 2‖vn‖
2
µ +
λ(q − p)C
q + 1
∥∥uλ + v+n ∥∥q+1µ .
It follows from 0 < q < 1 that {vn} is bounded in H .
Going if necessary to a subsequence, we may assume that
vn ⇀ v∞ in H,
vn → v∞ a.e. in Ω,
vn → v∞ in Lt(Ω), for 1 < t < 2∗. (5.3)
Moreover, v∞ is a critical point of Iµ in H . From the assumption, we know v∞ = 0. Now
we want to prove vn → 0 strongly in H . First, from the Brezis–Lieb lemma,∫ (
uλ + v+n
)p+1 dx −
∫
u
p+1
λ dx =
∫ (
v+n
)p+1 dx + o(1).
Thus
Iµ(vn) = 12
∫ (
|∇vn|2 − µ|x|2 v
2
n
)
dx − 1
p + 1
∫ (
v+n
)p+1 dx + o(1).
From (5.3), we have
〈
I ′µ(vn), uλ + vn
〉=
∫ (
∇vn∇(uλ + vn)− µ|x|2 vn(uλ + vn)
)
dx + o(1)
−
∫ [(
uλ + v+n
)p
(uλ + vn)− upλ (uλ + vn)
]
dx
− λ
∫ [(
uλ + v+n
)q
(uλ + vn)− uqλ(uλ + vn)
]
dx
=
∫ (
|∇vn|2 − µ|x|2 v
2
n
)
dx −
∫ (
v+n
)p+1 dx + o(1)→ 0.
We can assume that∫ (
|∇vn|2 − µ|x|2 v
2
n
)
dx → b,
∫ (
v+n
)p+1 dx → b 0.
If b = 0, the proof is complete. If b = 0, we have from the definition of Sµ that
b  Sµb2/2
∗
and so b SN/2µ . Thus we get that
c = o(1)+ Iµ(vn) = 12
∫ (
|∇vn|2 − µ|x|2 v
2
n
)
dx − 1
p + 1
∫ (
v+n
)p+1 dx + o(1)
= 1
N
b + o(1) 1
N
SN/2µ ,
a contradiction. 
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c∗λ = inf
h∈Γ maxt∈[0,1]Iµ
(
h(t)
)
,
where Γ = {h ∈ C([0,1],H); h(0) = 0, h(1) = T zε}. Here zε is as in Section 2. From
Lemma 5.1, v = 0 is a local minimizer of Iµ. Moreover, we have Iµ(tzε) → −∞ as
t → ∞. To use the Ghoussoub–Preiss version of the Mountain Pass theorem [13] to get a
nontrivial critical point of Iµ, i.e., solution of (1.1)–(1.3), the only thing we need to do is
to estimate the MP level c∗λ such that c∗λ < (1/N)S
N/2
µ . Modifying from [3], define
Q(t) = Iµ(tzε) = t
2
2
∫ (
|∇zε|2 − µ|x|2 z
2
ε
)
dx −
∫
G(tzε)dx.
From the definition of g (see (5.1)) and the elementary inequality
(b + d)m  bm + dm +mbm−1d, m > 1, b, d > 0,
we have that
g(x, a) ap + pup−1λ a,
and so
G(tzε)
tp+1
p + 1z
p+1
ε +
pt2
2
u
p−1
λ z
2
ε .
Choosing the support of ψ(x) small such that suppψ ⊂ Br0 , r0 is chosen as in Proposi-
tion 3.1. From Theorem 1.1, we know uλ M0 > 0 on Br\{0}, and we deduce that
Q(t) t
2
2
∫ (
|∇zε|2 − µ|x|2 z
2
ε
)
dx − t
2∗
2∗
∫
z2
∗
ε dx
− t
2
2
M
p−1
0 (2
∗ − 1)
∫
z2ε dx. (5.4)
Combining (2.3)–(2.5), we obtain from √µ¯−µ> 1 that
max
t0
Q(t) 1
N
∫
(|∇zε|2 −µz2ε/|x|2)dx −C5
∫
z2ε dx(∫
z2∗ε dx
)2/2∗ < 1N SN/2µ .
Thus we get
c∗λ max
t0
Q(t) <
1
N
SN/2µ .
Remark 5.3. Note that, without Theorem 1.1, we cannot get (5.4) and the energy estimate
seems to be impossible.
Remark 5.4. We point out here why we cannot get a global multiplicity result as in [1] in
the case of µ = 0. Since, in [1], µ = 0, one can define
Λ∗ = sup{λ; (1.1)–(1.3) has a solution}
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property
a local minimizer of J0 in C10 (Ω) is also a local minimizer in H
1
0 (Ω). (P)
The proof of (P) needs a uniform C1,α(Ω) bound for a sequence in a small neighborhood
of a local minimizer in H 10 (Ω). But in our situation, as suggested by Theorem 1.1, we do
not have an analogous property (P).
If one works directly on Jµ by letting
c¯λ = inf
h∈Γ¯
max
t∈[0,1]
Jµ
(
h(t)
)
,
where Γ¯ = {h ∈ C([0,1],H); h(0) = uλ; h(1) = uλ + T zε}, then one has the following
theorem:
Theorem 5.5. If N  7, 0 < q < 1, then there is Λ2 such that (1.1)–(1.3) has at least two
solutions in H for any λ ∈ (0,Λ2).
Remark 5.6. We do not prove Theorem 5.5 but point out that, going along this road to
get a second solution of (1.1)–(1.3), one needs to estimate maxt0 Jµ(uλ + tzε) < cλ +
(1/N)SN/2µ . During this procedure of estimating, one also needs a positive lower bound
around zero for the positive solution obtained by minimization procedure, see [11, pp. 946–
948] for a detailed description of this direct method. In other words, without Theorem 1.1,
it seems also to be difficult to estimate the MP level.
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