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We report a new parallel iterative algorithm for semi-linear parabolic partial differential
equations (PDEs) by combining a kind of waveform relaxation (WR) techniques into the
classical parareal algorithm. The parallelism can be simultaneously exploited by WR and
parareal in different directions. We provide sharp error estimations for the new algorithm
on bounded time domain and on unbounded time domain, respectively. The iterations
of the parareal and the WR are balanced to optimize the performance of the algorithm.
Furthermore, the speedup and the parallel efficiency of the new approach are analyzed.
Numerical experiments are carried out to verify the effectiveness of the theoretic work.
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1. Introduction
The waveform relaxation (WR) algorithm is an iterative algorithm to solve large scale systems of time-dependent
equations in parallel. It is originally proposed to simulate large circuits [1], and has been widely applied for numerically
solving ordinary differential equations (ODEs) and differential algebraic equations (DAEs); see [2–5]. Recently, the WR
technique has been extended in [6] for solving semi-linear parabolic partial differential equations (PDEs) directly at the PDE
level. Compared with the classical WR algorithms, the modified WR algorithm needs much less iterations for convergence,
and the parallelism can be preserved.
The parallelism of the WR algorithm in [6] is tightly related to the iteration number for convergence, which means that
it cannot exploit all the processors available on a given massively parallel computer. In this paper, we further consider the
parallelism on the time domain for faster computation. In detail, we employ the parareal algorithm, together with the WR
algorithm, to utilize both of the two different kinds of parallel fashions.
The parareal algorithm, which is introduced by Lions et al. in [7], is a time-parallel iterative algorithm for solving
time-dependent differential equations. It has been clearly shown in [8] that, the so-called parareal algorithm is strictly
related to the parallel-in-time method for ODEs defined in [9,10], based on a so-called parallel factorization. The parareal
algorithm can be regarded as a variant of the multiple shooting method, or the multigrid-in-time algorithm; see [11–13].
The advantage of the parareal algorithm is that it allows the computation of the solution later in time, before having fully
accurate approximations at earlier times, while the global accuracy of the iterative process after few iterations is comparable
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to that given by a sequential numerical method used on a fine discretization in time [14]. At present, the parareal algorithm,
as well as its variants, have been applied in financial mathematics [15], fluid mechanics [16], and quantum chemistry [17].
Taking the WR algorithm into the framework of parareal introduces several advantages. First, the new algorithm looks
more flexible, and it can exploit more processors for fast computations. Second, by arranging the iteration number of WR
during each parareal iteration, much computational cost can be saved.
The remainder of this paper is organized as follows. In Section 2, we propose the parareal WR algorithm. In Section 3,
we give the error estimations for the parareal WR algorithm on bounded time domain and on unbounded time domain,
respectively. In Section 4, the discrete pararealWR algorithm and its error estimation are presented. In Section 5, the balance
of the two kinds of iterative processes is given to achieve better performance. The parallel efficiency of the hybrid algorithm
is analyzed in Section 6. Numerical experiments are carried out in Section 7 to verify the effectiveness of our theoretic work.
2. Parareal WR algorithm
2.1. Recall of the parareal algorithm
We recall the parareal algorithm for the following system of ODEs,du(t)
dt
= f (t, u(t)),
u(0) = u0, t ∈ [0, T ],
(1)
where the nonlinear function f : R× Rd → Rd is Lipschitz on Rd. First, the time domain [0, T ] is divided into N time slices
[Tn, Tn+1], for n = 0, 1, . . . ,N − 1. We suppose that all the time slices are of uniform size, namely∆T = TN . Then, on each
time slice two propagators G and F are employed, where G is usually a low order numerical method, and F is usually of
higher order or smaller time step. Therefore, G and F are named as the coarse and the fine propagator, respectively.
According to [7,11,13], the approximation at the time instant Tn+1 can be updated by the iterative scheme
Uk+1n+1 = G(Tn+1, Tn,Uk+1n )+ F(Tn+1, Tn,Ukn)− G(Tn+1, Tn,Ukn), (2)
with the initial approximation U0n+1 = G(Tn+1, Tn,U0n ), for n = 0, 1, . . . ,N − 1. At the present iteration, the quantities
Ukn , for n = 0, 1, . . . ,N − 1, are known; hence N processors can be employed to compute the N quantities F(Tn+1, Tn,Ukn)
simultaneously. Generally, the parareal algorithm makes sense if the number of parareal iterations required to a desired
accuracy is significantly less than N .
2.2. The construction of the parareal WR algorithm
We consider a semi-linear system of parabolic PDEs of the following form,
Lu+ c(x, t)u = f (u, x, t), x ∈ Ω, 0 < t < T ,
u(x, t) = g(x, t), x ∈ ∂Ω, 0 ≤ t ≤ T ,
u(x, 0) = ϕ(x), x ∈ Ω,
(3)
where
Lu = ∂u
∂t
+ Ltu, Ltu = −
n
i,j=1
ai,j(x, t)
∂2u
∂xi∂xj
+
n
i=1
bi(x, t)
∂u
∂xi
,
and ai,j(x, t), bi(x, t) ∈ C(Ω¯ × [0, T ]), f is a given nonlinear function.−L is a parabolic operator onΩ × [0, T ].
The WR technique proposed in [6], for system (3) on the time slice [Tn, Tn+1] with initial condition u(x, Tn) = h(x), can
be described asLu
(k+1) + c(x, t)u(k+1) = f˜ (u(k+1), u(k), x, t), x ∈ Ω, Tn < t < Tn+1,
u(k+1)(x, t) = g(x, t), x ∈ ∂Ω, Tn ≤ t ≤ Tn+1,
u(k+1)(x, Tn) = h(x), x ∈ Ω,
(4)
where the splitting function f˜ satisfies f˜ (u, u, x, t) = f (u, x, t), and the initial guess u(0) satisfies u(0)(x, Tn) = h(x) for
x ∈ Ω , and u(0)(x, t) = g(x, t) for x ∈ ∂Ω . The convergence and parallelism for theWR algorithm (4) can be found in [6].We
denote byWk(Tn+1, Tn, h(x)) the approximation at Tn+1, after k iterations of WR by scheme (4). Replacing the F propagator
in the classical parareal algorithm by the Wk propagator, we can obtain a modified parareal algorithm, say parareal WR
algorithm. Its iterative scheme is
Uk+10 (x) = ϕ(x),
Uk+1n+1(x) = G(Tn+1, Tn,Uk+1n (x))+Wk+1(Tn+1, Tn,Ukn(x))− G(Tn+1, Tn,Ukn(x)), (5)
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where the WR iteration number is assigned to coincide with the index of the parareal WR algorithm. It means that, (k+ 1)
iterations of WR are performed on each time slice to createWk+1(Tn+1, Tn,Ukn(x)) for the (k+ 1)th parareal iteration.
In the remainder of this paper, we will analyze the convergence of the parareal WR algorithm for the following one-
dimensional semi-linear parabolic PDE with homogeneous boundary conditions
∂u
∂t
− ∂
2u
∂x2
= f (u), 0 < x < l, 0 < t < T ,
u(0, t) = u(l, t) = 0, 0 ≤ t ≤ T ,
u(x, 0) = ϕ(x), 0 ≤ x ≤ l,
(6)
where the function ϕ : [0, l] → R, and the nonlinear function f is Lipschitz onR. Next, we show respectively the properties
of the coarse and the fine propagators.
2.3. The properties of the coarse propagator
We use the following semi-implicit scheme for system (6) on time slice [Tn, Tn+1], to generate the coarse propagator,Um+1(x)− Um(x)∆t − d
2Um+1(x)
dx2
= f (Um(x)), m = 0, 1, . . . , q− 1,
U0(x) = h(x), 0 ≤ x ≤ l,
(7)
where Um(x) is an approximation to u(x, Tn + m∆t), and ∆T = q∆t . In fact, the formula in (7) provides a time-stepping
scheme. Afterm steps,Um(x) is a known function, andUm+1(x) canbe regarded as the solution of the following linear ordinary
differential equation of second order,d
2Um+1(x)
dx2
− 1
∆t
Um+1(x)+ 1
∆t
Um(x)+ f (Um(x)) = 0, 0 ≤ x ≤ l,
Um+1(0) = Um+1(l) = 0.
(8)
The characteristic equation of the associated homogeneous differential equation of system (8) is
λ2 = 1
∆t
,
from which we can find that the complementary function of system (8) is
Um+1,c(x) = θ1e
x√
∆t + θ2e−
x√
∆t ,
where θ1 and θ2 are constants. We can seek a solution of system (8) by variation of parameters. Suppose a solution of system
(8) is in the form
Um+1(x) = θ1(x)e
x√
∆t + θ2(x)e−
x√
∆t ,
where θ1(x) and θ2(x) are two unknown functions. Substitute this formula into system (8), we can obtainθ˙1(x)e
x√
∆t + θ˙2(x)e−
x√
∆t = 0,
θ˙1(x)
1√
∆t
e
x√
∆t − θ˙2(x) 1√
∆t
e
− x√
∆t = − 1
∆t
Um(x)− f (Um(x)),
where θ˙i(x) denotes the derivative of θi(x)with respect to x, and i = 1, 2. The expressions for θ1(x) and θ2(x) are
θ1(x) = −
 x
0
√
∆t
2
e
− s√
∆t

1
∆t
Um(s)+ f (Um(s))

ds+Θ1,
θ2(x) =
 x
0
√
∆t
2
e
s√
∆t

1
∆t
Um(s)+ f (Um(s))

ds+Θ2,
whereΘ1 andΘ2 are constants. The solution for system (8) can be expressed as
Um+1(x) = −
 x
0
√
∆t
2
(e
x−s√
∆t − e− x−s√∆t )

1
∆t
Um(s)+ f (Um(s))

ds+Θ1e
x√
∆t +Θ2e−
x√
∆t .
Together with the initial conditions of system (8), we have
Um+1(x) = C¯1F(x)−
 x
0
F(x− s)

1
∆t
Um(s)+ f (Um(s))

ds, (9)
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where
C¯1 =
 l
0
e
l−s√
∆t − e− l−s√∆t
e
l√
∆t − e− l√∆t

1
∆t
Um(s)+ f (Um(s))

ds, F(x) =
√
∆t
2
(e
x√
∆t − e− x√∆t ).
For simplicity we denote the function
φ(x) = e x√∆t − e− x√∆t , 0 ≤ x ≤ l.
We further denote Um+1(x) = G˜(Um(x)), then G(Tn+1, Tn,Un(x)) = G˜q(Un(x)), and the G propagator has the following two
properties.
Lemma 2.1. We assume that the derivative of the nonlinear function f in system (6) is bounded by a positive constant M, then
there exists a positive constant C2 such that the coarse propagator G satisfies
max
0≤x≤l
|G(Tn+1, Tn,U(x))− G(Tn+1, Tn, V (x))| ≤ (1+ C2∆T )max
0≤x≤l
|U(x)− V (x)|,
where U(x) and V (x) are continuously differential functions, and satisfy U(0) = U(l) = 0, V (0) = V (l) = 0.
Proof. We only prove the result for the case q = 1, namely G = G˜. According to the solution for system (7), we have
G˜(V (x)) = C¯2F(x)−
 x
0
F(x− s)

1
∆t
V (s)+ f (V (s))

ds,
where
C¯2 =
 l
0
φ(l− s)
φ(l)

1
∆t
V (s)+ f (V (s))

ds.
Then,
G˜(U(x))− G˜(V (x)) = F(x)
 l
0
φ(l− s)
φ(l)

1
∆t
(U(s)− V (s))+ f (U(s))− f (V (s))

ds
− F(x)
 x
0
φ(x− s)
φ(x)

1
∆t
(U(s)− V (s))+ f (U(s))− f (V (s))

ds.
We notice that (ex−s − es−x)/(ex − e−x) is a monotonically increasing function with respect to x, and for any 0 ≤ s ≤ x,
φ(l− s)
φ(l)
− φ(x− s)
φ(x)
≥ 0.
Then we have,
|G˜(U(x))− G˜(V (x))| ≤
 x
0

φ(l− s)
φ(l)
− φ(x− s)
φ(x)

ds · F(x)

1
∆t
+M

max
0≤x≤l
|U(x)− V (x)|
+
 l
x
φ(l− s)
φ(l)
ds · F(x)

1
∆t
+M

max
0≤x≤l
|U(x)− V (x)|
=
√
∆t(φ(l)− 2)
φ(l)
−
√
∆t(φ(x)− 2)
φ(x)
 √
∆t
2
φ(x)

1
∆t
+M

max
0≤x≤l
|U(x)− V (x)|
=

1− φ(x)
φ(l)
− φ(l− x)
φ(l)

(1+M∆t)max
0≤x≤l
|U(x)− V (x)|.
Comparing the corresponding items in the Taylor expansions for the numerator φ(x)+ φ(l− x) and the denominator φ(l),
we know that
0 < 1− φ(x)
φ(l)
− φ(l− x)
φ(l)
≤ 1,
which leads to
|G˜(U(x))− G˜(V (x))| < (1+M∆t)max
0≤x≤l
|U(x)− V (x)|.
The result follows. 
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We notice that, the constant C2 in Lemma 2.1 can be chosen asM for the case q = 1, while in the case q > 1, the constant
C2 is usually bigger thanM . For example, if q = 2,
max
0≤x≤l
|G(Tn+1, Tn,U(x))− G(Tn+1, Tn, V (x))| = max
0≤x≤l
|G˜(G˜(U(x)))− G˜(G˜(V (x)))|
≤

1+M∆T
2

max
0≤x≤l
|G˜(U(x))− G˜(V (x))|
≤

1+M∆T
2
2
max
0≤x≤l
|U(x)− V (x)|.
There exists a constant C2, such that
1+M∆T
2
2
≤ 1+ C2∆T ,
for small∆T . Likewise, the result in Lemma 2.1 also holds for the case q > 2.
The truncation error of the coarse propagator can be given by the following lemma.
Lemma 2.2. When using scheme (7) for system (6), on the time slice [Tn, Tn+1] with the initial condition u(x, Tn) = h(x), we
have
S(Tn+1, Tn, h(x))− G(Tn+1, Tn, h(x)) = c2(h(x))∆T 2 + c3(h(x))∆T 3 + · · · ,
where S(Tn+1, Tn, h(x)) denotes the true solution at Tn+1 with homogeneous boundary conditions and the initial condition
u(Tn) = h(x), and cj(h(x)) are continuously differentiable for j = 2, 3, . . ..
Proof. The result for the case q = 1 is obvious, andwe only prove the result for the case q = 2. The quantity S(Tn+1, Tn, h(x))
can be expanded as
S(Tn+1, Tn, h(x)) = h(x)+ ∂u(x, Tn)
∂t
∆T + 1
2!
∂2u(x, Tn)
∂t2
∆T 2 + O(∆T 3)
= h(x)+

∂2u(x, Tn)
∂x2
+ f (u(x, Tn))

∆T + 1
2!
∂2u(x, Tn)
∂t2
∆T 2 + O(∆T 3),
and the quantity G(Tn+1, Tn, h(x)) can be written as
G(Tn+1, Tn, h(x)) = G˜(G˜(h(x))) = G˜(h(x))+ ∆T2

∂2G˜(G˜(h(x)))
∂x2
+ f (G˜(h(x)))

= h(x)+ ∆T
2

∂2G˜(h(x))
∂x2
+ f (h(x))+ ∂
2G˜(G˜(h(x)))
∂x2
+ f (G˜(h(x)))

.
It is easy to check that
∂2u(x, Tn)
∂x2
− 1
2
∂2G˜(h(x))
∂x2
− 1
2
∂2G˜(G˜(h(x)))
∂x2
= ∂
2u(x, Tn)
∂x2
− ∂
2G˜(h(x))
∂x2
+ 1
2
∂2G˜(h(x))
∂x2
− 1
2
∂2G˜(G˜(h(x)))
∂x2
= −∆T
2

∂4G˜(h(x))
∂x4
+ ∂
2f (h(x))
∂x2

− 1
2
∆T
2

∂4G˜(G˜(h(x)))
∂x4
+ ∂
2f (G˜(h(x)))
∂x2

and
f (u(x, Tn))− 12 f (h(x))−
1
2
f (G˜(h(x))) = 1
2
f (h(x))− 1
2
f (G˜(h(x)))
= −1
2
[f ′(ξ(x))(G˜(h(x))− h(x))] = −1
2
f ′(ξ(x))
∆T
2

∂2G˜(h(x))
∂x2
+ f (h(x))

.
Then
S(Tn+1, Tn, h(x))− G(Tn+1, Tn, h(x)) = c2(h(x))∆T 2 + c3(h(x))∆T 3 + · · · ,
which completes the proof. 
Obviously, there exists a constant C3, such that the local truncation error of G is bounded by C3∆T 2 for small∆T .
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2.4. The properties of the fine propagator
For simplicity, we consider the following WR technique for system (6) on [Tn, Tn+1],
∂u(i+1)
∂t
− ∂
2u(i+1)
∂x2
= f (u(i)), 0 < x < l, Tn < t < Tn+1,
u(i+1)(0, t) = u(i+1)(l, t) = 0, Tn ≤ t ≤ Tn+1,
u(i+1)(x, Tn) = h(x), 0 ≤ x ≤ l.
(10)
The initial guess is chosen as u(0)(x, t) = h(x), where t ∈ [Tn, Tn+1]. For any fixed i, system (10) is a linear system, with the
solution
u(i+1)(x, t) =
∞
n=1
a(i+1)n (t) sin
nπx
l
,
where
a(i+1)n (t) =
2
l
 l
0
h(x) sin
nπx
l
dxe−(
nπ
l )
2
(t−Tn) + 2
l
 t
Tn
 l
0
f (u(i)(ξ , τ )) sin
nπξ
l
dξe−(
nπ
l )
2(t−τ)dτ . (11)
We define the function
an(t) = 2l
 l
0
h(x) sin
nπx
l
dxe−(
nπ
l )
2
(t−Tn) + 2
l
 t
Tn
 l
0
f (u(ξ , τ )) sin
nπξ
l
dξ e−(
nπ
l )
2(t−τ)dτ , (12)
and it is easy to check that the function
∞
n=1 an(t) sin
nπx
l is the solution for system (6). The difference between u
(i)(x, t)
and u(x, t) can be estimated by the following theorem, and the proof can be found in [6].
Theorem 2.1. For system (6) defined on [Tn, Tn+1] with an initial function h(x) at Tn, we assume that the derivative of the
nonlinear function f is uniformly bounded by a constant M, then the sequence of {u(i)(x, t)} defined by scheme (10) converges to
the true solution u(x, t) of system (6), and satisfies
max
0≤x≤l,Tn≤t≤Tn+1
|u(i)(x, t)− u(x, t)| ≤ (C˜∆T )
i
i! max0≤x≤l,Tn≤t≤Tn+1 |u
(0)(x, t)− u(x, t)|,
where C˜ is a constant. Furthermore, we have
max
0≤x≤l,Tn≤t≤Tn+1
|u(0)(x, t)− u(x, t)| = max
0≤x≤l,Tn≤t≤Tn+1
|h(x)− u(x, t)| ≤ C¯∆T ,
where C¯ is a constant, then,
max
0≤x≤l,Tn≤t≤Tn+1
|u(i)(x, t)− u(x, t)| ≤ C¯ (C˜∆T )
i
i! ∆T ,
which means that the WR algorithm (10) converges superlinearly.
3. Convergence analysis
In this section, we derive the convergence results for the parareal WR algorithm on bounded time domain and on
unbounded time domain, respectively.
3.1. Approximate superlinear convergence on bounded time domain
Similar to the convergence theorem provided in [18] for the classical parareal algorithm, the convergence result for the
parareal WR algorithm on bounded time domain is given by the following theorem.
Theorem 3.1. For system (6) defined on time domain [0, T ], we assume that the derivative of the nonlinear function f is bounded
by a constant M, then the parareal WR algorithm (5) converges, and the error is bounded by
max
0≤x≤l
|u(x, Tn)− Ukn(x)| ≤
C3eC2Tn−k−1
C1
(C1Tn∆T )k+1
(k+ 1)! + C¯∆T
k
k−1
i=0
eC2Tn−i−1
C˜k−i
(k− i)!
C i1T
i+1
n
(i+ 1)! , (13)
where constants C1, C2, C3, C˜ and C¯ are defined in Lemmas 2.1 and 2.2 and Theorem 2.1, respectively.
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Proof. The error of the parareal WR algorithm at Tn+1 can be expressed as
u(x, Tn+1)− Uk+1n+1(x) = S(Tn+1, Tn, u(x, Tn))− G(Tn+1, Tn,Uk+1n (x))−Wk+1(Tn+1, Tn,Ukn(x))+ G(Tn+1, Tn,Ukn(x))
= [S(Tn+1, Tn, u(x, Tn))− G(Tn+1, Tn, u(x, Tn))+ G(Tn+1, Tn,Ukn(x))− S(Tn+1, Tn,Ukn(x))]
+ [S(Tn+1, Tn,Ukn(x))−Wk+1(Tn+1, Tn,Ukn(x))]
+ [G(Tn+1, Tn, u(x, Tn))− G(Tn+1, Tn,Uk+1n (x))].
From Lemmas 2.1 and 2.2, for small∆T ,
max
0≤x≤l
|u(x, Tn+1)− Uk+1n+1(x)| ≤ C1∆T 2 max0≤x≤l |u(x, Tn)− U
k
n(x)| + (1+ C2∆T )max0≤x≤l |u(x, Tn)− U
k+1
n (x)|
+ max
0≤x≤l
|S(Tn+1, Tn,Ukn(x))−Wk+1(Tn+1, Tn,Ukn(x))|.
Similarly, we have
max
0≤x≤l
|u(x, Tn+1)− U0n+1(x)| ≤ max0≤x≤l |S(Tn+1, Tn, u(x, Tn))− G(Tn+1, Tn, u(x, Tn))|
+ max
0≤x≤l
|G(Tn+1, Tn, u(x, Tn))− G(Tn+1, Tn,U0n (x))|
≤ C3∆T 2 + (1+ C2∆T )max
0≤x≤l
|u(x, Tn)− U0n (x)|.
Now, we study the recurrence relations
ek+1n+1 = αekn + βek+1n + ϵ(k+ 1)∆T , e0n+1 = γ + βe0n, (14)
where α = C1∆T 2, β = 1 + C2∆T , γ = C3∆T 2 , and ϵ(k) = C¯ (C˜∆T )kk! , with ek0 = 0 for any k ≥ 0. It is easy to check that, ekn
is an upper bound on max0≤x≤l |u(x, Tn)− Ukn(x)|. In fact, if we suppose eji is an upper bound on max0≤x≤l |u(x, Ti)− U ji (x)|,
for j = 0, 1, . . . , k+ 1 and i = 0, 1, . . . , n, then
ek+1n+1 = αekn + βek+1n + ϵ(k+ 1)∆T
≥ α max
0≤x≤l
|u(x, Tn)− Ukn(x)| + β max0≤x≤l |u(x, Tn)− U
k+1
n (x)| + max0≤x≤l |S(Tn+1, Tn,U
k
n(x))−Wk+1(Tn+1, Tn,Ukn(x))|
≥ max
0≤x≤l
|u(x, Tn+1)− Uk+1n+1(x)|.
By induction, ekn is an upper bound on max0≤x≤l |u(x, Tn)− Ukn(x)|.
Multiplying (14) by ζ n+1 and summing over n, we obtain
n≥0
ek+1n+1ζ
n+1 = α

n≥0
eknζ
n+1 + β

n≥0
ek+1n ζ
n+1 +

n≥0
ϵ(k+ 1)∆Tζ n+1,
and 
n≥0
e0n+1ζ
n+1 =

n≥0
γ ζ n+1 +

n≥0
βe0nζ
n+1,
where 0 < ζ < 1
β
< 1. We define the functions ρk(ζ ) :=n≥0 ekn+1ζ n+1, for k = 0, 1, . . ., which satisfy the relations
ρk+1(ζ ) = αζρk(ζ )+ βζρk+1(ζ )+ ϵ(k+ 1)∆T ζ1− ζ , ρ0(ζ ) =
γ ζ
(1− ζ )(1− βζ) .
Solving for ρk+1(ζ ), we have
ρk+1(ζ ) = αζ1− βζ ρk(ζ )+ ϵ(k+ 1)∆T
ζ
(1− ζ )(1− βζ) . (15)
For simplicity, we denote
a(ζ ) = αζ
(1− βζ) , b(ζ ) =
ζ
(1− ζ )(1− βζ) .
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After induction, we have
ρk(ζ ) = a(ζ )kρ0(ζ )+
k−1
i=0
ϵ(k− i)∆Ta(ζ )ib(ζ )
= (αζ )
k
(1− βζ)k
γ ζ
(1− ζ )(1− βζ) +
k−1
i=0
ϵ(k− i)∆T (αζ )
i
(1− βζ)i
ζ
(1− ζ )(1− βζ) .
Replacing the factor (1 − ζ ) in the denominator by (1 − βζ) will increase the coefficients in the power series of ρk(ζ ). It
means that, the coefficients in the power series of ρk(ζ ) are smaller than the corresponding coefficients in the power series
of ρ˜k(ζ ), with
ρ˜k(ζ ) = γα
kζ k+1
(1− βζ)k+2 +
k−1
i=0
ϵ(k− i)∆T α
iζ i+1
(1− βζ)i+2 .
Using the binomial series expansion
1
(1− βζ)k+2 =

j≥0

k+ 1+ j
j

β jζ j,
we can obtain the coefficients of the term ζ n in the power series of ρ˜k(ζ )
c˜kn = γαk

n
k+ 1

βn−k−1 +
k−1
i=0
ϵ(k− i)∆Tαi

n
i+ 1

βn−i−1
≤ C3Ck1∆T 2k+2
n(n− 1) · · · (n− k)
(k+ 1)! (1+ C2∆T )
n−k−1
+ C¯
k−1
i=0
(C˜∆T )k−i
(k− i)! C
i
1∆T
2i+1 n(n− 1) · · · (n− i)
(i+ 1)! (1+ C2∆T )
n−i−1
≤ C3e
C2Tn−k−1
C1
(C1Tn∆T )k+1
(k+ 1)! + C¯∆T
k
k−1
i=0
eC2Tn−i−1
C˜k−i
(k− i)!
C i1T
i+1
n
(i+ 1)! .
The quantity c˜kn is an upper bound for e
k
n. Then the result follows. 
We can see that, each component in the right hand side of inequality (13) approaches zero superlinearly as k increases,
even though more components arise. We conclude that the parareal WR algorithm (5) converges with approximate
superlinear rate.
3.2. Convergence on unbounded time domain
The convergence for the parareal WR algorithm on unbounded time domain is discussed in the following theorem.
Theorem 3.2. For system (6) defined on an unbounded time domain, we assume the derivative of the nonlinear function f to be
bounded by a constant M, then the parareal WR algorithm (5) converges. That is
lim
k→∞ max0≤x≤l
|u(x, Tn)− Ukn(x)| = 0, n = 0, 1, . . . .
Proof. Following the route in the proof of Theorem 3.1, we can also obtain the recurrence relation (15) on ρk(ζ ), where ζ
is restricted in [0, 12(α+β) ]. For any small ε > 0, there exists an integer k0, such that ϵ(k) < ε8∆T for any k > k0. Solving for
ρk(ζ ), we obtain
ρk(ζ ) = a(ζ )k−k0ρk0(ζ )+
k−k0−1
i=0
ϵ(k− i)∆Ta(ζ )ib(ζ )
≤ a(ζ )k−k0ρk0(ζ )+
k−k0−1
i=0
ε
8
a(ζ )ib(ζ )
= a(ζ )k−k0ρk0(ζ )+
1− a(ζ )k−k0
1− a(ζ ) b(ζ )
ε
8
,
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where a(ζ ) = αζ1−βζ , and b(ζ ) = ζ(1−ζ )(1−βζ) . In fact, both a(ζ ) and b(ζ ) are monotonically increasing functions on [0,
1
2(α+β) ], and
a(ζ ) = αζ
1− βζ ≤
α
2(α+β)
1− β2(α+β)
= α
2α + β <
α
2α
= 1
2
,
b(ζ ) ≤
1
2(α+β)
(1− 12(α+β) )(1− β2(α+β) )
= 2(α + β)
(2(α + β)− 1)(2α + β) <
2
2(α + β)− 1 < 2.
Moreover, the first k0 iterations of the pararealWR algorithm can be regarded as k0 corrections. Therefore, it is reasonable
to assume that ρk0(ζ ) ≤ ρ0(ζ ). From (14) we have
e0n = γ (1+ β + · · · + βn−1) = γ
βn − 1
β − 1 ,
ρ0(ζ ) =

n≥0
e0nζ
n =

n≥0
γ
βn − 1
β − 1 ζ
n ≤

n≥0
γ
β − 1
βn − 1
2n(α + β)n ≤

n≥0
γ
β − 1
βn − 1
2nβn
≤ 2γ
β − 1 .
In fact, there exists an integer k1, such that a(ζ )k−k0 < β−14γ ε for any k− k0 > k1. Therefore, for any k > k0+ k1, we have
ρk(ζ ) ≤ β − 14γ ερ0(ζ )+
1
1− a(ζ )b(ζ )
ε
8
<
ε
2
+ ε
2
= ε,
which means the power series of ρk(ζ ) converge uniformly to 0. The corresponding coefficients also converge to 0, and the
result follows. 
4. Discrete parareal WR algorithm
To perform the parareal WR algorithm numerically for system (6), we have to discretize both x and t variables. Before
analyzing the discrete parareal WR algorithm, we employ the following notations.
• The quantity Ukn denotes the approximate vector at the time instant Tn in the kth parareal iteration. Its entry Ukn,j is an
approximation to u(j∆x, Tn), where j = 1, 2, . . . , J−1, and∆x is the step size of the equispaced space grid, with J∆x = l.
• The quantity V (i)m , which is associated with the fine propagator, denotes the approximate vector at the time instant
Tn + mδt , by i iterations of WR on [Tn, Tn+1], with the initial value V (i)0 = Ukn , where i = 1, 2, . . . , k, m = 1, . . . , q¯,
and q¯δt = ∆T . Its entry V (i)m,j is an approximation to u(j∆x, Tn +mδt). The discrete scheme for the WR propagator is
V (i+1)m,j − V (i+1)m−1,j
δt
− V
(i+1)
m,j+1 − 2V (i+1)m,j + V (i+1)m,j−1
∆x2
= f (V (i)m,j), (16)
and the initial guess is V (0)m = Ukn , form = 1, . . . , q¯. The corresponding discrete scheme for system (6) is
Vm,j − Vm−1,j
δt
− Vm,j+1 − 2Vm,j + Vm,j−1
∆x2
= f (Vm,j). (17)
• The quantity Wp, which is associated with the coarse propagator, denotes the approximate vector at the time instant
Tn + p∆t on [Tn, Tn+1], with the initial value W0 = Uk+1n , where p = 1, . . . , q, and q∆t = ∆T . Its entry Wp,j is an
approximation to u(j∆x, Tn + p∆t). The discrete scheme for the coarse propagator is
Wp,j −Wp−1,j
∆t
− Wp,j+1 − 2Wp,j +Wp,j−1
∆x2
= f (Wp−1,j). (18)
Using above notations, we can obtain the scheme for the discrete parareal WR algorithm as follows:
Uk+10 = [u(∆x, 0), u(2∆x, 0), . . . , u((J − 1)∆x, 0)]T
Uk+1n+1 = G(Tn+1, Tn,Uk+1n )+ DWk+1(Tn+1, Tn,Ukn)− G(Tn+1, Tn,Ukn). (19)
In scheme (19), the quantity G(Tn+1, Tn,Uk+1n ) can be obtained from scheme (18) by setting
W0 = Uk+1n , G(Tn+1, Tn,Uk+1n ) = Wq.
The quantity DWk+1(Tn+1, Tn,Ukn) can be obtained from scheme (16) by setting
V0 = Ukn , DWk+1(Tn+1, Tn,Ukn) = V (k+1)q¯ .
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Next, we present two lemmas to show the properties for the coarse and the fine propagator, respectively.
Lemma 4.1. We assume that the derivative of the nonlinear function f is bounded by a constant M; then there exists a norm,
such that the discrete coarse propagator G satisfies
∥G(Tn+1, Tn,U)− G(Tn+1, Tn, V )∥ ≤ (1+ C2∆T )∥U − V∥,
where U, V are vectors in RJ−1, and C2 is a positive constant.
Proof. We only prove the result for the case q = 1, and we have∆t = ∆T . From scheme (18), we have
1
∆T
Wp − 1
∆T
Wp−1 = 1
∆x2
A˜Wp + f (Wp−1),
where
A˜ =

−2 1 0
1 −2 . . .
. . .
. . . 1
0 1 −2
 ∈ R(J−1)×(J−1). (20)
Then
Wp =

I − ∆T
∆x2
A˜
−1
Wp−1 +∆T

I − ∆T
∆x2
A˜
−1
f (Wp−1),
where I is an identity matrix. The coarse propagator can be written as
G(Tn+1, Tn,U) =

I − ∆T
∆x2
A˜
−1
U +∆T

I − ∆T
∆x2
A˜
−1
f (U).
We notice that A˜ is a symmetric negative definite matrix. There exists an orthogonal matrix S, such that
A˜ = STΛ˜S,
where ST denotes the transpose of the matrix S,
Λ˜ =
λ1 0. . .
0 λJ−1
 ∈ R(J−1)×(J−1),
and λ1, . . . , λJ−1 are the eigenvalues of A˜, so λi < 0 for i = 1, . . . , J − 1. Furthermore, we have

I − ∆T
∆x2
A˜
−1
= S

I − ∆T
∆x2
Λ˜
−1
ST = S


1− ∆T
∆x2
λ1
−1
0
. . .
0

1− ∆T
∆x2
λJ−1
−1
 ST.
Obviously,
0 <

1− ∆T
∆x2
λi
−1
< 1,
for i = 1, . . . , J − 1. Therefore, all the eigenvalues of the matrix (I − ∆T
∆x2
A˜)−1 are less than 1. Then, there exists a norm ∥ · ∥,
such that ∥(I − ∆T
∆x2
A˜)−1∥ < 1, and
∥G(Tn+1, Tn,U)− G(Tn+1, Tn, V )∥ ≤


I − ∆T
∆x2
A˜
−1 [(1+M∆T )∥U − V∥]
≤ (1+M∆T )∥U − V∥.
The result follows. 
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In fact, the result in Lemma 4.1 also holds for q ≥ 2. For example, when q = 2 we have∆T = 2∆t . Denote
G˜(U) =

I − ∆t
∆x2
A˜
−1
U +∆t

I − ∆t
∆x2
A˜
−1
f (U),
and we have
∥G(Tn+1, Tn,U)− G(Tn+1, Tn, V )∥ ≤ ∥G˜(G˜(U))− G˜(G˜(V ))∥ ≤ (1+M∆t)∥G˜(U)− G˜(V )∥ ≤ (1+M∆t)2∥U − V∥.
There exists a constant C2, such that (1+M∆t)2 ≤ 1+ C2∆T for small∆T .
Lemma 4.2. Let Sδt(Tn+1, Tn,U) be the approximation at Tn+1 generated by scheme (17), with V0 = U, then
Sδt(Tn+1, Tn,U)− G(Tn+1, Tn,U) = c2(U)∆T 2 + c3(U)∆T 3 + · · · ,
where U ∈ RJ−1, and cj(U) are continuously differentiable, for j = 2, 3, . . ..
Proof. Let S(Tn+1, Tn,U) be the true solution at Tn+1, with the initial value U at Tn, then
Sδt(Tn+1, Tn,U)− G(Tn+1, Tn,U) = Sδt(Tn+1, Tn,U)− S(Tn+1, Tn,U)+ S(Tn+1, Tn,U)− G(Tn+1, Tn,U)
= c¯2(U)∆T 2 + c¯3(U)∆T 3 + · · · + c˜2(U)∆T 2 + c˜3(U)∆T 3 + · · ·
= c2(U)∆T 2 + c3(U)∆T 3 + · · · .
This completes the proof. 
The error estimation for the discrete WR algorithm (16) on the time slice [Tn, Tn+1] can be described by the following
theorem.
Theorem 4.1. For system (6) defined on the time slice [Tn, Tn+1] with the initial function h(x) at Tn, we assume that the
derivative of the nonlinear function f is bounded by a constant M, and denote the discrete sampling of h(x) by h∆ =
[h(∆x), h(2∆x), . . . , h((J − 1)∆x)]T. Then there exists a norm, such that the difference between DWi(Tn+1, Tn, h∆) generated
by scheme (16), and Sδt(Tn+1, Tn, h∆) generated by scheme (17), can be bounded by
∥DWi(Tn+1, Tn, h∆)− Sδt(Tn+1, Tn, h∆)∥ ≤ C¯M iδt i∆T (i+ q¯− 1)(i+ q¯− 2) · · · (i+ 1)
(q¯− 1)! ,
where C¯ is a constant.
Proof. Define ϵ(i)m = V (i)m − Vm, form = 0, 1, . . . , q¯, i = 0, 1, . . .. From (16) and (17), we have
1
δt
ϵ(i+1)m −
1
δt
ϵ
(i+1)
m−1 =
1
∆x2
A˜ϵ(i+1)m + f (V (i)m )− f (Vm),
where the matrix A˜ is defined in (20), and satisfies ∥(I − δt
∆x2
A˜)−1∥ < 1. Because
ϵ(i+1)m =

I − δt
∆x2
A˜
−1
ϵ
(i+1)
m−1 + δt

I − δt
∆x2
A˜
−1
[f (V (i)m )− f (Vm)],
then
∥ϵ(i+1)m ∥ ≤


I − δt
∆x2
A˜
−1 ∥ϵ(i+1)m−1 ∥ +Mδt


I − δt
∆x2
A˜
−1 ∥ϵ(i)m ∥
≤ ∥ϵ(i+1)m−1 ∥ +Mδt∥ϵ(i)m ∥,
with the estimation for the initial guess
∥ϵ(0)m ∥ = ∥h∆ − Vm∥ ≤ C¯∆T .
We consider the recurrence relations
e¯(i+1)m = e¯(i+1)m−1 +Mδte¯(i)m , e¯(0)m = ∥ϵ(0)m ∥. (21)
It is easy to check that the quantity e¯(i+1)m is an upper bound on ∥ϵ(i+1)m ∥. The relations (21) can be rewritten as
e¯(i+1)1
e¯(i+1)2
...
e¯(i+1)q¯
 =

0 0
1 0
. . .
. . .
0 1 0


e¯(i+1)1
e¯(i+1)2
...
e¯(i+1)q¯
+Mδt

e¯(i)1
e¯(i)2
...
e¯(i)q¯
 . (22)
4256 J. Liu, Y.-L. Jiang / Journal of Computational and Applied Mathematics 236 (2012) 4245–4263
We denote E⃗(i) = (e¯(i)1 , . . . , e¯(i)q¯ )T, and
D =

0 0
1 0
. . .
. . .
0 1 0

q¯×q¯
,
then Eq. (22) can be rewritten as
E⃗(i+1) = DE⃗(i+1) +MδtE⃗(i).
Solving for E⃗(i), we obtain
E⃗(i) = (Mδt)i(I − D)−iE⃗(0),
where I is an identity matrix of size q¯× q¯, and
(I − D)−1 =

1 0
1 1
...
. . .
. . .
1 · · · 1 1
 , (I − D)−i =

1 0
C1i 1
C2i+1 C
1
i
. . .
...
. . .
. . .
. . .
C q¯−1i+q¯−2 · · · C2i+1 C1i 1
 ,
with
C ji =

i
j

. (23)
Obviously, the last entry e¯(i)q¯ of E⃗
(i) satisfies
e¯(i)q¯ ≤ (Mδt)i(1+ C1i + C2i+1 + · · · + C q¯−1i+q¯−2) max1≤j≤q¯ e¯
(0)
j
= (Mδt)iC q¯−1i+q¯−1 max1≤j≤q¯ ∥h∆ − Vj∥
= C¯∆T (Mδt)iC q¯−1i+q¯−1
≤ C¯M iδt i∆T (i+ q¯− 1)(i+ q¯− 2) · · · (i+ 1)
(q¯− 1)! .
The result follows. 
Based on Lemmas 4.1 and 4.2 and Theorem 4.1, the error estimation for the discrete parareal WR algorithm (19) is
included in the following theorem.
Theorem 4.2. For system (6), we assume that the derivative of the nonlinear function f is bounded by a constant M; then the
discrete pararealWR algorithm (19) converges to the fine approximation of system (6) generated by (17), with the error estimation
∥Un − Ukn∥ ≤
C3eC2Tn−k−1
C1
(C1Tn∆T )k+1
(k+ 1)! + C¯∆T
k
k−1
i=0
eC2Tn−i−1
q¯−1
j=1
(k− i+ j)
q¯k−i(q¯− 1)!
C i1M
k−iT i+1n
(i+ 1)! (24)
where C1, C2 are from Lemmas 4.1 and 4.2, and C3, C¯ are constants.
Proof. From scheme (19) we have
Un+1 − Uk+1n+1 = Sδt(Tn+1, Tn,Un)− G(Tn+1, Tn,Uk+1n )− DWk+1(Tn+1, Tn,Ukn)+ G(Tn+1, Tn,Ukn)
= [Sδt(Tn+1, Tn,Un)− G(Tn+1, Tn,Un)+ G(Tn+1, Tn,Ukn)− Sδt(Tn+1, Tn,Ukn)]
+ [Sδt(Tn+1, Tn,Ukn)− DWk+1(Tn+1, Tn,Ukn)] + [G(Tn+1, Tn,Un)− G(Tn+1, Tn,Uk+1n )].
By Lemmas 4.1 and 4.2, we have
∥Un+1 − Uk+1n+1∥ ≤ C1∆T 2∥Un − Ukn∥ + ε(k+ 1)∆T + (1+ C2∆T )∥Un − Uk+1n ∥,
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where
ε(k) = C¯Mkδtk (k+ q¯− 1)(k+ q¯− 2) · · · (k+ 1)
(q¯− 1)! .
Similar to the proof of Theorem 3.1, we have
∥Un − Ukn∥ ≤
C3eC2Tn−k−1
C1
(C1Tn∆T )k+1
(k+ 1)! + C¯∆T
k
k−1
i=0
eC2Tn−i−1
q¯−1
j=1
(k− i+ j)
q¯k−i(q¯− 1)!
C i1M
k−iT i+1n
(i+ 1)! .
This completes the proof. 
5. The balance of the two kinds of iterations
The parareal WR algorithm involves two iterative processes, parareal and WR. The two processes usually converge at
different rates, the parallel efficiency will be slowed down by the worse one. In this section we show a simple strategy for
choosing the time step of the coarse propagator to balance the two iterative processes, by the following linear ODEs,du(t)
dt
= 1
∆x2
A˜u(t)+ Lu(t), 0 < t < T ,
u(0) = U0 ∈ RJ−1,
(25)
where the matrix A˜ is defined in (20), and L is a constant.
We divide [0, T ] into N time slices with a uniform length∆T , and on each time slice [Tn, Tn+1] perform the followingWR
scheme,du
(i+1)
n (t)
dt
= 1
∆x2
A˜u(i+1)n (t)+ Lu(i)n (t), Tn < t < Tn+1,
u(i+1)n (0) = Un.
(26)
The fine propagator is generated by scheme (17) for system (26), and the coarse propagator is generated by scheme (18) for
system (25).
Similar to the proof of Theorem 3.1, we can obtain the recurrence relations as follows
eˆk+1n+1 = αeˆkn + β eˆk+1n + εn(k+ 1)∆T , eˆ0n+1 = γ + β eˆ0n, (27)
where eˆkn is an upper bound on the error at Tn caused by the parareal WR algorithm for system (25), and εn(k+ 1) denotes
the upper bound on the error caused by (k+ 1) iterations of discrete WR on [Tn, Tn+1]. The relations (27) have the compact
form 
eˆk+11
eˆk+12
...
eˆk+1N
 =

1 0
−β 1
. . .
. . .
0 −β 1

−1 

0 0
α 0
. . .
. . .
0 α 0


eˆk1
eˆk2
...
eˆkN
+

ε1(k+ 1)
ε2(k+ 1)
...
εN(k+ 1)

 . (28)
We first investigate the convergence factor of the discrete WR for system (25) on [Tn, Tn+1], which is generated by
V (i+1)m+1 − V (i+1)m
δt
= 1
∆x2
A˜V (i+1)m+1 + LV (i)m+1, m = 0, 1, . . . , q¯− 1, (29)
and the discrete scheme for system (25) on the same fine time grid is
Vm+1 − Vm
δt
= 1
∆x2
A˜Vm+1 + LVm+1. (30)
We define ϵ(i)m+1 = V (i)m+1 − Vm+1. From (29) and (30) we have
ϵ
(i+1)
m+1 =

I − δt
∆x2
A˜
−1
ϵ(i+1)m + Lδt

I − δt
∆x2
A˜
−1
ϵ
(i)
m+1,
and
∥ϵ(i+1)m+1 ∥∞ ≤


I − δt
∆x2
A˜
−1∞ ∥ϵ(i+1)m ∥∞ + Lδt


I − δt
∆x2
A˜
−1∞ ∥ϵ(i)m+1∥∞.
4258 J. Liu, Y.-L. Jiang / Journal of Computational and Applied Mathematics 236 (2012) 4245–4263
We denote a0 = ∥(I − δt∆x2 A˜)−1∥∞. In fact, a large number of numerical tests support a0 ≤ 1, where most of the values of a0
are very close to 1 or even equal to 1. Then we have
∥ϵ(i+1)m+1 ∥∞ ≤ ∥ϵ(i+1)m ∥∞ + Lδt∥ϵ(i)m+1∥∞.
We employ the following recurrence relations
e˜(i+1)m+1 = e˜(i+1)m + Lδte˜(i)m+1, e˜(0)m = ∥ϵ(0)m ∥∞,
and their compact form
e˜(i+1)1
e˜(i+1)2
...
e˜(i+1)q¯
 =

0 0
1 0
. . .
. . .
0 1 0


e˜(i+1)1
e˜(i+1)2
...
e˜(i+1)q¯
+ Lδt

e˜(i)1
e˜(i)2
...
e˜(i)q¯
 ,
where e˜(i)m is an upper bound for ∥ϵ(i+1)m ∥∞. Furthermore, we can obtain
e˜(i)1
e˜(i)2
...
...
e˜(i)q¯
 = (Lδt)
i

1 0
C1i 1
C2i+1 C
1
i
. . .
...
. . .
. . .
. . .
C q¯−1i+q¯−2 · · · C2i+1 C1i 1


e˜(0)1
e˜(0)2
...
...
e˜(0)q¯
 ,
where the C ji are defined according to (23). From the above equations we have
e˜(i)q¯ ≤ (Lδt)iC q¯−1i+q¯−1 max1≤j≤q¯ e˜
(0)
q¯ ,
e˜(i+1)q¯ ≤ (Lδt)i+1C q¯−1i+q¯ max1≤j≤q¯ e˜
(0)
q¯ = Lδt
i+ q¯
i+ 1 (Lδt)
iC q¯−1i+q¯−1 max1≤j≤q¯
e˜(0)q¯ .
Therefore, the relationship between ε(k+ 1) and ε(k) in (28) can be described approximately by
ε(k+ 1) ≈ Lδt k+ q¯
k+ 1ε(k). (31)
Now, we consider the factor α in (28), which describes the truncation error of the coarse propagator. The coarse
propagation for system (25) on each time slice [Tn, Tn+1] is generated by
Wp+1 −Wp
∆t
= 1
∆x2
A˜Wp+1 + LWp, p = 0, 1, . . . , q− 1,
which leads to
Wp+1 = (1+ L∆t)

I − ∆t
∆x2
A˜
−1
Wp.
Then the coarse propagation can be written as
G(Tn+1, Tn,U) =

(1+ L∆t)

I − ∆t
∆x2
A˜
−1q
U .
Likewise, the fine discretization of system (25) is
Vm+1 − Vm
δt
= 1
∆x2
A˜Vm+1 + LVm+1, m = 0, 1, . . . , q¯− 1,
and the discrete counterpart of the true solution at Tn+1 can be written as
Sδt(Tn+1, Tn,U) =

(1− Lδt)I − δt
∆x2
A˜
−q¯
U .
Therefore, the factor α can be estimated by

(1− Lδt)I − δt
∆x2
A˜
−q¯
−

(1+ L∆t)

I − ∆t
∆x2
A˜
−1q∞ .
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According to the relations (28), the parareal iteration and theWR iteration can be balanced, if wemake the factor α equal
to the factor Lδt k+q¯k+1 . It means that we can find a proper∆t by the following equation,

(1− Lδt)I − δt
∆x2
A˜
−q¯
−

(1+ L∆t)

I − ∆t
∆x2
A˜
−1q∞ = Lδt
k+ q¯
k+ 1 . (32)
In practice, we have several other considerationswhen choosing the values for∆t (or for q). For example, too small values
of∆t will introduce too much computational cost for the coarse propagations, while too big values of∆t will lead to many
parareal iterations. Therefore, the value for∆t by (32) can be seen as a feasible choice, and we can adjust the value properly,
if the∆t is too big or too small.
6. Parallel efficiency
There are two kinds of parallel fashions for the classical parareal algorithm, serial parareal and pipeline parareal; see [19].
Similar to the analysis for parallel efficiency shown in [19,20], we assume that the cost of information transmission and data
storage are negligible, and adopt the following notations.
• T is the length of time domain.
• ∆T is the length of each time slice.
• ∆t is the time increment for the coarse propagator.
• δt is the time increment for the fine propagator.
• N is the number of time slices on [0, T ], i.e., T = N∆T .
• q is the number of time steps for each coarse propagation.
• q¯ is the number of time steps for each fine propagation.
• τG is the cost of the numerical method at each time step in the coarse propagation.• τF is the cost of the numerical method at each time step in the fine propagation.• k is the iteration number for the parareal WR algorithm.
First, we suppose that enough processors are available, and each fine propagation in the kth parareal iteration is
implemented by k processors. The total cost for the initial step and k iterations of parareal WR algorithm in the pipelined
fashion is
NqτG + (qτG + q¯τF )+ (qτG + (q¯+ 1)τF )+ · · · + (qτG + (q¯+ k− 1)τF ) = (k+ N)qτG + kq¯τF + k(k− 1)2 τF .
The time cost of applying windowing WR serially for system (6) is kNq¯τF . The speedup for parareal WR is
S = kNq¯τF
(k+ N)qτG + kq¯τF + k(k−1)2 τF
.
If we further assume that τG = τF , the speedup will be
S = kNq¯
(k+ N)q+ kq¯+ k(k−1)2
,
and the parallel efficiency is
E = S
kN
= q¯
(k+ N)q+ kq¯+ k(k−1)2
, (33)
which is almost the same as that of the classical parareal algorithm. However, many processors do not work in the first
several parareal iterations.
Now, we suppose that each fine propagation in the kth parareal iteration is implemented by one processor. The total cost
for the initial step and k iterations of parareal WR algorithm is
NqτG + (qτG + q¯τF )+ (qτG + 2q¯τF )+ · · · + (qτG + kq¯τF ) = (k+ N)qτG + k(k+ 1)2 q¯τF .
The corresponding speedup for parareal WR with the assumption τG = τF is
S¯ = kNq¯
(k+ N)q+ k(k+1)2 q¯
,
and the parallel efficiency is
E¯ = S¯
N
= q¯
(k+N)
k q+ (k+1)2 q¯
, (34)
which is much better than the efficiency in (33).
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Table 1
The errors and the running time of the parareal WR algorithm and the corresponding WR algorithm for system (35), with q = 2, q¯ = 1000 and J = 100.
k k = 1 k = 2 k = 3 k = 4 k = 5 k = 6
Time 3CPU 14.52 42.44 84.44 140.32 210.28 294.57
of 6CPU 5.73 17.03 33.87 56.25 84.25 117.84
parareal 11CPU 2.98 8.77 17.45 28.77 43.10 60.04
WR 21CPU 1.72 6.42 8.74 14.54 21.74 30.12
(s) 41CPU 0.98 2.42 4.51 7.38 10.99 15.24
Parareal WR error 1.88e−002 5.70e−004 2.52e−005 1.17e−006 1.48e−007 2.03e−008
k k = 7 k = 8 k = 9 k = 10 k = 11 k = 12
Time 3CPU 392.14 504.18 630.24 771.26 924.65 1091.13
of 6CPU 157.13 201.65 251.99 307.98 369.32 436.06
parareal 11CPU 80.01 102.73 129.32 156.81 188.12 223.73
WR 21CPU 40.04 51.37 64.54 78.29 93.84 110.84
(s) 41CPU 20.39 25.94 32.42 39.33 47.20 55.64
Parareal WR error 2.74e−009 3.87e−010 5.56e−011 7.86e−012 1.10e−012 1.63e−013
k k = 1 k = 2 k = 3 k = 4 k = 5 k = 6
Time of WR (s) 28.60 56.51 85.05 113.42 141.14 169.40
WR error 4.41e−003 3.67e−005 3.02e−007 2.43e−009 1.91e−011 1.43e−013
For different arrangements for the processors employed to implement the parareal WR algorithm, the resulting parallel
efficiencies are usually greater than E, and less than E¯. Moreover, we will see from the numerical results in the next section
that, the parareal WR algorithm costs much less running time than the corresponding WR algorithm on massively parallel
computers.
7. Numerical experiments
In this section, we take the following one-dimensional parabolic PDE as an example to carry out the parareal WR
algorithm,
∂u
∂t
− ∂
2u
∂x2
= e u10+10u , 0 < x < 1, 0 < t < 1,
u(0, t) = u(1, t) = 0, 0 ≤ t ≤ 1,
u(x, 0) = sinπx, 0 ≤ x ≤ 1.
(35)
The time domain [0, 1] is divided into 40 time slices. The following scheme for WR is employed on each time slice,
∂u(k+1)
∂t
− ∂
2u(k+1)
∂x2
= e u
(k)
10+10u(k) , 0 < x < 1, Tn < t < Tn+1,
u(k+1)(0, t) = u(k+1)(1, t) = 0, Tn ≤ t ≤ Tn+1,
u(k+1)(x, 0) = Ukn(x), 0 ≤ x ≤ 1.
(36)
For the coarse propagator, we take scheme (18) for system (35) on each time slice, with q = 2 and J = 100. For the fine
propagator, we take scheme (17) for system (36), with q¯ = 1000 and J = 100. For the referee solution, we take scheme
(17), with enough WR iterations and the parameters q¯ = 1000 and J = 100, for system (36) on one time slice after another
sequentially. Let Ukn,j be the approximation by the parareal WR algorithm to u(j∆x, n∆T ), and Un,j be the referee solution at
the point (j∆x, n∆T ). The resulting error is measured by max1≤n≤40,1≤j≤99 |Ukn,j−Un,j|. All algorithms are implemented in C
andMPI on TYAN FX71 AMDOpteron. This multi-core computer has 6 chips, and each chip has two quad-core AMDOpteron
2350, which run at frequencies exceeding 2000 MHz. It means that up to 48 cores are available during computation.
In this paper, we concentrate on the parallelism on time domain. In detail, we employ Np processors, including one
master processor and Np − 1 slave processors, to implement the parareal WR algorithm for system (35). In each parareal
iteration, the G propagations are carried out by the master processor, and theWk propagations including k iterations of WR
are computed by the slave processors. For example, if Np = 21, each processor computes twoWk propagations during each
parareal iteration; if Np = 41, each processor computes oneWk propagation during each parareal iteration.
The error and the running time, for the parareal WR algorithm with different number of processors, are recorded in
Table 1. Fig. 1 displays the convergence behavior of the parareal WR algorithm and the corresponding theoretical upper
bound on errors, where the theoretical bound is shown in (24), with the estimated parameters C1 = 50.88, C2 = 0.1,
C3 = 14.20, C¯ = 7.46,M = 0.1. In order to show the effectiveness of the pararealWR algorithm,we perform thewindowing
WR algorithm with the same parameters as in theWk propagation, and the result are also shown in Table 1. It can be found
that the parareal WR algorithm with such parameters converges more slowly than the corresponding WR algorithm. Next,
we show two strategies to improve the parallel efficiency of the parareal WR algorithm.
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Fig. 1. The convergence of the parareal WR algorithm for system (35): the observed error and theoretical superlinear bound, with q = 2, q¯ = 1000 and
J = 100.
Table 2
The error and the running time of the parareal WR algorithm, with q = 2, q¯ = 1000 and J = 100, where 1+ ⌊k/2⌋ iterations of WR are carried out in the
kth parareal iteration.
k k = 1 k = 2 k = 3 k = 4 k = 5 k = 6
Time 3CPU 14.17 42.42 70.53 112.69 154.72 210.70
of 6CPU 5.73 17.04 28.29 45.14 61.96 84.31
parareal 11CPU 2.98 8.80 14.55 23.12 31.93 43.07
WR 21CPU 1.56 4.46 7.35 11.57 15.87 21.46
(s) 41CPU 0.92 2.38 3.84 6.08 8.21 11.10
Parareal WR error 1.88e−002 5.70e−004 2.52e−005 1.16e−006 1.49e−007 2.05e−008
k k = 7 k = 8 k = 9 k = 10 k = 11 k = 12
Time 3CPU 266.74 336.66 406.94 490.63 574.68 672.60
of 6CPU 106.71 134.85 162.68 196.27 229.88 269.03
parareal 11CPU 54.58 68.80 83.00 100.23 117.16 137.14
WR 21CPU 27.15 34.21 41.29 49.68 58.23 68.01
(s) 41CPU 14.01 17.62 21.21 25.52 29.82 34.83
Parareal WR error 2.75e−009 3.89e−010 5.59e−011 7.90e−012 1.11e−012 1.64e−013
Table 3
The error and the running time of the parareal WR algorithm, with q = 2, q¯ = 1000 and J = 100, where 1+ ⌊k/3⌋ iterations of WR are carried out in the
kth parareal iteration.
k k = 1 k = 2 k = 3 k = 4 k = 5 k = 6
Time 3CPU 14.16 28.44 56.41 84.49 112.50 154.74
of 6CPU 5.72 11.46 22.68 33.89 45.10 61.89
parareal 11CPU 3.00 5.98 11.66 17.55 23.18 31.80
WR 21CPU 1.56 3.06 5.94 8.79 11.70 16.01
(s) 41CPU 0.84 1.64 3.17 4.60 6.09 8.32
Parareal WR error 1.88e−002 5.70e−004 1.99e−004 8.38e−006 4.22e−007 9.18e−008
k k = 7 k = 8 k = 9 k = 10 k = 11 k = 12
Time 3CPU 196.52 238.70 294.36 350.24 406.51 476.02
of 6CPU 78.68 95.45 117.78 140.15 162.53 190.50
parareal 11CPU 40.44 48.97 60.37 71.92 83.34 97.60
WR 21CPU 20.35 24.62 30.53 35.98 42.01 48.83
(s) 41CPU 10.54 12.64 15.51 18.45 21.32 24.88
Parareal WR error 4.25e−009 3.39e−010 4.64e−011 5.24e−012 6.65e−013 1.57e−013
First, we reduce the iteration number of WR in each parareal iteration. For example, if we take 1+ ⌊k/2⌋WR iterations
in the kth parareal iteration, where ⌊a⌋ denotes the integer part of a, the resulting running time and the error are recorded
in Table 2. We can see that, the tiny modification really saves much running time, and almost preserves the accuracy.
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Fig. 2. Relationships between the errors and the iteration number of pararealWRalgorithm (left). Relationships between the running time and the iteration
number (right).
Table 4
The error and the running time of the parareal WR algorithm, with q = 20, q¯ = 1000 and J = 100, where k iterations of WR are carried out in the kth
parareal iteration.
k k = 1 k = 2 k = 3 k = 4 k = 5 k = 6
Time 3CPU 15.13 43.65 86.05 142.33 212.63 297.01
of 6CPU 6.72 18.45 35.70 58.59 87.01 121.05
parareal 11CPU 3.68 10.07 19.15 30.87 45.60 62.34
WR 21CPU 2.42 7.72 10.44 16.64 24.24 32.42
(s) 41CPU 1.68 3.72 6.21 9.48 13.49 17.54
Parareal WR error 1.93e−003 1.82e−004 6.86e−007 3.12e−009 2.41e−011 3.51e−013
Fig. 3. The convergence of the parareal WR algorithm for system (35): the observed error and theoretical superlinear bound, with q = 20, q¯ = 1000 and
J = 100.
Furthermore, if we take 1 + ⌊k/3⌋ WR iterations in the kth parareal iteration, the running time and the error are shown
in Table 3. The results for the three parareal WR algorithms with 41 processors are compared in Fig. 2.
Second, we can improve the convergence of the parareal process, by increasing the value of q. Let q = 20 and keep other
parameters, the resulting errors and the running time are shown in Table 4. Fig. 3 displays the convergence behavior of
the parareal WR algorithm and the corresponding theoretical upper bound (24) on errors, with the estimated parameters
C1 = 5.14, C2 = 0.1, C3 = 1.45, C¯ = 7.46,M = 0.1.
J. Liu, Y.-L. Jiang / Journal of Computational and Applied Mathematics 236 (2012) 4245–4263 4263
8. Conclusion and future work
The parareal and a kind of WR techniques have been combined to develop a new parallel algorithm, which could be
carried out in parallel in two different directions. Sharp bounds on errors were presented, which indicate the approximately
superlinear convergence for the new algorithm on bounded time domain. The convergence of the pararealWR algorithm on
unbounded time domain has also been analyzed. In point of view of the parallel efficiency, the new approach was superior
to the classical parareal algorithm. Meanwhile, we observed by numerical experiments that much less running time was
needed on a massively parallel computer, than the correspondingWR algorithm, to achieve the desired accuracy. However,
it would worth for us to further consider some correction methods to promote the efficiency on the combination of the two
different parallel approaches.
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