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We are entering a new age in the evolution of computer systems, in which pervasive
computing technologies seamlessly interact with human users. These technologies serve
people in their everyday lives at home and work by functioning invisibly in the back-
ground, creating a smart environment around them. For example, this could be an
intelligent building or a smart traﬃc control system. Now, since such smart environ-
ments need information about their surroundings to function eﬀectively, they rely ﬁrst
and foremost on sensory data from the real world. More accurately, this data is typically
provided by wireless sensor networks, which are networks of small, autonomous sensor
devices.
The advantages of wireless sensor networks, such as ﬂexibility, low cost and ease of
deployment, have ensured they have gained signiﬁcant attention from both researchers
and manufacturers. However, due to the limited resource constraints of such sensors
(e.g. hardware limitations, low computational capacity, or limited energy budget), there
are still a number of signiﬁcant and speciﬁc research challenges to be addressed in this
domain.
To overcome these challenges, we believe an eﬃcient solution for long–term information
collection in wireless sensor network should be able to fulﬁll the following requirements:
(i) adaptivity to environmental changes; (ii) robustness and ﬂexibility; (iii) computa-
tional feasibility; and (iv) limited use of communication. In more detail, wireless sensor
networks are typically deployed in dynamic environments, we must take environmental
changes into account, and thus, it must be able to adapt to those changes. Furthermore,
since future changes of the environment are typically unknown a priori, we cannot ac-
curately predict these changes. Thus, in order to eﬃciently adapt to the environment,
a good solution must be on–line, so that it can quickly react to environmental changes.
Besides, we must be aware of topological and physical changes (e.g. node or communica-
tion failures) as well. Finally, due to the limited resources of the sensors, communication
and computational cost should not be signiﬁcant, compared to the size of the network.
Previous work of information collection in wireless sensor networks has typically focused
on optimising data sampling, routing, information valuation and energy managementiv
in order to achieve eﬃcient information collection. However, it usually fail to provide
all of the aforementioned requirements. Speciﬁcally, existing solutions are typically not
designed for long–term operation, since they cannot adapt to environmental changes.
That is, they do not have the ability of modifying their behaviour so that they could
eﬃciently adapt to the new characteristics of the environment. Other algorithms follow
the concept of centralised control mechanism (i.e. a central unit is responsible for all
the calculations and decision making). These solutions, however, are not robust and
ﬂexible, since the central unit may represent a computational bottleneck.
Against this background, this transfer report focuses on the challenge of developing
decentralised adaptive on–line algorithms for eﬃcient long–term information collection
in the wireless sensor network domain. In particular, we focus on developing energy
management and information–centric data routing policies that adapt their behaviour
according to the energy that is harvested, in order to achieve eﬃcient performance. In
so doing, we introduce two new energy management techniques, based on multi–armed
bandit learning, that allow each sensor to adaptively allocate its energy budget across
the tasks of data sampling, receiving and transmitting. These approaches are devised
in order to deal with the following diﬀerent situations: (i) when the sensors can harvest
energy from the environment; and (ii) when energy harvesting from the environment is
not possible. By using this approaches, each sensor can learn the optimal energy budget
settings that gives it eﬃcient information collection in the long run. In addition, we
propose a novel decentralised algorithm for information–centric routing.
In more detail, we ﬁrst tackle the energy management problem with energy–harvesting
sensors from the multi–armed bandit perspective. That is, we reduce the energy manage-
ment problem to a non–stochastic multi–armed bandit model. Then through extensive
simulations, we demonstrate that the performance of this approach outperforms other
state–of–the–art non–learning algorithms. For the case of energy management with non–
harvesting sensors, we show that existing multi–armed bandit models are not suitable
for modelling this problem. Given this, we introduce a new bandit model, the budgeted
multi–armed bandit with pulling cost, in order to eﬃciently tackle the energy man-
agement problem. Following this, we propose an ǫ–ﬁrst approach for this new bandit
problem, in which the ﬁrst ǫ portion of the total budget is allocated to exploration (i.e.
learning which actions are the most eﬃcient). Finally, for the routing, we introduce
an information–centric routing problem, the maximal information throughput routing
problem. Existing routing algorithms, however, are not suitable to solve this problem.
Thus, we devise a simple, but proveably optimal decentralised algorithm, that maximises
the information throughput in the network.Contents
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Introduction
Due to their ﬂexibility, low cost and ease of deployment, networks of wireless sensors are
being widely used in a wide variety of applications ranging from environmental, habitat
and traﬃc monitoring, to object tracking and military ﬁeld observations [Chong and
Kumar, 2003; Merrett, 2008; Rogers et al., 2009; Romer and Mattern, 2004]. Speciﬁ-
cally, in this context, a wireless sensor network (WSN) is viewed as a network of small,
densely deployed, spatially decentralised autonomous sensor devices (referred to here-
after as “nodes”) communicating through a wireless communication network, whose
task is monitoring physical or environmental conditions (including, but not limited to,
the following: temperature, sound, vibration, pressure, seismic, infrared, magnetic and
motion information) [Baldus et al., 2004; Juang et al., 2002; Simon et al., 2004].
In WSNs, each wireless sensor node is typically equipped with a sensing module for
sensing data from the surrounding environment, a radio transceiver module for wireless
communication, a small microcontroller as the processing unit, an external memory
for data storage and a limited energy source (usually a battery). The size of a single
sensor node can vary from the size of a shoe box to the size of a coin (see Figure 1.1).
Furthermore, their cost is similarly variable, ranging from hundreds of pounds to a few
pence, constrained by parameters such as size, energy, memory, computational speed and
communication bandwidth required of individual nodes [Romer and Mattern, 2004].
These networks are typically deployed for collecting information from a heterogeneous
(i.e. the environmental characteristics may vary over space) and dynamically changing
(i.e. the characteristics may vary over time) environment, and are typically required to
operate over an extended period of time (covering months or even years). The collected
information is typically forwarded to a base station (BS) (also referred to as a sink or
gateway), using single-hop (i.e. sensors directly send data to the BS) or multi-hop (i.e.
data is forwarded towards the BS via relay nodes) routing paths. In most cases, the
BS is a specialised node that has signiﬁcantly more power than the ordinary ones and,
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Figure 1.1: Wireless sensor nodes.
depending on the WSN application, there can be more than one of them in the WSN
(see Figure 1.2). Information that arrives at the BS is then processed or transmitted
outside the sensor network to end-users for further analysis, fulﬁlling the goals of the
WSN deployment. Given this, in this report, we focus in particular on the challenges
associated with eﬃcient long-term information collection in WSNs. That is, we aim
to maximise the total information value collected and delivered to the BS in a given
extended time interval of operation, or over the entire lifetime of the network.
Now, to eﬃciently control the information collection in the network, a protocol is needed
to dictate the actions of the sensor nodes [Kho, 2009]. Such protocols fall into two broad
categories: namely centralised and decentralised. In the former, a single controller re-
ceives information from all the nodes, and then determines the actions of each node indi-
cating how they should sample, receive, forward, and route data. Within this approach,
however, the central controller is required to perform a large number of computations in
order to ﬁnd each node’s optimal actions. Thus, it could represent a signiﬁcant compu-
tational bottleneck, especially in the case of large network size. Furthermore, since the
controller needs to collect all the information from the nodes, there typically is a delay
1Taken from link http://www.npl.co.uk/server.php?show=ConWebDoc.289;
2Taken from link http://amp.osu.edu/news/article.cfm?ID=4576;
3Taken from link http://www.intelligent-systems.info/biofeedback/biofeedback.htm;
4Taken from link http://amp.osu.edu/news/article.cfm?ID=4576.







Figure 1.2: Typical wireless sensor network.
in time before it can start determining the nodes’ actions. Given this, the centralised
approach cannot respond well to the environmental changes, and thus, it suﬀers from a
lack of ability to eﬃciently adapt to those changes. In contrast, in decentralised control
regimes such a central controller does not exist. Instead, the nodes are autonomous
and each decides its individual actions based on its own local state and observations,
and those of its neighbouring nodes. Thus, such aforementioned disadvantages disap-
pear within the decentralised control regime [Boukerche, 2008; Wagner and Wattenhofer,
2007]. Therefore, in this report, we focus on decentralised control mechanism for WSNs.
The decentralised approach, however, has several additional challenges. Speciﬁcally, to
achieve system-wide goals, the nodes must typically coordinate their actions with their
neighbours (e.g. to forward data or to track objects). In addition, since the nodes typi-
cally operate in a dynamically changing environment, they must be able to autonomously
adapt their behaviour to environmental changes, in order to achieve long-term global
goals (e.g. maximal data collection or optimal coverage). Such issues naturally lend
themselves to a multi-agent system (MAS) perspective [Lesser et al., 2003; Rogers et al.,4 Chapter 1 Introduction
2009], in which each sensor is represented by an agent, which autonomously and coop-
eratively acts, in order to achieve system-wide objectives [Jennings, 2001].
However, the exact mapping between a WSN and a MAS is often non–trivial. In par-
ticular, MAS do not typically address physical resource constraints such as the compu-
tational, communication and energy limits of the agents (i.e. nodes); whereas WSNs
are heavily resource constrained (i.e. low energy capacity, size and computational con-
straints) [Akyildiz et al., 2002; Rogers et al., 2009]. Thus, there are a number of signiﬁ-
cant and speciﬁc research challenges to be addressed. These include, but are not limited
to, the following: hardware challenges (e.g. cost and size of sensor nodes), time synchro-
nisation, lossy wireless communication, node failures, energy eﬃciency, and information
processing [Chong and Kumar, 2003; Stankovic, 2004].
To overcome these shortcomings, researchers have proposed a number of solutions from
diﬀerent perpectives, in order to achieve eﬃcient information collection in WSNs.
From the perspective of sampling, adaptive data sampling policies have been advocated
as the way to achieve accurate estimates of the environmental conditions, while minimis-
ing redundant sampling of the environment [Jain and Chang, 2004; Kho et al., 2009a;
Padhy et al., 2006; Willett et al., 2004]. In particular, adaptive sampling policies often
include sets of rules that control a node’s sampling rate (i.e. how often a node is required
to collect data by sampling during a particular time interval) and sampling scheduling
(i.e. when a node is required to sample). The advantage of adaptive sampling is that it
can eﬃciently deal with the environmental changes by adaptively changing the sampling
rate, and thus, is capable of achieving good performance in the long–term. Given this,
we aim to use an eﬃcient adaptive method for data sampling in this report.
Within the routing context, researchers have developed information-centric routing pro-
tocols for forwarding data. These routing techniques are usually aimed at maintaining a
high throughput (i.e. rate of successful message delivery) of information towards the BS
during the operation of the network. In particular, a data forwarding policy determines
actions that an agent can use to forward data towards the BS, namely (i) transmitting
(i.e. which data packets the agent should choose to transmit, and to which node), and
(ii) receiving (i.e. how many packets an agent is required to receive from the other
agents during a transmission period) tasks. Here, data packets can be considered as
units of data with the same size. In addition, since it is generally accepted that the
energy consumption of the communication module is the most signiﬁcant drain on the
sensor node’s energy resources, communicating trivial or redundant data across a net-
work constitutes a waste of resources [Anastasi et al., 2004; Mathur et al., 2006]. Thus,
to achieve a better performance in data collection, it is necessary to consider the useful-
ness of data to the end-user by deﬁning diﬀerent levels of importance of information (i.e.
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[Deb et al., 2003; Merrett, 2008]. In so doing, information content valuation techniques
are typically used to calculate the importance of data [Frieden, 2004; Kho, 2009; Krause
et al., 2006]. In particular, an information value metric, such as Fisher information or
mutual information is used to determine the level of importance of information. Given
this, information-centric routing methods give more support to the delivery of important
data (i.e. data with higher information value), and are only concerned with the less im-
portant data (i.e. data with lower information value) when resources allow. Therefore,
they can maximise the total information value delivered to the BS. Thus, in this report,
we also pursue an information-centric approach for routing.
From the perspective of energy management, such solutions are commonly said to be
energy-aware [Chandrakasan et al., 2002; Raghunathan et al., 2002; Stankovic, 2004].
That is, it is necessary to eﬃciently manage the energy consumption of the agents.
Otherwise, rapid battery depletion may lead to insuﬃcient data collection from the net-
work. In particular, a WSN with a longer lifetime typically increases the amount of
information collected by the network. Recently, however, a number of research works
have proposed energy harvesting sensors, which have the capability of scavenging ambi-
ent energy from their surrounding environment, using solar, vibration, temperature, and
radioactive sources [Beeby et al., 2006; Merrett, 2008; Roundy et al., 2004; Torah et al.,
2008; Zhang et al., 2004]. Within such applications, sensor agents typically seek to com-
ply with the concept of energy–neutrality, in which the energy consumption of a node
should be equal to the harvested energy [Kansal and Srivastava, 2003; Kho et al., 2009a;
Vigorito et al., 2007]. The advantage of such approaches is that agents can indeﬁnitely
extend their life span, which is especially important when information collection has to
operate over a prolonged period of time. Since the focus of this report is on the eﬃciency
of long–term performance, we use sensors with rechargeable batteries. Furthermore, in
our work, these sensor agents follow the concept of energy–neutrality.
In addition, since WSNs have to operate over an extended period of time, within dynamic
environments, it is necessary for the agents to adapt to environmental changes, in order
to achieve eﬃcient long-term information collection [Predd et al., 2006]. That is, by
adaptively changing their focus on each action type (i.e. tasks), the agents can decide
whether to put more eﬀort on sampling (e.g. when signiﬁcant events are occurring in the
monitored area), receiving important data from the others (e.g. when they have collected
high value information that has to be delivered to the BS), or transmitting data (e.g.
when the delivery of data cannot be delayed too long). However, in order to determine
the optimal action type (exploitation), the agent ﬁrst has to learn the performance of
other action types as well (exploration). That is, the agent has to eﬃciently deal with
the trade–oﬀ between exploration and exploitation. Furthermore, the agent must learn
on–line, since the environment is typically unknown a priori for the network. In the
literature, eﬃcient and robust approaches have been designed to eﬃciently deal with6 Chapter 1 Introduction
these challenges, such as multi–armed bandit learning [Robbins, 1952], or reinforcement
learning [Sutton and Barto, 1998]. In the former type of learning, each agent chooses
from its action set at each round, and based on this choice, it gets a reward. The goal of
the agent is simply to maximise its total reward over a given time period. The latter type
of learning can be regarded as the more generic form of the former, since the agent can
also modify the environment’s state, by taking its actions (for more details see sections
2.2 and 2.3). By using these approaches, agents should be able to adapt to environmental
changes, in order to perform eﬃcient long-term information collection. Given this, in
order to eﬃciently handle the environmental dynamism, we pursue a learning approach
for energy management.
To date, however, none of the previous work brings all these diverse aspects of the
problem together into an integrated framework that is necessary to make progress in
this area (see chapter 2 for more details). Thus, this work seeks to start addressing this
gap. Speciﬁcally, in section 1.1, we describe the research requirements that information
collection mechanisms should satisfy, in order to achieve eﬃcient long-term performance.
Following that, we introduce the contributions of this report in section 1.2. Finally,
section 1.3 outlines the overall structure of the remainder of this report.
1.1 Research Requirements
The aim of the work in this report is to design eﬃcient mechanisms to maximise long-
term information collection in WSNs. Such mechanisms, however, have to deal with a
number of issues, such as a constantly changing environment and signiﬁcant resource
constraints. Given this, we can deﬁne the following broad requirements that information
collection mechanisms for WSNs should satisfy:
1. Adaptivity: Since the nodes are typically deployed in dynamic environments,
eﬃcient performance cannot be sustained without the ability to learn and to adapt
to environmental changes. That is, the nodes should be able to learn eﬃcient
policies on–line, based on their own experiences. Moreover, they have to achieve
an eﬃcient trade-oﬀ between exploration and exploitation.
2. Robustness and ﬂexibility: Due to the long operating time of the network, node
failures and lossy communication links are likely to occur. Even in these cases,
the network operation should not collapse, but degrades gracefully. Therefore, the
nodes should be able to handle these situations, by ensuring that the operation of
the remaining nodes is not aﬀected.Chapter 1 Introduction 7
3. Computational feasibility: Due to the hardware constraints (e.g. limited com-
putational capacity or memory size), information collection approaches with sig-
niﬁcant computational cost are not aﬀordable here. Consequently, it is necessary
to develop eﬃcient algorithms that consume small amounts of computational re-
sources.
4. Limited use of communication: Since communication is typically the most ex-
pensive task in WSNs, a good information collection approach should avoid having
signiﬁcant communication cost (i.e. the energy amount allocated to sending con-
trol messages), in order to achieve eﬃcient performance in information collection.
In particular, by reducing the amount of energy for communication, the sensors
can allocate more energy to forwarding real data, and thus, it can increase the
amount of collected information.
A good information collection approach for WSNs will comply with all four of these re-
quirements. Therefore, the design of such approaches should satisfy all of these require-
ments. In this report we show that the approach of using multi–armed bandit learning
based energy management and maximal information throughput routing satisfy these
concerns. In so doing, we compare the performance of our approach with that of other
techniques from the broader literature on reinforcement learning and information–centric
routing. The speciﬁc contributions of this report are now discussed in more detail.
1.2 Research Contributions
The main focus of this report is designing information collection approaches for WSNs,
that provide eﬃcient performance in a prolonged period of time, satisfying the research
requirements of: (i) adaptivity; (ii) robustness and ﬂexibility; (iii) computational feasi-
bility; and (iv) limited use of communication.
Speciﬁcally, the information collection problem that we address consists of a set of sensor
agents with rechargeable batteries, collecting information from a dynamic environment
over an extended period of time, without the aid of a centralised controller. The collected
information is then delivered to the BS, using information-centric routing techniques
and energy–neutral energy management. Here, we focus on energy management and
information-centric routing, while we assume that eﬃcient sampling and information
content valuation can be achieved by using existing techniques. Thus, to simplify the
complexity of the original problem, we separately develop energy management and rout-
ing policies. However, as we will show, eﬃcient data collection can be still achieved by
combining such policies together.8 Chapter 1 Introduction
In particular, for the energy management problem (i.e. how to adaptively allocate en-
ergy budgets to each of the sensory tasks), we pursue a simple reinforcement learning
approach, namely multi-armed bandit (MAB) learning [Robbins, 1952]. That is, each
agent’s energy budget allocation problem is represented as a MAB problem. There exist
other, more sophisticated, learning methods, such as multi-state Markov decision pro-
cesses (MDPs) [Sutton and Barto, 1998], partially observable MDPs (POMDPs) [Cas-
sandra, 1998], or decentralised POMDPs (DecPOMDPs) [Seuken and Zilberstein, 2008],
which can also be used here. However, as we will see later, the MAB approach produces
remarkably good results in information collection. Given this, based on MAB learning,
we devise two energy management algorithms, each of them dealing with a diﬀerent type
of energy budget limitation. In particular, from the aspect of energy recharging, the fol-
lowing situations may occur: (i) the agent’s energy harvesting performance is stable
(e.g. agent with solar battery is deployed outdoors, where the solar panel is not blocked
from the sun light); and (ii) it may happen that the agent loses its ability to recharge
its battery (e.g. the solar battery unit is malfunctioning, which may occur during a
long period of operation), and thus, the agent’s battery will not be recharged at all. In
particular, in the ﬁrst case, the energy budget of the agent is recharged each round, and
thus, it can comply the concept of energy neutrality. On the other hand, in the second
case, the agent’s overall energy budget (i.e. the total energy budget for the whole op-
eration time) is limited, and thus, energy management has to be energy-aware. For the
ﬁrst case, existing MAB models can be used to tackle the energy management problem
(for more details, see chapters 5). However, the second case cannot be approached by
those existing MAB models. Given this, we propose a new MAB model: the budgeted
multi-armed bandit with pulling cost. By using this model, the case of limited overall
budget can also be dealt with eﬃciently (for more details, see chapters 6).
Now, suppose that all the agents have already set their energy budget value for sampling,
receiving, and transmitting tasks. In this case, to maximise the value of the total
collected information, it is obvious that we need to maximise the total information value
of data sampled or relayed by agents that are one hop from the BS. The latter, however,
is equal to data that is sampled or relayed by agents that are two hops from the BS,
and so on. That is, beside focusing on eﬃcient energy management, it is also important
to maximise the information throughput (i.e. the total transmitted information value)
between neighbouring layers of agents (i.e. group of agents with the same distance from
the BS) by using eﬃcient routing techniques. Hereafter, for our convenience, we refer to
this routing problem as the maximal information throughput routing problem. In order
to solve this problem, we propose a simple, but proveably optimal, decentralised routing
method, the maximal information throughput routing algorithm, for information–centric
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Thus, given this context, the work in this report advances the-state-of-the-art in the
following speciﬁc ways:
Maximal Information Throughput Routing (chapter 4) – We develop a compu-
tationally simple decentralised information–centric routing algorithm, called MI-
TRA (for maximal information throughput routing algorithm), for forwarding data
packets towards the BS (contribution 1). This is the ﬁrst algorithm that proveably
achieves optimal solution for the maximal information throughput routing prob-
lem. We also demonstrate that MITRA has low communication cost compared to
the size of the network, by running extensive simulations.
Energy Management With Energy Harvesting Sensors (chapter 5) – We pro-
pose a novel, multi–armed bandit based, energy management algorithm for the
case of agents with energy harvesting ability (contribution 2). This learning-based
energy management policy operates on each agent, managing the agent’s energy
budget adaptively to achieve eﬃcient long-term information collection. This al-
gorithm is responsible for allocating energy budgets to the agent’s tasks such as
sampling, transmitting and receiving. Here, we use an existing MAB model, the
non–stochastic MAB, which has been shown to be eﬃcient in dynamic environ-
ments. Since the energy management task should be adaptive to the dynamics of
the system, by using a learning approach, each agent is able to react to changes
in the network and environment, learning to behave eﬃciently in diﬀerent circum-
stances. To date, none of the state-of-the-art studies has used a learning-approach
for long–term information collection. Thus, this algorithm is the ﬁrst attempt
to exploit the advantages of learning theory for eﬃcient information collection
in WSNs. In addition, we show that this algorithm has low computational and
communication cost compared to the size of the network.
Energy Management With Non-Harvesting Sensors (chapter 6) – Since energy
management in the case of non–harvesting sensors uses a concept that is diﬀerent
from energy–neutrality (which is used in the case of energy–harvesting sensors),
existing MAB models do not suit this problem. Given this, we introduce a new
MAB problem, the budgeted multi–armed bandit with pulling cost (contribution
3). In this model, the agent chooses a costly action, and the total budget for
choosing actions (i.e. pulling arms) is limited. To tackle this problem, we pro-
pose budgeted ǫ-ﬁrst action choosing policies, for the case of static environments.
Then we devise the ﬁrst, theoretically proven upper bound for the loss of a bud-
geted ǫ–ﬁrst algorithm that uses any generic exploration method for this problem
(contribution 4). Following this, we improve this upper bound for the case of
budgeted ǫ–ﬁrst approach with uniform pull exploration, in which all of the arms
are uniformly pulled in the exploration phase. Then we compare the eﬃciency of10 Chapter 1 Introduction
budgeted ǫ–ﬁrst policies to other existing reinforcement learning techniques. With
this comparison, we show that, within the same settings (i.e. pulling arms is costly,
and the overall budget is limited), the proposed MAB model is more eﬃcient in
learning than other existing models. Following this, we propose a MAB approach
for energy management with non–harvesting sensors. This approach is based on
the proposed MAB model.
As can be seen, both the proposed MAB learning energy management methods and MI-
TRA have low computational and communication cost, and thus, they satisfy require-
ments 3 and 4. Furthermore, by using the MAB learning approach, energy management
can be adaptive to the environmental changes, and thus, it satisfy the adaptivity require-
ment. Besides, as later we will show, MITRA is capable of fulﬁlling the robustness and
ﬂexibility requirement. Given this, the combined use of the proposed methods satisﬁes
the research requirements. In addition, through extensive simulations, we show that
performance of long–term information collection can be signiﬁcantly improved by using
the proposed MAB learning energy management with the MITRA together, compared
to that of other non–learning approaches.
The work up till now has led to the publication of two papers, which form the basis of
chapters 4, 5, and 6, respectively:
• L. Tran–Thanh, A. Rogers, and N. R. Jennings. Adaptive Eﬃcient Long-Term
Information Collection with Energy Harvesting Wireless Sensors. Submitted to:
The 19th European Conference on Artiﬁcial Intelligence (ECAI), Lisbon, Portugal,
2010.
• L. Tran-Thanh, A. Chapman, E. Munoz de Cote, A. Rogers, and N. R. Jennings.
ǫ–First Policies for Budget Limited Multi-Armed Bandits. In Proceedings of the
24th AAAI Conference on Artiﬁcial Intelligence (AAAI), Atlanta, USA, 2010.
1.3 Report Outline
The remainder of this report is structured as follows:
• Chapter 2 analyses the state-of-the-art in WSNs with respect to long–term infor-
mation collection. Furthermore, we review the reinforcement learning and multi–
armed bandit literature, respectively.
• Chapter 3 introduces our formal model of a WSN system. Following this, we
formulate our research objectives, with respect to the research requirements of thisChapter 1 Introduction 11
report. Then we describe the formalised deﬁnitions of the energy management and
the maximal information throughput routing problems.
• Chapter 4 gives a decentralised algorithm for the maximal information throughput
routing problem. First we give a formal problem description. Following that, we
introduce our decentralised algorithm (MITRA). It is followed by the proof of
its optimal performance in maximising the total information value of transmitted
packets between neighbouring layers. Finally, we show simulation results that
demonstrate the low communication cost of MITRA.
• Chapter 5 ﬁrst introduces the problem of energy management with energy harvest-
ing sensors. Then we describe the theoretical background of the non–stochastic
multi–armed bandit problems. Next we discuss the standard Exp3 algorithm in
more detail. Following that we formulate the energy management problem as a
non–stochastic MAB problem, by deﬁning the transition and reward functions,
and we propose a MAB based energy management algorithm. We also analyse the
performance of the proposed algorithm.
• Chapter 6 ﬁrst describes the problem of energy management with non-harvesting
sensor agents. Following that we introduce the model of budgeted multi–armed
bandits with pulling cost, which is the basis of our energy management approach.
Next we propose ǫ–ﬁrst policies for the static MAB model. Then we formulate the
MAB based energy management problem, using the budgeted MAB with pulling
cost model. Finally, we analyse the performance of our approach in detail.
• Chapter 7 presents our conclusions and outline the problems we would like to deal
with as future work.Chapter 2
Literature Review
In this chapter, we provide an overview of existing research studies against which our
work is positioned. In order to do this, in the ﬁrst part of the chapter (section 2.1) we
discuss previous work on data collection of WSNs from diﬀerent aspects, namely: adap-
tive sampling, information content valuation, information–centric routing, and energy
management. Within these areas, we highlight the limitations of each of the proposed
methods, motivating the goals of research in this report. Furthermore, as mentioned
in chapter 1, WSNs must also be capable of learning optimal behaviours in unknown
domains and capable of adapting to environmental changes in order to achieve eﬃcient
long-term performance in information collection. Thus, in the second part of the chap-
ter (sections 2.2 – 2.4), we focus on the introduction of learning and long-term planning
policies in WSNs. In addition, we look at related work in the WSN domain that also
takes learning ability into account.
In more details, in section 2.1.1, we ﬁrst detail some of the most commonly used adap-
tive sampling methods that have been developed for WSNs. In section 2.1.2, we provide
a background review on information content valuation techniques. Following this, we
discuss existing adaptive routing algorithms in section 2.1.3. Then, we focus on eﬃ-
cient energy management schemes for WSNs in section 2.1.4. We continue the literature
review by introducing the basics of reinforcement learning (RL) theory in section 2.2.
Following this, in section 2.3, we discuss the multi-armed bandit (MAB) problem, which
can be regarded as a simpliﬁed RL. Then we describe a variety of multi–armed bandit
models, namely: (i) non–stochastic MAB (section 2.3.1); and (ii) MAB with cost con-
straints (section 2.3.2). Then, the applications of RL techniques in the WSN domain are
discussed in section 2.4. Finally, in section 2.5, we conclude this chapter by summarising
our ﬁndings and relating them back to our original research requirements (as detailed
in section 1.1).
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2.1 Long–Term Information Collection in Wireless Sensor
Networks
Here, we focus on describing existing approaches for information collection in WSNs.
In particular, in the following sub–sections, we provide an overview of adaptive data
sampling, information content valuation, information–centric routing, and energy man-
agement techniques, respectively.
2.1.1 Adaptive Data Sampling
In this section, we focus on adaptive sampling algorithms within the WSN domain.
In dynamic environments, it is not suﬃcient to have sensors deployed with a ﬁxed
sampling rate, since such sensors may not be able to capture the rapid changes of
their surroundings, and thus, their performance in information collection may not be
eﬃcient. Therefore, it is necessary to use some form of adaptive sampling approach on
each sensor in the network. Generally speaking, adaptive sampling can be described as
an “intelligent sampling”, which is adaptive to the (dynamic) environmental changes
in space and time. In particular, an adaptive sampling algorithm is here deﬁned as a
protocol (i.e. a set of policies) that is responsible for adaptively setting the sampling
rate (i.e. how often a node is required to sample during a particular time interval) and
schedule (i.e. when a node is required to sample) of each of the individual nodes in a
network.
Existing algorithms can be classiﬁed as to whether they use temporal or spatial corre-
lations (or both) in order to make eﬀective sampling decisions. With respect to spatial
correlations between sensors, the challenge of calculating informative locations has been
thoroughly studied by Guestrin et al. [2005]. In this approach, the spatial correlations
within the monitored environment are assumed to be known. That is, these correla-
tions are modelled by using a Gaussian process and can be learnt during the initial
deployment of the network. Based on this information, an informative subset of the
sensors is selected to provide the information to a BS, while the rest of the nodes are
removed in order to reduce cost. In addition, Krause et al. [2006] extend this work
by taking communication cost into account, making an explicit trade-oﬀ between the
energy consumption of sampling and the communicating of each sensor. Finally, Willett
et al. [2004] have studied the backcasting adaptive sampling method in which multiple
nodes that are spatially correlated form small subsets of nodes that then communicate
their information to a local data aggregation coordinator. Based upon this information,
the coordinator then selectively activates additional nodes (by instructing them to take
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however, fail to give proper attention to the temporal dynamics of the monitored envi-
ronment, and thus, they are essentially static (or single shot) approaches that do not
explicitly consider long-term data collection. On the other hand, the third method uses
a centralised coordination mechanism, that contains all the drawbacks of the centralised
regime.
To handle temporal correlations, the utility based sensing and communication (USAC)
algorithm was proposed by Padhy et al. [2006]. This is a decentralised control proto-
col for adaptive sampling, designed for an environmental WSN measuring subglacial
movement (Glacsweb [Martinez et al., 2004]). In this approach, temporal variations in
the environmental parameter being sensed are modelled as a piece–wise linear function,
and then the algorithm uses a pre-speciﬁed conﬁdence interval parameter in order to
make real-time decisions regarding the sampling rate of the sensor nodes. Moreover,
linear regression is used to predict the value of future measurements, and if the actual
sensor reading exceeds the conﬁdence interval parameter, the sensor starts sampling at
an increased rate. However, since the algorithm does not explicitly perform any forward
planning, the sensor can rapidly deplete its battery if the increased sampling rate is
constantly re-triggered by data that is far from linear.
Furthermore, in tide prediction, Kho et al. [2009a] proposed a decentralised algorithm
using an information metric that represents the temporal variation in the environmental
parameter being sensed. This algorithm, in contrast to USAC, takes energy harvesting
into account, and thus, makes the sensors capable of making long-term planning. In
particular, this algorithm aims to maximise the information that a sensor collects over a
particular time interval subject to energy constraints, and this involves planning exactly
when, within the speciﬁed time interval, to take a constrained number of samples. The
algorithm takes the information provided by the information metric into account when
creating a sampling schedule at the beginning of each day. This algorithm also considers
the amount of residual energy left in the sensor’s battery, and the amount of information
that can be collected at diﬀerent times of the day, based on past experience.
In addition, Jain and Chang [2004] used a similar prediction technique to set the sam-
pling rate adaptively. Their approach employs a Kalman–ﬁlter (KF) based estimation
technique wherein the sensor can use the KF estimation error to adaptively adjust its
sampling rate within a given range, autonomously. When the desired sampling rate
violates the range, a new sampling rate is requested from a control server. The server
allocates new sampling rates under the constraint of available resources such that the
KF estimation error over all the active streaming sensors is minimised. However, the
main drawback of this technique is that it is centralised, and thus, it is not feasible to
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Finally, the algorithm proposed by Osborne et al. [2008] uses a multi–output Gaussian
process (GP) to explicitly model both temporal and spatial correlations between a small
number of sensors. The GP is used for adaptive sampling whereby it can determine
both the time, and the sensor from which the next sample should be taken, to ensure
that the uncertainty regarding the environmental parameter being measured at each
sensor location stays below a pre-speciﬁed threshold. Thus, here the algorithm only
decides when and where the next sampling should be taken. However, the algorithm is
centralised, since it requires information from all of the sensors in order to model the
spatial correlations between them, and it is relatively computationally expensive.
In this report, we assume that our sampling protocol is a generic adaptive sampling
protocol, which can be any of the existing temporal adaptive sampling methods discussed
above. We have only one restriction; that is, the algorithm should be decentralised; that
is, each agent should be able to autonomously and independently set its sampling rate
(for more details see chapter 3). Given this, decentralised techniques, such the sampling
protocol of USAC, or the algorithm proposed by Kho et al. [2009a], can be used here.
On the other hand, due to their centralised manner, the algorithms proposed by Jain
and Chang [2004] and by Osborne et al. [2008] are not suitable for our model.
2.1.2 Information Content Valuation
In order to distinguish important and unimportant data from each other, and thus, to
achieve a more eﬃcient information collection in terms of maximising the total infor-
mation delilvered to the BS, an eﬃcient information metric is required to determine
the information content of the collected or transmitted data. In our case, this metric is
provided by an information content valuation function.
Within the tracking literature, where spatially correlated sensor readings typically rep-
resent the estimated position of a target, there are a number of standard techniques for
deﬁning this function. Most of the works use Fisher information, whereby the estimated
position of the target is represented as a multidimensional probability distribution, and
Fisher information is used to quantify the uncertainty represented by this distribution
[Bar-Shalom et al., 2001; Chu et al., 2002; Frieden, 2004; Zhao and Guibasn, 2004]. For
example, Chu et al. [2002] used acoustic sensors to localise a target. To quantify the in-
formation gain of the measured data provided by each sensor, they advocated using the
Fisher information matrix as follows. Let x = {x1,x2,...} denote the set of unknown
parameters of the target, and z = {z1,z2,...,zN} denote the set of sensor measure-
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Other approaches were developed by using the Gaussian process. The methods they
use generally exploit the fact that the covariance can be analytically evaluated. In more
detail, for example, Krause et al. [2006] used GPs to model the spatial correlations of
locations, in order to determine eﬃcient sensor placements, whereby a maximal informa-
tion value can be collected by data sampling. In their model, V denotes the set of possible
locations, A denotes the set of observable locations and s is an unobservable location.
Let XA denote the set of observable random variables associated with the locations A,
and Xs be the random variable associated with location s. In order to make predictions
at a location S (i.e. to calculate conditional distributions p(Xs = xs|XA = xA)), they
used the following conditional entropy:




Intuitively, this quantity expresses how “peaked” the conditional distribution of Xs given
XA is around the most likely value, averaging over all possible observations XA = xA the
sensors can make. To quantify how informative the set of data collected from locations
A is, they used the criterion of mutual information (MI):












This criterion expresses the expected reduction of entropy of all locations V/A where sen-
sors were not placed, after taking into account the measurements of sensors at locations
in set A.
Similarly, Osborne et al. [2008] also used GP to model the spacial and temporal correla-
tions and delays between nodes, using Bayesian Monte Carlo techniques to marginalise
these hyper-parameters that describe the correlations and delays. They then use the
variance of the GPs predictions in order to perform active data selection, which is a
decision problem concerning which observations should be taken, deciding when and
where to take samples to maintain this variance below a prescribed target level. Their
algorithm is computationally eﬃcient as they are learned from the data in an online
fashion, and thus, it is capable of performing real-time information processing.
Several other techniques for valuing information include Shannon entropy, which is
mainly used in signal compression (or coding), target tracking, and information fu-
sion techniques in WSNs [Cover and Thomas, 2006; Hwang et al., 2004]. For instance,
Hwang et al. [2004] used a belief vector to probabilistically represent the identity of a
target. In their work, they considered the problem of combining two belief vectors of
the same target from two diﬀerent sensors (i.e. data fusion). Here, information fusion
can be formulated as an optimisation problem such that the fused information is the
one that minimises a cost function which represents a performance criterion. This cost
function is modelled by the Shannon entropy. More precisely, let b1 and b2 denote the18 Chapter 2 Literature Review
belief vectors before data fusion, and b
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(i) denote the probability that the target is in belief state i. Informally, Shannon
entropy characterises the average amount of information which is gained from a certain
set of events. The entropy is maximal when all the events’ outcomes are equally likely
and, therefore, we are uncertain which event is going to happen. When one of the
events has a much higher chance to happen than the others, then the uncertainty (or
entropy) decreases. Information value can thus be quantiﬁed as the diﬀerence between
the probabilities of the random event.
In addition, Padhy et al. [2006] use the Kullback–Leibler (KL) divergence to model
the information value of collected data in USAC. Here, KL divergence is a measure of
the information gain between a prior and a posterior probability distribution (i.e. the
distribution over possible measurements before and after a new item of data has been
received). The larger this measure, the less the previous model was capable of explaining
the value of the new data, and thus, the more it has to be updated.
More recently, Kho et al. [2009a] use the mean Fisher information over a period as
a measure that is proportional to the value of information. As a result, when the
environment changes at a higher rate, the linear model will start to deviate from the
true dynamics of that environment. The value of information will therefore be greater
in dynamic situations than in those that are better characterised as static.
In this report, we assume that our model is capable of using any of these techniques,
and thus, we do not specify any restrictions on the information valuation technique in
use (for more details see chapter 3).
2.1.3 Information–Centric Routing
Routing is the process of delivering a message from a source node to a BS inside the
same network. A routing algorithm determines actions that a node can use to forward
data towards the BS, namely (i) transmitting (i.e. which data packets the node should
choose to transmit, and to which node), and (ii) receiving (i.e. how many packets a
node is required to receive from the other nodes during a transmission period). Since
routing is responsible for transporting the data collected by the network to the BS, the
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network. In fact, routing is one of the most studied areas within the WSN domain, and
thus, a large number of algorithms has been proposed for adaptive and eﬃcient data
routing in WSNs from diﬀerent perspectives. These include, but are not limited to, the
following: energy eﬃciency, delay sensitiveness, security, and reliability [Ahdi et al., 2007;
Akkaya and Younis, 2005; Al-Karaki and Kamal, 2004; Singh et al., 1998]. However,
these algorithms typically do not distinguish important packets from unimportant ones.
Thus, this may lead to ineﬃcient performance of information collection, since it may
occur that less important data is delivered to the BS, while the more important packets
are not forwarded at all. Given this, in this section, we focus on routing approaches
that are information–centric. In particular, these approaches aim to maximise the total
information value delivered to the BS. In so doing, they typically use information
content valuation techniques in order to determine more important data packets.
One of these algorithms, directed diﬀusion (DD), has been developed by Intanagonwiwat
et al. [2003]. In DD, the BS sends out a data collection query description by ﬂooding the
query to the entire network. That is, data collection happens only when the BS needs
a certain type of data. However, since data collection applications (e.g environmental
monitoring or area surveillance) typically require continuous data delivery to the BS, a
signiﬁcant number of queries will be sent to the network. In this case, the communication
cost of DD caused by query ﬂoodings is high, meaning DD is not suitable for long–term
information collection. To avoid ﬂooding, the rumor routing (RR) protocol routes the
queries to the nodes that have observed a particular event to retrieve information about
the occurrence of the event, and thus, it reduces the total communication cost [Braginsky
and Estri, 2002]. However, rumor routing performs well only when the number of events
is small. For a large number of events, the algorithm becomes infeasible due to the
increase in the cost of maintaining node-event tables in each node. Moreover, all such
information–centric protocols do not take into account the network’s dynamism (i.e. the
changes of network topology) in forwarding data packets.
Apart from the aforementioned approaches, in which information is collected by sending
explicit queries from the BS, other methods focus on continuous information collection.
That is, they provide information collection, without the need of sending any queries,
during the whole operation of the network. For instance, USAC (see section 2.1.1),
considers the remaining battery power of the communicating nodes and the importance
of the data being transmitted, in order to determine the appropriate routing path for
the packet. In the similar vein, the adaptive routing algorithm (ARA), that has been
developed by Zhou and de Roure [2007], beside the battery level and the importance of
data, also takes the link cost (assumed to be proportional to the distance) between the
nodes into account. However, these protocols are not designed for solving the maximal
information throughput routing problem, since their main goal is not to maximise the
information throughput between the neighbouring layers of sensor agents, but rather to20 Chapter 2 Literature Review
identify optimal paths between each node and the BS, that can be used for forwarding
data.
Finally, an interesting last class of information–centric routing protocols are those that
use a market-based control (MBC) paradigm. The use of MBC in WSN allows the use
of tools from general equilibrium theory to analyse the behaviour and correctness of a
decentralised system. The main market-based protocol includes self organised routing
(SOR), proposed by Rogers et al. [2005], and self organising resource allocation (SORA),
proposed by Mainland et al. [2005]. In more detail, SOR is a mechanism–design based
distributed protocol that aims to maximise the network’s lifetime. Each node is de-
signed to follow locally selﬁsh strategies which, in turn, result in the self organisation
of a routing network with desirable global properties. The protocol consists of a com-
munication protocol, equipping nodes with the ability to ﬁnd and select a node that is
willing to act as a mediator for data relaying, and a payment scheme, whereby a node
is rewarded for forwarding messages to the destination. Speciﬁcally, the communication
scheme identiﬁes potential mediators, the payment scheme allows the sensors to make
local selﬁsh decisions which result in good system–wide performance. In contrast, SORA
deﬁnes a virtual market in which nodes sell goods (e.g. data sampling, data relaying,
data listening, or data aggregation) in response to global price information that is estab-
lished by the end-user. However, this approach again involves an external coordinator to
determine the price and it is not clear how this price determination should actually be
done in practice. In sum, although these algorithms are based on the multi–agent sys-
tems approach, which is clearly related to our model, we do not follow their perspective.
In contrast, within this report, we concentrate on networks where sensors maximally
cooperate with each other. However, we may take this approach into account in future
work.
2.1.4 Energy Management
An energy management policy is responsible for allocating energy budgets to sensory
tasks, such as sampling and routing data. Most of these policies, however, are typ-
ically integrated into the routing part, ignoring the task of sampling. In particular,
these methods assume that the data are already sampled, and thus, they focus only
in delivering data towards the BS. Furthermore, they typically follow the concept of
energy–awareness; that is, they aim to minimise the energy consumption of each node,
while data forwarding is still to be done.
Given this, a number of energy–aware algorithms use clustering techniques to minimise
energy consumption in sensor networks through the rotation of cluster–heads such that
the high energy consumption in communicating with the BS is spread across all nodes.
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by Heinzelman et al. [2000], and power eﬃcient gathering in sensor information systems
(PEGASIS), proposed by Lindsey and Raghavendra [2002]. In general, these methods
make good attempts to try to balance the energy consumption by electing cluster–heads,
each of which is responsible for relaying the data from a subset of nodes back to the
BS in an intelligent way. However, these cluster–heads all need to be placed inside the
BS’s radio range as they communicate with it directly. Thus, this assumption limits
the size of the monitoring environment, since the wireless radio range of the BS is
limited. Moreover, these single cluster–heads can become a communication bottleneck
of the network, since in each round the cluster–heads need to communicate with a large
number of nodes within their cluster. Hence, this aspect contains some of the drawbacks
of the centralised control regime.
The life span of the network can also be lengthened by reducing the total energy con-
sumption needed to deliver the packets to the BS. From this perspective, Dekorsy et al.
[2007] proposed an approach that jointly controls the routing and energy management,
in order to achieve eﬃcient data forwarding. In particular, the approach aims to min-
imise the total energy consumption of each node, while the collected data has to be
delivered to the BS using multipath routing (i.e. there can be multiple routing paths
between a node and the BS). In so doing, the approach considers each node’s resid-
ual energy level, the transmission power level, and maximal communication bandwidth.
This approach, however, assumes that the data is already sampled, and that future data
is not taken into consideration when optimal routing paths are calculated. Given this,
whenever the environment changes, it has to recalculate the optimal paths, and thus, it
requires signiﬁcant computational resources.
In addition, another way to to lengthen the life span of the network is to perform energy
balancing [Dinga et al., 2004]. That is, to maximise the residual energy level of the
bottleneck node (i.e. the node with the least energy level) in the network during the
routing. In this vein, Ok et al. [2009] used a metric to take the energy cost of transmis-
sion, as well as the sensors’ remaining energies into account. This metric gives rise to
the design of the distributed energy balanced routing (DEBR) algorithm, to balance the
data traﬃc of sensor networks in a decentralised manner. Furthermore, Li et al. [2007]
proposed a global–energy balancing routing scheme (GEBR) for real–time traﬃc. Now,
while both of these algorithms perform well in prolonging the lifetime of the WSN, they
are not designed for adapting to environmental changes, since they do not take these
changes into account.
More recently, Merrett [2008] developed the information managed energy aware algo-
rithm for sensor networks (IDEALS) protocol, which is aimed for extending the network
lifetime of WSNs. IDEALS is an application speciﬁc heuristic protocol as it requires that
every sensor node decides its individual network involvement based on its own energy
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uses an opportunity cost of the energy used by each sensor to balance the energy con-
sumption of the tasks of sampling and forwarding. That is, by evaluating its own oppor-
tunity cost, each sensor can decide whether it spends energy on sampling or forwarding,
depending on which is the more preferable opportunity for the sensor. Moreover, USAC
also considers the total energy consumption required to transmit a packet along a par-
ticular path as well. These methods, since they can vary the energy budgets allocated to
the sensory tasks, are suitable for adapting to environmental changes. However, they do
not take energy neutrality into account. Given this, an increasing percentage of sensor
batteries will deplete as time goes by, and thus, the global performance of the network
will be decreased in the long term.
To date, very few studies have focused particularly on energy management in networks
of energy harvesting nodes. A notable exception, however, is the work of Kansal and
Srivastava [2003]. In their work, the authors used spectral estimation functions and
prediction ﬁlters to estimate the expected amount of harvested energy of each sensor in
a given future time interval. Based on these estimations, the sensors are able to schedule
their tasks, in order to achieve long-term goals. However, their approach does not focus
on information-centric routing, and thus, will not perform well in information collection.
More recently, Kho et al. [2009b] proposed an energy neutral information-centric data
collection algorithm, that combines sampling and routing policies, in order to maximise
the collected information in one time slot. That method, however, does not plan for
long-term operation, since it is optimised for one–slot time intervals. Furthermore, it
does not consider dynamic changes of the environment.
2.2 Reinforcement Learning
In this report, we aim to use a learning theory approach to achieve long-term perfor-
mance in information collection of WSNs. In this context, agents will be able to learn
eﬃcient policies and optimal behaviours in an unknown domain, without any (or with
minimal) prior knowledge of that domain. Now, since agents are required to operate
in an unsupervised manner, we focus on the approach of reinforcement learning, which
is an eﬃcient and robust approach designed to tackle such learning problems. Given
this, in this section, we brieﬂy review the standard reinforcement learning framework
of discrete time, called the ﬁnite Markov decision process (MDP), which underlies our
work.
In the MDP framework, a learning agent interacts with an environment at some discrete
time scale, t = 0,1,2,.... On each time step t, the agent perceives the state of the
environment st ∈ S, where S is the set of possible states of the environment. On that
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environment produces one step later a numerical reward r(t+1), and a next state s(t+1).
For the sake of simplicity, we let A = ∪s∈SAs denote the union of the action sets.
At each time step, the agent implements a mapping from states to probabilities of
selecting each possible action. This mapping is called the agent’s policy and is denoted
with πt , where πt (s,a) is the probability that at = a if st = s. Reinforcement learning
methods specify how the agent changes its policy as a result of its experience. The
agent’s goal, roughly speaking, is to maximise the total amount of reward it receives
over the long run. More precisely, let T denote the operation time of the agent, and t





where γ is the discount coeﬃcient. The discount coeﬃcient determines the present value
of future rewards; a reward received k time steps in the future is worth only γk−1 times
what it would be worth if it were received immediately. If γ = 0, the agent is myopic
in being concerned only with maximising immediate rewards; its objective in this case
is to learn how to choose at so as to maximise only rt+1. If each of the agent’s actions
happened to inﬂuence only the immediate reward, not future rewards as well, then a
myopic agent could maximise equation 2.1 by separately maximising each immediate
reward. But, in general, acting to maximize immediate reward can reduce access to
future rewards so that the return may actually be reduced. Thus, as γ approaches 1,
the objective takes future rewards into account more strongly: the agent becomes more
farsighted.
Given this, now we focus on the process of maximising equation 2.1 in more detail.
Assuming that S and A are ﬁnite, the environments transition dynamics given state s
and action a can be modeled by one-step state-transition probabilities as follows.
pa
ss′ = Pr{st+1 = s|st = s,at = a,st−1,at−1,st−2,at−2,...}
= Pr{st+1 = s|st = s,at = a} (2.2)
for all s,s′ ∈ S and a ∈ As. That is, pa
ss′, which denotes the probability that from
state s, with action a, the agent will perceive state s′, depends only on the current state
and the current action, and does not depend from the past states and actions (Markov
property). Thus, the one-step expected rewards is:
ra
s = E{rt+1|st = s,at = a} (2.3)
for all s ∈ S and a ∈ As. The two sets of quantities deﬁned in equations 2.2 and 2.3
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To achieve the long-run objective given in equation 2.1, the agent has to choose the
policy that maximises the expected discounted future reward from the current state s.
Let V π (s) denote the expected discounted future reward of policy π from state s. That
is,
V π (s) = E{rt+1 + γrt+2 + γ2rt+3 + ...|st = s,π}















The quantity V π (s) is called the value of state s under policy π, and V π is called the
state-value function for π. The optimal state-value function gives the value of each state
under an optimal policy is:
V ∗ (s) = max
π V π (s) = max
a∈As













Any policy that achieves the maximum in equation 2.5 is by deﬁnition an optimal policy.
Thus, given V ∗, an optimal policy is easily formed by choosing in each state s any action
that achieves the maximum in equation 2.5. Planning in reinforcement learning refers to
the use of models of the environment to compute value functions and thereby to optimise
or improve policies.
Another way to approach the maximal value of equation 2.1 is to determine the action-
value function for policy π. That is, the value of taking action a in state s under policy
π, denoted Qπ(s,a), is the expected discounted future reward starting in s, taking a,
and henceforth following π. This value can be evaluated as follows.
Qπ (s,a) = E{rt+1 + γrt+2 + γ2rt+3 + ...|st = s,at = a,π}

















Thus, the optimal action-value function can be evaluated as follows.
Q∗ (s,a) = max









There are a number of eﬃcient technique to calculate the optimal action-value function
Q∗ (s,a), or the optimal state-value function V ∗ (s), such as temporal-diﬀerence, Q-
learning or dynamic programming methods. The description of these algorithms can beChapter 2 Literature Review 25
found in any survey work of the area, such as in Sutton and Barto [1998] or in Kaelbling
et al. [1996].
To date, reinforcement learning has been widely used in a number of areas, mostly re-
lated to the domain of artiﬁcial intelligence. For example, reinforcement learning has
been used in autonomous helicopter ﬂight control [Abbeel et al., 2006], robot football
coordination [Duan et al., 2007], robotic-arm control [Schaal and Atkeson, 1994], and
computer games as well [Littman, 1994]. To ﬁt the problems in these domains, beside the
standard MDP, that is previously described, researchers has studied a number of other
related MDP models. These include, but are not limited to, the following: partially ob-
servable MDPs (POMDPs), decentralised POMDPs (DecPOMDPs), and multi–armed
bandits (MAB). In particular, POMDPs deal with the case when the state of the en-
vironment is not always fully observable (e.g. the robot cannot see all the changes
in its environment). Thus, in this case, the standard MDP model is extended with
the set of observable events [Cassandra, 1998]. In addition, DecPOMDP is an exten-
sion of POMDP, which deals with multi–agent learning, in which the agents together
have to determine the optimal joint action set (i.e. the set of each agent’s action).
In DecPOMDPs, the decisions are made in a decentralised way; that is, each agent
autonomously decides its action, cooperating with the others [Seuken and Zilberstein,
2008]. In contrast, MAB is a simpliﬁed version of the MDP model. In the MAB model,
the state of the environment is ignored. Thus, MAB can be regarded as an one–state
MDP model, which makes it the simplest RL approach [Gittins, 1989; Lai and Robbins,
1985; Robbins, 1952]. As mentioned in section 1.2, in this report, we focus on the use
of MAB models, due to its simplicity compared to other RL models. This decision is
reasonable, since one of our research objectives is to provide information collection ap-
proaches with low computational cost. Given this, we describe the MAB model in more
details in the following section.
2.3 Multi–Armed Bandit Problems
In this section, we ﬁrst describe the standard MAB model in detail. Then we discuss
the application of MAB in diﬀerent research domains, demonstrating the usefulness of
MAB. Following that, we focus on the introduction of other related MAB models, that
contain several modiﬁcations, compared to the standard MAB.
In more detail, the standard multi–armed bandit (MAB) model can be described as
follows. It was originally proposed in Robbins [1952]. In the MAB problem, there is
a machine with K arms, each of which delivers rewards, that are independently drawn
from an unknown distribution, when the machine’s arm is pulled. Given this, a gambler
must choose which of these machines to play. At each time step, he pulls the arm of one26 Chapter 2 Literature Review
of the machines and receives a reward or payoﬀ. The gambler’s purpose is to maximise
his return, that is, the sum of the rewards he receives over a sequence of pulls. As the
reward distributions diﬀer from arm to arm, the goal is to ﬁnd the arm with the highest
expected payoﬀ as early as possible, and then to keep gambling using that best arm.
Using the terminology of multi–agent systems hereafter, we refer to the gambler as an
agent, and refer to each arm pulling action of the gambler as an action of that particular
agent. Thus, we can formulate the MAB problem as follows. Let K denote the number
of the actions that the agent can make. At each time step t, the agent makes action at,
which delivers the reward rat (t). Finally, let T > 0 denote the time horizon in which





Thus, the agent has to choose a policy, that is, a sequence of actions, that may deliver
the maximal reward at each time step t in order to achieve the maximum of equation
2.8. According to this, the MAB problem can be regarded as a special instance of a
reinforcement learning (RL) problem which is a single state Markov decision process
(MDP) (for more details see section 2.2).
A fundamental dilemma in the MAB problem is the trade-oﬀ between exploration and
exploitation. On the one hand, if the agent exclusively chooses the action that he thinks
is the best (i.e. exploitation), he may fail to discover that one of the other actions
actually has a higher expected payoﬀ. On the other hand, if he spends too much time
trying out all the actions and gathering statistics (i.e. exploration), he may fail to choose
the best action often enough to get a high return.
Against this background, researchers have proposed many approaches that tackle this
exploration-exploitation conﬂict from diﬀerent aspects. In these works, the agent’s per-
formance is typically measured in terms of regret, which is deﬁned as the diﬀerence
between the expected return of the optimal strategy (consistently performing the cur-
rent best action) and the agent’s expected return. Given this, by using statistical as-
sumptions, Lai and Robbins [1985] proved that the agent’s regret over T rounds can
be asymptotically as small as O(lnT). That is, for T → ∞, the regret converges to
O(lnT). Furthermore, they proved that this bound is optimal in the following sense:
there does not exist a policy for the agent with a better asymptotic performance. More
recently, Agrawal [1995] introduced a family of policies which are much easier to com-
pute, compared to those proposed by Lai and Robbins [1985]. In addition, policies that
achieve logarithmic regrets uniformly over time are proposed in Auer et al. [2002]. Such
policies, for example, are ǫn–greedy, and upper conﬁdence bound (UCB) algorithms. In
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experimental average reward value) is pulled with probability (1 − ǫn), while a diﬀer-
ent arm is randomly pulled with probability ǫn. That is, the algorithm exploits with
probability (1 − ǫn), and explores with probability ǫn at each step n. Here, the value ǫn
decreases as n grows; that is, as time goes by, the algorithm focus more on exploitation,
while it decreases the probability of exploration [Auer et al., 2002; Sutton and Barto,
1998]. On the other hand, the latter algorithm maintains an upper conﬁdence bound
estimate for each arm’s real mean reward value. At each time step, the algorithm then
chooses the arm with the highest upper conﬁdence bound to pull, and updates the new
value of the bound [Auer et al., 2002].
MAB models, due to its eﬃciency in handling the trade–oﬀ between exploration and
exploitation, have been used in a variety of areas. Such areas include clinical trials
where diﬀerent treatments need to be experimented with, while patient loss should
also be minimised as well [Hardwick and Stout, 1991]. MAB models are also used to
solve ﬁnancial and investment problems as well. For example, optimal, but a priori
unknown investment options can be learned by using MAB exploration, while income
maximisation is provided by MAB exploitation [Lai and Lim, 2005; Wang and Wang,
2009]. In addition, MAB can also be adopted to the area of e–commerce, as an eﬃcient
way to identify the ranking of web documents [Radlinski et al., 2008], or as a learning
technique for optimising online advertisement [Chakrabarti et al., 2008].
Although the standard MAB model allows an elegant treatment of the exploration-
exploitation trade-oﬀ in the aforementioned domains, it gives an incomplete description
of the sequential decision making problem facing an agent in many other real world sce-
narios. Speciﬁcally, in the standard MAB, one of the fundamental assumptions is that
the reward value of each action can be denoted with a stationarily distributed random
variable. However, the stationarity of the distributions is not always the right assump-
tion in a number of cases. For example, in the case of an agent within a dynamically
changing environment, the expected value of the rewards are time dependent, that is,
non–stationary. Thus, the aforementioned approaches may not perform eﬃciently in
such cases, since there is no ﬁxed expected value for the reward of each action. In addi-
tion, making an action (i.e. pulling an arm) does not cost a thing in the standard MAB.
However, in many applications, making an action typically consumes a certain amount
of limited resources as well, and thus, arm pulls are costly.
In the WSN domain, since the environment is typically dynamic, standard MAB models
are not suitable for modelling the energy management problem (see chapter 5 for more
detail). Furthermore, in the case of energy management with non–harvesting sensors,
each arm pull is costly as well (see chapter 6 for more detail). Against this background,
in the following sections, we provide an overview of MABs with non–stationary envi-
ronments and costly arms, which are related to MAB models we use in this report for
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non–stationary varieties of MAB. In addition, it describes an eﬃcient MAB model, the
non–stochastic MAB in more details. Following this, section 2.3.2 discusses MAB models
that consider pulling cost constraints.
2.3.1 Non–Stochastic Multi–Armed Bandits
In order to deal with non–stationary MAB, researchers have proposed a number of
approaches. For example, Koulouriotis and Xanthopoulos [2008] used several RL tech-
niques and evolutionary algorithms to handle the non–stationarity in the MAB model.
In addition, for piecewise–stationary (i.e. the environment is regarded as stationary in
periods of time) MAB, Yu and Mannor [2009] developed an eﬃcient method and pro-
vided tight performance bounds for the method. However, these approaches assume that
certain statistical knowledge about the environment is provided a priori. In particular,
the work of Yu and Mannor assumes that the environment is stationary in subsequent
intervals of time, and thus, within an interval, it is regarded as stationary. On the other
hand, the algorithms proposed by Koulouriotis and Xanthopoulos are only proposed for
a certain class of statistical distributions (e.g. Gaussian). These assumptions, however,
are not suitable for many MAB environments, and thus, the aforementioned approaches
will not perform well in such situations.
Against this background, to address this shortcoming, a non–stochastic multi–armed
bandit problem has been introduced, in which no statistical assumptions are made about
the generation of rewards of each action [Auer et al., 2003; Gittins, 1989; Ishikida and
Varaiya, 1994]. In this case, each action is initially assigned an arbitrary and unknown
sequence of rewards, one for each time step, chosen from a bounded real interval. At
each time step, the agent performs an action and receives the corresponding reward from
the sequence assigned to that chosen action. The rest of the sequence, however, remains
unrevealed for the agent. This aspect makes the model of reward values more generic
and thus, easier to handle. To solve the non–stochastic MAB problem, Auer et al.
[2003] have proposed an algorithm, named Exp3, which achieves eﬃcient performance
in dynamic environments (see section 5.1.1 for more details).
The aforementioned relaxation on the statistics of the rewards, however, signiﬁcantly
reduces the accuracy of the algorithms proposed for the MAB problem [Auer et al.,
2003]. That is, they produce worse bounds for the regret, compared to the theoretical
optimum of O(lnT) that can be achieved by statistical model based algorithms. In
particular, Auer et al. [2003] have proved that the regret in the non-stochastic MAB




. Despite this drawback, the Exp3 algorithm is
still useful in a number of cases, since it can provide acceptably small bounds of the
regret, for any of the time horizon T (see section 5.1.2 for more details). This property
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not necessarily optimal performance is required from the beginning (compared to the
property of asymptotic convergence that statistical model based algorithms could provide
[Kleinberg, 2006]).
Apart from the Exp3 algorithm for the non–stochastic MAB model, another commonly
used approach for non–stationary MAB problems is the ǫ–greedy policy [Sutton and
Barto, 1998]. This policy is the simple version of the ǫn–greedy. Here, the value of ǫ is
ﬁxed over time, and thus, the probability of exploration is not decreased as time goes by.
Due to this reason, the algorithm is always able to re–explore, and thus, it can learn the
changes of the environment. This algorithm, however, does not have theoretical bounds
for its performance, such as in the case of the Exp3 algorithm.
2.3.2 Multi–Armed Bandits with Cost Constraints
Another way to extend the standard MAB is to take costly arms into account. To date, a
number of researchers have focused on MABs with a limited exploration budget. Specif-
ically, they consider cases where pulling an arm incurs a pulling cost, whose currency
is not commensurable with that of their rewards. The agent’s exploration budget then
limits the number of times it can sample the arms, thus deﬁning an initial exploration
phase, during which the agent’s sole goal is to determine the optimal arm to pull during
the subsequent cost free exploitation phase. This extension is motivated by the fact that
in many applications (e.g data mining or clinical trials) searching for the best option
(exploration) is typically costly (e.g. it requires a lot of time, or money) [Madani et al.,
2004]. In such cases, the exploration phase in the MAB model is limited. Another moti-
vation is from the problem of maximising some function f, observed with noise, whereby
evaluating f at a point is costly (e.g., in terms of numerical or ﬁnancial costs). The issue
is to choose as adequately as possible where to query the value of this function in order
to have a good approximation to the maximum [Bubeck et al., 2009b; Kleinberg, 2005].
Given this, several exploration policies have been developed that maximise the long–
run expected reward of an agent faced with this type of limit on exploration, namely:
(i) MAB with pure exploration [Bubeck et al., 2009a]; (ii) budgeted MAB [Guha and
Munagala, 2007]; and (iii) MAB with max–loss value–estimation [Antos et al., 2008].
In particular, Bubeck et al. proposed eﬃcient anytime methods for pure exploration in
limited, but unknown time interval. More precisely, in this work, the authors analysed
uniform (i.e. the arms are subsequently and uniformly pulled) and UCB–based (i.e. the
next arm to pull is determined by the UCB) exploration policies. These methods are
anytime, since the more time they have to run, the better the result they can provide.
In the contrast, Guha and Munagala devised approximation algorithms for this MAB
with limited exploration problem (which they denote as budgeted MAB). Finally, Antos
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estimates of each arm (i.e. the diﬀerence between the arm’s real reward value mean and
its estimate).
2.4 Learning in Wireless Sensor Networks
To date, very few approaches have attempted to use reinforcement learning in the WSN
domain. Notable exceptions, however, typically focus on adaptive routing. In this re-
search area, a number of researchers proposed learning-based techniques to maintain a
routing tree that eﬃciently handles the node failures, creating an eﬃcient connectivity
between the nodes to the BS in any circumstances [Zhang and Huang, 2006]. In ad-
dition, Aghaeil et al. [2007] developed swarm intelligence-based algorithms which use
reinforcement learning for data packet routing in WSNs. Furthermore, Gelenbe and
Lent [2004] proposed a concept called a Cognitive Packet Network (CPN) for intelligent
packet forwarding in wireless ad hoc networks. In particular, CPN is an autonomous
adaptive quality of service (QoS) driven network, which adaptively selects paths so as
to oﬀer best eﬀort QoS to the end users based on user deﬁned QoS. CPN uses neural
network based reinforcement learning to make routing decisions separately at each node.
These approaches, however, do not focus on maximising the collected information in a
long-term operation time, and thus, may not perform well in long run.
Apart from routing, a few works have studied areas such as sensor localisation (i.e.
sensor placement in the monitored environment), eﬃcient medium access control (MAC)
protocol design or adaptive resource/task management of WSNs. In more detail, Seah
et al. [2007] focused on the eﬃcient spatial coverage of the monitored area, using learning
techniques. Meanwhile, Liu and Elhanany [2006] proposed a reinforcement learning
based MAC protocol for WSNs. In their protocol, nodes actively infer the state of
other nodes, using a reinforcement learning based control mechanism, thereby achieving
high throughput and low power consumption for a wide range of traﬃc conditions.
Finally, and mostly related to this work, Shah and Kumar [2007] advocated the use of
the reinforcement learning approach to achieve eﬃcient task management in WSNs. In
their work, at each time step, each agent can independently perform one of the following
tasks: transmit, receive, sample, alarm, and aggregate (i.e. merge packets with similar
content to each other, compressing their total size). Thus, the goal is to allocate the
tasks to the agent eﬃciently so that a global objective is achieved. The former two topics
are outside the scope of our interest, since we do not either focus on localisation or MAC
protocol design. The last work, in fact, shows similarities to our work. However, since
it uses a complex RL model, its computational cost is signiﬁcant. Furthermore, that
approach is not designed for information–centric routing, and thus, it will not perform
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2.5 Summary
In this chapter, we have reviewed the literature related to information collection in the
WSN domain. We divided the state-of-the-art approaches into four groups, based on the
perspective from which they approached the data collection problem. These perspectives
are the following: adaptive sampling, information content valuation, information–centric
routing, and energy management. Given this, we ﬁrst discussed the most common
adaptive sampling algorithms, some of which were centralised, while the others followed
the decentralised paradigm. We pointed out that in our model, any of decentralised
algorithms can be used. Following this, we reviewed a number of information content
valuation methods, which play an important role in our model, as they can distinguish
important from unimportant data. Then we compared and contrasted a number of
state-of-the-art information–centric routing algorithms. We have shown that they all
suﬀer from at least one of the following limitations:
• They are not adaptive to the environmental changes; that is, they do not satisfy
one of our research requirements.
• They are not designed for solving the maximal information throughput routing
problem.
• The nodes do not cooperate with each other in order to maximise the amount of
collected information.
Furthermore, we have discussed energy management techniques, including energy con-
sumption minimisation, energy balancing, and energy harvesting. The former two ap-
proaches follow the concept of energy–awareness, and thus, will not perform well in the
long–term. Meanwhile, the latter is a key feature of our model that allows long–term
information collection for our agents.
In the second part of this chapter, we have described the MDP model, which is a stan-
dard reinforcement learning framework of discrete time. Then we focused on a simpliﬁed
version of the RL, namely the MAB problem domain. In particular, we discussed the
non–stochastic MAB problems, that can handle non–stationary environments. Further-
more, we also discussed MAB models with cost constraints. Following this, we reviewed
the existing RL applications in the WSN domain, showing that only very few works have
attempted to use this approach in the domain.
In sum, we have shown that a number of studies have been undertaken in order to achieve
eﬃcient information collection in the WSN domain. Speciﬁcally, we have demonstrated
that, to date, none of the state-of-the-art studies has designed such a mechanism for long–
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adaptivity; (ii) scalability; (iii) eﬃcient computational complexity; and (iv) low commu-
nication cost.
Against this background, one of the main drives of our research work is to ﬁll this
gap, by designing adaptive behaviour for each of the agents in the network, in order to
achieve eﬃcient information collection in the long run. Furthermore, we aim to meet
the research requirements. In so doing, we focus on developing energy management
and information–centric routing techniques, while we use state–of–the–art sampling and
information content valuation techniques in our model.
To this end, in chapter 3, we introduce a generic model for WSNs that includes all of
the aforementioned features such as sampling, routing, energy management and learning.
Following that, in chapter 4, we propose an information–centric routing algorithm, that
provides an optimal result for the maximal information throughput routing problem.
Then we introduce a multi–armed bandit based algorithm that is responsible for eﬃcient
energy management for energy–harvesting sensors in chapter 5. Finally, we propose a
MAB learning based method for energy management with non–harvesting sensors, which
is based on a new, budget limited, MAB model (see chapter 6 for more details).Chapter 3
Formal Models and Problem
Deﬁnitions
In this chapter we present a formalisation of the long–term information collection prob-
lem for WSNs. To this end, we ﬁrst provide a formal description of the WSN system
in section 3.1. In particular, we describe the models of adaptive sampling, information
content valuation, data routing, and energy management policies that play fundamental
roles in eﬃcient information collection of WSNs. Here, we also discuss the assumptions,
on which the model formalisation is based. Following this, in section 3.2, we formulate
the main objective of our research: that is, to achieve eﬃcient long-term information
collection in WSNs. Finally, we introduce two problems we aim to solve to achieve this
goal, namely (i) the energy management problem; and (ii) the maximal information
throughput routing problem, in sections 3.3, and 3.4, respectively.
3.1 Wireless Sensor Network Model
In this section, we introduce our WSN model, covering the energy management, sam-
pling, information content valuation, and routing parts, respectively. In so doing, we
ﬁrst simplify the complexity of the real world WSN model, by making the following
assumptions about the physical world of the network:
• We make no assumptions regarding the underlying radio propagation model of the
WSN. We also assume that the communication between the nodes is perfect (i.e.
no data loss occurs).
• In our model, time synchronisation is perfect. In real world WSN applications, in
order to decrease the energy consumption of each node, the communication module
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of the node is turned on and oﬀ periodically, thus, forming active and sleep modes,
respectively. In a decentralised manner, however, it may happen that the sending
node is already active, but the receiving node is still in sleep mode, and thus, data
loss may occur in this situation. To minimise the number of such situations, time
synchronisation policies are used in WSNs [Elson and Estrin, 2001; Sundararaman
et al., 2005]. These policies synchronise the internal clocks of the nodes to each
other so that they can schedule their mode changes synchronously. Here, we
assume that such aforementioned situations cannot happen during the operation
of the WSN.
• We also assume that interference does not occur. Interference occurs when multiple
nodes try to use the same communication channel at the same time, causing data
collision, such that none of the communication data can be detected at the receiving
side. Such collisions are typically avoided through the use of a medium access
control (MAC) protocol that controls the data transmission of each node [Demirkol
et al., 2006; Wu and Biswas, 2007]. Thus, we assume that the MAC protocol we
are using here can avoid data collision during transmission.
• The WSN that we are studying is not a mobile network (i.e. the sensors cannot
change their location), however, link failures, node failures and node additions are
taken into account. That is, the network can be topologically dynamic, but not
mobile.
• In our model, the sensors have no memory limitations. That is, the collected
and received data can be stored in each sensor without deletion. Moreover, in
our model, the energy consumption of memory management (i.e. reading from
memory and writing to memory) is negligible compared to the energy consumption
of data sampling and forwarding. This assumption is reasonable according to the
experimental studies reported in Mathur et al. [2006] and Anastasi et al. [2004].
• Finally, each node can recharge its battery periodically, making it independent of
human intervention.
Based on these assumptions, we can formulate the WSN model as follows. Let I =
1,2,...,N be the set of agents in the network, which contains one base station, denoted
BS1. We assume that each agent knows its distance in hops from the BS. This can
be achieved by using any of the standard shortest path algorithms (e.g. distributed
breadth-ﬁrst search or distributed Bellman–Ford). Furthermore, each agent can only
communicate with those who are inside its communication range. Diﬀerent agents may
have diﬀerent sizes of range.
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Here, for the sake of simplicity, we split the time line into slots. That is, hereafter we
assume that time is discrete, and can be denoted with the sequence of t = 0,1,2,... .
We consider three speciﬁc kinds of energy consumption for each agent in the network,
namely: the energy required to (i) acquire (i.e. sample), eS
i ; (ii) transmit, eTx
i ; and
(iii) receive, eRx
i , a single data packet (we assume that each packet has the same size
in bytes). Besides, let Bi (t) denote the amount of energy budget agent i can use each
slot t. For energy–harvesting sensor agents, Bi (t) is equal to the amount of harvested
energy at slot t, since the agents comply the concept of energy–neutrality. On the other
hand, when energy–harvesting is not possible, then Bi (t) is equal to the total residual
energy level of the agent. In addition, we disregard the energy required for other types
of processing since it is negligible in comparison [Mathur et al., 2006; Merrett, 2008].
For data sampling, we do not place particular restrictions on the techniques used here,
any existing adaptive technique can be employed. Examples of such techniques can be
found in section 2.1.1.
To calculate the importance of sampled data, we use information content valuation
methods. Similar to the sampling case, any existing technique from the literature can
be used for this (see 2.1.2 for more details). Furthermore, we also assume that the
information value of the collected data is discounted over time by a factor λ ∈ (0,1] (i.e.
loses its value as time passes by), if it is not delivered to the BS yet. This assumption is
justiﬁed by the fact that in many applications, new information is more preferable older
information.
In existing routing protocols, agents typically forward data to other agents, which are
closer to the BS, either in terms of physical distance or number of hops. Thus, following
this concept, we assume that in our model, agents can send data to those which are closer
to BS in terms of number of hops. Finally, we assume that data sampled or received
at each agent i at slot t can only be forwarded from slot (t + 1). This assumption is
also reasonable, since without it, newly sampled data could be delivered to the BS
instantaneously.
3.2 The Long–Term Information Collection Problem
In the previous section, we have introduced the model that considers adaptive sampling,
routing, information valuation and energy management of WSNs. Given this, we now
aim to give a formal description of the research objective, that is, to maximise the total
collected information in WSNs, in a given ﬁnite time interval.
In more detail, let Si (t), Rxi (t) and Txi (t) denote the set of sampled, received and
transmitted data packets of agent i at round t. Let p denote a single data packet, whose36 Chapter 3 Formal Models and Problem Deﬁnitions
information value at round t is v (p,t). Furthermore, we assume that the WSN operates










That is, we aim to maximise the total information value delivered to the BS over the
time interval [0,T], with respect to the following constraints:
Txi (t) ⊆ Qi (t) (3.2)
for each agent i and round t, where Qi (t) is the set of total transmittable data packets
in the memory. That is, the transmitted data is the subset of the total transmittable
data (packets that were sampled or arrived until the previous round) of each agent i.
Furthermore,
Qi (t + 1) = (Qi (t)/Txi (t)) ∪ Si (t) ∪ Rxi (t) (3.3)
for each agent i. That is, the set of transmittable data of agent i at round (t + 1) is
the union of the sets of residual data (i.e. (Qi (t)/Txi (t))), the received data and the
sampled data at round t.
For the concept of energy-neutrality, we have the following constraints:
eS
i |Si (t)| + eRx
i |Rxi (t)| + eTx
i |Txi (t)| ≤ Bi (t) (3.4)
for each agent i, where |{.}| denotes the size of set {.}. This constraint demonstrates
that the energy consumption of each action made by agent i cannot exceed the energy
budget given in round t.
Furthermore, for each p ∈ Si (k)∪Rxi (t) (i.e. received data or sampled data of agent i
at round t), that is not delivered to the BS before time slot t:
v (p,t + 1) = λv (p,t) (3.5)
where λ ∈ (0,1] is the discount coeﬃcient. That is, the information value of packet p is
decayed with the discount factor λ, as time goes by.
As mentioned in section 1.2, to eﬃciently solve the problem formulated in equation
3.1, we separately study the energy management and routing of the WSN, while we
assume that eﬃcient sampling and information content valuation can be achieved by
1In the case of inﬁnite time interval, since the energy harvesting is periodical, it may occur that the
agents are able to operate within that inﬁnite time. Thus, the amount of information value collected at
the base stations can be inﬁnite as well. In this case, a diﬀerent objective should be introduced, instead
of maximising the amount of collected information value. This, however, remains as future work.Chapter 3 Formal Models and Problem Deﬁnitions 37
using existing techniques. Given this, section 3.3 discusses the energy management
problem in more detail, while section 3.4 focuses on the routing problem.
3.3 The Energy Management Problem
The deﬁnition of the energy management problem is based on the observation that since
each agent can sample, receive or transmit data, it is necessary for the agents to vary
the energy budget they associate with each of these action types, so that their overall
performance can eﬀectively adapt to environmental changes. That is, by adaptively
setting the value of the energy budgets, the agents can decide whether to put more
eﬀort on sampling (e.g. when signiﬁcant events are occurring in the monitored area),
receiving important data from the others (e.g. when they have collected high value
information that has to be delivered to the BS), or transmitting data (e.g. when the
delivery of data cannot be delayed too long). With such capabilities, our hypothesis
is that the agents should achieve better performance than systems without the ability
to adapt in this fashion. However, in order to determine the optimal budget settings
(exploitation), the agent ﬁrst has to learn the performance of other setting combinations
as well (exploration). Furthermore, due to the environmental changes, the agent has to
repeatedly re-learn the current optimal settings, since it may also vary as well. Given
this, we can deﬁne the energy management problem as follows:
Deﬁnition 3.1. The energy management problem is a sequential decision making prob-
lem where each agent i has to choose appropriate values for its energy budgets at the
beginning of each time slot (t), so that the amount of sampled, received, and the trans-
mitted information in that round leads the overall system to eﬃcient performance in
long-term information collection in dynamic environments.
Our goal is to eﬃciently tackle the energy management problem, taking the research
requirements into account. Furthermore, the proposed approach should eﬃciently handle
both the trade–oﬀ between exploration and exploitation, and the environmental changes
as well. In so doing, we distinguish two situations, namely: (i) when energy–harvesting
is possible and stable (i.e. the amount of harvested energy does not vary a lot); and
(ii) when energy–harvesting is diﬃcult or not possible. In the former case, since energy
is repeatedly recharged, the overall energy budget of each agent is not limited. Thus,
the agents can comply with the concept of energy–neutrality, in order to indeﬁnitely
extend their life span. In contrast, in the latter case, energy–neutrality is not a solution
to follow, since the ovelrall energy budget is limited. Instead, the agents have to be
energy–aware. Thus, in these situtations, energy management policies must behave
diﬀerently. Given this, section 3.3.1 discusses the formulated model for the former case,
while 3.3.2 formulates the latter case.38 Chapter 3 Formal Models and Problem Deﬁnitions
3.3.1 Energy Management with Energy Harvesting Sensors
In this case, since energy harvesting is possible and stable, we follow the concept of
energy–neutrality, in order to guarantee the long–term operation of the network (see
chapter 1 for more details). Consequently, the total amount of energy that agent i can
use at each slot is equal to the total harvested energy in that slot. Furthermore, since
the energy harvesting is stable, we assume that the amount of harvested energy per slot
is constant, and we denote it with Bi
2. Given this, for each time slot t and agent i:
Bi (t) = Bi (3.6)
That is, the amount of energy available for agent i in slot t is Bi.
Now, let BS
i (t), BRx
i (t), and BTx
i (t) denote the energy budgets that agent i allocates to
sampling, receiving and transmitting at time slot t, respectively. Given this, for energy
consumption of each task, we have the following constraints:
eS
i |Si (t)| ≤ BS
i (t)
eRx
i |Rxi (t)| ≤ BRx
i (t) (3.7)
eTx
i |Txi (t)| ≤ BTx
i (t)
for each agent i. These constraints demonstrate that the energy consumption of each
action made by agent i cannot exceed the energy budget of each task given in round t.
Furthermore, we have:
BS
i (t) + BRx
i (t) + BTx
i (t) ≤ Bi (3.8)
In our model, we assume that if a budget allocated to a task is not fully used in slot t,
then the residual energy is not reusable for the next time slot. That is, for example, if
eRx
i |Rxi (t)| < BRx
i (t)
then the residual energy (i.e. BRx
i (t) − eRx
i |Rxi (t)|) cannot be added to the total
energy budget Bi (t + 1) of the next slot. This assumption is reasonable, due to the
fact that in real world WSNs, the agent allocates energy budget to a task by setting its
power consumption level and the time interval in which the task should be performed.
That is, the task’s energy consumption is rather continuous during that time interval.
Given this, even if the energy consumption of of packets successfully sampled, received
or transmitted is less than the energy budget, the total allocated budget is used in that
time slot.
2If the amount of harvested energy varies, then we can take the average, and denote it with Bi.Chapter 3 Formal Models and Problem Deﬁnitions 39
Given all this, our goal is to ﬁnd a good solution for the energy management problem
deﬁned in deﬁnition 3.1, by using this model for the case of energy–harvesting sen-
sors. Therefore, in chapter 5, we propose a MAB learning based approach, in order to
eﬃciently tackle this problem (see chapter 5 for more details).
3.3.2 Energy Management with Non–Harvesting Sensors
In this case, we assume that the agents cannot harvest energy from the environment.
Thus, each agent has to rely on its battery level in the whole operation time. Let BT
i (t)
denote the total residual energy level of the battery of agent i at time slot t, we have:
BS
i (t) + BRx
i (t) + BTx
i (t) ≤ BT
i (t) (3.9)
That is, the energy budgets allocated to sampling, receiving, and transmitting at slot
t together cannot exceed the total residual energy level. Here, similarly to the case of
energy–harvesting sensors, we also assume that the residual energy of each allocated
budget is not reusable for the next time slot. Given this, we can update the value of
residual energy level of agent i’s battery as follows:
BT




i (t) + BRx




Based on this formulation, we also propose a MAB learning based approach in chapter
6, in order to eﬃciently solve this problem (see chapter 6 for more details).
3.4 The Maximal Information Throughput Routing Prob-
lem
In this section, we focus on information–centric routing. To this end, we introduce a new
routing problem, namely the maximal information throughput routing problem, which
is already described in section 1.2. However, for the reader’s convenience, we repeat the
description of the problem below, in more detail.
Suppose that all the agents have already set their energy budget value for sampling,
receiving, and transmitting tasks. In this case, to maximise the value of the total
collected information, it is obvious that we need to maximise the total information value
of data sampled or relayed by agents that are one hop from the BS. The latter, however,
is equal to data that is sampled or relayed by agents that are two hops from the BS,
and so on. That is, beside focusing on eﬃcient energy management, it is also important











Figure 3.1: Network topology in wireless sensor networks.
between neighbouring layers of agents (i.e. group of agents with the same distance from
the BS) by using eﬃcient routing techniques.
Given this, in our model, we group the nodes into layers such that layer l contains nodes
that are l hops from the BS. Let Ll denote the layer l and L denote the number of
layers in the network (see Figure 3.1). Note that the BS itself is layer 0. Now, we can
deﬁne the routing problem as follows:
Deﬁnition 3.2. The maximal information throughput problem is the optimisation prob-
lem where agents in layer Ll together have to perform the maximal total information
throughput to layer Ll−1 in round k, with respect to the energy budgets on each of the
agents.
In order to solve this problem, we propose an optimal algorithm in chapter 4. More-
over, we will show that the proposed algorithm is eﬃcient in both computational and
communication costs.
3.5 Summary
In this chapter, we have introduced a generic model for WSN systems. Within this
model, we have made several simplifying assumptions related to the radio link models,
mobility, data storage and battery recharging. Following this, we have formulated theChapter 3 Formal Models and Problem Deﬁnitions 41
adaptive sampling, information content valuation, routing, and energy management poli-
cies. For adaptive sampling, and information valuation, we use existing techniques in our
model. For routing, we have introduced receiving and transmitting actions with which
an agent can achieve high information throughput. For energy management policies, we
have deﬁned energy budgets for sampling, receiving and transmitting data. With these
budgets, an agent can control its actions adaptively.
In the second part of the chapter, we have formulated the main research objective of our
work; that is, to achieve eﬃcient long-term information collection in WSNs. Following
this, we have deﬁned two problems, namely the energy management and the maximal
information throughput routing problems, that can be separately solved. However, by
combining the solutions, we can still achieve eﬃcient long–term information collection.
In particular, we have distinguished two cases for the energy management problem,
namely: (i) energy management with energy–harvesting sensors; and (ii) energy man-
agement with non–harvesting sensors. Then we have described the maximal information
throughput routing problem in detail.
Since in both cases of the energy management problem, the underlying routing problem
is common, for our convenience, we ﬁrst study the maximal information throughput
routing problem in chapter 4. While the solutions for the cases of energy management
problems will be given in chapters 5, and 6, respectively.Chapter 4
Maximal Information
Throughput Routing
To achieve eﬃcient long-term information collection in WSNs, we have deﬁned two
problems which we aim to solve: namely the (i) energy management problem; and
(ii) the maximal information throughput routing problem. Thus, this chapter outlines
the work undertaken towards addressing the latter. Speciﬁcally, here we describe a
decentralised algorithm that allows agents to achieve maximal information throughput
between neighbouring layers, with respect to their energy constraints (contribution 1).
The algorithm, denoted with MITRA (for maximal information throughput routing
algorithm), performs eﬃcient data routing in terms of communication and computational
costs.
To this end, in section 4.1, we ﬁrst formalise the problem. Following this, we describe
MITRA in section 4.2 in detail. Then we analyse the performance of MITRA in section
4.3. In particular, we prove that the algorithm optimal in terms of maximising the total
information throughput between layers of nodes (see section 4.3.1 for more details).
Then we discuss the main advantages and a number of major drawbacks of MITRA (see
section 4.3.2). Finally, to demonstrate the algorithm’s eﬃciency in both communication
and computational aspects, we analyse simulation results in detail in section 4.4.
4.1 Problem Description
Let us use the notations introduced in chapter 3. Recall deﬁnition 3.2 in section 3.4; that
is, the maximal information throughput routing problem is an optimisation problem in
which maximal information throughput at each round has to be achieved between neigh-
bouring layers given constrained sampling, receiving and transmitting capacities of the
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agents. Let us note that, according to the model described in chapter 3, these capacities
are set by the algorithm that solves the energy management problem (see sections 3.2
and 3.3 for more details). Given this, let Ll and L(l−1) denote two neighbouring layers,
where 1 ≤ l ≤ L. For the sake of convenience, hereafter we refer to Ll as the sender
layer, and to L(l−1) as the receiver layer. Similarly, agents in the sender layer will be
referred We assume that the current round number is t. Thus, we have the following










That is, we aim to maximise the total information value of transmitted data from layer
l to layer (l − 1) at round t, with respect to the following constraints:
ETx
i |Txi (t)| ≤ BTx
i (t) (4.2)
for each i ∈ Ll. That is, each sender agent cannot exceed its transmitting energy budget
during data transmission. Furthermore,
ERx
j |Rxj (t)| ≤ BRx
j (t) (4.3)
for each j ∈ L(l−1), and thus, each receiver agent cannot exceed its receiving budget
during data receiving. Finally, constraints described in equations 3.2, 3.3, and 3.5, that
express the conservation of information within our setting, have to be taken into account
as well.
To ﬁnd the solution of equation 4.1, we propose a decentralised algorithm, MITRA,
described in the following section.
4.2 Maximal Information Throughput Routing Algorithm
To ﬁnd the solution of equation 4.1, we ﬁrst transform the maximal information through-
put routing problem into a graph theory problem, to which we give a centralised optimal
solution in section 4.2.1. The reason to ﬁrst solve the problem in a centralised way is, to
understand the mechanism of the algorithm, which which act as the cornerstones for our
decentralised algorithm. Following this, based on this solution, we devise a decentralised
approach for the problem in section 4.2.2.Chapter 4 Maximal Information Throughput Routing 45
4.2.1 A Centralised Approach
In order to understand the decentralised algorithm, a graph theory based solution is de-
scribed in this section. This solution is the cornerstone upon which our decentralised al-
gorithm is based. Note that the centralised version of the maximal information through-
put routing problem can also be reduced into a multiple knapsack problem with assign-
ment restrictions [Dawande et al., 2000]. However, for the sake of simplicity, here we
focus on the graph theory approach.
Given this, let us redeﬁne the routing problem from a graph theory approach as follows.
Consider the layers l and (l − 1) together as a bipartite directed graph G. Each node
within these layers is represented by a vertex of G. If i ∈ Ll and j ∈ L(l−1) are
neighbours, then we connect vertex i with vertex j in G with a directed arc from i to
j. Each vertex i in the sender layer of G (i.e. the representation of layer Ll) has a





and each vertex j in the receiver layer of G (i.e. the






each vertex i in the sender layer contains the set of transmittable data Qi (k). Finally,
each data packet p on the sender layer is labeled with a non-negative value v(p,t) (i.e.
its information value). The task here is to assign these packets to the arcs with respect
to the following constraints:
• Each packet p ∈ Qi (t) can be allocated to at most one of the arcs and this arc
must be an outgoing arc from vertex i.
• Let wi,j denote the number of packets (i.e. the weight) allocated to arc (i,j). For
each vertex i in the sender layer,
P
j∈L(l−1) wi,j ≤ ci, where L(l−1) denotes the set
of vertices of the receiver layer. That is, the total weight of the outgoing arcs from
i cannot exceed the capacity of vertex i. Similarly, for each vertex j in the receiver
layer,
P
i∈Ll wi,j ≤ cj, where Ll denotes the set of vertices of the sender layer.
That is, the total weight of the incoming arcs to j cannot exceed the capacity of
vertex j.
Here, our goal is to maximise the total value of the packets allocated to the arcs. In
this report, we use a greedy algorithm to achieve the optimal solution for the maximal
information throughput routing problem. The reason of choosing such a greedy approach
is that greedy algorithms are simple in terms of computational cost, since they only
consider the best current option, while they do not look ahead (which step typically
increases both memory and computational complexity). To this end, we introduce the
following deﬁnitions:
Deﬁnition 4.1. An allocation of packet p is feasible, if there is a valid allocation of p to
one of the arcs, with respect to the constraints of G mentioned above. For the sake of46 Chapter 4 Maximal Information Throughput Routing
simplicity, we refer to this packet as a feasible packet. Thus, the maximal value feasible
packet is a feasible packet with the highest value. Finally, let S denote the current state
of G, that is, S is the set of current parameter values (i.e. the set of already allocated
packets, currently unallocated packets and the current weights of the arcs in G).
Theorem 4.2. A greedy method, whereby, for any current state S of G, if there exists
at least one feasible packet, then we allocate one of the maximal value feasible packets (it
may be the case that more than one packet has the same value), leads us to the optimal
































































Figure 4.1: A) The initial state of G. B) The current state of G after the allocation
of packets < 32 >,< 23 >,< 20 > and < 15 >.
Before we prove theorem 4.2, let us take a look at ﬁgure 4.1, that demonstrates the
greedy algorithm. In more detail, part A of the ﬁgure depicts the initial state of graph
G. On the sender side, there are 5 vertices, denoted with 1,2,3,4 and 5. Their capacities
are 3,5,2,7 and 3, respectively. The packets they have are listed in the braces next to
the vertices. For instance, vertex 1 contains the list {< 23 >,< 20 >,< 17 >,< 11 >}.
On the receiver side, there are 4 vertices, denoted with 6,7,8 and 9, with capacities
2,1,6 and 4, respectively. Considering the greedy algorithm, in the ﬁrst step we allocate
packet < 32 > of vertex 2, since it is the maximal value feasible packet in the initial
state. Here, we allocate it to arc (2,6). Following that, the next maximal feasible packet
is < 23 > of vertex 1 is allocated to arc (1,6). Then we allocate packet < 20 > of vertex
1 to arc (1,7). Note that although < 17 > is the next highest value packet, it is not
feasible. Thus, in the next step, < 15 > from vertex 3 is allocated to arc (3,8), and so
on. The algorithm stops when no feasible packet is available.Chapter 4 Maximal Information Throughput Routing 47
Now, let us turn back to the proof of theorem 4.2. To prove it, here we rely on the
following auxiliary lemma:
Lemma 4.3. Given the state Sk of graph G, the optimal solution O(G,Sk) of G that
can be achieved from state Sk (i.e. the maximal result that we can achieve by starting
from state Sk) contains the allocation of one of the maximal value feasible packets of G
at state Sk.
Proof of lemma 4.3: We prove this lemma by using the indirect proof technique.
Suppose that there exists such a Sk that from this state, O(G,Sk) does not contain
any of the current maximal value feasible packets. Without loss of generality, we can
assume that a maximal value feasible packet belongs to vertex 1, namely pmax. If in
O(G,Sk) vertex 1 also sends at least one more packet to its neighbours. Then by
replacing that one with pmax, the total value of allocated packets is increased, which is
impossible, since O(G,Sk) is the optimal solution, thus it should have the highest total
value. Therefore, vertex 1 cannot send any packets to its neighbours from state Sk in
the optimal solution. However, due to the fact that pmax is feasible at state Sk, there
exists such a vertex j that pmax can be allocated to arc (1,j). If in the optimal solution,
j accepts data from any of the other senders, then by replacing that packet with pmax,
the result will also be increased, which is impossible as well, due to the optimality of
O(G,Sk). Thus, there is only one case left, that is, vertex j cannot receive any data
in the optimal solution. This implies that the arc (i,j) is still feasible (i.e. packets can
be allocated to that arc). Therefore, by allocating pmax to this arc, the optimal value
will be increased, which is also a contradiction. Thus, the original assumption, that the
optimal solution does not contain any of the maximal value feasible packets at state Sk,
is not true.
2
Thus, now we can prove theorem 4.2 as follows.
Proof of theorem 4.2: We start with the initial S0 state of G, where none of the
packets is allocated yet. By using lemma 4.3, the best step we can make here is to choose
a maximal value feasible packet and allocate it to an arc. Let S1 denote the resulting
state. Here, we also have to choose a current maximal value feasible packet greedily, and
so on. At each Sk, according to lemma 4.3, the greedy step always yields the optimal
result. We stop when there is no feasible packet available.
2
Given this, lemmas 4.2 and 4.3 yield the following corollaries:48 Chapter 4 Maximal Information Throughput Routing
Corollary 4.4. In the optimal solution, if vertex i has m allocated packets, then these
packets must be those with the m highest values in Qi, which is the set of all packets at
vertex i.
Corollary 4.5. In the optimal solution, if node i has m packets allocated to n arcs, then
the allocation of these packets can be in any arbirtrary order to those arcs.
Let a feasible bundle denote a bundle of feasible packets from a common vertex, that
can be allocated to the same arc at the same time. Due to corollaries 4.4 and 4.5,
instead of allocating a single packet at one step as described in the greedy algorithm,
we can allocate the bundle of packets that has the highest value among feasible bundles.
Moreover, as described in corollary 4.4, this bundle contains the packets with highest
values of Qi at vertex i. Thus, we can modify the greedy algorithm above so that at
each step, the maximal total value feasible bundle is chosen to be allocated.
4.2.2 The Decentralised Algorithm
The greedy algorithm described in section 4.2.1 is centralised, since to select the maximal
value feasible packet or bundle, the algorithm needs global knowledge in order to choose
the best feasible bundle. Thus, we cannot use this algorithm in the WSN, due to the
need for the decentralised control regime. However, based on the greedy algorithm and
corollaries 4.4 and 4.5, we can design a decentralised algorithm that is suitable for our
decentralised WSN model. The sketch of this decentralised algorithm looks as follows.
1. Each sender si sends the list of its maximal value feasible bundles to its receivers.
2. When receiver rj has received all the information regarding the possible bundles
from its senders, it chooses the best c(rj) packets among the possible incoming
bundles, where c(rj) is the receiving capacity of rj.
3. Each receiver rj then sends back the value of the chosen packets to all of its senders.
4. When sender si receives all the information regarding the chosen packets of its
receivers, it chooses the best feasible bundle that it can send to each of these
receivers.
5. Repeat the previous 4 steps until there is no more feasible packet left.
Let us hereafter refer to this algorithm as the maximal information throughput algorithm
(MITRA). The pseudo codes for both sender and receiver side of MITRA can be found
in algorithms 4.1 and 4.2, respectively. In algorithm 4.1, the pseudo code of the sender
side is depicted. Within this algorithm, each sender si ﬁrst checks whether there areChapter 4 Maximal Information Throughput Routing 49
Algorithm 4.1 MITRA - sender side
1: for all si do
2: if ∃ feasible packet then
3: IsFeasible(si) ← TRUE;
4: else
5: IsFeasible(si) ← FALSE;
6: end if
7: Ri ← list of receivers in communication range of si;
8: Bi ← getMaxValueBundle(C (si)); {*get C (si) highest value packets*}
9: {notify the receivers}
10: broadcastMessage(Bi) {*broadcast the value of Bi to all receivers*}
11: while IsFeasible(si) == TRUE do
12: C (si) ← current transmission capacity;
13: broadcastSENDMessage(); {*broadcast SEND message to all receivers *}
14: {*listening to meta data messages from receivers, stop listening when all are
collected or timeout is reached*}
15: repeat
16: listenToNotiﬁcations();
17: until all receiver notiﬁcations arrive or until timeout;
18: Bmax ← best feasible bundle;
19: sendBundle(Bmax);
20: Update(C (si)); {*update transmission capacity of si*}
21: if C (si) ≤ 0 then
22: {*if no more capacity to send then node is not feasible*}
23: IsFeasible(si) ← FALSE;
24: end if
25: if   ∃rj ∈ Ri such that IsFeasible(rj) == TRUE then
26: {*if no more capacity on receiver side then node is not feasible*}




any feasible packets in its memory (lines 2 − 6). First, it broadcasts its highest value
feasible bundle to all of the receivers(lines 8−10). Then, until si becomes infeasible (i.e.
it cannot send any packets), it execute the lines 11 − 29, and does the following:
1. It notiﬁes its receivers about its highest value feasible bundle by broadcasting a
SEND message to all of the receivers(line 13).
2. Then it waits until all the information from its receivers is collected or until a
predeﬁned timeout (lines 16 − 18). This information states which bundles can be
sent to each receiver.
3. Among the possible bundles, it chooses the most valuable one, and sends it to the
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Algorithm 4.2 MITRA - receiver side
1: for all rj do
2: C (rj) ← current receiving capacity;
3: if C (rj) > 0 then
4: IsFeasible(rj) ← TRUE;
5: else
6: IsFeasible(rj) ← FALSE;
7: Sj ← list of senders in communication range of rj;
8: while IsFeasible(rj) == TRUE do
9: {*listening to meta data messages from senders, stop listening when all are
collected or until timeout *}
10: repeat
11: listenToNotiﬁcations();
12: until all sender notiﬁcations arrive or until timeout;
13: L(C (rj)) ← getMaxValuePackets(C (rj)); {*collect the highest values from
senders*}
14: {notify the senders}
15: for all sender si ∈ Sj do




19: receiveData(); {*receive data from senders that may arrive this round*}
20: until all sender data arrive or until timeout;
21: Update(C (rj)); {*update receiving capacity of rj*}
22: if C (rj) ≤ 0 then
23: {*if no more capacity to receive then node is not feasible*}
24: IsFeasible(rj) ← FALSE;
25: end if
26: if   ∃rj ∈ Sj such that IsFeasible(si) == TRUE then
27: {*if no more capacity on sender side then node is not feasible*}





4. Finally, it updates two internal states: namely i) its residual transmitting capacity
(line 21), and ii) its feasibility (lines 22 − 27). The sender is infeasible when its
capacity is 0 or when all of its receivers are infeasible (i.e. the receivers cannot
receive any data).
We present the pseudo code of the receivers in algorithm 4.2. Similarly to the sender
side, here the receivers ﬁrst check whether they are feasible (i.e. they can accept more
packets) or not (lines 2 − 6). Then, until they become infeasible, each receiver rj does
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1. It waits until all of its senders send information about their highest value feasible
bundles, or until a predeﬁned timeout (lines 10 − 12).
2. Then it determines the highest value packets it would accept from its senders (line
13).
3. Following this, it notiﬁes the senders about it decision by broadcasting the list of
selected packets’ values by sending a REQUEST message to each sender from which
it wants to receive data packets (lines 15 − 17).
4. Then it waits until all the required data has arrived or until a timeout (lines
18 − 20).
5. Finally, it updates two internal states: namely (i) its residual receiving capacity
(line 21), and (ii) its feasibility (lines 22 − 29). The receiver is infeasible when its
capacity is 0 or when all of its senders are infeasible (i.e. they cannot send any
data).
4.3 Performance Analysis
In this section, we focus on the performance analysis of MITRA. Speciﬁcally, we prove
that the algorithm is optimal, and that its computational and communication costs
are not signiﬁcant. In so doing, we provide a proof of MITRA’s optimal behaviour in
section 4.3.1. Then we discuss about its major advantages and drawbacks in more detail
in section 4.3.2.
4.3.1 Optimality of the Algorithm
Apart from its decentralised behaviour, the MITRA algorithm diﬀers from the cen-
tralised greedy algorithm described in section 4.2.2 in another important point. That is,
in the centralised greedy algorithm, only the maximal value feasible bundle is allocated
in each step, while in MITRA, each sender allocates the highest value feasible bundle
among its accepted bundles (i.e. bundles which are accepted by at least one of the re-
ceivers) concurrently. Thus, it is not obvious that the MITRA is optimal. However, we
state the following:
Theorem 4.6. Assuming that the communication between senders and receivers is per-
fect, that is, none of the messages arrive after the timeout, the MITRA algorithm results
in an optimal solution for the maximal information throughput routing problem (i.e. the
solution that gives the maximal throughput of information value between the sender and
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Proof of theorem 4.6: To prove this theorem, again, we use the indirection technique.
Let us assume that the MITRA algorithm given in the previous section is not optimal.
That is, the output solution does not maximise the total transmitted information value
between the 2 layers. Let O denote the output solution of the MITRA algorithm and
OOPT be one of the optimal solutions. Since we assume that O is not optimal, there
should be p1 and p2 packets such that in O only one of them is allocated in O and the
other one is allocated in OOPT. Without loss of generality, we can assume that p1 is
allocated in O and p2 is allocated in OOPT. We can also assume that both p1 and p2
are sent to the same receiver rj. It is easy to prove that if O  = OOPT then there exist
2 packets such that these assumptions hold.
In particular, there are two cases to investigate. In the ﬁrst, both p1 and p2 are from the
same sender. Due to the fact that the MITRA algorithm is based on the corollary 4.4,
it is easy to show that v(p1,k) ≥ v(p2,k). That is, p1 has a higher information value
than p2, since the corollary states that those data which are sent from the sender must
be the packets with the highest values in the set of packets of that sender.
In the second case, p1 and p2 are from diﬀerent senders. Since in MITRA, the receiver
uses the greedy approach to allocate possible arriving packets, when p1 is accepted and
p2 is not at rJ, the only explanation is that v(p1,k) ≥ v (p2,k).
One can see that in both cases p1 has a higher (or at least the same) value as p2. Thus,
if we replace p2 in OOPT with p1, we would have a better solution or one that is also
optimal. In the ﬁrst case, we have a contradiction, since OOPT is optimal. In the latter
case, by replacing all the possible pi-s that are in O but not in OOPT, we would have
that O is also an optimal solution, which is also a contradiction. Therefore one can see
that the original assumption, that is, O is not optimal, is not true.
2
4.3.2 Advantages and Shortcomings
In this section, we highlight on some of the advantages, and drawbacks of MITRA,
respectively. In particular, we study MITRA against the research requirements given in
section 1.1. Since we deal with adaptivity by using learning based techniques in energy
management, here we only focus on the other requirements, namely: (i) robustness; (ii)
computational feasibility; and (iii) limited use of communication. Here, we show that
MITRA fulﬁlls the ﬁrst two requirements. On the other hand, since there is no explicit
limit for the number of communication messages MITRA uses during its operation, it
may occur that the communication cost is signiﬁcant. However, by using numerical
results of extensive simulations in section 4.4, we will demonstrate that MITRA has low
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Given this, we ﬁrst investigate the robustness and ﬂexibility of MITRA. In MITRA,
each single agent can independently learn the topological changes in its surroundings.
Speciﬁcally, by sending broadcast messages that contains the agent’s maximal feasible
bundles at each time slot, each agent can detect its active neighbours (by observing
who answers to that message), and thus, information regarding topological changes (e.g.
link failure or deployment of new agents), can be repeatedly updated. Furthermore,
since this broadcast message is sent at every time slot, MITRA always uses the current
topology, and does not rely on any previous information from the past. This makes
MITRA robust and ﬂexible against topological changes such as link failure, or changes
in number of active agents (e.g. node failure or new agents join the network)
In addition, since MITRA uses a simple decentralised policy, its computational cost is
not signiﬁcant. In more detail, in terms of computational complexity, the critical points
of MITRA are at line 13 in algorithm 4.2, and at lines 8 and 18 in algorithm 4.1. At the
ﬁrst critical point (i.e. line 13 in algorithm 4.2), each receiver chooses the best packets
that it can accept from its senders. This action consists of sorting a simple array and
selecting the best c(rj) values (i.e. k-best value selection from an array). Furthermore,
at the second critical point (i.e. line 8 in algorithm 4.1), each sender selects its best
packets which is also a k-best value selection from a simple array. Finally, at the third
critical point (i.e. line 18 in algorithm 4.1), to choose the best feasible bundle, each
sender has to perform a single best value selection from an array. Assuming that each
agent manages its list of packets well (i.e. by sorting these lists frequently), these actions
are simple and fast.
On the other hand, in order to achieve maximal throughput of information between layers
of agents, the agents have to send a number of coordination messages (the total number
of SEND and REQUEST messages) to each other in MITRA. In particular, each sender
repeatedly sends broadcast messages until packet transmission becomes infeasible (i.e.
the sender exceeds its transmission capacity limit, or its receivers all become infeasible).
Meanwhile, each receiver responses to the aforementioned broadcast messages unless
it also becomes infeasible (i.e. the receiver exceeds its receiving capacity limit, or its
senders all become infeasible). Furthermore, since the system operates over a ﬁnite time
interval, each agent can generate a ﬁnite number of packets at each time slot. Thus, the
total number of packets that can be sent on the sender layer is ﬁnite. Given this, it is
obvious that MITRA will stop in ﬁnite time (i.e. it cannot run without stopping). This
indicates that the total number of communication messages is ﬁnite as well. However, we
cannot guarantee that this number is small; that is, the agent might need a signiﬁcant
amount of coordination messages. Nevertheless, as we will show in section 4.4, the
communication cost of MITRA is not signiﬁcant, compared to the number of agents in
the network and to the total size of data to forward.54 Chapter 4 Maximal Information Throughput Routing
4.4 Empirical Evaluation
In this section, we investigate the communication cost of MITRA, demonstrating that
MITRA has a low communication cost. In so doing, we run extensive simulations, using
a variety of parameter settings, in order to measure the communication cost of MI-
TRA in diﬀerent settings. Furthermore, we also compare the performance of MITRA in
terms of maximising information throughput, to that of a simple decentralised routing
algorithm, in which each agent only uses a single SEND and REQUEST message for coor-
dination (i.e. this algorithm typically has a lower communication cost than MITRA).
Within this comparison, we demonstrate that MITRA signiﬁcantly outperforms the sim-
ple algorithm. Thus, rather using the simple algorithm, it is worthwhile to use MITRA
for routing.
To this end, we ﬁrst set the simulation parameters in section 4.4.1. Following this, we
introduce a simple decentralised algorithm, the Na¨ ıve Greedy method, as the benchmark
algorithm in section 4.4.2, whose performance is then compared to that of MITRA.
Finally, the numerical results of these simulations are analysed in section 4.4.3.
4.4.1 Parameter Settings
In real world applications, a sensor’s typical transmission, receiving and sampling power
is 27 mW, 20 mW, and 15 mW, respectively. The solar energy harvesting power is
1800 mW, the maximal data rate is 20 kbps, and the packet size is 10 bytes [Kansal
and Srivastava, 2003]. Given this, in our simulations, we use these values to set the
parameters of the agents.
Now recall that each receiver, before sending REQUEST messages, it chooses the best
feasible packets that it can receive from its senders (see line 13 of algorithm 4.2). Thus,
in terms of one single round, this can be regarded as a competition in which each sender
is competing against the other senders in order to have more of its packets accepted
by the receiver in that round. Let us note, however, that there is no real competition
between the senders when multiple rounds are considered, since packets that are not
accepted in the current round can still be accepted in the next rounds. This implies
that the number of communication rounds needed to achieve the maximal result in
MITRA is proportional to the average number of accepted packets in each round (i.e. the
higher this value is, the fewer rounds are required to be involved). This value, however,
depends on the following parameters: (i) the average number of senders per receiver
(i.e. the number of competitors); (ii) the receiving capacities on the receiver side; and
(iii) the transmitting capacities on the sender side. The ﬁrst parameter determines the
rate of competitiveness, while the latter two determine the total number of acceptable
packets, and thus, the average number of packets accepted per round. Therefore, inChapter 4 Maximal Information Throughput Routing 55
order to analyse the performance of MITRA extensively, we vary these parameters in
our simulations. Thus, we organise our test cases as follows.
Considering the ratio between the average number of senders and receivers, we have 3
cases, namely: i) the ratio is approximately 1; ii) the ratio is less than 1; and iii) the
ratio is greater than 1. Thus, we can divide the test cases into the following groups:
1. Group 1: the number of senders ≃ the number of receivers (i.e. the ratio is
approximately 1).
2. Group 2: the number of senders ≤ the number of receivers (i.e. the ratio is less
than 1).
3. Group 3: the number of senders ≥ the number of receivers (i.e. the ratio is greater
than 1).












































































Table 4.1: Test cases for performance analysis of MITRA.
In similar vein, in terms of the energy budgets of each agents (which determine the
transmitting and receiving capacities of the agents), we can also separate the test cases
to the following scenarios: i) the average energy budget on the sender side is higher than56 Chapter 4 Maximal Information Throughput Routing
that of on the receiver side; ii) the average energy budget on the sender side is less than
that of on the receiver side; and iii) the average energy budget on the sender side is
approximately the same as that of on the receiver side. Thus, each test group contains
3 scenarios as follows.
1. Scenario 1: The energy budget of the senders is greater than the energy budget
of the receivers. That is, BT
si > BT
rj. In the simulations, sender energy budgets
are random numbers with uniform distribution between 1000 and 1800. Mean-
while, the receiver energy budgets are also set randomly with uniform distribution
between 100 and 900.
2. Scenario 2: The energy budget of the senders is less than the energy budget of
the receivers. That is, BT
si < BT
rj. We set the sender energy budgets randomly
between 100 and 900 and receiver energy budgets between 1000 and 1800.
3. Scenario 3: The energy budget of the senders is similar to the energy budget of
the receivers. That is, BT
si ≃ BT
rj. In this scenario, both sender and receiver energy
budgets are random numbers between 1000 and 1800.
In fact, choosing diﬀerent numerical values for the range of the energy budgets does not
aﬀect much on the communication and computational costs. In particular, changing
the value of this range only modiﬁes the size of feasible bundles, but not the number
of communication rounds of the MITRA. Given this, we run 10 test cases in each test
group, using all of the scenarios. Let Ns and Nr denote the number of senders and
receivers, respectively. Table 4.1 shows the test cases that we use for each group.
4.4.2 The Benchmark Algorithm
To achieve the optimal result, MITRA needs to use a number of communication mes-
sages, which makes MITRA more complex compared to algorithms which use only one
pair of SEND–REQUEST messages, whose performance, however, may not be optimal.
Thus, apart from demonstrating that MITRA has low communication cost, it is impor-
tant to show that: (i) MITRA is not complex compared to simple algorithms with a
single communication round; and (ii) the total information throughput delivered from
the sender layer to the receiver layer by using MITRA instead of simple algorithms makes
MITRA worthwhile. To this end, we choose a benchmark algorithm that is simple (e.g.
uses only one pair of SEND–REQUEST messages), whose performance can be compared to
that of MITRA during the simulations. In this report, a simple decentralised algorithm
that needs only one communication message on both sender and receiver sides is used as
the benchmark method. We refer to it as the Na¨ ıve Greedy algorithm. This algorithm is
na¨ ıve since it stops after sending one communication message, and it is greedy becauseChapter 4 Maximal Information Throughput Routing 57
Algorithm 4.3 Na¨ ıve Greedy Algorithm - sender side
1: for all si do
2: if ∃ feasible packet then
3: Ri ← list of receivers in communication range of si;
4: C (si) ← current transmission capacity;
5: Bi ← getMaxValueBundle(C (si)); {*get C (si) highest value packets*}
6: {notify the receivers}
7: broadcastSendMessage(Bi) {*broadcast the value of Bi to all receivers using
SEND message*}
8: {*listening to meta data messages from receivers, stop listening when all are
collected or timeout is reached*}
9: repeat
10: listenToNotiﬁcations();
11: until all receiver notiﬁcations arrive or timeout;
12: Bmax ← best feasible bundle;
13: sendBundle(Bmax);
14: Update(C (si)); {*update transmission capacity of si*}
15: end if
16: end for
in this algorithm each sender chooses the feasible bundle with highest value. In fact,
Na¨ ıve Greedy is MITRA limited to one communication message. The pseudo codes
of this algorithm for sender and receiver sides can be found in algorithms 4.3 and 4.4,
respectively.
In this algorithm, each sender ﬁrst checks whether it contains a feasible packet (line 2
in algorithm 4.3). If it does, then it does exactly the same as the sender in the MITRA
(see algorithm 4.1), but it stop after sending the ﬁrst communication message.
Similarly, each receiver rj ﬁrst checks its receiving capacity (line 3 in algorithm 4.4).
If the capacity is higher than 0, then it does exactly the same as the receiver in the
MITRA (see algorithm 4.2), but it stop after sending the ﬁrst communication message.
4.4.3 Numerical Results
Using the parameter settings given in section 4.4.1, and the benchmark algorithm de-
scribed in section 4.4.2, we have the following numerical results: i) results for test group
1 (i.e. when Ns ≃ Nr) are depicted in ﬁgure 4.2; ii) results for test group 2 (i.e. when
Ns ≪ Nr) are depicted in ﬁgure 4.3; and iii) results for test group 3 (i.e. when Ns ≫ Nr)
are depicted in ﬁgure 4.4.
Part A of each ﬁgure depicts the total communication rounds required by MITRA in
the 3 scenarios of each test groups. Furthermore, parts B and C of each ﬁgure show the
average communication cost (i.e. average number of rounds) of each sender and each58 Chapter 4 Maximal Information Throughput Routing
Algorithm 4.4 Na¨ ıve Greedy Algorithm - receiver side
1: for all rj do
2: C (rj) ← current receiving capacity;
3: if C (rj) > 0 then
4: Sj ← list of senders in communication range of rj;
5: {*listening to meta data messages from senders, stop listening when all are
collected or timeout is reached*}
6: repeat
7: listenToNotiﬁcations();
8: until all sender notiﬁcations arrive or timeout;
9: L(C (rj)) ← getMaxValuePackets(C (rj)); {*collect the highest values from
senders*}
10: {notify the senders}
11: for all sender si ∈ Sj do




15: receiveData(); {receive data from senders that may arrive this round}
16: until all sender data arrive or timeout;
17: Update(C (rj)); {*update receiving capacity of rj*}
18: end if
19: end for
receiver, respectively. Finally, in part D of the ﬁgures, we compare the performance of
MITRA in terms of information collection with that of Na¨ ıve Greedy.
In the ﬁrst two groups (i.e. when Ns ≃ Nr and Ns ≪ Nr), the numerical results
of the simulations are similar. That is, when the average transmitting capacity on
the sender side is higher than the average receiving capacity on the receiver side (i.e.
Btotal
si > Btotal
rj ), MITRA produces the worst performance both in terms of the total
number of communcation rounds and the average round number of sender and receiver
agents (see parts A, B and C of ﬁgures 4.2 and 4.3). On the other hand, in the case of
Ns ≫ Nr (i.e. test group 3), scenario 3 (i.e. Btotal
si ≃ Btotal
rj ) is the worst case scenario
in terms of average round number of senders and receivers (see parts B and C of ﬁgure
4.4). Meanwhile, MITRA produces the same performance in terms of total number of
rounds in this scenario as well as in scenario 2 (i.e. Btotal
si > Btotal
rj ), as depicted in part
A of ﬁgure 4.4. As we can see in these ﬁgures, even though the number of participating
agents reaches the number of 100, the total number of rounds that MITRA needs is
still below 15. Furthermore, the average round number that a sender needs is less than
3, and the average number that a receiver needs is less than 8. Thus, we can state
that the communication cost of MITRA is less than O(N), where N is the number of
participating agents in MITRA.
To better understand how good these results are, let us assume that our WSN has 400Chapter 4 Maximal Information Throughput Routing 59
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Figure 4.2: Numerical results for the case of test group 1 (Ns ≃ Nr). (A) The average
number of total communication messages per each agent. (B) The average number of
REQUEST messages per agent. (C) The average number of SEND messages per agent.
(D) Total information throughput between the layers.
nodes, and the number of layers is 10 (i.e. each node is at most 10 hops far from the BS).
This implies that on average, each layer contains approximately 40 nodes. Thus, each
agent needs at most 10 messages in MITRA to achieve the maximal result. In particular,
on average, each agent has to send 3 SEND and 7 REQUEST messages. Now, suppose that
each agent has 10 packets on average to send. Thus, the size of the information value list
(see line 8 in algorithm 4.1) to broadcast is 40 bytes (we assume that the information
value is stored as a 4-byte real number). In addition, suppose that the size of SEND
and REQUEST messages is 4 bytes each. Then the size of communication messages each
agent has to send at each time slot in MITRA is 80 bytes on average. This is small,
compared to the total size of real data that the agents typically have to forward in many
applications (e.g. in wireless visual sensor networks, the average size of a single data
packet is likely to be 10 − 100 kBytes Kho et al. [2009b]).
Let us note that in real world applications, the size of the WSN is typically less than
400 [Cerpa et al., 2001; Mainwaring et al., 2002], thus, MITRA will produce even less
communication cost in most applications.60 Chapter 4 Maximal Information Throughput Routing
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Figure 4.3: Numerical results for the case Ns ≪ Nr. (A) The average number of
total communication messages per each agent. (B) The average number of REQUEST
messages per agent. (C) The average number of SEND messages per agent. (D) Total
information throughput between the layers.
Finally, to demonstrate that MITRA is worth using instead of simpler algorithms, such
as Na¨ ıve Greedy, let us consider part D of each ﬁgure above. We can see that in each
test group, MITRA outperforms Na¨ ıve Greedy everywhere. Thus, using the previous
example of a WSN with 400 nodes and 10 layers, MITRA in average outperforms Na¨ ıve
Greedy by 250%.
To conclude the performance analysis of MITRA, we can state that this algorithm
incurs a very low communication and computational cost as the number of participating
agents increases. Moreover, the average communication cost of each participating agent
is not much higher than that of an agent using simple algorithms such as the Na¨ ıve
Greedy. Finally, the use of MITRA is worthwhile in terms of maximising the information
throughput, since it outperforms Na¨ ıve Greedy everywhere, typically by a few hundred
percent.Chapter 4 Maximal Information Throughput Routing 61
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Figure 4.4: Numerical results for the case of test group 2 (Ns ≫ Nr). (A) The average
number of total communication messages per each agent. (B) The average number of
REQUEST messages per agent. (C) The average number of SEND messages per agent.
(D) Total information throughput between the layers.
4.5 Summary
In this chapter, we have described the formalisation of the maximal information through-
put routing problem. Following that, we have transformed the maximal information
throughput routing problem into a graph theory assignment problem, to which we have
given an optimal solution by using lemmas 4.2 and 4.3. We have also constructed a
greedy algorithm in order to achieve the optimal result. Then, we introduced two corol-
laries which act as the cornerstones for our decentralised algorithm. Based on these
corollaries, we have constructed MITRA: a decentralised algorithm which optimally
solves the maximal information throughput routing problem. This algorithm is the sec-
ond contribution of this work (see section 1.2 for more details). We have proved the
optimality of MITRA, using lemma 4.6, and in order to measure the computational
and communication costs of MITRA, we have deﬁned the communication round of each
agent participating MITRA. Using this communication round as a metric, we analysed
the costs of MITRA via extensive simulations. The numerical results of these simula-
tions demonstrated that MITRA has a low cost both in terms of communication and62 Chapter 4 Maximal Information Throughput Routing
computation. Finally, to demonstrate that it is worth using MITRA instead of a simple
algorithm that may produce sub-optimal results, we have introduced the Na¨ ıve Greedy
algorithm as a benchmark approach (existing routing protocols are not suitable for solv-
ing the maximal information throughput routing problem). This algorithm, however, has
a minimal communication cost, since it only uses one pair of SEND–REQUEST messages.
Thus, we have compared the performance of MITRA in terms of the total information
collected compared to that of the Na¨ ıve Greedy algorithm. With this comparison, we
have shown that MITRA outperforms Na¨ ıve Greedy in every testcases.Chapter 5
Energy Management with Energy
Harvesting Sensors
In chapter 4, we have introduced an optimal distributed algorithm, called MITRA,
which solves the maximal information throughput routing problem, and has low cost
both in terms of communication and computation. This algorithm maximises the total
information throughput between neighbouring layers given the sampling, receiving and
transmitting capacities of each participating agent. However, to maintain the long-
term eﬃciency of MITRA, there is a need to set these capacities adaptively, in order to
eﬃciently handle unpredicted changes of the environment. To this end, in section 3.3, we
have deﬁned the energy management problem that covers the aforementioned challenges.
In particular, we distinguished two cases for the energy management problem, namely:
(i) when the agents can harvest energy from the environment; and (ii) when energy–
harvesting is not possible. Given this, this chapter focuses on the energy management
problem for the former case. That is, here, the agents can harvest energy from the
environment, and thus, they can comply the concept of energy–neutrality, in order to
inﬁnitely lengthen their life span. In order to tackle the energy management problem,
we propose a novel, MAB based, energy management approach (contribution 2). By
using this approach, it is possible to handle the aforementioned challenges eﬃciently, in
order to achieve good long-term performance in information collection of the WSN.
The remainder of this chapter is organised as follows. We ﬁrst introduce the foundation
of the method used for energy management, namely the non–stochastic MAB problem,
in section5.1. Speciﬁcally, we ﬁrst describe the model, then we describe a standard
state–of–the–art learning algorithm, Exp3, for solving the non–stochastic MAB problem
(section 5.1.1). Following this, we discuss the eﬃciency of Exp3 in section 5.1.2.
In the second part of the chapter, we reduce the energy management problem faced by
an agent to a non–stochastic MAB problem, and show that an analogue of the Exp3
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algorithm can be used to eﬃciently solve it (section 5.2). Then we highlight on some of
the advantages, and drawbacks of this method in section 5.3, respectively. Finally, in
section 5.4, we compare the performances of the proposed MAB learning based approach
with state–of–the–art information collection algorithms. Moreover, we also compare the
performance of our approach with a centralised optimal non-adaptive algorithm (i.e. its
energy budget allocation policy does not change over time), whereby perfect knowledge
of the future is assumed to be known.
5.1 Non–Stochastic Multi–Armed Bandits
Recall that the non–stochastic MAB model was developed by Auer et al. to eﬃciently
handle the situations when the environment is dynamic (see section 2.3.1 for more de-
tails). Given this, based on the work of Auer et al., the formulation of this MAB model
can be described as follows.
Consider a single agent that operates over a time horizon T > 0. Suppose that the agent
can perform K diﬀerent actions, denoted with 1,2,...,K. Let A denote the policy of
that single agent, which contains a sequence of actions a1,a2,..., where at denotes
the action that the agent performs at time step t. This policy produces a sequence of
rewards ra1 (1),ra2 (2),..., where rat (t) is the reward provided by action at at time
step t. Without loss of generality, we can assume that rat (t) ∈ (0,1] for any t time step





be the return at time horizon T of policy A choosing actions a1,a2,...,aT. Our goal is




for given time horizon T > 0.
As mentioned in section 2.3.1, the reason that we focus on the deterministic MAB is
twofold: (i) the non–stationarity of the rewards; and (ii) we aim to have agent policies
that can provide acceptable, but not necessarily optimal results at the beginning of
operation. Thus, we need algorithms that are non-stochastic and can provide uniform
bounds for any time horizon T > 0. To this end, we describe the Exp3 algorithm, which
can provide the aforementioned properties. The Exp3 (which stands for “Exponential-
weight algorithm for Exploration and Exploitation) was originally proposed in Auer et al.
[2003]. This algorithm is based on the Hedge algorithm presented in Freund and SchapireChapter 5 Energy Management with Energy Harvesting Sensors 65
[1997], which in turn is a modiﬁcation of the weighted majority algorithm published by
Littlestone and Warmuth [1994]. In this section, we investigate a standard version of
this algorithm. To this end, let us introduce the following deﬁnitions:
Deﬁnition 5.1. Let the best single action denote the action that provides the highest
return at time horizon T, that is,





where j is a single action. Given this, the (weak) regret of algorithm A is the diﬀerence
between the performance of A and that of this best single action, deﬁned by
Gmax (T) − GA (T). (5.4)
In the Exp3 algorithm, actions are randomly chosen using a probability distribution over
the set of actions. Thus, to measure the performance of algorithms, in terms of (weak)
regret, we aim to determine a policy A that provides a small bound for the following
equation:
Gmax (T) − E[GA (T)]. (5.5)
Furthermore, this bound have to hold uniformly over the time horizon T (i.e., it holds
for all T without requiring T as input parameter). Given this, the Exp3 algorithm is
described in more details in sections 5.1.1.
5.1.1 The Exp3 Algorithm
Before describing the Exp3 algorithm, let us introduce the basic algorithm Exp3.Sub
that is used as a subroutine in Exp3. This subroutine is shown in algorithm 5.1. At
each time slot t, Exp3.Sub randomly chooses an action i (i ≤ K) with probability pi (t).
Then, for all the actions (including the chosen one), it updates the probability pi (t) for
the next slot, proportionally to the current estimate of the expected reward value of
the action (i.e. the higher the current estimate is, it chooses that action with a higher
probability). In particular, Exp3.Sub maintains a weight value wi (t) for each action i.
The update of these weights is shown in lines 6 − 13 in algorithm 5.1. Using the new
value of the weights, Exp3.Sub adaptively updates each probability pi (t) as shown in
line 3 in algorithm 5.1. This indicates that the higher the current estimate becomes,
Exp3.Sub will increase the value of pi (t), and thus, will choose action i with higher
probability, and vice versa. Consequently, the algorithm always focuses on the actions
with highest current estimates; that is, on those actions which are more likely to be the
current best choice. In eﬀect, this update policy guarantees that the agent can eﬃciently
adapt to environmental changes.66 Chapter 5 Energy Management with Energy Harvesting Sensors
Algorithm 5.1 Algorithm Exp3.Sub
1: Initialisation: Let λ ∈ (0,1], and wk (1) = 1 for k = 1,2,...,K;
2: for all t = 1,2,... do
3: Set pk (t) = (1 − λ)
wk(t)
PK
j=1 wj(t) + λ
K for k = 1,2,...,K;
4: Draw at randomly accordingly to the probabilities p1 (t),p2 (t),...,pK (t);
5: Receive reward rat (t) ∈ [0,1];
6: for all i = 1,2,...,K do
7: if (i == at) then




10: ˆ ri (t) = 0;
11: end if








Algorithm 5.2 Algorithm Exp3
1: Initialisation: Let t = 1, and Gk (1) = 0 for k = 1,2,...,K;











5: while maxk Gk (t) ≤ gr − K
λr do
6: Let at be the random action chosen by Exp3.Sub and rat (t) the corresponding
reward;
7: Gat (t + 1) = Gat (t) + rat (t);
8: t := t + 1;
9: end while
10: end for
The eﬃciency of Exp3.Sub, however, depends on the value of parameter λ, since it uses
this parameter to calculate the probabilities (see line 3 in algorithm 5.1). Since this λ
has to be given a priori (line 1 in algorithm 5.1), it may happen that the chosen value is
not eﬃcient for the current MAB model. However, we can overcome this shortcoming
by adaptively modifying the value of λ. This modiﬁcation leads to the Exp3 algorithm,
described in algorithm 5.2. In particular, Exp3 divides the time line into rounds. At
each round r, a new λr is chosen (see line 4 in algorithm 5.2). At each time step t,
Exp3 calls subroutine Exp3.Sub (line 6 in algorithm 5.2). Exp3 changes round when the
maximal cumulative reward of an arm (i.e. the total amount of rewards Exp3 achieves
when that arm is pulled) exceeds a given threshold (line 5 in algorithm 5.2). In this
case, it restarts the subroutine Exp3.Sub as well.Chapter 5 Energy Management with Energy Harvesting Sensors 67
5.1.2 Regret Bound on the Performance of the Exp3 Algorithm
As mentioned in section 2.3.1, due to the fact that Exp3 has to deal with the dynamic
environment, the performance of the algorithm is not as eﬃcient as that of the algorithms
proposed for the stochastic case (when the environment is static). That is, they produce
worse bounds for the regret, compared to the theoretical optimum of O(lnT) that can
be achieved by statistical model based algorithms. This regret bound is given by the
following theorem:
Theorem 5.2. For any K > 0,
Gmax (T) − E[GExp3] ≤ 10.5
p
Gmax (T)K lnK + 13.8K + 2K lnK
holds for any assignment of rewards and for any T > 0.




uniformly over T. The proof of
theorem 5.2 can be found in Auer et al. [2003].
This regret bound is typically large, since Gmax (T) is usually a large number, especially
when T is high. However, as we will demonstrate, Exp3 performs well as an energy
management algorithm of WSNs in long–term information collection.
5.2 Non–Stochastic Multi–Armed Bandits for Energy Man-
agement
In this section, we tackle the energy management problem described in section 3.3 by
using MAB learning approach. In particular, we focus on the case when agents can
harvest energy from the environment (see section 3.3.1 for more details). That is, we
use the formal model introduced in section 3.3.1. Recall that within this model, each
agent i has an energy budget Bi for each time slot t, which is constant over time.
Furthermore, agent i has to allocate budgets BS
i (t), BRx
i (t), and BTx
i (t) to sampling,
receiving and transmitting, respectively. The energy budget allocation, however, has to
fulﬁll equation 3.8.
Given this, we can formulate the energy management problem of a single agent as a
non–stochastic MAB as follows. We ﬁrst deﬁne the action set of each agent. Then we
determine the reward function of each action. The latter is the mechanism that assigns
reward values to the action of the agent at each time slot.
Now, let us consider a decision that agent i can make at round t. Since the decision
making task for an agent i consists of setting the values of the sampling, receiving and
transmitting budgets of that agent at round t, we have the following deﬁnition:68 Chapter 5 Energy Management with Energy Harvesting Sensors



















sampling, receiving and transmitting capacities (i.e. the maximal number of packets
that the agent can sample, receive, or transmit) of agent i at round t, respectively. At
each action, agent i chooses a combination of the values of those capacities, with respect








action of agent i at round t.
Since the energy consumption limit is ﬁxed for each round t, by considering equation
3.8, we can see that the number of options for ai (t) (i.e. the number of combinations of
the capacities) is constant over time as well. Due to the ﬁxed set of actions over time,
each agent i’s behaviour can be regarded as a MAB model. To this end, we need to
deﬁne the action set. Since the action of agent i is already given in deﬁnition 5.3, the



















i ≤ Bi (5.7)
That is, Ai is the set of 3-tuple of capacities where the total energy consumption does
not exceed the energy limit given at each round k.
Now, recall that Si (t), Rxi (t) and Txi (t) are the set of sampled, received and transmit-
ted data packets of agent i at round t. Furthermore, Qi (t) is the set of total transmit-
table data packets in the memory (see section 3.2 for more details). Let Rei (t) denote
the set of residual packets from slot (t − 1) (i.e. that are not transmitted until slot t)
on agent i. That is,
Rei (t) = Qi (t)/Txi (t) (5.8)
For the reward function, consider the following equation:










where di is the distance of agent i from the BS (in hops), and λ is the information
discount coeﬃcient. This reward function is evaluated after each action (i.e. energy
allocation to sampling, receiving, and transmitting tasks) is chosen. The choice of the
sampling capacity determines the information content values agent i can sample at slot
t, while the choice of receiving and transmitting capacities reﬂect the total information
value of the residual packets. Given this, we state the following:
Theorem 5.4. Using the reward function deﬁned in equation 5.9, the total reward value
that the agents in the WSN achieve together over the interval [0,T] is equal to the total
information content value delivered to the BS over that time interval.Chapter 5 Energy Management with Energy Harvesting Sensors 69
That is, by maximising each agent’s total reward over interval [0,T], we can achieve the
maximal information collected and delivered to the BS.
Now, we prove Theorem 5.4 as follows.
Proof of theorem 5.4: For the sake of simplicity, let Lj denote the set of agents that
are j hops from the BS. That is,
di = j,∀i ∈ Lj (5.10)
Now, consider equation 3.1 in section 3.2. Let us note that since no data can be sampled
and forwarded, or received and forwarded at the same round (see section 3.1), no data
packets are transmitted or received at round 0 in the whole WSN. Thus, using the










Let us consider a particular member of equation 5.11, which is
P
p∈RxBS(1) v (p,1). This
equation determines the total information value that arrives to the BS at round 1.
According to our assumptions in section 3.1, no data loss occurs during any transmission.
Thus, the amount of received information at the BS is equal to the total amount of










Note that the set of transmitted data of L1 at round 1 is equal to the set of sampled data
at round 0, excluding the set of residual data at round 1 (since there is no received data
and the residual set is still empty at round 0). Since newly sampled data does not suﬀer

















Now, let us consider the second member of equation 5.11, which is
P
p∈RxBS(2) v(p,2).









However, this is equal to the union of the set of received data, the set of sampled data,
and the set of residual data at round 1, excluding the set of residual data of layer 1 at
round 2. Furthermore, any of these sets may not be empty. The packets in the sets of

















































































In general, if we take the tth member of equation 5.11, then it can be decomposed as


























v (p,t − j) (5.18)




p∈Rei(0) v(p,0) = 0 for any layer j. That is, we can say
that the amount of information that arrives to the BS at round k can be decomposed
into the sum of data on layer 1 at round (t − 1), on layer 2 at round (t − 2), and so on.
If t > L, however, the equation for this case is slightly diﬀerent, since the decompositionChapter 5 Energy Management with Energy Harvesting Sensors 71




























v (p,t − j) (5.19)
Given this, combining equations 5.18 and 5.19, and taking each t into account, we can



















v (p,t − j) − (1 − λ)
X
p∈Rei(k−j)
v (p,t − j)
)
(5.20)
Consider the core part of equation 5.20 in the braces. Now, using the deﬁnition of the
reward function in equation 5.9 to replace that part, and recall that the distance of agent









That is, the original objective can be decomposed to the sum of reward functions of
agents on each layer j, from round 0 to round T − j.
2
Now, using the aforementioned reward function and the action set, the agent’s energy
management problem can be reduced to a MAB problem. That is, by choosing an







at round t, agent i sets its capacities. Based
on these capacities, this agent receives its reward as described by the reward function.
Although the eﬀect of the action on the immediate reward is not explicitly involved in
the deﬁnition of the reward function given in equation 5.9, the reward value depends
on the chosen action, since the current capacities of agent i determine the maximal
number of received, transmitted and sampled data of the agent. On the other hand, the
reward can be regarded as a random value, since it also depends nondeterministically
on the capacities of other neighbouring agents. This is due to the nature of the MITRA
algorithm which we use to determine the exact transmitting and receiving data of each
agent i at round k (see chapter 4 for more details). Thus, there does not exist an explicit
deterministic function that can determine the number of transmitted and received data72 Chapter 5 Energy Management with Energy Harvesting Sensors
packets of each agent, by using the value of current capacities only. Furthermore, since
the environment of the WSN is dynamic, the expected information values may change
over time, and thus, the reward function has varying expected value as well.
Given this, we can adapt the non-stochastic MAB model to each agent i, to address
to the energy management problem. That is, we can use the Exp3 algorithm here to
determine the best energy allocation to the tasks of the agent. However, we have to
guarantee that the reward values are bounded; that is, they can be normalised (i.e. the
normalised value is between 0 and 1), which is the key requirements of Exp3. In so
doing, we state the following:
Lemma 5.5. Suppose that the information value of each packet is bounded. Thus, the
reward function Ri (t) is also bounded with upper and lower bounds.
Proof of lemma 5.5: Let V denote an upper bound on the information values of data
packets. That is, for each packet p and round t,
v (p,t) ≤ V
Furthermore, consider the capacities of each agent i. Due to the energy budget con-




















Finally, let us note that 0 ≤ λ ≤ 1. Now, we ﬁrst show that the reward function has an
upper bound. Since at each round, the number of sampled packets cannot exceed the
sampling capacity, we have
Ri (t) = λj−1 X
p∈Si(t)
v (p,t) − (1 − λ)
X
p∈Rei(t)







Thus, the reward function has an upper bound. Similarly, we show that it has a lower
bound as well. Consider that the number of receiving data packets per round cannot
also exceed the receiving capacity, and the amount of transmitted data in a round is at
least 0. Given this, at each round, the number of residual packets (i.e. packets which
still stay in the memory of the agent) is increasing with at most
￿
nS
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Thus, the reward function has the following lower bound:
Ri (t) = λj−1 X
p∈Si(t)
v (p,t) − (1 − λ)
X
p∈Rei(t)











where T is the time horizon of the network.
2
Given this, by normalising the reward values, we get the requirement for Exp3; that
is, the reward values are within the range [0,1]. Let us hereafter refer to this model as
the multi-armed bandit based energy management (MAB/EM) model, and with a slight
abuse of notation, we refer to the proposed approach (i.e. using Exp3 for allocating
energy budgets) as MAB/EM as well.
5.3 Performance Analysis
In this section, we focus on the performance analysis of MAB/EM. Speciﬁcally, we
analyse the regret bound of MAB/EM in the network level (i.e. taking all the agents
into account). Furthermore, we highlight the major advantages and disadvantages of
MAB/EM. Given this, section 5.3.1 discusses the regret bound of the network’s perfor-
mance. In addition, section 5.3.2 studies the advantages and disadvantages of MAB/EM
against the research requirements given in section 1.1.
5.3.1 Regret Bounds on the Performance





T, where K is the number of actions a single agent can perform, and Gmax is the total
reward that the agent can get by choosing the best single action policy (see section 5.1.2
for more details). Thus, each agent i produces this regret compared to the case when
it permanently chooses the best possible action. Thus, in the multi–agent environment,






uniformly over T, which is the
diﬀerence between the case when all the agents run Exp3 and the case when each agent
permanently chooses its best action. Here, N is the number of agents in the network,
K∗ is an upper bound of the number of actions at each agent i (diﬀerent agents may
have diﬀerent numbers of actions), and G∗
max is the universal upper bound of the best
action’s performance of each agent, over the operation time of the network.
This regret bound, similarly to the case of Exp3’s regret bound, is typically signiﬁcant,
compared to the maximal information value the WSN can collect in its operation time.74 Chapter 5 Energy Management with Energy Harvesting Sensors
However, as we will show in section 5.4, by using Exp3 for allocating energy budgets, the
agents achieve an eﬃcient performance in long–term information collection in WSNs.
5.3.2 Advantages and Shortcomings
From the aspect of computational complexity, MAB/EM is eﬃcient; that is, it has low
computational complexity. due to the simplicity of Exp3’s update policy.
In addition, by using MAB/EM, the agents do not have to communicate to each other,
in order to eﬃciently coordinate their actions in energy management. In particular, the
agents can cooperate with each other by only observing the reward values. For example,
if an agent i prefers to receive less data from its neighbours, or send less data (e.g.
due to its low energy budget Bi, or its current focus on sampling), then it reduces its
receiving/transmitting capacity. That is, agent i reduces its information throughput (i.e.
the amount of information it forwards towards the BS). This action will be observed by
the others, when they recognise that sending more data to i produces low reward value
in MAB/EM, and thus, they will reduce their data transmission capacity. Similarly,
if agent i increases its information throughput, the others will modify their actions to
adapt to it as well.
However, this type of cooperation leads to the following potential issue. In particular, by
only observing the reward values, the agents may adapt slowly to the changes, since they
may have to take an action several times, in order to ascertain that the expected reward
value of that action has changed. In such cases, the learning process is slow, and may
not determine the optimal behaviour. Given this, our hypothesis is that our approach
performs well in less or moderately dynamic environments, when there is enough time
to detect the changes that are happening. On the other hand, it may work ineﬃciently
in highly dynamic circumstances, where the changes are transient. In fact, this issue is
not only MAB-speciﬁc, but it exists for all other learning approaches, since it is hard
to detect transient changes. Against this background, in section 5.4, we demonstrate
that our hypothesis is correct. Furthermore, our approach still achieves more eﬃcient
performance in highly dynamic environments, compared to state-of-the-art non-learning
methods.
5.4 Empirical Evaluation
Within this section, we study the performance of the MAB/EM approach through ex-
tensive simulations. Our main goal is to demonstrate the eﬃciency of the learning-based
approach in long-term information collection in the WSN domain. Therefore, we com-
pare the performance of our approach to a state-of-the-art non-learning method, USAC,Chapter 5 Energy Management with Energy Harvesting Sensors 75
in order to ascertain whether our approach is more eﬃcient. We show that MAB/EM
signiﬁcantly outperforms USAC on average by around 80%.
In addition, we also make a comparison between the performance of MAB/EM with the
best ﬁxed policy algorithm, which provides the highest performance among all of the
possible ﬁxed policies over a ﬁnite horizon. This algorithm, however, is not a feasible
solution for our setting, since it is centralised, and it needs complete information knowl-
edge in order to compute the best ﬁxed policy. Moreover, the best ﬁxed policy depends
on the value of the ﬁnite time horizon, that is, diﬀerent time horizons may have diﬀerent
best ﬁxed policies. In fact, this best ﬁxed policy algorithm gives a good upper bound
for the amount of information collected over a given time horizon. That is, with this
comparison, we can measure the (weak) regret of MAB/EM (see section 5.3.1 for more
details). We also demonstrate that the performance of MAB/EM is not much worse
than that of this best ﬁxed policy algorithm (the diﬀerence is around 10%).
To this end, we ﬁrst set the simulation parameters in section 5.4.1. Following this,
we describe the benchmark algorithms in section 5.4.2. Finally, to demonstrate the
eﬃciency of MAB/EM (combined with MITRA), we analyse simulation results in detail
in section 5.4.3.
5.4.1 Parameter Settings
To compare the performance of the algorithms, we measure the overall amount of in-
formation collected by each algorithm over time. To this end, we run each algorithm
on several networks with diﬀerent topologies and environmental characteristics (e.g. the
occurrence frequency of the events, or the expected value of information of each event).
Then, we take the average of the speciﬁc results of the networks. In order to do this, we
have to create a number of networks that may diﬀer from each other in both topology
and environmental characteristics. Given this, in this section, we describe the parameter
settings in order to create these networks and their environments.
In our simulations, the network contains 100 agents, with randomly generated topology.
The agents’ parameters, such as eS
i , eTx
i , eRx
i , and Bi, are initially set with similar values
to the settings described in section 4.4.1. Furthermore, we set the information discount
coeﬃcient λ = 0.9 1.
In order to capture the dynamic nature of WSN environments, we set up our simula-
tion environment as follows. We ﬁrst set three test environments, namely: (i) static
(i.e. the environmental characteristics do not change); (ii) moderately dynamic (i.e.
the environmental characteristics slowly change); and (iii) extremely dynamic (i.e. the
1We also have varied these parameters in other experiments, and we see the same broad patterns.76 Chapter 5 Energy Management with Energy Harvesting Sensors
environmental characteristics rapidly change). For each test case, we divide the simu-
lation time period into intervals called epochs (which are obviously not known to the
agents). In each epoch, the environment has diﬀerent characteristics, which aﬀect the
information value of the collected data. Here, we assume that within each epoch, the
information value is randomly generated from a normal distribution, but with diﬀerent
mean and variance. For example, in one epoch, agent i can collect data with information
value generated from the distribution N (5,3) (i.e. normal distribution with mean 5 and
variance 3). While in the next epoch, the distribution may change to N (45,10). Given
this, we deﬁne 5 type of environment characteristics as follows.
1. In this environment, packets are sampled with the information value in the range
of 0 and 10, with distribution N (5,3).
2. Here, packets are sampled with the information value in the range of 10 and 20,
with distribution N (15,3).
3. The information value of each packet is in the range of 20 and 40, with distribution
N (30,6).
4. The information value of each packet is in the range of 30 and 60, with distribution
N (45,10).
5. The information value of each packet is in the range of 60 and 100, with distribution
N (80,10).
In our model, the length of each epoch is 200 time slots for the moderately dynamic
case, and 50 for the highly dynamic case. While in the static case, there is only one
epoch (i.e. there is no change). When the environment changes its epoch, it randomly
chooses one of the aforementioned characteristics types, with the probabilities of 0.5,
0.25, 0.1, 0.1 and 0.05, respectively.
5.4.2 Benchmark Algorithms
In this section, we introduce two benchmark algorithms, namely (i) the USAC algorithm;
and (ii) a centralised optimal best ﬁxed policy algorithm. In particular, we describe these
algorithms in more detail. Furthermore, we also discuss the reason why we choose these
algorithms for benchmarking. In so doing, we ﬁrst start with USAC, which is followed
by the description of the best ﬁxed policy algorithm.
In order to demonstrate the eﬃciency of our proposed approach compared to that of
the state–of–the–art, we need to choose a benchmark algorithm that has to fulﬁll the
following requirements:Chapter 5 Energy Management with Energy Harvesting Sensors 77
Algorithm 5.3 Best Fixed Policy Algorithm
1: T ← ﬁnite time horizon;
2: for all t = 0,1,...T do
3: run algorithm Simulation with time interval [0,t];
4: O ← output of Simulation;
5: for all agent i in the network do
6: best decision of agent i over time t: mi ← Oi;
7: end for
8: end for
Algorithm 5.4 Simulation Algorithm for Best Fixed Policy Algorithm
1: Input: time interval [0,t];
2: Output: best decisions array O;
3: for all agent i in the network do
4: for all mi possible decisions of agent i do
5: for all t
′
= 0,1,...t do
6: Sample data using the sampling capacity set by decision mi;




11: Vmax ← the highest amount of overall information value collected until round t;
12: for all agent i in the network do
13: Oi ← mi of agent i with which Vmax can be achieved;
14: end for
• It must use information content valuation, in order to distinguish important data
from unimportant one.
• It must contain an energy management policy, which allocates energy budgets to
diﬀerent sensory tasks of sampling, receiving, and transmitting.
Among state–of–the–art approaches, it has been shown that USAC achieves eﬃcient per-
formance in long term data collection, especially in dynamic environments. Given this,
we choose USAC as the ﬁrst benchmark algorithm, in order to compare the performance
of our approach to that of the state–of–the–art. However, since USAC does not follow
the concept of energy neutrality, it would be unfair to compare it unmodiﬁedly, since
the agents may deplete during operation (see section 2.1.4 for more details). Therefore,
in our simulations, we modify USAC so that each agent i, analogously to MAB/EM,
cannot exceed the energy budget Bi at each time slot.
The second benchmark algorithm, whereby the best ﬁxed policy over a given ﬁnite time
horizon is chosen for each agent, is depicted in algorithm 5.3. The algorithm works as
follows. First, for each time round t ∈ [0,T], it runs the auxiliary algorithm Simulation,
which returns the best decision of each agent over the time interval [0,t] (line 3 in
algorithm 5.3). Here, the best decision of an agent is the one that maximises the overall78 Chapter 5 Energy Management with Energy Harvesting Sensors
amount of information collected until time round t. Following this, it sets the best
decisions for each of the agents in the network (lines 5 − 7 in algorithm 5.3).
The algorithm Simulation (see algorithm 5.4), which is responsible for determining the
best decisions of each action given time interval [0,t], works as follows. For each agent
i and decision mi of that agent, it runs the simulation for the network in order to
calculate the overall amount of information collected until time round t, assuming that
all the events until time round t are known (lines 3 − 10 in algorithm 5.4). Following
this, it chooses the best decision for each agent, that maximises the amount of collected
information value (lines 11 − 14 in algorithm 5.4).
This algorithm is centralised, since it needs complete knowledge of the environment
in order to calculate the overall amount of information collected until time round t.
Moreover, it also needs to know the future events as well, with which it can compare the
performance of each particular in order to choose the best one. Thus, it is not feasible for
our setting, since perfect knowledge is impossible, and centralised regime is not allowed
here. However, its performance is the optimal (i.e. maximal in information collection)
among the ﬁxed policy algorithms. Thus, by comparing its performance with that of the
MAB/EM, we can measure the (weak) regret of our proposed algorithm’s performance
(for more details see section 5.4.3).
5.4.3 Numerical Results
In this section, we discuss the numerical results of the simulations, which are run by using
the parameter settings given in section 5.4.1, and the benchmark algorithms described
in section 5.4.2.
Given this, the total information collected by each algorithm is depicted in ﬁgure 5.1.
Here, each test case is run with 10000 simulations, each of which has diﬀerent initial
parameter values. The error bars demonstrate the 95% conﬁdence interval. As can be
seen, USAC has the best performance at the beginning, due to its eﬃciently combined
sampling and routing behaviour (e.g. it outperforms the others by around 80% in the
static case). In particular, USAC increases the sensors’ sampling rate in unknown envi-
ronments or when changes occur, and will decrease this rate as time goes by. However,
within USAC, when a packet is chosen to be delivered to the BS, it is guaranteed to
be delivered to the BS, regardless of possible future events. That is, USAC does not
consider situations when future events may be more important, and thus, the delivery of
that future information has a higher priority. Rather, the resources are already occupied
to deliver the current data. This is not the case in our solution, where such delivery
guarantees do not hold, and thus, USAC is outperformed by our proposed approach up
to 80% in the long run.Chapter 5 Energy Management with Energy Harvesting Sensors 79
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Figure 5.1: Information collection in a network with 100 agents, in static, moderately
dynamic, and extremely dynamic environments.80 Chapter 5 Energy Management with Energy Harvesting Sensors
Note that, as expected, the eﬃciency of our approach decreases as the environment
becomes more dynamic. Speciﬁcally, when the environment is static, the performance
of our approach is only slightly worse than that of the optimal policy. However, as
the environment becomes more dynamic, the performance of our approach degrades,
compared to that of the optimal. The reason is that whenever changes occur, MAB/EM
has to ﬁnd a new, eﬃcient setting again. That is, it has to learn how to adapt to the
new environment characteristics. This learning period decreases the performance of the
algorithm, since bad settings have to be explored before good ones can be exploited.
Nevertheless, in all cases, our algorithm outperforms USAC; that is, it is still able adapt
more eﬃciently to the environmental changes.
To conclude the performance evaluation of MAB/EM, we can state that it signiﬁcantly
outperforms USAC, and it approaches the performance of the best ﬁxed policy algorithm
with an eﬃcient approximation rate. Since the latter is just an idealistic algorithm, which
is infeasible for our setting, it is reasonable to use learning–based techniques in order to
achieve eﬃcient long-term information collection in the WSNs.
5.5 Summary
In this chapter, we have proposed a MAB based energy management approach for the
case of energy–harvesting sensor agents. In so doing, we ﬁrst have discussed the non–
stochastic MAB problem, which was originally developed by Auer et al. [2003]. In more
detail, we have discussed this MAB model, then we have described the Exp3 algorithm.
Following this, we have studied the performance regret of Exp3.
We then have described our energy management problem as a non–stochastic multi–
armed bandit (MAB) problem (Contribution 2). In particular, we have deﬁned the action
set of each agent, whereby each action is a combination of energy budget allocation to
the tasks of the agent. Furthermore, we have also determined the reward function. We
have proved that, by maximising the reward function, the agents together maximise the
total information collection at the BS as well. Then we have described the application
of the Exp3 algorithm for the MAB/EM problem. Following this, we have discuss the
performance of this approach, by analysing its performance regret, and highlighting its
advantages and drawbacks, respectively.
Finally, to demonstrate the eﬃciency of our approach, we have run a number of simula-
tions. In more detail, we ﬁrst have deﬁned the parameter settings for both test network
topology and test environment. Then we have introduced the benchmark algorithms,
namely: (i) the USAC algorithm; and (ii) a centralised best ﬁxed policy algorithm. Fol-
lowing this, we have compared the performance of the MAB/EM in terms of the total
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benchmark algorithms. With this comparison, we have shown that MAB/EM signiﬁ-
cantly outperforms the USAC algorithm on average and eﬃciently approaches the best
ﬁxed policy algorithm. That is, we have shown that by using learning–based techniques,
we can achieve more eﬃcient performance of long–term information collection in the
WSNs, which is the primary objective of this report. Furthermore, we also have shown
that by using the learning approach, our proposed algorithm can perform well in any
kind of environments, without using any prior knowledge of that environment.Chapter 6
Energy Management with
Non–Harvesting Sensors
In chapter 5, we have introduced a MAB learning based approach for eﬃcient energy
management in WSNs, in order to achieve good performance in long–term information
collection. However, that approach exploits the fact that the agents can harvest energy
from the environment. In particular, due to their capability of energy–harvesting, they
can comply with the concept of energy–neutrality, in order to indeﬁnitely extend their
life span, which is especially important when information collection has to operate over
a prolonged period of time. Furthermore, the amount of harvested energy over a single
time slot can be regarded as constant. Given this, within the energy management
problem, the action set of each agent is ﬁxed over time (see section 5.2 for more details).
Thus, we can formulate the energy management problem that a single agent faces as an
existing MAB model, the non–stochastic MAB, in order to achieve eﬃcient long–term
information collection.
However, in many real world applications, it may occur that energy–harvesting is diﬃcult
or not possible (e.g. the energy recharging module is malfunctioning, or no energy
sources are provided). In this case, the agents cannot follow the concept of energy–
neutrality, and thus, they cannot use the aforementioned MAB model to manage the
energy budget allocation to the sensory tasks (see section 3.3 for more details). Against
this background, this chapter focuses on the energy management problem for non–
harvesting sensor agents. In so doing, we ﬁrst introduce a new MAB model, the budgeted
MAB with pulling cost, which forms the foundation of our MAB based approach for the
energy management problem (contribution 3). We then devise the budgeted ǫ–ﬁrst
approach, in order to eﬃciently deal with the budgeted MAB problem with pulling
cost (contribution 4). Following this, we describe our MAB based energy management
approach, based on the aforementioned new MAB model. By using this approach, it is
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possible to achieve good long-term performance in information collection when energy–
harvesting is not possible.
Against this background, the remainder of this chapter is organised as follows. In section
6.1, we introduce the problem budgeted MAB with pulling cost. Speciﬁcally, we ﬁrst
formulate the model, then we introduce a simple, but eﬃcient approach, the ǫ–ﬁrst
policy for that MAB problem. Then we analyse both theoretically and numerically
the performance of the the ǫ–ﬁrst policy. Following this, we discuss the MAB based
energy management approach in section 6.2. Finally, we analyse the performance of this
approach in section 6.3.
6.1 Budgeted Multi–Armed Bandits with Pulling Cost
As mentioned in section 2.3, the multi–armed bandit is a classical problem in decision
theory, and presents one of the clearest examples of the trade–oﬀ between exploration
and exploitation in reinforcement learning. However, this standard MAB gives an in-
complete description of the sequential decision–making problem facing an agent in many
real–world scenarios. To this end, a variety of other related models have been studied
recently, and, in particular, a number of researchers have focused on MABs with a lim-
ited exploration budget. Speciﬁcally, they consider cases where pulling an arm incurs
a pulling cost, whose currency is not commensurable with that of their rewards. The
agent’s exploration budget then limits the number of times it can sample the arms, thus
deﬁning an initial exploration phase, during which the agent’s sole goal is to determine
the optimal arm to pull during the subsequent cost–free exploitation phase (see section
2.3.2 for more details).
Building on these works, in this section, we consider a further limitation on the agent’s
behaviour, in which pulling an arm is costly, and both the exploration and exploitation
phases are limited by a budget. This type of limitation is well motivated by real world
applications. For example, consider our WSN application, whereby a sensor node’s
energy allocation to sensory tasks, such as sampling or data forwarding, can be regarded
as an arm of a MAB model (see chapter 5 for more details). Now, because the battery
charge is limited, both the exploration (i.e. learning the rewards for diﬀerent arms) and
exploitation phases (i.e. taking the optimal arms given reward estimates) are budget
limited as well. In particular, as mentioned earlier, this chapter focuses on the problem
of energy management with non–harvesting sensors (see section 6.2 for more details).
Another related example of a this type of problem is that of a company that aims
to advertise itself on the web. In so doing, it has a limited budget for renting on–
line advertising banners on any of a number of web sites, each of which charges a
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on its banners, however, it does not know the click–through rate for banners on each
site. As such the company needs to estimate the click–through rate for each banner
(exploration), and then to choose the combination of banners that maximises the sum
of clicks (exploitation). In terms of the model described above, the price of renting an
advertising banner from a website is the pulling cost of an arm, and the click–through
rate of a banner on a particular website is the true reward for pulling that arm, which
is unknown at the outset of the problem.
Previous MAB models, however, are not suitable in either of these example problems,
because they do not consider the case where the agent’s exploration and exploitation
activities are both limited by a budget. However, as the examples above show, this type
of problem is commonly encountered in real world applications of reinforcement learning
agents. In order to address this gap, in this chapter we introduce a new version of MAB,
a budgeted MAB with pulling cost (i.e. pulling an arm is costly, and both exploration
and exploitation phases are budget–limited). The overall budget limit diﬀerentiates it
from previous models in that the overall number of arms pulled is ﬁnite. Consequently,
the optimal solution is not to repeatedly pull the optimal arm ad inﬁnitum, but to pull
the combination of arms that maximises the reward and fully exploits the budget. To see
this, ﬁrst suppose the expected rewards for pulling the arms are known. In this case, a
MAB with an overall budget limit reduces to an unbounded knapsack problem [Andonov
et al., 2000], as follows. Pulling an arm corresponds to placing an item into the knapsack,
with the arm’s expected reward equal to the item’s value and the pulling cost the item’s
weight. The overall budget is then the weight capacity of the knapsack. Given this, the
optimal combination of items for the knapsack problem is also the optimal combination
of pulls for our MAB problem. This diﬀerence in desired optimal solution from existing
MAB problems means that (now faced with unknown rewards), when deﬁning a decision–
making policy for our problem, we must be cognizant of the fact that an optimal policy
will involve pulling a combination of arms. As such, it is not suﬃcient to learn the
expected reward of only the highest–value arm; we must also learn the other arms’
rewards, because they may appear in the optimal combination. Importantly, we cannot
simply import existing policies that are based on upper conﬁdence bound or ǫn–greedy
arguments, because they concentrate on learning only the value of the highest expected
reward arm, and so will not work in this setting.
For example, consider a three–armed bandit, with arms X, Y and Z that have true
expected reward–pulling cost value pairs {9, 4}, {1.5, 1} and {2, 1}. Suppose the
remaining budget is 15. At this point, the optimal solution is to pull arms X and Z
three times each, giving an expected total reward of 33. Now consider the case where the
estimates of expected reward for arms Y and Z have been generated using a less eﬃcient
exploration policy, and as such are not particularly accurate (whereas the estimate of X
is considerably more reﬁned). Speciﬁcally, imagine a situation where the estimates are86 Chapter 6 Energy Management with Non–Harvesting Sensors
1.76 and 1.74 for arms Y and Z, respectively. In this case, the proposed best solution
would be to pull arms X and Y three times each, which on average returns a suboptimal
payment with real expected total reward of 31.5. It is clear from this example that better
estimates of the mean reward of all arms would allow the agent to determine the optimal
combination of pulls. It is also evident that new techniques must be developed for this
new problem, which do consider the combinatorial aspect of the optimal solution to the
MAB problem investigated in this paper.
Against this background, we propose a budgeted ǫ–ﬁrst approach for our MAB, in which
the ﬁrst ǫ of the overall budget B is dedicated to exploration, and the remaining portion
is dedicated to exploitation. In more detail, we split the budget into two parts, ǫB
reserved exclusively for exploration, and (1 − ǫ)B for exploitation. In the exploration
phase, the agent estimates the expected rewards by uniformly sampling the arms (i.e.
the arms are sequentially pulled one after the other). Then, in the exploitation phase, it
calculates the optimal combination of pulls based on the estimates generated during the
exploration phase. The key beneﬁt of this approach is that we can easily measure the
accuracy of the estimates associated with a particular value of ǫ, because all of the arms
are sampled the same number of times. Hence, we can control the expected performance
regret (i.e. the diﬀerence between the optimal and the proposed combination of pulls)
as a function of ǫ, which gives us a method of choosing an optimal ǫ for a given scenario.
Furthermore, it also gives us a bound on the performance of the ǫ-ﬁrst approach to the
MAB problem with an overall budget.
To this end, we ﬁrst introduce the model of the budgeted MAB with pulling cost in
section 6.1.1. Following this, we discuss the budgeted ǫ-ﬁrst policy in section 6.1.2.
Section 6.1.3 studies the theoretical regret bounds of performance of the budgeted ǫ-ﬁrst
algorithm. Finally, we evaluate the performance of the budgeted ǫ-ﬁrst policy through
extensive simulations in section 6.1.4.
6.1.1 Model Description
In this section, we describe the budgeted MAB with pulling cost. In more detail, we
consider a K–armed bandit problem, in which only one arm can be pulled at any time
by the agent. Upon pulling arm at of the machine at time slot t, the agent pays a pulling
cost, denoted cat, and receives a reward drawn from a distribution associated with that
speciﬁc arm. The pulling cost cat depends only on the arm at, and is constant over
time. Note that in our model, the only restriction on the distribution of these rewards
is that they have bounded supports. This assumption is reasonable, since in real–world
applications, reward values are typically bounded. Given this, the agent’s goal is to
maximise the sum of rewards it earns from pulling the arms of the machine. Let  aChapter 6 Energy Management with Non–Harvesting Sensors 87
denote the mean value of the reward that we get by pulling arm a; that is:
 a = E[ra] (6.1)
where ra is the reward value we can get by pulling arm a. However, initially, the agent
has no knowledge about  a of each arm a, so must learn these values in order to deduce
a policy that maximises its sum of rewards. Furthermore, in our model, the agent has a
cost budget B, which it cannot exceed during its operation time. That is, the total cost
of pulling arms cannot exceed this budget limit. Given this, the agent’s objective is to
ﬁnd the optimal sequence of pulls, that maximises the expectation of the total reward
the agent can achieve, without exceeding the cost budget B.
Formally, let A = {a1,a2,a3 ...} be a ﬁnite sequence of pulls, where at denotes the arm
pulled at time t. The set of possible sequences is limited by the budget. That is, the




Let R(A) denote the total reward the agent receives by pulling the sequence A. The





Then, let A∗ denote the optimal sequence that maximises the expected total reward,








Note that in order to determine A∗, we have to know the value of  at in advance, which
does not hold in our case. Thus, A∗ represents a theoretical optimum value, which is
unachievable in practice.
However, for any sequence A, we can deﬁne the regret for A as the diﬀerence between
the expected cumulative reward for A and the theoretical optimum A∗. More precisely,
letting L(A) denote the regret function, we have:
L(A) = E[R(A∗)] − E[R(A)] (6.3)
Given this, our objective is to derive a method of generating a sequence, A, that min-
imises this regret function for the class of MAB problems deﬁned above.88 Chapter 6 Energy Management with Non–Harvesting Sensors
6.1.2 The Budgeted ǫ–First Approach
In this section we introduce our ǫ–ﬁrst approach for the MAB with budget limits prob-
lem. The structure of the ǫ–ﬁrst approach is such that the exploration and exploitation
phases are independent of each other, so in what follows, the methods used in each phase
are discussed separately. Now, several combinations of methods can be used for both
exploration and exploitation. However, we investigate only one exploration and one ex-
ploitation method in detail, while the study of other methods is left for future work. In
particular, for the former, we use a uniform pull sampling method, in which all of the
arms are uniformly pulled until the exploration budget is exceeded, because we can put
a higher bound for the performance regret of an ǫ–ﬁrst algorithm using this exploration
method than for other methods. In the exploitation phase, due to the similarities of
our MAB to unbounded knapsack problems when the rewards are known, we use the
reward–cost ratio ordered greedy method, a variant of an eﬃcient greedy approximation
algorithm for knapsack problems.
6.1.2.1 Uniform Pull Exploration
In this phase, we uniformly pull the arms, with respect to the exploration budget ǫB.
That is, we sequentially pull all of the arms, one after the other, until the budget is
exceeded. For the sake of simplicity, hereafter we refer to the ith arm as i (1 ≤ i ≤ K).













The reason of choosing this method is that, in order to bound the regret of the algorithm,
since we do not know which arms will be pulled in the exploitation phase, we need to
treat the arms equally in the exploration phase. Hereafter we refer to the sequence
sampled by the uniform algorithm as Auni.
6.1.2.2 Reward–Cost Ratio Ordered Exploitation
We ﬁrst introduce the foundation of the method used in this phase of our algorithm, the
unbounded knapsack problem. We then describe an eﬃcient approximation method for
solving this knapsack problem, which we subsequently use in the second phase of our
budgeted ǫ-ﬁrst algorithm.
The unbounded knapsack problem is formulated as follows. Given K types of items,
each item type i has a corresponding value vi, and weight wi. In addition, there is also
a knapsack with weight capacity B. The unbounded knapsack problem selects integerChapter 6 Energy Management with Non–Harvesting Sensors 89
units of those items that maximise the total value of items in the knapsack, such that
the total weight of the items does not exceed the knapsack weight capacity. That is, the








This problem is NP–hard, however, near–optimal approximation methods have been
proposed to solve this problem (a detailed survey of these algorithms can be found in
[Andonov et al., 2000]).
In particular, here we make use of a simple, but eﬃcient approximation method, the den-
sity ordered greedy algorithm, which has O(K logK) computational complexity, where
K is the number of type of items [Kohli et al., 2004]. This algorithm works as follows:
Let vi/wi denote the density of item type i. At the beginning, we sort the item types in
order of the value of their density. This needs O(K logK) computational complexity.
Following this, in the ﬁrst round of this algorithm, we choose the item type with the
highest density and select as many units of this item as are feasible, without exceeding
the knapsack capacity. Then, in the second round, we identify the item type with the
highest density among the remaining feasible items (i.e. items that still ﬁt into the
residual capacity of the knapsack), and again select as many units as are feasible. We
repeat this step in each subsequent round, until there is no feasible item left. Clearly,
the maximal number of rounds is K.
We now reduce the problem faced by an agent in the exploitation phase of our algorithm
to the unbounded knapsack problem, and show that an analogue of the density ordered
greedy algorithm can be used to eﬃciently solve it. To begin, recall that in the exploita-
tion phase, the agent makes use of the expected reward estimates from the exploration
phase. Let ˆ  i denote the estimate of  i after the ﬁrst phase. Given this we aim to solve




xiˆ  i s.t.
K X
i=1
xici ≤ (1 − ǫ)B
where xi is the number of pulls of arm i in the exploitation phase. In this case, the
ratio of an arm’s reward estimate to its pulling cost, ˆ  i/ci, is analogous to the “density”
of an item, because it represents the reward for consuming one unit of the budget, or
one unit of the carrying capacity of the knapsack. As such, the problem is equivalent
to the knapsack problem above, and in order to solve it, we can use a reward–cost ratio
(density) ordered greedy algorithm. Hereafter we refer to the sequence pulled by this
algorithm as Agreedy.90 Chapter 6 Energy Management with Non–Harvesting Sensors
Now, let x
greedy
i denote the solution for arm i given by the value density ordered algo-










where Aǫ−ﬁrst = Auni + Agreedy denotes the sequence of pulls resulted by our proposed
algorithm.
6.1.3 Regret Bounds on the Performance of the ǫ–First Policies
In this section, we ﬁrst derive an upper bound for the performance regret of any explo-
ration policy and the reward–cost ratio ordered greedy exploitation algorithm (i.e. the
upper bound is independent of the choice of the exploration algorithm). We then reﬁne
this bound for the speciﬁc case of uniform pull exploration, in order to have a more
practical and eﬃcient bound.
Recall that both Auni and Agreedy together form sequence Aǫ−ﬁrst, which is the policy
generated by our ǫ-ﬁrst algorithm. The expected reward for this policy is then:
E[R(Aǫ−ﬁrst)] = E[R(Auni)] + E[R(Agreedy)], (6.5)
which is the expected reward of the exploration phase plus the expected reward of the
exploitation phase.
In what follows, we derive lower bounds for E[R(Auni)] and E[R(Agreedy)] indepen-
dently. Then, putting these together, we have a lower bound for the expected reward
of Aǫ−ﬁrst. Following this, we derive an upper bound for the expected reward of the
optimal sequence A∗. The diﬀerence between the lower bound of E[R(Aǫ−ﬁrst)] and the
upper bound of E[R(A∗)] then gives us the upper bound of the regret function of our
proposed algorithm. However, this bound is constructed using Hoeﬀding’s inequality,
so it correct only with a certain probability. Speciﬁcally, it is correct with probability
(1 − β)
K, where β ∈ (0,1) is a predeﬁned conﬁdence parameter (i.e. the conﬁdence with
which we want the upper bound to hold) and k is the number of arms.
Given this, without loss of generality, for ease of exposition we assume that the reward
distribution of each arm has support in [0,1], and the pulling cost ci > 1 for each i (our







denote the arm with the highest mean value density estimate. Similarly, let imax and imin
denote the arm with the highest and the lowest real mean value densities, respectively.Chapter 6 Energy Management with Non–Harvesting Sensors 91




















Finally, let Aarb be an arbitrary exploration sequence of pulls. We say that Aarb exploits
the budget dedicated to the exploration if and only if after Aarb stops, none of the arms
can be additionally pulled without exceeding the exploration budget. Given this, we
now state the main contribution of the paper.
Theorem 6.1. Suppose that Aarb is an arbitrary exploration sequence, that exploits
the given exploration budget, and that within this sequence, each arm i is pulled ni
times. Let A denote the joint sequence of Aarb and Agreedy, where Agreedy is as deﬁned
in section 6.1.2.2. Then, for any k > 1, B > 0, and 0 < ǫ,β < 1, with probability
(1 − β)
K, the regret function of sequence A is at most:









where nimax and nImax are the number of pulls of arms imax and Imax, respectively.
Before we prove this theorem, let us prove the following auxiliary lemmas.
Lemma 6.2. Let Aarb denote an arbitrary exploration sequence that exploits its explo-







Lemma 6.3. If Agreedy is the density-ordered greedy exploitation algorithm, then








Lemma 6.5. If |a − b| ≤ δ1, |c − d| ≤ δ2, and a ≥ c, then d ≤ b + δ1 + δ292 Chapter 6 Energy Management with Non–Harvesting Sensors
Proof of lemma 6.2. If Aarb exploits the budget for exploration, it is true that for
any cj,
PK
i=1 nici ≥ ǫB −cj, since none of the arms can be pulled after the stop of Aarb,
























since  i ≤ 1 for ∀i.
2
Proof of lemma 6.3. By just pulling arm Imax in the exploitation phase, which is
the ﬁrst round of Agreedy, the expected reward we can get there is ⌊
(1−ǫ)B
cImax ⌋ Imax, where
⌊
(1−ǫ)B

















since  i ≤ 1 for ∀i.
2
Proof of lemma 6.4. Suppose that in the optimal sequence, Ni is the total number of
pulls of arm i. Thus, the cost constraint can be formulated as
PK























Proof of lemma 6.5. Since |a − b| ≤ δ1, we have a ≤ b + δ1. Similarly, we have
d ≤ c + δ2. Since a ≥ c, we have the following: d ≤ c + δ2 ≤ a + δ2 ≤ b + δ1 + δ2.
2
Proof of theorem 6.1. Let ni denote the number of pulls of arm i in the exploration
phase. Using Hoeﬀding’s inequality for each arm i, we have:
P (|ˆ  i −  i| ≥ δi) ≤ exp{−niδ2
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Thus, with probability (1 − β)











￿ ≤ δi (6.11)
Hereafter, we strictly focus on the case, whereby equation (6.11) holds for each arm i.








The right side of equation (6.12) holds, due to lemma 6.2. Using lemma 6.3 and equation
(6.12), we get the following:























cImax . Furthermore, equation (6.11)






− δimax − δImax (6.14)
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According to lemma 6.4, E[R(A∗)] ≤
B imax
cimax . Thus, by substituting it into equation
(6.15), we have:







−(1 − ǫ)B (δimax + δImax) − 2 (6.16)
Using the deﬁnition of regret function, deﬁned in equation (6.3), and that (1 − ǫ) < 1,
we have the following upper bound for L(A):










for i = Imax and i = imax,
and using the fact that ci ≥ 1 for each i, we get:










Note that this theorem is of no practical use, since it assumes knowledge of imax and
imin, which is unlikely in real applications. However, it gives us a generic upper bound
for the regret function that can be reﬁned for speciﬁc exploration methods.
In particular, we now reﬁne this upper bound for the case of uniform pull exploration
Auni. Since we uniformly pull the arms, Auni exploits the exploration budget. Further-
more, according to Equation 6.4, each arm is pulled at least ⌊ǫB/
PK
j=1 cj⌋ times. Thus,
we can state the following:
Corollary 6.6. Let Aǫ−ﬁrst denote the pulling sequence of the ǫ-ﬁrst algorithm with
uniform pull exploration and density value–ordered greedy exploitation. For any k > 1,
B > 0, and 0 < ǫ,β < 1, with probability (1 − β)
K, regret function of Aǫ−ﬁrst is at most







Apart from the uniform pull algorithm, other exploration policies, such as UCB, or
Boltzmann exploration [Cicirello and Smith, 2005], can be applied within our ǫ-ﬁrst
approach. The upper bound given in Theorem 6.1 also holds for those policies. How-
ever, reﬁning this upper bound, as we did in the case of the uniform pull algorithm, is
a challenge. In particular, estimating the number of times each arm is pulled is diﬃ-
cult in both UCB and Boltzmann explorations. Thus, reﬁned upper bounds cannot be
derived for these policies using the same technique as for the uniform pull policy. AsChapter 6 Energy Management with Non–Harvesting Sensors 95
such, we must rely on empirically comparisons of ǫ–ﬁrst with uniform and non–uniform
exploration policies.
6.1.4 Performance Evaluation
In this section, we evaluate our ǫ–ﬁrst algorithm with uniform exploration and with
UCB–based exploration, and compare them to a modiﬁed version of the ǫn–greedy al-
gorithm. The latter was originally proposed to solve the standard MAB problem, while
UCB–exploration was developed to solve the MAB with pure exploration. We compare
these algorithms in three scenarios, which highlight the beneﬁts of using an algorithm
that is tailored to the budget–limited MAB. However, before discussing the experiments,
we ﬁrst describe the benchmark algorithms and explain why they were chosen.
The ǫn–greedy algorithm is designed for standard MABs. It learns the values of all arms
while still selecting the arm with the highest reward inﬁnitely more frequently than any
other, and can be described as follows: At each time–step n, the arm with the highest
expected reward estimate is pulled with probability 1−ǫn, otherwise a randomly selected
arm is pulled. The value of ǫn is decreased over time, proportional to O(1/n), starting
from an initial value ǫ0. However, since ǫn–greedy does not take pulling cost into account,
we modify it to ﬁt our model’s cost constraints. Speciﬁcally, the arm with the highest
reward value–cost ratio is pulled with probability 1−ǫn, with any other randomly chosen
arm pulled with probability ǫ. Now, consider the case of a budget–limited MAB when
the budget B is considerably larger than the pulling cost of each arm (e.g. B → ∞). In
this situation, the diﬀerence between the pulling cost of the arms are not signiﬁcant, and
thus, this version of our problem could be approximated by a standard MAB (without
pulling cost). However, when B is comparable to the arms’ pulling costs, it is not obvious
how traditional MAB algorithms, such as ǫn-greedy, behave.
Conversely, since our proposed ǫ-ﬁrst approach relies signiﬁcantly on the eﬃciency of the
exploration phase, it is not obvious that uniformly pulling the arms is the best choice
for exploration. Thus, there is a need to compare our proposed algorithm with ǫ-ﬁrst
approaches that use diﬀerent exploration techniques. Given this, we choose an ǫ-ﬁrst
approach with UCB–based exploration as the second benchmark algorithm. The UCB
exploration phase pulls the arm with the highest upper conﬁdence bound on the arm’s
expected value, in order to determine the arm with the highest expected reward (see
section 2.3 for more details). Since UCB was proposed for MAB with non–costly arms,
we also have to modify its goal, similarly to the case of ǫn-greedy. Note that, according
to Bubeck et al. [2009a], UCB typically results in better performance in exploration than
the uniform pull approach.
Now, recall that due to the limited budget, the optimal solution of our MAB problem
is not to repeatedly pull the optimal arm, but to pull the optimal combination of arms.96 Chapter 6 Energy Management with Non–Harvesting Sensors
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Figure 6.1: Performance of the algorithms in the case of 6-armed bandit machine,
which has: (A) homogeneous arms with expected reward value–cost parameter pairs
{4,4}, {4,4}, {4,4}, {2.7,3}, {2.7,3}, {2.7,3}; (B) diverse arms with parameter pairs
{3,4}, {2,4}, {0.2,2}, {0.16,2}, {18,20}, {18,16}; and (C) extremely diverse arms with
with parameter pairs {0.44,5}, {0.4,4}, {0.2,3}, {0.08,1}, {14,120}, {18,150}.Chapter 6 Energy Management with Non–Harvesting Sensors 97
However, our proposed exploitation algorithm, the reward–cost ratio ordered greedy
method, does not always return an optimal combination, because it is an approximate
algorithm. Speciﬁcally, if the arms are homogeneous, that is, the pulling costs do not
signiﬁcantly diﬀer from each other, then the reward–cost ratio ordered greedy typically
results in solely pulling the arm with highest reward estimate–cost ratio. Consequently,
it shows similarities to the ǫn–greedy policy in this case. On the other hand, when the
arms are more diverse, that is, the pulling costs are signiﬁcantly diﬀerent, the algorithm
pulls more arms (for more details see [Kohli et al., 2004]).
Given this, in order to measure the eﬃciency of the reward–cost ratio ordered greedy
in diﬀerent situations, we set three test cases, each of which considers a 6-armed ban-
dit machine which has: (i) homogenous arms; (ii) moderately diverse arms; and (iii)
extremely diverse arms. In the moderately and extremely cases, two out of six arms
have moderately/extremely more expensive pulling cost than the others. Given this, the
expected reward and cost values were randomly chosen, with regard to these diversity
properties. Speciﬁcally, the distribution of the rewards are Gaussian, with means given
as the ﬁrst element of the expected reward value–cost pairs in the caption of Figure 6.1,
with 0.1 variance value , and supports [0,20]. The cost of each arm is given as the second
element of the expected reward value–cost pairs. Finally, for all test cases, we run our
simulation with diﬀerent budget values, from 400 to 4000. The numerical results are
depicted in Figure 6.1. Within this ﬁgure, the error bars represent the 95% conﬁdence
intervals.
From Figure 6.1, we can see that in the homogeneous case, both ǫn–greedy and the
ǫ–ﬁrst with uniform exploration approach achieve similar eﬃciency. However, our al-
gorithm results in better performance when the arms are more diverse. In particular,
the performance regret of our algorithm is 50% less in the diverse case, and 80% less in
the extremely diverse case, than that of the ǫn–greedy. In addition, despite the better
performance of UCB in exploration, the performance of our algorithm surprisingly does
not signiﬁcantly diﬀer from that of the ǫ–ﬁrst with UCB–based exploration. This is
due to both uniform and UCB–based explorations can eﬃciently determine those arms
which are pulled in the reward–cost ratio ordered greedy algorithm.
In order to show this, and to highlight the diﬀerences of each algorithm’s behaviour as
well, consider a single run of the case of extremely diverse arms, with budget B = 3500.
Figure 6.2 depicts the number of pulls of each particular arm. Here, the optimal solution
is to pull arm 2 twelve times, arm 4 two times, and arm 6 twenty–three times. We can see
that both ǫ–ﬁrst with uniform and with UCB–based exploration show similar behaviour
to the optimal solution, however, ǫn–greedy focuses on arms 2 and 5 instead, while arm
6 is not sampled at all. The reason is, due to its nature, if ǫn–greedy starts with a wrong
arm (i.e. not the best arm), it will stick with it for a while. Therefore, in order to learn98 Chapter 6 Energy Management with Non–Harvesting Sensors

























Distribution of pulls in case of diverse arms
 
 
Optimal combination of arms
ǫ-ﬁrst with uniform exploration (ǫ = 0.1)
ǫ-ﬁrst with UCB exploration (ǫ = 0.1)
ǫn-greedy (ǫ0 = 0.1)
Figure 6.2: Number of pulls of each arm in the case of 6–armed bandit with extremely
diverse arms, and budget B = 3500.
the best combination, it needs more time. However, due to the limited budget, it does
not have enough time to do this.
6.2 Budgeted Multi–Armed Bandits with Pulling Cost for
Energy Management
As mentioned earlier, in this section, we study the energy management problem with
non–harvesting sensors. In particular, within this problem, it is not possible for the
agents to harvest energy from the environment (see section 3.3.2 for more details). Given
this, in order to tackle this problem, we use the the formal model and the notations
introduced in section 3.3.2.
Recall that within this model, each agent i has an energy budget BT
i (t) for each time
slot t, where BT
i (t) is the total residual energy level of the battery. That is, each agent
has to rely on its battery level in the whole operation time. The value of BT
i (t) is
updated by using equation 3.10. Since at each time slot, the agents have to allocateChapter 6 Energy Management with Non–Harvesting Sensors 99
energy to the tasks of sampling, receiving, and transmitting data packets, the goal here
is to eﬃciently allocate the energy budgets to these tasks, such that the total energy
consumption does not exceed the total energy budget.
Against this background, we use a budgeted MAB model with pulling cost to tackle
this energy management problem. More precisely, we ﬁrst demonstrate that it is not
possible to use the standard MAB model to describe this problem, as we did in the case
of energy–harvesting sensors. Following this, we show how to model this problem as a
budgeted MAB with pulling cost model.
In so doing, we ﬁrst deﬁne the reward function and the action set of each agent, in
order to formulate a MAB model. Since theorem 5.4 does not assume anything related
to the capability of energy–harvesting, it holds for the case of non–harvesting sensors
as well. Given this, for the reward function, we can use the reward function deﬁned
in equation 5.9. Similarly, to deﬁne a single action of an agent, we can use deﬁnition
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of sampling, receiving, and transmitting, respectively. However, since in the case of











i (t) varies over time, the set of actions of each agent varies ovet time as well.
This indicates that standard MAB models do not ﬁt this problem of energy management.
On the other hand, we can formulate this problem as a budgeted MAB with pulling cost
as follows.
Note that the agents consumes energy when it allocates energy budgets to its tasks of
sampling, receiving, and transmitting. Since an action of the agent is to allocate energy
to these tasks, the actions here can be regarded as costly. Furthermore, the overall
budget of an agent is the initial energy level of the agent’s battery. Given this, both
the exploration and exploitation phases of the agent is limited by that overall budget.
Thus, this problem can be regarded as a budgeted MAB with pulling cost.
Since the budgeted ǫ–ﬁrst approach, introduced in section 6.1.2, is the ﬁrst algorithm
developed for the problem of budgeted MAB with pulling cost, hereafter we focus on
the use of this approach for our energy management problem. Given this, we analyse
the performance of this approach in the next section. Furthermore, we also highlight on
its advantages and drawbacks as well.100 Chapter 6 Energy Management with Non–Harvesting Sensors
6.3 Performance Analysis
In this section, we focus on the performance analysis of the budgeted ǫ–ﬁrst approach
for our energy management problem. Speciﬁcally, we analyse its regret bound in the
network level (i.e. taking all the agents into account). Furthermore, we highlight its
major advantages and disadvantages. Given this, section 6.3.1 discusses the regret bound
of the network’s performance. In addition, section 6.3.2 studies the advantages and
disadvantages of MAB/EM against the research requirements given in section 1.1.
6.3.1 Regret Bounds on the Performance
As mentioned in section 6.1.3, budgeted ǫ–ﬁrst approach with uniform pull exploration
has a practical regret upper bound for its performance (see corollary 6.6 for more details).
Given this, we analyse the performance of the network of agents in which each agent
uses budgeted ǫ–ﬁrst approach with uniform pull exploration for energy management.
Now, in the vein of equation 6.9, let Di
max denote the diﬀerence between the highest
and the lowest mean value densities of agent i. Let Ki denote the number of actions
agent i can choose (i.e. the total number of energy budget allocation combinations of
agent i). Furthermore, let ci
j denote the cost of agent i’s action j (i.e. the total energy
allocated to the sensory tasks when agent i chooses allocation combination j). Finally,
let Bi denote the initial total energy budget of agent i’s battery. According to corollary
6.6, for each agent i, we have the following upper bound for the performance regret:










where Li (Aǫ−ﬁrst) is the regret function of agent i, by using the budgeted ǫ–ﬁrst approach
with uniform pull exploration.
Given this, if N denotes the number of agents in the network, then for the upper bound
of the total performance regret of the network, we have:
N X
i=1














That is, the total performance regret of the network is bounded by equation 6.20.
6.3.2 Advantages and Shortcomings
From the aspect of computational complexity, energy management with the budgeted
ǫ–ﬁrst approach is simple. In particular, since we focus on uniform pull exploration,Chapter 6 Energy Management with Non–Harvesting Sensors 101
the total computational complexity of each agent i is O
￿
Ki lnKi￿
in total, where Ki
is the size of agent i’s action set. This value of complexity is calculated as follows. In
the exploration phase, the uniform pull policy simply pulls the next arm, that is, the
complexity is O(1). In the exploitation phase, the agent uses the reward–cost ratio
ordered greedy algorithm, which has the complexity of O
￿
Ki lnKi￿
in total (see section
6.1.2.2 for more details).
In addition, similarly to MAB/EM, here the agents do not have to communicate to
each other, in order to coordinate their actions in energy management (see section 5.3.2
for more details). However, since the budgeted ǫ–ﬁrst approach explicitly separates
the exploration from the exploitation phase by ﬁrst exploring and then exploiting, this
approach is not eﬃcient in dynamic environments. Speciﬁcally, by having the exploration
phase before exploitation, the agent can only learn the initial characteristics of the
environment. Thus, if environmental changes occur during the exploitation phase (i.e.
after the exploration), the agent cannot determine those, and thus, it cannot adopt to
the changes. Given this, budgeted ǫ–ﬁrst approach cannot perform well in the WSN
domain, since it cannot adopt to the environmental changes. Furthermore, to date,
none of other approaches has been proposed for the dynamic case of the budgeted MAB
problem with pulling cost. Due to these reasons, at the moment, we do not implement
any algorithms to the budgeted MAB based energy management approach. However, in
the future work, we aim to develop such algorithms for the problem of budgeted MAB
with pulling cost, that are eﬃcient in dynamic environments as well. These algorithms
then can be used for tackling the energy management problem with non–harvesting
sensor nodes.
6.4 Summary
In this chapter, we have proposed a MAB learning based energy management approach
for the case of non–harvesting sensor agents. Since none of the existing MAB models
can ﬁt this problem, we have introduced a new version of MAB, the budgeted MAB
with pulling cost, in order to tackle the energy management problem. In this model, the
number of pulls is limited, and the pulls are costly. Thus, diﬀerent pulling behaviour
is needed within this model, in order to achieve maximal expected total reward. Given
this, we have proposed an ǫ-ﬁrst based approach that splits the overall budget into
exploration and exploitation budgets. Our algorithm uses a uniform pull policy for
exploration, and the reward–cost ratio ordered greedy algorithm for exploitation. Beside
this, we have devised a theoretical upper bound for the regret function of generic ǫ–ﬁrst
approaches with arbitrary exploration policies. We also have reﬁned this upper bound
to the speciﬁc case of uniform pull exploration. Finally, through simulation, we have102 Chapter 6 Energy Management with Non–Harvesting Sensors
demonstrated that the ǫ–ﬁrst approaches outperform the ǫn–greedy method, an eﬃcient
algorithm for standard MAB problems.
Following this, we have introduced devised the budgeted ǫ–ﬁrst approach for this prob-
lem. In more detail, we have proposed a uniform pull exploration and reward reward–cost
ratio ordered exploitation policies. In addition, we have analysed the performance of
the budgeted ǫ–ﬁrst approach, by proposing an upper bound for the performance of the
approach. This upper bound is generic in the following sense: it holds for any arbitrary
exploration policy. We then have reﬁned the upper bound for the case of uniform pull
exploration. Following this, we have also analysed the performance of the proposed ap-
proach by running extensive simulations. Here, we have demonstrated that traditional
MAB approaches are not suitable for the new MAB problem, since their performance
is outperformed by that of the ǫ–ﬁrst approach. Besides, although ǫ–ﬁrst approach
with uniform exploration does not perform well in every cases, we have shown that the
performance of the uniform exploration is as good as that of the UCB–based exploration.
Based on the budgeted MAB with pulling cost model, we have developed a MAB based
approach for the energy management problem with non–harvesting sensors. Since to
date, only the budgeted ǫ–ﬁrst approach is proposed for the budgeted MAB with pulling
cost problem, we have used this approach to tackle the energy management problem.
However, this approach is not suitable for dynamic environments, since it only explores
at the beginning. Given this, new approaches are needed to develop in the future, in
order to eﬃciently deal with the dynamism of the environment.Chapter 7
Conclusions and Future Work
In this chapter, we present a global view on the contributions of this report towards de-
veloping eﬃcient long–term information collection policies for wireless sensor networks.
To begin, in section 7.1, we ﬁrst summarise the research carried out in order to achieve
this goal. In so doing we also explain how we satisﬁed each of the research requirements
that we initially set out at the beginning of this report. Then, in section 7.2, we outline
some general areas of future work that follow from this report.
7.1 Summary of Results
In this report, we have studied long-term information collection in the WSN domain. In
particular, ﬁrst we have looked at previous work on adaptive sampling, adaptive routing,
information processing and energy management in WSNs. These are the perspectives
from which eﬃcient information collection can be achieved. Following this, we have
introduced our model for WSNs that includes the aforementioned perspectives, and
we have formalised our main objective of maximising the total amount of collected
information at the base stations over a given ﬁnite time interval.
In a review of the relevant literature, we have shown that none of the state-of-the-art
algorithms in the aforementioned perspectives meets our research requirements for long-
term information collection. Against this background, we have developed a novel model
that enables learning and adopting to the environmental changes. We assumed that
the data sampling and information content valuation parts of the model use state-of-
the-art techniques. On the other hand, we have focused speciﬁcally on the routing and
energy management parts. Given this, we have decomposed our main objective into
two parts, one for the routing and one for the energy management. Given this, we
have decomposed the original problem into two sub–problems, namely: (i) the maximal
information throughput routing problem; and (ii) the energy management problem. For
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the former, we have proposed the maximal information throughput routing algorithm
(MITRA), a decentralised method that provides the optimal solution for the maximal
information throughput routing problem (contribution 1). We also have provided a proof
of the optimality of the MITRA. In order to do this, we ﬁrst solved the routing problem
in a centralised way, by using graph theory approach. Following this, based on the
results of the solution for the centralised case, we proposed a decentralised algorithm,
whose optimality has been proven as well. Moreover, by comparing its performance to a
greedy and na¨ ıve algorithm, we have shown that this algorithm has low communication
and computational costs, compared to the size of the network.
Following this, we have focused on the energy management problem. Here, we have
identiﬁed two cases, namely: (i) energy management with energy–harvesting sensors;
and (ii) energy management with non–harvesting sensors. For the ﬁrst case, we have
developed a multi–armed bandit based approach called MAB/EM (contribution 2). In
particular, we ﬁrst have introduced the non–stochastic MAB model, which forms the
foundation of our approach. Then we have reduced the energy management problem
into a non–stochastic MAB problem, by deﬁning the actions and the reward functions
for the agents. Following this, we have described in more detail a state-of-the-art MAB
algorithm, the Exp3, that can be used to eﬃciently deal with the energy management
problem. To measure the eﬃciency of this MAB based approach, we have compared
the performance of the MAB/EM with a state–of–the–art non–learning information
collection algorithm, USAC. Moreover, to measure the (weak) performance regret of
MAB/EM, we have also compared its performance with the centralised best ﬁxed policy
algorithm, which is centralised and uses global information in order to calculate the
optimal solution. Both comparisons showed that MAB/EM and MITRA together are
eﬃcient in terms of long–term information collection, since it can adopt to the environ-
mental changes, and outperforms the other state–of–the–art non–learning algorithms.
Furthermore, it has low computational and communication cost as well.
For the case of energy management with non–harvesting sensors, we have shown that
existing MAB models are not suitable to formulate the problem. Given this, we have
introduced a new MAB model, the budgeted MAB with pulling cost (contribution 3).
In order to eﬃciently tackle this problem, we have proposed the budgeted ǫ–ﬁrst ap-
proach. In particular, we have proposed a uniform pull method for exploration, and the
reward–cost ratio ordered algorithm for exploitation. Following this, we have devised an
upper bound of the performance regret for this approach (contribution 4). This bound
holds for any arbitrary exploration method. We then have reﬁned this bound for the
case of uniform pull exploration. By using extensive simulations, we have shown that
existing standard MAB approaches do not perform well in this MAB problem, since our
approach outperforms them on average. Based on this MAB model, we have reduced the
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with pulling cost. We also have analysed the performance of the budgeted ǫ–ﬁrst ap-
proach in the WSN domain. We have showed that from the aspect of computational
complexity, this approach is simple. However, since the agent ﬁrst explores and then
exploits in the budgeted ǫ–ﬁrst approach, it cannot perform well in dynamic environ-
ments. Thus, it does not fulﬁll the research requirement of adaptivity. Given this, we
aim to develop an algorithm for the budgeted MAB problem with pulling cost, that is
adaptive to environmental changes as well.
7.2 Future Work
The work described in this report attempts to advance research on information collection
in wireless sensor networks, and forms the basis for future work. In particular, we have
identiﬁed several directions for this future work, ranging from the short–term goals that
we will pursue in the upcoming months, to the more general ideas that are considered
for the remainder of the time allocated for the PhD. Speciﬁcally, the general areas of
research that we intend to investigate are:
Maximal Information Throughput Routing: In our model, we have assumed a
number restrictions, such as the communication is perfect (i.e. no data loss oc-
curs), or the agents can only forward data to other agents that are closer to the
BS. These restrictions allowed us to simplify the WSN model, and thus, the
maximal information throughput problem in the following ways. Due to perfect
communication, our proposed algorithm does not have to deal with data loss. That
is, it assumes that whenever a packet is transmitted, it will successfully arrive at
the receiver. In fact, in real world applications, data loss typically occurs during
communication. Furthermore, since data can only be forwarded to nodes that are
closer to the BS, the routing paths are in fact the shortest paths between the
nodes and the BS. This simpliﬁes the routing topology of the WSN. However,
in some settings it may be sensible for a sensor to initially route data away from
the BS, if this results in a better route overall. Given this, in the near future, we
aim to relax these restrictions, in order to make our WSN model more realistic.
That is, we have to modify MITRA so that it can take data loss and non–shortest
routing paths into account. In particular, we have to deal with data loss by using
techniques that guarantee successful data forwarding, such as retransmission (i.e.
data will be repeatedly sent until the receiver receives it), or multi–casting (i.e.
multiple copy of the packet is sent to a number of receivers). In addition, the
routing algorithm should take into account the case when non–shortest paths are
better choices for data forwarding. These tasks will be done in the next three
months (see Gantt chart in ﬁgure 7.1 for more details).106 Chapter 7 Conclusions and Future Work
Energy Management with Energy–Harvesting Sensors: In this report, we have
assumed that when energy harvesting is possible, the budget of harvested energy
is ﬁxed over time. However, due to the dynamic characteristics of the environment
of the WSN, it may occur that the harvested energy budget vary over time (e.g.
due to diﬀerent weather conditions in the case of sensors with solar batteries).
In this case, the standard MAB model cannot eﬃciently formulate the energy
management problem. In particular, due to the varying harvested energy budget,
the action set (i.e. the set of energy budget allocation combinations) of each agent
varies over time as well. Thus, the agent not only has to learn the best arm, but to
learn the best arms of each diﬀerent action set. Given this, our goal in the future
is to develop a MAB model that ﬁts this type of problem (i.e. MAB with varying
action sets). Furthermore, we aim to devise MAB algorithms that can eﬃciently
solve this new MAB problem. In more detail, these algorithms should satisfy the
research requirements, namely: (i) adaptivity; (ii) robustness and ﬂexibility; (iii)
computational feasibility; and (iv) limited use of communication. Finally, we also
aim to devise regret bounds for the performance of the proposed algorithms. These
tasks will be carried out after ﬁnishing the development of extending routing model
with data loss. The total time for studying this problem is approximately three to
four months (see ﬁgure 7.1).
Energy Management with Non–Harvesting Sensors: In the case of energy man-
agement with non–harvesting sensors, so far we have introduced the budgeted
MAB with pulling cost model for formulating the energy management problem.
Furthermore, we have proposed the budgeted ǫ–ﬁrst approach for dealing with this
problem. However, this approach is only suitable for networks with static envi-
ronments, and it is not eﬃcient in the dynamic case. Given this, our goal is to
develop algorithms that can eﬃciently handle the dynamic environments as well
(i.e. it satisﬁes the research requirement of adaptivity). In more detail, we aim
to propose algorithms that have low computational complexity, and work well in
environments with limited communication. Furthermore, we also aim to devise
regret bounds for the performance of the proposed algorithms. These algorithms
then can be the basis of the energy management policy for the case of energy
management with non–harvesting sensors. We aim to focus on these tasks after
the extension of the energy management model with energy–harvesting sensors.
The total time for studying this problem is approximately ﬁve months (again, see
ﬁgure 7.1).
Figure 7.1 summarises our planning of the research activities in the future.Chapter 7 Conclusions and Future Work 107
Figure 7.1: Gantt chart outlining the planning for future work.Bibliography
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