Beta regression assumes that the dependent variable follows a beta distribution and that its mean is related to a set of exploratory variables through a linear predictor with unknown coefficients and a link function. The model also includes a dispersion parameter. This paper describes the beta regression model along with its properties. The application of the model is made on well-being index data of Turkey 2015, which comprise the dimensions of housing, work, income and wealth, health, education, environment, safety, civic participation and access to infrastructure services and social life. As the life satisfaction index lies between 0 and 1 and the values close to 1 refers to a better level of life. Beta regression fits the data well and the regression parameters are well interpreted in terms of the mean of the response variable.
Introduction
The linear regression model, in particular, is commonly used in many field of applied statistics. In classical linear regression model, the normality assumption is required in order to conduct hypothesis testing, particularly if the sample size is small. The ordinary least square regression is not appropriate for regression with a bounded dependent variable, such as index variables. If the response variable is restricted to the interval (0, 1), the fitted values for the variable of interest might exceed its lower or upper bounds. Hence, inference based on the normality assumption can be misleading. Ferrari and Cribari-Neto [1] proposed a regression model where the dependent variable is measured continuously on the standard unit interval, i.e. (0, 1) such as rates and proportions. The proposed model is based on the assumption that the response variable follows a beta distribution. The beta distribution is very flexible for modeling proportions since its density has different shapes depending on the values of the two parameters that index the distribution. The beta density is given by ( , , ) = ( ) ( ) ( ) (1 − ) , 0 < y < 1 (1) where (.) is the gamma function, > 0, > 0. The mean and variance are defined as:
As the Beta distribution is characterized by two shape parameters, a simple algebraic transformation of these parameters defines the Beta distribution in terms of its mean and a scaling, or precision, parameter [2] [3] [4] . Therefore, the Beta Regression accommodates the dependent variable's mean and/or precision as a function of explanatory variables
Beta Regression
We will define a regression model for beta distributed random variables. In order to obtain a regression structure for the mean of the response along with a dispersion parameter, Ferrari and Cribari-Neto [1] proposed a different parameterization by setting = ( ) and = + .
The density of y can be written, in the new parameterization,
with 0 < < 1 and > 0. It follows from (2) where, ( ) = (1 − ) so that is the mean of the response variable and can be interpreted as a dispersion parameter, for fixed . The larger the value of , the smaller the variance of y.
Let , … , be independent random variables, each follows the density in (1) with mean and dispersion parameter . The regression model can be written as
where, = ( , … , ) is a vector of unknown regression parameters, , … , are the fixed covariates; (. ) is a monotonic and double differentiable link function over (0,1).
The beta coefficients give the additional increase or decrease in the log-odds of the response variable. Beta Regression provides more accurate and efficient parameter estimates than ordinary least squares regression when the dependent variable follows a skewed distribution [5] and when there is heteroskedasticity [6] .
The usual practice if the response variable lies on the interval (0,1), is to transform y into, ( ) and to apply a standard linear regression analysis. But this approach has several shortcomings. Such as, the regression parameters are interpretable in terms of the mean of transformed y, and not in terms of the mean of y. The unit interval such as rates and proportions are heteroskedastic and asymmetric. The classical approach to fit a beta regression model is to use maximum likelihood estimation with AIC-based variable selection [5] [7] . In this paper, beta regression is applied to a real data set in which the response variable is proportion. The standard linear regression is also applied to the transformed y to see the accuracy of the beta regression results.
Well-Being Index for Provinces Data in Turkey
The data from Turkish Statistics Association are analyzed by the beta regression model. Data in Table 1 include the indicator values of well-being index for provinces, 2015 (http://www.turkstat.gov.tr/PreHaberBultenleri.do?id=24561). Living index in the provinces consists of eleven dimensions which are housing, work, income and wealth, health, education, environment, safety, civic participation and access to infrastructure services and social life. The dimensions are represented by 41 indicators. Level of happiness (y) is measured as a life satisfaction index that lies between 0 and 1 and the values close to 1 refers to a better level of life. Table 1 . Indicator values of well-being index for provinces, 2015. Well-being index allows us to compare well-being across provinces, based on eleven dimensions in the areas of material living conditions and quality of life. The data report that the province with the highest living index is Sinop while the lowest value is Tunceli. All computations are carried out using betareg package in R Project ver. 3.3.1 [8] and IBM SPSS ver. 22.0 [9] .
DIMENSIONS VARIABLES
The arguments of betareg() are: betareg(formula, data, subset, na.action, weights, offset, link = c("logit", "probit", "cloglog", "cauchit", "log", "loglog"), link.phi = NULL, type = c("ML", "BC", "BR"), control = betareg.control(...), model = TRUE, y = TRUE, x = FALSE, ...).
The formulation of type y ~ x1+...+x40 describes y and x for the mean equation of the beta regression.
Results
Beta regression model is applied to the data taking the level of happiness as a response variable. Four link functions, logit, loglog, probit and cauchit are used, AIC values and R square values are given in Table 2 . Results support that probit link provides a slightly better fit. Selection of an appropriate link function can greatly improve the model fit [10] , hence the following results will be over the probit link. Coefficients of beta regression and their standard errors (Table 3) includes the significance of the independent variables x1-x40. The variables x2, x11, x17, x23, x26, x29 and x36 are found to be statistically significant. Signif. codes: ** 0.01; * 0.05 ; . 0.10
Backward stepwise selection method is applied to the model to find the best model (Table 4) . Log-likelihood value is 161.2 on 24 degrees of freedom (P<2.2e-16 ***). We can see from the results that the twenty two independent variables among forty have significant effect on level of happiness. While some of the variables have negative effect, some have positive. Signif. codes: *** 0.001;** 0.01; * 0.05 ; .0.10
The precision parameter  varies through a linear regression structure ( Table 5 ). For fixed, the larger  the smaller the variance of y. As the precision parameter estimate is statistically significant, this means that the change in the variance of the dependent variable represents a unit change in the explanatory variables. The residuals plot in Figure 1 diagnoses how well our model fits the data. The residuals plots seem to be randomly distributed approximately around zero and show no specific pattern. It seems that there is no outlier since the residuals are bounded (-3, 3) . The statistically significant variables with their associated dimensions are summarized in Table 6 . We also consider the standard linear regression model using the = ( ) transformation ( Table 7 -8) . As the data consist of ten dimensions, the variables under the dimensions are likely to have multicollinearity problem. For the full model, VIF values refer to a situation in which two or more explanatory variables in a multiple regression model are highly correlated. The model selection procedure is performed for the standard linear regression. This procedure gives only the variables that are statistically significant. The best subset includes the variables x2, x4, x5, x11, x15, x17, x24, x26, x27, x28, x29, x35, x36, x38 and x40 with larger coefficients and standard errors when compared to the coefficients of beta regression. As a result of linear regression and beta regression, some common variables are found as follows x2, x4, x5, x11, x15, x17, x24, x26, x27, x28, x29, x35, x36, x38 . These common parameters have the same effect i.e. positive or negative on response variable similarly in linear regression and beta regression. No overlapping occurs between standard linear regression and beta regression results.
Figure 2. Residual plots for linear regression
The residuals plot in Figure 2 diagnose how well our model fits the data for linear regression. The residuals plot seem to be randomly distributed approximately around zero and shows no specific pattern. It seems that there is no outlier since the residuals are bounded (-3, 3). AIC and R 2 values of beta regression with probit link function and linear regression are given in Table 9 . Both of the models are found as statistically significant. In beta regression model, AIC values are lower and R 2 are greater than in linear regression. It is concluded that beta regression model fits the data best.
Conclusions
Real data often fail to hold the normality assumption. The flexibility of the Beta distribution enables to accommodate the skew data. If the multicolinarity problem exists when two or more of the predictors in a regression model are correlated, the precision of the estimated regression coefficients are questionable. Beta regression provides more accurate and efficient parameter estimates than ordinary least squares regression when the dependent variable follows a skewed underlying distribution or when there is a heteroskedasticity. The examined model here is useful for situations where the response variable is continuous and restricted to the interval (0,1) [1] . Moreover, the Pearson residuals are not necessarily expected to be normal and centered around zero. In beta regression, we are basically using the results and inferences from standard general linear modeling. This paper uses a regression model where the response is beta distributed using a parameterization of the beta distribution that is shaped by mean and dispersion parameters. The results show that the 22 independent variables in Table 6 among 40 have significant effect on level of happiness.
