Abstract-In this work, we formulate a new, nonlinear, and time-variant transmitter equalization method based on the Model Predictive Control (MPC) algorithm. MPC is a class of control algorithms in which the current control action is obtained by solving, perhaps approximately, an online open-loop optimal control problem. One important advantage of the MPC in peak-power constrained link environment is its ability to cope with hard constraints on controls and states. Knowing the state of the channel enables a very fine nonlinear equalization. We utilize this flexibility to create various MPC formulations that control the entire eye-mask, receive signal dynamic range as well as the required quantization. Our MPC equalization significantly outperforms traditional transmitter techniques such as linear feed-forward and Tomlinson-Harashima equalizers, and gets very close to the optimized decision-feedback equalization at lower transmitter resolutions. We also describe the possible complexity reduction techniques that enable efficient implementation of our MPC algorithm in hardware.
I. INTRODUCTION
A S CMOS technology scales down, modern systems like server and router backplanes, Ethernet, and even processor-memory interfaces target data rates well into the multi-Gbps range. While circuit technology scaling can handle such speeds, the performance of these chip I/O links is limited by the bandwidth of the wire communication channel. The dielectric and skin-effect induced losses introduce low-pass channel characteristics resulting in inter-symbol interference (ISI) in received data and complicating the detection of transmitted information. Additionally, impedance mismatches and/or discontinuities from chip and package parasitics, connectors, and backplane vias, increase the ISI and further limit the achievable data rates.
Tight power budgets and device speed limitations impose significant challenges to direct implementations of a number of well-known complex digital signal processing schemes developed for use in Ethernet, DSL, and disk read channels [1] . Instead, mixed-signal transmit and receive equalization techniques have been widely used in high-speed links to compensate for the ISI. Moreover, certain situations where many links are required on a centralized chip, such as router chips [2] , non-retimed switches, etc., asymmetric link design is preferable since it reduces the link complexity and power at a convergence point [3] . Similarly, in processor-memory interfaces, asymmetric links are desirable due to mismatch in the transistor performance between the fast logic process and the slow DRAM process. In these asymmetric link situations, it is often desirable to centralize signal-processing and clocking complexity on either the receiver or the transmitter side.
In this paper we introduce a new nonlinear transmit equalization method for asymmetric links, which requires no additional filtering at the receiver and outperforms traditional transmit equalization and precoding techniques. The new technique makes use of an advanced process control algorithm called Model Predictive Control (MPC) [4] - [6] . We formulate the link equalization problem into an MPC algorithm, and build on the main algorithm concepts to develop variations that fit well in the real high-speed link implementation constraints.
The rest of the paper is organized as follows. A quick overview of existing techniques of linear and nonlinear equalization is given in Section II, along with definition of our evaluation setup for equalization performance comparison. Section III introduces the MPC algorithm, as well as the model of MPC equalizer. A simplified version of the MPC algorithm is presented in Section IV, showing increased robustness to quantization noise and potential for low-overhead hardware implementation. Section V provides some proposed hardware implementation architectures for the MPC equalizer.
II. OVERVIEW OF EXISTING EQUALIZATION TECHNIQUES
In high-speed links, the eye diagram is often used as the proxy for judging the quality of signal transmission. The ultimate goal of equalization is to create a reasonable eye opening at the receive decision circuit, to achieve a reliable transmission with low bit error rate (BER). As shown in upper plot of Fig. 1 , the main parameters of the eye diagram are: eye height , eye width , and voltage variation (residual ISI). Data-dependent timing jitter is another way to measure the eye-width, which is usually normalized to one unit interval (UI) [7] .
The optimization algorithms we develop in this paper have the flexibility to tailor the whole eye mask, i.e., the gradual decrease in eye height away from the sampling point. For simplicity, we first illustrate the optimizer performance on a sampled eye diagram at the point of maximum eye opening. Initially, the objective is set to maximize and minimize the residual ISI without any direct constraints on the eye-width . The lower plot in Fig. 1 shows how we view the eye opening in the optimization problem. The plot here is the sampled channel output versus time, assuming that samples are taken exactly at the maximum eye opening. The clean gap between samples represents , while the fuzz above and below represents the residual ISI.
A. FFE
Linear feed-forward equalization (FFE) compensates the low pass characteristics of the channel by means of attenuating low frequencies in order to get a flat frequency response up to the Nyquist rate. The design of a linear transmitter FFE involves mainly the choice of finite-impulse response (FIR) filter length (number of taps), and the calculation of each tap weight value. In low-noise conditions, the preferred strategy is to eliminate as much residual ISI as possible, leading to so called zero-forcing equalizers (ZFE). Minimum mean-squared-error (MMSE) equalizers trade-off noise enhancement for residual ISI and are often a result of using the adaptive least-mean-square (LMS) algorithm [8] , [9] .
In peak-power constrained high-speed link transmitters, the optimal technique, i.e., the one that also minimizes BER, is to use a linear-programming approach for equalizer tap calculation that maximizes the eye opening at the receiver similar to [10] (eyeMax). Taps weights calculation problem can be formulated as a large linear program, where the objective of the opti- mization problem is to maximize the worst-case eye opening ( norm solution) [11] . To solve this optimization problem we use CVX, a package for specifying and solving convex programs [12] , [13] . Assuming the equalized channel pulse response is , which is the result of a convolution between the channel pulse response ( ) and the equalizer under design (tap vector ), the mathematical representation of the problem is:
In this formulation, is the equalized channel length, is the main tap of the equalized channel, and represents potential decision-feedback equalization (DFE) taps at the receiver [14] . FFE filter taps are then normalized for peak-power limit constraints. The existence of DFE at the receiver, gives the optimizer some degree of freedom while solving the optimization problem, and results in larger eye opening. MATLAB code for this linear program formulation is provided in Appendix A. Fig. 2 shows eye opening height and width values versus number of FFE taps. It is clear that eyeMax gives larger eye-height values. However, ZFE always results in wider horizontal eye opening. As we will see shortly, providing more eye opening constraints for samples around the main sampling point can make the optimization algorithm more robust and result in wider eye openings, i.e., full eye mask control, while still achieving the performance superior to the ZFE algorithm.
B. FFE+DFE
A conventional equalization setup for links is to have a linear FFE at the transmitter and a DFE at the receiver. The transmitter FFE filter reshapes channel pulse response such that both pre-and post-cursor ISI are reduced. DFE uses the history of the received symbols to cancel the post-cursor ISI that is present in the channel. Given the channel pulse response and assuming correct initial received bits, we can subtract the residual signals from all the bits we have already seen, leaving only the signal from the bit of interest [16] .
At multi-Gbps high-speed link data rates, closing the feedback loop with settling within one bit-time with relatively highresolution can often be challenging, depending on the process technology. Furthermore, wrong bit decisions can lead to a catastrophic error propagation in the equalizer feedback loop. To alleviate some of these issues, various transmitter precoding schemes were proposed and will be quickly summarized next.
C. Precoding Schemes
The idea of precoding is that if the transmitter knows the channel information, it can send a coded signal so that ISI at the receiver side is greatly mitigated. By employing precoding, the disadvantages of DFE error-propagation can be avoided. One of the well-known schemes developed originally for dial-up modems is Tomlinson-Harashima (TH) precoding [17] - [19] . The TH precoding cancels the post cursor ISI in the transmitter, where the past transmit symbols are known without a possibility of error. To avoid unstable outputs of the system, a modulo-N adder is used instead of the conventional adder, where N represents the transmitter output swing range. This modulo-N adder operates as a normal adder except that if the result of the summation is greater than , N is subtracted an integral number of times until the result is less than
. If the result of the summation is less than , N is added an integral number of times until the result is greater than . Thus the output of the adder has always a magnitude between , and, as a consequence, the system is always stable [17] .
This wrapping-around of control signals produced by the TH transmitter introduces a power penalty in peak-power constrained transmitters, resulting in performance loss, i.e., smaller eye opening at the receiver compared to DFE. This penalty decreases with increased number of modulation levels, but is most severe in binary signaling which is most frequently used in high-speed links for complexity reasons. Fig. 3 shows a block diagram of TH precoding system, along with output of the test channel driven by a TH precoder with a 3-tap feedback. Increasing the number of feedback taps will result in more opening of the three eye output. To decode the output into binary data, three slicers are needed to detect the three thresholds, then a simple combination circuit outputs the received binary data according to the decision regions indicated in Fig. 3 . Although this precoding scheme is considered too complex to be implemented for multi-Gbps links, a recent architecture for TH is presented in 22 nm process technology which achieves data rates up to 8 Gbps [20] .
III. MPC EQUALIZER
The MPC equalization is inherently a non-linear, time-varying precoding method. Targeting asymmetric links, all equalization is carried out at the transmitter trying to achieve a clean and reasonably large eye opening at the channel output, as specified by the optimization constraints. . Although this is a PAM-2 transmission, the output has three eye openings because of the wrapping-around of TH control signal.
A. Idea
The Model Predictive Control (MPC) is an advanced method of process control, which has been widely used since 1980s in industrial processes [4] . Recently, it has been used in robotics control as a powerful and flexible open loop control scheme [5] , [6] . The core of the model predictive controller is the process model. Any process model, capable of predicting future output signals based on future input signals and initial values, can be used. The controller then predicts the future dynamic behavior of the real plant within a prediction horizon, based on the control values it calculates to satisfy certain plant trajectory constraints.
Unlike the conventional control that uses pre-computed laws, MPC, which is also called Receding Horizon Control (RHC), obtains the current control action by solving an online optimal control problem based on a dynamic model of the process under control and an initial state. As shown in Fig. 4 , a horizon is defined (from to ) with a specific objective function and constraints. The optimization problem is solved to produce the right control actions for the plant output to reach a reference value , tracking a pre-defined trajectory . Due to the overlap between horizons, only the first part of the calculated control signal is taken (control horizon ), and the rest can be ignored.
B. MPC as Equalizer
From previous discussion, there are three main requirements for the MPC algorithm to be applied:
• A dynamic model for the plant under control.
• An initial state for control horizon in every iteration.
• A convex objective and constraints. Signal equalization can be translated into an MPC problem by defining these three points. Fig. 5 shows a block diagram of the MPC equalizer. The plant model is basically the channel model. Since we are modeling the channel as an FIR filter, we can use the State Space Representation (SSR) [21] . The initial state of the control horizon is simply the current channel state. According to an FIR-based channel model SSR, the current state of the channel is simply the history of the previous control output samples. The optimization objective and constraints are used to shape the received eye opening as will be illustrated below. The optimization problem is solved for every horizon, then the horizon slides along the input bits with some overlap, as illustrated in Fig. 5 . This overlap gives the solver more information about previous and future operation of the process, leading to more robust optimization. The optimization cost function and constraints can be defined freely, as long as the problem remains convex. As an example, a mathematical formulation of a typical YALMIP [22] optimization problem for the MPC equalizer is shown below In this formulation, the objective function is defined in (3) as the equalizer output energy. The matrix (Q) is a weighting factor to calculate the output energy, as illustrated in Appendix B. However, the equalizer performance is specified through the constraints, which define the shape of the channel output. In (4), the power limit is defined by means of the infinity norm of the control horizon . This constraint ensures that all MPC output values are less than one in absolute. In (5) and (6), constraints are defined to have an eye height of at least at the channel output, and residual ISI no larger than . To insure convexity of the problem, the sign of the input bit is used to indicate the right inequality, instead of using absolute values. The eye-height and residual ISI parameters are defined as shown in lower plot of Fig. 1 . No constraints are defined here for the reference trajectory of the channel output which should control the eye opening width. However, as we will show later, the entire eye mask can be specified with MPC easily by adding some additional constraints. Fig. 6 shows the resulting channel output for the above mentioned optimization problem formulation. The eye opening constraint is met with 65% increase in the eye height over the eyeMax FFE, however, large residual ISI exists on both sides relative to the eyeMax linear FFE, due to relaxed residual ISI constraint.
C. Channel Output With MPC Equalizer
Interestingly, tightening the constraints for residual ISI into a very small range does not degrade the eye-height improvement using the MPC. Fig. 7 shows that the eye height constraint can remain unchanged for MPC optimization over the same channel, with a significantly restricted range of residual ISI. As mentioned earlier, this reduced residual ISI directly affects the eye-width as depicted in the lower plot in Fig. 7 . We can see that eye-width values are comparable to those of conventional ZFE with large number of taps, and the same value as in 20-tap ZFE when the residual ISI constraint is set to very small values as in Fig. 7(c) .
D. Two-Eye Channel Output
The eye shape at the channel output can be changed as long as the optimization problem is still convex. So, another proposed manipulation is to give the optimizer more degrees of freedom by allowing two eye openings at the receiver, instead of one. The motivation behind this is similar to the main idea of the TH precoding, which reduces the output power penalty through modulo arithmetic that results in multiple eye openings at the receiver. Giving the MPC solver additional similar degree of freedom, under the same power limits, enables a significant increase in eye opening values. Fig. 8 is a plot of the test channel output with modified constraints. Previously, the equalizer was trying to pull the channel output to positive amplitude when input is a logic one and to negative amplitude when input is a logic zero. With two eyes, the logic zero decision region at the channel output will lay around zero amplitude, while the logic one decision region will be above some positive threshold and below some negative threshold of same amplitude. The optimizer has the freedom to place control signals into the channel so that the signal that corresponds to logic one at the channel output can be either positive or negative depending on the channel current state and the ISI. This simple modification to the original MPC formulation achieves 100% increase in the eye-height in this example, with a corresponding improvement in the eye-width (0.8 UI).
E. Evaluation Results-No Quantization
Various types of channels with different characteristics are used as test channels, with pulse responses shown in Fig. 9 . These channels differ in number of pre-and/or post-cursors, attenuation at Nyquist rate, reflections, and pulse dispersion. Table I shows a performance comparison of the different equalization techniques. Channels where the MPC performs really well have strong pre-or post-cursor ISI (dispersion in channel and channel , respectively) as well as reflections (channel ). The active cable (lower right corner in Fig. 9 ) is an example of channels with strong dispersion, where very small eye opening values are achieved. However, this high dispersion is also a good candidate for MPC algorithm to get very high improvement.
In Table I , the MPC outperforms the linear FFE as shown earlier. However, results also show that the 2-eye MPC is better than TH up to a large number of feedback taps. It is important to mention that TH precoding is not capable of equalizing channels with precursors (such as channel ). However, it is clear from the results that MPC can handle these types of channels. The reason for this is that the MPC is predicting the received samples over a given horizon, which enables it to create actions on the current control samples that mitigate the impact of the pre-cursor ISI. The 2-eye MPC outperforms all of the transmitter equalization techniques, making it the best candidate for asymmetric link design. Interestingly, the 2-eye MPC also outperforms the on some channels. The performance of the MPC is generally worse than the setup, although the 2-eye MPC case approaches this type of equalization. To complete the comparison, Table II shows the eye-width values for 1-eye MPC, 2-eye MPC, eyeMax and ZFE FFE. For all test channels, as expected, the eye-width values are increasing from those of eyeMax FFE, ZFE FFE, to 1-eye MPC and 2-eye MPC. For Channel , the eye-width values are relatively small due to high channel attenuation and small eye-height.
F. Eye-Mask Shaping
In previous MPC problem formulation, we only constrained the signal at the sampling point, which controlled the eye-height and residual ISI. The eye-width was controlled indirectly by decreasing the residual ISI at the maximum eye-height point. However the MPC algorithm can also accommodate a much fuller control of the eye-mask shape by introducing some additional constraints.
The idea is to get the channel pulse response sampled at more phases than just the maximum eye height phase. Fig. 10 shows an example for our test channel pulse response with two extra sampling phases. Eye height and residual ISI constraints for these two new phases can be added to the MPC formulation in Section III-B. Fig. 11 shows eye opening shapes before and after adding the eye-shaping constraints. The additional constraints trade-off the eye-height for eye-width. Although the eye-height is reduced, it is still more than 60% larger than the eyeMax FFE. On the other hand, the eye-width of 0.73 UI can be achieved, compared to 0.67 UI without constraining eye width, both of which exceed the maximum achievable eye width of 0.66 UI with any linear FFE. Depending on the desired-level of eye-mask control, it is straightforward to add additional constraints at different sampling times.
G. Implementation Issues
Implementing most of the transmit equalization schemes requires high-speed digital to analog converter (DAC) circuit [23] - [25] . These DACs are often limited to 7-8 bits of resolution due to area and energy constraints. Lowering the resolution requirements for transmit DAC is very beneficial, however most equalization techniques (including the MPC) are very sensitive to quantization noise since the control signals are quantized after the optimization is performed. In addition to this, the online MPC implementation at high-speed rates is extremely challenging and power-hungry since it requires floating-point calculations. The alternative method is to pre-map all the offline MPC computations to a look-up table and do the fast read-outs based on the incoming bits and the channel-state information. Unfortunately, even with 7-8 bits of resolution on output samples, the channel state-space becomes huge, making this approach impractical. Again, smaller resolution control signals would significantly reduce the channel state-space and the size of required look-up tables, but result in significant degradation of the MPC performance since the quantization step cannot be directly included into the convex MPC formulation. This prompts us to look for an alternative optimization methods to directly incorporate the quantization effect into the optimization procedure, while preserving the MPC optimization framework, i.e., objectives and constraints. In doing so, we also want to address the computation complexity of the MPC algorithm and seek suitable approximations that can enable a real-time operation at high sample rates. 
IV. SIMPLIFIED ALGORITHM FOR MPC
As discussed above, the motivation behind the simplified algorithm is to apply quantization inside the solver and enable low-resolution control signals, which both decrease the cost of transmit DAC and the MPC implementation. Previously, quantization could only be applied to the MPC output since applying state quantization inside the optimization model leads to solution divergence due to non-convexity of the quantized signals. However, just quantizing the MPC output leads to a very poor performance for relatively low resolution.
A. Idea
The modified approach is a simple direct search (DS) solver, where the optimum solution is found by sweeping through the whole solution space and selecting the minimum value that meets the requirements. This sweep is fast in cases where the control signals are coarsely quantized and the horizon is small. Fig. 12 shows a flow chart for this simplified method.
All eye shaping parameters that are used in the convex MPC can also be applied in this solver, like for example controlling the eye-height and the residual ISI. Fig. 13 shows the quantization effect on the eye-height for both convex MPC and DS MPC, compared to FFE. It is obvious that the DS solver with quantization significantly outperforms the others. Even with very low resolutions (3-4 bits), the DS can still get reasonable eyeheight values at the output, while the eye-height of the quantized convex MPC and eyeMax FFE degrades very quickly. Since the quantization is handled inside DS, it can compensate for both ISI and quantization noise.
Additionally, the DS algorithm can also be extended to the 2-eye scheme, with the same eye opening values that are achieved by convex MPC. The new constraints can be noticed in the modified flow chart in Fig. 14. The quantization resolution for DFE is always 6 bits; assuming higher resolutions can be achieved in the feedback-loop without a large power overhead, due to smaller range of the feedback correction signal. It is interesting to note that the performance of the 2-eye DS MPC is now closer to the performance of the best scheme and beats the . Finally, Table IV shows the eye-widths for different equalization techniques with very low resolution quantization. Again, The DS solver outperforms the other equalization techniques, resulting in a very reasonable eye-width at such low resolutions. Generally, MPC techniques have much better eye-width than the TH precoding.
B. Evaluation Results-With Quantization

V. MPC EQUALIZER IMPLEMENTATION
In this section we discuss the possible directions for implementation of MPC equalizers. One possible system architecture is shown in Fig. 15 , where the MPC is mapped into a memory (RAM/LUT) which stores all possible outputs as a function of channel current state. RAM/LUT size is a function of the channel pulse response and the resolution of the equalization process. In this context, the DS MPC technique is very promising since it gives a reasonable performance down to 3-bit resolution, which significantly reduces the channel state-space and RAM/LUT size requirements. Serialization is dependent on the required data rate. At moderate data rates, the input could be serialized and RAM word size will be only one sample directly connected to the output driver DAC. At higher data rates, the serialization could be done at the output with a multi-bit horizon scenario where the RAM word will contain multiple control samples.
In order to reduce the size of the RAM/LUT, the state feedback circuit is responsible of selecting the important (N) bits out of the total (M) bits of the state vector. This selection is done due to the fact that this equalization process does not cover all possible state vector values. Besides, depending on the error resolution and the weight of each tap in the channel pulse response, some least significant bits, or even the whole bits of specific states can be ignored without causing errors.
As an example, for the 3-inch test channel (upper left corner in Fig. 9 ), the state vector length is 20 values. Using resolution of 3-bits, the expected size of the LUT is words, which is not feasible. However, in the ISI taps, there is only one large value tap, plus five to six small taps. Due to quantization error, . The memory output throughput is a function of the word size. Data rates of up to 3.5 Gbps can be achieved with a single control value per word. This number can be increased by using multiple control signals per word and serialized at the memory output.
Another possibility is to directly implement the DS algorithm in hardware, in a very similar way to TH implementation in [20] . The implementation would incorporate a channel state estimator, which calculates the channel state residual ISI on-line every clock cycle. This estimator is very similar to the feedback loop in the TH architecture. Taking advantage again of the DS solver with very low resolution (3-4 bits), all possible values for equalizer output (7 values in case of 3-bit resolution) can be calculated efficiently at high-speeds. Then the right value is chosen such that the corresponding output satisfies the eye opening requirements. The feasibility of this architecture is a function of the maximum desired throughput. With these initial implementation explorations which point to the possible directions for feasible low-complexity implementations, we leave the detailed micro-architecture and circuit design for the future work.
VI. CONCLUSION
In this work, a new nonlinear precoding transmitter equalization method was proposed using the Model Predictive Control algorithm. This class of control algorithms obtains the current control action by solving the online optimal control problem. Different aspects of the new method were analyzed and compared to existing equalization techniques like linear feed-forward equalizers, Tomlinson-Harashima precoding and decisionfeedback equalizers.
The MPC non-linear time-variant transmit-side equalization significantly outperformed both the linear feed-forward transmit equalizers and Tomlinson-Harashima precoders, especially on hard channels with lots of inter-symbol interference from dispersion and reflections. The Direct Search algorithm was also introduced as a design approach which incorporates quantization effects in the algorithm and enables good performance at low resolutions, enabling low-complexity implementation. Direct Search algorithm outperforms all transmit equalization approaches and gets very close to the performance of the decision-feedback equalizers. 
APPENDIX B MATLAB CODE FOR CONVEX MPC EQUALIZATION
YALMIP toolbox is used to solve the convex optimization problem of the MPC equalizer. We first present an example for some variables shown in the code. Assume is the channel pulse response with length , i.e., . The channel output over a horizon of length is determined by the matrix , which has a size of x . The channel state effect on the output, which is basically the ISI, is calculated using the matrix , which has a size of x . Both matrices are shown in Fig. 16 . The matrix is a real positive-semidefinite matrix used as a weighting factor for calculating the control output energy. It can take any value as long as it is a positive-semidefinte matrix, i.e., it can be an identity matrix. In our formulation, we used the Observability Gramian as our weighting matrix. This matrix is guaranteed to be positive-semidefinte as long as the channel model is observable [26] .
The MATLAB code of the function used is shown below.
