This paper introduces a notion of 2-orthogonality for a sequence of polynomials to give extended versions of the Meixner and Feinsilver characterization results based on orthogonal polynomials. These new versions subsume the Letac-Mora characterization of the real natural exponential families having cubic variance function.
1. Introduction. Let F = {P (m, F ), m ∈ M F } be a natural exponential family (NEF) on the real line parameterized by its domain of the means M F . If V F (m) denotes the variance of the probability distribution P (m, F ), then the mapping m → V F (m) is called the variance function of the family F. The importance of the variance function stems from the fact that it characterizes the family F within the class of all natural exponential families. Furthermore, for many common NEFs the variance function takes a very simple form. Morris (1982) describes the class of real NEFs such that the variance function is a polynomial function of degree at most 2 in the mean. Up to affine transformations and powers of convolution, this class includes the normal, Poisson, binomial, negative binomial, gamma and a sixth family called hyperbolic cosine and nothing else. The Morris class of quadratic NEFs has received a deal of attention in the statistical literature and many interesting characteristic properties have been established. We will be concerned here only with the properties based on the notion of orthogonal polynomials. A remarkable characteristic result is due to Meixner (1934) [see also Letac (1992) ]. It characterizes the distributions µ for which there exists a family of µ-orthogonal polynomials with an exponential generating function. These distributions generate exactly the Morris class of NEFs. A second characterization is due to Feinsilver (1986) , who shows that a certain class of polynomials naturally associated to a NEF is µ-orthogonal if and This is an electronic reprint of the original article published by the Institute of Mathematical Statistics in The Annals of Probability, 2004 , Vol. 32, No. 3B, 2463 -2476 . This reprint differs from the original in pagination and typographic detail. 1 2
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only if the family is in the Morris class. In the present paper, we will be concerned with the class of real natural exponential families having cubic variance function (i.e., a variance function which is a polynomial of degree less than or equal to 3). In fact, Letac and Mora (1990) have extended the work of Morris by classifying all real cubic natural exponential families. They have added to the Morris class six other types of NEFs which may be obtained from the Morris class by the action of the linear group GL(R 2 ) [see Hassairi (1992) ]. The best known among such families is the Inverse-Gaussian family. Our aim is then to extend to the Letac-Mora class of cubic NEFs the different characterizations established for the Morris class and based on orthogonal polynomials. We show in fact that the cubicity of the variance function is characterized by a property of orthogonality which will be called the property of 2-orthogonality. The result is interesting in its own right and seems potentially very useful for asymptotic expansions and approximation. In Section 2, after a review of exponential family theory, we specify some facts about the Feinsilver sequence of polynomials associated to a NEF; in particular, we show that the generating function of this sequence converges in a neighborhood of 0. In Section 3, we state and prove our main result concerning the characterization of the Feinsilver sequence of polynomials corresponding to a distribution generating a cubic natural exponential family by a property similar to orthogonality. We also show that this sequence is characterized by a four-term recurrence relation, while, as it is well known, a sequence of orthogonal polynomials satisfies a threeterm recurrence relation. In Section 4, we first determine the families of 2-orthogonal polynomials with exponential generating function. [The families with a formal exponential generating function are sometimes called in the literature Sheffer polynomials of type 0; see Sheffer (1939) and Rainville (1960) .] This leads to another characterization of the Letac-Mora class of cubic NEFs which may be considered as the extension to this class of the Meixner characterization.
2. Exponential families and associated polynomials. We need first to review some facts concerning natural exponential families and to introduce some notations. If µ is a positive Radon measure on the real line R, we denote by
its Laplace transform, and we denote by Θ(µ) the interior of the convex set D(µ) = {θ ∈ R; L µ (θ) < ∞}. M(R) will denote the set of measures µ such that Θ(µ) is not empty and µ is not concentrated on one point. If µ is in M(R), we also denote
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3 the cumulate function of µ.
To each µ in M(R) and θ in Θ(µ), we associate the following probability distribution on R:
The set
is the set of basis of F.
We have, for all θ in Θ(µ),
and consequently, all the moments of P (θ, µ) are finite. In fact,
The function k µ is strictly convex and real analytic. Its first derivative k ′ µ defines a diffeomorphism between Θ(µ) and its image M F . Since k ′ µ (θ) = R xP (θ, µ)(dx), M F is called the domain of the means of F . The inverse function of k ′ µ is denoted by ψ µ and, setting P (m, F ) = P (ψ(m), µ), the probability of F with mean m, we have
which is the parameterization of F by the mean.
The density of P (m, F ) with respect to µ is (2.6) and, the map m → V F (m) is called the variance function of F . It entirely characterizes the NEF; that is, if F and Consider now a real natural exponential family F and take µ = P (m o , F ) with m o fixed in M F . The density f µ (·, m) of P (m, F ) with respect to µ is still given by (2.4) with f µ (·, m o ) ≡ 1. It is easily verified by induction on n in N that there exists a polynomial P n in x of degree n such that
where R n+1 is a polynomial in x of degree < n + 1. In particular, we have that
We now make a useful observation through the following theorem whose proof will be given in Section 5. For the sake of simplification, we set
Theorem 2.1. Let F be a NEF on R and let µ be a fixed probability in F with mean m o . Let P n (x) be the polynomials defined by (2.7). Then
is an entire series in L 2 (µ) of nonzero radius of convergence.
It should be remarked that there exists r > 0 such that, for all m in ]m o − r, m o + r[ and for all x in R,
To conclude this section, we mention that in many interesting situations, P n can be calculated by mean of the Faà di Bruno formula
where k = k 1 + · · · + k n and the sum is taken for all integers k j ≥ 0 such that
The most famous example in this topic is the inverse Gaussian distribution with parameters 1/2 and p > 0 defined by
The NEF generated by µ belongs to the Letac-Mora class. In fact, a standard computation shows that Θ(µ) = ] − ∞, 0[ and
For all m o ∈ M F , we have
3. Characterization of the cubic families in the Feinsilver way. As pointed out in the Introduction, any real cubic natural exponential family can be obtained from a quadratic family via the action of the linear group GL(R 2 ). For instance, the quadratic natural exponential families on R have been characterized by Feinsilver (1986) as the ones for which the polynomials P n (x) are µ-orthogonal. In this section we show that the polynomials P n (x) associated to a cubic natural exponential family have also a characterizing property of orthogonality which will be called the property of 2-orthogonality.
Definition 3.1. Let µ be a measure on R such that |x| n µ(dx) < ∞ for all n ∈ N. A family (Q n ) n∈N of polynomials on R is µ − 2-orthogonal if, for all n and q in N * , Q n (x)Q q (x)µ(dx) = 0 when n ≥ 2q, and Q n (x)µ(dx) = 0.
Next we give our first main result.
Theorem 3.1. Let F be a NEF on R and let µ be an element of F with mean m o . Consider the polynomials (P n ) n∈N defined by P n (x) = ∂ n ∂m n f µ (x, m)| m=mo . Then the three following statements are equivalent:
with A 3 n = n(n − 1)(n − 2). Furthermore, in this case we have To help in the proof of this theorem, let us give in Table 1 , for each of the six types of NEF on R with polynomial variance function of degree 3 [see Letac and Mora (1990) ], the sequence of P (m o , F ) − 2-orthogonal polynomials P n (x) defined by its recurrence relation for m o = 1.
Proof of Theorem 3.1. (i) ⇒ (ii)
then the µ − 2-orthogonality of the polynomials (P n ) and Theorem 2.1 imply that
Taking the derivative of (3.1) with respect to m, we get, for all (m,
This is true for all m ′ ∈ ]m o − r, m o + r[; then Inverse Gaussian with parameter p = 1 1
Strict arcsine with parameter p = 1 1
Takács with parameters p = 1 and a = 1 1
Large arcsine with parameters p = 1 1 Po(x) = 1, and a = 1
Ressel with parameter p = 1 1
Abel with parameter p = 1 1
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Again we take the derivative of (3.2) with respect to m and we let m = m o . We get, for all
Therefore,
This implies that V F is cubic on ]m o − r, m o + r[ and, by extension, we obtain that F is a cubic NEF.
(ii) ⇒ (iii). From (ii), there exist real numbers (a i ) 0≤i≤3 such that
On the other hand, we know that there exists r > 0 such that, for all m ∈ ]m o − r, m o + r[ and for all x ∈ R,
Denoting θ = ψ µ (m), this may be written as
Taking the derivative with respect to θ of (3.3) gives
which is equivalent to
By identification, we get
and (iii) is proved. (iii) ⇒ (i). The result is easily obtained if we verify the three following facts:
(a) For all n ∈ N * , P n (x)µ(dx) = 0. (b) There exist real numbers β s n,q such that, for all n, q ∈ N * verifying n ≥ 2q,
where β 0 n, q = 0 if n = 2q ∀ q ∈ N * , (c) There exist real numbers (α q ) 0≤q≤n such that
Proof of (a). We first observe that
Since, for all n, we have
[see (2.3) and (2.7)], then
Hence we obtain that, for all n ∈ N * ,
Proof of (b). We can write (iii) as
where β 0 n, 1 = a 3 n(n − 1)(n − 2). For a fixed n in N * , let us show by induction that, for all q in N * such that 2q ≤ n, we have
where β 0 n, q = 0 if n = 2q. For q = 1, it is nothing but equality (3.4). Suppose now that (3.5) is true for q and that 2(q + 1) ≤ n. Then we have
Hence there exist (β s n,q+1 ) such that
where β 0 n,q+1 = a 3 β 0 n,q A 3 n−2q and β 0 n,q+1 = 0 if n = 2(q + 1).
Proof of (c).
, it is easy to show by induction that
and this concludes the proof.
4. Characterization of the cubic families in the Meixner way. This section is devoted to the characterization of the 2-orthogonal polynomials on R with exponential generating function.
We say that the generating function of the sequence of polynomials Q n is exponential if there exist r > 0 and two real analytic functions a and b defined on ] − r, r[ such that, for all z in ] − r, r[,
Families (Q n /n!) satisfying (4.1) are considered in the literature under the name of Sheffer polynomials of type 0; see Sheffer (1939) and Rainville [(1960), Chapter 13] . Actually they are slightly more general since convergence in a neighborhood of 0 is not required and (4.1) is considered as an identity between formal series in z.
Theorem 4.1. Let F be a NEF on R and let µ be an element of F with mean m o . Suppose that (Q n ) n∈N is a family of µ − 2-orthogonal polynomials such that Q n is of degree n. Then the generating function of (Q n ) n∈N is exponential if and only if there exists t ∈ R * such that, for all n ∈ N,
where (P n ) is defined by (2.7).
In this case,
Proof. Up toQ n = Q n /Q o , we can suppose Q o = 1.
⇐ Is obvious. ⇒ There exist r > 0 such that, for all z ∈ ] − r, r[ ,
On the other hand, writing the generating function of (Q n ) as in (4.1), we have
Proceeding similarly, we have that
Then Q 1 is a polynomial of degree 1 in x. Therefore there exists u ∈ R * and v ∈ R such that
Furthermore, using (4.2)-(4.4), we get
, and we deduce that
Finally, we obtain 
Since 0 ∈ Θ(µ) and m o ∈ M F , there exist α > 0 and r > 0 such that:
Let us show that the function φ(z) = f 1 (·, z) is well defined and continuously differentiable from D(m o , r) into L 2 (µ).
Since But we have that
f 1 (x, z). Hence φ is continuously differentiable and so it is analytic on D(m o , r) and, in particular, if
Then
has nonzero radius of convergence.
