We prove weighted norm inequalities of integral type between the gradients of solutions u of elliptic equations and their boundary data f on bounded Lipschitz domains.
We prove weighted norm inequalities of integral type between the gradients of solutions u of elliptic equations and their boundary data f on bounded Lipschitz domains.
Introduction.
We are interested in the following general question: To what extent is the interior smoothness of the solution of a PDE controlled by the size of its boundary values? To be more specific, suppose (for now) that Ω ⊂ R d+1 is a nice domain, µ is a positive measure supported in Ω, and v is a non-negative measurable function defined on ∂Ω. If f : ∂Ω → R is reasonable (say, continuous function with compact support), we let u : Ω → R be the solution of the classical Dirichlet problem with boundary values equal to f . (We are implicitly assuming that Ω is nice enough to have this make sense!) Let p and q be real numbers lying strictly between 1 and infinity.
When is it the case that
holds for all such f ? Here 'ds' denotes surface measure on ∂Ω, but we could easily replace it by some other measure-as indeed we will (see below). For "classical" domains-half-spaces and disks-this problem has been studied extensively. In the case where Ω = R d+1 + and v ≡ 1, complete characterizations of the right µ's have been given for all 0 < p, q < ∞ (with f 's L p norm being replaced by a Hardy space H p norm when 0 < p ≤ 1).
These results can be found in [L1] , [L2] , [Sh1] , [Sh2] , [Ve] , and [Vi] . In [WhWi] , Wheeden and Wilson continued this line of research in their study of weighted norm inequalities of the form:
Here u is the Poisson extension of f , which is assumed to belong to some natural test class, v is a weight (i.e., a non-negative function in L 1 loc (R d )), and µ is a positive Borel measure on R d+1 + . They proved sufficient conditions, depending on p and q, on µ and v which ensured that (0.1) would hold for all "reasonable" f , for 1 < p ≤ q < ∞ and q ≥ 2. Their sufficient conditions, which we will give presently, were quantitative statements of the fact that (0.1) should hold if µ doesn't put too much 2000 AMS Subject Classification: 42B25. Key words and phrases: elliptic equations, boundary value problems, weighted norm inequalities, Littlewood-Paley theory, Lipschitz domains. mass near places where v is small, taking into account the interactions between p, q, and the rates of decay of the convolutions kernels that "generate" the components of ∇u.
In this paper, we take the first steps in generalizing these results to the setting of bounded Lipschitz domains.
Our overall approach will parallel that of [WhWi] , and our results will have a similar form. It is appropriate that we review the main results from [WhWi] , along with a little of their development.
We need to recall some standard definitions. If Q ⊂ R d is a cube with sides parallel to the coordinate axes, and with sidelength (Q), we set
x ∈ Q, (Q/2) ≤ y < (Q)}, which people commonly visualize as the "top half" of the so-called Carleson boxQ ≡ Q × (0, (Q)).
We let x Q denote the center of Q. We use |E| to denote the Lebesgue measure of a measurable
If v is a weight and 1 < p < ∞, we set σ ≡ v 1−p , where p is p's dual exponent. It's important to note that σ gets big where v gets small. By looking at dyadic analogues of (0.1), one can easily come up with a plausible first approximation to [WhWi] 's sufficient condition; namely, that
µ(T (Q))
1/q σ(Q)
should be bounded by a constant indepedent of Q. The trouble with this condition, of course, is that it does not deal with the "tails" of the kernels; also, for technical reasons, the weight σ is not quite what one wants. Let η > p /2 and let w be any weight such that
for all Q, where σ Q denotes (1/|Q|) Q σ dx, the average value of σ over Q. (Such weights usually exist: let w = cM k σ, where M k denotes a k-fold application of the Hardy-Littlewood maximal operator, with k ∼ η, and c is an appropriate positive constant.) In [WhWi] it is shown that there exist a positive constant c = c (p, q, d, η) and an exponent M = M (p, q, d) such that, if
for all cubes Q, then (0.1) holds for all "reasonable" f (say, f ∈ L ∞ with bounded support).
The analogue of (0.1) we consider in the present paper is
where Ω is a bounded Lipschitz domain in R d , u is the solution of the Dirichlet problem with boundary data f , and ω is harmonic measure for some fixed point X 0 ∈ Ω. We assume that µ is a positive Borel measure defined on Ω and v ∈ L 1 (∂Ω, dω) is non-negative.
For technical reasons, we will also be assuming that µ is supported near the boundary of Ω, in the "band" Ω δ ≡ {x ∈ Ω : d(x, ∂Ω) ≤ δ}. Thus, we will actually be seeking sufficient conditions on µ and v such that, for some δ > 0,
for all f in our test class. We will prove sufficient conditions on v and µ (depending on p, q, Ω, and X 0 ) which ensure that, for some δ > 0, (0.4) holds for all f ∈ L ∞ (∂Ω, dω). As in [WhWi] , our sufficient conditions are valid for all p's and q's in the range 1 < p ≤ q < ∞, with q ≥ 2. Unfortunately, our conditions also come with an extra hypothesis on v: we require that the measure v 1−p dω belong to the Muckenhoupt
). The precise (and standard) definition of this relation is given at the beginning of Section 1. For now it is probably enough for the reader to know that we are requiring v 1−p dω to be absolutely continuous with respect to dω in a way that is uniform under changes of scale.
What is the right translation of (0.2) to Lipschitz domains? We see that (0.2) seems to have several "moving parts." On one side we have a term involving µ(T (Q)) and one that is an integral of a weight against a "bump function" centered around Q (both raised to appropriate powers). On the other side we have the Lebesgue measure of Q, raised to a certain power.
When we work on a Lipschitz domain, the cube Q will be replaced by the projection of a certain "genuine" cube onto ∂Ω; we shall denote such boundary cubes by Q b . The set T (Q) (actually T (Q b )) will be a subset of Ω for which d(T (Q b ), Q b ) is comparable to (Q). A fast and reasonably accurate way to visualize T (Q b ) is to think of a ball inside Ω whose radius is comparable to its distance to ∂Ω (indeed, for our purposes, such a definition would work fine). This radius is essentially (Q). For ease of reading, we will denote this latter quantity by (Q b ). It will always be obvious from the context that (Q b ) is comparable to the diameter of Q b , with comparability constants that only depend on d and M .
Corresponding to each boundary cube Q b will be its dilates λQ b (roughly, the cube concentric with Q b , but with sidelength λ times as big). Since Ω is assumed to be bounded, these dilates will not keep getting bigger indefinitely as λ increases. Instead, we will set λQ b ≡ ∂Ω when λ (Q b ) exceeds some positive r 0 that depends on Ω but is otherwise unspecified. For j = 0, 1, 2, . . ., we will define
is (approximately) an annulus concentric with Q b and having inner and outer radii comparable to 2 j (Q b ). For our purposes there is nothing wrong with thinking of R j (Q b ) (j ≥ 1) as those x's in ∂Ω whose distance to x Q (the approximate center of Q b ) lies between two fixed positive multiples of 2 j (Q b ). Our convention on λQ b has the happy consequence that all the 2 j Q b 's are the same-and therefore all the R j (Q b )'s are empty-for j sufficiently large.
The Lipschitz analogue to the bump function (
where > 0 is a constant depending on the domain Ω. To see that this generalization is the natural one, think of (0.5) as a function of x ∈ R d and replace ω with Lebesgue measure. It's important to note that, for any x, the sum in (0.5) contains essentially only one term. Finally there is the right-hand term (Q) d+1 . We will replace this with (Q b )ω(Q b ).
With the precise definitions still to follow, the rephrased version of (0.2) is
and our main theorem (Theorem 3.1), which we prove in Section 3, is 
, for some positive δ, it is sufficient that, for all sufficiently small
where c is a positive constant depending on p, q, Ω, and the choice of the point X 0 .
We will prove Theorem 3.1 by means of a general Littlewood-Paley inequality, valid on arbitrary doubling measure spaces. This inequality is a natural generalization of the main result from [Wi] . This method works just as well to prove a slightly weaker form of Theorem 3.1 in the case where u is not assumed to be f 's harmonic extension, but to satisfy a uniformly elliptic equation in divergence form. In this case, as one might expect, ordinary harmonic measure gets replaced by the corresponding elliptic harmonic measure.
The chief new problem arising in the general elliptic case is that the solution u is only known to be Hölder continuous, and ∇u might not be defined pointwise. We avoid this problem by proving a sufficient condition for a discretized version of our original gradient integral. Ironically, it is by means of this discretized version that we will prove the sufficient condition for the harmonic extension.
The paper is organized as follows. In Section 1 we prove a general Littlewood-Paley inequality, valid for general doubling measure spaces on R d ; this is the generalization of the main result from [Wi] . In Section 2 we review some facts about harmonic measure on Lipschitz domains and make some useful observations. Some of these observations will have connections to the Littlewood-Paley result. In Section 3 we state the precise form of Theorem 3.1 and prove it. With (almost) no additional work, we obtain the analogue of Theorem 3.1 for solutions of general uniformly elliptic equations. In an appendix, we prove an easy generalization of a familiar result about the HardyLittlewood maximal function in the setting of arbitrary doubling measures.
Littlewood-Paley Theory.
In this section we work only on R d .
We begin by defining a few basic terms. Most of these are standard.
If Q is a cube in R d , with sides parallel to the coordinate axes, and A ≥ 1, then AQ denotes the concentric A-fold dilate of Q. We will have occasion to refer to certain "annuli" around cubes Q. We set R 0 (Q) ≡ Q, and, if
A positive measure ω on R d is called doubling if there is a constant C such that, for all cubes
In this section, ω will denote a fixed but arbitrary, non-trivial doubling measure on
where k and j 1 , . . . , j d are integers. Such a cube is said to have a sidelength of 2 −k , which we denote by (Q). We recall that, given any two dyadic cubes Q and Q , either Q ∩ Q = ∅ or one of them is contained in the other. We denote the family of dyadic cubes by D. A measure ν on R d is said to be A ∞ relative to ω (written ν ∈ A ∞ (ω)) if there are positive constants a and b such that, for all cubes Q and measurable subsets E ⊂ Q,
It is an easy exercise to show that, since ω is doubling and non-trivial, ω(Q) > 0 for all Q. If the reader is worried by the possibility that ν(Q) = 0, he is free to rewrite (1.1) as
since that is the form we will be using anyway. These definitions have been standard. Our next one is something special. We shall say that a family of functions,
if it satisfies the following size, smoothness, and (weak) cancellation conditions. The [positive] numbers α and β depend only on the family {φ (Q) } Q .
or, more succinctly:
2) Smoothness. For any x and y in R d ,
Note that, given the size condition, the smoothness condition is only meaningful when |x−y| ≤ (Q).
3) Cancellation. For every finite linear combination Q γ Q φ (Q) ,
All of our results depend on the next theorem.
Theorem 1.1. Let {φ (Q) } Q∈D be a standard family of functions, and let ν ∈ A ∞ (ω). If 0 < p < ∞ and 0 < τ < 2α, there is a constant C = C (ν, ω, α, β, τ, p, d) such that, for all finite linear sums
where
Remark . The proof will show that C's dependence on ν is really a dependence on a and b (in the definition of 'ν ∈ A ∞ (ω)'). The dependence on ω is really a dependence on d and on ω's doubling constant C .
Remark . This generalizes the main theorem proved in [Wi] , and the proof given here closely follows the earlier proof. The reader might want to refer to [Wi] now and then to understand what is going on.
The chief virtue of Theorem 1.1 for our purposes is that it does not ask too much of the functions φ (Q) , while yielding a fairly good Littlewood-Paley estimate. In particular, we don't require the functions to decay especially fast, either in size or in their moduli of Hölder continuity, and our cancellation condition is simply "almost-orthogonality." In our present application, the mild decay and smoothness conditions-and nothing better-follow from classical estimates on kernel functions for the Laplacian (or even general elliptic operators), while the almost-orthogonality is a consequence of Green's Theorem.
The key to our argument lies in defining the right maximal function. Let us assume that we have a fixed finite linear combination
It is useful to think of S(I) as the family of dyadic cubes that "surround" I. If x ∈ I, we define
and we do not define F (I, x) for x / ∈ I. If x I is the center of I, then we set F (I) ≡ F (I, x I ). The right maximal function for the Littlewood-Paley function g * (f ) turns out to be
Corresponding to F * (x) is a "maximal square function" adapted to g * (f ). For x ∈ I, we define
, and we do not define G(I, x) for x / ∈ I. We similarly define G(I) ≡ G(I, x I ) and
G(I).
In order to prove Theorem 1.1, we shall prove seven fairly elementary lemmas, followed by a difficult lemma, which is really the heart of the proof of Theorem 1.1. These lemmas are directly analogous to, respectively, Lemmas 1-7 and Lemma 1.9 in [Wi] . Our more general formulation of the φ (Q) 's requires us to surmount some non-trivial technical obstacles.
Proof. The inequality is obviously true Lebesgue almost everywhere. However, the only exceptional points lie on the faces of dyadic cubes, and these have ω-measure 0, because ω is doubling. QED.
Lemma 1.3. There is a constant
Proof. Let I ∈ D and x ∈ I. We need to show that G(I) ≤ Cg * (f )(x), for which it is clearly sufficient to show that
where (recall the definition above)
Comparing the sums termwise, we see that our inequality amounts to having
for any x ∈ I and any Q ∈ S(I). Let us now consider two cases: (Q) ≥ (I) and (Q) < (I).
In the former case, if
In the latter case, observe that, if we let x Q denote the center of Q, then |x − x Q | ≤ C(d)|x I − x Q | (which also holds in the former case, but is easier to see for small Q), and the same inequality holds, for the same reason.
Proof. The result depends on two simple facts. First: If x ∈ I and d(x, ∂I) ≥ η (I), then, for any Q ∈ S(I), x will belong to R j (Q) and x I will belong to R j (Q) for some j and j such
Second: For such a j and j , the ratio of ω(2 j Q) and ω(2 j Q) is bounded above and below by positive constants depending only on η, d, and the doubling constant of ω. The inequality now follows by termwise comparison of the two sums defining (G(I, x)) 2 and (G(I)) 2 .
QED.
Proof. Write:
We will control (I) by using only the size condition 1). The sum (II) will be controlled via the smoothness condition 2).
Handling (I). It is enough to bound
, since (I) is less than or equal to a sum of two such terms.
By the Cauchy-Schwarz inequality and our size estimate 1),
, where the last line follows from Lemma 1.4. We need to show that the second factor in the last line is bounded by an absolute constant.
, then x ∈ R j (Q) for some j which is approximately equal to m + k; i.e., there is C such that x ∈ R j (Q) for |m + k − j| ≤ C. This is simply another way of saying that
Notice that, because of ω's doubling property, all of the numbers ω(2 m+k Q) are comparable to ω(2 k I), with comparability constants which only depend on d and ω's doubling constant. Therefore,
If we now sum over the I l 's in a fixed S k , we get
where the next-to-last line follows from ω's doubling property. Summing over all k yields H(l) ≤ C, and term (I) has been bounded. Handling (II). This one's easier.
Since we are considering cubes Q that are larger than I, if x I ∈ R j (Q) and x ∈ I, then x ∈ R j (Q) for some j such that |j − j | ≤ C. Therefore, our sum (II) is actually less than or equal to
Continuing, this is bounded by:
, where the last line follows from the Cauchy-Schwartz inequality. We now need to show that the second factor is bounded by a constant. We temporarily fix k and consider
will be comparable to ω(2 k+j I), because ω is doubling. Therefore, for each j,
Summing on j, we get that (1.3) is bounded by a constant. If we now multiply this by 2 −2kβ and sum on k, we get our result. Lemma 1.5 is proved. QED.
If I is a dyadic cube, we define N (I) ≡ {I * ∈ D : I * ⊂ I, (I * ) = (I)/2}, the "next generation" of cubes "begotten" by I.
Lemma 1.7. There is a positive constant C such that, for all I * ∈ N (I) and all
Proof. If x ∈ I * , there is nothing to prove. So, let x ∈ I \ I * , and let L ⊂ I \ I * be a dyadic cube such that x ∈ L and L is smaller than any of the cubes Q in the sum
because the second sum excludes the J's contained in I * . (Technically, the first sum excludes the J's contained in L, but, because L is so small, these contribute nothing to the sum.) The lemma will be proved once we show that, for J ∈ S(I * ),
But this follows from what are (by now) "the usual reasons." Simply note that, if J ∈ S(I * ),
will also be non-zero, for some j such that |j − j | ≤ C. The doubling property of ω ensures that
, which finishes the proof of Lemma 1.7. QED.
Proof.
The first difference is ≤ CG(I) ≤ G(I * ), by Lemmas 1.5 and 1.6. The second is less than or equal
which, by the Cauchy-Schwartz inequality (see the proof of Lemma 1.5) is less than or equal to
But the first part of the proof of Lemma 1.5 shows that the second factor is bounded by a constant. QED.
We are now ready to prove Lemma 1.9, from which Theorem 1.1 will follow as a corollary.
Lemma 1.9. Let Q 0 ∈ D be the unit dyadic cube, and let {φ (Q) } Q be a family of functions satisfying 1), 2), and 3
, then Lemma 1.9 immediately implies, as a corollary, the same conclusion for ν; i.e., for all δ > 0 there is a γ > 0 such that
We will use this corollary to obtain Theorem 1.1.
Proof of Lemma 1.9. Let A > 1 be a large number, to be chosen presently. Let {I k } k be the family of maximal dyadic subcubes of Q 0 having the property that, for some I * ∈ N (I k ),
By Lemmas 1.6 and 1.7, if A is chosen large enough, the set {x ∈ Q 0 : G * (x) > γ} will contain
We henceforth assume that A has been chosen 'large enough.' On the other hand, notice that, if x / ∈ ∪ k I k , then G * (x) ≤ Aγ: this will be important.
With {I k } k now fixed, let {J l } l be the maximal subcubes of Q 0 such that, first, no J l is contained in any I k , and second, |F (J l )| > 1. Denote the union {I k } ∪ {J l } by P, and let {P i } i be the family of maximal cubes from P.
We claim that
To see this, suppose that x belongs to the left-hand side of (1.5). Since F * (x) > 1, x must belong to some cube J such that |F (J)| > 1. If this cube J were contained in some I k , then we would have G * (x) > γ, a contradiction. Therefore, x belongs to one of the special cubes
Thus, our problem has now reduced to controlling the size of where F * (x) ≤ 1). This is very much in the spirit of the proof of the classical good-λ inequality for the dyadic square function. Define F 1 = {Q ⊂ Q 0 : ∀i(Q ⊂ P i )} and F 2 = {Q ⊂ Q 0 : Q ⊂ P i for some i}; and set f i = Q∈F i λ Q φ (Q) for i = 1, 2. It is obvious that f = f 1 + f 2 . Corresponding to f 1 and f 2 , we define
where, as before, we do not define
Before going on, let us note-what is easy to see-that F
Because ω is doubling, we have ω(Q) ≤ C ω ω(C(Q)) for any Q, and so our problem reduces to bounding
If we take γ small enough, then this difference will be less than 1/4, and having |F 1 (P i )| > 1/2 will force |F 1 (P i , x)| > 1/4 on all of C(P i ). Let us assume that γ is so chosen. We get:
It is this last sum which we will now control. Recall that to this point we have used the decay and smoothness properties of the functions φ (Q) , but not their almost-orthogonality. Now is the time to apply 3).
Our argument relies on a TRICK:
. This is true because (see also page 41 in [Wi] ):
where the second line follows because having Q ∈ F 1 automatically implies Q ⊂ P i . Because of property 3),
We rewrite and bound the second sum as
as noted above.
Putting it all together, we get
if γ is taken sufficiently small. Now we look at (II). Reasoning precisely as we did for (I), we only need to control
We will handle this last sum via a pure brute-force argument, using only the size condition 1). An estimate reminiscent of Carleson measures comes in at the end.
Let κ be a number greater than 1, and chosen so that, for any cube Q, ω(κQ \ Q) < (δ/4)ω(Q). Such a κ exists because ω is doubling. We define
We call this the "zone of death." It consists of a union of thin bands (or shells) around the cubes P i , inside which we may encounter bad edge effects when estimating f 2 and its associated functionals.
By our choice of κ, ω(D) ≤ (δ/4)ω(Q 0 ). Thus, it is sufficient to bound
by Cδ, where C depends on ω's doubling constant.
Note that the right-hand side of (1.6) does not depend on i. Once we have (1.6), we will obtain
and the bound for (II) will follow from Chebyshev's inequality.
Let us now fix a j = i and consider the sum
We rewrite the sum as:
, and
, then x ∈ Rk(P j ) for somek satisfying |k + l − k| ≤ C . The reason for these inequalities is that the distance between x Q and x is comparable to the distance between x P i and x P j , with "comparability constants" depending only on d and κ. For all such Q, the ω-measures of 2 k Q will be comparable to ω(2 k−l P j ), and thus comparable to ω(2 k P j ), because ω is doubling. Therefore, for each fixed l ≥ 0, and all
This holds for every l ≥ 0. Summing over l we get:
When we sum this over j = i, we get (1.6). Lemma 1.9 is proved.
Proof of Theorem 1.1. Recall that f = λ Q φ (Q) is a finite sum, from which it follows that, for large x, |f (x)| ≤ Cg * (f )(x). This is because, if we take a single term in the sum defining f , we get
After some canceling on both sides, our desired inequality,
; which is true for k ≥ 0. (We note that the C in our inequality '|f (x)| ≤ g * (f )(x)' depends strongly on f , and on the fact that f is a finite sum.)
Therefore, without loss of generality, we may assume that g * (f ) belongs to L p (dv), and thus that G * does too (because G * ≤ cg * (f )). This said, the Theorem 1.1 will follow from a good-λ inequality: For every > 0 there is a γ > 0 so that, for all λ > 0,
It is enough to prove that, for all > 0, there is a γ so that, for all i and all λ, Define
Let the functions H(I, x), H(I)
, and H * (x) be defined for h just as F (I, x), F (I), and F * (x) were for f . Our problem reduces to showing that
But this is just a rescaled version of Lemma 1.9 (divide h by .8λ). The Theorem 1.1 is proved. QED.
Lipschitz domains.
We are going to apply the Theorem 1.1 to a family of functions {φ (Q) } Q defined on a part of the boundary of a bounded Lipschitz domain Ω ⊂ R d+1 . That is, ∂Ω is a finite union of translations and rotations of graphs Γ i of functions ψ i : R d → R, and there is a fixed M such that each ψ i satisfies |ψ i (x) − ψ i (y)| ≤ M |x − y| for all x and y. As we said in the introduction, our attention will be directed at points near ∂Ω, where we can pretend that we are working in a domain lying above a graph Γ i . But first we wish to say a few words about the points in Ω that are (relatively) far from the boundary.
Recall our definition of Ω δ ≡ {x ∈ Ω : d(x, ∂Ω) ≤ δ}. Given a measure µ defined on Ω, write µ = µ 1 + µ 2 where µ 1 (E) = µ(E \ Ω δ ) and µ 2 (E) = µ(E ∩ Ω δ ).
We claim that an inequality of the form
comes almost (but not quite) for free. We have, for any x / ∈ Ω δ ,
where C depends on Ω, δ, and our choice of X 0 (which, without loss of generality, we may assume lies in Ω \ Ω δ ). This inequality comes from the fact that
|u(x)| linked to the inequality:
By Hölder's Inequality,
Thus, to get (2.1), it is sufficient to have
where c is small positive constant depending on Ω, δ, and X 0 . A moment's thought will show that this is just a "global" version of the sufficient condition from Theorem 3.1, with ∂Ω (a bounded set, recall) playing the role of a cube Q b , and Ω \ Ω δ pretending to be T (Q b ). The bump function being integrated against σ is just χ ∂Ω . It has no "tail" because there is no room for one: the "cube" Q b fills up all of ∂Ω.
To fit the pattern of Theorem 3.1, the constant c should really be cdiam(Ω)ω(∂Ω) = cdiam(Ω). But, of course, it is-assuming we choose c properly! That is (almost) all we will say about the parts of Ω lying far from the boundary. Our problem now consists in finding an appropriate condition on the measure µ 2 which ensures that
holds for all f ∈ L ∞ , where we remember that µ 2 is supported in Ω δ .
By cutting the integral up, taking δ small enough, rescaling, and doing a rotation, we can assume that the support of µ 2 -which we will henceforth call µ-lies in a set of the form
where ψ : R d → R is a Lipschitz function, with Lipschitz constant M . We can assume that R is scaled so small that the set Γ ≡ { (x, ψ(x) ) : |x| ≤ 2} is a subset of ∂Ω.
Let F be the family of dyadic cubes (x, ψ(x) ) : x ∈ Q}, the boundary cube corresponding to Q, and we defineQ
corresponding to the usual Carleson box and "top-half" of a Carleson box, familiar from Euclidean harmonic analysis.
Note that, if we take δ small enough, the support of our "reduced" µ is contained completely inside
It is only a little harder to see that the sets T (Q b ) (respectively,T (Q b )) have the bounded overlap property; i.e., there is a C = C (M, d, η) such that no X ∈ Ω belongs to more than C of the setsT (Q b ) (respectively,T (Q b )). For each Q ∈ F, we set
the "top midpoint" ofQ b .
We will have occasion to speak of dilates of boundary cubes Q b : e.g., 2 j Q b . What this notation means is (2 j Q) b ; i.e., the projection onto ∂Ω of the usual dilate 2 j Q. However, we will assume that these dilates do not extend too far. That is, we will sometimes use expressions like
In such expressions, we will want to have
is bigger than some constant r 0 . Fortunately, there is an easy way to do this.
The expressions E j which interest us will actually depend on the annuli 2 j+1 Q b \ 2 j Q b ; indeed, they will be multiplied by the characteristic function of this set. We will define 2 j Q b to be all of ∂Ω when 2 j (Q) is bigger than our fixed (but unspecified) constant r 0 . This automatically makes the annulus 2
Let ω be harmonic measure on ∂Ω for the point X 0 . In other words, if f ∈ C(∂Ω), and u is the solution to Laplace's equation in Ω with boundary data f , then u(X 0 ) = ∂Ω f dω. For any X ∈ Ω, the value of u(X) is given by
where K is the so-called "kernel function" for ω.
Our functions φ (Q) (s) will have the following form. For any X Q 1 and X Q 2 , two arbitrary points inT (Q b ), Q ∈ F, we let
The size conditions 1) and 2) follow from classical estimates for the kernel function; to wit,
|K(X
where, of course,
. And:
(see [K] ). All we need now is condition 3), the almost-orthogonality. Let G(X) be the Green's function for Ω, with a pole at X 0 . By classical estimates for the Green's function and harmonic measure, if Q is one of our cubes, then ω(Q b ) is bounded above and below by positive constants times G(Z Q ) (Q) d−1 . We shall refer to this fact as 'inequality (2.2).'
In symbols:
(Note: the exponent on (Q) is d − 1 and not the usual d − 2, because we are working in a subset of R d+1 .)
Let {λ Q } Q be an arbitary finite collection of real numbers indexed over F, and set
We wish to show that
To this purpose, let f ∈ L 2 (∂Ω, ω) be continuous and satisfy ∂Ω f dω = 0. We consider the integral
Our job now is to show that this integral is less than or equal to a constant times
By Cauchy-Schwarz, this has magnitude less than or equal to
, and so our problem reduces to showing
By the ordinary, differential mean value theorem, and the sub-mean-value property for harmonic functions,
where the constant C depends on the "usual" parameters. By successively applying the estimate from the last inequality, inequality (2.2), the Harnack property for G(X), and the bounded overlap property of the setsT (Q b ), we obtain that
But by Green's Theorem and our normalization on f -i.e., u(X 0 ) = ∂Ω f dω = 0-the last quantity is less than or equal to C ∂Ω |f | 2 dω. Therefore, modulo multiplication by a small positive constant, our family {φ (Q) } satisfies 1), 2), and 3) on the homogeneous space ∂Ω, with the Euclidean metric and measure ω.
The weighted-norm theorem.
Let's briefly recap our situation. We have a bounded Lipschitz domain Ω, whose boundary can be written as an overlapping union of (pieces of) graphs of Lipschitz functions ψ i (appropriately rotated, scaled, and translated). On each of these pieces we have a collection of dyadic boundary cubes that are near the origin. We can assume that we have enough pieces so that the union of these cubes covers all of ∂Ω. Let's throw all of these cubes into a big family, which we will call G. For each one of these cubes Q b we can talk aboutQ b , (Q b ), and T (Q b ). It's possible that a given Q b will have more than one definition of T (Q b ) (or (Q b ). This is okay. For a given Q b , all of its possible values of (Q b ) will be comparable (with comparability constants depending on our domain's Lipschitz constant). There can be no more than C different T (Q b )'s, where C is the number of pieces into which we have divided ∂Ω. Since we're mainly interested in the size of µ(T (Q b )), in our statement of Theorem 3.1 below, we can take µ(T (Q b )) to be the largest of these numbers.
We can now state the precise form of Theorem 3.1, slightly rephrased from our original statement in the introduction: 
where c is a small positive constant depending on p, q, Ω, and the choice of the point X 0 ; and > 0 depends on the domain Ω.
Proof of Theorem 3.1. We begin with the observation that there is an absolute constant C such that, for every
2 )|.
We will apply Theorem 1.1 to the family of functions defined by
Now, let µ be a positive Borel measure defined on R. We wish to control
By our choice of the points X Q i , this is less than or equal to a constant times
Let g : G → R be a finite sequence (indexed over G), and satisfying
and chosen so that
We need to show that, for every such g, the left-hand side of (3.2) is not too big; i.e., that it is less than or equal to a constant times
We define
and notice that
Recall that σ = v 1−p . The left-hand side of (3.2) will be
for all g as we have defined, if
for all such g. It is this last inequality which we shall prove. Write
and
The integral we need to estimate naturally breaks into two pieces. Let us recall the region we denoted by R in Section 2:
where ψ is a Lipschitz function, and our measure µ is supported entirely inside R. We will handle the part near R with Theorem 1.1 from Section 1. The "far" part can be bounded by a naive brute-force observation. Let κ > 0 and define ℵ ≡ {x ∈ ∂Ω : d(x, R) > κ}. By our estimates on the φ (Q) 's,
There is a C, independent of x ∈ ℵ, such that
can be non-zero for at most C many j's. For each of these j's, 2 −j is essentially equal to (Q b ), with the comparability constants depending on κ and Ω. Also, for such j, ω(2 j Q b ) is comparable to ω(∂Ω), which equals 1. Therefore,
which looks funny-but we have a good reason for not combining the exponents in the (Q b )'s. We assume that we have
for every Q b ∈ G. We may replace the integral on the left-hand side of this inequality by an integral over the smaller region ℵ. Doing so, we may rewrite the inequality (after a change in c) as:
The expression in the brackets is bounded by
where > 0. By hypothesis, the first factor is ≤ 1. Since q ≥ 2, the second factor is no bigger than
, which, since > 0, is bounded by a constant. This means that, when x ∈ ℵ, |T g(x)| is no bigger than a constant times
So, now we look at the x's close to R.
To keep ideas clear, let's first consider the simple case p = q = 2. Having thrown out the points that are far from R, inequality (3.3) reduces to:
where all the cubes Q b are small and touch R. By Theorem 1.1, the left-hand side of (3.4) is less than or equal to a constant times
We want this last quantity to be less than or equal to
Comparing the sums term-by-term, we see that this will happen if, for every Q ∈ F,
or, taking square roots:
We'll save eyestrain and concentrate on bounding
By Theorem 1.1, it is less than or equal to a constant times
where the last line follows from (3.6) and our normalization on h. Thus,
But, since q ≤ 2, this last quantity is less than or equal to
Thus, the last quantity is bounded by
, and this is supposed to be less than or equal to
Comparing the sums termwise, we see that our inequality will follow if
or, taking q roots and simplifying,
which is the sufficient condition we stated in Theorem 3.1. Let's now consider the easier case, 2 < p ≤ q < ∞. We have p < 2 and p /2 < 1. Defining T (g) as before, we apply Theorem 1.1 to get
Since p /2 < 1, the right-hand quantity is less than or equal to
Using our bound on λ Q , the last quantity is less than or equal to
which, since p ≥ q , is bounded by
In order for our dual inequality to hold, the last quantity must be less than or equal to
, which will be true for all g's if
for all Q b ∈ G; i.e., after some transposition,
which is our condition from Theorem 3.1. QED.
We shall now state the fairly straightforward corollary of Theorem 3.1 to solutions of uniformly elliptic equations in divergence form.
Recall that such an equation has the form Lu ≡ div(A(x)∇u) = 0, for all x ∈ Ω and all ξ ∈ R d+1 , where Λ is a fixed positive constant. A u that satisfies (3.7) is called elliptic.
The Dirichlet problem for the operator L is solvable on bounded Lipschitz domains Ω, and the solution is written in terms of elliptic measure ω L . Unfortunately, this measure need not be A ∞ with respect to surface measure on ∂Ω-but it is doubling. It also has a Green's function, G L , which satisfies estimates (relative to ω L ) analogous to those that hold for G and ω. Indeed, the proofs we have given concerning weighted norm inequalities of the form
(where u is f 's harmonic extension, and ω is harmonic measure for the Laplacian), will go through almost verbatim for weighted norm inequalities of the form
where u is now f 's elliptic extension. The one difficulty is that ∇u need not be defined pointwise. This requires us to rephrase our weighted norm inequality somewhat, and to look carefully at the proof of one of the auxiliary results used in the proof of Theorem 3.1. Let us assume that we have our family of boundary cubes G, as used in the proof of Theorem 3.1. In that proof we used the fact that, for every Q b ∈ G, sup T (Q b )) |∇u| was "morally equivalent" to sup
when u was harmonic. In our rephrased form of Theorem 3.1, we will essentially replace |∇u| with the right-hand side of (3.8).
Let G be a family of boundary cubes as described above. Let {X Q b } and {Y Q b } be two families of points in Ω, both indexed over G, such that, for all Q b ∈ G, X Q b ∈ T (Q b ) and Y Q b ∈ T (Q b ). We shall call such a double sequence hyperbolically close. 
where c is a small positive constant depending on L, p, q, Ω, and the choice of the point X 0 ; and > 0 depends on the domain Ω and on L. (However, c does NOT depend on the particular family G.) Sketch of Proof. The only troublesome part comes in verifying the properties 1), 2), and 3) of the family
where we use K L to denote the elliptic kernel function analogous to K. The decay and smoothness follow from classical estimates just as before [K] . And, as in the first case, we prove the almostorthogonality via a duality argument. The only estimate that does not follow as in the harmonic case is Poincaré:
but that also is classical ( [DJK] ).
Appendix.
Suppose that ν is a doubling measure on R d and h is a non-negative function that is locally integrable with respect to ν. We define, for
where, as usual, Q denotes a cube in R d .
Theorem A1. Let
Proof. Suppose M ν (h) = ∞ on a set of positive ν measure. Then there is a dyadic cube Q 0 with a subset E ⊂ Q 0 such that ν(E) > 0 and M ν (h) = ∞ on E. Let Q be any cube (possibly not dyadic) containing Q 0 and let R > 0. I claim that 1 ν(Q) Q h dν > R, which implies that M ν (h) ≡ ∞ ν-a.e. Let L > 0 be large and let {Q k } be the maximal dyadic subcubes of Q 0 such that 1
Let us note that, for any L, k ν(Q k ) ≥ ν(E) > 0. Therefore,
which we can make > R by taking L large enough.
