Abstract. Recently, the theory of dense graph limits has received attention from multiple disciplines including graph theory, computer science, statistical physics, probability, statistics, and group theory. In this paper we initiate the study of the general structure of differentiable graphon parameters F . We derive consistency conditions among the higher Gâteaux derivatives of F when restricted to the subspace of edge weighted graphs W p . Surprisingly, these constraints are rigid enough to imply that the multilinear functionals Λ : W n p → R satisfying the constraints are determined by a finite set of constants indexed by isomorphism classes of multigraphs with n edges and no isolated vertices. Using this structure theory, we explain the central role that homomorphism densities play in the analysis of graphons, by way of a new combinatorial interpretation of their derivatives. In particular, homomorphism densities serve as the monomials in a polynomial algebra that can be used to approximate differential graphon parameters as Taylor polynomials. These ideas are summarized by our main theorem, which asserts that homomorphism densities t(H, −) where H has at most N edges form a basis for the space of smooth graphon parameters whose (N + 1)st derivatives vanish. As a consequence of this theory, we also extend and derive new proofs of linear independence of multigraph homomorphism densities, and characterize homomorphism densities. In addition, we develop a theory of series expansions, including Taylor's theorem for graph parameters and a uniqueness principle for series. We use this theory to analyze questions raised by Lovász, including studying infinite quantum algebras and the connection between right-and left-homomorphism densities. Our approach provides a unifying framework for differential calculus on graphon space, thus providing further links between combinatorics and analysis.
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Introduction
The theory of dense graphs and their limits introduced in [23] has attracted much attention recently (see e.g. [5, 4, 6, 2, 8, 9, 13] ). It has also been observed that limit theories developed in the context of (i) graphons, (ii) exchangeable arrays of random variables ( [17] ), and (iii) metric measure spaces ([15, Chapter 3 1 2 ] and [31] ) can often be translated into each other (see [11, 12, 1] ). Several questions have benefited from reformulation in this language -see for instance [16, 26, 21] and [22, Chapter 16] . The monograph [22] covers many aspects of this development, including topology and analysis on the space of graph limits. Since graphs have become a central abstraction for the modern analysis of complex systems, the theory has also been used to address applied questions in the study of estimable graph parameters [25] , machine learning ( [19] ), and statistical modelling of networks [3, 10, 27] . It seems that such a language was needed as much for mathematical theory as for practical application.
The present paper begins the study of functional analysis of dense graph limits. More specifically, we exploit the linear structure of the space of graphons to build a theory of differential calculus. In order to explain our motivation and results, we first set some notation. Let W [0, 1] denote the space of graphons, i.e., bounded symmetric measurable functions f : [0, 1] 2 → [0, 1]. We denote weakly equivalent graphons f, g ∈ W [0, 1] by saying that f ∼ g. We refer to functions F : W [0,1] → R which factor through W [0,1] / ∼ as class functions. (These are also sometimes referred to in the literature as "graphon parameters".) We say that a function F : W [0,1] → R is continuous if it is continuous with respect to the cut norm on W [0, 1] (unless a different topology is specified). We say that F : W [0,1] / ∼→ R is continuous if the lift of F to W [0, 1] is continuous.
The most fundamental class functions are the homomorphism densities. These are defined for a graphon f and a multigraph H = ({1, . . . , k}, E(H)) by
f (x i , x j ) dx 1 . . . . dx k .
Note that if H is a graph with no edges, then we define t(H, f ) ≡ 1. Let d n F (f ; g 1 , . . . , g n ) denote the (higher order) Gâteaux derivative of the function F : W [0,1] → R at f ∈ W [0, 1] along the directions g 1 , . . . , g n ∈ W [0, 1] . (See Definition 2. 13 .) The main result of the present paper shows that homomorphism densities span the complete space of solutions to fundamental differential equations on W [0, 1] . Theorem 1.1. Let F : W [0,1] → R be a class function which is continuous with respect to the L 1 norm and (N + 1) times Gâteaux differentiable for some N ≥ 0. Then F satisfies:
. . , g N +1 ) = 0, ∀f ∈ W [0, 1] , g 1 , . . . , g N +1 ∈ Adm(f ), (1.2) if and only if there exist constants a H such that
Moreover, the constants a H are unique. (Here, H ≤N denotes the set of isomorphism classes of multigraphs with no isolated vertices and at most N edges, and Adm(f ) is the set of admissible directions for computing the Gâteaux derivative; see Definition 2.10.) If in addition F is continuous with respect to the cut-norm, then a H = 0 if H ∈ H ≤N is not a simple graph.
To explain why the theorem is surprising, consider removing the condition that F is a class function on W [0, 1] . In that case, consider any multilinear Λ : W n [0,1] → R with n ≤ N. Then F (f ) := Λ(f, f, . . . , f ) would be a Gâteaux-smooth solution to (1.2) . Since the "tangent space" to W [0, 1] at the origin is infinite-dimensional, the space of such solutions is also infinite-dimensional. Theorem 1.1 shows that imposing the symmetry condition on F (i.e., assuming that F is a class function) collapses the set of solutions to a finite-dimensional space.
The proof of this theorem requires several steps which we now outline (see beginning of Section 3 for a more detailed outline). It begins with the observation that the differential equation (1.2) has solutions F that satisfy:
The proof of the theorem then proceeds by first understanding the structure of the functional Λ(g 1 , . . . , g n ) := d n F (0; g 1 , . . . , g n ). In fact, the maps Λ : W n [0,1] → R are multilinear functionals satisfying rigid symmetries. We exploit these symmetries to show that Λ restricted to weighted graphs are determined by constants indexed by the isomorphism classes H n of graphs with n edges and no isolated vertices. This surprising local structure of derivatives of smooth class functions at the origin is developed in Section 3.1. Computing the constants of Section 3.1 for homomorphism densities shows that the derivatives of any smooth class function at zero restricted to weighted graphs can be written uniquely in terms of the derivatives of homomorphism densities. In order to prove this, we give a new combinatorial interpretation of higher Gâteaux derivatives of homomorphism densities in Section 3.2.
Although the local structure theory of derivatives is interesting in its own right, we show that it yields rich rewards.
Taylor polynomials. The finite-dimensionality of the solution spaces to (1.2) allows us to develop the theory of Taylor polynomials. In particular, we prove that every smooth continuous class function F has a unique Taylor expansion where homomorphism densities play the role of monomials. We also give sufficient conditions for when this sequence of Taylor polynomials converges to F (see Theorem 4.32) .
Linear independence of homomorphism densities. Our techniques allow us to prove the linear independence of homomorphism densities for partially labelled multigraphs (see Theorem 4.33) . Such linear independence results go back to Whitney [32] for simple graph homomorphism densities (see also [14] ). The proof technique depends on a combinatorial interpretation of the formula for derivatives of homomorphism densities.
Partially labelled multigraphs and infinite series. Theorem 1.1 shows that homomorphism densities t(H, −) can be seen as monomials with degree |E(H)|. We investigate infinite power series of such monomials in the general setting of partially labelled graphs. This allows us to provide an answer to a question of Lovász about infinite quantum algebras (see Theorem 4.42).
Characterizing homomorphism densities. As another application of our theory, in Theorem 3.29 we characterize homomorphism densities t(H, −) as the continuous maps on W [0,1] / ∼ which are multiplicative with respect to tensor products. This complements previous characterizations of hom(H, −) and hom(−, H) (see [22, §5.6] ).
1.1. Organization of the paper. The rest of this paper is organized as follows.
In Section 2.1 we review some basic properties of the cut-norm on W [0, 1] and characterize the continuous homomorphism densities. The main theme is how to effectively exploit the density of the finite simple graphs in W [0, 1] . In Section 2.2 we develop the general theory of differentiation on W [0, 1] that is used to prove the main theorem in the present paper. We explain what kind of smoothness assumptions are required, as well as why we use the Gâteaux derivative in favor of the Fréchet derivative.
In Section 3 we prove the main theorem by investigating the derivatives of smooth class functions in detail. In particular, we find that the Gâteaux derivatives d n F (0; g 1 , . . . , g n ) for a continuous class function satisfy relations that allow us to extract combinatorial data indexed by isomorphism classes of graphs to characterize the function. We also give a new proof of the linear independence of homomorphism densities using this structure theory, as well as a combinatorial interpretation of derivatives of homomorphism densities. Using the results of this section and the previous sections, we prove Theorem 1.1. As an application, we obtain an analytic characterization of homomorphism densities t(H, −).
In Section 4 we consider partially labelled multigraphs and form algebras of linear combinations of them. We define weighted homomorphism densities for such graphs and develop a general analytic theory of infinite series of such functions. As an application, we investigate whether right homomorphism densities can be expanded in terms of left homomorphism densities (see [20, Problem 16] ). We also explain the uniqueness and existence of Taylor series of homomorphism densities of smooth class functions and give sufficient conditions for their convergence. Finally, we generalize linear independence of homomorphism densities to partially labelled multigraphs, and explain how to construct an analytic theory of infinite quantum algebras. The theory allows us to address another of Lovász's questions ( [20, Problem 7] ).
Preliminaries
In this section we review the topology on W [0,1] and its basic properties. We then introduce the general notions of differentiability on W [0,1] .
2.1. Continuity and homomorphism densities. Recall that a finite simple labelled graph G with vertices V = {1, 2, . . . , n} is identified with the graphon f G , defined as follows: 
Note that δ is a pseudo-metric on W [0, 1] . Say that two graphons f ∼ g are weakly equivalent if δ (f, g) = 0. For example, if G, G ′ are isomorphic finite simple graphs, then f G and f G ′ are weakly equivalent because we can simply consider the map σ obtained from the appropriate permutation of the vertices of G to obtain G ′ . This shows that there is a map from isomorphism classes of simple graphs into W [0,1] / ∼. In addition, δ descends to a metric on W [0,1] / ∼ forming a complete metric space (see [5] ).
We say that a function F : 
Let hom(H, G) denote the number of edge-preserving maps :
Sometimes we will write t(H, G) for t(H, f G ). The basic properties of the metric space (W [0,1] / ∼, δ ) are as follows.
(1) The countable family of graphons f G associated with simple graphs G is dense in (W [0,1] / ∼, δ ) (see [23] ). (2) As a consequence of the Weak Regularity Lemma in graph theory, (W [0,1] / ∼, δ ) is a compact metric space (see [24] ).
Another viewpoint on the metric is that two graphs are close in the δ -topology if finite random subgraphs of them have similar distributions. As a consequence, continuous class functions on graphon space are precisely the estimable (or "testable") graph parameters [22, Theorem 15.1] . Informally, these are the functions of isomorphism classes of graphs, that can be estimated at a graph from a random induced subgraph.
Our goal is to study continuous functions on (W [0,1] / ∼, δ ), and by extension, on W [0,1] . As we now explain, the homomorphism densities t(H, −) are fundamental amongst such continuous functions. Let S t denote the linear span of homomorphism densities t(H, −) for H a simple graph. Since for any two disjoint finite simple graphs H 1 , H 2 , one has
1)
S t is actually an algebra. We now prove a Stone-Weierstrass-type theorem for this algebra. 
In other words, there exists an element F ∈ S t such that F (f j ) = a j .
Proof. It suffices to show the result for a 1 = 1 and a j = 0 for all 2 ≤ j ≤ k. Since the functions t(H, −) separate points in
In particular there exist b j and c j such that b j t(H j , f j ) + c j = 1 and b j t(H j , f 1 ) + c j = 0. Recalling that the linear span of homomorphism densities form an algebra, the function
works. Homomorphism densities as monomials.
The above results suggest that S t may play an important role in the functional analysis of (W [0,1] / ∼), for several reasons. For instance, in addition to spanning an algebra of functions, the homomorphism densities t(H, f ) naturally have a notion of degree. To elaborate, let G n be the set of isomorphism classes of unlabelled simple graphs with n edges and no isolated vertices. Now define
Therefore, the number of edges in the graph H naturally serves as a degree (i.e., a Z + -grading) for the function t(H, f ). Combined with Theorems 2.2 and 2.3, this suggests that homomorphism densities may play the role of monomials in the algebra S t . To carry this analogy further, recall that polynomials of degree at most N could be defined as solutions to the differential equation
A question of interest in the graphon setting would thus be to ask which functions satisfy the system of differential equations
It is not hard to check that all homomorphism densities F (f ) := t(H, f ) are solutions of (2.5), for H ∈ G ≤N . Therefore Theorem 1.1 first of all gives further weight to our notion of degree. Any function φ : G → N satisfying φ(H 1 H 2 ) = φ(H 1 ) + φ(H 2 ) might be a candidate. However, we also show later that taking N + 1 derivatives annihilates t(H, −) for H with at most N edges (see Proposition 3.20) .
What is more surprising is the fact that the homomorphism densities t(H, f ) for H ∈ G ≤N span all solutions of (2.5). Therefore homomorphism densities will play a fundamental role in the differential calculus of class functions on W [0, 1] . We will make this analogy much more precise at the end of Section 4.
Continuity of multigraph homomorphism densities.
Our main result, Theorem 1.1, refers to homomorphism densities t(H, f ) for H a general multigraph without loops. For this paper, an (undirected) multigraph G is given by the data of the set of vertices V (G), set of undirected edges E(G), and a map sending an edge e to its endpoints {e s , e t } ⊂ V (G). We allow multiple edges to have the same endpoints {e s , e t }, and the graph is undirected so e s and e t could just as easily be interchanged.
Recall [22, Section 5.2 .1] that a (node-and-edge) homomorphism of multigraphs f : H → G is defined by the data of a map of vertices V f : V (H) → V (G) and a map of edges E f : E(H) → E(G). The maps E f and V f must be compatible in the sense that
Note that when G is a multigraph, E f is not completely determined by V f . However, if G is simple, we will identify e ∈ E(G) with its endpoints {e s , e t }. Moreover, we say that f is (respectively) injective, surjective, or bijective, when both V f and E f have the same property. Now let H n denote the isomorphism classes of graphs with n edges, no isolated vertices, and no self loops but possible multi-edges. Also let H ≤n = j≤n H j . Clearly G n ⊂ H n for all n. Then we have already defined
for an arbitrary multigraph H ∈ H n , where E(H) now denotes the multiset of edges in H and is independent of the choice of representative H. When it is important to be more explicit about naming the vertices and edges of H we will write
There is no consensus on the definition of a graph morphism between multigraphs. One advantage of using the node-and-edge notion of homomorphism is that if we define for multigraphs H, G the combinatorial quantity t(H, G) :
where f G is defined as for simple graphs, but weighted according to the multiplicity of the edge. So these multigraph homomorphism densities are class functions and behave similarly to simple graph homomorphism densities. We now show that multigraph homomorphism densities are no longer continuous in the cut-norm topology unless they lie in S t . The following proposition collects together the continuity properties of homomorphism densities that are needed for the proof of Theorem 1.1. The proof exploits the fact that {0, 1}-valued graphons are dense in
Proposition 2.7. Fix n ≥ 0 and consider F : W → R of the form
(ii) If moreover F is continuous in the cut-norm topology, then
where H simp is the simple graph obtained from H by replacing each set of repeated edges between a pair of vertices by one edge.
Proof.
(i) It suffices to consider a single multigraph homomorphism density t(H, −). Consider the multilinear functional Λ :
It is not difficult to see, by replacing f e by g e one term at time, that for f e , g e ∈ W [0,1] , 
where ϕ ij (x) = x m ij , with m ij the multiplicity of the edge (i, j) in H. From this expression, it is clear that t(H, f ) = t(H simp , f ) for {0, 1}-valued graphons f . In particular, F (f ) = H∈H ≤n a H t(H simp , f ) for {0, 1}-valued graphons f . The result now follows from the continuity of both sides in the cut-norm and the density of such graphons in
Remark 2.9. In fact we show below that the homomorphism densities over all multigraphs are linearly independent as functions on W [0,1] -see Corollary 3.24. As a consequence, if F is given as in (2.8) and is continuous in the cut-norm, then a H = 0 for all H that are not simple. [0, 1] . In this section we develop a general theory of differentiating functions on graphon space. There are two standard notions of derivatives in such a setting: the Gâteaux derivative and the Fréchet derivative. We show in this section that taking the Fréchet derivative is a very restrictive notion and is not appropriate for our analysis, in that most homomorphism densities are not Fréchet differentiable. We proceed to develop some technical machinery to refine the Gâteaux theory on W [0,1] to helps bypass the fact that W [0,1] is not a vector space (so one cannot take Gâteaux derivatives at all points along all directions). We also make precise our notion of (sufficiently) smooth Gâteaux differentiable functions on W [0, 1] . Finally, we illustrate our analytic methods by providing a new proof of Sidorenko's Theorem for star graphs.
Differentiation on W

Gâteaux derivatives, admissibility, and smoothness
The Gâteaux derivative is usually defined in the context of a real linear space E and a map F : E → R. In such settings the Gâteaux derivative of F at f ∈ E in the direction of g ∈ E is defined to be the limit Definition 2.10. Given a nonempty convex subset U in a real linear space E and f ∈ U, define the admissible directions at f to be
Remark 2.12. In this paper, unless otherwise specified, admissibility is always assumed to be with respect to E = W and U = W [0,1] . Thus we always write Adm(f ) to mean
. Also note that Adm U (f ) always contains the origin and is itself a convex subset and a cone in E, since U is convex.
We now explain how the notion of admissibility applies to (higher) Gâteaux derivatives.
Definition 2.13. Let E be a real linear space, U ⊂ E a nonempty convex subset, and F : U → R. We say that the Gâteaux derivative exists at f ∈ U in the direction g ∈ Adm U (f ) if the limit dF (f ; g) := lim λ→0, f +λg∈U F (f + λg) − F (g) λ exists. Note that this limit is one-sided if −g / ∈ Adm U (f ). Similarly, we say that F is n-times Gâteaux differentiable at f ∈ Y in the directions g 1 , . . . , g n ∈ Adm U (f ), if the higher mixed Gâteaux derivatives d n−1 F (f + λg n ; g 1 , . . . , g n−1 ) exist for all λ small enough such that f + λg n ∈ U, and the limit
Remark 2.14. In the formula for defining higher Gâteaux derivatives, one might suspect that admissibility issues arise -for instance, that g 1 ∈ Adm U (f + λg n ) needs to hold for all small λ. However, these issues are immediately bypassed since we assume U to be convex. Indeed, this is easily verified by induction on n, using the fact that if g i ∈ Adm U (f ) for all i, then f + n i=1 λ i g i ∈ U for all sufficiently small 0 ≤ λ i < 1. In the remainder of this paper, we will need the notion of a continuously differentiable function. This is made precise in the following definition.
Definition 2.15. Fix a convex subset U ⊂ E, and a function F : U → R. Given f ∈ U, m ∈ N, and g 1 , . . . , g m ∈ Adm U (f ), define an auxiliary function
Now given an integer n ≥ 0, we say that F is C n at f if F f,g has continuous nth partial derivatives in a neighborhood of 0 (possibly with boundary) for any choice of g 1 , . . . , g m ∈ Adm U (f ) for all m ∈ N (it is equivalent to assume it only for m = n). We say that F is smooth at f if it is C n at f for every n ≥ 0. We say that F is C n (or smooth) if it is C n (or smooth) everywhere.
In Definition 2.15, we could also require that the Gâteaux derivatives d n F (f ; g 1 , . . . , g n ) be continuous in f . This would imply that F is C n , but is difficult to verify in practice. The notion of being C n is essentially multivariable calculus in R n , and so d n F (f ; g 1 , . . . , g n ) is multilinear in the g i . Some caution must be exercised here as the g i are necessarily in Adm U (f ); the following definition makes precise what we mean.
Definition 2.16. Suppose V ⊂ E is a subset of a real vector space E. A function Λ : V n → R is said to be multilinear if Λ extends (uniquely) to a multilinear functional : (span R V ) n → R.
We now write down a precise result about the multilinearity of the (higher) Gâteaux derivatives. This result is crucial for the rest of the paper.
Theorem 2.17. Suppose U ⊂ E is convex, and the function
The proof of Theorem 2.17 is somewhat involved and is deferred to Appendix A.
In later sections, we will almost always assume that our functions are Gâteaux smooth or C n . Indeed, we need these properties (including Theorem 2.17) in order to prove Theorem 1.1 and other main results.
A stronger notion of differentiability of functions F : E → R which is often used on normed linear spaces E is the Fréchet derivative. It is natural to ask if such a notion can be used to study functions on W equipped with the seminorm · cut . However, even homomorphism densities are generally not Fréchet differentiable.
Theorem 2.18. Let A n denote the graph with vertex set {1, 2, 3, . . . , n} and edges (i, i + 1) for 1 ≤ i ≤ n − 1, and H denote an arbitrary multigraph. The following are equivalent:
The graph H is a disjoint union of copies of A 2 and A 1 .
The proof of Theorem 2.18 is provided in Appendix B. Theorem 2.18 shows that Fréchet differentiability is too restrictive for our purposes. We therefore work with Gâteaux derivatives in the rest of the paper. Gâteaux derivatives and other variational techniques have been used to investigate problems in combinatorics and graph theory in the literature; see for instance [7] , [22, Chapter 16.2] . We illustrate how the Gâteaux derivative can be used to solve optimization problems via a simple case of Sidorenko's conjecture -namely, for star graphs. This case was solved in Sidorenko's original paper [29] .
Theorem 2.19. Let S k be the star graph with k + 1 vertices {0, 1, 2, . . . , k} and k edges from 0 to all i > 0. ] with edge density c then t(S k , f ) = t(S k , c) if and only if x f (x, y) = c for almost every y.
Proof. (i) Let W (0) ⊂ W denote the linear subspace of all f ∈ W with edge density 0. Either by direct computation or by Proposition 3.20 we can compute the higher derivatives of t(S k , f ) and see that it is Gâteaux smooth on
Since f ≥ 0 and
Now consider the set
By Equation (2.20), we conclude that the constant graphon c is a local minimum of
(ii) Assume now that x f (x, y)dx = c for almost every y.
We compute
Assume now that x f (x, y) is not equal to a constant for almost every y. Let g := f −c. Using Equation (2.22) we see that the second derivative is given by
This last integral is positive because x f (x, y) is not equal to a constant for almost every y. It follows that t(S k , −) is strictly convex on I(f, c) so t(S k , f ) > t(S k , c).
Derivatives of C N class functions
The main goal of this section is to prove Theorem 1.1. As the proof of Theorem 1.1 is long and technical, we begin with an overview of the ingredients that will be used to prove it. The main ingredients have been separated out into subsections for ease of presentation. We begin by investigating the derivatives of smooth class functions as developed in Section 2.2. To explain that connection, consider the differential equation of Theorem 1.1 one direction at a time -i.e., d
N +1 F (f ; g, g, . . . , g) = 0 for all f ∈ W [0,1] and some fixed g ∈ W [0, 1] . This differential equation has solutions F that satisfy:
In other words, F is determined by the initial data of its derivatives at 0. From this perspective the differential equation of the main theorem could have an uncountable dimensional space of solutions corresponding to the different possible derivatives at 0. In fact, this is not the case because any solution F to Theorem 1.1 is a smooth class function, and the derivatives of any smooth class function satisfy the following two important symmetry properties.
Proof. By part (i) of Theorem 2.17, we know for C n functions F :
. . , g n ) is symmetric. By part (ii) of Theorem 2.17, we also get that the derivative is multilinear.
Next, note that if F :
Applying this equation to f = 0, we obtain that
Let X n denote the vector space of symmetric
Note by Proposition 3.2 that the derivatives at zero of the solutions of the differential equation in Theorem 1.1 all lie in X n . In Section 3.1, we study the space X n via its image under linear maps C n,p :
the set of isomorphism classes of multigraphs with n edges and p vertices. Notice that H (p) n is not necessarily a subset of H n because it allows for isolated vertices. We show for each Λ ∈ X n that the value of Λ restricted to n-tuples of edge-weighted graphs is determined by C n (Λ) := (C n,p (Λ)) p≥2 . In addition, we show for p|q that there are linear relations π n,q→p called the consistency constraints mapping X n,q to X n,p , which send C n,q (Λ) to C n,p (Λ). The upshot is that the image C n (X n ) has dimension at most |H n |.
In Section 3.2, we first note that the nth Gâteaux derivatives at 0 of {t(H, −)} H∈Hn are in X n . Next we show that C n (d n t(H, −)(0; −)) are linearly independent for H ∈ H n . Therefore by counting dimensions, the image C n (X n ) is spanned by the nth Gâteaux derivatives of homomorphism densities for H ∈ H n . Finally, we collect the different solutions for n ≤ N and use the continuity assumptions as in Proposition 2.7 to conclude the proof. 
Now define E p := {e p (a,b) : 1 ≤ a < b ≤ p}, and
We classify the different symmetric S . Surprisingly, once we assume that Λ is symmetric and S [0,1] -invariant, Λ is determined by only a finite number of these constants. To prove this, we investigate the relations between the Λ(e) for e ∈ E n p . We begin by defining and explaining some basic notation that is used in the proof of Theorem 1.1. First note that there is a group action of the symmetric group S p on E p and therefore on E . There is also an S n action on E n p defined by permuting the coordinates of (e
. The S p and S n actions commute so together they define an S p × S n action on E n p . There is a natural map way to associate a multigraph to any tuple x = (e p (a l ,b l ) ) n l=1 ∈ E n p , with vertex set {1, . . . , p} and edges {x(l) :
). Given any multigraph G, let [G] denote the equivalence class of multigraphs isomorphic to G.
For simplicity, we will often drop either of the subscripts in the notation for Γ when there is no chance of confusion. If h ∈ H (p) n , let h ∈ H n be the graph obtained by removing the isolated vertices of h. Similarly, if H is any multigraph, then denote by H the multigraph obtained by removing the isolated vertices of H. The following proposition summarizes the basic properties of the map Γ n,p . Proposition 3.7 (Properties of Γ n,p ).
n is surjective.
(ii) The fibers of the map sending
n to H n by removing the isolated vertices is injective. In addition, it is bijective if and only if p ≥ 2n.
Proof.
(i) Let G denote a representative of a class in H (p) n , and fix bijections φ :
and G are isomorphic so Γ n,p is surjective onto H
n .
(ii) Let x ∈ E n p , σ ∈ S p , and τ ∈ S n . Then Γ n,p (x) and Γ n,p (τ (x)) are the same multigraph and Γ n,p (x) and Γ n,p (σ(x)) are clearly isomorphic multigraphs.
Conversely, if Γ n,p (x 1 ) is isomorphic to Γ n,p (x 2 ) then there exist two maps V f :
then the bijection E f defines a bijective map τ : {1, . . . , n} → {1, . . . , n} by sending i → j if the ith edge (a i , b i ) maps to the jth edge (c j , d j ). Then, (V f , τ ) ∈ S p × S n and (V f , τ )(x 1 ) = x 2 .
(iii) The map h → h is clearly injective. The graph with the most number of vertices in H n is the one with n disjoint edges -i.e., A n 2 . This has 2n vertices and so when p ≥ 2n, h → h surjects onto H n , while A n 2 does not lie in the image when p < 2n.
For fixed p ≥ 2, we now show how Proposition 3.7 allows us to define constants associated to Λ ∈ X n indexed by h ∈ H (p)
n , that carry all of the information of (Λ(x)) x∈E n p . In particular, since Λ is symmetric and S [0,1] -invariant, it is invariant under the S n and S p actions respectively.
, and define C n,p (Λ)(h) := Λ(x). The value of C n,p (Λ)(h) does not depend on the choice of x by Proposition 3.7(ii). Also define the map C n : X n → p≥2 X n,p where X n,p = R
The following theorem reveals the relations between the vectors C n,p (Λ). We shall see that the vectors necessarily satisfy certain compatibility conditions, for a fixed Λ and varying p ∈ N. More surprisingly, we now show that for each n, k ∈ N, there exists a single matrix that determines the compatibility constraints, across all Λ ∈ X n and all p ≥ 2.
Theorem 3.9 (Consistency Relations). Fix n, k ∈ N. There exists a fixed matrix π n,k ∈ Z Hn×Hn ≥0 such that for any p ≥ 2, Λ ∈ X n , and g ∈ H (p) n , we have:
In addition, π n,k (g, h) is nonzero only if there exists H ∈ h that surjects onto G ∈ g as a multigraph, and π n,k (g, g) > 0.
Proof. Write the basis elements of E p in terms of k 2 basis elements in E kp as follows:
, and expand
by splitting up each basis element using equation (3.11) and multilinearity. For every choice of (i l , j l ) l ∈ {1, . . . , k} 2n , define a graph
We can then rewrite Equation (3.12) as
Let the map α n,k,p,x : {1, . . . k} 2n → H n be defined by sending (i l , j l )
)] and let M(n, k, p, x, h) be the size of the fiber of α n,k,p,x over h ∈ H n . Then
is well-defined, and
We now claim that for any g ∈ H (p)
independent of p and Λ. Indeed, given integers 2 ≤ p ≤ p
is the size of the fiber of α n,k,p,x and M(n, k, p
) is the size of the fiber of
. It remains to show the last sentence of the result. Suppose π n,k (g, h) > 0 for g, h ∈ H n . Pick arbitrary fixed p ≥ 2n and
] (see Equation (3.13)) by the above analysis. There is an obvious surjective map from H((i l , j l ) n l=1 ) to Γ n,p (x) given by sending the vertex a to the vertex ⌊(a − 1)/k⌋ + 1 and sending the lth edge of H((i l , j l ) n l=1 ) to the lth edge of Γ n,p (x). Therefore, π n,k (g, h) > 0 implies that there exists a surjective map from a multigraph H ∈ h to a multigraph G ∈ g. In addition, picking (i l , j l ) = (1, 1) for 1 ≤ l ≤ n shows that π n,k (g, g) > 0. Definition 3.14. Given n, k, 2 ≤ p ∈ N, define the map π n,kp→p : X n,kp → X n,p as follows: π n,kp→p sends the vector A n,kp = (A n,kp (h)) h∈H
, where
We call the linear maps π n,kp→p the consistency constraints. We also say that any vector A = (A n,p ) p≥2 ∈ p≥2 X n,p satisfying the constraints
is linearly consistent.
Using the consistency constraints, we now prove that multilinear functionals Λ ∈ X n restricted to W p are determined by |H n | constants.
Theorem 3.15. Fix n, k ∈ N. Then the following hold.
(i) The matrix π n,k is triangular with positive diagonal entries when H n is partially ordered by the existence of a surjective map of multigraphs. (ii) The π n,kp→p are surjective maps that are invertible for p ≥ 2n, and compatible in the following sense: given positive integers n, k 1 , k 2 , 2 ≤ p,
(iii) For each n ∈ N, the subspace LC n ⊂ p≥2 X n,p of linearly consistent vectors n . Let the corresponding subspace of R H (kp) n = X n,kp be called Y n,p,k . We now claim that π n,kp→p : Y n,p,k → X n,p is an isomorphism -in particular, it is surjective. Indeed, this is obvious since the restriction of π n,kp→p to Y n,p,k is given by a principal submatrix of π n,k , which is itself triangular with nonzero diagonal entries. Now if p ≥ 2n, the maps π n,kp→p are invertible because Y n,p,k = X n,kp .
Finally, to show that π n,k 2 p→p • π n,k 1 k 2 p→k 2 p = π n,k 1 k 2 p→p , note that expanding basis elements in E p by Equation (3.11) into basis elements elements in
is the same as expanding e p (a,b) into basis elements in E k 2 p and then splitting those basis elements into basis elements in E k 1 k 2 p . The proof follows by using counting arguments as in the proof of Theorem 3.9.
(iii) Fix p 0 ≥ 2n. We show that the map P : LC n → X n,p 0 sending A = (A n,p ) p≥2 to A n,p 0 is a linear isomorphism. Indeed, P is injective because if A n,p 0 = 0, then by (ii),
We now show that P :
, and define for p ≥ 2:
It remains to show that π n,kp→p (A n,kp ) = A n,p for all p ≥ 2 and k ≥ 1. This follows by diagram chasing in the following diagram, which commutes by Equation (3.16).
Though the main goal of this subsection was to prove Theorem 3.15 (along the way to proving Theorem 1.1), a question of independent interest is to explicitly compute all entries of the triangular matrix π n,k . We conclude this part by providing the solution to this question. from Theorem 3.9 are given by:
where G, H are arbitrary multigraphs with n edges and no isolated nodes. 
For the remainder of this proof, we fix such an x as well as an isomorphism φ : G → Γ n,p (x). Now define a map y x : {1, . . . , k} 2n → E n kp by:
In this new notation, our aim is to compute the quantity π n,k (g, h), which is the number of
To do so, recall from the proof of Theorem 3.9 that such a tuple also yields a graph surjection from Γ n,kp (y x ((i l , j l ) n l=1 ))) to Γ n,p (x) as follows.
Given a tuple (i l , j l )
As in the proof of Theorem 3.9, there exists a surjective map Γ n,kp (y) → Γ n,p (x) defined by sending the vertex v ∈ {1, . . . , kp} to ⌊(v − 1)/k⌋ + 1 ∈ {1, . . . p} and sending the lth edge y(l) ∈ E(Γ n,kp (y)) to the lth edge x(l) ∈ E(Γ n,p (x)). Composing this surjection with the map φ −1 yields a surjective map Γ n,kp (y) → G that we call P y . Since the map y x is an injection there is no ambiguity in using the P y notation.
We would like to compute the quantity π n,k (g, h) by summing over all possible surjective maps Γ n,kp (y) → G that arise in the above manner. However, to deal with the fact that the Γ n,kp (y) are distinct graphs, we instead begin by associating to surjective maps from a fixed graph H to G different tuples y ∈ Im(y x ) such that the surjective map can be factored through P y . More precisely, we define a map A : Surj(H, G) → 2 E n kp as follows. Given any surjective map of multigraphs ψ : H → G, the set A(ψ) ⊂ E n kp will consist of the distinct y ∈ Im(y x ) ⊂ E n kp such that there exists an isomorphism β : H → Γ n,kp (y) with ψ = P y • β. We would like to compute the number of y ∈ Im(y x ) ⊂ E n kp such that [Γ n,p (y)] = h. We claim that any such y is in ∪ ψ:H։G A(ψ). Indeed, one can take an arbitrary isomorphism β −1 : Γ n,p (y) → H, and then define ψ := P y • β. Then ψ : H → G is a surjective map and y ∈ A(ψ). Conversely, if y ∈ A(ψ) then by the above analysis, Γ n,p (y) is isomorphic to H through β and y ∈ Im(y x ) by definition. Therefore, to compute π n,k it suffices to compute the size of ∪ ψ:H։G A(ψ).
To do this, we first show that
. . , k}. Each choice defines an injective map V β : V (H) → {1, . . . , kp}. We can now pick a tuple (i l , j l ) n l=1 ∈ {1, . . . , k} 2n and E β : E(H) → {1, . . . , n} such that (V β (e s ), V β (e t )) = (y(E β (e)) s , y(E β (e)) t ) where y = y x ((i l , j l ) n l=1 ). Then V β and E β together define an isomorphism β : H → Γ n,kp (y) such that ψ = P y • β. It is not hard to see that every element of y ∈ A ψ arises in this way.
To finish the proof we show that counting every y ∈ A ψ overcounts by a factor of | Aut(H)|. Note that each automorphism α ∈ Aut(H) yields a distinct surjective map ψ • α : H → G and A(ψ) = A(ψ • α). Conversely, assume that there exists y ∈ E n kp such that y ∈ A(ψ 1 ) ∩ A(ψ 2 ). Then there are isomorphisms
. We conclude that the sets A(ψ) are either disjoint or equal. In addition, A(ψ 1 ) = A(ψ 2 ) if and only if there exists α ∈ Aut(H) such that ψ 1 = ψ 2 • α. Therefore we finally obtain:
Remark 3.18. In certain special cases, the formula of Proposition 3.17 is easy to evaluate.
For instance when [G] = [H], we have
However, |ψ −1 (v)| = 1 always in this case and | Surj(H, G)| = | Aut(G)|, so this formula reduces to:
In this case, | Aut(H)| = 2 n n! and each of the 2 n n! maps ψ ∈ Surj(H, G) satisfy |ψ
Bases of consistent vectors. Given a C
n class function F , note by Proposition 3.2 that d n F (0; g 1 , . . . , g n ) ∈ X n . Now define
By Theorem 3.9, we obtain a linearly consistent vector T n (F ) = (T n,p (F )) p≥2 ∈ p≥2 X n,p , where
is defined for integers n ∈ {0, . . . , N}. We will sometimes write
X n,p for the entire collection if F is smooth.
Theorem 3.15 then asserts that the values of the derivatives d n F (0; g 1 , . . . , g n ) for directions g 1 , . . . , g n ∈ W p are determined by T (F ). In the case of solutions F to the differential equation of Theorem 1.1, T (F ) determines F restricted to W p -and by continuity, on all of W [0, 1] . Therefore, Theorem 3.15 in fact already shows that the space of solutions in Theorem 1.1 has dimension at most n≤N |H n |.
To complete the proof we now show that the t(H, −) form a linearly independent family of solutions. In order to do so, we obtain a general formula for the derivatives of t(H, −) in Proposition 3.20. We then use that result in Theorem 3.21 to give a combinatorial formula for the T (t(H, −)) from which linear independence follows.
We begin by proving the following useful lemma. 
Proof. By multilinearity,
Note that each term in the sum is also multilinear so the result follows by induction. Finally, all Gâteaux derivatives of order n + 1 are zero, so all Gâteaux derivatives of all orders are continuous.
We now apply Lemma 3.19 to compute derivatives of homomorphism densities t(H, f ).
Proposition 3.20. Given H ∈ H n , the functions t(H, −) are Gâteaux smooth. Their Gâteaux derivatives d n t(H, f ; g 1 , g 2 , . . . , g n ) are all zero if n > |E(H)|, while if n ≤ |E(H)|, then
Then Λ is a multilinear functional with Λ(f, f, . . . , f ) = t(H, f ), so the result follows now from Lemma 3.19 applied to Λ.
If H ∈ H ≤N , Proposition 3.20 shows that the function t(H, −) is Gâteaux smooth and satisfies
To prove Theorem 1.1, we show that the space of linearly consistent vectors in p≥2 X n,p is spanned by (T n (t(H, −))) H∈Hn . Since there are exactly |H ≤N | of them, we only need to show that they are linearly independent. This linear independence follows from the following result, which proves a formula relating the derivatives of t(H, f ) obtained above to combinatorial quantities.
Theorem 3.21.
(i) Let n ∈ N and p ≥ 2 be integers. If H ∈ H and h ∈ H
Therefore, T n,p (t(H, −))(h) > 0 for H ∈ H n and h ∈ H (iv) For all n ∈ N, the vector space LC n of linearly consistent vectors (A n,p (h)) h∈Hn,p≥2 ∈ p≥2 X n,p has a basis given by
: H ∈ H n }.
Proof. (i) For |E(h)| > |E(H)|, T n,p (t(H, −))(h) = 0 because higher derivatives are zero by Proposition 3.20. For |E(h)| < |E(H)|, T n,p (t(H, −))(h) = 0 by Proposition 3.20, because we are evaluating a lower-order derivative at 0. (ii) We claim that T n,p (t(H, −))(h) = | Surj(H, h)|/p
|V (H)| where Surj(H, h) is the set of surjective maps from H to h. To prove this claim, let H ∈ H n be fixed. For every fixed h ∈ H (p) n , fix a bijective map φ : V (h) → {1, . . . , p}. We now define the tuples g(h) by: g(h) e := e p (φ(es),φ(et)) for e ∈ E(h). Then for all H ∈ H n , T n,p (t(H, −))(h) = d n t(H, 0; (g(h) e ) e∈E(h) )
where the last equality follows by Proposition 3.20. (Note that the order of Gâteaux differentiation does not matter since mixed partials are equal.)
To prove the claim, consider an arbitrary term in (3.22) . Then g(h) e is constant on each "sub-rectangle" in [0, 1]
By our choice of g(h) e we have
Since φ is bijective we can define for such τ vertex maps φ −1 τ : V (H) → V (h). We recognize the expression on the right hand side of Equation (3.23) to be equal to 
(H) ։ E(h).
In addition, Equation (3.22) sums over all surjective maps σ : has dimension |H n | by Theorem 3.15. On the other hand, T (t(H, −)) for H ∈ H n are a linearly independent sets of size |H n | so they form a basis.
Since H has no isolated vertices, there is a natural bijection between Surj(H, h) and Surj(H, h); thus the result follows. (iii) The vectors (T n,p (t(H, −))(h))
As a consequence of Theorem 3.21, we show the linear independence of t(H, −) for multigraphs H ∈ H. Such linear independence results go back to Whitney [32] for H ∈ G.
Corollary 3.24. The homomorphism densities t(H, −) for H ∈ H are linearly independent as functions on W p := ∪ ∞ p=1 W p , and hence on W. In particular, the t(H, −) are also linearly independent for H ∈ G.
Proof. Assume that there is a finite linear relation H∈H a H t(H, f ) = 0 (for all f ). Now by taking derivatives at zero, it is clear by Theorem 3.21(i) that H∈Hn a H T n (t(H, −)) = 0 for every n ∈ N. By Theorem 3.21(iv), we conclude that a H = 0 for all H ∈ H n and all n. We now bring together the results of the previous sections and this section to prove the main theorem.
Proof of Theorem 1.1. We associated to any smooth continuous class solution F , the linearly consistent vector T (F ) ∈ n≥0 p≥2 X n,p . By parts (i),(iv) of Theorem 3.21, the space of linearly consistent vectors are spanned by those arising from homomorphism densities. It follows that there exist constants a H so that T (F ) can be written as
Note that for any fixed direction f ∈ W p , the one-dimensional differential equation is solved by
Since the derivatives are all multilinear, the value of F on W p is therefore determined by T (F ) by this formula. The same applies to t(H, −) for all H ∈ H ≤N , so we see that Remark 3.27. Note that it is enough in the statement of the theorem to only assume that
since the above proof only uses this assumption. Moreover, the first part of Theorem 1.1 holds for any topology on W such that W p is dense in W and such that t(H, −) for H ∈ H is continuous with respect to the topology. Our characterization is based on the work of the previous sections and the notion of the tensor product of two graphons. Recall from [22, Section 7.4 ] that given graphons f, g ∈ W, their tensor product f ⊗ g : [0, 1] 4 → [0, 1] is defined to be the map:
Given an arbitrary measure preserving map φ : [0, 1] → [0, 1] 2 , the tensor product can be associated with a graphon as follows: 
Proof. Suppose first that F is of the form F (f ) = n i=1 a i t(H i , f ) with a i = 0 for all i and H i ∈ H pairwise distinct. To prove the result in this case, we define a well-ordering ≤ on H as follows. First define a well-ordering on the set of connected multigraphs H ∈ H by setting H < G if |E(H)| < |E(G)|, and picking an arbitrary total ordering on the finite set of connected multigraphs with a fixed number of edges. Now any finite multigraph has a unique decomposition into finitely many connected multigraphs of the form
The set H can therefore be put into bijection with sequences of non-negative integers e H , where H ranges over connected finite multigraphs and only finitely many e H are non-zero. Therefore H can be ordered lexicographically since we have already put a total order on the connected multigraphs in H. This ordering on H is now a well-ordering, whose unique minimum is given by the graph with a single vertex and no edges. It satisfies the property that if
with equality if and only if
for some even m > 1. By the linear independence of multigraph homomorphism densities (Corollary 3.24) we must have equality termwise in H. Assume without loss of generality that H 1 < · · · < H n in the total ordering <, and suppose for contradiction that n > 1. Then the cross term na
H 2 , f ) on the left hand side is non-zero but does not appear on the right hand side. We conclude that there is at most one non-zero a i . In that case, a i = a m i so a i ∈ {0, 1}. Finally, suppose F is any function satisfying the hypotheses. By conditions (i) and (ii) and Theorem 1.1, F is of the form F (f ) = n i=1 a i t(H i , f ) with H i ∈ H or G for all i, depending on the topology used in (i). Therefore the theorem follows from the above analysis.
Remark 3.30. We now explain how condition (iii) above can be replaced by a purely combinatorial condition. Note that by the assumed continuity of F ,
⊗m ) for every simple graph H by Equation (3.28). Thus f ⊗m k → f ⊗m -i.e., f → f ⊗m is continuous -and hence, F (f ⊗m ) is continuous with respect to f as well. Therefore, it suffices to assume condition (iii) for simple graphs f H in place of general f . Moreover, the tensor product of two graphs f H 1 ⊗ f H 2 is weakly equivalent to a graph(on) corresponding to the Kronecker product of the adjacency matrices of H 1 and H 2 . Thus, the third condition can be replaced by a purely combinatorial condition involving only finite simple graphs -i.e., Kronecker powers of their adjacency matrices. Remark 3.31. A natural question that now arises is whether all class functions F : W → R that are multiplicative (with respect to ⊗) are of the form t(H, −) for some H ∈ H. The answer turns out to be negative. For instance, consider a finite set of graphs S := {H 1 , ..., H k } ⊂ G, and define
This is clearly multiplicative, but we claim that it is not 
Power series and Taylor series
The previous sections demonstrate that t(H, −) with |E(H)| = n can be seen as the analogue of monomials of degree n in the graphon space. By analogy to single variable Taylor series, we study expansion of smooth class functions on W [0, 1] in terms of infinite series of homomorphism densities. We give sufficient conditions for the existence of such series in Section 4.3, and prove their uniqueness in Section 4.4. The proofs of these results rely heavily on the work of Section 3. In particular, in Section 4.3 we use Theorem 1.1 to show that the Taylor expansion of a smooth class function can be written in terms of homomorphism densities. In Section 4.4 we generalize the linear independence result of Section 3 to prove uniqueness and explain the general philosophy behind the proofs of both the linear independence results.
In order to do this we first investigate general facts about differentiation and convergence of series of homomorphism densities in Section 4.2. The general theory also includes an algebra structure on such series, that is obtained from the algebra structure on formal linear combinations of graphs Q 0 . The algebra structure can be extend to formal linear combinations of k-labelled multigraphs Q k , so we develop the general properties to include their homomorphism densities.
In Section 4.1 we explain how to package all of the Q k into a single algebra Q N and then define weighted homomorphism densities. These simultaneously generalize multigraph homomorphism densities, partially labelled graph homomorphism densities, and their derivatives. We develop the theory of series in this generality in order that the space of series is closed under differentiation and has an algebra structure.
Along the way, we address in Section 4.2 one of Lovász's questions [20, Problem 16] about whether it is possible to expand right homomorphism densities in terms of left homomorphism densities. Finally, in Section 4.5 we apply this theory to give a proposal for an analytic theory of infinite quantum algebras, thereby addressing another of Lovász's questions [20, Problem 7] . This last application gives a second motivation for developing the properties of series in the generality we do.
4.1.
The algebra of partially labelled multigraphs. In this section we recall how to equip the space of formal linear combinations of partially labelled multigraphs with an algebra structure. In addition, we define generalizations of homomorphism densities indexed by such graphs with weights so that the functions are closed under differentiation. These functions will form the individual terms of the infinite series we investigate in this paper.
Definition 4.1. Given an integer k ≥ 0, a k-labelled multigraph is a multigraph H with an injective label map l H : {1, . . . , k} → V (H). (If k = 0 then H is unlabelled.) If G, H are k-labelled multigraphs for k > 0, then a map f of such multigraphs is a multigraph node-and-edge map (satisfying Equation (2.6)), for which V f sends the labelled vertices of H to the corresponding labelled vertices of G, i.e. V f (l H (a)) = l G (a) for a ∈ {1, . . . , k}.
For all integers k, n ≥ 0, define H n,k to be the finite set of isomorphism classes of k-labelled multigraphs with n edges and no unlabelled isolated nodes. Finally, following [22, Section 6.1], define
to be the vector space with basis given by the disjoint union of the sets {H n,k : n ≥ 0}.
Note that Q k can be given the structure of a commutative algebra by defining the product of two labelled multigraphs F 1 and F 2 to be the multigraph obtained by taking their disjoint union and identifying equivalently labelled nodes. In fact, we note that for all n, the set of graphs H n,k embeds into H n,k+1 by attaching an additional isolated node labelled k + 1 to any graph H ∈ H n,k . This induces the obvious linear injection : Q k ֒→ Q k+1 for all k. Thus, define (following [22, Section 6.1]) their directed limit to be the algebra of partially labelled multigraphs:
H n,k .
The space Q 0 = span R H is called the space of quantum graphs [22, Section 6.1]. There is an algebra map α from Q 0 to the space of class functions on W [0,1] , defined by α(H) := t(H, −) and extending linearly. This is a map of algebras because the product on Q 0 is just disjoint union and t(
The map α has been generalized to define homomorphism densities from partially labelled multigraphs H ∈ n≥0 H n,k for any k ≥ 0 -see [22, Section 7.2] . In the language of this paper, fix H ∈ H n,k and x 1 , . . . , x k ∈ [0, 1], and let V 0 := V \ l H ({1, . . . , k}) denote the set of unlabelled vertices. We now define
where
It is not difficult to see that this notion only depends on the isomorphism class of H.
As in the k = 0 case, we have for all k-labelled multigraphs H 1 , H 2 . Hence α x : Q k → F unc(W, R) is an algebra map for any choice of x ∈ [0, 1] k . More precisely, fix x n ∈ [0, 1] for all n ∈ N, and define
N . Then one can define the map α x : Q N → F unc(W, R), given by
and extending by linearity. Here if H ∈ H n,k then we define t x (H, −) := t (x 1 ,...,x k ) (H, −).
The following result is then immediate.
is an algebra homomorphism.
Weighted homomorphism densities.
The space of functions S t can be extended in several different directions. It is the aim of this section to extend it to contain multigraph homomorphism densities, the image of α x , infinite convergent series, and weighted series that arise naturally after taking derivatives.
To that end, we make the following definition. V (H) → R, define the corresponding weighted partially labelled multigraph homomorphism density to be:
In particular, t x (H, f, 1) = t x (H, f ) in the notation of (4.2). We use this without further reference in the remainder of the paper.
We now generalize Equations (2.1) and (4.3) to weighted, partially labelled multigraphs.
Proposition 4.8. We have for H ∈ H n,k and H ′ ∈ H m,k :
). Proof. Let V 0 and V ′ 0 be the unlabelled vertices of H and H ′ respectively. Then,
Remark 4.9. One can take (higher) Gâteaux derivatives of t x (H, f, g H ) along arbitrary directions, just as for ordinary homomorphism densities t(H, f ). More precisely,
where:
• H e 1 ∈ H n−1,k is obtained from H ∈ H n,k by removing the edge e 1 ∈ E(H) and then further removing all unlabelled isolated nodes.
• The new weights are:
Equation (4.10) implies that the linear span of t x (H, −, g H ) is closed under differentiation, whereas the span of the unweighted (partially labelled multigraph) homomorphism densities is not. Further note that t x (H, −, g H ) is C 0 in the sense of Definition 2.15. Therefore the functions t x (H, −, g H ) are Gâteaux smooth.
4.2.
Series. In the previous subsection, we defined the weighted homomorphism densities, simultaneously generalizing simple graph homomorphism densities, multigraph homomorphism densities, and partially labelled graph homomorphism densities. In addition we found that the span of such functions is closed under addition, multiplication, and differentiation. In this subsection we develop the basic convergence properties of infinite series of such functions. We show that such "absolutely convergent" series are closed under addition, multiplication, and differentiation. In addition, we use this theory to examine whether right homomorphism densities can be expanded as formal series of homomorphism densities. k , define the weighted (k, x)-labelled power series to be the set of formal series of the form
The subset of (k, x)-labelled power series consists of those formal series for which g H is constant for all H. Given x ∈ [0, 1] N , a (weighted) x-labelled power series is a (weighted) (k, (x 1 , . . . , x k ))-labelled power series for some k ≥ 0.
We first discuss the structure of the set of such series. N , the set of weighted x-labelled power series is a (unital) commutative graded R-algebra, with termwise addition, and with multiplication given by:
The weighted (k, x)-labelled power series form an increasing family of subalgebras in k ≥ 0 with the same properties.
Note that the subspaces of unweighted power series form subalgebras of the above algebras. Also note that in defining the product, with a slight abuse of notation, we continue to denote the weightings for max(k, k ′ ) by f H 1 and g H 2 , but it is clear what this means.
Proof. We first discuss the multiplication operation. It is not hard to show that the binary operations on functions and on H ′ , given respectively by 13) are each associative as well as commutative. This easily shows the commutativity of the product. For associativity, given formal power series E, F, G with the obvious formal expansions, we compute using the associativity of the operations in (4.13) that (EF )G and E(F G) both equal
where k E , k F , k G are part of the data of E, F, G respectively. Next, the addition, distributivity, existence of a unit U, and R-algebra structure are also easy to show. The unit is given by O x := t x (H, −, 1), where H is the unique graph in H 0,k = H 0,0 . Finally, the nth graded piece is precisely the span of all t x (H, −, g H ) for H ∈ H n,k (for all k ≥ 0) and all g H . The corresponding results for (k, x)-labelled series now follow easily.
We now study the convergence properties of formal power series. Given Proposition 4.12, it suffices to study weighted (k, x)-labelled power series for any fixed k ≥ 0. Using the analogy to monomials discussed in Section 2.1, we arrange weighted (k, x)-labelled power series according to their "degree", and say that such a series converges at f ∈ W if
exists. Similarly, a weighted (k, x)-labelled power series converges absolutely at f ∈ W if
(4.14)
As for power series of one variable (in real analysis), we will interchangeably use
which denote (respectively) the formal weighted power series and the function that it defines.
We now define a family of distinguished subsets of W.
Definition 4.15. Given I ⊂ R, define W I to be the set of all f ∈ W with image in I. Also define 
= 2
−n = −a K 1,3n for the triangle K 3 and all (bipartite) star graphs K 1,3n with n ≥ 1, and all other a H are zero. Then the corresponding power series is given by:
It is clear that the series (4.18) converges at all f ≡ s ∈ R. However, note that t( 
(2) Given a weighted power series F (−) := n≥0 H∈H n,k t x (H, −, g H ), define its radius of convergence via:
We now establish several fundamental properties of weighted (k, x)-labelled power series. The proofs combine standard analysis arguments while keeping track of the combinatorics of multigraphs that arises in the present setting. To simplify the exposition, we defer the proofs of the next two results to Appendix C.
Our first result justifies the use of the name "radius of convergence".
Proposition 4.22. Every weighted power series F (−) = n H∈H n,k t x (H, −, g H ) converges absolutely on W ↑R F . Moreover, this convergence is uniform on W [−s,s] for any 0 ≤ s < R F . For all r ∈ (R F , ∞), there exist functions f ∈ W ↑r such that F (f ) is not absolutely convergent.
Our second result shows that convergent weighted (k, x)-labelled power series are closed under addition, multiplication, and differentiation. 
are two weighted (k, x)-labelled power series, and R := min(R F , R G ) is positive. Then the following three properties hold.
where the right-hand side is a weighted (k, x)-labelled power series such that R cF +dG ≥ R.
where the right-hand side is a weighted (k, x)-labelled power series such that R F G ≥ R. As an application of this work on series, we address a question posed by Lovász in his list of open problems. Namely, Lovász asks in [20, Problem 16] if there is a way to find a formula for right homomorphism densities t(−, G) in terms of left homomorphism densities t(H, −). A problem is that t(−, G) is not continuous in the cut-norm. 1 The theory of rightconvergence proposes several closely related natural remedies (see [22, Chapter 12] ). The only proposal that is a continuous function on graphons is the overlay functional
(See [22, Lemma 12.7] .) We now show that C(U, W ) cannot be expanded as an absolutely convergent sequence in general. 
Proof. Given such a Λ, define F :
). By Lemma 3.19, F is Gâteaux smooth and its derivatives are We now apply the above ideas to define Taylor polynomials for smooth class functions and prove a Taylor's theorem for them. 
(ii) From F one can uniquely define scalars a H for all H ∈ H ≤n , such that for all f ∈
for all integers 0 ≤ m ≤ n. Proof.
(i) Define the function F (t) := F (tf ) for a fixed direction f ∈ W [0, 1] . Then F is C n and this result follows from the one variable Taylor's theorem for F .
(ii) Since F is a C n class function, we know by Proposition 3.2 that for 0 ≤ m ≤ n, where
Note that P (F ) is in fact a weighted power series as in Definition 4.11 (with m = 0 and g H ≡ a H constant for all H ∈ H). Given a smooth function F : W [0,1] → R, a natural question to ask is if the Taylor series defined above converges to F . Recall from the one-variable Taylor theory that there exist nonzero smooth functions F on R, all of whose derivatives vanish at the origin (and so F has trivial Taylor polynomials). We now show that a similar phenomenon occurs for graphons. Namely, consider the function F (f ) := e We now provide a sufficient condition under which the Taylor series of a smooth function F converges to F . (1) F is Gâteaux smooth, continuous in the cut-norm, and a class function.
(2) For all {0, 1}-valued graphons f ∈ W [0,1] , the Taylor polynomials
converge to F (f ) as n → ∞. Then a H = 0 for all H ∈ H \ G, and
In other words, the Taylor series of F converges to F on all of
Proof. Define the weighted power series In addition, P (F ) is continuous in the cut-norm because it is a uniform limit of continuous functions on
for f a {0, 1}-valued graphon, so F (f ) = P (F )(f ) for such f . Since both F and P (F ) are continuous on W [0, 1] and equal on all finite simple graphs, we conclude that they are equal on all f ∈ W [0, 1] . Now by Theorem 4.30(ii), P (F ) and P (F ) have the same Gâteaux derivatives at 0 along the directions in W p . We will show in the next subsection (Theorem 4.33) that a power series with a positive radius of convergence is uniquely determined by its Gâteaux derivatives at 0 along the directions in W p . We conclude that P (F ) = P (F ) as weighted power series.
4.4.
Uniqueness of Taylor series and linear independence. In the previous section, we showed how to represent the Taylor series of a smooth class function F around 0, in terms of homomorphism densities. We also provided sufficient conditions for when such a Taylor series expansion is absolutely convergent, and converges to F on all of W [0, 1] . We left open the question of whether or not this expansion is unique. The next theorem shows that such an expansion is indeed unique. In fact, we prove this is true for arbitrary (k, x)-labelled power series when the entries of x are distinct. The main ingredient is a generalization of the crucial linear independence result of Theorem 3.21 to functions t x (H, −). H∈H n,k t x (H, f, a H ). More precisely, the coefficients a H can be recovered from the derivatives d n F (0; f, . . . , f ) for f ∈ W p and n ≥ 0. 
Definition 4.40. Given 0 < R ≤ ∞, define Q k,R to be the set of formal (k, x)-labelled power series of the form
H∈H n,k t x (H, −, a H ) (for some x ∈ [0, 1] k ) whose radius of convergence is greater than R. Now define
Remark 4.41. Note that all values of x ∈ [0, 1] k yield the same set of power series in Q k,R , since the radius of convergence defined in (4.21) does not depend on x if all a H are constant. Also note that the Q k,R constitute a two-parameter family of commutative unital graded R-algebras that is decreasing in 0 < R ≤ ∞ and increasing in k ≥ 0, by Theorem 4.23.
We now have the following result which shows when infinite formal series of graphs can be embedded into spaces of functions amenable to analytic treatment. Furthermore, α x is an embedding of R-algebras if and only if the x i are distinct.
Note that continuously extending α x from Q N to Q N,R is equivalent to continuously extending α x from Q k to Q k,R for each k ≥ 0.
Proof. The map α x can be extended by Proposition 4.22 from Q k to Q k,R . The extension is continuous because Proposition 4.22 guarantees uniform convergence of the series. Now the first two parts of Theorem 4.23 show that α x : Q k,R → F unc(W [−s,s] , R) is an algebra map for each k ≥ 0. The result for Q N,R follows by compatibility across k ≥ 0. By Theorem 4.33, α x is injective when the x i are distinct. Now if H 0 ∈ Q N,R is in ker α x , then H 0 ∈ Q k,R for some k, whence H 0 = 0.
Finally, assume that for x ∈ [0, 1] k , there exist two x i that are equal. Without loss of generality, we can assume that x 1 = x 2 . Consider now any k-labelled graph H and the graph H ′ that swaps the vertex labelled 1 with the vertex labelled 2. Then
for all f ∈ W [0,1] so α x is not injective on Q k,R . The result for Q N,R follows immediately.
Note that the images of the maps α x are inter-related for different x as follows. Given k ∈ N and x ∈ [0, 1] k , and H ∈ H n,k , t x (H, f ) = t σ(x) (H, f σ −1 ) =: σ(t σ(x) (H, −))(f ), ∀σ ∈ S [0,1] , f ∈ W.
Now if x and y both have pairwise distinct elements, then for any σ ∈ S [0,1] such that σ(x) = y, we get that σ(Im α x ) = Im α y . Thus, the image of the maps α x are the same up to the action of S 
Concluding remarks.
It is now possible to concretely explain the analogy in Section 2.1 between homomorphism densities and monomials, with degree the number of edges. Namely, using Remark 4.39, it is clear that the set of (unlabelled) multigraphs H spans the polynomial algebra Q 0 = R[X 0 ] -and hence serves as a family of monomials in the generators X 0 , with degree given by the number of edges. Now Theorem 4.42 provides a canonical (up to the S [0,1] action) way of embedding a subalgebra of infinite formal series of k-labelled graphs into F unc(W [−s,s] , R), with s as in Theorem 4.42. The homomorphism densities t(H, −) are simply the images of the monomials in X 0 , under the algebra embedding α.
Additionally, we have found that our notion of degree in this polynomial algebra interacts well with Gâteaux differentiation. Theorem 1.1 shows us that degree N homomorphism densities are precisely the continuous class functions that vanish after taking N + 1 derivatives. All of this suggests that the α map is a good starting point for further investigation into the analytic theory of infinite quantum algebras.
Finally, we show that (3) =⇒ (2). We first claim that
Indeed, since V is convex and contains the origin and all g i , hence there exists a sufficiently small 0 < ǫ < 1 such that m i=1 β i g i ∈ V for all 0 ≤ β i ≤ ǫ. Now define δ := ǫ/ m j=1 α j and β i := δα i , and consider the partial sums i j=1 β j g j ∈ V . Applying condition (3) inductively, we obtain that
Using this and once again applying condition (3),
This proves the claim (A.2). Now to prove the general case of (2), let α i , β j ≥ 0 and g i , h j ∈ V , and define:
Since V is convex and 0 ∈ V , we know that for small 0 < δ ≪ 1, δv, δv + , δv − ∈ V . Now by (3), Λ(δv + ) = Λ(δv) + Λ(δv − ).
Since we also know that v ∈ V , hence this implies:
δΛ(v) = Λ(δv) = Λ(δv + ) − Λ(δv − ). Now using (A.2) for v ± , we get:
and (2) follows.
The next result relates linearity and multilinearity in this restricted setting.
Lemma A.3. Suppose V is a convex subset of a real vector space E, with 0 ∈ V . Let Λ : V n → R for some n ∈ N. Then the following are equivalent:
(1) Λ is multi-linear (in the sense of Definition 2.16).
(2) For all m 1 , . . . , m n ∈ N and α ij ∈ R, g ij ∈ V (with 1 ≤ i ≤ m j ) such that h j := (3) For all 1 ≤ j ≤ n, m j ∈ N, and α ij ∈ R, g ij ∈ V (with 1 ≤ i ≤ m j ) such that
α ij Λ(h 1 , . . . , h j−1 , g ij , h j+1 , . . . , h n ) ∀h 1 , . . . , h j , . . . , h n ∈ V.
(4) For all 1 ≤ j ≤ n, and α 1j , α 2j ≥ 0, g 1j , g 2j ∈ V such that h j := α 1j g 1j + α 2j g 2j ∈ V ,
Proof. That (1) ⇐⇒ (2) =⇒ (3) =⇒ (4) are standard or as in the proof of Lemma A.1. That (3) =⇒ (2) is also standard, since we expand each factor h j out by linearity and the terms g ij still lie in V . Finally assume that (4) holds. Then (3) holds by applying Lemma A.1 to the functional Λ(h 1 , . . . , h j−1 , −, h j+1 , . . . , h n ) for all h j ∈ V .
We can now prove Theorem 2.17.
Proof of Theorem 2.17. For the first part, since F is C n at f ∈ U, it suffices to show part (1) for τ a transposition. This further reduces the problem to assuming that F is C 2 . In this case, a similar proof to that of [28, Theorem 9 .41] yields the result.
For the second part, first note that since U ⊂ E is convex, V := Adm U (f ) satisfies the hypotheses of Lemma A.3. Therefore to prove multilinearity, it suffices to show that part (4) of Lemma A.3 is satisfied. Now by the previous part of this theorem, it suffices to show that dF (f, −) satisfies part (3) of Lemma A.1 (as we can take higher Gâteaux derivatives beyond that point). Finally, the proof of [28, Theorem 9.21] can be adapted to one-sided directional derivatives in R 2 to show that Lemma A.1(3) is satisfied.
functions f ∈ W [0,1] which are bounded away from both 0 and 1. For such f it is possible to define the Gâteaux derivative with respect to every direction in W -i.e., Adm(f ) = W. f (x i , x j ) dx 1 · · · dx k yields the unique candidate for the Fréchet derivative:
g(x 1 , x 2 )dx 1 dx 2 .
We verify that this linear map is the Fréchet derivative by noting that g n (x 1 , x 2 ) = 1(min(x 1 , x 2 ) < 1/n).
(B.3)
We claim that g n → 0 in the cut-norm, but the limit (B.2) does not go to zero along g n . Indeed, g n → 0 since g n = g n 1 = 2 n − 1 n 2 . However, the numerator in (B.2) is bounded below by We conclude that t(A 3 , −) is not Fréchet differentiable.
We now prove the result. First assume that (ii) holds. If H is a disjoint union of copies of A 2 and A 1 then by Equation (2.1), t(H, −) is a product of t(A 2 , −) and t(A 1 , −). We have just shown that both are Fréchet differentiable, so by the product rule [18] , t(H, −) is Fréchet differentiable as well.
