Transfer boosting, a branch of instance-based transfer learning, is a commonly adopted transfer learning method. However, currently popular transfer boosting methods focus on binary classification problems even though there are many multi-classification tasks in practice. In this paper, we developed a new algorithm called MultiTransferBoost on the basis of TransferBoost for multi-classification. MultiTransferBoost firstly separated the multi-classification problem into several orthogonal binary classification problems. During each iteration, MultiTransferBoost boosted weighted instances from different source domains while each instance's weight was assigned and updated by evaluating the difficulty of the instance being correctly classified and the "transferability" of the instance's corresponding source domain to the target. The updating process repeated until it reached the predefined training error or iteration number. The weight update factors, which were analyzed and adjusted to minimize the Hamming loss of the output coding, strengthened the connections among the sub binary problems during each iteration. Experimental results demonstrated that MultiTransferBoost had better classification performance and less computational burden than existing instance-based algorithms using the One-Against-One (OAO) strategy.
Introduction
Transfer learning (TL) [1] - [5] exploits learned knowledge to improve learning performance in a new but related environment and has recently gained much attention from researchers. Traditional machine learning methods assume that the source domain(s) for training and target domain for testing comply with the same distribution, but it is often the case that sufficient training instances having the same distribution with the target domain are difficult to acquire, and obtaining sufficient instances from problem-related domains is more likely. TL manages to find similarities between different but related domains to transfer information and improve final classification accuracy.
As Pan et al. [1] suggested, TL is categorized as Inductive TL [2] , [3] (where some labeled data is available in the target domain), Transductive TL [4] (where labeled data is only available in the source domain(s)), and Unsupervised TL [5] (where no labeled data is available in the source(s) and target domains). Inductive TL is the most intuitively appealing because it suggests that some data from the source domain(s) can be taken advantage of with the guidance of a few labeled data in the target domain. TrAdaBoost [3] , an extension of AdaBoost [6] , focuses on inductive transfer learning problems by attempting to re-weight instances in source and target domains in an iterative manner to reduce the effect of "bad" source instances for model training. Although effective, TrAdaBoost relies only on 1 source domain, and therefore is intrinsically vulnerable to "negative" transfer if the source domain is not very related to the target domain. To overcome this problem, many efforts have been taken to introduce TrAdaBoost from 1 source domain to multiple source domains. Yao et al. [7] proposed MultiSource-TrAdaBoost and TaskTrAdaBoost, and applied them for object category recognition and specific object detection. Huang et al. [8] proposed SharedBoost method and demonstrated that it significantly outperforms traditional methods for sentiment analysis. Lately, Cheng et al. [9] proposed a weighted multi-source TrAdaBoost that defined weights for weak classifiers, source training instances, and target training instances. However, for methods [7] - [9] , the weights of "bad" instances in source domains are decreased, and there is no mechanism to increase the weights of "good" instances. Thus, the weights of source instances rapidly converge to 0. Al-Stouhi et al. [10] were the first to incorporate a dynamic factor into TrAdaBoost to prevent the rapid weight convergence of source instances, but could utilize only 1 source domain. Conversely, Eaton et al. [11] proposed a TransferBoost using the concept of "transferability" to measure the contribution of different source domains and therefore gain or reduce instance weights in the corresponding source domains, which prevented the rapid convergence of source instance weights. However, the aforementioned methods [3] , [7] - [11] primarily deal with TL in binary classification problems despite the many multi-classification tasks in practice.
Intuitively, strategies such as One-Against-One (OAO) and One-Against-All (OAA) [12] can be directly used to extend binary classifiers for multi-classification. But OAA is biased while OAO adds much computation burden. Different from a direct OAO or OAA extension, we developed a new algorithm called MultiTransferBoost, of which the weight updating parameters of TransferBoost are re-defined to minimize the Hamming loss of output coding [13] from the binary base-classifiers. The remaining manuscript is organized as follows: In Sect. 2, a MultiTransferBoost algorithm is proposed. Section 3 briefly discusses MultiTransferBoost's upper bound for training error and the weight updating rules. In Sect. 4, Copyright c 2017 The Institute of Electronics, Information and Communication Engineers we present our experimental setup, test procedure, and discussion. Concluding remarks are provided in Sect. 5.
MultiTransferBoost
Here we present the notations used in this paper. Given an instance space χ ⊂ R d and a set of labels γ, where d indicates the dimension of χ and |γ| ≥ 2 denotes the number of label types in γ. The target domain T ⊆ χ consists of 2 datasets: A small dataset T l with a limited amount of labeled training instances, and a large dataset T u whose instances are required to be labeled; both T u and T l comply with the same distribution of T. The labeled instances in T l are insufficient to learn the true mapping unless using prior knowledge from source domains S 1 , . . . , S K , where S k ⊆ χ has a different but related distribution compared to T for all k = 1, . . . , K. Each domain contains numerous labeled training instances. Just as TransferBoost, the goal of MultiTransferBoost is to accurately predict the labels of those unlabeled instances in T u using the information of labeled instances in D = T l ∪ S 1 ∪ . . . ∪ S K . The difference between the 2 algorithms is that TransferBoost only deals with binary classification while MultiTransferBoost is applicable when |γ| ≥ 2. Firstly, MultiTransferBoost decomposes the multi-classification problem into several orthogonal binary classification problems by using a function g y (s), defined by Schapire et al. [13] , for any y, s ∈ γ,
The representation of a label is transformed into a vector
T , where the p-th element is 1 and the remaining elements are all −1. All weights are initialized to be the same. On the m-th iteration, the weights for all (x, g s (y)) are normalized to form a probability distribution where and the classifier weight β (m) to minimize the Hamming loss of output coding, the weights for all instances {(x, g s (y)) | x ∈ D} are updated. In this manner, instances from source domains exhibiting positive transfer have higher weights, and vice versa. Besides, instances that are repeatedly mislabeled are emphasized with higher weights. Therefore, training instances from source domains and the target domain are selected according to each iteration, making the final hypothesis appropriate for the target classification. The final ensemble classifier is provided by a weighted sum of the individual classifiers weighted by β (m) , suggesting that classifiers with lower error have more weight in the final decision. The MultiTransferBoost algorithm is described in Table 1 .
As shown in Table 1 , MultiTransferBoost is capable of handling multi-classification tasks on the basis of TransferBoost. In the next Section, we review our training 
Theoretical Analysis

Training Error
For all s ∈ γ and x ∈ S i , i = 0, 1, . . . , K by denoting S 0 = T l , during the (M + 1)-th iteration, we infer from the update rule of w Table 1 that,
Where i = 0, 1, . . . , K and α
s (x), Eq. (2) is denoted as,
Due to the definition that
we can infer that,
Noting that,
Thus,
where
Due to the definition of Θ for any predicate Θ where Θ is 1 if Θ is true and vice versa, we infer that, sign( f s (x)) g y (s) ≤ 1 ≤ exp(−g y (s) f s (x)), and thus,
By combining Eqs. (3), (6) and Inequality (7),
Then, from Inequality (8) we can conclude that,
Inequality (9) provides an error boundary for the sum of all binary classification problems. Next, we determine the relationship between the error percentage for all binary classification problems and the error percentage of all training instances. Motivated by the works of Schapire [13] , if
Thus, we can conclude,
Finally, combining Inequality (9) and (10) yields,
for all x ∈ T l . Meanwhile, clas-
is is trained with weights
for all x ∈ (S i ∪ T l ), i = 1, . . . , K. Next, the weighted errorε (m) and ε 
Similar with TransferBoost [11] 
is defined as the "transferability" of S i to T by measuring the change in performance on T l between learning with and without transfer from S i , where i = 1, 2, ., K. Note that α 
Following analysis proposed by Schapire et al. [13] , Z (m) is upper-bounded by,
We denote a function ϕ(β (m) ) with respect to β (m) ,
Since ϕ(β (m) ) is convex and derivable, let ϕ (β (m) ) = 0, then,
s (x). Therefore,
Experiments and Analysis
Experimental Setting
In this section, we demonstrate the effectiveness of the proposed method for multi-classification problems. In accordance with experimental settings of Liu et al. in [14] for an easier comparison, we also adopt the 3 sets of images, which are Amazon (images downloaded from www.amazon.com), Webcam (images recorded by a simple webcam), and Digital SLR (images captured with a digital SLR camera) [15] , respectively, as source domains for training, while we take Caltech-256 [16] as the target domain. Same as Liu et al. did in [14] , the 10 objects are selected from each of the datasets, containing backpacks, bicycles, calculators, headphones, computer keyboards, laptop computers, computer monitors, computer mice, coffee cups, and projectors. The objects mentioned above are labeled from 1 to 10, respectively, while the instance number of these objects ranges from 8 to 151. The total number of instances is 2533. More details of different datasets are shown in Table 2 . By adopting DeCAF 6 [17] as the feature extraction method, each instance is converted into a vector of length 4096. We randomly select n 1 instances per class in the target domain T (Caltech-256) to form T l and leave the rest instances to form T u . The 3 datasets, Amazon, Webcam and Digital SLR, are denoted as source domains S 1 , S 2 and S 3 , respectively. All instances in the training set D = T l ∪ S 1 ∪ S 2 ∪ S 3 are labeled. Next we use the labeled instances in D for model training and use the trained model to predict labels of instances in T u .
Choosing Base Classifiers
For transfer boosting methods, it is important to choose a proper base classifier to solve the classification problem with accuracy and efficiency. In our experiments, we adopt a novel classifier known as Extreme Learning Machine (ELM) [18] , [19] . ELM is essentially a single layer feedforward network without annoying iterative training procedures. ELM's performance is closely related to the choice of activation functions, the number of hidden neurons, and the constant C. Here, we choose different activation functions such as sigmoid and hardlim [19] , different hidden neuron numbers N = {10, 30, 50, 70, 90, 100, 200}, and different parameter C = {10 4 , 10 6 , 10 8 , 10 10 }, to compare the classification accuracy of MultiTransferBoost when it adopts ELM as the base classifier. SVM, which is commonly used as the Table 2 Number of objects in different domains.
base classifier for transfer learning methods [3] , [7] - [11] , is also adopted as the base classifier for comparison using LIBSVM [20] toolbox. Similarly, the corresponding parameters for LIBSVM are set as follows: d = {1, 3, 5, 7} for linear kernel, σ = {0.1, 0.4, 0.8, 1.6} for RBF kernel, and t = {10 −4 , 10 −2 , 1, 10 2 , 10 4 } for both linear and RBF kernels. The iteration number of MultiTransferBoost is fixed to 50, and the number of randomly selected instances from each class in the target domain for training is set to 20. Each combination of parameters is repeated 10 times to calculate the average classification accuracy. Results are shown in Fig. 1 .
These results show that the classification performance of MultiTransferBoost varies depending on the choice of base classifiers and the corresponding parameters. When choosing proper parameters, MultiTransferBoost achieves comparable classification accuracy taking ELM and SVM as the base classifier. We can also conclude that if the parameters of ELMs are within a certain scale, results are relatively stable, making it less difficult to determine a proper parameter selection compared with SVM. Besides, the average training time for MultiTransferBoost with SVM-based classifiers is several times more than that of MultiTransferBoost with ELM-based classifiers during our experimental process, which is supported by the work of Huang et al. in [19] . As a result, we adopt ELM as the base classifier in the following discussion with Sigmoid as the activation function and the parameter C = 10 6 .
Multi-Classification Performance Comparison against Other Methods
We conduct comparisons among different methods to demonstrate the efficiency of MultiTransferBoost for multiclassification. TrAdaBoost and TransferBoost, which are originally designed for binary classification tasks, are adopted and extended by OAO to compare with MultiTransferBoost. DAM [21] and (MS) 2 TL [14] , which are not boosting methods for transfer learning, are also adopted for comparisons. In addition, we use the original ELM, which is not typically a transfer learning algorithm, as a benchmark to demonstrate the effectiveness of transfer learning. Several factors, which may prominently determine the final classification results, are taken into consideration: a) Base Classifiers The type of base classifier chosen and how the corresponding parameters are set greatly affects classification accuracy. Since we have discussed using sigmoid-ELM as the base classifier (Sect. 4.2), the number of hidden neurons N should be reassessed. By setting different numbers of hidden neurons, ELM's learning capability can be changed accordingly, which would significantly influence the classification performance of different methods. By fixing M = 50 and n 1 = 20, N is set as 10, 20, 50 and 100, respectively, to compare the accuracy of ELM, OAO-TrAdaBoost, OAOTransferBoost and MultiTransferBoost. DAM and (MS) 2 TL are excluded because ELM is not adopted as the base classifier in the experimental setting by the work of Liu et al. [14] . Table 2 from the work of Liu et al. in [14] since we adopt the same experimental settings.
For each situation mentioned above, we repeated each trial 10 times. The average classification accuracy results are shown in Fig. 2 (a)-(c) . Figure 2 (a)-(c) illustrate that: (1) Figure 2 (a) illustrates that the classification accuracy of ELM, OAO-TransferBoost and MultiTransferBoost increases with more hidden neurons, while the accuracy of OAO-TransferBoost drops and that of MultiTransferBoost grows slowly when the hidden neuron number exceeds 50. Meanwhile, the classification accuracy of OAO-TrAdaBoost becomes worse and worse when adding more hidden neurons, which will be discussed later. To compare the computation time of these three methods, their average training and testing time are listed in Table 3 and Table 4 , respectively.
All experiments are conducted on a Think-Server RD630 with a CPU of Intel Xeon E5-2640 and 64GB RAM. The software platform is MATLAB 2012a on Windows Server 2008 operating system. From Table 3 and Table 4 , it's clear that adding hidden neurons would increase both the training and testing time of all the methods above, while the classification accuracy grows slowly or even decreases if N > 50, suggesting that adding hidden neurons blindly won't always be a good choice for improving the classification performance. (2) Figure 2 (b) illustrates that the classification accuracy of OAO-TransferBoost and MultiTransferBoost increases with more iterations, while that of OAO-TrAdaBoost tends to decreases when the iteration number grows bigger. To compare the computation time of these three methods, we list their average training and testing time in Table 5 and Table 6, respectively. Tables 5 and 6 show that adding more iterations would dramatically increase the time for training and testing for all the three transfer boosting methods, while it should be pointed out that MultiTransferBoost is faster for training and testing than OAO-TransferBoost, which is due to the output coding scheme that reduces the total number of base classifiers used for training and testing. (3) Figure 2 (c) illustrates that the classification accuracy of different transfer algorithms tends to be better with more instances in T l . This is because that the more instances in T l , the more information in the target domain can be used to guide transfer learning. However, ELM's classification performance increases slightly when n 1 increases. This is due to the fact that ELM treats training instances from source domains and the target domain equally, and there are many more training instances in source domains than in the target domain, thus the change of n 1 won't affect the classification accuracy of ELM much. The classification accuracy of MultiTransferBoost is higher than that of DAM and (MS) 2 TL when n 1 ≤ 6, suggesting that MultiTransferBoost can be more effective exploiting information when there are fewer training instances from the target domain being available, compared with DAM and (MS) 2 TL, which are not transfer learning methods. (4) From Fig. 2 (a)-(b) , OAO-TrAdaBoost performs poorly in this regard. To explain this, it should be noted that OAOTrAdaBoost treats instances from different source domains equally, and therefore neglects the differences among them. Furthermore, by analyzing the weight updating scheme of TrAdaBoost, we find that during each iteration, TrAdaBoost trains the current base classifier using the weighted instances from S = S 1 ∪ S 2 ∪ S 3 and T l , and then the base classifier's error on T l would be calculated for weight updating. However, the calculated error is likely to be 0 if the base classifier learns well, which would end weight updating and lead to poor classification performance of OAO-TrAdaBoost. That explains why adding more hidden neurons of ELM decreases the classification accuracy of OAO-TrAdaBoost, as is shown in Fig. 2 (a) , since ELM's learning capability can be enhanced with more hidden neurons. In addition, too many iterations for OAO-TrAdaBoost leads to one label for all instances, as is shown in Fig. 2 (a)-(b) where the classification accuracy of OAO-TrAdaBoost is below 20%. This is due to the accumulation of weight imbalance, as mentioned by Al-Stouhi et al. [10] . (5) The choice of hidden neuron number N and iteration number M would significantly affect the classification accuracy as well as computation burden. Roughly speaking, bigger N and M would lead to better classification results at the cost of more computation burden. But adding hidden neurons or iterations would not always improve the classification performance if N and M are big enough. On the contrary, it will only make the computation burden intolerable. To achieve proper N and M, one should make a tradeoff between the classification accuracy and computation burden by multiple trials. The Classification accuracy of these methods can be high if n 1 is big enough, but n 1 is predefined and cannot be set by users.
Conclusions
In this paper, we develop a new transfer boosting algorithm called MultiTransferBoost, which extends TransferBoost to make it applicable for multi-classification tasks. By the redefinition of factors used for updating weights of instances, which come from different source domains, the hamming loss of output coding is minimized during each iteration, and through which MultiTransferBoost achieves accuracy and relatively affordable computational burden. Through theoretical analysis and experimental comparison, we show that MultiTransferBoost is effective as a transfer learning algorithm for multi-classification. However, problems such as how to choose an optimal iteration number and the base classifier for specific tasks remain unclear. This is a direction for further study.
