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ABSTRAK
Setiap varietas padi memiliki karakter tertentu dengan anjuran tanam berbeda. Petani umumnya kesulitan memilih 
varietas padi yang cocok untuk ditanam di lahan mereka karena kurangnya kemampuan identifikasi. Algoritma klasifikasi 
merupakan solusi mengatasi masalah ini karena mampu mengidentifikasi varietas padi melalui citra digital. Tujuan 
penelitian ini adalah menerapkan dan mengevaluasi beberapa algoritma klasifikasi untuk mengidentifikasi varietas padi 
menggunakan fitur warna dan tekstur. Penelitian dilakukan di kabupaten Indagiri Hilir Riau pada tahun 2018. Mesin 
pembelajaran dibangun dengan cara menggabungkan beberapa algoritma klasifikasi (classifier), yaitu Support Vector 
Machine, k-Nearest Neighbors, Logistic Regression, dan Decision Tree. Varietas yang diteliti adalah IR42, Inpara-9. dan 
Batang Piaman. Berdasarkan tingkat ketelitian masing-masing algoritma, k-Nearest Neighbors memberikan hasil lebih 
baik dibanding algoritma lainnya, baik dengan maupun tanpa normalisasi data. Terdapat enam sampel Inpara-9 yang 
diprediksi benar (true positive) dan lima sampel diprediksi salah (false positive). Pada varietas Batang Piaman terdapat 
delapan sampel yang diprediksi benar (true positive). Pada IR42 terdapat lima sampel yang diprediksi benar.
Kata kunci: padi, varietas, identifikasi, citra digital 
ABSTRACT
Each rice variety has certain characteristics with different planting recommendations. Farmers generally find it difficult 
to select rice varieties suitable for planting on their land due to a lack of identification capabilities. The classification 
algorithm is a solution to this problem because it is able to identify rice varieties through digital images. The purpose 
of this study was to apply and evaluate several classification algorithms to identify rice varieties using color and texture 
features. The research was conducted in Indagiri Hilir Riau district in 2018. Machine learning was built by combining 
several classification algorithms (classifier), namely Support Vector Machine, k-Nearest Neighbors, Logistic Regression, 
and Decision Tree. The varietes studied were varieties IR42, Inpara-9. and Batang Piaman. Based on the level of accuracy 
of each algorithm, k-Nearest Neighbors gives better results than other algorithms, both with and without normalization 
data. There were six samples of Inpara-9 that were predicted to be true (true positive) and five samples were predicted to 
be false (false positive). In the Batang Piaman, there were eight samples that were predicted to be true (true positive). In 
IR42, there were five samples that were predicted to be true.
Key words: rice, varieties, identification, digital image 
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PENDAHULUAN
Padi (Oryza sativa L.) yang setelah diolah menjadi 
beras merupakan pangan utama sebagian populasi 
penduduk dunia. Beras mengandung vitamin, mineral, 
dan amino acid (Sadeghi et al., 2013). Ada beberapa 
varietas unggul padi yang dikenal antara lain Batang 
Piaman, IR42, dan Inpara-9. Lama pertumbuhan tanaman 
padi berkisar antara 3-6 bulan, bergantung pada varietas 
dan lingkungan tumbuh. Lebih dari 90% produksi 
beras dunia dihasilkan pada agroekosistem lahan 
sawah irigasi. Padi mampu berproduksi pada kondisi 
lingkungan tertentu dan jika tidak sesuai menyebabkan 
kegagalan panen. Padi umumnya mampu tumbuh pada 
agroekosistem lahan sawah irigasi, lahan rawa pasang 
surut, dan lahan dengan lingkungan salinitas (Bouman, 
Buresh, Dobermann, & Fitzgerald, 2013).
Dalam budi daya padi, beberapa faktor yang perlu 
diperhatikan selain agroekostem dan iklim adalah 
varietas. Di Indonesia terdapat berbagai jenis varietas 
padi seperti Inbrida Padi Sawah Irigasi (Inpari), 
Hibrida Padi (Hipa), Inbrida Padi Gogo (Inpago), dan 
Inbrida Padi Rawa (Inpara). Sebelum dibudidayakan, 
varietas-varietas padi tersebut perlu dikenal dan dipilih 
kesesuaiannya dengan kondisi lahan dan musim tanam. 
Kesalahan dalam pemilihan varietas dapat menyebabkan 
penurunan produksi dan bahkan gagal panen karena tidak 
sesuai dengan agroekosistem pengembangan dan musim 
tanam. 
Identifikasi varietas padi umumnya berdasarkan 
deskripsi secara visual, namun teknik tersebut sulit 
mengenali varietas yang mempunyai morfologi benih 
serupa (Adnan et al., 2015). Teknik yang berpotensi 
digunakan untuk identifikasi benih padi antara lain 
Simple Sequence Repeat (SSR) (Mulsanti et al., 2013), 
khusus untuk membedakan tetua padi hibrida, varietas 
padi yang berbeda atau campuran varietas lain, bahkan 
pada benih yang tertular penyakit. Kelemahan teknik 
SSR adalah relatif mahal diterapkan dalam pengujian 
rutin.
Metode lain yang dapat digunakan adalah uji BUSS 
(baru, unik, seragam, dan stabil) (Sitaresmi et al., 
2013). Kelemahan uji BUSS adalah sebagian karakter 
penciri varietas bersifat kualitatif sehingga terbuka 
kemungkinan perbedaan penilaian secara  subyektif. 
Identifikasi varietas juga bisa dilakukan dengan cara 
mendeskripsikan morfologi benih (Koutroubas et al., 
2004). Identifikasi varietas padi berdasarkan morfologi 
seperti ukuran gabah biasanya dilakukan secara manual 
menggunakan caliper sehingga memerlukan banyak 
waktu dan tidak efisien (Thind & Sogi, 2005).
Alternatif lain yang dapat digunakan adalah 
memanfaatkan teknologi komputer yang didesain 
khusus untuk mampu mengidentifikasi jenis varietas 
menggunakan algoritma klasifikasi (classifier) 
berdasarkan fitur tertentu dengan citra digital. Dalam hal 
ini diperlukan pemilihan fitur yang tepat. Fitur digunakan 
untuk mengidentifikasi obyek dan mampu membedakan 
dengan obyek lain, sehingga pengelompokkan obyek 
dapat dilakukan dengan baik dan memberikan akurasi 
yang baik pula. Oleh karena itu pemilihan fitur sangat 
menentukan keberhasilan pengenalan pola (Chen et al., 
2020)
Keberhasilan proses identifikasi citra digital juga 
ditentukan oleh pemilihan classifier yang tepat. Beberapa 
classifier yang sering digunakan dalam melakukan 
prediksi yaitu Decision Tree, k-Nearest Neighbors 
classifier (KNN), Logistic Regression, Support Vector 
machine. Meskipun sudah banyak algoritma klasifikasi 
yang diusulkan namun sulit menetapkan algoritma 
yang sesuai untuk tugas klasifikasi tertentu. Masing-
masing algoritma memiliki kelebihan dan kekurangan. 
Ensemble learning machine merupakan metode 
yang menggabungkan beberapa algoritma klasifikasi 
menggunakan aturan tertentu sedemikian rupa sehingga 
dapat mengombinasikan kekuatan masing-masing 
algoritma klasifier tunggal dan memiliki performa 
generalisasi yang lebih baik daripada klasifikasi tunggal 
(Raschka, 2015). 
Tujuan penelitian adalah menerapkan dan mengevaluasi 
beberapa algoritma klasifikasi untuk mengidentifikasi 
varietas padi menggunakan fitur warna dan tekstur.
BAHAN DAN METODE
Penelitian dilakukan di kabupaten Indagiri Hilir Riau 
pada tahun 2018. Benih padi sampel diperoleh dari Dinas 
Pertanian Tanaman Pangan dan Holtikultura kabupaten 
Indragiri Hilir, Riau. Machine learning dibangun dengan 
cara menggabungkan beberapa algoritma klasifikasi 
(classifier). Algoritma yang digunakan adalah Support 
Vector Machine, K-Nearest Neighbors, Logistic 
Regression, dan Decision Tree. Benih padi yang diteliti 
yaitu dari varietas IR42, Inpara-9. dan Batang Piaman. 
Fitur yang digunakan adalah rata-rata warna (Red, 
Green, Blue - RGB), deviasi standar RGB, pemanfaatan 
fitur tekstur GLCM (Grey Level Co-occurrence Matrix) 
berdasarkan contrast, dissimilarity, homogeinety, energy, 
correlation, dan ASM. 
Citra sampel diambil menggunakan kamera digital 
dan disimpan dengan format file dalam bentuk JPG. 
Peralatan yang digunakan adalah komputer Macbook 
Pro dengan spesifikasi OS (Operating System): MacOS 
Sierra version 10.12.2, MacBook Pro  (15-inch, 2011), 
Processor 2.2 GHz inter Core i7, Memory 4 GB 133 
MHz DDR3, Graphic AMD Radeon HD 6750M 1024 
MB, Intel HD Graphic 3000 384 MB. 
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Dalam penelitian diggunakan sebuah kamera untuk 
pengambilan gambar sampel dengan spesifikasi EOS 
7D dan lensa 18-55 mm (standard). Langkah penerapan 
dan evaluasi beberapa algoritma mesin pembelajaran 
dalam mengidentifikasi varietas padi mencakup ekstraksi 
fitur, normalisasi data, pengembangan sistem, serta 
implementasi dan evaluasi. 
Ekstraksi Fitur
Pada tahapan ini dilakukan ekstraksi fitur atau ciri 
masing-masing benih padi melalui citranya. Terdapat 
30 jenis fitur berupa RGB (rata–rata dan deviasi 
standar) (Thamizhvani et al., 2018), GLCM (Grey 
Level Co-occorence Matrix) (Sharma, Priyanka, Kalsh, 
& Saini, 2015) yang terdiri atas contrast, dissimilarity, 
homogeineity, ASM (Angular Single Moment), energy, 
dan correlation yang masing-masing diambil dari 
berbagai angle 00, 450,900, 1350.
Fitur pada citra yang telah diekstraksi dinyatakan dalam 
vektor fitur yang terbagi menjadi beberapa kelompok, 
sepertivektorfitur  rata-rata warna dan deviasi standar 
warna pada masing-masing kanal RGB. Jika sejumlah 
piksel pada citra Q adalah N sedangkan T adalah transpose 
vektor,  masing-masing adalah rata-
rata fitur pada kanal R, G, dan B pada citra Q, maka nilai 







Vektor fitur pada nilai deviasi standar warna (y) untuk 







Vektor fitur Grey Level Co-occurrence Matrix 
(Hall-Beyer, 2017) menggunakan formula 9-14 yang 
merupakan rumus untuk mengalkulasi tekstur, dimana 
P_(i,j) adalah nilai probabilitas pada sel matrik co-








Pada tahapan ini dilakukan penyeragaman skala 
ukuran fitur karena terkadang memiliki skala 
pengukuran yang berbeda. Oleh karena itu, data perlu 
dinormalisasi. Min-max normalisasi adalah proses pada 
pengambil pengukuran data pada satuan mesin dan 
mentranformasikan nilai antara 0,0 hingga 1,0 dimana 
nilai terkecil (min) menjadi 0,0 dan nilai tertinggi (max) 
1,0 (Raschka, 2015). Cara ini memudahkan cara untuk 
membandingkan nilai yang diukur menggunakan skala 
atau perbedaan pada pengukuran satuan pada pengukuran. 
Nilai normalisasi didefinisikan sebagai formula 15.
.................................(15)
Pengembangan Sistem
Pata tahapan ini dilakukan identifikasi komponen dan 
proses yang akan berinteraksi dalam sistem. Selanjutnya 
merancang sistem yang diberikan dalam bentuk blok 
diagram, yang menunjukkan komponen-komponen dan 
proses-proses berinteraksi.  
Implementasi dan Evaluasi 
Pada tahap implementasi digunakan tool development 
untuk pengembangan aplikasi sebagai berikut: Phyton, 
Numpy, Matplotlib, Scikit-learn, Scikit-images, Pandas, 
PyQT, dan SQLite. Pada tahap evaluasi dilakukan 
pengujian masing-masing algoritma Support Vector 
Machine, K-Nearest Neigbors, Decision Tree, Logistic 
Regression dan Ensemble Majority Vote menggunakan 
Cross Validation (Varoquaux, Raamana, Engemann, 
Hoyos-idrobo, AndrésSchwartz, & Thirion, 2017), 
confusion matrix, Precision, Recall, F1-Score (Kirimi 
& Moturi, 2016). Pada k-Fold Cross Validation, data 
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pelatihan dibagi secara acak ke dalam k-Folds tanpa 
menggantikan, dimana k-1 folds digunakan untuk model 
pelatihan dan satu fold digunakan untuk pengujian. 
Prosedur ini dilakukan berulang sebanyak k kali sehingga 
diperoleh model dan perkiraan kinerja (Raschka, 2015). 
Confusion matrix adalah matriks per segi sederhana 
yang melaporkan perhitungan true positive (TP), true 
negative (TN), false positive (FP), dan false negative 
(FN) untuk memprediksi  classifier (Thomas et al., 2018), 
sebagimana ditunjukan pada Gambar 1.
Error (ERR) dan accuracy (ACC) merupakan informasi 
tentang sampel yang tidak terprediksi (miss classfied). 
Kesalahan dapat dihitung dengan menjumlahkan semua 
kesalahan prediksi dibagi dengan total prediksi, dan 
akurasi dikalkulasikan dengan menghitung jumlah 
kebenaran dalam prediksi dibagi dengan total jumlah 




True Positive rate (TPR) dihitung menggunakan 
formula 18 dan Positive predictive value (PPV) 
menggunakan formula 19, yaitu matriks performa 
berhubungan dengan true positive dan true negative. 
Dalam fakta, recall adalah sinonim true positive.
........................................(18)
.................................................(19)
Precision (PRE) dihitung menggunakan formula 20 
dan recall (REC) dihitung dengan formula 21, yaitu 
matrix performa yang berhubungan dengan true positive 




Praktek kombinasi precision dan recall digunakan 
untuk pemanggilan F1-score dengan formula 22.
............................................(22)
Pada tahap akhir diberikan kesimpulan hasil pengujian 




Pada tahap akuisisi data berhasil dikumpulkan sebanyak 
60 sampel berupa citra (images) benih padi dari ketiga 
varietas. Masing-masing adalah sebagai berikut: varietas 
IR42 sebanyak 22 sampel, varietas Inpara-9 sebanyak 22 
sampel dan varietas Batang Piaman sebanyak 16 sampel. 
Normalisasi
Pada tahap normalisasi berhasil dilakukan 
penyeragaman skala ukuran berkisar antara 0-1 untuk 
setiap fitur. Tabel 1 menunjukkan contoh normalisasi 
data. Tidak semua nilai fitur ditampilkan pada tabel, 
namun mewakili fitur-fitur lain yang ada. Semua nilai 
fitur berada pada kisaran 0-1. Dengan demikian, semua 
nilai fitur berada dalam skala yang sama.
Pengembangan Sistem
Pada tahap ini berhasil dibangun rancangan sistem. 
Gambar 2 adalah tahapan pengembangan sistem, yang 
terdiri atas tahap awal hingga dilakukan prediksi. Tahap 
awal dimulai dari penangkapan citra atau image. Setelah 
itu dilakukan ekstraksi fitur. Sebagian data hasil proses 
ekstraksi digunakan untuk data training atau data sampel. 
Gambar 1. Confusion matrix pengukur kinerja algoritma
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Sebagian data digunakan sebagai data testing. Model 
classifier dibentuk berdasarkan hasil algoritma training. 
Proses klasifikasi menggunakan model classifier yang 
dipilih. Selanjutnya sistem sudah dapat melakukan 
prediksi label pada data baru yang belum diketahui 
katagorinya.
Proses training menggunakan training dataset setelah 
dilakukan ekstraksi dan disimpan dalam dataset pelatihan. 
Dataset yang telah disimpan digunakan untuk training 
algoritma agar machine learning memiliki kemampuan 
mengenali pola pada citra. Percobaan dilakukan 
menggunakan beberapa algoritma terpilih yaitu Support 
Vector Machine dan K-Nearest Neigbors (Reddy, 
Prasad, & Mounika, 2017), Decision Tree (Wang, Yu, 
Liu, & Li, 2018), Logistic Regression (Raschka, 2018), 
dan Ensemble Majority Vote (Pramesti, Herdiyeni, & 
Nugroho, 2018) yang merupakan kombinasi empat 
algoritma sebelumnya. 
Sebelum menetapkan model final untuk penentuan 
model algoritma yang baik, dilakukan pengujian 
Tabel 1. Normalisasi data
Gambar 2. Blok diagram pembangunan sistem
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menggunakan Gridsearch Cross Validation untuk 
mencari parameter terbaik. Parameter yang digunakan 
ditunjukkan pada Tabel 2. Pada masing-masing algoritma 
dilakukan setting parameter untuk memberikan nilai 
prediksi terbaik.
Setelah menentukan parameter, kemudian dilakukan 
pengujian algoritma pada data set yang telah terlabel 
menggunakan cross validation, confusion matrix, 
precision, recall, dan F1-score. Pada Gambar 3 
ditunjukkan hasil pengujian menggunakan cross 
validation dengan dan tanpa normalisasi.
Pengujian menunjukkan support vector machine, 
K-nearest neighbors, decision tree, logistic regression, 
dan ensemble majority vote memberikan hasil berturut-
turut 75%, 77%, 75%, 75%, dan 72%. Data yang telah 
dinormalisasi memberikan hasil masing-masing 80%, 
85%, 77%, 82%, 82%. Pada setiap jenis algoritma 
klasifikasi terjadi peningkatan akurasi dengan adanya 
proses normalisasi. K-neraest neihbors memberikan hasil 
yang lebih baik dibanding algoritma lainnya, baik pada 
data tanpa normalisasi maupun yang telah dinormalisasi. 
Namun peningkatan akurasi yang terbesar terjadi pada 
ensemble learning menggunakan aturan majority vote, 
yaitu 10% dari 0,72 menjadi 0,82.
Pada Gambar 4 dapat dilihat salah satu keluaran sistem 
berupa confusion matrix. Setelah memasukan data yang 
belum diketahui untuk dilakukan prediksi diberikan 
output berupa hasil prediksi atau informasi data yang 
belum terlabel tersebut.
Hasil prediksi menggunakan confusion matrix, dimana 
skala 0 adalah varietas Inpari-9, skala 1 varietas Batang 
Piaman, dan skala 2 adalah IR42. Vertikal adalah aktual 
dan horisontal adalah hasil prediksi. Pengujian ini 
menggunakan 30 dari 60 sampel, dimana 50% data tidak 
dinormalisasi diambil secara acak yang digunakan untuk 
pelatihan dan 50% digunakan untuk pengujian. Dalam 
pengujian ini memberikan enam sampel benih padi 
Inpara-9 yang diprediksi benar (true positive) dan lima 
sampel diprediksi salah (false positive). Pada benih padi 
varietas Batang Piaman terdapat delapan sampel yang 
diprediksi benar (true positive). Pada benih IR42 terdapat 
lima sampel yang diprediksi benar.
Tabel 2. Parameter algoritma
Algoritma Parameter
Support Vector Machine C = 0.1 
Kernel = Linear
K-Nearest Neighbors Algorithm = auto 
n_neighbors = 7
Decision Tree Max_depth = 5 
Random_state = 5
Logistic Regression C = 10.0  
Penalty = L2 
Random_state = 0
Majority Vote Estimator = [svm, knn, tree, lr]  
Voting = hard
Gambar 3. Hasil pengujian cross nalidation
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Pada Gambar 5 dapat dilihat salah satu hasil 
pengujian prediksi berdasarkan precision, recall, dan 
F1-score menggunakan mesin pembelajaran. Hasil yang 
didapatkan tanpa normalisasi data masing-masing 72% , 
66%, dan 63% untuk precision, recall, dan F1-score.
KESIMPULAN
Penerapan dan evaluasi beberapa algoritma klasifikasi 
untuk mengidentifikasi varietas padi menggunakan fitur 
warna dan tekstur, telah dilakukan. Terdapat enam sampel 
benih padi Inpara-9 yang diprediksi benar (true positive) 
dan lima sampel diprediksi salah (false positive). Pada 
benih padi varietas Batang Piaman terdapat delapan 
sampel yang diprediksi benar (true positive). Pada 
benih IR42 terdapat lima sampel yang diprediksi 
benar. Normalisasi data berhasil meningkatkan kinerja 
semua algoritma. Peningkatan signifikan terjadi pada 
pembelajaran ensemble menggunakan majority vote.
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