Deep neural network regression models produce substantial gains in big data prediction systems. Multilayer perceptron neural (MPL) networks have more various properties than single-layer feedforward neural networks. A deeper neural network is more intelligent and sophisticated, which is one of the main research directions. However, the disappearing gradient is the primary problem that restricts the research. The appropriate activation function is one of the effective methods for solving this problem. A bold idea about activation functions emerged: if the activation function is different in two adjacent training epochs, the probability of the same gradient value will be small. We proposed a novel activation function whose shape can be changed dynamically in training. Our experimental results show that this activation function with ''dynamic'' characteristics can effectively avoid the disappearing gradient and can make the multilayer perceptron neural networks deeper.
I. INTRODUCTION
The neural network has excellent performance in big data processing with powerful data modelling and fitting capabilities. The research shows that if the number of hidden layer units is sufficient, any nonlinear function can be fitted using a singlelayer feedforward neural networks (SLFNNs) [1] . However, SLNNs have insufficient performance in high-dimensional big data models. Multilayer perceptron (MLP) neural networks have various properties [2] - [5] than SLFNNs with the rapid development of NNs. The MLP is sometimes also called a deep neural network (DNNs) [6] .
Training of DNNs is now state of the art for many complex function fitting tasks and more complicated than shallow networks [7] - [9] . It has been troubled by the problem of disappearing gradient [10] , [11] . DNN training becomes more unpredictable and unexplained with increasing hidden layers [12] - [15] . The currently used activation functions are as follows: sigmoid, tanh and rectified linear unit (ReLU).
A sigmoid function is a mathematical function with a characteristic ''S''-shaped curve or sigmoid curve. A sigmoid function is a bounded, differentiable, real function that is defined for all real input values [16] and has a non-negative derivative at each point [17] . A wide variety of sigmoid The associate editor coordinating the review of this manuscript and approving it for publication was Liangxiu Han . functions are used for the activation function of neural networks [18] , which include logistic and hyperbolic tangent (tanh) functions. Over the last few decades, especially in the 1990s, the sigmoid function has been a major activation function. It is used early for the particular case of the logistic function and data fitting.
The shapes of these activation functions are pre-fixed, and the shape of the adaptive sigmoid and tanh activation functions is variable. The research shows that the algorithms speed up convergence and modify the search path in the weight space, possibly reaching deeper minima that may also improve generalization [17] , [19] , [20] .
In recent decades, the use of activation functions in deep networks prefers a ReLU function [21] rather than traditional sigmoidal functions. ReLU and leaky ReLU have a faster gradient [22] - [24] . They are effective and practical activation functions for deep neural networks [25] . The slope of ReLU and leaky ReLU is invariable, and then random rectified linear unit (RReLU) activation functions are presented [26] . The negative slope of RReLU is random in training and is selected randomly from a uniform distribution [27] . Table 1 summarizes the advantages and disadvantages of existing proposals. These are helpful for the reader to overview the current main activation function features, and interested readers will soon appreciate the novelty of the paper. These activation functions described above are pre-fixed shaped, or their shape changes are random. They do not work reliably in DNNs, especially when the hidden layer's number exceeds ten. We proposed a novel activation function called a dynamic rectified linear unit (DReLU). A dynamic parameter is introduced into DReLU, making the activation function exhibit dynamic characteristics. It is also a variant of leaky ReLU. The definition and testing of the DReLU activation function are shown in the following sections.
II. APPROACH
In this section, the metrics that will be used in our experiments are identified (Sec.2.1). Then, we review the ReLU and leaky ReLU (Sec. 2.2). Subsequently, we present DReLU and its methods in a weight update for neural networks (Sec. 2.3). For ease of reading, we refer to them in the following sections ReLU, LReLU, and DReLU.
A. METRICS
The performances were evaluated using the mean squared error (MSE), root mean square error (RMSE), mean absolute error (MAE), and coefficient of determination (R 2 ), defined as mean squared error (MSE)
root mean square error (RMSE)
coefficient of determination (R 2 )
where y true is the label vector, y j is the predicted value, y is the mean of the label value, and m is the number of test samples. The subscript j in y j indicates the sample number. A lower RMSE and MAE or a higher R 2 value indicates better prediction performance.
Here, L 1 = λ 1 W 1 and L 2 = λ 2 2 W 2 2 . The elastic net adopted a hybrid normal algorithm and was presented in Algorithm [14] . The main purpose of introducing elastic net is to avoid over-fitting target predictions by NNs and improve the generalization of the model. Elastic net was added to the L to form the loss function. It is a common regularization method in our data regression modelling work. In this paper, J was used for loss function for training.
B. RELU AND LEAKY RELU
In practice, because of the problem of vanishing gradients, the application of the logistics activation function is limited, and the number of hidden layers is usually no more than five layers in DNNs [13] . The ReLU solves the bounded derivatives problem [22] that allows DNNs to carry more hidden layers and have faster speeds [25] . The ReLU was defined as follows:
An obvious problem with ReLU is that its activation can become stuck in 'zero' for incorrect initialization or unfortunate weight updates, regardless of the input; that is, referred to as the 'dying ReLU' condition. The leaky ReLU (LReLU) function was presented to circumvent this problem [15] , defined as:
where the parameter α > 0 is usually set to a small value, such as 0.01∼0.05. In our work, α is set to 0.02.
The DReLU function is based on the ReLU function and combines the features of leaky ReLU, defined as:
where the subscript τ is the current training epoch, α is set to 0.02, and β is a dynamic variable and determined by the last test error (mse τ −1 ) in this paper. We refer to Eqn. (10) as dynamic ReLU (DReLU). Because β is a variable in training, which causes αβ of the DReLU function to be a variable rather than a constant. It is different from the constant-coefficient α of leaky ReLU. Compared with ReLU and leaky ReLU, the DReLU function sweeps almost all the third quadrant areas in the whole training, which is more flexible than LReLU in the negative region.
2) WEIGHTS UPDATE OF DRELU
In this section, we explain how the weights of the hidden layers in the NNs with the DReLU activation function are updated in training. For ease in understanding, the weights update process of DNNs can be approximately and simply explained by the backpropagation of SLNNs, which was proven in Goodfellow [28] .
The gradient of w ij for objective function j is:
where L 0 is the MSE and y is the activation function. The subscript i is the index of the sample, and j is the number of the jth hidden layer unit in the ith sample in training. The gradient of y for L is:
In one hidden layer, a hidden unit value u is defined as:
Here, w is the weight, b is the bias in each layer. Additionally, there is b = 0 in the final output layer. The gradients of w and b for u are as follows:
The activation function is defined as follows:
Here, δ is DReLU. The gradient of u for y is:
The gradient propagated from the deeper layer is:
Equations (12), (14) , and (17) are input into (18):
The weights of the neural network are updated iteratively based on the training data:
where η is a learning rate, and it is a hyperparameter. When Eqn. (11) , (19) are input into (20) , the weight update w is:
where α, λ 1 , λ 2 , x, η, and m are constants, λ 1 = λ 2 = 0.0005, m is the number of samples, η = 0.0001, and β is a dynamic variable. From Eqn. (22), we learn that w is related not only to these constants but also to parameter β. The update rate of the weight of the neural network in the influence of the DReLU activation function is dynamic, that is the largest difference from the traditional ReLU and its variants leaky ReLU. When the network depth exceeds seven hidden layers, to avoid too large MSE values and cause the model to fail, we propose a DReLU variant function ''exp-DReLU.'' It is defined as
The curves of normal DReLU and exp-DReLU are printed in Figure 1 . The standard deviation std(γ ) is 0.0425, and std(β) is 0.0567. The std(γ ) is smaller than normal DReLU. The 'exp-DReLU' method can effectively constrain the distribution of β.
Carefully studying two different curves, it is found that their convergence rate is synchronous. This synchronous convergence is critical to DReLU and exp-DReLU: it ensures that the activation function is radical at the beginning of training and converges to a small value at the end. In essence, normal DReLU and exp-ReLU have the same characteristics. The exp-DReLU has superior performance when the hidden layer depth exceeds seven layers. as shown in Figure 2 . In the following sections, if the hidden layer of NNs exceeds ten layers, the DReLU activation function adopts the exp-DReLU method.
III. EXPERIMENT
Our work background is data regression and prediction through DNNs. We tried to experiment with five different activation functions to observe the effect of these activation functions on the predictive performance of the model. The five activation functions are sigmoid, tanh, ReLU, leaky ReLU, and DReLU. 
A. DATASETS
To evaluate the proposed activation function, four nonlinear and high-dimensional datasets were applied to the benchmark problems listed in Table 2 . They are the Electrical Grid Stability Simulated Dataset, the Boston House Price Dataset, the Superconductivity Dataset, and the Industrial Steam dataset. The Electrical Grid Stability Simulated Data, Boston House Price Dataset, and the neural and Superconductivity Dataset were selected from the UCI website: http://archive.ics.uci.edu/ml/index.php. The Industrial Steam Dataset was selected from the Alibaba Cloud TIANCHI website: https://tianchi.aliyun.com/home/. For ease of reading, we refer to them in the following sections from D1 to D4.
B. EXPERIMENT SETTINGS 1) PREPROCESSING
It has been found in our research that preprocessing normalization methods are necessary for regression prediction. The MinMaxScaler normalization was used in our research. It is defined as
where x mean and x std are the mean and standard deviation of dataset X, respectively. Taking dataset D3 as an example, the influence of nonnormalization and normalization measures on the model is shown in Figure 3 . Without normalization measures, the DReLU model is invalid (blue), and with normalization measures, the model is stable and effective (red).
2) MODEL STRUCTURE AND ALGORITHM
The experimental model has one input layer, some hidden layers, and one output layer. We observed the corresponding model performance by adjusting the number of hidden layers. Figure 4 shows how the DReLU activation function introduces β parameters.
In our experiment, we adopted the ''Adam'' optimization algorithm [29] . Adam is an adaptive learning rate optimization algorithm. Empirically, Adam is an effective and practical optimization algorithm for deep neural networks. It is currently one of the most popular optimization methods being employed routinely by deep learning practitioners [28] .
3) PARAMETER INITIALIZATION
For the initialization of weights w and biases b at each layer, our experiment referred to the research results of Glorot [25] and initialized the w to U[−0.5,0.5] and b to be 0 at each layer. The U[−0.5,0.5] follows the Gaussian distribution in the interval (−0.5,0.5). In our work, some hyperparameters are set as follows: the η is 0.0001, the momentum parameter of Adam is 0.85, and the training epoch is 10,000.
4) COMPUTATIONAL ENVIRONMENT
All evaluations were carried out in the Python3 computational environment running on a computer with Windows 10 (64 bit), 4*3 GHz CPU, 12 GB of RAM, GeForce GTX 1060, and TensorFlow 1.6.
IV. EXPERIMENT RESULT
As shown in Figure 5 , when the number of hidden layers exceeds seven, the activation functions of sigmoid and tanh have completely failed. Additionally, the ReLU activation function begins to become unstable. As the number of hidden layers increases, especially when the hidden layer is over seven layers, the DReLU activation function begins to show its advantages. At this time, other activation functions except DReLU cannot work normally.
The data in Table 3 are the experimental results when the number of hidden layers is 13. As we learn in Table 3 , DReLU performs best compared with the five activation functions when the hidden layer exceeds ten layers. In this model, traditional sigmoid, tanh, and ReLU cannot work effectively. DReLU has a lower RMSE and MAE and a higher R 2 than LReLU and is more stable. Since we introduced the MSE value into the activation function in training, there was a concern that the training time might be longer, which was unnecessary according to the experimental results. Because the test MSE value is calculated in every training process, there are no additional calculations needed for the DReLU function. Since sigmoid and tanh activation functions have completely failed in the 13 hidden layers model, they will no longer be shown in the figures for image content refinement. The value of MSE will converge to a specific minimum value as the training, causing the parameter β to also converge in the DReLU activation function. This convergence leads to signif- icant differences in experimental results. In this DNN model, LReLU shows poor stability. However, the DReLU shows surprisingly strong stability and accuracy. This convergence is unique in the ReLU variant activation functions. We can see that DReLU is more stable and effective, and we repeated experiments many times to avoid the influence of accidental events. 
V. CONCLUSION
In this paper, we ran the above experiments to see the performance of DReLU, and several conclusions can be drawn from these error curves: • The DReLU activation functions have better stability, accuracy, and efficiency than other activation functions in DNNs.
• There are non-additional calculations needed for the DReLU activation function.
• The DReLU activation function parameter is dynamic and convergent.
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