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Some Combinatorial Structures Constructed
from Modular Leonard Triples
Jessica Sobkowiak
Abstract
Let V denote a vector space of finite positive dimension. An ordered triple of linear
operators on V is said to be a Leonard triple whenever for each choice of element of
the triple there exists a basis of V with respect to which the matrix representing
the chosen element is diagonal and the matrices representing the other two elements
are irreducible tridiagonal. A Leonard triple is said to be modular whenever for
each choice of element there exists an antiautomorphism of End(V ) which fixes the
chosen element and swaps the other two elements. We study combinatorial structures
associated with Leonard triples and modular Leonard triples. In the first part we
construct a simplicial complex of Leonard triples. The simplicial complex of a Leonard
triple is the smallest set of linear operators which contains the given Leonard triple
with the property that if two elements of the set are part of a Leonard triple, then
the third element of the triple is also in the set. In the second part we construct
a Hamming association scheme from modular Leonard triples using a method used
previously in the context of Grassmanian codes.
v
1 Introduction
In this thesis we study some combinatorial structures constructed from Leonard
triples. We shall recall background material, including precise definitions, in Chapter
2. For the sake of discussion we note that Leonard pairs and triples are respectively
ordered pairs and triples of linear operators and that any two elements of a Leonard
triple form a Leonard pair.
Much of our work focuses on a special family of Leonard triples called modular
Leonard triples. In [13] the modular Leonard triples were completely classified into
seven families. In [12], [13], connections to the modular group (and thus the braid
group) and to spin models for link invariants were developed. A related family of
Leonard pairs also arises in connection with spin models on distance-regular graphs
[11], [12].
In the first part of this thesis (Chapters 3 and 4) we construct a simplicial complex
from a Leonard triple. We identify Leonard triples with triangular faces, Leonard pairs
with edges, and the elements of Leonard triples with points. The simplicial complex
is the smallest set of linear operators which contains the given Leonard triple with the
property that if two elements of the set are part of a Leonard triple, then the third
element of the triple is also in the set. In Chapter 3 we develop some theoretical results
and tools to study this complex. In particular, this provides a means of constructing
the simplicial complex of a modular Leonard triple.
In Chapter 4, we study the simplicial complex of the modular Leonard triples. We
show that for 4 of the 7 families of modular Leonard triples, the associated complex is
just a single triangle. For the remaining 3 families, the associated simplicial complex
appears to be infinite unless the parameters take on special values. Our focus is on the
case when the simplicial complex is finite. We find examples in which the complex
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is a tetrahedron, an octahedron, an icosahedron, and a triangular torus. We also
find examples which have a certain local finiteness property, but which nonetheless
appear to be infinite. The work in this chapter is computational, so we include some
Mathematica code to illustrate the computations.
In the second part of this thesis (Chapter 5) we show that one may construct
a Hamming association scheme from Modular Leonard triples using a method used
previously in the context of Grassmanian codes by Roy [39], [40]. The Pauli matrices
are a common example from these two theories.
We recall a little history. Leonard pairs were introduced by P. Terwilliger [41] to
complete E. Bannai and T. Ito’s [4] algebraic abstraction of the work of D. Leonard
[24]. Leonard gave a characterization of the orthogonal polynomials with finite sup-
port whose duals are also orthogonal polynomials with finite support [24]. Leonard’s
work arose in the context of association schemes–a natural context at the time. In-
deed, in his thesis [15], Delsarte described a certain duality in metric and co-metric
(P - and Q-polynomial) association schemes using known orthogonal polynomials and
various hypergeometric functions [16] which behaved similarly. It was this work which
inspired R. Askey and J. Wilson to further study the connection between hyperge-
ometric functions and orthogonal polynomials [2], first leading him to discover the
q-Racah polynomials among the orthogonal polynomials with finite support, and later
to the classification by R. Askey and J. Wilson of all orthogonal polynomials with
orthogonal duals [1]. The results of Leonard and of Askey and Wilson [1], [2] are
analogous and independent, the former treating the case with discrete support, the
latter treating the case with continuous support. The orthogonal polynomials related
to Leonard pairs form the terminating branch of the Askey scheme [52].
Leonard pairs are also related to association schemes. Among association schemes,
some of the nicest are those arising from distance-regular graphs (the metric, or
P-polynomial associations schemes) [4], [5]. From an association scheme one may
construct a subconstituent, or Terwilliger, algebra [9]. The irreducible representations
of the subconstituent algebra of a distance-regular graph are tridiagonal pairs [41],
[42], [43]. In many instances they are actually Leonard pairs [19]. We note that
if the association scheme of a distance-regular graph supports a spin model, then
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every irreducible representation of the associated subconstituent algebra is not only
a Leonard pair [10], but a spin Leonard pair [9]. Spin Leonard pairs are known to
extend to a modular Leonard triple [12]. We note that the known finite examples of
simplicial complexes have an association scheme structure.
The Leonard pairs are completely classified into 13 families according to which
orthogonal polynomials arise from them [52]. Their connection to orthogonal polyno-
mials has been further developed in [6], [7], [18], [19], [26], [36], [41], [42], [43], [44],
[45], [46], [47], [48], [49], [51], [52], [53], [54], [55], and [56].
These orthogonal polynomials arise frequently in connection with finite-dimensional
representation of many nice groups, Lie algebras, and quantum groups. Thus it is no
surprise to find Leonard pairs associated with various algebras [6], [7], [9], [17],[36],
[41], [42], [43]. Leonard pairs have also been studied as linear algebraic objects in
their own right as well [12], [13], [17], [26],[27], [28], [29], [30], [31], [32], [33], [34] [35],
[44], [45], [46], [47], [48], [49], [52], [53], [54], and [55].
3
2 Prelimaries for Leonard pairs
In this chapter we recall some material concerning endomorphisms, antiautomor-
phisms, Leonard pairs, Leonard triples, and related objects. We will use this material
in our work in the following chapter.
2.1 Endomorphisms and matrices
Henceforth, let K denote a field, and let V denote a vector space over K of finite
positive dimension.
Definition 2.1.1 By a linear operator on V we mean a K-linear map from V to V .
Let End(V ) denote the K-algebra consisting of all linear operators on V .
It is well-known that linear operators on finite-dimensional vector spaces may be
identified with matrices. Let Matn(K) be the K-algebra of all n × n matrices with
entries in K.
Theorem 2.1.2 [22] Let θ ∈ End(V ). Suppose that ν1,. . ., νn is an ordered basis B
of V. Then there are scalars aij ∈ K (1≤ i, j ≤ n) such that for all i,
νiθ = ai1ν1 + . . .+ ainνn.
The n × n matrix (aij) ∈ Matn(K) is called the matrix of θ relative to the basis B,
and is denoted [θ]B. The map from End(V ) into Matn(K) defined by θ 7→ [θ]B is a
K-algebra isomorphism.
Definition 2.1.3 By a K-algebra automorphism of End(V ), we mean a K-algebra
isomorphism from End(V ) to End(V ).
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Definition 2.1.4 By an antiautomorphism of End(V ), we mean a K-linear bijection
τ : End(V )→End(V ) such that τ(XY ) = τ(Y )τ(X) for all X, Y ∈ End(V ).
Matrices provide concrete descriptions of automorphisms and antiautomorphisms.
Lemma 2.1.5 [38] A map σ: Matn(K)→ Matn(K) is a K-algebra automorphism if
and only if there exists an invertible S ∈ Matn(K) such that σ(X) = SXS−1 for all
X ∈ Matn(K). In this case we say that S represents σ.
Lemma 2.1.6 Let σ denote a K-algebra automorphism of Matn(K). Assume that
S ∈ Matn(K) represents σ. Then for S ′ ∈ Matn(K) the following are equivalent:
(i) S ′ represents σ.
(ii) There exists a nonzero scalar a ∈ K such that S ′ = aS.
Lemma 2.1.7 [38] A map τ : Matn(K)→ Matn(K) is a K-algebra antiautomorphism
if and only if there exists an invertible S ∈ Matn(K) such that τ(X) = SX tS−1 for all
X ∈ Matn(K); where X t is the transpose of X. In this case we say that S represents
τ .
Lemma 2.1.8 Let τ denote a K-algebra antiautomorphism of Matn(K). Assume that
S ∈ Matn(K) represents τ . Then for S ′ ∈ Matn(K) the following are equivalent:
(i) S ′ represents τ .
(ii) There exists a nonzero scalar a ∈ K such that S ′ = aS.
5
2.2 Leonard pairs and triples
In this section we recall the notions of Leonard pairs and triples.
Definition 2.2.1 A square matrix over K is said to be tridiagonal whenever every
nonzero entry appears on the diagonal, the superdiagonal, or the subdiagonal. A
tridiagonal matrix is irreducible whenever the entries on the subdiagonals and super-
diagonals are all nonzero.
Definition 2.2.2 Let A1, A2 denote an ordered pair of elements taken from End(V ).
We call this pair a Leonard pair on V whenever for each B ∈ {A1, A2}, there exists a
basis of V with respect to which the matrix representing B is diagonal and the matrix
representing the other member of the pair is irreducible tridiagonal.
Lemma 2.2.3 [45] Let A1, A2 denote a Leonard pair. Then A1 and A2 together
generate End(V ).
Definition 2.2.4 Let A1, A2, A3 denote an ordered triple of elements taken from
End(V ). We call this triple a Leonard triple on V whenever for each B ∈ {A1, A2, A3},
there exists a basis of V with respect to which the matrix representing B is diagonal
and the matrices representing the other two members of the triple are irreducible
tridiagonal. Any ordered pair of distinct elements of A1, A2, A3 form a Leonard pair.
Definition 2.2.5 Given a Leonard triple on V , we refer to dim V -1 as its diameter.
The Leonard pairs are completely classified into 13 families according to which
orthogonal polynomials arise from them [52]. Their connection to orthogonal poly-
nomials has been further developed in [6], [7], [18], [19], [26], [36], [41], [42], [43],
[44], [45], [46], [47], [48], [49], [51], [52], [53], [54], [55], and [56]. These orthogonal
polynomials arise frequently in connection with finite-dimensional representation of
many nice groups, Lie algebras, and quantum groups [6], [7], [9], [17],[36], [41], [42],
[43]. Leonard pairs have also been studied as linear algebraic objects in their own
right as well [12], [13], [17], [26],[27], [28], [29], [30], [31], [32], [33], [34] [35], [44], [45],
[46], [47], [48], [49], [52], [53], [54], and [55].
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2.3 Antiautomorphisms
We recall a special antiautomorphism associated with a Leonard pair.
Lemma 2.3.1 [48] Let A1, A2 denote a Leonard pair. Then there exists an antiau-
tomorphism of End(V ) which fixes both A1 and A2. This antiautomorphism is unique
and an involution.
Lemma 2.3.2 Let A1, A2, A3 be a Leonard triple. For each permutation ijk of 123,
let αjki be the antiautomorphism from Lemma 2.3.1 fixing Aj and Ak. Then α
23
1 (A1),
A2, A3; A1, α
13
2 (A2), A3; A1, A2, α
12
3 (A3) are also Leonard triples.
Proof. Since any two elements of a Leonard triple form a Leonard pair, by Lemma
2.3.1 we know that such an αjki exists such that α
jk
i (Aj) = Aj and α
jk
i (Ak) = Ak. Since
antiautomorphisms do not change the underlying shape of the matrix, (irreducible
tridiagonal or diagonal), it follows from Definition 2.2.4 that each αjki (Ai), Aj, Ak is
also a Leonard triple. 2
We shall meet several families of Leonard triples for which all of the Leonard triples
of Lemma 2.3.2 coincide.
Definition 2.3.3 Let a1, a2, a3 be nonzero scalars and let b1, b2, b3 be any scalars.
Let I be the identity transformation. With the notation of Lemma 2.3.2, we refer to
any triple of the form a1A1 + b1I, a2A2 + b2I, a3A3 + b3I as an affine transformation
of the original triple A1, A2, A3.
Observe that an affine transformation of a Leonard triple is also a Leonard triple.
This allows us to consider fewer parameters when discussing types of modular Leonard
triples in later chapters. Observe that any antiautomorphism fixing two of A1, A2,
A3 also fixes the corresponding two of a1A1 + b1I, a2A2 + b2I, a3A3 + b3I.
Lemma 2.3.4 [14] Up to affine equivalence, every Leonard pair is in at most two
Leonard triples.
Lemma 2.3.5 [14] If A1, A2, A3 and A1, A2, A
′
3 are distinct Leonard triples, then
a(α123 (A3)) + bI = A
′
3 for some a, b ∈ K.
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2.4 Modular Leonard triples
In this section we recall the notion of modular Leonard triples.
Definition 2.4.1 [13] Let A1, A2, A3 denote a Leonard triple on V . Then this
Leonard triple is said to be modular whenever for each B ∈ {A1, A2, A3} there exists
an antiautomorphism of End(V ) which fixes B and swaps the other two members of
the triple.
Lemma 2.4.2 [13] Let A1, A2, A3 be a modular Leonard triple. For each permutation
ijk of 123, let µjki be the antiautomorphism from Definition 2.4.1 which fixes Ai and
swaps Aj and Ak. Let υij = α
ik
j µ
jk
i and υ
′
ij = µ
jk
i α
ij
k . Then
υij(Aj)=Ak=υ
′
ij(Aj), (2.4.1)
υij(Ai)=Ai=υ
′
ij(Ai), (2.4.2)
υij(Ak)=αj(Aj)=υ
′
ij(Ak). (2.4.3)
In particular, υij = υ
′
ij.
Proof. By definition, υij(Aj) = α
ik
j µ
jk
i (Aj) = α
ik
j (Ak) = Ak, υij(Ai) = α
ik
j µ
jk
i (Ai) =
αikj (Ai) = Ai, υ
′
ij(Aj) = µiαk(Aj) = µi(Aj) = Ak, υ
′
ij(Ai) = µ
jk
i α
ij
k (Ai) = µ
jk
i (Ai) =
Ai, and υij(Ak) = α
ik
j µ
jk
i (Ak) = α
ik
j (Aj). In the same way, υ
′
ij(Ak) = µ
jk
i α
ij
k (Ak) =
αikj (Aj). Thus, the result follows from Lemma 2.2.3. 2
Corollary 2.4.3 With reference to Lemma 2.4.2, υ−1ij = υik.
Proof. By Lemma 2.4.2, υijυik(Ak) = υij(Aj) = Ak. Similarly, υijυik(Ai) = υij(Ai)
= Ai. Thus, the result holds. 2
Note that µ231 , µ
13
2 , µ
12
3 induce an S3 action on A1, A2, A3 by permutation, where
S3 is the symmetric group of order 3.
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2.5 The sense of the term modular
In this section, we explain that the term modular in modular Leonard triples arises
from a connection with the modular group. Denote by SL2(Z) the set of all 2 × 2
matrices M with entries in Z such that det M = 1. Then SL2(Z) is a group under
matrix multiplication, and is called the 2-dimensional special linear group over Z
[22]. Note that the center of SL2(Z) is {I2×2,−I2×2}.
Definition 2.5.1 [22] The modular group is the group PSL2(Z) = SL2(Z)/{±I2×2}.
PSL2(Z) is also called the two-dimensional projective special linear group.
Theorem 2.5.2 [22] PSL2(Z) has presentation 〈a, b|a2 = 1, b3 = 1〉.
The usual correspondence between Definition 2.5.1 and Theorem 2.5.2 is given by
a =
0 −1
1 0
 and b =
0 −1
1 1
.
Lemma 2.5.3 With the notation of Lemma 2.4.2 and Definition 2.5.1, PSL2(Z) acts
on End(V ) as a group of automorphisms on End(V ) where a acts as υijυjkυij and b
acts as υijυjk.
Proof. By Corollary 2.4.3, (υijυjkυij)
2 = (υikυij)(υikυij) = 1 and (υijυjk)
3 = (υik)
3
= 1. 2
Definition 2.5.4 Given a Leonard triple A1, A2, A3, we define another Leonard triple
in the same PSL2(Z) orbit by the action of a and b and we may define another PSL2(Z)
action via the correspondence between any other Leonard triple in the PSL2(Z) orbit
(including certain permutations of Ai, Aj, Ak) by the extended orbit.
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2.6 Canonical modular Leonard triples
Modular Leonard triples have been classified up to isomorphism [13]. This classifica-
tion gives a matrix representative of each isomorphism class. This concrete description
is useful when computing with modular Leonard triples. The following notation and
conventions are used to classify modular Leonard triples [13]. The rows and columns
of matrices in Matd+1(K) shall be indexed by 0, 1, . . ., d.
Definition 2.6.1 [13] By a canonical modular Leonard triple of diameter d, we mean
an ordered triple of matrices A1, A2, A3 from Matd+1(K) which form a modular
Leonard triple on Kd+1 and such that (i) A2 is diagonal; (ii) each of A1, A3 is irre-
ducible tridiagonal; (iii) each row sum of A1 equals the first diagonal entry of A2.
Lemma 2.6.2 [13] Let A1, A2, A3 denote a canonical modular Leonard triple of
diameter d. Then
A1 = tridiag

b0 b1 . . . bd−1 ∗
a0 a1 . . . ad−1 ad
∗ c1 . . . cd−1 cd
 , (2.6.4)
A2 = diag(θ0, θ1, ..., θd), (2.6.5)
A3 = tridiag

b0ν1 b1ν2 . . . bd−1νd ∗
a0 a1 . . . ad−1 ad
∗ c1/ν1 . . . cd−1/νd−1 cd/νd
 , (2.6.6)
for some nonzero bi−1, ci∈K (1≤ i ≤ d), nonzero νi ∈K (1≤ i ≤ d), and ai, θi ∈K
(0≤ i ≤ d). Moreover, θ0, θ1, ..., θd are distinct and ci + ai + bi = θ0 (0≤ i ≤ d)
with c0 = 0, bd = 0.
We first consider the canonical modular Leonard triples with diameter one.
Lemma 2.6.3 [13] Two-by-two matrices A1, A2, A3 of the form (2.6.4) – (2.6.6)
with d = 1 form a canonical modular Leonard triple if and only if b0 = (1 - ν +
ν2)(θ0 - θ1)/(ν − 1)2, c1 = ν(θ1 - θ0)/(ν − 1)2, a0 = θ0 - b0, a1 = θ0 - c1, and ν1 = ν
for some ν, θ0, θ1 ∈K which satisfy ν 6= 0, ν 6= 1, ν2 - ν + 1 6= 0, and θ0 6= θ1. We
denote this canonical modular Leonard triple by MLT(O; ν, θ0, θ1).
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In the following lemmas, we display the six families of canonical modular Leonard
triples with diameter at least two.
Lemma 2.6.4 [13] Let d ≥ 2 denote an integer. For any q, ν, h, θ0 ∈K which satisfy
hνq 6= 0, qi 6= 1 (1 ≤ i ≤ d), ν3qd+i−1 6= −1 (0 ≤ i ≤ d − 1), and ν2qi 6= 1
(0 ≤ i ≤ 2d− 2), let
νi = νq
i−1 (1 ≤ i ≤ d),
θi = θ0 + h(1− qi)(1− ν2qi−1)q−i (0 ≤ i ≤ d),
b0 = −h(1− q
d)(1 + ν3qd−1)
qd(1− ν) ,
bi = −h(1− q
d−i)(q − ν2qi−1)(1 + ν3qd+i−1)
qd−i(1− νqi)(1− ν2q2i−1) (1 ≤ i ≤ d− 1),
ci =
hν(1− qi)(1 + νqd−i)(1− ν2qd+i−1)
qd−i+1(1− νqi−1)(1− ν2q2i−1) (1 ≤ i ≤ d− 1),
cd =
hν(1− qd)(1 + ν)
q(1− νqd−1) ,
ai = θ0 − bi − ci (0 ≤ i ≤ d)(c0 = 0, bd = 0).
Then A1, A2, A3 from (2.6.4) – (2.6.6) is a canonical modular Leonard triple of di-
ameter d. We denote this canonical modular Leonard triple by MLT(I; d, q, ν, h, θ0).
Lemma 2.6.5 [13] Let d ≥ 2 denote an integer. Assume char K is 0 or an odd prime
greater than d. For any s, h, θ0 ∈ K which satisfy h 6= 0, s 6= i (2 ≤ i ≤ 2d), and
11
3s 6= −2i (d+ 2 ≤ i ≤ 2d+ 1), let
νi = −1 (1 ≤ i ≤ d),
θi = θ0 + hi(i+ s+ 1) (0 ≤ i ≤ d),
b0 = −hd(3s+ 2d+ 4)
4
,
bi =
h(i+ s+ 1)(i− d)(2i+ 3s+ 2d+ 4)
4(2i+ s+ 1)
(1 ≤ i ≤ d− 1),
ci =
hi(i+ s+ d+ 1)(2i− s− 2d− 2)
4(2i+ s+ 1)
(1 ≤ i ≤ d− 1),
cd = −hd(s+ 2)
4
,
ai = θ0 − bi − ci (0 ≤ i ≤ d)(c0 = 0, bd = 0).
Then A1, A2, A3 from (2.6.4) – (2.6.6) is a canonical modular Leonard triple of
diameter d. We denote this canonical modular Leonard triple by MLT(II; d, s, h, θ0).
Lemma 2.6.6 [13] Let d ≥ 2 denote an integer. Assume char K is 0 or a prime
greater than d. For any ν, h, θ0 ∈ K which satisfy hν 6= 0, ν 6= 1, and 1− ν + ν2 6= 0,
let
νi = ν (1 ≤ i ≤ d),
θi = θ0 + hi (0 ≤ i ≤ d),
bi =
h(i− d)(1− ν + ν2)
(1− ν2) (0 ≤ i ≤ d− 1),
ci =
hiν
(1− ν2) (1 ≤ i ≤ d),
ai = θ0 − bi − ci (0 ≤ i ≤ d)(c0 = 0, bd = 0).
Then A1, A2, A3 from (2.6.4) – (2.6.6) is a canonical modular Leonard triple of
diameter d. We denote this canonical modular Leonard triple by MLT(III; d, ν, h, θ0).
Lemma 2.6.7 [13] Let d ≥ 2 denote an odd integer. Assume char K is 0 or an odd
prime greater than d/2. For any s, h, θ0 ∈ K which satisfy h 6= 0, s 6= 2i (1 ≤ i ≤ d),
for i odd s 6= i, s/2 6= d − i + 1 (1 ≤ i ≤ d), and for i even 3/2s 6= i + d + 2
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(0 ≤ i ≤ d− 1), let
νi = (−1)i (1 ≤ i ≤ d),
θi = θ0 + h(s− 1 + (s− 1− 2i)(−1)i−1) (0 ≤ i ≤ d),
bi =
h(i− 3/2s+ d+ 2) if i is even,h(i−d)(i−s+1)
i−s/2+1 if i is odd
(0 ≤ i ≤ d− 1),
ci =
−
hi(i−s+d+1)
i−s/2 if i is even,
−h(i+ s/2− d− 1) if i is odd
(1 ≤ i ≤ d),
ai = θ0 − bi − ci (0 ≤ i ≤ d)(c0 = 0, bd = 0).
Then A1, A2, A3 from (2.6.4) – (2.6.6) is a canonical modular Leonard triple of
diameter d. We denote this canonical modular Leonard triple by MLT(IV; d, s, h, θ0).
Lemma 2.6.8 [13] Let d ≥ 2 denote an even integer. Assume char K is 0 or an odd
prime greater than d/2. For any s, h, θ0 ∈ K which satisfy h 6= 0, s 6= 2i (1 ≤ i ≤ d),
for i odd s 6= i, s 6= d + i + 1, 3/2s 6= i + d + 1, and for i even s/2 6= −i + d + 2
(0 ≤ i ≤ d− 1), let
νi = (−1)i (1 ≤ i ≤ d),
θi = θ0 + h(s− 1 + (s− 1− 2i)(−1)i−1) (0 ≤ i ≤ d),
bi =
h(i− d) if i is even,h(i−3/2s+d+2)(i−s+1)
i−s/2+1 if i is odd
(0 ≤ i ≤ d− 1),
ci =
−
hi(i+s/2−d−1)
i−s/2 if i is even,
−h(i− s+ d+ 1) if i is odd
(1 ≤ i ≤ d),
ai = θ0 − bi − ci (0 ≤ i ≤ d)(c0 = 0, bd = 0).
Then A1, A2, A3 from (2.6.4) – (2.6.6) is a canonical modular Leonard triple of
diameter d. We denote this canonical modular Leonard triple by MLT(V; d, s, h, θ0).
Lemma 2.6.9 [13] Let d ≥ 2 denote an even integer. Assume char K is 0 or an odd
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prime greater than d/2. For any s, h, θ0 ∈ K which satisfy h 6= 0, s 6= 2i (1 ≤ i ≤ d),
for i odd s 6= i, s 6= d + i + 1, s/2 6= −i + d + 1, and for i even 3/2s 6= i + d + 2
(0 ≤ i ≤ d− 1), let
νi = (−1)i+1 (1 ≤ i ≤ d),
θi = θ0 + h(s− 1 + (s− 1− 2i)(−1)i−1) (0 ≤ i ≤ d),
bi =

h(i−d)(i−3/2s+d+2)
i−s/2+1 if i is even,
h(i− s+ 1) if i is odd
(0 ≤ i ≤ d− 1),
ci =
−hi if i is even,−hi(i−s+d+1)(i+s/2−d−1
i−s/2 if i is odd
(1 ≤ i ≤ d),
ai = θ0 − bi − ci (0 ≤ i ≤ d)(c0 = 0, bd = 0).
Then A1, A2, A3 from (2.6.4) – (2.6.6) is a canonical modular Leonard triple of
diameter d. We denote this canonical modular Leonard triple by MLT(VI; d, s, h, θ0).
Theorem 2.6.10 [13] Every canonical modular Leonard triple of diameter at least
two appears exactly once among those appearing in Lemmas 2.6.4 – 2.6.9.
Theorem 2.6.11 [13] Every modular Leonard triple of diameter at least two is iso-
morphic to some canonical modular Leonard triple.
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2.7 The automorphisms and antiautomorphisms
In this section we state explicitly the antiautomorphisms of Lemmas 2.3.2 and 2.4.2,
αjki and µ
jk
i respectively, using the following notation.
Definition 2.7.1 Let A1, A2, A3 be as in Lemma 2.6.2. Define diagonal matrices K,
N and a matrix R ∈ Matd+1(K) as follows. The entries of K, N , and R are
Ki,i =
i∏
j=1
bj−1
cj
, Ni,i =
i∏
j=1
νj (0 ≤ i ≤ d),
Ri,j =
i∑
n=0
∏n−1
k=0
(θi − θk)(θj − θk)∏n
k=1
φk
(0 ≤ i, j ≤ d),
where for 1 ≤ k ≤ d
φk = bk−1
k−1∏
h=0
(θk − θh)/
k−2∏
h=0
(θk−1 − θh).
Theorem 2.7.2 [13] Let µjki denote the antiautomorphism from Lemma 2.4.2. With
the notation of Definition 2.7.1,
µ231 (X) = (NR
−1N)−1X t(NR−1N), (2.7.7)
µ132 (X) = (KN)
−1X t(KN), (2.7.8)
µ123 (X) = (KRK)
−1X t(KRK). (2.7.9)
Theorem 2.7.3 Let αjki denote the antiautomorphism from Lemma 2.3.2. With the
notation of Definition 2.7.1,
α231 (X) = (KNN)
−1X t(KNN), (2.7.10)
α132 (X) = (KRKN
−1N−1RK)−1X t(KRKN−1N−1RK), (2.7.11)
α123 (X) = (K)
−1X t(K). (2.7.12)
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Proof. We obtain results (2.7.10) and (2.7.12) by applying N appropriately to (2.7.8)
according to [12]. By Lemma 2.4.2, we know that α231 µ
12
3 = µ
12
3 α
13
2 . Thus, α
13
2 =
(µ123 )
−1α231 µ
12
3 . Since the antiautomorphisms µ
jk
i are involutions [13], we have that
α132 (X) = µ
12
3 α
23
1 µ
12
3 (X). Then, applying (2.7.9) and (2.7.10) appropriately to X
yields
α132 (X) = µ
12
3 α
23
1 µ
12
3 (X)
= µ123 α
23
1 (K
−1R−1K−1X tKRK)
= µ123 (N
−1N−1K−1(K−1R−1K−1X tKRK)tKNN)
= K−1R−1K−1(N−1N−1K−1(K−1R−1K−1X tKRK)tKNN)tKRK
= K−1R−1K−1N tN tKtK−1R−1K−1X tKRKK−tN−tN−tKRK
= K−1R−1NNK−1R−1K−1X tKRKN−1N−1RK
= (KRKN−1N−1RK)−1X t(KRKN−1N−1RK).
2
We now give a simplified form of N and R for each of the canonical modular
Leonard triples listed in the previous section. These expressions can be obtained
directly. We shall use the notational conventions of [16] concerning hypergeometric
series. That is, the (generalized) hypergeometric series with r numerator parameters
a1, . . . , ar and s denominator parameters b1, . . . , bs is defined by
rFs(
a1,a2,...,ar
b1,b2,...,bs
|z) =
∞∑
n=0
(a1)n(a2)n · · · (ar)n
n!(b1)n · · · (bs)n z
n, (2.7.13)
where (a)n is the rising factorial or Pochhammer symbol defined by
(a)n = a(a+ 1)(a+ 2) · · · (a+ n− 1). (2.7.14)
Similarly, the (basic) hypergeometric series is defined by
rφs(
a1,a2,...,ar
b1,b2,...,bs
|q, z) =
∞∑
n=0
(a1; q)n(a2; q)n · · · (ar; q)n
(q; q)n(b1; q)n · · · (bs; q)n
[
(−1)nq(n2 )]1+s+r zn, (2.7.15)
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where (a; q) is the q-shifted factorial defined by
(a; q) =
1 if n = 0,(1− a)(1− aq) · · · (1− aqn−1) if n = 1, 2, . . .. (2.7.16)
Lemma 2.7.4 [13] With the notation of Definition 2.7.1 and Lemma 2.6.4,
Ni,i = ν
iqi(i−1)/2 (0 ≤ i ≤ d),
Ri,j = 4φ3(
q−i,ν2qi−1,q−j ,ν2qj−1
−ν,−ν3qd−1,q−d |q, q) (0 ≤ i, j ≤ d).
Lemma 2.7.5 [13] With the notation of Definition 2.7.1 and Lemma 2.6.5,
Ni,i = (−1)i (0 ≤ i ≤ d),
Ri,j = 4F3(
−i,i+1+s,−j,j+1+s
s/2+1,3s/2+d+2,−d|1) (0 ≤ i, j ≤ d).
Lemma 2.7.6 [13] With the notation of Definition 2.7.1 and Lemma 2.6.6,
Ni,i = ν
i (0 ≤ i ≤ d),
Ri,j = 2F1(
−i,−j
−d |(1− ν)2/(1− ν + ν2)) (0 ≤ i, j ≤ d).
Lemma 2.7.7 [13] With the notation of Definition 2.7.1 and Lemma 2.6.7,
Ni,i = (−1)di/2e (0 ≤ i ≤ d),
φk =
−4h
2k(k − d− 1) if k is even,
−4h2(k − 3/2s+ d+ 1)(k − s/2) if k is odd
(1 ≤ k ≤ d).
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Lemma 2.7.8 [13] With the notation of Definition 2.7.1 and Lemma 2.6.8,
Ni,i = (−1)di/2e (0 ≤ i ≤ d),
φk =
−4h
2k(k − 3/2s+ d+ 1) if k is even,
−4h2(k − d− 1)(k − s/2) if k is odd
(1 ≤ k ≤ d).
Lemma 2.7.9 [13] With the notation of Definition 2.7.1 and Lemma 2.6.9,
Ni,i = (−1)bi/2c (0 ≤ i ≤ d),
φk =
−4h
2k(k − s/2) if k is even,
−4h2(k − d− 1)(k − 3/2s+ d+ 1) if k is odd
(1 ≤ k ≤ d).
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2.8 Mathematica code: General implementation setup
We show some details of the Mathematica implementation of canonical modular
Leonard triples and begin each session by specifying the type and the diameter d.
Type = 3; (* Takes values 0,1,2,3,4,5,6, use 0 for type O *)
d = 2; (* must be 1 when Type = 0 *)
Size = d + 1;
Here we define the entries of the matrices which form a canonical modular Leonard
triple from Lemma 2.6.2 of the Types I-III of Lemmas 2.6.3–2.6.6.
sub = Switch[Type,
0, {nu[1]→ nu,
b[0]→ (1− nu + nu∧2)(th[0]− th[1])/(nu− 1)∧2,
c[1]→ nu(th[1]− th[0])/(nu− 1)∧2},
1, {nu[i ]→ nuqi−1,
th[i ]→ th[0] + h (1− qi) (1− nu2qi−1) q−i,
b[0]→ −h(1−q
d)(1+nu3qd−1)
qd(1−nu) ,
b[i ]→ −h(1−q
d−i)(1−nu2qi−1)(1+nu3qd+i−1)
qd−i(1−nuqi)(1−nu2q2i−1) ,
c[d]→ hnu(1−q
d)(1+nu)
q(1−nuqd−1) ,
c[i ]→ hnu(1−q
i)(1+nuqd−i)(1−nu2qd+i−1)
qd−i+1(1−nuqi−1)(1−nu2q2i−1)
}
,
2, {nu[i ]→ −1,
th[i ]→ th[0] + h i(i + 1 + s),
b[0]→ −hd(3s+2d+4)
4
,
b[i ]→ h(i+s+1)(i−d)(2i+3s+2d+4)
4(2i+s+1)
,
c[d]→ −hd(s+2)
4
,
c[i ]→ hi(i+s+d+1)(2i−s−2d−2)
4(2i+s+1)
}
,
3, {nu[i ]→ nu,
th[i ]→ th[0] + h i,
b[i ]→ h(i−d)(1−nu+nu∧2)
(1−nu)∧2 ,
c[i ]→ hinu
(1−nu)∧2
}
,
, {}];
asub = {a[0]→ th[0]− b[0], a[d]→ th[0]− c[d], a[j ]->th[0]− b[j]− c[j]};
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With these we may define our base triple to begin our studies from Lemma 2.6.2.
A[1] = Table[Which[i− j===1, c[i− 1],
j− i===1, b[i− 1],
i===j, a[i− 1],
True, 0],
{i, 1, Size}, {j, 1, Size}]/.asub/.sub;
A[2] = DiagonalMatrix[Table[th[j− 1], {j, 1, Size}]]/.sub;
A[3] = Table[Which[i− j===1, c[i− 1]/nu[i− 1],
j− i===1, b[i− 1]nu[i],
i===j, a[i− 1],
True, 0],
{i, 1, Size}, {j, 1, Size}]/.asub/.sub;
We now define the matricies K, N , and their inverses from Definition 2.7.1 using
the formulas from Lemmas 2.7.4 – 2.7.6.
KK = DiagonalMatrix[Table[Product[b[j− 1]/c[j], {j, 1, i}], {i, 0, d}]]/.sub;
KI = Inverse[KK];
NN = DiagonalMatrix[Table[
Switch[Type,
0, 1,
1, nu∧iq∧(i(i− 1)/2),
2, (−1)∧i,
3, nu∧i,
, {}],
{i, 0, d}]];
NI = Inverse[NN];
We now define the matrices R and R−1 from Definition 2.7.1 using the formulas
from Lemmas 2.7.4 – 2.7.6. We need a few auxiliary functions to define R.
vphi1[g ]:=b[g− 1] Product[(th[g]− th[h]), {h, 0, g− 1}]/
Product[(th[g− 1]− th[h]), {h, 0, g− 2}];
qsf[a , q , n ]:=Product[(1− aq∧(k− 1)), {k, 1, n}]
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TruncatedBasicHypergeometryPphiQ[A List,B List, q , z , truncateat ]:=
Sum[z∧n (−q∧((n− 1)/2))∧(n(Length[B] + 1− Length[A]))Apply[Times,
Map[Function[x, qsf[x, q, n]], A]]/
(qsf[q, q, n]Apply[Times,Map[Function[x, qsf[x, q, n]], B]]), {n, 0, truncateat}]
RR = Simplify[Table[Switch[Type,
0, Sum[Product[(th[i]− th[k])(th[j]− th[k]), {k, 0, n− 1}]/
Product[vphi1[k], {k, 1, n}], {n, 0, i}]/.sub,
1,TruncatedBasicHypergeometryPphiQ[{q∧(−i), nu∧2q∧(i− 1), q∧(−j),
nu∧2q∧(j− 1)}, {−nu,−nu∧3q∧(d− 1), q∧(−d)}, q, q, d]/.sub,
2,HypergeometricPFQ[{−i, i + 1 + s,−j, j + 1 + s},
{s/2 + 1, 3s/2 + d + 1 + 1,−d}, 1],
3,HypergeometricPFQ[{−i,−j}, {−d}, (1− nu)∧2/(1− nu + nu∧2)],
, {}], {i, 0, d}, {j, 0, d}]];
RRI = Switch[Type,
0,−nu /(−1 + nu)2 ,
1, (qsf[−nu, q, d]/qsf[nu∧2, q, d])∧2((−nu)∧d),
2, (−1)∧d(2∧ − d Pochhammer[(s/2 + 1 + Ceiling[d/2]),Floor[d/2]]
/Pochhammer[(s + 3)/2,Floor[d/2]])∧2,
3, (−nu)∧(d)((nu− 1)∧ − d)∧2,
, {}]KK.RR.KK;
We now implement the antiautomorphisms of Lemma 2.3.2 by using Theorem
2.7.3.
alpha[1, x ]:=NI.NI.KI.Transpose[x].KK.NN.NN
alpha[2, x ]:=KI.RRI.NN.NN.KI.RRI.KI.Transpose[x].KK.RR.KK.NI.NI.RR.KK
alpha[3, x ]:=KI.Transpose[x].KK
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3 α-orbits of Leonard triples
Since any two elements of a Leonard triple form a Leonard pair (Lemma 2.3.2), we may
apply the antiautomorphism fixing any of the pairs to the third element to produce a
(possibly new) Leonard triple (Lemma 2.3.1). In this chapter we introduce the notion
of an α-orbit to capture all Leonard triples which arise by iterating this process.
3.1 Valid sequences of antiautomorphisms
In this section we introduce the notion of a valid sequence of antiautomorphisms. We
will form more (possibly new) Leonard triples by composing the elements of these
sequences and applying these compositions to elements of a Leonard triple. Prior to
introducing this notion, we show some basic properties of antiautomorphisms.
Lemma 3.1.1 Let A1, A2, A3 be a Leonard triple. Fix a permutation ijk of 123, and
let Ai′ = α
jk
i (Ai), where α
jk
i is as in Lemma 2.3.2. Then
αjki = (α
jk
i )
−1, (3.1.1)
αjki = α
kj
i , (3.1.2)
αjki = α
jk
i′ . (3.1.3)
Proof. Result (3.1.1) follows from Lemma 2.3.1 since αjki is an involution. Result
(3.1.2) follows from the fact that fixing Aj and Ak is the same as fixing Ak and Aj.
Result (3.1.3) follows from the fact that an antiautomorphism fixing Aj and Ak sends
Ai to Ai′ and vice versa since antiautomorphisms are unique. 2
Definition 3.1.2 Let A1, A2, A3 be a Leonard triple. We say that α
23
1 , α
13
2 , α
12
3 is a
valid sequence (of length 1) of antiautomorphisms of End(V ) for A1, A2, A3. We say
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that a sequence α1, α2, . . . , α` of antiautomorphisms of End(V ) is a valid sequence (of
length `) for A1, A2, A3 when α1, α2, . . . , α`−1 is a valid sequence for A1, A2, A3, α`
6= α`−1 and α` fixes at least two of α`−1 . . . α2α1(A1) for i ∈ {1, 2, 3}. We refer to κ as
the composition of the valid sequence. We refer to κj = αjαj−1 . . . α2α1, (0 ≤ j ≤ `)
as the jth partial composition of a valid sequence.
Note that distinct valid sequences may have the same compositions.
Lemma 3.1.3 Let κ and κ∗ be compositions of valid sequences as in Definition 3.1.2.
Then the following are equivalent:
(i) κ = κ∗.
(ii) κ(Ai) = κ
∗(Ai) for i ∈ {1, 2, 3}.
Proof. This result follows from the fact that each Leonard pair on V generates
End(V ) (Lemma 2.2.3). 2
We refine this result in Corollary 4.1.6.
Definition 3.1.4 Let α1, α2, . . . , α` be a valid sequence for a Leonard triple A1, A2,
A3. Then αi fixes at least two of κi−1(A1), κi−1(A2),κi−1(A3). Let pi, qi ∈ {1, 2, 3} be
such that αi fixes κi−1(Api) and κi−1(Aqi). Let ri ∈ {1, 2, 3} \ {pi, qi}. We also denote
this valid sequence with the data (p1, q1; r1)(p2, q2; r2) . . . (p`, q`; r`).
Observe that (pi, qi; ri) and (qi, pi; ri) describe the same antiautomorphism. If
we apply a valid sequence as in Definition 3.1.4 to only A1, A2, A3, the sequence
is uniquely defined by the valid sequence [r1, r2, r3, . . . , r`]. Note that if αi also fixes
κi−1(Ari), then αi can be described in the one of the following 6 ways (all permutations
of pi, qi, ri): (pi, qi; ri), (qi, pi; ri), (pi, ri; qi), (qi, ri; qi), (ri, pi; qi), (ri, qi; pi). Thus 6
permutations of 123 name the antiautomorphisms, but only half as many are distinct
since they correspond to any fixed pair being unordered. In a valid sequence we
cannot have the same antiautomorphism appear twice consecutively so there are only
two ways to continue at each stage.
Lemma 3.1.5 There are at most 3 · 2`−1 valid sequences of antiautomorphisms of
length ` (` ≥ 1) for each Leonard triple.
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Proof. This result follows from the fact that a Leonard pair can appear in at most
two Leonard triples and from discussion above [12]. 2
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3.2 α-orbits from valid sequences
In this section we use the notion of valid sequences to build α-orbits of Leonard triples.
Definition 3.2.1 Let A1, A2, A3 be a Leonard triple. The α-orbit is the image of
A1, A2, A3 under all compositions of valid sequences. That is to say, the α-orbit of
A1, A2, A3 is the set of Leonard triples such that there exists a sequence of Leonard
triples
A
(0)
1 = A1, A
(0)
2 = A2, A
(0)
3 = A3;
A
(1)
1 , A
(1)
2 , A
(1)
3 ;
...
A
(k)
1 = B1, A
(k)
2 = B2, A
(k)
3 = B3;
such that A
(i+1)
1 = α(A
(i)
1 ), A
(i+1)
2 = α(A
(i)
2 ), A
(i+1)
3 = α(A
(i)
3 ), for some antiautomor-
phism α which fixes at least two of A
(i)
1 , A
(i)
2 , A
(i)
3 .
Lemma 3.2.2 If A1, A2, A3 is in the α-orbit of B1, B2, B3, then B1, B2, B3 is in
the α-orbit of A1, A2, A3.
Proof. Suppose A1, A2, A3 is in the α-orbit of some Leonard triple B1, B2, B3. Then
by Definition 3.2.1, there exists a sequence of antiautomorphisms which when applied
to A1, A2, A3 yield B1, B2, B3 and vice versa. 2
Lemma 3.2.3 The α-orbit of A1, A2, A3 is the intersection of all sets of Leonard
triples for which the following hold:
(i) The set contains the original triple A1, A2, A3.
(ii) If two Leonard triples differ in one place, then either both are in the set or neither
is.
Proof. One containment follows directly from Definition 3.2.1 since the α-orbit must
contain the original triple and since the α-orbit is formed by applying the appropriate
antiautomorphism which fixes at least two elements of the previous triple, so either
both triples are in the α-orbit or neither are. Thus, the intersection of all sets of
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Leonard triples such that Parts (i) and (ii) hold, is contained in the α-orbit of A1, A2,
A3. For the other direction, let A
(i)
1 , A
(i)
2 , A
(i)
3 be a Leonard triple in the α-orbit of
A1, A2, A3. Then either i = 0 and A
(i)
1 = A1, A
(i)
2 = A2, A
(i)
3 = A3, the original triple,
or there exists some antiautomorphism α which fixes at least two of A
(i−1)
1 , A
(i−1)
2 ,
A
(i−1)
3 . Thus, if i 6= 0, these two Leonard triples which differ in one place are both in
the α-orbit of the original triple. Thus, the α-orbit of A1, A2, A3 is contained in the
intersection of all sets of Leonard triples such that Parts (i) and (ii) hold. Hence, we
have the desired equality. 2
Definition 3.2.4 Let κ be the composition of a valid sequence of length `. We parti-
tion the α-orbit Ω of A1, A2, A3 into stages by Ω` = {κ(A1), κ(A2), κ(A3)} \
⋃`−1
j=1 Ωj.
We refer to Ω` as the `
th stage of the α-orbit growth of A1, A2, A3.
Theorem 3.2.5 Let (p1, q1; r1)(p2, q2; r2) . . . (p`, q`; r`) be a valid sequence of antiau-
tomorphisms for a Leonard triple A1, A2, A3. Let κ be the composition of this valid
sequence. Then ∃ β ∈ {α231 , α132 , α123 } and some pi which is the composition of ` − 1
elements from {α231 , α132 , α123 } such that κ = piβpi−1. In fact, we may take
pi = αp`−1q`−1r`−1 α
p`−2q`−2
r`−2 . . . α
p1q1
r1
, (3.2.4)
β = αp`q`r` . (3.2.5)
Proof. Proceed by induction, beginning with ` = 1. Let α1 be a valid sequence for a
modular Leonard triple A1, A2, A3. Then by Definition 3.1.2, we have κ = α1 fixes at
least two of A1, A2, A3. Thus, α1 ∈ {α231 , α132 , α123 }. Take β = α1 and pi = id. Then κ =
α1 = piβpi
−1 and the result holds. Now let κ∗ = α`α`−1 . . . α2α1 for any valid sequence
α1, α2, . . . , α`. Assume there is some β
∗ ∈ {α231 , α132 , α123 } and some pi∗ of length `− 1
such that the κ∗ = pi∗β∗(pi∗)−1. Take pi = pi∗β∗ and let β ∈ {α231 , α132 , α123 }, where
β 6= β∗. Then, piβpi−1 = (pi∗β∗)β(pi∗β∗)−1 = pi∗β∗β(β∗)−1(pi∗)−1. Then by induction
hypothesis, we have that piβpi−1 fixes at least two elements of α`α`−1 . . . α2α1(Ai)
for i ∈ {1, 2, 3}. Hence, for a valid sequence α1, α2, . . . , α`, α`+1, we can find a
β ∈ {α231 , α132 , α123 } and a pi of length ` such that κ = α`+1α` . . . α2α1 = piβpi−1.
Moreover, pi and β are of the appropriate forms in (3.2.4) and (3.2.5) respectively.
Hence the result follows from induction. 2
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Lemma 3.2.6 Let (p1, q1; r1)(p2, q2; r2) . . . (p`, q`; r`) be a valid sequence of antiauto-
morphisms for a Leonard triple A1, A2, A3. Say κ be the composition of this valid
sequence. Say α fixes two of κ(A1), κ(A2), κ(A3), say κ(Ap`+1) and κ(Aq`+1) and
let ri ∈ {1, 2, 3} \ {pi, qi}. Then (p1, q1; r1)(p2, q2; r2) . . . (p`, q`; r`)(p`+1, q`+1; r`+1) is a
valid sequence and its composition is equal to κ(αp`q`r` )κ
−1.
Proof. Observe that piβpi−1 must fix at least two of α`−1 . . . α2α1(Ai) for i ∈ {1, 2, 3}.
By Definition 3.1.2, κ = piβpi−1 is the composition of a valid sequence of length `.
2
Table 3.1 lists the first three stages of possible α-orbit growth of a Leonard triple.
Table 3.1: Beginning stages of α-orbit growth
(pi,qi; ri) κ = piβpi−1 Fixed Elements Result
(2, 3; 1) α231 A2, A3 A1 7→ α231 (A1)
(1, 3; 2) α132 A1, A3 A2 7→ α132 (A2)
(1, 2; 3) α123 A1, A2 A3 7→ α123 (A3)
(2, 3; 1)(1, 3; 2) α231 α
13
2 α
23
1 A3, α
23
1 (A1) A2 7→ α231 α132 (A2)
(2, 3; 1)(1, 2; 3) α231 α
12
3 α
23
1 A2, α
23
1 (A1) A3 7→ α231 α123 (A3)
(1, 3; 2)(2, 3; 1) α132 α
23
1 α
13
2 A3, α
13
2 (A2) A1 7→ α132 α231 (A1)
(1, 3; 2)(1, 2; 3) α132 α
12
3 α
13
2 A1, α
13
2 (A2) A3 7→ α132 α123 (A3)
(1, 2; 3)(2, 3; 1) α123 α
23
1 α
12
3 A2, α
12
3 (A3) A1 7→ α123 α231 (A1)
(1, 2; 3)(1, 3; 2) α123 α
13
2 α
12
3 A1, α
12
3 (A3) A2 7→ α123 α132 (A2)
(2, 3; 1)(1, 3; 2)(2, 3; 1) α231 α
13
2 α
23
1 α
13
2 α
23
1 A3, α
23
1 α
13
2 (A2) α
23
1 (A1) 7→ α231 α132 α231 (A1)
(2, 3; 1)(1, 3; 2)(1, 2; 3) α231 α
13
2 α
12
3 α
13
2 α
23
1 α
23
1 (A1), α
23
1 α
13
2 (A2) A3 7→ α231 α132 α123 (A3)
(2, 3; 1)(1, 2; 3)(2, 3; 1) α231 α
12
3 α
23
1 α
12
3 α
23
1 A2, α
23
1 α
12
3 (A3) α
23
1 (A1) 7→ α231 α123 α231 (A1)
(2, 3; 1)(1, 2; 3)(1, 3; 2) α231 α
12
3 α
13
2 α
12
3 α
23
1 α
23
1 (A1), α
23
1 α
12
3 (A3) A2 7→ α231 α123 α132 (A2)
(1, 3; 2)(2, 3; 1)(1, 3; 2) α132 α
23
1 α
13
2 α
23
1 α
13
2 A3, α
13
2 α
23
1 (A1) α
13
2 (A2) 7→ α132 α231 α132 (A2)
(1, 3; 2)(2, 3; 1)(1, 2; 3) α132 α
23
1 α
12
3 α
23
1 α
13
2 α
13
2 (A2), α
13
2 α
23
1 (A1) A3 7→ α132 α231 α123 (A3)
(1, 3; 2)(1, 2; 3)(2, 3; 1) α132 α
12
3 α
23
1 α
12
3 α
13
2 α
13
2 (A2), α
13
2 α
12
3 (A3) A1 7→ α132 α123 α231 (A1)
(1, 3; 2)(1, 2; 3)(1, 3; 2) α132 α
12
3 α
13
2 α
12
3 α
13
2 A1, α
13
2 α
12
3 (A3) α
13
2 (A2) 7→ α132 α123 α132 (A2)
(1, 2; 3)(2, 3; 1)(1, 3; 2) α123 α
23
1 α
13
2 α
23
1 α
12
3 α
12
3 (A3), α
12
3 α
23
1 (A1) A2 7→ α123 α231 α132 (A2)
(1, 2; 3)(2, 3; 1)(1, 2; 3) α123 α
23
1 α
12
3 α
23
1 α
12
3 A2, α
12
3 α
23
1 (A1) α
12
3 (A3) 7→ α123 α231 α123 (A3)
(1, 2; 3)(1, 3; 2)(2, 3; 1) α123 α
13
2 α
23
1 α
13
2 α
12
3 α
12
3 (A3), α
12
3 α
13
2 (A2) A1 7→ α123 α132 α231 (A1)
(1, 2; 3)(1, 3; 2)(1, 2; 3) α123 α
13
2 α
12
3 α
13
2 α
12
3 A1, α
12
3 α
13
2 (A2) α
12
3 (A3) 7→ α123 α132 α123 (A3)
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3.3 Mathematica code: Applying Valid Sequences
We now include some Mathematica code that shows how we will use valid sequences
described in this chapter and apply them to a triple.
In light of the comments following Definition 3.1.4 we specify a valid sequence of
length ` as a list of ` numbers from {1, 2, 3} such that no consecutive numbers are
equal. In order to compute the composition, we need to express it in terms of the
local antiautomorphisms α123 , α
13
2 , α
23
1 . We do so by using Theorem 3.2.5.
RelativeToLocal[{}]:={}
RelativeToLocal[valseq ]:=Join[valseq,Rest[Reverse[valseq]]]
Apply the composition of a list of antiautomorphisms from the basic three to a
given triple of matrices.
ApplyLocalAntiAut[{}, threetuple ]:=threetuple
ApplyLocalAntiAut[aaseq , threetuple ]:=Map[alpha[First[aaseq],#]&,
ApplyLocalAntiAut[Rest[aaseq], threetuple]]
Apply a valid sequence to the starting modular Leonard triple. Need to build in
fact that only one moves at each stage.
ApplyValidSequence[{}]:=ModularLeonardTriple
ApplyValidSequence[valseq ]:= ApplyLocalAntiAut[RelativeToLocal[valseq],
ModularLeonardTriple]
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3.4 The complex of an α-orbit
In this section we use the notion of a simplicial complex to give a geometric interpre-
tation of the α-orbit of a Leonard triple.
Definition 3.4.1 An n-simplex is the convex hull of a set of (n+1) affinely indepen-
dent points in some Euclidean space of dimension n or higher. For example, a point
is a 0-simplex, a line segment is a 1-simplex, and a triangle is a 2-simplex.
We shall identify 0-simplices with the elements of each Leonard triple in an α-orbit,
1-simplices with each Leonard pair in an α-orbit, and 2-simplices with each Leonard
triple in an α-orbit.
Definition 3.4.2 The convex hull of any nonempty subset of the (n+ 1) points that
define an n-simplex is called a face of the simplex. Observe that faces are simplices
themselves.
Definition 3.4.3 A simplicial complex Ω is a set of simplices that satisfies the fol-
lowing conditions:
(i) Any face of a simplex from Ω is also in Ω.
(ii) The intersection of any two simplices s1, s2 ∈ Ω is a face of both s1 and s2.
We consider which simplicial complexes may arise from an α-orbit of a Leonard triple.
Lemma 3.4.4 The α-orbit of a Leonard triple forms a simplicial complex ζ with the
following properties:
(i) The complex is not disconnected by the removal of a single 0-simplex.
(ii) Each edge of the complex is in at most two faces.
Proof. The conditions of Definition 3.4.3 are satisfied since any point in a triangle
is also an element of the complex of Definition 3.4.3 and since the intersection of
any two triangles from the complex is an edge of both triangles of Definition 3.4.3(i).
Moreover, since each new triangular face of the complex is obtained by applying anti-
automorphisms which fix two elements of the previous face, it follows that removing
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a single vertex will not disconnect the complex. Since every Leonard pair can appear
in at most 2 Leonard triples, and since each edge represents a Leonard pair and each
face represents a Leonard triple, then each edge of complex is in at most two faces.
Thus, the result holds. 2
Definition 3.4.5 Let ζ be the simplicial complex of a Leonard triple A1, A2, A3.
We refer to ζ as the complex of a Leonard triple and specify the complex using the
notation ζ(A1, A2, A3).
Lemma 3.4.6 Leonard triples in the same α-orbit have the same complex.
Proof. If a Leonard triple B1, B2, B3 is in the same α-orbit as another Leonard triple
A1, A2, A3, then there must exist some sequence of antiautomorphisms which when
applied to A1, A2, A3 yields B1, B2, B3 and vice versa. Therefore, the same faces
that intersect in the complex containing B1, B2, B3 must intersect in the complex
containing A1, A2, A3. Thus the complex of B1, B2, B3 and the complex of A1, A2,
A3 must be the same and the result holds. 2
Lemma 3.4.7 The complex of a Leonard triple is the smallest set of linear transfor-
mations containing the given Leonard triple and is closed under the antiautomorphisms
of End(V ) fixing any two elements of the complex which form a Leonard pair.
Proof. Proof follows directly from Lemmas 3.2.3 and 3.4.6. 2
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3.5 Symmetry of an α-orbit’s complex
In this section, we will show that each α-orbit gives rise to a complex ζ. We will also
show that each ζ is either a triangle or every edge of ζ is in exactly 2 faces.
Definition 3.5.1 An automorphism of a complex ξ is a bijection φ : ξ → ξ which
respects containment. That is, for x, y ∈ ξ, if x ⊆ y, then φ(x) ⊆ φ(y). Observe that
φ is determined by its behavior on ξ, so we may identify it with a permutation of the
0-simplices.
Theorem 3.5.2 The antiautomorphisms from Lemmas 2.3.2 induce an automor-
phism of the complex ζ of each Leonard triple.
Proof. Fix ijk to be a permutation of 123 for a Leonard triple A1, A2, A3. From
Lemma 2.3.2, each αjki allows us to fix any two vertices and either get to another face
of the complex or stay in the same face. Thus performing a sequence of antiauto-
morphisms results in permuting the 0-simplices of the complex. Hence, we have the
necessary automorphisms mapping any face of the complex to any other face of the
complex ζ. 2
By construction, we can map any 2-simplex to any other 2-simplex, however, we
may not have much control of the mapping of 0-simplices.
Definition 3.5.3 Let ζ be the complex of a Leonard triple. Let v ∈ ζ be a 0-simplex.
By the degree of v, deg1(v), we mean the number of 1-simplices containing v. We say
a complex is regular if every vertex has the same degree.
Lemma 3.5.4 Let ζ be the complex of a Leonard triple. Let αjki (v) be the image of a
vertex v ∈ ζ under some antiautomorphism αjki . Then deg1(v) = deg1(αjki (v)).
Proof. The result follows clearly from Theorem 3.5.2. 2
By Lemma 3.5.4 we have a high degree of symmetry in each complex. This high
degree of symmetry results in the following Lemma.
Definition 3.5.5 We call the graph whose vertices and edges are those of the complex
of a Leonard triple, the graph of the Leonard triple.
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Definition 3.5.6 An edge-transitive graph is a graph G such that, given any two
edges e1 and e2 of G, there is an automorphism of G that maps e1 to e2. In other
words, a graph is edge-transitive if its automorphism group acts transitively upon its
edges.
Lemma 3.5.7 The graph G of a Leonard triple is edge-transitive.
Proof. Since there exists an automorphism that maps every face of a complex ζ to
any other face of ζ by Lemma 3.5.4, then it follows that every edge of the graph G
can be mapped to any other edge of G. Thus by Definition 3.5.6, we have that G is
edge-transitive. 2
Definition 3.5.8 A distance-transitive graph is a graph G such that, given any two
vertices v and w at any distance i, and any other two vertices x and y at the same
distance, there is an automorphism of G that carries v to x and w to y.
Definition 3.5.9 A distance-regular graph is a graph G such that, given any two
vertices v and w at any distance i, the number of vertices adjacent to w and at
distance j from v depends only on i and j and the distance between w and v.
The next example shows that graphs of Leonard triples are not necessarily distance-
transitive or distance-regular.
Example 3.5.10 We consider the graph of a Leonard triple whose complex is a 7-
regular tesselation of the hyperbolic plane Consider the graph of this triple shown
in Figure 3.1 below. Note that although v and w are the same distance apart as x
and y, no automorphism exists mapping v to x and w to y. Thus, the a graph of
a Leonard triple is not necessarily distance-transitive despite being edge-transitive.
Also, note that the distance between w and v is 2 and the distance between x and
v is 2, however w and v have only 1 adjacent vertex in common, while x and v have
2 adjacent vertices in common. Hence, by Definition 3.5.9, the graph of a Leonard
triple is not necessarily distance-regular.
Problem 3.5.11 If the α-orbit of a Leonard triple is finite, must the graph of the
Leonard triple be distance-transitive or distance-regular?
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Figure 3.1: Counterexample of distance-transitivity/regularity
Theorem 3.5.12 The antiautomorphisms from Lemma 2.3.2 and Theorem 2.7.2 in-
duce an automorphism of the complex ζ of each modular Leonard triple.
Proof. Fix ijk to be a permutation of 123 for a Leonard triple A1, A2, A3. From
Lemma 2.3.2, each αjki allows us to fix any two vertices and either get to another
face of the complex or stay in the same face. From Theorem 2.7.2, each µjki allows
us to fix one vertex of a triangle and swap the other two vertices. Thus performing a
sequence of antiautomorphisms results in permuting the 0-simplices of the complex.
Hence, we can map any modular Leonard triple to any other modular Leonard triple
in the same complex ζ. 2
Definition 3.5.13 An arc-transitive graph is a graph G such that there exists an
automorphism mapping (v1, v2) to (v
′
1, v
′
2) for all edges (v1, v2), (v
′
1, v
′
2)∈ G.
Lemma 3.5.14 The graph of a modular Leonard triple is arc-transitive.
Proof. If A1, A2, A3 is a modular Leonard triple, then we can map any edge to any
other edge in its graph since we have the S3 action of Theorem 2.7.2 and the flipping
action of Theorem 2.7.3. 2
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Lemma 3.5.15 Let G be the graph of a Leonard triple. Suppose there exists an
automorphism of G induced by the antiautomorphisms of End(V ) mapping (v1, v2) to
(v′1, v
′
2) for all edges (v1, v2), (v
′
1, v
′
2)∈ G. Then the triple must be modular.
Proof. Since we can map any edge to any edge by an automorphism induced by the
antiautomorphisms of End(V ), it follows that there must exist an antiautomorphism
of End(V ) which fixes one member of the triple and swaps the other two members.
Thus, the triple is modular by Definition 2.4.1. 2
Problem 3.5.16 Suppose the graph of a Leonard triple is regular and that no an-
tiautomorphism induces any of the automorphisms of the graph. Is the graph arc-
transitive?
Theorem 3.5.17 Let ζ be the complex of a modular Leonard triple. Then ζ is regular
in the sense of Definition 3.5.3.
Proof. By Lemma 3.5.14, since the graph G of a modular Leonard triple is arc-
transitive, there exists an automorphism mapping (v1, v2) to (v
′
1, v
′
2) for all edges (v1,
v2), (v
′
1, v
′
2)∈ G. Thus, every vertex of ζ has the same degree and the result follows.
2
Problem 3.5.18 Observe that the Leonard triples of an α-orbit are either isomorphic
or anti-isomorphic. If two (modular) Leonard triples isomorphic, are they necessarily
in the same α-orbit?
See Figure 3.2 for how we begin to form a complex using antiautomorphisms.
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Figure 3.2: Antiautomorphism action on Leonard triples
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3.6 Vertex α-orbit growth
In this section we fix a vertex of a triangle and move around that vertex as in Figure
3.3. We consider the case that this vertex is in a finite number of edges.
Figure 3.3: Vertex α-orbit growth
Lemma 3.6.1 Let A1, A2, A3 be a Leonard triple and let ijk be a permutation of
123. Then there are two valid sequences α1, α2, . . . , α` such that αh(Ai) = Ai ∀h, for
some fixed i ∈ {1, 2, 3}, namely those with the following (pi, qi; ri) of Theorem 3.2.5:
(i, j; k)(i, k; j)(i, j; k) . . .
(i, k; j)(i, j; k)(i, k; j) . . . .
Proof. Let ijk be a permutation of 123. Since for each Leonard triple we have 3
unordered pairs and for each of these pairs there is an antiautomorphism which fixes
both elements, we can start with a Leonard triple and fix the pair Ai, Aj or the pair
Ai, Ak. Continuing in this way, we fix Ai and return to Aj and Ak by applying a valid a
sequence of the form (i, j; k)(i, k; j)(i, j; k) . . ., or of the form (i, k; j)(i, j; k)(i, k; j) . . ..
2
Definition 3.6.2 Let A1, A2, A3 be a Leonard triple. For i ∈ {1, 2, 3}, we say Ai is
vertex-finite with respect to A1, A2, A3 if the following set is finite:
{κ(A1), κ(A2), κ(A3)|κ is the composition of a valid sequence as in Lemma 3.6.1}.
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Definition 3.6.3 By the degree of Ai with respect to A1, A2, A3 we mean the minimal
positive length ` of any valid sequence with composition κ such that κ(A1) = A1, κ(A2)
= A2, κ(A3) = A3. We say the degree is infinite if there is no such `.
Theorem 3.6.4 Let A1, A2, A3 be a Leonard triple.
(i) If the α-orbit is finite, then every vertex of the complex has finite degree.
(ii) If some vertex of the complex is not vertex-finite, then the α-orbit is infinite.
Proof. Suppose the α-orbit is finite. Proceed to grow the orbit by fixing a ver-
tex of a triangle and moving around it. Since the α-orbit is finite, eventually some
triple must be repeated. Then there must exist some positive length ` of any valid
sequence with composition κ such that κ(A1) = A1, κ(A2) = A2, κ(A3) = A3. Thus,
{κ(A1), κ(A2), κ(A3)} is finite as κ runs over the composition of all valid sequences
α1, α2, . . . , αm such that αh(Ai) = Ai for 1 ≤ h ≤ m − 1. So we have that each Ai
is vertex-finite with respect A1, A2, A3 as in Definition 3.6.2 and Part (i) holds. Part
(ii) is just the contrapositive of Part (i). 2
Lemma 3.6.5 Let A1, A2, A3 be a Leonard triple. If Ai is vertex-finite with respect
A1, A2, A3 with degree `, then κ(Ai) is vertex-finite with respect to κ(A1), κ(A2),
κ(A3) with degree `, for any composition κ of valid sequences.
Proof. Since Ai is vertex-finite with respect A1, A2, A3 with degree `, we have that
κ(A1) = A1, κ(A2) = A2, κ(A3) = A3 for some composition κ of a valid sequence of
length `. Thus, κ(Ai) = Ai is vertex-finite with respect to κ(A1) = A1, κ(A2) = A2,
κ(A3) = A3 with degree ` and the result follows. 2
Observe that by Lemma 3.6.5, the graph of a Leonard triple is tri-regular in the
sense that we can partition the vertices into three sets where vertices in the same set
have the same degree. An example of a tri-regular graph is the complete tripartite
graph K3,2,3 in Figure 3.4 where vertices a, b and c each have degree 5, vertices d and
e each have degree 6, and vertices f , g, and h each have degree 5. Note that with
modularity extended to Leonard triples, we have the stronger notion of regularity.
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Figure 3.4: Complete tripartite graph K3,2,3
Lemma 3.6.6 Let A1, A2, A3 be a modular Leonard triple. Assume that each Ai
is vertex-finite with respect to A1, A2, A3. Then each Ai has the same degree with
respect to A1, A2, A3.
Proof. SinceA1, A2, A3 is a modular Leonard triple, there exists an antiautomorphism
which fixes one element of the triple and swaps the remaining elements Thus, we have
S3 action on the triple. It follows that each vertex must appear in the same number of
triples, hence the minimal positive length ` of any valid sequence with composition κ
such that κ(Ai) = Ai, must be the same for each A1, A2, and A3. Thus, by Definition
3.6.3, each Ai has the same degree with respect to the original triple. 2
Problem 3.6.7 Assume that every vertex in the complex of a Leonard triple is
vertex-finite. If 2 vertices of a triple have equal degree, does the third vertex have the
same degree?
We define Mathematica code for performing the vertex rotations from this section.
AlternatingSeq[fixed , steps , first ]:=Module[{other = Select[{1, 2, 3},
And[# 6= first,# 6= fixed]&][[1]]},Table[If[OddQ[i], first, other], {i, 1, steps}]]
VertexRotate[fixed , steps , first ]:=
ApplyValidSequence[AlternatingSeq[fixed, steps, first]]
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3.7 Channel α-orbit growth
In this section we do not fix one element but rather follow a straight (channel) path of
antiautomorphisms from a triple as in Figure 3.5. We refer to this type of growth as
channel α-orbit growth. We give a finiteness condition that involves channel α-orbit
growth. In addition, we give a necessary condition for finite α-orbits and a sufficient
condition for infinite α-orbits.
Figure 3.5: Channel α-orbit growth
Lemma 3.7.1 Let A1, A2, A3 be a Leonard triple and let ijk be a permutation of
123. There are 6 valid sequences α1, α2, . . . , α` such that we form a channel as in
as in Figure 3.5, namely those with the following (pi, qi; ri) of Theorem 3.2.5 where
(i)–(vi) correspond to the labeled sections of Figure 3.6:
(i) (j,k;i)(i,k;j)(i,j;k). . .
(ii) (j,k;i)(i,j;k)(i,k;j). . .
(iii) (i,k;j)(j,k;i)(i,j;k). . .
(iv) (i,k;j)(i,j;k)(j,k;i). . .
(v) (i,j;k)(j,k;i)(i,k;j). . .
(vi) (i,j;k)(i,k;j)(j,k;i). . . .
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Figure 3.6: 6 possible channels from a Leonard triple
Proof. Since for each Leonard triple we have 3 unordered pairs and for each of these
pairs there is an antiautomorphism which fixes both elements, we can start with a
Leonard triple and fix the pair Ai, Aj or the pair Ai, Ak or Aj, Ak. Continuing in
this α-orbit growth process, we have two possible pairs we can fix in each of the three
new triples. Thus, there are six ways we can start a straight path from a triple. Once
we are on a straight path, to remain on it we must repeat the same initial sequence of
antiautomorphisms of length 3, otherwise the path is no longer straight. 2
Definition 3.7.2 Let A1, A2, A3 be a Leonard triple. Let α1, α2, . . . , α` be a valid
sequence of one of 6 forms in Lemma 3.7.1. We call the images of A1, A2, A3 under
the compositions of such valid sequences channels. Observe that channels come in
pairs.
Definition 3.7.3 We say the length of a channel is the minimal positive length ` of
a subsequence of the valid sequence defining the channel whose composition fixes A1,
A2, A3. We say the the channel is infinite if there is no such `.
Theorem 3.7.4 Let A1, A2, A3 be a Leonard triple.
40
(i) If the α-orbit is finite, then every channel of the complex has finite length.
(ii) If some channel of the complex is infinite, then the α-orbit is infinite.
Proof. Suppose the α-orbit is finite. Proceed to form a channel as in Definition 3.7.2.
Since the α-orbit is finite, eventually some triple must be repeated. Then there must
exist some positive length ` for some valid subsequence such that ` elements of the
channel fix A1, A2, A3. Since we can do this for every channel, it follows that every
channel has finite length as in Definition 3.7.3 and Part (i) holds. Since Part (ii) is
the contrapositive of Part (i), the result follows. 2
Problem 3.7.5 Prove or disprove: Assume that the α-orbit of a Leonard triple is
vertex-finite and every channel has finite length. Then the α-orbit is finite.
Lemma 3.7.6 Let A1, A2, A3 be a modular Leonard triple. Every channel in the
α-orbit has the same length.
Proof. SinceA1, A2, A3 is a modular Leonard triple, there exists an antiautomorphism
which fixes one element of the triple and swaps the remaining two elements (Definition
2.4.1). Thus, we have S3 action on the triple. It follows that each vertex must appear
in the same number of triples, hence every finite channel must have the same number
of triples, and the result follows. 2
Problem 3.7.7 Prove or disprove: Assume that the α-orbit of a modular Leonard
triple is vertex-finite and every channel has finite length. Then the α-orbit is finite.
Problem 3.7.8 Prove or disprove: Let A1, A2, A3 be a Leonard triple. If α
jk
i (Ai) =
Ai, then A1, A2, A3 is affine equivalent to a modular Leonard triple.
Lemma 3.7.9 If a vertex-finite α-orbit of degree m is finite, then all channels of
length m− 1 can be written as a channel of length at most m− 2.
Proof. Assume that the α-orbit of a Leonard triple is vertex-finite with degree
m. Since the α-orbit is assumed to be finite, then every channel has finite length
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by Theorem 3.7.4. By Theorem 4.2.1, by vertex-finiteness we know that vertices
are repeated for special compositions of antiautomorphisms of length m − 1. Thus,
if the α-orbit is finite, it must be the case that all channels of length m − 1 can be
written as another channel of shorter length, otherwise we would have a contradiction.
2
We define Mathematica code for performing the channel rotations from this sec-
tion.
AlternatingSeq2[steps , first , second ]:=Module[{other = Select[{1, 2, 3},
And[# 6= first,# 6= second]&][[1]]},
Table[If[Divisible[i + 2, 3], first, If[Divisible[i + 1, 3], second,
If[Divisible[i, 3], other]]], {i, 1, steps}]]
ChannelRotate[steps , first , second ]:=
ApplyValidSequence[AlternatingSeq[steps, first, second]]
Here we give an example of a channel rotation of length 5.
AlternatingSeq2[5, 1, 2]
{1, 2, 3, 1, 2}
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3.8 Problems
We re-state the open problems from this chapter in this section.
Problem 3.5.11 If the α-orbit of a Leonard triple is finite, must the graph of the
Leonard triple be distance-transitive or distance-regular?
Problem 3.5.16 Suppose the graph of a Leonard triple is regular and that no an-
tiautomorphism induces any of the automorphisms of the graph. Is the graph arc-
transitive?
Problem 3.5.18 Observe that the Leonard triples of an α-orbit are either isomorphic
or anti-isomorphic. If two (modular) Leonard triples isomorphic, are they necessarily
in the same α-orbit?
Problem 3.6.7 Assume that every vertex in the complex of a Leonard triple is
vertex-finite. If 2 vertices of a triple have equal degree, does the third vertex have the
same degree?
Problem 3.7.5 Prove or disprove: Prove or disprove: Assume that the α-orbit of a
Leonard triple is vertex-finite and every channel has finite length. Then the α-orbit
is finite.
Problem 3.7.7 Prove or disprove: Assume that the α-orbit of a modular Leonard
triple is vertex-finite and every channel has finite length. Then the α-orbit is finite.
Problem 3.7.8 Prove or disprove: Let A1, A2, A3 be a Leonard triple. If α
jk
i (Ai) =
Ai, then A1, A2, A3 is affine equivalent to a modular Leonard triple.
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4 α-orbits of modular Leonard triples
We now study the α-orbits of modular Leonard triples. We proceed concretely using
the description of each type from Lemmas 2.6.3–2.6.9 of Chapter 2. With this data
we may describe the α-orbits precisely. We show that modular Leonard triples of
types II, IV, V, and VI have just one modular Leonard triple in their α-orbits. We
show that modular Leonard triples of types O, I, and III may have finite orbits when
the parameters take on special values, but for most values they are infinite. Since the
computer was used to verify certain equalities, we include some Mathematica output
as justification of our results.
4.1 Types II, IV, V, and VI
In this section we show that modular Leonard triples of types II, IV, V, and VI have
trivial α-orbits.
Lemma 4.1.1 Let A1, A2, A3 be a modular Leonard triple of type II, IV, V, or VI.
Then α123 = α
13
2 = α
23
1 . This antiautomorphism fixes each A1, A2, A3.
Proof. We may choose a basis with respect to which Ai is the tridiagonal ma-
trix of Lemma 2.6.2 and αjki is represented by the diagonal matrix KNN with K,
N from Definition 2.7.1 for the respective types II, IV, V, or VI. Thus, αjki (Ai) =
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(KNN)−1(Ai)t(KNN) = D−1BD, where
D = diag(1,
b0ν
2
1
c1
, ...,
d−2∏
m=0
bmν
2
m+1
cm+1
) and
B = tridiag

∗ c1 . . . cd−1 cd
a0 a1 . . . ad−1 ad
b0 b1 . . . bd−1 ∗
 .
Now by matrix multiplication,
[
αjki (Ai)
]
`,`+1
= D−1`,`B`,`+1D`+1,`+1 = D
−1
`,` (Ai)`+1,`D`+1,`+1 = (Ai)`,`+1,[
αjki (Ai)
]
`,`
= D−1`,`B`,`D`,` = (Ai)
t
`,` = (Ai)`,`,[
αjki (Ai)
]
`+1,`
= D−1`+1,`+1B`+1,`D`,` = D
−1
`+1,`+1(Ai)`,`+1D`,` = (Ai)`,` = (Ai)`+1,`,
as shown in the following cases.
If A1, A2, A3 is a modular Leonard triple of type II from Lemma 2.6.5 of diameter
d. Then we have the following cases.
Case 1: ` = 1
[
αjki (Ai)
]
`,`+1
=
−hd(3s+ 2d+ 4)
4
= b0 = [Ai]`,`+1 ,[
αjki (Ai)
]
`,`
= θ0 +
hd(3s+ 2d+ 4)
4
= a0 = [Ai]`,` ,[
αjki (Ai)
]
`+1,`
=
h(2 + s+ d)(−s− 2d)
4(3 + s)
= c1 = [Ai]`+1,` .
Case 2: 1 < ` < d− 1
[
αjki (Ai)
]
`,`+1
= h(`+s)(`−d−1)(2`+3s+2d+2)
4(2`+s−1) = b`−1 = [Ai]`,`+1 ,[
αjki (Ai)
]
`,`
= θ0 − h(`+s)(`−d−1)(2`+3s+2d+2)4(2`+s−1) − h(`−1)(`+s+d)(2`−s−2d−4)4(2`+s−1)
= a`−1 = [Ai]`,` ,[
αjki (Ai)
]
`+1,`
= h`(`+s+d+1)(2`−s−2d−2)
4(2`+s+1)
= c` = [Ai]`+1,` .
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Case 3: ` = d
[
αjki (Ai)
]
`,`+1
= −h(d+s)(4d+3s+2d+2)
4(2d+s−1) = bd−1 = [Ai]`,`+1 ,[
αjki (Ai)
]
`,`
= θ0 − −h(d+s)(4d+3s+2d+2)4(2d+s−1) − −h(d−1)(2d+s)(4+s)4(4d+s−1)
= ad−1 = [Ai]`,` ,[
αjki (Ai)
]
`+1,`
= −hd(s+2)
4
= cd = [Ai]`+1,` .
Case 4: ` = d+ 1 The only terms that appears is
[
αjki (Ai)
]
`,`
= θ0 +
hd(s+ 2)
4
= ad = [Ai]`,` .
If A1, A2, A3 is a modular Leonard triple of type IV from Lemma 2.6.7 of diameter
d. Then, for 1 ≤ ` ≤ d,
[
αjki (Ai)
]
`,`+1
=
h(`− 3/2s+ d+ 1) if ` is odd,h(`−d−1)(`−s+1)
`−s/2 if ` is even,
= b`−1 = [Ai]`,`+1 ,[
αjki (Ai)
]
`,`
= θ0 − b`−1 − c`− 1 = a`−1 = [Ai]`,` ,
[
αjki (Ai)
]
`+1,`
=
−
h`(`−s+d+1)
`−s/2 if ` is even,
−h(`+ s/2− d− 1) if ` is odd,
= c` = [Ai]`+1,` .
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If A1, A2, A3 is a type V triple as in Lemma 2.6.8 of diameter d. Then, for
1 ≤ ` ≤ d,
[
αjki (Ai)
]
`,`+1
=
h(`− d− 1) if ` is odd,h(`−3/2s+d+1)(`−s)
`−s/2 if ` is even,
= b`−1 = [Ai]`,`+1 ,[
αjki (Ai)
]
`,`
= θ0 − b`−1 − c`−1 = a`−1 = [Ai]`,` ,
[
αjki (Ai)
]
`+1,`
=
−
h`(`+s/2−d−1)
`−s/2 if ` is even,
−h(`− s+ d+ 1) if ` is odd,
= c` = [Ai]`+1,` .
If A1, A2, A3 is a type VI triple as in Lemma 2.6.9 of diameter d. Then, for
1 ≤ ` ≤ d,
[
αjki (Ai)
]
`,`+1
=

h(`−d−1)(`−3/2s+d+1)
`−s/2 if ` is odd,
h(`− s) if ` is even,
= b`−1 = [Ai]`,`+1 ,[
αjki (Ai)
]
`,`
= θ0 − b`−1 − c`−1 = a`−1 = [Ai]`,` ,
[
αjki (Ai)
]
`+1,`
=
−h` if ` is even,−h`(`−s+d+1)(`+s/2−d−1
`−s/2 if ` is odd,
= c` = [Ai]`+1,` .
This allows us to conclude that α123 (A3) = A3, α
13
2 (A2) = A2, α
23
1 (A1) = A1
regardless of the diameter chosen. Since αjki fixes Aj and Ak by definition, it follows
that each αjki fixes all three elements A1, A2, A3. Hence, they must be the same
antiautomorphism. Thus α123 = α
13
2 = α
23
1 . 2
One can also verify these results in Mathematica. Here we include the output for
the type II case, but omit types IV, V, and VI since they are similar.
Type = 2;
d = 2;
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ZeroMatrixQ[Simplify[Factor[alpha[1, A[1]]− A[1]]]]
True
ZeroMatrixQ[Simplify[Factor[alpha[2, A[2]]− A[2]]]]
True
ZeroMatrixQ[Simplify[Factor[alpha[3, A[3]]− A[3]]]]
True
Corollary 4.1.2 The α-orbit of any modular Leonard triples of types II, IV, V, and
VI consists of just one modular Leonard triple.
Proof. Follows directly from Lemma 4.1.1. 2
Lemma 4.1.3 Let A1, A2, A3 be a modular Leonard triple of type O or III. Then α
12
3
= α132 = α
23
1 and this antiautomorphism fixes each A1, A2, A3 only when ν = ±1.
Proof. We proceed as in the proof of Lemma 4.1.1 and compute the following matrix
entries. By matrix multiplication, if A1, A2, A3 is a modular Leonard triple of type
O from Lemma 2.6.3 of diameter d = 1, then
[
αjki (Ai)
]
`,`+1
= D−1`,` (Ai)`+1,`D`+1,`+1 =
ν2(1− ν + ν2)(θ0 − θ1)
(ν − 1)2 = ν
2b`−1,[
αjki (Ai)
]
`,`
= (Ai)
t
`,` = (Ai)`,`,[
αjki (Ai)
]
`+1,`
= D−1`+1,`+1(Ai)`,`+1D`,` =
ν(θ1 − θ0)
ν2(ν − 1)2 =
c`
ν2
.
In the same way, if A1, A2, A3 is a modular Leonard triple of type III from Lemma
2.6.6 of diameter d, then
[
αjki (Ai)
]
`,`+1
= D−1`,` (Ai)`+1,`D`+1,`+1 =
hν2(`− d− 1)(1− ν + ν2)
(1− ν)2 = ν
2b`−1,[
αjki (Ai)
]
`,`
= (Ai)
t
`,` = (Ai)`,`,[
αjki (Ai)
]
`+1,`
= D−1`+1,`+1(Ai)`,`+1D`,` =
h`ν
ν2(1− ν)2 =
c`
ν2
.
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Thus, for type O and type III triples, if the antiautomorphism is the same and fixes
all three elements, then the following equalities must hold:
[
αjki (Ai)
]
`,`+1
= (Ai)`,`+1 ⇒ ν2b`−1 = b`−1,[
αjki (Ai)
]
`,`
= (Ai)`,`,[
αjki (Ai)
]
`+1,`
= (Ai)`+1,` ⇒ c`
ν2
= c`.
Hence, this happens only when ν2 = 1⇔ ν = ±1 and the result follows. 2
Lemma 4.1.4 Let A1, A2, A3 be a modular Leonard triple of type I. Then α
12
3 , α
13
2 ,
and α231 are each distinct and do not fix the same elements of the original triple.
Proof. We proceed as in the proof of Lemma 4.1.1 and compute the following matrix
entries. By matrix multiplication, if A1, A2, A3 is a modular Leonard triple of type I
from Lemma 2.6.4 of diameter d, then for 1 ≤ ` ≤ d
[
αjki (Ai)
]
`,`+1
= −ν
2q2h(1− qd−`+1)(q − ν2q`−2)(1 + ν3qd+`−2)
qd−`+1(1− νq`−1)(1− ν2q2`−3) = ν
2q2b`−1,[
αjki (Ai)
]
`,`
= (Ai)
t
`,` = (Ai)`,`,[
αjki (Ai)
]
`+1,`
=
hν(1− q`)(1 + νqd−`)(1− ν2qd+`−1)
ν2qd−`+3(1− νq`−1)(1− ν2q2`−1) =
c`
ν2q2
.
Thus, for type I triples, if the antiautomorphism is the same and fixes all three
elements, then the following equalities must hold:
[
αjki (Ai)
]
`,`+1
= (Ai)`,`+1 ⇒ ν2q2b`−1 = b`−1,[
αjki (Ai)
]
`,`
= (Ai)`,`,[
αjki (Ai)
]
`+1,`
= (Ai)`+1,` ⇒ c`
ν2q2
= c`.
However this requires that ν2q2 = 1 which cannot happen according to Lemma 2.6.4.
Thus, the result holds.
2
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Lemma 4.1.5 Let A1, A2, A3 be a modular Leonard triple. The following are equiv-
alent:
(i) αjki = α
ik
j for some permutation ijk of 123.
(ii) α123 = α
13
2 = α
23
1 .
(iii) Either A1, A2, A3 is of type O or III where ν = ±1 or A1, A2, A3 is of type II,
IV, V, or VI.
(iv) αjki fixes Ai for some permutation of 1, 2, 3.
Proof. By Lemmas 4.1.1, 4.1.3, and 4.1.4, we have that Part (iii) implies Part (ii).
Clearly, Part (ii) implies Part (i). By the definition of each αjki in Theorem 2.7.3 and
by special values of K, N , and R for each type of modular Leonard triple in Lemmas
2.7.4–2.7.9, it follows that Part (i) implies Part (iii). Since αjki fixes Ai means that α
jk
i
fixes all three elements of the triple, Part (iv) implies Part (ii). On the other hand, if
α123 = α
13
2 = α
23
1 holds, then each antiautomorphism α
jk
i must fix all three elements
including Ai. Hence Part (ii) implies Part (iv) and we have the required equivalence.
2
We now refine Lemma 3.1.5.
Corollary 4.1.6 With reference to Lemma 4.1.5,
(i) If the equivalent conditions of Lemma 4.1.5 hold, then there is only 1 valid
sequence of length 1 and no longer valid sequence.
(ii) If the equivalent conditions of Lemma 4.1.5 do not hold, then there are exactly
3 · 2`−1 valid sequences of length ` (` ≥ 1).
Proof. Part (i) follows directly from Lemma 4.1.5. Part (ii) follows from Lemma
3.1.5 since α123 6= α132 6= α231 . 2
The remainder of our discussion focuses on the more interesting α-orbits arising
from modular Leonard triples of types O, I, and III.
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4.2 Types O and III
Modular Leonard triples of types O and III depend primarily on a single parameter
ν. We show that when ν is a primitive 3rd, 4th, or 5th root of unity, the α-orbits
form the tetrahedron, octahedron, and icosahedron, respectively. Finally, we give
an example of an infinite α-orbit when ν is a primitive 7th root of unity. We begin
by characterizing the vertex-finiteness condition for these types of modular Leonard
triples. We split the odd and even cases.
Theorem 4.2.1 Let A1, A2, A3 be a modular Leonard triple of type O or type III.
Let ν be as in Lemma 2.6.3 or Lemma 2.6.6 respectively. Let α1, α2, . . . , αm−1 be
a valid sequence such that αh(Ai) = Ai. Assume {κh(Aj), κh(Ak)} 6= {Aj, Ak} for
1 ≤ h ≤ m− 2. Then the following hold:
(i) Suppose m ≥ 3 is odd. Then κm−1(Aj) = Ak and κm−1(Ak) = Aj if and only if
ν is a primitive mth root of unity.
(ii) Suppose m ≥ 2 is even. Then κm−1(Aj) = Aj and κm−1(Ak) = Ak if and only
if ν is a primitive mth root of unity.
Proof. Let A1, A2, A3 be a type O or type III modular Leonard triple. Suppose that
for m ≥ 3 odd, κm−1(Aj) = Ak and κm−1(Ak) = Aj and that for m ≥ 2 even, κm−1(Aj)
= Aj and κm−1(Ak) = Ak. Then, when m ≥ 3 odd, it follows that the corresponding
entries of κm−1(Aj) and Ak must be equal and the corresponding entries of κm−1(Ak)
and Aj must be equal. Similarly, m ≥ 2 even, corresponding entries of κm−1(Aj) and
Aj must be equal. Then we form the following system of equations regardless of the
diameter chosen:
(
∑m−1
i=0 ν
i)(1− ν + ν2) = 0,∑m−1
i=0 ν
i = 0.
By the restriction for ν found in Lemmas 2.6.3 and 2.6.6 respectively, we know that
1 − ν + ν2 6= 0. Thus, the system is reduced to the single inequality: ∑m−1i=0 ν = 0.
Thus, 1 + ν + ν2 + . . .+ νm−1 = 0, hence ν is a primitive mth root of unity.
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Suppose ν is a primitive mth root of unity. Let α1, α2, . . ., α` be a valid sequence
of a type III triple A1, A2, A3. By Lemma 3.1.5, there are 3 · 2`−1 valid sequences of
antiautomorphisms α1, α2, . . ., α` and by Lemma 3.6.1, only 2 such sequences bring
you back to the original triple. It follows that `−1 = m−2⇒ ` = m−1. By Definition
3.1.2, this means that after m− 1 stages of growth, we produce the same elements as
the previous stages. If m ≥ 3 odd, we get that κm−1(Aj) = Ak and κm−1(Ak) = Aj.
If m ≥ 2 even, κm−1(Ak) = Ak and κm−1(Aj) = Aj Since type O triples are a special
case of type III triples, the same proof holds for these triples. 2
Corollary 4.2.2 Let A1, A2, A3 be a modular Leonard triple of type O or type III.
Let ν be as in Lemma 2.6.3 or Lemma 2.6.6 respectively. The α-orbit of the triple is
vertex-finite if and only if ν is a primitive root of unity.
Proof. Clear from Theorem 4.2.1. 2
The next set of examples illustrate Theorem 4.2.1 for small primitive roots of
unity. Moreover, these are special since the triples in these examples have finite
α-orbits which form geometric solids.
Example 4.2.3 Consider the case when ν = ±1, that is let ν be a primitive 2nd root
of unity. Then we have the following equalities which form a triangle complex:
A1 = α
23
1 (A1), A2 = α
13
2 (A2), A3 = α
12
3 (A3).
Figure 4.1: Type O/III complex (ν2 = 1)
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The identities in Example 4.2.3 are verified in Mathematica as follows. We specify
the type and diameter d and let ν be a primitive 2nd root of unity. Note that we omit
type III code since it follows similarly as type O.
Type = 0;
d = 1;
nu = −1;
ZeroMatrixQ[Simplify[Factor[alpha[1, A[1]]− A[1]]]]
True
ZeroMatrixQ[Simplify[Factor[alpha[2, A[2]]− A[2]]]]
True
ZeroMatrixQ[Simplify[Factor[alpha[3, A[3]]− A[3]]]]
True
Example 4.2.4 Consider the case when ν = −1±i
√
3
2
, that is let ν be a primitive
3rd root of unity. Let A4 = α
23
1 (A1), then by Theorem 4.2.1, we have the following
equalities:
A1 = α
23
1 (A4),
A2 = α
13
2 (A4),
A3 = α
12
3 (A4),
A4 = α
13
2 (A2) = α
12
3 (A3).
Thus the elements of the α-orbit are finite and form a tetrahedron (Figure 4.2(a) )
with vertices and faces listed in Table 4.2(b) when ν3 = 1.
The identities in Example 4.2.4 are verified in Mathematica as follows. We specify
the type and diameter d let ν be a primitive 3rd root of unity. Note that we omit type
III code since it follows similarly as type O.
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(a) Tetrahedron
Faces
A1, A2, A3
A1, A3, A4
A1, A2, A4
A2, A3, A4
(b)
Figure 4.2: Type O/III complex (ν3 = 1)
type = 0;
d = 1;
nu = −1−Sqrt[−1]Sqrt[3]
2
;
We define A4 in terms of A1.
A[4] = alpha[1, A[1]];
ZeroMatrixQ[Simplify[Factor[alpha[1, A[4]]− A[1]]]]
True
ZeroMatrixQ[Simplify[Factor[alpha[2, A[4]]− A[2]]]]
True
ZeroMatrixQ[Simplify[Factor[alpha[3, A[4]]− A[3]]]]
True
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Example 4.2.5 Consider the case when ν = ±i, that is let ν be a primitive 4th root
of unity. Let A4 = α
23
1 (A1), A5 = α
13
2 (A2), A6 = α
12
3 (A3). Then by Theorem 4.2.1,
we have the following equalities:
A1 = α
23
1 (A4), A4 = α
13
2 (A4) = α
12
3 (A4),
A2 = α
13
2 (A5), A5 = α
23
1 (A5) = α
12
3 (A5),
A3 = α
12
3 (A6), A6 = α
23
1 (A6) = α
13
2 (A6).
Thus the elements of the α-orbit are finite and form an octahedron (Figure 4.3(a) )
with vertices and faces listed in Table 4.3(b) when ν4 = 1.
(a) Octahedron
Faces
A1, A2, A3
A1, A2, A6
A1, A3, A5
A1, A5, A6
A2, A3, A4
A2, A4, A6
A3, A4, A5
A4, A5, A6
(b)
Figure 4.3: Type O/III complex (ν4 = 1)
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The identities in Example 4.2.5 are verified in Mathematica as follows. We specify
the type and diameter d let ν be a primitive 4th root of unity. Note that we omit type
III code since it follows similarly as type O.
type = 0;
d = 1;
nu = −Sqrt[−1];
We define A4–A6 in terms of previous Ai’s.
A[4] = alpha[1, A[1]]; A[5] = alpha[2, A[2]]; A[6] = alpha[3, A[3]];
ZeroMatrixQ[Simplify[Factor[alpha[1, A[4]]− A[1]]]]
True
ZeroMatrixQ[Simplify[Factor[alpha[2, A[5]]− A[2]]]]
True
ZeroMatrixQ[Simplify[Factor[alpha[3, A[6]]− A[3]]]]
True
Example 4.2.6 Consider the case when ν ∈
{√
5−1
4
± i
√
5+
√
5
8
, −
√
5−1
4
± i
√
5−√5
8
}
,
that is let ν be a primitive 5th root of unity. Let A4 = α
23
1 (A1), A5 = α
13
2 (A2), A6 =
α123 (A3), A7 = α
23
1 (A6), A8 = α
13
2 (A4), A9 = α
12
3 (A5), A10 = α
23
1 (A9), A11 = α
13
2 (A7),
A12 = α
12
3 (A8). Then by Theorem 4.2.1, we have the following equalities:
A1 = α
23
1 (A4), A7 = α
12
3 (A4),
A2 = α
13
2 (A5), A8 = α
23
1 (A5),
A3 = α
12
3 (A6), A9 = α
13
2 (A6),
A4 = α
13
2 (A8) = α
12
3 (A7), A10 = α
13
2 (A10) = α
12
3 (A10),
A5 = α
23
1 (A8) = α
12
3 (A9), A11 = α
23
1 (A11) = α
12
3 (A11),
A6 = α
23
1 (A7) = α
13
2 (A9), A12 = α
23
1 (A12) = α
13
2 (A12).
Thus the α-orbit is finite and its elements form an icosahedron (Figure 4.4(a) ) with
vertices and faces listed in Table 4.4(b) when ν5 = 1.
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(a) Icosahedron
Faces
A1, A2, A3
A1, A2, A6
A1, A3, A5
A1, A5, A9
A1, A6, A9
A2, A3, A4
A2, A4, A7
A2, A6, A7
A3, A4, A8
A3, A5, A8
A4, A7, A10
A4, A8, A10
A5, A8, A11
A5, A9, A11
A6, A7, A12
A6, A9, A12
A7, A10, A12
A8, A10, A11
A9, A11, A12
A10, A11, A12
(b)
Figure 4.4: Type O/III complex (ν5 = 1)
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The identities in Example 4.2.6 are verified in Mathematica as follows. We specify
the type and diameter d let ν be a primitive 5th root of unity. Note that we omit type
III code since it follows similarly as type O.
type = 0;
d = 1;
nu = Sqrt[5]−1
4
− Sqrt
[
5+Sqrt[5]
8
]
Sqrt[−1];
We define A4–A12 in terms of previous Ai’s.
A[4] = alpha[1, A[1]]; A[5] = alpha[2, A[2]]; A[6] = alpha[3, A[3]];
A[7] = alpha[1, A[6]]; A[8] = alpha[2, A[4]]; A[9] = alpha[3, A[5]];
A[10] = alpha[1, A[9]]; A[11] = alpha[2, A[7]];
A[12] = alpha[3, A[8]];
ZeroMatrixQ[Simplify[Factor[A[1]− alpha[1, A[4]]]]]
True
ZeroMatrixQ[Simplify[Factor[A[2]− alpha[2, A[5]]]]]
True
ZeroMatrixQ[Simplify[Factor[A[3]− alpha[3, A[6]]]]]
True
Lemma 4.2.7 Let A1, A2, A3 be a modular Leonard triple of type O or type III. Then
ν cannot be a primitive 6th root of unity.
Proof. By Lemmas 2.6.3 and 2.6.6, we ν2 − ν + 1 6= 0. Thus, by quadratic formula,
ν 6= 1±i
√
3
2
. Thus, ν cannot be a primitive 6th root of unity. 2
Consider the following example of an infinite α-orbit despite having vertex-finiteness.
Example 4.2.8 Let A1, A2, A3 be a modular Leonard triple of type O or type III.
Let ν be a primitive 7th root of unity. Then we have a vertex-finite α-orbit as in
Definition 3.6.2. By Lemma 3.7.9, in order for the α-orbit to be finite, it must be the
case that all channels of length m− 1 = 6 can be written as chain of a shorter length
due to vertex-finiteness. However, this is not the case since it can be verified that
α231 α
13
2 α
12
3 α
13
1 α
13
2 α
12
3 (A3) does not equal any other element of the α-orbit of length
less than 6. Thus, we conjecture that the α-orbit of A1, A2, A3 is infinite. Our
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computations give the 7-regular tessellation of the hyperbolic plane for the complex
of this triple (See Figure 4.5), up to eight stages of growth and we expect this to
continue.
Figure 4.5: Conjectured infinite complex (ν7 = 1)
The results in Example 4.2.8 are verified in Mathematica as follows. We specify
the type and diameter d let ν be a primitive 7th root of unity. We again omit type
III code since it follows similarly as type O.
type = 0; d = 1; nu = −(−1)5/7;
x = alpha[1, alpha[2, alpha[3, alpha[1, alpha[2, alpha[3,A[3]]]]]]];
Simplify[x− alpha[1, alpha[2, alpha[1, alpha[2, alpha[1, alpha[2,A[2]]]]]]]]
False
Simplify[x− alpha[1, alpha[2, alpha[1, alpha[2, alpha[1, alpha[3,A[3]]]]]]]]
False
Simplify[x− alpha[1, alpha[2, alpha[1, alpha[2, alpha[3, alpha[1,A[1]]]]]]]]
False
Problem 4.2.9 Show that the α-orbit of Example 4.2.8 is infinite.
Problem 4.2.10 Show that the complex of Example 4.2.8 is the 7-regular tessellation
of the hyperbolic plane.
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Problem 4.2.11 Let A1, A2, A3 be a modular Leonard triple of type O or type III.
Let ν be as in Lemma 2.6.3 or Lemma 2.6.6 respectively. Prove or disprove: For
m > 6, if ν is a primitive mth root of unity, then the α-orbit is infinite.
Observe that regularity is a necessary condition on the structure of the complexes
of modular Leonard triples. For objects of genus 0, the only complexes of modu-
lar Leonard triples are the triangle and the platonic solids. There are various solids
with triangular faces which are not regular such as the triangular dipyramid (Figure
4.6(a)), the pentagonal dipyramid (Figure 4.6(b)), the gyroelongated square dipyra-
mid (Figure 4.6(c)), the triaugmented triangular prism (Figure 4.6(d)), and the snub
disphenoid (Figure 4.6(e)). These complexes are very much like those of a Leonard
triple, but cannot be one of the modular Leonard triples.
(a) J12 (b) J13 (c) J17
(d) J51 (e) J84
Figure 4.6: Non-regular solids with triangular faces
Problem 4.2.12 Do any complexes of Leonard triples form one of the non-regular
Johnson solids (Figure 4.6)?
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4.3 Type I
The α-orbit of type I triples is never just a triangle as shown in Lemma 4.1.5. Modular
Leonard triples of types I depend primarily on parameters ν and q. However, ν and q
are also dependent upon the diameter d of the triple. We will show that the α-orbit of
type I triples may be finite for special values of ν and q. We consider vertex-finiteness.
Lemma 4.3.1 Let A1, A2, A3 be a modular Leonard triple of type I with diameter d.
Then ν and q cannot be the same primitive mth roots of unity if either of the following
hold:
(i) m ∈ {2, 3, 4, 5, . . . , 2d}; or
(ii) m ∈ {2d+ 4, 2d+ 6, 2d+ 8, . . . , 4d+ 2}.
Proof. We prove the contrapositive. Let ν and q be as in Lemma 2.6.4. Since the
diameter of modular Leonard triples of Type I must be at least 2, we do not consider
the case where m < 2. By Lemma 2.6.4, we have ν2qi 6= 1,for 0 ≤ i ≤ 2d− 2. Thus,
if ν = q, then ν2+i 6= 1. Hence, ν cannot be a primitive (2 + i)th root of unity. Then
m 6= 2 + i, that is m /∈ {2, 3, 4, 5, . . . , 2d}. The other restriction from Lemma 2.6.4
was that ν3qd+i−1 6= −1. If ν = q, then we have νd+i+2 6= −1. Squaring both sides of
this inequality yields ν2d+2i+4 6= 1. Thus, ν cannot be a primitive (2d+ 2i+ 4)th root
of unity. Then m 6= (2d + 2i + 4), that is m /∈ {2d+ 4, 2d+ 6, 2d+ 8, . . . , 4d+ 2}.
Hence the result holds. 2
Conjecture 4.3.2 Let A1, A2, A3 be a modular Leonard triple of type I. The α-orbit
is vertex-finite if and only if ν = q is a primitive mth root of unity.
We give some examples of finite α-orbits of type I triples.
Example 4.3.3 Let A1, A2, A3 be a modular Leonard triple of type I of diameter
d = 2. Let ν and q be as in Lemma 2.6.4. By Lemma 4.3.1, we can let ν = q ∈{√
5−1
4
± i
√
5+
√
5
8
, −
√
5−1
4
± i
√
5−√5
8
}
, that is let ν and q be the same primitive 5th
root of unity. Then we have the same equalities as in Example 4.2.6. Hence, we the
α-orbit is finite and the complex formed is the icosahedron shown in Figure 4.4(a).
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The identities in Example 4.3.3 are verified in Mathematica as follows. We specify
the type and diameter d let ν be a primitive 5th root of unity.
type = 1;
d = 2;
nu = Sqrt[5]−1
4
− Sqrt
[
5+Sqrt[5]
8
]
Sqrt[−1];
We define A4–A12 in terms of previous Ai’s. .
A[4] = alpha[1, A[1]]; A[5] = alpha[2, A[2]]; A[6] = alpha[3, A[3]];
A[7] = alpha[1, A[6]]; A[8] = alpha[2, A[4]]; A[9] = alpha[3, A[5]];
A[10] = alpha[1, A[9]]; A[11] = alpha[2, A[7]];
A[12] = alpha[3, A[8]];
ZeroMatrixQ[Simplify[Factor[A[1]− alpha[1, A[4]]]]]
True
ZeroMatrixQ[Simplify[Factor[A[2]− alpha[2, A[5]]]]]
True
ZeroMatrixQ[Simplify[Factor[A[3]− alpha[3, A[6]]]]]
True
Example 4.3.4 Let A1, A2, A3 be a modular Leonard triple of type I of diameter
d = 2. By Lemma 4.3.1, we can let ν = q = 1±i
√
3
2
, that is a primitive 6th root of
unity. Let A4 = α
23
1 (A1), A5 = α
13
2 (A2), A6 = α
12
3 (A3), A7 = α
23
1 (A6), A8 = α
23
1 (A5),
A9 = α
13
2 (A4). Then we have a finite α-orbit from the following equalities:
A1 = α
23
1 (A4), A6 = α
23
1 (A7) = α
13
2 (A7),
A2 = α
13
2 (A5), A7 = α
23
1 (A6) = α
13
2 (A6) = α
12
3 (A7),
A3 = α
12
3 (A6), A8 = α
23
1 (A5) = α
12
3 (A5) = α
13
2 (A8),
A4 = α
13
2 (A9) = α
12
3 (A9), A9 = α
13
2 (A4) = α
12
3 (A4) = α
23
1 (A9).
A5 = α
23
1 (A8) = α
12
3 (A8),
The complex formed is a triangle torus with vertices 1–9 in each cross section (Figure
4.7(a)) corresponding to the subscripts of the A′is.
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(a) Cross-section of torus
Faces
A1, A2, A3
A1, A2, A6
A1, A3, A5
A1, A5, A8
A1, A6, A7
A1, A7, A8
A2, A3, A4
A2, A4, A8
A2, A6, A9
(b)
Faces (cont’d)
A2, A8, A9
A3, A4, A7
A3, A5, A9
A3, A7, A9
A4, A5, A6
A4, A5, A8
A4, A6, A7
A5, A6, A9
A7, A8, A9
(c)
Figure 4.7: Type I complex (ν6 = q6 = 1)
The identities in Example 4.3.4 are verified in Mathematica as follows.
type = 1; d = 2; nu = q = 1+Sqrt[−3]
2
;
We define A4–A9 in terms of previous Ai’s.
A[4] = alpha[1, A[1]]; A[5] = alpha[2, A[2]]; A[6] = alpha[3, A[3]];
A[7] = alpha[1, A[6]]; A[8] = alpha[1, A[5]]; A[9] = alpha[2, A[4]];
ZeroMatrixQ[Simplify[Factor[A[1]− alpha[1, A[4]]]]]
True
ZeroMatrixQ[Simplify[Factor[A[2]− alpha[2, A[5]]]]]
True
ZeroMatrixQ[Simplify[Factor[A[3]− alpha[3, A[6]]]]]
True
Example 4.3.5 Let A1, A2, A3 be a modular Leonard triple of type I of diameter
d = 2 or 3. Let ν and q be as in Lemma 2.6.4. By Lemma 4.3.1, we can let ν = q =be
a primitive 7th root of unity. Let A4 = α
23
1 (A1), A5 = α
13
2 (A2), A6 = α
12
3 (A3), A7 =
α231 (A5), A8 = α
23
1 (A6), A9 = α
13
2 (A4), A10 = α
13
2 (A6), A11 = α
12
3 (A4), A12 = α
12
3 (A5),
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A13 = α
23
1 (A9), A14 = α
23
1 (A10), A15 = α
23
1 (A11), A16 = α
23
1 (A12), A17 = α
13
2 (A8), A18
= α132 (A12), A19 = α
23
1 (A17), A20 = α
23
1 (A18), A21 = α
13
2 (A14), A22 = α
13
2 (A15), A23
= α123 (A13), and A24 = α
12
3 (A16). Then we have a finite α-orbit from the following
equalities:
A1 = α
23
1 (A4), A13 = α
13
2 (A7) = α
12
3 (A23),
A2 = α
13
2 (A5), A14 = α
12
3 (A9) = α
13
2 (A21),
A3 = α
12
3 (A6), A15 = α
12
3 (A8) = α
13
2 (A22),
A4 = α
13
2 (A9) = α
12
3 (A11), A16 = α
13
2 (A11) = α
12
3 (A24),
A5 = α
23
1 (A7) = α
12
3 (A12), A17 = α
12
3 (A7) = α
23
1 (A19),
A6 = α
23
1 (A8) = α
13
2 (A10), A18 = α
12
3 (A10) = α
23
1 (A20),
A7 = α
13
2 (A13) = α
12
3 (A17), A19 = α
13
2 (A19) = α
12
3 (A19),
A8 = α
13
2 (A17) = α
12
3 (A15), A20 = α
13
2 (A20) = α
12
3 (A20),
A9 = α
23
1 (A13) = α
12
3 (A14), A21 = α
23
1 (A21) = α
12
3 (A21),
A10 = α
23
1 (A14) = α
12
3 (A18), A22 = α
23
1 (A22) = α
12
3 (A22),
A11 = α
23
1 (A15) = α
13
2 (A16), A23 = α
23
1 (A23) = α
13
2 (A23),
A12 = α
23
1 (A16) = α
13
2 (A18), A24 = α
23
1 (A24) = α
13
2 (A24).
The complex formed is a triangle torus with vertices 1–24 in each cross section (Figure
4.8(a)) corresponding to the subscripts of the A′is.
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(a) Cross-section of torus
Faces of complex
A1, A2, A3
A1, A2, A6
A1, A3, A5
A1, A5, A10
A1, A10, A18
A2, A12, A18
A2, A6, A12
A2, A3, A4
A2, A4, A8
A2, A8, A15
A2, A11, A15
A2, A6, A11
A3, A4, A7
A3, A7, A13
A3, A9, A13
A3, A5, A9
A4, A7, A14
A4, A14, A20
A4, A16, A20
A4, A8, A16
A5, A9, A17
A5, A17, A22
A5, A16, A22
A5, A10, A16
A6, A11, A17
A6, A12, A14
A6, A14, A23
A6, A17, A23
(b)
Faces (cont’d)
A7, A12, A22
A7, A13, A19
A7, A14, A22
A7, A19, A22
A8, A10, A16
A8, A10, A23
A8, A15, A19
A8, A19, A23
A9, A11, A17
A9, A11, A20
A9, A13, A21
A9, A20, A21
A10, A18, A21
A10, A21, A23
A11, A15, A24
A11, A20, A24
A12, A18, A24
A12, A22, A24
A13, A15, A18
A13, A15, A19
A13, A18, A21
A14, A20, A21
A14, A21, A23
A15, A18, A24
A16, A20, A24
A16, A22, A24
A17, A19, A22
A17, A19, A23
(c)
Figure 4.8: Type I complex (ν7 = q7 = 1)
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The identities in Example 4.3.5 are verified in Mathematica as follows. We specify
the type and diameter d let ν be a primitive 7th root of unity.
type = 1;
d = 2;
nu = −(−1)5/7;
q = −(−1)5/7;
We define A4–A24 in terms of previous Ai’s.
A[4] = alpha[1, A[1]]; A[5] = alpha[2, A[2]]; A[6] = alpha[3, A[3]];
A[7] = alpha[1, A[5]]; A[8] = alpha[1, A[6]]; A[9] = alpha[2, A[4]];
A[10] = alpha[2, A[6]]; A[11] = alpha[3, A[4]]; A[12] = alpha[3, A[5]];
A[13] = alpha[1, A[9]]; A[14] = alpha[1, A[10]]; A[15] = alpha[1, A[11]];
A[16] = alpha[1, A[12]]; A[17] = alpha[2, A[8]]; A[18] = alpha[2, A[12]];
A[19] = alpha[1, A[17]]; A[20] = alpha[1, A[18]]; A[21] = alpha[2, A[14]];
A[22] = alpha[2, A[15]]; A[23] = alpha[3, A[13]];
A[24] = alpha[3, A[16]];
ZeroMatrixQ[Simplify[Factor[A[1]− alpha[1, A[4]]]]]
True
ZeroMatrixQ[Simplify[Factor[A[2]− alpha[2, A[5]]]]]
True
ZeroMatrixQ[Simplify[Factor[A[3]− alpha[3, A[6]]]]]
True
Problem 4.3.6 Let A1, A2, A3 be a modular Leonard triple of type I of any diameter
d ≥ 2. Let ν and q be as in Lemma 2.6.4 or Lemma 2.6.4. Prove or disprove: For
m ≥ 6, if ν = q is a primitive mth root of unity, then the α-orbit is finite and forms a
torus.
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4.4 Problems
We re-state the open problems from this chapter in this section.
Problem 4.2.9 Show that the α-orbit of Example 4.2.8 is infinite.
Problem 4.2.10 Show that the complex of Example 4.2.8 is the 7-regular tessel-
lation of the hyperbolic plane.
Problem 4.2.11 Let A1, A2, A3 be a modular Leonard triple of type O or type
III. Let ν be as in Lemma 2.6.3 or Lemma 2.6.6 respectively. Prove or disprove: For
m > 6, if ν is a primitive mth root of unity, then the α-orbit is infinite.
Problem 4.2.12 Do any complexes of Leonard triples form one of the non-regular
Johnson solids (Figure 4.6)?
Problem 4.3.2 Prove the conjecture of this number.
Problem 4.3.6 Let A1, A2, A3 be a modular Leonard triple of type I of any di-
ameter d ≥ 2. Let ν and q be as in Lemma 2.6.4 or Lemma 2.6.4. Prove or disprove:
For m ≥ 6, if ν = q is a primitive mth root of unity, then the α-orbit is finite and
forms a torus.
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5 Association schemes from modular Leonard triples
We now turn our attention to another problem concerning modular Leonard triples.
To discuss this problem we will need some further background material concerning
Kronecker products, association schemes and related notions.
5.1 Preliminaries for association schemes
We recall the notion of a Kronecker product.
Definition 5.1.1 [23] If A is an m-by-n matrix and B is a p-by-q matrix, then the
Kronecker product A ⊗ B is the mp-by-nq block matrix
A⊗B =

a11B . . . a1nB
...
. . .
...
am1B . . . amnB
 . (5.1.1)
Lemma 5.1.2 If A, B, C, and D are matrices of such size that one can form the
matrix products AC and BD, then (A ⊗ B)(C ⊗ D) exists and
(A⊗B)(C ⊗D) = AC ⊗BD. (5.1.2)
Proof. Expand the Kronecker products as shown in (5.1.1) and apply regular matrix
multiplication. 2
Lemma 5.1.3 [3] Suppose that A and B are square matrices of size n and q respec-
tively. Let λ1,..., λn be the eigenvalues of A and µ1,..., µq be those of B (listed with
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algebraic multiplicity). Then the trace and spectrum of A ⊗ B are respectively
tr(A⊗B) = (trA)(trB), (5.1.3)
spec(A⊗B) = {λiµj|i = 1, ..., n, j = 1, ..., q} . (5.1.4)
Definition 5.1.4 [3] Let X be a set.
(i) The Cartesian square of X is the set X ×X = {(α, β)|α ∈ X, β ∈ X}.
(ii) Let R ⊂ X ×X. Its dual subset is the set R′ = {(β, α)|(α, β) ∈ X}.
(iii) The diagonal subset is the set Diag(X) = {(ω, ω) : ω ∈ X}.
We recall the notion of an association scheme.
Definition 5.1.5 [3] By a k-class symmetric association scheme we mean a set of
points, X, along with k + 1 binary relations R0, R1, ..., Rk, called associate classes,
which partition X ×X such that
(i) R0 = Diag(X);
(ii) Ri = R
′
i, i = 1, ..., k;
(iii) for all i, j, ` in {0, ..., k}, there is an integer p`ij such that, for all (α, β)∈ R`,
|{γ ∈ X : (α, γ) ∈ Ri, (γ, β) ∈ Rj}| = p`ij.
Definition 5.1.6 [3] With reference to Definition 5.1.5, we call the number of asso-
ciate classes, in this case k+1, the rank of the association scheme. Elements α, β ∈ X
are called i-th associates if (α, β) ∈ Ri. The parameters p`ij are called the intersection
numbers of an association scheme. Note that the superscript ` does not signify a
power.
We define the notion of a Hamming association scheme.
Definition 5.1.7 [3] Let Γ be an n-set and let Ω=Γm. For α and β in Ω, let α and
β be i-th associates if α and β differ in exactly i positions, where 0 ≤ i ≤ m. These
classes on Ω × Ω form the Hamming scheme, H(m,n), on the m-th power of an n-
set, because the Hamming distance between α and β is defined to be the number of
positions in which they differ.
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Figure 5.1: The 3-dimensional binary Hamming cube H(3, 2)
We give an example of a Hamming scheme.
Example 5.1.8 Consider the set X of 3-tuples of the 2-set {0, 1}. We think of the
Hamming scheme H(3,2) as a graph with vertex set X and an edge between two
vertices if and only if they differ by exactly one entry (Figure 5.1, [25]). The shortest
path between vertices will then indicate which associate class they are contained in.
5.2 The Pauli matrices
In some sense modular Leonard triples generalize the Pauli matrices, although there
are other generalizations [37]. In this section we examine how near the modular
Leonard triples are to the Grassmanian codes of A. Roy ([39], [40]) in terms of a
related construction of association schemes. The Pauli matrices are also examples of
Roy’s work.
Example 5.2.1 The Pauli matrices are the following 2× 2 matrices:
σ1 =
0 1
1 0
 , σ2 =
0 −i
i 0
 , σ3 =
1 0
0 −1
 ,
where i =
√−1. In quantum mechanics, σ1 and σ2 often denote position and momen-
tum vectors, while σ3 is simply the product of σ1 and σ2 multiplied by the scalar
1
i
[37].
They are Hermitian and unitary [40], such that for i = 1, 2, 3,
(i) tr(σi) = 0;
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(ii) det(σi) = -1;
(iii) σ2i =
1 0
0 1
 = I.
The set {σ1, σ2, σ3, I} forms an orthogonal basis for the real Hilbert space of 2 × 2
complex Hermitian matrices [37].
Lemma 5.2.2 With reference to Example 5.2.1, σ1, σ2, σ3 form a modular Leonard
triple of type O.
Proof. Note that σ1 is of the form (2.6.4), where b0 = 1, c1 = 1, a0 = a1 = 0, σ2 is of
the form (2.6.6), where ν1 = −i, and σ3 is of the form (2.6.5), where θ0 = 1, θ1 = −1.
Then, when ν = ν1
(1−ν+ν2)(θ0−θ1)
(ν−1)2 =
2i
(−i−1)2 =
2i
2i
= 1 = b0,
ν(θ1−θ0)
(ν−1)2 =
2i
2i
= 1 = c1,
θ0 − b0 = 1− 1 = 0 = a0,
θ0 − c1 = 1− 1 = 0 = a1.
Thus by Lemma 2.6.3, σ1, σ2, σ3 form a modular Leonard triple of type O. 2
Observe that types I–VI excluded the case when d = 1 in order for every modular
Leonard triple to have a unique description. One can take d = 1 in each type (except
type V and VI) and end up with a member of type O.
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5.3 A Partition of Kronecker products
In this section we consider certain association schemes whose construction involves
Kronecker products.
Definition 5.3.1 Let Matn(K) be the set of n × n matrices with n ∈ Z+. Given a
finite set A of matrices from Matn(K) and a positive integer k, define
Xk(A) = {A1 ⊗ A2 ⊗ · · · ⊗ Ak|Ai ∈ A} . (5.3.5)
Definition 5.3.2 Given a finite setA of matrices from Matn(K) and a positive integer
k, define
STk(A) = {tr(B1B2)|B1, B2 ∈ Xk(A)} ,
SSk(A) = {spec(B1B2)|B1, B2 ∈ Xk(A)} .
Definition 5.3.3 (a) Define a partition Tk(A) = {τt|t ∈ STk(A)} of Xk(A)×Xk(A)
by the relation
B1τtB2 if tr(B1B2) = t.
(b) Define a partition Σk(A) = {σs|s ∈ SSk(A)} of Xk(A)×Xk(A) by the relation
B1σsB2 if spec(B1B2) = s.
Note that the matrices in the α-orbit of a modular Leonard triple are similar and
hence cospectral. We shall meet the following special situations.
Lemma 5.3.4 Let A be a finite set of cospectral matrices and let T0, T1 be the respec-
tive constants such that
tr(AiAj) =
T0 if i 6= j,T1 if i=j. (5.3.6)
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Suppose B1, B2 ∈ Xk(A) are given by
B1 = A1 ⊗ A2 ⊗ · · · ⊗ Ak,
B2 = A
′
1 ⊗ A′2 ⊗ · · · ⊗ A′k.
Let u = |{l|Al = A′l}|, v = |{l|Al 6= A′l}|. Then
tr(B1B2) = T
u
0 T
v
1 .
Proof. By (5.1.2), B1B2 = A1A
′
1 ⊗ A2A′2 ⊗ · · · ⊗ AkA′k. Thus by (5.1.3), tr(B1B2)
= tr(A1A
′
1)tr(A2A
′
2)· · · tr(AkA′k) and the result follows from (5.3.6). 2
Lemma 5.3.5 Let A be a finite set of cospectral matrices and let S0, S1 be the respec-
tive constants such that
spec(AiAj) =
S0 if i 6= j,S1 if i=j. (5.3.7)
Suppose B1, B2 ∈ Xk(A) are given by
B1 = A1 ⊗ A2 ⊗ · · · ⊗ Ak,
B2 = A
′
1 ⊗ A′2 ⊗ · · · ⊗ A′k.
Let u = |{l|Al = A′l}|, v = |{l|Al 6= A′l}|. Then
spec(B1B2) = S
×u
0 × S×v1 .
Proof. By (5.1.2), B1B2 = A1A
′
1 ⊗ A2A′2 ⊗ · · · ⊗ AkA′k. Thus by (5.1.4), spec(B1B2)
= spec(A1A
′
1) × spec(A2A′2) × · · · × spec(AkA′k) and the result follows from (5.3.7).
2
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5.4 Hamming Schemes from modular Leonard triples
We begin this section by stating explicity the possible traces and spectra for the
products of canonical modular Leonard triples.
Lemma 5.4.1 Let A1, A2, A3 be a canonical modular Leonard triple. Since these
matrices are cospectral, there exist constants in the sense of Lemmas 5.3.4 and 5.3.5
such that
T0 = {z0θ0 + z1θ1 + · · ·+ zdθd|zi ∈ K} , (5.4.8)
T1 =
{
θ20 + θ
2
1 + · · ·+ θ2d
}
, (5.4.9)
S0 = {(−bi − ci−1 + bi−1 + ci+1 + θ0)θi|0 ≤ i ≤ d} , (5.4.10)
S1 = {θiθj|0 ≤ i, j ≤ d} , (5.4.11)
where θi, ai, bi, and ci are the matrix elements from Lemma 2.6.2.
Proof. Since Ai and Aj are square matrices, it follows that tr(AiAj) = tr(AjAi).
By the modularity of these matrices, equations (5.4.8) and (5.4.10) hold. To show
that spec(AiAj)= S0 when i 6= j, we must compute these matrix products for each
of the six families of canonical modular Leonard triples [13]. Starting with base case
of diameter d=5 and continuing by induction, result (5.4.10) holds. From the shape
of these matrices, it follows that spec(A21)=spec(A
2
2)=spec(A
2
3)={θ20, θ21, · · · , θ2d} = S1
and result (5.4.11) holds. 2
The next theorem shows that the traces and spectra of products of modular
Leonard triples partition the set Xk(A) in (5.3.5), forming special association schemes.
Theorem 5.4.2 Let A= {A1, A2, A3} be a modular Leonard triple. Then Tk(A) and
Σk(A) are association schemes for all k ≥ 1. In particular, Tk(A) and Σk(A) are
isomorphic to the Hamming scheme H(k,3).
Proof. By Definition 5.3.3, Tk(A) and Σk(A) partition Xk(A) × Xk(A) where the
relations B1τtB2 if tr(B1B2) = t and B1σsB2 if spec(B1B2) = s are necessarily sym-
metric since tr(B1B2) = tr(B2B1) and spec(B1B2) = spec(B2B1) and there exists
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appropriate intersection numbers which satisfy the remaining conditions for associa-
tion schemes in Definition 5.1.5. Moreover, since for α and β in Tk(A), α and β are
i-th associates if α and β differ in exactly i positions, where 0≤ i ≤ k, we see that
Tk(A) is in fact isomorphic to a Hamming scheme [3]. Since spec(B1B2) = S×u0 ×S×v1 ,
B1 and B2 are in the same i-th relation if they differ in exactly i places. Thus, Σk(A) is
also isomorphic to a Hamming scheme. Finally, since Xk(A) is composed of elements
of length k chosen from a set of size 3, the result follows. 2
Problem 5.4.3 Does Theorem 5.4.2 hold if A= {A1, A2, A3} is only a Leonard triple
without modularity?
Problem 5.4.4 Does Theorem 5.4.2 hold for affine shifts of modular Leonard triples?
Corollary 5.4.5 Let A1, A2, A3 be a modular Leonard triple. Let ijk be a permu-
tation of 123. Let A = {Ai, αikj (Aj), Ak}. Then, Tk(A) and Σk(A) are association
schemes for all k ≥ 1. In particular, Tk(A) and Σk(A) are isomorphic to the Hamming
scheme H(k,3).
Proof. Follows directly from Lemma 2.3.2 and Theorem 5.4.2. 2
In the work of Roy, we see that his Grassmanian codes provide examples where
Tk(A) and Σk(A) are not isomorphic.
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5.5 Counterexamples for non-modular triples
While we have shown that the set of Kronecker products of k elements of a modular
Leonard triple A1, A2, A3 forms association schemes using the spectrum and trace,
this result does not extend to all triples consisting of two tridiagonal and one diagonal
matrices. This is because of the important modularity property of modular Leonard
triples. Consider the following counterexamples.
Example 5.5.1 Let A1, A2, A3 be a modular Leonard triple. Consider the triple A1,
A2, A
T
3 , where A
T
3 is the transpose matrix of A3. Then, while spec(A
2
1) = spec(A
2
2)
= spec(AT3 · AT3 ) = {θ20, θ21, · · · , θ2d} = S1 and while tr(A21) = tr(A22) = tr(AT3 · AT3 )
= {θ20 + θ21 + · · ·+ θ2d} = T1 due to the shape of the matrices, we have spec(A1AT3 )
6= spec(AT3A2) = spec(A1A2) = S0 and tr(A1AT3 ) 6= tr(AT3A2)=tr(A1A2)=T0. Thus,
the set of Kronecker products of k elements of triple A1, A2, A
T
3 , do not form a
Hamming scheme despite similar shapes of the matrices. This is because the triple is
not modular. By a similar argument, the triple AT1 , A2, A3 fails as well. In fact, they
do not give rise to any association scheme in general.
Example 5.5.2 Let A1, A2, A3 be a modular Leonard triple. Consider the triple
A1, A2, AT3 , where A
T
3 is the conjugate transpose matrix of A3. Like the previous
example, spec(A1AT3 ) 6= spec(AT3A2) = spec(A1A2) = S0 and tr(A1AT3 ) 6= tr(AT3A2)
= tr(A1A2) = T0. Thus, the set of Kronecker products of k elements of triple A1, A2,
AT3 does not form an association scheme.
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5.6 Problems
Problem 5.4.3 Does Theorem 5.4.2 hold if A= {A1, A2, A3} is only a Leonard triple?
Problem 5.4.4 Does Theorem 5.4.2 hold for affine shifts of modular Leonard triples?
Problem 5.6.1 Consider a finite α-orbit of a modular Leonard triple. Although not
an association scheme, we have some regular structure. What is it?
Problem 5.6.2 Consider a finite subset of an α-orbit of a modular Leonard triple.
Although not an association scheme, we have some regular structure. What is it?
Problem 5.6.3 Consider the kth state of growth of a finite α-orbit of a modular
Leonard triple. Although not an association scheme, we have some regular structure.
What is it?
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