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Вышеизложенный подход к совместному проектированию програм­
мно-аппаратного управления обменом информацией в системах автома 
тизации экспериментов для случая двух компонент может быть прос­
то обобщен на случай нескольких компонент, их реализация при 
этом может быть как " чисто " программной, так и " чисто "а п  
паратной, что позволяет рассматривать такой подход к декомпо 
зиции ЛСА на асинхронно взаимодействующие компоненты как универ­
сальный .
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Рост числа прикладных исследований, усложнение средств ав­
томатизации эксперимента вызывают-необходимость разработки мето­
дов его оптимизации в целях сокращения затрат времени и средств 
на проектирование эксперимента, изготовление аппаратуры, ее мон­
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таж и наладку, проведение эксперимента и обработку полученных резуль­
татов при сохранении высокого качества научного продукта.
В эксперименте можно выделить процедуры активного оперирования 
с объектом ( м е т о д и к а  э к с п е р и м е н т а )  и процедуры 
контроля состояний экспериментальной установки и управления (т е х 
н о  л о г  и я э к с п е р и м е н т а ) .  Эти процедуры различны,хотя 
и связаны так называемым оператором установки [ 5 ] .  Каждой достаточно 
развитой отрасли науки соответствует определенный набор методик и 
технологий изучения объекта. Некоторые из методик и технологий ока­
зываются связанными друг с другом и используются совместно. Будем их 
называть обобщенной методикой или технологией соответственно [4 ] . 
Принцип обобщенного подхода заключается в том, что аппаратура и прог 
раммно-алпаратные средства обобщенной технологии должны быть совмее- 
тимы друг с другом, что позволит с наименьшими затратами перестроить 
установку. Ориентации на обобщенную технологию естественно.придержи­
ваться и при формальной постановке задачи: пусть 6 ^ , . . . ,  0^ - па
раметры I  -й методики эксперимента (о = 1V ) , включая план экспе 
римента, параметры модели и другие параметры процедуры оперирования 
с объектом. В случаях, рассматриваемых в теории планирования экспери 
мента [ б ] ,  набор параметров методики содержит число наблюдений /V , 
параметры, определяющие план эксперимента N̂ , и параметры информа 
ционной матрицы М. Пусть - параметры у -ой технологии экс­
перимента ( j  = 1J ) , включая параметры проявлений изучаемого
объекта, параметры оператора установки и другие параметры контроля 
и управления. Задача проектирования автоматизированного эксперимен­
та следующая: 
m i п. т о п  Z ,  (0  е, Ъ * )
*  (1 ) 
7.s ( 6 L, Z r ) < 0
где 7,0 - целевая функция; 7s ( S ограничения на значения
параметров.
Если целевая функция и ограничения зависят только от параметров 
методики эксперимента | д‘ j  , получаем задачу планирования экспери­
мента. Наиболее часто используемые целевые функции приведены в ра­
боте [б] .
Выражение ( I )  определяет двухэтапную задачу стохастического 
программирования [ 8 ] :  на первом этапе фиксируются параметры техно­
логии, а на втором осуществляется планирование эксперимента.
и более сложных случаях приходим к задаче многокритериальной опти­
мизации»
На уровне пользователя задачи,которые должны выполнять прог-
1 шмно-аппаратный комплекс, можно описать формулой Ф  в некото- 
;юй сигнатуре £  [7 ] . На уровне проектировщика конкретная реали­
зация вычислений по формуле Ф  описывается формулой Ф  в сигна­
туре 2. I отличной, в общем случае, от £  . Процесс проектиро­
вания можно описать как переход от формулы ф к формуле Ф 
через последовательность формул Ф ,,. . . , » являющихся конкрети­
зациями формулы Ф  . Он осуществляется с помощью отображений
где ( к  = - I , ' i ) -  семейство отображений, зависящих от параметра 
U H£  U к > которое ставит в соответствие каждому \Г€ К *  семей- 
формул ^  = ф [(Г ( ^  J n h
(2 )
описывающее совокупность возможных реализаций вычислений по форму­
ле ф . Реализации процесса вычислений на совокупности из̂  Р^про- 
цессоров соответствует некоторое семейство множеств 52/с  J (2 1 )
( j  - ^ р ) такое, что любая последовательность макрсопераций из
2  > которую нужно выполнить при реализации ФС иЗ  , содержится 
в объединении некоторой последовательности элементов изQ jij- ip). 
П устьМ -М Ци]- совокупность семейств процессоров, достаточных 
для реализации QP[u] , т .е .  выполняется условие
Vi J io ,...,  ip (ua->‘-x D ) >
где T T t  ~ последовательность макроопераций, ко­
торая может-выполняться в момент времени. Пусть f\Z-/VL^_]  -  со­
вокупность всех возможных разбиений семейств процессоров из М 
по фиксированному числу площадок их установки. Каждому элементу 
пе Л/tu J  , ассоциированному с семейством процессоров т[и]£М[и]
соответствует сеть каналов связи с вариантами комплексации 
gmcm[uj < т [и ]  * Н , определяемая связями макроопераций в про­
цессе вычисления, и вариантами комплексации he И процессоров. 
Если ju j  совокупность последовательностей элементов из rriugm , 
ассоциированных с критерием или ограничением V j' , то задача про­
ектирования сети процессоров аппаратуры автоматизации сложного 
эксперимента сводится к̂
Л 4 jL / * p  • (3 >
Это задача комбинаторного программирования большой размерности»
Для ее решения необходимо использовать методы эвристического прог­
раммирования [  3 2 •
Определение оптимальных затрат времени и ресурсов на изготов­
ление аппаратуры, монтаж, наладку и проведение эксперимента осу­
ществляется с помощью хорошо известных моделей распределения ре­
сурсов на сетевых графиках [ I  J .
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Эффективное использование систем сбора и обработки информации 
(ССОИ) как двуединого средства для получения и обработки данных 
в реальном масштабе времени невозможно без специальных средств 
управления ресурсами системы. Важной составляющей задачи создания
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