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INTRODUCTION 
In this paper we prove the results announced in [13]. Let G be a semi- 
simple, simply connected algebraic group defined over an algebraically 
closed field k. Let T be a maximal torus, B a Bore1 subgroup, B 3 T. Let 
W be the Weyl group of G. Let R (resp. R+ ) be the set of roots 
(resp. positive roots) relative to T (resp. B). Let S be the set of simple roots 
in R+. Let P be a maximal parabolic subgroup in G with associated 
fundamental weight w. Let W, be the Weyl group of P, and Wp be the set 
of minimal representatives of W/W,. For w  E Wp, let e(w) be the point and 
X(w) the Schubert variety in G/P associated to w. In this paper we deter- 
mine the multiplicity m,(w) of X(w) at e(z), where e(z) E X(w), for all 
minuscule P’s and also for P = Pgn, G being of type C, (here Pun denotes 
the maximal parabolic subgroup obtained by omitting a,). The determina- 
tion of m,(w) is done as follows. Let L be the ample generator of Pic(G/P). 
A basis has been constructed for @(X(w), L”) in terms of standard 
monomials on X(w) (cf. [ 16, 11 I). Let U; be the unipotent subgroup of G 
generated by U-,, /?ET(R+ - Rp+) (here R, denotes the set of roots of P 
and U, denotes the unipotent subgroup of G, associated to tl E R). Then 
U; e(r) gives an affme neighborhood of e(z) in G/P. Let A, be the affine 
algebra of U, e(z) and A,.. = A,/&, where & is the ideal of elements of 
A, that vanish on X(w) n U; e(z). Let M,,, be the maximal ideal in A, H, 
corresponding to e(r). Then using the results of [ 16, 111, we obtain a basis 
of M;, &f:,+,,’ . This enables us to obtain an inductive formula for F,,,, the 
Hilbert polynomial of X(w) at e(T) (cf. Corollaries 3.8 and 4.11), and also 
express m, (w) in terms of m, (w’)‘s, X(w’)‘s being the Schubert divisors in 
X(w) such that e(T)E X(w’) (cf. Theorems 3.7 and 4.10). Using this we 
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describe (cf. Section 5) the singular loci of Schubert varieties in G/P in an 
explicit way, G being classical and P being as follows: 
Type A,,: P is any maximal parabolic subgroup, 
TypeB,:P=PEn, 
TypeC,:P=P,,,P,n, 
Type D,: P= P,,, Pan-,, P,“. 
The indexing of simple roots above is as in [ 11. 
The sections are arranged as follows. In Section 1 we recall facts about 
Schubert varieties in a minuscule G/P. In Section 2 we look at the actions 
of certain differential operators on the extremal weight vectors in 
@(G/P, L). In Section 3 we compute m,(w) for all Schubert varieties X(w) 
in G/P. In Section 4 we consider the case of G/P = Sp(2n)/P,,. In Section 5 
we describe the components of the singular loci of Schubert varieties in G/P 
for G classical and P as given above. 
1. PRELIMINARIES ON MINUSCULE G/P 
Let G, B, T, P, W, Wp, R, R+, S, R, be as above. Let V, be the 
irreducible G-module (over Q) with highest weight w. Let us fix a highest 
weight vector e in V, (note that e is unique up to scalars). Let qz be the 
Kostant Z-form of &, the universal enveloping algebra of the Lie algebra 
g of G (cf. [ 51). Let S,+ be the Z-subalgebra of az spanned by Xyn !, 
o! E R+ (here X, denotes the element of the Chevalley basis of g associated 
to IX). Let V, =+&e. For w  E W, let Q,,= we and VH,,,= %$Q,,. We have 
P?‘(X(w),, L,)= I’,*,,,, the Z-dual of V,,, (here X(w), denotes the 
Schubert scheme over Z associated to w). 
Throughout this section we assume that w is minuscule (cf. [ 1,6]); i.e., 
w  satisfies the condition (w, LX*) < 1 for all u E R+. We recall the following 
results (cf. [ 161). 
PR~P~~~TION 1.1. {Q,, w E W’} is a E-basis of V,. 
Notation 1.2. {P,, w  E Wp} denotes the basis of V,* dual to 
(Qw, w E W’}. 
PROPOSITION 1.3. (1) P, IxcwJ # 0 if and only if w > z (here > denotes 
the Briihat order), 
(2) {P, 1 T < w} is a Z-basis of @(X(w),, 15,). 
Remark 1.4. For any field k we shall denote P, Q 1 by p,. 
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DEFINITION 1.5. A monomial P,, P,, . . . Prm is said to be standard on 
X(w), if war,>t,> . . . >r,. 
THEOREM 1.6 (cf. [ 161). Standard monomials on X(w) of degree m form 
a Z-basis for ZI“(X(w),, L;), m E Z+. 
COROLLARY 1.7 (cf. [16]). Denoting by R(w) the homogeneous coor- 
dinate ring of X(w) for the projective embedding X(w)* P(@‘(G/P, L)*), 
R(w),~=P(X(W), L”), mEZ+, and thus R(w), has a basis consisting of 
standard monomials of degree m. 
The following lemma will be used in Section 3. 
LEMMA 1.8. Suppose t, cp E Wp are such that z, cp are not comparable 
(under B&hat order). Writing 
p,p,=p,p,, (*I 
where the right hand side is a sum of standard monomials, we have that any 
cc and z (resp. any b and z) are comparable. 
Proof Restricting (*) to X(a), the right hand side is a non-zero sum of 
standard monomials on X(a) (each term restricted to X(a) is either 0 or 
standard, and the term P,P, is non-zero on X(a)). Linear independence of 
standard monomials implies that P,P, (xCaj is non-zero. In particular we 
obtain c1> t. In a similar way, by considering wOr, w,cp, w0 being the 
element of maximal length in W, we obtain /I < r. 1 
For the rest of this section we prove some lemmas concerning G/P, P 
minuscule, which will be used in Sections 2 and 3. 
LEMMA 1.9. For any t E Wp and fi E R, X, pi is either zero or it equals 
+PsST. 
Proof The vector pr is a weight vector for the action of T, of weight 
-r(w). Hence X,p, is a weight vector of weight -r(w) + fi. This in 
particular implies (since o is minuscule) that (r(o), /I*) = 1 and ssr(w) = 
r(o) - /3 and hence X,p, and psST have the same weight. The result follows 
from this. 1 
Next we recall the following proposition from [8, 1 l] (in Proposi- 
tion 1.10 one does not need to assume that o is minuscule). 
PROPOSITION 1.10. Let w E Wp and let a be a simple root. Let P, be the 
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rank one parabolic subgroup corresponding to u. The following are equiv- 
alent: 
(1) X(w) is stable for multiplication on the left by P,, 
(2) -VW) 1 W&W), 
(3) (w(w), a*) < 0, 
(4) for any Schubert variety X(z) s X(w), X(s,z) s X(w). 
Remark 1.11. Let X(w’) be a divisor in X(w), with w’ = s, w  for some 
CI E S. If o is minuscule, then (w(w), a*) = - 1 = -(w’(o), a*). This follows 
from Proposition 1.10 and the fact that I(o, /?*)I < 1 for PER. 
DEFINITION 1.12. Let X(w’) be a divisor in X(w), say w’ = S, w  for 
c1 E R + . The divisor X( w’) is called a moving divisor if CY is simple. 
LEMMA 1.13 (cf. [9, 111). Let X(w’) be a moving divisor in X(w), say 
w’ = s,w. Then for any X(T) 2 X(w), either X(z) s X(w’) or X(s,z) E X(w’). 
LEMMA 1.14. Let w E Wp. Any divisor in X(w) is a moving divisor (co 
being minuscule). 
Proof We use induction on dim X(w). If dim X(w) = 1, then w  = s,, 
w’ = id and the result is immediate. Let us then assume that dim X(w) > 1. 
Let cp =sBw for some /?E R+. If /I is not simple, let us fix a moving divisor 
X( w’) in X(w), where w’ = sg w, for some 6 E S. Now by Lemma 1.13, 
X(s,q) 5 X(w’). We consider the diagram 
where z = sscp and r = sy w’ (note that y is simple by the induction 
hypothesis). Considering the two expressions w  = sbsyr and w  = sBs6r, we 
have by the minuscule property 
W(O)=t(O)-d-y=T(w)-6-p. 
This implies j3 = y and hence we obtain that /I is simple. H 
Notation 1.15. For two elements 1, p in the root lattice, we write I> ,u, 
if 1-p is a positive integral combination of the simple roots. 
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LEMMA 1.16. Let X(w,) i= 1, 2 be two dioisors in X(w). Let w1 =sBw, 
w2 = sy w. Then (/I?, y*) = 0. 
Proof: Both /I and y are simple by 1.14. Hence (8, y*) ~0. Suppose 
(8, y*)<O. Then jI+y is a root and we obtain (w(o), (/?+ y)*)< -2, 
which is not possible. 1 
LEMMA 1.17 (cf. [S]). Let X(w,), i= 1, 2 be two divisors in X(w). Then 
X( w  1) n X( w2) is irreducible. 
LEMMA 1.18. Let z, w  E Wp. Then w  B z if and only if w(o) d z(w). 
Proof We use induction on dim X(w). If dim X(w) = 1, then w  = s,, for 
a being the simple root such that S, = S - {a}. We have w(w) = o - a and 
hence w(o) < r(o) if and only if r(w) = o, i.e., if and only if r = id. This 
proves the result in this case. Let us then assume that dim X(w) > 1. If 
w>r, then by [4] we can write w=s,;..s~,r, a;ER+, I(s,;..s,,z)= 
l(r)+i for 1 <i<r and in such a way that 
X(T)CX(S,,T)CX(Sa*SIIT)C ... CX(S,;..S,,T) 
and hence w(w) = r(o) -C ai, which then implies that w(o) < r(o). 
Let us now suppose that w(o) <r(o). Let us fix a moving divisor X(w’) 
in X(w), say w’=sgw for some j?ES. Let r(0)=w(cO)+C/Ii,PiES (some 
of the pi’s can be equal). Now we distinguish the following two cases. 
Case 1. r<sgr. Now by Remark 1.11 we have (r(w), /?*)= 1 = 
-(w(w), b*) and (/Ii, /I*) < 0 for pi # p. This (by considering (T(O) - w(o), 
j?*)) implies that pi= /I for some i. Hence we obtain t(a) - w’(o) = 
r(o) - w(w) -/I 20. Hence by the induction hypothesis, we have w’a r, 
which implies w  > r. 
Case 2. T >sgt. Let (T(O), fi*) = a. We have a=0 or a= - 1. If a=O, 
then (r(w)- w(w), j?*)= 1 and hence (1 /Ii, /I*)= 1. By the same 
consideration as in the Case 1, we see that /Ii = /I for some i. This implies 
that sPr(w) - w’(w) = t(a) - w(w) - /I > 0. By the induction hypothesis, we 
obtain w’> sgz which in turn implies that w  at. If a = - 1, then 
ssr(w) - w’(w) = z(w) + j? - w(o) - /3 = C pi > 0. We obtain w’ 2 sBr which 
implies in turn that w  > r. i 
LEMMA 1.19. Let T E Wp. Then o - T(O) = 2 pi, pie R+ - Rp’ (some of 
the j?ls could be equal). 
Proof. We use induction on dim X(z). If dim X(r) = 1, then r = s,, a 
being the simple root such that S, = S- {a}. We have o-t(~) = a and 
the result follows. Let dim X(t) > 1. Let us fix a moving divisor X(q) in 
60718412-4 
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X(r), say cp =S~T for some /?E S. By the induction hypothesis, we have 
o-q(w)=Z yi, yi6R+-R,+. Hence o - r(o) =x yi + /? (note that 
r(w) = q(w) - j3). The result is immediate if /?E R+ -R,‘. Let us then 
assume that /? E Rp’ . We have (o -C yi, /?*) = (q(o), fi*) = 1. Hence we 
obtain (C yi, /I*) = - 1 (note that /?E Rp’ *(co, /?*) = 0). Hence, for at 
least one i, (y,, /3*) < 0, which then implies that yi+ p is a root. Further, 
yi + /I E R + - Rp’ , since yi E R+ - Rp’ . The result now follows. 1 
We continue now with some lemmas concerning the exceptional groups 
of type E, and E,. 
LEMMA 1.20. Let G be a group of type E,. Let w E Wp. Let a be the 
simple root such that Sp = S- (a}. 
(1) Let z < w. Then z(o)- w(o) written as a positive integral 
combination of simple roots involves a with a coefficient ~2, 
(2) X(w) has at most two Schubert divisors. 
Proof (1) We have r(w) - w(o) = o - w(o) - (o-r(w)). Now both of 
o-w(o) and w-r(o) are <w-- wO(o), w. being the element of largest 
length in W (by Lemma 1.18, we(w) is 6 both w(o) and r(w)). Referring 
to the tables in [ 11, we find that o - we(w) written as a positive combina- 
tion of simple roots involves a with coefficient 2. The result follows from 
this. 
(2) Let X(w,), 1 <id t, be the Schubert divisors in X(w), say 
W~=S~~W, fiiE S (cf. Lemma 1.14). Let r =sB, -..s~,w. Then w(o)-r(w) = 
-Cfii(cf. Remark 1.11 and Lemma 1.16). This implies w-wp’r(o)=Cyi 
where yi= -w-‘@~)E R+ -Rp’ (since X(ws,,)=X(w,)&Y(w)). Now ta3 
would imply that in w-w-%(o), written as a positive integral com- 
bination of simple roots, a occurs with the coefficient 23. This contradicts 
(1). I 
LEMMA 1.21. Let G be of type Eg. Let w, ZE Wp be such that w> z. 
Then either w = zsy with y E R + -RP+, or w=Ts,,s,, with y,, y2eRC-R:, 
w>ws,,,,w>qifori=1,2and(y,,yj@)=0. 
Proof We use induction on dim X(w). If dim X(w) = 1, then w  = sol, 
where a is the simple root such that SP = S - {a}. In this case r = id and 
the result is obvious. Let us then suppose that dim X(w) > 1. We 
distinguish the following two cases. 
Case 1. X(w) has a unique Schubert divisor. Let X(w’) be the divisor 
in X(w), say W’=S~W for some DES. Now X(s,r)~X(w), since 
(w(w), B*) = - 1 (cf. Proposition 1.10). If sgt = w  then w’ = r and w  = rsy 
where y =t-‘(/?)E R+ - Rp’ and the result follows. Let then 
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X(S~T)~ X(w). This implies X(spr)s X(w’) (note that spr # w’, since 
sp w’ = w  and r < w). 
Hence by the induction hypothesis applied to (w’, spr), we obtain 
spw = w’ = spas, (or sB7s,,s,,). This implies w  = 75, (or ZS~~S~~), with the 
said properties. Note that in the latter case, sgu’ > sB wsy, and ssw > sgzs,, 
imply that w  > WS,~ and w>rsy, (cf. Proposition 1.10, since (w(w), /I*)= 
- 1). 
Case 2. X(w) has two Schubert divisors. Let X(w,), i= 1, 2, be the 
divisors in X(w). Let wi = sg,w, /Ii E S, i = 1, 2. If r > shr for at least one i, 
then we work with wi, sp,r and proceed as in Case 1 (note that r > sAr 
implies wi> sg,r by Lemma 1.13). Let us then assume that r < sa,z for 
i=l,2. Let r’=sB,sB2r. We have r’<w since (w(o),flT)=-1 for i=l,2. 
We may assume that z’ < MJ; for, if T’ = w, then the result is obvious. The 
fact that (wi(w), BP) = 1 for i = 1,2 implies that T’ # w,. Hence we obtain 
by Lemma 1.17 that T’ < sB,ssl w  (note that 7’ # sB,sBl w). Now by the induc- 
tion hypothesis applied to (ul’, r’) where w’ = sBLsBl w, we obtain w’ = r’s? 
(or r’s,,s,,) with the required properties. Here, we should observe that if 
w’ = z’sy,sy2, then the facts that w’ > w’s?, and MS’ > r’s,, imply (by Proposi- 
tion 1.10) that w  > wsy, and w  > rs./,, since (w(o), /I,?) = - 1. This completes 
the proof of Lemma 1.21. 1 
We have results similar to Lemmas 1.20 and 1.21 for groups G of type 
E,. We state these results below. The proofs are omitted, since they are 
analogous to the proofs of Lemmas 1.20 and 1.21. 
LEMMA 1.22. Let G be a group of type E,. Let w  E Wp and tl be the 
simple root such that S, = S- (a]. 
(1) Let z < w. Then r(w) - w(w), written as a positive integral 
combination of simple roots, involves 01 with a coefficient <3, 
(2) X(w) has at most three divisors. 
LEMMA 1.23. Let w, 5 E Wp be such that w  > z. Then w  = zsy, . ‘s,, where 
l<t<3, Y~ER+-R,+, and if t > 2, then we have w  > ws,,, w  > zs,,, and 
(yj, y,*)=O for i#j. 
We finish this section with one more lemma. 
LEMMA 1.24. Let G be of the type A,, D,, E,, E,. Let S,= S- {cx}. Let 
z E Wp and let a be the coefficient of u in the expression for o - z(w) as a 
positive integral combination of simple roots. Then in any expression 
w-t(~)=C~~~~~~~ with B,ER+-R,~, we have r=a. 
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ProoJ: The result follows in view of the fact that in these cases, in any 
root /?E R+ - Rp’ the coefficient of c1 is precisely 1 (cf. [ 1 I). 1 
2. THE COMPUTATION OF Dps 
Throughout this section we assume that o is minuscule. We fix w, r E Wp 
such that w  > r. We are interested in finding the operators 
D = x-, . ..X-., in a’(g) such that Dp@=a,p,, a,Ek*, where l3E Wp. 
The computations of this section will be used in Section 3 to calculate the 
multiplicity of e(r) on X(w). We first gather some facts on Wp. For G 
classical of rank n, we shall denote by P, the maximal parabolic subgroup 
such that SPI = S - (q,j, 1~ d < n. We index the simple roots as in [ 11. 
(i) G = SL(n + 1) (type A,). For 1 <d< n, we have (cf. [6]) 
WPd= {(a,, . . . . ad) 1 l<a,<a,< ... <a,<n+l}. 
Further for w1 = (a,, .,., ad), w2 = (b,, . . . . bd) in Wpd we have wi > w2 if and 
only if a,ab, for 1 <i<d. 
More generally, we define a partial order 2 on 
Z= {(a,, . . . . ad) 1 a, < ... <ad, a,eZ+} 
by defining (a, ,..., ad)>(b ,,..., bd), if ai3bi, l<i<d. 
For a d-tuple (a,, . . . . ad), a,eZ+, we will denote by (a,, . . . . a,)t, the 
d-tuple (a,, . . . . ad) with the entries arranged in ascending order. 
(ii) G = SO(2n) (type D,). Let V be a 2n-dimensional vector space 
over k together with a non-degenerate, symmetric, bilinear form ( , ). 
Taking the matrix of the form ( , ) (with respect to the basis {e,, . . . . ez,) 
of V) to be 
E= 
we may realize G = SO( V) as the fixed point of the involution c on 
H = SL( V) given by a(A) = E( ‘A) - ‘E. Let T(H) = {diagonal matrices in 
H}, B(H) = {upper triangular matrices in H). Then T(H) and B(H) are 
stable under cr. Further, T(G) = T(H)” and B(G) = B(H)” are, respectively, 
a maximal torus and a Bore1 subgroup in G. We have (cf. [6]): 
(1) If N(T(H)) (resp. N(T(G))) is the normalizer of T(H) in H 
(resp. T(G) in G), then N( T(H)) is stable under 0 and 
N(T(G))=N(T(H))“. 
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(2) The canonical map 
is an inclusion and we have 
w= {(a,, . ..) a2n)~S2n 1 ai=a,,+rPifor l<iQn, 
and “(i, 16i6n 1 ai>n} iseven}}. 
(3) Denoting by {q, 1 ,< i < 2n) the canonical basis of 
X(T(GL(2n))) (T(GL(2n)) being the maximal torus of GL(2n) consisting 
of diagonal matrices) we have an involution (T: X(T(GL(2n))) -+ 
NQGWn))), dd= -Q,,+~-~~ 1 < i < 2n. Identifying R(H) (resp. 
R+(H)) with {si-sj, l<i,j<n} (resp. {si-sj, l<i<j<n}), we see 
that R(H) and R+(H) are stable under CJ and R(G) (resp. R+(G)) gets 
identified with the orbit space under o of R(H) (resp. R + (H)) minus the 
fixed point set under TV. Thus, 
R+(G)= {ci-.si, 1 bi<j<n}u {E~+E~, 1 <i<j<n}. 
(4) The simple roots in R+(G) are given by 
{Ei-&E,+~,1~i6n-1}u{E~~~+E~}. 
Denoting by {O,}, 1 < i< n, the simple reflections in W, we have (cf. [6]) 
ei=SiS*n-i, lQi<n-1 
en=SnSn-lSn+ISny 
where si is the transposition (i, i + 1) in W(H). 
(5) Let P= P,. Then 
(1) 1 <a, < ... <a,<2n; 
(2) “{i 1 1 <i<n, a,>n} iseven; 
(3) for 1 < i< n, precisely one of {i, 2n+ 1 -i} E {a,, . . . . a,} i- 
For w1 = (al, . . . . a,), w2 = (6,, . . . . b,) in Wp, w1 2 w2 if and only if ai >, bi for 
1 <i<n. 
(6) P = PM-,. Let us consider the map 6: Wpn -+ Wpn-I, 
d(a 1, ..*, a,) = (b,) . ..) b,- 1) where (b,, . . . . b,- i) is obtained from 
n by n’=n+l (resp.n’=n+l by n), if n 
nP 1}. Note that if a, > n, then precisely one of the 
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elements n, n’ is in {a,, . . . . a,- ,}. If a, =n, then (a,, . . . . a,)= (1, . . . . n) and 
in this case &a,, . . . . a,) = (1, . . . . n - 1). 
It is easily seen that 6 is a bijection preserving Briihat order. It is also 
clear that for w, r E Wpn the multiplicity m,(w) of X(w) at e(r) is equal to 
. . . 
the multiphcity m,(,, 6(w) of X(&w)) at e(&r)). In fact, 6 is induced by the 
isomorphism of varieties G/P, -+ GfP, _ 1. 
(iii) G= S0(2n- 1) (type B,-,). We have 
(1) 1 <a, < ... <a,-, <2n; 
wPn-’ = 
i 
(a,, . ..) a +i) (2) {i, i’} n {a,, . . . . a,- ,} consists precisely , 
of one element for 1 < i < n - 1 i 
where i’=2n-i. 
As in (6) above, we define a map 8: Wfn-l + W’fn where W’= 
W(SO(2n)) by setting %(a,, . . . . u,-i) = (a,, . . . . a,), where u,=n or n’ 
(=n+l)andthechoiceismadesothat “{ii l<i<n,u,>n}iseven(the 
i’ in (a,, . . . . a,-,) (rev., e(a,, . . . . a,-, )) should be understood as 2n - i 
(resp. 2n + 1 - i)). It is easily seen that as in (6) the map 9 is a bijection 
preserving Briihat order and multiplicities. 
(iv) G= SP(2n) (type C,). Let P= P, be the minuscule, maximal 
parabolic. Then G/P is a projective space and the Schubert varieties are all 
smooth (they are isomorphic to projective spaces). 
Remark 2.1. In view of (ii)(6), (iii), and (iv) above, in our consideration 
of minuscule maximal parabolics, we may assume that G is of the type A,,, 
D,, E,, or E,. In the case of type D,, we may assume that P= P, or P,. 
In the case of E,, P = P, or P, is the minuscule, maximal parabolic and in 
the case of E,, P = P, is the minuscule, maximal parabolic. In the case of 
E,, it is enough to consider one of the two cases because the varieties G/P, 
and G/P, are isomorphic and the isomorphism preserves Schubert 
varieties, Briihat order, etc. 
DEFINITION 2.2. For an element D =X,, ... X8,c a(g), flit R, we refer 
to s as the order of D and denote it by ord D. 
DEFINITION 2.3. For w, t E Wp, where w  > r, we shall denote 
R(w,r)={p~R+-Rp+ 1 W&QZ}. 
We have the following. 
THEOREM 2.4 (cf. [ 121). The Zuriski tangent space T( w, 7) to X(w) at 
e(7) is spanned by {X-,, BE R(w, 7)} (here, for a root cc, A’, denotes the 
element of the Chevulley basis of g, corresponding to a). 
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LEMMA 2.5. Let w, z be as above. Then there exists a D = X-,I ‘a. X_,,, 
pi E R( w, z), such that Dp,, = a, pr, a, E k*. 
Proof. The bases {P,., w E W’} and IQ,,,, w  E IV’} being dual to 
each other, we see easily that X-,$ ... X-,, P, = a,P, if and only if 
X-,, . ..X-.,Q,= +aoQw (here one uses g-invariance of the form ( , )). 
Hence we shall show that there exists a D’ = X_,, . .. X-,$, pi E R(w, T), 
such that D’Q, =aDQH,, agE k*. We prove this case by case. 
Case 1. G = SL(n), P = P,. We have G/P = Grass(d, n), the Grassman- 
nian of d-dimensional subspaces of an n-dimensional space. Further, we 
have by (i) above 
Wp= ((a,, . . . . ad) ) 1 <a,< ... <a,<n). 
Note that if r = (a,, . . . . ad) E Wp, then as an element of W = S,, r gets iden- 
tified with the permutation (a,, . . . . a,), where ad+, , . . . . a,, are the elements 
of complement of {a,, . . . . ad} in { 1, . . . . n} in the ascending order. 
Let r = (al, . . . . ad) and let ~1 E R, say c( = s1 - sj. Then it can be seen easily 
that 
ifjE {a,, . . . . ad}, i$ {a,, . . . . ad} 
otherwise 
(note that in the case when Jo {al, . . . . ad}, i$ {a,, . . . . a,}, s,r as an element 
of Wp is given by the d-tuple obtained from (a,, . . . . ad) by replacing j by 
i). Let w  = (e,, . . . . ed). Let 
{C 1, .. . . c,} = {e,, . . . . cd} - {e,, . . . . ed> n {a,, . . . . ad} 
(arranged in ascending order) 
{b 1, . . . . b,} = {a,, . . . . ad} - {e,, . . . . ed} n {a,, . . . . ad) 
(arranged in ascending order). 
Then we have c, > b, for 1 ,< t < s. Let us denote /I, = r(si - sj), where i and 
j are given by ai = b, and aj = c, (note that in particular, i < d < j). 
Thus /?, E z(R+ - Rp’ ). Further, if (a;, . . . . a>) is the d-tuple corresponding 
to sB,z, then (a;, . . . . a&)< (e,, . . . . ed). Thus /I, E R(w, T). Setting D’ = 
x-p, . ..X-&. we have D’Q, = + Qw. 
Case 2. G = SO(2n). 
(a) P=Pl. We have W”= {(i), 1 di<2n}. Let w=(i), z=(j) 
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withwarIfj#2n+l-i, thenXPBQr=QwwhereB=r(a),aER+-Rp+ 
is defined as 
El - Ei, i<n 
a= 
&1-&y, n<i<j’ 
El + E(i- l)‘, j’ < i, (j, i) # (n’, (n - 1)‘) 
El --%I, if (j, i) = (n’, (n - 1)‘). 
(Recallthatfor l<i62n,i’=2n+l-i).Ifj=2n+l-i, then 
X-,,X-,,Q,= Qw 
where pi = t(si + E,) and p2 = r(si -E,) (note that in this case j< n, since 
X(j)=X(r)cX(w)=X(j’)). 
(b) P= P,. We recall that 
(1) 1 <a,< ... <a,<2n; 
wp = 1 (a,, . ..) a,) (2) “{ii l<i<n,a,>n}iseven; (3) forl<idn,{i,2n+l-i}n{(a, ,..., a,} ’ consists of one element I 
Let 5 = (a,, . . . . a,), w  = (el, . . . . e,), w  > T. Let 
{b 1, .. . . b,) = {e,, . . . . e,} - {e,, . . . . en> n{a,, . . . . a,> 
(arranged in ascending order) 
{C 1, ..., c,> = {a,, . . . . a,} - {e,, . . . . e,} n {a,, . . . . a,} 
(arranged in ascending order). 
We have (cl ,..., c,} = (b’, ,..., b:). Further, w=zs,;..s,,, riER+-R:, 
where for ri = TS,, . . . s,, , X(T,+ i) is a divisor in X(7,), 1 < i,< t. From this it 
follows that s is even, because any root in R+ - Rp’ is of the form Ei + Ej. 
Let I,m be such that b,< ... <b,<n<b,+,< ... <b,+, (I+m=s). We 
have m<i (since T< w, (b,, . . . . b,)< (c,, . . . . c,), and I (resp. m) equals 
“{ii bi < n} (resp. “(ii ci Q n}). Let us denote b,,, ,..., br+, by 
yk, Yin-l, ***, y;, respectively. Let q= f(/-m) (note that l-m is even). Set 
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We have /I, = r(q) where CI, = si + sj, i and j being given by 
i 
b ai= ” l<t<m 
b zt-m-19 m+l<t<m+q 
Yt7 
{’ 
l<tgm 
aj = 
b zr--my m+l<tdm+q 
It is easily seen that w  2 sPlt, for 1 6 t 6 m + q, since we have ( y,, . . . . y,) > 
(b,, . . . . b,) (as z < w). The result follows from this and the fact that 
CC , , ..., c,) 2 (b,, . . . . b,). Setting D’ =X-,, . .. X~,m+y, we have D’Qr = Q,.. 
Case 3. G is of type E, or E,. In view of Lemmas 1.21 and 1.23, we 
have w=q, (resp. rsy,sy2, rSy,S,,Sy,). Setting b= r(y) (pi=r(yi)), we 
have /I, pin R(w, z), because sg,r = rsy, < w. Further, setting D’=X-, 
(resp. XP,,XP,,, X-,,X-,,X-,,), we have, up to f 1, D’Qr = &. (note 
that (y,,yy)=O implies X-,,X-,Q,=Q,z, where $i,j=rsy,sr,; for, 
XP,Q, = QP, where pj=sP,z (since (z(w), /I;*) = (0, y?) = 1) and hence 
x-,,x-,Q, = X-p,Qp,= Qtiz,,, where tii. j = s,s,,r (since (s~,z(o), /IF) = 
(t((jJ), 87) = 1 )I. I 
LEMMA 2.6. Fix w, t E Wp such that w > z. Let D, = X, . . . X,,, D, = 
x-p; -x-p; be two elements of 4?(g) where pi, &E R(w, T), 1 di<s, 
1 <j< t, such that Dipw,=ao,pr, a,,Ek*. Then s= t. 
Proof The hypothesis implies that r(o) - w(o) = x pi = C &. Writing 
pi = z(y,), /?I. = r(6,), where y,, S, E R+ - Rp’ , we obtain w  - T-‘w(o) = 
C yi = C 6,. The result now follows from Lemma 1.24. 1 
LEMMA 2.7. Fix w, t E Wp such that w > z. Let 8 < w. Further, let z and 
8 be comparable, i.e., either z 3 l3 or 8 3 t. Then there exist a 
D=X_,S...Xx,,y pi E R(w, z), 16 i 6 s, such that Dp, = a, p,, a, E k*. 
Proof As in the proof of Lemma 2.5, it suffices to exhibit a 
D’ = X-,, . . X-,$ such that D’Qr = a,Qe. If 0 2 z, then the result follows 
from Lemma 2.4 with w  = 0 (note that R (8, T) c R(w, z), since 8 6 w). Let 
us then suppose that 8 <z. We prove the result case by case. 
Case 1. G = SL(n), P = P,. Let 8 = (fi, . . . . fd), z = (a,, . . . . ad). Let 
{g 1, . . . . s,} = {fly . . ..fd} - {fI, . . ..f.> n {a,, . . . . ad} 
(arranged in ascending order) 
{h ,, . . . . h,} = {a,, . . . . 4) - {fI, . . . . fd} n {a,, . . . . ad) 
(arranged in ascending order). 
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Then we have h,> g,, 1 < I< t. Denoting fil = &h, - Ed,, we have 
/?, = z(q - ej), where i and j are given by ai = hl, ur = g,. In particular we 
have i<d<j. Thus B!ET(R+ -R;). Further we have t > sg,r (since 
h, > gr). Hence PI E R(w, r). Also we have, setting D’ = X,, . .. X,,, 
D’Q, = Q,. The result follows immediately from this. 
Case 2. G = SO(2n). 
(a) P=P,. Let z=(j), 0=(i). If j#2n+l-i, then XPBQr=Q,, 
/3 = z(u) where 
&I - &i, icnci’cj 
El + &?I, i=n 
cI= 
I 
El + Et’, i>n’ 
El-E,,, i = n’ 
El-Ei+l, otherwise. 
If j= 2n+ 1 -i then XPB,XPB2Qr = Qs, where bl =z(E~ +E,), /?2 = 
‘dE1 -En). 
(b) P = P,. Let z = (a,, . . . . a,), 8 = (f,, . . . . f,). Let 
tg 1, . . . . g,> = Ifi, . . ..f.> - (fly . . ..fi> n (a,, . . . . a,> 
(arranged in ascending order) 
{h 1, . . . . h,} = {a,, . . . . a,> - {fly . . ..fn) n {a,, . . . . a,> 
(arranged in ascending order). 
We have {g,, . . . . g,} = {hi, . . . . hi). As in the proof of 2(b) of Lemma 2.4, 
we note that t is even. Let I,m be such that gl< . ..<grdn<g.+,< 
. . . < gl+, (1+ m = t). We have m < I (as in the proof of Lemma 2.4, 2(b)). 
Let us denote g,, i, . . . . g,, m by yh, . . . . y;, respectively. Let q = +(I - m). Set 
8,={yyeh 
l<rdm 
2, m I 2, m’ m+l<rdm+q. 
We have fir = $a,), u, = .si + Ej, where i and j are given by 
l<r<m 
m+l<r<m+q 
and 
l<r<m 
m+l<r<m+q’ 
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Now, it is seen easily that w  > sprr, 1 6 r 6 m + q. Hence /I, E R(w, z), 
16 r 6 m + q. Further, O’Q = Q, where D’ = XP,, . . . X-Bm+u and we are 
done. 
Case 3. G is of the type E,, E,. Lemmas 1.21, 1.23 applied to (r, 0), 
(with w=z, T= 0) imply that r = Bs, (resp. &,,s,,, &,,s,,s,,) with 
y,yieR+-R,+. Further, in the latter cases, we have r > zsY, and hence 
setting /I = r(y), we have /3 (resp. jIi = z(y,)) E R(w, z), Moreover, as in the 
proof of Case 3 of Lemma 2.5, the fact that (pi, /I,*) =0 implies that 
XP,,X-,Q, = QP, where pi, = s,s,,s = zsy,sY,. Hence setting D’ =X-, (resp. 
X-,,X-,,, X-,,X_,,XP,,) we obtain that D’Qz = Q,. 
This completes the proof of Lemma 2.7. 1 
LEMMA 2.8. With the notation as in Lemma 2.7, let D, =X-,$. . .X-,,, 
D, = X-,; ‘. . Lpi be two elements of S?!(g), where fii, flJ E R(w, T), 1 < i < S, 
l<j<t,such thatDipB=aD,pr,a,,Ek*fori=1,2. Thens=t. 
Proof: The proof is similar to that of Lemma 2.6. 1 
Remark 2.9. More generally, for any 9 E Wp, if D, = X_,$ ... X-,,, 
D, = X_,;...X-,; are such that Dip0 = a,,p,, a,!E k* for i= 1,2, then 
s = t (by the same considerations as in the proof of Lemma 2.6). 
3. MULTIPLICITIES OF POINTS ON A SCHUBERT VARIETY 
Let r, w  E Wp, where w  > z. Let U; be the unipotent subgroup of G, 
generated by UP,, flcz(R’ - R,+). Here, for a root a, U, denotes the 
unipotent subgroup associated to a. We have 
u; = y u-p, ~EZ(R+ -R,+), Ksz6,. (1) 
Now U; e(z) is an afline neighborhood of e(r) in G/P and we shall denote 
by IX-~, BET(R+ - R,’ )} the coordinate system for U, e(z) as given by 
(1). Let A, be the affine algebra of U; e(r) and A,,, = A,/& where &, is 
the ideal of elements of A, that vanish on X(w) n U; e(z). Let M,, be the 
maximal ideal in A,, that corresponds to the point e(r). In this section we 
describe a basis for (M,,,)‘/(M,,)‘+ ‘, r E Z +, in the case of minuscule P. 
In Section 4 we treat the case of G = Sp(2n), P = P,. As a consequence we 
obtain a formula for the multiplicity m,(w) of X(w) at e(z) in terms of 
m,(w’)‘s, where X(w’)‘s are the divisors in X(w) such that e(z) E X(w’). 
As in Section 2, we assume throughout this section that P is minuscule 
and G is of type A,,, D,, E,, or E,. 
The algebra A, defined above can be identified with the polynomial 
algebra k[x-s], b~z(R’ -R:). Then A,,, is generated by {x-~, BE 
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R(w, r)} (cf. Theorem 2.4). Given YE g we identify y with the corre- 
sponding right invariant vector field D,, on G. Considering H’(G/P, L) as 
a g-module, we have 
D,f=yf, feH'(G/P, 15). 
Further, the evaluations of af/il- B and X-, f at e(r) coincide for 
/?ET(R+ -R:). Let 
gf= {D=X-,..X ,dDf=www~*h 
If S+# a, then f is a weight vector for the action of T, and in A,, f gets 
identified with Ca,xD, DEAL, where if D=X-,r...Xp,,, then xD is the 
monomial x_~~...x-~,. Now, in view of Remark 2.9 we have (assuming 
Q$.# 0) for D,, D, E $Sf, ord D, = ord D, (cf. Definition 2.2). Hence in A, 
each f from H’(G/P, L), for which ?Zf# 0, gets identified with a 
homogeneous polynomial. Now 9(X(w)), the ideal of X(w) in G/P, is 
generated by {pe 1 w  2 O} (cf. [16]). Hence denoting by &. the ideal of 
elements of A, that vanish on X(w)n U; e(r), we obtain that &, 
is homogeneous (one should notice that this does not hold for non- 
minuscule P’s). Hence we get 
gr(A r, Mr yMr.,) = A,,, (*I 
where M,, is the maximal ideal of A,, corresponding to e(r). 
Let us fix w, r as above. Let 0 < w  be such that 8 and r are comparable. 
Let 
N(8)= {D=X-,... X-,,, Bi~Rtw, ~1, 1 <iGs I %=a,~,, G&*} 
(note that N(8) # 0 by Lemma 2.7). 
DEFINITION 3.1. With the notation as above, define 
d, = ord D, DE N(0) 
(note that the right hand side is independent of D by Lemma 2.8, so the 
definition makes sense). 
Remark 3.2. If 8 = w, then we refer to d, as the degree of X(w) at e(z) 
and denote it by deg, w. 
DEFINITION 3.3. With the notation as above, define 
xg = c aDxD? 
Dt N(B) 
where for D=X-,.-.X-,,, we set x,=x-~,,..x-~,. 
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THEOREM 3.4. With the notation as above, 
(1) w>r,> ... Br,, 
XT, . . . XTm (2) for 1~ i < m, either zi 2 z or zi < T, 
(3) xd,,=r, 
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is a basis of (M,,,)‘/(M,,,)‘+ ‘. 
Prooj In view of Corrollary 1.6, we obtain that if A, = {standard 
monomials F on X(w) 1 leading form of F in A,, has degree r }, then 
{leading form of F 1 FEA,} generates (M, ,)‘/(M,,)‘+‘. In fact, by the 
preceding discussion, we have that F is equal to its leading form in A,,.,. 
Now, if F= pT, . ..pTrn. then we may assume that r and ri are comparable 
(if not, we replace pr, by pT,pr since pi = 1 in A,,, and use Lemma 1.6). 
As above we see that in A,,,, p,, is homogeneous of degree d,,. The result 
now follows in view of linear independence of standard monomials on 
X(w). I 
Remark 3.5. With the above notation, let 8 < w  be such that 0 and r are 
comparable. Then pe (as an element of A,,,,), gets identified with x0. 
DEFINITION 3.6. For w, r E Wp such that w  2 r, let m,(w) denote the 
multiplicity of e(r) on X(w). 
THEOREM 3.7. Denoting d, by deg, w, we have 
m,(w)deg,w=~m,(w’), 
where on the right we sum over all divisors X(w’) in X(w) such that 
e(z) e X(w’). 
Proof Let H = lJ X( w’), the union of all divisors X(w’) in X(w). Let 
q,,,(r) be the Hilbert function for the tangent cone of X(w) at e(r), i.e., 
p,(r) = dim(M:,,/M:.~,‘). 
Let 
t  (2) for ldidm: 
(3) x&=r. 
Let 
g1= {PT, . ..P.,E%,(r) 
a*= {P,, . ..P.,E%,,.(r) 
:ither ri 2 r or ti < r, 
I 
t1=w} 
71 <w}. 
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We have Br,,,,(r) = W, u gz, with @, n && = 0. Hence denoting d, by d, we 
obtain 
Taking r % 0 and comparing the coefficients of rU- ’ where u = dim X(w), 
we obtain the result. 1 
COROLLARY 3.8. The Hilbert polynomials F,,, of X(w) at e(z) are deter- 
mined inductively by the formula 
Fr,k.(r + 4 = F,,w(r) + Fr,H(r + 4 
where H is the union of all divisors in X(w) containing e(z) and d = deg,w. 
Proof We first note that the formula Fr,,,(r + d) = FT.,,(r) + F= H(r + d) 
holds (cf. Theorem 3.7). We have to show that it determines inductively the 
polynomials F,, w. We have that the constant term of F,,, is 1; for, denoting 
by Y the tangent cone to X(w) at e(r), we have Y is Cohen-Macaulay 
(since gr(A,,, M,,) = A,, and A,, is Cohen-Macaulay). Hence 
x(Q4r)) = hot K &4r)), 
where x is the Euler-Poincare characteristic and h”( Y, O,(r)) is the dimen- 
sion of @(Y, O,(r)). Now, for r % 0, we have 
J’,,w(r) = x(Q4r)). 
Hence the constant term in Fr:,., (r) is h”( Y, O,(O)) = 1. The remaining coef- 
ficients of F,,,(r) are inductively determined by the formula F,,., (r + d) = 
F,,,(r) + FT,H(r + d). Here, we compute Fr,H by induction on the number 
of components in H, say H = X(w’) u H’. Then 
(we observe that H’ n X(w’) is a union of Schubert varieties of smaller 
dimension). 1 
4. THE SYMPLECTIC GRASSMANNIAN Sp,,/P, 
We first recall results from [6, lo]. Let V be a 2n-dimensional k-vector 
space together with a non-degenerate, skew symmetric, bilinear form ( , ). 
Let H = SL( V) and 
G = Sp( V) = {A E SL( V) 1 A leaves ( , ) invariant}. 
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Taking the matrix of the form ( , ) with respect to the basis {e,, . . . . e2,,} of 
V to be 
E= 
where J is the n x n matrix, Job = 6,.2n + r ~ b. We may realize G as the fixed 
point set of the involution O: H-+ H, o(A)= E(‘LI~‘E~‘. Denoting by 
7’(H) (resp. B(H)) the maximal torus in H consisting of diagonal matrices 
(resp. Bore1 subgroup in H consisting of upper triangular matrices), we 
obtain that r(H) and B(H) are stable under 0. Further, T(G) = T(H)” and 
R(G) = B(H)” are respectively a maximal torus and Bore1 subgroup in G. 
Further we have (cf. [6]): 
(1) If N( T( H)) (resp. N( T(G))) is the normalizer of T(H) in H 
(resp. T(G) in G), then N( T(H)) is stable under CJ and N( T(G)) = 
NT(H))“. 
(2) The canonical map N( T(G))/T(G) + N( T(H))/T(H) is an 
inclusion. Thus we obtain the inclusion WH S2,,, W being the Weyl group 
of G. In fact, o induces an automorphism of S2,,, which we also denote 
by 0, a(~,, . ..> u~~)=(c,,...,c~~) where ci=2n+1-a,,+rPi. We have 
W = (&)“. Thus 
w= {(a,, . ..) U2n) 1 Ui=2n+ l-U&+,-j}. 
In particular, note that w  = (a,, . . . . uzn) in W is known once (a,, . . . . a,) is 
known. 
(3) Denoting by {Q, 1 d i<n}, the canonical basis of X(T,,) = 
Hom(T,,, Gm), where T2,, is the maximal torus in GL( V) consisting 
of diagonal matrices, we have the involution g: X( T,,) + X( T,,), 
c.(Ei)= -&2n+l-i, 1 < i < 2n. Identifying R(H) (resp. R+(H)) with {.si- Ed, 
1 < i, j< 2n}, we see that R(H) and R+(H) are stable under cr. Further, if 
cp denotes the canonical surjective map X( T,,) + X( T(G)), then R(G) = 
q(R(H)), R+(G) = (p(R+(H)), and R(G) (resp. R+(G)) gets identified with 
the orbit space of R(H) (resp. R+(H)) under the action of (T. Thus 
Remurk4.1. ForfiER+(G),wehave~=cp(cr),wherecr=~~---s~,~~-~~~, 
si - sip according as /I = Ed - .sj, .si + .sj, 2si, respectively (here i’ = 2n + 1 - i, 
1 <i<n). 
(4) The simple roots in R+(G) are given by 
{Ei-Ei+l, l Bi<n-l}u{2~,}={a ,,..., a,}. 
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Denoting by oi the reflection with respect to cq, 1 <i< 1, we have (cf. [l]) 
klj=si~2n-i for 1 <i<n- 1, tIn=s,, where si denotes the transposition 
(i, i+ 1). 
(5) For w  E W, we denote by X(w) (resp. Y(w)) the Schubert variety 
in G/B(G) (resp. H/B(H)) associated to w. Then we have (cf. [7]) Y(w) is 
a-stable and X(w) = Y( w)O (scheme-theoretically). 
(6) With notation as in (5) we have X(w,) 3X(w2), if and only if 
Y(w,) 3 Y(w,); i.e., the Briihat order on W is induced by the Briihat order 
on Szn. 
(7) Let P= P,. Then we have (cf. [6]) 
wp={(.,,,,,,a,,)/(l) lGa,-=f ...<a,Gk 
(2) for 1 < 2 4 n precisely one of {i, i’} is in {aI, . . . . a,} I ’ 
Further, we have a canonical inclusion 
G n,2n being the Grassmannian of n dimensional subspaces in V and G/P 
gets identified with the set of maximal totally isotropic subspaces in V. 
(8) Let us consider the Plucker embedding of G+,. We have 
Let L be the tautological line bundle on lF’(AnV). We shall denote the 
restrictions of L to G,,2, and G/P also by L. We have a canonical surjective 
map (induced by restriction) 
H°KL, L) --H H’(G/P, L). 
For 8 = (or, . . . . (!I,), 1 < 8, < . . . < 0, < 2n, let us denote the associated 
Plucker coordinate on G,,2, by fe, and the restriction of fe to G/P by fJ. 
Let 0 = (a,, . . . . a,, y,, y;, . . . . y;) where y,< n, 1 < i<s. Let (x,, . . . . x,} be 
the complement of {[a,[, . . . . la,l, y,, . . . . ys} in (1, . . . . n) (where li( denotes 
the minii, i’}). Let 8’= (a,, . . . . a,, x1, xi, . . . . x,, XL). Then we have (cf. 
C3,101) 
(b) the fi’s form a basis of H’(G/P, L) (note that if 8= 8’ (in 
which case s = 0), then fi = pe, the extremal weight vector in H’(G/P, L)). 
(9) We also have a basis {pd,+,} for H’(G/P, L) indexed by 
admissible pairs in Wp (cf. [9, 111). The admissible pairs in Wp are simply 
pairs 6 = (a,, . . . . a,), cp = (6,, . . . . b,) such that 
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0) (4, . . . . 4) 3 (b,, . . . . U, 
(ii) “{i 1 a,>n} = “{i 1 bi>n) 
(cf. [6, lo]). If 6 = cp, then we shall denote ps,& by just ps. 
(10) The two bases (f;} and { P~,~P) are one and the same. To 
be very precise, if 8 E Wp, then fd = p8 (up to i 1). If 8 = 
(a , , ,,., a,, yl, II;, . . . . y,, y:), 0’ = (a,, . . . . a,, -Y,, Y,, . . . . x,, $), then up to 
I!Il, fd=fh= P&q where 6 and cp are given by 
J=(a 1, “., a,, y,, . . . . y,, x;, . . . . xi), cp = (a,, . . . . a,, y;, . . . . y:, Xl, . ..) x,). 
Remark 4.2. With notation as above, we have for z E Wp, t > 8 
(resp. z < 0) if and only if r b 8 (resp. z 6 19’). 
Using (1) through (10) above, we can derive the results for G/P from 
those for G,.Zn (as discussed in Section 2) as follows. 
LEMMA 4.3. Let w, z E Wp, w > t. Let P&,~ be such thut ps., = f;. 
Further, let 8 and T be comparable as n-tuples. Then there exists an operator 
D= Xp,?...X-,,, /lie R(w, T) such that DP&,~ = aDprr a, E k*. 
Proof By Lemma 2.7 there exists a D’= X-,, ... X_,; where 
fl;~z(R+(H)-R;) (Q b eing the maximal parabolic subgroup of H = SL,, 
corresponding to the simple root E, - E,, ,) and w  > sP;t, sB, being the 
reflection in SZn corresponding to /?I. Let /?( = sk - E,. Then ’ pi = E; - E; 
where EL = &k for k 6 n and E; = -&2n + 1 ~ k for k > n (similarly for E;). 
LEMMA 4.4. With notation as in Lemma 4.3, let D, =X-,... X-,, and 
D,=X q;...x -/Ii be two elements of%(g), where pi, /IKE R(w, z), 1 < i<s, 
1 <j<t, such that Dips,q=aa,,p,, aolEk* for i= 1, 2. Then s=t. 
Proof: The proof is similar to that of Lemma 2.6 (note that any root 
DE R+ -R,’ involves c(, with coefficient 1 (cf. [S])). 
Let UT-, A,, A,.,,,, Mz, UJ, etc., be defined as in Section 3. For f E 
H’(G/P, L), we define 9f as in Section 3. If gf# a, then in A,, f gets 
identified with xaox,, DEAL, where if D=X-,...X-,,, then xg is the 
monomial x-~,..~x~~,. Hence, if gf#%, then in A,.., f gets identified 
with a homogeneous polynomial. Now 9(X(w)), the ideal of X(w) in G/P, 
is generated by {pa,+, I w  is 26). Hence denoting by & the ideal of 
elements of A, that vanish on X(w) n U; e(r), we see that Yk, is 
homogeneous. Hence we obtain 
gr(-L,., M,, ..I = A r, w.. (**I 
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DEFINITION 4.5. With notation as in Lemma 4.3, let 
Nh cp) 
= {D=x~,...x~,,, fliER(w, z), l <i<S 1 Dpa,,p=UDp,-UDEk*}. 
Define d,,, = ord D, DE N(6, rp). If 6 = cp, we shall denote d,,, by d6. Note 
that this definition makes sense in view of Lemmas 4.3 and 4.4. 
DEFINITION 4.6. With notation as above, define 
X 6.v = c aDxD. 
D~N(&rpl 
In fact by our discussion above, in A,,.., ps,rp gets identified with x~,~. 
THEOREM 4.7. With notation as above, 
(1) w261BcP1>6,> ... (Pm; 
x~l,rplx~2.m~~ .x&dPm (2) for 1~ id m, 13~ and z are comparable; 
(3) Cd,,,.,=r 
is a basis for (M:,,)/(M:,f,‘) (here tli is the n-tuple such that fd,= pa,,+,,, 
1 <i<m). 
Proof: The proof is similar to that of Theorem 3.4 using the results 
(cf. C9, 111) that {P~,,~,P~~.~~-..P~,,~, I w26,2cp,2&2 ... >cp,) is a 
basis for HO(X(w), L”) and that HO(X(w), L”) is the mth graded com- 
ponent of the homogeneous coordinate ring of X(w) for the projective 
embedding X(w)* P(H’(G/P, L)*). 
DEFINITION 4.8. For w, z E Wp such that w  2 t, we define m,(w) to be 
the multiplicity of e(r) on X(w). 
DEFINITION 4.9 (cf. [2]). Let X(w’) be a divisor in X(w), say w’ = wsg for 
some PER+. Define m(w, w’)= (w, /I*). 
We refer to m(w, w’) as the multiplicity of the divisor X(w’). 
Note that m(w, w’)<2 (cf. [9, 111). 
THEOREM 4.10. Denoting d,, by deg,w, we have 
m,(w) de&w = C m,(w’) NW, w’), 
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where the summation on the right runs over all divisors X(w’) in X(w) such 
that e(z) E X(w’). 
Proof. Let H = U X(w’), where X(w’) is a divisor in X(w) and w’ > r. 
Let cp,, (r) be the Hilbert function for the tangent cone to X(w) at e(r), 
namely, 
q,,.(r) = dim(M:,,.)/(M~,~.‘). 
Let (S;, 1 < id m} be all the elements in Wp such that 
(1) w  > hi and (w, 6 ;) is an admissible pair, 
(2) if Bi is the n-tuple such that fi,=~+, then r and ei are 
comparable (note in particular that hi and z are comparable). 
Let d = deg, w, d’ = C di, d/ = d’ - di, where di = d,,,, (cf. Definition 4.5). 
Proceeding as in the proof of Theorem 3.7 we obtain 
q,,.(r+d+d’)=cp,.(r+d’)+Ccp,,(r+d+dl)+cp,(r+d+d’). 
Taking r B 0 and comparing the coefficients of rkp ‘, where k = dim X(w) 
we obtain the result. 
COROLLARY 4.11. With notation as above, we obtain an inductive 
formula for the Hilbert pol.ynomial F7,, of X(w) at e(s) given by 
F,,,,(r+d+d’)=F,,,(r+d’)+CF,,,(r+d+d!)+F,,,(r+d+d’), 
where di, di, dl, etc., are as in the proof of Theorem 4.10. 
ProoJ: The proof is similar to the proof of Corollary 3.8. As in that 
proof, we note that the constant term in F,,+ is 1. 
5. THE SINGULAR LOCI OF SCHUBERT VARIETIES IN MINUSCULE G/P 
In this section we apply the results of the previous sections to determine 
explicitly the singular loci of Schubert varieties in minuscule G/P and also 
in the case G = Sp(2n), P = P, (cf. Section 4). In the case of the general 
linear group, these loci were determined by Svanes [ 171 and Lascoux [ 143 
by other methods. For all other cases these results are new. We do our 
analysis type by type. 
Here G = SL(n), Pd = {U E Z,(n) 1 u fixes a given subspace of dimension 
d}, X= G/P, is the grasmannian of d-subspaces in an n-dimensional space. 
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We know by Section1 that WPd=((a,,...,a,)l l<u,< . ..<a.Gn}. 
In this section it is more convenient to use the language of partitions. 
To each (a,, . . . . ad) E Wfd we associate a partition a = (aI, . . . . ad), where 
ai = adei+ i - d + i - 1. For any partition a = (a,, . . . . a,), we will denote by 
X,, the Schubert variety corresponding to (ai, . . . . ad). 
The dimension of X, in this setup equals la/ = a, + . . + ad. It is clear 
that ai cannot be larger than n-d. By a# we denote the original d-tuple 
(a I, .-.> 4 
a#=(n-a,+l-d,n-a,+2-d,...,n-a,+d-d) 
and 2 denotes the Briihat order on d-uples. 
In Section 3 we showed (Theorem 3.7) that for any a and b 
deg(h a) mb (a) = 1 m,,(a’), 
where q,(a) is the multiplicity of X, at eb (or any other the point of the 
open cell Be,), deg(b, a) denotes the degree of the image x,+ of the Plucker 
coordinate corresponding to a # in the local ring at e,, and on the right 
hand side we sum over all partitions a’ such that (a’( = (a( - 1 and 
b c a’ c a. It is easy to see that deg(b, a) can be simply defined in terms of 
partitions a and b in the following way. Let us define the sequences a h = 
(a,+l, a,_,+2 ,..., aI+d), b” =(b,+l,..., b,+d). Then deg(b,a)= 
d - card(a h n b h ). The equation (*) determines the functions m,( - ) 
uniquely, provided m,,(b) = 1 and m,,(c) = 0 unless b c c. 
We want to use (*) to determine the singular Schubert cells in X and 
their multiplicities. To do this let us prove some easy properties of the func- 
tion mb(a). 
LEMMA 5.1. Let a, b, a’, b’ be four partitions such that a/b = at/b’ where 
a/b and al/b’ denote skew partitions (cf: [15]). Then m,,(a) = rn,,(a’). 
Proof: We use induction on r = la/bl. If r = 0, then the statement is 
obvious. To prove the inductive step, we use (*) for mb(a) and m,.(a’). The 
right hand sides are the same, so it is enough to prove that deg(b, a) = 
deg(b’, a’). This is however easily checked. i 
LEMMA 5.2. Let a/b be a disconnected Young diagram a,/b, xa,/b,. 
Then m,(a)=mb,(al)m,,(a2). 
Prooj It is enough to check (using (*)) that 
dedb, a) = de&, aI) + degh 4 
which is again a straightforward verification. m 
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Now we can describe Sing(X,), the singular locus of X,. Let us recall 
that Sing(X,) is a union of X, such that mb(a) > 1. To describe Sing(X,) 
let us introduce the “rectangle” notation. Let a be a partition. We write 
a = (p:', . . . . pp') = (p,, . . . . PI, p2, . . . . p2, . . . . Prt .-, P,). 
-- - 
Y1 Y2 Yr 
With this notation, we say that a consists of r rectangles: p1 x ql, . . . . p, x qr. 
THEOREM 5.3. Let a consist of I rectangles. Then 
(i ) Sing( A’,) has r - 1 components I,, , . . . . X, _ , where 
ai= (py’, . . . . pyz;, pq’-‘, (pi+l - l)ql+‘+‘, pr;‘;, . . . . p?). 
(ii) For a rectangular partiton a, X, is non-singular. 
Proof (ii) is obvious because the Schubert variety corresponding to the 
rectangle is just a smaller grassmannian. To prove (i) let us first observe 
that a/al is a hook (cf. [15, Chap. 1, Sect. 11) (pi-pi+1 + 1, lql+l), hence 
by Lemma 5.1, mai( 1 (it equals the binomial coefficient-cf. 
Theorem 5.4 below). Moreover, for any bs ai, a/b is disconnected with two 
components. One of the components is a column, the other is a row, so 
m,,(a) = 1 by 5.2. This shows that Xai are components of Sing A’,. Let X, 
be any other component of Sing X,. Then we have that b is not contained 
in any a, and a/b is a disjoint union of r skew diagrams of the form p/q 
where p is a rectangle, the corresponding multiplicities being 1, we obtain 
(by Lemma 5.2) that mb(a) = 1. This proves Theorem 5.3. 1 
We denote by m(a) the function m,(a) where 0 is the zero partition. 
First of all let us describe the degree deg(O, a). It is checked directly from 
the definition that 
deg(O, a) = #{a, 1 a, > r}. 
Now we introduce the Frobenius notation. Let a be a partition such that 
deg(O, a) = r. Then there exist c, > c2 > . . . > c, and d, > . . . > d, such that 
a = (cl + 1, c2 + 2, . . . . c, + r, (r)‘r, (r - 1) d,- 1 -d, - 1, . . . . 
(q&+1, (l)dl-4-l). 
In this situation, we shall denote a = (c,, . . . . c,; d,, . . . . d,). We call the 
number r the Durfee square size of a. We have a nice description of m(a) 
as a determinant, as given by the following. 
THEOREM 5.4. Let a be a partition with deg(O, a) = r, and let 
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~1, . . . . c,, 4, . . . . d, be the numbers defined as above. Let [a, b] = 
(a + b)!/a! b! be the binomial coefficient (a: “). Then 
Proof We will show that the function defined by (**) satisfies the 
inductive formula (*). Let a be a partition of Durfee square size r. Let 
a = (c,, . . . . c,; d,, . . . . d,) (in the Frobenius notation). We want to prove the 
formula (*) for partition a. We consider two cases. 
Case (a). c, > 0 or d,> 0. In this case the partitions a’ are also of 
Durfee square size r, and they are (ci, ,,,, ci- 1, ..,, c,; d,, . . . . d,) for all 
Ci > ci+ I and (cl, . . . . c,; d,, . . . . dj - 1, . . . . d,) for all dj > dj+ i. We notice that 
we can sum over all i, j because for ci = ci+ I or d, = dj+ i the determinant 
(**) is obviously zero. Now substitute the determinants (**) on both 
sides of (*). We compare the terms in all determinants corresponding to a 
fixed permutation rr. We notice that the contribution on both sides from 
such terms is the same. For example, for a diagonal term we get on the left 
side rCc,, 41Cc2, &I... Cc,, 41 and on the right side C [c,, d,] . . . 
[Ci- 1, di] ... [c,, d,] +C [cl, d,] ... [cj, dj- l] ... [c,, d,]. In view of 
the formula Cc, d] = [c - 1, d] + [c, d- 1] both contributions are equal 
and thus (*) is satisfied. 
Case (b). c, = d, =O. The proof is the same as in case (a). The only 
difference is that on the right hand side we get one determinant of lower 
degree. The term corresponding to a permutation r on r - 1 letters in such 
determinant has to be added to terms corresponding to the permutation D 
such that a(t) = z(t) for 1~ t < r - 1, a(r) = r in the determinants of order 
r. Then it is easily checked as above that contributions corresponding to 
every permutation cancel out. 
Here G = Spin(2n ‘+ l), P = P,. The space G/P can be identified with the 
isotropic grassmannian of n-subspaces in 2n + l-dimensional space F with 
a non-degenerate, symmetric, bilinear form ( , ) on it. 
We denote G/P by X. By Section 1 we see that the Schubert varieties are 
indexed by increasing n-tuples (d,, . . . . d,) of numbers from (1, . . . . 2n + 1 } 
such that di+ dj# 2n + 2 for i#j and d,#n + 1. For each n-tuple 
(4, . . . . d,) we define the partition a = (a,, . . . . a,) by letting a,, _ i+, = di - i. 
The given conditions on dts imply that the partition a is a self-dual 
partition contained in an n x n square. We see that in the notation of the 
previous section (d,, . . . . d,) = a h . We denote by X, the Schubert variety 
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associated to a and by m,,(a) the multiplicity of X, at eb. In Section 3 it 
was shown that the multiplicities mb(a) satisfy the equalities 
deg(h a) da) = C m,,(a’), (***I 
where we sum on the right over all divisors in X, such that b c a. We have 
a similar description in this case also. The deg(b, a) in this case is defined 
by 
deg(b, a) = [i(ri - card(a Ir n b h ) + l)]. **** ( ) 
The factor 4 comes from using the coordinates coming from spinor 
representation instead of Plucker coordinates. In other words our degree 
equals [i ((degree for type A) + 1 I]. W e will denote degree for type A by 
deg, (b, a). 
We have the analogues of Lemmas 5.1 and 5.2 as given by the 
Lemmas 5.5 and 5.6 below. 
LEMMA 5.5. Let a, b, a’, b’ be four self-dual partitions such that 
a/b=a’/b’. Then m,(a)=m,.(a’). 
Proof We use induction on Y = la/b1 and observe that deg(b, a) = 
deg(a’, b’). 1 
LEMMA 5.6. Let a/b= al/b, xa,/b, and all six partitions be self-dual. 
Then m,(a)=m,,(a,)m,*(a,). 
Proof. Again we use induction on la/bl. It is enough to check that 
deg (b, a)=deg(b,, al) +deg(b,, a*) and this is true if at least one 
deg,(bi, ai) is even. But now, at least one of the partitions ai/bi (the 
“outside” one) is a disjoint sum of two partitions dual to each other. The 
lemma follows from Lemma 5.7 below. 1 
LEMMA 5.7. Let a, b be two self-dual partitions such that a/b is a sum of 
two disjoint partitions dual to each other. Then deg,(b, a) is even. 
Proof Follows from Lemma 5.2. 1 
Now we can state the main theorem. 
THEOREM 5.8. Let a be a self-dual partition. Then Sing(X,) = lJ X,, 
where b c a and either a/b is a disjoint sum of 2 hooks that are dual to each 
other or a/b = (r + i, F’, l’)/((r - l)‘-‘) for some r, i with i> 0 (the sum of 
2 hooks dual to each other connected at one box), or a/b = (r*, 2’-*)/(O’) for 
some r > 2 (self-dual double hook). 
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Proof: Let a be a self-dual partition of Durfee square size r. We 
consider two cases. 
Case (1). a Does Not Contain the Box Directly above the Box (r, r) 
First of all, if b is of the type described in the theorem, then rns(a) > 1. 
In fact if a/b is a sum of two disjoint hooks dual to each other, then 
deg(b, a) = 1 and the result follows from (***). For, a/b being two hooks 
connected at one box, deg(b, a) = 1 and the result follows. The case of a 
self-dual double hook cannot happen in this case. Let us assume now that 
c is not contained in any b described in the theorem. Then a/c is a product 
of the diagrams ai/ci such that ai are squares and all ai/ci for i > 1 are the 
sums of two disjoint diagrams dual to each other. This means rnq (ai) = 1 
for all i (because squares are non-singular; they are the smaller grassman- 
nians). Using Lemmas 5.6, 5.7, we see that m,(a) = 1. 
Case (2). a Does Contain the Box above the Box (r, r) 
We further divide this case into two subcases. 
Subcase (2a). We cannot find b c a such that a/b is a self-dual double 
hook. Then the proof is the same as in Case 1. If c is a partition not 
contained in the b’s described in the theorem, then a/c is the product of 
ai/ci’s such that for i 2 1, ar is a square, a&, is a sum of disjoint partitions 
dual to each other, and a1 is a hook. The result follows as above, since it 
is easily seen that hooks are non-singular. 
Subcase (2b). We can find b c a such that a/b is a self-dual, double 
hook. In this case the result follows from the following lemma. 
LEMMA 5.9. Let a = (rrms, (r-s)‘) for some r >s. Then for r > s + 1, 
Sing(X,,) equals X,, where b = (P-‘, (r-s - 2)‘+‘). 
ProoJ For a = (rrps, (r-s)‘), X, is contained in G/P for G= 
Spin(2r + 1). We can thus assume that r = n. We can identify the open 
set U,; in G/P with the set of (n + 1) x (n + 1) skew symmetric matrices 
(cf. L-101). 
Case 1. Let n + 1 be even. Then X, becomes the set of skew symmetric 
matrices of rank <n - s (for s odd) or the set of skew symmetric matrices 
whose n x n skew symmetric submatrix (say in the upper left corner) has 
rank <n - 1 - s (for s even). Since the singular locus of the variety of skew 
symmetric matrices of rank <2k is the variety of skew symmetric matrices 
of rank < 2k - 2, the result follows. 
Case 2. Let n + 1 be odd. The proof is analogous to Case 1. 1 
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COROLLARY 5.10. The only non-singular X,, are the ones corresponding 
to the squares and the hooks. 
Here G= Sp(2n), P= P,. As seen in Section 1, the space G/P can be 
identified with the grassmannian of isotropic subspaces of dimension n in 
a space F of dimension 2n, with a nondegenerate, skew symmetric form 
( 3 ). 
Let X= G/P. As seen in Section 1, the Schubert varieties in G/P are 
indexed by the n-tuples (d,, . . . . d,,) of { 1, . . . . 2nj such that d, < d, < ... < d,, 
and di + dj # 2n + 1. Now we can write (d, , . . . . d,) = a /r for some partition 
a and again the conditions on di’s imply that a is self-dual. Thus Schubert 
varieties in X are indexed by self-dual partitions contained in n”. We have 
(cf. Section 4) 
deg(b, a) q,(a) =C da’, a) q(a’), ***** ( ) 
where on the right we sum over all divisors a’ in a and nz(a’, a) is the multi- 
plicity of the divisor X,. (cf. Definition 4.9). It is easily checked in this case 
that m(a’, a) = la/a’l. 
THEOREM 5.11. Let a be a self-dual partition. Then Sing(XJ = lJ X,, 
where b c a and either a/b is a sum of two hooks dual to each other or a/b 
is a self-dual hook (dzyferent from a box). 
Proof Analogous to type A. 1 
COROLLARY 5.12. The variety X, is non-singular if and only if a is a 
square. 
The results follow from the discussion for type B (in view of the bijection 
0: WPn-‘(SG(2n - 1)) -+ WPn(S0(2n)), cf. Section 2). 
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