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Abstract
Currently there are no publications of the usage of Parafac2 in the psychological literature. This thesis demonstrates
the use of the Parafac2 model using multiple personality data published by Osgood & Luria (1954), just as Kroonen-
berg (1985) demonstrated the use of the Tucker3 model. In addition, the Parafac2 solution will be compared with
Kroonenberg’s Tucker3 solution. It is shown that with minimal loss of overall fit, the Parafac2 model yields an easier
interpretation than the Tucker3. Furthermore, this thesis shows that the Parafac2 model can be a useful tool for the
analysis of semantic differential data, in general.
ii
Acknowledgements
I would like to acknowledge the invaluable guidance that I received from Prof. Sungjin Hong over my years in graduate
school. Without his help, I would be nowhere near the level of proficiency that I am at now. In particular, he helped
me to understand the Parafac and Parafac2 models that were used in this thesis. I would also like to Larry Hubert, who
taught me multivariate statistics, as well the other faculty. Also, I would like to thank my fellow graduate students,
Ehsan Bokhari, Nate Helwig, Chun Wang, and others, for either being sounding boards to bounce ideas off of or just
there as moral support. Finally, I would like to thank Sarah Knight for being an awesome proofreader and for always
being there for me.
iii
Contents
Chapter 1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Chapter 2 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.1 Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.2 Estimation Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.3 Number of Components and Uniqueness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
Chapter 3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
Chapter 4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
Figures and Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
iv
Chapter 1
Introduction
The focus of this thesis will be on the application of the Parafac2 model to analyzing multiple personality data. In
multiple personality syndrome, or in modern usage, dissociative identity disorder (DID), a person develops many
personas through which he or she sees the world differently. The main feature of DID is that a person has “two or
more distinct identities or personality states that recurrently take control of the individual’s behavior accompanied by
an inability to recall important personal information that is too extensive to be explained by ordinary forgetfulness”
(American Psychiatric Association, 2000). One of the most famous early examples of DID was Eve. Eve was di-
agnosed in the 1950’s with DID. She had three personalities named Eve White, Eve Black, and Jane. Eve has been
studied extensively, but the primary interest for this project is on data that was published by Osgood & Luria (1954).
Eve was instructed to rate 15 concepts (e.g., my mother, love) and 10 bipolar scales (e.g., hot-cold, large-small)
as each of her personalities. She did this during two different testing sessions. This dataset is structured in a four-way
manner (15 concepts × 10 scales × 3 personalities × 2 occasions). However, for reasons to be discussed later, the
third and fourth modes are collected into a single “personality” mode with 6 levels, i.e., the dataset will be analyzed
as three-way data.
The 15 concepts are
LOVE my CHILD my DOCTOR
ME my JOB mental SICKNESS
PEACE of mind FRAUD my SPOUSE
self-CONTROL HATRED my FATHER
my MOTHER CONFUSION SEX,
and the 10 bipolar scales are:
HOT-cold WORTHLess-valuable
RELAXED-tense LARGE-small
FAST-slow CLEAN-dirty
TASTY-distasteful WEAK-strong
DEEP-shallow ACTIVE-passive.
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In these lists, the capital-cased words are how the concepts and scales appear in subsequent tables and figures.
Osgood & Luria (1954) presented three-factor solutions on the scales for each of the personalities. They were
trying to find what they termed an Evaluation, Potency, and Activity (EPA) semantic structure, which they found some
evidence for. The Evaluation dimension taps a “good” versus “bad” scale, the Potency dimension taps a “big and
powerful” versus “small and powerless” scale, and the Activity dimension taps a “fast, noisy, active” versus “slow,
quiet, inactive” scale (Heise, 2001). Osgood et al. (1957) later discussed the same data using rotated three-factor
solutions. In this, they stated that “We have evidence, then, for essentially the same three major factors operating in
the several personalities of this disturbed patient, although there is considerable shifting in meanings of specific scales
between personalities.”
Kroonenberg (1985) believed that Osgood and Luria did not have sufficient evidence to assert that there is shifting
in meanings of scales between personalities. Furthermore, he stated that “it is questionable how useful the statement
about shifting scales is without reference to the concepts to which the dimensions and scales apply.” With this as
motivation, he showed how the Tucker3 model can be useful for analyzing semantic differential data using the Eve
dataset. With minimally preprocessed data—the data were only fiber-centered within the first mode—he concluded
that the 3× 2× 2 solution was the best model. Later, Kroonenberg (2008) did a Parafac analysis on the same dataset,
but found that the three-factor solution showed signs of degeneracy.
Considering Osgood and Luria’s assertion, it is clear that if there was shifting in the scale meanings between
personalities, a factor model with the scales nested in personalities would be applicable. The Parafac2 is one such
model that is able to easily accomplish this goal. It would also be interesting to compare Kroonenberg’s Tucker3
solution with a Parafac2 solution.
2
Chapter 2
Method
2.1 Models
Consider an I × J ×K data array X. Component matrices, along with a core array G, may be found simultaneously
to maximally explain the error variance while reducing the dimension of the spaces. If the first, second, and third
mode component matrices have P ≤ I , Q ≤ J , and R ≤ K dimensions, respectively, and the core array is size
P ×Q×R, where the pqrth element indicates the importance and direction of relationship between the pth, qth, and
rth components, then this model is the Tucker3 model (Tucker, 1966). This can be expressed as
Xa = AGa(B
′ ⊗C′) + Ea, (2.1)
where Xa is an I×JK matrix composed of frontal slabs of X placed side-by-side, Ga is a P ×QR matrix composed
of frontal slabs G placed side-by-side, A is the first mode’s loading matrix, B is the second mode’s loading matrix, and
C is the third mode’s loading matrix. The Tucker3 model, much like the two-mode factor analysis, has indeterminant
axes; any rotation in the component matrices is allowed without loss of fit, so long as the core array is inversely rotated
accordingly.
If differing components are not allowed to interact, and in each component matrix there are R ≤ min{I, J,K}
dimensions, then that is the Parafac model (Harshman, 1970; Carroll & Chang, 1970). Mathematically, this can be
expressed for the kth frontal slab of X as
Xk = ADkB
′ + Ek, k = 1, . . . ,K (2.2)
where A is the first mode’s loading matrix, Dk is a diagonal matrix containing elements from the kth row of the
third mode’s loading matrix, and B is the second mode. The idea is that the first and second modes’ components are
invariant to levels of the third mode, and the rows of the third mode component matrix contain the importance weights
of the R components for each level k of the third mode. In this way, we are able to model the principle of parallel
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proportional profiles as proposed by Cattell (1944). Alternatively, the model may be expressed elementwise as
xijk =
R∑
r=1
airbjrckr + eijk. (2.3)
One of the main advantages of the Parafac model over the Tucker3 model is the essential uniqueness (or intrinsic
axis) property. In a nutshell, this says that the location of the axes is uniquely determined, and that no rotation of the
axes is possible without loss of fit. That said, the factor matrices are not completely deterministic; there is a scale
indeterminacy, and an axis permutation indeterminacy.
If in Equation (2.2) it is desired to allow one mode to vary with respect to levels of the third mode, then if the
constraint that the cross-products remains level throughout is imposed, then the Parafac2 model is obtained (Harshman,
1972). This can be expressed as
Xk = ACkBk + Ek, k = 1, . . . ,K,
B′kBk = Φ,
(2.4)
where everything is as before except that Bk is the second mode’s loading matrix for the kth level of the third mode.
Thus, the Parafac2 model is a less constrained version of the Parafac model. Along with other easily satisfied con-
ditions, it can be shown that for an R-component Parafac2 solution if K ≥ R(R + 1)(R + 2)(R + 3)/24, then that
solution is essentially unique (ten Berge & Kiers, 1996; Kiers et al., 1999). So, under certain conditions, the Parafac2
does not lose the essential uniqueness property despite the loosening of constraints. It must be noted here that this
condition is only a sufficient condition, and is not necessary.
2.2 Estimation Procedure
An often-used optimization procedure for multiway models is the alternating least squares (ALS) algorithm. The ALS
algorithm has been described thoroughly for the Tucker3 model (Kroonenberg & DeLeeuw, 1980), the Parafac model
(Harshman, 1970), and the Parafac2 model (Kiers et al., 1999). It is well-known that issues with local minima are
prevalent in the ALS algorithm for the Parafac2 model. To counter this, multiple random starts are taken, and the
solution with the lowest loss-function value is used as the optimal solution. Here, 100 random starts were used.
2.3 Number of Components and Uniqueness
To allow for comparison with Kroonenberg’s Tucker3 solution, the data were structured and preprocessed in the same
manner as Kroonenberg did; the third and fourth modes were collected into a single “personality” third mode with 6
levels, and were subsequently fiber-centered within the first mode. To determine the number of components to use in
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the Parafac2 analysis, a scree plot is constructed for Parafac2 solutions with 1 to 5 components. This plot is shown in
Figure 1. According to the plot, the best solution, balancing fit and complexity, is the 2-component solution.
As further justification for the 2-component solution (and for the third and fourth modes collected together), it can
be shown that for K ≥ 5 the 2-component solution is essentially unique, whereas the 3-component solution needs
K ≥ 15 to guarantee uniqueness. Not having to explore whether essential uniqueness is obtained is desirable. Having
the original third and fourth modes collected into a single third mode with 6 levels allows the 2-component solution
to be unique. Further exploration would be required to determine if the 3-component solution is unique.
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Chapter 3
Results
Table 1 shows the comparison between the varimax rotated Tucker3 solution obtained by Kroonenberg (1985) and the
2-component Parafac2 solution. A phi value of -0.47 shows that the use of a non-orthogonal Parafac2 is justified. The
overall fit for the Parafac2 solution was 0.67, whereas the overall fit for the Tucker3 solution was 0.68.
An inspection of the concepts factor plot of Factor 1 versus Factor 2 for the Tucker3 (shown in Kroonenberg
(1985)) shows that this is an approximate 45◦ rotation from the Parafac2 concepts loadings. This is shown in Figure 2.
The secondary axes shown in the figure are the approximate Tucker3 axes found by Kroonenberg. The personality
factor loadings in Figure 3 show that Eve White’s and Jane’s evaluations of the concepts by scales are largely influ-
enced by Factor 1. Factor 2 serves as a contrast between Eve White and Jane; Factor 2 works in the opposite direction
for Eve White than it does for Jane, although the influence of Factor 2 isn’t as strong for either of them as Eve Black.
A main advantage of Parafac2 over Parafac is that the nested mode (in this case, scales) is allowed to differ over
levels of the nesting mode (in this case, personalities/testing occasions). The factor plots of scales were investigated per
personality/testing occasion level, and were found to not differ significantly over testing occasions for each personality.
As such, the factor plots of scales, reweighted by personality factor weights, were aggregated over testing occasions
for each personality as shown in Figure 4.
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Chapter 4
Discussion
An examination of the Eve White/Jane reweighted scale component plots and the concepts component plot show
that the first factor seems to be an evaluative factor (good/nice vs. bad/awful). The second factor is difficult to
interpret, but its future interpretation will depend largely on examining the Eve Black reweighted scale component
plot. Furthermore, Factor 2 contrasts Eve White and Jane in direction, so knowing differences between these two
personalities will aid in the interpretation.
The Parafac2 model has the intrinsic axis property, whereas the Tucker3 does not. Thus, any rotation is equally
valid. A rotation of approximately 45◦ in the concepts-space gives a close approximation to the Parafac2 solution.
Therefore, under the Tucker3 framework, the Parafac2 solution is an approximately valid rotation, and so not much is
lost in using Parafac2 over the Tucker. Indeed, the Tucker3 model, due to interactions of non-corresponding factors of
all three modes, is much more difficult to interpret than the Parafac2; for the 3× 2× 2 Tucker3 solution, there are 12
factor combinations, all needing interpretation, whereas there are only 2 factor combinations for Parafac2. The lack
of interactions in the Parafac2 only comes at a cost of about 1% VAF (68% vs. 67%), giving further credence to the
use of the Parafac2 solution over the Tucker3 solution.
A next step would be to look at the possibility of a three-factor solution. The EPA factor structure of semantic
differentials has been found many times, and it would be interesting to see if that factor structure can be recovered by
Parafac2. It would also be interesting to consider the stability of the Parafac2 solution by just considering one testing
point at a time. For these problems, it would be necessary to also investigate the uniqueness of the solutions as neither
of these situations would satisfy the sufficient condition of uniqueness.
More generally, it may be possible to more widely apply this idea of scales nested in persons for fixed reference
points. Oftentimes, semantic differential datasets are collected for multiple persons, and so this may be an alternative
way to analyze semantic differential data. By allowing for the nesting of scales within person, a Parafac2 analysis
of the semantic differential may show how different people think about the scales, or, in the case of a single person
measured on the same semantic differential over time, how the scales shift within a person across time. While the
application of the Parafac2 model on psychological data until now has been sorely lacking, it is hoped that it will
receive further use in psychology in the future.
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Figure 1: Plot of residual sums of squares vs. degrees of freedom
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Figure 4: Scales factor loading plots reweighted by each personality: (a) Eve White, (b) Eve Black, (c) Jane
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Component
Mode Sum 1 2 3
Tucker3
Concepts 0.68 0.37 0.26 0.05
Scales 0.68 0.59 0.09
Personalities 0.68 0.38 0.30
Parafac2 0.67 0.34 0.32
Phi -0.47
Table 1: Componentwise and overall variance explained of 3× 2× 2 Tucker3 and 2-component Parafac2
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