This paper demonstrates that if we intend to optimally rank order n objects (candidates) each of which has m rank ordered attributes or rank scores have been awarded by m evaluators, then the overall ordinal ranking of objects by the conventional principal component based factor scores turns out to be suboptimal. Three numerical examples have been provided to show that principal component based rankings do not necessarily maximize the sum of squared correlation coefficients between the individual m rank scores arrays, X(n,m), and overall rank scores array, Z(n).
1. The Problem: Suppose we intend to optimally rank order n objects (candidates) each of which has m rank ordered attributes or rank scores have been awarded by m evaluators. More explicitly, let m evaluators award ranking scores to n ( n m > ) candidates and let the array of ranking scores be denoted by X in n rows and m columns. The objective is to summarize X by a single n -element column vector of ranking scores, Z , such that, in some sense, Z is the optimal representation of .
X Among many possible criteria of representation, the one could follow the principle that the sum of squares of the product moment coefficients of correlation between Z and j x X ∈ is maximum or, stated symbolically, Conventionally, this problem is solved by the principal component analysis (Kendall and Stuart, 1968) . It consists of obtaining assigns ranking scores to the elements of Y by any one of the ranking rules such as (a) standard competition ranking or the 1-2-2-4 rule, (b) modified competition ranking or 1-3-3-4 rule, (c) dense ranking or 1-2-2-3 rule, (d) ordinal ranking or 1-2-3-4 rule, (e) fractional ranking or 1-2.5-2.5-4 rule, etc (Wikipedia, 2008) . The crux of the problem is, however, that optimality of Y does not entail optimality of However, what we seek is not the Z that maximizes It may also be mentioned that Korhonen (1984) and Korhonen and Siljamaki (1998) were, perhaps, the initial attempts to obtain an ordinal principal component, , Z that maximizes 2 1 ( , ) . 
∑
As mentioned by Li and Li (2004) , the authors used the constrained integer programming method of 3 optimization to obtain . Z Obviously, an integer programming based method would not function if rank ordering follows fractional ranking and it would become quite complicated if 1-2-2-4, 1-3-3-4 or 1-2-2-3 rule is applied.
2. The Objective: Our objective in this paper is to show, by means of a few numerical examples, that the rank ordering of objects (candidates) [ ] Z x x x x x x x and, consequently, the measure of representativeness of 1 Z , namely
, is computed. It may be noted that in this scheme
In the second scheme,
, an alternative measure of representativeness, is directly maximized, where 2 ( ) :
the 1234 ordinal ranking rule is applied. As before, the inter-correlation matrix, 2 , R is computed for 2 1 2 3 4 5 6 7 [ ]. Z x x x x x x x The method of Differential Evolution has been used for maximization of these alternative measures of representativeness, 1 F and 2 F .
It would be pertinent to provide an introduction to the Differential Evolution (DE) method of optimization. The DE is one of the most recently invented methods of global optimization that has been very successful in optimization of extremely difficult multimodal functions. The DE is a population-based stochastic search method of optimization grown out of the Genetic algorithms. The crucial idea behind DE is a scheme for generating trial parameter vectors. Initially, a population of points (p in d-dimensional space) is generated and evaluated (i.e. f(p) is obtained) for their fitness. Then for each point (p i ) three different points (p a , p b and p c ) are randomly chosen from the population. A new point (p z ) is constructed from those three points by adding the weighted difference between two points (w(p b -p c )) to the third point (p a ). Then this new point (p z ) is subjected to a crossover with the current point (p i ) with a probability of crossover (c r ), yielding a candidate point, say p u . This point, p u , is evaluated and if found better than p i then it replaces p i else p i remains. Thus we obtain a new vector in which all points are either better than or as good as the current points. This new vector is used for the next iteration. This process makes the differential evaluation scheme completely self-organizing. Operationally, this method consists of three basic steps: (i) generation of (large enough) population with N individuals [u = (u 1 , u 2 , …, u m )] in the mdimensional space, randomly distributed over the entire domain of the function in question and evaluation of the individuals of the so generated by finding f(u); (ii) replacement of this current population by a better fit new population, and (iii) repetition of this replacement until satisfactory results are obtained or certain criteria of termination are met. The crux of the problem lays in replacement of the 4 current population by a new population that is better fit. In this context, the meaning of 'better' is in the Pareto improvement sense. A set S a is better than another set S b iff : (i) no u i ∈ S a is inferior to the corresponding member of u i ∈ S b ; and (ii) at least one member u k ∈ S a is better than the corresponding member u k ∈ S b . Thus, every new population is an improvement over the earlier one. To accomplish this, the DE procedure generates a candidate individual to replace each current individual in the population. The candidate individual is obtained by a crossover of the current individual and three other randomly selected individuals from the current population. The crossover itself is probabilistic in nature. Further, if the candidate individual is better fit than the current individual, it takes the place of the current individual, else the current individual stays and passes into the next iteration (Mishra, 2006) .
It may further be noted that we have maximized [ ], Z x x x x x x x weights and the factor loadings when the same dataset (as mentioned above) is subjected to the direct maximization of F F > , the sub-optimality of the PC-based 1 F for this dataset is demonstrated. Notably, the candidates #8, #20, #21 and #26 are rank ordered differently by the two methods.
Example-2:
The simulated data and Y, Y', Z 1 and Z 2 for this dataset are presented in Table- 2.1. The intercorrelation matrices, R 1 and R 2 and the associated weights and factor loadings also are presented in Tables-2. 2 and 2.3. The values of F 1 and F 2 for this dataset are 3.120505 and 3.124149 respectively. This also shows the sub-optimality of the PC-based 1 F . The candidates #8, #16, #18, #21, #23, #27, #28 and #29 are rank ordered differently by the two methods.
Example-3: One more simulated dataset and Y, Y', Z 1 and Z 2 for this dataset are presented in Table- 6 
1: C MAIN PROGRAM : PROVIDES TO USE DIFFERENTIAL EVOLUTION METHOD TO 2: C COMPUTE COMPOSITE INDEX INDICES 3: C BY MAXIMIZING SUM OF (SQUARES, OR ABSOLUTES, OR MINIMUM) OF 4: C CORRELATION OF THE INDEX WITH THE CONSTITUENT VARIABLES. THE MAX 5: C SUM OF SQUARES IS THE PRINCIPAL COMPONENT INDEX. IT ALSO PRIVIDES 6: C TO OBTAIN MAXIMUM ENTROPY ABSOLUTE CORRELATION INDICES. 7: C PRODUCT MOMENT AS WELL AS ABSOLUTE CORRELATION (BRADLEY, 1985) MAY 8: C BE USED. PROGRAM BY SK MISHRA, DEPT. OF ECONOMICS, NORTH-EASTERN 9: C HILL UNIVERSITY, SHILLONG (INDIA) 10: C -----------------------------------------------------------------11: C ADJUST THE PARAMETERS SUITABLY IN SUBROUTINES DE 12: C WHEN THE PROGRAM ASKS FOR PARAMETERS, FEED THEM SUITABLY 13: C -----------------------------------------------------------------

14:
PROGRAM DERPSINDEX 15: 
PARAMETER(NOB=30,MVAR=7)!CHANGE THE PARAMETERS HERE AS NEEDED. 16: C -----------------------------------------------------------------
(50)! X IS THE DECISION VARIABLE X IN F(X) TO MINIMIZE 32: C M IS THE DIMENSION OF THE PROBLEM, KF IS TEST FUNCTION CODE AND 33: C FMIN IS THE MIN VALUE OF F(X) OBTAINED FROM DE OR RPS
WRITE(*,*)'[X(I,J)-MIN(X(.,J))]/[MAX(X(.,J))-MIN(X(.,J))]'
----------------------------------------------------
-----------------------------------------------------------------98: C HOWEVER, THE FIRST ROW OF, THAT IS, XBAS(1,J),J=1,MVAR) MAY BE 99: C SPECIFIED HERE IF THE USER KNOWS IT TO BE OPTIMAL OR NEAR-OPTIMAL 100: C DATA (XBAS(1,J),J=1,MVAR) /DATA1, DATA2, ............, DATAMVAR/ 101: C ------------------------------------------------------------------
102:
WRITE(*,*)' *****************************************************' WRITE(*,*)'***************************************************** 
103: C ------------------------------------------------------------------
-----------------------------------------------------------------
WRITE(*,*)'----------------------
WRITE(9,*)'--------------------CORRELATION MATRIX --------------' 174: WRITE(*,*)'--------------------CORRELATION MATRIX --------------' 175:
DO I=1,MVAR+1 176:
WRITE ( 
----------------------------------------------------------------
OF ECONOMICS, NEHU, SHILLONG (INDIA) 222: C -----------------------------------------------------------------
223: C PROGRAM DE 224: IMPLICIT DOUBLE PRECISION (A-H, O-Z) ! TYPE DECLARATION 225: PARAMETER(NMAX=500,MMAX=50) ! MAXIMUM DIMENSION PARAMETERS 226: PARAMETER (RX1=1.0D0, RX2=1.0D0)!TO BE ADJUSTED SUITABLY,IF NEEDED 227: C RX1
AND RX2 CONTROL THE SCHEME OF CROSSOVER. (0 <= RX1 <= RX2) <=1 228: C RX1 DETERMINES THE UPPER LIMIT OF SCHEME 1 (AND LOWER LIMIT OF 229: C SCHEME 2; RX2 IS THE UPPER LIMIT OF SCHEME 2 AND LOWER LIMIT OF 230: C SCHEME 3. THUS RX1 = .2 AND RX2 = .8 MEANS 0-20% SCHEME1, 20 TO 80 231: C
PERCENT SCHEME 2 AND THE REST (80 TO 100 %) SCHEME 3. 
232: C PARAMETER(NCROSS=2) ! CROSS-OVER SCHEME (NCROSS <=0 OR =1 OR =>2) 233: PARAMETER(IPRINT=100,EPS=1.D-10)!FOR WATCHING INTERMEDIATE RESULTS
234: C IT PRINTS THE INTERMEDIATE RESULTS AFTER EACH IPRINT ITERATION AND 235: C EPS DETERMINES ACCURACY FOR TERMINATION. IF EPS= 0, ALL ITERATIONS
----------------------------------------------------------------244: C THE PROGRAM REQUIRES INPUTS FROM THE USER ON THE FOLLOWING ------245: C (1) FUNCTION CODE (KF), (2) NO. OF VARIABLES IN THE FUNCTION (M); 246: C (3) N=POPULATION SIZE (SUGGESTED 10 TIMES OF NO. OF VARIABLES, M, 247: C FOR SMALLER PROBLEMS N=100 WORKS VERY WELL); 248: C (4) PCROS = PROB. OF CROSS-OVER (SUGGESTED : ABOUT 0.85 TO .99); 249: C (5) FACT = SCALE (SUGGESTED 0.5 TO .95 OR 1, ETC); 250: C (6) ITER = MAXIMUM NUMBER OF ITERATIONS PERMITTED (5000 OR MORE) 251: C (7) RANDOM NUMBER SEED (4 DIGITS INTEGER) 252: C ----------------------------------------------------------------
253: DIMENSION X(NMAX,MMAX),Y(NMAX,MMAX),A(MMAX),FV(NMAX) 254: DIMENSION IR(3),XBAS(1000,50) 255: C ----------------------------------------------------------------256: C -------SELECT THE FUNCTION TO MINIMIZE AND ITS DIMENSION -------
257:
CALL FSELECT(KF,M,FTIT) 
258: C SPECIFY OTHER PARAMETERS ---------------------------------------
----------------------------------------------------------------
) CALL GINI(FV,N,G0) 293: C ----------------------------------------------------------------294: C FIND THE FITTEST (BEST) INDIVIDUAL AT THIS ITERATION 295:
FBEST=FV (1) A ( 
304: C -----------------------------------------------------------------
---------------------SCHEME 1 ----------------------------------
----------------------SCHEME 2 ---------------------------------
-----------------------SCHEME 3 --------------------------------
----------------------------------------------------------------
---------------------------------------------------------------
424: 100 ENDDO ! ITERATION ENDS : GO FOR NEXT ITERATION, IF APPLICABLE 425: C ----------------------------------------------------------------
----------------------------------------------------------------
433: SUBROUTINE NORMAL(R) 434: C PROGRAM TO GENERATE N(0,1) FROM RECTANGULAR RANDOM NUMBERS 435: C IT USES BOX-MULLER VARIATE TRANSFORMATION FOR THIS PURPOSE.
436: C -----------------------------------------------------------------
437: C -----BOX-MULLER METHOD BY GEP BOX AND ME MULLER (1958) ---------
----------------------------------------------------------------
446:
IMPLICIT DOUBLE PRECISION (A-H,O-Z) 447:
COMMON /RNDM/IU,IV 448:
INTEGER IU,IV 
449: C -----------------------------------------------------------------
----------------------------------------------------------------
501: SUBROUTINE FSELECT(KF,M,FTIT) 502: C THE PROGRAM REQUIRES INPUTS FROM THE USER ON THE FOLLOWING ------503: C (1) FUNCTION CODE (KF), (2) NO. OF VARIABLES IN THE FUNCTION (M);
504:
CHARACTER *70 TIT(100),FTIT 505: NFN=1 506: KF=1 507:
WRITE(*,*)'----------------------------------------------------'
508:
DATA TIT ( 
----------------------------------------------------------------
510:
DO I=1,NFN 511: WRITE(*,*)TIT(I) 512: ENDDO 513: 9/12 GRANKOPT.f 1/9/2009 8:44:47 PM 
WRITE(*,*)'----------------------------------------------------'
----------------------------------------------------------------
537:
END
538: C ------------------------------------------------------------------
539:
SUBROUTINE CORD(M,X,F) 540:
PARAMETER (NOB=30,MVAR=7)! CHANGE THE PARAMETERS HERE AS NEEDED. 
541: C ------------------------------------------------------------------
-----------------------------------------------------------------
571:
!FIND THE RANK OF QIND 572: 
IF(MRNK.EQ.1) CALL DORANK(QIND,NOB) 573: C ------------------------------------------------------------------
.D0) THEN 590: C ------------------MAXIMIN SOLUTION ----------------------------
-----------------FOR NORM =1 OR 2 ---------------------------
