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Journal of Science & Technology
About the Journal
Overview
Pertanika Journal of Science & Technology (JST) is the official journal of Universiti Putra Malaysia 
published by UPM Press. It is an open-access online scientific journal which is free of charge. It publishes 
the scientific outputs. It neither accepts nor commissions third party content.
Recognized internationally as the leading peer-reviewed interdisciplinary journal devoted to the 
publication of original papers, it serves as a forum for practical approaches to improving quality in issues 
pertaining to science and engineering and its related fields.  
JST is a quarterly (January, April, July and October) periodical that considers for publication original 
articles as per its scope. The journal publishes in English and it is open to authors around the world 
regardless of the nationality.  
The Journal is available world-wide.
Aims and scope
Pertanika Journal of Science and Technology aims to provide a forum for high quality research related 
to science and engineering research. Areas relevant to the scope of the journal include: bioinformatics, 
bioscience, biotechnology and bio-molecular sciences, chemistry, computer science, ecology, 
engineering, engineering design, environmental control and management, mathematics and statistics, 
medicine and health sciences, nanotechnology, physics, safety and emergency management, and 
related fields of study.
History
Pertanika was founded in 1978. A decision was made in 1992 to streamline Pertanika into three journals 
as Journal of Tropical Agricultural Science, Journal of Science & Technology, and Journal of Social 
Sciences & Humanities to meet the need for specialised journals in areas of study aligned with the 
interdisciplinary strengths of the university. 
After almost 27 years, as an interdisciplinary Journal of Science & Technology, the revamped journal 
now focuses on research in science and engineering and its related fields.
Goal of Pertanika
Our goal is to bring the highest quality research to the widest possible audience.
Quality 
We aim for excellence, sustained by a responsible and professional approach to journal publishing.  
Submissions are guaranteed to receive a decision within 14 weeks. The elapsed time from submission 
to publication for the articles averages 5-6 months. 
Abstracting and indexing of Pertanika
The journal is indexed in SCOPUS (Elsevier), Clarivate-Emerging Sources Citation Index [ESCI (Web of 
Science)], BIOSIS, National Agricultural Science (NAL), Google Scholar, MyCite and ISC.
Future vision
We are continuously improving access to our journal archives, content, and research services.  We have 
the drive to realise exciting new horizons that will benefit not only the academic community, but society 
itself. 
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Citing journal articles
The abbreviation for Pertanika Journal of Science & Technology is Pertanika J. Sci. Technol.
Publication policy
Pertanika policy prohibits an author from submitting the same manuscript for concurrent consideration 
by two or more publications.  It prohibits as well publication of any manuscript that has already been 
published either in whole or substantial part elsewhere. It also does not permit publication of manuscript 
that has been published in full in Proceedings. 
Code of Ethics
The Pertanika Journals and Universiti Putra Malaysia takes seriously the responsibility of all of its 
journal publications to reflect the highest in publication ethics. Thus all journals and journal editors are 
expected to abide by the Journal’s codes of ethics. Refer to Pertanika’s Code of Ethics for full details, or 
visit the Journal’s web link at http://www.pertanika.upm.edu.my/code_of_ethics.php
International Standard Serial Number (ISSN)
An ISSN is an 8-digit code used to identify periodicals such as journals of all kinds and on all media–print 
and electronic. All Pertanika journals have ISSN as well as an e-ISSN. 
Journal of Science & Technology: ISSN 0128-7680 (Print);  ISSN 2231-8526 (Online).
Lag time 
A decision on acceptance or rejection of a manuscript is reached in 3 to 4 months (average 14 weeks). 
The elapsed time from submission to publication for the articles averages 5-6 months. 
Authorship
Authors are not permitted to add or remove any names from the authorship provided at the time of 
initial submission without the consent of the Journal’s Chief Executive Editor.
Manuscript preparation
Refer to Pertanika’s Instructions to Authors at the back of this journal.
Editorial process
Authors are notified with an acknowledgement containing a Manuscript ID on receipt of a manuscript, 
and upon the editorial decision regarding publication. 
Pertanika follows a double-blind peer-review process. Manuscripts deemed suitable for publication 
are usually sent to reviewers.  Authors are encouraged to suggest names of at least three potential 
reviewers at the time of submission of their manuscript to Pertanika, but the editors will make the final 
choice. The editors are not, however, bound by these suggestions. 
Notification of the editorial decision is usually provided within ten to fourteen weeks from the receipt 
of manuscript. Publication of solicited manuscripts is not guaranteed. In most cases, manuscripts are 
accepted conditionally, pending an author’s revision of the material.
The Journal’s peer-review
In the peer-review process, three referees independently evaluate the scientific quality of the submitted 
manuscripts. 
Peer reviewers are experts chosen by journal editors to provide written assessment of the strengths and 
weaknesses of written research, with the aim of improving the reporting of research and identifying the 
most appropriate and highest quality material for the journal.
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Operating and review process
What happens to a manuscript once it is submitted to Pertanika?  Typically, there are seven steps to the 
editorial review process:
1. The Journal’s Chief Executive Editor (CEE) and the Editorial Board Members (EBMs) examine 
the paper to determine whether it is appropriate for the journal and should be reviewed. If 
not appropriate, the manuscript is rejected outright and the author is informed. 
2. The CEE sends the article-identifying information having been removed, to three reviewers 
who are specialists in the subject matter represented by the article. The CEE requests them to 
complete the review in three weeks.  
Comments to authors are about the appropriateness and adequacy of the theoretical or 
conceptual framework, literature review, method, results and discussion, and conclusions. 
Reviewers often include suggestions for strengthening of the manuscript. Comments to the 
editor are in the nature of the significance of the work and its potential contribution to the 
field.
3. The CEE, in consultation with the Editor-in-Chief (EiC), examines the reviews and decides 
whether to reject the manuscript, invites the author(s) to revise and resubmit the manuscript. 
The CEE may seek additional reviews. Final acceptance or rejection rests with the CEE and EiC, 
who reserve the right to refuse any material for publication. In rare instances, the manuscript 
is accepted with almost no revision. Almost without exception, reviewers’ comments (to the 
author) are forwarded to the author. If a revision is indicated, the editor provides guidelines 
for attending to the reviewers’ suggestions and perhaps additional advice about revising the 
manuscript. 
4. The authors decide whether and how to address the reviewers’ comments and criticisms and 
the editor’s concerns. The authors return a revised version of the paper to the chief executive 
editor along with specific information describing how they have answered’ the concerns 
of the reviewers and the editor, usually in a tabular form. The author(s) may also submit 
a rebuttal if there is a need especially when the author disagrees with certain comments 
provided by reviewer(s).
5. The CEE sends the revised paper out for re-review.  Typically, at least one of the original 
reviewers will be asked to examine the article. 
6. When the reviewers have completed their work, the CEE in consultation with the EiC and 
EBMs examine their comments and decide whether the paper is ready to be published, needs 
another round of revisions, or should be rejected. 
7. If the decision is to accept, an acceptance letter is sent to all the author(s), the paper is sent to 
the Press. The article should appear online in approximately three months. 
The Publisher ensures that the paper adheres to the correct style (in-text citations, the 
reference list, and tables are typical areas of concern, clarity, and grammar).  The authors are 
asked to respond to any minor queries by the Publisher. Following these corrections, page 
proofs are mailed to the corresponding authors for their final approval. At this point, only 
essential changes are accepted. Finally, the article appears in the pages of the Journal and is 
posted online. 
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Foreword
Welcome to the Third Issue of 2019 for the Journal of Science and Technology (JST)!
JST is an open-access journal for studies in Science and Technology published by Universiti 
Putra Malaysia Press. It is independently owned and managed by the university for the 
benefit of the world-wide science community.
This issue contains 30 articles; one is review article and the rest are regular articles. 
The authors of these articles come from different countries namely Bangladesh, India, 
Indonesia, Iran, Iraq, Malaysia, Nigeria, Palestine and Vietnam.
Articles submitted in this issue cover various scopes of Science and Technology including 
environmental sciences, engineering sciences, information, computer and communication 
technologies, medical and health sciences, applied sciences and technologies, earth 
sciences, chemical sciences, mathematical sciences and physical sciences.
An article discusses on remote sensing satellite technology whereby Landsat 8 OLI TRIS 
was used to monitor post-fire forest changes through the ΔNBR and ΔNDVI indices which 
can identify the humidity level of burned and unburned forests. Detailed information on 
this study can be found on page 1105. 
An article titled “Robust Breast Cancer Classification Using Wave Atom and Back 
Propagation Neural Networks” discusses the utilization of wave atom transform and 
back propagation algorithm to classify cancer. This method provides automatic detection 
with 90% of accuracy which significantly reduces pointless surgical procedures. Further 
details of the article are available on page 1247.
Aswad and colleagues in their paper titled “Modelling of Groundwater Pumping Scenarios 
and their Impact on Saline Water Intrusion in a Tripoli Coastal Aquifer, Libya” report 
briefly on modelling of groundwater pumping using MODFLOW-2005 code. This study 
suggests that this model is a useful predictive tool to warn possible consequences in the 
aquifer caused by intensive pumping. Details on this study are presented on page 1407.
We anticipate that you will find the evidence presented in this issue to be intriguing, 
thought-provoking and useful in reaching new milestones in your own research. Please 
recommend the journal to your colleagues and students to make this endeavour 
meaningful.
i
ii
All the papers published in this edition underwent Pertanika’s stringent peer-review 
process involving a minimum of two reviewers comprising internal as well as external 
referees. This was to ensure that the quality of the papers justified the high ranking 
of the journal, which is renowned as a heavily-cited journal not only by authors and 
researchers in Malaysia but by those in other countries around the world as well. 
We would also like to express our gratitude to all the contributors, namely the authors, 
reviewers, Editors-in-Chief and Editorial Board Members of JST and editors, who have 
made this issue possible. 
JST is currently accepting manuscripts for upcoming issues based on original qualitative 
or quantitative research that opens new areas of inquiry and investigation.
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Whole Effluent Toxicity (WET) Testing of Tin Mining Effluent 
and Receiving Water on Zebrafish, Danio rerio (Hamilton, 1822)
Farhana Ahmad Affandi, Mohd Yusoff Ishak* and Nur Hamizah Samsudin
Department of Environmental Management, Faculty of Environmental Studies, Universiti Putra Malaysia, 
43400 Serdang, Selangor, Malaysia
ABSTRACT
Mining is one of the anthropogenic activities that can negatively affect the environment 
especially the waterways. Discharges from mining activities are usually in acidic state and 
containing elevated concentrations of metals. The exposure to these contaminants may cause 
several harmful effects not only to aquatic organisms but also to human health. The Whole 
Effluent Toxicity (WET) test was applied to evaluate the toxic effects of tin mining effluents 
to aquatic organisms. An acute toxicity test with zebrafish (Danio rerio) was conducted 
where fish was exposed to 3.13%, 6.25%, 12.5%, 25% and 50% effluent for 96 hours under 
static renewal test system. Effects of effluent exposure were determined using endpoints 
with mortality of median lethal concentration (LC50) value. Results indicated that the LC50 
value of zebrafish when exposed, was 14.21% effluent. The physicochemical properties 
of the effluent were also evaluated in order to assess the cause-effect relationships of the 
effluent. The low pH values of the mine effluent might be the main reason contributing to 
the fish mortality. This approach provides additional information of tin mining effect on 
freshwater fishes as well as to human health.
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INTRODUCTION
Active or abandoned mining sites can 
contribute to complex environmental 
situations. Environmental alterations from 
mining have caused serious problems 
such as decrease in river water quality 
and accessibility, habitat and biodiversity 
loss, and species extinction. Discharges 
from mining activities are responsible 
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for chemical contamination of the river ecosystems (Ahmad & Sarah, 2014). Elevated 
concentrations of toxic chemicals can adversely affect fish and finally risk human health 
through consumption. 
Mixed composition and interaction of the effluent within itself and surrounding have 
made the effluent complicated. To stand alone on only one or two known toxicants of the 
effluent, and to be tested for the toxicity test may cause this toxicant to be either less or 
more toxic to aquatic organisms. Whole Effluent Toxicity (WET) testing has been applied 
to assess the potential effects of these complicated effluents on aquatic life. WET test 
makes it possible to account for the uncharacterized sources of toxicity together with the 
physical and the chemical interaction of the effluents. 
WET test can be performed by various tests on common species. Fish has been widely 
used in ecotoxicology to test chemicals and effluents toxicity (Lammer et al., 2009). In this 
study, zebrafish Danio rerio was used to assess the acute toxicity of the effluent from the 
tin mining industry. Zebrafish is among the most used fish species in ecotoxicology study 
because this fish is easily bred and has short generation times (Lourenço et al., 2017) which 
makes it suitable for test throughout the whole life cycle. Zebrafish are able to withstand 
higher level of chemicals in the water and also able to introduce any kind of genetic changes 
(Howe et al., 2013). Besides, zebrafish can create better model system which the genetic 
is similar to human (Howe et al., 2013). The objective of this study was to determine the 
sensitivity of zebrafish to tin mining effluent. This will allow detailed assessment on the 
potential risk of discharges from mining industry. 
MATERIALS AND METHODS
Test Organism
Zebrafish (Danio rerio) was obtained from a commercial fish supplier. The fish was 
acclimatized for two weeks in non-chlorinated tap water (Temperature 28±1°C; pH 7.6±0.2; 
DO 6.6±0.3 mg/L) in four separate 60-L aerated aquaria (50 fish per aquarium) before the 
start of the effluent exposure. Fish was fed with commercial feed (Tetra Bits Complete, 
Germany) once daily at a ratio of 2% of the body weight (approximately 0.01 g).
Table 1
Physicochemical parameters of mining effluent and receiving water
Unit Effluent Receiving water
Mean SD Mean SD
pH - 2.653 0.006 6.593 0.076
Temperature °C 27.300 0.173 24.333 0.058
DO mg/L 6.297 0.117 7.633 0.040
TDS mg/L 1202.000 93.552 90.467 0.058
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Effluent and Receiving Water Samples 
Effluent samples were collected at the treatment/settling pond of the mining company (5° 
36ʹ 17.0ʺ N, 101° 2ʹ 10.3ʺ E) in Kepayang River. Meanwhile for receiving water, samples 
were collected at Kampung Alai in Rui River (5° 37’ 13.7ʺ N, 101° 5’ 7.4ʺ E). Samples were 
collected in 10-L acid-washed polyethylene bottle and transported to the Aquatic Research 
Laboratory, Universiti Putra Malaysia at 4 °C until use. Physicochemical properties of both 
waters were tested in situ and ex situ, and presented in Table 1. 
Test Procedure
Preliminary test was done using 100% of mining effluent that showed 100% fish mortality 
(10 fish per aquarium; triplicate) within only 2 hours of exposure. Therefore, the test was 
conducted starting from 50% of mining effluent. The fish were exposed over 96 hours to 
50%, 25%, 12.5%, 6.25%, and 3.13% of mining effluents, and also to 100% of receiving 
water following the US EPA method (United States Environmental Protection Agency 
[US EPA], 2002). Clean non-chlorinated tap water was used as control (0%) and for 
dilution water. Each treatment group consisted of 4 replicates with 10 fish per aquarium. 
The fish were placed in 2L aquarium tank. Water temperature of all treatment groups were 
maintained at 28±1 °C with a 14-h:10-h of light: dark photoperiod, and were constantly 
aerated with DO maintained at 6.6±0.3 mg/L. Based on Table 1, only pH, TDS, conductivity 
and turbidity of all treatment groups were monitored throughout the 96-h test since their 
values were of concern and had exceeded the Malaysia’s National Water Quality Standard 
(NWQS) for natural environment for aquatic organisms (Department of Environmental 
Malaysia [DOE], 2015). Water was changed 100% daily for all treatment groups. The 
fish was transferred to another aquarium filled with new treatment water by using a scoop 
net. The fish was not fed during the 96-h test. Observations were made every 4-h for 24-h 
and every 24-h thereafter until 4 days (96-h). Any changes on the behavioral of the fish 
were monitored and recorded. Behavioral parameters that were observed were swimming 
movement, mouth and operculum movements, and hyperactivity. The dead fish were 
counted and immediately removed. 
Table 1 (continue)
Unit Effluent Receiving water
Conductivity µS/cm 1997.333 16.503 137.500 0.000
Salinity ppt 0.967 0.058 0.067 0.058
Turbidity NTU 212.667 8.021 45.567 0.153
BOD mg/L 4.117 0.153 0.990 0.166
COD mg/L 51.800 1.997 1.800 0.794
AN mg/L 0.210 0.060 0.077 0.021
TSS mg/L 85.333 3.786 35.333 1.155
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Data Analysis
The acute toxicity of effluent was estimated as the median lethal concentrations (LC50). 
The 96-h LC50 value was calculated by Probit Analysis with 95% confidence limits using 
IBM SPSS Statistics 22.
RESULTS AND DISCUSSIONS
The percentage mortalities of zebrafish to different concentration of the tin mining effluent, 
and at different exposure time is presented in Table 2. Results showed 100% mortality 
of fish was when exposed to 50% and 25% effluents in less than 24-h. Meanwhile, about 
30% mortality of fish was recorded for 12.5% of effluent and only 5% mortality recorded 
for the receiving water. No mortality observed for the control. The values of pH, TDS, 
conductivity and turbidity were also presented in Table 2. The pH value at 25% effluent 
was still very low (pH 4.91) that could cause death to most aquatic organisms, although 
the TDS, conductivity and turbidity values have dropped to the safe level of NWQS (Table 
2). Besides, zebrafish can tolerate a wide range of salinities and conductivities of up to 
14 ppt (Lawrence, 2007) and 1500 µS/cm (Avdesh et al., 2012), respectively. Moreover, 
Wojtas et al.  (2015) found that this fish could also tolerate high water turbidity above 
300 NTU. Previous studies on the effect of low pH water have shown an increase in fish 
mortality due to gills damage (Sharma, 2003; Slaninova et al., 2014). In fact, zebrafish 
have been reported to be typically found in alkaline water condition with an average pH 
of 8.0 (Lawrence, 2007). Therefore, these present results indicated that the fish died due 
to the low pH of the mining effluent. 
The behavioral changes of the fish towards the toxicant were also investigated. When 
exposed to higher concentrations of effluent (50% and 25%), fish immediately showed 
Table 2
Percent mortality of fish after exposure and physicochemical properties of different concentration of the 
treatment waters
Concentration 
(%)
No. of 
fish
Mortality (%)
pH
Conductivity
(µS/cm)
TDS
(mg/L)
Turbidity
(NTU)24-h 48-h 72-h 96-h
50 40 100 100 100 100 3.26 1174.9 706.7 106.67
25 40 100 100 100 100 4.91 734.3 441.9 53.33
12.5 40 15 27.5 30 30 6.19 469.0 282.5 26.80
6.25 40 2.5 7.5 7.5 7.5 6.67 320.4 193.2 13.33
3.13 40 0 0 0 2.5 7.04 240.1 144.6 6.73
0 (control) 40 0 0 0 0 7.56 164.0 97.0 0.37
100 (receiving 
water)
40 2.5 2.5 2.5 5 6.56 136.8 90.2 45.50
Toxicity of Tin Mining Effluent on Zebrafish
1029Pertanika J. Sci. & Technol. 27 (3): 1025 - 1030 (2019)
hyper-excitability by erratic swimming and increased operculum movement. Few minutes 
after that, the swimming behavior started to slow down and the fish tried to remain in 
vertical position perpendicular to the surface water with the mouth facing upward. Finally, 
the fish lost its balance, settled to the bottom or turned upside down at the surface water 
and died.  Similar behavioral changes were observed in zebrafish due to metal pollution 
(Anandhan & Hemalatha, 2009).
On the other hand, the 96-h acute test of LC50 for the mining effluent on zebrafish 
Danio rerio was calculated to be at 14.21 % (Table 3). The results showed significant 
differences in toxicity responses between different effluent concentrations. The results 
also demonstrated the LC50 values calculated for 24-h, 48-h and 72-h of exposure were 
at 15.85%, 14.46%, and 14.23%, respectively (Table 3). These LC50 values are important 
in setting the benchmark for the safe level of mine-water to be discharged into streams or 
rivers, in order to protect the aquatic organism, as well as the ecosystem. 
Table 3
LC50 values for mining effluent at different time of exposure
Test duration (h) LC50 values (%)
95% lower confidence 
limit
95% upper confidence 
limit
24 15.85 14.23 18.24
48 14.46 12.91 16.61
72 14.23 12.70 16.37
96 14.21 12.64 16.31
CONCLUSION
This study shows that tin mining wastes are very toxic to the fish. Lethality of fish in the 
present study was mainly affected by the low pH of the effluent. Further research is needed 
on ecotoxicological risks of tin mining waste and improved mine drainage treatment in 
order to support the development of suitable regulations of mine-water discharges. 
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ABSTRACT
Oil spill introduces hydrocarbons into the marine environment and forms oil slicks, 
which aggregate with other debris to form tarballs. Tarballs are composed of toxic 
hydrocarbons, which persist in the environment, causing economic and ecological 
damages. This work studied the isolation and optimization of diesel-oil biodegradation 
by an indigenous bacterium, identified by 16S rRNA gene sequence analysis, in tarball. An 
experimental methodology using a Taguchi orthogonal array was applied to optimize the 
effects of diesel concentration, salinity, nitrate concentration, pH, temperature, agitation 
speed and time. An isolated bacterium identified as Cellulosimicrobium cellulans removed 
88.4% of diesel oil under optimized conditions, where initial diesel-oil concentration 
was 5% (v/v), NaCl concentration was 20 gL-1 and NH4NO3 concentration was 2 gL-1 in 
Minimal Salt Media at pH 7, 40oC and 100 revolutions per minute for 5 days. Tarballs 
harbor hydrocarbon-degrading C. cellulans that can be used under optimized conditions 
to design an effective oil spill bioremediation technique for mitigating oil pollution.
Keywords: Biodegradation, Cellulosimicrobium 
cellulans, diesel-oil, hydrocarbon, Taguchi
INTRODUCTION
Oil spills in marine environment emanate 
from various sources including natural 
seeps, operational discharge from ships, 
ruptured pipelines and accidental spills 
from tanker accidents and other onshore 
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or offshore activities (Amenaghawon et al., 2014). They are imported into the marine 
environment, wither into oil slicks, accumulate other debris and form tarballs. 
Tarballs are made of hydrocarbon fractions that are resistant to microbial degradation via 
diverse weathering mechanisms such as dispersion, spreading, photooxidation, evaporation, 
emulsification, sinking, sedimentation, and dissolution. These hydrocarbons are lethal to 
marine life and the ecosystem because they contaminate the food chain. They infiltrate 
living cells and tissues, become immobilized within them and cause mortal deterioration 
(Hassanshahian et al., 2014; Perelo, 2010). They may be conveyed far away from its primary 
source and gradually accumulate on seaboards, causing ecological damages (Hassanshahian 
et al., 2014). The ability of hydrocarbons in the tarballs to resist weathering under oceanic 
conditions makes tarballs an excellent site for isolating hydrocarbon-degrading bacteria 
suited for utilizing a wider range of hydrocarbons compared to those isolated from other 
sources. The bacteria can be used to establish bioremediation techniques for mitigating 
hydrocarbon pollution.
Bioremediation techniques include cheaper and eco-friendly alternatives to mitigate 
hydrocarbon pollution with the prospect of large-scale implementation. They require 
the utilization of native microbial species in hydrocarbon-impacted sites with possible 
metabolic capacity to break down hydrocarbons, transforming them into simpler forms. 
Simpler compounds are ingested as an energy source for growth through aerobic or 
anaerobic pathways (Hassanshahian et al., 2014; Speight & Arjoon, 2012). The successful 
application of bioremediation depends on the acquisition of considerable knowledge on the 
type, presence and amount of indigenous hydrocarbon-degrading microbial communities 
in the polluted site. Other factors include the scale of hydrocarbon pollution and favorable 
environmental conditions such as pH, temperature, nutrient content, salinity and dissolved 
oxygen (Hassanshahian et al., 2014). These factors must be optimized to achieve the most 
competent bioremediation outcome. 
This research is aimed at isolating and optimizing diesel-oil biodegradation by an 
indigenous bacterium isolated from Tarball. Design of experiment (D.O.E) method using 
Taguchi orthogonal array will be used to determine optimum conditions for achieving 
the most competent biodegradation. This is based on the hypothesis that diesel-oil 
biodegradation by hydrocarbon-degrading bacteria will be improved under optimized 
conditions.
MATERIALS AND METHODS
Sample Collection and Chemicals 
Tarballs were gathered along intertidal zones of polluted shorelines located on N 05°35.161’; 
E 102°50.169’, Rhu Sepuluh, Kuala Terengganu, Malaysia. The carbon source chosen for 
this research was diesel-oil because it is a blend of alkanes and PAH’s which have been 
accounted for as ecological contaminants (Gallego et al., 2001).
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Enrichment and Isolation of Hydrocarbon-degrading Bacteria
The enrichment and isolation of hydrocarbon-degrading bacteria were performed using 
minimal salt media (MSM). Five-gram (5g) of tarball were placed into 98 ml MSM 
enhanced with 2% (v/v) filter-sterilized diesel-oil. MSM was autoclaved at 121oC for 20 
minutes after pH was modified to 7.5. The setup was incubated in a shaker set at 32oC 
and 100prm for 7 days. Freshly prepared MSM was used to subculture 1mL previously 
incubated culture every week for 8 weeks. This was followed by serially diluting 1 mL of 
8th subculture and plated on Luria Bertani agar (LB) plates. LB agar plates were incubated 
at 32oC for 48 hours (Nkem et al., 2016). Colonies that were morphologically different 
were purified on LB agar (Deng et al., 2014).
Bacteria Identification using 16s rRNA
Purified isolated bacteria was identified by molecular characterization of its 16S rRNA 
using polymerase chain reaction (PCR). Genomic DNA was isolated from purified 
bacteria and used as a template. The 16S universal primers used for PCR include 
reverse primer rP2 (5’ACGGCTACCTTGTTACGACTT-3’) and forward primer fD1 
(5’-AGAGTTTGATCCTGGCTCAG-3’). Taq DNA polymerase enzyme was used to 
catalyze the reaction (Weisburg et al., 1991). The correlation of DNA sequences was 
interpreted via the NCBI website using BLAST (Roy et al., 2014). A neighbor-joining 
methodology was used to design phylogenetic tree using MEGA 4.0 software.
Optimization of Diesel-oil Biodegradation
The experiments were carried out using pure strains of isolated bacteria and injected inside 
fresh LB broth. The culture was incubated in a shaker set at 100 rpm and 32oC for 24h. 
Bacteria were harvested after incubation and used to create an inoculum. The inoculum 
was used to test for optimum conditions by ‘one factor at a time’ method establishing 
parameter levels for each condition. Bacterial suspensions (0.5 optical density or 1.5 x 
106 CFUml-1) were initially screened by inoculation into 185 mL MSM amended with 
diesel-oil (evaporated to 5g). Initial pH was modified to 6.0, 6.5, 7.0, 7.5 and 8.0 with 1 
M HCl or 1 M NaOH; incubation temperature was set at 30, 32, 35, 37 and 40°C; NaCl 
concentration was set at 10, 20,30, 40, and 50 gL-1; concentration of NH4NO3 was adjusted 
to 0.5, 1, 1.5, 2 and 2.5gL-1; incubation time was 5, 7, 10 and 14 days; initial diesel-oil 
concentration was set to 0.5%, 1%, 2% and 5%. Finally, agitation was controlled at 0, 
50 and 100 rpm. Uninoculated controls were maintained at similar conditions for each 
parameter. Residual diesel-oil was extracted and diesel-oil removal was estimated (Deng 
et al., 2014). For each parameter, three levels with highest diesel-oil biodegradation rate 
were selected for application in DOE Taguchi L18 Orthogonal array (Table 1). This was 
applied to 18 experimental runs with nutrients and parameters amended as indicated on 
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Taguchi L18 Orthogonal array in Table 2 designed using Minitab 17 software (Taguchi, 
1986). Samples were incubated for 5, 7 and 14 days.
Gas Chromatography-Mass Spectrometry (GC-MS) Analysis of Diesel-oil
Residual diesel oil was extracted from experimental run samples using dichloromethane 
(DCM) and evaluated using the GC-MS technique (Deng et al., 2014). All experimental 
runs were implemented in triplicate. Biodegradation results were calculated by comparing 
residual diesel-oil extracted from samples to diesel-oil extracted from controls expressed in 
percentage. Concentrations of n-alkanes in residual diesel-oil were estimated by analyzing 
external standards peak area for diesel-oil in comparison to the peak area of the diesel-oil 
in extracted samples and controls. The sum of n-alkane concentrations in diesel oil was 
defined as residual diesel-oil hydrocarbon concentration. The degradation of diesel-oil by 
isolated bacteria was calculated using the equation: 
Rd =   (Dc – Ds)/Dc    x   100%    (1)
where Rd represents diesel-oil biodegradation, Dc represents hydrocarbon concentration 
in extracted diesel-oil from control, and Ds represents hydrocarbon concentration of diesel-
oil extracted from samples (Deng et al., 2014).
RESULTS AND DISCUSSIONS
Isolation and Identification of Hydrocarbon-degrading Bacteria in Tarball
Colonies of purified strains were pale-yellow, tiny and circular with moist pigmentation. 
The rod-shaped, gram-positive bacilli had raised elevation and entire margin. These 
morphological characteristics are like those of Cellulosimicrobium cellulans (Antony et 
al., 2009; Schumann et al., 2001). Gene sequence analysis of 16S rRNA identified a linear 
stretch of 1,477 bp with 99% similarity to those of strains C. cellulans (GenBank accession 
number NR_119095), as shown in Figure 1. The phylogenetic tree was designed with 
Figure 1. Phylogram showing phylogenetic relationships of isolated bacteria with a linear stretch of 1,477 
bp. Selected outgroup based on 16S rRNA sequences is Haladaptatus cibarius. Trees were calculated by a 
neighbor-joining algorithm with 50% conservation filter. Bootstrap values (1000 replicates) are indicated 
by the numbers at the nodes
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identical sequences by neighbor-joining methodology. These results indicate that the closest 
relative of isolated bacteria was Cellulosimicrobium cellulans DSM 43879 (NR_119095.1).
Cellulosimicrobium cellulans are universally distributed, with some strains formerly 
isolated as native hydrocarbon degraders from sites impacted by crude-oil with capabilities 
for utilizing hydrocarbons as a carbon and energy source (Aliakbari et al., 2014; Shaieb 
et al., 2015). Previous reports have also shown they are capable of thriving in a medium 
with crude-oil concentrations of as low as 1%. This makes them suitable for use in oil 
bioremediation (Yakimov et al., 2004). 
Optimization of Diesel-oil Biodegradation
The Taguchi approach was used to design and analyze the effect of environmental 
parameters thereby optimizing diesel-oil biodegradation by C. cellulans (Taguchi, 1986). 
The parameters studied included agitation, diesel-oil concentration, NaCl concentration, 
NH4NO3 concentration, pH, temperature and incubation time. Parameter levels in Table 1 
were selected by choosing the three best levels that yielded the most diesel-oil degradation 
after initially implementing the ‘one factor at a time’ optimization method. These levels 
were applied in an L18 orthogonal array to determine optimum conditions, which were 
then evaluated by calculating the degradation rate of extracted diesel-oil after incubation 
and GC-MS analysis.
Table 1
Selected factors and assigned levels
Serial number Factors Level 1(-1) Level 2(0) Level 3(1)
1 Agitation (rpm) 50 100 -
2 Diesel Conc. (% v/v) 1 2 5
3 NaCl Conc. (g/L) 20 30 40
4 NH4NO3 Conc. (g/L) 0.5 1 2
5 pH 6.5 7 8
6 Temperature (0C) 32 37 40
7 Time (Days) 5 7 14
Factor level codes: -1, 0, 1 for levels 1, 2, 3
The selected experimental design was 21 X 36 Taguchi L18 orthogonal array. Agitation 
had 2 levels while other six parameters were monitored at 3 levels, totaling 18 experimental 
runs (Table 2) performed in triplicate. Another 18 runs operated at similar conditions 
were uninoculated controls. Diesel-oil biodegradation yield by C. cellulans for all 18 
experimental runs were calculated by comparing with control runs after extracting residual 
diesel-oil extraction and analyzing removal rate by GC-MS. This was designated as ‘Rd%’ 
in Table 2. Experimental runs 16 and 11 recorded the highest diesel-oil biodegradation at 
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88.4%, and 79.8%, respectively. Run 16 had 5% (v/v) initial diesel-oil concentration, 2.5 
mL (0.5 optical density) inoculum size, 20 gL-1 NaCl concentration and 2 gL-1 NH4NO3 
concentration in MSM at pH 7, incubated at 400C with 100 revolutions per minute (rpm) 
for 5 days. Run 11 had initial diesel-oil concentration of 1% (v/v), inoculum size of 2.5 
mL (0.5 O.D), 30 gL-1 NaCl concentration and 0.5 gL-1 NH4NO3 concentration in MSM at 
pH 6.5, incubated at 400C, 100 rpm for 14 days. 
Table 2
L18 (21 x36) orthogonal array of the designed experiments and their average Biodegradation response in 
terms of Rd
E. 
Runs Agitation
Diesel 
Conc.
NaCl 
Conc.
NH4NO3 
Conc pH Temperature
Incubation. 
Time Rd (%)
1 -1 -1 -1 -1 -1 -1 -1 27.1
2 -1 -1 0 0 0 0 0 58.25
3 -1 -1 1 1 1 1 1 41.42
4 -1 0 -1 -1 0 0 1 13.31
5 -1 0 0 0 1 1 -1 36.46
6 -1 0 1 1 -1 -1 0 8.14
7 -1 1 -1 0 -1 1 0 32.31
8 -1 1 0 1 0 -1 1 26.65
9 -1 1 1 -1 1 0 -1 3.71
10 0 -1 -1 1 1 0 0 45.2
11 0 -1 0 -1 -1 1 1 79.9
12 0 -1 1 0 0 -1 -1 45.5
13 0 0 -1 0 1 -1 1 56.1
14 0 0 0 1 -1 0 -1 43.3
15 0 0 1 -1 0 1 0 30.99
16 0 1 -1 1 0 1 -1 88.43
17 0 1 0 -1 1 -1 1 32.73
18 0 1 1 0 -1 0 0 30.14
Factor level codes: -1, 0 and 1 for levels 1, 2 and 3 
The results also showed that run 9 had the least diesel-oil removal (3.7%) with 5% 
(v/v) initial diesel-oil concentration, 40 gL-1 NaCl concentration and 0.5 gL-1 NH4NO3 
concentration in MSM at pH 8, incubated at 37oC with 50 rpm for 5 days. Runs 11 and 16 
both had highest degradation yield at agitation 100 rpm (coded 0) while run 9 had the least 
biodegradation yield at agitation 50 rpm (coded -1). This suggests that agitation influences 
biodegradation. Previous reports agree with this by indicating aeration influences the 
amount of dissolved oxygen in a marine system. As such, higher agitation means higher 
dissolved oxygen which increases the rate of aerobic biodegradation (Baker & Moore, 
2000). This implies that the diesel-oil biodegradation of C. cellulans follows an aerobic 
biodegradation pathway. 
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Runs 11 and 16 had similar agitation speed and temperature, but initial diesel-
concentration increased from 1% to 5% (v/v), respectively. High biodegradation yield 
(79.8%) was achieved with nitrate being 0.5 gL-1 at an initial diesel-oil concentration 
of 1%. Further increase in nitrate concentration by 2.0 gL-1 with higher initial diesel-oil 
concentration (5%) produced higher removal (88.4%). However, equal initial diesel-oil 
concentration (5%) with reduced nitrate concentration (0.5 gL-1) removed the least diesel-
oil (3.7%). This suggests that higher diesel-oil concentrations must be accompanied by 
a corresponding increase in nitrate concentration to achieve higher biodegradation yield. 
Additionally, equal nitrate concentration (0.5 gL-1) with high initial diesel-oil (5%) led 
to the lowest biodegradation yield in run 9; and low initial diesel-oil (1%) gave rise to 
higher biodegradation yield in run 11. This could be caused by increased bioavailability 
of diesel-oil when concentrations are reduced or rise in toxicity when concentrations 
are high (Mohajeri et al., 2010). Previous studies have reported that the influence of oil 
concentration is higher than nitrates as the individual coefficient of nitrogen is positive 
while oil is negative. However, the interaction effect between them is negative (Mohajeri 
et al., 2010).  
Past research utilizing Cellulosimicrobium cellulans for diesel-oil biodegradation under 
the un-optimized condition when an initial diesel-oil concentration of 2% in MSM at 32oC 
for 10 days at 100 rpm yielded 64.4% degradation of diesel-oil (Nkem et al., 2016). The 
optimized conditions from runs 11 and 16 (initial diesel-oil concentration being 2% and 
5% respectively) improved biodegradation by 15.4% and 24% respectively. This suggests 
the optimization of diesel-oil biodegradation by C. cellulans using Taguchi’s improved 
biodegradation.
Several reports have indicated that Cellulosimicrobium species either harbor 
hydrocarbon-degrading genes or produce enzymes that enhance their ability to break down 
hydrocarbon. Reports have also illustrated that certain strains harbor dioxygenases and 
hydroxylases that preferentially degrade alkanes C10 to C30 (Aliakbari et al., 2014; Shaieb 
et al., 2015). This justifies their ability to be used in bioremediation experiments. Studies 
have also shown C. cellulans is capable of producing cellobiose dehydrogenase (E.C. 
1.1.99.18) and cellobiohydrolase enzymes which aid degradation of polycyclic aromatic 
hydrocarbons (PAH’s) and other petroleum hydrocarbons to glucose (Juhasz & Naidu, 
2000). A novel strain of C. cellulans was reportedly capable of breaking down a 5-ring 
benzo (a) pyrene into less complex 1 to 4 ringed compounds, at the same time utilizing them 
as its sole carbon and energy source (Juhasz & Naidu, 2000; Qin et al., 2017). Reports have 
also illustrated that another C. cellulans strain produced a posteriori extracellular enzyme 
capable of fermenting organic compounds to produce carbon and energy (Vogt et al., 2005). 
These reports establish the fact that C. cellulans possess metabolic characteristics for 
breaking down different hydrocarbon pollutants. This potentially defines its importance in 
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the development of bioremediation technique for mitigating environmental oil pollution. 
Efficient bioremediation can be achieved by successfully optimizing the environmental 
parameters which influence the biodegradation system (Palanisamy et al., 2014).
CONCLUSIONS
 Biodegradation offers an ecologically friendly and cost-effective technique for mitigating 
oil pollution. In this investigation, indigenous hydrocarbon-degrading bacteria identified 
as Cellulosimicrobium cellulans were isolated from a tarball. When exposed to diesel oil, 
this bacterium removed 88.4% of diesel-oil hydrocarbons under optimized conditions with 
an initial diesel-oil concentration of 5% (v/v), NaCl concentration of 20 gL-1, NH4NO3 
concentration of 2 gL-1 in Minimal Salt Media at pH 7 after incubating in a shaker at 
400C and 100 rpm for 5 days. Previous studies have indicated that these bacteria possess 
metabolic characteristics such as hydrocarbon-degrading genes or enzymes which accord 
them the ability to metabolize hydrocarbons as carbon and energy source. Tarballs contain 
high molecular weight hydrocarbons; hence, bacteria trapped within like C. cellulans are 
potentially hydrocarbon-degraders. They can be used to design a bioremediation technique 
with improved efficiency under optimized conditions. This method can then be used to 
clean up oil spills in both marine and freshwater environments. 
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Histological Alterations in Liver and Kidney of Javanese 
Medaka (Oryzias javanicus, Bleeker 1854) Exposed to Sublethal 
Concentration of Herbicide Diuron
Nur Amiera Kamarudin, Syaizwan Zahmir Zulkifli*, Fatin Zahidah Abdul Aziz 
and Ahmad Ismail
Department of Biology, Faculty of Science, Universiti Putra Malaysia, 43400 Serdang, Selangor, Malaysia
ABSTRACT
Diuron has been substantially used in different parts of the world as an herbicide and as a 
bioactive ingredient in antifouling paint. However, knowledge on the toxicity of Diuron 
that could adversely affect non-targeted aquatic organisms, especially fish; is still deficient. 
Therefore, this study was conducted to determine the possible sublethal effects of phenyl-
urea herbicide Diuron at the cellular level of the liver and kidneys of an adult Javanese 
medaka (Oryzias javanicus), which has been used as the novel model organism. In the 
present study, histological assessment was carried out using the hematoxylin and eosin 
(H&E) staining protocol where the samples were preserved in 10% buffered formalin 
and sectioned into 5 µm thickness. The 210 samples used contained a range of Diuron 
concentrations comprising 1 µg/L, 50µg/L, 100 µg/L, 500 µg/L and 1000 µg/L; which also 
included the control treatments. Semi quantitative analysis revealed that liver and kidney 
tissues exposed at higher concentrations (500 µg/L and 1000 µg/L) showed significantly 
moderate to severe deformities and mild lesion alterations were already shown even at a 
lower concentration of Diuron exposure (1.0 
µg/L), as compared to the control treatment 
of dechlorinated water (p<0.05). The most 
evident and observable severity of the 
lesions in the liver were due to vacuolation, 
congestion and nodule necrosis while 
the kidney showed tubule degeneration, 
glomerulus shrinkage and hemosiderin. 
Hence, this study further reinforces the 
documentary evidence in developing O. 
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javanicus as the novel model organism to represent tropical regions in aquatic toxicological 
studies. Although the level of Diuron in Malaysia is unthreatening, this emerging hazardous 
chemical can seriously affect the aquatic ecosystem in later years.   
Keywords: Diuron, histology, Javanese medaka, kidney, liver, sublethal
INTRODUCTION
Globally, herbicides are phytotoxic chemicals that have relatively played a pivotal role in the 
agriculture sector by eliminating or destroying unwanted vegetation in crop and plantation 
areas. Since the 1960s, Malaysia has been a country, which has flourished its agricultural 
economy with various plantation crops such as oil palms and rubber plantations (Istikoma 
& Rahman, 2015). These agricultural developments coincide with the use of herbicides. 
De et al. (2014) reported that the worldwide use of herbicide contributed to almost 48% of 
the total pesticide usage and it was represented as the most rapidly growing section in the 
past three decades in the pesticide industry. Although the use of herbicides is focusing on 
the killing of weeds in the agriculture industry, it unintentionally affects aquatic organisms, 
since it can be found in water bodies as a toxic pollutant. 
Diuron is one of the most heavily used herbicides around the world as it is easily taken 
up by the plant through the root system from the soil solution (Moncada, 2004). Giacomazzi 
and Cochet (2004) had affirmed that Diuron was mostly used to control the annual grassy 
weeds and broadleaf weeds in the pre- and post-emergent stages. In addition, Ali et al. 
(2014) and Hanapiah et al. (2017) reported that the other sources of Diuron found in the 
coastal areas of Malaysia were from the antifouling paint applied underneath boats and 
ships which caused contamination in the coastal areas of Klang, Johor, and Kemaman.
The runoff sedimentation, leaching, spring drift or accidental spills of Diuron from 
the plantation area into ecosystems such as rivers, can indirectly affect freshwater 
vertebrates such as tilapia and goldfish (Hanapiah et al., 2018; Saglio & Trijasse, 1999) and 
invertebrates such as water fleas and freshwater snails (López-Doval et al., 2014). Also, the 
level of toxicity reported for fish and aquatic invertebrates is considered moderately toxic 
if the Diuron’s acute median lethal concentration (LC50) is between 1 mg/L to 10 mg/L, 
based on the Wildlife Toxicity Category. Moreover, Abushaala et al. (2015) also reported 
that the LC50 value of Diuron on brine shrimp (Artemia salina) ranged between 6 mg/L 
to 24 mg/L. Also, Moncada (2004) reported that, due to the long half-life, Diuron could 
contaminate groundwater as it was persistent and mobile in the soil. 
There are several studies related to Diuron that have shown how it can cause mortality 
at higher concentrations, but exposure at lower concentrations causes more toxicity effects 
in the whole body system over a longer period of time. These sublethal effects can affect the 
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neurotransmitter, immune response, physiological, morphological as well as reproduction 
(López-Doval et al., 2014). The objective of this study is to observe the impairment and 
abnormalities in the cell and tissue structures of the liver and kidney of Javanese medaka 
(Oryzias javanicus) as a novel model organism. The distinctive characteristic of the 
Javanese medaka as part of the euryhaline species, is the ability to represent the wide 
range of salinity in a contaminated aquatic ecosystem (Mohamat-Yusuff et al., 2018). 
Furthermore, the selected endpoints of Diuron exposure in Javanese medaka have not been 
studied recently or to this date.
MATERIALS AND METHODS
Experimental Design
This study was conducted using adult O. javanicus, sized between 3-4 cm (n=210; including 
control treatments) obtained from Sungai Pelek, Bagan Lalang, Selangor, Malaysia. The 
fish was acclimatised in freshwater environment for 6 months in Medaka’s Laboratory 
in the Department of Biology, Faculty of Science, Universiti Putra Malaysia, before the 
experiments were conducted in the Ecotoxicology Laboratory. During the acclimatisation 
period, the water tanks used to keep the O. javanicus were timely changed with de-
chlorinated water and maintained in a recirculating water flow-through system. 
To maintain the O. javanicus in the laboratory, we followed the protocols as suggested 
by Aziz et al. (2017). The water pH and temperature values were maintained and monitored 
the same way as the experimental conditions. All O. javanicus were fed with freshly 
cultured nauplii of brine shrimp, while the Artemia salina were cultured as explained by 
Abushaala et al. (2015) and were fed with commercial diet fish pallet three times per day. 
The photo-period was also maintained on 14 h L: 10 h D cycle. A multi-parameter device 
(YSI Model MPS 556) was used to measure water parameters such as temperature, pH, 
and dissolved oxygen and the mean results recorded (±SD) were 25 ± 1°C, 7.0 ± 0.5, and 
6.9 ± 0.6 mg/L, respectively. 
The experiments were conducted for three weeks (21 days) with three replicates of 
seven treatments (total of 21 tanks) including the dechlorinated water control and solvent 
(DMSO) water control sets. Ten individuals of O. javanicus were individually stocked 
in each treatment tanks in a static water system; which were changed regularly to reduce 
the build-up of ammonia from the feces which subsequently were replaced back into the 
tank with the same volume removed and with the same treatment concentration in each 
tank. Diuron was purchased from Sigma-Aldrich Diuron (≥98%) in powder form and the 
stock solution was prepared using DMSO as a solvent prior to the experiment. Diuron 
concentrations were determined from a series of preliminary tests; namely 1 µg/L, 50 µg/L, 
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100 µg/L, 500 µg/L and 1000 µg/L, dechlorinated water controls, and solvent controls. 
The water parameters were monitored and checked regularly throughout the experiments. 
Tissues Preparation and Histology
After three weeks of exposure to sublethal herbicide Diuron concentrations, the fish were 
killed immediately. The whole body of the fish was fixed in Davidson’s solution for 24 hours 
and transferred into 10% buffered formalin. Histological assessment was carried out using 
the Hematoxylin and Eosin (H&E) staining protocol and sectioned at 5 µm thicknesses. 
This method is also guided by Johnson et al. (2009) through the OECD guidelines for the 
fish histopathology analysis by United States Environmental Protection Agency (US EPA, 
1996) and Bernet et al. (2001). The histopathological changes in tissues were examined 
in randomly selected sections from each organ of each fish. The mean prevalence of each 
histological parameter was categorised as none (0), mild (1, < 25% of sections), moderate 
(2, 25 – 50% of sections) and severe (3, >50% of sections) (Mishra & Mohanty, 2008; 
Korkmaz et al., 2009). The histological treatments in the tissues were photographed 
using Leica Histology Microscope with a colour camera, which was connected directly 
to a monitor using a Leica’s Application Suite. Statistical analyses were performed using 
statistical package of SPSS 22.0 for Windows. Differences among the treated group 
were analysed using a one-way analysis of variance (ANOVA) followed by Duncan test 
(Korkmaz et al., 2009).  
RESULTS AND DISCUSSIONS
Table 1 summarises the histopathological analyses of the liver and kidney of O. javanicus 
for the control and sublethal Diuron samples with the micrograph of tissue images captured 
in Figure 1 and Figure 2. The hepatocytes and other cells of the liver in both control groups 
were normal and systematically arranged. The liver tissues showed moderate changes 
starting at a concentration of 100 µg/L (Figure 1(b)) of Diuron while the kidney tissues 
showed moderate changes at a lower concentration of 50 µg/L (Figure 2(b)). More severe 
changes can be observed when kidney tissues were exposed to higher concentrations of 
Diuron which resulted in tubule degeneration, glomerulus, shrinkage, and hemosiderin 
which affected more than 50% of the tissue; (Figure 2(c)) as compared to the liver tissues 
which was moderately changed exhibiting only 25%-50% of the tissues affected by 
vacuolation of hepatocytes, congestion and nodule necrosis (Figure 1(c)).  
This study presented the results relevant to the sublethal effects of herbicide Diuron on 
O. javanicus with reference to tissue histology analyses. These histopathological alterations 
generally represented the stress-related outcomes of fish tissues triggered by a variety of 
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environmental factors (Harper & Wolf, 2009). The present study showed the important 
general effects to the liver organ; such as vacuolation, congestion, and nodule necrosis; in 
all the treatment groups. These non-specific hepatic lesions in organisms have been reported 
due to exposure to sub-toxic concentration of pesticides and heavy metals (Cengiz & Unlu, 
2003). The liver carries out essential body function as the target organ due to its large blood 
supply that causes noticeable toxicant exposure, accumulation, clearance function and its 
pronounced metabolic activity (Mohamed, 2009). Moreover, based on the study by Olurin 
et al. (2006), the exposure to a wide range of aquatic pollutants such as herbicides and 
steroid hormones reportedly caused hepatic tissue alterations in fishes. The observations 
recorded in the present study are similar to that reported by several authors, e.g. Blahova et 
al. (2014) and Sharma and Sharma (2016). Histopathological alterations of the liver tissue 
structures in fish can be used as biomarkers to detect changes in the quality of the aquatic 
ecosystem thus revealing the damages that were induced by xenobiotics in an organism 
at the cellular and tissue levels (Mela et al., 2013). Several other studies were conducted 
using wild fish and the results showed significant histological lesions especially in the 
liver, which indicated that the fishes are living under stressful environmental conditions 
(Abdel-Moneim et al., 2012; Camargo et al., 2007; Paulo et al., 2012).
In the present study, tubule degeneration, glomerulus, shrinkage, and hemosiderin 
were observed in the histological alterations of kidney tissue structures after being exposed 
to different concentrations of sublethal Diuron. The kidney proved to be more sensitive 
towards Diuron exposure compared to the liver. This is due to the fact that the kidney is 
the primary organ for water elimination and efficient in ion reabsorption mechanism to 
minimise ion loss (Salamat & Zarie, 2012). The deformities present suggested that Diuron 
enters the kidney and disrupts their normal function by histopathological alteration in the 
kidney tissues (Sharma & Sharma, 2009). Consequently, the necrosis of the renal tubules 
affects the metabolic activities and promotes metabolic abnormalities. Similar results were 
obtained by other studies with herbicide treatments as seen in Kannan and Kathiresan 
(2002), Dumitrescu et al. (2010), and Devasigamani (2015). 
The severe effects on the kidney are more severe and prominent as compared to the 
liver even though they work together to remove the toxic substances from the body. This is 
due to the important role the kidney plays as one of the first organs that can be affected by 
contaminants in water polluted with the harmful materials (Thophon et al., 2003). Although 
these renal alterations alone can provide evidence of toxic exposure, the pathological 
changes seen in combination with other organs could provide stronger indications of 
xenobiotic effects (Rhodes et al., 1987).
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Table 1
Histopathologic analyses of Javanese medaka (Oryzias javanicus) exposed to sublethal Diuron during 3 
weeks (n=36)
Tissues and 
histopathology
Diuron concentration (µg/L)
Control 1 50 100 500 1000
Replicate
Liver 
Vacuolation; Congestion; Nodule Necrosis
1 1 2 3 3 3 3
2 1 2 2 2 3 3
3 1 1 1 3 3 2
4 1 2 2 2 2 3
5 2 1 2 1 3 2
6 1 2 1 1 1 3
Mean 1.17a 1.67ab 1.83ab 2.00ab 2.50abc 2.67c
Kidney 
Tubule degeneration; Glomerulus shrinkage; Hemosiderin
1 1 2 3 3 2 3
2 1 2 2 3 3 3
3 1 1 2 2 3 3
4 2 1 2 3 3 3
5 1 2 3 3 3 3
6 1 1 2 3 3 3
Mean 1.17a 1.50ab 2.33ab 2.83abc 2.83abc 3.00c
Note: Score value: none (0), mild (1, < 25% of sections), moderate (2, 25– 50% of sections) and severe 
(3, >50% of sections)
Remark: Different alphabets indicate a significant difference (p<0.05) between the groups
Figure 1. (a) Micrographs of control treatment of Javanese medaka’s liver section (5µm) stained with H&E 
x 400. (HP) hepatocyte, (NC) hepatocyte nucleus, (VC) hepatic portal vein branch with erythrocytes; (b) 
micrographs of 100 ppb of Diuron chronic exposure of Javanese medaka’s liver section (5µm) stained with 
H&E x 400. Congestion of the central vein (CV), vacuolation (VC). The center of granuloma appears necrotic 
(NN); (c) micrographs of 1000 µg/L of Diuron chronic exposure of Javanese medaka’s liver section (5µm) 
stained with H&E x 400. Severe vacuolation (VC) shown in the tissue of liver and the brown areas contain 
hemosiderin (HR). Dilation and congestion in blood sinusoids (DS); congested central vein with RBC (CV)
(a) (c)(b)
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CONCLUSIONS
Diuron can be considered a hazardous toxicant to non-targeted organisms in aquatic 
organisms especially fishes. Fish kidneys appeared to be more sensitive towards Diuron 
as the lesions and degenerative changes were more severe than in the liver. The observed 
alterations in the histopathology of vital organs demonstrate the severe adverse effects to 
chronic exposure of Diuron in the medaka species. Therefore, the chronic exposure may 
cause severe damages and impairments or even death at higher concentrations of Diuron 
exposure, which can affect the physiology, life cycle and population of aquatic creatures 
in the natural environment. Also, this study has reaffirmed the documented evidence in 
developing Javanese medaka (O. javanicus) as the model organism for tropical areas in 
aquatic toxicological studies. 
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ABSTRACT
Greywater traditionally receives the least attention compared to other aspects of 
environmental sanitation. In Malaysia, most of village houses discharged lots of significant 
portion of greywater into stream without any treatment. Laundry Greywater (LGW) is 
one of the largest portion of greywater that has been directly discharged to the stream. 
The aim of this study was to identify the physical and chemical characteristic of laundry 
greywater quality from the houses and also to evaluate the efficiency of using ceramic 
waste coarse aggregate filtration for LGW treatment. The effectiveness of the treatment 
systems was optimized with different Hydraulic Retention Time (HRT) and volume of 
samples by using Response Surface Methodology (RSM). The samples were taken from 
the direct discharge point of the laundry greywater at two houses. The results revealed 
that the efficiency of designed filtration system depended on HRT and volume of samples. 
The highest Chemical Oxygen Demand (COD) removal from 1 L of LGW and after 3 hrs 
was 43.31%, while the highest removal of orthophosphate (PO4) (100%) and sodium (Na) 
(27.48%) were recorded with 2 L and after 2 hrs. It can be concluded that the ceramic waste 
coarse aggregate filtration was effective in reducing the pollutants in the LGW before the 
final disposal into the environment.
Keywords: Ceramic waste, laundry greywater, 
optimization, quality, RSM, removal
INTRODUCTION
Greywater is one of the most significant 
sources of pollution that originates from 
showers, sinks, dishwashers, and washing 
machines. Among different types of the 
greywaters, the laundry greywater from 
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washing machines contains high concentration of nitrogen, phosphate, heavy metals, 
linear alkylbenzene sulphonate (LAS), volatile organic acids and alcoholic compounds 
resulted from the utilization of detergents and can cause toxic effects on the ecosystem 
and biodiversity (Jefferson et al., 2004; Mohamed et al., 2017). Therefore, these wastes 
should be subjected for a treatment process before the final discharge into the environment 
and water system.
The filtration methods are the one of the most efficient treatment process for the 
greywater. These filters are designed from several layers of materials such as coconut 
shell cover, saw dust, charcoal, bricks and sand and have exhibited a detectable efficiency 
in reducing COD, biochemical oxygen demand (BOD), total suspended solid (TSS) 
(Mohamed et al., 2016; Parjane & Sane, 2011). The utilization of filtration system is more 
applicable and can be considered as a feasible alternative to conventional treatment plants 
in rural region since they are characterized by highly potential for COD, TDS, TSS, total 
hardness, oil and grease, anions and cations removal (Parjane & Sane, 2011). Moreover, the 
filtration is an environmental friendly, without chemical operation, low cost and resourceful 
plant for rural development (Parjane & Sane, 2011; Wen et al., 2000).
Ceramic waste coarse aggregate filter from the ceramic waste has a potential to be use as 
primary treatment at rural residential. The ceramic water filter works through a combination 
of physical and chemical disinfection whereby the pore spaces in the porous ceramic filter 
element are small enough to trap pollutants bigger than water molecule (Mohamed et al., 
2018). Ceramic has small pore diameter of less than 30µm and good chemical resistance 
to weak acids and weak bases. The use of ceramic as filtration media is effective to reduce 
COD concentration in water. Wen et al. (2000) stated that the ceramic was very effective 
for the reduction of TSS and ammonia nitrogen (NH4-N) in combined greywater which 
was up to 100% and 95% efficiency. Malapane and Hackett (2012) reported that efficiency 
of ceramic in reducing turbidity in domestic wastewater reached 83%-99%. 
Many of the researchers including Mohamed et al. (2014), Chan et al. (2014) and 
Malapane and Hackett (2012) have investigated the treatment of greywater from bathroom, 
laundry and kitchen respectively from bathroom, laundry and kitchen but there is a lack 
of study that needs a specific treatment for LGW. Nonetheless, Parjane and Sane (2011) 
and Wen et al. (2000) stated that, ceramic waste coarse aggregate filter was smaller in 
size and the simple design had led to better performance in reducing all parameters found 
in greywater. The filter media can be produced locally, using local resources and labour. 
However, the optimization of filtration process is a critical point in these systems. Therefore, 
the aim of this study is to optimize the operating process of proposed sustainable treatment 
system for reducing COD, PO4 and Na concentration.
Ceramic Tile Waste for Treating Laundry Greywater
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MATERIALS AND METHODS
Ceramic Waste Collection
Ceramic waste was obtained at Parit 
Bengkok areas which was left over from 
house construction. The waste materials 
were tightly packed in a plastic bag and 
transported to the laboratory and then 
subjected for segregation process to remove 
the other materials and were stored in 
the laboratory under room temperature 
(25±2oC). Prior to the investigation, the 
chemical composition of the ceramic wastes 
were observed as in Table 1. 
Figure 1. (a) First sample of laundry greywater (b) Second sample of laundry greywater (Photo was taken 
on 14 April 2017)
Table 1
Chemical composition of ceramic ﬁlter media
Formula Concentration
S1O2 10.5%
Al2O3 43.60%
C 0.10%
K2O 4.17%
Fe2O3 3.74%
Na2O 1.38%
TiO2 0.76%
MgO 0.76%
CaO 0.89%
S 0 < LLD
Laundry Greywater Sampling
The sampling location of the laundry greywater used for the analysis was obtained at Parit 
Bengkok areas, a village area in Batu Pahat, Johor, Malaysia. The samples of laundry 
greywater were obtained from two different sample points which directly discharge laundry 
greywater into the main drain. Samples were collected during the laundry activities by 
the occupants of the houses and were taken from the direct discharge of the laundry pipes 
before discharge to main drainage. Greywater was collected from two houses having 
similarities in terms of number of occupants. The discharge point for collecting laundry 
greywater is shown in Figure 1.
(a) (b)
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Ceramic Waste Filter Media for Laundry Greywater Treatment
The ceramic filter system of the laundry greywater is depicted in Figure 2. The designed 
filter was fixed at the discharge point of laundry greywater. The treatment system was 
designed in prototype, the tank used was a cylindrical shape (36130.4 cm3), the filter had 
two pipes consisting of the inlet and outlet channels of the constructed filter. The laundry 
greywater inlets were covered with net for pre-screening of trapped materials such as hair, 
soap, toilet paper, and diapers to prevent them from entering into the filter. Adjustable 
water pumps (13.2 W) (Fisher Scientific Malaysia) were used for the injection of the 
laundry greywater from the storage tank to the treatment system and lastly to the drainage 
or stream. Valve was installed based on the designed ﬂow rate (Q) which was 17.36 mL/
min per minute at the inlet and outlet of the filter. The retention time was investigated to 
determine the potentials of the designed treatment system. The temperature of laundry 
greywater samples used in the study was 25 ± 2°C.
Figure 2. Design of multi-layer of laundry greywater treatment system
Filtered water 
discharges
Laundry greywater 
discharges from house
Basin
Ceramic media
Optimization of Operating System of the Ceramic Filtration
The design of the operational parameters of the ceramic waste filter media for bathroom 
greywater was constructed using the central composite design (CCD) software. The 
parameters to be optimized were the hydraulic retention time (HRT) and volume of 
samples. The investigation was conducted to determine the effect of the factors on the 
removal of COD, PO4 and Na. The parameters optimized are presented in Table 2. The 
statistical significance of the investigated parameters was observed using the analysis of 
variance (ANOVA).
Table 2
Optimized condition of the independent variables
Factor Symbol
Level
Low(-1) Middle (0) High (+1)
Hydraulic retention time (HRT) (hours) x1 0.59 2.00 3.00
Volume of samples (L) x2 1 2 3
Ceramic Tile Waste for Treating Laundry Greywater
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RESULTS AND DISCUSSIONS
Greywater Characteristics
The variability of the characteristics of the two houses investigated was compared to the 
findings of other researchers in the literature. Table 3 shows the raw characteristic of LGW. 
The data were compared to the previous research from Lopez Zavala et al. (2016), Braga 
and Varesche (2014) and Parjane and Sane (2011) to assess the level of contamination of 
the laundry greywater sample.
Table 3
Characteristic of laundry greywater before treatment compared with previous studies
Parameters Unit Laundry greywater Lopez Zavala et al. (2016), Braga 
and Varesche (2014), Parjane and 
Sane (2011)
House A (powder 
detergent)
House B (liquid 
detergent)
COD mg/L 228.00 598.00 327 - 4796
PO4 mg/L 88.55 2.66 0.012 - 279
Na mg/L 461.60 174.70 32.28
Table 2 shows the value for the raw water characteristic of laundry greywater for two 
different houses in this study. From the experiment of raw water sample, the range of COD 
for laundry greywater for house A and house B were 228 mg/L and 598 mg/L, respectively. 
Compared to Lopez Zavala et al. (2016), Braga and Varesche (2014) and Parjane and Sane 
(2011), COD values for house B were in range from 327 mg/L to 4796 mg/L which indicated 
that liquid detergent contributed more toxicity. Therefore, concentration of PO4 was high 
from house A which was 88.55 mg/L. It indicated that powder detergent contained more 
PO4 than liquid detergent which was 2.66 mg/L. Based on literature review, concentration 
of PO4 is in the range of 0.012 – 279 mg/L which is complied by house A and B. It shows 
that PO4 concentration of laundry greywater is normal at average values. Laundry greywater 
from house A had higher concentration of sodium with 461.60 mg/L compared to house 
B with 174.70 mg/L. Sodium content reported from past studies is 32.28 mg/L which is 
lower than raw laundry greywater of house A and B. This showed that the high amount 
of detergent was used through washing process from house A and B thus contributing to 
high sodium content. Therefore, the use of powder detergent contributes to more toxicity 
in water because it contains high amount of COD, PO4, and Na.
Regression Coefficient of Operating Parameters
The parameters for the study were analysed using RSM design expert. The result of the 
actual and predicted values for the operational parameters are illustrated in Table 4.
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Table 4
Regression coefﬁcient of operating parameters
Run HRT (hour) Vol. (L)
COD (mg/L) PO4 (mg/L) Na (mg/L)
Actual Predicted Actual Predicted Actual Predicted
1 2 2 142 143 85.3 84.26 494.4 486.38
2 3 1 198 188.98 83.15 83.51 540.4 527.97
3 2 2 163 175.76 85.83 85.32 507 524.59
4 1 3 148 143 83.29 84.26 492 486.38
5 3 3 149 158.02 85.41 85.05 502.7 515.13
6 2 2 147 156.02 78.73 78.37 494.9 507.33
7 0.59 2 173 163.98 80.65 81.01 471.4 458.97
8 3.41 2 139 143 83.02 84.26 456 486.38
9 2 2 140 143 84.1 84.26 486.7 486.38
10 1 1 146 143 85.57 84.26 502.8 486.38
11 2 2 161 148.24 84.04 84.55 567.3 549.71
From the result of the optimized condition, it was observed that optimum removal of 
COD, PO4 and Na was achieved for the actual and predicted values using 1 hour HRT and 
1 liter volume of samples. The regression coefficient was used to formulate the regression 
equation from the design treatment system. Based on data resulted from RSM analysis, 
COD concentration after treatment process is lower than predicted value. It indicates that 
RSM analysis in COD removal is not very efficient from most of the run. However, PO4 
and Na concentration after treatment process are above the predicted value. It shows that 
this study is successful in conducting RSM on HRT and volume of samples. The linear, 
quadratic and the synergistic effect of the parameters for the reduction of COD of the 
laundry greywater are illustrated in Table 5. This is to describe the significant relationship 
between the reduction of contaminants in laundry greywater and selected factors.
Table 5
Regression coefﬁcient and their signiﬁcance of the quadratic model for the reduction of COD from 
laundry greywater
Source Sum of Squares DF Mean Square Mean Value Prob> F
Model 2441.82 5 488.36 3.43 0.10
A-HRT 757.16 1 757.16 5.32 0.07
B-Vol 132.25 1 132.25 0.93 0.38
A² 515.71 1 515.71 3.63 0.12
B² 477.79 1 477.79 3.36 0.13
AB 182.25 1 182.25 1.28 0.31
Residual 711.09 5 142.22  - -
Lack of Fit 651.09 1 651.09 43.41 0.003
Pure Error 60 4 15 - -
Cor Total 3152.91 10 - - -
Note. A = Main factor (Ceramic size); B = Main factor (HRT); A² = Secondary Factor; B² = Secondary 
factor; AB = Combination between A & B.
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The effect of the examined factor on the reduction of COD is shown in Table 4. The 
result shows that the factor A and B had a negative significant linear effect on the reduction 
of COD. For the coefficient A² and B², it was observed that the regression coefficient had 
positive significant quadratic effect on reduction of COD. Meanwhile the synergistic effect 
of the factor A and B gave a negative significant linear effect. Therefore, it is observed 
that the combination of hydraulic retention time and volume of samples would not affect 
the COD removal in the laundry greywater. The regression coefficient is represented in 
equation 1, 2 and 3.
YCOD = +26.47-10.06A+3.19B+1.28A2-1.34B2-0.12AB………. (1)
YPO4 = 63.35+3.51A+16.08B+0.34A²+-2.61B²-2.30AB……….. (2)
YNa   =521.83-72.02A+60.76B+25.39A² -9.42B²-19.20AB.…… (3) 
Interactions between Operating Parameters
Three-dimensional response surface plot for the reduction of COD, PO4 and Na in raw 
laundry greywater using ceramic filter media as a response of the interaction between 
independent factors; A) Hydraulic retention time B) Volume of samples was achieved 
according to RSM expert design. The three-dimensional graph illustrated the relationship 
between the ceramic sizes and hydraulic retention time in the reduction of the investigated 
parameters.
Figure 3. (a) Reduction of COD (mg/L); (b) Reduction of PO4 (mg/L); and (c) Reduction of Na (mg/L)
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The interaction effects of COD, PO4, and Na reduction were studied by plotting 3D 
surface curves. The plotting of 3D surface curves of the calculated response from the 
interaction between the ceramic sizes and HRT are shown in Figure 3. Based on the 3D 
graph, it showed that the increased HRT will increase the reduction of COD in LGW. 
However, the volume at 1 and 3 L samples showed the optimal rate of COD reduction. 
However, the 3D graph of PO4 showed that the increase of HRT will increase the reduction 
of PO4 in LGW. In addition, the increase of volume will also increase rate of PO4 reduction. 
Therefore, the 3D graph of Na shows that the optimal reduction of Na is at 1 and 3 hours 
of HRT. Therefore, the highest rate of Na reduction is at mid-level 2 L volume of samples.
CONCLUSIONS
The quality of laundry greywater based on physiochemical parameters investigated from 
houses shows high concentration in COD, PO4 and Na resulted from detergent used. The 
filtration system using ceramic waste coarse aggregate was optimized with variation of 
HRT and volume of laundry greywater. Analysis of the RSM design expert had shown 
that the optimal operation parameters for the reduction of COD, PO4 and Na was recorded 
at 2 hours HRT and 2 liter volume of samples. The observed and predicted reduction of 
COD, PO4 and Na were 33.12%, 4.98% and 2.66% respectively. It can be concluded that 
HRT and volume of samples are factors that can inﬂuence the pollutant removal of laundry 
greywater. Therefore, ceramic waste coarse aggregate filter has potential for the removal 
of contaminant in laundry greywater.
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ABSTRACT
This paper highlights basic data collected over the 7 years and 8 years of establishment of 
the marine turtle hatchery projects in Pulau Rusukan Besar Marine Park Centre (PRBMPC), 
Federal Territory of Labuan and Pulau Redang Marine Park Centre (PRMPC), Terengganu; 
Malaysia, respectively. Compiled data were taken from year 2010 until 2017. The within 
and between season patterns in terms of nest number of the green (Chelonia mydas) and 
hawksbill (Eretmochelys imbricate) turtles were shown. The population of marine turtles 
were estimated from the number of nests laid. Total annual nests were used as a crude index 
of female turtle abundance. Green turtles accounted for 96.18% (1,233 nests laid) of the 
total nesting recorded while hawksbills accounted for the remaining 3.82% (49 nests laid) 
in the PRMPC. However, in the PRBMPC 23.58 % (29 nests laid) and 76.42% (94 nests 
laid) were recorded respectively for the green and hawksbill turtle. 100 % of the nest laid 
have been incubated using the ex-situ conservation method with the production of 103,929 
and 23,558 live green and hawksbill turtle hatchlings respectively. The 8-year average 
hatching and emergence success rates for green turtles and hawksbills were 87.11 and 
88.33%, and 91.56 and 90.69% respectively. 
This paper provides important information 
that is fundamental for the understanding 
of population status to ensure effective 
conservation measures and management of 
marine turtles at both marine parks.
Keywords: Chelonia mydas, Eretmochelys imbricata, 
Green turtle, Hawksbill turtle, nesting
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INTRODUCTION
Turtles are classified as an endangered species because they are facing extinction due to 
human activities and thus, have become among the most significant assets in eco-tourism. 
The hawksbill turtle is one of the most critically endangered species of marine turtle in the 
world today, and green turtles are the most dominant species (endangered) (Seminoff & 
Shanker, 2008). Pulau Redang, Terengganu is the most important islands in the East coast 
of Peninsular Malaysia in terms of turtle nesting, particularly because its large islands 
periphery offers a high variability of beaches which are suitable as the nesting bay for the 
turtles (Van de Merwe et al., 2009). In 2009, the Department of Marine Park Malaysia 
(DMPM) had established a turtle hatchery project in PRMPC (Pulau Pinang), Terengganu 
followed by the establishment of another turtle hatchery project in PRBMPC, Labuan in 
2011. Both beaches serve as important nesting beaches for these 2 turtle species, which rely 
on beaches as incubation sites for their eggs. Both green and hawksbill turtles are endemic 
to Malaysian waters and are among the 4 species (Lepidochelys olivacea, Eretmochelys 
imbricate, Chelonia mydas, Demochelys coriacea) categorised as endangered (green) and 
critically endangered (hawksbills) sea turtles according to the IUCN Red List of Threatened 
Species.
Sea turtle face several threats in each stage of life due to natural factors and 
anthropogenic activities. Green and hawksbills turtles have experienced an extensive 
subpopulation declining trend and is impossible to recover from the persistent decrease 
in population size due to various pressures from anthropogenic activities (Kamaruddin 
& Abdul Rahman, 2001). When prime beaches and near coastal are developed for the 
purpose of tourism, the disappearance of turtle nesting habitats is expected in Malaysia with 
exemption of places where turtle sanctuaries have been established (e.g., Sabah and Sarawak 
Turtle Islands; Rantau Abang, Ma’ Daerah and major nesting beaches in Perhentian and 
Redang Islands in Terengganu) (Chan, 2006). Beach protection is considered an effective 
control measure in comparison to other active interventions for species protection. Apart 
from its relative easy for execution, beach protection is able to leverage on the nesting 
bay’s natural condition, hence has a higher chance of hatchling productivity at the end of 
the season. Serving as a physical enabling factor, beach protection ensures the minimisation 
of habitat alteration and supports the optimum nesting site selection to the species which 
is known by its site fidelity. In addition to that, given the fact that only a hatchling in a 
thousand is thought to survive to adulthood, protecting more of the nesting beaches would 
represent an important conservation and management achievement (Kamaruddin & Abdul 
Rahman, 2001).
The objective of this study is to determine the population sizes and potential contribution 
factor of green (Chelonia mydas) and hawksbill (Eretmochelys imbricate) turtles at the 
PRMPC, Terengganu and PRBMPC, Labuan for proper conservation measures. In this 
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study, basic data were collected over the 7 years and 8 years of establishment of the marine 
turtle hatchery projects in PRBMPC; Labuan and PRMPC; Terengganu, respectively. 
MATERIALS AND METHODS
Sampling Sites
The hatchery project in the PRMPC (05°44’ N, 103° 00’ E) is located at Pulau Pinang. This 
island is situated in the South China Sea, off the east coast of Terengganu (Figure 1). The 
marine waters surrounding these islands up to 2 nautical miles from the low water mark 
of the shore have been designated as Marine Parks Malaysia since 1994. Pulau Pinang has 
a land area of about 1.25 square km and is about 45 km northeast of Kuala Terengganu. 
Besides Pulau Redang Marine Park Centre beaches, there are 3 other turtle nesting beaches 
on nearby island namely Chagar Hutang, Mak Kepit and Mak Simpan located on Pulau 
Redang, Terengganu. 
Figure 1. The location of PRMPC, Terengganu. Source: Department of Marine Park Malaysia
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The Labuan Marine Park is located 2 kilometres off the southern part of Labuan 
Main Island. This Marine Park consists of 3 cluster of islands - Pulau Kuraman, Pulau 
Rusukan Besar and Pulau Rusukan Kecil (Figure 2). The marine waters surrounding these 
islands up to 1 nautical mile from the low water mark of the shore have been designated 
as Labuan Marine Parks Malaysia since 2000. The turtle hatchery project is located in 
PRBMPC (05°12’N, 115°08’ E). Pulau Rusukan Besar is about 0.12 square km in size and 
is situated just next to Pulau Kuraman and about 15 km from Victoria Harbour, Labuan. 
Pulau Kuraman is by far the most developed islet in the Marine Park. It has a jetty and a 
few units of chalets. Pulau Kuraman is located about 14 km from Victoria Harbour, Labuan 
and is about 1.47 square km in size. Pulau Rusukan Kecil is located near to Pulau Kuraman 
and it has a land area of only 0.03 km2. 
Figure 2. The location of PRBMPC, Federal Territory of Labuan. Source: Department of Marine Park 
Malaysia
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Nesting Activity
The data on the numbers of nests laid by sea turtles at both Marine Park Centres were 
collected by DMPM. Analysis in this paper was based on secondary data collected between 
2010 and 2017. All data was recorded by a trained worker and thus are considered reliable. 
As such, no data treatment has been done. Studies were conducted based on the limited 
data available to achieve the stated objective. The hatchery in PRMPC was established 
in 2009. However, there are no proper record and actual figures found on the green and 
hawksbill turtles nesting on 2012 for the PRMPC. Tagging projects are currently running 
at both the Marine Park Centres of Pulau Redang, Terengganu and Pulau Rusukan Besar, 
F.T of Labuan, but they are not extensively conducted (not saturation tagging). For this 
reason, the green and hawksbill turtle population sizes can only be roughly estimated from 
the data on the number of nests laid. The total annual nests laid are divided by the average 
number of nests laid by a female of a species per year, and this gives an estimate on the 
abundance of breeding females. According to  Kamaruddin and Abdul Rahman (2001), 
the abundance of  breeding females per season is calculated by assuming that green turtles 
will lay an average of 5 clutches (range 1-11 clutches) per female/season and hawksbills 
turtles will lay an average of 3 clutches per female/season (range 2-4 clutches). This figure 
does not provide an indication of the actual population size because juvenile and male sea 
turtles do not come ashore. Thus, it measures only the adult female turtles that ascend the 
beaches to lay between 4 to 6 clutches of eggs per nesting season. The turtles do not nest 
every year, with each nesting cycle separated by an interval of 2 to 8 years (Chan, 2006). 
Population trend is roughly calculated based on the changing numbers of nesting females 
from year to year (Seminoff & Shanker, 2008).
Sampling Techniques
Monitoring of Nesting Activity. Beach patrols have been conducted every night at the 
PRMPC and Pulau Labuan Marine Park (cluster of 3 islands) by contract staff. The nightly 
patrols are conducted once in every 2 hours starting from 2000 hours and lasting till 0600 
hours the following morning. Turtles encountered are tagged on flippers, and within this 
time all the necessary data were collected and recorded. This information includes nest 
site location, species of the turtle, total number of eggs laid, and time of emergence. The 
turtle hatchery is located near to the Marine Park Centre and is fully covered with black 
netting to provide shade and avoid the eggs from overheating.
Determination of Hatching Success. According to Chen and Cheng (1995), the percentage 
of hatching success is calculated using the formula where the total number of healthy 
hatchlings is divided by total clutch size incubated. Percentages are also used to describe 
the results of eggs condition.  
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Statistical Analysis. All statistical analyses were run using the SPSS Version 23 statistical 
software packages and Microsoft Excel 2016. One-way repeated measures with the number 
of annual nest laid as the dependent variable were used to assess whether there was any 
difference in terms of nest deposition over the 7 years and 8 years of establishment of the 
marine turtle hatchery projects in PRBMPC, Labuan and PRMPC, Terengganu; Malaysia 
respectively. 
An independent sample t-test was used to compare the mean scores of the turtle nest 
deposition figures for the green and hawksbill turtle at PRBMPC, Labuan and PRMPC, 
Terengganu. An independent samples t-test using the successful hatching rate as its 
dependent variable was also used to compare the trend significance for green and hawksbill 
turtles at both Marine Park Centres. 
In this paper, a multiple regression analysis was used to investigate the relationship 
between multiple explanatory variables. Our model included a physical factor (tide level) 
and a human-related beach characteristic (tourist arrival) in the selection of nesting beaches 
by female green and hawksbill turtles. 
Missing data prediction and interpolation tests were not done due to limited data 
availability (only 8-years data). The turtle nesting populations at both Marine Park Centre 
were calculated roughly from the total number of nests laid per season. Taking into 
consideration that green turtles show a high variability of inter-annual nesting and classic 
remigration intervals of between 2 and 8 years, monitoring on beach nesting activities to 
set up population trends should resume for at least 2 more complete remigration cycles at 
least 16 years or more to initiate representative population trends (Richards et al., 2005).
RESULTS AND DISCUSSION
Nesting Patterns
Green turtles are by far the major species nesting at the PRMPC Hatchery, accounting for 
96.18% of the nest deposited from 2010 to 2017. The total number of green turtle nests laid 
recorded at the PRMPC per year fluctuated from a low of 72 in 2011 to a high of 313 in 2013 
(Figure 3). A one-way repeated measure ANOVA test indicated that there was a significant 
effect for the year, [F (6,6) = 10.555, p<0.005, ηp2 = 0.913]. Inter-annual changes are clearly 
seen, with some years demonstrating high variability magnitude separated by an interval 
of 1 to 4 years. In other green turtle nesting populations, fluctuations taking place every 
other year have been reported (Weishampel et al., 2003). By assuming that green turtles lay 
an average of 5 clutches (range 1 to 11 clutches) per female/season (Kamaruddin & Abdul 
Rahman, 2001), the female green turtle population at the PRMPC was also estimated to 
fluctuate  from a low of 14 in 2011 to a high of 63 in 2013 [Figure 4(a)]. 
The hawksbill nesting population at the PRMPC hatchery project appears to be a 
remnant population, contributing only 3.82% of the nesting observed over the 8-year 
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period. The number of nests deposited ranged from 0 in 2017 to 15 in 2010, the highest 
recorded in the 8-year period (Figure 3). The trend indicated a decline from 2010 to 2017, 
with a total of 49 nests deposited over the 8-year period. The one-way repeated measures 
ANOVA conducted showed that there was no significant effect for year [F (5, 8) = 0.587, 
p>0.05, ηp2=0.268]. The female hawksbill turtle population at the PRMPC also showed 
a declined trend from a high of 5 in 2010 to a 0 in 2017 [Figure 4(b)]. No hawksbill turtle 
nesting had occurred in 2017, and no prediction on the missing data was done for 2012. 
All secondary data were considered reliable and accepted without prejudice. However, 
according to previous studies conducted by Palaniappan and Hamid (2017) it is believed 
that hawksbill turtles show strong site fidelity to their feeding grounds, live in a specific 
habitat for several years, and retain short term home ranges within several hundred meters 
in extension. Thus, there is a need to conduct details studies and continuous monitoring on 
the disappearance of hawksbill turtle nesting at the Marine Park Centre in 2017.
Figure 3. Number of Green and Hawksbill Turtles’ nest laid and incubated at the PRMPC from 2010 to 
2017. No record was found for 2012 and no Hawksbill Turtle nesting had occurred in 2017
Figure 4. (a) Number of Green Turtle breeding females at the PRMPC from 2010 to 2017. No Green Turtle 
nesting records were found for 2012; (b) Number of Hawksbill Turtle breeding females at the PRMPC from 
2010 to 2017. No Hawksbill Turtle nesting records were found for 2012 and no Hawksbill Turtle nesting 
had occurred on 2017
(a) (b)
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In the PRBMPC, 23.58 % and 76.42% of breeding females were recorded respectively 
for the green and hawksbill turtles. The total number of green turtle nests laid recorded 
at the PRBMPC rise and fall irregularly in number per year from a low of 3 in 2011 and 
2013 to a high of 10 in 2016 (Figure 5). The one-way repeated measures ANOVA showed 
that there was no significant effect for year [F (6, 6) = 1.076, p>0.05, ηp2=0.518]. The 
female green turtle population at the PRBMPC recorded a low of 1 in 2011, 2012, 2013, 
2015 and 2017 to a high of 2 in 2016 [Figure 6(a)].  No green turtle nesting had occurred 
in 2014. According to previous studies conducted in Pulau Mabul, Sabah, green turtles 
also show the characteristics of living in a place and spatial site fidelity. This site fidelity 
behaviour also indicates the capability of these turtles to return to a specific location  as 
demonstrated by juvenile green turtles that were regularly caught at a power plant’s intake 
canal in Florida (Palaniappan & Hamid, 2017). Thus, continuous monitoring is needed to 
find out what is the potential factor and causes related to green turtle nesting disorder at 
Labuan Marine Park area in 2014.
The hawksbill turtle nesting population at the PRBMPC hatchery project is the major 
population, with nests laid and deposited ranging from 7 in 2011 to 18 in 2014, the highest 
recorded in the 7-year period (Figure 5). The trend indicated a steady increase from 2011 
to 2017. A total of 94 nests were deposited over the 8-year period. The two-way repeated 
measures ANOVA conducted indicated that there was no significant effect for year [F (6, 
6) = 0.632, p>0.05, ηp2=0.387]. The female hawksbill turtle population at the PRBMPC 
recorded a low of 2 in 2011 to a high of 6 in 2014 [Figure 6(b)]. 
The independent sample t-test indicated that there was a significant difference in 
scores for green turtles at the PRMPC (mean =14.90, SD = 16.723) and PRBMPC (mean 
= 0.35, SD = 0.784); t (82.356) = 7.822, p = 0.01). For hawksbill turtle nest deposition, 
the independent sample t-test conducted showed that there was a significant difference in 
scores for PRMPC (mean = 0.64, SD = 1.1) and PRBMPC (mean = 1.12, SD = 1.383); t 
(157.791) = 2.486, p = 0.01). 
Figure 5. Number of Green and Hawksbill Turtles’ nest laid and incubated at the PRBMPC from 2011 to 
2017. No Green Turtle nesting had occurred in 2014
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In Malaysia, nesting trends of green and hawksbill turtles have shown a decline since 
1993  (Chan, 2013).  They face a wide range of threats at all stages of their life cycle. These 
obstacle which come from natural and anthropogenic activities affect their survival rate 
as well as bring them to the disappearance (Abd Mutalib & Fadzly, 2015). Green turtle 
(Chelonia mydas) inhabits shallow, near-shore and reef areas with plentiful seagrass and 
algae (Seminoff, 2004). Hawksbill turtle (Eretmochelys imbricate) can most frequently 
be found at hard bottoms and reef habitats containing sponges (Mortimer & Donnelly, 
2008). Both Marine Park Centre locations selected in this study have seagrass and coral 
reef habitats that provide sufficient area for protection and the abundance of food. The 
population sizes of different turtle species might also contribute to the abundance of green 
and hawksbill turtle in this study. The estimated population sizes of nesting turtles from 
South East Asia showed that only 10,000 female green turtles and 1,000 female hawksbill 
turtles have been recorded in Malaysia. This shows that the population of green turtles 
is much larger, more abundant and widely distributed in contrast to the hawksbill turtle 
population. This is also influenced by the different habitats, population abundance, food 
preferences, exploitation and conservation status as well criteria condition of feeding 
grounds in Malaysia (Chong, 2013).
Egg Incubation Hatchlings Produced and Success Rates
The total number of eggs incubated and hatchlings produced by green and hawksbill 
turtles at the PRMPC from 2010 to 2017 are shown in Figures 7 and 8. A total of 112,712 
green turtle eggs have been incubated from 2010 to 2017, with 101,302 hatchlings 
successfully returned to the ocean to replenish the population stock. The overall average 
hatching success rate is 87.11%. The independent sample t-test indicated that there was no 
significant difference in successful hatching for the PRMPC (Mean = 87.11, SD = 12.27) 
(a) (b)
Figure 6. (a) Number of Green Turtle breeding females at the PRBMPC from 2011 to 2017. No Green 
Turtle nesting had occurred in 2014; (b) Number of Hawksbill Turtle breeding females at the PRBMPC 
from 2011 to 2017
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and PRBMPC, (mean = 88.33, SD = 13.58); t (85) = 0.343, p > 0.05. In the case of hawksbill 
turtles, 14,104 eggs have been incubated from 2010 to 2017 with 12,432 hatchlings making 
it back to the ocean. The overall average hatching success is much higher at 91.56%. There 
were no hatchlings produced in 2017 as no hawksbills turtles had nested that year. 
Figure 7. Number of Green Turtle eggs incubated and hatchlings produced at the PRMPC Hatchery from 
2010 to 2017. No Green Turtle nesting records were found on 2012
The total number of eggs incubated and hatchlings produced for green and hawksbill 
turtles at the PRBMPC from 2011 to 2017 are shown in Figures 9 and 10. 
A total of 2,911 green turtle eggs has been incubated from 2010 to 2017, with 2,617 
hatchlings successfully returned to the ocean to replenish the population. There were no 
hatchlings produced in 2014 as no green turtle had nested that year.  The overall average 
hatching success rate is 88.33 %. In the case of hawksbill turtles, 12,182 eggs have been 
incubated from 2010 to 2017 with 11,126 hatchlings making it back to the ocean. The 
overall average hatching success is much higher at 90.69%. The independent sample t-test 
showed that there was no significant difference in the hawksbill turtle successful hatching 
rate for the PRMPC (mean = 91.56, SD = 5.017) and PRBMPC, (mean = 90.69, SD = 
11.63); t (63) = 0.436, p > 0.05. Results showed that there was no significant difference in 
the successful hatching rate over the 8 years of collected data.
Figure 8. Number of Hawksbill Turtle eggs incubated and hatchlings produced at the PRMPC Hatchery 
from 2010 to 2017. - No Hawksbill Turtle nesting records were found for 2012 and no Hawksbill Turtle 
nesting had occurred in 2017
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A higher number of sea turtles could be released to the sea due to high percentage 
of successful hatching at both Marine Park Centres. This means that there is a greater 
possibility of the number of hatchlings remaining alive to adulthood. The ex-conservation 
method (hatcheries) can allow more eggs to be hatched without the risk of those eggs 
being hunted illegally and put on sale at the markets compared to leaving the eggs in their 
natural habitat (in situ) (Abd Mutalib & Fadzly, 2015). This also shows that the Standard 
Operation Procedure (SOP) and Best Hatchery Practices (BHP) have been in place and 
successfully implemented according to the significance of competency (mainly through 
the relocation of eggs from the nesting beach to the hatchery) and the productiveness of 
hatcheries at both Marine Park Centres. In recent years, most turtle populations in Asia have 
showed a declining trend and some have been pushed to the edge of extinction (Seminoff & 
Shanker, 2008). Thus, it is important to produce maximum hatching success so that the turtle 
population’s survival in the future can be preserved. Turtle conservationists recommend 
that in healthy populations, at least 70% of the eggs deposited must be incubated to ensure 
population sustainability. In highly threatened populations, it is vitally important that 100% 
of the eggs be protected to achieve the target for recovery of the population (Chan, 2006).
Figure 9. Number of Green Turtle eggs incubated and hatchlings produced at the PRBMPC Hatchery from 
2011 to 2017. No Green Turtle nesting had occurred in 2014
Figure 10. Number of Hawksbill Turtle eggs incubated and hatchlings produced at the PRBMPC Hatchery 
from 2011 to 2017
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Potential Contribution Factor
To find out the best predictor of turtle landing variation, a multiple linear regression model 
was used to analyse the potential contribution factors that affect the number of turtle nests 
laid at selected nesting beaches at both Marine Park Centres. The relationship between 
tourist arrivals, tide level and number of turtle nests laid was investigated using the Pearson 
product-moment correlation coefficient. 
In this case, both variables correlated well with the turtle landing figure. Multiple linear 
regressions identified the contribution of each variable with significant value r = 0.421, R2 
= 0.177, F (2, 728) = 78.245, P < 0.05. Expressed as percentage, this means that our model 
(which includes tourist arrival and tide level) explains 17.7 % of the variance in green turtle 
landing for the PRMPC. Tourist arrivals have the strongest unique contribution in green 
turtle landing variation (0.4). This means that this variable makes the strongest contribution 
to explaining the dependent variable when the variance explained by all other variables 
in the model is controlled for. The β-value for tide level is low (0.051), indicating that it 
has less contribution. In this case, tourist arrivals is statistically significant while tide level 
does not statistically contribute to the prediction of green turtle landing. The result of the 
multiple regression model is given in Table 1.
Table 1
Estimates of coefficients of the multiple linear model for Green Turtle at the PRMPC
Coefficientsa
Model Unstandardized Coefficients Standardized Coefficients
t Sig.
B Std. Error Beta (β)
(Constant) 0.248 0.095 2.604 0.009
Tourist Arrivals 0.001 0.000 0.400 11.168 0.000
Tide Level -0.054 0.038 -0.051 -1.414 0.158
For hawksbill turtles, multiple linear regressions identified the contribution of each 
variable with significant value r = 0.051, R2 = 0.003, F (2, 728) = 0.954, P < 0.05. Expressed 
as percentage, this means that our model (which includes tourist arrivals and tide level) 
explains 3% of the variance in hawksbill turtle landing for the PRMPC. Tide level makes 
the strongest contribution in hawksbill turtle landing variation (0.048). This means that 
this variable makes the strongest contribution to explaining the dependent variable when 
the variance explained by all other variables in the model is controlled for. The β-value for 
tourist arrivals was very low (0.007), indicating that it had less contribution. In this case both 
variables are not unique and made no statistically significant contribution to the prediction 
of hawksbill turtle landing. The result of the multiple regression model is given in Table 2.
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Table 2
Estimates of coefficients of the multiple linear model for Hawksbill Turtle at the PRMPC
Coefficientsa
Model Unstandardized Coefficients Standardized Coefficients
t Sig.
B Std. Error Beta (β)
(Constant) 0.022 0.012 1.892 0.059
Tourist Arrivals 2.247E-6 0.000 0.007 0.183 0.855
Tide Level -0.006 0.005 -0.048 -1.221 0.222
For the PRBMPC, multiple linear regressions identified the contribution of each 
variable with significant value r = 0.045, R2 = 0.002, F (2, 728) = 0.743, P < 0.05. Expressed 
as percentage, this means that our model (which includes tourist arrivals and tide level) 
explains 2 % of the variance in green turtle landing for the PRBMPC. Tide level makes 
the strongest contribution in green turtle landing variation (0.043). This means that this 
variable makes the strongest contribution to explaining the dependent variable when the 
variance explained by all other variables in the model is controlled for. The β-value for 
tourist arrivals was slightly lower (0.017), indicating that it gave less contribution. In this 
case, both variables are not unique and made no statistically significant contribution to 
the prediction of green turtle landing. The result of the multiple regression model is given 
in Table 3.
Table 3
Estimates of coefficients of the multiple linear model for Green Turtle at the PRBMPC
Coefficientsa
Model Unstandardized Coefficients Standardized Coefficients
t Sig.
B Std. Error Beta (β)
(Constant) 0.046 0.026 1.737 0.083
Tourist Arrivals 0.000 0.000 -0.017 -0.455 0.649
Tide Level -0.017 0.015 -0.043 -1.155 0.248
Multiple linear regressions identified the contribution of each variable with significant 
value r = 0.024, R2 = 0.001, F (2, 728) = 0.203, P < 0.05. Expressed as percentage, this 
means that our model (which includes tourist arrivals and tide level) explains 1 % of the 
variance in hawksbill turtle landing for the PRBMPC. Tourist arrivals make the strongest 
unique contribution in hawksbill turtle landing variation (0.021). This means that this 
variable makes the strongest contribution to explaining the dependent variable when the 
variance explained by all other variables in the model is controlled for. The β-value for tide 
level was slightly lower (0.012), indicating that it gave less contribution. In this case, both 
variables are not unique and made no statistically significant contribution to the prediction 
of hawksbill turtle landing. The result of the multiple regression model is given in Table 4.
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Table 4
Estimates of coefficients of the multiple linear model for Hawksbill Turtle at the PRBMPC
Coefficientsa
Model Unstandardized Coefficients Standardized Coefficients
t Sig.
B Std. Error Beta (β)
(Constant) 0.047 0.040 1.169 0.243
Tourist Arrivals 0.000 0.000 -0.021 -0.572 0.568
Tide Level -0.007 0.023 -0.012 -0.313 0.754
Our results showed that most nesting attempts are affected by other environmental and 
physical factor besides tide level and tourist arrivals. Based on the study conducted, only 
a small correlation was found between nesting frequency, tide level and tourist arrivals. 
According to Abd Mutalib et al. (2017), others researchers have found no correlation 
between moon and tide with nesting frequency. Correlations were instead found with other 
physical factors such as nest location and type of sand. It has also been recommended that 
vegetation, temperature, and beach gradient can have a significant influence on the natural 
nest site selection of green turtles. Besides, nesting site option and physical features of the 
site can heavily affect the successfulness of nesting (Sarahaizad et al., 2012).
Nest site selection plays a major role in the successful reproduction of all sea turtle 
species (Wood & Bjorndal, 2000). Studies on the beach selection of sea turtles also 
suggest that besides human factors, nesting frequency is affected by physical and biotic 
factors (Alkindi et al., 2006). Evaluation of human activities on the nesting beaches was 
measured mostly through the arrival of tourist on the beaches during the day time and the 
staff stationed at the Marine Park Centre. In some other places, emergence is also related 
to the tide level. When the tide is high, the turtles can preserve their strength by swimming 
towards the sand rather than crawling. Substantial amounts of energy are required for turtles 
to confer any hindrance, select a nesting location, excavate the clutches, lay the eggs and 
finally cover them with sand again (Sarahaizad et al., 2012). The physical factors may 
encompassed sand texture and degree of compactness, offshore approachability, beach 
characteristic and geomorphology, and also biotic factors (Alkindi et al., 2006). Sand 
feature such as salinity and grain size may influence female turtles to alter their nesting 
preferences. Other common circumstances comprise of an even slope, sandy beaches, and 
humidity levels. In addition, wave action and sand particles also have an impact on the 
nesting of sea turtles (Sarahaizad et al., 2012). 
CONCLUSIONS
This paper showed that the population sizes of green turtles were much larger, more 
abundant and widely distributed compared to the populations of hawksbill turtles in 
Malaysia. The results of this study depend fully on the availability of secondary data from 
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the respective departments as estimates of population size can only be made using data 
available on the number of nests laid. This figure does not provide an indication of the 
actual population size because juvenile and male sea turtles do not come ashore. However, 
the data obtained will be useful for management and monitoring purposes of both species 
in both Marine Park Centres. Proper documentation of species inventory is paramount for 
conservation purposes.  To establish whether the declining trend is of concern, continuous 
monitoring of turtle nesting activities is needed to obtain meaningful information. In this 
regard, considerations should be taken by the relevant departments and institutions for future 
studies and monitoring practices on the physical habitat assessment, foraging and feeding 
ground, and natal-beach imprinting of sea turtles which are currently lacking. Hence, the 
shortfall can be addressed so as to ensure better management and protection of sea turtles 
at the Marine Park areas in the future. 
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ABSTRACT
High concentration of iron (Fe) levels (above 1.0 mg/L) in water causes bad taste, staining 
and deposition in pipes and results in high turbidity in water supplies. Existing treatment 
technologies (which have been conventionally applied to remove Fe ions), are expensive 
and cause toxic sludge production. A set of experiments was carried out to evaluate the 
Fe uptake potential of spent coffee grounds by conducting batch tests in an aqueous 
solution through a biosorption process. Batch sorption studies were conducted based on 
pH, contact time, adsorbent dosage and adsorbent particle size. In addition, initial metal 
concentration was investigated. Flame atomic adsorption spectroscopy analysis revealed 
that the maximum adsorption recorded was 0.470 mg g-1 by using 0.30 g of 210-355 
µm coffee with the maximum uptake percentage of Fe (92.9%) for 60 minutes at pH 4. 
Adsorption behavior of Fe ions on a surface of coffee grounds was well-interpreted by 
Langmuir model (R2 = 0.999). A kinetic study indicated that the Fe ions uptake was well-
fitted by the pseudo second-order reaction model with good correlation (R2 = 0.993). The 
study offered an affirmative answer to the hypothesis of reusing eco-friendly and low-cost 
coffee grounds for removal of Fe ions from polluted waters.     
Keywords: Adsorption, green technology, iron, spent coffee grounds, water pollution
INTRODUCTION
Scarcity of clean and clear water has 
become one of the world’s major issues. 
In fact, the contamination of water directly 
affects the health of the environment. The 
presence of heavy metals in water bodies 
has become an afflictive issue that causes 
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this contamination. The rapid growth of economic activities in Malaysia, could increase 
the levels of these substances. According to Ramya et al. (2011), the effluent of leather 
and chemical industries, electroplating industries and dye industries could pollute water 
resources. Most of the metal ions are soluble in aqueous solutions and they are most likely 
to be non-biodegradable and persistent, therefore becoming more available and eventually 
affecting the quality of water. Recent reports on rising levels of total dissolved metals 
concentration in aquatic environments have highlighted the severity of water contamination 
(Idriss & Ahmad, 2012). 
Iron (Fe) is known as one of the non-hazardous metallic elements that can be a nuisance 
in the water supply. Fe makes up at least five percent (5%) of the Earth’s crust (Chandrakala 
et al., 2012). Fe can be found in the minerals hematite, magnetite, taconite and pyrite, and 
thus, it is widely used in the manufacturing of steel and in other alloys American Public 
Health Association (APHA, 2012). It is essential for health as it is significant in terms of 
being a functional part of hemoglobin in the human metabolism. As is also the case in 
plants, Fe plays a crucial role in the production of chlorophyll (Wang et al., 2010).  From 
time to time, Fe causes trouble in water sources as water percolates through soil and rocks, 
dissolves minerals containing Fe into solution and carries along the uncontrolled effluent 
discharges from anthropogenic activities. In addition to its biological role and its importance 
for the development of the human body, Fe contributes to toxicity if it is found in amounts 
higher than normal in the human body after drinking water containing Fe concentrations 
above 200 mg/L. The presence of excess ferrous (Fe2+) causes production of free radicals 
These are highly reactive and are able to damage DNA, proteins, lipids, and other cellular 
components (Atasoy et al., 2011). 
Chandrakala et al. (2012) reported that water contaminated with Fe would appear as 
a reddish brown slime and leave stains on laundry as well as table ware materials when 
the concentration of Fe in the water reached 0.30 mg/L. Stains or precipitates containing 
colloidal Fe may be severe enough to plug water pipes, pressure tanks, water softeners 
and water heaters (Seheimy & Sadek, 2009). In this case, a reduction in the available 
quantity of water supply can eventually be caused if the water is highly polluted with Fe. 
Ismail et al. (2013) suggested that the mean Fe ionic concentration found in the Penchala 
River was 1.35 mg/L during the period 1997 to 2009. When compared to Interim IIA/IIB 
and III standard for water supply in Malaysia, it was discovered that Fe concentration in 
the water supply had exceeded the acceptable limit of 1.00 mg/L. Apart from the natural 
input, sources of dissolved Fe are also emerging, in particular from the external inputs 
of anthropogenic activities. According to the Fifth Schedule of Environmental Quality 
(Industrial Effluent) Regulations 2009 under Malaysian Environmental Quality Act 1974, 
the acceptable limit for total Fe in the discharge of industrial effluent or mixed effluent is 
1.00 mg/L for standard A compared to 5.00 mg/L for standard B. 
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In order to remove the excess Fe ions, an efficient, cost-effective and environmentally-
friendly technology is essential. A biosorption has been widely used for the removal of 
heavy metals (Chandrakala et al., 2012). There has been a practice of using low-cost 
materials as potential metal scavengers from solutions and wastewaters. Recently, numerous 
biosorbents have been studied, including: various agricultural waste (Egila et al., 2011); 
vegetable biomass (Tokimoto et al., 2005); dead macrophytes (Miretzky et al., 2005); oil 
palm biomasses (Khosravihaftkhany et al., 2013); as well as waste tea (Utomo & Hunter, 
2010). According to Rose & Rajam (2012), the Fe2+ ions sorptive potential of both wild 
jack and jambul barks has been investigated and can be used for the economic wastewater 
treatment. 
In this study, spent coffee grounds have been selected as the biosorbent chosen to 
remove Fe ions from an aqueous solution. Almost 50% of coffee produced worldwide is 
processed for soluble coffee preparation (Ramalakshmi et al., 2009). A total of 45% of all 
the waste products in Malaysia were discarded into landfills composed of kitchen waste 
including coffee grounds (Economic Planning Unit, 2006). Previous researches have 
shown the possibilities of using coffee grounds for ion adsorption. The effectiveness of 
coffee grounds in removing heavy metals has been scientifically proven by Tokimoto et 
al. (2005), Ogata et al. (2011) as well as Imessaoudene et al. (2013). Research into lead 
(Pb) ion adsorption by coffee beans and coffee grounds had been proven by Tokimoto et 
al. (2005) through a study of Pb ion adsorption onto proteins contained in coffee grounds. 
Ogata et al. (2011) proved that carbonaceous material prepared from coffee grounds showed 
an acceptable adsorption capacity for fluoride (F-) ions.  Strontium (Sr) uptake potential of 
spent coffee grounds was investigated by Imessaoudene et al. (2013) and revealed that the 
maximum adsorption was at pH 5 to 8 and temperature between 283 and 333 K respectively. 
The study also showed that the presence of carboxylic acid and amino group on a spent 
coffee ground surface played a vital role in Strontium (Sr) biosorption. 
The effectiveness of spent coffee grounds as a biosorbent to remove Fe ions in a solution 
is the main objective of this study. The adsorption rates for five different parameters on 
the removal of Fe ions were also investigated. These parameters were: pH; contact time; 
size of adsorbent; adsorbent dosage and initial Fe ion concentration respectively. The 
biosorptive efficiencies in removing Fe ions of unmodified spent coffee grounds were 
compared with commercially available activated carbon and degreased coffee grounds. The 
results obtained from this study could be applied in such a way to be used as an alternative 
to the water treatment purposes.
MATERIALS AND METHODS
Since no significant difference was detected in adsorption capacity among several kinds 
of coffee grounds in the previous research of Tokimoto et al. (2005), spent coffee grounds 
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(SCG) were used in this study regardless of their manufacturers and origins. Each 
experiment was repeated in three runs in order to produce satisfactory results. Sensitivity 
and detection levels for the atomic absorption spectrometric (AAS) methods in measuring 
total Fe in water were 5 mg/L and 10 µg/L, respectively (APHA, 2012). 
Biosorbent Preparation
The coffee grounds were soaked separately 24 hours in excess 0.3 mol dm-3 HNO3 (Egila 
et al., 2011). Adsorbent was then filtered and washed with Milli-Q water until neutrality 
was achieved. Degreased coffee grounds (DCG) were prepared by undergoing a 6 hours 
reflux using a Soxhlet extractor with diethyl ether solvent. The fat content of the coffee 
grounds was calculated by Equation (1) shown below.
F = (W–W0) × 100/M   (1)
where F is the fat content (%), W is the weight of the flask (g), W0 is the weight of the 
flask plus a dried residue, and M is the weight of the sample coffee grounds (g) (Tokimoto 
et al., 2005).
Batch Sorption Analysis
The batch sorption studies were analysed by placing 100 mL of the Fe ion solution of 
different pH into different contact times with a different weight of biosorbent and placed 
under shaking condition of 150 rpm at room temperature. At the end of the contact time, 
30 mL of the sample was extracted from the conical flask and subjected to 4000 rpm 
centrifugation for 15 minutes in order to separate suspended particles and the supernatant. 
The concentration of metal ions in the solution both before and after biosorption was 
determined by AAS.  Details of different parameters that had been applied in this sorption 
analysis are provided in Table 1.
Table 1
Different parameters applied in sorption analysis of spent coffee grounds (SCG) on Fe ion
Parameters Investigation 
pH pH 1 - pH 14
Contact time 30, 60, 180 and 360 minutes
Particle size of adsorbent 210-355 µm, 355-500 µm and 500-645 µm 
Adsorbent dosage 0.10, 0.20, 0.30, 0.40 and 0.50 g
Sorption data were calculated to get the amount of Fe adsorbed at equilibrium (mg/g) 
and the percent adsorption (%) based on both Equations (2) and (3) respectively. 
qe = (Co – Ce) V  /  m      (2)
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Uptake (%) = (Co – Ce) / Co ×100%  (3)
where qe is the amount of heavy metal ion adsorbed onto per unit weight of the 
adsorbent (mg/g), Co and Ce are the initial and equilibrium metal ion concentration (mg/L), 
V is the volume of solution treated (L), m  is the mass of the adsorbent (g) and C is the 
solution concentration at the end of adsorption (mg/L) (Imessaoudene et al., 2013). 
An effect of initial concentration on various adsorbents was also carried out by varying 
each of the 100 mL of Fe ion concentration (0.3, 0.5, 0.7 and 1.0 mg/L) and shaken with 
0.1 g of each adsorbent for one (1) hour at room temperature. The spent coffee grounds 
(SCG and DCG) and activated carbon (AC) were tested in this analysis.
The data were modelled using Freundlich and Langmuir models in order to describe 
adsorption equilibrium, surface properties and adsorbent affinity. By using these two 
models, clear descriptions on adsorption activities of mono-compound in metal ion by 
various materials were shown (Park et al., 2013). The logarithmic form of Freundlich 
model is given in Equation (4) following: 
log(q e) = log (KF) + 1/n  log (Ce)   (4)
where KF (L g-1) and n are the Freundlich parameters related to adsorption capacity 
and intensity, respectively. A plot of log qe versus log Ce gives a straight line and KF and n 
can be calculated from the slope and intercept.
Langmuir isotherm is commonly valid for monolayer adsorption onto a surface with 
homogeneous adsorption sites. The linear form of Langmuir isotherm is provided by 
Equation (5) following.
C e/qe = Ce/qm + 1/KLqm    (5)
where qm is the maximum adsorption capacity (characteristic of the formation of 
monolayer’s adsorbed molecules) (mg g-1) and KL (L mg-1) is the equilibrium constant. 
This is a characteristic of adsorbent depending on the temperature and the experimental 
conditions. Using the constant KL, a characteristic of Langmuir isotherm was determined 
where it was expressed in terms of separation factor and equilibrium parameter RL, as 
shown in Equation  (6) following. It can be employed to describe the affinity between the 
adsorbate and the adsorbent (Ahmadpour et al., 2010). 
RL = 1/1+(KLCO)     (6)
The parameter value RL is shown where the adsorption is irreversible (RL = 0), favorable 
(0< RL< 1), linear (RL = 1) or unfavorable RL > 1 (Gok et al., 2013). A plot of Ce/qe versus 
Ce is a straight line with 1/qmKL as intercept and 1/qm as slope. Hence, qm and KL can be 
calculated.
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As for the investigation of the sorption rate law, kinetic data obtained in this study were 
analysed using pseudo first-order and pseudo second-order models respectively. According 
to Ramana et al. (2012), this model demonstrates the degree to which the rate of occupation 
of adsorption sites is proportional to the number of unoccupied sites. Equation (7) below 
shows the equation of the pseudo first-order model; 
1/qt = k1/qet  + 1/qe    (7)
where q t and q e are the adsorption capacity at time t and equilibrium (mg g-1) 
respectively, t is the contact time (min) and k1 is the rate constant of pseudo first-order 
adsorption (mn-1). A plot of 1/ qt (mg-1 g) versus 1/t (min-1) gives a straight line and the 
values of calculated qe and k1 constant can be calculated from the intercept and slope of 
the curve respectively.
Based on Ibrahim et al. (2012), the sorption mechanism which follows the second order 
reaction is the pseudo second-order model. The sorption rate is shown to be proportional to 
the square of the number of unoccupied sites. The equation of pseudo second order model 
is shown in Equation (8) below 
t/qt = 1/k2qe2 + t/qe    (8)
where qt is the adsorption capacity at time t (mg g-1), qe is the adsorption capacity 
at equilibrium (mg g-1), t is the contact time (min) and k2 is the rate constant of pseudo 
second-order adsorption (g mg-1 min-1). A plot t/qt (min mg-1 g) against t (min) gives a 
straight line that will determine the values of k2 constant and qe from the value of intercept 
and slope of the curve respectively
RESULTS AND DISCUSSIONS
The present study has optimized the adsorption of spent coffee grounds (SCG) on Fe 
ions by analyzing this adsorption capacity at different solution conditions, namely: pH of 
solution; contact time; particle size and adsorbent dosage.
As shown in Figure 1a, the amount of Fe ions adsorbed by spent coffee grounds 
increased from pH 1 to 3.  The measure was 0.286 at pH 1 and 0.458 mg g-1 at pH 3, 
respectively. However, an equilibrium level of pH 3 to 7, (around 0.4 mg g-1) was achieved. 
As for the alkaline solution, its absorption was in decline from 0.3 mg g-1 to pH 9 before 
remaining constant after pH 9 (Figure 1a). According to a previous study (Li et al., 2012), 
this might be due to the effect of initial concentration of hydrogen ions on the adsorption 
yield that depends on the adsorbent surface charge and on metals speciation. A significant 
difference (p < 0.05) between the initial solution pH was identified from statistical analysis.
The low uptake level of coffee grounds was recorded at acidic condition (pH 1, 59.0%). 
This could be due to the protonation of the exchange sites, negatively charged, by H+ protons 
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that play a competitive part opposite the Fe2+ ions. The presence of increasing mobility 
of hydrogen ions (H+) favored the preferential adsorption of H+ compared to the metal 
ion (Ajmal et al., 2000). There was a plateau of Fe adsorption by spent coffee grounds 
at pH 3 to 7 (Figure 1a). This can be due to the sufficiency of the released sites of the H+ 
protons guaranteed by the adsorbent excess matter (Imessaoudene et al., 2013). Therefore, 
adsorption of Fe by using spent coffee grounds is proven to be effective in polluted waters 
since most of the contaminated waters in wastewater treatment and polluted water sources 
have an acidic condition range of pH 4 to 6 as recorded by Al-Badaii et al. (2013). As 
shown in Figure 1a, the optimum pH for maximum percentage uptake of Fe ions (92.9%) 
at pH 4 was chosen for the next analysis. 
There was a rapid drop in the percentage uptake of Fe ions between pH 7 and pH 9 
(Figure 1a). However, this became slightly constant and bottomed out as the pH increased 
(pH>9) due to the weak interactive competition between coffee grounds and Fe ions 
which replace H+ for formation of surface functional groups like -OH and -COOH (Egila 
et al., 2010). The reduction in uptake percentage was recorded as pH increases because 
Figure 1. Effect of (a) different pH, (b) contact time, (c) particle size, and (d) dosage on the adsorption of 
Fe ions by SCG
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insoluble Fe(OH)3 formed easily in the retained remainder at alkaline conditions. Changes 
in metals speciation Fe2+ ions to Fe3+ ions were due to oxidation resulting in limitations in 
the uptake of Fe ions by adsorbent procedures as Fe3+ ions had weaker energy of hydration 
for adsorption (Keshtkar et al., 2012).
During the first 60 minutes, the capacity of biosorption increased dramatically and 
a major quantity of Fe (80.4%) was eliminated from the solution (Figure 1(b)). The 
instantaneous sorption showed the characteristic of physical adsorptions. The higher 
biosorption rate at the initial stage was attributed to the abundance of the active sites on 
biosorbent which were easily accessible by the ions (Seliman, 2012). After 60 minutes, the 
reaction became saturated and achieved an equilibrium state. This equilibrium was reached 
rapidly at the highest percentage uptake of Fe ions (82.5%). However, the extension (by this 
time up to 360 minutes) did not lead to an increase of the elimination percentage due to the 
exhaustion of binding sites on the substrate (Imessaoudene et al., 2013). The availability 
of these sites decreased as the contact time was prolonged, thereby causing difficulties in 
biosorption of the remaining empty external sites. Thus, a contact time of 60 min was fixed 
for further analysis to ensure the achievement of optimum reaction.
As the adsorbent particle size increased, adsorption capabilities decreased (Figure 1(c)). 
This led to the decrease of 37.1% in Fe uptake between the finest particles (210-355 µm) 
and the largest particles (500–645 µm) (Figure 1(c)). This result highlighted the resemblance 
in the behavior of spent coffee grounds compared to those of other biosorbents, such as 
fluoride (Ogata et al., 2011) and strontium (Imessaoudene et al., 2013). In this case, it can 
be suggested that the Fe ion adsorption was strongly affected by the presence of surface 
functional groups. The spent coffee grounds achieved maximum percentage uptake of Fe 
ion (79.9%) with the smallest mean diameter of 210-355 µm and the largest specific surface 
area. Surface area is one of the functional properties that may influence the amount of Fe 
ions adsorbed onto coffee grounds. 
Adsorbent dosage is one of the factors that influence the adsorbent’s adsorption 
capacity for a given initial concentration of metal ion solution (Imessaoudene, et. al., 2013). 
Figure 1d shows the percentage removal of Fe ion and adsorption capacity of spent coffee 
grounds over a variety of dosages for a fixed initial concentration of 0.5 mg/L Fe solution. 
The decrease in adsorption capacity was the result of an increase in dosage. When more 
adsorbent was added, the Fe ion concentration remained unchanged. According to Kamal 
et al. (2010), the ratio of numbers of adsorption sites to the number of Fe ions would rise as 
the adsorbent dosage increased and result in more adsorption sites that were not adsorbed. 
Other than that, the decrease in adsorption capacity was due to the particle aggregation 
of excessive adsorbents that decrease the total surface area of coffee grounds. Therefore, 
the Fe ions must penetrate deeper in the intra-particulate active sites by meeting a much 
larger resistance (Gogoi et al., 2013). 
Removal of Fe Ion by Reusing Spent Coffee Grounds
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Percentage of removal is equally as important as adsorption capacity. The percentage 
of removal (20.2 – 55.2%) increased as dosage was increased (0.1 – 0.5 g) (Figure 1d). The 
greater the surface area, the greater the number of adsorption sites. In this present study, 
a dosage of 0.3 g was chosen because it showed the closest value between the adsorption 
capacities (0.259 mg g-1) with a considerable percentage of Fe removal of 47.4%.
Figure 2 shows the effect of initial Fe ion concentration on the removal efficiency 
of three different adsorbents, specifically: spent coffee grounds (SCG); degreased coffee 
grounds (DCG); and activated carbon (AC). DCG (after removal of fat) achieved the 
highest adsorption capacity (0.748 mg g-1) at the high concentration of Fe ions (1.0 mg/L). 
The SCG adsorbed approximately half the amount of Fe ions (0.415 mg g-1) hence less 
than DCG. With the removal of fat content in coffee grounds (11.2%), DCG could adsorb 
more Fe ions compared to the SCG. A previous study carried out by Tokimoto et al. (2005) 
had also proven that fat in coffee grounds could not adsorb lead (Pb) ions. Therefore, the 
experimental results in this study and previous studies suggested that fat contained in 
SCG is not responsible for adsorption of heavy metals. This study demonstrates a better 
way to use SCG for Fe ion removal by eliminating fat content in coffee grounds prior to 
adsorption activities. 
Although Activated Carbon (AC) has been applied in water treatment to a great extent, 
this present study has revealed that lesser Fe ions were adsorbed compared to DCG (Figure 
2). This indicates that the adsorption capabilities of SCG and AC had similar efficiency for 
removal of Fe ions at concentrations of 0.5-0.7 mg/L (Figure 2). Easily available SCG can 
be used as an alternative to the expensive AC in the water treatment process. 
Figure 2.  Effect of various Fe ion concentrations by using different adsorbents on the adsorption of Fe ions 
(Condition: 0.1 g of each adsorbent in 100 mL of Fe solution at pH 4 for 60 min)
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Adsorption Isotherms
Sorption data explain adsorbent performances while adsorption isotherms describe the 
equilibrium distribution of solute between solution and adsorbent. This can provide an 
estimation of adsorbent efficiencies and the market value. The Freundlich and Langmuir 
were tested and the results are presented in Figure 3 below.
Figure 3. (a) Linear Freundlich adsorption isotherm and (b) linear Langmuir adsorption isotherm for Fe 
ions adsorption by SCG
(a) (b)
The goodness of fit of the experimental data worked out for the two types of isotherms 
are summarized in Table 2. Both the Freundlich and Langmuir plots were linear with 
correlation coefficients of 0.991 and 0.999 (Figure 3) respectively. As a result, the data 
were in line with the models. Our results suggested that adsorption seems to take place 
according to the Freundlich model with a satisfactory value of R2 (0.991). However, the n 
value does not fall in between 0 and 1 (1.796). This could indicate that the Fe adsorption 
by the spent coffee grounds was not favorable to the studied conditions of the Freundlich 
model.  The deviation from linearity of the biosorption of spent coffee grounds for Fe ion 
in a solution using the Freundlich model indicates the poor bond energies existing between 
Fe ion and coffee grounds. 
It may be suggested that a better Fe adsorption (R2=0.999) was Langmuir model as 
compared to the Freundlich model. Consequently, the possible assumptions related to this 
biosorption phenomenon, as stated by Gok et al. (2013). The calculated RL values (0.453-
0.828) for Fe ions indicate that the biosorption of SCG is favorable. A comparison of qm 
values obtained in this study indicated that the Fe adsorption by spent coffee grounds is less 
favorable compared to other biosorbents. This is mainly because most biosorbents which 
had undergone intensive chemical pretreatment prior to adsorption eventually achieved 
better adsorption capabilities compared to spent coffee grounds. 
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Table 2
The values of parameters for Freundlich and Langmuir isotherms
Freundlich Langmuir
KF N R2 KL (L mol-1) RL R2 qm (mg g-1)
0.530 1.796 0.958 2.803 0.263 - 0.543 0.9501 0.615
Adsorption Kinetics
There are a number of models that can be applied to demonstrate the mechanism of 
sorbent sorption by a solute. In order to conduct a better investigation of the mechanism, 
characteristic constants of Fe sorption by spent coffee grounds (SCG) were ascertained by 
applying both pseudo first-order equation and a pseudo second-order equation (Figure 4).
Figure 4. A pseudo first-order (a) and pseudo second-order (b) kinetic fit for adsorption of Fe ions onto SCG
(a) (b)
The values of K1, qe, R2 (correlation coefficient for pseudo first-order sorption kinetics) 
and qe, K2, H, and R2 (correlation coefficient for pseudo second-order sorption kinetics) 
have been tabulated in Table 3. Adsorption rates were found to conform to pseudo second-
order kinetics with good correlation. The use of the pseudo first-order equation proved to be 
less compatible through our experimental data with regard to values R2 = 0.815 (Table 3). 
Pseudo first-order showed a significant difference between experimental qe and calculated 
qe of this model. On the other hand, pseudo second-order seemed more compatible to the 
results (R2 = 0.993) where correlation coefficient of the curve t/qt according to t is close 
to the unit 1. There was no significant difference between experimental qe and calculated 
qe of pseudo second-order model (p-value = 0.2381 > 0.01). 
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Table 3
The values of parameters for pseudo first-order and pseudo second-order kinetic models
qe 
experimental 
(mg g-1)
Pseudo first-order constants Pseudo second-order constants
qe calculated 
(mg g-1)
K1 
(min-1)
R2 qe calculated 
(mg g-1)
K2 (g mg-1 
min-1)
H (mg g-1 
min-1)
R2
0.423 0.537 39.084 0.815 0.448 0.133 0.0268 0.993
Consequently, the pseudo second-order was selected in this study and it showed that 
adsorption might be restricted by valence forces (Ramana et al., 2012). According to 
Kɪrbɪyɪk et al. (2012), the biosorption process occurs on localized sites with no interaction 
between maximum biosorption and biosorbates. Thus, the reaction involved in this study 
corresponds to a saturated monolayer of biosorbates onto the biosorbent surface.
CONCLUSIONS
Results from this study have proven the ability of spent coffee grounds in removing 
total Fe ions. About 92.9% of Fe ions in the concentration of 0.5 mg/L were successfully 
adsorbed by 0.10 g of spent coffee grounds at optimum conditions of pH 4 in 60 minutes. 
The ability of spent coffee grounds in removing total Fe ions showed it to be suitable as 
an alternative material for replacing commercially available adsorbents for the removal of 
Fe ions in polluted water. This innovative green technology is necessary due to increasing 
environmental awareness for sustainable management processes. 
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ABSTRACT
Radon concentration levels in water from lead contaminated Kawo and Magiro communities 
in Rafi Local Government Area were assessed using RAD-7. The mean radon concentration 
in the areas ranged from 35.02 to 175.10 Bq L-1; while the weighted mean concentration was 
87. 55 Bq L-1. The resulting weighted mean annual effective dose in the two communities 
for stomach were  30.64 µSv y-1, 23.08 µSv y-1 and 18.38 µSv y-1 for infant, children 
and adults respectively. The mean and weighted mean concentrations in all the samples 
exceeded the maximum contaminant level recommended by International Organization. 
Forty five (45%) of the samples exceeded 100 Bq L-1 recommended by EU and WHO.  
Keywords: Contaminated, Kawo, Magiro, radon, water 
INTRODUCTION
Anthropogenic activities (ferti l izer 
application in irrigation system in agriculture, 
industrial waste and mining) and geogenic 
activities (weathering, leaching, eruptions, 
floodings and erosions) are factors that 
affect the quality of drinking water (Li et 
al., 2016).  Radionuclides such 226Ra, 234Th, 
40K and 222Rn are natural and widely spread 
in the environment. They exist in various 
geological formations such as soils, rocks, 
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water, air and building materials in different levels (UNSCEAR, 2000; Varshney et al., 
2010). Uranium is the fundamental source of radium and radon its progeny in soil and rock. 
Escape radon from these dissolved and incorporated in groundwater flows. The largest 
percentage of the natural radiation exposure receive by members of public comes from a 
radioactive gas radon (WHO, 2004). Polonium isotopes such as 214Po and 218Po which are 
decay products of 222Rn are electrically charged emit alpha radiation. They contribute more 
than 90 % of the total radiation dose received due to radon exposure (Marques et al., 2004; 
Badhan et al., 2010; Yalcin et al., 2011). Radon dissolved in water can be transported far 
away from the original place in short time due to factors such as temperature, pressure, 
pH of water and aquifer lithology (Facchini et al., 1995). Radon (222Rn) is the second 
risk factor for lung cancer after smoking (EPA, 2003). A fraction of the charged particles 
when inhaled is deposited in the lung, emitting alpha particles that are absorbed in the 
nearby lung tissue damaging the pulmonary epithelium and thereby causing lung cancer 
(EPA, 2003, Quarto et al., 2016). Radon dissolved in water enters human body through 
(i) the gastro-intestinal track and deliver a whole body radiation dose and (ii) escape from 
household water and become a source of the indoor radon which can enter the human 
body through the respiratory tract to deliver the radiation dose (Prasad et al., 2007). Radon 
atoms emitted from the soil contaminated with mine tailing and chemical such as cyanides 
used in process of gold ore could exist in water and soil. Mining activities are increasing 
considerably and exert a great anthropogenic pressure on the environment as seen in Kawo 
and Magiro communities in Kagara Districts in Rafi Local Government of Niger State 
Nigeria. According to WHO (2015), Kawo and Magiro communities experienced lethal 
lead outbreak where 28 children died between April and May 2015 as a result of extremely 
high levels of lead between 17 to 22 times (171.5-224 µg Pb/dl) in their blood stream after 
ingested water poisoned by lead. 
Therefore, this study was carried out to ascertain the concentrations of radon in water 
in the areas. The study (i) examines radon concentration in water in the mining areas (ii)
assesses the radiation dose to the residents consuming groundwater from the area (iii) 
estimates the radiological impact of radon to different ICRP age groups. The findings will 
add values to only dosage of lead pollutant that has been determined in the blood serum of 
the children since the outbreak lead poison in the water in the areas that had already been 
identified with distinct pollution sources.
MATERIALS AND METHODS
The studied areas Kawo and Magiro are agricultural and gold-mining communities that are 
located in Kagara Districts in Rafi Local Government Area in Niger State with coordinates 
100 11′ 04″N 60 15′12″E (Figure 1) in Nigeria. Kawo and Magiro are underlain by the 
Basement Complex rocks. The Basement complex rock in the areas is typified by the 
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magmatite-gneiss complex among the three lithofacies such as older granites, the low 
grade schict belt and the magmatite-gneiss complex that characterized Nigerian Basement 
complex rock (Olarewaju et al., 1996; Olasehinde, 1999). The state experiences both wet 
and dry seasons with annual rainfall ranging from 1,100mm (North)-1,600mm (South). The 
maximum temperature in the state is 940F. The rainy season ranges between 120-150 days. 
The fertile soil and hydrology of the areas permit the cultivation of most Nigeria’s staple 
crops. Based on these aforementioned geographical and climatic conditions, agricultural 
activities form the mainstay of the people’s economy (NSCN, 2016). Rafi is bordered in 
the south by Kaduna River. According to NPC (2006), the population, Time zone, area and 
density of Rafi are 181,929, WAT (UTC+1), 3,680 km2 and 71.06/ km2.  The age distribution 
and population of Rafi according to NPC are 0-9 yrs 67,862; 10-17 yrs 34,467; 19-29 yrs 
30,731; 30-39yrs 20,367; 40-49 yrs 12,449; 50-59yrs 6,712; 60-69 yrs 3,657; 70-79 yrs 
2,454 and 80+yrs 2,419 (NPC, 2006).  This implies infants and children between ages 
0-17yrs are 58 % of the total population. The miners in the areas had engaged in the illegal 
mining activities for about 50 yrs. Therefore, groundwater and all other sources of water 
in the areas were contaminated by lead during processing of gold ore.
Figure 1. Location map of sampling site in Rafi Local Government, Nigeria.
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Sampling
Three samples were taken in twenty sampling points and were analyzed for the presence 
of dissolved radon. A total of sixty water samples were collected in all; thirty from Kawo 
and thirty from Magiro. At each point, 250 mL vials designed for radon-in-water activity 
measurement were filled to edge with the sampled water in various mining pits and then 
closed immediately to avoid loss of radon by degassing during transportation to the 
laboratory. Samples were taken to laboratory immediately (WHO, 2004). Radon levels 
were determined within 6 hrs after sample collection in order to minimize the influence 
of radioactive decay (Alonso et al., 2015).
Radon Measurement 
Radon concentration in water samples was measured using an advanced radon-in-air 
RAD-7 radon analyzer (Durridge Co., USA) that used alpha spectrometry technique 
(El-Taher, 2012; Oni et al., 2014). This in turn was connected to RAD H2O accessory 
with closed loop aeration concept (Lee & Kim, 2006). The RAD7 radon detector was 
calibrated at the Durridge radon calibration facility at Billerica Massachusetts, United 
States. The calibration system was compared to a precision of better than 1 %, with a 
secondary standard chamber, which was in turn calibrated by comparison with a National 
Institute of Standards and Technology (NIST) radon standard supplied through the U.S. 
Environmental Protection Agency. The calibration system’s accuracy was also check by 
making a direct measurement of radon level from activity and emission of a European 
standard radon source. The calibration achieves a reproducibility of better than ±2 % and 
an overall calibration accuracy of better than ±5 %. Rad-7 used was maintained between 
6- 10 % relative humidity for the efficiency not to decrease due to neutralization of Po ions 
by water particle (Ravikumar & Somashekar, 2014). In the setup, 250-mL sample bottle 
was connected to RAD-7 detector via bubbling kit which enables it to degas radon from a 
water sample into the air in a closed loop (Oni et al., 2014). To ensure the quality control 
and reliability of the sampling and measurement methods, each sample was assayed for 
30 minutes for each run. Five runs were done for each sample. At the end of the run (after 
the start), the RAD-7 prints out automatically the summary, showing the average radon 
reading from the five cycles counted.
Radon Health Parameters
Residents of the areas could be exposed to radon through occupational and environmental 
sources such as illegal gold mining. This results mainly from inhalation of radon during gold 
ore processing and ingestion of radon in water. In order to quantify the health risk associated 
with the ingestion and inhalation of radon in the areas, it is imperative to estimate the 
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effective dose that determines how different age groups are exposed to radiation. According 
to UNSCEAR, (1993) and UNSCEAR, (2000), the following established expressions were 
used to estimate the annual effective dose from 222Rn ingested and inhaled in water.
𝐻𝐻𝑖𝑖𝑖𝑖𝑖𝑖 = 𝐶𝐶𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 × 𝐷𝐷𝑖𝑖𝑖𝑖𝑖𝑖 × 𝐿𝐿                                                                                                                         [1] 
𝐻𝐻𝑖𝑖𝑖𝑖ℎ = 𝐶𝐶𝑤𝑤𝑖𝑖𝑤𝑤 × 𝑅𝑅 × 𝐹𝐹 × 𝑇𝑇 × 9𝑖𝑖 𝑆𝑆𝑆𝑆 (𝐵𝐵𝐵𝐵 ℎ𝑚𝑚−3)−1                                                                                 [2] 
From expression 1, Hing is the annual effective dose due to ingestion in mSv y-1 , Cwater is 
the radon concentration in water in Bq L-1 , Ding is the dose conversion coefficient and L is 
the annual water intakes by adults, children and infants respectively. The dose conversion 
coefficients are given as 1x10-8, 2x10-8 and 7x10-8 Sv Bq-1 for adults, children and infant 
respectively (UNSCEAR, 1993). From expression 2, Hinh is the annual effective dose due to 
inhalation in µSv y-1, Cair is the radon concentration in Bq L-1, R is air-water concentration 
ratio given as 10-4 (UNSCEAR, 2000), F is the equilibrium factor between radon and its 
progeny, F is given as 0.4, T is the occupancy factor (7000 hy-1) and 9n Sv (Bq hm-3)-1 
is the dose conversion factor. The dose contribution due to ingestion and inhalation to 
stomach and lung was calculated by multiplying the ingestion and inhalation dose tissue 
weighting factor for stomach and lung respectively, the tissue weighting factor is 0.12 for 
both stomach and lung (Eckerman et al., 2013).
RESULTS AND DISCUSSION
The 222Rn concentration in water samples collected from different points in the area was 
presented in Table 1. It also compiled results of annual effective dose rate to different age 
groups in µSv y-1 and mSv y-1 respectively. It was observed that water samples from Kawo 
and Magiro showed a mean range of activity from 35.02 to 175.10 Bq L-1 with weighted 
average 87.55 Bq L-1. Mean and weighted mean radon concentration in all the samples 
exceeded the maximum contaminant level (MCL) 11. 1 Bq L-1 prescribed by USEPA 
(1991), while 70 % of the samples exceeded 4 to 40 Bq L-1 reference level by UNSCEAR 
(2008). Forty five (45 %) of the sample exceeded the 100 Bq L-1 level recommended by 
EU (2001) and WHO (2011). This might be due to main boundary trust (MBT) as reported 
by Kumar et al. (2016) as a result of mining activities and could lead to health risk over 
long-term exposure. 
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The weighted mean concentration in this study was almost the same as 88.63 Bq L-1 
obtained in Islamabad, Pakistan, but less than 207 Bq L-1 and 318.20 (maximum) obtained 
in wells from southern Poland and Sankey India (Ravikumar & Somashekar, 2014) 
respectively. The radon concentration in 45 % of the samples that exceeded 100 Bq L-1 
was due to the depth of source, which allowed water to interact with a greater thickness of 
the aquifer and leading to more radon (Ahmad et al., 2015). Furthermore, the variation of 
the radon concentration of each water sample may be due to mineral content of the areas.
The annual effective dose rate for different age classifications as classified by ICRP 
has also been calculated in Table 1. The range of  mean annual effective dose rate for age 
groups 1 (0 to 1yr), 2 (1-2yr), 3 (2-7yr), 4 (7-12yr), 5(12-17yr), 6(˃ 17yr) ranged from 
0.04 to 0.18 mSv y-1, 0.05 to 0.23 mSv y-1, 0.05 to 0.26 mSv y-1, 0.06 to 0.31 mSv y-1, 
0.11 to 0.53 mSv y-1, 0.13 to 0.64 mSv y-1, with weighted mean 0.09 mSv y-1, 0.11 mSv 
y-1, 0.13 mSv y-1 respectively for both Kawo and Magiro. Figures 2a, 2b and 3a, 3b show 
variations in the annual effective dose rate for different age classification. The weighted 
means dose rate received by all age classifications as classified by ICRP were within 0.1 
mSv y-1 recommended limit for drinking water and below the UNSCEAR and WHO 
recommended limit of 1 mSv y-1 for public. It was observed that the annual effective dose 
rate value was increasing with respect to radon activity age and water consumption rates. 
Annual effective dose rate to different age groups could be arranged in this sequence 
classification6˃5˃4˃3˃2˃1.
Radon consumption in water and inhalation in air are basis of radiation dose to internal 
organs such as stomach and lungs. Therefore, it is imperative to discuss radiation dose 
received by stomach and lungs as reported in Table 2. Annual effective dose rate values 
received by stomach were shown in the columns 4, 5, 6 for infant, children and adults. 
The mean annual effective dose rate for the two communities for stomach varied from 
12.26 to 61.29 µSv y-1, 9.19 to 45.96 µSv y-1, 7.36 to 36.77 µSv y-1 with weighted mean 
30.64 µSv y-1, 23.08 µSv y-1 and 18.38 µSv y-1 for infant, children and adults respectively. 
Using the, weighted mean, it was observed that infant and children are 1.67 and 1.26 times 
that of the adults which could be the reason why they are more vulnerable to illness than 
adults. Since the areas have been mined for 50 years, dividing cells in infant and children 
responded faster to radionuclides compared to that of adults. 
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The annual effective dose rate values received by lungs due to inhalation of radon 
released into the air from water in column 7 varied from 88.25 to 353.00 µSv y-1with 
weighted mean 220.63 µSv y-1 in the two communities. Table 2 shows the contribution 
and effect of dose to lungs and stomach. It was calculated by multiplying the inhaled and 
ingested doses by a tissue weighing factor 0.12 for both lung and stomach (Eckerman et 
al., 2013). The annual effective dose rate contribution to lungs ranged from 10.59 to 52.95 
µSv y-1 with mean value of 26.48 µSv y-1 for the two communities. In contrast, the annual 
effective dose rate contribution to stomach varied from 1.47 to 7.35 µSv y-1, 1.10 to 5.52 
µSv y-1 and 0.88 to 4.41 µSv y-1 with mean value of 3.68, 2.76 and 2.21 µSv y-1 for infant, 
children and adults respectively. The findings revealed that dose contributed to lungs was 
higher than dose contributed to stomach. The results agreed with that of drinking water in 
India as reported by Kumar et al. (2017). The estimated effective dose (whole body) due to 
radon inhalation and ingestion for infant, children and adults ranged from 12.06 to 60.30 
µSv y-1, 11.69 to 58.47 µSv y-1 and 11.47 to 57.36 µSv y-1 with weighted mean 30.15, 29.23 
and 28.68 µSv y-1 for infant, children and adults respectively. The risk estimate revealed 
that inhalation of radon accounts for 75 % of the individual risk associated with the used 
of water in the areas, while the remaining 25 % resulting from the ingestion of radon. The 
calculated mean of total effective dose values were below 100 µSv y-1 recommended by 
WHO (2004). 
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Figure 3b. Spectra of variations of effective dose in Magiro for different age classification 
CONCLUSIONS
The observed variations in the radon activity in the water samples may be attributed 
to the aquifer lithology. The 222Rn concentration in various water samples collected in 
and around the mined sites in the two communities was comparable with the similar 
study carried in other parts of the world. Seventy percent (70%) of water samples in the 
communities recorded 222Rn concentration above the safer limits of 4-40 Bq L-1 as per 
UNSCEAR regulations. Forty five (45%) of the water samples studied recorded values 
that were higher than the value of Radon concentration in water for human consumption 
of 100 Bq L-1 by EU and WHO. However, two (10%) of the samples in the present study 
have exceeded the alternative maximum contamination level of 148 Bq L-1 suggested 
by EPA. The results obtained in this study revealed that the doses due to inhalation are 
higher compared to those from ingestion and contribute to the total effective. As a result 
of the high mean annual effective dose due to inhalation of radon in some of the sites in 
the areas, it is therefore recommended that those sites need proper monitoring in order to 
reduce carcinogenic risks in future.
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ABSTRACT
The problem in this research is monitoring the forest fire disasters in South Kalimantan 
Province, Indonesia. One form of technology that can be applied to support the forest fire 
prevention activities is remote sensing satellite technology. The objective of this research 
is to analyze the ability of the Landsat 8 OLI TIRS for monitoring post-fire forest changes 
based on the ΔNBR and ΔNDVI values. The data used in this research were ΔNBR and 
ΔNDVI generated from Landsat 8 OLI data record from August 11 to September 6, 2017. 
The research showed that burned areas in South Kalimantan Province could be identified 
from the Landsat 8 OLI imagery based on changes on the ΔNBR and ΔNDVI values. The 
former burned areas during the 2017 fire season in South Kalimantan Province (August- 
September) were mostly found in some regency such as Banjar, Hulu Sungai Utara, Hulu 
Sungai Selatan, Tapin, Tanah Laut, and Banjarbaru. The Landsat 8 OLI TIRS has longer 
spectral bands. The use of the NBR index using the SWIR band makes the Landsat 8 
OLI TIRS to be more preferred than other 
imagery.
Keywords: Burned Area, Landsat 8 OLI, NBR, NDVI
INTRODUCTION
Kalimantan is extremely vulnerable to 
forest fires in Indonesia. The statistical data 
showed that 11.7 million hectares of forest 
in Indonesia had been burned in 1997-1998. 
Kalimantan had 8.1 million hectares (69%) 
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of forest fires (Tacconi, 2003). Forest fires occur in Kalimantan every year. Based on data 
from the official website of the Indonesian Ministry of Environment and Forestry, the 
forest fires areas was 8,245.15 ha in 2014,  146,969.63 ha in 2015, 4,129.14 ha in 2016, 
and 2,745.08 ha in 2017. The forest fires in Kalimantan have a serious impact, causing a 
disaster mitigation effort is needed. The provision of spatial distribution information on 
the forest fires areas can support the mitigation effort. The information on forest fires from 
remote sensing data can be used for forest fires monitoring.
The use of remote sensing data to mitigate forest fire disasters in Indonesia has 
increased. National needs for burned areas (BA) mapping are increasingly being discussed, 
especially since the Reducing Emissions from Degradation and Deforestation (REDD) 
program (Zubaidah et al., 2017). In 2014, the Global Forest Watch online system using 
the data from NASA detected that Indonesia had lost 1,490,457 hectares of forest. The loss 
of the forest had increased from 2001 to 2014 with 745,239 hectares of forest. The causes 
of forest loss in Indonesia were illegal logging, forest clearing, or forest burning. Forest 
fires in 2014 occurred in Sumatra and Kalimantan. Forest fires in Sumatra and Kalimantan 
increased throughout the dry season (April-October). Provinces in Kalimantan which 
designated as land and forest fire-prone areas are West Kalimantan, Central Kalimantan, 
East Kalimantan, and South Kalimantan (Suwarsono & Parwati, 2009).
The causes of forest fires in Indonesia are 99.9% of human activities and 0.1% of 
natural disaster (lightning and volcanic lava). Human activities causing forest fires consist 
of forest conversion, vegetation combustion, exploitation of natural resources, canal 
construction, and Forest right. Forest fires in Kalimantan are caused by human activities, 
i.e. area burned for agriculture and plantation and illegal logging (Akbar et al., 2013). 
Fuel and fire are important factors for preparing the forests for agriculture and plantations 
(Adinugroho et al., 2005). 
Forest fire monitoring in the field requires relatively expensive costs, time-consuming, 
difficult to reach, and a high danger level. The remote sensing satellite imagery is one of 
the methods to provide information on areas of ex-forest and forest fires quickly. Remote 
sensing can be done in a relatively wide and difficult area with relatively cheaper costs 
and high accuracy. 
Application of Remote Sensing Indices in Forest Fire Detection 
Remote sensing data used for analyzing burned areas are mostly in the form of optical data 
with various levels of spatial resolution such as MODIS, Landsat, Ikonos, and Quickbird. 
The burned areas can be analyzed based on changes in reflectance value, vegetation index, 
and NBR (Normalized Burn Ratio) (Suwarsono, 2012). 
NBR is the normalized difference between the reflectance values of the near infra-red 
(NIR) and the short wave infra-red (SWIR) bands  (Garcia & Caselles, 1991; Lutes et al., 
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2006), while NDVI is the normalized difference between the reflectance values of the NIR 
and the red bands  (Bannari et al., 1995; Tucker, 1979). NBR can be used in imagery using 
the SWIR band, so Landsat is more likely to use the algorithm compared to MODIS which 
has a low spatial resolution but high spectral resolution (Vermote et al., 2015).
NBR and NDVI have the same character. For example, both indices show strongly 
positive values  when forest features are dominated by green vegetation and high biomass. 
Values near zero indicate that vegetation is sparse, dead, or highly cured. Negative values 
indicate high soil exposure and very low vegetation cover (Lutes et al., 2006; Robichaud 
et al., 2007; White et al., 1996).
Delta NBR (ΔNBR) and delta NDVI (ΔNDVI) analysis increase the power to analyze 
changes by using imagery captured in pre-fire and post-fire dates (Lutes et al., 2006). High 
reflectance values for the differenced NBR and NDVI values  (ΔNBR and ΔNDVI)  indicate 
a relatively greater change from pre-fire values (reduced vegetation cover and drying of 
the soil surface), while the reflectance values around zero represent negligible fire impacts. 
Extended temporal assessments will produce strongly negative reflectance values  for ΔNBR 
and ΔNDVI which represent vegetation growth (French et al., 2008; Lutes et al., 2006).
This research was conducted with the processing of forests images from Landsat 8 
OLI TIRS satellite imagery. Remote sensing data used were forests images from Landsat 
8 OLI TIRS imagery with 30 m spatial resolution and 11 spectral bands. The research data 
utilized the Normalized Burned Ratio (NBR) and the Normalized Difference Vegetation 
Index (NDVI). The consideration for the image selection was a fixed temporal resolution 
enabled further monitoring to be performed for wide area coverage. The analysis carried out 
was burned area agreement, related commission errors, related omission errors, independent 
commission errors, and independent omission errors. Based on the description above, it 
can be concluded that monitoring post-fire forest changes is very important to support 
disaster mitigation. Based on the background, the objective of research is to analyze the 
ability of the Landsat 8 OLI TIRS for monitoring post-fire forest changes based on the 
ΔNBR and ΔNDVI values.
METHODS
Research Location
The research was conducted in South Kalimantan Province, one of the provinces prone 
to land and forest fires. South Kalimantan is geographically located between 1º10’14”S - 
1º21’49”S and 114º19’33”E - 116º3’28”E. South Kalimantan Province is bordered with 
Central and East Kalimantan Provinces. In general, lands and forests in South Kalimantan 
are in a wet tropical climate with an average rainfall ranging from 2000 - 3000 mm per 
year affected by dry and wet seasons. Figure 1 shows the research location.
Deasy Arisanty, Sidharta Adyatma, Muhammad Muhaimin and Aswin Nursaputra
1108 Pertanika J. Sci. & Technol. 27 (3): 1105 - 1120 (2019)
Figure 1. Forest Fires in the Research Area
The data used in this research consisted of Landsat 8 imagery data record in South 
Kalimantan Province in 2017, hotspot data in South Kalimantan Province in 2017 (Figure 
2), and vector data on the boundaries of South Kalimantan Province. Selection of fire data 
on August 11 to October 6 are based on peak forest fire events. The data had fewer cloud 
cover than data on other dates. The software in the research comprised ArcGIS 10.3, ENVI 
5.3, and Microsoft Office 2013.
Spatial Data Processing
Landsat 8 OLI data used in this research included several steps. The first step was selecting 
the time series hotspot data to obtain the pre- and post-fire data. The collection of Landsat 
8 OLI images were adapted to the hotspot coverage data from SiPongi (sipongi.menlhk.
go.id) which became the primary data in this research. The next step was processing the 
radiometric correction. The third step was doing cloud separation and calculation of the 
NBR, ΔNBR, NDVI, and ΔNDVI indices. The calculation results of ΔNBR and ΔNDVI 
were spatially verified through hotspot data with 80% accuracy. Then, index extraction 
was based on the fire location obtained from the hotspot location. The data processing and 
analysis carried out are described in detail as follows:
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Preliminary Processing of Satellite Data. Initial data processing of Landsat 8 OLI 
included a radiometric correction activity. A geometric correction was done by rectification, 
a process to project the image into a flat plane with a map projection system having the 
correct direction orientation. In the rectification process, each pixel was relocated at a 
certain corrected position from an input image (x’, y’) to the output image (x, y) by doing 
a coordinate transformation. A geometric correction was not done on Landsat 8 images 
Figure 2. Flow chart
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because Level 1G already had geometrically corrected images. A radiometric correction 
was performed to convert the digital number value to the reflectance value. Furthermore, 
the radiometric correction was intended to correct the pixel values  by normally considering 
atmospheric interference factors as a major source of error, such as the location of the sun, 
gas absorption, and aerosol scattering in the atmosphere. Radiometric correction can be 
done by converting the digital number value  to the reflectance value.
The general formula for the conversion of the digital number value to the spectral 
radiance value (USGS, 2016) is as follows:
L = (DN/A) + B.......………...........[1]
Where:  
       L = spectral radiance (W / m2 / sr / Im)
DN = Digital Number value Landsat 8 OLI data
A = Gain value of absolute calibration 
B = Offset value of absolute calibration 
A, B = can be seen in the file header
The general formula for the conversion of the spectral radiance value to the reflectance 
value is:
.......………...........[2]
Where:  
r = Reflectance (value 0-1)
N = 3.14152
d = Earth-Sun distance = (1-0.01674 cos (0.9856 (Julian date - 4))) 2
L = spectral radiance
ESUN = Mean exoatmospheric solar irradiance
q = Solar zenith angle in radiance
In optical satellite data such as Landsat 8 OLI images, cloud cover is an obstacle for 
obtaining information, especially in land and forest fires, from satellites within Kalimantan 
area. Satellite images are sometimes covered by clouds and smoke haze. Cloud cover 
becomes a barrier because optical energy cannot penetrate it (Richards, 2009). Cloud 
cover cannot be removed because when it is removed, it will not replace the value that 
corresponds to the current surface conditions. Cloud cover is also difficult to mask (cloud 
masking) because some hotspot areas are areas located on high cloud cover. Cloud cover 
is feared to contribute in covering the hotspot to be observed. It is strongly recommended 
for further research to use satellite imagery able to overcome various limitations in this 
research such as high cloud cover. Radar imagery can be used for research on forest fires 
and burned land (Rodionova, 2016; Sugardiman, 2007) but it is necessary to pay attention 
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to the wavelength used by the radar imagery as well as access and availability to the public. 
Radar imagery likely to be used with open access is Sentinel-1 because it uses a C-band 
wavelength with a width of 250 km coverage (ESA, 2014).
  
Processing of NBR and NDVI Indices. The normalized burn ratio in Landsat 8 images 
were calculated for the classification of the burned area. The burned area was identified 
based on the threshold value (t) where the threshold used to determine the burned area 
was μ-1σ. The general formulas used to obtain the NBR (Key & Benson, 1999) and NDVI 
values (Huete et al., 2002) are as follows:
NBR= [3]
NDVI=
[4]
Where:
NIR = Reflectance Band 5 from Landsat 8 OLI
SWIR = Reflectance Band 6 from Landsat 8 OLI
RED = Reflectance Band 4 from Landsat 8 OLI
Separation of Burned Forests and Unburned Forests
Separation of burned and unburned forests is (Key et al., 1999; Viedma et al., 1997):
ΔNBR=𝑁𝐵𝑅(pre-fire) − 𝑁𝐵𝑅(post-fire) [5]
ΔNDVI=NDVI(pre-fire) −NDVI(post-fire) [6]
Assumptions used: burned forests have a higher vegetation index in pre-fire than post-
fire, so the delta index is positive (positive ΔNBR or ΔNDVI).
Burned Area Identification
The burned area was identified based on the μ-1σ threshold model. A pixel (Xij) is 
stated as the burned area if it meets the following requirements:
Xij<tBA [7]
Where tBA is the threshold value of a pixel stated as the burned area
RESULTS 
Hotspot Distribution Analysis
The number of hotspots in the research area was 42 points occurred in August-September 
2017. These hotspots were used as research samples based on the lack of cloud and cloud 
shadow disturbances on Landsat 8 OLI images, making them be a representative sample 
for hotspots in this research. Table 1 presents the hotspot locations in this research.
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Table 1
Hotspot locations in South Kalimantan Province  
Regency District Village Hotspot
Banjar Aranio Belangian 1
Banjar Aranio Benua Riam 1
Banjar Aranio Rantau Bujur 2
Banjar Aranio Tiwingan Lama 1
Banjar Astambul Minggu Raya 2
Balangan Awayan Ju'uh 1
North Hulu Sungai Babirik Pajukungan 1
North Hulu Sungai Babirik Sungai Papuyu 2
Tapin Bakarangan Gadung 6
Banjarbaru City Banjar Baru Sungai Besar/Sungai 
Ulin
2
TanahLaut Bati – Bati Pandahan 1
South Hulu Sungai North Daha Hakurung 3
Banjar Karang Intan East Awang Bangkal 1
Banjarbaru City Landasan Ulin Guntung Payung 1
Banjarbaru City Landasan Ulin West Landasan Ulin 1
Banjarbaru City Landasan Ulin Central Landasan 
Ulin
2
Banjarbaru City Landasan Ulin East Landasan Ulin 2
South Hulu Sungai Loksado Hulu Banyu 1
South Hulu Sungai Loksado Lumpangi 1
South Hulu Sungai Loksado Muara Ulang 1
Banjar Martapura Akar Bagantung Ulu 1
Banjar Martapura Sungai Batang Ilir 2
Banjar Martapura Tangkas 2
Banjar Pengaron Alimukim 1
Banjar Pengaron Antaraku 1
Tapin Piani Batung 1
Tapin Piani Pipitak Jaya 1
Number of hotspots 42
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Based on hotspot samples in the research area during August 5, 2017- September 21, 
2017, the highest incidence occurred on September 8, 2017 of 11 hotspots with a confidence 
level of > 80% in the research location (Figure 3). The lowest incidence occurred on August 
27, 2017, September 1, 2017 and September 20, 2017 of 1 hotspot with a confidence level 
of > 80% in the research location (Figure 3).
Figure 3. Number of hotspots in South Kalimantan Province
In Figure 4, the true color composite of Landsat 8 OLI images in time series on August 
11, 2017 and October 6, 2017 in South Kalimantan Province is presented. Based on visual 
analysis on the time series of the true color composite, it can be seen that there was a change 
in the forests from green vegetation to exposed soil on August 11, 2017 and October 6, 
2017 in the areas marked with a red circle.
Based on the Landsat 8 OLI images in time series shown in Figure 4, the pre- and 
post-fire forest vegetation on August 11, 2017 and October 6, 2017 can be obtained. Figure 
5 presents the pre- and post-fire data.
Details of the pre- and post-fire forest conditions can be seen in Figure 5. To understand 
the hotspot conditions in 2017 in the research location, Figure 6 shows the results of the 
hotspot plot on August-October 2017 in the research location. The hotspot plot is marked 
with a red point. The hotspot distributions from Modis Terra/Aqua, NOAA19, and LPN-
NPP data are presented below. That period was the period of forest fires around the research 
location.
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Figure 4. True color composite of the Landsat 8 OLI images in time series on August 11, 2017 and October 
6, 2017 in the research location
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Analysis of Changes in Spatio-Temporal Hotspots
Based on hotspot data, Landsat 8 OLI data, and visual analysis at the research location, 
ΔNBR and ΔNDVI analysis were divided into 2 parts: pre-fire data on August 11, 2017 
and post-fire data on September 6, 2017. Spatio-temporal hotspots in the research location 
changed in value during the pre-fire and post-fire process. The pre-fire NBR values were 
relatively higher compared to the post-fire NBR values. In Figure 7, the ΔNBR graphic 
shows that the difference between pre-fire and post-fire conditions tended to be dominated 
by positive ΔNBR values. The number of positive ΔNBR values was 32 samples. Negative 
ΔNBR values indicated increased vegetation productivity following a fire. The number of 
negative ΔNBR values was 10 samples. The highest ΔNBR value was 0.229954596 in Raya 
Village, Aranio District, Banjar Regency, while the lowest ΔNBR value was -0.212095 
Pre-fire condition 
on August 11, 2017
Post-fire condition
on September 6, 2017
Figure 5. Pre- and post-fire forest conditions from Landsat 8 data record on August 11, 2017 and 
September 6, 2017
Pre-fire forests
August 11, 2017
Post-fire forests
September 6, 2017
Figure 6. Overlay of pre-fire hotspot data on August 11, 2017 and post-fire hotspot data on September 6, 
2017 (Red hotspot is a hotspot sample from Modis Terra/Aqua, NOAA19, and LPN-NPP)
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in Gadung Village, Aranio District, Banjar Regency. The graphic of NBR value changes 
before and after land and forest fires is shown in Figure 7 and the graphic of ΔNBR is 
presented in Figure 8.
The pre-fire NDVI values were relatively higher than the post-fire NDVI values. In 
Figure 8, the ΔNDVI graphic shows that the difference between pre-fire and post-fire 
conditions tended to be dominated by positive ΔNDVI values which indicated more 
severe damage. The number of positive ΔNDVI values was 35 samples. Negative ΔNDVI 
values indicated an increased vegetation productivity following a fire. The number of 
Figure 7. The Graphic of NBR value changes before and after forest fires
Figure 8. The ΔNBR values in the research area
Monitoring Post Forest Fire Changes 
1117Pertanika J. Sci. & Technol. 27 (3): 1105 - 1120 (2019)
Figure 9. The graphic of NDVI value changes before and after forest fires
Figure 10. The ΔNDVI values in the research area
negative ΔNDVI values was 7 samples. The highest ΔNDVI value was 0.287900001 in 
East Landasan Ulin Village, Landasan Ulin District, Banjarbaru City, while the lowest 
ΔNDVI value is -0.175138026 in Akar Bagantung Ulu Village, Babirik District, North 
Hulu Sungai Regency. The graphic of NDVI value changes before and after land and forest 
fires is shown in Figure 9 and the graphic of the ΔNDVI values is presented in Figure 10.
DISCUSSION
Through processing and analysis, the ΔNBR and ΔNDVI methods can be an alternative 
way to monitor forest burning. The pre-fire NDVI values were relatively higher than the 
Deasy Arisanty, Sidharta Adyatma, Muhammad Muhaimin and Aswin Nursaputra
1118 Pertanika J. Sci. & Technol. 27 (3): 1105 - 1120 (2019)
post-fire NDVI values. Some studies also show similar results. van Leeuwen et al. (2010) 
research indicated changes in the post-fire NDVI value. Tonbul et al. (2016) research 
indicated that the NDVI value in the burned area had decreased from 0.48 to 0.17.
The pre-fire NBR values were relatively higher compared to the post-fire NBR values. 
The research conducted by (Parwati et al., 2012) showed that NBR had a higher value in 
pre-fire rather than in post-fire condition. This statement is in accordance with the results 
obtained in this research. Thus, the use of NBR index is very appropriate for studying the 
post-fire forest condition.
Some studies have been able to classify the burn severity level (Kumar et al., 2008). 
Classification accuracy of burn severity can be produced and improved by increasing the 
spatial resolution of images (e.g. SPOT 5, Sentinel 1, and Sentinel 2) (Kumar et al., 2008). 
Landsat 8 OLI/TIRS has longer spectral bands. The use of the NBR index using the SWIR 
band makes Landsat 8 OLI/TIRS more preferred than other imagery without the SWIR 
band (Vermote et al., 2015). Landsat 8 OLI/TIRS is very suitable for monitoring forest fires.
CONCLUSIONS
Monitoring of the burned forest in South Kalimantan (the research area) had been carried 
out based on the analysis of Landsat 8 OLI data through the ΔNBR and ΔNDVI indices. 
Both NDVI and NBR had higher values in pre-fire than in post-fire conditions. On the 
burned forests, the ΔNBR index showed a higher value than the ΔNDVI index, while in 
forests without burning activity, the ΔNBR index value was lower than ΔNDVI. It showed 
that the burned forests had a lower humidity level than the unburned forests. The forests’ 
conditions can be represented well through the ΔNBR index using the SWIR band which 
is very sensitive to vegetation water content. Further development from this research is to 
identify the threshold value of the burned forests.
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ABSTRACT
This study attempts to develop a soil moisture measurement system with a monopole 
antenna sensor, mini-VNA Tiny and a mobile phone respectively. The mini-VNA Tiny is 
a compact vector network analyzer (VNA) with a USB connection to a smartphone or a 
tablet. There are 17 sets of data which have been collected from 15 different spots with 
varying soil moisture content. The actual moisture content on site was collected from 
TRIME-PICO 64/32 sensor. Upon collection, it was necessary to calibrate the resistance 
obtained from the mini-VNA between 1 MHz and 3 GHz. The data obtained from the 
study shows that the resonances of the antenna resistance shift to the left on the frequency 
spectrum as moisture content increases. A linear model relating the resistance and actual 
moisture content was developed from this study with coefficient of determination (R2) 
value of 0.723 at 13 MHz. This value is much less than the anticipated R2 = 0.95 for 
accurate measurement of soil moisture with monopole antenna at microwave frequency. 
This could be due to the 0.60 cm thickness 
of the monopole antenna which may not 
be suited for soil moisture measurement. 
Nonetheless, this study demonstrates the 
potential application of an inexpensive and 
portable mini-VNA Tiny and smartphone 
system for sensing applications. 
Keywords: Monopole antenna, resistance, sensor, soil 
moisture, VNA
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INTRODUCTION
Water is one of the most important components of soil especially for the growth and health 
of plants. Water content or soil moisture can be regarded as an indicator to determine 
how much water is present in soil (Kalita et al., 2016). Water content in soil is subject to 
seasonal changes (Illston et al., 2004) and climate change (Várallyay, 2010). In addition, 
it is also vulnerable to pollution due to anthropogenic activities such as improper waste 
disposal (George et al., 2014), among others.
On-going research and general interest in soil science require substantially accurate and 
quantifiable methods of measuring soil moisture. Presently, one of the most widely-accepted 
non-destructive methods of measuring soil moisture is by means of electromagnetism, 
specifically time domain reflectometry (TDR) (Souza et al., 2003; Topp & Davis, 1985; 
Topp et al., 1980). In fact, various TDR type soil moisture probe sensors are developed and 
sold under different brands such as the Trime Pico 32 sold by IMKO Micromodultechnik 
GmbH.
Even though standard professional instruments such as Trime Pico 32 can offer an 
accurate measurement of soil moisture, they are also quite expensive. McCracken and Yoon 
(2016) reported that the high cost of scientific instruments was detrimental for effective 
environmental monitoring and protection in developing countries. To address this problem, 
Sagasti (2004) recommended replacing expensive conventional scientific instruments with 
more affordable “virtual” alternatives made possible by advances in computing technology. 
Therefore, this study aims to utilize one of the latest miniature technologies in 
electromagnetics, namely the mini vector network analyzer (miniVNA), for soil moisture 
measurement in an attempt to minimize costs. MiniVNA is a big leap in electromagnetic 
technology, having a size that fits into an average human palm at a fraction of the cost 
of standard table-top VNAs. However, understandably, miniVNA has a limited range of 
operating frequency compared to table-top VNA due to its small electronics. A past study 
found that miniVNA functions as effectively as table-top VNA in terms of resonance 
frequency measurement despite its small size (Rai, 2015). This study could be the first to 
utilize this technology specifically for soil moisture measurement.
MATERIALS AND METHODS
Fundamental Theory of TDR
TDR measurement deals with the discontinuity in the microwave or radio frequency 
transmission medium. Consider an example shown in Figure 1 where a wave is propagating 
through a transmission line with two different impedance characteristics (Z). When the wave 
reaches the boundary represented by the dashed line, some of its energy will be reflected 
back to the source and some will propagate through the boundary. The reflected energy 
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can be measured; hence, the term reflection coefficient (Γ) is defined as the ratio of the 
reflected wave (E-) and the incident wave (E+) respectively (Pozar, 2006):
Where Z is a complex number consisting of resistance, (R) as the real component and 
reactance (X) as the imaginary component. A VNA is a device that measures reflection 
coefficient and impedance of an antenna. 
Figure 3. The diagram of the telescopic antenna 
(not to scale)
Figure 1. Transmission line theory
Figure 2. Telescopic VHF radio antenna attached 
to the miniVNA Tiny
Experimental Setup
The miniVNA Tiny used in this study had been developed and sold by Mini Radio Solutions 
(MRS). This device was developed mainly for the purpose of checking radio and antennas 
for ham communication from the high frequency (HF) to super high frequency (SHF) range. 
Indeed, miniVNA Tiny operates between 1 MHz and 3 GHz operating frequency with a step 
of 10 Hz. It can be used for impedance between 1 and 1000 Ohm. A smartphone was needed 
to power miniVNA Tiny as well as to obtain the measured data. The application to operate 
miniVNA Tiny was downloaded from Google Play. The antenna for the sensor probe was 
a standard 0.60-cm thickness telescopic very high frequency (VHF) radio communication 
monopole antenna with the tip removed for better soil penetration as depicted in Figures 2 
and 3. This antenna can be easily obtained from either physical or online electronic stores. 
A monopole antenna is an obvious choice since it is simple, inexpensive and can easily 
penetrate soil. The antenna used in this study is also sufficiently rigid to withstand pressure 
from dense soil. In addition, a monopole antenna was used in past studies to measure soil 
Zhang Qiwei1, Mohamad Faiz Zainuddin, Ahmad Fahad Ahmad, Susan Jabbar Obays and Zulkifly Abbas
1124 Pertanika J. Sci. & Technol. 27 (3): 1121 - 1129 (2019)
moisture (Denoth, 1995; Sagnard et al., 2009). A 50 Ohm cable was used to connect VNA 
with the antenna probe. The “true” soil moisture was determined with the professional de-
facto standard IMKO Trime Pico 32 probe. Figures 4 and 5 show the experimental setup 
and the standard probe. 
MiniVNA Tiny was used to measure the resistance of the antenna probe when inserted 
into the soil. Figure 6 shows the measurement of the antenna resistance with miniVNA Tiny. 
For every new measurement, the antenna probe was cleaned of any moist and debris before 
a new measurement was taken. A total of 18 sets of measurements was collected around 
the pond near the Faculty of Environmental Studies in the UPM main campus between 
August and November 2016. The “true” values of soil moisture, obtained from the Trime 
Pico probe (as mentioned in the preceding section), were needed to calibrate with the 
Figure 5. Measuring soil moisture with the 
standard probe 
Figure 4. Experimental setup diagram
Figure 6. Measuring antenna resistance
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antenna probe resistances. Note that the resistance was calibrated with soil moisture only. 
The ratio of sand, silt and clay was measured so as to determine the consistency of soil 
samples in the study area which would be discussed in the results and discussion section. 
The measurements were taken with the assumption that there was no subsurface metal 
object or huge cavities in soil or other factors which could significantly impact upon the 
resistance of the antenna and hinder the accuracy of Trime Pico probe readings.
RESULTS AND DISCUSSIONS
Soil Texture Determination
This step is important in order to determine the extent to which the soil texture in the study 
area is consistent or not. If the soil texture in the study area is not consistent, it cannot be 
determined for certain that soil texture does not significantly impact upon the readings of 
the antenna. Three samples were collected from the area and the compositions of sand, 
silt and clay of the samples were determined by using the standard hydrometer procedures 
(Bouyoucos, 1936). It was found that all samples had consistent compositions as tabulated 
in Table 1, indicating that the type of soil in the area was sandy loam according to the 
standard United States Department of Agriculture (USDA) soil classification system. 
Therefore, the antenna resistance would only be calibrated with soil moisture since the 
composition of soil in the study area is consistent.
Table 1
Composition of sand, silt and clay for all samples
Sample 1 Sample 2 Sample 3
Clay 6.10% 4.55% 6.06%
Silt 27.2% 22.75% 19.7%
Sand 66.7% 72.7% 74.24%
Type Sandy loam Sandy loam Sandy loam
Antenna Resistance
Figure 7 shows the variations of antenna resistance for the purposes of measuring soil 
resistance. Only the resistance of the antenna is considered for analysis in this study. The 
reactance, impedance, reflection coefficient and phase angle of the monopole antenna 
were not considered due to time restrictions of the project. The multiple resonance peaks 
observed in the plot can be attributed to the mismatches between the impedance of the 50 
Ohm cable and the impedance of the antenna and the soil combined (Pozar, 2006). It can 
be observed that, in general, these resonance peaks shift toward the left as soil moisture 
increases since moisture impacts the impedance of both antenna and soil as explained in 
(Denoth, 1995; Kupfer, 2005; Sagnard et al., 2009). These shifts can generally be significant 
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at certain frequencies and less significant at other frequencies since the performance of any 
antenna depends heavily on operating frequencies (Balanis, 2005). Note, however, that 
the antenna is fabricated for radio communication in the VHF region as stated earlier and 
not specifically for soil moisture measurement.   The plot in Figure 7 is useful in order to 
study the relationship between monopole probe resistance and soil moisture respectively. 
A numerical calculation to model the performance of the antenna is outside the scope of 
this research.
Further analysis reveals that the strongest correlation between resistance and soil 
moisture was found at the operating frequency of 13 MHz. This could be due to the fact that 
the dielectric constant and loss factor of water are the highest and the lowest, respectively, 
at low frequency, f < 100 MHz (Kupfer, 2005). This frequency (13MHz) is also well 
within the range of bound-water relaxation frequency (which is also true for other field 
and remote soil moisture sensing (Escorihuela et al., 2007). The impact of bound-water is 
more pronounced in clay since it retains more water compared to sand and clay. Therefore, 
since the percentage of clay at the study area is low, the impact of bound-water on soil 
moisture measurement might not be significant (Owe & Van de Griend, 1998). 
A linear calibration model relating resistance and soil moisture was established at 13 
MHz as well as shown in Figure 8. Other types of regression models yielded much less 
value of R2. The coefficient of determination of the calibration model was found to be 
Frequency (Hz)
R
es
is
ta
nc
e
Figure 7. The variations of monopole probe resistance (Ohm) against frequency (Hz) for different soil 
moisture (%)
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0.723. Unfortunately, this coefficient is much less than the anticipated value of 0.95 and 
is not sufficiently high for practical soil moisture measurement as has been demonstrated 
in other studies (Hernandes et al., 2018; Pichorim at al., 2018). This could be due to the 
fact that the antenna probe used in this study is not specifically designed for measuring soil 
moisture but for radio communication. Even though the antenna probe can easily penetrate 
soil and is sufficiently rigid, it is apparent that losses due to the mismatch between the 
antenna probe and a 50 Ohm cable outweigh any benefits. In order to minimize these losses, 
a custom-made monopole antenna probe is recommended, having similar dimensions with 
the standard IMKO Trime Pico 32 probe. 
Figure 8. The variation of soil moisture against resistance at 13 MHz and calibration equation relating to 
soil moisture and resistance
CONCLUSIONS
This study demonstrates the use of MiniVNA Tiny, a smartphone and a monopole antenna 
probe to determine soil moisture at the specified location. MiniVNA Tiny was considered 
in this study as an affordable VNA through which to power the antenna probe and measure 
antenna probe resistance. This device is also substantially small and light and can be carried 
to the field for measurement. A calibration model relating antenna probe resistance and 
true soil moisture was developed based on measured data. Even though the accuracy of the 
model is not sufficiently high for practical measurement of soil moisture, improvement in 
the antenna probe design could reduce losses in the transmission line; thereby improving 
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the accuracy of the model. Nonetheless, this study has shown that there is great potential for 
MiniVNA Tiny to be used as an affordable, small, light and portable VNA for determination 
of moisture content of moist materials such as fruits and latex, among others.
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ABSTRACT 
The wideband frequency spectrum, such as UWB, also consists some narrowband services 
like WiMAX and WLAN. Therefore, the possibility of interference between wideband and 
the narrowband services increases. Generally, an additional filter is used to overcome the 
interference issues, but, the use of additional filter increases the cost and complexity of 
the system.  Earlier, a truncated patch antenna with C-shaped slot has been proposed to 
optimize the cost and complexity, but, it fulfils the band rejection requirement for WLAN 
(5-6 GHz), while, it does not support the reconfigurability. An optimized planar ultra-
wideband (UWB) antenna with WLAN band-reconfiguration characteristic fed by a 50 Ω 
coplanar waveguide (CPW) has been proposed in this paper. In this proposed structure, the 
truncated metal patch consists two additional symmetrical open stubs and the patch and the 
stubs are connected through MEMS switches to achieve the reconfigurable property. The 
overall dimension of the antenna is 19×18×1.6 mm3 and integrated on FR4 substrate. The 
proposed design has shown wideband impedance matching in terms of radiation pattern 
and gain along with reconfigurability.  
Keywords: Band-notched UWB antenna, coplanar waveguide (CPW), C-shaped slots, frequency reconfigurable, 
LCR circuit, MEMS switch
INTRODUCTION
The reconfigurable, printed monopole 
antennas for multiband and wideband 
applications are in great demand now a days, 
due to their compact size, omnidirectional 
radiation pattern, unipolar configuration, 
wide impedance bandwidth and low power 
consumption. Since, some of the active 
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narrow band services, such as, wireless local-area network (WLAN) IEEE802.11a operating 
in the 5 GHz to 6 GHz band and WiMAX operating in the 3.4 GHz to 3.8 GHz are existing 
in the UWB range as per the first report and revised order of part 15 of the commission’s 
rule FCC 02-48 (Federal Communications Commission, 2002), therefore, the co-existing 
bands create the interference and it needed to be dismissed to minimize the interference. 
Hence, the antenna systems become complex and costly, due to the use of additional filters 
(Zaker et al., 2008; Cho et al., 2006; Lee et al., 2006). Many more design structures and 
methods have been reported regarding the printed UWB antenna (Liang et al., 2005; Song 
et al., 2010; Ray & Tiwari, 2008). The UWB antennas have the filtering property at 5 GHz 
– 6 GHz and are used to minimize the interference. A compact dual band notched CPW 
fed planer UWB antenna with notching at 3.4 GHz (3.3–3.8 GHz) and 5.5 GHz (5–6 GHz) 
has been proposed by Chu and Yang (2008). The radiating patch of the proposed antenna 
has the dual band notch feature, which is obtained by introducing the two C-shaped slots. 
A good wideband impedance matching in term of radiation pattern and gain has been 
observed, but, the antenna does not offer the reconfigurable property (King et al., 2013; 
Yan et al., 2014; Singh et al., 2016; Qiu et al., 2013; Khalichi et al., 2013; Singh et al., 
2017). Due to the attractive advantages of coplanar waveguide (CPW) feed line such as, 
lesser dispersion characteristics at higher frequencies, wider impedance bandwidth and ease 
combination with active devices, over the conservative microstrip feed lines (Anderson 
et al., 2005; Das et al., 2012), a coplanar waveguide feed line technique has been used for 
the design of reconfigurable printed monopole antenna in this work (Kishan et al., 2012; 
Zivkovic & Scheffler, 2013)
A single band notched with wideband/narrowband frequency reconfigurable antenna 
has been reported in this work for UWB application. Two identical compact rectangular 
slots have been introduced in ground plane of proposed antenna to enhance the impedance 
bandwidth. Furthermore, to enhance the impedance bandwidth, the slot width and the 
feed position are also important parameters. The higher bandwidth could be achieved by 
using wider slots, while the good impedance matching can be achieved by an optimal feed 
position. The proposed design has a C-shape slot in radiating patch to achieve the frequency 
notching at 5.5 GHz and to get the frequency reconfiguration at the same band (5.5 GHz) the 
two symmetrical open stubs of length  λ/4 of 5.5 GHz, which are connected with radiating 
patch through the MEMS switches have been introduced (Gupta et al., 2008; Kim et al., 
2006). The proposed antenna has been designed and simulated using HFSS v14 tool. 
MATERIALS AND METHODS
The dimensions of the proposed design are given in Table 1. The length ‘T1’ and width 
‘W1’ play important role in setting up the wideband impedance bandwidth of the antenna 
system (Chiu et al., 2012). The dimension ‘T1’ and width ‘W1’ are taken half wavelength of 
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lower frequency (3.1GHz) for the FR4 substrate. The substrate height is 1.6 mm, dielectric 
constant is 4.4 and loss tangent is 0.02. The optimization for the said parameters has been 
done for the most suited impedance bandwidth and quality factor (Q). The wideband/
narrowband frequency reconfigurable property depends on the position of integrated RF-
MEMS switches position i.e. ON or OFF, and also helps to minimize the interference level 
between WLAN and UWB. 
RESULTS AND DISCUSSION
The structure of proposed monopole antenna with rectangular slotted ground plane without 
notch/reconfigurability is shown in Figure 1 (a). The rectangular slots in ground plane 
provide the additional path for current, which helps to enhance the impedance bandwidth. 
The variation in impedance at input, causes by the variation in inductance and capacitance. 
The VSWR for the proposed design has been simulated with and without rectangular slots 
in ground plane shown in Figure 2. It was observed from the simulated VSWR that these 
slots played the important role to enhance the impedance bandwidth of the structure. 
Table 1
Optimised parameters of proposed antenna
Parameters Dimensions Parameters Dimensions 
H 2 mm W3 4.5 mm
T1 18 mm W4 1 mm
T2 12 mm W5 3 mm
T3 10 mm g 0.5 mm
T4 1.86 mm tt 2.6 mm
T5 7.57 mm tt2 7.6 mm
W 6.5 mm ww 2.9 mm
W1 19 mm t1 0.3 mm
W2 7 mm Θ 48º
The geometry of the proposed UWB antenna with notch feature and the integration 
of RF-MEMS switches to achieve the frequency reconfigurable property has been shown 
in Figure 1 (b) and Figure 1 (c) respectively. The relation between notch frequency and 
length of the slot is given in equation (1). 
2 .notch reff
Cf
L ε
=      (1)
There is no further tuning in dimension is required of Figure 1(a), even after the 
integration of C-shaped slot for band notching and the open stubs for the frequency 
reconfiguration.
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Figure 1. Proposed structure of the antenna (a) without notch (b) with notch and (c) with open stubs for 
frequency reconfiguration
(a) (b)
(c)
Figure 2. Simulated VSWR of antenna, shown in Figure 1 (a) with and without rectangular slots in ground 
plane
Without-slot
With-slot
V
SW
R
Frequency (GHz)
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0 3        4          5        5.5       6         7         8         9         10      10.6 
Both lengths of slots and open stubs are the same. The C-shaped slot length is 18.6 mm 
and the stubs length is also 9.3×2=18.6 mm, which have been obtained from equation (1). 
Based on the aforesaid concept, Figure 3 shows the simulated current distributions in the 
antenna structure at different frequencies. 
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It was observed that the at 3.5 GHz and 8GHz, the current was distributed along the 
feed path and the radiating patch as depicted in Figures 3 (a) and (c), while at 5.5 GHz, 
the current was distributed in C-shaped slot in patch and in region of open stubs as shown 
in Figure 3 (b). This indicates that a destructive interference occurs in the antenna system 
for the excited surface. This also indicates the impedance mismatch due to large reflection 
at the desired notched and reconfigurable frequency near the feed-point. 
Figure 3. Current distributions in antenna at frequencies (a) 3.5 GHz, (b) 5.5 GHz and (c) 8 GHz
(a) (b)
(c)
Figure 4. Comparison of simulated VSWR for the antenna structures, shown in Figure 1 (a, slotted ground 
plane), 1 (b) and 1 (c)
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The simulated VSWR for the antenna design shown in Figure1 (a), (b) and (c) have 
been shown in Figure 4. It was observed that, the C-Shaped slot and the open stubs had 
efficiently introduced the desired filtering capacity and frequency reconfigurable property 
in the proposed antenna system without introducing any additional filter. The VSWR of 
the proposed design, shown in Figure 1 (b) with the variation of W4, Θ, W5 and H had 
been simulated and shown in Figures 5, 6, 7 and 8 respectively. 
It was observed from the results shown for the proposed design that the single band-
notched characteristics at 5 GHz to 6 GHz for the antenna was obtained along with its 
frequency reconfigurable property. Apart from this, it was also observed that the design 
showed a good impedance matching in UWB band.
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Figure 5. The VSWR with variation of W4 of proposed design shown in Figure 1 (b)
Figure 6. The VSWR with variation of Θ of proposed design shown in Figure 1 (b)
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Since, the UWB system works in pulse communication, therefore, a constant group 
delay become an essential parameter to evaluate for the wideband system. The group delay 
for wideband system must be linear or the variation must be lie in the acceptable range, 
which should be less than ±1.5 ns. The simulated phase response (group delay) of designs 
given in Figure 1 (b) and 1 (c) have been shown in Figure 9. The simulated result is also 
validated by the measured result. It was observed that the variation in group delay for the 
antenna design shown in Figure 1 (b) and Figure 1 (c), was out of acceptable range (more 
than 4 ns) in notched/reconfigurable band. However, in the remaining frequency part, the 
group delay variations was within the acceptable range. The aforesaid facts are showing 
the non-linear behaviour of the proposed design, which is suitable for notch/reconfigurable 
frequency band. Also, the simulated and measured gain for design shown in Figure 1 (a), 
1 (b) and 1 (c) has been shown in Figure 10, and it was observed that the variation of gain 
in the UWB band was 4 dBi to 8.5 dBi, except in notch/reconfigurable band. 
Figure 8. The VSWR with variation of H of proposed design shown in Figure 1(b)
Figure 7. The VSWR with variation of W5 of proposed design shown in Figure 1 (b)
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Figure 11. Far-field radiation patterns for the proposed antenna shown in Figure 1(c) at different 
frequency (a) at 3.5 GHz, (b) at 8 GHz, and (c) at 10 GHz
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Figure 9. Simulated and Measured Group delay antenna for the antenna design shown in Figure 1 (b) and 1(c)
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A clearer picture using simulated and measured E-plane radiation pattern at different 
frequency are presented in Figure 11 (a), 11 (b) and 11 (c).  It is observed that, E-plane 
radiation patterns at 3.5 GHz, 8 GHz and 10 GHz has nearly omnidirectional like normal 
monopole antennas.
Equivalent Circuit Model
Electrical Equivalent for Impedance of Radiating Patch. An equivalent circuit model 
for proposed frequency reconfigurable/band-notched UWB antenna has been presented. 
Conceptually, a CPW can be assumed as a transmission line which is having characteristic 
impedance Z0. To reduce the complexity, the radiating patch of the antenna has been 
represented by several parallel connected LCR cells which are connected in series as shown 
in Figure 12 and the C-shape slot/open stubs are modelled as a series stub as shown in 
Figure 15 (Vuong et al., 2007; Wadell, 1991).
Figure 12. Equivalent electrical representation for radiating patch of proposed UWB antenna
Each LCR segment of UWB antenna has been connected in series. The input impedance 
for single LCR segment is given by the equation (2), 
      (2)
The input impedance of equivalent circuit for UWB antenna is given by the equation 
(3), 
    (3)
Here, the real part of the input impedance is considered to realize the UWB antenna 
and to determine the values of LCR, and the equation (4) is used for this.
   (4)
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The curve fitting method has been used to evaluate the values of Rp, Lp, and Cp. The 
real part of eq. (4) is used to obtain the impedance values at different frequencies and it is 
obtained from the simulation (Vuong et al., 2007). 
Figure 14. Fabricated prototype of the proposed antenna encapsulating a C-shaped slot and L-shaped 
symmetrical open stubs
Figure 13. Surface current distribution for the C-shaped slot and open stubs (ON state of MEMS switch) 
of antenna at 5.5 GHz
The current distribution path in proposed design is shown in Figure 13 at 5.5 GHz. In 
case of C-shape slot, the top of the slot becomes short circuited and offer a low impedance 
path, while, the bottom of the C-shape slot becomes open circuited and offers a high 
impedance path. In case of L-shape open stubs, the L-shaped open stubs provide a low 
impedance path at the connecting point with the radiating patch, while, a high impedance 
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path at the top of the stubs. The aforesaid facts clearly explain that the variation in the 
impedance creates an impedance mismatching at 5.5 GHz. The C-shaped slots and the 
L-shaped symmetrical open stubs have been shown in the Figure 14.
Electrical Equivalent for C-Shaped Slot and Open Stubs. The sizes for the C-shaped 
slot and L-shaped open stubs have been chosen very precisely and in such a way that the 
total length of the slot and stubs be equal to the half wavelength of frequency 5.5 GHz. 
As discussed in previous section, that C-shaped slots provides a high impedance path at 
feed point of the antenna and also shown in Figure 13. Therefore, input impedance is very 
high at the feed point of the antenna and it is equivalent to the transmission-line-like mode. 
Hence, the C-shape slots and the on state of MEMS switches can be modelled as series stub 
transmission line (Singh et al., 2016). The electrical equivalent for the radiating element 
of the antenna and the electrical equivalent of C-shaped slots and symmetrical open stubs 
have been combined together and form the electrical equivalent for proposed single band 
notched frequency reconfigurable UWB antenna, which is shown in Figure 15. 
Figure 15. Combined electrical equivalent for radiating element and the C-shaped slots and open stubs of 
the proposed antenna
Since, the characteristics impedance of the antenna should be of the order of 50 Ω 
throughout the band. Therefore, to validate the characteristics impedance of antenna 
over the operating band, the resistance and the reactance have been simulated separately 
(antenna structure and equivalent circuit model) and are shown in Figure 16 and Figure 
17 respectively. At 5.5 GHz, the resistance and reactance both are larger than 50 Ω, which 
represent an impedance mismatch and hence the antenna is limited not to radiate (or non-
responsible) at this frequency.
In addition, the comparison of simulated return loss and VSWR of the proposed antenna 
have been done with the electrical equivalent model which are shown in the Figure 18 and 
Figure 19 respectively. The VSWR is measured and also added to the comparison plot in 
Figure 19. The curves tendencies show that the proposed design is best suited for UWB 
band.
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Figure 16. Comparison of simulated resistance using antenna structure and equivalent circuit in Figure 15
Figure 17. Comparison of simulated reactance using antenna structure and equivalent circuit in Figure 15
Figure 18. Comparison between the simulated return loss (S11) of antenna structure and by the 
equivalent circuit model
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CONCLUSIONS
A compact and wideband/narrowband frequency reconfigurable antenna for UWB 
application has been designed and validated using the simulated and measured results. 
The matching bandwidth of the proposed antenna has significantly improved by adding a 
rectangular slot ground plane. It is also validated that the C-shaped slot in radiating patch 
much suitable for the band rejection/filtering of WLAN band, which significantly diminished 
the interference between the UWB and WLAN. Also, the role of two symmetrical L-shaped 
open stubs connected to MEMS switch has been validated and observed that the frequency 
reconfigurable property in the proposed antenna design has been introduced by the open 
stubs. The constant gain and stable radiation pattern have observed in desired band for the 
proposed design. Hence, the proposed antenna design has resolved the issue of interferences 
between the IEEE 802.11a systems coexist with UWB services. 
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ABSTRACT
Notably in the construction industry, procurement is evidently important and cannot be 
played down because it constitutes every phase of a project delivery system. The low-bid 
system has remained the most popular procurement system globally. In Nigeria, it lacks 
transparency and accountability. Therefore, the Nigerian Procurement system has shown a 
need to be stabilised by shifting risk and control to the expert who has the duty to act in the 
client’s best interest by adopting “Best Value Performance Information Procurement System 
(BVPIPS)” in contractor selection. This paper aims at identifying factors that can hinder the 
implementation of this innovative procurement system and their relative influence. A total 
314 questionnaires were distributed to 5 construction industry professionals in Nigeria they 
are: Architects, Quantity Surveyors, Civil 
Engineers, Builders and Services Engineers. 
The data collected were presented and 
analysed using: cross tabulation, exploratory 
factor analysis and mean score ranking 
using Statistical Package for Social Sciences 
(SPSS) version 24 and Microsoft Excel 
respectively. Likert scaling was used to 
measure the level of agreement of the 
respondents. The paper found out that the 
social factor, political factor, procurement 
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environment factors and the cultural factor in the construction industry ranked 1, 2, 3 and 
4 respectively and which factors have a very strong relative influence on hindering the 
implementation of BVPIPS in the Nigerian construction industry. The implication of this 
study is, to help construction practitioners, researchers, academics, industry players, and 
other stakeholders to look into the significant issues that can hinder the implementation 
of PIPS in Nigeria and make better the delivery of projects in the construction industry. 
Therefore, these factors identified should be considered and precautionary measures taken 
when implementing BVPIPS in the Nigerian construction industry so as to accommodate 
innovative approaches such as BVPIPS to improve project delivery in Nigeria.
Keywords: Best Value Performance Information Procurement System (BVPIPS), construction industry, 
innovation, Nigeria, performance, procurement methods, project delivery value 
INTRODUCTION
For years past in the construction industry lots of changes have occurred. Different project 
delivery systems were suggested which include the traditional (lowest-bid), design-
bid-build and Construction Management at risk (Kashiwagi et al., 2004). The different 
types of procurement methods available today were developed from the need to improve 
project delivery in construction, that is, projects being completed within budget and time 
(Babatunde et al., 2010). The procurement methods are being emphasised particularly on 
optimising all the key performance indicators (KPI) involved in project delivery; these are: 
time, cost and quality (Daniel, 2006). Acquiring projects within these limits has continually 
being a dare to the design team, the contractors, and managers of investments (Adesanya, 
2008). The Cooperative Research Centre for Construction Innovation (2004) found that, 
“traditionally, the procurement approach used focuses on the lowest-bid system which can 
be a timely process to produce the full contract documentation”. This is the most practised 
in Nigeria.
Turksi (2008) pointed that “the importance of contractor selection is mostly 
underestimated and neglected in construction”. Yawei et al. (2005) observed that selecting 
a contractor was a risk management process for the fact that the duly selected contractor 
should be proficient to bear portions of the project risks; as construction projects became 
more complex, so also was the contractor selection process. Therefore, based on these 
opinions by researchers, a need to make stable the procurement of construction projects 
in Nigeria, by, way of transferring the risk and control to contractors who must act in the 
best interest of the client by the use of “Best Value Performance Information Procurement 
System (BVPIPS)” in contractor’s selection should be considered. 
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The Best Value Performance Information Procurement System (BVPIPS) is more than 
just a procurement system. It is a frontline technology, business model and, a leadership 
model put together which focuses on factors other than just price, such as expertise 
and quality when choosing contractors. Hence, ascertaining a visionary position to the 
construction project right from its beginning (Nihas, 2016). In agreement PBSRG (2016), 
also asserted that BVPIPS process provides clients with a tool to identify and select the 
Best Value contractors for their projects, based on performance instead of just lowest 
price. Unlike other Best Value methods out there, PIPS also has mechanisms to measure 
the contractor’s performance throughout the duration of the project.
BVPIPS was originally developed by Prof. Dr Dean Takeo Kashiwagi, from Arizona 
State University as strictly, a selection process. The first test of the process was performed in 
1994 according to Kashiwagi, (2013). It was used, to select roofing systems and contractors 
for private organizations which included: Intel, IBM, and McDonald Douglas. This system 
was documented to have performed so well, for the roofing industry then, the system spread 
to other construction areas. 
BVPIPS has been transformed into four models which are: (1) selection Model, (2) 
Measurement Model, (3) Risk model and, (4) Management model (Kashiwagi et al., 2012). 
For the purpose of this paper, only the selection model is being discussed. 
The BVPIPS functions as a delivery structure for the optimisation of the supply 
chain which aligns resources to minimise the management, directing and controlling of 
the expert contractor, and increases accountability, transparency, and value in any project 
Kashiwagi (2017).
According to Kashiwagi (2017), the objective of the BVPIPS approach is:
1. To allow the systems and contractor to identify the best value contractor,
2. Use performance metrics and cost to identify and select the best value contractor,
3. Ensure that the best value contractor pre-plans and includes all stakeholder actions 
in his plan,
4. Hire a best value expert contractor who will track cost, time and quality deviations 
on the project,
5. Help to hire the experts who are paid the most and, minimize project cost through 
efficiency, 
6. Minimize transactions caused by decision making, direction and control of the 
expert contractor,
7. Transfer control of the project to the expert contractor’s project manager and,
8. Increase value and quality by minimizing project deviations.
This is the opposite of what is obtainable presently in the Nigerian construction industry. 
In selecting a contractor in the Nigerian construction industry, the lowest-bid which is the 
traditional procurement approach, is mostly utilised (Kadiri & Ogunkola, 2014; Alejo, 
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2015). Oladinrin et al. (2013) avowed that the Nigerian construction project execution 
was faced with a major problem of delay in their delivery also, the industry was faced 
with the challenges of cost overrun, declining level of client’s satisfaction, poor quality 
performance of the projects, time overrun and poor workmanship by contractor. Olatunji 
(2007) asserted that arguably, poor methods and procedures of selection of contractor 
could be linked to this.
However, these methods are not only biased; decisions on public contract awards are 
also, based on informal associations between contractors, public officials, and project 
teams. Thus, most of the models of assessment used for the selection of contractors are 
not based on value and merits of bids but on tender price and initial lowest bids, as well as 
other informal factors (Olatunji, 2007). In the world bank assessment of the year 2000, it 
pointed out that the procurement system in Nigeria lack transparency and accountability. 
This agrees with the former Chairman of the Nigerian Institute of Quantity Surveyors, 
NIQS, Lagos chapter, Mr Jide Oke, in Vanguard Newspaper by Njoku (2013), that the 
major problem facing the procurement of projects in Nigeria is corruption and lack of 
transparency in contract awards and execution. Unfortunately, Nigeria Public Procurement 
Act has not been able to achieve the primary objectives of transparency, accountability, 
and value for money (Familoye et al., 2015).
As a result of these challenges being faced by the Nigerian construction industry the 
Budget Monitoring and Price Intelligence Unit (Due Process) was created. It is the arm of 
the Federal Government mandated to inject probity into the country’s procurement system 
by, checking excessive use of discretionary power exercised by government officers in 
contract award (Adeyemi & Kashiwagi, 2014). Hitherto, the Due Process thus far, has not 
been able to come about with the necessary remedy that would actually solve or significantly 
improve poor procurement performance in the country (Adeyemi & Kashiwagi, 2014). 
Hence, a shift in paradigm from the lowest-bid procurement to the best value procurement 
by the use of PIPS technology is a possible remedy capable of disentangling corruption, 
collusion, fraud, bid rigging, ethical violations and negative headlines from developing 
countries’ procurement environment such as Nigeria instead of, advancing methods that 
only scratches the problems on the surface. 
This means that the BVPIPS is presently not in use or being practiced in Nigeria but, 
its implementation in Nigeria should be considered.
This new approach in best value procurement can bring about accountability and 
transparency. “The risk management orientation of the BVPIPS structure disengages 
relationships, inaccurate expectations, bureaucratic as well as political actions” (Adeyemi 
& Kashiwagi, 2014). The core benefit of Best Value is that “it identifies expertise as the 
only factor that can minimise the risk of non-performance and any attempt to manage and 
control a contractor is inefficient and costly” (Kashiwagi & Byfield, 2002). Therefore, it 
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will be important to identify those factors that can hinder its implementation in the Nigerian 
construction industry. Hence, this study targets at exploring factors capable of hindering 
the application of BVPIPS in the Nigerian construction industry and showing their relative 
influence on BVPIPS implementation.
LITERATURE REVIEW
Wan et al. (2005) specified that “innovation is a process that involves the generation, 
adoption and implementation of new ideas or practices within an organisation”. In 
concordance, Slaughter (1998) depicted innovation as the effective utilisation of 
significant change and refinement in a process, product, or system that was novel to 
the institution developing the change. From these views it is obvious that innovation 
brings about change and people fear change. There is a saying by Dostoyevsky (1998), 
which goes “taking a new step, uttering a new word, is what people fear the most”. 
Therefore, in implementing any innovative technology or approach comes with a lot of 
hindrances within an organisation or nation. According to Kashiwagi (2016), The Best 
Value Approach (BVA) is a change in paradigm. It replaces the owner/buyer’s decision 
making and management, direction and control (MDC) (traditional low-bid procurement 
approach) with the utilization of expertise. It is an approach which transfers the control 
of the project to the best value expert vendor/contractor. Kashiwagi (2016)also identified 
that, the best value performance information procurement system (BVPIPS) was a ‘value 
based’ approach that procured and delivered best value services. Hence, being a value 
based approach it is more widely accepted that the term value management (VM) being 
an innovative approach can be used to represent other related value methodologies (Shen 
& Liu, 2003). Therefore, some researchers in VM have identified factors that can hinder 
the implementation of such innovative approaches these factors are shown in Table 1. 
Table 1
Hindering factors from literatures
Hindering Factors Author Year page
Lack of information 
such as specifications, 
Al-Yami 2008
Standards, historical 
data, etc., 
Lack of leadership,
Lack of time to 
implement VM, 
Lack of awareness 
about VM, and
Client commitment 
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Hindering Factors Author Year Page
Lack of VM 
knowledge and 
practice, 
Jaapar et al. 2009
The resistance to 
change by the involved 
parties, and
The conflicting 
objectives of the 
project among parties
The number of 
personnel with VM 
certification, 
Latief and Untoro 2009
VM implementation 
regulation,
Personnel composition, 
The comprehension 
level of VM technique 
and management, and
Personnel’s level of 
education.
Lack of expertise 
knowledge about the 
innovative approach 
(VM)
Xiaoyong and Wendi 2012
Lack of technical 
norms and standards, 
and
Lack of experts.
Standards and 
specifications, 
Fard et al. 2013
Habitual thinking and 
negative attitude, 
Lack of local 
guidelines and 
information, 
Lack of knowledge 
and practices, and 
Change in owners’ 
requirements.
Table 1 (Continued)
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Based on these researchers’ findings in Table 1 and  2 show the summary of factors 
that can hinder the implementation of such innovative approaches which were applied in 
this study as summarised from the literatures reviewed above.
Table 2
Summary of the hindering factors from literatures
Table 1 (Continued)
Hindering Factors Author Year                                  Page
Lack of policy as 
government legislation, 
Aduze 2014
Client’s negative 
reception, and
Lack of knowledge 
about VM. 
Lack of knowledge 
about the innovative 
approach (VM), 
Lai 
(as cited in Kim et al.)
2016                                  p. 2
Lack of support from 
parties with authority 
such as government 
and owners,
Lack of local 
innovation 
implementation 
guideline. 
Hindering Factors Authors Year page
Lack of local guidelines 
and information such as 
specification, standards etc. 
Al-Yami
Latief and Untoro
Xiaoyong and Wendi
Fard et al.
Lai 
(as cited in Kim et al.,) 
2008
2009
2012
2013
2016
p. 2
Lack of knowledge about VM Jaapar et al.
Xiaoyong and Wendi
Fard et al.
Aduze
Lai 
(as cited in Kim et al.,) 
2009
2012
2013
2014
2016
p. 2
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In addition to these factors, Kashiwagi (2016) also identified contractor’s non-
involvement from the beginning of the project, inability of clients to use experts and lack of 
transparency and accountability as other factors that could hinder BVPIPS implementation.
These nine (9) factors were the factors obtained from literatures but, during the pilot 
survey the following factors were included by the experts used to conduct the pilot survey. 
They are: lack of flexibility to accommodate the adoption of BVPIPS, lack of commitment 
to implement BVPIPS, lack of encouragement on the part of government, inadequate 
facilitation skills and training, difficulty in the involvement of decision makers and other 
key partners in BVPIPS, lack of political will of the government and, lack of legislation 
which provides BVPIPS application in the construction industry. These therefore, summed 
up the factors to a total of sixteen (16) factors.
Hence, being a value based innovative approach, those factors identified to hinder VM 
are hereby absorbed to be factors that hinders BVPIPS implementation which give rise to 
the hindering factors used in this study’s questionnaire. They are: 
1. Lack of BVPIPS knowledge, 
2. Absence of local BVPIPS guidelines, 
3. Lack of willingness to accept changes and new innovations from government and 
clients,    
4. Inability of clients to use an expert contractor, 
5. Stakeholders resistance to accept new innovations, 
6. Client and contractor’s reluctance to self-development and training,
Table 2 (Continued)
Hindering Factors Authors Year page
The resistance to change by 
the involved parties
Jaapar et al.
Fard et al
Aduze
2009
2013
2014
Lack of VM experts Latief and Untoro
Xiaoyong & Wendi
2009
2012
Personnel level of 
education and Certification 
(training)
Latief and Untoro 2009
Lack of support and 
commitment from parties 
with authority such as 
government and owners.
Al-Yami
Lai 
(as cited in Kim et al.) 
2008        
2016                                 p. 2
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7. Lack of BVPIPS experts, 
8. Contractor’s non-involvement from the beginning of the project,
9. Lack of transparency and accountability, 
10. Lack of flexibility to accommodate the adoption of BVPIPS, 
11. Lack of commitment to implement BVPIPS, 
12. Lack of encouragement on the part of government, 
13. Inadequate facilitation skills and training, 
14. Difficulty in the involvement of decision makers and other key partners in BVPIPS, 
15. Lack of political will of the government and, 
16. Lack of legislation which provides BVPIPS application in the construction industry.
METHODOLOGY
This study has to do with the construction industry thereby, affecting the construction 
professionals hence, their opinion on the subject matter will be of uttermost importance. 
Thus, the professionals who are responsible for the design and production of facilities and 
products of the construction industry were consulted. They were registered professionals; 
members of the Nigerian Institute of Architects (NIA), Nigerian Institute of Quantity 
Surveyors (NIQS), Nigerian Institute of Building, and Nigerian Society of Engineers 
(NSE). They were: Architects, Quantity Surveyors, Builders, Civil Engineers and Services 
Engineers. Four (4) locations were selected where these professionals to carry out their 
professional duties: they are Abuja the Federal Capital Territory (FCT), Kaduna state, Jos 
- Plateau state and Minna - Niger state. These locations were selected because of the level 
of construction works that were being carried out within each location was significant. 
A total of 3,537 registered professionals were based and practiced within these locations 
(NIQS; NIA; NIOB; NSE, 2016). This therefore, was the established population of this 
study but for an inference to be made on a population, a sample size which represented the 
population must also be established. To achieve this, according to Bartlett et al. (2001), 
their table for determining minimum returned sample size for a given population size for 
continuous and categorical data, the closest to this study’s population of 3537 is 4000 and 
the sample size to be used should be 351. Therefore, 351 was used but 314 professionals 
only were able to completely give their opinion on the hindering factors of PIPS which 
is to say about 89% were consulted. According to Baruch (1999), cited in Nulty (2008 p. 
306), the overall average acceptable response rate was 55.6%. Thus, the response rate of 
this study is said to be adequate.
In this study, for the purpose of uncovering a comprehensive spread of the hindering 
factors, literature (journals, conference papers and thesis) review was carried out. After 
which as McLeod (2018) confirmed, that “questionnaires can be an effective means of 
measuring the behaviour, attitudes, preferences, opinions and intentions of relatively 
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large numbers of subjects more cheaply and quickly than other methods” hence, a 
questionnaire survey from construction professionals namely: Architects, Quantity 
Surveyors, Civil Engineers, Builders and Services Engineers in Nigeria was carried out 
to determine their level of agreement with each item measuring the hindering factors. 
A total number of 314 questionnaires were completed and returned for data analysis. 
From the literature review a list of 16no. items measuring the hindering factors were 
identified. This was followed by the used of the “statistical package for social sciences 
(SPSS)” software version 24 towards performing exploratory factor analysis (EFA) as 
observed by Rahn (2018), that Factor analysis enables researchers to explore ideas by way 
of variable reduction to small number of unrevealed factors capable of being understood. 
Lastly, mean score ranking was conducted using “Microsoft Excel 2013” software so as 
to show from the professionals’ perception which factor has the more relative impact on 
hindering BVPIPS implementation in the Nigerian construction industry. 
RESULTS
Exploratory Factor Analysis (EFA)
Yong and Pearce (2013) contributed that “The broad purpose of factor analysis is 
to summarize data so that relationships and patterns can be easily interpreted and 
understood. For that reason, it is normally used to regroup variables into a limited set 
of clusters based on shared variance. Hence, it helps to isolate constructs and concepts”. 
The 16 items were subjected to principal component analysis (PCA) using SPSS version 
24. Before performing PCA the suitability of data for factor analysis was assessed. The 
inspection of the correlation matrix revealed the presence of many coefficients of 0.3 
and above. Below are the findings.
Kaiser-Meyer-Olkin Measure of Sampling Adequacy 0.809
Bartlett's Test of Sphericity
Approx. Chi-Square 2275.500
Df 120
Sig. 0.000
Table 3 shows the KMO and Bartlett’s Test for Hindering Factors of which the 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy value is 0.809, which is greater 
than the proposed minimum value of 0.6 (Kaiser, 1970; Kaiser, 1974) and Bartlett’s Test 
of Sphericity (Bartlett, 1954), was statistically significant, encouraging the correlation 
matrix factorability. Revealing the presence of four (4) components from the PCA with 
an eigenvalues exceeding 1, which is explaining 37.036%, 10.5%, 9.74% and, 6.62% of 
Table 3 
KMO and Bartlett’s Test for hindering factors
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Table 4
Rotated Component Matrixa for hindering factors
Component
1 2 3 4
LCI BVP/PIPS 0.761
IFST 0.742
SRTNI 0.730
LEPG 0.724
I CLNT EXPT 0.617
CCRSDTR 0.544
L BVP/PIPS 0.841
LCF 0.840
A L BVP 0.801
L W 0.530
L BVP/PIPS EXP 0.679
CIFB 0.653
LT&A 0.648
DIIDM 0.511
LPW 0.730
LL 0.721
Extraction Method: Principal Component Analysis. 
 Rotation Method: Varimax with Kaiser Normalization.
a. Rotation converged in 15 iterations.
variance respectively. An inspection of the scree plot revealed a clear break after the forth 
component. Using Catell (1996), scree test, it was decided to retain four (4) components 
for further investigation.
To help interpret these four components, varimax rotation was performed. The rotated 
solution revealed the presence of a simple structure (Thurstone, 1947), with all component 
showing a number of strong loadings and all variables loading substantially on three 
components. The four component solution explained a total of 63.9% of the variance 
explained with component 1 contributing 37.04%, component 2 contributing 10.5%, 
component 3 contributing 9.75% and component 4 contributing 6.6%. The interpretation 
of the four is shown in the Table 4.
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Table 4 has brought about the underlying factors or latent variables that are being 
measured by this factored items or observed variables. From the factor analysis shown 
in Table 4 which generated four (4) components, looking at the relationship within each 
component the underlying factors evolved were named as follows: 
1. Cultural factor, 
2. Social factor, 
3. Political factor and,
4. Procurement environment factor. These are shown in Figure 1
Figure 1. The underlying hindering factors
Hindering Factors of Implementing Performance Information Procurement
1159Pertanika J. Sci. & Technol. 27 (3): 1147 - 1167 (2019)
Cronbach’s alpha normally accepts measure for scale reliability of 0.7 as a cut-off 
value (Nunnally & Bernstein, 1994). Though, Moss et al. (1998) opined that a Cronbach 
alpha value above 0.6 is generally acceptable. Nagpal et al. (2010) had suggested that for 
subscale measures, a cut-off value of 0.6 was adequate. Also, Anelli et al. (2018) added 
that A value ≥0.7 indicated high reliability; 0.5 to <0.7, moderate reliability; >0.2 to <0.5, 
fair reliability; and ≤0.2, low reliability. In this study, the Cronbach alpha coefficients for 
cultural factor, social factor, and procurement environment factor were all above 0.7 while, 
political factor being an exception with a value of 0.642; see Table 5. The Cronbach alpha 
coefficients for the three (3) factors or scales were thus deemed to be good indicators 
of their reliability or indicates high reliability, except for one, which was acceptable or 
moderately reliable as a result of this research being an exploratory type.
Table 5
Reliability test of the hindering factors
S/No. Factors No. of 
Items
Cronbach’s 
Alpha
Decision
1 Cultural Factor 6 0.838 high reliability
2 Social Factor 4 0.834 high reliability
3 Procurement Environment 
Factor 4 0.701 high reliability
4 Political Factor 2 0.642 moderate reliability
Mean Score Ranking of Hindering Factors  
These factors shown in Tables 4 and 5 are hereby subjected to ranking by the use of 
mean Score ranking to see from the professional’s point of view which among the factors 
has more relative impact on hindering the implementation of BVP/PIPS in the Nigerian 
construction industry.
Equation 1, is the formula used for mean score.
The decision rule on Likert scale on mean score is:
Mean Score <1.50= very low, 1.5 – 2.49= low, 2.50-3.49= moderate, 3.5-4.49= high 
then > 4.50 = very high (Ameyaw, 2014).
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Legend
SF1 –SF4:  Lack of flexibility to accommodate the adoption of BVP/PIPS, Lack of BVP/PIPS knowledge, 
Absence of local BVP/PIPS guidelines, Lack of willingness to accept changes and new innovations 
respectively.
PF1 –PF2: Lack of political will of the government and Lack of legislation which provides BVP/PIPS 
application in the construction industry respectively.
Table 6
Mean score tanking of the hindering factors of PIPS implementation
S/
No.
Hindering 
Factors Arch Q/S Building Civil Eng S Eng
Average 
MS per 
Factor
Factor 
Ranking
  Average MS Per Item from professionals   
 SOCIAL        
 SF1 4.885
4.855 1
1 SF2 4.881
 SF3 4.847
 SF4 4.807
         
 CULTURAL        
2
CF1 4.801
4.770 4
CF2 4.750
CF3 4.754
CF4 4.747
CF5 4.744
 CF6 4.824   
 PROCURMENT 
ENVIRONMENT        
3
PEF1 4.777
4.802 3
PEF2 4.798
PEF3 4.804
PEF4 4.830
      
 POLITICAL        
4
PF1 4.798
4.811 2PF2 4.824
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PEF1 –PEF4: Contractors’ non-involvement from the beginning of the project, Difficulty in the involvement 
of decision makers and other key partners in BVP/PIPS, Lack of BVP/PIPS experts, Lack of 
transparency and accountability respectively.
CF1-CF6: Inability of client to use an Expert Contractor, Stakeholders resistance to accept new innovations, 
Lack of commitment to implement BVP/PIPS, Lack of encouragement on the part of government, 
Inadequate facilitation skills and training, Client and Contractors reluctance to self-development 
and training regularly respectively
Table 6 shows the ranking of the hindering factors as opined by the construction 
professionals on the measured items of this factors. From the mean score analysis shown 
in Table 6 the social factor in the construction industry was ranked No.1 with an average 
mean score value of (4.855) consisting of SF1 –SF4. Political factor ranked No.2 with an 
average mean score value of (4.811) consisting of PF1 –PF2. Procurement Environment 
factors ranked No. 3 with an average mean score value of (4.802) consisting of PEF1 –PEF4 
and the Cultural factor being ranked No.4 with an average mean score value of (4.770) 
consisting of CF1-CF6. From this analysis all these four factors indicate a very strong 
relative influence on hindering the implementation of BVPIPS in the Nigerian construction 
industry as each has an average mean score value that is greater than 3.5 as indicated by 
the decision rule of the mean score.
DISCUSSION
From the analysis and finding, four (4) groups of factors were identified to be capable of 
hindering the implementation of BVPIPS in the Nigerian construction industry. They are 
explained as follows:
Social Factor
Social factors denote the variety of elements having their roots in the society. These 
elements are: family, education, political, religious and economic institution. Therefore, 
when discussing about social factors attention should be on these elements. This is because, 
social factors can make a pronounced influence on the individual and the society as a whole. 
It can change the course of society and bring about structural changes (Graf-Vlachy et 
al., 2018).
Hence, in the procurement society of the construction industry in Nigeria, where 
contracts are awarded base on the lowest-bid which gives room for informal associations 
between contractors, public officials, and project teams, the lack of flexibility to 
accommodate the adoption of BVPIPS and lack of willingness to accept changes and 
new innovations, form the economic elements because, it brings about fear of losing the 
incentives that normally comes with the existing state of affairs. These pose a threat to the 
individuals in authority. 
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Also, the lack of BVP/PIPS knowledge and the absence of local BVP/PIPS guidelines 
forms the educational element; absence of these can influence the implementation of 
BVPIPS in the Nigerian construction industry negatively. 
Cultural Factor
Cultural factors are those factors that have their roots in the culture of a particular society. In 
understanding these factors, it is important to have a clear understanding of culture. Culture, 
comprises the system of values, attitudes, beliefs, norms, customs, and taboos in society. 
These systems were created by the people in the society and is being handed over from 
one generation to the other. In this process of handing over various the value systems, 
they sometimes go through changes. These can be as a result of various social factors. 
Therefore, cultural factors are the values, norms, beliefs that people have. In a society, 
people usually adapt to these factors. These factors are not imposed on the individual in 
most cases, nevertheless, they are adopted by the individual over the years. Cultural factors 
commonly prescript’s the way of life of the individual and their roles and responsibilities 
(Juneja, 2019).
The lowest-bid approach of contract award in the Nigerian construction industry lacks 
transparency and accountability as identified from literatures. This therefore, can create an 
attitude of resistance to change which discourage the use of any innovation that can change 
the status quo. Also, if any consideration for change is being brought up there will not be any 
commitment toward that better change. This alone will hinder the ability to select an expert 
contractor and trainings, will not be of importance as a result of the resistance to change. 
Hence, the reason why the inability of client to use an expert contractor, stakeholders’ 
resistance to accept new innovations, lack of commitment to implement BVP/PIPS, lack 
of encouragement on the part of government, inadequate facilitation skills and training 
and clients’ and contractors’ reluctance to self-development and training regularly are 
classified as the cultural factors in the Nigerian construction industry that can hinder the 
implementation of BVPIPS.
Procurement Environment Factor
An environment is said to be “the surroundings or conditions in which a person, animal, 
or plant lives or operates. It can also mean, the setting or conditions in which a particular 
activity is carried on” (Oxford Living Dictionary, 2019). It is important to note that in 
conceptualising the environment, it will be helpful to include some view of relationship 
involving individuals, elements, objects and system influence which in turn, are influenced 
by their surroundings (Daley & Kent, 2013). Hence, in a procurement environment, it 
involves stakeholders influence one way or another to determine what needs to be procured 
and how it should be done. This includes policies, procedures, and processes that are meant 
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to produce the best possible position to get the goods and services they need on time and, 
in a cost-effective manner while, making sure appropriate processes are followed.
Therefore, in the context of the Nigerian construction industry, the procurement 
environment of the lowest-bid is known for lack of transparency and accountability. 
Similarly, contractors are not involved from the beginning of the projects. Being that, the 
BVPIPS is a change in paradigm in the construction industry in Nigeria involving BVPIPS 
experts in the procurement of goods and services could be a drag. Hence, contractors’ 
non-involvement from the beginning of the project, difficulty in the involvement of 
decision makers and other key partners in BVP/PIPS, lack of BVP/PIPS experts and lack 
of transparency and accountability are classified as the procurement environmental factors 
that should be on a look out.
Political Factor
Political factor is defined as an activity related to government policy and its administrative 
practices that can have an effect on something (Business Dictionary, 2019). From this 
definition, looking at the public procurement of goods and services in Nigeria, it is mostly 
done under the control of the government which means that, the government has the 
total control over any publicly procured good or service. This is done by the use of the 
Due Process policy in Nigeria. Therefore, any change in the procurement process in the 
construction industry can pose a threat to some politically influential officers, who enjoy the 
earnings of most of the contracts awarded base on interest. This can make the government 
not to appreciate the new approach that will shift the entire procurement system. Hence, the 
lack of political will of the government and lack of legislation which provides BVP/PIPS 
application in the construction industry could deter any effort of implementing BVPIPS 
in the Nigerian construction industry.
CONCLUSION
In order to stabilise the project procurement of the Nigerian construction industry, project 
risk and control should be transferred to the contractor who must acts in the best interest of 
the client. This is done using BVPIPS which identifies expertise to minimise the risk of non-
performance and increase transparency and accountability. With the knowledge of the risk 
management orientation of the BVPIPS structure, it disengages relationships, inaccurate 
expectations, bureaucratic as well as political actions. There are factors that can hinder 
it from being implemented in the Nigerian construction industry. Hence, these factors 
were identified and, from the findings of this paper, it indicated that all this hindering 
factors have a very strong relative influence on hindering the implementation of BVPIPS 
in the Nigerian construction industry as each has an average mean score value > 3.5 with 
the social factor, political factor, procurement environment factors and the cultural factor 
Gumgaro Simon-Peter Buba, Razali Adul Hamid and Zuhaili Mohamad Ramly
1164 Pertanika J. Sci. & Technol. 27 (3): 1147 - 1167 (2019)
in the construction industry ranked 1, 2, 3 and 4 respectively. Therefore, in implementing 
BVPIPS the social factor, political factor, procurement environment factor and the cultural 
factor in the Nigerian construction industry has been identified as deterrents and should 
be put under consideration for precautionary measures so as to accommodate innovative 
approaches such as BVPIPS to improve project delivery in Nigeria. This implies that, if 
construction practitioners, researchers, academics, industry players, and other stakeholders 
will really look into these significant issues that can hinder the implementation of PIPS in 
Nigeria and tackle them properly aiding in implementing PIPS in the Nigerian construction 
industry, which by helping to optimise project delivery in the industry.
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ABSTRACT
Water stress and sensitive coefficient of crops are important parameters, indicating the effect 
of water regime on productivity. They provide a scientific basis for management agencies and 
farmers to manage and operate their irrigation systems. A field experiment was carried out 
on an area of 450m2, divided into 42 experimental plots with different cultivation methods 
(conventional and SRI) and under different water regimes. Measurement parameters of each 
plot included irrigation water, rainfall, in-flow, evapotranspiration, capillary water going 
up while the surface soil layer was revealing and drying, in/out underground water flows 
in cultivating soil layer, infiltration water, difference of water levels on the experimental 
plots at the beginning and end of the study. Evapotranspiration in each growth stages of 
rice crops and in each experimental plot was determined. Then Jensen’s yield prediction 
model was calibrated to predict rice yield as affected by the water stress. The result revealed 
that if water shortage had occurred, the yield of spring rice which was cultivated following 
SRI methods would be less than that cultivated by conventional method.  Moreover, the 
effects of water shortage in 1st and 2nd growth stages of conventional cultivated summer rice 
were less than that cultivated following SRI 
method in the same stages. The yield of rice 
crops cultivated following the SRI method 
was less affected by the lack of water in 3rd 
and 4th growth stages, as compared to that 
cultivated by conventional method. 
Keywords: Crop growth stages, rice, sensitive 
coefficient, water regimes, yield prediction model 
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INTRODUCTION
The Northern Delta of Vietnam has about 1,141,400 ha of rice crops in a year, accounting 
for 15% of the total rice cropped area of the country (Vietnam General Statistics Office, 
2017). Since last decade, about 142,000 to 242,000 ha of rice crops have been facing 
inadequate water resources in the spring season annually. Even within the area covered by 
large irrigation works, about 123,000 ha/year of cropped area was experiencing insufficient 
irrigation water problem (Hoa, 2011). Due to inadequate water for irrigation, farmers in the 
region have to change their farming practices. In addition, most of the rice cropped areas 
are affected such as late seeding, and changes of the cropping pattern due to insufficient 
watering. This situation greatly affects the food production of the country in general and the 
socio-economic stability of the region in particular (Directorate of Water Resources, 2010). 
For any rice variety, the magnitude of yield reduction depends mostly on the severity 
of the drought and on the frequency drought has occured within the growing season. It is 
generally agreed that the period during anthesis is especially sensitive to drought (Bouman 
& Tuong, 2000; Garrity & O’Toole, 1995). The variation in drought sensitivity among 
cultivars suggests that there is scope for breeding and selecting cultivars that are suitable for 
water-saving irrigation. In addition, most of the rice cropped areas are affected by several 
other factors, such as late seeding, and changes of the cropping pattern due to insufficient 
watering. This situation greatly affects the food production of the country in general and the 
socio-economic stability of the region in particular (Directorate of Water Resources, 2010). 
In order to provide more scientific information for management agencies and famers 
to improve performance of rice based on irrigation systems, this paper presents the results 
of assessing water stress and calibration of Jensen’s yield prediction model for rice crops 
(Khang Dan variety) which were cultivated by conventional and SRI modes in the Northern 
Delta. This region is characterized by tropical climate, which has four distinct seasons of 
spring, summer, fall, and winter. The average temperature of about 25 0C, and then gradually 
increases from north to south; the average rainfall is ranging from 1700 to 2400 mm, in the 
period from 1997 to 2016. The weather in summer (from May to October) is hot, humid, 
and rainy until the presence of monsoons. The temperature may rise to 37 0C in the peaks 
of June and July. In the winter, the temperature falls, especially in December and January.
Research on water stress and sensitivity of crop due to shortage of water is very 
important, especially in the context of global climate change and trend of serious 
environmental degradation. Understanding the sensitivity of plants to water regimes 
will help organizations and individuals to manage their irrigation systems efficiently and 
effectively (Anbumozhi et al., 1998; Bouman & Tuong, 2000). Hence, the information 
revealed from this study will assist in selecting appropriate crop species and cropping 
pattern under specific water conditions. 
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MATERIALS AND METHODS
Jensen’s Yield Prediction Model
Physiological nature of the plant itself is that it has some responses to resistance and adapts 
to adverse changes in environmental conditions. Overcoming certain resistance of an entity, 
the survival and growth of plants will be affected and their yield will be decreased. For 
each variety or species, the tolerance and extent of damage caused by this factor varied. 
These differences are called the sensitivity of the plant to the environment. Jensen (1968) 
derived a multiplicative crop yield model to determine crop yield as defined by the Eq.1, 
bringing the time into the expression by a sensitivity coefficient (λ) and defining the relative 
sensitivity of a crop to water stress at a given growth stage using the ratio of actual and 
maximum evapotranspiration. Water deficiency at each growth stage not only affects the 
biomass of the crop, but also resulting in the combined effect in the subsequent periods 
(Jensen, 1968; Thinh, 2006). 
  
Where, λi: is sensitivity coefficient by water in ith growth stages; Ya: actual yield of 
the crop (kg/ha); Ymax: maximum crop yield in sufficient watering conditions (kg/ha); ETa: 
actual evapotranspiration, corresponding to Ya in ith growth stage (mm); ETmax: evaporation 
corresponding to Ymax in ith growth stage (mm); ns: number of growth stages of the crop.
Logarithms of both sides Eq.1, it is equivalent to
Set z = then Eq.2 is rewritten as
 
If set of observed data is presented as (xj,i, zj), j = 1, 2, 3 ... N, Eq.3 may be expressed 
as a matrix equation: Z = Λ.X. This is solved by Ordinary Least Square method. However, 
to calibrate the Jensen (1968) model and apply the results, the ETa, ETmax, Ymax, and N 
should be determined by field experiments. 
Characteristics of Experimental Sites
The experiment was conducted in South Yen Dung irrigation system, Bac Giang Province, 
Northern region of Vietnam. This area is surrounded by Cau River, Thuong River and Nham 
Bien mountain, thus the ground water level appears relatively low. With those features, it 
is convenient to drain water to avoid flooding during the experimental period. The soil of 
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the experiment area is formed by erosion and has been used for farming for a long time. 
The medium elevation of the field surface ranges from +2.0 to +4.0 and are distributed 
widely on the irrigation system. The surface soil layer is consisted of mainly clay and 
humus with high level of protein, potassium, and phosphorus contents. Generally, soil in 
this area is considered very appropriate with cultivation of rice crops. The subsoil below 
surface is very poor in nutrition and other fertilizers. So, the effective root of the rice crop 
is mainly concentrated in the surface soil. 
There are two rice crop seasons in the experimental sites. The rice crops are cultivated 
by two methods namely i) conventional mode (C) and ii) System of Rice Intensification 
(SRI) methods. The main differences of these two farming practices are presented in 
Table 1. According to Division of Agriculture and Rural Development of South Yen Dung 
District, Bac Giang province, Vietnam and current local practices, the conventional farming 
methods are often associated with regular irrigating (flooding). On the other hand, wet-dry 
alternative irrigation is one of the mandatory requirements for SRI cultivation method.
Table 1
Characteristics of rice cultivation methods in the study area
Conventional SRI 
roots/ m2 plants/ m2 density 
(cm)
seedling 
age (days)
roots/ m2 plants/ m2 density 
(cm)
seedling 
age (days)
33.3 133.2 15 x 20 >20 20 40 20 x 25 8 to 10
Experimental Processes
Numbers of Observed Parameters. The number of parameters to be identified would 
determine the cases, sizes and forms of the experiment. In this study, the main variables 
to be identified are (ETmax, ETa, Ymax, and Ya) for different farming practices. The 
evapotranspiration of rice crops was determined from the water balance equation on the 
field plots -
M + Rf + Qin + Nc = ETa + Win ± ∆Qg ± ∆a  [4]
Where, M is amount of irrigation water (mm); Rf is rainfall (mm); Qin is in-flow (water 
come from outside, mm); ETa is actual evapotranspiration at the rice field surface (mm); 
Nc is capillary water going up on the surface soil; ΔQg is in/out ground water (mm); Win is 
infiltration water (mm/day); Δa is difference of water level (mm) on the rice field surface 
of experimental plots at the beginning and end of the study period. To determine ETa, all 
the parameters in Eq.4 need to be monitored, includes: M, Rf, Nc, Qin, Win, ΔQg, and Δa. 
However, with the features of experimental site and including experiment design, it was 
not necessary to pay attention to observe Qin and ΔQg because the experimental site was 
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not much affected by surface and ground water. In addition, other parameters such as 
growth and yield of rice (including growth stages, number of plants, crop height, number 
of effective tillers, number of grain) were also measured.
Water Regimes. The experimental cases reflect different water regimes. The volume of 
irrigation water in experimental plot for each irrigation period was determined using the 
CROPWAT model (FAO, 1998). Meteorological data recorded from local weather station 
was used to forecast evaporation. Soil properties were determined by field testing. With 
flood irrigation, the applied water for the experimental plot was at least equal to 100% of 
the calculated value. In contrast, during the limited irrigation period (wet-dry alternative), 
the applied water was within the range of 50% to 100% of the calculated value. For each 
experimental plot, flooding or wet-dry irrigation were applied alternately during the four 
growth stages of rice crop. In order to avoid the bias of the water regimes to the sensitive 
coefficient of the rice crop in each growth stage, the experimental plots were designed to 
be symmetrical, corresponding to flooding or wet-dry irrigation (Table 2).
Layout and Experimental Design. With the above defined variables, each cultivation 
method would have 16 (=24) experimental plots, where flooding and wet-dry irrigation were 
applied depending on particular growth stages of rice crop. In addition, 5 controlled plots 
were arranged for each cultivation method (based on experience of the local people). The 
total number of plots was 42 (Figure 1). The experiment was conducted in 4 crop seasons 
(2 spring rice crops, and other 2 summer rice crops). 
Methods and Equipment
Corresponding to the parameters needed to be observed as discussed above, the methods 
and equipment which were used for this experiment includes -
(i) Irrigated water (M): measured by water counter and combining with water column 
(ii) Precipitation and effective rainfall (Rf): measured by rain counter and water column
(iii) Capillary water (Nc) and (Wg) were calculated by using the experimental equations. 
In which, these parameters were determined by the instantaneous surface water and 
moisture in the soil layer (Dat, 2011, 2012).
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Table 2 
Water regimes on different rice field plots
TT Plots  
(experimental cases)1(*)
Water regimes at particular growth stage(†)
1 2 3 4
1 SRI1-1 (and C1-1)(**) flooding flooding flooding flooding
2 SRI 1-2 (and C1-2) flooding flooding flooding wet-dry
3 SRI 1-3 (and C1-3) flooding flooding wet-dry flooding
4 SRI 1-4 (and C1-4) flooding flooding wet-dry wet-dry
5 SRI 1-5 (and C1-5) flooding wet-dry flooding flooding
6 SRI 1-6 (and C1-6) flooding wet-dry flooding wet-dry
7 SRI 1-7 (and C1-7) flooding wet-dry wet-dry flooding
8 SRI 1-8 (and C1-8) flooding wet-dry wet-dry wet-dry
9 SRI 2-1 (and C2-1) wet-dry wet-dry wet-dry wet-dry
Figure 1. Layout of experimental area representing irrigation management for rice crops.
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RESULT AND DISCUSSIONS
Growth Stages of Rice Crops
The transplanting calendar was applied parallelly for both conventional and SRI. However, 
due to weather conditions and biological processes of different rice crops, their growing 
time was relatively different between seasons and cultivating methods. Observation of 
different growth stages of rice crops in four experimental seasons is summarized in Table 
3. The result showed that, for spring rice crops cultivated conventionally, the growth stage 
was about 100 days. In the same season, rice crop cultivated by SRI method had a longer 
growth stages (106 days). In summer season, growth time of rice crops was more stable. 
The rice crop cultivated by conventional method had a growing time of 88 days, while the 
rice crop cultivated by SRI method needed more time for growing (93 days).
Table 2 (Continued)
TT Plots  
(experimental cases)1(*)
Water regimes at particular growth stage(†)
1 2 3 4
10 SRI 2-2 (and C2-2) wet-dry wet-dry wet-dry flooding
11 SRI 2-3 (and C2-3) wet-dry wet-dry flooding wet-dry
12 SRI 2-4 (and C2-4) wet-dry wet-dry flooding flooding
13 SRI 2-5 (and C2-5) wet-dry flooding wet-dry wet-dry
14 SRI 2-6 (and C2-6) wet-dry flooding wet-dry flooding
15 SRI 2-7 (and C2-7) wet-dry flooding flooding wet-dry
16 SRI 2-8 (and C2-8) wet-dry flooding flooding flooding
17 SRI-Controlled (1 - 5) Local irrigation practices applied
18 C-Controlled (1- 5) Local irrigation practices applied
(Footnotes)
(*) SRI: farming practiced following System of Rice Intensification, water regimes controlled as design; 
C: farming practiced following conventional method, water regimes controlled as design; SRI-Control: 
farming practiced following System of Rice Intensification, water regimes controlled as local experiences; 
C-Controlled: farming practiced following conventional method, water regimes controlled as local 
experiences.
(**) 1-x, 2-x: corresponding with major flooding or wet-dry irrigation applied; y-1, y-2: order of alternative 
irrigation mode applied. (†) Growth stage: 1 = Transplanting  tillering, 2 = tillering  panicle formation, 
3 = panicle formation  flowering, 4 = flowering  maturity. 
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Water Stress and Sensitive Coefficient of Rice Crops
Relationship between actual evapotranspiration (ETa) and rice yield (Ya): Based on the 
observed data, the actual evapotranspiration (ETa) and actual rice crop yield (Ya) were 
calculated. The relationship between these parameters was established and presented in 
Figures 2 and 3. Accordingly, all the correlation has the form of polynomial of degree 2 with 
high reliability with R2 ranging from 0.7064 to 0.8269. Evapotranspiration corresponds to 
different growth stages maximum yield of rice cultivated by conventional and SRI method 
both in spring and summer seasons are presented in Table 4.  
Determination of rice crop’s sensitivity coefficient due to water stress: From Eq.1, the 
sensitivity coefficient λ may be positive, negative or equal to zero. When λ is less than 0, 
it means that crop yield (Ya) decreased if ETa is increases. This generally contradicts the 
objective of irrigation system management. Therefore, all the pair of data (Ya and ETa) 
corresponding to ETa > ETamax should be eliminated in the analyzing process. The remaining 
pairs of data used for determination of λ is called the useful data and counted as N. While 
N is determined from the recorded data set (as described in Figures 2 and 3). 
The data in “()” indicates days of rice crops cultivated by conventional method.
Crop season
Growing time (days)
transplanting 
       →   tillering
                      →  panicle formation
                                                       →   flowering
                                                                              →    maturity
1st stage 2nd stage 3rd stage 4th stage
Spring rice 13 (13) 39 (33) 23 (23) 31 (31)(*)
Std. Dev. 4.43 (4.54) 1.44 (2.72) 5.87 (5.98) 2.84 (3.06)
Summer rice 5 (6) 40 (38) 15 (15) 30 (32)
Std. Dev. 0.67 (0.67) 1.16 (3.00) 1.28 (1.84) 1.17 (1.91)
Table 3
Variations in different growth stages of rice
Note. The size of the plot was 25m2; Total plots were 42; Irrigation water was controlled by pipeline system 
with meter; plots were randomly placed in each crop season. 
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Later, the equation of Z = Λ.X was solved for spring rice crop cultivated by conventional 
methods (N = 26); spring rice crop cultivated by SRI method (N = 27); summer rice crop 
cultivated by conventional method (N = 23), and summer rice crop cultivated by SRI 
method (N = 28). The result of determining λ is presented in Table 5. In all cases, R2 
was relatively high, ranging from 0.843 (spring rice crop cultivated with SRI method) to 
0.959 (summer rice crop cultivated with conventional method). This indicates that there 
is a close relationship between evapotranspiration of the rice crop growth stages and rice 
crop yields in the study area. 
For spring rice, the lowest sensitive coefficient was obtained in the first growth stage 
(transplanting → tillering). The highest sensitivity coefficient was achieved during the 
third growth stage. This result corresponded well to the weather conditions during the first 
stage of cultivation when light rainfall occurred, which reduced the water demand for rice 
crop. Therefore, if the air temperature is reasonable, rice crop might grow well even there 
is insufficient water for irrigation. However, during summer when dry and hot wind blows 
in the study area at the 3rd growth stage of rice crop, the lack of available water for rice 
crops during this time may lead to reduce the yield. 
Moreover, after the transplanting, spring rice crops shown good tolerant to drought 
(especially for rice crop cultivated by SRI method) with less yield loss. This result indicates 
a great opportunity to improve performance of the irrigation system in poor water resource 
conditions if management agencies and local people applying less irrigation during soaking, 
land preparation and transplanting period. The result also showed that water was more 
important in the 3rd growth stage (panicle formation → flowering) of summer rice crop 
(Table 5). For the study area, during the period of panicle formation and flowering of 
summer rice crop, the weather was always sunny and the temperature appeared so high, 
then water demand of the rice crops was greater (although it is a rainy season). Therefore, 
water shortages for rice crops during this time may affect the panicle formation, flowering 
and cause reduction of the rice crop yields.
Table 4 
Rice crop yield and potential evapotranspiration 
Parameters Conventional cultivation SRI cultivation
Spring Summer Spring Summer
Ymax (ton/ha) 78.60 58.37 69.75 58.00
ETmax (mm/season) 469.11 476.22 452.23 474.26
ETa1(mm/stage 1) 30.90 29.72 24.33 22.54
ETa2(mm/stage 2) 158.43 238.14 147.97 199.86
ETa3(mm/stage 3) 163.97 83.28 155.65 89.20
ETa4(mm/stage 4) 115.81 125.09 124.28 162.64
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Table 5
Rice crops sensitivity coefficient due to water stress
Sensitivity 
coefficient 
Conventional cultivation SRI cultivation
Spring rice Summer rice Spring rice Summer rice
λ stage 1 0.111 0.188 0.055 0.266
λ stage 2 0.303 0.255 0.172 0.337
λ stage 3 0.425 0.524 0.212 0.516
λ stage 4 0.079 0.084 0.111 0.078
R2 0.888 0.959 0.843 0.907
Figure 2. Correlation between ETa and Ya of spring rice crops
Figure 3. Correlation between ETa and Ya of summer rice crop
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CONCLUSION AND RECOMMENDATION
The experimental result indicates that spring rice crop cultivated by SRI method is better 
than conventional method (less reduction of yield) if water shortage occurs in 1st, 2nd 
and 3rd growth stages. However, the effects of water shortage in 1st and 2nd growth stages 
of conventional summer rice crop are less than that of summer rice cultivated with SRI 
method. If water stress occurs in 3rd and 4th growth stages of summer rice cultivated with 
SRI method, the yield loss would be less than that of conventional rice. 
Depending on the actual condition of the water resources, organizing rice production 
or arranging crop pattern needs to be considered carefully. Optimizing operation of rice 
based irrigation system needs to be taken in account on the basis of analyzing potential 
for increasing or decreasing the gross productivity and profits of the production system as 
a whole. For irrigation system operational practices in Northern Region of Vietnam, the 
management agencies and farmers could apply less water regime at the beginning of rice 
crop season because the rice crops are less sensitive to water stress in first growth stage 
(if temperature is reasonable for rice crops). Irrigation practice is particularly significant 
for the spring rice crops, when the water demand is very high for land preparation but the 
water source is much constrained because of dry season.
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ABSTRACT
Synthetic jets have been utilized for various active flow control applications including 
control of boundary layer transformation/detachment, lift enhancement and drag reduction, 
heat transfer enhancement by cooling of microprocessors in electronic industry and mixing 
augmentation. Numerical examination is performed to address the effects of excitation 
voltages and actuation frequency on the characterization of synthetic jet fluidics. The 
present study also explores the heat transfer improvement by a synthetic jet actuator having 
two cylindrical orifices arranged at the top of cavity opposite to heated thin stainless steel 
foil. The diameter of each orifice of the synthetic jet actuator is 2 mm with the spacing 
being 4 mm. The excitation voltages for actuation are taken as 20 V, 30 V, and 55 V. The 
computation is carried out by using Commercial software COMSOL 5.3a Multiphysics 
for solving three dimensional incompressible unsteady Reynolds-averaged Navier-Stokes 
equations with an established Shear- Stress-Transport (SST) k-  turbulence model coupled 
with piezoelectric and ALE Moving Mesh technique describing the diaphragm movement. 
The qualities of the extracted results from the present study are authenticated by grid density, 
time and domain independence studies and are validated with the existing experimental 
data. Results show that the radial and axial velocities at the orifice exit of synthetic jet 
actuator tend to approach maximum at 55 V 
and the  average heat transfer coefficient  due 
to double cylindrical orifice is 32 %  higher 
to that of a single orifice synthetic jet actuator 
with constant cavity volume thereby leading 
to better performance.
Keywords: Active flow control, boundary layer 
detachement, comsol multiphysics, heat transfer 
enhancement, Piezoelectric Diaphragm, synthetic 
jet fluidics.
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INTRODUCTION
Flow control can be used to delay transition, recede turbulence, avoid separation, and to 
customize the flow field in many other ways. Among many active flow control devices, 
one of the most extensively investigated devices has been the zero-net-mass-flux actuator, 
which is also known as the synthetic jet actuator. Synthetic jet actuators have shown good 
promise in delivering flow control due to their ability to produce a continuation of vortex 
rings that proliferate away from an actuator orifice without any net addition of mass to the 
flow thus avoiding the need for any additional fluid supply. 
Smith and Glezer (1998) investigated the utility of primary synthetic jet ejected from a 
circular orifice over a continuous jet and concluded that the prior was synthesized from the 
surrounding ambient fluid and consequently did not require a persistent quantity of external 
fluid. Mclean et al. (1999) observed high lift conventional systems by active flow control 
was determined as a prime contender and probably contributed 5.3% overall  airplane 
cost, weight and drag minimization. Amitay et al. (1997) found synthetic jet actuators 
as an excellent alternative in modifying the various aerodynamic characteristics of bluff 
bodies. Crook et al. (1999) carried investigation of synthetic jet actuators for separated 
flow. They found that the performance of such devices depended on the geometrical 
parameters of the synthetic jet actuator such as orifice, cavity piezoelectric diaphragm, 
and electrical dynamic conditions. Holman et al. (2003) investigated the performance of 
an array of synthetic jet actuators for effectiveness of flow control and separation over 
a NACA 0025 aerofoil as a function of phase difference, excitation amplitude and the 
stream wise position. Rathnasingham and Breuer (2003) studied active flow control based 
on a real time synthetic jet over a flat plat turbulent boundary layer employing system 
identification method. It found that the  reduction in wall pressure fluctuations by about 15% 
and wall shear stress by 7%. Zhou and Zhong (2009) investigated both experimental and 
3-dimensional transient numerical simulations of synthetic jet actuators based on circular 
orifices interacting with a laminar boundary layer and observed a hierarchy of coherent 
structures and these reduced the wall shear stress. Chandratilleke et al. (2010) carried out 
numerical simulations of 2-dimensional cross-flow synthetic jet impingement in a micro 
channel for heat transfer improvement and observed around an increase heat dissipation 
up to four times. Greco et al. (2016) carried out Particle Image Velocimetry at different 
nozzle to plate distances (H/D). They found that for small (H/D) value the axial velocity 
profile of single jet showed double peak while at larger value of (H/D) it changed to bell 
shaped. They also found that for twin configuration the axial velocity and turbulence level 
increased but the impinging capacity decreased due to mixing of two jets. Jagannatha et 
al. (2009) performed numerical simulation of synthetic jet for fluid flow and heat transfer 
characteristics using shear-stress-transport (SST) k-  turbulence model. They found that 
the thermal performance of the synthetic jet was highly dependent on vortex shedding, 
diaphragm amplitude and actuation frequency.
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Gillespie et al. (2006) carried out experimental investigation of rectangular synthetic 
jet actuator employed particle image velocimetry (PIV) for velocity measurement. It 
found that substantial improvement in local convective heat transfer from a flat plate 
was observed due to the enhance mixing tendency of synthetic jet. Zhang and Tan (2012) 
experimentally performed the flow and heat transfer characteristics of the piezoelectric 
synthetic jet actuator with slot and circular orifices. It revealed that the synthetic jet ejected 
from the minor axis of the orifice spread rapidly, while the jet ejected from the major axis 
contracted at the beginning before spreading gradually. Im et al. (2017) utilized an efficient 
numerical non linear diagonal implicit harmonic balance mechanism for avoiding mesh 
ALE deformation of oscillating membrane and compared with the existing experimental 
data. It was observed that synthetic jet actuator had better stability and efficiency of 
fluidic characteristics. Dauphinee (1957) investigated experimentally unsteady fluid flow 
of synthetic jet actuator driven by mechanical or acoustics pressure waves. It was found 
that the standing waves were generated at the exit of orifice with constant amplitude. 
Cater and Soria (2002) studied flow visualization of synthetic jet actuator based on piston 
cylinder type actuator, using water as the operating fluid. Different categories of flow 
arrangement based on Reynolds number (Re) and Strouhal number (Sr) were observed. 
The investigation gave an indication that the synthetic jet was formed when vorticity was 
advected off from an actuator at a rate quicker than the vorticity diffused by viscosity. 
Utturkar et al. (2003) studied criteria of jet formation for comparatively thick orifice plates 
based on Stokes (S) numbers and Reynolds numbers (Re). It was observed that for a two-
dimensional synthetic jet the value of  Re/S2 > 2, and for an axisymmetric synthetic jet the 
value of Re/S2 >0.16 at constant cavity volume. Holman et al. (2005) provided criteria of 
jet formation for different values of Strouhal numbers. They found that at the downstream 
of two orifice diameters a jet centerline velocity of 14 m/s indicates the jet formation of 
significant quality and strength. Agarwal and Verma (2008) proposed a similarity analysis 
of synthetic jet actuator in quiescent flow in the near and far field region. An identical 
stream wise velocity and spread rate with continuous conventional jets was predicted. Silva-
Llanca et al. (2015) studied the impinging synthetic jets of high aspect ratio based on slot 
orifice on a stainless steel heated surface for different values of operating frequency, slot 
widths and distance from orifice. Peak value of Nusselt number was attained at a distance 
5 slot widths from the nearest distance of the orifice exit. Qayoum et al. (2010a) studied 
synthetic jet actuator interacted with cross-flow over a heated flat plate laminar boundary 
layer. It was observed that the increase in average heat transfer coefficient was about 44% 
with an increase in actuation amplitude of the of piezoelectric diaphragm. Batikh et al. 
(2008) carried out experimental and numerical investigation for micro synthetic jet for flow 
control. The performance of synthetic jet actuator was modified by the augmentation of 
actuator frequency or by optimizing geometry of actuator and orifice. Greco et al. (2018) 
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performed experimental investigation of impingement synthetic jet actuator by varying the 
stroke length and orifice-to-plate distance. They found that at higher value of dimensional 
stroke length (Lo/D) the behaviour of heat transfer coefficient resembled that of continuous 
impinging jet. Paolillo et al. (2017) performed experimental investigation of quadruple 
synthetic jet in quiescent flow for four different configurations of varying phase lags. It was 
seen that behavior of synthetic jet actuator and its vortex morphology was affected leading 
to Structural difference in the centerline velocity distributions. Bayomy and Saghir (2017) 
studied the heat transfer characteristics of three different types of foam made of aluminium 
heat sink for electronic cooling using experimental and finite element methods. They found 
that for all three models there was gradual increase in local surface temperature and flow 
direction with increase in  heat flux, decreasing the Reynolds number. Deepak et al. (2017) 
studied the influence of different orifice shapes on abrasive water jet by using standard 
k–ε turbulence model. They found that at lower nozzle radius the jet velocity and force 
increased. While the pressure drop at the exit of nozzle reduced exponentially. Giachetti 
et al. (2018) investigated synthetic jet in cross flow at various operating frequencies. With 
10% increase in actuation frequency of the oscillating diaphragm, the flow behaviour 
favoured more turbulence and the Nusselt numbers rose to 6.5. Alimohammadi et al. (2016) 
utilized PIV and CFD model of adjacent synthetic in quiescent flow. It was revealed that the 
adjacent synthetic jet had experience same vectoring appearance under different actuation 
conditions. The formation and evolution of the jet solely depended on Stroke length (Lo) 
and Reynolds number (Re). They also found that the resultant pressure drop for both jets 
caused vectoring of the merged jets.
Lot of research has been carried in the direction of the characterization of synthetic 
jet and jet impingement from a single cavity. The influence of double orifice synthetic jet 
for impingement studied using piezoelectric actuator has been insufficiently examined in 
the literature, and such an investigation is needed.
The present study explores fluid flow characteristics along with heat transfer 
enhancement of double orifice synthetic jet actuator impinging on square stainless steel 
foil (side equal to 50 mm). Numerical simulations have been carried for studying the 
effect of actuation frequency and excitation voltage. The actuator diaphragm consists of a 
piezoelectric patch (PZT-5A) bonded on a thin copper sheet. The input material properties 
of diaphragm as depicted in Table 1.The synthetic jet actuator (Figure 1(a-b)) is composed 
of single and double orifice synthetic jets  having cylindrical cavity of height, hc= 5 mm. 
The diameter of vibrating diaphragm (dc) and orifice diameter (D) are 30 mm and 2 mm 
respectively and the spacing between the two orifices, s =4 cm. The input heat flux (q'')
equal to 4000 W/m2 is given to the stainless steel foil. The distance between the orifice 
plane and the heated stainless foil is equal to 120 mm. The dimension of synthetic jet 
actuator selection is based on Knudsen number Kn, for ensuring the continuum nature of 
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the fluid flow. All the dimensions of the geometry are in mm. The present computational 
study includes all orifice configurations (Case 1-2) as depicted in Table 2.
                         
Table 1
Input properties of diaphragm
Density (Pc) 8960 kg/ m3
Young’s modulus (E) 110×109  N/m2
Poisson’s ratio (nu) 0.35
Figure 1(a-b). Geometry of the computational domain of impinging synthetic jet actuator showing different 
boundary conditions for single and double orifice 
(a)
(b)
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Table 2
Construction details of different orifice configurations for current study
Test Cases Orifice  Configuration Dimensions of orifice 
Case 1
Single Cylindrical Orifice
D = 2 mm 
ho = 2 mm
Case 2
Double Cylindrical Orifice
D= 2 mm
ho = 2 mm
s= 4 mm
DETAILS OF COMPUTATIONAL STUDY 
This section presents the fluid flow and heat transfer characteristics of low-Reynolds 
number turbulent impinging synthetic jet actuator in a quiescent surroundings. The most 
difficult part in the simulation of synthetic jet actuator is the handling of the vibrating 
diaphragm.  Details of numerical simulation such as computational geometry, mesh, 
boundary conditions, grid generations study along with solver control, convergence 
criteria and quiescent domain independence study results are also presented. The present 
computation study uses COMSOL 5.3a Multiphysics for three dimensional incompressible 
unsteady Reynolds-averaged Navier-Stokes (RANS) equations with an established Shear- 
Stress-Transport (SST) k-  turbulence model coupled with the user defined ALE Moving 
Mesh technique describing the diaphragm movement to ensure correct depiction of  the 
near-wall region of wall-bounded turbulent flows. The outlets boundaries are specified 
with turbulent intensity of 4 percent and the value of wall function to displace the nearest 
wall mesh y+ is equal to 1. Finite element method is employed for solving the governing 
equations of heat transfer, fluid flow and piezoelectricity. The computational domain of 
synthetic jet actuator comprises of three zones in conjunction with the cavity, the orifice, 
and the surrounding quiescent region into which the jet interacts. Since actuation is done to 
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piezoelectric patch (PZT-5A), piezoelectric effects need to be considered. Piezoelectricity 
combines the electrical behavior of the material and the material stress and strain. The 
periodic oscillating of diaphragm performs by the action of inverse piezoelectric effect on 
the application of electric field E inducing stresses –eE which tends to align the internal 
dipoles is as given by equations as.
σ = cES - eE   ... (1)
D = eS + εsE   ... (2)
where E is the applied electric field, σ is the stress in the piezopatch material, eS is the 
induced polarization due to strain S, εs is the permittivity coefficient under constant strain. 
D is the dielectric displacement e is the coupling matrix and cE is the stiffness coefficient 
under constant electric field.
The applied voltage at the bottom of piezo patch is given by
V = VexcSinω   ... (3)                                                                                                                                          
where Vexc is the excitation voltage amplitude, V is instantaneous voltage and ω is 
angular frequency of the diaphragm. When the electric potential Vexc is applied at the 
bottom of piezoelectric membrane. The piezoelectric material makes a normal force along 
the y-axis by the y-component of the electric field. This will cause displacement in the 
membrane by (e22) element of coupling matrix (e).
The governing equations of the fluid inside the cavity, the surrounding medium and heat 
source is modeled by the incompressible Navier-Stokes equations and energy equations 
are given by
            … (4)                                                       
   … (5)        
                                          … (6)
where q= -k  
where µ is the dynamic viscosity, µT is the turbulent viscosity due to velocity 
fluctuations, ρ is the fluid  density, u is the velocity field in the computational domain, 
p is fluid pressure field and F is a volume force field. SST k– turbulence model also 
consists of two equations, the turbulence intensity equation (k), and the rate of turbulence 
dissipation (w), respectively. The turbulence intensity equation is given by
                          … (7)
    
Mukhtar Ahmad and Adnan Qayoum
1188 Pertanika J. Sci. & Technol. 27 (3): 1181 - 1206 (2019)
The rate of turbulence dissipation equation is given by
                                    …(8)
The material properties of working fluid and input parameters for piezoelectric 
membrane in the governing equations are  
ρ =1.225 kg/m2, ,Cp = 1.00 kJ/kg.K, k = 0.0254 W/m-K, Vexc = 20- 55 volts, α=1.44 , 
ß = 1.92 and σk=1.0  
According to (Holman et al., 2005) a synthetic jet is formed when a non-dimensional 
number criterion is satisfied. The criterion states that when the inverse of the Strouhal 
number is larger than a constant a jet is formed1 Sr > 𝐶𝐶                                                                                … (9)                                                     
where C is constant depends on the geometry of synthetic jet actuator and is equal to 1.
Strouhal Number, Sr is defined as 
                 ... (10)
The Reynolds number is defined in equation as 
Re = UoD
ν
                                                      … (11)         
The characteristics velocity of synthetic jet is given byUo = Lo𝑓𝑓 = 1T� 𝐮𝐮tT/20 dt                                        … (12)                                    
Where Uo is the characteristics (average) velocity of synthetic jet at the exit of orifice 
during the half of expulsion stroke, f is the actuation frequency of the synthetic jet actuator, 
Lo is the stroke length (defined as the length of slug travels during the ejection portion of 
the oscillation), T/2 is the half period of diaphragm oscillation and ut is the instant velocity 
at the orifice discharge plane.
The Stokes number based on actuation frequency and orifice diameter of synthetic jet 
actuator is given by 
St = �2π𝑓𝑓D2ν                                                             … (13)                                         
For heat transfer investigation, the heat flux is given to the heated surface (q''). The 
average convective heat transfer coefficient (havg) is given byhavg =  q′′Ts − Ta                                                                           …(14)                                             
where Ts the average temperature on the heated surface and and Ta is the bulk ambient 
temperature of fluid. The local mean bulk fluid temperature is a weighted average 
temperature of fluid and is evaluated at every point in stream-wise direction. 
Sr = ReSt2  
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GEOMENTRY AND MESH
The synthetic jet actuator consists of two domains, the first composed of bottom piezoelectric 
membrane wall, cavity and orifice, and the second consists of the ambient surrounding fluid. 
No slip boundary condition is applied at the side and top walls of cavity. The oscillating 
piezoelectric diaphragm and cavity surfaces are treated as nonporous. The left and right 
wall of outer domain comprising of ambient fluid (in which the jet is expelled) is specified 
with pressure outlet conditions. For heat transfer analysis adiabatic conditions were applied 
at the cavity walls and lower and upper walls of outer domain. The thin stainless steel is 
maintained at constant heat source of 4000 W/m2. The geometry of synthetic jet actuator 
along with heated stainless steel foil shown in Figure 1 has been meshed with structured 
mesh grid (triangular elements) for cavity and orifice exit. The unstructured free triangular 
scheme is selected to concede for the relative prescribed displacement among the nodes on 
the diaphragm for successful coupling with the fluid flow. The outer fluid domain and heated 
surface are meshed with quadrilaterals structured scheme. Adiabatic boundary conditions 
were activated at the outer fluid domain walls, cavity walls and the piezoelectric oscillating 
diaphragm. The fluid inside the orifice, the cavity and in the surrounding medium treated as 
is incompressible. The ambient temperature of 300 K under standard air conditions is also 
specified. A sample mesh of synthetic jet actuator fluidics combines with heat transfer due 
to stainless steel foil domain demonstrating each substitute point is exhibited in Figure 2.
Figure 2. Computational grid for solution domain in present investigation [inset shows extended outlook of 
the marked region] at operating frequency 15Hz and excitation voltage is 20 volts
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INITIAL CONDITIONS AND SOLUTION METHODOLOGY
The initial location of the piezoelectric diaphragm is at rest. Special moving mesh ALE 
techniques is formulated and combine with the piezoelectric and conjugate heat transfer 
module of Comsol 5.3a Multiphysics solver to describe the periodic motion of the 
piezoelectric diaphragm subjected to a sinusoidal electric field. A time dependent implicit 
solver formulation has been carried out for the numerical algorithm.
GRID INDEPENDENCE STUDY 
Similar to the approach adopted by (Jain et al., 2011) and (Yue-Wei et al., 2014) 
simulation results in the present investigation were resolved following a precise time 
and grid independence study. The mesh density appeared to have a greater impact on the 
instantaneous exit velocity of synthetic jet actuator. The relative error in the maximum 
velocity at the orifice exit for the medium grid mesh consisting of 290000 elements and the 
coarse grid mesh of 230000 elements with respect to the fine mesh of 380000 elements was 
4% and 12.7% respectively. Based on the actuation frequency (f ) a time step of 1/2000f 
is chosen to allow for 2000 time steps per cycle for computing both ejection and suction 
portion of synthetic jet  actuator as shown in Figure 3 and 4 respectively. 
For maintaining balance between computational time economy and efficiency, a 
medium mesh grid consisting of 290000 elements had been chosen for final computation. 
In case of domain independent investigation for the near field of the jet, the size of outer 
domain was chosen as 20 orifice diameter (along the axis) and 30 orifice diameters 
(sideways) was sufficient for visualization of clockwise vortices.
Figure 3. Overall view of the free triangular and free quadrateral mesh schemes of synthetic jet actuator at 
different mesh densities; (a) fine mesh (b) Medium (c) coarse mesh at operating frequency 15 Hz and excitation 
voltage 20 volts
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SOLVER CONTROL AND CONVERGENCE
The excitation was applied to the piezoelectric diaphragm and the flow in the outer domain 
was initialized at rest. Each unsteady simulation was run for about five to six cycles until 
the converged solution was obtained. The employed convergence criterion required that 
the scaled residuals decrease to 106 for all the governing equations. On the attainment of 
the value of 106   the jet exit velocity showed no noticeable variation and present simulation 
was considered to be converged.
VALIDATION WITH THE EXPERIMENT
Before initiating the computations for synthetic jet actuator, the zero net mass flux over a 
cycle of synthetic jet actuator could be confirmed by velocity time fragments at various 
radial positions close to the orifice exit as shown in Figure 5. For an excitation voltage 
amplitude of 30 volts and an actuation frequency was set to equal 951 Hz. The peak value 
of velocity during suction was lower in comparison to blowing phase. The percentage 
deviation between the present and the results revealed by Qayoum et al. (2010b) is 12.8%. 
The possible reason for the deviation may be due to the hotwire incapability of track down 
the flow direction. 
Figure 5, Figure 6, Figure 7 and Figure 8 compare the instantaneous, radial, 2-D velocity 
contours and axial profile of synthetic jet actuator in blowing phase at the centerline of 
the orifice (x/D=0) and (z/D=0) with  the experimental results of Qayoum et al. (2010b) 
under identical conditions. The jet axial velocity first increased to a maximum value with 
Figure  4.  Instantaneous jet velocity ( ) variation of a synthetic jet actuator for three different mesh density 
at axial distance (y/D =0) operating at frequency,  f=15 Hz and excitation voltage 20 volts 
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Figure 5. Comparison of time fragments of instantaneous jet velocity (u) at radial positions (x/D=0) 
corresponding to the axial position (y/D) = 0.5 with (Qayoum et al., 2010b). The excitation voltage amplitude 
is prescribed to 30 V at excitation frequency of 951 Hz. The diameter of orifice, D= 0.5mm
Figure 6. Comparison of jet centerline velocity (ucl/umax) in the axial direction (y/D) with (Qayoum et al.,2010b). 
The excitation voltage amplitude is chosen as 30 V at an actuation frequency of 951 Hz. The diameter of 
orifice, D= 0.5mm
Impingement of Synthetic Jet for Heat and Fluid Flow Characteristics
1193Pertanika J. Sci. & Technol. 27 (3): 1181 - 1206 (2019)
(a) (b)
Figure 7. Comparison of 2-D instantaneous velocity  body contour: (a) present computational model (b) 
Schlieren images from (Qayoum et al.,2010b)  for single jet at an excitation voltage of 55 volts and Orifice 
diameter, D= 2 mm. The carrier frequency is equal to 475 Hz.
Figure 8. Comparison of radial velocity profiles of synthetic jet actuator with (Qayoum et al., 2010b) at axial 
position, y/D= 6 operating at frequency, f=951 Hz and excitation voltage, Vexc= 30 volts      
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successive reduction to zero velocity in the surrounding quiescent air. In Figure 7 the 
percentage deviation between the present and existing experimental results was 13.3%. The 
velocity profiles in Figure 5, 6, 7 and 8 follow the same trend and matches in a reasonable 
manner with the experimental results of Qayoum et al. (2010b).  
RESULTS AND DISCUSSIONS
Synthetic jets are characterized by the evolution, advection and dispersion of vortex rings. 
The present study reports the influence of synthetic jet promulgate from a double orifice 
and impinging on a stainless steel heated plate placed in quiescent air. The intensity of the 
interaction of the synthetic jet actuator with the surrounding quiescent flow relies upon 
the strength of the vortices generated at the orifice exit and their momentum transported 
over the surface. The synthetic jet actuator parameters are a function of surface heat 
transfer coefficient distribution giving data on the effectiveness of the jet for heat transfer 
enhancement. The reason for an increase in heat transfer is on account of temporal and 
spatial flow patterns. This is exhibited by the velocity (in axial and radial directions) 
and temperature profiles. Numerical results are presented in the terms of velocity and 
temperature profiles.
Velocity Profiles
Figure 8 shows surface velocity contour of a single orifice synthetic jet actuator at different 
times namely, T/8, T/4, 3T/8, T/2, 5T/8, 3T/4, 7T/8 and T in quiescent conditions operated 
at excitation voltage of 55 V and frequency of 15 Hz. Different shapes of the velocity 
contours versus-time were generated in one cycle from the simulation. 
The exit velocity of synthetic jet actuator was maximum at the centre of orifice. As 
we went away from orifice velocity decreased exponentially and becomes zero at the far 
away field due mixing of synthetic jet with the external quiescent flow field. The vortex 
rings appearing at the centre of orifice again justified maximum velocity at the centre.
At the start of the expulsion cycle (shown in T/8), the fluid near the side of the orifice 
moved out first increasing the velocity (Figure 9(a)-9(c)). When the diaphragm moves 
further out, more fluid was expelled, but the fluid coming from inside the cavity encounters 
the resistance from the fluid moving in the opposite direction which resulted in the drop 
in the velocity momentarily as in figure 9(d). 
Figure 9(b) depicts the simulation results corresponding to time T/4. As the diaphragm 
oscillated, the ambient air was alternately drawn into and expelled out from the cavity 
orifice. The upward movement of the diaphragm led to the formation of shear layer at 
the edge of orifice. A vortex ring was formed by the roll up of ambient air induced by the 
vorticity. Figure 9(c) and 9(d) correspond to times T/2 and 3T/8 during which the diaphragm 
is still moving upwards. The fluid continuously came out from the opening and a vortex 
pair was formed as in Figure 9(c). There was a drop in velocity seen in Figure 9(d) due 
crossing over of the vortex pair.
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Figure  9. Velocity contours for different times in a cycle of operation for single orifice synthetic jet actuator 
at f= 15 Hz , Re =330 and Vexc =55 volts
Figure 9(e-h) corresponds to times 5T/8 to T during which the diaphragm moves 
downwards to entrain the fluid into the cavity. After the vortex crossover there was a 
decrease in velocity. During the suction period the air was sucked near the walls. There 
was lowering of suction pressure and flow was sucked in from a wider area in front of 
orifice. The vortex pair moved towards the diaphragm. 
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Figure 10 shows mean centerline velocity of single orifice synthetic jet actuator at an 
excitation voltage of 55 V for different actuation frequencies at different axial distances. 
It is seen from Figure 10 that at 15 Hz frequency mean centre line velocity is maximum 
at all axial distances. The mean velocity increased with the increase in the axial distance. 
At the axial distance (y=15 mm) the mean velocity was maximum.
 Figure  10. Mean centerline velocity of single orifice synthetic jet actuator at radial location (x/D =0) under 
different actuation frequencies at excitation voltage of 55 volts
(a) (b)
Figure 11. Surface velocity profile of double orifice synthetic jet showing: (a) suction (b) ejection operating 
at frequency of 15 Hz, Re = 247 and Vexc = 55 volts at time, t = 3T/8
Figure 11 shows velocity vector profile of the double orifice synthetic jet showing 
suction and ejection. It is quite evident from Figure 11 that near the wall the velocity was 
maximum as the two synthetic jets combined to form the central jet which built a greater 
fluid momentum and efficient mixing.
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Figure 12 shows surface velocity profile of the double orifice synthetic jet showing 
suction and ejection at different times namely, T/8, T/4, 3T/8, T/2, 5T/8, 3T/4, 7T/8 and 
T in quiescent conditions operated at excitation voltage of 55 V and frequency of 15 Hz. 
It is quite evident from   Figure 12 that near the wall the velocity was maximum as the 
two synthetic jet combine to form the central jet which built greater fluid momentum and 
efficient mixing. Figure 12 shows a lower velocity for the double-orifice jet configuration 
Figure 12. Velocity contours for different times in a cycle of operation for double orifice synthetic jet actuator 
at f= 15 Hz and Vexc =55 Hz 
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as compared to single orifice jet similar to the results observed by Qayoum et al. (2010b). 
The reason for the lower velocity may be due to greater mixing of the vortices generated 
in case of double-orifice. At the start of the expulsion cycle (shown in T/8), the fluid near 
the side of the orifices moves out first increasing the velocity (Figure 12(a)). Figure 12 
(b-d) depicts the simulation results corresponding to time T/4 to T/2 during which the 
diaphragm is still moving upwards. The fluid continuously came out from the opening and 
a vortex pair was formed upward wash as in Figure 12(d). There was a drop in velocity 
seen in Figure 12(e) due crossing over of the vortex pair. Figure 12(e-h) correspond to 
times 5T/8 to T during which the diaphragm moved downwards to entrain the fluid into the 
cavity. During the suction period the air was sucked near the walls. There was a lowering 
of suction pressure and flow was sucked in from a wider area in front of orifice. The vortex 
pair moved towards the diaphragm forms downward wash as seen in Figure 12(h). 
Figure 13 and Figure 14 present the axial and radial velocity development of the 
synthetic jet at the various excitation conditions at time 2T/8. The excitation conditions 
used were 20 volts, 30 volts and 55 volts at a frequency of 15 Hz. The mean velocities along 
the jet centerline were seen to decrease with an increase in the axial and radial distance 
from the orifice. As seen from the figure the centerline axial velocity increased with an 
increase in excitation voltage and tends to maximum at 55 volts. This is due to maximum 
displacement attained by piezoelectric diaphragm (by the action of inverse piezoelectricity) 
which is responsible for maximum ejection of fluid from inside the cavity to orifice exit. 
The radial velocity followed the same trend as it increased due to increase in excitation 
voltage and reached a maximum at 55 volts.
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Figure 13. Effect of excitation voltage on the mean centerline velocity along axial direction (y/D) due to single 
orifice synthetic jet actuator at a location of x/D=0. The excitation voltage are equal to 20 volts, 30 volts and 
55 volts respectively
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Figure 14.  Effect of excitation voltage on the  mean centerline velocity in radial direction (x/do)  due to single 
orifice synthetic jet actuator at an axial location of z/do=20 The excitation voltages are equal to 20 volts, 30 
volts  and 55 volts respectively
Figure 15 presents the radial velocity profiles for the double orifice synthetic jet 
configuration. It was observed from the figure that the highest average radial fluid velocity 
was attained at an excitation of 55 volts but lower as compared to single orifice synthetic 
jet. This is due to the fact that at far off fields individual synthetic jets merge to enhance 
mixing and ultimately the velocity gets reduced. This further confirms the broadening of 
the two-jet system.
Figure 15. Mean radial velocity (u) in the spanwise direction (x/D) at the axial location y/D=20 for 20 volts, 
30 volts and 55 volts excitation conditions with both Jet1 and Jet2 running simultaneously operating frequency 
set to 15 Hz
Mukhtar Ahmad and Adnan Qayoum
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Heat Transfer Coefficient 
The distribution of surface temperature on the surface of heated stainless steel as a function 
of the synthetic jet actuator parameters gives information on the effectiveness of the jet 
for heat transfer enhancement.
Figure 16. Temperature contour on heated plate simulated after impingement for double orifice synthetic jet 
actuator in quiescent flow: (a) Vexc = 20 volts; (b) Vexc = 30 volts; (c) Vexc = 55 volts at operating frequency, f 
=15 Hz and  q''= 4000 W/m2
Figure 16 shows the temperature distributions for a plate heated by the constant 
heat-flux (4000 W/m2) subjected to the impingement of double orifice synthetic jet at an 
actuation frequency of 15 Hz for different excitation voltages. The spacing between the 
heated stainless foil and orifice exit plane was chosen as 120 mm. Figure 16 shows a lower 
temperature distribution at excitation voltage equal to 55 volts implying increased heat 
removal rate as compared to other excitation conditions.
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Figure  17. Heat transfer coefficient due to impingement of double orifice synthetic jet actuator actuation 
frequency, f=15 Hz and y = 120 at different excitation voltages
Figure 17 shows the corresponding average heat transfer coefficient for double 
orifice synthetic jet actuator. The maximum heat transfer coefficient equal 45 W/m2-K 
was observed corresponding to 55 volts at the centre of impingement plate. This is due 
to greater amplitude of oscillation generated by piezoelectric membrane as the applied 
voltages elevates from 20 volts to 55 volts respectively.
Figure 18 shows the comparison of average heat transfer coefficient for single and 
double orifice synthetic jet actuator operated at an actuation frequency of 15 Hz and 
excitation voltage equal to 55 volts. For constant orifice diameters, it was seen that heat 
transfer coefficient was high in case of double orifice synthetic jet. The difference in the 
Figure  18.  Comparison of heat transfer coefficient due to impingement of single and double orifice synthetic 
jet at y = 120 operated frequency,  f=15 Hz and excitation voltage 55 volts
Mukhtar Ahmad and Adnan Qayoum
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heat transfer coefficient actuator was approximately 32%. The high values of heat transfer 
coefficient for double orifice jets are attributed to large magnitude of the clockwise vortices 
at the orifice exit compared to single orifice jet. This results in enhanced mixing in the 
region between the interacting ambient fluid and near the stainless steel foil leading to 
increase in average heat transfer coefficient.
As seen from Figure 17 and 18, the heat transfer enhancement solely depended  on the 
quantity of orifices employed in  the synthetic jet actuator but independent upon its size 
operating at optimum excitation  conditions. 
CONCLUSIONS
The detailed computational  study on the effect of excitation voltage and actuation frequency 
of a single cavity having double orifice synthetic jet actuator  on fluid flow and heat transfer 
enhancement has been carried. The following important observations can be summarized as:
1. The velocity of synthetic jet with single and double circular orifice reaches a 
maximum value to form upward wash vortices when operated at its optimum 
resonant frequency.
2. The average heat transfer coefficient due to double orifice synthetic jet is  32% 
higher as compared to single orifice synthetic jet at optimum frequency and voltage.
3. The mean centerline and radial velocities along the synthetic jet increases gradually 
for an excitation voltage varies from 20 volts to 55 volts in a non-linear pattern. 
This is due to piezoelectric diaphragm displacement being a non linear function 
of applied electric field.  
4. The mean radial velocity of double orifice synthetic jet is lower as compared to 
single orifice due to mixing enhancement and greater magnitude of clock wise 
vortices. 
5. The interaction of double orifice synthetic jet impingement shows a general 
increase in heat transfer enhancement with an increase in excitation voltage. A 
maximum enhancement in heat transfer is equal 45 W/m2-K is observed at 55 volts 
amplitude of excitation.
6. The heat transfer enhancements solely depend on the quantity of orifices employed 
in the synthetic jet actuator but independent upon its size operating at optimum 
excitation conditions.
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NOMENCLATURE
dc   Cavity width                                             [m]
D   Orifice width                                            [m]
f   Diaphragm actuation frequency               [Hz]
hc   Height of cavity                                        [m]
ho   Height of orifice                                       [m]
havg   Average heat transfer coefficient             [W/m2-K]
Lh   Lengths of thin stainless steel foil            [m]            
p   Pressure                                                    [Pa]
q"   Heat flux                                                  [W/m2]
Re   Reynolds number, dimensionless
s   Spacing or pitch between two orifices     [m] 
Sr   Strouhal number, dimensionless
St   Stokes number, dimensionless 
T   Time period of oscillation                        [sec]
Ts   Average surface temperatures of thin stainless steel foil [K]      
T   Bulk fluid temperature                             [K]
u   Mean radial velocity of synthetic jet       [m/s]
ucl   Mean centerline velocity of synthetic jet [m/s]       
ut   Instantaneous velocity of synthetic jet    [m/s]
umax   Maximum axial velocity of synthetic jet [m/s]
V   Instantaneous voltage                              [volts]
Vexc   Excitation voltage amplitude                  [volts]
x   Coordinate along major axis of stainless steel foil [m]                 
y   Coordinate  normal to the stainless steel foil [m]
Greek symbols
ρ   Density of air [kg/m3]
µ   Dynamic viscosity [kg/ms]
µt   Turbulent viscosity[kg/ms]
v   Kinematic viscosity[m2/s]
CE   Stiffness Matrix [C/mV]
E   Electric field [N/C]
ε   Dielectric constant[F/m]
σ   Stress in piezoelectric patch[N/m2
Subscripts
a   Ambient air
   s   Surface 
   o   Average
cl   Centreline
t   Instantaneous
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ABSTRACT
In this study, papaya (Carica papaya) peel was dried using convection oven and microwave 
drying methods to investigate the drying kinetics and the drying behavior in the attempt 
to search for a feasible way to utilize waste peel. Three different drying temperatures 
(45, 55, and 65 oC) and microwave powers (250, 440, and 600 W) were applied to dry 
the papaya peel, wherein the drying data were fitted into the following seven drying 
kinetic models: Lewis, Page, Modified 
Page, Henderson and Pabis, Logarithmic, 
Two-Term, and Approximation of Diffusion 
models. The study outcomes indicated that 
the Page model emerged as the best fitted 
model for oven drying of papaya peels with 
the highest coefficient of determination 
(R2) value (0.994-0.996) for all the three 
temperatures. As for microwave drying, 
the Approximation of Diffusion model 
exhibited the best fit owing to the highest 
R2 value (0.996-0.999) for all the three 
powers. The effective moisture diffusivity 
values for convection oven and microwave 
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drying methods ranged from 6.65 x 10-08 to 4.35 x 10-07 and from 2.43 x 10-07 to 6.67 x 10-07, 
respectively. Additionally, the activation energy values were recorded at 61.301 kJ/mol and 
46.621 W/g for oven and microwave drying methods, respectively.
Keywords: Activation energy, convection oven drying, drying kinetic models, effective moisture diffusivity, 
microwave drying, papaya peel.
INTRODUCTION
Papaya or paw-paw (Carica papaya) belongs to the family of Caricaceae. This tropical 
fruit is cultivated in many countries, including Australia, Hawaii, Philippines, India, and 
Malaysia, and is native to Tropical America (Anuar et al., 2008; Yogiraj et al., 2015). The 
global production of papaya on an area of 441,964 ha recorded up to 130,507,749 tons 
in 2016 (FAOSTAT, 2016). Its popularity is due to the fruit being low in calorie, as well 
as rich in antioxidant compounds, minerals, fibers, and vitamins C, B, and E (Prajapati 
et al., 2017). Hence, papaya has been considered as a nutraceutical fruit. Due to its large 
consumption, papaya results in significant amount of wastes, in terms of peels and seeds.
The by-products constitute 20-25% of papaya fruit weight, which consist of 12% 
peels and 8.5% seeds (Pavithra et al., 2017b; Medina et al., 2003). Apart from being rich 
in protein (11.67 ± 0.04%), total fiber (32.51 ± 0.03%), carbohydrates (47.33 ± 0.08%), 
ash (5.98 ± 0.03%), fat (2.51 ± 0.13%), and several minerals, such as potassium (516.33 
± 0.82 mg/100 g) and phosphorus (221.54 ± 0.85 mg/100 g) (Martial-didier et al., 2017), 
papaya peels also contain high phenolic content, hence making them a natural antioxidant 
(Ang et al., 2012; Jamal et al., 2017). Papaya peels constitute total, soluble, and insoluble 
dietary fibers with 59.8 ± 0.5, 19.93 ± 0.01, and 39.9 ± 0.5 (g/100), respectively (Calvache 
et al., 2016). Previous studies have highlighted the use of papaya peel in several food 
products, including cookies, chapathis, thelpa, and whole wheat bread (Bokaria & Ray, 
2016; Pavithra et al., 2017a; Santos et al., 2018; Waghmare & Arya, 2012).
Vast amount of waste is generated due to disposal of fruit peels and seeds without being 
subjected to further treatment. Besides being hazardous to the environment, the waste has 
high potential to be used and converted after performing biological treatments into value-
added products, raw material for other industries or even as animal feed/fodder. Hence, 
there is a need to develop such bio-production and recovery processes of these waste that 
would not only be economical to the agriculture sector, but also exert a positive impact 
on the environment (Laufenberg et al., 2003). The nutritional components in these by-
products can be applied to fortify processed food, which yields a variety of new products, 
namely jams, jellies, pies, and pastries. As a result, such products are not only nutritionally 
enriched, but are also packed with more nutrients (Storck et al., 2013).
Drying Kinetics of Papaya Peel
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Preservation of food by cost effective means and hygienic ways can be of importance, 
especially with the global shortage of food supply (Yaldiz et al., 2001). Drying refers to 
a method that preserves food, which has been in use since ancient times. This process 
involves removal of moisture from a product by reducing water activity, and hence, making 
it preservable over a longer period of time (Omolola et al., 2015). Several benefits of 
drying process include decrease in water activity leading to retardation of microbial growth 
and deteriorative reactions, as well as lesser costs of storage and transportation owing to 
reduced volume and weight occupied by the commodity (Caccavale et al., 2016; Castro et 
al., 2018). In fact, a substantial number of studies have analyzed papaya peels by focusing 
on drying using the convection method (Altaf et al., 2015; Koubala et al., 2014; Martial-
didier et al., 2017; Santos et al., 2014). However, the influence of temperature upon the 
drying behavior of the peels is nowhere to be found in the literature.
The most basic principle involved in oven drying method is the transfer of heat energy 
by convection from the hot air to the product surface (Castro et al., 2018). However, 
conventional thermal treatments operate at a higher temperature during the falling rate 
period and have prolonged drying time. This subsequently leads to thermally degraded 
end-products that are undesirable (Demiray et al., 2017). Due to such reasons, microwave 
drying method offers an advantage. In microwave, the heat is generated as a result of 
alternating microwave field affecting the alignment of dipolar water molecules present 
in materials, and thus generating heat energy (Darvishi, 2012). As a comparison to oven 
drying, microwave successfully lowers the drying time, as well as provide uniform energy 
distribution on the material and high final-product characteristics in terms of aroma, color 
and overall product acceptability (Darvishi et al., 2014; Feng et al., 2012). Another benefit 
in microwave drying is that the temperature and moisture gradient follow similar directions 
as opposed to oven drying where the moisture leaves the product against temperature 
gradient. Thus, the energy absorbed by water molecules is rapid and it evaporates at a 
quicker rate leading to a shortening of drying time (Doymaz et al., 2015). With that, this 
present study compared oven and microwave drying method to investigate the drying 
behavior of papaya peels.
Since there are many challenges when it comes to drying in terms of fruit structure, 
composition complexity, and biological variability; mathematical modelling serves as 
a useful tool to overcome such issues. This is especially beneficial for stimulation of 
temperature, moisture, and velocity distribution, including those variables that possess 
high temporal and spatial resolution (Abera et al., 2016; Castro et al., 2018; Defraeye, 
2014). Heat transfer, mass transfer, thermal conductivity, and specific heat are some of the 
essential properties that are useful in designing an ideal dryer (Tahmasebi et al., 2011). The 
common kinetic models applied in this study were Lewis, Page, Modified Page, Henderson 
and Pabis, Logarithmic, Two-Term, and Approximation of Diffusion models, which have 
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been used in many past studies that assessed banana peels (Khawas et al., 2014), lemon 
slices (Torki-Harchegani et al., 2016), pineapples (Ravula et al., 2017), as well as dika nuts 
and kernels (Aregbesola et al., 2015). Such studies have paved the way for developing 
various drying models. These equations are crucial to estimate and to obtain both drying 
times and drying curves (Menges & Ertekin, 2006), which in turn, are essential for food 
safety, sensory, and nutritional quality (Castro et al., 2018).
Keeping these in mind, this study probed into the drying kinetics of papaya peel using 
oven and microwave methods. Next, the drying data obtained were compared with the 
predicted values by using the seven thin-layer drying models. The main objective of this 
study is focused on selecting the best fit model to accurately describe the effect of thin-layer 
drying of papaya peels at three various conditions for each drying method. In addition to 
this, both aspects of effective moisture diffusivity and activation energy were investigated. 
Lastly, the comparison between the two techniques determined the best method for drying 
papaya peels. 
Materials and Methods
Materials
In this experiment, papayas (Carica papaya) were bought from a wet market located in 
Seri Kembangan, Selangor, Malaysia. A fully ripened fruit of the Sekaki variety with an 
average weight of 1.707 kg was selected for this study. The fruit was washed thoroughly 
using tap water to remove any surface dirt particles. It was then cut manually using a 
stainless-steel knife to separate pulp, peel, and seeds. The peels were divided into small 
portions of 2x2 cm2 with an average thickness of 3.45 mm. They were rinsed with running 
water to remove remaining mucilage. Before proceeding with the tests, the initial moisture 
content was measured with a convection oven (Memmert, Schwabach, Germany) at 105 °C 
for 24 hours until constant weight was achieved (AOAC, 1995). For each drying process, 
approximately 10 g of papaya peel sample was used. The experiments were run thrice for 
each temperature and power intensity.
Drying Procedure
As for the oven drying method, the papaya peels were distributed uniformly on petri plates 
and placed on a stainless-steel tray (40 x 28 cm). They were loaded into a pre-heated oven 
(Memmert, Schwabach, Germany) at 45, 55, and 65 °C. Moisture loss of the sample was 
measured by using a digital balance with ±0.001 g accuracy placed nearby. Weight loss 
was recorded at every 30 min interval up to 4 h, later at every 1 h interval for the next 5 h, 
and finally, 5 h intervals until constant weight was achieved. In order to avoid interference 
with the drying procedure, the sample weight was recorded quickly. 
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As for the microwave drying method, the papaya peel sample was placed in a petri 
plate, and then on a turntable fitted inside the microwave cavity (Panasonic microwave 
model NN-C2003S, Malaysia). The most ideal microwave performance can be obtained 
with the presence of turntable, which also helps in reducing the amount of microwaves 
reflected onto the magnetron. The microwave used in the experiment had 242 x 412 x 
426 mm cavity dimensions. The microwave was operated at three different power intensities 
of 250, 440, and 600 W. Moisture loss of the sample was recorded as weight difference 
for every 1 min interval using a digital balance. The drying process was carried out until 
no difference was observed between the successive weighing sessions. The weighing of 
sample was performed rapidly to prevent any disturbance during the drying procedure. 
Drying Kinetics Model
The calculation of moisture ratio (MR) of papaya peels was carried out by converting the 
experimental drying data obtained (Erdem et al., 2014):
                                                                                                                         [1]
Mt, Mi, and Me refer to moisture content at time t, initial moisture content, and moisture 
content at equilibrium, respectively.
Theoretically, equilibrium state can be reached after an infinite drying time. Hence, 
Me can be neglected for long drying periods as its value is small when compared to Mi 
and Mt. Also, such low values present with complications in microwave heating as the 
smaller amount of moisture content results in lower dielectric loss and the determination 
of moisture loss rate becomes difficult (Cui et al., 2004; Darvishi et al., 2014; Holeček & 
Kohout, 2016). The dimensionless quantity of MR can be, hence, simplified to Equation [2]: 
                                                                                                                         [2] 
In order to determine the most appropriate drying equation, the drying data of papaya 
peels were fitted into seven different thin-layer drying equations (Table 1). SPSS software 
was applied to perform non-linear regression analysis of the experimental data. Based on 
the highest coefficient of determination (R2), the best fit mathematical models to the drying 
data was selected (Fikry & Al-Awaadh, 2016; Rayaguru & Routray, 2012).
Effective Moisture Diffusivity
Effective moisture diffusivity (Deff) can be estimated from drying curves by applying 
Fick’s second law of diffusion. The equation for one-dimensional slab geometry is given 
as (Srikiatden & Roberts, 2007):
Sama Manzoor, Yus Aniza Yusof, Chin Nyuk Ling, Intan Syafinaz Mohamed Amin Tawakkal, 
Mohammad Fikry and Chang Lee Sin
1212 Pertanika J. Sci. & Technol. 27 (3): 1207 - 1226 (2019)
                                                                                                         [3]
Where,  is a constant and is 0 for planar geometry. The initial and boundary conditions 
are taken as M(r,0) = M, at t = 0
In this equation, it is assumed that the initial moisture distribution is uniform, 
moisture migration is by diffusion, while shrinkage, temperature and external resistance 
is inconsiderable throughout the drying process (Crank, 1975). The peel samples were 
considered as infinite slab geometry. Therefore, Fick’s diffusion equation is as given below:
MR =  𝑀𝑀𝑡𝑡 −𝑀𝑀𝑒𝑒
𝑀𝑀𝑒𝑒 −𝑀𝑀𝑖𝑖
=  8
π2 � 1(2𝑛𝑛 + 1)2 exp�− (2𝑛𝑛 + 1)2 π24𝐿𝐿2 𝐷𝐷𝑒𝑒𝑒𝑒𝑒𝑒 𝑡𝑡�∞
𝑛𝑛=0          [4]
Equation 4 can be expanded as follows for the first three series:MR =  8
π2 �exp−�π2�2𝑁𝑁𝐹𝐹𝑖𝑖 + 19 exp−9�π2�2𝑁𝑁𝐹𝐹𝑖𝑖 + 125 exp−25�π2�2𝑁𝑁𝐹𝐹𝑖𝑖 �         [5]
Where NFi denotes Fourier number, and L represents half thickness of 
the material. For long drying times, the Fourier number is greater than 0.1and the 
unaccomplished moisture ratio is < 0.6. Therefore, the first term of the series will dominate 
and the equation can be simplified to Equation 6 (Darvishi, 2012; Darvishi et al., 2014; 
Srikiatden & Roberts, 2007):
                                                                                                       [6]
Where, Deff stands for effective moisture diffusivity (m2 /s), L reflects sample thickness 
(m), and t is drying time (s).
The above equation can be evaluated for Fourier number (denoted as Fo) with numerical 
value equal to . Equation 6 can be written as (Darvishi et al., 2014; Sharma & 
Prasad, 2004):
                                                                                                             [7]
Therefore,
                                                                                             [8]
Effective moisture diffusivity can be determined as follows:
                                                                                                                             [9]
As an alternative to Equation 9, slope method can also be used to determine Deff by 
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a plot of drying data in the form of ln(MR) against drying time, t. This plot results in a 
straight line and the slope is as follows (Thorat et al., 2012):
                                                                                                                     [10]
Activation Energy
As for convection oven drying, activation energy (Ea) was calculated by using Arrhenius 
equation, as portrayed in Equation 11, which relates effective moisture diffusivity (Deff) 
with temperature (Mirzaee et al., 2009).           
                                                                                             [11]
Where, D0 is defined as Arrhenius or pre-exponential factor (m2/s), Ea refers to 
activation energy (kJ/g mol), R stands for universal gas constant (8.314 kJ/kg), and T 
reflects drying temperature. The equation was rearranged as follows:
                                                                                      [12]
For convection oven drying, Ea can be obtained from the slope of ln(Deff) vs 1/T plot 
(Ravula et al., 2017).
Temperature cannot be precisely applied as a measurable quantity within the drier of 
a microwave oven. In such cases, the activation energy can be determined by using the 
modified version of Arrhenius equation (Dadali et al., 2007). With this modified equation, 
Ea was assumed to be linked with Deff and m/P, which refer to effective moisture diffusivity 
and ratio of microwave output power to sample mass, respectively, as opposed to the drying 
temperature in the original equation.
                                                                                                       [13]
Where, D0 is Arrhenius or pre-exponential factor (m2/s), Ea represents activation energy 
(W/g), m stands for sample mass (g), and P refers to microwave output power (W). Equation 
13 can be written as follows:
                                                                                               [14]
As for microwave drying, Ea was obtained from the slope of ln(Deff) vs m/P plot 
(Bagheri & Kashaninejad, 2018).
RESULTS AND DISCUSSION
Drying of Papaya Peels
The plots of MR against the drying time of papaya peels at varied temperature and power 
values are illustrated in Figure 1a and 1b. The preliminary study showed that microwave 
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drying at 1000W was not applicable as the papaya peel was burnt and further testing was 
discontinued. The peels comprised 11-13% of total fruit weight, which is comparable to 
the composition previously reported (Medina et al., 2003). The initial moisture content 
of the peels of  91.7% (w.b.) was obtained. Figure 1a and 1b portray that the drying time 
required to reach the final moisture content in oven was longer, when compared to that 
obtained from microwave drying. 9.33-9.47% (d.b.) was reached within 8-48 h for oven 
drying while microwave drying achieved 9.15-9.48 (d.b.) between 8 and 17 min. Microwave 
drying, thus, resulted in a 98.33-99.40% reduction in drying time to reach the final moisture 
content. This variance in drying time is very large and highlights the advantage of using the 
microwave drying method. Prolonged drying by oven may result in undesirable changes in 
the product. As per previous studies, microwave leads to shortening of drying time when 
compared to conventional oven and infrared methods (Darvishi et al., 2014). 
The results reveal that microwave drying had superior mass transfer efficiency than 
oven drying. This was especially seen during higher microwave power which generated 
larger heat inside the sample leading to a creation of huge difference in vapour pressure 
between the product centre and surface due to volumetric heating in microwave (Darvishi 
et al., 2013). The main dielectric component in food materials is water which makes them 
respond well to microwaves. Thus, the absorption of microwave power is faster and more 
efficient provided that there is residual moisture (Arslan & Özcan, 2010). The initial 
moisture content of the peels was high during the primary stages of drying process; thus, a 
higher microwave absorption was seen resulting in a higher drying rate as a result of high 
moisture diffusion. As the moisture was lost during the process, the microwave absorption 
was also reduced and the drying occurred in the falling rate period. (Darvishi et al., 2014). 
In the case of oven drying, the drying time reduced as the temperature was raised. 
Drying of agricultural products relies on several essential factors, such as indigenous 
properties, initial and final moisture contents, as well as drying methods and conditions. 
With increment in drying temperature, the heat transfer rate also increased between the 
heating air and the sample. This led to rapid evaporation of moisture and thus, reduction 
in the duration of drying (Torki-Harchegani et al., 2016). A similar effect was reported for 
pineapple (Olanipekun et al., 2014) and date fruits (Al-Awaadh et al., 2015). 
As for microwave drying, the figure vividly shows that increment in power sped the 
drying process. In precise, increase in microwave power resulted in considerable reduction 
in MR. This is attributable to increased drier oven chamber temperature and microwave 
intensity, which eventually increase microwave power and hence, rapid loss of moisture 
at higher power rates (Minaei et al., 2012). Similar results for microwave drying effect on 
drying time were reported for apple pomace (Wang et al., 2006) and onion slices (Arslan 
& Özcan, 2010). 
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Table 1 
Thin-layer drying models used for drying of papaya peel
Model Mathematical Equation References
Lewis MR = exp (-kt) Doymaz (2005)
Page MR = exp (-ktn) Page (1949)
Modified Page MR = exp (-kt)n Yaldiz et al. (2001)
Henderson and Pabis MR = a exp (-kt) Doymaz (2004)
Logarithmic MR = a exp (-kt) + c Togrul and Pehlivan (2002)
Two-Term Model MR = a exp (-k0t) + b exp (-k1t) Rahman et al. (1998)
Approximation of 
Diffusion
MR = a exp (-kt) + (1-a) exp 
(-kat)
Lahsasni et al. (2004)
Figure 1a. Plot of moisture ratio (MR) versus drying time (hour) of papaya peel under oven drying
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Figure 1b. Plot of moisture ratio (MR) versus drying time (min) of papaya peel under microwave drying
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Mathematical Modelling 
The MRs calculated from oven and microwave drying methods for papaya peels were 
fitted into seven thin-layer drying models, as displayed in Table 1. The resulting statistical 
regression of the models, along with the drying model constants and the coefficient of 
determination (R2) that assessed the goodness of fit, is shown in Table 2. The proposed 
model for all oven temperatures and microwave powers resulted in average values of 
R2 ranging from 0.965 to 0.996 and from 0.955 to 0.999, respectively. The Page model 
emerged as the best fit for the oven drying method due to the highest value of coefficient 
of regression (0.996) (Figure 2a). Meanwhile, the Approximation of Diffusion revealed to 
be the best fit with 0.999 regression coefficient for the microwave drying method (Figure 
2b). These results are comparable with those obtained from drying of green beans (R2 = 
0.9992–0.9994) reported by Doymaz (2005) and Quercus fruit (R2 = 0.9807–0.9995 ) by 
Tahmasebi et al. (2011). 
Figure 2a. Plot of moisture ratio (MR) versus drying time (hour) in Page Model under oven drying
Figure 2b. Plot of moisture ratio (MR) versus drying time (min) in Approximation of Diffusion Model 
under microwave drying
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Figure 3a. Plot of ln(MR) versus drying time at various drying temperatures
Effective Moisture Diffusivity 
The effective moisture diffusivity (Deff) is illustrated in Figure 3a and 3b in a plot of ln(MR) 
against drying time. The resulting values of Deff given in Table 3 are within the range of 
10-11 until 10-06 for agricultural products, as reported in prior studies on lemon slices (Torki-
Harchegani et al., 2016) and garlics slices (Madamba et al., 1996). The effect of Deff for 
the two drying methods is projected in terms of intensity graph (Figure 4). Each drying 
method was studied at three intensity levels: low, medium, and high, as represented by 1, 
2, and 3, respectively. The low levels are denoted by 45oC and 250 W, medium levels by 
55oC and 440 W, and high levels by 65oC and 600 W. This figure shows that the Deff for 
microwave was higher at all intensity levels, when compared to that of oven drying. This 
high effective moisture diffusivity indicates that the movement of moisture within the 
sample was faster, which in turn, resulted in shorter drying time to hit the final moisture 
content. This subsequently reduced drying time and can save energy and minimize 
processing costs. Thus, microwave drying at 600 W can be considered as an appropriate 
drying technique. Similar results were obtained for oven and microwave drying methods 
comparison with Ahmad et al. (2017), Arslan and Özcan (2010) and Demiray et al. (2017).
The highest diffusivity value obtained from oven drying was recorded at 65oC, while 
the lowest was at 45oC. In precise, moisture diffusivity increased as the temperature of 
drying air was hiked. This may be due to the more prominent absorption of moisture, 
which increased the moisture gradient between the sample and the surrounding air 
conditions (Mirzaee et al., 2009). Hence, it can be concluded that the aspect of effective 
moisture diffusivity increased as the drying air temperature increased, as similarly reported 
for berberis fruit (Aghbashlo et al., 2008) and kachkal banana peels (Khawas et al., 2014).
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Figure 3b. Plot of ln(MR) versus drying time at various microwave powers
Table 3 
Effective moisture diffusivity of papaya peels
Temp(oC)/Power (W) Deff (m2/s)
45 6.65 x 10-08
55 2.75 x 10-07
65 4.35 x 10-07
250 2.43 x 10-07
440 4.67 x 10-07
600 6.67 x 10-07
Figure 4. Effect of drying methods on effective moisture diffusivity at three level of intensity 1, 2 and 3; 
low, medium and high intensity, respectively
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In microwave drying, the highest diffusivity value was obtained at 600 W, while the 
lowest was at 250 W. This increase in moisture diffusivity with the rise in microwave 
power can be justified by the increased heating energy. Higher heating energy subsequently 
increased water molecule activity, which led to greater moisture diffusivity as the samples 
were dried at higher microwave power (Demiray et al., 2017). Similar trend was also 
reported for drying of pineapple (Olanipekun et al., 2014) and apple pomace (Wang et 
al., 2006). 
Activation Energy 
Activation energy (Ea) can be defined as the minimum quantity of energy required to initiate 
diffusion of moisture from the internal areas of a product. It cannot be used to compare the 
two drying methods as Ea is associated to temperature in case of oven drying and to ratio 
of power output to sample mass for microwave drying. This could be due to the various 
mechanisms adhered by each drying technique. Hence, it is an unsuitable parameter to 
identify the appropriate drying method for papaya peels. Nevertheless, it can still be used 
to compare within similar drying method.
The plot of logarithmic for ln(Deff) versus 1/T was drawn to obtain activation energy 
(Ea), as portrayed in Figure 5a. Based on the outcomes, a linear relationship was derived 
from the Arrhenius-type equation with the value of Ea being 61.301 kJ/mol. This value 
falls within the range between 12.7 and 110 kJ/mol for most food materials (Zogzas et 
al., 1996). The results appear to be similar with the reported values found in the literature, 
such as 60.08 kJ/mol for lemon slices (Torki-Harchegani et al., 2016), as well as 52.275 
and 52.859 kJ/mol for sweet and sour pomegranate arils, respectively (Minaei et al., 2012). 
The activation energy obtained, however, seemed lower than that recorded for berberis 
fruit with 110.837-130.61 kJ/mol (Aghbashlo et al., 2008).
Figure 5a. Plot of ln(Deff) versus reciprocal of temperature
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Figure 5b. Plot of ln(Deff) versus mass/power
Ea obtained from the plot for logarithmic of moisture diffusivity vs sample weight/
power level (m/P) is illustrated in Figure 5b. The outputs signify a linear relationship owing 
to the modified Arrhenius-type exponential equation dependence. The observed Ea value 
in this study was 46.621 W/g. The results obtained are comparable with 45.05 W/g for 
rambutan seed (Ahmad et al., 2017) and lower than 21.6 W/g for mango ginger (Murthy 
& Manohar, 2012). 
In both the drying methods, the resulting higher activation energy reflected that more 
energy was required to break the moisture bonds, which retarded moisture velocity and 
extended drying process (Ahmad et al., 2017).
CONCLUSION
Convection oven drying of papaya peels at 45, 55, and 65 oC and microwave drying at 
250, 440, and 600 W was performed to analyze the thin-layer drying characteristics. Seven 
drying models were applied to describe the drying kinetics of the papaya peel. Among 
the models examined, the Page model exhibited the best results with the highest R2 value 
of 0.996 for oven drying. The highest effective moisture diffusivity was 4.35 x at 10-07 
at 65 oC, while the lowest was 6.65 x 10-08 at 45 oC. Activation energy was recorded at 
61.301 kJ/mol for this method. In the microwave drying technique, the Approximation of 
Diffusion model resulted in the highest R2 value (0.999). The effective moisture diffusivity 
observed at 600 W (6.67 x 10-07) was the highest, whereas 250 W (2.43 x 10-07) was the 
lowest. Activation energy of 46.621 W/g was also obtained for the microwave method. By 
comparing the drying times and the effective moisture diffusivity of papaya peels using 
the two drying methods, the microwave drying technique at 600 W emerged as the most 
appropriate technique.
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ABSTRACT
The load forecasting aims at the energy management in the field of power supply systems. It 
helps to diminish the production cost, spinning reserve capacity and enhance the reliability 
of the power system. It is tremendously essential for financial institutions, electric utilities 
and other participants in electric energy market, be it for transmission, generation or 
distribution. The economic allotment of electricity generation plays a vital role in short term 
load forecasting. This paper presents a solution methodology based on Levenberg Marquardt 
algorithm of an artificial neural network technique for short term load forecasting. The 
system data for forecasting the load includes 
the parameters like dry-bulb temperature, 
dew point temperature, humidity and load 
data. The live load data was recorded from 
the 66kV substation located at Bhai Roopa, 
Bathinda in Punjab state of India. The 
corresponding weather data was collected 
from the Indian Meteorological Department 
“IMD” at Pune in Maharashtra state for 
the years 2015 and 2016. The Levenberg 
Marquardt algorithm had been implemented 
to minimize the error function derived on 
the basis of computed load and actual load. 
This work had been carried out using the 
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MATLAB software. The obtained results would support an effective and accurate load 
forecasting in future.
Keywords: Electrical energy, feed forward network, Levenberg Marquardt, neural network, short term load 
forecasting 
INTRODUCTION
Power utilities are expected to supply reliable power supply to their consumers. With the 
ever increasing load demand, it becomes necessity for the electric utilities to predict the 
future load requirements of their consumers using effective load forecasting methods and/or 
tools. The effective load forecasting will definitely ensure the fruitful profits for the electric 
utilities. This would also enhance client satisfaction level and future monetary process in 
their space (Singla, 2018). For efficient operation and planning of utility company, correct 
models of power load prediction are necessary. Load forecasting is a very essential tool 
for an electrical utility to form necessary choices together with choices on the purchase 
and for banking of power (with alternative corporations or identical state utilities or with 
the neighboring states) (Singla & Hans, 2018). It also helps in the adequate generation of 
power at each and every instant of time with the development of infrastructure and in the 
continuously variable load environment (Singla & Hans, 2018). It is absolutely necessary 
for the existing energy suppliers as well as for other alternative participants within the 
electrical energy transmission, generation, distribution networks, and markets.
The neural network (NN) approach was first time developed for the problem of load 
forecasting in the year 1990. With parallel and distributed units for processing, the NN can 
be defined as the set of arrays including series of the repetitive uniform processor while 
connected to the grid. In a neural network, the two important key terms are learning and 
training. The learning in NN can be done by various methods like interconnecting the 
various processors with each other (Ranaweera et al., 1996). Using the Neuroshell-2 in 
literature (Khotanzad et al., 1997) short-term load forecasting (STLF) had been carried out. 
Different methods like expert systems, Grey system theory and artificial neural network 
(ANN) to solve the short term load forecasting problem (Tayeb et al., 2013) have been 
reported in literature. Comparing the forecasting system in real time with the available 
data, it can be safely concluded that NN tool gives fairly accurate and reliable results. 
ANN can only perform operations according to the trained data whereas in case of 
STLF, the selection of training sets is quite complicated. The selection was based on the 
similarity of characteristics of the training pairs present in the training set that must be same 
as those to the forecasted  in that particular day. To get smart forecasting results, day type 
data should be taken under consideration. A technique is to construct the various ANNs 
Application of Levenberg Marquardt Algorithm for STLF
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for everyday type and feed every ANN with the corresponding day type training sets (Ho 
et al., 1992). The opposite is to use only one ANN, however, contain the day type data 
within the input variables (Dillon et al., 1991; Ranaweera et al., 1996; Chow & Leung, 
1996). The previous method uses a variety of comparatively small size networks, whereas 
the latter has only one network of a comparatively giant size. A typical classification given 
in literature (Ranaweera et al., 1996) categorizes the historical loads into 5 categories. 
These are a Monday, Tuesday-Thursday, Friday, Saturday and Sunday/Public vacation. 
The traditional way of observation and comparison (Ranaweera et al., 1996; Raza et al., 
2017)  supports unsupervised ANN that ideates and selects the training set automatically 
(Yang & Huang, 1998) based on the area considered and taking into account the day type 
classification.
SHORT TERM LOAD FORECASTING
Background
In power system planning, generation and transmission, operation and control, the load 
forecasting plays a crucial part (Singla & Gupta, 2018). Forecasting signifies the estimation 
of active load at numerous load buses prior to actual load prevalence. Application of load 
forecasting in planning and operation needs an exact ‘lead time’ also known as ‘forecasting 
intervals’. Categorization of load forecasting with respect to lead time is presented in 
Table 1.
Table 1 
Categorization of Load Forecasting.
Nature of forecast Lead time Applications
Very short term  few seconds to few minutes Scheduling of generation and 
distribution, power system security 
analysis
Short term Half an hour to the number of 
hours
Unit commitment and spinning reserve 
allocation
Medium term Few days to a number of weeks Planning for seasonal peak winter, 
summer
Long-term Up to one year Planning generation growth.
There are mainly three categories for load forecasting: short-term load forecasting 
generally carried out for the duration ranging from few hours to one week, medium-term 
load forecasting generally carried out for the duration ranging from few weeks to a year, 
and long-term load forecasting generally carried out for the duration ranging for more than 
one year. In an organization, it is necessary to forecast load at various time horizons for 
various operations. These forecasts are distinct in nature. Most of the strategies employ 
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statistical methods or artificial intelligence algorithms like fuzzy logic, regression, 
expert system and neural networks. For medium and long-term load forecasting, end-use 
econometric technique is widely used. For STLF, various strategies such as fuzzy logic, 
different regression models, statistical learning techniques, time series, expert systems and 
similar day methods, are employed.
Statistical approaches usually require a mathematical model that represents load as 
function of different factors such as time, weather, and customer class. The two important 
categories of such mathematical models are: additive models and multiplicative models. 
They differ in whether the forecast load is the sum (additive) of a number of components 
or the product (multiplicative) of a number of factors. For example, Chen et al. (2001) 
presented an additive model that took the form of predicting load as the function of four 
components:
                                                 L(t) = Ln(t) + Lw(t) + Ls(t) + Lr(t)                                                 (1)
Where L(t) is the total load at time t; Ln(t) is the normal or trend component which 
is set of standardized load shapes; Lw(t) is the weather sensitive component; Ls(t) is the 
special event component which create a substantial deviation from the usual load pattern 
and Lr(t) is the completely random term or noise.
A multiplicative model may be of the form of 
                                                   L(t) = Ln(t) . Fw(t) . Fs(t) . Fr(t)                                                    (2)
Where Ln(t) is the normal load and the correction factors Fw(t), Fs(t) and  Fr(t) are the 
positive numbers that can increase or decrease the overall load. The correction factor are 
based on current weather (Fw(t)), special event (Fs(t)) and (Fr(t)) is the random fluctuation.
Forecasting Strategies
Statistical approaches completely require the mathematical model that can represent 
a dependency of load on various factors such as time, weather and customer. The 
mathematical model is further sub-divided into two categories including additive model 
as well as a multiplicative model. These models differ in the way the load is forecasted. 
They consider either the multiplicative or addictive nature of various factors for the load 
prediction.
Medium and Long-Term Load Forecasting Strategies. The previously discussed 
modeling approaches such as economic modeling, end-use modeling and the combination 
of both, are used for the medium and long-term load forecasting.
End-Use Models. This approach utilizes the direct measurement of energy consumption 
on the basis of information based on several factors such as customer use, the size of 
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the houses and the customer age (Engle et al., 1992). Statistical information concerning 
customers besides the dynamics of the amendment is considered as the basis of the forecast.
Econometric Models. The electricity demand is forecasted by the effective combination 
of two approaches including statistical approach as well as economic theory approach 
(Gupta & Pal, 2017). These approaches are further utilized for the representation of the 
relationship between the factors that affect the consumptions and the energy consumption 
itself. The estimation for the relationship parameters between these approaches depends 
upon the least square method and sometimes time’s series method. 
Statistical Model. Based upon the learning, the previously discussed strategies, and the 
end users are dependent upon the factor like economics and the customers. The active 
participation is also needed for the various applications related to these approaches. The 
statistical model basically used is multiple linear regression (Haida & Muto, 1994; Gupta 
& Pal, 2017).
Short-Term Load Forecasting Strategies. A large type of statistical and artificial 
intelligence techniques are developed for short-term load forecasting. There are a variety 
of techniques that can be used for the STLF such as fuzzy logic, regression model, neural 
network, statistical learning algorithm and time series.
Similar Day Approach. These approaches are assumed on the basis of extensive information 
for the days. These approaches are also considered for the forecasting of the weeks as well 
of the year on the basis of forecasted data which was used for the one year. The same rules 
are further applied for the forecasting of weekdays due to which these methodologies also 
consider as one of the benchmark function for the forecasted model (Mu et al., 2010).
Regression Methods. The regression approaches were used for the statistical techniques. 
The application of multiple regressions to find the hidden relations between dependent as 
well as independent parameters is also reported in literature (Mu et al., 2010). The least 
square method is highly considered for these approaches including the variations in the 
sum of the square of expected values as well as determined one. 
Time Series. This approach has also been reported in literature for the measurement and 
the estimation of the forecasting values. They can also be used for various factors such as 
electrical load forecasting and also for economics (Peng et al., 1992). There are some other 
approaches such as Auto-regressive Integrated Moving Average (ARIMA), Auto-regressive 
Moving Average with Exogenous Variables (ARMAX), Auto-regressive Moving Average 
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(ARMA) and Auto-regressive Integrated Moving Average with Exogenous that can also 
be used for the electrical load forecasting.
Neural Networks. Load forecasting can also be done in quite an effective manner by the 
application of artificial neural network algorithms. The output of neural network must be 
linear or non-linear on the basis of the input data that can also be considered as the output 
of previously designed neural network (Vapnik, 2013). The organization of neural network 
within the range can be accomplished by the effective use of input-output data. Sometimes, 
feedback can also be used to improve the performance of the complete network. During 
the implementation of a neural network for the forecasting, one should consider various 
parameters like the size of the neuron, relative connectivity between the layers and the 
elements and the utilization of uni-directional or bi-directional link within the network. 
Therefore, the pre-operational training needs to be considered for unsupervised learning. 
Expert Systems. Various rules, as well as different procedure, are considered in this 
approach is completely related to the field of the system forecast. The rule-based forecasting 
is highly effective for its implementation in the load forecasting (Gupta & Pal, 2017). 
These approaches work best whenever the data is considered by the human expert for its 
incorporation within the software for system forecasting.
Fuzzy Logic. This technique is considered as one of the most effective methods for the 
mapping of the input to the output. The absence of the mathematical modeling within the 
system makes this technique more effective in comparison to other technique as its output 
is highly precise (Saxena et al., 2010). For the effective utilization of Boolean logic for 
the digital output, fuzzy logic is considered as one of the best technique for this particular 
application. 
Support Vector Machines. This technique is highly effective for the minimization of issues 
related to the regression, and also considered one of the modern technology in the field 
of forecasting. It basically emerges from the statically learning theory (Keyhani, 2016). 
Purpose of Load Forecasting
The load forecasting is generally carried out for the following purposes:
The utility enables the company to plan well because they understand the demand for 
future consumption or load.
(i) Maximum use of power generation plants. The forecasting avoids under generation 
or over generation.
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(ii) The forecasting helps in planning the location of the site and the size of the plant. 
It also helps in reducing the transmission and distribution losses.
(iii) Deciding and planning for the maintenance of the power system.  
(iv) The risk for the utility company is reduced. 
MATERIALS AND METHODS
Overview of Levenberg Marquardt
This depicts the well-ordered strategy for training the neural network to learn from the 
recent one month weather and temperature data. For outlining the network architecture 
the MATLAB ANN toolbox was used. The MATLAB ANN tool box was used for the 
Training, Testing and validation of the selected data. The selection of an optimum number 
of hidden layers is necessary as the increase in the number of hidden layers results in 
increased complexity of the ANN architecture, thereby, affecting its performance. The 
algorithm used for training the artificial neural network was Levenberg-Marquardt. The 
Levenberg-Marquardt algorithm is better than Back Propagation algorithm because it 
has better convergence rate, the speed of iteration is more and it is more robust. The 
Levenberg-Marquardt algorithm is a variation of Newton’s method. This algorithm is very 
well suited for neural network training where the performance index is Mean Square Error. 
If initial guess is far from the mark, the LM algorithm can find an optimal solution. The 
main problem of Levenberg-Marquardt is a selection of the hidden layer size, which is 
selected by hit and trial method. In some cases the LM algorithm is slow to converge this 
particularly happens when the parameter is more than ten. It trains the network quicker as 
compared to the back propagation (BP) algorithm. Although it is more efficient, it requires 
more memory. No literature reports on the usage of the considered parameters like dry-bulb 
and wet-bulb temperatures which is a much simplified and accurate method compared to 
the parameters reported in the literature viz. rain-fall prediction, humidity and wind speed. 
Methodology
There were five major steps to obtain the result or to train the network. The five steps are 
briefly explained below one by one and shown in the form of a flowchart in Figure 1.
Data Collection and Preparation. The chronological live load data was taken from the 
PSPCL, 66kV substation at Bhai Roopa, Bathinda in Punjab state of India, whereas, the 
corresponding weather data was acquired from the IMD, Pune. The one-month load data 
and weather data were used for the training the network. The sample data of one day is 
shown in Appendix (A.1).
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Data Preprocessing. Scaling of raw input data is normally important to diminish the bias 
caused by various measuring units of original input variables. The approach utilized for 
scaling the network input and target was to standardize the mean and standard deviation 
of the training set.
Network Structure Design. The next step behind the training and validation of data set 
is to outline the structure for neural networks. This has to do with choosing a network 
topology and resolve the input nodes, output nodes, number of hidden layers and the number 
of hidden nodes. The network topology is mostly determined based on the sort of task to 
be performed by the planned network. The multilayer feed forward neural networks were 
effectively applied for prediction. The number of input nodes is usually set equal to the 
number of input variables.
The following are the input variables for this research:
(a) Dry bulb temperature
(b) Dew point temperature
(c) Humidity
The output of the neural network represents the forecasted load data for the forecasting 
day. The determination of the number of hidden layers and the number of neurons within 
the hidden layers is an important decision within the plan of neural networks. Too many 
hidden neurons cause many trainable weights, which might build a neural network to 
become erratic and unreliable. On the other hand, too few hidden neurons limit the learning 
ability of a neural network and improve its approximation performance (Olagoke et al., 
2016). However, there is no distinct guideline for deciding the number of neurons in the 
hidden layers. The usual practice is by using trial and error which cannot yield an optimum 
network design and therefore the method is time-consuming.
Network Training. After the network has been outlined, the following stage is to train 
the network. The training of an artificial neural network is an iterative method that has to 
do with changing the associated weight. Several techniques are utilized to enhance the 
execution of back propagation, one of them being the Levenberg Marquardt technique. 
Levenberg Marquardt was embraced for training the neural network in this work. Levenberg 
Marquardt is the numerical optimization based technique in which performance index is 
to be optimized.
The performance index to be optimized for the Levenberg Marquardt (Singla, 2018) 
in equation 3. 
                                      
( )
1 2
1
( )
p k
kp kp
p k
F w d o
=
=
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                                                           (3)
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Levenberg Marquardt algorithm consolidates the speed of Gauss-Newton’s method 
and the stability of error in back propagation algorithm during training. When µ is large, 
the learning process follows the error in back propagation algorithm, and when µ is small, 
it follows the Gauss-Newton’s algorithm. Here µ is a damping term. 
                                                      
( ) 1T TW J J I J eµ −∆ = +
                                                                                       
(4)
The Jacobian matrix is the matrix of all first order partial derivatives of a vectored 
valued function. When the matrix is a square matrix, both the matrix and its determinant 
are referred to as a Jacobian. 
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The Jacobian matrix equation in a neural network is N ×W matrix.
Network Validation. After the network has been properly trained, it must be validated for 
its performance of generalization. 
Data Base Formation
Training, Validation 
and Testing Data Set
Select NN Architecture
Train the Network 
Using LM Algorithm
Increase NN Size
Save Results
MSE and 
R goal 
met?
Finish
Figure 1. Testing and training flow chart
Manish Kumar Singla, Parag Nijhawan, Amandeep Singh Oberoi and Parminder Singh
1236 Pertanika J. Sci. & Technol. 27 (3): 1227 - 1245 (2019)
RESULTS AND DISCUSSIONS
The results of single layer feed-forward network and multilayer feed-forward network using 
the Levenberg-Marquardt technique are presented and discussed. The data set is divided into 
three parts, i.e. validation, training, and testing. The output considered is on hourly basis 
for the month of January. A feed-forward network consists of several successive layers of 
neurons with one input layer, several hidden layers, and an output layer. The neurons are 
connected using weight vectors and neither feedback nor intralayer connections exist. A 
neuron i thus takes the output of its k input neurons, computes the weighted sum, subtracts 
a so-called bias θi and applies the activation function a, the constraint functions for training 
the neural network is:
         𝑦𝑦𝑖𝑖 = 𝑎𝑎(�𝑤𝑤𝑖𝑖𝑖𝑖𝑥𝑥𝑖𝑖 − 𝜃𝜃𝑖𝑖)𝑛𝑛
𝑖𝑖−1                                                                                               (6)
Single Layer Feed-Forward Network
In case of single layer network, there was single input layer as well as single output layer. 
Further, the neurons present in the input layer received the signals at the input terminal 
whereas the neurons present in the output layer received the output signal in a similar 
way. The input cells were connected to the similar output cell by the utilization of synaptic 
link carrying weight with it. Due to which this was considered as the feed forward neural 
network as the inverse operation could not be possible in this network. Despite of the fact 
that the network had two layers still it was considered  as a single layer due to single output 
layer receiving signal from input layer (Rajashekaran & Vijayalksmi, 2004). The data was 
forecasted with different sizes of the hidden layer and the best results were observed when 
hidden neuron size was 8 as shown in Table 2. The Figure 2 represents the actual load and 
forecasted load in the hidden neuron size of eight.
Table 2 
Represents the different sizes of the hidden neuron and error
Hidden Neuron 
size
2 4 6 8 10
MSE 0.0248 0.0130 0.0132 0.0090 0.0189
RMSE 0.1574 0.1142 0.1150 0.0950 0.1377
MAE 0.1431 0.9 0.08721 0.05711 0.1193
SSE 4.1660 2.1924 2.224 1.5190 3.1885
MAPE 17.6876 11.3278 11.0675 7.3897 13.6234
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Figure 2. represents the actual load and forecasted a load of hidden neuron size eight.
Multi Layer Feed-Forward Network
As its name indicates, it is formed from multilayers. So, architecture of a multilayer feed-
forward network possessing an auxiliary layer is considered between the input layer and the 
output layer. The hidden neurons present within the middle layer were considered for the 
computational purpose only. The major importance of hidden layer is that the computational 
work is performed by this layer before the input signal is received by the output terminal 
(Rajashekaran & Vijayalksmi, 2004). The input hidden layer weight is basically, a synaptic 
weight links formed by the combination of input neurons and the hidden neurons. In a 
similar way, whenever the output neurons formed a combination with the hidden layer 
neurons, it is considered as the hidden output layer weight. In the multi layer feed-forward 
network some cases are discussed below.
Case 1. In this case of multi layer feed-forward network, the hidden layer 1 is variable 
and hidden layer 2 is constant and this was used for error calculation. In the hidden layer 
2, the constant value is 2. In this case, the lowest value is kept constant. In this case, the 
lowest error is observed, when hidden layer 1 size is 4 and hidden layer 2 size is 2. Table 
3 represents the different size of neuron and error and Figure 3 shows the actual and 
forecasted load for the hidden layer having minimum error.
Table 3 
Different sizes of Hidden neuron and error
0
20
40
60
80
100
120
1 30 59 88 117 146
Lo
ad
 (k
W
)
Time (Hour)
Actual Load
Forecasted Load
Hidden layer 1 2 4 6 8 10
Hidden layer 2 2 2 2 2 2
MSE 0.0262 0.0149 0.0209 0.0169 0.0285
RMSE 0.1621 0.1223 0.1447 0.1303 0.1688
MAE 0.1484 0.09957 0.1267 0.1110 0.15552
SSE 4.4173 2.5147 3.5203 2.8548 4.7907
MAPE 18.3185 12.5050 15.7495 13.8465 19.1667
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Figure 3. Actual load and Forecasted load of the hidden layer having less error.
Case 2. In this case also, hidden layer 1 is variable and hidden layer 2 is fixed. The hidden 
layer 2 size is fixed at 6. In this case, the middle value is kept constant. In this case, the 
error is minimum, when the hidden layer 1 size is 8 and hidden layer 2 size is 6. Table 4 
shows the different sizes of hidden neuron and error. Figure 4 represents the actual and 
forecasted load of the hidden layer having minimum error.
Table 4 
Different sizes of hidden neuron and error
Hidden layer 1 2 4 6 8 10
Hidden layer 2 6 6 6 6 6
MSE 0.0122 0.0135 0.0170 0.0066 0.0276
RMSE 0.1106 0.1164 0.1304 0.0814 0.1662
MAE 0.08923 0.0947 0.1091 0.0304 0.1514
SSE 2.0573 2.2767 2.8591 1.1133 4.6429
MAPE 11.2599 11.8770 12.4325 4.2341 18.7025
Figure 4. Actual load and Forecasted load of the hidden layer having less error
Application of Levenberg Marquardt Algorithm for STLF
1239Pertanika J. Sci. & Technol. 27 (3): 1227 - 1245 (2019)
Case 3. In this case also, the hidden layer 1 size is variable and hidden layer 2 size is 
fixed. Now, the fixed value of hidden layer 2 is 10. In this case, the highest value is kept 
constant. In this case, the error is minimum, when the hidden layer 1 size is 4 and hidden 
layer 2 size is 10. Table 5 shows the different sizes of hidden neuron and error and Figure 
5 represents the actual and forecasted load of the hidden layer having minimum error.
Table 5 
Different sizes of hidden neuron and error
Hidden layer 1 2 4 6 8 10
Hidden layer 2 10 10 10 10 10
MSE 0.0232 0.0055 0.0094 0.0114 0.0133
RMSE 0.1523 0.0742 0.0973 0.1070 0.1154
MAE 0.1375 0.0093 0.0620 0.0775 0.0859
SSE 3.8986 0.9268 1.5907 1.9247 2.2388
MAPE 17.0182 0.529 7.9813 9.8251 10.8694
Figure 5. Actual load and Forecasted load of the hidden layer having less error
Case 4. In this case, the hidden layer 1 is fixed and the hidden layer 2 is variable. The 
size of hidden layer 1 is 2. In this case, the lowest value is kept constant. In this case, the 
error is minimum, when the hidden layer 1 size is 2 and hidden layer 2 size is 8. Table 6 
shows the different sizes of hidden neuron and error. Figure 6 represents the actual and 
forecasted load of the hidden layer having minimum error.
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Table 6 
Different sizes of hidden neuron and error
Hidden layer 1 2 2 2 2 2
Hidden layer 2 2 4 6 8 10
MSE 0.0185 0.0258 0.0107 0.0086 0.0191
RMSE 0.1363 0.1606 0.1035 0.0932 0.1382
MAE 0.1177 0.1458 0.0795 0.0516 0.1209
SSE 3.1245 4.3353 1.7997 1.4596 3.2094
MAPE 14.6645 18.0127 10.1118 6.8059 15.0267
Figure 6. Actual load and Forecasted load of the hidden layer having less error
Case 5. In this case, the hidden layer 1 is fixed and the hidden layer 2 is variable. The 
hidden layer 1 size is 6. In this case, the middle value is kept constant. In this case the 
error is minimum, when the hidden layer 1 size is 6 and hidden layer 2 size is 6. Table 7 
shows the different sizes of hidden neuron and error. Figure 7 represents the actual and 
forecasted load of the hidden layer having minimum error.
Table 7 
Different sizes of hidden neuron and error
Hidden layer 1 6 6 6 6 6
Hidden layer 2 2 4 6 8 10
MSE 0.0283 0.0205 0.0125 0.0142 0.0126
RMSE 0.1684 0.1433 0.1118 0.1191 0.1125
MAE 0.1551 0.1249 0.0823 0.0957 0.0841
SSE 4.7655 3.4509 2.1029 2.3858 2.1284
MAPE 19.1214 15.5359 10.4296 12.0142 10.6470
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Case 6. In this case, the hidden layer 1 is fixed and the hidden layer 2 is variable. The 
size of hidden layer 1 is 10. In this case, the highest value is kept constant. In this case the 
error is minimum, when the hidden layer 1 size is 10 and hidden layer 2 size is 6. Table 
8 shows the different sizes of hidden neuron and error. Figure 8 represents the actual and 
forecasted load of the hidden layer having minimum error.
Table 8 
Different sizes of hidden neuron and error
Figure 7. Actual load and Forecasted load of the hidden layer having less error.
Hidden layer 1 10 10 10 10 10
Hidden layer 2 2 4 6 8 10
MSE 0.0115 0.0104 0.0062 0.0074 0.0071
RMSE 0.1075 0.1020 0.0790 0.0862 0.0847
MAE 0.08552 0.06928 0.0228 0.0262 0.0332
SSE 1.9443 1.7494 1.0510 1.2484 1.2061
MAPE 10.8171 8.8370 3.3250 3.7294 4.5570
Figure 8. Actual load and Forecasted load of the hidden layer having less error
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CONCLUSION
In this paper, the authors discuss about the short term load forecasting using the Levenberg 
Marquardt algorithm. The input data was collected from the weather station and load data 
was collected from the load station. The parameters used for comparing the performance of 
different models were MSE (Mean Square Error), RMSE (Root Mean Square Error), MAE 
(Mean Percentage Error), SSE (Sum of Square of Error) and MAPE (Mean Percentage 
Absolute Error). It is concluded that the MSE error, RMSE error, MAE error, SSE error, 
and MAPE error in the single layer network and multi layer network are different. No 
literature reports on calculation of more than two errors in load forecasting whereas, the 
obtained results in the presented works consists of five numbers of distinct errors and hence, 
provides more accurate load forecasting results compared to the literature. In the multi layer 
NN model, some cases have been considered taking the hidden layers constant or variable. 
Accurate load forecasting ensures the minimization of the production cost, spinning reserve 
capacity, and enhances the reliability of the power system. The Levenberg Marquardt 
algorithm is implemented to minimize the error function derived on the basis of computed 
load and actual load. The network is trained with1000 iterations and the training function 
used is “trainlm”. The effectiveness of the applied algorithm for load forecasting is quite 
obvious from the results presented that would support a cost effective load forecasting in 
future. Hence, the presented work is surely a step forward toward estimating an error less 
load demand that could bring down the excess production losses to great deal. 
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APPENDIX
A.1 Sample of data for one day
Date Hours Dew Point Dry Bulb Humidity Load
1/1/2015 1 6.5 7.4 94 80
1/1/2015 2 7.7 9.4 89 75
1/1/2015 3 11.9 12.6 95 75
1/1/2015 4 10.2 10.2 100 78
1/1/2015 5 8.6 9 97 82
1/1/2015 6 8.2 9 95 86
1/1/2015 7 4.9 5.4 97 88
1/1/2015 8 4 4 100 92
1/1/2015 9 8.4 8.4 100 92
1/1/2015 10 7.2 7.2 100 89
1/1/2015 11 7.1 8 94 85
1/1/2015 12 6.5 8.2 89 85
1/1/2015 13 7.8 7.8 100 86
1/1/2015 14 9.2 10.4 92 88
1/1/2015 15 6.5 7.8 91 88
1/1/2015 16 7.8 9.8 87 84
1/1/2015 17 8.2 8.2 100 86
1/1/2015 18 9.6 10 97 86
1/1/2015 19 5.2 5.2 100 88
1/1/2015 20 10 10 100 90
1/1/2015 21 7.1 8.4 91 92
1/1/2015 22 8.6 9.8 92 90
1/1/2015 23 10.6 11 97 87
1/1/2015 24 9.6 10.8 92 85

Pertanika J. Sci. & Technol. 27 (3): 1247 - 1257 (2019)
ISSN: 0128-7680
e-ISSN: 2231-8526
SCIENCE & TECHNOLOGY
Journal homepage: http://www.pertanika.upm.edu.my/
Article history:
Received: 06 January 2018
Accepted: 27 March 2019
Published: 24 July 2019
ARTICLE INFO
E-mail addresses:
engmlubbad@gmail.com (Mohammed Lubbad)
mhanjouri@iugaza.edu.ps (Mohammed Alhanjouri)
 Huda.elhalabi@gmail.com (Huda Alhalabi)
* Corresponding author
© Universiti Putra Malaysia Press
Robust Breast Cancer Classification Using Wave Atom and Back 
Propagation Neural Networks
Mohammed Lubbad1, Mohammed Alhanjouri1 and Huda Alhalabi2*
1 Department of Computer Engineering, Islamic University of Gaza (IUG), Gaza, 190403 Palestine 
2National Advanced IPv6 Centre (NAv6), Universiti Sains Malaysia, 11800 USM, Pulau Pinang, Malaysia
ABSTRACT
The breast cancer automatic diagnosis is a critical real world medical challenge.  This study 
proposes a classifying cancer tumor method based on their gene expression signatures 
to specific diagnostic categories. The developed neural network model holds promise 
for patients, surgeons, and radiologists, providing them with information, which was 
only available using biopsy. This significantly reduces the number of pointless surgical 
procedures. This study utilizes Wave Atom Transform as feature extraction method, and 
Back Propagation Algorithm to classify cancer into pre-defined classes. The proposed 
model provides automatic detection with a high level of accuracy (90%).
Keywords: Back Propagation Network (BPN), breast cancer diagnosis, neural networks, wave atom 
transformation 
INTRODUCTION
Cancer diagnosis and treatment research has become a vital issue for the scientific 
community. Cancer has become one of the main causes of death around the world. It is a 
complex clinical heterogeneous disease. Worldwide, breast cancer represents 10.4% of all 
cancer occurrences among women, making it the most common form of non-skin cancer in 
women, and the fifth most common cause of cancer death. Treatment includes chemotherapy, 
hormonal therapy and radiation. The use of 
machine learning tools in medical diagnosis 
is increasing gradually. Classification and 
recognition systems have verified their 
effectiveness to help medical experts in 
diagnosing diseases. It is unnecessary to 
provide one specific algorithm to identify 
the disease, therefore using neural networks 
are perfect in recognizing diseases. The 
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details of how to recognize the disease are not required, since neural networks are learned 
by examples. What is required is a set of examples representing all the disease variations. 
Many efforts have been taken in past to detect breast cancer using various algorithms and 
techniques (Bankman et al., 1992; Mazurowski et al., 2007).
Artificial Neural Network
An Artificial Neural Network (ANN) is an information processing paradigm, which is 
encouraged by how biological nervous systems process information. The novel structure of 
the information processing system is the key element of this paradigm. It consists of many 
highly interconnected processing elements (neurons) working in harmony to solve definite 
problems. ANNs, like people, learn by example.  An ANN is constructed for a specific 
application, such as data classification or pattern recognition, through a learning process. 
Learning in biological systems includes changes to the synaptic connections between the 
neurons (Zurada, 1995). Many efforts have been taken in past using neural network  in 
context of detecting cancer (Cheng et al., 1995; Fooladi et al., 2008; Tsapatsoulis et al., 
1997). 
Related Works 
Numerous methods have been utilized to recognize and predict meaningful pattern for 
breast cancer diagnosis. Şahan et al. (2007) diagnosed breast cancer using hybrid machine 
learning method. Their approach integrated k-nearest neighbor algorithm with a fuzzy- 
artificial immune system. This method offered acceptable accuracy in Wisconsin Breast 
Cancer Dataset (WBCD). It could also be deployed for other breast cancer diagnosis 
problems.  Ryu et al. (2007) proposed isotonic separation as a data classification method. 
The performances were compared against learning vector quantization, support vector 
machines, decision tree induction, and other techniques based on sufficient and insufficient 
breast cancer dataset. The isotonic separation was experimentally tested, and the results 
showed that it could be a practical tool for medical classification. Ubeyli (2007) presented 
a comprehensive view of automated diagnostic systems implementation for breast cancer 
detection. It compared the performances of combined neural network (CNN), multilayer 
perceptron neural network (MLPNN), support vector machine (SVM), probabilistic 
neural network (PNN) and recurrent neural network (RNN). Several hybrid systems and 
combinations deployed neural networks as a component. Nevertheless, because almost 
all the employed neural networks are conventional gradient descent BP ANN, the hybrid 
method still suffers from the neural networks drawbacks (Utomo et al., 2014).
Robust Breast Cancer Classification
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Wave Atom
Single channel denoising relies on applying single band low filter to speech, to filter noise 
and remove high frequencies. That process may cause damage to a significant data. To 
avoid this problem, many researches proposed using multi-band technique like wave atom, 
which is considered as a new part of wavelet family. When traditional wavelet transform 
goes through one phase to another, only the approximation will be decomposed. The 
wavelets packets’ decomposition can be followed into the other not optimal sets. Thus, 
the optimality is linked to the decomposition maximum energy. Consequently, it is very 
important to search for the path resilient to the maximum energy within the different sub-
bands. For numerical and image analysis, wave atom used as a multiscale transform. Some 
essential concepts can be described following (Demanet & Ying, 2007).
The 2D Fourier transform can be defined as:
 (Antoine & Murenzi, 1996)
 (Antoine & Murenzi, 1996)
The indexes are determined by integer values associated to a point in the phase-
space as follows: , , . Li and Hagness 
(2001) proposed that two parameters were acceptable to index α. The index (α = 1) if the 
decomposition was multi-scale, or (β = 0) if the decomposition was not multi-scale; and β 
specified if basic elements were poorly direction and localized (α = 1) or, fully directed and 
extended (β = 0). In terms of α and β, the description might explain the connections between 
different recent analysis transforms. Directional and complex multi resolution analysis of 
wavelets correspond to α = β = 1, for α= 1, β = 0, curvelets α = β = ½ and Gabor transform 
are defined for α = β = 0. Wave atoms correspond to α = β = 1/2. Wavelet classifications are 
shown in Figure 1. To present the wave atom, one should first study the 1D case. Practically, 
wave atoms are constructed from effectively chosen 1D wavelet packets tensor products. 
One dimensional family of real-valued wave packets is  
centered in space around , centered in frequency around  
with .The one-dimensional form of the parabolic scaling informs that the 
support of  be of length , while  (Peto & Peto, 1972). 
The desired consistent frequency tiling is shown in the bottom of Figure 2. Filter bank-
based wavelet packets is considered in this study, as a proper definition of an orthonormal 
basis sustaining these localization properties. As illustrated in Figure 2, the wavelet packet 
tree that describes the dividing of the frequency axis in lD, can be chosen to have depth j 
if the frequency is 22j. Figure 2 shows wave atoms represented by a wavelet packet tree. 
Please refer to Peto and Peto, (1972) for additional details. Villemoes wavelet packets on 
the positive frequency axis are shown in Figure 2. A frequency where a change of scale 
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occurs presented by the dot under the axis. The labels “LH”, “RH” indicate a left-handed, 
and right handed window, respectively (Mallat, 1999). In 20 domains, the existing structure 
can be adapted to suit some applications in numerical analysis or image processing: The 
orthobasis variant. Practically, instead of a tight frame, one may work with the original 
orthonormal basis . Since  each function  move in 
two different directions, instead of one. This is called the orthobasis variant (Alhanjouri 
et al., 2013).
Figure 2. Wavelet packet tree corresponding to wave atoms
Figure 1. α and β Classification for Curvelet, Wavelets and Wave atoms
METHODS
Recently, the back-propagation architecture (BPN) is the most widespread, efficient, and 
easy to learn model for multi-layered and complex networks (Mishra et al., 2011).
THE BPN
The multi-layer perceptron or multi-layer feed-forward neural network, also called the 
BPN, is widely used and very common. The BPN depends on the supervised procedure, 
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i.e. the network figures data examples model with known outputs (Mumtaz et al., 2009). 
The BPN architecture is a layered feed forward neural network, in which  the  neurons 
- nonlinear elements-  are organized  in  successive  layers,  and  the  information  flows 
unidirectional, from input layer to output layer, within the hidden layer(s). Figure 3 shows 
a three layered feed forward  neural network comprising of one hidden layer, one input 
layer, and one output layer.
Figure 3. Feed Forward Neural Network
Learning in BPN
For a neural network to complete a task, the weights of each unit should be adjusted in 
such a way that the error between the actual output and the wanted output is eliminated 
(Rajasekaran & Pai, 2003). The process continues until the error becomes zero or it is 
reasonably low.  To perform this process, the back-propagation algorithm is the most 
effective technique.
BPN Algorithm
Step 1. Normalize the outputs and inputs according to their maximum values. Assume 
there are  ‘l’ inputs and ‘n’ outputs given by { I }I and { O }O respectively, for each 
training pair.
Step 2. Assume the number of neurons to lie between L<m<2 *L, in the hidden layer.
Step 3. [V] denotes the weights of synapses connecting hidden and input neurons, 
and [W] denotes the synapses weights linking output and hidden neurons.  Set small 
random values for the weights usually from -1 to 1. 
α is defined as momentum coefficient. The value of α should be positive but less than 
1 and threshold values can be taken as zero. η is called learning rate of the network.
Input #1
Input #2
Input #3
Input #4
Input Layer Hidden Layer Output Layer
Output
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Step 4. In the training data, set one set of inputs and outputs. Display the pattern to 
the input layer {I}I as inputs to the input layer. Evaluate the output of the input layer, 
by using linear activation function as
Step 5. Calculate the inputs to the hidden layer by multiplying corresponding synapses 
weights as
Step 6. Evaluate the output using the sigmoidal function using the hidden layer units as
Step 7. Compute the inputs to the output layer by multiplying corresponding synapses 
weights as
Step 8.  Evaluate the network output using sigmoidal function as
Step 9. Calculate the difference between the desired output and network output as for 
the ith training set as
Step 10. Find {d} as
Robust Breast Cancer Classification
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Step 11. Find [Y] matrix as
Step 12. Find 
Step 13. Find { e } =[ W ] {d}
Find [ X ] as : [ X ] = { O } <d*>
Step 14. Find  [ ΔV ]t+1 = α [ V ]t + η [X ]
Step 15. Find  
[ V ]t+1 = [ V ]t +  [ ΔV]t+1
[ W]t+1 = [ W ]t  +  [ ΔW]t+1
Step 16. Find error rate as  Error rate = 
Step 17. Steps 4-16 will be repeated until the error rate convergence becomes less 
than the tolerance value.
In this study, the BPN algorithm performance is evaluated using Fine-Needle Aspiration 
(FNA) images dataset from different sources.
Breast Cancer Dataset
• Use FNA to evaluate Breast Lumps (Bukhari et al., 2011).
• Fine Needle Aspiration Cytology – HOLOGIC (McKee, 2017)
• Surgical Pathology Atlas - Image Databases (Surgical Pathology Atlas).
Figure 4 shows four different samples of Fine Needle Aspiration (FNA) images from 
our original dataset.
A B C D
Figure 4. Fine Needle Aspiration (FNA) images from dataset of four different samples 
Mohammed Lubbad, Mohammed Alhanjouri and Huda Alhalabi
1254 Pertanika J. Sci. & Technol. 27 (3): 1247 - 1257 (2019)
Feature Extraction by Applying Wave Atom Transformation
Wave atom transform was applied to FNA images dataset shown in Figure 5.
Figure 5. Wave Atom transformation in FNA images
(a)
After
After
After
AfterBefore
Before
Before
Before
(b)
(d)
(c)
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Figure 5 shows four samples of FNA images before and after applying wave atom 
transformation, original in the left and transformed in the right of the figure.
Feature Selection by Gray Level Co-Occurrence Matrix (GLCM)
Using gray level co-occurrence matrix (GLCM), geometric and textural features were 
extracted from the Breast tissue and set as input to a BPN to classify breast tumor as 
cancerous or non-cancerous (Anand, 2010).
RESULTS AND DISCUSSION
Simulation and implementation had been done using MATLAB. Out of the total 60 samples, 
20 samples were used for testing. Two methods were tested and compared, the BPN with 
Wave Atom and the BPN without Wave Atom. The estimated accuracy using the BPN 
algorithm with Wave atom reached  90%. While the accuracy for using BPN was only 
75%. The results are summarized in the Table 1.
Table 1
Accuracy of the sample using Back Propagation Network
Type of neural network Total Patterns taken for testing Classification accuracy % Training epochs
Back propagation 
Network with Wave 
Atom
20 90 % (approx.) (18 patterns 
correctly classified)
15000 (approx.)
Back propagation 
Network
20 75 % (approx.) (15 patterns 
correctly classified)
15000 (approx.)
CONCLUSION
The proposed neural network model with wave atom, provides automatic detection with 
a high amount of accuracy (90%). This percentage was earlier available only through 
biopsy, thus the proposed model significantly reduces the number of needless surgical 
procedures. Through this study, the classification accuracy rate is increased with 10% using 
Back Propagation Network & wave atom transformation for detection of Breast Cancer. 
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ABSTRACT 
Recently, there is a heightened level of awareness towards energy efficiency in high-
performance data centers both to reduce environmental pollution and save cost. Such 
data centers consume massive amount of energy for processing huge computational 
requirements from users. These supercomputers demand a constant supply of electricity to 
be available 24/7 for both its core computing functions as well as cooling the data center. 
Previously, researchers had introduced various strategies for achieving energy efficiency. 
However, in order to achieve a truly effective energy management, factors that influence 
energy usages must also be taken into consideration. The failure to manage such factors 
leads to excessive energy consumption. In this work, we shall focus on factors relevant to 
running the operation of high-performance data centers. We reconstructed and analyzed 
such factors or attributes based on the universally accepted Reduce, Reuse and Recycle 
Concept (3R). We recategorized energy attributes of the existing Energy Efficient Data 
Center Frameworks (EEDCFs) to be aligned 
with 3R.  Then, we developed energy-saving 
algorithms in response to the concept. Our 
framework was then measured according 
to the performance metrics namely power 
usage effectiveness (PUE), energy reuse 
effectiveness (ERE) and carbon usage 
effectiveness (CUE) against variability size 
of data center. The simulation results of our 
EEDCF showed that better energy saving 
is achieved in comparison to the existing 
EEDCFs. This signifies that the application 
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of the 3R concept in energy consumption yielded a promising result as a platform for 
other researchers to explore more on energy renewal initiatives and embrace it for future 
application.  
Keywords: Data center, energy efficient framework, energy management, simulation. 
INTRODUCTION
Data center concept has been around since the 1940’s with the invention of Electronic 
Numerical Integrator and Computer (ENIAC) by the U.S Army to store artillery firing 
codes (Haigh et al., 2016). The distinctive space with special requirement to store ENIAC 
is assumed to be the first known data center. The ENIAC consumed 150 kW of electricity, 
weighted more than 30 tons and required more than 1,800 sq. feet of space. Before 1960, 
the data centers were owned by the government. However, collaboration between IBM 
and American Airlines in developing flight reservation system known as Semi Automated 
Business Research Environment (SABRE), had led to the outsourcing of data centers to 
the private sector (Head, 2002). 
Since then, energy efficiency in data centers has improved vastly with the development 
of current state-of-the-art data centers in which their performance are being measured by 
million instruction per second (MIPS) over square feet of space. To strike a comparison, 
the earliest data center which accommodated the enormous ENIAC machine with more 
than 100,000 components was only less than 0.002 MIPS. Today, a single high-end desktop 
with Intel Core i7 can reach more than 200,000 MIPS (Bartels, 2011; Agarkar & Barve, 
2016).  However, energy consumption in data centers is still growing exponentially as 
shown in Figure 1. It is due to more than 5 million deployment of new servers every year 
to meet the increasing demand to support daily online activities (Bartels, 2011). Energy 
Figure 1. Cost of Data Centers Energy Consumption (Bartels, 2011)
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in data centres is not only used to power up IT equipment but also to cool them down. As 
shown in Figure 2, an average 25% of energy consumption is being used by the Computer 
Room Air Conditioner (CRAC). Meanwhile another 50% of energy is required to run the 
servers and make sure they are available to process the users’ tasks.  
Figure 2. Energy Consumption in Data Centers ( Weihl et al., 2011)
Energy efficiency in data centres is important goal for ICT industry in order to make 
sure the IT equipment effectively run without excessive heat as overheating leads to system 
degradation (Makaratzis  et al., 2018; Oró et al., 2015). Therefore, it is important to ensure 
that energy consumption must be effectively monitored and appropriately solved. One 
strategy is to investigate factors/attributes that leads to energy consumption in data center. 
Guidelines for implementing energy efficient data center in (Oró et al., 2015) explained 
that quantifying electricity saving is simple.  However the precise energy management 
decisions are still required from the top management. The author claimed that there is simple 
and no cost effort in planning data center utilization where it could save 20% to 50% of 
electrical bill while utilizing up to 90% resource availability. For example, in Information 
technology (IT) section, it can concentrate on software aspect for improving energy 
efficiency through several policies such as virtualization, consolidation, measurement 
and verification technology as well as enables servers sleep modes attributes. It further 
emphasized on analyzing and predicting an optimum return on investment (RoI) such as 
capacity management and right sizing, data center zoning, service level and availability 
management etc. Hence, investigating energy factors/attributes to create a better energy 
consumption in data center is the core issue; which is to be properly addressed far ahead 
before proposing the technical solution.
Extensive efforts have been dedicated for various frameworks that facilitate the 
development of high-quality green data centers. In this work, we studied the energy 
attributes for bringing new opportunity into efficient energy management. The results 
obtained show that the Reduce Reuse and Recycle (3R) approach towards green data 
center can achieve better energy efficiency for various sizes of data center. The remainder 
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of this paper is organized as follows: Section 2 describes related work on existing energy 
efficiency frameworks and summarizes their attributes; Section 3 details the Reduce 
Reuse and Recycle (3R) concept used in the paper; our new energy efficient framework is 
presented in Section 4; Experimental settings and results are presented in Section 5; and 
Finally, Section 6 concludes the paper.
STUDY BACKGROUND
Data center’s expert from government, industry and education sectors developed various 
energy frameworks for data center to decrease its negative impact to the environment and 
their finance while increasing energy resource availability. Various Energy Efficient Data 
Center Frameworks (EEDCFs) have been developed in order to reduce energy consumption. 
Those frameworks comprehensively cover a wide area of energy efficiency components. 
Some significant and openly available energy efficient data center frameworks are as 
follows:
• Data center energy efficiency framework (DCEEF) (Green Data Center Alliance, 
2010), 
• Guidelines for energy-efficient datacenters (The Green Grid, 2007), 
• The EU code of conduct on data centers by European Commission (Newcombe 
et al., 2014), 
• Best practices guide for energy-efficient data center design (VanGeet, 2011) and 
• Green data center practices (Office of Government Chief of Information Officer, 
2016)
We studied their framework in order to determine the essential energy attributes for 
better energy management. Note that some energy frameworks are a bit older but their 
works are still reliable and cited by many recent papers (Wan et al., 2018; Makaratzis et 
al., 2018; Constante-Flores & Illindala, 2019). The data center energy efficient framework 
(DCEEF) (Green Data Center Alliance, 2010) by Green Data Center Alliance (GDCA) is 
by far the most comprehensive framework for data centers. It covers five major principles 
particularly facility design & engineering, information technology, process, governance 
and finance. As an additional strength, the framework provides value for each attribute 
to represent their energy efficiency ranking in regards to their importance. However, this 
framework does not incorporate human resource factor as part of its blueprints. 
Meanwhile, energy-efficient data centers guidelines by The Green Grid (The 
Green Grid, 2007) provides a brief presentation on promoting the importance of energy 
conservation thus convincing key stakeholders in adopting energy efficiency in data centers. 
The guideline is formed in a simple manner therefore suitable for top management for 
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understanding the gist of energy efficiency in data center. The EU code of conduct on 
data centers by European Commission (Newcombe et al., 2014) is another comprehensive 
energy efficient data center framework being applied by developers. One of its major 
strength is the categorization of attributes into five different approaches i.e. entire data 
center, new software, new IT equipment, newly build or retrofit and optional practices. 
The categorization approach allows the framework to be adopted by existing non-energy 
efficient or newly built data center, further it facilitates data center developer in applying 
it. For clearer guidance, the framework also provides value for each attribute to represent 
level of energy efficiency and priority. 
The best practices guide for energy-efficient data center design by U.S Department 
of Energy (USDE) (VanGeet, 2011) emphasized more on electrical factors since this is 
the source of the energy consumption. The framework best feature is the green metrics 
to benchmark data center level of energy efficiency. A formula designed to calculate the 
metrics is given together with the data center energy efficiency benchmark and status 
of achievement either standard, good or better. The benchmark could assist data center 
stakeholders in understanding their data center condition in term of current energy 
consumption and possibilities for reducing operational cost in the future. 
In July 2016, Hong Kong Government Chief Information Office (CIO) had released 
green data center practices version 3.0 ( Office of Government Chief of Information Officer, 
2016). The data center practice is documented based on project lifecycle phases; design, 
procurement, operation and disposal. It is a well-defined framework hence easy for data 
center’s stakeholders to execute it. However, energy efficient attribute is not explained in 
depth. Based on the existing EEDCFs, some of the energy attributes can be enhanced to 
improve energy efficiency. We did a thorough study of the energy efficiency framework 
and summarized energy attributes from existing EEDCFs (The Green Grid, 2007; Green 
Data Center Alliance, 2010; VanGeet, 2011; Newcombe et al., 2014; Office of Government 
Chief of Information Officer, 2016) as shown in Table 1. Note that there are only eight 
(8) out of 34 energy attributes that are established by all the frameworks i.e., attribute 
number 2, 7, 10, 12, 13, 14, 17 and 19. These attributes become the significant factor in 
the existing EEDCFs since 2007 to 2016; hence, we analyzed the attributes to be matched 
into our 3R concept in contributing towards energy efficiency. It also shows comparable list 
of energy attributes between Green Data Center Alliance (GDCA) frameworks and Hong 
Kong Green Data Centre version 3.0. Note that the GDCA is the most complete framework 
that complies with most of the energy attributes and follows by the framework from Hong 
Kong Government CIO Office as the second framework with complete energy attributes.
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Table 1 
Summarization of Energy Attributes
No Attributes A B C D E Total
1 System Design Y Y Y 3
2 Energy Efficient Lighting Y Y Y Y Y 5
3 Dedicated Cooling Plant Y Y Y 3
4 Thermal Imaging Camera Y Y 2
5 Temperature and Humidity Range Y Y Y 3
6 Blanking Panels Y Y Y Y 4
7 Cable Management Y Y Y Y Y 4
8 Tile Perforation Placement Y Y Y Y 4
9 Floor Cutout Seals Y Y 2
10 Equipment Placement & Orientation Y Y Y Y Y 5
11 Thermal set point Y Y Y Y 4
12 Containment Solution (Cold or Hot Aisle) Y Y Y Y Y 5
13 CRAC Intake Placement Y Y Y Y Y 5
14 Energy Efficient UPS Y Y Y Y Y 4
15 Variable Frequency Drives/Fan Y Y Y 3
16 High Efficiency Thermal Insulation and Roofing Y 1
17 Consolidation Y Y Y Y Y 4
18 Measurement & Verification of Reporting Y Y Y 3
19 Virtualization Y Y Y Y Y 5
20 Enable Server Sleep Modes Y Y Y Y 3
21 Data Center Zoning Y Y Y 3
22 Configuration Management & Orphaned Servers Y Y Y 3
23 Capacity Management & Right Sizing Y Y Y 3
24 Service Level & Availability Management Y Y 2
25 Training & Awareness Y Y 2
26 Energy Efficiency Role Defined Y 1
27 Continuous Improvement Program Y Y 2
28 Establish & Track Performance Against Targets Y Y 2
29 Performance Pay Y 1
30 Rationalize Operational Risk Y 1
31 Energy Efficient IT Procurement Y Y Y Y 4
32 Asset Refresh Rationalization Y Y Y Y 4
33 Customer Charge Back Y 1
34 External Air Cooling and Heat Reuse Y Y Y 3
Total 32 17 22 12 25
Legend:                                                                                   
A = Green Data Center Alliance; 
B = Green Grid; 
C = European Commission (EUCC);
D = U.S Department of Energy; and
E = Hong Kong Government CIO Office.
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REDUCE, REUSE AND RECYCLE (3R) PERSPECTIVE FOR GREEN DATA 
CENTER
Reduce, Reuse and Recycle; or widely referred as the 3R concept is being applied in our 
work as the main principle in environmental conservation and provide basic procedures 
in executing it. The idea of reducing, reusing and recycling has been around in our daily 
life for years, and it is a successful shift to the environment (Ramesh et al., 2010). In this 
work, we embraced the essence of 3R to improve energy efficiency in data center. The 3R 
concept could be associated with significant data centers energy efficient metrics: power 
usage effectiveness (PUE), energy reuse effectiveness (ERE) and carbon usage effectiveness 
(CUE) ( Murugesan, 2008; Singh & Vara, 2009; Guo et al., 2014) respectively. We represent 
the PUE with reduce approach because it measures the efficiency of electricity usage 
towards data centers’ productivity (De Courchelle et al., 2019). The ERE is associated with 
reuse approach because it measures the level of energy reuse in data centers. While the CUE 
is associated with recycle approach by measuring how much a data center could decrease 
carbon footprint by using renewal energy. Thus, the 3R concept with the respective metrics 
is able to observe the gaps that could be addressed by the energy efficiency attributes. 
Based on study from Table 1, we matched and mapped the attributes according to the 
3R concept. In preliminary study, we have analyzed the existing EEDCFs (The Green Grid, 
2007; Green Data Center Alliance, 2010; VanGeet, 2011; Newcombe et al., 2014; Office 
of Government Chief of Information Officer, 2016) by studying and understanding their 
energy attributes. The process of analyzing is based on the data centers energy efficient 
metrics that was mentioned previously (i.e., PUE, ERE, CUE). Specifically, we matched 
the attributes with the factor used in the metrics. The output from our preliminary study 
as shown in Table 2 proves that most of the energy attributes are related to reduce factor 
with only one attribute belonging to the reuse aspect. There is no attribute that could be 
associated with recycle approach. Such output then helps us in designing the EEDCF with 
3R concept as described in the following Table 2. 
Table 2  
Energy Attributes maps 3R Concept
No. Attributes Approach
1 System Design Reduce
2 Energy Efficient Lighting Reduce
3 Cooling Plant Reduce
4 Data Center Building Reduce
5 Infrastructure, power and performance monitoring Reduce
6 Blanking Panels Reduce
7 Cable Management Reduce
8 Tile Perforation Placement Reduce
9 Floor Cutout Seals Reduce
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No. Attributes Approach
10 Equipment Placement & Orientation Reduce
11 Thermal set point Reduce
12 Containment Solution (Cold or Hot Aisle) Reduce
13 CRAC Intake Placement Reduce
14 Energy Efficient UPS Reduce
15 Variable Frequency Drives/Fan Reduce
16 High Efficiency Thermal Insulation and Roofing Reduce
17 Consolidation Reduce
18 Measurement & Verification Technology Reduce
19 Virtualization Reduce
20 Enable Server Sleep Modes Reduce
21 Data Center Zoning Reduce
22 Configuration Management & Orphaned 
Servers Reduce
23 Capacity Management & Right Sizing Reduce
24 Service Level & Availability Management Reduce
25 Training & Awareness Reduce
26 Energy Efficiency Role Defined Reduce
27 Continuous Improvement Program Reduce
28 Establish & Track Performance Against Targets Reduce
29 Performance Pay Reduce
30 Rationalize Operational Risk Reduce
31 Energy Efficient IT Procurement Reduce
32 Asset Refresh Rationalization Reduce
33 Customer Charge Back Reduce
34 External Air Cooling and Heat Reuse Reuse
Reducing CRACs Energy Consumption
Based on Electronics Cooling Magazine (Iyengar & Schmidt, 2010), Computer Room 
Air Conditioner (CRAC) on average consumes more than 25% from data center’s total 
energy consumption. Therefore, it is expected that by emphasizing on reducing CRACs 
energy consumption enables for achieving efficient energy management. In this work, the 
reduced aspect would benefits CRACs where normally high electrical energy is consumed 
for cooling purposes. In this work, we propose Energy Reduce as part of energy attribute 
in our framework. The reduced aspect relied on the range in thermal setting point that 
referring to ASHREA guideline (David & Schmidt, 2014). It aims to exploit data center’s 
current processing burden in order to efficiently regulate the CRACs operation. Thorough 
description on Energy Reduce attribute is provided in the next section.
Table 2 (continue)
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Reusing Waste Heat 
Based on Table 2, there is lack of reuse component in the existing EEDCFs. Only attribute 
number 34; External Air Cooling and Heat Reuse has mentioned in Green Data Center 
Alliance (GDCA) (Green Data Center Alliance, 2010) for heat reusing. In their work, the 
attribute is highlighted to utilize the existing external air cooling and heat for reusing the 
waste heat in energy management. Such attribute is only beneficial for energy management 
system when the data center allocated in countries with temperate climate. It is because 
they able to exploit the waste heat during cold weather days. Meanwhile, for data centers 
located in other regions, the heat reuse attribute is impractical. Therefore, we propose the 
application of Energy Reuse attribute to convert waste heat into electricity all year long 
throughout the world.  
Recycling Resource by Harvesting Renewal Energy
The initiation of recycle aspect into energy efficient data center can lead to harvesting 
renewal energy for data center’s operation. There are several prominent organizations such 
as Google (Google, 2014; Google, 2016), Facebook (Park, 2011) and Microsoft (Smith, 
2016) that have successfully harvested renewal energy for their data centers’ usage. The 
impact to their budget and reputation is so encouraging that some of these organizations 
have targeted to be 100% renewal energy dependable. However, in the existing EEDCFs 
there is no energy recycle attribute. In our work, we propose Energy Recycle as a new 
attribute in the EEDCF. The recycle attribute utilizes solar and wind energy for data centers 
usage as further elaborated in next section.
THE APPLICATION OF 3R CONCEPT IN ENERGY EFFICIENT DATA 
CENTER FRAMEWORK 
We introduced three groups of energy attributes for data center that in previous section i.e., 
Energy Reduce, Energy Reuse and Energy Recycle.  In this section, we shall thoroughly 
explain features of each attribute and on how it is applied to be factored into the energy 
efficient data center framework. 
Our EEDFC algorithm; as shown in Figure 3 consists of three models that represent 3R 
attributes through Pre-CRC model, H2E model and SW2E model. Specifically, the EEDFC 
algorithm consists of three different models that represent the concept of reduce, reuse 
and recycle. The significant input for the algorithm is data-center temperature reading and 
air conditioner saving. Both inputs are collected through prior designed functions, called 
as thermal setting point and heat reuse. Once, the input is collected, the algorithm then 
started to execute the sub-algorithm to represent 3R model, where it is started in sequence. 
Firstly, Pre-CRC model, secondly, H2E model and lastly, SW2E model. Details of each 
models are presented in Section 4.1, 4.2 and 4.3, respectively. The EEDFC algorithm is 
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sequentially executed due to it mainly aims for reducing the energy consumption. It then 
follows by reusing the wasted energy that released from the Pre-CRC model. In the last 
model, our solution aims for reutilizing the external energy by recycling it and used in 
the data center. The models are embedded together into EEDFC algorithm where in prior 
those models are independently operated. We run the simulation for different type of data 
center (i.e., small, medium and large) according to simulation setting (detail in Section 5).
 
1: Require: Data center workload dataset 
2: Ensure: The randomization of data center workload dataset is within maximum and minimum bound. 
3: For small data center To large data center 
4: For the first hour To the 24th hour 
5;  Calculate total data center energy consumption based on simulation setting 
6:  Calculate energy consumption of CRAC based on preset data center temperature. (Function: ThermalSetPoint) 
7:  Calculate the energy saving from office air conditioner (Function: HeatReuse) 
8:  Calculate precise energy consumption of CRAC based on the PreCRC Simulation. 
9:  Calculate generated electricity from waste heat based on the H2E Simulation. 
10:  Calculate generated electricity from renewal energy based on the SW2E Simulation. 
11: Next hour 
12: Next data center size 
13: Return simulation result (PUE, ERE, CUE and energy saving) 
 
Function: ThermalSetPoint 
1: Require: Data center workload dataset 
2: Ensure: The randomization of data center workload dataset is within maximum and minimum bound. 
3: For 1R EEDCF To 3R EEDCF 
4:  Calculate the energy consumption of CRAC based on thermal set point (highest allowable temperature) 
5;  Get ccumulated CRAC energy consumption 
6: Next EEDCF type 
7: Get the difference between Accumulated normal practice CRAC energy consumption and accumulated thermal set point CRAC 
energy consumption 
8: Return simulation result (energy saving) 
 
Function: HeatReuse 
1: Require: Data center workload and outside temperature datasets 
2: Ensure: The randomization of data center workload dataset is within maximum and minimum bound. 
3: Calculate the energy saving from office air conditioner since excess heat from data center is used to warm the office 
area. (only applicable in cold days) 
4: Get accumulated office air conditioners saving. 
5: Return simulation result (energy saving) 
Figure 3. EEDFC algorithm
Energy Reduce – Pre-CRC Model
The Energy Reduce attribute focuses on improving data centers energy efficiency by 
reducing CRACs energy consumption. It is based on the 11th attribute (Table 2) which is 
thermal set point. The purpose of thermal set point is to adjust the data center’s temperature 
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to the highest limit but still within the allowable range established by ASHREA guideline 
(David & Schmidt, 2014). 
We propose Precise Cooling for CRACs (Pre-CRC) model as shown in Figure 4 by 
utilizing the data center’s current processing burden as a parameter/threshold that regulates 
the CRACs temperature controller. The data center information is represented by the number 
of running servers. The temperature controller is then dynamically monitored and adjusted 
based on the limit processing threshold. It aims to ensure the cooling temperature reached 
is at the most suitable degree for running IT equipment. 
The number of servers is stated in experiment setting where it depends on the size 
of the data center. Specifically, at a peak processing time, when most of the servers are 
busy executing, the CRACs cooling temperature will be minimized. In low or medium 
processing states, the CRACs temperature are then adjusted accordingly. By getting accurate 
cooling temperature supplied, the Pre-CRC model does not only reduce the CRACs energy 
consumption, but also prolong the IT equipment lifecycle by not being overheated. In 
our model, the processing threshold needs to be preprogrammed prior to match with the 
CRACs’ temperature controller.
Energy Reuse – H2E Model
The Energy Reuse attribute in our framework is developed based on the 34th attribute 
in Table 2; External air cooling and heat reuse attribute. There are couple of ways for 
converting heat into electricity, such as by using thermoelectric (Ward et al., 2012) and 
steam turbine (Esmaeili et al., 2017). Basically, electricity generated in thermoelectric 
generator moves electrons from hot to cold area. For the best result and achieved high 
Figure 4. Precise cooling requirement for CRACs (Pre-CRC) Model
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Carnot efficiency (Mongia & Abdelmoneum, 2010), the hot plate needs to be extremely 
hot and the cold plate needs to be very cold. However, in the data center its waste heat is 
low thus it is inefficient for the CRAC to produce excessive cold air. In other technique, 
the steam turbine reuses the waste heat by converting water into steam which in turn, 
moves the turbine generator to produce electricity. However, the same problem with the 
thermoelectric approach arises when the waste heat is low thus it could not boil the water 
to steam (Yongbing et al., 2012; Newcombe et al., 2014; Paulides et al., 2015). 
Hence, we invent a model called as a Heat-to-Electricity (H2E) strategy as shown in 
Figure 4. It aims to increase the heat intensity until it could boil the water and turn it into 
steam. The H2E strategy will estimate the amount of electricity that the data center could 
generate. The total heat is then calculated from all data center equipment. In order to solve 
the low-grade energy issue, we utilize the heat pump once the heat temperature reaches 
110oC. According to the authors in (Yongbing et al., 2012) the best suitable degree to start 
pumping the turbine is when it reached 100 to 120oC. Only after that it could be manipulated 
to drive the steam turbine to generate electricity. It is where the high-pressure steam is 
channelled through nozzles to the turbine for spinning the blades. The spinning blades 
in the turbine connected to the generator, thus it generates electricity. Such connection is 
expected to occur for every type of data center from day one until the last day in a year 
for producing net electricity.
Energy Recycle – SW2E Model
Solar and wind are the two most common renewable energy harvested for commercial 
and home usage after hydroelectric (Agarkar & Barve, 2016; Kalla et al., 2018). They 
are recycled into electricity then form a hybrid of renewal energy for data centers. The 
advantage about hybrid renewal energy is that they are able to complement each other in 
Figure 5. Heat to Electricity (H2E) Model
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ensuring a continuous power supply to data centers.  Hence, we invent Solar & Wind to 
Electricity (SW2E) model where solar or photovoltaic cell is to be used to convert sunlight 
into electricity while micro turbine transforming wind into electricity as shown in Figure 
6. The generated electricity is then re-feed into the data centers electrical supply together 
with the commercial electrical grid. It is assumed that sunlight is available for 12 hours a 
day and wind is available intermittently for 24 hours throughout the year. 
Figure 6. Solar and Wind to Electricity (SW2E) Model
EXPERIMENT SETTING
We conducted simulations using a diverse set of data center infrastructures to evaluate 
the performance of 3R concept towards energy efficiency. These simulations were 
carried out as part of our comparative study between 3R EEDCF and other frameworks; 
where the description are shown in Table 3. The 1R EEDCF represents only one energy 
attribute (Reduce attribute) similar with the Green Data Center Practices by Hong Kong 
Government Chief Information Office (CIO) that considered merely reduce attribute. The 
2R EEDCF represents EEDCFs with Reduce and Reuse attributes such as from Green Data 
Center Alliance, Green Grid, EUCC and USDE. For fair experiment setting, there is only 
attribute number 1 which is thermal set point chosen to exemplify the 1R EEDCF. The 2R 
EEDCF on the other hand is demonstrated by attribute number 11 (thermal set point) and 
34 (heat reuse). The 3R EEDCF include thermal set point, heat reuse and hybrid renewal 
components; as shown in Table 3.
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Table 3
Energy Efficient Data Center framework simulation
Energy Efficient Data Center Framework (EEDCFs) Benchmarking Architecture
1R EEDCF 2R EEDCF 3R EEDCF
Attributes 1. Existing Reduce 
Attribute: No. 
11- Thermal Set 
Point
1. Existing Reduce Attribute: 
No. 11- Thermal Set Point
2. Existing Reuse Attribute: 
No. 34-Heat Reuse
1. New Recycle Attribute
2. New Reduce Attribute
3. New Reuse Attribute
4. Existing Reduce Attribute: 
No. 11-Thermal Set Point
Characteristic and setting of each data center size (Table 4) is determined by number 
of servers that hosted in (Patterson et al., 2010). In particular, the quantity of servers leads 
to amount of required Computer Room Air Conditioner (CRAC). It is because a total 
cooling capacity of the CRACs is equal or slightly more than total heat emission by the 
servers (Patterson et al., 2010). Other hardware quantity such as switches, uninterruptible 
power supply (UPS) and power distribution unit (PDU). in each data center size are also 
determined by the number of servers. The simulation hardware works on an ordinary core 
i5, 4G RAM desktop.
Table 4
Simulation setting for Energy Efficient Data Center benchmark
Data Center Size/Equipment Energy Usage
Data Center Equipment
Small Medium Large
Unit Watt Unit Watt Unit Watt
Servers 32 750 192 750 515 750
Storage 1 2300 1 4300 1 7300
Core Switch 2 2500 2 4000 2 8700
Rack Switch 6 278 26 278 70 278
Router 2 200 2 200 2 200
Server Rack 3 0 13 0 35 0
CRAC 2 15000 9 15000 23 15000
UPS 6 100 26 100 70 100
PDU 6 10 26 10 70 10
Lighting 10 15 40 15 106 15
Our simulation system evaluates energy usage according to power usage effectiveness 
(PUE), energy reuse effectiveness (ERE), carbon usage effectiveness (CUE) that been used 
in (Jaureguialzo, 2011; Moore et al., 2016), as given below: 
Power usage of 
effectiveness (PUE) =
Total data center energy consumption
(1)Total IT equipment energy consumption
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ERE =
Total DC energy consumption – Reuse energy
(2)Total IT equipment energy consumption
CUE =
Total CO2 emissions caused by total DC energy consumption
(3)Total IT equipment energy consumption
RESULT AND ANALYSIS
The simulation results are presented and analyzed in the following sections. We analyzed 
the energy consumption into two different motivates towards better energy saving which 
are energy attributes and size of data center.  
Impact of Energy Saving Attributes
From Figure 7 the PUE, ERE and CUE is plotted with respect to different frameworks 
(i.e., 1R, 2R and 3R EEDCFs). Remarkably, the 3R EEDCF shows significant operational 
expenditure reduction through energy saving of more than 8% compared to 1R EEDCF or 
nearly twice the energy saving of 2R EEDCF. It is due to the 3R EEDCF utilized recycle 
attribute that consumed less dependability on direct electricity grid.  Moreover, the 3R 
EEDCF presents the lowest CUE which means the least amount of carbon emission to 
Figure 7. Average of simulation result
(a) (b)
(c) (d)
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operate data center compared to 2R EEDCF and 1R EEDCF. It is concluded that the 
additional 3R concept in EEDCF reveals a good point since most of the energy spent in 
the data centers contributes to the system performances and productivity. 
Impact of Data Center Sizes
Results shown in Figure 8 indicate that PUE, ERE, CUE and energy saving performance 
are reducing from the small data center to the large data center. It is surprising that the big 
data centers are more energy efficient compared to small data centers through 3R EEDCF. 
The reason behind this could be because it is easier to control energy consumption of 
larger data centers compared to smaller one. It is expected that there are low percentages 
of utilization in small data center due to many equipment are idle. Hence, it consumed 
more energy for sake of IT equipment availability with the cooling system staying active. 
In other word, the 3R EEDCF can be effectively applied for large-scale data center to 
achieve better energy saving.
(a) (b)
CONCLUSION
Energy efficient data center framework is essential in promoting green awareness to 
conserve the environment and reduce operation cost. There are existing Energy Efficient 
Data Center Frameworks (EEDCFs) that concern on cutting-edge attributes in embracing 
green concept in the data centers. Furthermore, thorough deliberating of energy attributes 
in energy management offers potential enhancement in energy saving. In this work, we 
utilized the concept of reduce, reuse and recycle (3R) in the energy attributes for better 
energy saving. Specifically, the 3R attributes (i.e., Energy Reduce, Energy Reuse and 
Energy Recycle) are incorporated into the energy saving algorithms (i.e., PreCRC model, 
H2E model and SW2E model) to form 3R EEDCF. The simulation analysis shows that the 
3R EEDCF gains more energy efficient compared to 1R and 2R EEDCFs. Optimistically, 
Figure 8. Simulation result for different sizes of Data Center
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there are other opportunities to further enhance energy-saving by considering other energy 
extent qualities such as cabling, lighting, processing loads etc. into energy management.  
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ABSTRACT
This paper deals with the trajectory tracking control problem for electrically driven 
redundant robot manipulators. By combining actuator dynamics with manipulator’s 
kinematics and dynamics, a novel control scheme is proposed for the electromechanical 
system. In this electromechanical system, the controller is designed at the dynamic level 
as well as at the actuator level.  In the proposed control scheme, uncertain non-linear 
mechanical dynamics is approximated with the model-based controller combined with the 
model-free radial basis function neural network based controller together with adaptive 
bound. The behaviour of the uncertain electrical dynamics is approximated with the help of 
a radial basis function neural network. The designed controller achieves both the trajectory 
tracking and the subtask tracking effectively. Additionally, the designed control scheme 
controls the direct current motors being used to provide the desired currents and torques. 
The errors are shown to be asymptotically converging and the control scheme is shown to 
be stable using Lyapunov stability theory. Finally, the simulation results are produced for 
the rigid link electrically driven redundant robot manipulators to show the effectiveness 
of the proposed control scheme.
Keywords: Actuator dynamics, lyapunov stability, radial basis function neural network, redundant manipulators, 
subtask tracking 
INTRODUCTION
Due to the sufficient degree of freedom in 
their end-effector’s task space, kinematically 
redundant manipulators has been the main 
subject of study by many researchers (Hsu 
et al., 1989; Zergeroglu et al., 2004). The 
availability of the extra degree of freedom of 
redundant manipulators provides an infinite 
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number of motion solutions. In addition, the workspace of redundant manipulators can be 
increased by the presence of the joint limits. Redundant manipulators are widely utilized 
in the International Space Station, undersea etc. 
Much research has been carried out on the trajectory tracking control of redundant 
robot manipulators. Moreover, most of the advanced control schemes have been delineated 
at the torque input level and the mechanics related to their joint actuators like electrical 
effects have been ignored. It has been observed by numerous researchers that the harmful 
consequences are blocking the high-level trajectory tracking performance and the motion 
development of the controller (Dawson et al., 1992; Chen et al., 1998). Therefore, 
supplementary advancements can be achieved by including the significance of the actuator 
mechanics in the control system.
For the high-level trajectory tracking performance of the rigid-link electrically driven 
manipulators and the redundant manipulators, a lot of progressive methods depend upon 
the full dynamic model of the manipulator in which the whole electro-mechanical system is 
assumed to be completely known. A new robust controller based on backstepping approach 
was reported for the trajectory tracking problem of the robot manipulator with actuator 
dynamics (Homayounzade et al., 2015; Soltanpour et al., 2012). A position adaptive control 
scheme with passivity techniques for two-link manipulator was developed (Azoui & Saidi, 
2011). For the high-speed trajectory tracking objectives, a feedback linearization technique 
based control scheme was also developed (Fateh, 2008). In order to deal with the structured 
and unstructured uncertainties, an adaptive nonlinear controller with backstepping scheme 
was developed (Khaligh & Namvar, 2010). In addition, for the task space trajectory 
tracking of the end-effector of the manipulator, two adaptive control laws named RV 
(reference velocity) and RVS (reference velocity separation) were developed (Perumal & 
Natarajan,  2017). An integrator backstepping technique was developed for the motion 
tracking control of the robot manipulator actuated by dc motors (Chang, 2002).  For the 
trajectory tracking in the operational space, an extended Jacobian method was used for 
the redundant robot manipulator (Benzaoui et al., 2010). The model based robust control 
schemes for the kinematically redundant robot manipulators were developed (Zergeroglu 
et al., 2006; Ozbay et al., 2008).
However, we observe that the above-mentioned control schemes have been worked 
out either by using conventional model-based control schemes or robust adaptive control 
schemes. Noticeably, the above model-based control schemes depend upon the exact 
information of the explicit parameters of the dynamic model and the performance of 
the designed control controller is diminished by the parametric uncertainties and the 
computation of the regression matrix, which further depends upon the structure of the 
system to be controlled and must be specified autonomously with the dynamics of the 
manipulator. 
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Therefore, for the solution of such type of problems, many of the control schemes focus 
on integrating the conventional control schemes with the intelligent technique based control 
schemes. In the present time, neural network-based technologies have been extensively 
used in many of the areas due to its parallel distributed structure, good learning capability, 
image processing and its property of approximation of any nonlinear function. Researchers 
have utilized model-free adaptive and robust control schemes for nonlinear systems via the 
neural network.  A hybrid approach was developed for the tracking problem of the robot 
manipulator with the actuator dynamics (Jiang, 2006). In this approach, PD controller was 
combined with neural network based controller and simulation results were performed 
on an industrial manipulator Adept One XL robot. An intelligent terminal sliding mode 
control scheme was developed for the tracking problem (Wang et al., 2009a & 2009b). 
In this scheme, the non-linear dynamics was approximated by the RBF neural network. 
A four-layer fuzzy neural network with projection algorithm was developed for the joint 
position control of a two-link robot (Wai & Chen, 2006).  By using the properties of the 
sliding mode controller, an intelligent control system for the high-level position tracking 
of the RLED manipulator was designed (Wai & Muthusamy, 2012). A Takagi-Sugeno-
Kang type fuzzy neural network control scheme was designed for the position control of 
two-link RLED manipulator (Wai & Chen, 2004). Based on the neural network technique, 
the trajectory tracking control scheme for the electrically driven dual robot manipulator 
was developed (Jafarian et al., 2006).  By using the backstepping method, neural network 
based feed-forward controller was developed (Shafiei & Soltanpour, 2009).  A discrete-time 
robust control scheme was proposed for the RLED robot manipulators in the task space 
(Fateh & Azargoshasb, 2015). For the obstacle avoidance and for the trajectory tracking of 
a redundant manipulator, a fuzzy adaptive control scheme was developed (Benzaoui et al., 
2016).  By using model-free feed forward neural network based controller, Kumar et al. 
(2011) and Singh et al. (2012) discussed the trajectory tracking problems of the redundant 
manipulator. Later on, a hybrid approach was generated for the tracking problem of the 
redundant manipulator by the combination of the computed torque controller and RBF 
neural network based controller (Kumar et al., 2012; Rani & Kumar, 2016). By considering 
the Lyapunov-Krasovskii functional for the RLED manipulator with time delays, a newly 
robust adaptive neural network based tracking control system was designed (Chang, 2014). 
An intelligent robust tracking control problem for one-link electrically-driven manipulator 
was considered (Chang et al., 2008; Huang et al., 2008). Based on backstepping scheme, 
an adaptive three- layer neural network-based controller was developed for the trajectory 
tracking control problem of the electrically driven manipulator (Cheng et al., 2009).  Table 
1 provides the overall description of the control schemes for the trajectory tracking.
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Table 1 
Description of the control schemes for the trajectory tracking
References Control Scheme Robot Manipulator
Chang, 2002 An integrator back stepping technique RLED Manipulator
Cheng et al., 2009 Adaptive three-layer neural network RLED Manipulator
Wai & Chen, 2004 Fuzzy  neural network control scheme RLED Manipulator
Jafarian et al., 2006 Neural network technique Dual robot manipulator
Wai & Chen, 2006 Four layer fuzzy neural network RLED Manipulator
Zergeroglu et al., 2006 Model-based robust control scheme Redundant Robot
Chang et al., 2008 Neural network based robust control scheme with 
time-delays
RLED Manipulator
Fateh, 2008 Feedback linearization technique RLED Manipulator
Ozbay et al. 2008 Model-based control scheme Redundant Robot     
Shafiei & Soltanpour, 
2009
Neural network based feed forward controller 
with backstepping approach
RLED Manipulator
Wang et al., 2009a & 
2009b 
An intelligent terminal sliding mode control 
scheme
RLED Manipulator
Benzaoui et al., 2010 Extended Jacobian method Redundant Robot
Khaligh & Namvar, 2010 An adaptive nonlinear controller with 
backstepping
RLED Manipulator  
Azoui &  Saidi, 2011 Adaptive control scheme with passivity 
techniques
Two-link manipulator
Kumar et al., 2012 CT controller with RBFNN Redundant Robot
Soltanpour et al., 2012 Backstepping approach RLED Manipulator
Wai & Muthusamy, 2012 An intelligent technique with sliding mode 
control
RLED manipulator
Chang, 2014 Neural network based robust adaptive control 
scheme with time-delays 
RLED Manipulator
Homayounzade et al., 
2015
Robust controller based  backstepping approach RLED Manipulator
Benzaoui et al., 2016 Fuzzy adaptive control scheme Redundant Robot
Rani & Kumar, 2016 Neural network based hybrid approach Redundant Manipulator
Perumal & Natarajan,  
2017
RV and RVS adaptive control laws Robot Manipulator
In our previous work, by utilizing the partial information available about the system 
dynamics, the model-based control scheme was successfully combined with RBF 
neural network based model-free technique for the trajectory tracking of the redundant 
manipulators (Rani & Kumar, 2016). However, the effects due to actuators dynamics 
were ignored. For the particular case of high-velocity movements and high varying loads, 
the ignorance of the actuator dynamics has adverse effects on the trajectory tracking and 
the motion performance of the manipulator. Specifically, to the best of our knowledge, 
no research has been reported on the trajectory tracking control problem of uncertain 
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electrically driven redundant robot manipulators considering the effects of the actuator 
dynamics.
 The novelty of the present study is the significance of the effect of inclusion of 
actuator dynamics with the manipulator’s dynamics for the large-scale trajectory tracking 
performance of the redundant manipulators. In the present study for the electromechanical 
system, the unknown mechanical dynamics is approximated with the model-based controller 
combined with the RBF neural network based model-free controller. The effects of 
uncertainties, external disturbances and the approximation error are effectively eliminated 
by using an adaptive compensator in the controller.  In order to approximate the behaviour 
of the unknown electrical dynamics, RBF neural network is employed. With the integration 
of the DC motor dynamics with the robot dynamics, the actuator input voltages are the 
control inputs that make the overall control system more balanced.
The overall paper is structured into eight sections as follows. The kinematics, dynamics 
of the redundant manipulators along with the actuator dynamics are detailed in Section 
2. Section 3 includes the error dynamics of the system. The structure of the radial basis 
function neural network is described in Section 4. Section 5 deals with the controller design 
at the dynamic level as well as at the actuator level. Stability analysis is detailed in Section 
6. Numerical simulation results are presented in Section 7 followed by the concluding 
observations in Section 8. 
SYSTEM DESCRIPTION
Kinematics of the Redundant Manipulator
With n link position variables q = [q1, q2, ..., qn]T and m task space variables z = [z1, 
z2, ..., zm]T of a robot manipulator, the relation between the variables z and q is defined as:
z = f (q)     [1]
where f (q) represents the kinematic transformation of a robot. The relationship 
between the joint variable velocities and accelerations with the end-effector velocities and 
accelerations are given as follows:
and
      [2]
where the manipulator’s Jacobian matrix  is given as
      [3]
The pseudo-inverse of J(q) is denoted by J
+
 which is given as:
      [4]
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such that
JJ+ = Im      [5]
where Im denotes the identity matrix.
The matrix J(q) satisfies Moore-Penrose conditions (Kumar et al., 2012).
The Dynamic Model of Redundant Manipulator Plus Actuator Dynamics
By using the Lagrangian approach, the dynamic model of a n link, revolute direct drive 
robot manipulator is described as (Wai et al., 2004).
  [6]
where  denotes the inertia matrix,  is the centripetal-
coriolis matrix,  is the gravity effects,  represents the friction 
effects and  stands for the torque input vector. Td represents the bounded unknown 
disturbances.
The robot dynamics given in [6] has some useful properties as:
Property 1: The positive definite and symmetric matrix M(q) satisfies the following 
inequalities
     [7]
Property 2: The skew-symmetric relation between the inertia matrix and the 
centripetalcoriolis matrix satisfies
   [8]
The following useful assumptions are utilized in further analysis:
Assumption 1:  for some unknown constants b1 and b2
Assumption 2:  for some positive constant b3
Let each joint of the robot manipulator is driven by dc motor. The actuator dynamics 
is described as (Dawson et al., 1992)
    [9]
where  and
      [10]
where  represents the positive definite diagonal matrix of armature 
inductance,  is the diagonal matrix of resistance and motor back 
electromotive force. The electromechanical transformation between the current and the 
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torque is described by the motor torque constant matrix Km  R (n×n). The bounded voltage 
disturbance is Kd  Rn and U  Rn is the motor input voltage.
We assume that the torque transmission matrix and the inductance matrix satisfy the 
following relation.
and
where n1, n2, r1 and r2 all are bounded and positive scalar constants.
ERROR DYNAMICS
Under structured/unstructured uncertainties and external disturbances with the bounded 
desired trajectory tracking assumption, in this paper, we are to design RBF neural network 
based controller in such a way that it controls DC actuators, which will provide the desired 
control torque input so that the desired end-effector trajectory tracking can be achieved. In 
addition, the manipulator’s redundancy should be utilized to execute the desired subtask 
trajectory tracking error objective.
We define the tracking error e(t)  Rm for the task-space as
e(t) = zd – z        [11]
where zd  Rm is the desired task-space trajectory.
We define subtask tracking error eN  Rm similar to (Kumar et al., 2011), as
     [12]
Here the construction of the vector function g (.)  Rn  depends on the subtask 
objectives like obstacle avoidance and joint limit avoidance; however singularity avoidance 
should be its prior objective. Since vectors are mapped into the null space of J by (IN – J+J), 
therefore  tend to zero. Many of the authors have considered 
the different selection process of the null space joint velocity for the fulfillment of the main 
task objective along with the other subtasks. For the desired configuration for maximum 
use of the manipulability of the manipulator, we define the function . 
For the singularities avoidance, we select .
After the differentiation of Equation [11] and by using Equation [2] we get
   [13]
where  is a diagonal and positive definite gain matrix.
Now Equation [13] can be rewritten as
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   [14]
By using Equation [14] we define the filtered tracking error  as
     [15]
The task-space position tracking error is defined as:
       [16]
With the help of Equation [16], we design the control input so that the task space error 
and the filtered tracking error can be regulated. For this objective, we multiply Equation 
[15] by  and using the properties of pseudo-inverse of the manipulator, we get
       [17]
Here Equation [17] clearly indicates that the regulation of r(t) implies the regulation 
of .
RADIAL BASIS FUNCTION NEURAL NETWORK
Due to smooth network architecture and a good observation competence, RBF has taken 
much consideration, which averts the worthless and lengthy calculation. The structure of 
RBF is characterized in Figure 1 given below with:
Layer 1: This is the input layer in which input signal  directly move 
to the next layer.
Layer 2: The second layer is the hidden layer. Each and every neuron of hidden layer 
is stimulated by Radial Basis function. The hidden layer output is given 
     [18]
Figure 1.  Radial basis function neural network
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where p is the no. of hidden layers. The neural net j has the centre vector 
 the variance of the jth radial basis function and Yj denotes the 
Gaussian activation function for neural net j.
Layer 3:  In the third layer, the output signal is a combination of linear weights such as
     [19]
CONTROLLER DESIGN
Throughout the paper, the following assumptions are used.
Assumption 3:  and  all are the bounded functions of time.
Assumption 4: It is assumed that all the terms in the kinematic and dynamic system 
such  and  is bounded and all the kinematic singularities 
are always avoided.
Now, the dynamic equation in terms of the filtered tracking error can be written as:
    [20]
Where
         [21]
Let us consider the current I as a fictitious control signal for the error dynamics given 
by the Equation [20] and we call it Id  in such a way that  is the error signal.
We write the Equation [20] in the form:
  [22]
After the differentiation of the error signal and using Equation [9] with Equation [10], 
the resulting expression can be written in the form:
      [23]
      [24]
where H(y1) is a nonlinear function of  and I.
Now, we break the nonlinear function  into known dynamic part   and 
unknown dynamic part . The dynamic part  is completely unknown and the 
performance of this unknown dynamic part will be learned by the RBF neural network.
Here the vector y is given by
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The approximation of the unknown dynamic part is given by
     [25]
Where  is a neural network weight matrix and  
are the smooth basis functions. The neural reconstruction error is  
and the number of the nodes is N.
For large  
Substituting Equation [25] into Equation [22] we have:
         [26]
Adaptive Bound Part
By using error bound on neural network reconstruction error and the assumptions (1) 
and (2), we have
  [27]
We write ρ  and above calculation leads to:
  [28]
where  is a vector function of joint velocities  and  is a 
parameter vector.
Step 1:  For the desired objective, we design the auxiliary controller Id as
   [29]
Where  design constant > 0 and approximate values of the parameter 
vector and the neural network weights are  and  respectively, which are provided by 
the tuning algorithm.  is a positive definite  gain matrix.
After the substitution of Equation [29] into Equation [26], the error dynamics becomes:
         [30]
Step 2:  In this stage, we are to design the actual control input U in such a way that 
. However, the structure of the nonlinear term H(y1) is completely unknown and 
it includes  whose calculation is a tough task and therefore we will apply radial basis 
function neural network to learn the behaviour of the unknown terms in this function, we get
     [31]
where  is a neural network weight matrix and the smooth basis functions 
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are . The neural network reconstruction error is  and the number of nodes is N1.
Substituting  from Equation [31] into Equation [23], we have
    [32]
We choose the controller for the actual control input as
     [33]
where , is the approximation error for large N1 and by using adaptive 
bound part on bounded disturbances and on the neural network reconstruction error, we 
get  and .
By using Equation [33] into Equation [32], we have
  [34]
The block diagram of the proposed control scheme is shown in Figure 2.
Figure 2.  Block diagram of the proposed control scheme
STABILITY ANALYSIS
If the dynamics of the robot is given by Equation [6] and the control inputs given by 
Equation [30] and Equation [34], the adaptation laws are given by Equations [35] – [38], 
we are to show that the complete electromechanical system is stable and the filtered 
tracking error with task space error e(t), subtask tracking error eN(t) and error signal e1(t)  
asymptotically goes to zero as .
       [35]
      [36]
       [37]
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       [38]
where , ,  and   are the positive definite 
matrices.
Proof: Let us define
, and 
For the stability of the complete electromechanical system, let us assume the Lyapunov 
function as
 [39]
The differentiation of Lyapunov function with respect to time gives
    [40]
After simplification, the following expression is obtained
         [41]
By using the property (2) along with , , , , 
, and , the following expression is obtained
         [42]
Now,
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Using the above inequality, the above equation can be rewritten as:
         [43]
After simplification, we have
  [44]
Where  is the minimum eigen value of the matrix .
As E > 0 and , this means that the system is stable in the sense of Lyapunov and 
from this we conclude that , and  hence  and  are bounded. Now by using 
LaSalle’s extension, we can show that  and  go to zero as  .
Also
        [45]
The boundedness of  and  is ensured by the boundedness of . The 
boundedness of the desired trajectory implies that , ,  and  are bounded. From Equation 
[44] we have . Since ,  are bounded and all terms on the right side of 
Equation [30] and Equation [34] justify the boundedness of  and  and hence the 
uniform continuity of  is obtained. With time t,  goes to zero by Barbalat’s Lemma and 
this implies that ,  and e1(t)  goes to zero as . Finally, Equation [17] shows 
that eN(t) asymptotically goes to zero as .
NUMERICAL SIMULATION RESULTS AND DISCUSSION  
We execute simulation results on a 3R planar redundant robot manipulator, which is actuated 
by DC motors (shown in Figure 3). The details of the dynamical model can be referred to 
(Singh and Sukavanam, 2012).
The parameters for the electromechanical system are taken as L=diag (5, 5, 5), R=diag 
(1, 1, 1). The joint angles are denoted q1, q2, and q3. The lengths for the links 1, 2 and 3 are 
l1=0.6 m, l2=0.4 m, l3=0.35 m respectively. The masses of the links are taken as m1=3.6 
kg; m2=2.6 kg and m3=2.0 kg. The motor torque constant matrix is Km=diag (2.0, 2.0, 2.0) 
; the designed gain matrix is Kd1 = diag (0.5, 0.5, 0.5), and the voltage constant matrix is 
kv =diag (0.2, 0.2, 0.2). The payload mass is chosen 1 kg. 
The friction terms are taken as .
The desired task-space trajectory is taken as:
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     [46]
The unknown disturbance terms are
      [47]
We have performed three sets of simulations with different subtask control vectors 
as:
In the first simulation case, we select  = 0.  For the maximization of the 
manipulability of the manipulator, in the second simulation case, we select
      [48]
In the third simulation case, we select . 
The above-mentioned vector function  is the negative gradient of the function
     [49]
The control gains are taken as α = diag (5, 10) and K1 = diag (100, 100,100).
The RBF neural network is composed of 5 nodes. For the Gaussians functions, the 
central positions are chosen from -2 to 2 and σi, the spread factors are taken to be 0.2. 
 and  are the positive definite matrices. The parameter matrices are  
and . The trajectory tracking, task space tracking error and the subtask tracking 
errors are shown in the Figures 4-6 for the first, second and the third simulation cases 
respectively. These figures indicate that a satisfactory trajectory tracking, asymptotically 
Figure 3. 3R planar direct-drive redundant manipulator actuated by brushed DC motor
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convergent tracking error and the subtask tracking error has been achieved with a very 
small steady state error. The responses of the armature currents, control torque inputs and 
applied voltages are shown in the Figures 7-9 for the first, second and third simulation 
cases. The rated currents and the rated voltages for the three different simulation cases are 
shown in Table 2.
Table 2
The rated currents and the rated voltages
Links
Current Voltage Current Voltage Current Voltage
Link 1 5.9 A 70 V 5.9 A 60 V 5.7 A 75 A
Link 2 1.8 A 60 V 1.8 A 40 V 1.6 A 50 A
Link 3 2.0 A 65 V 2.0 A 35 V 2.2 A 40 A
From Table 2, it is clear that the proposed control scheme has achieved robustness to 
the parameter variations in both the manipulator and the motor.
Figure 4. The performance of the proposed controller for simulation case 1 with (a) Trajectory tracking, (b) 
Task space tracking error, and (c) Subtask tracking error.
(a) (b)
(c)
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Figure 5. The performance of the proposed controller 
for simulation case 2 with (a) Trajectory tracking, (b) 
Task space tracking error, and (c) Subtask tracking 
error
Figure 6. The performance of the proposed controller 
for simulation case 3 with (a) Trajectory tracking, (b) 
Task space tracking error, and (c) Subtask tracking 
error
(a)
(b)
(c)
(a)
(b)
(c)
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Figure 7. The performance of the proposed controller 
for simulation case 1 with (a) Armature current I(t), 
(b) Control torque input, and (c) Input voltage U(t)
Figure 8. The performance of the proposed controller 
for simulation case 2 with (a) Armature current I(t), 
(b) Control torque input, and (c) Input voltage U(t)
(a)
(b)
(c)
(a)
(b)
(c)
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For the measurement of the root mean square (the average of the tracking error), we 
will apply scalar valued L2 norm for the complete curve and it is given by
    [50]
                     
where the initial and the final values of the time are . To the best of our 
knowledge, no research has been reported on the trajectory tracking control problem of 
uncertain electrically driven redundant robot manipulators. However, for the comparison 
purpose, we have calculated the root mean square average of the tracking errors with 
existing approach without including the effects of the actuator dynamics (Rani & Kumar, 
2016). The calculated values are shown in Table 3 for the proposed controller and Rani 
& Kumar (2016) controller respectively. From these tables, it is clear that the root mean 
square error (RMSE) of employing actuator dynamics is much less in comparison to the 
other existing approach without including the effects of the actuator dynamics.
Figure 9. The performance of the proposed controller for simulation case 3 with (a) Armature current I(t), 
(b) Control torque input, and (c) Input voltage U(t)
(a) (b)
(c)
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Table 3
RMS Average of the Tracking Error
Vector
Functions
Proposed controller Rani & Kuman, 2016 Proposed controller Rani & Kumar, 2016
0.0354 0.5849 0.0323 0.8532
0.0263 0.7483 0.0222 1.1624
0.0298 0.6997 0.0279 1.0503
Hence, the validity of the proposed controller has been proven by the fact that all 
the existing uncertainties and external disturbances have been diminished in the RLED 
redundant manipulators and the satisfactory tracking of the currents, trajectory tracking, 
and convergent tracking errors have been achieved.
CONCLUSION
This paper discusses the trajectory tracking control problem for the RLED redundant robot 
manipulators. Although the tracking problem of the redundant robot manipulators has been 
enthusiastically studied, however there is almost no research on the trajectory tracking of the 
RLED redundant robot manipulators.  Due to the inclusion of the actuator dynamics with 
the robot dynamics, the controller exhibits some important characteristics. In this paper, 
for the approximation of the unknown non-linear mechanical dynamics, a model-based 
controller has been combined with the model-free radial basis function neural network 
based controller. The friction term, external disturbances and neural network reconstruction 
error are approximated by an adaptive bound part of the controller. The behaviour of the 
unknown electrical dynamics is approximated with the help of RBF neural network. The 
superiority of the proposed control scheme has been verified by the numerical simulation 
results. These results indicate that the incorporated controller has satisfactory performance 
in dealing with the external disturbances and the motor parameter uncertainties.
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LIST OF ABBREVIATIONS AND SYMBOLS
L2[e(t)] Root mean square error
m Number of task space variables
n Number of link position variable
r The filtered tracking error
RBFNN Radial basis function neural 
network 
RLED Rigid-link electrically driven   
b1, b2, b3 Positive constants
CT controller Computed torque controller
DC motors Direct current motors
e(t) Task space tracking error
e1(t) Current error signal
eN(t) Subtask tracking error
J(q) The Jacobian matrix
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Probabilistic Dempster Shafer based Communication Behaviour 
Analysis for Attack Safe Communication in Mobile Network
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ABSTRACT
Security is the primary and integrated requirement for public networks. Internal 
authenticated attackers are more unfriendly and dangerous to the network. In this paper, 
a probabilistic Dempster Shafer method is applied to the communication behaviour of 
network nodes. A prior analytical observation over the communication was done in terms 
of upper and lower bounds. The upper bound is considered as the belief measure and 
the lower bound is taken as plausibility factor. The probabilistic belief-to-plausibility 
measure is obtained for communication delay, failure ratio and energy parameter. As the 
abnormal activity pair was identified, a verification check was performed before blocking 
the misbehaving node. The Dempster-Shafer based belief theory was applied to isolate 
the attacker node and to generate the safe path over reliable nodes. The decision rule was 
integrated to the work behaviour of the AODV (Ad hoc On-Demand Distance Vector) 
protocol for the preventive route formation. The simulation results show that the method 
has improved the communication PDR (Packet Delivery Ratio) ratio and reduced the drop 
rate and energy consumption as compared to 
AODV and DSR (Dynamic Source Routing) 
protocols.
Keywords: AODV, attack preventive, Dempster 
Shafer, mobile network, security 
INTRODUCTION
The dynamic and cooperative communication 
in mobile network (Vadlamani et al., 2016; 
Kapil Juneja
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Mavoungou et al., 2016) not only increases the flexibility, but also opens the network to the 
intruders. The network suffers from different kinds of attacks that acts at access, protocol, 
communication and architecture level in the mobile network (Mavoungou et al., 2016; 
Saeed et al., 2014). The network suffers from various internal and external attacks. These 
attacks affect the network users in terms of integrity, privacy, delayed communication and 
data disruption. These attacks can infect one or more communication layers and disturb 
the data transmission. The external attackers are unknown users that enter into the network 
temporarily and capture the communicating information. These attacks can be avoided by 
including the network firewall or by using a secure authentication system. But, the internal 
attacks are comparatively more critical as such attacks are performed by the authenticated 
users or nodes. These attackers can reveal the information or affect the communication 
behaviour. To deal with these attackers, the attack detection and prevention algorithms 
can be applied. The detection algorithms basically observe the attack specific behaviour of 
mobile nodes. The detection algorithm blocks the identified attacker node and performs the 
communication. The preventive algorithms also analyze the communication pattern over 
all nodes and perform the communication through safe nodes. In this paper, a Dempster-
Shafer theory based probabilistic model is presented to generate the safe communication 
route over the mobile network. The preventive algorithm used the multiple decision factors 
such as communication delay, failure ratio and node energy. The belief and plausibility 
factors are generated under Dempster Shafer based node verification model. The abnormal 
activity based on these parameters are analyzed to recognize the misbehaving node and to 
generate the safe preventive path over the network.
Dempster Shafer
It is the dynamic generalization of Bayesian Probabilistic evaluation. The Bayesian theory 
can be applied as a divergence factor to recognize the communication pattern and to 
isolate the normal and misbehaving nodes. To validate a node, the confidence factor based 
on multiple communication factors can be analyzed. In these methods, the conditional 
evaluations are applied in a controlled way to derive the decision. These factors are analyzed 
individually as well as in composite form to take the decision. To apply the Dempster 
Shafer (Elkin et al., 2017; Karami & Fathian, 2009; Konorski & Orlikowski, 2009; Wahab 
et al., 2014; Zhang et al., 2017) theory, the probabilistic decisions are computed as the 
belief variable. Let n is the number of probabilistic factors and  () is the function to 
perform the probabilistic computation on each factor. The aggregative belief theory for all 
factors is represented as equation (1)
Here, V represents the parameters analyzed to take the composite decision. These 
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parameters are also controlled by the specification of upper bound, lower bound and the 
degree of confidence. The value of confidence degree µ lies between 0 and 1.
This DS (Dampster Shafer) theory is described by two main aggregative functions 
called Belief and Plausibility. The Belief shown in equation (2) represents the upper bound 
and the plausibility shown in equation (3) represents the lower bound of probability
Where, Eval is the evaluating function on which the aggregative measures are applied 
to take the probabilistic composite decision.
Problem Definition
The mobile network is the public network in which multi-hop communication is performed 
in the absence of any controller device. The attacker can infect any of the intermediate 
nodes at different layer. In this paper, the problem of man-in-middle attack is addressed 
at the network layer of mobile network. The attack is accomplished by the attacker to 
disturb the packet delivery by avoiding the data forwarding or increasing the delay. As 
the attack is performed on the existing contributing node, it is difficult to attack. The 
communication-level observation is the only way to analyze the behaviour of the nodes 
and to detect the attack. This paper has presented a solution against the man-in-middle 
attack. The contributions of this paper to optimize the network performance against man-
in-middle attack are listed below:
• The paper presents a dempster-shaper theory based probabilistic analysis approach 
for evaluating the reputation of nodes.
• The proposed reputation-based method has isolated the attacker nodes and generates 
a attacker-preventive route for improving the reliability of communication in public 
mobile network. 
• The work is defined as modified-AODV protocol for enabling a attack-safe 
communication in mobile network. 
In this paper, a Dempster Shafer based probabilistic evaluation method is integrated to 
improve the intelligence of traditional AODV protocol. Multiple parameters are evaluated 
to identify the weights for mobile nodes and to identify the possible route contributing 
nodes. The proposed PDS-AODV (Probabilistic Dempster Shafer-Ad hoc On-Demand 
Distance Vector) protocol is able to generate the attack preventive safe route for mobile 
network. In this section, brief introduction to the security flaws exist in the mobile network 
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is discussed. The exploration of the Dempster Shafer theory is also provided in this section. 
In section “Related Work”, the contributions of earlier researchers are discussed to explore 
the network challenges and to detect and prevent the attacks over the mobile network. In 
section “Method”, the functional stages of proposed Dempster Shafer based intelligent 
PDS-AODV protocol are described with algorithmic formulation. In section “Results 
and Discussion”, the simulation results obtained from different scenarios are presented 
in graphical form. In section “Conclusion”, the conclusion and future scope of this work 
are provided.
RELATED WORK
The cooperative communication in wireless network and lack of centralized infrastructural 
control enables the open and instant connectivity to a user (Vadlamani et al., 2016). 
This open and flexible communication mechanism increases the chances of data theft 
and communication disruption. The security of the network gets compromised because 
of the different kind of internal and external attacks (Mavoungou et al., 2016). Various 
authentication, detection and prevention based methods were recommended by different 
researchers to increase network effectiveness against specific attacks. Different node level 
and network level attacks can affect the behaviour of different network layers. In this 
section, contribution of earlier researchers for identification of various attack detection 
and safe communication methods is provided. Different network layer attacks and its 
effect on AODV protocol was identified by (Saeed et al., 2014). A detailed description of 
different anomaly detection techniques including classification, clustering and statistical 
methods were provided by (Ahmed et al., 2016). Author processed the work on different 
communication data repositories and evaluates different detection methods against 
different types of attacks. A study on intrusion detection frameworks was provided for 
safe communication in wireless networks (Brutch & Ko, 2003). An analytical derivation 
of different attack preventive methods in AODV protocol was provided based on different 
communication phenomenon (Hassan & Radenkovic, 2014).
To locate the collaborative attacks and to provide the safe communication in mobile 
network, the dynamic communication behaviour methods and protocols were suggested 
by different researchers. Rana et al. (2015) had proposed and enhanced modified AODV 
protocol to provide communication over reliable nodes. The hop restriction based reverse 
path tracing was computed by the author for generation of safe route between source and 
destination. An attack preventive behaviour was integrated in OLSR (Optimized Link State 
Routing) protocol by generating the periodic validation messages (Abdalla et al., 2011). The 
neighbour verification process was defined to evaluate the attacker ranking. An intelligent 
game theoretic framework was proposed to generate the secure multipath route by observing 
the communication features (Sarkar & Datta, 2017). The minimax probabilistic learning 
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was defined to increase the bandwidth utilization, PDR and to reduce the routing overheads. 
Sathiamoorthy and Ramakrishnan (2017) had proposed a competent Three Fish algorithm 
for effective tracking of neighbour nodes and to provide the effective route discovery. 
The unique key based trust evaluation method was defined for attaining the safe route 
in mobile networks. Taheri et al. (2015) had proposed an anonymous multicast routing 
protocol with additional privacy features for secure communication in mobile networks. 
The routing protocol was applied on dynamic topology based network to optimize network 
maintenance and data forwarding mechanisms. A probabilistic proactive routing method 
with hint extensive control was proposed for effective route selection (Nejad et al., 2010). 
The hint computation was obtained based on time and packet hint factorss. The distance 
based correlation is also established to identify the gossips and the false communication 
between node pairs. 
Thanigaivel et al. (2012) had performed optimal route discovery based on node trust 
evaluation. The cooperative communication was measured to ensure the trust between 
node pairs and to isolate the malicious node. Author considered the characterization of 
various attacks to decide the node trust. An integrated mathematical model based on node 
reliability and residual energy was designed to generate the stable and safe route (Xing et 
al., 2009). The weight driven joint formula was defined to characterize the node credibility.
METHOD
Mobile public network is always under the threat of various attacks performed by internal 
nodes. In this paper, a probabilistic Dempster Shafer theory based analytical model is 
presented to analyze the abnormal behaviour of neighbour nodes. To adapt the analytical 
observations relative to aggregative communication statistics, the upper and lower 
limits were obtained. The Dempster-belief modeling was applied at this stage to apply 
the plausibility and belief measures. The node strength evaluation was done based on 
communication delay, failure ratio and energy parameters. At the earlier stage, the clear 
abnormal nodes were separated and the deep evaluation was performed on the eligible 
contributing nodes. At the final stage, the verification check was applied to identify the safe 
neighbour. This process is applied as the integration to AODV protocol and accomplished 
while locating the effective next hop. The functional stage driven model associated with 
this work is shown in Figure 1.
Figure 1 shows the functional connectivity derivation of the network under probabilistic 
belief theory. These functional stages are integrated into the traditional AODV protocol 
as the integrated work stages. With each work stage, the node level evaluation and rule 
filtration are performed on collected communication statistics. To initiate the functional 
process, the mobile network is defined in the wide geographical area. The mobile nodes with 
energy specification are deployed at random position. The communication coverage and 
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the sensing strength are defined as the network constraints. To perform the communication, 
the source and destination nodes are defined as the node pair for which the communication 
is established. Each of the associated functional stages and the algorithmic behaviour of 
Dempster-Shafer probabilistic evaluation process is described hereunder:
Shortlist the Neighbour nodes (AODV Processing)
Between each intermediate stage of source and destination
Collect the History communication statistics and derive the rules under Dempster-Shafer belief 
theory
Apply the Dempster shafer rules to recognize the safe node for each intermediate stage and 
generate safe path
Figure 1. Functional Stages of Attack Safe Communication in Mobile Network
Neighbour Evaluation
As the communication established between the node pair, the AODV protocol is activated 
at the network layer to perform the early neighbour discovery. The neighbour discovery 
process initiated from source node and generated the RREQ (Route Request) flooding on 
the neighbour nodes present in the coverage. This AODV based flooding was spreaded 
among the neighbour nodes within the expanding ring till the destination does not reach. 
The neighbours located for each node are maintained in tabular form. At the earlier level 
the basic node features are evaluated to shortlist the neighbour list ad effective contributing 
nodes. The node level evaluation is done on node energy and degree factor to perform 
the parameter selection. The primary level evaluation of node eligibility is shown in the 
algorithm 1.
Algorithm 1
PrimaryNodeEligibilityEvaluation
Input :  Cnode : is the next possible effective hop
Output : EligibilityLevel : between 0 and 3 to represent the strength of node
Process :
1. pNode=GetPrevHop(Cnode) /*Get last selected hop*/
Belief Theory based Enhanced PDS-AODV Protocol for MANET 
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2. degree = GetDegree (Cnode, AODVCover) /*Get sensing range and coverage 
based degree of node*/
3. nnodes = GetNeighbours(pNode) /*Get all alternate nodes for current level*/
4. AvgEnergy=EvalEnergyState(nnodes) /*Get Average energy of nodes present at 
that level*/
5. AvgDegree=EvalDegree (nnodes) /*Get Average Degree of nodes present at that 
level*/
6. If (Cnode.Energy>=AvgEnergy And degree>AvgDegree)
 Then
  Eligibility Level=3
 Else If(Cnode.Energy>=AvgEnergy or degree> AvgDegree)
Then
 Eligibility Level=2
Else If(Cnode.Energy>=AvgEnergy-Limit1)
Then
 Eligibility Level=1
ElseIf( degree> AvgDegree-Limit2)
Then
 Eligibility Level=1
Else
 Eligibility Level=0
End
Return Eligibility Level
Algorithm 1 has defined the identification of next possible effective hop based on node 
constraint evaluation. The node strength is measured based on energy and node degree 
parameters. Multiple composite conditions are defined to estimate the strength of the node. 
The node strength values are between 0 and 3. The nodes with zero strength are unsafe or 
critical nodes. The node with strength 3 are high featured node to generate optimize safe 
route between the source and destination nodes. The nodes with higher energy and with 
multiple connectivity range are considered as safe node. The eligibility level 1 is based 
on the limit1 and limit2 factors which are decided by the environmental evaluation. These 
nodes can be considered as part of the communicating path if no alternate exits. After this 
primary evaluation stage, the effectively eligible nodes are identified.
Dempster-Shafer Rule Formulation
To measure the communication effectiveness and node trust, the dynamic parameter based 
reputation estimation was done. Dempster-Shafer based evidential and probabilistic rules 
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were formed to determine the composite reputation for each node. These rules were formed 
based on the communication history evaluation for specific sessions. The rules were formed 
to isolate the suspicious and good communication node in previous and random sessions. 
The history based statistics are collected based on the communication characteristics 
on M previous random sessions. The communication statistics are collected in terms 
of average communication delay, PDR ratio, forwarder count and energy consumption 
parameters. These aggregative and average statistical measures are considered as the 
evidence for generation of reputation rules. Each of these parameters is evaluated on 
average communication of m random sessions. Let A is the average statistical feature, then 
its probabilistic evaluation is given by Measure(A). The compositional evaluation on two 
communication measures is shown in equation (4)
Each of the individual communication evaluation feature was analyzed in compositional 
average and aggregative evidential rules. In equation (4), the average feature is represented 
by A and the aggregative evidential feature is represented by B. The compositional 
evaluation Comp(A,B) is evaluated for each of the communication parameter for each node. 
These collective uncertainty observation constraints are able to isolate the healthy and the 
suspected nodes. The threshold limits are applied separately on each measure by training 
the network respective to different threshold values. The most significant threshold RThPDR, 
RThdelay, RThEn are evaluated to generate the reputation rules. A simulation on 100 and 1000 
seconds was conducted on 100 and 200 nodes network with reputation threshold(RTh) 
values for each uncertainty evaluation parameter. The simulation scenarios are designed 
with 10% of attacker nodes distributed randomly over the network. The decisive readings 
collected from the simulations for each parameter are listed in Table 1.
Table 1 
Reputation Threshold Evaluation for Different Uncertainty Factors
RThPDR, RThdelay, 
RThEn
Sim 1(100 Sec, 
100Nodes)
Sim 2(100 Sec, 
200Nodes)
Sim 3(1000 Sec, 
100Nodes)
Sim 4(1000 Sec, 
200Nodes)
(.5,.5,.5) 0.3 0.4 0.48 0.52
(.5,.5,.4) 0.3 0.5 0.46 0.5
(.6,.5,.4) 0.4 0.4 0.45 0.51
(.6,.4,.4) 0.4 0.6 0.5 0.56
(.7,.4,.4) 0.5 0.6 0.56 0.62
(.7,.4,.3) 0.6 0.8 0.59 0.67
(.7,.3,.3) 0.7 0.8 0.67 0.78
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Table 1 showing the observations conducted on four different simulations with node 
and simulation time variations. Different values of reputation thresholds are applied for 
each uncertainty factor. The evaluation is done in terms of the association of attacker 
nodes corresponding to each mobile-node. The table shows that the reputation threshold 
combination (.5,.5,.5) has given the minimum attack detection rate of .3 to .5. As the RThPDR 
ratio is increased and the RThdelay and RThEn values are increased, the attack detection rate is 
improved. The maximum attack detection ratio is obtained for reputation threshold values 
(.85,.2,.2). These values are considered as final value while generating the safe route in 
proposed PDS-AODV protocol. Likewise, the uncertainty parameter based evaluation is 
performed on node-pairs to isolate the safe and attacker nodes. The functional contribution 
was analyzed based on these reputation parameters and the expected attackers are identified 
over the network. After identification of attacker nodes, the preventive safe path is generated 
to ensure the higher PDR ratio. The safe path formulation method integrated in proposed 
PDS-AODV protocol is described in “Safe Route Generation”.
Safe Route Generation
After inspecting the behaviour, the reputation value of each node and node-pair is identified. 
These reputation values have labeled the nodes as safenode, suspected node and the attacker 
node. The proposed PDS-AODV protocol evaluated these reputation values at the earlier 
stage before allowing the real communication. As the communication between a node pair 
is initiated, the dynamic preventive path is generated. In this path, the neighbour node 
discovery is evaluated based on the reputation and belief theory aspects. The attacker 
reputation nodes are completely neglected while generating the route. The suspected 
nodes can be considered as an intermediate node by performing the dual evaluation and 
observing the requirement of the network. If the network load is high and the degree of 
immediate neighbour is low, the suspected node can be considered as an intermediate node 
for a session. The evaluation of the nodes and traffic is done session by session and with 
Table 1 (Continued)
RThPDR, RThdelay, 
RThEn
Sim 1(100 Sec, 
100Nodes)
Sim 2(100 Sec, 
200Nodes)
Sim 3(1000 Sec, 
100Nodes)
Sim 4(1000 Sec, 
200Nodes)
(.8,.3,.2) 0.8 0.7 0.79 0.88
(.8,.2,.2) 0.8 0.9 0.83 0.91
(.8,.2,.2) 0.9 0.9 0.86 0.93
(.9,.2,.2) 0.6 0.8 0.71 0.74
(.85,.2,.2) 0.9 1 0.88 0.96
(.85,.2,.15) 0.7 0.9 0.81 0.87
(.85,.15,.15) 0.6 0.8 0.71 0.74
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each session, the new path can be generated. The protocol has generated the on-demand 
dynamic path with the higher safety and reliability. The algorithm for route generation 
between a node pair is presented in algorithm 2.
Algorithm 2
SafeRouteGeneration
Input :  SNode : SourceNode
  DNode : DestinationNode
  MNodes : Mobile Nodes
Output : SRoute : The Dynamic Path generated for the current session
Process :
1. CNode=SNode /*Set Source Node as Current Node*/
2. While CNode <> DNode /*Repeat the process for */
Begin
3. Neighs=GetNeighours(CNode, Range) /*Get the Neighbour Node*/
4. Neighs.Stability=AnalyzeStability(Neighs, Session) /*Analyze the node mobility 
over the session and identify the stability status of neighbour nodes*/
5. ASta=Average(Neighs.Stability)
6. ForEach node in Neighs  /*Process the Neighbour Nodes*/
 Begin
7. If (node.Stability > ASta) /*A Highly stable node is considered as possible next  
 hop */
Then
8. Eval=PrimaryNodeEligibilityEvaluation(node) /*Perform earlier  
evaluation based on degree and energy parameters defined in    
 Algorithm 1*/
9. If (Eval=1) /*First level eligibility of node is verified*/
10. RepScore=CalculateReputation (node) /*Estimate the     
 session specific reputation of nodes based on energy,     
 load, PDR and delay parameter as defined in section     
 “Dempster-Shafer Rule Formulation”*/
11. CNode= Max || RepScore ⊗  node.Stability ⊗  Eval ||     
 /*Identify most adaptive next neighbour*/
12. SRoute.Add (CNode) /*Include the node in path*/
   End If
  End If
 End If
Belief Theory based Enhanced PDS-AODV Protocol for MANET 
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End
Return SRoute
End
Algorithm 2 has provided the integrated functioning of proposed PDS-AODV protocol 
to generate the attack preventive safe path in mobile networks. The protocol improved the 
existing on-demand route formation based on primary and Dempster Shafer evaluation. 
After specification of source and destination nodes, three level checks are performed to 
generate the safe route between the node pair. At the earlier level, the coverage range and 
stability analysis are done to generate the primary neighbour list. In the second stage, the 
energy, load and neighbour degree evaluation is done to shortlist the effective node. At third 
level, the Dempster Shafer model is applied to analyze the communication characteristics 
for the particular session. The communication feature level plausibility and reputation 
is evaluated at this stage. The feature specific reputation is computed for each expected 
neighbour. Once the aggregative and average statistics on communication parameters is 
obtained, the composite evaluation on reputation is done based on the adaptive reputation 
thresholds. The uncertainty features classified the nodes as safe node, suspected node and 
attacker nodes. Finally, during the route formulation the factors of all three stages are 
applied compositely to identify the node with maximum strength or weight. This process 
is applied on each hop till the destination node does not occur. The model identifies a 
reliable and safe mode. The functional behaviour of the route formulation method is also 
shown in Figure 2. 
Yes
Start
Accept Source Node SNode, Destination 
Node DNode and Mobile Node MNodes
Set CNode=SNode
Get the Neighbors called Neighs
Is CNode< 
DNode
Estimate stability of Neighs Nodes over 
the Session S
Estimate Average Stability called ASta
Set i=1 
Is i< 
Neighs.Size
Is 
Neighs(i).Stab> 
AStab
Evaluate Eligibility for Neighs(i)
Is Eval=1
Evaluate Reputation for Neighs(i)
Identify Adaptive Neighbor p
Include p in Route
Process Route
Start
Yes
Yes
Yes
Figure 2. Functional flow of preventive route formation
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The figure has provided the process flow for generating the route between any pair of 
source and destination node. Each time, the effective neighbour is generated by evaluating 
the stability and reputation of nodes. The most adaptive and effective node is selected as 
the next communication hop. The method is effective to generate the preventive route 
over the network. The simulation results with comparative evaluation are provided in the 
next section. 
RESULTS AND DISCUSSION
In this paper, probabilistic rule adaptive belief theory is applied on individual node under 
node features and communication features. The composite history based evaluation is 
performed on multiple sessions to isolate the valid safe nodes and the unsafe nodes. The 
proposed method is able to generate the safe communication route over the network. The 
proposed method is integrated into the existing AODV protocol to enhance the discovery 
of safe neighbour and the route. The simulation of the proposed predictive routing protocol 
is done in NS2 environment on a random mobile network with 100 mobile nodes. The 
network configuration parameters are listed in Table 2.
Table 2 
Configuration Parameters
Parameters Values
Network Size 1000x1000 Mtr
MAC Protocol 802.15.4
Routing Protocol AODV, DSR and PDS-AODV
Number of Nodes 100
Number of Attacker Node 0, 2, 5, 10, 20
Node Energy Random (0 to 1 J)
Energy Consumption (Receiver Node) 5 nJ
Energy Consumption (Transmitter Node) 5 nJ
Energy Consumption (Forwarder Node) 1 nJ
Topology Random
Mobility Low
The proposed probabilistic belief improved AODV protocol is able to provide the 
safe communication against different attacks. As the number of attackers in a network 
increases, the communication loss and communication delay increases. The evaluation of 
the proposed protocol is done in terms of drop rate, PDR ratio and energy consumption 
parameters. The observations are collected for different number of attackers in the network. 
The comparative results are taken against the AODV and DSR protocols. 
Belief Theory based Enhanced PDS-AODV Protocol for MANET 
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When the communication is performed over the attacker nodes, the data loss occurs. 
The average number of communication loss over all sessions is identified as drop rate. 
The higher the drop rate compromises the reliability of communication network. Figure 
3 shows the comparative analysis of the PDS - AODV protocol against AODV and DSR 
protocols for different number of attackers. The evaluation results show that the drop rate is 
increasing in a higher ratio in case of AODV and DSR protocols as the number of attackers 
increased. The maximum drop ratio in case of the proposed protocol is 12.4%, whereas 
the drop ratio was over 30% for AODV and DSR protocols. The simulation results signify 
that the PDS-AODV discovered the safe path by preventing the attacker nodes.
2.63
6.82
12.02
20.68
34.36
3.80
9.88
17.63
23.02
35.77
1.37
3.61
5.83
8.68
12.43
0 2 5 10 20
Dr
op
 R
at
e 
(%
)
Number of Attacker Nodes
Drop Rate (%) Analysis
AODV DSR PDS-AODV
Figure 3. Drop Rate Vs. Attacker Node
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PDR ratio identifies the average number of packets delivered successfully within 
the specific time limit. The communication performed over attacker nodes, reduces the 
packet delivery ratio. If the communication is performed over normal and healthy nodes, 
the higher PDR ratio can be achieved. The proposed PDS-AODV protocol has generated 
the path using normal safe nodes. The comparative observations are shown in figure 4 on 
different number of attackers. The evaluation results show that the proposed protocol has 
increased the PDR ratio extensively. As the attacker nodes are increased, the PDR ratio 
is dropped up to 64.2%, whereas in case of the PDS - AODV protocol, the PDR ratio is 
comparatively high upto 87.57%.
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Figure 5. Energy consumption analysis
The primary strength parameter for a mobile node is energy that represents the health 
of the node. As a node participates in the communication as sender, receiver or forwarder, 
some amount of energy is consumed. The aggregative energy of all nodes of network 
represents the network life. The higher the energy consumption in a network, more critical 
the network will be for further communication. Figure 5 shows the comparative analysis 
of proposed PDS-AODV protocol against AODV and DSR protocols in terms of energy 
consumptions. The recorded observations show that the proposed protocol has reduced 
the energy consumption and improved the network reliability. 
CONCLUSION
The paper has presented the belief theory based routing protocol to identify the suspicious 
behaviour of mobile nodes and to generate the safe route over the mobile network. The work 
is presented as an improved PDS-AODV protocol in which the work is divided in three 
sequential work stages. At each stage, the belief and plausibility checks are performed to 
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generate the reputation weights of mobile nodes and to isolate the safe and attacker nodes. 
The probabilistic belief theory is implied on energy, delay and PDR ratio parameters and 
compared with reputation thresholds to identify the expected safe nodes. In the final stage, 
the maximum reliability constraints on session parameters are applied to identify the next 
effective hop. The proposed protocol is simulated in NS2 environment and comparative 
evaluation is taken against AODV and DSR protocols. The analytical results identified that 
the model has significantly improved the PDR ratio and reduced the drop rate and energy 
consumption over the network.
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ABSTRACT
The use of coconut in the food industry is determined by the condition of its fruit ripeness 
level, which is very difficult to be conducted. The suitable non-invasive sensing method is the 
application of computer vision. The purpose of this study is to identify the coconut ripeness 
level based on several parameters of fruit volume, coconut flesh thickness, and coconut 
flesh weight by using Artificial Neural Network (ANN) modeling. The best ANN model 
resulted in 14 inputs consisting of color, texture, shape and size parameters. Color features 
include: Red, Green, Blue, Hue, Saturation, 
and Intensity. Textural features include: 
contrast, correlation, energy, homogeneity. 
The shape and size parameters include area, 
perimeter, eccentricity, and metric. The best 
ANN structure consisted of 14 inputs, one 
hidden layer with 100 nodes, and 3 outputs 
of coconut ripeness (indicated by coconut 
water volume, coconut flesh thickness and 
wet weight of coconut flesh). The best ANN 
model produced the smallest Mean Squared 
Error (MSE) training and MSE testing 
values  of 0.002155 and 0.107265 with 
actual value correlations and predictions 
as measured by R-training and R-testing 
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respectively of 1 and 0.90331. Thus, computer vision and ANN models can be utilized to 
predict the coconut ripeness level. 
Keywords: Artificial neural network, coconut ripeness, computer vision, texture analysis
INTRODUCTION
Coconut is globally recognized as a very important fruit. Coconut (Coco nucifera var. 
Ebunea) farming becomes an important agricultural industry not only for all tropical 
countries, but it also offers a strong income potential for millions of small farmers 
worldwide (Nguyen et al., 2016). Coconut fruit has been broadly utilized both in food and 
non-food fields (Freire et al., 2017). Coconut flesh and ripe coconut water can be used as a 
source of protein and antioxidants (Rodsamran & Sothornvit, 2018). The economic value 
of coconut will increase with the presence of post-harvest handling and the application of 
appropriate technology (Rodrigues et al., 2018). To optimize the selling value and utilization 
of coconut, it is necessary to develop applications that can classify the level of ripeness 
according to consumer needs. The problem of fruit ripeness classification has proven to 
be a very complex matter which requires further development. The classification of fruit 
ripeness presents a significant challenge as the characteristics of fruit objects are difficult to 
distinguish and tend to have irregular patterns in one similar classification class (Hameed et 
al., 2018). Unfortunately, a non-invasive sensing application that can accurately predict the 
coconut ripeness level has not been invented. The coconut ripeness level will have a direct 
effect on some of the internal parameters of coconut such as the volume of coconut water, 
the thickness of coconut flesh, and the wet weight of coconut flesh (Terdwongworakul et al., 
2009; Hahn, 2012). Therefore, the development of a non-invasive sensing with intelligent 
modeling systems to predict the internal conditions of coconut (such as the volume of 
coconut water, the thickness of coconut flesh, and the wet weight of coconut flesh) is very 
important to make. Yet, the ripeness classification of coconut does not have a standard, 
where researchers from various countries still apply different terminology (Ekanayake et 
al., 2010). In practice, not everyone can accurately determine coconut ripeness level. Only 
a few experts can determine whether the coconut is ripe or unripe. The conventional way 
to identify coconut ripeness is by shaking the fruit for analysis of the sound produced. The 
process still tends to be subjective in determining the level of ripeness, bearing different 
perceptions. Hence, it is necessary to develop an effective non-invasive sensing method 
in identifying coconut fruit ripeness, which has high accuracy, and without touching the 
observed object. One non-invasive sensing method that is proven reliable in characterizing 
biological objects is computer vision by using color, texture, and morphological parameters 
combined with intelligent modeling using artificial neural networks (ANN) (Hendrawan & 
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Murase, 2011a; Hendrawan & Murase, 2011b; Hendrawan & Murase 2011c; Hendrawan 
& Al Riza, 2016; Hameed et al., 2018).  
The development of information technology enables fruit identification based on color 
characteristics, texture, and morphology with the help of digital cameras and computers. 
This computational method relies on indirect visual observation using a camera as non-
invasive sensing (Peng et al., 2018). Computer vision has non-destructive, environmentally 
friendly, high accuracy, and simple tool as a good method for rapid evaluation of 
identification of fruit ripeness (Hussain et al., 2018). From the results of a review of several 
studies, computer vision using parameters of color, texture, size, and shape is found to be 
very effective in classifying the ripeness level of fruits and vegetables (Bhargava & Bansal, 
2018). Wan et al. (2018) developed a computer vision system to predict the ripeness of fresh 
tomato, indicating an accuracy of 99.31%. Tu et al. (2018) had succeeded in developing 
computer vision to detect the ripeness level of passion fruit by using the red-green-blue 
depth images method. The results of predictions using computer vision had a high accuracy 
of 91.52%. Tan et al. (2018) had successfully developed computer vision to identify the 
ripeness level of blueberries by using color parameters, in which the accuracy level reached 
96%. Mangoes ripeness prediction through system application with computer vision has 
also been successfully developed by Wendel et al. (2018). 
The combination of computer vision methods with artificial intelligence algorithms 
has proven effective for increasing accuracy (Patricio & Rieder, 2018). ANN is a technique 
which has been successfully applied to obtain a connection between complex input and 
output. According to Akbar et al. (2018), ANN is strongly recommended to present complex 
and non-linear relationships among different parameters, because ANN is proven to be the 
best technique. Yossy et al. (2017) had successfully identified the ripeness of mangoes by 
using a combination of computer vision and ANN with an accuracy value of 94%. ANN 
has also been used successfully to detect the ripeness of strawberries (Habaragamuwa et 
al., 2018) and grapes (Zuniga et al., 2014). In the field of image analysis based pattern 
recognition in several studies prove that ANN works better than other classification methods 
(Bashir et al., 2009; Shi et al., 2009; Quintana et al., 2012; Ren, 2012; Rekha & Shahin, 
2015; Sachdeva et al., 2016; Barkana et al., 2017; Chen et al., 2017). Malekmohamadi et 
al. (2011) evaluated the efficacy of support vector machine (SVM), Bayesian networks 
(BN), ANN, and adaptive neuro-fuzzy ineference system (ANFIS). The result showed that 
ANN provided the best results.
Referring to several previous studies as presented above, this study was conducted to 
identify the coconut ripeness level through a non-invasive sensing method by developing 
a combination of computer vision and ANN algorithm. Image parameters including color, 
texture, size, and morphology of extracted digital images were used to predict the coconut 
ripeness level which included the volume of coconut water, the thickness of coconut flesh, 
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and the wet weight of coconut flesh. The resulting model will be useful for rapid evaluation 
of the coconut ripeness level with a simple, practical, and accurate tool.
MATERIAL AND METHODS
The material used in this study was gading coconut type obtained from Kalimas Village, 
Besuki District, Situbondo Regency, East Java, Indonesia. The coconut fruit samples used 
were 135 samples with three ripeness levels (young, half-ripe, and ripe) and with ripeness 
parameter values  such as coconut water volume, coconut flesh thickness, and varying wet 
weight of coconut flesh. The process of taking coconut fruit images was conducted by 
using a Nikon Canon Powershot A2500 digital camera that was placed in a perpendicular 
position to the object (the coconut fruit). Image acquisition was carried out in a black box 
chamber with a white paper platform and the lighting system with 4 pieces of light (220 V 
/ 6 W / 50 Hz) with the evenly distribution of light on the surface of the object. The image 
data processing tool was the Intel (R) Core (TM) i3 of 32 bit CPU computer 2.10 Ghz. 
The process of taking coconut fruit is illustrated in Figure 1. The image of the acquisition 
had been through the process of image processing to clear the noise and to separate the 
background from the object. Extraction of image features in this study was performed by 
using Visual Basic (VBA) software, developed by Hendrawan and Murase (2009).
This research was conducted in several stages, which were: (1) taking the image of 
coconut fruit; (2) extracting the image parameters including red-green-blue (RGB) color 
index, RGB conversion to hue-saturation-intensity (HSI), analysing texture, shape and size; 
(3) modeling the relationship of ripeness level based on fruit volume, flesh thickness, and 
wet weight of coconut flesh with image analysis; (4) structuring ANN and determining 
neural weights in ANN. Coconut image was recorded with a size of 1600 x 1200 pixels 
which was then carried out by binary to separate the background from the object. The 
resolution of the recorded image was a file with a .bmp extension with a new image size 
after image processing of 450 x 346 pixels. Cropping on the image aimed to make the 
image to be analyzed focused on the green bean coffe object. The coconut image was then 
analyzed by using MATLAB 2015a to obtain quantitative data with image parameters 
including RGB, HSI, area, perimeter, eccentricity, metric, contrast, correlation, energy, 
and homogeneity. 
According to Florio et al. (2018), the area is represented by the number of pixels in 
an object area, while the perimeter is the number of pixels indicating the edge or part of 
an object. Wang et al. (2018) had used the perimeter and area to characterize agricultural 
products such as grain surface area. According to Francisco et al. (2013), eccentricity was 
a comparison parameter value between the distance of a minor ellipse foci and a major 
elliptical foci. An eccentricity object has a range of values between 0-1. Objects are 
elongated or close to a straight line value 1, while objects that are round or circular have 
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value close to zero. Several studies have been conducted (Francisco et al., 2013; Sofu et 
al., 2016; Zhang et al., 2018) in relation with eccentricity in identifying and analyzing the 
fruits and food appearance properties by using the eccentricity parameter. The equation 
for eccentricity is as follows:
e = �1 − 𝑎𝑎2
𝑏𝑏2     [1]
Where e is eccentricity, a is the length of the axis major, and b is the length of the 
axis minor.
Metric is a quantity that shows the roundness of an object shape (Cassel et al., 2018). 
Metric values range from 0 to 1. The rounder the object, the more metric value approaches 
1. Cohen et al. (2018) had successfully characterized biological objects with image analysis 
by using metric parameters. The metric value can be obtained by using the following 
equation (Li & Song, 2017):
𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 = 4π × 𝑎𝑎𝑚𝑚𝑚𝑚𝑎𝑎
𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚2   [2]
Bhargava & Bansal (2018) in their research have shown the success of using texture 
parameters to detect various ripeness levels of fruits and vegetables. According to Haralick 
et al. (1973) and Hendrawan & Murase (2011a), some texture parameters can be defined 
as follows:
Energy is a gray level co-occurrence matrix (GLCM) feature that is used to measure 
the concentration of intensity pairs in the GLCM matrix.
Energy = ∑∑
M
i
N
j
jip ],[2    [3]
Contrast shows the size of the spread (moment of inertia) of the image matrix elements. 
If the contrast is far from the main diagonal, the contrast value is large. Visually, the contrast 
value is a measure of variation between the gray degrees of an image area.
Figure 1. The design of image capturing process of coconut
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Contrast = ∑ ∑∑ 




M
i i j
jipk ),(2    [4]
Correlation shows a measure of linear dependence on the degree of gray image to 
provide clues to the existence of linear structures in the image. 
Correlation = 
yx
i j
yxjipij
σσ
µµ∑∑ −),().(
   [5]
Homogeneity indicates the size of the proximity of each element in co-occurrence 
matrix.
Homogeneity =  ∑ −+ ji
jipji
1
),(,    [6]
Where: P(i,j) is the (i,j)th element of a normalized co-occurrence matrix, and μ and σ 
are mean and standard deviation of the pixel element given by the following relationships:
[ ]
M
jiNjiP ),(, =                [7]
[ ]∑ ∑=
M
i
N
j
jiPi ,µ               [8]
[ ]∑ ∑−=
M
i
N
j
jiPi ,)( 2µσ                                           [9]
Where: N(i,j) is the counted number in the image with pixel intensity of i followed by 
pixel intensity of  j at one pixel displacement to the left, and M is the total number of pixels.
After the image parameters in the form of color, texture, shape and size were obtained, 
the data was then used as ANN input for the modeling process. The output of ANN model 
included the volume of coconut water, the thickness of coconut flesh, and the wet weight 
of coconut flesh. The learning model uses the back-propagation neural network (BPNN) 
method. BPNN has been tested as a learning method to predict fruit ripeness (Liu et al., 
2010; Wan et al., 2018). Learning rates and momentum are arranged with a range of values 
[0, 1]. The data sharing used in ANN learning process included two groups such as training 
data and data testing with a ratio of 75.56%: 24.44% or the amount of training data as 
many as 102 data and testing data as many as 33 data. The data used as input and output 
parameters in BPNN learning is the treated data through the first normalization process 
by using equation 10 (Basheer & Hajmeer, 2000). 
12 maxmax
min
−





−
−
=
ii
ii
i zz
zzx
    [10]
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Notes:
ix  = Normalization value
iz  = chosen value of each inputmin
iz  = minimum value of the–i input datamax
iz  = maximum value of the–i input data 
In determining the activation function, it depends on the expected output value of 
the ANN. One of the most useful functions is the sigmoid function (also known as the 
logistic function), defined as R and bounded between zero and one. Another commonly 
used function is the hyperbolic tangent, having a similiar shape to the sigmoid function. 
It is also a monotonic increase, ranging from -1 to +1 rather than 0 to 1 (Patterson, 1996). 
RESULTS AND DISCUSSION
The parameters of coconut fruit ripeness carried out in this study applied the three 
parameters, such as: volume of coconut water (ml), thickness of coconut flesh (mm), 
and wet weight of coconut flesh (g). The results showed variations in coconut ripeness 
level starting from the young (with a range of coconut water volume value of > 200 ml; 
coconut flesh thickness of <5 mm; wet flesh weight of <50 g); half-ripe (with a range of 
coconut water volume valueof 100 ~ 200 ml; coconut flesh thickness of 5 ~ 15 mm; wet 
flesh weight of 50 ~ 200 g);  mature (with a range of coconut water volume value of <100 
ml; coconut flesh thickness of > 15 mm; wet flesh weight of > 200 g). Figure 2 shows a 
comparison among the image of young, half-ripe, and ripe coconut fruit. Visually, in terms 
of color, shape, and size, it is difficult to distinguish the classification of coconut from 
their ripeness level, especially to predict fruit ripeness parameters such as the volume of 
coconut water, thickness of coconut flesh, and wet weight of coconut flesh. However, some 
external appearances of coconut, although with limited information, can still be used as 
a tool to detect fruit ripeness. In general, the external appearance of young coconut has a 
more homogeneous texture compared to ripe coconut. The size of young coconut which is 
relatively smaller with a more rounded shape compared to ripe coconut can also be used 
as a prediction tool. The riper the coconut, the ripeness level is higher, indicated by the 
smaller volume of coconut water. Contrastingly, the thickness of coconut flesh and the wet 
weight of coconut flesh relatively increase. Some parameters of the external appearance of 
the coconut fruit can then be used as a feature subset that complements one another. This 
will provide information to accurately model the coconut ripeness level based on volume 
of coconut water, thickness of coconut flesh, and wet weight of coconut flesh. Therefore, 
the computer vision method (image analysis) approach is insufficient to predict the coconut 
ripeness level; therefore, supported by good modeling method such as ANN. 
Table 1 shows the results of a linear model (M=b0+b1X) for shape and size parameter, 
texture parameters, and color parameters of coconut ripeness level. It is apparent that 
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average shape and size parameter decrease along with the decreasing volume of coconut 
water, except the metric parameter which has a tendency to decrease marking a ripe 
coconut. The highest R2 value of 0.1061 is obtained when using the eccentricity parameter. 
The average shape and size parameter increase along with the increase in coconut flesh 
thickness, except for eccentricity parameters which have the opposite pattern. The thicker 
the flesh of the coconut, the coconut fruit is relatively riper. The highest R2 value of 0.3631 
was obtained when using the area parameter. All shape and size parameters increase, along 
with the increasing wet weight of coconut flesh (the more wet weight of coconut flesh, 
the coconut fruit is more likely to ripe). The highest R2 value of 0.529 was obtained when 
using the area parameter. Thus, it can be concluded that the average parameter of shape and 
size has a linear correlation with coconut ripeness level. However, linear equation models 
produced from various shape and size parameters are less likely optimal for identifying 
the coconut ripeness level. 
Table 1 also shows a linear model of the relationship among texture parameters which 
include contrast, correlation, energy, and homogeneity towards coconut ripeness level. It 
shows a linear relationship among texture parameters to the volume of coconut water. From 
the linear curve, it is apparent that the average texture parameter except contrast texture 
has a linear upward relationship, where the more the volume of coconut water, the texture 
pattern tends to rise. Contrastingly, the more volume of coconut water, the contrast texture 
is lower. This is because the more the volume of coconut water, the ripeness level is higher 
Figure 2. Coconut maturity stages: (a) fully mature, (b) mature, (c) young
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and younger coconut has a tendency to have a uniform surface color. The highest R2 value 
of 0.0715 was obtained when using homogeneity texture parameters. Table 1 shows the 
results of a linear model indicating the relationship of texture parameter to the thickness 
of coconut flesh. The results present that the thicker the coconut flesh, the averaged texture 
parameters will decrease, except for contrast texture parameter which has a linear upward 
curve pattern. This is because the riper the coconut fruit, the thickness of the coconut 
flesh will increase. While the riper the coconut fruit, the level of surface homogeneity will 
decrease, and the contrast value will increase. The highest R2 value of 0.438 was obtained 
when using energy texture parameters. A linear model between texture parameter and 
wet weight of coconut flesh depicts that the heavier the wet weight of coconut flesh, the 
averaged texture parameters will decrease, except for contrast texture parameter which 
has an increasing linear curve pattern. This is because, the riper the coconut fruit, the wet 
weight of coconut flesh will increase. However, the riper the coconut fruit, the level of 
homogeneity, energy and the correlation on the surface of the fruit will decrease, and the 
contrast value will increase. The highest R2 value of 0.6169 was obtained when using the 
texture energy parameter to model the coconut ripeness level which includes volume of 
coconut water, thickness of coconut flesh, and wet weight of coconut flesh using a linear 
model. Yet, the results are not optimal enough to accurately predict the ripeness level. 
Table 1 also shows the relationship of the linear model of color index parameters, such 
as: mean-red, mean-green, mean-blue, mean-hue, mean-saturation, and mean-intensity to 
the coconut ripeness level based on the volume of coconut water, thickness of coconut 
flesh, and the wet weight of coconut flesh. It shows the correlation between color parameter 
and the volume of coconut water. Based on RGB color space, all RGB colors (mean-red, 
mean-green, and mean-blue) have a relationship of linear upward curves, where the more 
the volume of coconut water, the RGB value will also rise. It means that ripeness at the 
young coconut will occur faster as shown by the increasing index of the red, green and blue 
colors on the surface of the fruit. For HSI color space, mean-hue and mean saturity also 
have the similar pattern except for mean-intensity parameter that has a linear descending 
relationship, where the more the volume of coconut water, the intensity value is lower. 
This means the riper the ripeness of the coconut fruit, the intensity value will be higher. 
The highest R2 value of 0.1466 was obtained when using the mean-blue color parameter. 
However, the linear model produced has not been able to optimally predict the volume 
of coconut water. The results show the identical pattern between the thickness of coconut 
flesh and the wet weight of coconut flesh. All RGB values had a pattern of downward liner 
models, where the thicker the coconut flesh and the heavier the wet weight of coconut flesh, 
the RGB value will be lower. This is in line with the previous results which showed that the 
riper the ripeness of the coconut fruit, the greenish value would be lower. Whereas, in the 
HSI color space, it is obvious that the mean-hue and mean-saturation values increase along 
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Table 1 
The best model for predicting the ripeness level with some physical characteristics.
Dependent 
parameter
Independent 
parameter
The best 
model
Constant values of model
R2
b0 b1
Shape and size parameters:
Water volume Area Linear 0.4133 -0.0943 0.0189
Water volume Eccentricity Linear 0.5052 -0.2564 0.1061
Water volume Metric Linear 0.2495 0.1679 0.0306
Water volume Perimeter Linear 0.5023 -0.2231 0.0462
Flesh Thickness Area Linear 0.1331 0.4189 0.3631
Flesh Thickness Eccentricity Linear 0.3525 -0.0088 0.0001
Flesh Thickness Metric Linear 0.3011 0.0677 0.0048
Flesh Thickness Perimeter Linear 0.0031 0.5598 0.2833
Flesh Weight Area Linear 0.1950 0.8247 0.5290
Flesh Weight Eccentricity Linear 0.6081 0.0169 0.0002
Flesh Weight Metric Linear 0.5149 0.1489 0.0088
Flesh Weight Perimeter Linear -0.0866 1.1436 0.4445
Texture parameters:
Water volume Contrast Linear 0.4240 -0.1890 0.0625
Water volume Correlation Linear 0.1577 0.2599 0.0479
Water volume Energy Linear 0.3007 0.1153 0.0384
Water volume Homogeneity Linear 0.2230 0.2060 0.0715
Flesh Thickness Contrast Linear 0.2026 0.4650 0.3683
Flesh Thickness Correlation Linear 0.7701 -0.5295 0.1935
Flesh Thickness Energy Linear 0.5680 -0.3947 0.4380
Flesh Thickness Homogeneity Linear 0.6828 -0.4860 0.3880
Flesh Weight Contrast Linear 0.3457 0.8703 0.4852
Flesh Weight Correlation Linear 1.3313 -0.8950 0.2078
Flesh Weight Energy Linear 1.0438 -0.7640 0.6169
Flesh Weight Homogeneity Linear 1.2452 -0.9107 0.5121
Color parameters:
Water volume Mean red Linear 0.2737 0.1680 0.0625
Water volume Mean green Linear 0.2718 0.1743 0.0610
Water volume Mean blue Linear 0.2281 0.2647 0.1466
Water volume Mean hue Linear 0.4130 -0.1216 0.0420
Water volume Mean saturation Linear 0.4625 -0.2093 0.0802
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Table 1 (Continued)
Dependent 
parameter
Independent 
parameter
The best 
model
Constant values of model
R2
b0 b1
Color parameters:
Water volume Mean intensity Linear 0.2714 0.1762 0.0652
Flesh Thickness Mean red Linear 0.4320 -0.1551 0.0519
Flesh Thickness Mean green Linear 0.4398 -0.1722 0.0580
Flesh Thickness Mean blue Linear 0.4376 -0.1719 0.0604
Flesh Thickness Mean hue Linear 0.3200 0.0702 0.0136
Flesh Thickness Mean saturation Linear 0.2451 0.2200 0.0864
Flesh Thickness Mean intensity Linear 0.4369 -0.1681 0.0577
Flesh Weight Mean red Linear 0.7501 -0.2442 0.0484
Flesh Weight Mean green Linear 0.7602 -0.2672 0.0525
Flesh Weight Mean blue Linear 0.7514 -0.2562 0.0504
Flesh Weight Mean hue Linear 0.5757 0.1055 0.0116
Flesh Weight Mean saturation Linear 0.4675 0.3214 0.0693
Flesh Weight Mean intensity Linear 0.7539 -0.2573 0.0509
with the increasing thickness and wet weight of coconut flesh. However, mean-intensity 
values have a reverse curve pattern. The highest R2 value for the correlation among color 
parameters with coconut flesh thickness and coconut wet weight is achieved by using 
mean-saturation parameters with values of 0.0864 and 0.0693, respectively. However, this 
linear model cannot be optimally used as a model in accurately measuring the thickness 
and wet weight of coconut flesh. 
To get a more optimal and accurate model in identifying the coconut ripeness level 
based on three output parameters including coconut water volume, coconut flesh thickness, 
and coconut flesh wet weight, an intelligent modeling method such as ANN is needed. 
Figure 3 shows the ANN structure which includes as many as 14 results of extraction 
from coconut fruit images in the form of color index value, including: mean-red (R) as 
X1, mean-green (G) as X2, mean-blue (B) as X3, mean-hue (H) as X4, mean-saturation (S) 
as X5, mean-intensity (I) as X6, as well as parameters of size, shape, and texture ie area as 
X7, perimeter as X8, metric as X9, eccentricity as X10, contrast as X11, correlation as X12, 
energy as X13, and homogeneity as X14. Then the ANN structure also has one hidden layer 
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consisting of 100 nodes. The output layer consists of 3 nodes in the form of coconut water 
volume as Y1, thickness of coconut flesh as Y2, and wet weight of coconut flesh as Y3.
Figure 3. Structure of BPNN model for coconut ripeness prediction using image features
One of the most important processes is a sensitivity analysis of ANN model in 
identifying the best ANN model to be developed. Producing an expectedly good 
backpropagation training value requires the selection of good values from several 
parameters (the learning function, activation function, learning rate, momentum, and the 
number of nodes in the hidden layer). The value of these parameters may not be too high 
(large) or too low (small), therefore it must be optimized by selecting parameter values 
(Basheer and Hajmeer, 2000). Table 2 shows that the best results with the smallest Mean 
Squared Error (MSE) testing value of 0.107265 and R testing of 0.90331 are generated 
by a combination of 14 inputs (RGB, HSI, area, perimeter, eccentricity, metric, contrast, 
correlation, energy, and homogeneity) by using the learning functions (traincgb, tansig 
activation function, number of neurons in the hidden layer as many as 100 nodes, learning 
rate 0.2, momentum 0.9, and the number of iterations at 2000 times). The graph of the 
sensitivity analysis results is depicted in Figure 4.
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Figure 4. The results of the sensitivity analysis of training and testing with various input quantities
The learning algorithm applied to the prediction model of coconut ripeness level fruit 
is backpropagation with the supervised learning method; where there is a target value 
to be achieved by the developed ANN output. BPNN training is carried out in order to 
optimize the weight to obtain the best weights at the end of the training. During the training 
process, weights are iteratively arranged to minimize errors that occur. BPNN training 
uses the weight search method with minimum prediction errors. From the training data, 
a combination of input data produces a minimum MSE training value of 0.002155 by 
using a combination of all input data (14 inputs). Figure 5 shows the results of sensitivity 
analysis in ANN training process to predict the coconut ripeness level by using BPNN. The 
correlation coefficient value of ANN training data to identify the coconut fruit ripeness is 
quite good. The training process is carried out with 2000 iterations, but the results have 
been reached with a maximum of 1267 iterations. The number of nodes in the hidden layer 
is 100 and the training function is traincgb. The results of the training show the accuracy 
of the estimate reaches in number 1, where the number depicts the maximum value in 
determining the accuracy value (100% accuracy). This is confirmed by the distribution of 
data which shows the uniform regression line.
This ANN algorithm map will input data to the input layer towards the target at the 
output layer through neurons in the hidden layer. Hidden data layer is associated with the 
coconut weight which are then processed by using the activation function. Furthermore, 
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Figure 5. Sensitivity analysis in ANN training process with various types of input combinations and 100 nodes 
in the hidden layer: (a) RGB input; (b) HSI inputs; (c) texture inputs; (d) RGB-HSI input; (e) RGB-HSI input-
texture-size forms; (f) regression of RGB-HSI-texture-shape input training data
Intelligent Non-Invasive Sensing for Coconut Ripeness
1333Pertanika J. Sci. & Technol. 27 (3): 1317 - 1339 (2019)
the processed data from the hidden layer is connected by hidden weights to the neurons in 
the output layer. The results obtained are then compared with the target data to obtain an 
error rate. The graph that shows a comparison between the prediction target and the actual 
target is illustrated in Figure 6 (a graph of the comparison of predictive and actual values 
of training data for the three outputs of coconut fruits produced by the ANN model). In 
Figure 6, it is noticeable that the spread is evenly distributed. 
(a)
(b)
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(c)
Figure 6. Comparison chart of predicted targets with actual targets of ANN training results; (a) volume of 
coconut water; (b) thickness flesh of fruit; (c) wet flesh weight
In the testing phase, the testing data is different from the trainin data. The data has 
indeed been separated from the start, which is 24.44% of the overall data. In the ANN model, 
there are three outputs (coconut water volume, coconut flesh thickness, and coconut flesh 
wet weight) with each  MSE produced testing value at 0.11221; 0.285002; and 0.06552 
with a total MSE of 0.107265. This value is the best ANN result with an R-testing value 
of 0.92071 as shown in Figure 7 (describing the results of the correlation coefficient value 
of ANN testing data to identify coconut ripeness level). The ANN model that has been 
developed with selected weights can optimally predict the coconut ripeness level. 
(a) (b)
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(c) (d)
(e)
Figure 7. Graph of sensitivity analysis of ANN testing data: (a) RGB input; (b) HSI inputs; (c) texture-shape 
inputs; (d) RGB-HSI input; (e) RGB-HSI-texture-shape input
CONCLUSIONS
The linear model, produced in this study for shape and size parameters that have the highest 
correlation with the volume of coconut water, is eccentricity with R2 of 0.1061. In order 
to predict the best thickness and wet weight of coconut flesh, the researchers apply area 
parameters with R2 of 0.3631 and 0.529, respectively. For the linear model with the best 
texture parameter to predict the volume of coconut fruit, is homogeneity with R2 of 0.0715. 
Meanwhile, the best texture for measuring the thickness and wet weight of coconut flesh 
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is the energy texture with R2 of 0.438 and 0.6169, respectively. The best linear model for 
color parameter on coconut water volume is the mean-blue with R2 of 0.1466. While the 
best color for measuring coconut thickness and wet weight is mean-saturation with R2 of 
0.0864 and 0.0693, respectively. The best results of the artificial neural network (ANN) 
model are found in 14 input structures (mean-red, mean-green, mean-blue, mean-hue, 
mean-saturation, mean-intensity, area, perimeter, eccentricity, metric, contrast, correlation, 
energy, and homogeneity), 1 hidden layer with 100 nodes in it, and 3 outputs (volume of 
coconut water, thickness of coconut flesh, and wet weight of coconut flesh). The ANN 
model produces the smallest Mean Squared Error (MSE) training and MSE testing values 
of 0.002155 and 0.107265 with R training and R testing of 1 and 0.90331, respectively. The 
model that has been produced is later applicable to accurately predict coconut ripeness level.
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ABSTRACT
Hepatitis C infection is a major public health problem that can be dealt with urgent and 
timely attention. Recently, WHO Global Hepatitis Report showed that 71 million people, 
equivalent to approximately 1% of the world population, are infected with hepatitis C. 
The disease incidence, mortality rate and risk factors vary across geographical regions. 
The virus is transmitted primarily through drug injection and exposure to infected blood 
products in healthcare and community settings. The common causes of death related to 
virus infections are decompensated liver cirrhosis and hepatocellular carcinoma. Hepatitis 
C infection is mainly prevented by identifying and controlling any possible risk factors for 
virus transmission because treatment is costly and limited in availability. In this review, 
articles discussing the natural history, epidemiology and risk factors for hepatitis C infection 
are reviewed. 
Keywords: Epidemiology, hepatitis C virus, infection, 
mortality, risk factors, transmission
INTRODUCTION
Hepatitis C is a blood-borne disease that 
results from infection with the hepatitis C 
virus (HCV). World Health Organization 
(WHO) estimated that 71 million persons 
would be living with chronic HCV infections 
by 2015 (WHO, 2017a). According to 
the Global Hepatitis Report, the global 
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incidence rate is highest in the WHO Eastern Mediterranean (23.7 per 100,000 population) 
and European regions (61.8 per 100,000 population) (WHO, 2017a). The global mortality 
rate from viral hepatitis is 18.3 deaths per 100,000 population. The Western Pacific region 
has the lowest incidence rate but also showed the highest mortality rate (24.1 deaths per 
100,000 population), followed by the Southeast Asian region (21.2 deaths per 100,000 
population) (WHO, 2017a). HCV chronically affects the liver, and the global burden 
attributed to HCV-related liver disease is substantial and expected to increase in the next 
few years (Razavi et al. 2014). 
A vaccine for preventing hepatitis C infection is still unavailable (WHO, 2017b). 
Thus, the infection is prevented mainly by identifying and controlling any possible risk 
factors that promote virus transmission. Prevention can be accomplished through the 
implementation of safety precaution by healthcare workers, introduction of reuse preventive 
devices, reduction of unnecessary healthcare injection (WHO, 2016), implementation of 
harm reduction interventions for people who inject drugs (PWIDs) (Csete et al., 2016) and 
provision of access to treatment and early screening for high-risk groups (WHO, 2017a). 
Thus, the pathogenesis, disease distribution and infection risk factors for HCV must be 
understood for the planning of appropriate preventive strategies. 
In this review article, the authors conducted a literature search for articles related 
to the natural history, epidemiology and risk factors of hepatitis C infection through 
several online databases (e.g. Cumulative Index to Nursing and Allied Health Literature, 
Cochrane database, PubMed, Medical Literature Analysis and Retrieval System Online, and 
Science Direct). The search terms included ‘hepatitis C’, ‘pathogenesis’, ‘epidemiology’, 
‘incidence’, ‘prevalence’, ‘mortality’ and ‘risk factors’. Only articles and abstracts published 
in English were included in this review. For risk factor section, articles with systematic 
reviews, cohort or case-control study designs were selected as such high-quality study 
designs provide stronger evidence that an exposure is associated with hepatitis C infection. 
HCV NATURAL HISTORY
Route of Transmission
Humans are the only known natural hosts for HCV (Pawlotsky, 2004). HCV is blood-borne 
and thus transmitted by contaminated blood mainly via clinical procedures (surgery, blood 
transfusion and needle stick injuries) and intravenous drug use. As improved testing and 
screening methods for blood donors become increasingly available, blood transfusion is 
becoming safer than before, and the principal cohorts of newly infected patients are now 
PWIDs.
Hepatitis C Infection: Natural History, Epidemiology and Risk Factors
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Pathogenesis of HCV
After entering a susceptible host, HCV invades, infects and replicates within the 
bloodstream, repeating the process in various tissues, as it proceeds to the liver, a principal 
site for virus replication (Chen & Morgan, 2006). HCV infection causes acute infection in 
which most patients (70%–80%) do not develop symptoms (Figure 1). In the remaining 
20%–30% of patients, acute hepatitis exhibits mild symptoms and is thus infrequently 
diagnosed (Chen & Morgan, 2006; Omata et al., 2016). Symptoms occur 6–7 weeks after 
exposure on average, but it can range from 2 weeks to 6 months (Westbrook & Dusheiko, 
2014). 
The initial features of the acute illness are non-specific flu-like symptoms. Additional 
specific symptoms of viral hepatitis, such as jaundice, dark urine, anorexia and abdominal 
discomfort, can be encountered in only a few individuals with acute hepatitis (Westbrook 
& Dusheiko, 2014). Acute hepatitis is self-resolved in 20%–50% of incidences but chronic 
in most cases (Pawlotsky, 2004). A patient may remain undiagnosed until they manifest 
complications of end-stage liver disease.
Chronic HCV infection is marked by the persistence of HCV RNA in the blood for at 
least 6 months after the onset of acute infection (Gupta et al., 2014). The progression to 
chronic state is influenced by several factors, such as age, gender, ethnicity, co-infection with 
the human immunodeficiency virus (HIV) or Hepatitis B virus (HBV), alcohol consumption 
and other co-morbid conditions, such as cancer, obesity and immunosuppression (Gupta et 
al., 2014). Twenty to 30 years after initial HCV infection, persistent hepatic inflammation 
leads to the development of cirrhosis in approximately 10%–20% of patients (Omata et 
al., 2016; Westbrook & Dusheiko, 2014). 
Once cirrhosis is diagnosed, 1%–5% annual risk of developing hepatocellular 
carcinoma (HCC) and 3%–6% annual risk of hepatic decompensation and eventual death 
are observed (Modi & Liang, 2008; Omata et al., 2016; Westbrook & Dusheiko, 2014). 
Patients with decompensated cirrhosis have 15%–20% risk of dying the following year, and 
liver transplants are the only potential treatment option for such patients. HCV-associated 
liver disease is the leading reason for liver transplant in the US (Wong et al., 2015). 
Figure 1 shows the progression of HCV infection from initial viral exposure until 
death. The risk percentage for each disease stage is given in parentheses. (Source: Chen 
& Morgan, 2006; Gupta et al., 2014; Modi & Liang, 2008; Omata et al., 2016; Pawlotsky, 
2004; Westbrook & Dusheiko, 2014).
Seventy to 74% of HCV patients experience extrahepatic conditions (Cacoub et al., 
2000). Such diseases as sicca syndrome, lichen planus, type 2 diabetes and non-Hodgkin’s 
lymphoma are linked to chronic HCV infection (Westbrook & Dusheiko, 2014). The risk of 
developing non-Hodgkin’s B cell lymphoma is also increased with HCV infection. Patients 
with HCV infections are prone to developing insulin resistance, hence type 2 diabetes which 
in turn increases the risk of vascular diseases (Antonelli et al., 2014). 
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Causes of death among patients with HCV vary with age. The primary cause of death of 
patients aged 20–39 years is unnatural factors (death from external causes or due to mental 
and behavioural disorders related to psychoactive substance use) (Omland et al., 2011). 
Deaths of patients aged 40–59 years are equally caused by liver-related, non-liver-related 
and unnatural causes. The most common causes of death of the elderly are non-liver-related. 
In a previous study, the cause of death of HCV-infected patients was explored using data 
from the death registry of four countries (Australia, Sweden, Scotland and Denmark) 
(Grebely & Dore, 2011). The results revealed that among HCV patients, the proportion 
of liver disease-related deaths (including decompensated cirrhosis and HCC) varied from 
10% to 24%, and that of drug-related deaths (such as drug overdose and suicide) was 
from 18% to 27%. The proportion of HIV-related deaths ranged between 0.4% and 7.9%. 
HCV EPIDEMIOLOGY
A comprehensive literature review performed by Petruzziello et al. (2016) using data 
published up to 2015 revealed that total global HCV prevalence (adults) was estimated 
at 2.5%, which was equalled to 177.5 million. The global time trends of HCV prevalence 
were described by Hanafiah et al. (2013) in their systematic review article on the global 
epidemiology of HCV infection. The number of persons found positive for anti-HCV 
antibody increased from 122 million in 1990 to more than 184 million in 2005. Nineteen 
Figure 1. Natural Progression of Hepatitis C Infection
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Global Burden of Disease regions (excluding west sub-Saharan Africa and the Middle 
East) showed an increase in HCV prevalence between 1990 and 2005. In 2005, the HCV 
prevalence in west sub-Saharan Africa and the Middle East decreased from 4.0% to 2.8% 
and from 4.2% to 3.7%, respectively. 
The same study also mentioned that the prevalence pattern across age groups was 
similar in all regions. Remarkably low prevalence was seen in the age group below 20 years 
old. This prevalence increased with age and peaked at 55–64 years (Hanafiah et al., 2013). 
For gender distribution, a systematic review found that men had higher prevalence than 
women (Bruggmann et al., 2014). However, women of age over 69 had higher prevalence 
due to unscreened blood transfusion after childbirth in France and Germany. In Turkey, as 
more women being hospitalised, nosocomial infection was thought to be the main reason 
for women becoming more infected than men (Bruggmann et al., 2014).
HCV prevalence also varies across WHO regions. The WHO Eastern Mediterranean 
and European regions have the most number of affected patients, with prevalence of 2.3% 
and 1.5%, respectively (WHO, 2017b). The prevalence of HCV infection in other WHO 
regions varies from 0.5% to 1.0%. The prevalence variation can be related to differences in 
the proportion of high-risk behaviour across populations. For instance, HCV transmission 
in most developed countries is primarily through drug injection, whereas exposure to 
infected blood products in healthcare and community settings is common among patients 
from developing countries (Averhoff et al., 2012). 
The global number of deaths due to viral hepatitis is increasing. The estimated number 
of deaths gradually increased from 1.2 million in 2000 to 1.4 million in 2010; these 
deaths were mostly due to hepatitis-related liver cancer and cirrhosis (WHO, 2016). Of 
these deaths, 48% were due to HCV infection. In another mortality report by CDC, more 
Americans now die due to HCV infection than those by all other infectious diseases (Ly et 
al., 2016). The number of deaths in America due to HCV infection increased from 11,051 
in 2003 to 19,368 in 2013. 
RISK FACTORS OF HCV INFECTION
Through the literature search, various risk factors for HCV infection were found. These 
factors were grouped into four main categories to ease understanding. The categories 
were occupational profile, medical history, high-risk behaviour and traditional practices. 
Summary of reviewed literature for risk factors of HCV infection are presented in Table 1. 
Occupational profile 
Healthcare Workers. Westermann et al. (2015) conducted a systematic review comparing 
the prevalence of HCV infection among healthcare workers and the general population. 
Their meta-analysis indicated that the probability of HCV infection among healthcare 
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workers was 1.6 times higher than that for the control population. Further analysis by 
occupational group stratification revealed that medical, dental and laboratory staff had 2.7, 
3.5 and 2.2 times higher risk of HCV infection, respectively, in comparison with the control 
group. Nursing staff had an insignificant risk of contracting HCV infection despite that they 
handle patients more frequently than do other healthcare groups (Westermann et al., 2015).
Marine-related Work. Individuals with marine-related work, mainly fishermen, have 
an increased risk of infection (HIV, HCV, HBV) because the nature of their work, which 
requires them to be away from home for extended periods (West et al., 2014), makes them 
likely to seek casual partners and engage in drug addiction, which are risk behaviours that 
promote the above-mentioned infectious diseases. A matched hospital-based case-control 
study was conducted in the Republic of Korea to examine the risk factors associated with 
HCV infection (Sohn et al., 2016). Their study analysis was based on information obtained 
from a sample with 234 participants in each case (patient with positive HCV infection) and 
patient-control (patient with negative hepatitis C antibody) groups. The research found that 
11.1% of patients with HCV infection had marine-related occupations; these individuals 
were fishery workers, sailors and dockworkers. Multiple logistic regression analysis showed 
that contact dockworkers had nearly twice as much risk of HCV infection compared with 
the patient-control group. 
Medical History
Blood Transfusion. Various case-control studies have investigated and revealed a strong 
association between blood transfusion and HCV infection. Rosa et al. (2014) conducted 
a matched population-based case-control study at a medium-sized town in Catanduva 
state, Brazil involving 190 participants for each case and control group. The study found 
that participants with HCV infection were 7 times more likely to have blood transfusion 
in the past than in the control group (Rosa et al., 2014). Another matched hospital-based 
case-control study was performed at five blood donation centres in China (Huang et al., 
2015). The study findings indicated that donors with previous blood transfusion had nearly 
10 times higher risk of HCV infection than those without any previous blood transfusion. 
However, the findings cannot be generalised to the general population because the study 
sample consisted merely of blood donors. In Egypt, Kandeel et al. (2012) conducted a 
hospital-based case-control study among 86 patients and 287 controls. Study analyses 
revealed that the variable ‘receiving blood transfusion’ was significant in univariate analysis 
but not in the multiple regression analysis.
Needle Stick Injury. Needle stick injuries containing blood from infected patients and 
mucosal exposure to contaminated blood or body fluids are common modes of infection 
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among healthcare workers (Pozzetto et al., 2014). Gorar et al. (2014) reported that among 
their study population, those who had needle stick injuries were 6 times more likely to 
contract hepatitis C than was the control group. Additionally, attempts to recap needles 
after use was also a risk factor associated with hepatitis C infection, according to multiple 
logistic regression analysis. Rosa et al. (2014) reported that participants with history of 
accidents with syringes and/or needles had 11 times higher probability of contracting HCV. 
Haemodialysis. Sohn et al. (2016) found that blood dialysis was not a significant risk 
factor for HCV infection. This result was probably skewed by the involvement of only a 
small number of patients with history of blood dialysis in the studied population. Sun et 
al. (2009) conducted a systematic review of HCV infection and related risk factors among 
haemodialysis patients in China. The review found that haemodialysis patients who had 
long treatment durations and received blood transfusions during haemodialysis were 
associated with an increased risk of HCV infection. Additionally, HCV infection rates 
was significantly higher among patients who had haemodialysis for 1 year or more than 
individuals who underwent haemodialysis for less than a year (Sun et al., 2009). 
Surgical Procedures. Incidents of surgery-related HCV transmission resulted from 
breaches in injection safety and infection prevention practices have been documented 
in many previous studies (Kandeel et al., 2012; Karmochkine et al., 2006; Sohn et al., 
2016). Karmochkine et al. (2006) conducted a population-based case-control study in 
France, in which 460 HCV-infected patients and 757 controls participated. Their multiple 
regression analysis identified digestive endoscopy and abortion as independent risk factors 
for HCV infection. Other significant medical procedures associated with HCV infection 
were varicose vein sclerotherapy and ulcer wound care. In another hospital-based case-
control study (Kandeel et al., 2012), patients with history of invasive procedures (including 
minor surgeries) had 4.7 times higher risk of HCV infection than those who had not 
undergone such procedures. By contrast, Sohn et al. (2016) concluded that gastroscopy 
and colonoscopy were not risk factors for HCV infection. 
HIV Infection. HIV-infected individuals have an increased risk of HCV infection because 
these infections share several common routes of transmission, namely, parenteral, sexual 
and vertical exposures (Rotman & Liang, 2009). However, the prevalence rates of HIV–
HCV co-infection greatly differ among high-risk groups. The highest co-infection rates 
were found among PWIDs and were between 65% and 87% (Bollepalli et al., 2007; 
Cacoub et al., 2015). A retrospective cohort study in Korea identified that HIV-infected 
injectable drug users had 16 times higher risk of HCV infection than HIV-infected non-
users of injectable drugs (Lee et al., 2016). Sexual risk factors were found not associated 
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with co-infection (Bollepalli et al., 2007). Nevertheless, the prevalence rate of HCV–HIV 
co-infection among men who have sex with men (MSM) increased from 4% to 6% in a 
10-year period (Cacoub et al., 2015).
Vertical Transmission. HCV can be transmitted from infected mothers to their children at 
all stages of pregnancy, namely, antenatal, intrapartum and postnatal (Arshad et al., 2011; 
Mok et al., 2005). A meta-analysis by Benova et al. (2014) revealed that more than 1 in 
20 babies born to HCV-infected mothers were infected through vertical transmission. This 
study also identified that maternal HIV co-infection introduced children to 2.6 times higher 
risk for HCV infection through vertical transmission when compared to HIV-negative 
mothers (Benova et al., 2014). 
High-risk Behaviour
Persons Who Inject Drugs. Several case-control studies have shown an association 
between PWIDs and risk of HCV infection. Jimenez et al. (2009) designed a matched 
hospital-based case-control study in Egypt, where 94 HCV-positive patients and 188 
controls were enrolled. Multiple logistic regression analysis indicated that injection drug 
use was independently linked to HCV infection. In another study in Egypt by Kandeel et 
al. (2012), PWIDs carried 12 times higher risk of HCV infection than the control group. 
Having sexual contact with PWID also carried 3.5 higher risk for HCV infection (Brandao 
and Fuchs, 2002). Similarly, Sohn et al. (2016) found that the risk of contracting HCV 
by Koreans increased by nearly 4 times with the involvement of intravenous drug abuse. 
However, this association became insignificant after other variables were adjusted in 
multiple regression analysis. Rosa et al. (2014) investigated the association between PWIDs 
and risk of HCV infection among Brazilian population. Their study analysis found that 
33.2% of HCV carriers had previous or current injectable drug use. However, none of the 
participants in the control group was reported of injectable drug use. Consequently, the 
authors could not conduct a comparative analysis.  
Intranasal Drug Use. Intranasal drug use is also associated with an increased risk of HCV 
infection. Sniffing illicit drugs was mentioned by Jimenez et al. (2009) to be related to 
contracting HCV. In a study in Brazil by Rosa et al. (2014), the risk of HCV infection was 
found to be 7 times greater among participants who used non-injectable illicit drugs than 
among those who did not use non-injectable illicit drugs. Karmochkine et al. (2006) also 
suggested that HCV was significantly associated with intranasal cocaine use.  
Tattoos. Jafari et al. (2010) evaluated HCV infection risks related to tattooing by 
systematically reviewing 124 studies, of which 83 were included in a meta-analysis. The 
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pooled odds ratio (OR) of the association between tattooing and HCV infection from 
all studies was 2.74. Kin et al. (2013) conducted a matched hospital-based case-control 
study among Asian Americans residing in northern California. A total of 384 patients were 
recruited into each case and control group. For Asian Americans ethnic cases compared 
with controls, body tattoo was a common risk factor, but it was present in only a small 
proportion of cases (4.4% vs. 0.5%, p=0.001). Nonetheless, in multiple logistic regression, 
HCV infection was 12 times higher among those with body tattoos than those without such 
tattoos (Kin et al., 2013). Two other studies also indicated a strong relationship between 
tattoos and HCV infection. Among the Korean population, persons with tattoos were 
twice as likely to contract HCV as those in the patients-control (Sohn et al., 2016). Rosa 
et al. (2014) also confirmed the link between tattoos and HCV infection among Brazilian 
population. 
Imprisonment. The association between imprisonment and risk of HCV infection has 
been proven in several studies. Kandeel et al. (2012) reported that 7.0% of HCV-positive 
participants were imprisoned within six months before the study, whereas merely 0.3% 
of the controls had such history. Imprisonment is also a risk factor for HCV infection in 
the Republic of Korea. Sohn et al. (2016) revealed that imprisonment could double the 
risk of contracting HCV. However, no significant association was established via multiple 
logistic regression analysis in both studies (Kandeel et al., 2012; Sohn et al., 2016). By 
contrast, a population-based case-control study conducted in Brazil stated that history of 
imprisonment was an independent risk factor for HCV infection (Brandão & Fuchs, 2002). 
Cosmetic Treatment (Including Pedicures and Manicures). Reuse of blood-contaminated 
instruments that are not adequately cleaned and sterilised is a possible mode of HCV 
transmission during cosmetic procedures. However, three studies that explored the role of 
cosmetic treatment as a risk factor for HCV infection gave inconsistent findings. Firstly, in 
multivariate analysis by Karmochkine et al. (2006), having beauty treatments or pedicures/
manicures were independently associated with an increase in HCV risk. However, a study 
by Sohn et al. (2016), which considered the Korean population, showed that manicures 
were not a significant risk factor after other variables were adjusted. Similarly, a third 
study by Jimenez et al. (2009) in Egypt revealed that manicures were not associated with 
an increased risk of HCV infection. 
Contact Sports. In contact sports, such as rugby and boxing, individuals can come into 
contact with blood through percutaneous injuries and thus have an increased possibility 
of HCV transmission. Only one study has explored the potential of engagement in contact 
sports as a risk factor for HCV infection. A study by Karmochkine et al. (2006) showed 
that participation in contact sports could double the risk of HCV infection. 
Mohd Azri Mohd Suan, Salmiah Md Said, Ahmad Zaid Fattah Azman and Muhammad Radzi Abu Hassan
1350 Pertanika J. Sci. & Technol. 27 (3): 1341 - 1359 (2019)
Sexual Contact with HCV Carriers Among Monogamous Couples. The risk of HCV 
infection via sexual activity is remarkably low in monogamous heterosexual relationships. 
El-Ghitany et al. (2015) in their systematic review and meta-analysis found that having 
HCV infected partner carried 3 times greater risk for HCV infection. Study by Brandao and 
Fuchs (2002) also found similar result. However, study by Rosa et al. (2014) reported that 
sexual contact with HCV carriers was not an independent risk factor for HCV infection.  
Men Who Have Sex with Men. There is a rise in the incidence of sexually acquired HCV 
among the MSM community (Chan et al., 2016). Asian countries have a lower incidence 
rate than do European countries. In South Korea, the incidence rate of HCV infection among 
HIV-infected MSM patients who deny use of injectable drugs is 1.40/1,000 person-years 
(Lee et al., 2016). Injectable drug use was the only independent risk factor for the prevalence 
of HCV infection in this study. In the cross-sectional study by Urbanus et al. (2014) on 777 
HIV-positive MSM who visited the STI clinic in Amsterdam, the seroprevalence of HCV 
escalated from 5.6% in 1995 to 10.3% in 2010, peaking in 2008 (20.9%). Additionally, 
HCV infection in this population was associated with chlamydia infection, injectable drug 
use, unprotected anal intercourse and old age (Urbanus et al., 2014). Nevertheless, most 
studies investigating MSM as a risk factor for HCV infection were conducted in the MSM 
population itself and did not compare such individuals with the general population. 
Sex with Female Sex Workers/Prostitutes. Female sex workers/prostitutes can be a 
source of HCV infection, but the prevalence of infection contracted from them is relatively 
small, ranging from 0.8% to 6.6% (Laurent et al., 2001; Wang et al., 2014). Russell et al. 
(2009) conducted a hospital-based case-control study and found that sexual intercourse 
with high-risk persons, frequent casual sexual intercourse and exposure to blood during 
sexual activity were not significant predictors for HCV infection.
Traditional Practices
Acupuncture. Many articles cited acupuncture as a risk factor for HCV infection owing 
to the presence of HCV genetic material on acupuncture needles used for patients known 
to be carriers of the virus (Lemos et al., 2014). In France, participants with history 
of acupuncture have 1.5 times higher risk of HCV infection than individuals without 
such history (Karmochkine et al., 2006). A study by Brandao and Fuchs (2002) found 
contradictory results. The researchers concluded that acupuncture was not a significant 
high-risk practice leading to HCV infection. 
Cupping Therapy. Cupping therapy, a traditional method of ventouse blood-letting 
procedure, is popular in Egypt, Arabic countries and the Asian region (Mehta & Dhapte, 
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2015). Cupping is commonly performed as an alternative for pain treatment, inflammation 
reduction, relaxation and well-being improvement (Mehta & Dhapte, 2015). However, the 
hygiene and sterilisation status of equipment used during the therapy is uncertain because 
this procedure is performed mostly by non-medical personnel. A meta-analysis concluded 
that cupping therapy presented a heightened risk of HCV infection, with a pooled OR of 
1.40 (El-Ghitany et al. 2015).
Body Piercing. Aside from the common ear and nose piercings, lip, tongue, nipple 
and genital piercings are becoming popular throughout the world and across all ages 
(Laumann & Derick, 2006). Yang et al. (2015) conducted a systematic review to establish 
the association between body piercing and transmission of HCV. The authors performed 
a data analysis of 30 studies (16 cross sectional studies and 14 case-control studies). The 
meta-analysis indicated a considerable risk of HCV infection, with a pooled OR of 1.83, 
among individuals with body piercings. 
Male Circumcision by Traditional Practitioners. WHO estimated that one-third of males 
aged 15 years or older, mostly Muslims, would be circumcised by 2007 (WHO & Joint 
United Nations Programme on HIV/AIDS, 2007). Circumcision is highly prevalent in 
Islamic countries but is also commonly practised in parts of African countries mainly as a 
preventive measure to counter HIV epidemic (Wise, 2006). Findings from a meta-analysis 
by El-Ghitany et al. (2015) indicated that male circumcision was not a significant risk factor 
for HCV infection. Another cross-sectional study evaluating the association between male 
circumcision and HCV infection was conducted in southern Cameroon (Pépin et al., 2010). 
This study found that male circumcision by traditional practitioners was not a significant 
risk after other variables were adjusted in multivariate modelling.  
Home Birth by Traditional Midwives. Home births facilitated by traditional midwives 
was commonly practised for several centuries before the advent of modern medicine. 
Similar to the cleanliness of equipment used in circumcision, that in this mode of birth 
is questionable; moreover, this practice can transmit HCV because it involves blood and 
body fluids. Metwally et al. (2014) conducted a hospital-based case-control study among 
the Egyptian population. Results from this study analysis showed that among Egyptian 
women, delivery at home with traditional midwives was associated with increased HCV 
infection risk of 3 and 4 times in comparison with delivery by doctors at the hospital, 
respectively. However, no multiple logistic regression analysis was conducted in this study. 
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Table 1
Summary of reviewed literature for risk factors of HCV infection
Authors, year 
of publication Study design
Sample size and population 
setting Significant risk factors
Benova et al. 
(2014)
Systematic review 
and meta-analysis
109 studies of HCV vertical 
transmission risk included in 
systematic review and meta-
analysis 
Maternal HIV co-infection (aOR 
2.6).
Brandão and 
Fuchs (2002)
Hospital-based, 
case-control study
178 HIV posit ive blood 
donors and 356 controls 
recruited from eight blood 
centres in southern, Brazil
Been imprisoned (aOR 5.2), 
blood transfusion (aOR 9.9), 
tattoo (aOR 4.4), PWID (aOR 
105.2), sexual intercourse with 
HCV positive partner (aOR 3.7), 
sexual intercourse with partner 
of PWID (aOR 3.5).
El-Ghitany 
et al. (2015)
Systematic review 
and meta-analysis
357 studies on HCV risk 
factors included in systematic 
review and meta-analysis. 
PWID (pooled OR 9.0), MSM 
(pooled OR 2.4) ,  HIV co-
infection (pooled OR 4.6), 
tattoo (pooled OR 2.3), been 
imprisoned (pooled OR 2.3), 
blood transfusion (pooled OR 
2.5), hospitalization (OR 2.5), 
having HCV positive partner 
(pooled OR 3.4), haemodialysis 
(pooled  OR 2.9) ,  medica l 
procedures (pooled OR 1.6), 
acupuncture (pooled OR 1.8), 
cupp ing  ( aOR 1 .4 ) ,  body 
piercing (pooled OR 1.2). 
Gorar et al. 
(2014) 
Population-based, 
case-control study
81 healthcare workers with 
HCV positive and 83 controls 
from rural district of Pakistan
Needle stick injury (aOR 6.0), 
recap needle after use (aOR 5.7), 
treated at A&E hospital (aOR 
5.5), female gender (aOR 3.4). 
Huang et al. 
(2015)
Hospital-based, 
matched case-
control study
174 HCV positive blood 
donors and 174 controls from 
five blood centres in China
Received blood transfusion 
(OR 9.9), tattoo (OR 2.8), body 
piercing (OR 1.5), intravenous 
medicine injection (OR 1.8).*
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Authors, year 
of publication
Study design Sample size and population 
setting
Significant risk factors
Jafari et al. 
(2010)
Systematic review 
and meta-analysis
124 studies include in 
systematic review and 83 
studies in meta-analysis. All 
studies related to tattooing 
as risk factor for hepatitis C
Tattoo (pooled OR 2.7).
Kandeel et al. 
(2012)
Hospital-based, 
case-control study
86 patients with HCV 
infection and 287 controls 
from two hospitals in Cairo 
and Alexandria, Egypt
PWID (aOR 12.1), invasive 
medical procedures (aOR 4.7), 
been admitted to hospital (aOR 
7.8).
Karmochkine 
et al. (2006)
Population-based, 
case-control study
450 HCV seropositive 
patients and 757 
seronegative controls in 
Paris
Digestive endoscopy (aOR 
1.9), abortion (aOR 1.7), 
sclerotherapy (aOR 1.6), 
wound care treatment (aOR 
10.1), acupuncture (aOR 1.5), 
intranasal coccaine use (aOR 
4.5), contact sports (aOR 2.3), 
beauty treatments (aOR 2.0), 
pedicure/manicure (aOR 1.7).
Kin et al. 
(2013)
Hospital-based, 
matched case-
control study
384 patients of Asian 
Americans ethnic with HCV 
positive and 384 controls 
recruited from two clinics in 
Northern California 
Acupunture or exposure to 
dirty needles (OR 12.9), 
body tattoo (OR 12.0), blood 
transfusion (OR 5.7).*
Lee et al. 
(2016)
Retrospective 
cohort study
45 HCV positive patients 
and 745 HCV negative 
patients from a tertiary care 
hospital in Korea
PWID (aOR 16.2).
Metwally et al. 
(2014)
Hospital-based, 
case-control study
540 HCV patient and 102 
controls at six health centres 
in Egypt
Medical procedures 
[laparoscopy (OR 2.3), cannula 
(OR 2.3), wound sutures 
(OR 1.9), endoscopy (OR 
5.0)], delivery by traditional 
midwives (OR 3.9), home birth 
(OR 2.9).*
Table 1 (Continued)
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Authors, year 
of publication
Study design Sample size and population 
setting
Significant risk factors
Jimenez et al. 
(2009)
Hospital-based, 
m a t c h e d  c a s e -
control study
94 HCV patients and 188 
controls in two hospitals at 
Greater Cairo, Egypt
PWID (aOR 7.9), illicit drug 
sniffing (aOR 4.4), medical 
stiches (aOR 4.2), medical 
intravenous injection (aOR 5.0). 
Rosa et al. 
(2014)
Population-based, 
case-control study
190 chronic HCV carriers 
and 190 controls recruited 
from Sao Paulo, Brazil
Blood transfusion (aOR 7.33), 
needle stick injury (aOR 11.0), 
tattoo (aOR 6.9), use of non-
injectable drugs (aOR 7.6).
Russell et al. 
(2009)
Hospital-based, 
case-control study
170 HCV positive patients 
and 345 controls of STD 
clinic, western New York 
state
PWID (aOR 20.2), intranasal 
drug use (aOR 1.8).
Sohn et al. 
(2016)
Hospital-based, 
m a t c h e d  c a s e -
control study
234 HCV patients and 234 
patient controls from three 
hospitals in Korea
Dockworker (aOR 1.9), tattoo 
(aOR 2.2).
Sun et al. 
(2009)
Systematic review 
and meta-analysis
43 studies on HCV infection 
a m o n g  h a e m o d i a l y s i s 
patients in China included in 
systematic review and meta-
analysis.
Haemodialysis  with blood 
transfusion (pooled OR 5.7).
Westermann 
et al. (2015)
Systematic review 
and meta-analysis
57  s tud ies  inc luded  in 
systematic review and 44 
studies in meta-analysis. 
All studies related to HCV 
infection among healthcare 
workers
Medical personnel (pooled OR 
2.7), dental staff (pooled OR 
3.5), medical laboratory staff 
(pooled OR 2.2).
Yang et al. 
(2015) 
Systematic review 
and meta-analysis
30 studies on body piercing 
as  r i sk  fac tor  for  HCV 
infection were included in 
systematic review and meta-
analysis 
Body piercing (pooled OR 1.8).
* No multivariable regression analysis, only univariable analysis available.
Note: A&E, accident and emergency; aOR, adjusted odd ratio; OR, odd ratio; HCV, hepatitis C virus; 
HIV, human immuno-deficiency virus; MSM, men who have sex with men; PWID, person who inject 
drugs; STD, sexually transmitted disease.
Table 1 (Continued)
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CONCLUSION
The high prevalence, incidence and mortality rate of HCV infection at the global level 
indicates that the challenge in preventing HCV transmission is far from over. The 
difficulty in detecting this virus infection at early stages worsens the situation. Thus, the 
best preventive strategy is through awareness of the risk factors for virus transmission. 
Individuals belonging to high-risk groups (healthcare workers, PWIDs and prisoners) 
should take extra precaution to avoid infection. Nevertheless, more study is needed to 
establish links between HCV infection and several high-risk activities that are commonly 
practised in the community, such as contact sports, cosmetic treatments and home births. 
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ABSTRACT
After coronary artery bypass graft surgery (CABGs), repeat revascularization is often 
necessary due to progressive atherosclerosis of coronary arteries and grafts, poor patency, 
limited longevity, and higher risk of redo CABGs. However, data regarding percutaneous 
revascularization among post-CABGs patients are limited. In this cohort study, 83 subjects 
with a history of CABGs and recent percutaneous coronary intervention (PCI) at Ekbatan 
University Hospital were recruited, between January 2013 and January 2017. We followed 
them at 1-year intervals to evaluate the prevalence of major adverse cardiac events (MACE). 
The mean duration of follow-up was 28 
months. The mean age of the patients was 63 
years, and 75% were male. One hundred and 
three target vessels had undergone PCI with 
109 stents, of which 90% were drug-eluting 
stents (DES). Procedural success was 90%. 
19.6% of the procedures were performed on 
grafts. Mean angina class decreased by one 
during follow-up, from 2.94 to 1.8. Thirteen 
patients suffered MACE with 5 cardiac 
death, 4 nonfatal myocardial infarction 
(MI), and 8 repeat revascularization, of 
Behshad Naghshtabrizi, Farzad Emami, Mehdi Moeini, Maryam Farhadian and Azadeh Mozayanimonfared
1362 Pertanika J. Sci. & Technol. 27 (3): 1361 - 1369 (2019)
which 4 were target vessel revascularization. The rate of MACE at one, two, and three 
years was 17.5%, 25%, and 35%, respectively. Based on univariate analysis, graft PCI was 
an independent predictor of MACE. Cardiac death can be predicted by age, left ventricular 
ejection fraction (LVEF), and history of MI. For patients with a history of CABG and 
recurrence of symptoms, PCI is considered as an efficient and risk-free modality, which 
can be relied on to alleviate symptoms.
Keyword: Coronary arteries bypass surgery, MACE, repeat revascularization
INTRODUCTION
By introducing CABG [grafting Left Internal Mammary Artery (LIMA) or Saphenous 
Vein (SVG) to native stenotic vessels] in 1964 for the first time, a revolution in the 
treatment of coronary artery disease occurred. Improving survival and achieving complete 
revascularization were two important factors in choosing this strategy in patients with 
multivesseles coronary artery disease especially with low left ventricular ejection fraction 
(LVEF) and history of diabetes mellitus. In addition to these considerable advantages, 
higher rate of morbidity and stroke in perioperative period and recurrence of angina pectoris 
and clinical evidence of ischemia in subsequent years after CABGs occurred frequently 
(Goldman et al., 2004). Vein graft failure, progression of atherosclerosis in native coronary 
arteries and incomplete initial revascularization due to inappropriate anatomy of coronary 
arteries are the most common causes of relapsing of ischemic symptoms (Webb et al., 1990). 
Managing of this situation is controversial. According to previous studies ,within 10 years 
follow up, between 20% and 30% of patients with the history of CABGs, need a second 
bypass procedure, and approximately 40% of the patients with a history of prior CABGs 
in a 20 year period of follow up underwent repeat revascularization, either reoperation 
CABGs ( redo) or PCI (Sabik et al., 2006) and about 17.5% of the patients undergoing 
PCI have a history of prior CABG (Brilakis et al., 2011).
Due to prior studies, the 10-year patency rate of the internal mammary artery graft 
has been reported to be 85–95%.  10 to 25% of SVGs will fail at 1 year after procedure, 
between 1 and 5 years after CABGs ,5 to 10% of SVGs will occlud and from 6 to 10 
years, 20 – 25% of vein grafts will close. So, the patency rate of SVGs at 10 years is 50% 
(McKavanagh et al., 2017). 
Due to technical difficulty and the high risk profile of these patients, hospital mortality 
and  morbidity, the overall risk of  redo has been consistently higher than initial one 
(Sabik et al., 2005) and it has  inferior results with regard to symptom relief. Therefore, 
it is rational to use appropriate alternative therapies to reduce ischemic symptoms and 
improve quality of life. Percutaneous coronary intervention (PCI) in either the native vessel 
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(NV) or the graft becomes the preferential option for revascularization following CABG 
treatment. The result of previous studies about the optimal percutaneous strategy in patients 
with SVG stenosis was controversial. In some study Graft-PCI shows superior outcomes 
to redo; however, graft-PCI is complex due to the anatomy of the saphenous vein and 
results in low success rates. Graft-PCI is easily complicated by distal thrombosis during 
the procedure, post-procedural restenosis and unconfirmed long-term efficacy; therefore, 
current guidelines do not recommend PCI for the treatment of totally occluded graft, so 
PCI on native vessels if possible is logical, but on the other hand, due to atherosclerosis 
progression and increasing the rate of complex, calcified and totally occluded lesions, it 
can be impossible. Therefor select of target vessel revascularization for either the graft or 
native coronary arteries remains unanswered.
In this study, we try to analyze the safety and efficacy of PCI in symptomatic patients 
with the history of CABGs, particularly its effect on reducing ischemic symptoms and as 
a result improving quality of life.
MATERIALS AND METHODS 
Between 2013 and 2017, a total of 83 patients with the history of CABGs, who were 
candidates for repeat revascularization based on clinical and paraclinical findings were 
enrolled in this study, consecutively. The study was performed at Ekbatan University 
Hospital, Hamadan, Iran. Patients underwent selective coronary angiography (SCA) 
depending on their symptoms (acute coronary symptoms or chronic stable angina) and 
the intermediate to high risk result of noninvasive tests. Study protocol was approved 
by the local institutional review board and ethnics committee of Hamadan University of 
medical sciences.
The physician selected the suitable patients for PCI (with bare metal or drug eluting 
stents) who were described as high-risk for redo CABGs due to comorbidities, emergencies 
situations, or coronaries anatomy. Patients who had contraindications for dual antiplatelet 
therapy were excluded. PCI was performed using current standard interventional techniques. 
Decision to perform PCI on native or grafted vessels was operator dependent and target 
vessel revascularization was performed based on the patient symptoms, noninvasive tests 
and coronary angiogram results, ischemia territory, and procedural complexities. Diameter 
and length of the lesions were assessed by two-dimensional Quantitative Coronary 
Angiography (QCA). The size and type of the selected stents for each patient were at the 
discretion of the interventionists performing the procedure according to the last European 
Society of Cardiology (ESC). All patients were received Aspirin (325 mg) and Clopidogrel 
(600 mg) and Statins orally before the procedure. During the procedure weight adjusted 
unfractionated heparin was given (in order to achieving activated clotting time of 250 – 
350 seconds, bolus dose of 100 unit/Kg was given). Procedural success was defined as 
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TIMI flow 3 and less than 20% residual stenosis with no major hospital or procedural 
complications (emergency operation or death). After the procedure, all patients received 
dual antiplatelet therapy according to guidelines recommendation for at least one year. 
Cardiac enzymes and 12-lead electrocardiogram were obtained after PCI and at 12-hour 
intervals for 24 hours. Myocardial infarction was described as a rise in CK-MB ≥ 3 times the 
upper normal limit. All of them were followed at 1-year intervals and follow-up information 
was obtained via clinic visits, telephone interviews, or rehospitalization documents and 
information regarding events that were documented at other medical centers was also 
gathered. Selective coronary angiography or repeat revascularization during the follow 
up period was performed, if the patients had new onset typical symptoms of ischemia or 
documents of ischemia in noninvasive tests and in all patients quantitative assessment of 
the severity of chest pain was performed with Canadian Cardiovascular Society grading 
of angina pectoris (CCS), before the procedure and during follow up period. Reference 
limits of left ventricular function and the socio-demographic and medical characteristics 
of patients are presented in Table 1. 
Our endpoint, MACE, was defined as death, non-fatal MI (due to in stent thrombosis), 
or repeat revascularization. Death was described as any cause of death (cardiac or 
noncardiac). In-stent restenosis was defined as more than 50% stenosis at or 5 mm proximal 
or distal to the stent. Indications for repeat revascularization were new significant stenosis 
not present at previous angiography or emerging restenosis in the previous stents. In-stent 
thrombosis was categorized as definite (an acute coronary syndrome with angiographic 
or autopsy evidence of thrombus or occlusion adjacent to a stent), probable (unexplained 
death within 30 days after stent implantation or AMI involving the target vessel territory 
without angiographic confirmation), and possible (any unexplained death beyond 30 
days after the procedure) according to the Academic Research Consortium (ARC) 
criteria. Two-Dimensional QCA is the technique which is based on contrast coronary 
angiogram obtaining parameters that objectively quantify the coronary lumen measuring 
the significance of a coronary stenosis. To obtain the most comprehensive data and avoid 
foreshortening or underestimation of stenosis severity, at least two projections orthogonal 
to each other and both perpendicular were analyzed with automated edge detection system 
(QAngio XA, Medis, Leiden, Netherlands). Complete revascularization was defined as 
successful treatment of the subject vessel and presence of no lesion of more than 70% 
stenosis in the remaining coronary arteries or grafted vessel supplying a territory with 
severe stenosis. Angina class was defined as the Canadian Cardiovascular Society grading 
of angina pectoris (CCS Functional Classification of Angina) which classified the severity 
of exertional angina (Campeau, 1976). For statistical analysis, SPSS 21 was used, and 
comparisons were performed using Chi square, student t-test, logistic regression, and 
categorical variable comparison tests.
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RESULTS
Table 1 showed the baseline characteristic and angiographic data of the subjects. 4 patients 
(4.8%) were excluded due to inaccessibility during follow up. Mean patient age was 63 
years and 65 patients (75.9%) were males. Mean LVEF was 43%. 61% of patients had 
HTN, 35% had diabetes mellitus, 49% experienced dyslipidemia, and 20% had the history 
of cigarettes smoking. Fifty percent of patients represented with chronic stable angina and 
the remains experienced acute coronary syndrome (acute MI or unstable angina).
PCI was performed on 103 target vessels using 109 stents (90% of them were DES). The 
mean Clinical follow-up was 28 months. Overall, in 19.6% of patients PCI on grafts was 
performed , and 38.2%, 32.4% and 29.4% of the lesions were type C, B and A, respectively. 
The more details of the lesions were showed in Table 2. Multi vessel disease was present 
in 92.4% of patients (in 34.1% of the subjects multivessel PCI was performed).
The mean angina class decreased by approximately one score during follow-up, from 
2.94 to 1.8. 
Table1
Socio-demographic and medical Characteristics of patients with a history of CABGs and recent 
percutaneous coronary intervention (PCI)
Socio-demographic Characteristics N (%)
Age(M±SD) 63.08 ± 9.72
Men 65 (75.9%)
Diabetes mellitus 29 (35.4%)
Hypertension 51 (62.2%)
Hyperlipidemia 41 (50.06%)
Smoking 16 (20.3%)
Previous myocardial infarction 51 (63%)
Clinical presentation 
                     Stable angina 39 (49.4%)
                    Unstable angina 28 (35.4%)
                     Acute myocardial infarction 12 (15.2%)
Left ventricular ejection fraction(M±SD) 42.63±9.72
Left ventricular function
                      Normal function (≥55%) 14(18.4%)
                      Mild dysfunction (45-54%) 20(26.3%)
                      Moderate dysfunction (30-44%) 24(31.6%)
                      Severe dysfunction (<30%) 18(23.7%)
Time from bypass surgery(M±SD) 7.79±4.97
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The procedural success rate was 90%. Meanwhile, MACE was found in 12 patients (5 
cases of cardiac death with no cases of noncardiac death, 4 cases of nonfatal MI, 7 cases 
need repeat revascularization included 4 of grafts revascularization). The cardiac death 
was occurred between 11 and 21 month after PCI. The rate of MACE at 1, 2, and 3 years 
was 17.5%, 25%, and 32.4%, respectively and the rate of cardiac death at 1,2 and 3 years 
was 7.5%, 11% and 13.5% , respectively. Based on univariate analysis, graft PCI was 
an independent predictor of MACE. Old age, severity of LV dysfunction, and history of 
previous MI were independent predictors of cardiac death.
Table2
Procedural and angiographic characteristics of patients with a history of CABGs and recent percutaneous 
coronary intervention (PCI)
Procedural and angiographic characteristics N (%)
Target vessel
Left main 4 (3.9)
Left main-Left circumflex 2(1.9)
Left anterior descending 16 (15.5)
Diagonal 6(5.8)
Left circumflex 21 (21.3)
Obtuse Marginal 18(17.5)
Ramus 3(2.9)
Right coronary arteries 28 (27.2)
Posterior descending arteries 3(2.9)
Poster lateral branch 1(1)
Saphenous vein graft 20 (18.69)
Left internal mammary artery 1 (0.93)
Type of treated vessel
Unprotected native 63 (58.9)
Protected native 23 (21.5)
Grafts 21 (19.6)
Lesion Location
Ostium 8(7.96)
Proximal 54 (51.9)
Midpart 29 (27.9)
Distal 13 (12.5)
Chronic total occlusion 13 (12.1)
Drug-eluting stent 98 (89.9)
Bare metal stent 11 (10.1)
Repeat Revascularization after Coronary Artery Bypass Graft Surgery 
1367Pertanika J. Sci. & Technol. 27 (3): 1361 - 1369 (2019)
Table2 (Continued)
Procedural and angiographic characteristics N (%)
Stent number/patient
1 stent 52(62.7)
2 stent 18(21.7)
3 stent 6(7.2)
4 stent 3(3.6)
ACC/AHA coronary artery lesions type
Type A 30 (29.4)
Type B 33 (32.4)
Type C 39 (38.2)
DISCUSSION
The need for repeat revascularization over the next years after CABGs was driven by two 
pivotal factors: progression of atherosclerosis in native coronary arteries and low rate of vein 
graft patency. After relapsing the ischemic symptoms, the selection of the best therapeutic 
strategy in these patients is still indeterminate. In order to widespread use of stents and 
their acceptable results, PCI is introduced as an alternative choice to revascularization of 
patients after CABGs, so many trials were performed in this era. 
In comparison to previous study such as Tejada trial (Tejada et al., 2009), we tried  to 
enroll the patients with older age, lower EF (55% versus 19.8% with LVEF < 50%) and 
a higher rate of previous MI (63% versus 18.7%) and we revealed that intervention on 
SVG was an independent predictor of MACE occurrence, although Behboudi et al (2011). 
and Alidoosti et al.(2011); reported no correlation between PCI on SVG and MACE in 
two separate studies. This difference may be related to the short follow-up period (6 and 
9 months, respectively) that are not long enough to evaluate the long-term results, such as 
instent restenosis. In our study MACE occurred almost 1 year later after PCI.
In numerous similar studies different risk factors have been reported for this issue. For 
example Behboudi reported HTN and bare metal stent (BMS) as independent predictors 
of MACE (Behboudi et al., 2011). In our study, BMS (10%) was deployed less than other 
studies; thus, despite the odds ratio of 2.36 showing a trend towards MACE occurrence, 
the correlation was not significant. Most studies such as J-Cypher registry have shown that 
graft PCI is associated with worse outcomes specially by deploying first generation  of 
DES (Yamaji et al., 2013). By Cole et al (2002), trial on diabetes mellitus was reported as 
a predictor of death and in their study, similar to ours, the rate of 1, 2 and 3 -year MACE 
was 17.5%, 25% and 35%, respectively. Bundhoo et al. (2015) with an average 13.5 month 
follow-up, reported a MACE occurrence in 13.6% of the patients, and PCI on SVG was 
a predictive factor for it. 
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Our procedural success rate was 90%, which is slightly lower than similar studies; it 
could be due to a higher risk patients and greater number of type C and B lesions, which 
correlated significantly with procedural failure, 
Notably, we showed that PCI could reduce mean angina class, which is similar to other 
studies  but our result was higher than theirs (0.67 and 0.7 versus 1 in our study) (Bundhoo 
et al., 2015; Mathew et al., 2000). 
CONCLUSION
We conclude that angioplasty is a safe, efficient and low risk modality in patients with a 
history of CABGs and recurrent symptoms.  PCI on SVG was recognized as an autonomous 
predictor of MACE. Thus, if coronary anatomy is suitable for PCI, intervention on native 
vessels instead of grafts, especially in older patients, could improve the outcomes. Older 
patients with lower LVEF have a higher risk of death; therefore, performing PCI in them 
must be careful, weighing the benefits and risks.
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ABSTRACT
Unintentional injuries cause huge economic and social burden for the country. To further 
prevent unintentional injury by different age groups, it is crucial to identify the recent 
pattern of paediatric mortality. For a start, this study included a retrospective record review 
of 334 paediatric trauma patients (0-18 years) who were hospitalized due to unintentional 
injuries. The patient’s medical records from the period 2007 to 2010 were obtained from 
the National Trauma Database (NTrD). The patients were categorized into <1, 1-4, 5-9, 
10-14 and 15-18 years of age. Data entry and analysis were accomplished using IBM 
SPSS version 22. Most of the patients were Malay (78.4%), male (82.9%), died in hospital 
(33.2%) and total fatality by unintentional injuries for four years rose by nearly 59.5%. 
Death occurred with some monthly variance 
demonstrated with three mortality peaks in 
March, April and December. The proportion 
of unintentional injuries death was 33.0% 
(95% CI 0.28, 0.38). Malay male patients 
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had higher risk of death compared to female patients. Effective program and preventive 
measures should be implemented to reduce mortality.
Keywords: Adolescent, children, paediatric, pattern, proportion, unintentional injury
INTRODUCTION
Injury is a major cause of death among children throughout the world which is responsible 
for about 950,000 deaths in children under the age of 18 years each year (Mathers et al., 
2008). The number of unintentional injury keeps rising and what is more worrying is that, 
the children would suffer the consequences of the injury sustained during their childhood. 
Previous studies have shown that approximately 60% of the injuries were attributed to 
unintentional causes compared to intentional causes (Peden et al., 2008; Mendes et al., 
2011). 
Globally about 3.9 million people (61 per 100,000 population) died every year resulting 
from unintentional injuries and these injuries caused 6.6% of the global mortality burden 
of disease (Chandran et al., 2010). Unintentional injury had been accounted for burden 
of injury related to death and disability (Krug et al., 2000; Al-Abed et al., 2014). Every 
year tens of millions more were taken to hospitals with injuries that often leave 
them with lifelong disabilities, as well as significant psychosocial and financial 
consequences (UNICEF Malaysia Centre, 2006). 
Based on Global School-based Student Health Survey (GSHS) Factsheets (2007 to 
2012), the proportion of unintentional injuries and violence had increased each year. The 
percentages of students who were injured during the past 30 days were reported as 50% 
in Indonesia, 47.7% in Philippines, 27.2% in Thailand and 20.9% in Malaysia (Faisal & 
Karunan, 2013). For unintentional injuries, approximately 9% of children aged 0-18 years 
were injured (Otters et al., 2005).
The purpose of this study was to analyse the pattern of unintentional injuries mortality 
among children aged 0 to 18 years and also to identify how much current injuries require 
immediate urgent action.
MATERIALS AND METHODS
This retrospective record review study was designed to answer our objective. Participation 
of the study was limited to those who met the following criteria: (1) Malaysian patients 
who were admitted to hospital, (2) age 18 and below, (3) injury severity score of more than 
fifteen, (4) average rate of Glasgow Coma Scale was three to eight, and (5) urgent surgery 
within twenty-four hours for intracranial, intrathoracic, intraabdominal or fixation for pelvic 
or spinal injuries and admitted to Intensive Care Units (ICUs) or High Dependency Wards 
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(HDWs) for more than 24 hours or died from injuries after admission. The reason why 
severe cases of trauma paediatric patients with poor GCS score were included because it is 
in line with the objective of our study which is the pattern of paediatric mortality resulted 
from trauma.
The study was conducted in eight participating hospitals (Hospital Selayang, Hospital 
Kuala Lumpur, Hospital Sultanah Bahiyah, Hospital Pulau Pinang, Hospital Sultanah 
Aminah and Hospital Sungai Buloh which contributed the data to National Trauma Database 
(NTrD). The recruitment and data collection was done concurrently from January 2007 
to December 2010. 
The sample size calculation was performed using G*Power 3.1 Software (Buchner et 
al., 2007). Sample size was calculated using a Poisson regression formula. Z test in the test 
family was selected, followed by Poisson regression. All the information was entered inside 
the input parameters after selecting ‘A priori’ for type of power analysis. The parameters 
included risk assessment Exp (β1) from previous literature, level of significance α=0.05, 
power 0.8 and intercept β0. After addition of possible 20% missing data, the final sample 
size needed was 334. Simple random sampling was applied from the list of all major trauma 
cases of paediatric unintentional injuries mortality who met the criteria. Sampling was 
performed in order to ensure that eligible patients were selected by chance and fair enough.
The study was approved by the Human Ethics Committee of Universiti Sains Malaysia 
(USM/JEPeM/14090315) and Malaysia Research & Ethics Committee (NMRR-15-157-
23974).
During the data collection, the registration number of all patients who were admitted 
to Emergency and Trauma Department were coded and kept separately to safeguard the 
confidentiality of privacy. Respondents were assured of the anonymity and confidentially 
of the information. The data was analysed using IBM SPSS Statistics Version 22. The 
variables were presented in frequency and percentage. The 95% confidence interval was 
also reported to estimate the unintentional injuries mortality proportion. 
RESULTS
A total of 334 paediatric trauma patients of unintentional injuries were sampled from 
computerized trauma registration system of National Trauma Database (NTrD). Table 1 
showed descriptive statistics of children who experienced unintentional injuries. The total 
unintentional injuries decreased over four years (Figure 1). 
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Table 1
Demographic and injury characteristics of respondents (n=334)
Variable
Mortality
Alive
n (%)
Dead
n (%)
Age (years)
     < 1
     1-4
     5-9
     10-14
     15-18
15 (6.7)
32 (14.3)
34 (15.2)
47 (21.1)
95 (42.6)
4 (3.6)
11 (9.9)
10 (9.0)
20 (18.0)
66 (59.5)
Gender 
     Female
     Male
74 (33.2)
149 (66.8)
19 (17.1)
92 (82.9)
Race 
     Malay
     Chinese
     Indian
125 (56.1)
56 (25.1
42 (18.8)
87 (78.4)
11 (9.9)
13 (11.7)
Time injury (Hours)
     6am-12pm
     12pm-6pm
     6pm-12am
     12am-6am
41 (18.4)
56 (25.1)
78 (35.0)
48 (21.5)
18 (16.2)
27 (24.3)
41 (36.9)
25 (22.5)
Scene injury
     Road
     Home
     Construction Area
     School/Kindergarten/ Nursery
     Recreational area
     Trade area
     Residential institution
     Others
118 (52.9)
56 (25.1)
6 (2.7)
13 (5.8)
9 (4.0)
5 (2.2)
8 (3.6)
8 (3.6)
91 (82.0)
10 (9.0)
0 (0.0)
2 (1.8)
0 (0.0)
0 (0.0)
4 (3.6)
4 (3.6)
No particular peak hour of the day when deaths occurred was found. The total fatal 
unintentional injuries for four years rise by nearly 59.5%. Over this period, number of 
fatal injuries among females increased more than males at age of 5 to 9 years (Figure 2). 
Death occurred with some monthly variance demonstrated with three mortality peaks 
in March, April and December in year 2010 (Figure 3). The proportion of unintentional 
injuries death was 33.0% (95% CI 0.28, 0.38) (Table 2).
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Figure 1. Percentage of unintentional injuries death among children age 0-18 years by year (2007 till 2010)
Figure 2. Percentage of unintentional injuries death among children age 0-18 years by age group and gender 
(2007 till 2010)
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Figure 3. Percentage of unintentional injury mortality among pediatric patients based on month in year 2010
Table 2
Proportion of unintentional injuries mortality based on count data (n=334)
Unintentional Injuries Mortality pa (95%CI)
Death 0.331 (0.28,0.38)
aproportion
DISCUSSION
This study focused on the descriptive data to see the pattern of unintentional injuries 
mortality among paediatric patients. Based on the National Registry of Diseases Office 
Singapore (2014), about 70% of the trauma deaths admitted in the hospitals were males 
while females only accounted for 31%. In the current study, it showed no specific pattern 
of unintentional injuries deaths during the study period. The total fatal injuries reached 
climax state in 2008, in which male accounted for over 50.0% and female was 47.4%. 
Meanwhile, the Child Trends Data Bank (2014) presented that there was 25% decline 
over three years (2007 to 2010) but after 2010 the number of death still continued to decline. 
The percentage of decline was approximately equal in both gender. However, the current 
study stated that the number of death due to injuries among all children at birth through 18 
years of age had risen by nearly 59.5%. Over this period, a number of fatal injuries among 
females increased more than males at age group of 5 to 9 years. 
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The descriptive prospective study by Chalya et al. (2013) analyzed the mortality 
data for 2010 to 2012 with time-series analysis. They found that patients’ road and home 
accident as the leading cause of unintentional injuries death accounted for 60.7% and 35.3% 
respectively. The current study also showed similar results in which road-related injuries 
was the highest and followed by home-related injuries. However, the National Registry 
of Diseases Office Singapore (2014) report was different from our finding, in which home 
was the top scene injury (39%) and road was the second rank (30%).
The total fatal injuries reached its climax in 2008 (36.9%), in which the male was 
accounted for over 50.0% and female was 47.4%. Meanwhile, the Child Trend Data Bank 
(2014) presented that there was a 25% of decline over three years (2007 to 2010). However, 
after 2010, the number of death still continued to decline. The percentage of decline was 
approximately equal in both gender. However, this study stated that the number of death 
due to injuries among all children age birth through 18 had risen by nearly 59.5%. Based 
on the data from this study, it was revealed that males had higher mortality than females 
at age group of 15 to 18 years. The possible reason being the adolescent boys may have 
been more involved in road-accident especially motorcycle which could have led to higher 
mortality.  
A study of seven-year period was done in Canada in 2013. The study was conducted 
to investigate the distribution patterns and time trends of overall and cause-specific for 
unintentional injuries mortality. The study also identified the proportion of death based on 
mortality data from Canadian Vital Statistics Death Database. The current study showed 
slightly higher proportion of unintentional injuries which was 33.0% compared to a study 
done in Canada which was 4.7% (Chen et al., 2013).
Another study conducted by Sekii et al. (2013) showed a relatively higher proportion 
of unintentional injuries (46.2%) as compared to current study (33.0%). That study in Japan 
explained the changes of mortality and trend in some variables of interest, which were sex, 
age and cause of death. It was involved a total of 933 children of unintentional injuries in 
recent 10 years. Nevertheless, this study involved children with all types of unintentional 
injuries for only four years.
It was reported by this study that mortality was higher during the months of December, 
followed by March and April. It could have been contributed by coinciding with school 
holidays in Malaysia during which unintentional injuries may have occurred with higher 
incidence.  
CONCLUSION
Overall, the injury involves individual’s emotional and financial damage, including long 
or short-term disability, hospitalization and even death. Future studies should involve 
conducting a prospective cohort study in order to obtain the required data in patients’ 
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behaviour and also the behaviour of patient’s family. Such information would increase 
higher chance of getting the eligible patients to participate.
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ABSTRACT
This study reports the results of an experimental study on mechanical properties of plain 
and metakaolin (MK) concretes with and without steel fiber. To develop the metakaolin 
reinforced concrete, Ordinary Portland cement was partially replaced with MK 3%, 6%, 9%, 
12%, 15%, 18% by weight of the total binder content. Steel fiber with length 50 mm and 
diameter 0.70 mm was utilized to produce fiber reinforced concrete. Concrete was designed 
with water to cement (w/b) of 0.464. First water absorption test was investigated then 
compressive strength and split tensile strength were calculated by replacing metakaolin with 
cement at the end of 7 days, 28 days, and 56 days of curing period. Again the effectiveness 
of MK and steel fiber reinforcement with different percentage of steel fiber i.e. 0.25%, 0.5%, 
1% of the weight of cement was taken. Then the compressive, split tensile strength of the 
concretes was investigated. All tests were conducted at the end of 7 days, 28 days, and 56 
days of curing period. It was found that for replacement of metakaolin the compressive 
strength and split tensile strength were increased up to 9% replacement of metakaolin 
and decreased after that. It gave the maximum value at 9% of replacement of metakaolin. 
Addition of steel fiber to the different percentage of metakaolin also increased the strength 
then that of metakaolin reinforced concrete. The results revealed that incorporation of 
MK and utilization of different types of steel fibers significantly affected the mechanical 
properties of the concrete. 
Keywords: Compressive strength, curing, metakaolin, steel fiber, split tensile strength
INTRODUCTION 
Concrete is one of most widely utilized 
development materials on the planet, with 
two billion tons set worldwide every year. 
It is alluring in numerous applications since 
it offers impressive quality at a moderately 
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minimal effort. Concrete can largely be created of locally accessible ingredients, can be 
used in various fields and requires minimum maintenance. Supplementary cementitious 
materials (SCMs) are finely ground strong materials that are utilized to supplant some 
portion of the bond in a solid blend. These materials respond artificially with hydrating 
concrete to shape a changed glue microstructure. In addition to their positive environmental 
impact, SCMs may improve concrete workability, mechanical properties, and durability.
Now a day’s cement concrete is the most widely used construction material. Due to 
the vast use of concrete production of cement has also grown rapidly. According to central 
pollution control board cement industry is recognized as one of the most polluted industry 
in India. The main pollutant emitted from cements industries are dust, carbon dioxide, 
nitrogen oxide and sulphur oxides which are very dangerous for our environment. So to 
reduce the amount of cement in concrete replacement of cement with metakaolin is partially 
used. Metakaolin results as a promising binding material for high performance concrete. 
It increases the mechanical properties of concrete up to a certain replacement of cement it 
is very economic and largely available in our country which can be used to prepare high 
performance concrete. Hence by using metakaolin concrete we can reduce the amount of 
cement in construction field leads to eco-friendly environment.
Wild et al., (1996) reported results on strength development of concrete; where cement 
was partially replaced with MK (5% to 30%). Poon et al., (2001) studied the mechanical 
and durability properties of high performance metakaolin (MK) concrete an silica fume 
concretes and found that the performance of the MK used in this study was superior to 
the silica fume in terms of strength development of concrete. Bai et al. (2000) carried out 
the review regarding the use of claimed clays and metakaolin as a pozzolan for concretes. 
They found that the use of met kaolin as partial cement replacement material in mortar 
and concrete had been studied widely in recent years. Guneyisi et al. (2007) investigated 
on the use of MK as a supplementary cementing material to improve the performance of 
concrete. The results indicated that it increased the strengths of the concretes in varying 
magnitudes, depending mainly on the replacement level. Lin et al. (2008) evaluated the 
mechanical properties of cement-based composites and found that the combination of steel 
fibers and silica fume could greatly increase the mechanical properties of cement-based 
composites. Katkhuda et al. (2009) conducted an experiment by replacing cement with 
different percentages of silica fume at different constant water-binder ratio keeping mix 
design. They concluded that tensile, compressive and flexure strengths increased with silica 
fume incorporation but the optimum replacement percentage was not constant because 
it depended on the water–cementitious material (w/cm) ratio of the mix. Dinakar et al. 
(2013) used Metakaοlin and cement with low water/binder ratio of 0.3 for development 
of high performance concretes. They concluded that mechanical properties of concrete 
had higher values at 10% replacement of cement by Metakaοlin. John (2013) found that 
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the partial replacement of cement with Metakaοlin helped in achieving high strengths in 
concrete. At 15% replacement of cement with Metakaοlin content improves the strength 
characteristics such as of cube compressive strength, split tensile strength and flexural 
strength. Kumar and Rao (2014) studied that, better results were achieved by adding 
mineral admixtures like metakaolin with silica fume, fly ash and steel fibres in HPC. Al 
Menhosh et al. (2018) studied long term durability properties of concrete modified with 
metakaolin and polymer admixture and got maximum strength durability on replacing 
Portland cement with metakaolin and polymer. Nadeem et al. (2014) studied performance 
of fly ash and metakaolin concrete at elevated temperature and got that for all mixes major 
strength and durability loss occurred after 4000c. El-Din et al. (2017) studied mechanical 
performance of high strength concrete made from high volume of metakaolin and hybrid 
fiber and concluded that replacing the cement with 15% of metakaolin enhanced mechanical 
properties of the mixture.
Pollution due to cement industries is the biggest problem for construction. Cement 
also responsible for producing heat in concrete by using metakaolin we can achieve more 
strength in concrete which is also not harmful for our environment. It also increases the 
durability of concrete. Hence more research will be needed in this field.
MATERIALS AND METHODS
For this study cement, fine and coarse aggregate, water, Metakaolin, and steel fiber were 
required. Brief descriptions of all materials are given below.
Concrete
Concrete is a uniform mixture of coarse aggregate, fine aggregate, cement and water. Most 
concretes used are lime-based concretes such as Portland cement concrete or concretes 
made with other hydraulic cements, such as calcium aluminates cements. Asphalt concrete, 
which is frequently used for road surfaces, is also a type of concrete. The cement maximally 
used is ordinary Portland cement and other cementitious materials such as fly ash, silica 
fume, metakaolin are treated as a binder for the aggregate. When aggregate is mixed 
together with dry Portland cement and water, the water reacts with cement which bonds 
the other components and the mixture forms fluid slurry that is easily poured and moulded 
into shape. The cement reacts chemically with the water and other ingredients to form a 
hard matrix that binds the materials together into a durable stone-like material. Various 
additives (such as pozzolans or super plasticizers) are included in the mixture to improve 
the physical properties of the wet mix or the finished material. Concrete has relatively high 
compressive strength, but very low tensile strength. The ultimate strength of concrete is 
mainly affected by the water cement ratio, the design procedure, mixing placement and 
curing methods. All things being equal, concrete with a lower water cement ratio makes a 
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stronger concrete than that a higher ratio .The quality of the pastes formed by the cement 
and water largely determines the character of the concrete.
Cement 
Cement is an extreme ground material having adhesive and cohesive properties which 
provides a binding medium to other aggregates. The manufacture of cement is mainly 
classified into two types dry and wet process In the wet process, the limestone brought 
from the quarries then crushed to powder Then, it is taken to a ball or tube mill where it 
is mixed with clay and water is added to it to form a slurry. The slurry is then stored in 
tanks under constant agitation and fed into rotary kilns. Where In the dry process the raw 
materials are ground mixed and fed to the rotary kiln in the dry state. Ordinary/Normal 
Portland cement is one of the most widely used cement.
Fine Aggregate
Fine aggregate is natural sand and these are the aggregates which are mainly passed 
through 4.75 mm IS sieve. By the size of the aggregates these are also classified as coarse 
sand, medium sand, fine sand. According to IS classifications sands are graded as zone-1 
to zone-4 for various grain sizes. The finer of aggregate will be in ascending order from 
Zone-1 to Zone-4. The fine and coarse aggregate are placed and mixed separately. Fine 
aggregate is mainly used for the preparation of mortar for plastering work. 
Coarse Aggregate
These are the aggregates which are retained on 4.75 mm sieve and these are classified into 
various types i.e crushed gravel, uncrushed gravel and partially crushed gravel. Maximum 
up to 40 mm size of aggregate is preferred for construction work. In concrete coarse 
aggregates are the major parameters for giving strength to the concrete.
The various purpose and uses of coarse aggregates are as follows:
1. It increases the volume of concrete, and hence cost will be reduced.
2. It provides shapes to the concrete
3. It increases hardness, durability of the concrete
4. It is the major parameter to resist the fire attack
Water
In generally water which is used for drinking should be used in construction work. Various 
acids, oils, alkalis, organic impurities should not be present in water which is used for 
construction. Hard water and soft water also make concrete weaker .Water has mainly two 
functions in concrete mix. Firstly it makes a chemical reaction with the cement to form 
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cement paste in which the inert aggregate is held in suspension until the cement past has 
hardened .And secondly it acts as a lubricant in the mixture of fine aggregate and cement.
Metakaolin
Metakaolin is an admixture which is formed by the calcinations of clay mineral kaolinite. 
The particle size of metakaolin is smaller than cement particles, but not as fine as silica 
fume. It is manufactured for specific purpose under controlled conditions. Metakaolin 
is produced by heating kaolin a natural clay temperature between 650oC to 900oC. This 
treatment, called calcinations, which radically modifies the particle structure making it a 
highly reactive and can be used with the replacement of cement.
Steel fiber
In this study steel fiber of length 50 mm and diameter 0.70 mm is utilized. Steel fiber 
reinforced concrete is a low cost solution for un-cracked section design of concrete 
members. Use of steel fiber reinforcement in concrete enhances the ability of structural 
members to carry significant stresses. The use of fibers increases the toughness of concrete 
under any type of loads. Fibers in concrete have the ability absorb more energy. Addition 
of steel fibers into the concrete improves the crack resistance capacity of the concrete and 
these are generally used to improve the tensile strength of concrete.
Mix Design of M20 Grade Concrete 
1. Design stipulations
(a) Maximum water cement ratio =0.464
(b) Workability is between 40-50 mm slump value
2. Materials Supplied
(a) Cement: Ordinary Portland Cement
(b) Coarse Aggregate: 20 mm and 10 mm
(c) Fine Aggregate: Sand Conforming to Grading zone IV
Mix Proportion
Concrete was first mixed properly by replacing cement with metakaolin of 3%, 6%, 9%, 
12%, 15%, and 18% of the weight of the cement and were tested for 7 days, 28 days, 56 
days of curing. For each proportion two specimens of cube and cylinder were made and 
compressive strength and split tensile strength were calculated respectively with their 
respective days. Then after for each percentage of metakaolin replacement i.e. 0%, 3%, 6%, 
9%, 12%, 15%, 18% steel fiber of 0.25%, 0.5%, 1% was added of the weight of cement 
for each respective proportions. Cube and cylinder were made for each percentage of steel 
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fiber and again compressive strength and split tensile strength were calculated respectively.
Mixing of Concrete
Mixing of concrete should be done thoroughly by hand mixing so that a uniform quality 
of concrete was obtained. The slump should be in between 40-50 mm.
Compaction
Compaction is done with the help of tamping rod and vibrator I the entire specimen. Care 
is taken to remove voids from the concrete. Then the surface of the concrete is leveled and 
smoothened by metal trowel.
Curing of Concrete
Curing is done to prevent the loss of water which is essential for the process of hydration 
and hence for hardening. It also prevents the exposure of concrete to a hot atmosphere 
and to drying winds which may lead to quick drying out of moisture in the concrete and 
there by subjecting it to contraction stresses at a stage when the concrete would not be 
strong enough to resist them, This was done for the period of 7 days, 28 days and 56 days.
Testing Procedure
Testing of Fresh Concrete. Slump test in accordance with TS 2871 standard was performed 
for each mix in the fresh state. Mixes with metakaolin and fiber reinforcement gave slump 
test results of around 40 to 50 mm, however it was observed that all metakaolin and 
fiber reinforced mixes responded well to mechanical vibration and could be placed and 
compacted without much effort.
Testing of Hardened Concrete. 7 days, 28 days and 56 days of compressive strength and 
split tensile strength of each mix were determined in accordance with TS3114 ISO 4012 
standard. Average of the test results of two specimens belonging to a mix was accepted 
as the 7 day, 28 day, 56 day compressive strength and split tensile strength of that mix. 
Specimens were tested so that the direction of loading was 90o with the direction of casting.
Water Absorption Test
This test is performed to determine water absorption of the cubes and cylinders. Procedure 
for water absorption test is given below:
(a) Dry the cubes and cylinder in a ventilated oven at 105oC to 110oC till they attain 
practically constant weight, then weigh the brick and let the weight be W1 kg.
(b) Immerse these cubes and cylinder in water completely at 27oC for 24 hours.
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(c) Then remove the cubes and cylinders from water and wife of its surface with a 
damp cloth then weight them, and let it weight be W2 kg.
(d) Then the water absorption percentage = 
RESULTS AND DISCUSSIONS
The result of water absorption for 7 days, 28 days, 56 days curing of cubes and cylinder 
are given in Table 1 to 3. 
From the above experiment it was found that the water absorption capacity of the 
cubes were decrease gradually from the days of curing i.e from 7 days, 28 days, 56 days 
respectively. For 7 days of curing water absorption value was maximum and for 56 days 
water absorption value was minimum. Again for different percentage of replacement of 
metakaolin the water absorption capacity values were also changes. For every cubes and 
the water absorption capacity values gradually decreased from 0%, 3%, 6%, 9%, 12%, 
15%, 18% respectively. The water absorption capacity was more for 0% and least for 18%. 
According to the water absorption capacity the strength of cubes was also varies.
Mechanical Properties
Compressive Strength. From the above experiment the compressive strength of cubes with 
different percentage of metakaolin replacement for different curing day’s i.e. for 7 days, 28 
days, 56 days were calculated (Table 4). The compressive strength was increased according 
to the period of curing i.e. the strength was increases from 7 days, 28 days, and 56 days of 
curing period respectively. The strength was more for 56 days of curing of cubes and least 
for 7 days of curing of cubes. Again strength was also varied according to the percentage 
of metakaolin replacement. The strength was increased firstly i.e. replacement up to 9% 
of metakaolin the strength was increases then after the strength gradually decreases. The 
maximum compressive strength was found as 48 (N/mm2) and 48.44 (N/mm2) respectively 
for two specimens for 9% replacement of metakaolin for 56 days of curing. Similarly the 
minimum compressive strength was 27.11 (N/mm2) and 25.78 (N/mm2) for two specimens 
for 18% replacement of metakaolin. Adding of steel fiber with different percentage i.e. 
0.25%, 0.5%, 1% to the different percentage of metakaolin also increases the strength of 
cubes (Table 5). Comparison graph of compressive strength for cubes with steel fiber in 
context to various percentage of metakaolin for 7 days, 28 days, 56 days of curing are 
displayed in Figure 1, Figure 2 and Figure 3 receptively. The strength of cubes was also 
increased up to 9% then after the strength was decreased. By incorporation of steel fiber 
to the different percentage of metakaolin the maximum strength was found as 51.56 N/
mm2 for 1% of steel fiber with 9% of metakaolin for 56 days of curing.
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Table 5 
Compressive strength of cubes after adding with steel fiber
Percentage of 
m
etakaolin 
replacem
ent
Percentage of  Steel 
fi
ber
A
verage Strength 
(N
/m
m
2) (7 days)
A
verage Strength
 (N
/m
m
2) (28 days)
A
verage Strength
 (N
/m
m
2) (56 days)
Percentage of 
m
etakaolin 
replacem
ent
Percentage of Steel 
fi
ber
A
verage Strength 
(N
/m
m
2) (7 days)
A
verage Strength 
(N
/m
m
2) (28 days)
A
verage Strength 
(N
/m
m
2) (56 days)
0
0 30.66 35.56 38.91
12
0 36.44 38.67 36.23
0.25 30.67 35.56 41.24 0.25 35.115 39.11 42.0
0.5 32 37.33 38.78 0.5 37.78 40 38.32
1 32.89 38.67 43.21 1 38.22 41.78 37.46
3
0 36.445 41.78 43.65
15
0 30 33.56 38.26
0.25 37.33 42.22 40.23 0.25 32 35.11 37.43
0.5 38.22 43.11 44.35 0.5 33.78 36 34.23
1 39.56 43.56 39.23 1 34.67 37.33 33.21
6
0 38.005 42.45 43.27
18
0 26.445 31.11 28.32
0.25 37.78 43.56 46.45 0.25 28 32.44 35.24
0.5 39.56 45.33 46.38 0.5 28.44 33.3 32.59
1 40.44 46.67 49.51 1 29.78 33.78 37.67
9
0 39.78 43.56 48.42
0.25 40.44 45.33 51.56
0.5 44 47.11 49.98
1 43.11 48.44 51.23
Figure 1. Compressive strength of cube with steel fiber in different percentage of metakaolin for 7 days 
of curing
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Split Tensile Strength. From the above experiment the split tensile strength of cubes with 
different percentage of metakaolin replacement for different curing days i.e. for 7 days, 
28 days, 56 days were calculated (Table 6). The split tensile strength was also increased 
according to the period of curing i.e. the strength was increased from 7 days, 28 days, 
and 56 days of curing period respectively. The strength was more for 56 days of curing 
of cylinders and least for 7 days of curing of cylinders. Again strength was also varied 
according to the percentage of metakaolin replacement. The strength was increased firstly 
i.e. replacement up to 9% of metakaolin the strength was increased then after the strength 
gradually decreased. The maximum split tensile strength was found as 3.68 N/mm2 and 
3.54 N/mm2 respectively for two specimens for 9% replacement of metakaolin for 56 days 
Figure 3. Compressive strength of cube with steel fiber in different percentage of metakaolin for 56 days 
of curing
Figure 2. Compressive strength of cube with steel fiber in different percentage of metakaolin for 28 days 
of curing
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of curing. Similarly the minimum split tensile strength was 2.123 N/mm2 and 1.840 N/
mm2 for two specimens for 18% replacement of metakaolin for 7 days of curing. Adding 
of steel fiber with different percentage i.e. 0.25%, 0.5%, 1% to the different percentage 
of metakaolin also increased the strength of cylinders (Table 7). A comparison sketch for 
split tensile strength of cylinders when steel fiber was added with various percentage of 
metakaolin for 7 days, 28 days, 56 days of curing are shown in Figure 4, Figure 5 and 
Figure 6 Respectively. The strength of cylinders was also increased up to 9% then after 
the strength were decreases. By incorporation of steel fiber to the different percentage of 
metakaolin the maximum strength was found as 4.11 N/mm2 for 1% and 0.5% of steel 
fiber with 9% of metakaolin for 56 days of curing.
Table 6
Split tensile strength of cylinder during different days of curing
Percentage of 
M
etakaolin 
replacem
ent
7 days of curing 28 days of curing 56 days of curing
Strength 
(N
/m
m
2) (i)
Strength 
(N
/m
m
2)  (ii)
A
vg strength 
(N
/m
m
2)
Strength 
(N
/m
m
2) (i)
Strength 
(N
/m
m
2) (ii)
A
vg strength
(N
/m
m
2)
Strength  
(N
/m
m
2) (i)
Strength 
(N
/m
m
2) (ii)
A
vg strength
(N
/m
m
2)
0 2.123 2.55 2.34 2.69 2.97 2.83 2.97 2.83 2.9
3 2.41 2.69 2.55 3.113 3.25 3.182 3.25 3.25 3.25
6 2.83 2.83 2.83 3.40 3.25 3.325 3.40 3.68 3.54
9 2.97 3.113 3.042 3.25 3.68 3.465 3.54 3.68 3.61
12 2.55 2.69 2.62 2.97 2.83 2.9 3.113 2.97 3.041
15 2.263 2.41 2.34 2.69 2.97 2.83 2.97 2.83 2.9
18 1.840 2.123 1.98 2.406 2.55 2.48 2.55 2.83 2.69
Table 7
Split tensile strength of cylinders after adding with steel fiber
Percentage of 
m
etakaolin 
replacem
ent
Percentage of 
steel fi
ber
A
verage strength 
(N
/m
m
2) (7 days)
A
verage strength 
(N
/m
m
2) (28 days)
A
verage Strength 
(N
/m
m
2) (56 days)
Percentage of 
m
etakaolin 
replacem
ent
Percentage of 
steel fi
ber
A
verage strength  
(N
/m
m
2) (7 days)
A
verage strength 
(N
/m
m
2) (28 days)
A
verage strength 
(N
/m
m
2) (56 days)
0
0 2.34 2.83 3.39 12 0 2.62 2.9 3.98
0.25 2.41 3.11 3.41 0.25 2.83 3.25 3.65
0.5 2.69 3.25 3.36 0.5 3.11 3.40 3.73
1 2.83 3.25 3.45 1 3.25 3.54 3.82
3
0 2.55 3.18 3.62 15 0 2.34 2.83 3.51
0.25 2.83 3.25 3.65 0.25 2.69 2.83 3.23
0.5 2.97 3.40 3.23 0.5 2.83 3.11 2.91
1 2.97 3.54 3.58 1 2.83 3.25 3.10
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Percentage of 
m
etakaolin 
replacem
ent
Percentage of 
steel fi
ber
A
verage
Strength 
(N
/m
m
2) (7 days)
A
verage
Strength 
(N
/m
m
2) (28 days)
A
verage Strength 
(N
/m
m
2) (56 days)
Percentage of 
m
etakaolin
replacem
ent
Percentage of 
steel fi
ber
A
verage strength  
(N
/m
m
2) (7 days)
A
verage strength 
(N
/m
m
2) (28 days)
A
verage strength 
(N
/m
m
2) (56 days)
6
0 2.83 3.33 3.71
18
0 1.98 2.48 3.32
0.25 3.113 3.54 3.65 0.25 2.26 2.69 2.87
0.5 3.25 3.54 3.23 0.5 2.41 2.69 2.51
1 3.40 3.82 3.14 1 2.55 2.83 2.98
9
0 3.04 3.47 3.82
0.25 3.25 3.82 3.97
0.5 3.25 3.95 4.11
1 3.54 3.95 3.99
Table 7 (continue)
Figure 4. Split tensile strength of cylinder steel fiber with different percentage of Metakaolin for 7 days 
of curing
Figure 5. Split tensile strength of cylinder steel fiber with different percentage of Metakaolin for 28 days 
of curing
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The main ingredient of metakaolin is silica (52.57%) and alumina (40.42%). Silica 
imparts strength to the concrete but alumina but if present in excess reduces the strength. 
Hence up to a certain replacement that is 9%, the mechanical properties increases after 
adding more that is 12%, 15%, 18% the presence of alumina also increases which affects 
the strength of concrete. One more reason is while increasing percentage of metakolin, 
water absorption capacity of concrete also increases which also affects the strength.
CONCLUSION
The following conclusions may be drawn based on the experimental results.
The water absorption capacity of cubes and cylinders were decreased by day wise i.e. 
more for 7 days, relatively less for 28 days, lesser for 56 days. Use of MK as a replacement 
material resulted in enhanced mechanical properties of concrete. The highest compressive 
strength value was measured as 48.44 N/mm2 and highest split tensile strength value was 
measured as 11.56 N/mm2 for concrete with w/c ratio of 0.464. The compressive strength 
and the split tensile strength of cube and cylinder were increased to a certain limit of 
replacement of metakaolin i.e. 9% then after further replacement the values of compressive 
strength and split tensile strength of cube and cylinder were decreased. The inclusion of 
steel fibers also contributed more compressive strength as well as more split tensile strength 
than that of simple replacement of metakaolin. More steel fiber will enhance the strength. 
The maximum compressive strength was found as 48.44 N/mm2 for 1% incorporation of 
steel fiber at 9% metakaolin replacement and maximum split tensile strength was found as 
3.95 N/mm2 for 0.5% and 1% incorporation of steel fiber at 9% replacement of metakaolin. 
By incorporation of steel fibers remarkable improvement in characteristic and split tensile 
strength capacities of the concretes were observed. This difference in the behavior of steel 
Figure 6. Split tensile strength of cylinder steel fiber with different percentage of Metakaolin for 56 days 
of curing
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fiber reinforced concretes may be attributed to the dispersion and orientation of the steel 
fibers within the concrete. In steel fiber reinforced concrete the compressive strength were 
increased 0%-3% by the incorporation of 0.25% of steel fiber, 4%-11% by the incorporation 
of 0.5% of steel fiber and 6%-15% by the incorporation of 1% of steel fiber than that of 
metakaolin replacement. Similarly the split tensile strength was increased  3%-10% by 
the incorporation of 0.25% of steel fiber, 6%-18% by the incorporation of 0.5% of steel 
fiber, 14%-25% by the incorporation of 1% of steel fiber than that of simple metakaolin 
replacement. From the experiment it was concluded that the increase in water absorption 
capacity will decrease the strength. Different materials such as pulverized fuel ash, marvel 
powder, rice husk ash, coconut shell ash, glass powder, limestone fines, ground granulated 
blast furnace slag may be added with concrete instead of metakaolin which affects the 
mechanical properties. 
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ABSTRACT
In recent years, digital cameras have become one of the tools used by the new generation 
due to their unique advantages in capturing and processing data and usage in many 
applications, such as crop growth, forest monitoring and archaeological investigation. The 
quality of images captured by digital cameras originate from accurate measurements which 
are allied to the digital internal camera parameters. Instability of geometric cameras require 
consideration to achieve good accuracy in measurement. Therefore, camera calibration 
becomes an important task to ensure the stability of all internal camera parameters. 
This research is aimed to assess the internal camera parameters of non-metric cameras. 
The quantitative method was adapted by this research, which required an experimental 
implementation achieve quality in data 
acquisition. Several camera parameters 
needed to be emphasised in regard to 
camera calibration, which consisted of 
focal length, offset main point, radial lens 
distortion, and distortion of tangent lenses. 
The offset main point represents the image 
centre coordinates while the distortion of 
tangent lenses ensures image quality during 
image acquisition. The study found that 
Nikon SLR D60 camera provided a higher 
accuracy as compared to DJI 4 pro and iPad 
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mini 4 cameras. In conclusion, all non-metric cameras can be used for mapping but it will 
provide various accuracy levels.
Keywords: Camera, parameter, self-calibration, unmanned aerial vehicle 
INTRODUCTION
Currently mapping technique requirements have increased due to the introduction of 
camera technology for civilians (Tahar & Ahmad, 2012). It is a low-cost camera technology 
which is affordable by most people (Seul et al., 2015; Vega et al., 2017). The camera 
is independent and efficient in producing very high resolution of orthogonal-corrected 
images and 3-dimensional (3D) terrain data (Grenzdörffer et al., 2008). Subsequently, 
camera technology has grown rapidly from year to year and is widely used for military 
applications, surveillance, environmental, and agricultural monitoring, as well as urban 
mapping and others (Hamid & Ahmad, 2014). Camera calibration is an important process 
due to the accuracy and reliability requirements for 3D information extraction from images 
(Yusoff et al., 2017). To produce quality images, camera calibration is an important issue 
that requires consideration to achieve accuracy and precision in measurement (Hamid & 
Ahmad, 2014). 
However, the instability of geometric cameras needs to be considered to ensure image 
quality during data acquisition. Several parameters, such as focal length, offset main 
point, radial lens distortion and distortion of tangent lenses require consideration during 
the camera calibration (Perez et al., 2011). Several techniques for camera calibration are 
available, but only a small fraction is used for non-metric images (Hamid & Ahmad, 2014). 
In the last two decades, it has become a major topic for research (Fryskowska et al., 2016), 
especially on the parameter assessment of high quality internal orientation. Most users 
simply utilise any camera for mapping without knowing the effect of instability of camera 
parameters during image acquisition. The main problem with camera calibration process 
is the internal geometry that exposes many distortions to wide-angle lens (Fryskowska et 
al., 2016). Users should assess the camera performance to achieve the specific accuracy 
requirements.
Camera calibration in 3D context is a process determination of internal geometric and 
optical features of a camera relative to a particular coordinate system  (Heikkila et al., 
1997). Usually, calibration is implemented by observing the 3D geometry of calibration 
objects known at high accuracy (Zhang, 1999). Most photogrammetry applications require 
stable camera parameters for image acquisition. A simple camera calibration is typically 
used in most studies to obtain a camera parameter value. However, change in  internal 
calibration parameter values used should be considered at different mapping altitudes 
(Yusoff et al., 2015). Some calibration methods for geometric cameras were presented 
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in previous studies, for example, Heikkila et al. (1997) reviewed a four-step calibration 
procedure. Weng, (1992) studied on a proposed calibration procedure for major sources of 
camera distortion. Hamid and Ahmad (2014) presented a method to calibrate high resolution 
digital cameras based on different configurations, and (Yusoff et al., 2017) calibrated the 
camera at different camera distances. In the past, cameras used for photogrammetry work 
were very expensive and only a few were available. At present, many cheaper cameras 
are used in photogrammetry purposes, especially for close-range photogrammetry. The 3D 
and 2D measurements require precise camera calibration to correct image distortion in the 
camera. Typically, geometric errors occur systematically due to non-metric lens quality. 
Non-metric cameras that are used in mapping need to be preceded by camera calibration 
because of their instability and unknown internal orientation (Fryskowska et al., 2016). 
Therefore, camera calibration needs to be implemented to reduce distortion and avoid 
the 3D model from being curved. High-precision mappings with low-cost digital cameras 
require camera calibration (Weng et al., 1992; Yusoff et al., 2015). Camera image and 
lens parameters are geometric camera calibration features that can be used to correct lens 
shading, measure the size of object and determine the camera location. Previous studies, 
such as by Anshari and Cahyono (2011), Tahar and Ahmad (2012) and Yusoff (2015) had 
mentioned that the calibration process must be completed to improve the camera focus and 
orientation parameters. Camera calibration and image orientation are the basic requirements 
for all image metric reconstruction (Remondino et al., 2011). The lens distortion of small 
consumer grade digital cameras is still an issue (Weng et al., 1992) in terms of accuracy 
although there have been numerous studies on camera calibration (Yanagi & Chikatsu, 
2015). However, camera calibration is important to obtain high accuracy mapping, 
especially by using low cost cameras (Yusoff et al., 2017). 
Most photogrammetric requirements need centimetre Ground Sample Distance (GSD) 
especially for small areas. Therefore, the quality of camera is very important to achieve 
accuracy. Non-metric cameras usually use wide-angle lens to provide large scale mapping. 
Therefore, this study assesses the performance of different non-metric cameras with the 
potential to be used for image acquisition in photogrammetry purposes, such as DJI 4 
pro, Nikon SLR D60 and iPad mini 4 cameras. The aim of this research is to assess the 
internal non-metric camera parameters. This study will provide a good understanding of 
the camera calibration procedure.
MATERIALS AND METHODS
The quantitative method was used in this study, to conduct data acquisition and assess the 
internal parameters of the chosen cameras. The study consisted of four phases. Phase 1 
deals with the planning for digital camera selection. Phase 2 addresses the data acquisition 
by using the DJI 4 Pro, iPad mini 4 and Nikon SLR D60 cameras. Phase 3, which is the 
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most important part, deals with data processing. Finally, phase 4 presents the results and 
data interpretations (Figure 1). The research on camera calibration was conducted on DJI 
4 Pro camera, iPad mini 4 and SLR digital cameras by using the self-calibration method. 
The process was performed in a laboratory that was equipped with sufficient lighting. Grid 
calibration paper was used to capture images as objects and the camera calibration was 
performed by using the PhotoModeler software.
Figure 1. Methodology process
Planning: Digital Camera Specification 
Phase 1 is the planning process that defines the types of camera and calibration used. 
This study is aimed at assessing the internal geometries of DSLR and digital UAV digital 
cameras. The UAV camera uses a 1” CMOS (complementary metal-oxide semiconductor) 
sensor with effective 20-megapixel resolution and a 13.2mm x 8.8mm sensor size, while 
the DSLR digital camera has a 10-megapixel resolution with the CCD (charge-coupled 
device) format and 23.60mm x 15.80mm of sensor size. The iPad mini 4’s digital camera 
has 64 GB storage with a LED multi-touch display and the screen resolution is 326ppi. 
Figure 2 presents the digital cameras that were used for camera calibration.
Figure 2. Digital camera (a) UAV camera (b) Nikon SLR D60 camera (c) iPad mini 4
Camera Calibration for NoN-metric Cameras
1401Pertanika J. Sci. & Technol. 27 (3): 1397 - 1406 (2019)
Data Acquisition 
Self-calibration was used to perform the camera calibration to determine the internal camera 
parameters. This study used printed calibration grid from the PhotoModeler software which 
was adjusted with the calibration point. The calibration point is a standard form that can be 
printed on a piece of paper by using a certain size. The calibration grid was used to perform 
the camera calibration process by placing it on the floor. Three sets of image acquisition 
were applied in this study. The camera distance and altitude were also set based on the size 
of the calibration grid paper. The studied digital camera was mounted on a tripod to avoid 
shaking and imbalance during image capture. In this calibration, eight (8) photographs of 
the calibration grid were acquired from four (4) camera positions as shown in Figure 3. 
Figure 3. Camera position during image acquisition.
In all camera positions, the calibration grid image was taken at a landscape position of 
0º and at a portrait position of 90º. Eight (8) images of the calibration grid were captured, 
where four (4) images were in landscape position and another four (4) images were in 
portrait position. All images captured on the UAV, iPad mini 4 and DSLR cameras used the 
calibration grid for both the landscape and portrait positions. Figure 4 shows the camera 
position during the image capture for the camera calibration. 
 
Data Processing
The PhotoModeler software was used to process images for camera calibration. This 
software includes a camera calibration function which helps to specify information on the 
camera, such as focal length, lens distortion and principal point (PhotoModeler software). 
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All captured images were imported into the PhotoModeler software by using the ‘Add 
Photo’ function. The images were automatically transferred to the software. The next 
process was to run the images since all the images were taken under sufficient coverage, as 
required by the PhotoModeler software for the calibration. All internal camera parameters 
appeared when the camera calibration was successfully completed.
RESULTS AND DISCUSSION
Measurements were taken by using different non-metric cameras (Nikon SLR D60, iPad 
mini 4 and DJI 4 Pro) with different resolutions. After image processing, the internal 
camera parameters, such as focal length, radial lens distortion, decentering lens distortion 
and principal point were obtained from the software. The total final error was also 
checked to identify the camera calibration accuracy. According to the general guidelines 
for PhotoModeler, a good calibration should have a total error of below 1.0, and a normal 
high quality task would have a maximum residual of below 1.0 pixel (www.photomodeler.
com). The parameter values were obtained from the camera calibration process and three 
observations were set up for each camera, as tabulated in Table 1 for DJI 4 Pro, Table 2 
for Nikon SLR D60 camera and Table 3 for iPad camera.
All cameras were given different focal lengths and perspective views. Focal length 
describes the angle of view of a scene which will be captured. Data for the internal parameter 
values were obtained three times based on the camera positions at a height of 100cm and 
30cm distance from the object. The results for different types of camera showed a slight 
difference in the three observations. 
Based on the results, the iPad camera had a wider view angle, followed by DJI 4 Pro 
and Nikon SLR cameras. This indicated that the iPad camera was appropriate to capture 
short distance images at low altitudes.
Figure 4. Camera calibration (a) DSLR digital camera (b) UAV camera (c) iPad camera
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Items Parameter values (1) Parameter values (2) Parameter values (3)
f 10.0387 10.0191 10.0171
X 6.6768 6.6841 6.6671
Y 4.9694 4.9692 4.9697
K₁ -1.305e-004 -1.122e-004 -1.528e-004
K₂ 8.720e-007 8.965e-007 8.656e-006
K₃ 0.000e+000 0.000e+000 0.000e+000
P₁ -2.721e-004 -3.024e-004 -2.992e-004
P₂ 0.000e+000 0.000e+000 0.000e+000
Table 1
Internal Parameter Values (mm) for DJI 4 Pro Camera  
Table 2
Internal Parameter Values (mm) for Nikon SLR Camera
Items Parameter values (1) Parameter values (2) Parameter values (3)
f 43.2456 43.1236 43.1742
X 11.8961 11.8607 11.8255
Y 8.0290 8.0252 8.0738
K₁ -1.175005 -9.571e-006 -7.948e-006
K₂ 3.425e-008 2.711e-008 2.460e-008
K₃ 0.000e+000 0.000e+000 0.000e+000
P₁ 1.026e-005 1.511e-005 2.142e-005
P₂ 1.325e-005 1.401e-005 2.089e-005
Table 3
Internal Parameter Values (mm) iPad mini 4 Camera 
Items Parameter values (1) Parameter values (2) Parameter values (3)
f 3.4607 3.4748 3.4805
X 1.9390 1.9360 1.9321
Y 1.4497 1.4508 1.4489
K₁ -1.031e-002 -1.115e-002 -1.029e-002
K₂ 1.462e-003 2.071e-003 2.020e-003
K₃ 0.000e+000 0.000e+000 0.000e+000
P₁ -1.875e-004 -1.446e-004 -1.754e-004
P₂ 1.335e-004 7.980e-005 1.200e-004
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The average root-mean-square-error (RMSE) values in the three observations were 
quite different, as shown in Figure 5. From the results, it was found that the overall root 
mean square (RMS) result was significantly different between the three types of cameras. 
DJI 4 Pro camera recorded the largest reading for overall average RMSE as compared to 
the SLR and iPad cameras. However, the overall RMSE met the requirements for camera 
calibration by using the PhotoModeler software. Errors are usually caused by the image 
matching algorithm used in the software during image capturing and processing. The results 
showed that DJI 4 pro and iPad cameras recorded an RMS of between 0.15 and 0.25 while 
Nikon SLR D60 camera recorded an RMS of between 0.05 and 0.1. In fact, the results also 
had slight differences among these three calibration sets. 
Figure 5. Overall RMSE result for different cameras with three times observation
Figure 6. Result of maximum residual for both cameras
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The camera calibration results were based on the total final error. Figure 6 presents 
the differences in the types of camera used. Nikon SLR D60 provided better residual 
standard error as compared to the DJI 4 Pro and iPad cameras. The maximum residual 
result for Nikon SLR D60 was 0.2887, while DJI 4 Pro and iPad were 0.6687 and 0.8064, 
respectively. The maximum residual values of three digital cameras were verified following 
the standard requirements for camera calibration.
CONCLUSION AND RECOMMENDATIONS
Based on this research, all types of digital camera used met the PhotoModeler software 
requirements for camera calibration purposes since the results showed that all of the digital 
cameras obtained a maximum residual of below 1.0 pixel. However, the residual of Nikon 
SLR D60 was very small as compared to the residuals of the DJI 4 Pro and iPad cameras. 
Various camera distances should be applied to achieve good mapping accuracy. This study 
proved that the tested non-metric cameras were acceptable for photogrammetric purposes 
provided that it must be calibrated before image acquisition. It is recommended that for 
future study the camera calibration can also be performed by using field calibration to 
determine the ideal internal camera parameters.
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ABSTRACT
Tripoli coastal aquifer, Libya, which  is located in a densely urbanised area, is the primary 
source of water supply in Tripoli city. In the last few decades and due to population growth, 
more than 100 wells have been drilled in Tripoli aquifer for the purpose of increasing 
pumping to meet demand on groundwater. The urbanisation at the Tripoli upper aquifer 
system has reduced the recharge rates and affected the groundwater storage. In this study, 
changes in groundwater dynamics in Tripoli’s unconfined aquifers were simulated using 
MODFLOW-2005 code. The model was calibrated and validated using  measured and 
simulated values. Statistical tests such as coefficient of determination, R2 mean error, mean 
absolute error, and the root mean square error were computed and found to be  0.97, 0.31, 
1.70 and 2.32 respectively. The simulation will assist  in the assessment of the long term 
saline water intrusion. Calibrated transient groundwater flow models for the years 2020 – 
2100 indicated that this case is likely to occur along pumping profiles with high pumping 
rates. Simulation results show that the groundwater levels will decline and exceed 12 m in 
the Southern area while in the Northern area near the coastal line, depletion is   continuous 
and more than 70 wells will face saline water intrusion by the year 2100. Doubling the 
pumping rate from the wells will accelerate 
the drop in the groundwater levels and about 
98% of the wells will be subjected to high 
salinity level by 2100. The salinity levels in 
these wells will make the groundwater unfit 
for human consumption.  
Keywords: Groundwater levels, MODFLOW-2005, 
saline water intrusion, simulation, tripoli aquifer 
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INTRODUCTION
Libya is a Mediterranean country with a shoreline of approximately  1,900 km and with its 
population concentrated in the coastal areas (Sadeg & Karahanoðlu, 2001). Groundwater is 
a limited resource constraining the economy and agricultureal development. This resource 
is becoming scarce in Libya in light of the fact that it is the primary source for potable, 
industrial, and irrigation water.  Increasing demand of groundwater coupled with population 
growth has affected groundwater availability and caused it to be over-pumped since the 
early 1960s. Data show that deamds on groundwater were 6 M.m3 in 1930; 25 M.m3  in 
1960; 140 M.m3 in 1980 and 150 M.m3 in 1990. Also, the demand was 250 M.m3/yr in 
2002. The data shows continuous increase in  demand on groundwater and this increase is 
covered by increasing the pumping rate from the wells (Bashir, 2018).
 This continuous over-pumping causes extensive seawater intrusions far inland which 
have led to the deterioration of groundwater quality. In the  past few decades,  there have 
been many studies done on seawater intrusion in northern Libya.  Cedestrom and Bertiola 
(1960) reported  that the drop in water levels was marginally near to the coast in the northern 
parts of the country, while, it reached about 13 meters in the area of Qasr Ben Ghashir. 
Nair et al. (2006) recommended that the  groundwater in North-East Libya was suitable 
for drinking while that in Susa area was excessively polluted  by mixing with seawater 
and it became unfit for drinking. Jumma et al. (2012) found that the maximum TDS of the 
groundwater in Derna (North-East Libya) was 8000 mg/l. The high TDS concentration in 
the area is mainly due to sea water intrusion. Kumar et al. (2012) assessed the quality of 
the groundwater at Al-Khums city, Libya and they found that the TDS concentration were 
ranged between 1851 mg/l and 10852 mg/l. These values are higher than the concentration 
recommended by Libyan standards for drinking water (acceptable TDS= 500 mg/l while 
the allowable TDS≤ 1500 mg/l). Gejam et al. (2016) reported that the Jifara plain aquifer 
was suffering from sea water intrusion and the groundwater pumped from the plain was 
not suitable for  drinking.  Based on laboratory study, Al Farrah and Walraevens (2018) 
showed that the groundwater in Jifara plain was severely polluted by sea water. Continuing 
increases in water consumption have resulted in significant declines in water levels that can 
affect the direction of groundwater flow. The region  along the shoreline from Az Zawiah 
to Tajura to a depth of 2 km is documented to be exposed to seawater intrusions (Food and 
Agricultural Orgnaziation, FAO, 1979). Seawater intrusions can be detected from the shape 
of the shoreline along the coast where the most severe impact has been recorded (Khmaj 
et al., 2014). In excess of 2.64 mill.ha of land in Libya are suitable for agriculture, but, 
only approximately 470,000 ha are cultivated annually (Secretariat of Economy Planning-
Tripoli, Libya. 1993). The reason for such a vast area of potential agricultural land being 
left unused is the acute shortage of reliable water  supply and also the deteriorated quality 
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of the groundwater in the aquifers. Groundwater resources in Libya are limited (Shanan, 
1992; Sloggette & Dickason, 1986). The sensitive exploitation of a coastal aquifer usually 
creates issues  of quantity and quality (Geological and Mining Institute of Spain, GMIS, 
2003).  Libyan coastal aquifer water levels  swiftly dropped following   the introduction 
of diesel pumps in the late 1950s. In Jifara plain, the average declining rate in groundwater 
level in 1972 was 0.5 m/year while that in 2005 was 2.3 m/year (General Authority of 
Environment, 2006). Consequently, they are now badly affected by seawater intrusions. 
Seawater interface has extended 1-2 km inland with significant salinity increases from 
150 ppm to approximately 1000 ppm during the period 1950 to 1990 (El Asswad, 1995). 
Meludi and Werynski (1980) investigated the seawater intrusions in a main aquifer 
supplying Tripoli with water resources since 1970, and  reported that seawater intrusions 
were moving inland and were increasing due to groundwater over pumping.  Krummenacher 
(1982) presented a digital simulation model on the basis of Thyson-Weber finite difference 
method for the Jifara Plain. His model was employed for the prediction of future 
groundwater availability and quality in the studied Plain (Sadeg & Karahanoðlu, 2001). 
The Jifara coastal area has been experiencing significant occurrences  of drought for the 
last 20 years. The subsequent water shortage was compensated for by increased extraction 
from aquifers.  Thus, aquifers in the vicinity of coastal areas are most endangered as they 
are marked by a very strong bore hole density due to extreme over-exploitation (DGR, 
1995).  The Jifara Plain has been a traditional agricultural area but in the past, irrigation 
rarely used groundwater.  However, since the 1969 revolution, the total impact of significant 
population growth, extensive economic development, and the implementation of various 
agriculture and aquaculture  projects   in the plain has been significant on the groundwater 
situation.  The salinisation and pollution of groundwater has been studied using many 
different approaches. This study demonstrates the dynamics and processes that control 
groundwater quality in the Upper Miocene-Pliocene-Quaternary aquifer of the coastal 
area of Jifara along with the potential seawater intrusion points. The declining water level 
has caused a significant level in saline water intrusion which reflects the rise in salinity 
content of the groundwater along a coastal aquifer.  Previous studies have indicated that 
Na Cl concentration has increased dramatically along well profiles, especially those with 
high pumping rates.This study aims to model the dynamics of the groundwater system 
under different scenarios of current pumping, and future increase or decrease of pumping 
rates by assessing groundwater levels.  
All scenarios point to the fact that the increase in pumping rate will lead to a dramatic 
increase in saline water intrusion and the vulnerable areas affected by the intrusion will 
be defined and considered as the most affected areas.
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DESCRIPTION OF THE STUDY AREA
The study location encompasses sections of the coastal area of the Jifara Plain in 
northwestern Libya. It is a rectangular-shaped area of approximately 763 km2, between the 
Mediterranean Sea and the cities of Swani and Bin Gashir in the South (Figure 1). The Jifara 
Plain itself is a triangle-shaped flat area of about 20,000 km2, in which the topographical 
distribution varies from 0 m asl at the coast to reach 140 m asl in the Southeastern parts 
(Figure 2).
Figure 1. Location of the study area
Figure 2. Elevation distribution over the study area
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It has the Mediterranean Sea in the North, the Tunisian border in the West and Jebal 
Naffusah border in the South and East. Climatically the region is semi-arid, Mediterranean, 
with irregular annual rainfall (Figure 3); the mean annual rainfall is approximately 250 mm. 
In the study area, the mean annual recorded temperature is about 21.1oC. The Mediterranean 
climate is most dominant in the coastal areas where this study is focused (with hot, dry 
summers and moderately warm winters). The rain falls between November and April, with 
high rainfall recorded in the coastal region in comparison  with the Southern elevated region. 
The estimated recharge rates are illustrated in Figure 4. Corresponding to rainfall; recharge 
Figure 4.  Distributions of recharge rates in the study area
Figure 3. Rainfall rates of study area
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rates are distributed through a range of 7-16 mm/yr. The total abstraction amount from the 
aquifer wells was 70 M m3/yr as calculated based on the records of wells obtained from 
the field with a mean  abstraction rate for each well of about 15-20 m3/hr. The data were 
used as initial condition and calibration data for the development of a numerical model. 
GEOLOGICAL SETTING
Jifara Plain sediments are of early Mesozoic age,  deposited in a near shore lagoonal 
environment. The plain is structurally dominated by EW faults.  The main faulting system 
of the Jifara Plain is significant to the    hydrogeology of the area, especially in relation 
to the  Upper Cretaceous and Tertiary water bearing formations and the great Triassic 
aquifer (General Water Authority, GWA, 2006). Figure 5  shows the geological map for 
central Jifara.  
Figure 5. Geological formations in the study area ( Al Farrah et al., 2011)
The geological substratum, which has a role in the hydrogeology of the plain, consists 
of the Middle Triassic (Al Aziziyah Formation, comprising mostly bedded limestone) and 
the Upper Triassic (Abu Shaybah Formation, comprising continental sandstone). All post-
Triassic Formations were subjected before  the Miocene sedimentation. Consequently, 
the Miocene, that covers about two thirds of the coastal plain, overlays the Abu Shaybah 
deposits directly, except for some minor down-faulted blocks South West of Al Aziziyah 
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area where the Lower Cretaceous Kiklah Sandstone and the Upper Cretaceous Ayn Tobi 
Limestone are evident in some locations.  East and South of Tripoli, the whole series from 
Miocene to Quaternary are of clayey sandstone with clay lenses intercalated at different 
depths; the lower clayey unit is lacking and the Lower Miocene aquifer is in hydraulic 
continuity with the Sandstone formation of Abu Shaybah.
HYDROGEOLOGICAL SETTINGS
Figure 6 illustrates a hydrogeological cross-section through the Jifara Plain.  The principal 
aquifer used by the population in the Jifara Plain is the Upper Miocene-Pliocene-Quaternary 
aquifer system, called “first aquifer” or “shallow aquifer” or “upper aquifer”; intercalated 
Figure 6.  Hydrogeological cross section “A-A” through the Jifara plain ( Al Farrah et al., 2011)
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with thin clayey sand and marl series partitioning  the aquifer into a series of horizons, all 
of which are regarded as one unconfined entity. Middle Miocene clay separates it from 
the lower aquifers.  
The upper aquifer comprises a number of formations of uncertain age. Al Assah 
Formation is made up of silt, sand and gravel with local occurrences of crystallised 
gypsum and associated with the Pliocene-Quaternary deposits.  It includes extensive parts 
of Western Jifara and only a small portion is involved in the studied area of central Jifara. 
The Pleistocene formations include terraces, of cemented gravel and conglomerate.
Qasr Al Haj Formation is mainly alluvial fans and consists of elastic materials derived 
from the scarp. Jifara Formation is made up mostly of fine materials, much of which is 
silt and sand, occasionally with gravel caliche bands and gypsum. It includes vast areas 
of the Jifara Plain. Gergaresh Formation, which or Gergaresh Sandstone of Tyrrhennian 
age, sometimes consists of silt lenses and sandy limestone. The Holocene deposits show 
evidence of recent wadi deposits, which comprise loose gravel and loam of different 
thickness from 0.5 to 2 m. Beach sands are found in a narrow strip at the coast and are made 
up of shell fragments with a small ratio of silica sands.  Eolian deposits (sand dunes) are in 
the form of  sand dunes and sheets covering large areas in the Jifara Plain (field dunes) and 
also  patches of the coastal strip (coastal dunes). The coastal dunes contain shell fragments 
with small amounts of silica sands. It should be noted that the eolian material making 
up both field dunes and coastal dunes contains a high level of gypsum grains. In certain 
places, it comprises almost pure gypsum (98%) particularly in the area of the sebkhas, 
with a silty gypsum filling (IRC, 1995). Fluvial-eolian deposits exist on the plateau surface 
in central Jifara. They are made up of silt, clay, and fine sands with some caliche bands. 
Sebkha sediments are noted along the coastal area of the plain. They cover the relatively 
low topographic areas and are separated from the sea by sea cliffs. Some of the sebkhas 
have occasional incursions of the sea and others may have subsurface connection with 
the seawater. The majority of them are distinguished by the existence of scattered sand 
islands. In central Jifara, the lithology of the upper aquifer differs considerably and includes 
limestone, gravel, marl, clay, sand, and sandstone.  Between Sabratah and Bir al Ghanam 
the lower part of the upper aquifer is of gypsiferous limestone and gypsiferous sandstone. 
The depth to the bottom of the upper aquifer ranges from 30 to 200 m and depths of the 
wells that are using  this aquifer are between 30 and 180 m. The majority of the wells 
tapping this aquifer produce  about 20-80 m3/hr (Al Farrah et al., 2011). The thickness of 
the aquifer varies from 134 m to 169 m (Figure 7), and at the coastal areas the thickness 
ranges from 141 m to 160 m. On the other hand, the aquifer base (Figure 8) ranges from 
0 m in the Southeastern parts to reach -150 m  along the coastal areas. 
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MODEL DESCRIPTION AND SETUP 
In order to evaluate the rate of saline water intrusion, the ModelMuse user interface Version 
3, (Winston, 2009) was used as a pre-and post-processing tool for the water level simulation 
and saline water intrusion. MODFLOW-2005 code (US Geological Survey, USGS, 2005) 
was used to simulate groundwater flow using ModelMuse (Winston, 2009) as a graphical 
user interface (GUI). The governing equation of this model is the partial-differential 
equation of groundwater flow used in MODFLOW  (US Geological Survey, USGS, 1988)
 (1)
where: Kxx, Kyy, and Kzz are the values of hydraulic conductivity along the x, y, and 
Figure 8. Aquifer base elevation
Figure 7. Aquifer thickness
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z coordinate axes, which are assumed to be parallel to the major axes of  the hydraulic 
conductivity (L/T), h is the potentiometric head (L); W is a  volumetric flux per unit volume 
representing sources and/or sinks of water, with W<0.0 for flow out of the groundwater 
system, and W>0.0 for flow into the system (T-1); SS is the specific storage of the porous 
material (L-1); and t is time (T). The model was discretised in one layer of 250 m by 250 
m grid resulting in a total number of 23,862 cells of which 11,809 are active cells.  Figure 
9 shows the assigned model boundaries based on the hydrodynamic pattern where the 
constant head boundary is  assigned to the coastal line that receives higher amount of the 
rainfall (250 mm/year) with (head = 0), based on the sea level as fixed datum, and most of 
the Southern model boundary is with a continuous groundwater flux to the study area and 
here a constant flow boundary was assigned and as the Eastern and Western boundaries 
are represented by groundwater flow lines it was assumed as no flow boundary. 
Figure 9. Model boundary conditions
The direct recharge from rainfall at the coast plain was assumed to be 10% (25 mm/
year) of the average rainfall.The model was based on lowering the ground water level 
due to over pumping. After initiating a steady-state model conditions, the model was 
employed for the simulation of the hypothetical scenarios of increasing pumping rates due 
to increasing demand for fresh water in the Tripoli area for the years 2010 to 2100. The 
model input included natural recharge rate, current groundwater level in the year 2010, 
hydrogeologic parameters and boundary conditions and the pumping rates from private and 
governmental wells within the area. Hydraulic conductivity was calculated from pumping 
test data to be in the range of 1.42 m/day for the Eastern and Western model boundary 
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reaching a maximum of 5.79 m/day in the central parts of the model area as shown in Figure 
10. The most sensitive parameter in this case was the boundary condition as it controls 
groundwater flow in and out of the model area. The boundary conditions were assigned 
based on the groundwater flow map for the year 2010 plotted using field measurements 
done in the study area (Figure 11). 
Figure 10. Hydraulic conductivity distribution over the study area
Figure 11.  Groundwater levels for initial case
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STEADY STATE CALIBRATION
The model calibration was performed for a steady state using a ModelMuse interface based 
on the match between measures and simulated groundwater heads within the model area 
using data of year 1995 from 33 wells. Calibration was done based on the groundwater flow 
map for the year 2010 and direct groundwater level measurements in groundwater wells. 
Within the calibration stage, most of the parameters were found to be under considerable 
change, especially hydraulic conductivity and recharge rate. The hydraulic conductivity 
of the aquifer was modified on a local scale to achieve the best fit between measured and 
simulated heads. The highest discrepancies in the model results were found in areas with 
no hydraulic conductivity data due to the absence of wells, mainly in the South Western 
parts of the model. Figure 12 shows the match between measured and simulated heads 
obtained after the calibration process. 
Figure 12. Relationship between measured and simulated groundwater heads  in Tripoli aquifer
The results of the calibrated  groundwater model show a good match among simulated 
and measured heads with a correlation factor of 0.97 with the Mean Error between measured 
and simulated values of 0.31 m. The Mean Absolute Error is 1.70 m and the Root Mean 
Square Error is 2.32 m which indicates that the model performs well regardless of the 
limited data availability.
SOLUTE TRANSPORT MODEL
Transient Simulation (Time-Dependent Simulation)
The calibrated hydraulic conductivity and the initial water level map of the year 2010 were 
used for time-dependent simulation on the long-term run for the years 2010 to 2100. Here, 
two scenarios were assumed, the first is keeping the current groundwater pumping rate and 
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the second with doubling the pumping rates, which is likely to occur in the coming years 
to cover increasing demand of fresh water. The transient simulation was carried out to 
understand the present situation and to predict the hydraulic system behaviour in terms of 
change in groundwater level which is a key player in the saline water intrusion. The time 
period of  2010 to 2100 was divided into 20-year  segments starting in  the year 2020 and 
here seasonal variation and climate change effects were neglected.
Simulated Scenarios and Model Predictions
Model predictions were conducted  for evaluating the response of the model for two future 
scenarios. These scenarios are different in their pumping rates without any management or 
climate change effects or population growth, and the first scenario makes the assumption 
that the model will run through 2020-2100 in five situations with  the pumping rate 
remaining constant from the aquifer during the interval 2020-2100 with about 70 M m3/
year and the second scenario, makes the assumption  that the pumping rate will double 
that of  the first scenario to about 140 M m3/year. These scenarios studied the impact of the 
pumping on groundwater level in the wells at the Tripoli region. Changes in groundwater 
level results are considered to analyse the suggested scenarios.
Fixed Pumping Rate for the Time Period 2020 – 2100 (First Scenario)
The resulted groundwater levels based on this scenario are shown in  Figures 13 – 17) 
and they indicate that the system is under a continuous case of depletion and saline water 
intrusion is likely to occur. The parts most vulnerable to saline water intrusion are found 
to be along well profiles due to the local decline in water level caused by pumping. 
Figure 13. Predicted groundwater levels in 2020
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Figure 14. Predicted groundwater levels in 2040
Figure 15.  Predicted groundwater levels in 2060
Figure 16.  Predicted groundwater levels in 2080
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Increasing Pumping Rate for the Time Period 2020 – 2100 (Second Scenario)
Increasing the pumping rate from different wells in the model area was assumed to take 
place in all wells in the same magnitude as recent data about pumping rates and future plans 
are missing due to political instabilities in the area. The resulted groundwater levels shown 
in Figures 18-22 indicate that doubling the pumping rate will have a significant impact on 
groundwater levels and here depletion in water level is predicted to take place over the 
whole model area by the year 2100. These results show that increasing the abstraction rate 
from the wells will double with long-term practice in the Tripoli aquifer and degrade the 
aquifer. This definitely will increase inflow from sea boundary and hence increase seawater 
intrusion, therefore will impact  the water quality in the aquifer. These results show that 
after 100 years, this aquifer will be greatly affected.
Figure 17. Predicted groundwater levels in 2100 
Figure 18. Predicted groundwater levels in 2020 using double pumping rate
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Figure 19. Predicted groundwater levels in 2040 using double pumping rate
Figure 20. Predicted groundwater levels in 2060 using double pumping rate
Figure 21. Predicted groundwater levels in 2080 using double pumping rate
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Figure 22. Predicted groundwater levels in 2100 using double pumping rate
RESULTS AND DISCUSSION
In this study, the simulation results highlighted that the current pumping practices in Tripoli 
aquifer are not sustainable and resulted in severe damage to the aquifer.  Due to the aridity 
of the area, limited groundwater recharge and high pumping rates, the simulation results 
showed that the groundwater levels in the study area have declined dramatically at the rate 
of more than 0.5 m/yr. This drastic drop in the groundwater level caused instability in the 
aquifer system and resulted in sea water intrusion along the studied profiles of the aquifer 
(Caswell, 1987). The number of the profiles used for this purpose is five and Figure 9 
clearly shows the name of profiles and the wells in each one . The names of the profiles are 
Al Mayah, Janzur, Gergaresh, Eyn Zara and Tajura. MODFLOW2005 model employed in 
this study offered an effective tool to manage the Tripoli aquifer by calculating the impact 
of the various pumping scenarios. 
Simulation results demonstrate that pumping rate has a huge impact on both 
groundwater drawdown and seawater intrusion, with the second scenario having the 
highest pumping rate, therefore, this scenario is the worst scenario in increasing inland 
seawater intrusion rate and in drawdown. The maximum drops in groundwater level values 
for both scenarios considered showed that the second scenario has the biggest impact on 
groundwater lowering. In the first scenario, the maximum decline rate in groundwater level 
is found to be 0.147 m/yr and it will occur at Al Mayah profile while in the second scenario, 
the maximum decline rate in groundwater level also occurring at Al Mayah profile and it 
is found to be 0.053 m/yr. The results of the scenarios are discussed below, but because 
of limited space for this paper, it will present the Gergaresh profile results which recorded 
higher deterioration in the central part of this profile in the region after the coastal wells 
which have seen a substantial deterioration, despite its distance from the coast to the centre 
of the Gergaresh profile. Figures 23 and 24 shows the analysis of simulation results of 
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groundwater levels at a Gergaresh area in the coming years. These results indicate that 
continuous pumping in two scenarios; current pumping rate and double pumping rate 
scenarios will cause the groundwater level to decline several metres over time. Results 
shown in Figures 23 and 24 confirm that the decline will occur in the middle Gergaresh 
profile and particularly in wells numbered T305, T306, T308 and T309. Results of using 
current pumping rate up to 2100 are shown in Figure 23 and the groundwater levels will 
become equal to the sea level in wells T305 and T306. However, the groundwater levels in 
wells T308 and T309 are found to be 0.4 m and 0.5 m above sea water level respectively. 
The results of using double pumping rate up to 2100 are shown in Figure 24 and the 
groundwater levels will become equal to the sea level in wells T305 and T306 while the 
groundwater levels in wells T308 and T309 are found to be 0.1 m and 0.2 m above sea 
level respectively. But in 2010, data show the groundwater levels in wells T305, T306, 
T308 and T309, were 0.4 m, 0.4 m, 3.1 and 3.7 m above sea level respectively. For current 
pumping rate, the groundwater levels in well number T309 in 2020 and 2030 are away 
higher compare with the scenario of double puming rate. This can be attributed to fact 
that when the pumping rate from a well increases the drawdown in the well increases too 
and since the current pumping rate is less than the double pumping rate, then this make 
the groundwater levels in well T309 to be away higher compared with that in the  double 
pumping scenario in 2020 and 2030.  This decline is considered the greatest additional 
groundwater level decline in the Tripoli region after the decline which occurs in the wells 
close to the coast, due to the intensive pumping of the wells and transferring  the water to 
the city of Tripoli to meet the people’s needs for water. 
On the other hand, the figures show a clear decline from the coastal to the Southern 
boundary except for the Southern part where hydraulic conductivity is low and the annual 
Figure 23.  Predication of SWL in the period 2020 - 2100 for current pumping rate 
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recharge in the Southern part is less than that in the North. By studying spaced intervals in 
the study area, the figures indicate that the greatest danger in the study area is the prospect 
of groundwater level decline   extending over the Southern  region.   
CONCLUSIONS   
The hydrogeologic system in Tripoli area is under a severe case of over pumping which 
cannot be controlled  due to the political instabilities and the growing demand for fresh 
water and urbanisation in the area. The system is highly vulnerable to over pumping and 
drop in groundwater level to the sea level, which causes a notable saline water intrusion 
in the coastal area extending along the pumping profiles in the area. The Gergaresh profile 
located in the central parts of the model recorded the highest drop in water level due to the 
high pumping rate. From this profile, which is located in the most urbanised parts of the 
model, it can be observed that the high urbanisation rate has caused a depletion in the water 
level due to high pumping rate, urbanisation and pavements, which  reduced the natural 
replenishment of groundwater by preventing recharge to the system. The groundwater 
levels under the current pumping rates showed a fixed declining pattern over the modelled 
period, with greater severity in the last 40 years. This accelerated trend in the last 40 years 
can be explained by the depletion of saturated thickness and hence the declining rate will 
be faster. When pumping rates increase to 200%, the system comes under more stress   and 
the decline of water levels is 72% accelerated and here the saline water intrusion is likely 
to extend to the whole model area. The results also prove that the MODFLOW-2005 model 
is a useful predictive tool to warn of the possible consequences in the aquifer caused by 
intensive pumping so that the authorities responsible for the  management can control the 
seawater intrusion.
Figure 24. Predication of SWL in the period 2020 - 2100 for double pumping rate 
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ABSTRACT
Degradation of coastal water quality is one of the major concern in the Malacca Strait 
since this area is one of the most important fishing ground in Malaysia. Despite being 
great in the fishery industry, Malacca and Negeri Sembilan somehow recorded the lowest 
marine fishes landing, which raises a question about dynamics of this area. It is therefore, 
a preliminary study of the physical properties and nutrient concentrations carried out from 
27 March to 4 April 2016 at the coastal water off the southern west coast of Peninsular 
Malaysia, specifically at Pulau Besar, Malacca and Tanjung Tuan, Negeri Sembilan. Data 
for temperature, salinity, and dissolved oxygen (DO) was acquired by using Conductivity, 
Temperature, and Depth (CTD) probe. 
Meanwhile, nutrient concentrations 
determination in this study was done by 
using a Westco Smartchem 200 Discrete 
Analyser, according to the procedure 
adopted from United States Environmental 
Protection Agency (USEPA). In general, 
results of this study indicated the coastal 
stations were characterised with cooler, less 
saline, and high DO waters than stations 
away from coast. Large sea surface heating 
and weak winds were determined as the 
causative factors affecting dynamics of 
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water column at the study area. At nearshore area, temperature, salinity, and DO variability 
were modulated by degree of freshwater intrusion. High nutrient concentrations at the 
stations closer to the coast was believed to be associated with river outflow, which acted 
as the main source of nutrients supply in this area. Comparison to previous study had 
shown that nutrient concentrations in this research were low, which could contribute to 
an insight on declining marine fish catches in these two states. With regard to Malaysian 
Marine Water Quality Criteria and Standard (MWQCS), mean nutrient concentrations at 
the study area were in Class 1, which are suitable for marine parks and marine protected 
areas conservation. Regardless of limited scope, the outcome of this study is believed to 
be a good baseline reference for future studies seeking to understand coastal dynamics.
Keywords: Freshwater intrusion, Malacca Strait, nutrients, physical parameters, preliminary study
INTRODUCTION
Malacca Strait is located between two large water bodies; the South China Sea and the 
Indian Ocean. This strait is home to extensive capture fisheries, providing employment 
to more than 200,000 fishermen (Chen et al., 2014). Facing this strait, are the states of 
Malacca and Negeri Sembilan on the southern west coast of Peninsular Malaysia. Due to 
their location, both states are exposed to sea-based activities (Yap et al., 2003). Among 
the major concerns in these areas are sea reclamation and sand mining activities (Chua et 
al., 2000), which have led to the degradation of coastal water quality and causing negative 
impacts on marine ecosystem, aquatic organisms, especially coral reefs (Praveena & Aris, 
2013). For example, sea reclamation along 40km stretch of coast in Malacca, which began 
in September 1999, involved the reclamation of 2,835ha of shorefront and 300ha of sea 
front (Ling, 1999). The reclamation has negatively affected the livelihoods of fisherman, 
eroded the shoreline and destroyed marine life (Ling, 1999). These issues deserve a proper 
attention, since Malacca Strait is an important fishing ground for Malaysia and produces 
more than 50% of the fish catch for West Malaysia (Ke et al., 2016).
Although Malacca Strait is known as an important fishing area in Malaysia, somehow 
Malacca and Negeri Sembilan recorded the lowest landings of marine fish compared to 
other west coast states, with totals of only 1935.35tonnes and 805.97tonnes, respectively 
during 2014 (Figure 1; Department of Fisheries, 2017). This raises questions about the 
possible factors that lead to this problem. To tackle this issue, a baseline study is required to 
provide insight into the conditions of the area. Therefore, a scientific survey; a collaboration 
between the Institute of Oceanography and Environment (INOS) and the Southeast Asian 
Fisheries Development Centre (SEAFDEC), was carried out during March and April 
2016, specifically at Pulau Besar, Malacca and Tanjung Tuan, Negeri Sembilan. Our aim 
was to obtain knowledge of the oceanographic features and nutrients condition within the 
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study area. Hydrographic properties and nutrients distribution are highlighted in this paper 
because both the flux of nutrients and the physicochemical water properties are largely 
dependent on mixing of freshwater and seawater (Praveena & Aris, 2013).
Figure 1. 2014 marine fish landings by west coast states (Department of Fisheries, 2017).
METHODOLOGY
Sampling Location
The oceanographic survey was conducted from 27 March until 4 April 2016. A total of 19 
stations were involved in this survey, eight of them are located at Pulau Besar, Malacca 
and 11 of them at Tanjung Tuan, Negeri Sembilan (Figure 2). Vertical profiles analysis of 
temperature, salinity, and dissolved oxygen (DO) were made in accordance to longitudinal 
and latitudinal transects as shown in Figure 2. N1 is an alongshore transect that crosses 
along PB1 to PB4 of Pulau Besar (Figure 2). Meanwhile, E1 and E2 are the cross-shore 
transects that cross over PB1, PB5, and PB7 also PB2, PB6, and PB8, respectively (Figure 
2). At Tanjung Tuan, N2 and N3 are the alongshore transects that cross along TT1 – TT10, 
while E3 represents the longitudinal transect that crosses over TT9 – TT11 (Figure 2).
Sampling Method
The main piece of equipment used was an SBE Plus19v2 Conductivity, Temperature, and 
Depth (CTD) probe, for collection of hydrographic data (i.e., temperature, salinity, and 
DO). The CTD probe was lowered down from the vessel to record the data. For nutrients 
analysis, a 5L Van Dorn water sampler was used to collect water samples during the 
sampling trip. The samples were pre-filtered through 0.7µm GF/C glass fibre filter paper 
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and stored in 500mL sample bottles for laboratory analysis. Concentrations of ammonia, 
nitrate, and phosphate were analysed according to the United States Environmental 
Protection Agency (USEPA) procedure (U.S. Environmental Protection Agency, 1993) 
with a Westco Smartchem 200 Discrete Analyser (AMS-Alliance).
Data Analysis
The collected data were analysed for hydrographic characteristics and nutrients distribution. 
The CTD data were extracted by using the SBE Data Processing. Vertical profiles of 
temperature, salinity, and dissolved oxygen (DO) were plotted using MatLab® software 
to give a clear image of the parameters in the whole water column. Interim Reanalysis 
(ERA-Interim) with 0.25 X 0.25° resolution wind data obtained from European Centre 
for Medium-Range Weather Forecast (ECMWF) was used to observe wind pattern at the 
study area in a form of vector plot. Plotted results were then compared and analysed to 
characterise variation at each sampling station. 
Figure 2. The location of study sites at the west coast of Peninsular Malaysia. The dots indicate locations of 
the sampling stations for hydrographic and nutrients data. Longitudinal (E1 – E3) and latitudinal (N1 – N3) 
transects are used to discuss the variability of vertical profiles at the study area. Note: The stations are  referred 
as PB for Pulau Besar and TT for Tanjung Tuan in the explanation part later.
RESULTS AND DISCUSSION
Distributions of Temperature, Salinity and Dissolved Oxygen 
In order to observe variations at Pulau Besar and Tanjung Tuan, vertical distributions of 
temperature and salinity are plotted in Figures 3 and 4. Across the ocean, stratification was 
observed at transects E1 and E2, where stations closer to the coast (PB1 and PB2) recorded 
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slightly warmer temperature than stations away from the coast (PB7 and PB8; Figures 
3a and 3c). It was believed that, large sea surface heating was the causative factor of the 
presence of warmer temperature at stations closer to the coast. With shallow water depth, 
solar radiation could penetrate deeper into coastal stations resulting in large sea surface 
heating and warmer temperature at the nearshore area. Similar finding was observed by 
Zainol and Akhir (2016), where sea surface heating was identified as the influencing factor 
that caused the separation of temperature distribution between nearshore and offshore area. 
Besides, Akhir et al. (2014) and Yanagi et al. (2001) also suggested that large sea surface 
heating was the possible reason for the development of stratification at water column, 
similar to those observed in the study area as manifested in Figures 3a and 3c. Similar 
to temperature trends, salinity across the ocean was also stratified throughout the water 
column with stations closer to the coast were characterised with less saline water than 
stations away from coast (Figures 3b and 3d). In general, coastal stations usually have 
low salinity water due to dilution factor as a result of freshwater outflow from the nearby 
river. With regards to Pulau Besar, coastal stations are located near Sungai Melaka, where 
freshwater discharge from this river could lead to the dilution of salinity in this area. 
Although no river discharge data was available from this study, however the role played 
by freshwater outflow in diluting the coastal water salinity has been acknowledged in few 
researches such as Panda et al. (2015) and Yin (2002). Apart from that, Akhir and Yong 
(2011) also documented low salinity values at stations closer to the coast and suggested 
it was likely existed due to nearshore water dynamics. At transect N1, the profile showed 
that the temperature and salinity along the coast were generally stratified for the whole 
water column (Figure 3e and 3f). The profile also revealed that the temperature decreased 
from PB1 to PB4, suggesting a presence of cooler water around PB4 (Figure 3e). This is 
consistent with the location of PB4, which is situated near Sungai Melaka (Figure 2). Figure 
3f shows the salinity value along the coast remain constant with a mean surface salinity 
of 32.61 ± 0.03psu. A weak salinity shift from PB1 to PB4 observed at 5-m water depth 
indicated the presence of saline water intrusion towards Sungai Melaka. This is a common 
feature since data collection was done during high tide, where intrusion of slightly saline 
water into the nearest river is expected to occur.
At Tanjung Tuan, transect E3 showed opposite trend from alongshore transects at 
Pulau Besar (E1 and E2), where station closer to the coast (TT9) recorded slightly cooler 
temperature than station away from coast (TT11) with an average surface temperature 
difference of 0.21°C (Figure 4a). Interestingly, a clear salt wedge was noted in the vertical 
profile of salinity, where the inflow of saline water occurred at the surface layer and outflow 
of less saline water took place at the bottom (Figure 4b). This salt wedge also giving rise to 
a strong stratification, where sharp haloclines were observed near 12-m water depth (Figure 
4b). From latitudinal transects, strong stratification was also observed in the water column 
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especially along TT5 – TT9 and TT6 – TT10 (Figures 4c – 4f). Apart from sea surface 
heating, the generation of stratification in water column could also be caused by weak sea 
surface wind (Akhir, 2014). Surface wind data obtained from the ECMWF supported the 
statement, where the study area was characterised by weak surface wind with an average 
speed of 2.02m/s (Figure 5). Therefore, it can be inferred that the formation of stratification 
in the water column of the study area was under large sea surface heating and weak sea 
surface wind. Surprisingly, temperature and salinity values around TT9, TT10, and TT11 
remained low, indicating these stations were dominated by slightly cooler and less saline 
water. This situation could be associated to the intrusion of cooler freshwater from Sungai 
Figure 3. Vertical profiles of temperature (left panel) and salinity (right panel) at transects E1 (a + b), E2 
(c + d), and N1 (e + f) of Pulau Besar.
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Pelek; situated near TT9 and Sungai Lukut Besar; located near TT7. In coastal area, few 
studies (Akhir et al., 2011; Rojana-anawat et al., 2001) have acknowleged freshwater 
intrusion as the governing factor that influence the physical characteristic in this area.
Figure 6 illustrates the DO concentrations in the water column of Pulau Besar and 
Tanjung Tuan during the sampling period. In overall, Figure 6 reveals that DO trends in 
this study followed an established general pattern of DO distribution, in which coastal 
water contains more dissolved oxygen (Rojana-anawat et al., 2001). Surface DO values 
ranged from 6.19 – 6.31mg/L and 6.19 – 6.24mg/L at Pulau Besar and Tanjung Tuan, 
respectively. Similar to temperature and salinity distribution, DO concentration at Pulau 
Figure 4. Vertical profiles of temperature (left panel) and salinity (right panel) at transects E1 (a + b), E2 
(c + d), and N1 (e + f) of Tanjung Tuan.
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Besar and Tanjung Tuan was also stratified 
throughout the water column as a result of large 
sea surface heating and weak winds. Compared 
with previous research, the DO concentration 
at both Pulau Besar and Tanjung Tuan was 
relatively constant and within the range (2.2 
– 12.03mg/L) reported by Yap et al. (2011). 
Nutrients Distribution in the Study Area
Nutrient concentrations at the surface water of 
Pulau Besar and Tanjung Tuan are shown in 
Figure 7. In general ammonia concentrations at 
the study site spread between 0.54 – 1.26µM. 
Figure 5. Average surface wind speed during the 
sampling trip of 27 March – 4 April 2016.
Note: → 2m/s.
Figure 6. Vertical profiles of DO at Pulau Besar (left panel) and Tanjung Tuan (right panel) at longitudinal 
(a – c) and latitudinal (d – f) transects.
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At Pulau Besar, stations closer to the coast (PB1 – PB4) recorded slightly higher ammonia 
concentrations with a mean of 0.94 ± 0.37µM compared to stations away from coast (PB5 
– PB8; 0.93 ± 0.21µM). Similar to Pulau Besar, coastal stations at Tanjung Tuan (TT1, 
TT3, TT5, TT7, and TT9) recorded slightly higher ammonia concentrations than stations 
away from coast with a small mean difference of 0.03µM. For nitrate, it was within a range 
of 0.18 – 1.20µM, where stations closer to the coast of Pulau Besar and Tanjung Tuan 
documented slightly higher concentrations compared to stations away away from coast 
with an average difference of 0.44µM and 0.30µM, respectively. Contrary to ammonia and 
nitrate concentration, phosphate values during the study trip remained low and distributed 
within 0.03 – 0.13µM. Despite being low, phosphate concentrations at Pulau Besar were still 
higher at coastal stations (0.15 ± 0.05µM) than stations away from coast (0.12 ± 0.05µM). 
At Tanjung Tuan, stations closer to the coast also contained higher phosphate with a mean 
of 0.17 ± 0.07µM than stations away from coast (0.10 ± 0.05µM).
In overall, the nutrients distribution at Pulau Besar and Tanjung Tuan followed the 
general expected pattern, where stations closer to the coast showed slightly higher nutrients 
concentration than stations away from coast. Study by Zainol and Akhir (2016) also found 
similar observation and suggested that it was under the influence of high nutrient input from 
river transport. In previous research, Bong and Lee (2008) also concluded that antropogenic 
activities and surface runoff were the responsible factors affecting high nutrients at nearshore 
area in Malacca Strait. Apart from high nutrient concentrations at coastal station, Figure 7 
also shows freshwater-end-stations were characterised with higher nutrient concentrations. 
This was a predictable finding, since rivers are usually enriched in nutrients, causing nearby 
areas to show slightly high concentrations, meanwhile dilution effects of seawater lead to 
low nutrients value (Suhaimi et al., 2004). Comparison with previous study by Praveena et 
al. (2011) showed that nutrient concentrations in this research was generally low (Table 1). 
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Figure 7. Surface ammonia, nitrate, and phosphate concentrations at Pulau Besar and Tanjung Tuan during 
the sampling trip.
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This finding could be one of the causative factors that lead to the declination of marine fish 
landings in these two states as illustrated in Figure 1 since nutrients availability is known 
as the drivers of abundant fish production (Azhikodan & Yokoyama, 2016). In evaluation 
with Malaysian Marine Water Quality Criteria and Standard (MWQCS; Table 2) obtained 
from Department of Environment, Malaysia, the mean concentrations of ammonia (13.74 
±3.09µg/L), nitrate (7.65 ±3.91µg/L), and phosphate (4.16 ±1.76µg/L) at the study area 
are in Class 1, which are suitable for preservation as marine protected areas and marine 
parks suggesting that these areas need to be conserved.
Table 1
Comparison between nutrients concentration found by the current study and by Praveena and Aris (2013).
Nutrients Current Study Praveena and Aris (2013)
Ammonia (µg/L) 7.63 – 17.63 120.00 – 180.00
Nitrate (µg/L) 2.47 – 16.88 10.00 – 50.00
Phosphate (µg/L) 1.38 – 7.70 60.00 – 90.00
Table 2
Marine Water Quality Criteria and Standard for Malaysia.
Parameter (µg/L)
Class
1 2 3 E
Ammonia 35 70 320 70
Nitrate 10 60 1000 60
Phosphate 5 75 670 75
Beneficial uses
Class 1 Preservation, Marine protected area, Marine parks
Class 2 Marine life, Fisheries, Coral reefs, Recreational and Mariculture
Class 3 Ports, Oil & gas fields
Class E Mangroves, estuarine & river-mouth water
CONCLUSION
A preliminary study of the physicochemical characteristics of Pulau Besar, Malacca 
and Tanjung Tuan, Negeri Sembilan gives us an idea about the physical conditions and 
nutrients status of the study area. Physical parameters at the water column of the study 
area (temperature, salinity, and DO), are influenced by sea surface heating and weak 
surface winds. At nearshore area, local setting such as freshwater runoff from nearby rivers 
shaped the dynamics in this zone. Nutrients distribution suggest that ammonia, nitrate, 
and phosphate in the study area followed an expected pattern, with stations closer to the 
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coast showing higher nutrients level and classified as Class 1 by referring to Malaysian 
MWQCS. Low nutrient concentrations at this area could possibly become a reason of low 
marine fish landings in this area. Although the present study is limited in scope, it provides 
beneficial information to use as a baseline for future studies in this area. Furthermore, it 
is believed that this study is important in assessing the past and present water quality for 
sustainable management of this area.
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ABSTRACT
The use of starch as bioplastic has been widely studied; however, the quality needs to be 
improved before it can substitute the commercial plastic. Sago is one of starch sources 
that can be used for this purpose and is available in considerable amounts in Indonesia. 
Previous research to synthesize a modified sago starch thermoplastics (TPS) in-situ by 
reacting plasticized starch with diphenylmethane diisocyanate (MDI) and castor oil; 
simultaneously to produce polyurethane prepolymer (PUP) in more homogeneous phase 
and smaller size has been successfully done. At this phase, chitosan of 0.5, 1, 1.5, 2 and 
2.5 gram was added into the compound and acted as filler to improve the mechanical 
and thermal properties of TPS. The chitosan was first diluted into acetate acid and mixed 
rigorously with the starch and PUP. Sorbitol was added as plasticizer. The modified TPS-
chitosan was then characterized mechanically, thermally, and biodegradability. The results 
of this study showed that the optimum 
mechanical properties of modified TPS 
were obtained with an addition of 1 gram 
chitosan; tensile strength and elongation 
were 200.04 MPa and 24.96 % respectively. 
Thermal Gravimetric Analysis showed that 
modified TPS-chitosan had a good thermal 
stability and could only be degraded at high 
temperature of 534oC. DSC result showed 
that modified TPS-chitosan had a high 
melting point of 385.41oC and ΔH152.61 
J/g. This value is higher than melting point 
of TPS alone which is 104.69oC. Modified 
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TPS-chitosan was degraded earlier than TPS which was 19 days in nature compared to 
2-4 months. Overall, mechanical and thermal properties of modified TPS are improved 
with the addition of chitosan.
Keywords: Biodegradability, chitosan, mechanical properties, Modified Thermoplastic Starch (TPS), sago, 
thermal characteristics
INTRODUCTION
Basic material used to produce plastic is polypropylene and polyethylene. The waste 
produced is very high and therefore increases the cost to recycle the material. Recycled 
plastic still has a lot of controversy associated with the level of safety and health impact to 
the user. The regulation by Head of Drug and Indonesian Food Control Body Regulation 
on Food Packaging Materials No. HK 00.05.55.6497 regarding food packaging material 
dated on August 20, 2007 has entered into force in August 2008 which prohibit the use of 
recycled plastics (Pudjiastuti & Listyarini, 2012)
Biodegradable plastics industry will develop into a major industry in the future so that 
it is important to produce plastic materials that have superior characteristics and can be 
degraded by nature. Starch has been widely used as raw material for biodegradable plastic 
due to its biodegradability, renewability and availability in huge quantity. However, plastic 
prepared from starch cannot compete with the conventional plastic in term of its mechanical 
and thermal properties. Therefore, the bioplastic needs to be modified to improve its 
mechanical and thermal properties. Wu et al. (2008), synthesized modified thermoplastic 
starch (TPS) using corn starch with polyurethane prepolymer (PUP) from diphenylmethane 
diisocyanates (MDI) and polyols derived from castor oil. This modification produces 
micro particles fillers (PUP). Protection of the environment can be realized when the 
polyol replaced with renewable materials, such as vegetable oil (Lu et al., 2005). Among 
many types of plant oils, castor oil has three hydroxyl groups, thus is a good candidate to 
synthesize poliuretan due to its ability to improve the mechanical properties or durability 
against water (Ferrer et al., 2008)
Rozanna et al. (2014) had synthesized modified thermoplastic sago starch (TPS) 
through in-situ mechanism by reacting sago starch with MDI and castor oil simultaneously, 
resulting the formation of more homogenous and finer size polyurethane prepolymer (PUP), 
as well as the modification reaction that occured not only on the surface of the PUP particles 
but also in the bulk phase. The virtue of this study apart from in-situ process which provided 
more advantage than the conventional method was sago starch. as a raw material of TPS 
which is still not being maximally utilized in Indonesia despite of its high production. The 
function of sago starch has changed lately from main food in the eastern of Indonesia into 
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a husbandry fodder. The mechanical and thermal properties of modified TPS is better than 
bioplastic; however, it is still not competitive compared to conventional plastic.
Through this research, the mechanical and thermal properties of modified TPS are 
being improved by adding chitosan into the mixture. Chitosan has been known as a material 
that can improve the mechanical properties of plastic and can reduce its ability to absorb 
water. The modified TPS-chitosan is expected to have a competitive mechanical property 
like the conventional one as well as zero waste to the environment.
MATERIALS AND METHODS
Materials 
Sago starch, Castor oil, 4, 4′-methylenedi-p-phenyl diisocyanate (MDI), chitosan, acetic 
acid (2%), and sorbitol plasticizer were used without any further pretreatment.
Synthesis of Modified TPS-Chitosan
Chitosan with five different weights as mentioned in the Table 1 were diluted with 
acetic acid (2%) and added into a 15.5g of sago in 500ml Erlenmeyer flask. The mixture 
was heated and stirred at a temperature of 70°C for about 30 minutes to form a gel. 
Subsequently, castor oil and MDI were poured directly into the sago gelatinization to form 
the polyurethane prepolymer (PUP). The mixture was stirred vigorously for a few minutes 
and sorbitol was added as plasticizer. The mixture was then printed on a sheet of glass 
and dried at ambient temperature for 24 hours. Sago starch plastic (PS) and PUP-chitosan 
were synthesized for comparison.
Table 1
Composition in five samples of modified TPS - chitosan
No. Sample Sago starch (g) Chitosan (g) MDI (ml) Castor oil (g) Sorbitol (g)
1 TPS - Chitosan 1 15.5 0.5 1 2 7
2 TPS - Chitosan 2 15.5 1 2 3 7
3 TPS - Chitosan 3 15.5 1.5 3 4 7
4 TPS - Chitosan 4 15.5 2 4 5 7
5 TPS - Chitosan 5 15.5 2.5 5 6 7
Analysis Conducted
A tensile strength test was performed to test the mechanical properties of the modified 
TPS-chitosan. Whereas the thermal characteristic, stability and biodegradability rate of the 
modified TPS-chitosan were measured by using a Thermal Gravimetric Analysis (TGA) 
and Differential Scanning Calorimetry (DSC). 
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RESULTS AND DISCUSSIONS 
Mechanical Properties
Tensile strength is the measurement of the force required to pull something to the point 
where it breaks. The tensile strength for the modified TPS-chitosan was performed by 
using Universal Testing Machines Electronic System based on the standard ASTM D638, 
1991. The tensile strength for each sample is recorded in Table 2. 
Table 2
Tensile strength for each sample
No Sample
Tensile strength Elongation (%)
(Kgf/mm2) (MPa)
1 TPS - Chitosan 1 13.30 130.41 15.08
2 TPS - Chitosan 2 20.40 200.04 24.96
3 TPS - Chitosan 3 8.50 83.35 21.32
4 TPS - Chitosan 4 9.40 92.17 19.76
5 TPS - Chitosan 5 8.50 83.35 11.84
6 Bioplastic sago + Sorbitol 0.26 0.03 57.00
7 PUP + Chitosan 15.20 149.05 13.40
Figure 1. Tensile strength for various TPS - Chitosan sample
As illustrated in Figure 1, the addition of 0.5 g and 1 g of chitosan has increased 
the tensile strength to 13.30 kgf/mm2 (130.41Mpa) and 20.40 kgf/mm2 (200.04 Mpa) 
respectively. Reversely, the addition of 1.5g, 2.0g and 2.5g of chitosan has reduced  the 
tensile strength to 8.50 kgf/mm2 (83.35 Mpa), 9.40 kgf/mm2 (92.17 Mpa), and 8.50 kgf/
mm2 (83.35 Mpa) respectively. The tensile strength of modified TPS - chitosan obtained for 
all five samples have managed to exceed the Moderate Class Plastic mechanical properties 
of 1-10 MPa. Previous research conducted by Rozanna et al. (2014) also revealed that the 
tensile strength for TPS without chitosan was only 0.40-0.47 kgf/mm2, while the tensile 
strength of pure PUP was 1.72 kgf/mm2. This is because the higher the concentration of 
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chitosan, the more hydrogen bonds formed in the TPS-chitosan. Therefore, chemical bond 
grows stronger and difficult to break as it requires energy to break the bond. However, 
this only occurs within a range of concentration of chitosan. In this case, the addition of 
0.5 g and 1g of chitosan has increased the tensile strength, while addition of 1.5 g, 2.0 g 
and 2.5 g of chitosan has reduced the tensile strength. Therefore, the best conditions for 
TPS-chitosan printing occur on the addition of chitosan 0.5 g and 1 g. The result obtained 
was similar to research done by Hartatik. Hartatik et al. (2014) studied that the addition 
of chitosan of 1% and 2% into cassava starch increased the value of tensile strength of 
bioplastics, while the addition of chitosan of 3% and 5% decreased it. (Hartatik et al., 
2014). The more chitosan added, the tensile strength of bioplastics will decreases further 
as the bioplactics become fragile (Hartatik et al., 2014).
Tensile strength of TPS-chitosan was also influenced by PUP reacted in-situ from MDI 
and castor oil. It had also led to an increased flexibility of modified TPS-chitosan due to 
the presence of cross linking between the PUP and the starch matrix which subsequently 
had increased the molecular weight of the starch and elongation of modified TPS. This is 
because the castor oil added as materials for PUP acts as an impact modifier that increased 
the elongation and lowered the tensile strength properties. Therefore, the tensile strength 
properties of modified TPS sheet was influenced by the balanced increase in molecular 
weight and starch content of castor oil (Wu et al., 2008). Data in Table 2 show that the tensile 
strength of bioplastic made up of sago only is lower (0.26 kgf/mm2) than bioplastic made 
up from the combination of TPS-chitosan (15.20 kgf/mm2). Additonally, the plasticizer 
added had also contributed to the increased  flexibility.
Figure 2. Elongation for various TPS-chitosan samples
Elongation demonstrates a flexibility/elasticity of a film by measuring the maximum 
length it can reach before breaks. The elongation of TPS-chitosan was influenced by the 
amount of chitosan added as shown in Figure 2. Higher concentration of chitosan will 
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reduce the elongation of TPS-chitosan due to the lower distance of its intermolecular bond. 
Elongation of all TPS-chitosan sample has fulfilled the moderate properties group which 
was 10-20%. The moderate properties group in plastic refer to the plastic with medium 
elongation capability. Elongation of a plastic is determined by its application, thus it has 
to be adjusted accordingly. Previous research done for TPS (15.5 g) without chitosan has 
shown that the elongation was 15-19.5 % while for PS  (Plastic starch made from sago 
and plasticizer only) the elongation was 10 %. 
Polyol derived from castor oil used to form PUP has improved the flexibility of TPS 
(Rozanna et al., 2014). Research done by Wu et al. (2008) on corn TPS had shown that 
PUP would improved the tensile and elongation of TPS at certain level; however, after 
optimum figure, the tensile strength would decrease (Wu et al., 2008).  
Thermal Characteristics
Melting Point. Melting point is the temperature at which a substance change from solid 
to liquid state.  The thermal stability analysis help to determine if a specific plastic is good 
for packaging and can survive a certain temperature depends on its durability. Differential 
Scanning Calorimetry (DSC) test was performed for TPS – Chitosan 1 and TPS – Chitosan 
2 to test its thermal stability.  
Figure 3. DSC for modified TPS-chitosan 1
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Figure 3 and 4 above show the DSC test result for modified TPS - Chitosan 1 and 
TPS – Chitosan 2. The melting point was 363.93oC and 385.41oC; and the latent heat of 
fusion (ΔH) was 87.64 J/g and 152. 61 J/g, respectively. The result shows an increase in 
chitosan concentration has increased the melting point. Melting point of modified TPS 
- Chitosan mixture was higher than in TPS only was due to cross link formed between 
TPS and chitosan. Addition of chitosan into the mixture had improved the melting point. 
The higher melting point showed that more cross links occurred and the higher the tensile 
strength. Rozanna et al. (2014) found that melting point of PUP was 105.55oC and ΔH was 
224.38 J/g, while for TPS only, its melting point was 104.69oC and ΔH was 234.27 J/g.
Another means to determine thermal characteristic of TPS-chitosan was through 
Thermal Gravimetric Analysis (TGA).  Figure 5 below shows the result of TGA performed 
on TPS – Chitosan 1. TPS-chitosan 1 started to lose weight at 6th minute and 165oC, and 
was fully decomposed at 24th minute and 534oC. Drastic weight lost took place at 11th 
minute and 271oC until 16th minute and 375oC. The result for TPS-chitosan 1 and 2 was 
almost similar. Previous study done by Rozanna et al. (2014) showed that the PUP began 
to decompose at temperature of 300 - 500oC. Meanwhile, TPS started to decompose at 150 
– 200oC in small quantities, continued with weight loss steeply and completely discharged 
Figure 4. DSC for modified TPS-chitosan 2
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at temperature of 500oC. Modified TPS-chitosan lost weight faster than PUP at the first 
transition because starch had a lower thermal stability compared to PUP. Meanwhile, TPS-
chitosan showed higher temperature to decompose compared to TPS only. 
Figure 5. TGA for modified TPS-chitosan 1
Biodegradability 
As shown in Figure 6, biodegradability rate of TPS-chitosan at various composition 
was affected by composition of MDI and chitosan. High amount of MDI and chitosan 
in the mixture has led to lower rate of biodegradability. Starch is a natural polymer that 
can be easily degraded in nature, while chitosan has slower rate of degradation. Rate of 
biodegradability of polymer depends on its structure. Since crystallinity of chitosan was 
higher than starch, hence higher concentration of chitosan in the mixture reduced TPS-
chitosan rate of biodegradability. 
A hundred percent weight loss occurred in 19 days for all TPS-chitosan, except TPS-
chitosan 4 and 5. The biodegradability rate was higher compared to the previous research, 
where TPS was degraded at 10-16 weeks depending on PUP concentration (Rozanna et 
al., 2014). This was due to weather condition where the samples was buried in a rainy 
season; therefore, the soil moisture has increased. Hartatik et al. (2014) also revealed a 
similar finding that after 15 days buried almost 75% of bioplastic had degraded from 
cassava-chitosan. This shows that higher amount of chitosan in the mixture reduces the 
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biodegradability rate. Biodegradability of cassava-chitosan was almost fully degraded in 
45 days (Lazuardi & Cahyaningrum, 2013). 
Figure 6. Biodegradability rate of various TPS-chitosan 
CONCLUSION
Addition of chitosan has improved the mechanical and thermal properties of 
modified sago starch thermoplastics (TPS). The optimum concentration of addition of 
1 g chitosan has resulted in increased tensile strength (200.04 MPa) and improved 
elongation (24.96%). The melting point of modified TPS - Chitosan (385.41oC and 
ΔH is 152.61 J/g) was higher than TPS (104.69oC and ΔH is 234.27 J/g). A modified 
TPS-chitosan also has a good thermal stability up to 534oC and will be degraded 
in nature in 19 days. 
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ABSTRACT
This paper presented how to partition a network in a number of zones. Once a zone has 
been determined first node to end node, it is time to decide on the location of stationary 
facilities within the zone. Location decisions belong to the node and it depends on the type 
of service being offered. In some cases, the imperative concern is to minimize the average 
distance or the facilities for the population. Approaches to location and models for applying 
location policy, two major classes of considerations are highly instrumental in selecting 
an approach to solving; this concern is usually dominant for cases such as locating a post 
office, a transportation terminal, or an office of a government agency. One class relates 
to management objectives, the other class is concerned with the nature of the demand for 
services and nature of the service provided.
Keywords: Network, policy, service, stationary facilities, zone
INTRODUCTION
In a service network, particularly in emergency services, the worst case would be the 
maximum shortest distance between a node and the closest facility. An attempt to minimize 
the maximum distance assures that in the worst case the response time would not exceed the 
value obtained by the optimal solution. The general term for models striving to minimize 
a maximum value is minimal. The class of problems related to location on network is 
called center problem. Center problems can be classified into two groups by distinguishing 
between one-facility and multiple-facility problems. Thus, we define a one-center problem 
(Baker, 1974) to be a limited problem, where only one stationary facility is to be positioned, 
whereas a p-center problem is the more 
general case where the number of facilities 
is not restricted to one. Unlike median 
problems, in center problems there is no 
equivalence to Hakimi’s theorem that allows 
us to confine (Hall, 2009). Therefore, the 
number of candidate locations is potentially 
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infinite. Management, however, may opt to restrict the solution only to nodes for 
administrative and logistic reasons. Center problems where the solution is constrained to 
reside on nodes are labeled nodal center problems. The unconstrained problems are called 
absolute center problems.
THE ONE NODAL CENTRE PROBLEM
The one nodal-center problem deals with locating one stationary facility on a network 
so as to minimize the maximum distance between the facility and the network nodes, 
however, the facility must be located on a node. Constraining the location to a node makes 
the solution very simple. All that we have to do is to examine the shortest distance matrix, 
mark the maximum and then select the node where the marked. The network G1 in Figure 
1 this number indicates maximum distance a server would have to travel had the stationary 
facility been located in the node corresponding to that column. If the facility is located at 
either node 3 or node 5, the maximum distance would be 5, and this is the best that we can 
get. So the solution to the one-nodal-center problem is to position the stationary facility 
either at node 3 or at node 5(Beckman, 1981).
2
4
1
5
6
2
4
5
5
3
3
6
4
1
Figure 1. Sample Network G1
THE ONE ABSOLUTE CENTRE PROBLEM
When the optimal solution is not restricted to residing on a node, problem becomes more 
complicated since now there are many points which may be candidates to inhabit the 
stationary facility. This procedure for solving the problem undergoes a number of steps, 
in each step points on only one link of the network are examined for a possible optimal 
location (Hallpern & Maimon, 2011). Finally, the best location among all the links is 
selected. Let us demonstrate how the algorithm operates on G1 of Figure 1. Select any link 
of G1, say between nodes 2 and 1. The length is 5 units. Let us place a hypothetical facility 
at point X on the link, and examine the distance between the facility and any node of G1. 
Let us consider that the facility is located at a distance x from node 2.
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The distance functions between node 1 and point X is 5 - x.  The distance between node 
2 and point X is simply x. We have combined graph drawn in bold shows the maximum 
distance from point X to any of the nodes 1 and 2.Suppose our problem was to find the 
one-center location for a simple case of a network consisting of nodes 1 and 2 only. The 
least tolerable among all the “worst cases” would be the bottom of the bold line, namely, 
at point x = 2.5. The bold is called the upper envelope of the graph (in shorts the envelope) 
and the optimal solution is at the lowest point of the envelope. Unfortunately, the network 
G1 is more involved so we have to extend the search. Let us examine the distance between 
points on link (2, 1) and node 3. If the facility is located at node 2, the shortest distance 
to node 3 would be 3 units. When we move point X along the link, the shortest distance 
(Berman & Odoni, 1982) function becomes 3 + x. However, stops when X reaches 3 units 
from node 2, because at that point it is better to approach node 3 via node 1. The distance 
function X to 3 becomes 9 – x, where 9 is the sum of the distance of links (2, 1) and (1, 3), 
and x is the distance of point X from node 2. The complete distance function is given by
   (1)
The distance functions to nodes 1 and 2 with the distance to node 3. The new envelope 
is now drawn in bold. It describes the maximum shortest distance to nodes 1, 2 and 3, 
depending on the location of facility. The minimum among the shortest distances is obtained 
when the facility is placed on point x = 1, namely, 1 unit of distance from node 2. The 
maximum value of the maximum shortest distance would be 4. We proceed to inquire about 
the distance functions between points of link (2, 1) and all the nodes of the network G1. 
The final envelope for (2, 1) is shown in Figure 2 the lines designating node numbers with 
which the function are associated. The distance function associated with node 5 contains 
all the other functions. Therefore, it solely constitutes the envelope for link (2, 1). In other 
cases, however, the envelope may certainly be composed of segments of various functions. 
Anyway, the best point on this envelope is at x = 0, yielding a minimum of 8 distance units. 
This point is called the local center of link (2, 1).We now have to repeat the same process 
for each link of G1. The process might become somewhat tiring (Camerini et al., 1983). 
However, there is a way to save some calculations. The location of the nodal center of 
G1, that is at node 3 with maximum distance of 5 units. Suppose we wish to examine the 
candidacy of a certain link m(a, b). This inspection is aided by the condition expressed by:
 (j*)
2
),()()( mbabmam ≥−+     (2)
Where m (a) is the maximum distance between node a and any node network; m (b) 
is the maximum between b and any node; ),( ba  is length of the link (a, b) and m (j*) is 
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the maximum distance for the one nodal-center problem. If condition (2) holds, there is 
no potential improvement beyond the one-nodal-center and the link can be skipped. Let 
us examine, for instance, link (5, 6). We have the maximum distance from node 5 is 5, i.e. 
m (5) = 5 for node 6, m (6) = 9. The link length is 4 substituting into (2).
5 9 4
2
5 5+ − = ≥
Consequently, link (5, 6) does not have to be examined. Let us now perform this 
inspection for all the links (Table 1).
Link skip( , )1 2 9 8 5
2
6 5= + − = >  skip
Link skip( , )1 3 9 5 4
2
5 5=
+ −
= ≥  skip
Line skip( , )2 3 8 5 3
2
5 5= + − = ≥  skip
Link skip( , ) .2 4 8 7 2
2
65 5= + − = >  skip
Link exa e( , ) . min3 5 5 5 1
2
4 5 5= + − = <  mine
Line exa e( , ) . min4 5 7 5 3
2
4 5 5= + − = <  ine
Link skip( , )4 6 7 9 6
2
5 5= + − = ≥  skip
Link skip( , )5 6 5 9 4
2
5 5= + − = ≥  skip
We are left with only two links to examine this is a significant reduction of the work.
2
1
3
5
32
Figure 2. A Sample Network G2
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CLASSIFICATION OF LOCATION MODELS
In other cases, the average distance is considered less important than the maximum distance. 
Such cases are more relevant to issues of equity, where management would not like to 
deprive any portion of the population, even when this portion is small and remote. In such 
cases, management will strive to minimize the maximum distance between a potential 
user and all the location of service provider. This objective pertains mostly to emergency 
services such as ambulance, firefighting, or utility repair service. Model dealing with this 
type of objective are called center problems (Church & Garfinkel, 1978). In Figure 1 
some cases, management would attempt to fulfil exactly the opposite objective, that is, to 
maximize the minimum distance between residential communities and a certain facility. 
The number of facilities to be located may also become subject to management policy. 
In some cases, the number of facilities is set prior to many location decisions. Then the 
objective would be to minimize either one of the above functions, for a given number of 
facilities. In other cases, management may set a certain performance level to be a target, 
and then seek to minimize the number of facilities to be located and to determine their 
locations, provided that the required performance is definitely met. This latter approach 
is often called a requirement problem. So for, we have classified location problems only 
in light of management objective. There is another class of considerations, namely, 
those related to the nature of the demand and the service. Neither demand nor service is 
deterministic, but rather they behave in a probabilistic manner. There are cases where we 
have to account for the stochastic nature of the system. This is particularly true when the 
servers are mobile service units and the major concern is not the travel time, but the system 
response time, that is, the time lapsed from an initiation of a request until a service unit 
arrives at the scene of call. The response time is highly affected by the distribution of the 
rate of calls and the service time (Hall, 2009). Models dealing with stochastic cases are 
called stochastic location problems. Such models allow for congestion, namely, queues 
can be generated and should be accounted for in the model.
Table 1 
Shortest distance for G1
To
From 1 2 3 4 5 6
1 0 5 4 7 5 9
2 5 0 3 2 4 8
3 4 3 0 4 1 5
4 7 2 4 0 3 6
5 5 4 1 3 0 4
6 9 8 5 6 4 0
Maximum Distance 9 8 3 7 5 9
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ONE-MEDIAN PROBLEM
We discussion of location problem by presenting a very simple case of the one-median 
problem. The median problem in general deals with identifying locations for stationary 
facilities such that the average shortest distance from a node to the nearest facility would 
be minimized. The one median problem is, therefore, a reduction of the general median 
problem to case where only a single facility is to be located. The number of possible 
locations is infinite since the location of the facility is not necessarily limited to nodal 
locations (Dearing & Francis, 1974). We have to do, therefore, is to calculate the average 
distance for each alternative location and then select the node yielding the least value. A tree 
is connected network without loops (cycles). A path should exist between any two nodes 
of a tree, but this path is unique. A natural example of tree is a revere network. When we 
wish to locate a single stationary facility on a tree, we may use a special algorithm. Here 
we will demonstrate the algorithm on T1 in Figure 3.
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Figure 3. A Sample tree-type Network T1
THE P- MEDIAN PROBLEM 
Let us suppose a number of facilities say p, are to be located on a network. In order to solve 
this problem, we have to make one additional assumption a request for service will always 
be served by the closest facility. Under this assumption, we would like to find a set of points 
on the set of points on the network such that the average shortest distance between any node 
of the network and the closest facility would be minimized. When a server as dispatched 
to a calling node as well as when a customer has a travel to a facility (Goldman, 1971). 
The search for an optimal set of p location may be confined only to nodes of the network. 
Hence, one way to solve the problem is simply by enumerating all the possible subset p 
nodes and calculating the shortest distance between any node and its closest facility. We 
assume that travel times are deterministic, and service capacity is infinite. Suppose we 
place the stationary facility at point X on the link connecting node 1 and 2. 
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Assume that x is the distance between node 1 and the location of the stationary facility. 
The weighted average distance (or time) t, the server will have to travel to the nodes is 
given by.  
   (3)
The value of the first part of (3) is constant; it does not depend on the location of X. 
THE P-CENTRE PROBLEM
The p-center problem is a natural extension of the one-center problem. The objective now 
is to locate p stationary facilities on a network such that the maximum shortest distance 
from any node to the closest facility is minimized. The algorithm for this problem is much 
more involved than that of the one-center problem. 
Let G2 be a service network portrayed in Figure 2 G2 consists of three nodes and three 
links. Suppose it is desired to locate two facilities on the network such that the maximum 
distance from a node link to the closet facility is minimized (Goldman & Witzgall, 1971). 
Before getting to the search for optimal points, we would like first to identify the entire 
midpoint on each. A midpoint is a point on a link (1, 2) where the distance from this point to 
a certain node 1 is equal to the distance from the same point to another node 2. For example, 
the point located 5 units away from node 2 on link (2, 3) is a midpoint with regard to nodes 
1 and 2, since it takes 2 units of distance to travel from this point to node 1 or to node 2. 
CONCLUSION
The reason for the intensive search of midpoints is that an optimal solution for the p-median 
problem exists on midpoints. A great advantage of p-median problem is that the search 
for a solution can be confined to a finite identifiable set of locations. It was assumed that 
the number of facilities to be located is predetermined, and management objective is to 
minimize a certain performance measure. The performance measure is set ahead, and 
management wishes to minimize the number of stationary facilities that conforms to the 
imposed. We have successfully obtained all the midpoints, the shortest distance matrix of 
every node and every midpoint using proposed algorithm. 
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ABSTRACT 
Sound is a form of wave vibrations that contributes significantly in our daily life. Plants may 
interact with sound around us but we cannot certainly sure their reaction because of their 
immobility. Thus, this study intends to find the significant effect between different types of 
acoustic patterns on the growth of plants. Mung bean or its scientific name, Vigna radiata 
was chosen as seed material in this experiment due to their short growth cycle. The plants 
were grown in six environmental chambers with proper ventilations. The chambers were 
placed on open field with ambient conditions. Mung beans were exposed to five different 
types of acoustic patterns (soprano, classical, nature, rock, Quranic recitation) with sound 
pressure level of 60 dB ± 10 dB and one chamber was kept without any acoustic exposure. 
The length of stem, number of leaves and length of roots were recorded on the 15th day of 
mung beans’ growth. Experimental results 
indicate that different types of acoustic 
patterns promoted the growth of different 
part of mung beans. Soprano had  significant 
effect on the length of stem while Quranic 
recitation promoted the production of 
leaves. However, there is no significant 
evidence that acoustic exposure stimulates 
the length of roots. 
Keywords: Acoustic exposure, multivariate analysis, 
mung bean, plant growth 
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INTRODUCTION
Acoustic treatment has broadly attracted attention in many fields. Study has found that 
audible sound frequency stimulates the protein crystallisation which is beneficial in X-ray 
diffraction (Zhang et al., 2016). Apart from that, Papoutsoglou et al. (2007) discovered that 
Mozart’s music had resulted in the increase of brain neurotransmitter levels in common 
carp, Cyprinus carpio. Besides, the music also affects their carcass and liver fatty acid 
composition. Researchers also have proven that the nature of sound could help living 
organisms in many ways such as soothing moods, stimulating brains (Pereira et al., 2011) 
as well as treating disease (Naghdi et al, 2015). Living organisms especially human beings 
are always attracted to music due to its soothing and calming effects on mind. However, 
have we ever wondered that as living organisms, plants might also be attracted to musical 
acoustics?
Plant-specific mechanosensory system within plant cells was proposed by Telewski 
(2006) to be having similarity to the network in animal systems. The sensory network is 
the capability of plants to react to physical environmental stimuli such as gravity, light, 
temperature and so on. Hence, plants communicate through numerous kinds of form as 
well as through sound vibrations (Gagliano et al., 2012). Gagliano (2013) hypothesised 
that both emission and detection of sound from plants might have adaptive value in plants 
by affecting responses in other organisms. Under the circumstances, many scientific 
literatures highlighted the effect of sound frequencies on plant growth. From audible sound 
to ultrasonic sound, the remarkable effects of those acoustic frequencies on different kind 
of plants have been reported extensively (da Silva & Dobránszki, 2014; Hassanien et al., 
2014). Nevertheless, the effects of musical sound are not widely explored. Musical sound 
could be described as the sequence of sound in orderly manner to produce symphonic and 
harmonious sound with rhythmic patterns.
Researchers have found out that Indian classical music gives great influence on 
the development of plants. Laad and Geetha (2010) investigated the effects of stringed 
instruments on the fenugreek growth. They used Indian classical music, Sound of Veena and 
violin sound with frequency of 1.5 kHz and 50 dB to test. Through biochemical analysis, 
chlorophyll contents, carotenoids, carbohydrates and protein had increased in plants 
exposed to stringed instruments. Meanwhile, Chivukula and Ramasamy (2014) suggested 
that Vedic chants and Indian classical music were ideal choice to promote the growth of 
Rosa chinesis while Rock music creates havoc thus preventing the plants from growing. 
Recent research by Alavijeh et al. (2016) had discovered that different types of music 
had significant effects on cowpea plant. Classical music had great impacts on cowpea but 
noise, techno and traditional music completely gave negative effects. Similar result was 
obtained when soft and smooth music was exposed to eight medicinal and ornamental 
plants and it was reported that flowering time occurred a week earlier with the presence 
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of music (Sharma et al., 2015). In addition, Ekici et al. (2007) concluded that plant grew 
faster under positive music because they discovered that length of adventive roots of onion 
were longer under music stimulation. The root elongation of onion was being identified 
to be associated with cell metabolism because roots could be considered as the brain to 
plants where they controlled the plants’ systems.
However, there is inconsistency in the argument that rock music gave negative impact 
on plant growth where Vanol & Vaidya (2014) discovered that both silent classical music 
and rhythmic rock music showed better result whereas traffic noise showed destructive 
effect on the growth of common guar. In contrast to that, it was revealed that both violin 
music and traffic noise gave positive impacts on the number of leaves and heights of 
common bean plants (Phaseolus vulgaris) (Chatterjee et al., 2013). 
Hence, this research was conducted with the aim of validating that musical acoustics 
could be supplement of chemical fertilisers to facilitate their growth. For that reason, 
application of audible sound on plant has been discovered to be a clean solution, acting as 
physical fertiliser for plant growth  (Weiming et al., 2015). Hence, this study was carried out 
to find how different types of acoustic patterns could promote the growth of mung beans. 
The usual genre of acoustic patterns from previous researches such as classical and rock 
music was chosen. Nature sound was considered in this experiment as it was stated that 
natural sounds produced by animals such as buzzing of bees, chirping of birds and crickets 
sounds also helped in growing plants (Appel & Cocroft, 2014). Moreover, as pure tone of 
high audible sound frequency has been found to stimulate mung beans (Cai et al., 2014), 
soprano music was chosen to be part of acoustic exposure due to its high tone frequency. 
Soprano is rhythmic sound coming from the highest pitch of human vocal meanwhile 
classical is rhythmic sound from instruments which commonly has lower frequency than 
soprano. Besides, Quranic recitation related to plants was also being chosen to find the 
significant effect on mung beans. Quranic recitation was also being considered in this study 
because it is also rhythmic sound coming from vocal of Quran reciter. Furthermore, it was 
discovered that Quranic recitation gave positive effects which could be a healing medium 
for cell cultures (Hashim et al., 2017).
MATERIALS AND METHODS
Seed material
The plant used for the experiment was mung bean. Mung beans were used as the tested 
seed material because of their short growth cycle. Thus, their physical growth development 
could be monitored easily within the period of experiment. Australian mung bean seeds 
(120) with similar shape and size were selected randomly. 
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Experimental Design
The experiment was conducted based on completely randomised design (CRD). The 
independent variable considered in this experiment was acoustic pattern and the dependent 
variables were measured based on length of stem, number of leaves and length of root. 
Mung bean seeds (Total =120) were selected randomly and they were left to be soaked 
in water for eight hours to ensure that all seeds would germinate and grow. Lab certified 
nursery trays (Total =24) with dimension of 44.45 cm x 20.32 cm were used to grow the 
selected mung beans. For each tray, a total of five seeds were planted in it with 2.54 cm in 
depth and a distance of 7.62 cm from each other.
Six environmental chambers had been customised and set up as shown in Figure 1. 
The chambers were made up of 1 cm transparent acrylic with the dimension of 93 cm x 
57 cm x 80 cm. They were equipped with fans for proper ventilations which regulate the 
air movement inside the chambers. Automatic irrigation has been developed so that the 
watering time would be automatically started at 9.00 am, 1.00 pm and 5.00 pm every day 
for a period of two minutes for each respective time. Temperature and humidity sensors 
had been fitted to the chamber and the data logged could be monitored online. The data 
was not directly used in the analysation but to monitor if there was any variation in both 
temperature and humidity between all chambers. The temperature and humidity in all six 
chambers were recorded to be maintained at 28.6±2.4ºC and 80±10% respectively. 
All six chambers were placed on open field with ambient conditions as shown in 
Figure 2. Four nursery trays were placed in each environmental chambers which 20 mung 
bean seeds were grown in each chamber. Five audible acoustic patterns were used in the 
experiment and the acoustic patterns were assigned randomly to all environmental chambers 
as represented in Figure 3. One chamber was left without any acoustic treatment to act as 
control group. The acoustic patterns were exposed to mung beans in respective chambers 
every day for three hours automatically played from 9.00 am. The exposed acoustic patterns 
were nature sound, rock music, Quranic recitation, soprano and Western classical music. 
The acoustic patterns were played with sound pressure level (SPL) of 60 ± 10 dB as it was 
within medium range of SPL.
Mung beans were left to grow for 15 days and their growth were observed every 
three days interval. The length of stem and the number of leaves were measured in every 
observation and the changes were noted. On the 15th day, mung bean plants were harvested 
to measure their growth indexes. The growth indexes that were taken into account in this 
experiment were length of stem, number of leaves and length of roots. Length of stem and 
length of roots were measured using 3 m x 19 mm Mr. D.I.Y measuring tape. 
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Figure 1. Drawing of environmental chamber Figure 2. The location site of experiment
Figure 3. Arrangement of chambers with respective acoustic patterns
Data Analysis
Data collected on day 15 were analysed based on multivariate analysis. In this experiment, 
acoustic pattern was accounted as independent variable and the dependent variables were 
length of stem, number of leaves and length of roots. Hence, one-way multivariate analysis 
of variance (MANOVA) was conducted to find the effect of different types of acoustic 
patterns on the growth indexes mentioned. MANOVA is chosen as the method of analysis 
because it assesses the effect of independent variable on more than two dependent variables 
simultaneously. Thus, this will reduce the chance of committing type I error. 
Before performing MANOVA, we had to make sure the data recorded met the 
assumptions required for the analysation method. For MANOVA, the data for dependent 
variables must be normal, equal in covariance matrices and correlated to each other. 
Microsoft Excel and IBM SPSS Statistics are the software tools used in recording and 
analysing the data.
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RESULTS AND DISCUSSION
The growth indexes of mung bean plants were measured on day 15 of the experiment and 
their physical growth were as shown in Figure 4. Table 1 shows the mean and standard 
deviation of data collected for each treatment of acoustic patterns on the growth of mung 
beans (length of stem, number of leaves and length of root). 
Based on the output obtained in Table 1, the maximum length of stem was seen on 
mung beans exposed to soprano. Classical, nature and rock music also stimulate the length 
of stem but not as much as Soprano and Quranic recitation. The average stem length of the 
plants exposed to soprano, classical, nature, rock, Quranic recitation and control group in 
centimetres were 15.13, 13.63, 13.16, 12.92, 13.79 and 12.88 respectively. This showed 
that the increase of length of stem was maximum in mung bean plants exposed to Soprano, 
followed by Quranic recitation, classical, nature, rock and lastly control group. 
For number of leaves, Quranic recitation had greatest impact on the yield of leaves 
on mung beans with average of 7 leaves. This followed by rock, control, soprano, nature 
and the least number of leaves on plants exposed to classical music. However, the average 
length of roots in centimetres of mung bean plants on the 15th day for soprano, classical, 
nature, rock, Quranic recitation and control group was 15.83, 20.32, 22.55, 22.35, 19.71 and 
20.95 respectively. This indicates that the length of roots was highest in plants exposed to 
nature sound followed by rock, control, classical, Quranic recitation and the least affected 
in soprano.
Figure 4. The growth of mung beans for day 15 with respective acoustic exposure
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Table 2 summarises the mean of growth indexes from highest to lowest ranking with 
1 as the indicator of highest until 6 as the indicator of the lowest. From the sum of rank, 
the highest is Quranic exposure while the lowest is classical music. Thus, it indicates that 
Quranic recitation could be best in promoting growth of mung beans. However, ranking 
them is the only rough analysis on what is going on with the data. Thus, further statistical 
analysis has been conducted to find the significant effect. 
Hence, a thorough analysis has been done for the data recorded using MANOVA. 
Before performing MANOVA, checking the required assumptions is essential. Table 3 
shows the results of three statistical tests conducted to check whether the data meet the 
assumptions required. Firstly, the normality of the data recorded was tested using skewness. 
Referring to Table 3, length of stem data (-0.869) and length of roots data (0.612) are 
moderately skewed while the data of number of leaves (0.164) is fairly symmetrical based 
on (Bulmer, 1979). Hence, data of growth indexes passed the normality test. 
Table 1
Mean and standard deviation of experimental data
Growth Index Acoustic Pattern Mean Standard deviation
Length of stem soprano 15.13 3.42
classical 13.63 1.34
nature 13.16 2.35
rock 12.92 1.81
Quranic 13.79 2.20
control 12.88 1.94
Total 13.57 2.34
Number of leaves soprano 6.58 1.84
classical 5.60 1.23
nature 6.00 1.52
rock 6.95 1.47
Quranic 7.00 1.45
control 6.80 1.51
Total 6.49 1.57
Length of roots soprano 15.83 9.99
classical 20.32 13.03
nature 22.55 12.40
rock 22.35 10.82
Quranic 19.71 10.89
control 20.95 11.14
Total 20.32 11.41
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Table 2
Sum of rank of mean of growth indexes for each acoustic pattern
Growth Index Soprano Classical Nature Rock Quranic Control
Length of stem 1 3 4 5 2 6
Number of 
leaves 4 6 5 2 1 3
Length of roots 6 4 1 1 5 3
Sum of rank 11 13 10 9 8 12
Next, we checked the second assumption which was the equality of covariance matrices 
using Box’s M Test. From Table 3, the p-value reported is 0.13 which is p>0.05. The 
insignificant result of this test indicates the homogeneity of covariance matrices. Thus, 
the data met the second assumption of MANOVA. 
Moving on to test the third assumption of  MANOVA, Bartlett’s Test of  Sphericity was 
chosen to find the correlation of all dependent measures. The correlational of dependent 
measures are crucial in MANOVA method as there is no use of conducting this method 
when all dependent variables are not correlated at all. As in Table 3, the p-value reported 
is p<0.05 which is significant. Hence, there is sufficient correlation between the dependent 
variables. So, the data met all three assumptions and MANOVA method could be conducted. 
Table 4 shows the result obtained for multivariate test (MANOVA), showing only 
Wilk’s lambda test and analysis of variance (ANOVA).
We could see that multivariate effect was significant by levels of acoustic patterns with 
F(15, 306.82)= 2.382, p<0.05. Hence, there is significant effect in growth indexes (length 
of stem, length of roots, number of leaves) between six different types of acoustic patterns 
(soprano, classical, nature, rock, Quranic, control). 
Then, we went  through the univariate analysis of the data. From Table 4, there is 
insufficient evidence to show that length of roots was affected by acoustic exposure. 
However, there is sufficient evidence to conclude that acoustic patterns have significant 
effect on length of stem and number of leaves with p<0.05. Hence, we were interested in 
comparing all pairs of acoustic treatment means and the null hypothesis that we wished to 
test was H0 = µi = µj for all i ≠ j.
Table 3 
Statistical Tests for Checking Assumptions
Normality Test using Skewness Box’s M Test Bartlett’s Test of Sphericity
Dependent variable Skewness statistics p-value p-value
Length of stem -0.87
0.13 0.00Number of leaves -0.16
Length of roots 0.61
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According to Tukey HSD, we could reject the null hypothesis saying that there is 
significance difference between pairs of acoustic treatment means. Referring to Table 5 
which shows the result of post-hoc test, there is significance difference between classical 
and Quranic with mean number of leaves of 5.6 and 7.9 respectively. As for length of stem, 
the significant difference could be seen between soprano and rock, soprano and control.
Soprano is significant to promote length of stem might be because of its sound 
characteristics which has highest frequency compared to other acoustic patterns. This 
finding reinforces with research from Cai et al. (2014) who found out that higher sound 
frequency promoted the elongation of stems and roots. As soprano and Quranic recitation 
are significant in promoting length of stem and number of leaves respectively, their 
mechanism might be happened as those acoustic patterns stimulate the opening of stomata 
as mentioned by Meng et al. (2012). This opening of stomata might facilitate the absorption 
of water and light intensities which promotes the elongation of stem and increasing number 
of leaves. However, this study could not provide enough evidence to prove that acoustic 
pattern could increase length of root as mentioned from previous studies.
Table 4
Multivariate Analysis of Variance (MANOVA) and Analysis of Variance (ANOVA)
MANOVA
Source of variation Value of Wilk’s lambda F p-value
Acoustic pattern 0.738 2.382 0.003
ANOVA
Source of variation Dependent variable F p-value
Acoustic pattern
Length of stem 2.69 0.03
Number of leaves 2.82 0.02
Length of root 0.89 0.49
Table 5
Multiple Test Comparison based on Tukey HSD Post-Hoc Test
Dependent Variable (i) Acoustic pattern
(j) Acoustic 
pattern
Mean 
difference (i-j)
p-value
Length of stem soprano
classical 1.50 0.31
nature 1.97 0.08
rock 2.21* 0.03
Quranic 1.34 0.44
control 2.25* 0.03
Number of leaves classical
soprano -0.98 0.34
nature -0.40 0.96
rock -1.35 0.06
Quranic -1.40* 0.05
control -1.20 0.13
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CONCLUSION
As the deduction, it is clear that acoustic patterns have significant effects on the growth of 
mung beans in terms of growth indexes measured. Hence, it is true that plants pick up the 
vibrations around them. The significance showed that plants do react to acoustics. It is found 
that soprano could help promoting length of stem the most while Quranic recitation could 
help stimulating number of leaves. However, there is no sufficient evidence to conclude 
that acoustic patterns affect length of roots. Hence, different types of acoustic patterns have 
affected the growth of tested material on different part of growth system. Since it is reported 
that acoustic treatment could affect the length of stem and number leaves, the treatment 
could be applied in agricultural field as the supplemental contributor to improve the 
development of plant growth. Thus, we can consider those significant acoustic treatments 
for plants that need higher length of stem or higher production of leaves. 
This findings might be noteworthy in agricultural field which we can get benefit 
out of it. Hence, musical acoustics can act as the supplemental effect to facilitate plant 
growth. However, further research should be done to validate this findings. As this study 
only focused on physical growth of mung beans, we suggest that our significant acoustic 
patterns of soprano and Quranic exposed to mung beans be tested for their biochemical 
effects and conclude on how actually their interactions lead to higher length of stem and 
number of leaves.
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(Manuscript Preparation & Submission Guide)
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Please read the Pertanika guidelines and follow these instructions carefully. The Chief Executive Editor reserves the right to 
return manuscripts that are not prepared in accordance with these guidelines.
MANUSCRIPT PREPARATION
Manuscript Types 
Pertanika accepts submission of mainly four types of manuscripts for peer-review. 
1. RegulaR aRticle
Regular articles are full-length original empirical investigations, consisting of introduction, materials 
and methods, results and discussion, conclusions. Original work must provide an explanation on 
research results that contain new and significant findings. Analysis and Discussion must be supported 
with relevant references.
Size: Generally, these are expected not exceeding 6000 words (excluding the abstract, references, 
tables and/or figures) or between 6 to 12 journal pages, a maximum of 80 references, and an 
abstract of 100–200 words.
2. Review aRticle
These report critical evaluation of materials about current research that has already been published 
by organizing, integrating, and evaluating previously published materials. It summarizes the status of 
knowledge and outline future directions of research within the journal scope. Review articles should 
aim to provide systemic overviews, evaluations and interpretations of research in a given field. 
Re-analyses as meta-analysis and systemic reviews are encouraged. The manuscript title must start 
with “Review Article:”.
Size: Generally, these are expected not exceeding 6000 words (excluding the abstract, references, 
tables and/or figures) or between 8 to12 journal pages or, a maximum of 80 references, and an 
abstract of 100–200 words.
3. ShoRt communicationS 
They are timely and brief. These are suitable for the publication of significant technical advances and 
may be used to: 
(a) report new developments, significant advances and novel aspects of experimental and theoretical 
methods and techniques which are relevant for scientific investigations within the journal scope; 
(b) report/discuss on significant matters of policy and perspective related to the science of the 
journal, including ‘personal’ commentary; 
(c) disseminate information and data on topical events of significant scientific and/or social interest 
within the scope of the journal. 
Size: These are usually between 2 to 4 journal pages and have a maximum of 3 figures and/or 
tables, from 8 to 20 references, and an abstract length not exceeding 100 words. Information 
must be in short but complete form and it is not intended to publish preliminary results or to be a 
reduced version of Regular or Rapid Papers.
4. otheRS
Brief reports, case studies, comments, concept papers, letters to the editor, and replies on previously 
published articles may be considered. 
Language Accuracy 
Pertanika emphasizes on the linguistic accuracy of every manuscript published. Articles must be in 
English and they must be competently written and argued in clear and concise grammatical English. 
Contributors are strongly advised to have the manuscript checked by a colleague with ample experience 
in writing English manuscripts or a competent English language editor.
Author(s) may be required to provide a certificate confirming that their manuscripts have been 
adequately edited. All editing costs must be borne by the author(s). 
Linguistically hopeless manuscripts will be rejected straightaway (e.g., when the language is so poor 
that one cannot be sure of what the authors really mean). This process, taken by authors before 
submission, will greatly facilitate reviewing, and thus publication if the content is acceptable.
MANUSCRIPT FORMAT
The paper should be submitted in one column format with at least 4cm margins and 1.5 line spacing 
throughout. Authors are advised to use Times New Roman 12-point font and MS Word format.
1. Manuscript Structure
Manuscripts in general should be organised in the following order:
• Page 1: Running title
This page should only contain the running title of your paper. The running title is an abbreviated 
title used as the running head on every page of the manuscript. The running title should not 
exceed 60 characters, counting letters and spaces.
• Page 2: Author(s) and Corresponding author information
General information: This page should contain the full title of your paper not exceeding 25 
words, with name(s) of all the authors, institutions and corresponding author’s name, institution 
and full address (Street address, telephone number (including extension), hand phone number, 
and e-mail address) for editorial correspondence. First and corresponding authors must be 
clearly indicated.
Authors’ name: The names of the authors should be named in full without academic titles. 
For Asian (Chinese, Korean, Japanese, Vietnamese), please write first name and middle name 
before surname (family name). The last name in the sequence is considered the surname.
Authors’ addresses: Multiple authors with different addresses must indicate their respective 
addresses separately by superscript numbers.
Tables / figures list: A list of number of black and white / colour figures and tables should 
also be indicated on this page. See “6. Figures & Photographs” for details.
Example (page 2): 
In vivo Fecundity Evaluation of Phaleria macrocarpa Extract Supplementation in Male 
Adult Rats 
Sui Sien Leong1* and Mohamad Aziz Dollah2
1Department of Animal Sciences and Fishery, Universiti Putra Malaysia, 97008 Bintulu, 
Sarawak, Malaysia 
2Department of Biomedical Sciences, Universiti Putra Malaysia, 43400 Serdang, Malaysia
leongsuisien@upm.edu.my (Sui Sien Leong), Contact number
azizdollah@gmail.com (Mohamad Aziz Dollah), Contact number
*Corresponding author
List of Table / Figure: 
Table 1.
Figure 1.
• Page 3: Abstract
This page should repeat the full title of your paper with only the Abstract, usually in one 
paragraph (the abstract should be less than 250 words for a Regular Paper and up to 100 words 
for a Short Communication), and Keywords. 
Keywords: Not more than 8 keywords in alphabetical order must be provided to 
describe the contents of the manuscript. 
• Page 4: Introduction
This page should begin with the Introduction of your article and followed by the rest of your 
paper.
2. Text
Regular Papers should be prepared with the headings Introduction, Materials and Methods, Results 
and Discussions, Conclusions, Acknowledgements, References, and Supplementary data (if any) in 
this order. The literature review may be part of or separated from Introduction.
      
3. Levels of Heading
 4.   Equations and Formulae 
These must be set up clearly and should be typed double spaced. Numbers identifying equations 
should be in square brackets and placed on the right margin of the text.
5. Tables 
• All tables should be prepared in a form consistent with recent issues of Pertanika and should 
be numbered consecutively with Roman numerals (Table 1, Table 2). 
• A brief title should be provided, which should be shown at the top of each table (APA format):
Example: Table 1 
       PVY infected Nicotiana tabacum plants optical density in ELISA
• Explanatory material should be given in the table legends and footnotes. 
• Each table should be prepared on a new page, embedded in the manuscript.
• Authors are advised to keep backup files of all tables.
 
** Please submit all tables in Microsoft word format only - because tables submitted as 
image data cannot be edited for publication and are usually in low-resolution. 
Level of heading Format
1st LEFT, BOLD, UPPERCASE
2nd Flush left, Bold, Capitalise each word
3rd Bold, Capitalise each word, ending with .
4th Bold italic, Capitalise each word, ending with .
6.    Figures & Photographs
• Submit an original figure or photograph. 
• Line drawings must be clear, with high black and white contrast. 
• Each figure or photograph should be prepared on a new page, embedded in the manuscript 
for reviewing to keep the file of the manuscript under 5 MB. 
• These should be numbered consecutively with Roman numerals (Figure 1, Figure 2).
• Provide a brief title, which should be shown at the bottom of each table (APA format):
Example: Figure 1. PVY-infected in vitro callus of Nicotiana tabacum
• If a Figure has been previously published, acknowledge the original source and submit written 
permission form the copyright holder to reproduce the material.
• Authors are advised to keep backup files of all figures.
** Figures or photographs must also be submitted separately as TIFF, JPEG, because 
figures or photographs submitted in low-resolution embedded in the manuscript cannot 
be accepted for publication. For electronic figures, create your figures using applications 
that are capable of preparing high resolution TIFF files.
7.    References 
References begin on their own page and are listed in alphabetical order by the first author’s 
last name. Only references cited within the text should be included. All references should be in 
12-point font and double-spaced.
NOTE: When formatting your references, please follow the Pertanika-APA-reference style (6th 
Edition) (refer to examples). Ensure that the references are strictly in the journal’s prescribed 
style, failing which your article will not be accepted for peer-review. You may refer to the 
Publication Manual of the American Psychological Association for further details 
https://apastyle.apa.org/
Examples of reference style are given below:
Books Insertion in Text In Reference List
Book with 1-2 
authors 
Information prominent’ (the author’s 
name is within parentheses): 
… (Cochrane, 2007) …
Or
 ‘Author prominent’ (the author’s name is 
outside the parentheses): 
Cochrane (2007) …
Cochrane, A. (2007). Understanding urban policy: A 
critical approach. Malden, United States: Blackwell 
Publishing.
Book with 3 or 
more authors
(Pertanika’s format)
For all in-text references, list only the firrst 
author’s family name and followed by ‘et al.’
Information prominent’ (the author’s 
name is within parentheses): 
… (Seeley et al., 2011) …
Or
 ‘Author prominent’ (the author’s name is 
outside the parentheses): 
Seeley et al. (2011) …
Seeley, R., VanPutte, C., Regan, J., & Russo, A. 
(2011). Seeley’s anatomy & physiology. New York, 
United States: McGraw-Hill.
Books
Books Insertion in Text In Reference List
Book with 
6-7 authors
For all in-text references, list only the firrst 
author’s family name and followed by ‘et al.’
Information prominent’ (the author’s 
name is within parentheses): 
… (Bulliet et al., 2011) …
Or
 ‘Author prominent’ (the author’s name is 
outside the parentheses): 
Bulliet et al. (2011) …
Bulliet, R. W., Crossley, P. K., Headrick, D. R., 
Hirsch, S. W., Johnson, L. L., & Northrup, D. (2011). 
The earth and its peoples: A global history (5th ed.). 
Boston, United State: Wadsworth.
Book with 
more than 8 authors
For all in-text references, list only the first 
author’s family name and followed by ‘et al.’
A recent study (Edge et al., 2011) concluded 
that… 
Or 
Edge et al. (2011) concluded that ….
For books with eight or more authors, please follow 
the guidelines for journal articles with eight or more 
authors. 
Chapter in edited 
book
Information prominent’ (the author’s 
name is within parentheses): 
 … (Richards, 1997) …  
Or
‘Author prominent’ (the author’s name is 
outside the parentheses): 
Richards (1997) …
Richards, K. C. (1997). Views on globalization. In 
H. L. Vivaldi (Ed.), Australia in a global world (pp. 
29-43). Sydney, Australia: Century.
e-book/online book Information prominent’ (the author’s 
name is within parentheses): 
… (Niemann et al., 2004) …
 Or
‘Author prominent’ (the author’s name is 
outside the parentheses): 
Niemann (2004) …
Niemann, S., Greenstein, D., & David, D. (2004). 
Helping children who are deaf: Family and 
community support for children who do not hear well. 
Retrieved June 1, 2019, from http://www.hesperian.
org/ publications_download_deaf.php
 
Schiraldi, G. R. (2001). The post-traumatic stess 
disorder sourcebook: A guide to healing, recovery, 
and growth [Adobe Digital Editions version]. 
doi:10.1036/0071393722
Editor Information prominent’ (the author’s 
name is within parentheses): 
… (Zairi, 1999) …
 Or
‘Author prominent’ (the author’s name is 
outside the parentheses): 
Zairi (1999) …
Zairi, M. (Ed.). (1999). Best practice: Process 
innovation management. Oxford, United Kingdom: 
Butterworth- Heinemann.
Journals
Journals Insertion in Text In Reference List
Journal article with 
1-2 authors
Information prominent’ (the author’s name 
is within parentheses): 
… (Kramer & Bloggs, 2002)…
Or 
‘Author prominent’ (the author’s name is 
outside the parentheses): 
Kramer and Bloggs (2002) … 
Kramer, E., & Bloggs, T. (2002). On quality in art 
and art therapy. American Journal of Art Therapy, 
40, 218-231. 
Journal article with 
3 or more authors
(Pertanika’s 
format)
For all in-text references, list only the firrst 
author’s family name and followed by ‘et al.’
Information prominent’ (the author’s name 
is within parentheses): 
… (Erlo et al., 2008) …
Or
 ‘Author prominent’ (the author’s name is 
outside the parentheses): 
Erlo et al. (2008) …
Elo, A., Ervasti, J., Kuosma, E., & Mattila, P. 
(2008). Evaluation of an organizational stress 
management program in a municipal public works 
organization. Journal of Occupational Health 
Psychology, 13(1), 10-23. doi: 10.1037/1076-
8998.13.1.10
Books Insertion in Text In Reference List
Several works by 
same author in the 
same year
Information prominent’ (the author’s 
name is within parentheses): 
… (Fullan, 1996a, 1997b) …
Or
 ‘Author prominent’ (the author’s name is 
outside the parentheses): 
Fullan (1996a, 1996b) …
Fullan, M. (1996a). Leadership for change. In 
International handbook for educational leadership 
and administration. New York, United States: Kluwer 
Academic. 
Fullan, M. (1996b). The new meaning of educational 
change. London, United Kingdom: Casell. 
Several authors, 
different years 
referred to 
collectively in your 
work
List sources alphabetically by family name 
in the in-text reference in the order in 
which they appear in the Reference List.
The cyclical process (Carr & Kemmis, 1986; 
Dick, 2000) suggests…
Carr, W., & Kemmis, S. (1986). Becoming critical: 
Education knowledge and action research. London, 
United Kingdom: Falmer Press.
Dick, B. (2000). A beginner’s guide to action 
research. Retrieved June 1, 2019, from http://www.
scu.edu.au/schools/gcm/ar/arp/guide.html
Newspapers Insertion in Text In Reference List
Newspaper article – 
with an author
… (Waterford, 2007)... Waterford, J. (2007, May 30). Bill of rights gets it 
wrong. The Canberra Times, p. 11.
Newspaper article – 
without an author
… (“Internet pioneer”, 2007) … Internet pioneer to oversee network redesign. (2007, 
May 28). The Canberra Times, p. 15. 
Article in an 
newsletter
... (“Australians and the Western Front”, 
2009) ... 
Australians and the Western Front.  (2009, 
November). Ozculture newsletter. Retrieved June 
1, 2019, from http://www.cultureandrecreation. 
gov.au/ newsletter/
Newspapers
Journal article with 
6 - 7 authors
For all in-text references, list only the firrst 
author’s family name and followed by ‘et al.’
Information prominent’ (the author’s name 
is within parentheses): 
… (Restouin et al., 2009) …
Or
 ‘Author prominent’ (the author’s name is 
outside the parentheses): 
Restouin et al. (2008) …
Restouin, A., Aresta, S., Prébet, T., Borg, J., 
Badache, A., & Collette, Y. (2009). A simplified, 
96-well–adapted, ATP luminescence–based 
motility assay. BioTechniques, 47, 871–875. doi: 
10.2144/000113250 
Journal article with 
more than 8 or 
more authors
Information prominent’ (the author’s name 
is within parentheses): 
… (Steel et al., 2010)..
Or
‘Author prominent’ (the author’s name is 
outside the parentheses): 
Steel et al. (2010) …
Steel, J., Youssef, M., Pfeifer, R., Ramirez, J. M., 
Probst, C., Sellei, R., ... Pape, H. C. (2010). Health-
related quality of life in patients with multiple 
injuries and traumatic brain injury 10+ years 
postinjury. Journal of Trauma: Injury, Infection, 
and Critical Care, 69(3), 523-531. doi: 10.1097/
TA.0b013e3181e90c24
Journal article with 
DOI
Information prominent’ (the author’s name 
is within parentheses): 
… (Shaw et al., 2005)..
Or
‘Author prominent’ (the author’s name is 
outside the parentheses): 
Shaw et al. (2005) … 
Shaw, K., O’Rourke, P., Del Mar, C., & Kenardy, J. 
(2005). Psychological interventions for overweight 
or obesity. The Cochrane database of systematic 
reviews (2). doi:10.1002/14651858.CD003818.
pub2  
Government Publications
Government 
Publications
Insertion in Text In Reference List
Government as author First in-text reference: Spell out the full name 
with the abbreviation of the body. 
… (Department of Finance and Administration 
[DOFA], 2006) …  
Subsequent in-text reference/s: 
Use the abbreviation of the body.
… (DOFA, 2006)…
Department of Finance and Administration. 
(2006). Delivering Australian Government 
services: Managing multiple channels. 
Canberra, Australia: Author.
Government report - 
online
First in-text reference: Spell out the full name 
with the abbreviation of the body. 
… (Department of the Prime Minister and 
Cabinet [PM&C], 2008) …  
Subsequent in-text reference/s: 
Use the abbreviation of the body.
… (PM&C, 2008)…
Department of the Prime Minister and Cabinet. 
(2008). Families in Australia: 2008. Retrieved 
June 1, 2019, from http://www..... 
Conference / Seminar Papers Insertion in Text In Reference List
Print – 
If the paper is from a book, 
use the book chapter citation 
format. If it is from regularly 
published proceedings (e.g. 
annual), use the Journal article 
citation format.
 … (Edge, 1996) …
Or 
Edge (1996) …
Edge, M. (1996). Lifetime prediction: Fact or fancy? In M. 
S. Koch, T. Padfield, J. S. Johnsen, & U. B. Kejser (Eds.), 
Proceedings of the Conference on Research Techniques 
in Photographic Conservation (pp. 97-100). Copenhagen, 
Denmark: Royal Danish Academy of Fine Arts.
Online … (Tester, 2008) …
Or 
Tester (2008) …
Tester, J. W. (2008). The future of geothermal energy as a 
major global energy supplier. In H. Gurgenci & A. R. Budd 
(Eds.), Proceedings of the Sir Mark Oliphant International 
Frontiers of Science and Technology Australian Geothermal 
Energy Conference, Canberra, Australia: Geoscience 
Australia. Retrieved June 1, 2019, from http://www.ga.gov.
au/image_cache/ GA11825.pdf
Conference / Seminar Papers
8.   General Guidelines
Abbreviations: Define alphabetically, other than abbreviations that can be used without definition. 
Words or phrases that are abbreviated in the introduction and following text should be written 
out in full the first time that they appear in the text, with each abbreviated form in parenthesis. 
Include the common name or scientific name, or both, of animal and plant materials.
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current address may also be stated in the footer.
Co-Authors: The commonly accepted guideline for authorship is that one must have substantially 
contributed to the development of the paper and share accountability for the results. Researchers 
should decide who will be an author and what order they will be listed depending upon their 
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