Let Σ be a countable alphabet. For r ≥ 1, an infinite sequence s with characters from Σ is called r-quasi-regular, if for each σ ∈ Σ the ratio of the longest to shortest interval between consecutive occurrences of σ in s is bounded by r. In this paper, we answer a question asked in [5], and prove that for any probability distribution p on a finite alphabet Σ, there exists a 2-quasi-regular infinite sequence with characters from Σ and density of characters equal to p. We also prove that as p ∞ tends to zero, the infimum of r for which r-quasi-regular sequences with density p exist, tends to one. This result has a corollary in the Pinwheel Problem: as the smallest integer in the vector tends to infinity, the density threshold for Pinwheel schedulability tends to one.
Introduction
Let Σ be a countable alphabet, and p be a probability distribution on Σ. An infinite sequence s ∈ Σ N has density p, if for each σ ∈ Σ, the frequency of occurrences of σ in the first n characters of s tends to p σ as n goes to infinity, i.e. if lim n→∞ 1 n |s −1 (σ) ∩ [n]| = p σ for each σ ∈ Σ, where [n] = {1, . . . , n} for each n ∈ N. If s ∈ Σ N has density p, we write d s = p. There are different notions of regularity for such sequences, and for each notion, a natural question to ask is how regular could sequences with density p be.
One notion of regularity is that of discrepancy. Discrepancy of a sequence s ∈ Σ N is defined as sup σ∈Σ,n∈N ||s −1 (σ) ∩ [n]| − np σ |. This notion has been extensively studied [1, [7] [8] [9] and a result by Tijdeman [8] shows that for any countable alphabet Σ and for any probability distribution p on Σ, there is a sequence s ∈ Σ N with density equal to p and discrepancy less than or equal to 1. Later in this paper, we will use this result in some of our proofs.
Another notion is quasi-regularity. For r ≥ 1, a sequence s ∈ Σ N is called r-quasi-regular if for each σ ∈ Σ the ratio of the longest to shortest interval between consecutive occurrences of σ is bounded by Date: October 1, 2019. 1 r [5] . The question is to find, for a Σ and p, the least r with a r-quasiregular sequence s ∈ Σ N with density p.
For example, if Σ is finite and p is the uniform distribution on Σ, then the periodic sequence with distance between consecutive occurrences of each character equal to |Σ| gives us a 1-quasi-regular sequence with density p. As another example, if all the probabilities in p are powers of two, again, there is a 1-quasi-regular sequence with density p. Kempe, Schulman, and Tamuz in [5, Proposition 4.6] show that for p = (1/2, 1/3, 1/6) there are no r-quasi-regular sequences with density p for r < 2. So, r = 2 is the least possible value for which existence of r-quasi-regular sequences with arbitrary densities is guaranteed. Using an ergodic theoretical approach, they also show [5, Corollary 5.4 ] that for any finite Σ and any probability distribution p on Σ, there always exists a 3-quasi-regular sequence with density p, and for 2 ≤ r < 3 they ask whether r-quasi-regular sequences always exist.
This paper contains two main results. The first one is a positive answer to the aforementioned question for finite alphabets; Theorem 1.2 shows that for any finite alphabet Σ and any probability distribution p on Σ, there exists a 2-quasi-regular sequence s ∈ Σ N with density p. The second result studies existence of r-quasi-regular sequences when the probabilities in the distribution tend to 0; Theorem 1.3 shows that as p ∞ tends to zero, the infimum of r for which r-quasi-regular sequences with density p exist, tends to one.
Pinwheel Problem. Given a vector v = (v 1 , . . . , v n ) of integers with v 1 , . . . , v n ≥ 2, a Pinwheel schedule for v is a sequence s ∈ {1, . . . , n} N such that for any k ∈ {1, . . . , n}, there is at least one character k in any consecutive subsequence of length v k in s [2] [3] [4] 6] . The density of v, denoted by d(v), is equal to n k=1 1 v k . Connections between existence of Pinwheel schedules for vector v and density of v have been studied: it is proven [3] that any vector v with d(v) ≤ 7/10 has a Pinwheel schedule, and, furthermore, it is conjectured [2] that any vector v with d(v) ≤ 5/6 has a Pinwheel schedule. It is obvious that for d(v) > 1, no Pinwheel schedule for v exists, and it is known that for any ε > 0, there exists a vector v with 5/6 < d(v) < 5/6 + ε and no Pinwheel schedules.
An easy corollary of Theorem 1.3, shows that for each ε > 0, there exists N ∈ N such that any vector v = (v 1 , . . . , v n ) with v 1 , . . . , v n ≥ N and d(v) < 1 − ε has a Pinwheel schedule. This means that as the smallest integer in the vector tends to infinity, the density threshold for Pinwheel schedulability tends to one. So, for s ∈ Σ N and σ ∈ Σ, MaxGap(s, σ) is the supremum of distances between consecutive appearances of σ in s, and MinGap(s, σ) is the infimum of distances between consecutive appearances of σ in s.
Finally, we define QR : Σ N × Σ → N ∪ {∞} as follows:
with ∞ ∞ = 1. We call QR(s, σ) the quasi-regularity of σ in s. In words, for s ∈ Σ N and σ ∈ Σ, QR(s, σ) is the ratio of the largest to smallest distance between consecutive appearances of σ in s.
Note that, if σ appears in s at most once, then QR(s, σ) = 1, and if σ appears in s at least twice and only finitely many times, or if the distances between consecutive appearances of σ can be arbitrarily large, then QR(s, σ) = ∞. In words, the quasi-regularity of a sequence s ∈ Σ N is the largest quasi-regularity of σ in s for all characters σ ∈ Σ.
Main Results. Let Σ be a countable alphabet and p be a probability distribution on Σ. Define r p to be the infimum of all values QR(s) where s ∈ Σ N and d s = p.
Our first result gives an upper bound for r p when Σ is finite; r p ≤ 2. On the other hand, when p = (1/2, 1/3, 1/6), an easy corollary of [5, Proposition 4.6] shows that r p ≥ 2. So, 2 is the least universal upper bound for r p when p is defined on a finite alphabet. Our second result is about the limiting behavior of r p when the probability distribution p tends to 0 uniformly on Σ; lim p ∞ →0 r p = 1. Theorem 1.3. Let ε > 0. There exists δ > 0 such that for any probability distribution p on a countable alphabet Σ with p ∞ := sup σ∈Σ p(σ) < δ, there exists a sequence s ∈ Σ N with d s = p and QR(s) ≤ 1 + ε.
Main Techniques and Ideas
Theorem 1.2. Let Σ be a finite alphabet and p be a probability distribution on Σ.
First, note that if p is binary (i.e. if for each σ ∈ Σ we have p(σ) = 1 2 kσ for some k σ ∈ N), then we can find a reqular periodic sequence s ∈ Σ N (i.e. a periodic sequence with quasi-regularity equal to 1) with d s = p. For simplicity, we call the repeated part of s the building block of s, which is a finite sequence. So, s is the concatenation of infinitely many copies of its building block. Next, we observe a statement similar to the following: if p is almost binary (i.e. if for all but at most one σ ∈ Σ we have p(σ) = 1 2 kσ for some k σ ∈ N), then we can find an almost regular periodic sequence s ∈ Σ N (i.e. a periodic sequence s ∈ Σ N with quasi-regularity equal to either 1 or 2, where for all but at most one σ ∈ Σ the quasi-regularity of σ in s is equal to 1) with d s = p. This is the content of Lemma 3.11 part (1) .
Almost binary probability distributions play an important role in the proof for two reasons: (I) they are simple enough so that the manipulation of their corresponding almost regular periodic sequences is possible, and (II) any probability distribution, restricted to its support, is a convex combination of almost binary probability distributions. Now, given a probability distribution p, without loss of generality we may assume Σ is its support, and so by (II), we know that p is a convex combination of some almost binary probability distributions, say p 1 , . . . , p n . For i = 1, . . . , n, let s i be the building block of an almost regular periodic sequence for p i . By concatenating m i ∈ N copies of s i and then glueing these chunks by some gluing sequences, we get a resulting finite sequence where (a) if m i 's are chosen carefully, the density of the resulting sequence is close to p, and (b) in Lemma 3.11 part (2) we show that the gluing sequences can be chosen such that the resulting sequences have quasi-regularity at most 2. So, we can get a finite sequence with quasi-regularity at most 2 and density arbitrarily close to p. Carefully glueing an infinite number of these resulting sequences with densities tending to p, gives us a sequence with quasiregularity at most 2 and density equal to p. Theorem 1.3. Let Σ be a finite alphabet and p be a probability distribution on Σ with p ∞ close to 0. We generalize the notaion of quasi-regularity so that for k ∈ N we can control how regular k-distant occurrences of each character are. Lemma 5.4 allows us to control this notion under compositions, where, roughly speaking, a composition is replacing a certain character with another sequence.
Break Σ into some buckets, where in each bucket the ratio of the largest probability to the smallest one is at most 2. For each bucket that has enough characters in it, similar to [5, Theorem 6.1], we use Hall's Marriage theorem in Proposition 5.6, and show that there is a sequence with density proportional to the probabilities in the bucket with small quasi-regularity. Let B 1 , B 2 , . . . be these buckets, and s 1 , s 2 , . . . be the corresponding sequences. Define a new alphabet, where characters are buckets B 1 , B 2 , . . ., and put a probablity distribution on it, where probablity of B i is proportional to σ∈B i p σ . For this new alphabet and probability distribution, by Proposition 5.11, we have a fairly reqular sequence. Composing this sequence with the s i 's, we get a sequence with density proportional to probabilities of characters in ∪B i and quasi-regularity close to 1. Let s B be this sequence.
Let C be the union of the buckets with not enough characters in them, i.e. the ones we did not consider in the previous paragraph. The last step will be adding characters of C to the sequence. For that, we use Hall's Marriage theorem in Proposition 5.10, and show that we can open some spaces between characters in s B and add characters from C in them, so that, the new string has density equal to p and quasi-regularity close to 1.
Proof of Theorem 1.2
Since later in some of the definitions and proofs, we need a special character which is not in our alphabet, throughout this proof, we assume the alphabets do not include the character ∼. We reserve ∼ for this special character.
Here, we introduce some notations and definitions that will help us through the rest of the proof. For A, B ⊆ Z and k ∈ Z, let
Definition 3.1 (Frames on alphabets). Let Σ be a finite alphabet.
(1) A frame on Σ is an n ∈ N Σn where ∅ = Σ n ⊆ Σ. Define M n := max σ∈Σn n σ + 5.
(2) For a frame n ∈ N Σn , define Π n to be the collection of all probability distributions on Σ with the following property; for σ ∈ Σ n we have
(3) Let n ∈ N Σn be a frame on Σ, and p ∈ Π n . We say that p is a pseudo-binary approximation for n if for at most one σ ∈ Σ n we have p σ / ∈ { 1 2 nσ , 1 2 nσ −1 }. Define irr(p) := σ if such σ ∈ Σ n exists and irr(p) := ∼ otherwise. We denote by PBA n the set of pseudo-binary approximations for the frame n. Claim 3.2. If p is a probability distribution on a finite alphabet Σ with supp(p) = Σ, then:
(1) There exists n ∈ N Σ with p ∈ Π n .
(2) Π n is equal to the convex hull of PBA n for any frame n ∈ N Σ .
(3) p is in the convex hull of PBA n for some n ∈ N Σ .
Proof. Let p be a probability distribution on the finite alphabet Σ with supp(p) = Σ.
(1) Note that for each σ ∈ Σ, there exists an n σ ∈ N with 1 2 nσ ≤ p σ ≤ 1 2 nσ −1 . his gives us an n ∈ N Σ with p ∈ Π n . (2) This follows from [5, Lemma 4.3] .
(3) This follows from (1) and (2) . Now, we generalize some of our previous definitions regarding sequences. (1) Let I ⊆ N. A string on I with characters from Σ is an element of Σ I . For s ∈ Σ I , we call I the domain of s and Σ s := {s(i) | i ∈ I} the set of characters that appear in s.
as follows: 
Let I be a finite subset of N. Define max n I := ⌈ max I 2 Mn ⌉ (4) If I, J ⊆ N are finite subsets of N and s ∈ Σ I , t ∈ Σ J , we define the n-concatenation of s and t by s ∧ n t := s ∨ t N , where N = max n I · 2 Mn . Define s ∧nk := s ∧ n · · · ∧ n s, where s appears k times. (1) We say that s is n-compatible, if for all σ ∈ Σ n we have:
(2) We say that s is locally n-compatible, if for any σ ∈ Σ n ∩ Σ s we have:
Definition 3.6 (String connections). Let Σ be a finite alphabet and n ∈ N Σn be a frame on Σ. Let I,
The proof of the following lemma is straightforward and follows easily from the definitions. 
If t and t ′ are n-compatible, then t ⋄ n t ′ is also n-compatible. • For N ∈ N, we say an arithmetic progression J ⊆ [2 N ] is Nsaturated if the common difference of J, which we denote by diff J , is a power of 2, and J is maximal among all arithmetic progressions with common difference diff J in [2 N ]. • Let n ∈ N Σn be a frame on Σ. An arithmetic progression J ⊆ [2 Mn ] is called n-saturated iff it is M n -saturated. Definition 3.9 (Uniform strings). Let Σ be a finite alphabet, n ∈ N Σn be a frame on Σ, and p be a probability distribution on Σ. We say that string s ∈ Σ [2 Mn ] is (n, p)-uniform if:
• d s = p, and • For any σ ∈ Σ n , there are n-saturated arithmetic progressions J 1 σ and J 2 σ in [2 Mn ] with common differences 2 nσ and 2 nσ−1 , such that J 1 σ ⊆ s −1 (σ) ⊆ J 2 σ . Remark 3.10. Let Σ be a finite alphabet, n ∈ N Σn be a frame on Σ, and p ∈ PBA n . Note that if s is an (n, p)-uniform string, then s ∧nk is n-compatible for any k ∈ N ∪ {∞}. In particular, s is n-compatible. Remark 3.12. In the context of the previous lemma, since n ∈ N Σ and p, p ′ ∈ PBA n , we get that p σ , p ′ σ > 0 for all σ ∈ Σ. Since s is (n, p)-uniform and s ′ is (n, p ′ )-uniform, we should have Σ s = Σ s ′ = Σ. Moreover, for any t with s → n,t s ′ , we should have Σ t = Σ s = Σ and t should be locally n-compatible. Since Σ t = Σ, local n-compatibility of t implies that t is n-compatible.
Proving this lemma is the main technical effort of the proof of Theorem 1.2. Now, we turn to the proof of Theorem 1.2. We will prove Lemma 3.11 later.
Proof of Theorem 1.2. Let Σ be a finite alphabet and p be a probability distribution on Σ. Without loss of generality we may assume supp(p) = Σ. We want to find a sequence s ∈ Σ N with d s = p and QR(s) ≤ 2.
By Lemma 3.2, p is in the convex hull of PBA n for some frame n ∈ N Σ on Σ. So, there are p 1 , . . . , p m ∈ PBA n and 0 ≤ α 1 , . . . , α m ≤ 1 such that p = m i=1 α i p i and m i=1 α i = 1. Let s 0 m be an (n, p m )-uniform string, which exists by Lemma 3.11 part (1). For n = 1, 2, . . . do the following:
• Let s n 1 = (n, • Let r n i = ⌊α i n⌋ + 1. • Let t n = (s n 1 ) ∧nr n 1 ⋄ n t n 1 ⋄ n (s n 2 ) ∧nr n 2 ⋄ n t n 2 ⋄ n · · · ⋄ n (s n m ) ∧nr n m ⋄ n t n m . Note that by Remark 3.10 each (s n i ) ∧nr n i is n-compatible, and by Remark 3.12 every t n i is n-compatible. Hence, by Lemma 3.7 part (3), t n is n-compatible. Finally, let t = t 1 ⋄ n t 2 ⋄ n · · · . Note that, again, by Lemma 3.7 part (3), t is n-compatible, which implies that it is 2-quasi-regular. Since the lengths of t n i 's are bounded (we have finitely many s n i 's), we see that
4. Proof of Lemma 3.11
4.1.
Proof of the First Claim in the Lemma. Let Σ be a finite alphabet. For N ∈ N, there is a bijection between strings on [2 N ] with characters from Σ, and full-binary rooted trees of depth N with leaves labeled with characters of Σ. We call such trees Σ-labeled N-deep trees.
Here we explain this bijection. If T is such a tree, for any leaf v ∈ T , there is a unique simple path from the root of the tree, root T , to v. We can code this path by a sequence of 0's and 1's. Anytime we go to the left child, we put a 0, and anytime we go to the right child, we put a 1. This way we get d 0 , d 1 , . . . , d N −1 , where d 0 corresponds to the first step of the path. This determines a string s ∈ Σ [2 N ] , with s(d N −1 · · · d 0 + 1) equal to the label of v in T , where d N −1 · · · d 0 = N −1 i=0 d i 2 i . We denote the tree corresponding to a string s ∈ Σ [2 N ] by Tree(s), and the string corresponding to a Σ-labeled N-deep tree T by String(T ). This justifies using such strings and such trees interchangeably.
For a Σ-labeled N-deep tree, we can expand the labels on the leaves to more vertices of the tree. Let T be such a tree, v be a vertex in T , and σ ∈ Σ. We give v label σ if all the leaves in the subtree of T rooted at v have label σ.
] is an n-saturated arithmetic progression then we have a bijection between strings on J with characters from Σ, and Σ-labeled log 2 (|J|)-deep trees.
In order to work with Σ-labeled N-deep trees easier, we introduce a set of notations and definitions. (1) We denote the root of T by root T .
(2) If v = root T , the parent of v is the first node (after v) in the unique simple path from v to root T , and the sibling of v is the unique vertex w = v in T which has the same parent as v.
(3) We denote by depth v the depth of v in T , which is equal to the distance between v and root T .
Call this arithmetic progression I v . Obviously diff Iv = 2 depth v , where diff J is the common difference of J when J is an arithmetic progression. (6) If w is also a vertex in T and depth v = depth w , then We have d T = d String(T ) . (10) An isomorphism of Σ-labeled N-deep trees is an isomorphism of binary trees that respects the labels, but does not necessarily respect the order of children for a vertex. When T (1) and T (2) are isomorphic Σ-labeled N-deep trees, we can write T (1) ∼ = T (2) . (11) Let n ∈ N Σn be a frame on Σ and assume that N = M n . We say v is n-isolated in T , if for any character σ ∈ Σ that appears both in T v (i.e. at least one of the leaves of T v has label σ) and outside of T v in T (i.e. at least one of the leaves of T which is not in T v has label σ), we have σ / ∈ Σ n . In other words, no σ ∈ Σ n appears both in T v and outside of T v .
Here, parallel to Definitions 3.5 and 3.9, which are for strings, we define compatible and uniform trees. . Let Σ be a finite alphabet, n ∈ N Σn be a frame on Σ, and T be a Σ-labeled M n -deep tree. We say that T is n-compatible if String(T ) is n-compatible. Definition 4.4 (Uniform trees). Let Σ be a finite alphabet, n ∈ N Σn be a frame on Σ, p be a probability distribution on Σ, and T be a Σ-labeled M n -deep tree. We say that T is (n, p)-uniform if
In this case, note that such v is unique and set c T (σ) = v Let Σ be a finite alphabet, n ∈ N Σn be a frame on Σ, and p ∈ PBA n . Note that (n, p)-uniform trees are also n-compatible. Moreover, it follows from the definitions that
Proof of Lemma 3.11 part (1) . Let Σ be a finite alphabet, n ∈ N Σ be a frame on Σ, and p ∈ PBA n . By the previous paragraph, to prove Lemma 3.11 part (1), we need to show that there exists an (n, p)uniform tree. For that, follow this procedure:
(1) If σ = irr(p) = ∼, write p σ as a sum of different powers of two.
For each power of two in the sum, say 2 z , add a character with density equal to 2 z to Σ. Call these starred characters. Finally remove σ from Σ. (2) Make the Huffman coding of Σ for the given densities with one modification: when you choose the two smallest characters in each step, always give priority to the starred characters. If one of the two smallest characters is starred, consider the new character starred, too. (3) This way we obtain a binary tree. In this tree change the labels of all the starred leaves to σ. Expand this tree to get a fullbinary rooted tree of depth M n . Call this tree T . It is not difficult to see that T is (n, p)-uniform.
To show the second part of Lemma 3.11, we need to build more tools that allow us manipulate Σ-labeled M n -deep trees.
Expandable, Contractible, and Super-Contractible Vertices.
Definition 4.5. Let Σ be a finite alphabet, n ∈ N Σn be a frame on Σ, and J ⊆ [2 Mn ] be an n-saturated arithmetic progression. Note that we have |J| = 2 Mn / diff J . Let a = min J.
For i ∈ [0, |J|] and k, d ∈ N define:
A is almost an arithmetic progression; it starts with the first element of J and continues as an arithmetic progression with the common difference diff J for k |J| + i elements. Let x be the last element in our arithmetic progression so far. The next element of A is equal to x + d, and after that, again, A continues as an arithmetic progression with the common difference diff J . In other words, A consists of two arithmetic progressions with the common difference diff J which are concatenated by the difference d.
We can see that STR n (J, i, k, d) is the initial segment of DOM n (J, i, k, d), which is equal to J; and END n (J, i, k, d) is the terminal segment of DOM n (J, i, k, d), which is equal to d + J mod 2 Mn . Definition 4.6 (Relaxable strings). Let Σ be a finite alphabet, n ∈ N Σn be a frame on Σ, J ⊆ [2 Mn ] be an n-saturated arithmetic progression, and s ∈ Σ J . For i ∈ [0, |J|] and d ∈ N, we say that s is (i, d) n -relaxable if there are k ∈ N, u ∈ Σ END , and t ∈ Σ DOM such that s → n,t u and Tree(u) ∼ = Tree(s) as Σ-labeled log 2 (|J|)-deep trees, where DOM = DOM n (J, i, k, d) and END = END n (J, i, k, d).
Definition 4.7 (Expandable, contractible, and super-contractible vertices). Let Σ be a finite alphabet, n ∈ N Σn be a frame on Σ, and T be a Σ-labeled M n -deep tree. Let v be a vertex in T and let W ⊆ T be a subset of vertices in T . Set I W = ∪ w∈W I w .
(
Note that n-super-contractible vertices with respect to a given subset of T are also n-contractible with respect to that subset. Also, if v is n-(expandable/contractible/super-contractible) with respect to W , and
Proposition 4.8. Let Σ be a finite alphabet, n ∈ N Σn be a frame on Σ, and T be a Σ-labeled M n -deep tree. Assume that v ∈ T is a vertex with label σ. The following hold.
(1) If σ ∈ Σ n and diff Iv = 2 nσ−1 , then v is n-expandable with respect to {root T }.
Proof. We will show (1). The proofs of (2) and (3) are very similar. Let s = String(v). We need to show that s is
Let t ∈ Σ DOM , u ∈ Σ END be strings with all characters equal to σ. Since Tree(u) and Tree(s) = T v have the same depth, and all vertices in both of them are labeled σ, we have Tree(u) ∼ = Tree(s). So, all we need to show is that s → n,t u.
• Σ s = Σ u = Σ t = {σ}.
• The gaps between appearances of σ in t are either diff Iv or d. We know that diff Iv = 2 nσ−1 , and
So, the gaps are bounded between 2 nσ−1 and 2 nσ . Since Σ t = {σ}, this shows that t is locally n-compatible.
Proposition 4.9. Let Σ be a finite alphabet, n ∈ N Σn be a frame on Σ, and T be a Σ-labeled M n -deep tree. Assume that x, y, z ∈ T , W ⊆ T , where x, y are the two different children of z and each of x and y is either n-expandable or n-contractible with respect to W . Moreover, assume that Σ String(x) ∩ Σ n and Σ String(y) ∩ Σ n are disjoint.
(1) If x and y are both n-contractible with respect to W , then z is n-super-contractible with respect to W . (2) If either of x or y is n-expandable with respect to W , then z is also n-expandable with respect to W . (3) If either of x or y is n-super-contractible with respect to W , then z is also n-super-contractible with respect to W . Proof of (1). To show that z is n-super-contractible with respect to W , we need to show that
Without loss of generality we may assume that i z belongs to x.
Let
and STR x , END x are defined similarly. A similar argument shows there are k y ∈ N, u y ∈ Σ END y , t y ∈ Σ DOMy that satisfy the statement in Definition 4.6, where DOM y = DOM n (I y , i y , k y , d y ) and STR y , END y are defined similarly. Wihout loss of generality, we may assume that k x = k y ; this is because (s x ∧ n t x ) ∈ Σ DOMn(Ix,ix,kx+1,dx) and s x → n,(sx∧ntx) u x , and a similar result holds for y. So, let k z := k x = k y . Let DOM z = DOM n (I z , i z , k z , d z ) and define STR z , END z similarly.
• Since k x = k y , we have max n DOM x = max n DOM y .
• DOM x ∩ DOM y = ∅ and DOM x ∪ DOM y = DOM z (similar results hold for STR and END). • From the assumptions in the proposition, we know that Σ sx ∩Σ n and Σ sy ∩ Σ n are disjoint.
So, by Lemma 3.7 part (2), we get (s x ∨ s y ) → n,(tx∨ty) (u x ∨ u y ). Note that s z = s x ∨s y . Let t z := t x ∨t y and u z := u x ∨u y . Since Tree(u x ) ∼ = T x and Tree(u y ) ∼ = T y , we obviously have Tree(u z ) ∼ = T z . This shows that s z is (i z , d z ) n -relaxable, which completes the proof.
Proof of (2) . If x and y are both n-expandable with respect to W , the proof is similar to part (1), and we do not repeat it here. So, without loss of generality assume that x is n-expandable and y is n-contractible with respect to W . To show that z is n-expandable with respect to W , we need to show that
Now, consider the following two cases:
Similarly, we can see there are k y ∈ N, u y ∈ Σ ENDy , t y ∈ Σ DOMy that satisfy the statement in Definition 4.6, where DOM y = DOM n (I y , i y , k y , d y ) and STR y , END y are defined similarly. Like the proof of part (I), without loss of generality we may assume k x = k y .
Let k z := k x = k y , DOM z = DOM n (I z , i z , k z , d z ), and STR z , END z be defined similarly.
• DOM x ∩ DOM y = ∅ and DOM x ∪ DOM y = DOM z (similar results hold for STR and END). • From the assumptions in the proposition, we know that Σ sx ∩Σ n and Σ sy ∩ Σ n are disjoint. So, by Lemma 3.7 part (2), we get (s x ∨ s y ) → n,(tx∨ty) (u x ∨ u y ). Note that s z = s x ∨s y . Let t z := t x ∨t y and u z := u x ∨u y . Since Tree(u x ) ∼ = T x and Tree(u y ) ∼ = T y , we obviously have Tree(u z ) ∼ = T z . This shows that s z is (i z , d z ) n -relaxable, which completes the proof in case (I).
Remark 4.10. Let Tree(u z ) left and Tree(u z ) right be the subtrees rooted at the left and the right children of root Tree(uz) . Let (T z ) left , (T z ) right be defined similarly. We showed in the proof that T z ∼ = Tree(u z ), so, either
z . Moreover, using the notation from Remark 4.10, we have that
Let s (1) ∈ Σ [2 Mn ] be almost equal to String(T ) with a change: the restriction of s (1) to I z is equal to u (0) z . Let T (1) = Tree(s (1) ). In other words, T (1) is equal to T when T z is replaced by Tree(u (1) be the corresponding vertex in T (1) to v, i.e. I v (1) = I v , and let W (1) be the subset of vertices in T (1) corresponding to W . Note that the subtree of T (1) rooted at x (1) , i.e. T (1) x (1) , is isomorphic to T y , and, similarly, T
Since x is n-expandable with respect to W , we get that y (1) = φ(x) is n-expandable with respect to φ(W ), and since I φ(W ) = I W (1) , also with respect to W (1) . Similarly, x (1) is n-contractible with respect to W (1) . Since we assumed i z belongs to y, we also have that i z belongs to y (1) . Now, we can apply case (I) to x (1) , y (1) , z (1) , W (1) , T (1) and (i
• By (4.1) and (4.2) we have Tree(u
z . Note that t z ∈ Σ DOMz . So, by (4.1), (4.2), and Lemma 3.7 part (1), we get that s z → n,tz u (1) z . This shows that s z is (i z , d z ) n -relaxable, which completes the proof of case (II). Hence part (2) is proved.
Proof of (3) . If x and y are both n-contractible with respect to W , we know the result from part (1) . So, without loss of generality assume that x is n-super-contractible with respect to W and y is n-expandable with respect to W . The proof in this case is very similar to that of part (2) and we do not repeat it here.
Proposition 4.11. Let Σ be a finite alphabet, n ∈ N Σn be a frame on Σ, and T be an (n, d T )-uniform tree. If z ∈ T is n-isolated in T , we have the following.
(1) z is either n-expandable or n-contractible with respect to {root T }.
, then z is n-expandable with respect to {root T }.
(3) If a σ ∈ Σ \ Σ n appears in T z , and for any β ∈ Σ n that appears in T z we have d T (β) ∈ {2 −n β , 2 −(n β −1) }, then z is both n-expandable and n-super-contractible with respect to {root T }.
In particular, if d T ∈ PBA n and irr(d T ) does not appear in T z and a σ ∈ Σ \ Σ n appears in T z , then z is both n-expandable and n-super-contractible with respect to {root T }.
Proof. We prove this proposition by backward induction on the depth of z. If z is a leaf, the proof is easy and similar to the proof of Proposition 4.8. Let x and y be z's children. We know that the proposition holds for x and y. Since z is n-isolated in T and T is an (n, d T )-uniform tree, we know that either both x and y are n-isolated in T or one of x and y has a label. Let s z = String(z), s x = String(x), s y = String(y).
Case (I):
x and y are both n-isolated in T . In this case the proposition follows easily from the induction hypothesis for x and y and Proposition 4.9. Note that since x and y are both nisolated in T , we know that Σ sx ∩ Σ n and Σ sy ∩ Σ n are disjoint.
(1) If either of x or y is n-expandable with respect to {root T }, then by Proposition 4.9, so is z. If, on the other hand x and y are both not n-expandable, then by the first part of the induction hypothesis, x and y are both n-contractible, and so by Proposition 4.9, z is n-contractible with respect to {root T }. (2) If a σ ∈ Σ appears in T z with either (i) σ ∈ Σ n and d T (σ) > 2 −nσ , or (ii) σ / ∈ Σ n , then σ appears in either T x or T y . So, by the second part of the induction hypothesis, at least one of x and y is n-expandable with respect to {root T }, and, by the first part of the induction hypothesis, the other one is either n-expandable or n-contractible. Hence, by Proposition 4.9, we get that z is n-expandable with respect to {root T }.
(3) If a σ ∈ Σ\Σ n appears in T z , and for any β ∈ Σ n that appears in T z we have d T (β) ∈ {2 −n β , 2 −(n β −1) }, then at least one of x and y satisfies the conditions for the third part of the proposition. So at least one of x and y is both n-expandable and n-supercontractible with respect to {root T } and the other one is either n-expandable or n-contractible by the first part of the induction hypothesis. So, by Proposition 4.9, we get that z is both nexpandable and n-super-contractible with respect to {root T }.
Case (II): either x or y has a label. Assume that x has a label. If z has a label, the proposition follows easily from Proposition 4.8 and the fact that z is n-isolated in T . So, assume that z does not have a label. We can further assume that x and y are not n-isolated in T , otherwise the proposition follows from case (I). So, there is a character σ ∈ Σ n that appears in both T x and T y . Since σ appears in T x and x has a label, x has label σ. Note that since (i) z does not have a label, (ii) x has label σ, and (iii) σ appears in T y , we have 2 −nσ < d T (σ) < 2 −(nσ−1) .
We will show the second part of the proposition, which will give us the first part for free. To show that z is n-expandable with respect to
Letσ = ∼ be a character not in Σ,Σ = Σ ∪ {σ},Σn = Σ n and n ∈ NΣn be equal to n. LetT be equal to T except that all the labels σ inTȳ are replaced byσ, wherev ∈T is the corresponding vertex to v ∈ T for any v ∈ T , i.e. Iv = I v .
We can easily see thatz,x,ȳ aren-isolated inT , which implies Σ String(x) ∩ Σ n and Σ String(ȳ) ∩ Σ n are disjoint,ȳ ∈T isn-expandable with respect to {rootT } (by the second part of the induction hypothesis forȳ), andx ∈T is n-contractible with respect to {rootT } (by Proposition 4.8). So, by Propositoin 4.9,z ∈T isn-expandable with respect to {rootT }, which implies that String(z) is (i, d)n-relaxable. So, there are k ∈ N,ū z ∈Σ END ,t z ∈Σ DOM , where DOM = DOMn(Iz, i, k, d) = DOM n (I z , i, k, d) and STR, END are defined similarly, such that
• Tree(ū z ) ∼ = Tree(String(z)) =Tz, and • String(z) →n ,tzūz , Let t z and u z be equal tot z andū z except that all theσ's are replaced by σ. Tree(u z ) is equal to Tree(ū z ) when all labelsσ are replaced by σ, which is isomorphic to Tree(String(z)) when all labelsσ are replaced by σ, which is equal to Tree(s z ) = T z . So, Tree(u z ) ∼ = T z . We also have the following which shows s z → n,tz u z .
Similarly, we get Σ uz = Σ sz . • Since d ≥ diff Iz , all the gaps between indices of DOM are at least diff Iz . On the other hand, all the gaps between appearances of σ int z are at most 2 nσ = 2 diff Iz . So, in t z all the gaps between appearances of σ are between diff Iz and 2 diff Iz . The gaps for the other characters of Σ tz ∩ Σ n are the same in t z and t z . So, t z is locally n-compatible. This shows that s z is (i, d) n -relaxable. So, z ∈ T is n-expandable with respect to {root T }. Note that in this case z cannot satisfy the conditions for the third part of the proposition.
Definition 4.12 (Tree connections). Let Σ be a finite alphabet and n ∈ N Σn be a frame on Σ.
Let T and T ′ be n-compatible trees and s = String(T ) and
In this case (1) Any such t s,s ′ is called a connecting string for (T, T ′ ) n .
We call ind n (t s,s ′ ) the active indices for (t s,s ′ ) n . Note that since t s,s ′ [n, +1] = s, active indices for (t s,s ′ ) n is in
Definition 4.13 (Permutations). Let Σ be a finite alphabet, n ∈ N Σn be a frame on Σ, and T be an n-compatible tree. Let v 1 , . . . , v m be nisolated vertices in T with the same depth, and let π be a permutation for V = {v 1 , . . . , v m }. We say that we can apply π to (T, v 1 , . . . , v m ) n if there exists an n-compatible tree T ′ such that
is the corresponding vertex to w for any w ∈ T , i.e. I w ′ = I w , and • T → n T ′ and for some connecting string t T,T ′ for (T,
In this case, any such T ′ is called a result of π on (T, v 1 , . . . , v m ) n .
Note that if T is an (n, p)-uniform tree and T ′ is a result of a permutation π on (T, v 1 , . . . , v m ) n , then T ′ is also an (n, p)-uniform tree.
Lemma 4.14. Let Σ be a finite alphabet, n ∈ N Σn be a frame on Σ, and T be an (n, d T )-uniform tree. Let v 1 , . . . , v m be n-isolated vertices in T with the same depth, and let π be a permutation of V = {v 1 , . . . , v m }.
Then we can apply π to (T, v 1 , . . . , v m ) n .
Proof. Let s v = String(v) for v ∈ V and let s = String(T ).
For
Without loss of generality, we may assume k v 1 = · · · = k vm . The reason for this is that increasing k v does not affect existence of such u v and t v : if u v and t v work for k v , then u v and s v ∧ n t v work for k v + 1. So, let k := k v 1 = · · · = k vm . 
Let s ′ = u ′ ∈ Σ STR ′ be equal to the restriction of s to STR ′ , and
is a partition of DOM, and the same holds for STR and END, and (3) since T is (n, d T )-uniform and v 1 , . . . , v m are n-isolated,
So, by Lemma 3.7 part (2), and since s = s v 1 ∨ · · · ∨ s vm ∨ s ′ , we get
where t := t v 1 ∨ · · · ∨ t vm ∨ t ′ and u := u v 1 ∨ · · · ∨ u vm ∨ u ′ . Since DOM v 1 , . . . , DOM vm , DOM ′ is a partition of DOM, we have t ∈ Σ DOM and u ∈ Σ END . Let T ′ = Tree(u). For any vertex w ∈ T , let w ′ be its corresponding vertex in T ′ . For v ∈ V , we know that String(T ′ v ′ ) is the restriction of u to I v , and since I v = END π −1 (v) , this is equal to the restriction of u to END π −1 (v) , which is equal to u π −1 (v) . So,
. By (4.3) and (4.4), to complete the proof of this lemma, we just need to show that
] with l ′ = l mod 2 Mn . So, the first statement holds.
To show the second statement, fix v ∈ V . Let σ ∈ Σ uniqe v . By definition, σ / ∈ Σ sw for all w ∈ V \ {v} and also σ / ∈ Σ s ′ . Since Σ tw = Σ sw and Σ t ′ = Σ s ′ , we also get that σ / ∈ Σ tw for all w ∈ V \ {v} and also σ / Mn . This completes the proof.
Proposition 4.15. Let Σ be a finite alphabet, n ∈ N Σn be a frame on Σ, and T be an (n, d T )-uniform tree.
Let x, y ∈ T have the same depth. Assume that x, y are n-isolated in T , x is n-expandable with respect to {x, y}, y is n-contractible with respect to {x, y}, and d(x → y) ≤ 1/2 diff Ix . Then we can swap x and y, meaning that we can apply the permutation π with π(x) = y, π(y) = x to (T, x, y) n .
Proof.
It is straightforward to see that A x , A y , A ′ is a partition of A. So, Lemma 4.14 shows that we can apply the permutation π with π(x) = y, π(y) = x to (T, x, y) n . Proposition 4.16. Let Σ be a finite alphabet, n ∈ N Σn be a frame on Σ, and T be an (n, d T )-uniform tree.
Let x = y ∈ T have the same depth, x 1 , x 2 be the two children of x, and y 1 , y 2 be the two children of y. Assume that x 1 , x 2 , y 1 , y 2 are n-isolated in T , x 1 is n-expandable with respect to {x, y}, y 1 is n-contractible with respect to {y}, and d(x 1 → y 1 ) ≤ diff Ix 1 /2. Then there exists a permutation π of {x 1 , x 2 , y 1 , y 2 } with π(x 1 ), π(y 1 ) ∈ {y 1 , y 2 } that can be applied to (T, x 1 , x 2 , y 1 , y 2 ) n .
Proof. Since x 2 , y 2 are n-isolated in T , by Proposition 4.11 part (1), we know that each of x 2 and y 2 is either n-expandable or n-contractible with respect to {root T }. We prove this proposition by considering the following cases. In each case, we define a permutation π of {x 1 , x 2 , y 1 , y 2 } with π(x 1 ), π(y 1 ) ∈ {y 1 , y 2 } and for each v ∈ {x 1 , x 2 , y 1 , y 2 } we define i v ∈ [0, |I v |] and d v ∈ N. In each case, similar to the proof of Proposition 4.15, it is straightforward to see that the conditions for Lemma 4.14 hold, and hence π can be applied to (T, x 1 , x 2 , y 1 , y 2 ) n . Let d = diff Ix = diff Iy .
Case (I):
x 2 is n-expandable, y 2 is n-contractible.
π(x 1 ) = y 1 , π(x 2 ) = x 1 , π(y 1 ) = y 2 , π(y 2 ) = x 2 .
Case (II): x 2 is n-expandable, y 2 is n-expandable.
π(x 1 ) = y 1 , π(x 2 ) = x 2 , π(y 1 ) = y 2 , π(y 2 ) = x 1 .
Case (III): x 2 is n-contractible, y 2 is n-contractible.
π(x 1 ) = y 2 , π(x 2 ) = x 1 , π(y 1 ) = y 1 , π(y 2 ) = x 2 .
Case (IV): x 2 is n-contractible, y 2 is n-expandable.
Proposition 4.17. Let Σ be a finite alphabet, n ∈ N Σn be a frame on Σ, and T be an (n, d T )-uniform tree.
Let x = y ∈ T have the same depth, x 1 , x 2 be the two children of x, and y 1 , y 2 be the two children of y. Assume that x 1 , x 2 , y 1 , y 2 are n-isolated in T , x 1 is n-expandable with respect to {x, y}, and y 1 is n-contractible with respect to {y}.
Then there exists a permutation π of V = {x 1 , x 2 , y 1 , y 2 } with π(x 1 ), π(y 1 ) ∈ {y 1 , y 2 } and an n-compatible tree T ′ such that
is the corresponding vertex to w for any w ∈ T , and • T → n T ′ and for some connecting string t T,T ′ for (T, T ′ ) n we have ind n (t T,T ′ ) ⊆ ∪ v∈V I v mod 2 Mn and ind n (t T,T ′ , y 1 ) ⊆ I y mod 2 Mn .
Proof. Note that if there exists a permutation π of V with π(x 1 ), π(y 1 ) ∈ {y 1 , y 2 } that can be applied to (T, x 1 , x 2 , y 1 , y 2 ) n , then by Definition 4.13 we are done.
Since y 2 is n-isolated in T , by the first part of Proposition 4.11 we know that y 2 is either n-expandable or n-contractible with respect to {root T }. Consider the following cases.
Case (I): y 2 is n-contractible with respect to {root T }. Since x 1 , y 2 are n-isolated in T , x 1 is n-expandable with respect to {x, y} and hence with respect to {x 1 , y 2 }, y 2 is n-contractible with respect to {root T } and hence with respect to {x 1 , y 2 }, and d(x 1 → y 2 ) ≤ d = diff Ix 1 /2, by Proposition 4.15, we can swap x 1 and y 2 , which means that we can apply the permutation π of V with π(x 1 ) = y 2 , π(x 2 ) = x 2 , π(y 1 ) = y 1 , π(y 2 ) = x 1 to (T, x 1 , x 2 , y 1 , y 2 ) n . That completes the proof in this case.
Case (II): y 2 is n-expandable with respect to {root T }. Since y 1 , y 2 are n-isolated in T , y 1 is n-contractible with respect to {x, y} and hence with respect to {y 1 , y 2 }, y 2 is n-expandable with respect to {root T } and hence with respect to {y 1 , y 2 }, and d(y 1 → y 2 ) = d = diff Iy 1 /2, by Proposition 4.15, we can swap y 1 and y 2 , which means that we can apply the permutation φ of V with φ(x 1 ) = x 1 , φ(x 2 ) = x 2 , φ(y 1 ) = y 2 , φ(y 2 ) = y 1 to (T, x 1 , x 2 , y 1 , y 2 ) n . So, there exists an (n, d T )-uniform tree T ′′ such that if for any w ∈ T we denote its corresponding vertex in T ′′ by w ′′ , i.e. I w ′′ = I w , then we have
• T → n T ′′ and for some connecting string t T,T ′′ for (T, T ′′ ) n , we have ind n (t T,T ′′ ) ⊆ I x ∪ I y mod 2 Mn and ind n (t T,T ′′ , y 1 ) ⊆
So, there exists an (n, d T )-uniform tree T ′ such that if for any w ∈ T we denote its corresponding vertex in T ′ by w ′ , i.e. I w ′ = I w , then we have
for any v ∈ V . Note that π is a permutation of V and from the results in the previous two paragraphs, we get T ′ v ′ ∼ = T π −1 (v) for v ∈ V . Let t T,T ′ = t T,T ′′ ⋄ n t T ′′ ,T ′ . By Lemma 3.7 part (1), we get that T → n,t T,T ′ T ′ . To complete the proof of this proposition, we need to show the following.
• First, we need to show ind n (t T,T ′ ) ⊆ I x ∪ I y mod 2 Mn . Since
• Then, we need to show ind n (t T,T ′ , y 1 ) ⊆ I y mod 2 Mn . Note that mod 2 Mn we have
So, the proof is complete.
4.3.
Proof of the Second Claim in Lemma 3.11. Let Σ be a finite alphabet, n ∈ N Σ be a frame on Σ, p, p ′ ∈ PBA n , and T be an (n, p)uniform tree. We want to show there exists an (n, p ′ )-uniform tree T ′ such that T → n T ′ .
Since T (1) → n T (2) and T (2) → n T (3) implies T (1) → n T (3) , we will prove Lemma 3.11 part (2) by a series of reductions.
4.3.1.
Step 1. Note that PBA n is finite. Define a graph, Γ n , on the vertex set PBA n by connecting two pseudo-binary approximations p, p ′ if and only if they differ on exactly two characters, say α and β, and also irr(p), irr(p ′ ) ∈ {∼, α, β}.
Given p = p ′ ∈ PBA n , if p and p ′ are not connected in Γ n , we define p ′′ ∈ PBA n such that p ′′ is connected to p in Γ n and either d p,p ′ > d p ′′ ,p ′ , or d p,p ′ = d p ′′ ,p ′ and |Σ p,p ′ | > |Σ p ′′ ,p ′ |. Since PBA n is finite, this shows that Γ n is connected.
Let p = p ′ ∈ PBA n be not connected in Γ n . Define f : Σ → [0, 1] by
Since p = p ′ , we know that A, B = ∅. Let α ∈ A ∪ B be a character such that either irr(p) = ∼ or α = irr(p). Assume that α ∈ A (if α ∈ B, the proof is the same). Let β ∈ B be a character such that either B = {irr(p ′ )} or β = irr(p ′ ). Let
and define the probability distribution p ′′ on Σ by
It is straightforward to see that p ′′ ∈ PBA n and that p and p ′′ are connected in Γ n . To complete the proof, it is enough to show that
First, assume that irr(p) = ∼. Note that we have one of the following two cases.
• β = irr(p ′ ). In this case, let γ = β.
• β = irr(p ′ ). In this case, let γ = α.
On the other hand, for all σ = γ in Σ, we have
So, by comparing all the terms in the definition of d p,p ′ and d p ′′ ,p ′ , we have d p ′′ ,p ′ ≤ d p,p ′ − ε. So, we are done in this case. Now, assume that irr(p) = α. If β = irr(p ′ ), let γ = β and the proof is the same as before. So, we may assume that β = irr(p ′ ). It is not difficult to see that d p ′′ ,p ′ = d p,p ′ . So, we just need to show that |Σ p,p ′ | > |Σ p ′′ ,p ′ |. Since β = irr(p ′ ), we must have B = {β}, so we have p ′′ (α) = p ′ (α), which means that α / ∈ Σ p ′′ ,p ′ . It is straightforward to see that Σ p ′′ ,p ′ ⊆ Σ p,p ′ and α ∈ Σ p,p ′ . This completes the proof.
Since Γ n is connected, without loss of generality we may assume that p and p ′ are adjacent in Γ n .
4.3.2.
Step 2. Proposition 4.20. Let Σ be a finite alphabet, n ∈ N Σ be a frame on Σ, p ∈ PBA n , and T be an (n, p)-uniform tree. There exists a sorted (n, p)-uniform tree T ′ , such that T → n T ′ .
Proof. Let σ = irr(p), and letσ = ∼ be a character not in Σ. To get a sorted (n, p)-uniform tree, we just need to make changes to vertices with label σ. So, if σ = ∼, we are done. Hence, we can assume σ ∈ Σ.
Let v = c T (σ) (recall that c T (σ) is defined in Definition 4.4), and let w be v's sibling. In T w , change all σ's toσ and call the new treeT . LetΣ = Σ ∪ {σ},Σn = Σ andn ∈ NΣn be equal to n, andp = dT . Letz ∈T be the corresponding vertex to z ∈ T for any z ∈ T , i.e. Iz = I z . Obviouslyp ∈ PBAn, irr(p) = ∼, andT is an (n,p)-uniform tree. Moreover, for a vertexū ∈Tw, ifσ appears in the subtree ofT rooted atū's parent, thenū isn-isolated inT . So, by Proposition 4.11 we have the following. (1) Ifσ appears inTū, thenū is bothn-expandable andn-supercontractible with respect to {w}. (2) Ifū isn-isolated inT , thenū is eithern-expandable orncontractible with respect to {w}.
By backward induction on i = M n , M n − 1, . . . , depth w we prove the following.
Claim 4.22. For i = M n , M n − 1, . . . , depth w , there is an (n,p)uniform treeT (i) with the following properties.
•T →nT (i) with a connecting string tT ,T (i) such that the active indices for (tT ,T (i) )n is a subset of I w . • For j = i, i + 1, . . . , M n , for at most one of vertices of depth j inT (i) , sayū (i) , we have thatσ appears inT
Proof. For i = M n ,T (i) =T would work. For i < M n , letT (i+1) be the resulting tree for i + 1, which exists by the induction hypothesis, and letw (i+1) ∈T (i+1) be the corresponding vertex to w ∈ T . Enumerate all vertices of depth i + 1 inT (i+1) which haveσ appearing in their subtree byū
are necessarily located in the subtree ofT (i+1) rooted atw (i+1) . Letx with a connecting string that satisfies the first condition of this claim. So, without loss of generality, we may assume that forT (i+1) we can have either one of the following properties:
Again, using Proposition 4.15, Claim 4.21, and one of the above assumptions, we can swapū
with a connecting string that satisfies the first condition of this claim. So, again, without loss of generality, we may assume thatū
are siblings inT (i+1) . By continuing this process we can assume thatū
are siblings inT (i+1) , and so on. So for each ofū
Let k = depth w , and letT (k) be the (n,p)-uniform tree that is given to us by Claim 4.22 for i = k. It is not difficult to see thatT (k) is sorted. We know thatT →nT (k) with a connecting string tT ,T (k) such that the active indices for (tT ,T (k) )n is a subset of I w .
Let T ′ be equal toT (k) with all labelsσ replaced by σ. T ′ is a sorted (n, p)-uniform tree. Let t be equal to tT ,T (k) with allσ's replaced by σ. It is easy to see that String(T ) → n,t String(T ′ ), so T → n T ′ . This completes the proof.
So, we can assume that T is sorted.
4.3.3.
Step 3. So far, we simplified the general case so that we can make the following assumptions: T is a sorted (n, p)-uniform tree, and p and p ′ are adjacent in Γ n . Since p, p ′ are adjacent in Γ n , there are characters α, β ∈ Σ such that p α > p ′ α , p β < p ′ β , p σ = p ′ σ for σ ∈ Σ \ {α, β}, and irr(p), irr(p ′ ) ∈ {∼, α, β}.
In this step, we introduce two general scenarios, and by using Proposition 4.15 for scenario (I) and Proposition 4.17 for scenario (II), we will show how to get an (n, p ′ )-uniform tree T ′ with T → n T ′ . In the next step, we will show how to reduce the general case to one of these scenarios in different cases. Now we introduce the two scenarios. Let v α = c T (α) and w α be v α 's sibling. Let v β = c T (β) and w β be v β 's sibling. Recall the definition of c T (σ) from Definition 4.4. Letᾱ,β = ∼ be two characters not in Σ.
Scenario (I): LetΣ = Σ ∪ {ᾱ,β},Σn = Σ andn ∈ NΣn be equal to n. Assume that we have x ∈ T wα and y ∈ T w β with the same depth. LetT be equal to T everywhere except that all α's inTx are changed toᾱ, and all the β's inTȳ are changed toβ, where for each v ∈ T we denote its corresponding vertex inT byv. Moreover, assume thatȳ isn-isolated inT , and forp = dT we havē
if tT ,T (0) (i) ∈ {ᾱ,β} and i ∈ I y mod 2 Mn .
Since IT ,T (0) ⊆ I wα ∪ I vα ∪ I w β mod 2 Mn , t T,T ′ is well defined. It is not difficult to see that
• t T,T ′ [n, +1] = String(T ), and • t T,T ′ [n, −1] = String(T ′ ). It means that T → n,t T,T ′ T ′ . Hence T → n T ′ .
Scenario (II): Assume that
and v α , • y 2 ∈ T w β and y 1 is the sibling of y 2 . • x 1 , y 1 , and y 2 have the same depth, • y 2 is n-isolated in T , and • β appears in T y 1 .
(1) Let x 2 be x 1 's sibling, x be the parent of x 1 and x 2 , and y be the parent of y 1 and y 2 . (2) LetΣ = Σ ∪ {β},Σn = Σ andn ∈ NΣn be equal to n. LetT be equal to T with the following exception: if y 1 = v β change all the β's inTȳ 1 toβ, wherez ∈T is the corresponding vertex to z ∈ T for any z ∈ T . Letp = dT . ObviouslyT is an (n,p)-uniform tree. (3) Since y 2 ∈ T w β is n-isolated in T , the only character that could appear both in T y 1 and outside of T y 1 is β. Soȳ 1 isn-isolated in T . Also, since y 2 is n-isolated in T , we get thatȳ 2 isn-isolated inT . Sincex 1 ,x 2 / ∈Tw β , we get thatx 1 andx 2 aren-isolated inT . (4) By the second part of Proposition 4.11, we can see thatx 1 is n-expandable with respect to {rootT }, and so, with respect to {x,ȳ}.
Similarly, by the third part of Proposition 4.11,ȳ 1 isn-contractible with respect to {ȳ}. (5) The previous results show that the conditions for Proposition 4.17 hold here. So, there is a permutation π ofV = {x 1 ,x 2 ,ȳ 1 ,ȳ 2 } with π(x 1 ), π(ȳ 1 ) ∈ {ȳ 1 ,ȳ 2 }, and an n-compatible treeT ′ such that
is the corresponding vertex to w for any w ∈ T , and •T → nT ′ and for some connecting string tT ,T ′ for (T ,T ′ )n we have indn(tT ,T ′ ) ⊆ ∪v ∈V Iv = ∪ v∈V I v mod 2 Mn and indn(tT ,T ′ ,ȳ 1 ) ⊆ Iȳ = I y mod 2 Mn . In particular, for
we have Jβ ⊆ I y mod 2 Mn . (6) Let T ′ be equal toT ′ with all theβ's replaced by β, and t T,T ′ be equal to tT ,T ′ with all theβ's replaced by β. It is straightforward to check that T ′ is an (n, p)-uniform tree and
Obviously we have at least k appearances of α in T w ′ α . Choose k leaves in T w ′ α with label α and change their labels to β. Call the new tree T ′′ . Obviously T ′ → n T ′′ (because String(T ′ )∧ n String(T ′′ ) works as a connecting string), so we have T → n T ′′ . It is straightforward to see that T ′′ is an (n, p ′ )-uniform tree.
4.3.4.
Step 4. In this step, based on the values of irr(p) and irr(p ′ ) and the structure of T , we will consider different cases and see that each case falls into one of the two scenarios we introduced in the previous step. That will conclude the proof of Lemma 3.11.
Consider the following cases:
Let k = num Tw α (α). In T we have to change the labels of k leaves with label α to β. So, in T w β we have at least k leaves with labels different from β.
Let Σ m = Σ \ {β} and m be equal to the restriction of n to Σ m . We say that a vertex v ∈ T w β is interesting if
If w β is not interesting, then α appears in T w β . Since T is sorted, we get that all the α's in T wα are in T w β . In this case, change all the α's in T wα to β and call the new tree T ′ . It is easy to see that T ′ satisfies the conditions we want. So, assume that w β is interesting. So, there exists a deepest interesting vertex b in T w β . We claim that β does not appear in T b . If β appears in T b , then irr(p) = β, which means that w α is labeled α in T , therefore k is a power of two. Since T is sorted, if k is a power of two, T b does not have any β's. This is a contradiction. So, β does not appear in T b . This means that b is n-isolated.
Since T is sorted, there is a vertex a ∈ T with the same depth as b such that all the α's in T wα are also in T a . If a ∈ T w β , change all the α's in T a to β and call the new tree T ′ . It is easy to see that T ′ satisfies the conditions we want. So, we can assume a ∈ T \ T w β . Consider the following two cases.
• depth a < depth wα : In this case we fall into scenario (II). Obviously a ∈ T \ T w β is an ancestor of the parent of v α and w α , and b ∈ T w β , and a, b have the same depth. Moreover, b is n-isolated in T and since b is interesting, β appears in the sibling of b. So, x 1 = a, y 2 = b works for scenario (II). • depth a ≥ depth wα : So a ∈ T wα and b ∈ T w β . x = a, y = b works for scenario (I).
Case 2: irr(p ′ ) = α. Let k = I w β −num Tw β (β). In T we have to change the labels of k leaves with label α to β. So, in T w β we exactly k leaves with labels different
Similarly, in T wα we have at least k leaves with label α. Let a be the deepest vertex in T wα with num Ta (α) ≥ k. Since T is sorted, it is not difficult to see that a and b have the same depth.
• If β appears in T b , it means that irr(p) = β, which implies that w α is labeled with α, and hence a is labeled α. So num Ta (α) = |I a | = |I b |. We also know that num
It is straightforward to see that x = a, y = b works for scenario (I).
Proof of Theorem 1.3
In this section we prove Theorem 1.3. The proof uses a series of reductions.
Definition 5.1 (Colorings). A coloring of N is a family {f c } c∈C of strictly increasing functions from N to N such that for every m ∈ N, there are unique c ∈ C and i ∈ N for which f c (i) = m. We refer to the set C as the set of colors.
A coloring {f c } c∈C of N corresponds to a sequence s ∈ C N : for m ∈ N, s(m) = c where c is the unique color such that m ∈ f c (N). Using this correspondence, we can define well-distributed colorings: a coloring {f c } c∈C is well-distributed if the corresponding sequence s ∈ C N is well-distributed in the sense of Definition 3.3. If the coloring {f c } c∈C is well-distributed, define its density to be equal to the density function of the corresponding sequence.
A strictly increasing function f : N → N is called well-distributed if the following limit exists 
For a strictly increasing function f : N → N, we define the quasiregularity of f as QR(f ) := sup n,m∈N
. It is not difficult to prove the following claim.
The following lemma is an immediate corollary of the main result in [8] , which we will use later in some of the proofs.
Lemma 5.5. Suppose Σ is a countable alphabet and p is a probability distribution on Σ. Then there is an infinite sequence s ∈ Σ N with:
(1) d s = p and (2) for all M, N ∈ N, and σ ∈ Σ
Proof. By [8, Theorem 1], there exists a sequence s ∈ Σ N with d s = p and
To complete the proof, we need to show
If M = 1, the result follows from putting K = N and dividing both sides of (5.1) by N. So, let M ≥ 2. Inequality (5.1) for K = M − 1 and K = N + M − 1 gives us
From these two bounds, we get
which completes the proof. Now, we proceed to consider some special cases, and show that how, in each case, we can get a partial result, i.e. a coloring with small quasiregularity for most of the colors. Later, we will combine these partial results and prove Theorem 1.3.
Case I.
Here we assume that the probabilities in the distribution are almost equal.
Proposition 5.6. Suppose n > 2 9 and (p 1 , . . . , p n ) is a probability distribution with p 1 ≥ p 2 ≥ · · · ≥ p n , p 1 /p n ≤ 2. Then, there exists a coloring {f i } i∈{1,...,n} of N such that for i ∈ {1, . . . , n}
(1) d(f i ) = p i , and
(2) QR 1 (f i ) < 1 + 64 log n n .
This proposition and its proof are very similar to [5, Theorem 6.1].
Proof. Let n > 2 9 and p = (p 1 , . . . , p n ). For i = 1, 2, . . . , n, let k i ∈ N ∪ {0} be such that p i ∈ [ k i n 4 , k i +1 n 4 ]. Since p 1 /p n ≤ 2, we get that p i ∈ [ 1 2n , 2 n ] and k i ∈ [⌊ n 3 2 ⌋, 2n 3 ]. By [5, Lemma 4.3] , there are probability distributions q 1 , . . . , q r and 0 ≤ α 1 , . . . , α r ≤ 1 with:
] for all i = 1, . . . , n. (4) If q j = (q j 1 , . . . , q j n ), we have q j i ∈ { k i n 4 , k i +1 n 4 } for all but at most one i = 1, . . . , n.
Item (4) implies that q j i = l j i n 4 for some l j i ∈ Z for all i = 1, . . . , n, and item (3) shows that l j i ∈ [k i , k i + 1] for all i = 1, . . . , n. So, p is a convex combination of q 1 , . . . , q r , where for each q j = (q j 1 , . . . , q j n ) we have q j i ∈ { k i n 4 , k i +1 n 4 } for all i = 1, . . . , n. Since all q j are in a (n − 1)dimensional subspace of R n , we can further assume that p is in the convex hull of at most n such points q j . So, without loss of generality, we can assume r ≤ n.
For j = 1, . . . , r and i = 1, . . . , n let θ j i be independent uniform random variables with θ j i ∈ [0, q j i ]. For each j = 1, . . . , r, we build a random bipartite graph G j θ j 1 ,...,θ j n as a function of θ j 1 , . . . , θ j n and for δ = 2 log n n 7
show (1) Each G j θ j 1 ,...,θ j n has a perfect matching with high probability,
(2) There are common values η 1 ∈ [δ, k 1 n 4 − δ], . . . , η n ∈ [δ, kn n 4 − δ] such that G j η 1 ,...,ηn has a perfect matching for all j = 1, . . . , r, and (3) When for η 1 ∈ [δ, k 1 n 4 −δ], . . . , η n ∈ [δ, kn n 4 −δ] every G j η 1 ,...,ηn has a perfect matching, we would get a coloring {f i } i∈{1,...,n} of N with d(f i ) = p i such that QR 1 (f i ) is close to 1 for each i = 1, . . . , n.
We start by defining the bipartite graphs G j gives us a string c j ∈ {1, . . . , n} V with the density function equal to q j as follows. Let M j η 1 ,...,ηn be a fixed perfect matching of G j η 1 ,...,ηn . Let c j : V → {1, 2, . . . , n} be defined by c j (t) = i where i is the unique element of {1, 2, . . . , n} such that in the matching M j η 1 ,...,ηn , t ∈ V is connected to (i, ℓ) ∈ W j for some 0 ≤ ℓ < q j i n 4 . It is easy to see that
Recall that p = r j=1 α j q j . (5.4) By Lemma 5.5, there exists a string u ∈ {1, . . . , r} N with
for all M, N ∈ N, and j = 1, 2, . . . , r. Now, we can compose these strings u, c 1 , . . . , c r in the following way: let s ∈ {1, . . . , n} N be defined by s((a − 1)n 4 + t + 1) = c u(a) (t) for a ∈ N and t ∈ V = {0, 1, . . . , n 4 − 1}. From which means d s = p. Let {f i } i∈{1,...,n} be the coloring of N corresponding to s: for i = 1, . . . , n, let b 1 < b 2 < · · · be an enumeration of s −1 ({i}) and define f i : N → N by f i (m) = b m for all m ∈ N. We obviously have d(f i ) = p i for 1 ≤ i ≤ n.
To find an upper bound for QR 1 (f i ), by our comment after Definition 5.2, we need to have upper and lower bounds for f i (m + 1) − f i (m) for m ∈ N. Let f i (m + 1) = b ′ = (a ′ − 1)n 4 + t ′ + 1 and f i (m) = b = (a − 1)n 4 + t + 1 with a, a ′ ∈ N and t, t ′ ∈ V = {0, 1, . . . , n 4 − 1}. Note that we either have a ′ = a or a ′ = a + 1.
In the first case, where a ′ = a, let j = u(a). We have c j (t) = i and t ′ is the first t < t ′′ ∈ V with c j (t ′′ ) = i. Recall that we fixed a perfect matching M j η 1 ,...,ηn of G j η 1 ,...,ηn . Assume that in M j η 1 ,...,ηn , t ∈ V is matched with (i, ℓ) ∈ W j and t ′ ∈ V is matched with (i, ℓ ′ ) ∈ W j . Since η i ∈ [δ, q j i − δ], we obviously have ℓ ′ = ℓ + 1. So, from (5.2) for ℓ and ℓ + 1, and by triangle inequality, we have: 1/q j i − 2δn 4 ≤ |t − t ′ | ≤ 1/q j i + 2δn 4 , which implies:
In the second case, where a ′ = a + 1, let j = u(a) and j ′ = u(a ′ ). Since η i ∈ [δ, q j i − δ], we have that t is the last t ′′ ∈ V with c j (t ′′ ) = i and t ′ is the first t ′′ ∈ V with c j ′ (t ′′ ) = i. So, from (5.2) and by triangle inequality, if D is the distance between t and t ′ mod n 4 , we have: 1/q j i − 2δn 4 ≤ D ≤ 1/q j i + 2δn 4 . Note that f i (m + 1) − f i (m) = a ′ n 4 + t ′ − a n 4 − t = n 4 + t ′ − t = D, so we have: 1/q j i − 2δn 4 ≤ f i (m + 1) − f i (m) ≤ 1/q j i + 2δn 4 . (5.8) So, by our comment after Definition 5.2, and since q j i ≤ 2 n , n > 2 9 , and δ = 2 log n n 7 , we have:
2n log n n/2 − 2 √ 2n log n ≤ 1 + 64 log n n This completes the proof of Proposition 5.6.
Case II.
Here we assume that all but one probability in the distribution are very small. Before proving the main proposition for this case, we need to prove the following lemma. Lemma 5.9. Let (p 0 , p 1 , p 2 , . . . ) be a probability distribution, 0 < ε < 1/10, and p 0 > 1 − ε. Then, there is a coloring {f i } i∈N∪{0} of N such that:
(1) d(f i ) = p i for i = 0, 1, 2, . . ..
(2) QR(f i ) ≤ 1 + 10ε for i = 1, 2, . . ..
Proof. Similar to the proof of Proposition 5.6, we define a bipartite graph and use Hall's Marriage theorem to show that it has a perfect matching. Let
and Y = N. Define a bipartite graph on X ∪ Y by putting an edge between x = (i, n) ∈ X and y ∈ Y whenever ⌊ n−ε/2 p i ⌋ ≤ y ≤ ⌈ n+ε/2 p i ⌉. Let A be a finite subset of Y . Fix i ∈ N.
• Note that since ε < 1/10, neighbors of vertices in X i = {(i, n) ∈ X | n ∈ N} are disjoint. • If x = (i, n) ∈ X, we have deg(x) = ⌈ n+ε/2 p i ⌉−⌊ n−ε/2 p i ⌋+1 ≥ ε/p i . • Let B i ⊆ X i be the set of vertices that are only connected to vertices in A. Then, we have |B i | ≤ |A| ε/p i = |A| p i ε . Let B ⊆ X be the set of vertices that are only connected to vertices in A. We obviously have B = ∪ i∈N B i , and
So, by Hall's Marriage theorem, there is an injective map, f : X → Y such that f sends every element x ∈ X to a neighboring element in y ∈ Y . Fix i ∈ N. Let f i : N → N be defined by f i (n) = f ((i, n)) for n ∈ N. For N ∈ N, we have
By the bound on f −1 i
[N] , we get that Y 0 is not finite. Let y 1 < y 2 < · · · be an enumeration of Y 0 , and define f 0 : N → N by f 0 (n) = y n . Again, by the bound on f −1 i [N] , we get d(f 0 ) = p 0 . To complete the proof, and show that the coloring {f i } i∈N∪{0} satisfies the conditions in the lemma, we need to show that for i ∈ N we 5.4. Proof of Theorem 1.3. We have now all the necessary ingredients to prove the theorem. Let Σ be a countable alphabet and fix 0 < ε < 1. Given the correspondence between colorings of N and sequences in Σ N , to prove the theorem we just need to show there exists a δ > 0 such that whenever p is a probability distribution on Σ with p σ < δ for all σ ∈ Σ, then there exists a coloring {f σ } σ∈Σ of N with d(f σ ) = p σ and QR(f σ ) = QR 1 (f σ ) ≤ 1 + ε for all σ ∈ Σ. We show δ = ε 6 /10 20 works for us.
Let δ = ε 6 /10 20 and assume that p is a probability distribution on Σ with p σ < δ for all σ ∈ Σ. For i ∈ N let
We call each Σ i a bucket. Let N = 10 16 /ε 4 , I = {i ∈ N | |Σ i | > N} and J = N \ I. For L ∈ {I, J}, let Σ L = ∪ l∈L Σ l , p L = σ∈Σ L p σ . In words, I is the indices of the buckets that have more than N characters, and J is the set of indices of the buckets with less than N characters.
Claim 5.13. There exists a coloring {g σ } σ∈Σ I of N such that (1) d(g σ ) is proportional to p σ for each σ ∈ Σ I , (2) QR 1 (g σ ) ≤ 1 + 1000 N 1/4 = 1 + ε 10 for all σ ∈ Σ I , and (3) min n∈N g σ (n + 1) − g σ (n) ≥ N 4 for all σ ∈ Σ I . First, we use this claim to prove the Theorem, then, we will prove this claim. By Claim 5.13, there is a coloring {g σ } σ∈Σ I of N with the mentioned properties. Let Σ ′ = {I} ∪ Σ J and ε ′ = ε 2 /1000. Let p ′ be the probability distribution on Σ ′ defined by p ′ I = p I and p ′ σ = p σ for each σ ∈ Σ J . Note that p J = j∈J σ∈Σ j p σ ≤ 2Nδ < ε ′ . So, p ′ I = p I > 1 − ε ′ . Let c ′ = ⌈ 10 ε ⌉ and note that 1 < c ′ < 1 10ε ′ . We can apply Proposition 5.10 on p ′ , ε ′ , c ′ and get a coloring {g ′ σ } σ∈Σ ′ such that (1) d(g ′ σ ) = p ′ σ for all σ ∈ Σ ′ . (2) QR 1 (g ′ σ ) ≤ 1 + 10c ′ ε ′ = 1 + 10⌈ 10 ε ⌉ ε 2 1000 ≤ 1 + ε for all σ ∈ Σ J . (3) QR c ′ (g ′ I ) ≤ 1 + 2 c ′ ≤ 1 + ε 5 . Now, we define the coloring {f σ } σ∈Σ of N. For σ ∈ Σ J , let f σ = g ′ σ . So, from the first two properties of the coloring {g ′ σ } σ∈Σ ′ , we get d(f σ ) = p σ and QR 1 (f σ ) ≤ 1 + ε for all σ ∈ Σ J .
For σ ∈ Σ I , let f σ = g ′ I • g σ . Fix σ ∈ Σ I . By the third property of g σ in Claim 5.13 we have min n∈N g σ (n + 1) − g σ (n) ≥ N/4 = 10 16 /(4ε 4 ) ≥ c ′ .
We can apply Lemma 5.4 for f = g ′ I , g = g σ , k = c ′ , and l = 1, and get QR 1 (f σ ) ≤ (1 + ε 5 )(1 + ε 10 ) ≤ 1 + ε. Moreover, it is straightforward to see that d(f σ ) = p σ . So, we showed that for each σ ∈ Σ, we have d(f σ ) = p σ and QR 1 (f σ ) ≤ 1 + ε. It is easy to show that {f σ } σ∈Σ is a coloring of N. So, the proof of the theorem is complete except from the proof of Claim 5.13, to which we turn now.
Proof of Claim 5.13. For each i ∈ I, let p i be the normalization of the restriction of p to Σ i . So, p i is a probability distribution on Σ, and For each i ∈ I and σ ∈ Σ i , let g σ = h i • e i σ . Let Σ I = ∪ i∈I Σ i . It is easy to see that {g σ } σ∈Σ I is a coloring of N and for each σ ∈ Σ I , d(g σ ) is proportional to p σ . Note that for each i ∈ I and σ ∈ Σ i we can apply Lemma 5.4 to f = h i , g = e i σ , k = ⌊ N 20 ⌋, and l = 1, and get QR 1 (g σ ) ≤ 1 + 160 N 1 + 64 log N N ≤ 1 + 1000 N 1/4 . (5.10) Moreover, for σ ∈ Σ I , since d(g σ ) is proportional to p σ , we get d(g σ ) < 2/N, and so by Claim 5.3 and (5.10), we get min n∈N g σ (n + 1) − g σ (n) ≥ N 2 1 + 1000
