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Kurzfassung
Die Konzentrationsmessungen in Merhstoffsystemen sind in vielen Anwendungen
notwendig, sowohl in der Verfahrenstechnik als auch in der Medizin. Die NMR-
Spektroskopie (kernmagnetische Resonanz) ist eine nicht-invasive Methode für
die Untersuchung molekularer Diffusion in Mehrstoffsystemen.
Das Ziel dieser Doktorarbeit ist daher die Entwicklung und Anwendung ef-
fizienter Methoden für die Lösung inverser Problemen, wie sie bei der Quan-
tifizierung von Konzentrationsmessungen in Mehrstoffsystemen mit NMR auftre-
ten. Sowohl Experimente als auch Simulationen zeigen, dass die Probe selbst
Inhomogenitäten in der Magnetfeldverteilung induziert. Diese Inhomogenitäten
führen nicht nur zu einer Spektrenverschiebung, sondern auch zu einer verän-
derten Form der Spektrallinien.
Im Zentrum steht die Entwicklung eines neuen Verfahrens für die Bestimmung
der Konzentrationsprofilen. Diese Entwicklung erfolgte in Zusammenarbeit mit
dem Lehrstuhl für Makromolekulare Chemie der RWTH Aachen, wo die experi-
mentellen Arbeiten durchgeführt wurden.
Als Grundlage für diese Arbeiten wurde daher zunächst die Finite-Elemente-
Methode hergeleitet. Die Inhomogenitäten des statischen Magnetfeldes werden
mit dem Finite-Elemente-Programm XNS simuliert. Der zeitabhängige makro-
skopische Magnetisierungsvektor ist durch die Blochsche Gleichung gegeben und
dadurch wird die Positions-Frequenz-Korrelationsabbildung simuliert.
Im Anschluss wurde das Optimierungsverfahren für die Lösung des inversen
Problems dargestellt. Das inverse Problem besteht darin, den Fehler zwischen ex-
perimentellen Messdaten und simulierten Daten zu minimieren, um das Konzen-
trationsprofil zu berechnen. Die Lösung des inversen Problems erfordert es, das
direkte Problem wiederholt numerisch zu lösen. Im Gegensatz zu den bestehen-
den Linienintegrations- und Entfaltungstechniken bleibt der Anwendungsbereich
des inversen Problems nicht auf die Trennbarkeit der Spektrallinien beschränkt.
xxi
Kurzfassung
Diese Methodik kann auch für Mischungen, die zu Linienüberlappungen führen,
verwendet werden. Das Konzentrationsprofil wird mit parametrischen Kurven
(z.B. Bézierkurven) dargestellt, um die Anzahl der Unbekannten, die im Opti-
mierungsproblem auftreten, zu reduzieren. Außerdem werden auch steile Profile
mithilfe von mehr als einer Bézierkurven beschrieben.
Anschließend erfolgte eine Anwendung der optimalen Versuchsplannung zur
optimalen Wahl der Messparameter, die die Anzahl der zur Konzentrationsbes-
timmung notwendigen Experimenten minimiert und die Güte der Messdaten
weiter erhöht. Dafür wird die Fisher-Informationsmatrix mit einem entsprechen-
den Optimalitätskriterium verwendet.
Zum Abschluss wurde eine Formoptimierungsmethode zur Identifizierung von
Unsicherheiten in der Gestalt geophysikalischer Objekte entwickelt. Motivation
und Anwendungsbeispiel ist die Vorhersage des Schichtverlaufs in Gesteinsfor-
mationen mittels Temperaturmessdaten. Der Schichtverlauf wurde mithilfe der
Level-Set-Funktion dargestellt. Mit dieser Formulierung ist die Lösung einer
zusätzlichen Gleichung erforderlich, ohne dass eine Gitterbewegung notwendig
ist.
Der Beitrag dieser Arbeit besteht somit zum einen in der Simulation und
Quantifizierung der Feldinhomogenitäten und Spektrallinienveränderungen. Der
zweite Aspekt geht demzufolge über die Berechnung der Konzentrationsprofilen
von NMR-Spektren und die Lösung des inversen Problems hinaus. Zuletzt wurde
ein neuer Inversionsalgorithmus für die Identifikation von geophysikalischen Schi-
chten erfolgreich entwickelt.
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Chapter 1
Introduction
Inverse problems appear quite often in many scientific and engineering appli-
cations, where some quantities are to be computed from measurements. The
solution of inverse problems provides information about a quantity which cannot
be directly measured, for example because it is physically inaccessible. Tech-
niques for solving inverse problems are applied in the present thesis to nuclear
magnetic resonance (NMR) for the measurement of concentration distributions
during diffusion for chemical engineering applications and to geophysics for the
identification of shapes from temperature sources.
The phenomenon of diffusion has been studied extensively to provide un-
derstanding of separation processes and molecular interactions. Diffusive mass
transfer plays a key role in a broad range of industrial processes in chemical
and petroleum engineering, as well as natural processes related to ecological ap-
plications (Stapf and Han, 2006). Knowledge about the diffusion coefficients is
required for proper modelling and optimization of processes involving absorb-
tion, extraction, distillation, and chemical reactions. The calculation of diffusion
coefficients in multicomponent liquid mixtures remains still an open problem.
Moreover, measurements of such interdiffusion processes have proved to be com-
plicated, mainly due to the phenomena that must be controlled during the ex-
periment. There are three well-established methods (Cussler, 1997) suitable for
accurate measurements of diffusion: the diaphragm cell, Taylor dispersion, and
holographic interferometry. A new method is based on the application of Raman
spectroscopy, which is rather promising (Bardow et al., 2003).
In recent years, high-resolution measurements are becoming available that al-
low field measurements of process quantities instead of pointwise data retrieval.
Among the analytical techniques, nuclear magnetic resonance (NMR) is a power-
ful tool to study molecular diffusion and the most important method for structural
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analysis of molecules in solution (Ernst et al., 1987). NMR has some advantages,
the most important being the non-invasive behaviour without the need of tracer,
its ability to record 1-D, 2-D and 3-D images with resolution as high as 5-10
µm, and the possibility to measure diffusivities in highly viscous or optically-
inaccessible fluids, where the traditional methods fail (Gladden, 2003).
In geophysics, the efficient use of geothermal energy depends on the precise
characterization of the geothermal system. Therefore, one often needs to identify
the shape of temperature sources, which are physically inaccessible, from mea-
surements of flow rates and temperatures at an accessible point of the domain or
the boundary.
1.1 Project objectives
This thesis reports the findings from the research study conducted in the scope of
the Collaborative Research Center (CRC) 540 “Model-based experimental anal-
ysis of kinetic phenomena in multiphase flow of reactive systems” (Marquardt,
2005a, 2008) and MeProRisk—a toolbox for evaluating risks in exploration, de-
velopment, and operation of geothermal reservoirs (Clauser, 2009).
The objective of this work is to document the difficulties that appear when
measuring interdiffusion concentration profiles of a binary system using NMR and
develop and apply numerical techniques in order to overcome these difficulties.
In the experimental setup, the two liquid components are placed in a glass tube
and initially they are assumed to be completely separated. The concentration
of mixing components is resolved along the tube by means of a chemical-shift
imaging method. This technique provides the NMR spectrum at each slice per-
pendicular to the tube axis as a function of time. The amount of liquids at each
slice is calculated from the integral area of the lines in the NMR spectrum. The
approach requires a theoretical model for extraction of the diffusion coefficients
based on the concentration profiles. Although a priori the method is expected
to resolve the liquids as long as they possess different chemical shift, preliminary
experiments showed that important distortions in the evaluation of the concen-
trations appears due to differences in the magnetic susceptibilities of the two
liquids. During the mixing process, the concentration gradient implicitly creates
a magnetic field gradient that leads to a time dependent shift and broadening of
the NMR lines.
Even if the susceptibility varies slightly from one medium to the other, it
induces sharp changes in the magnetic field across the interface of two media.
Magnetic field inhomogeneities created by variation of the susceptibility across
the sample have been studied intensively in the field of magnetic resonance imag-
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ing (MRI) and well logging NMR (Callaghan, 1993; Coates et al., 1999). The
field inhomogeneity broadens the NMR spectrum leading in some cases to im-
portant line overlapping. Moreover, as the line shape is also affected by the
inhomogeneities an accurate deconvolution of the superimposed spectra may be
impossible. However, if the chemical shifts of the liquids under study are of the
order of the field-induced imhomogeneities a numerical method based on the cal-
culation of the magnetic field for a given concentration profile can be exploited to
deconvolve the NMR spectrum containing unresolved lines. The procedure would
involve an inverse approach where the concentration profile is calculated as the
one that minimizes differences between measured and calculated NMR spectra.
According to Gladden (2003) one of the challenges is to combine new NMR
experiments with theoretical analysis to maximize the learning that can be ob-
tained from NMR studies of spatio-temporal correlations of transport and reac-
tion process. A step towards that direction is contained in the present work. An
optimization-based approach is applied to compute the concentration distribution
from spectra measurements. Furthermore, the concentrations are described with
parametric curves reducing in this way the number of optimization variables and
keeping the curve sufficiently smooth.
Finally, the objective in the geophysics inverse problem is the identification
and rigorous computation of shapes of temperature sources and geophysical layers
based on measurements and observation of flow rates and temperature evolutions.
An optimization-based approach is also applied for the calculation of shapes of
temperature sources, where at each iteration the direct problem is solved.
1.2 Outline of the thesis
This thesis is divided into 11 chapters. The second chapter “Experimental Anal-
ysis of Multicomponent Liquid Systems” contains the experimental findings that
motivated this work. It starts with the work process followed, continues with a
description of the experimental setup and discusses the magnetic field distortions
in heterogeneous liquid mixtures. It concludes with a summary of the peak-
fitting methods that are used for the analysis of spectra and the problems that
arise while using these methods.
The third chapter “The Direct NMR Problem - State of the Art” contains the
findings of a literature research that has been conducted on the magnetostatic
problem and the principles of NMR imaging. It starts with the existing numerical
methods on the solution of the magnetostatic problem, continues with a discussion
on the principles of NMR and the semiclassical approach and concludes with the
NMR signal evolution.
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The solution approach for the direct NMR problem followed in the present
thesis is presented in chapter 4 “The Direct NMR Problem - Solution Approach”.
The continuous magnetostatic problem is presented and subjected to the dis-
cretization approach with the finite element method. Then, the iterative solver
used for the solution of the resulting linear system is outlined and finally the
details of the NMR signal calculation are given.
In chapter 5 “The Direct NMR Problem - Numerical Results” the numerical
results of the direct problems are presented. First, the magnetic potential and
magnetic field distributions are given for different liquid concentrations. After-
wards, the calculated NMR spectra are given for the liquids under discussion
together with the corresponding frequency-position correlation map.
The state of the art of the inverse problems is reviewed in chapter 6 “The
Inverse NMR Problem - State of the Art”. The nature of inverse and ill-posed
problems is discussed and how they appear in the content of NMR. Three main
inverse problems are presented; integral equations, the inverse conductivity prob-
lem and the inverse Bloch equation. Some comments on existence and uniqueness,
as well as regularization, are provided in this chapter.
The numerical techniques applied to the inverse problem are given in chapter 7
“The Inverse NMR Problem - Numerical Techniques”. First, the inverse problem is
formulated as an optimization problem with constraints and the solution method
is discussed. Two optimization algorithms are discussed and compared for some
sample testcases. Afterwards, the interpolation techniques are presented and their
advantages and disadvantages are commented. An adaptive refinement algorithm
is also presented for the representation of steep profiles.
The sensitivity analysis of the inverse problem is shown in chapter 8 “The
Inverse NMR Problem - Sensitivity Analysis”. Numerical results are shown for
the recovery of smooth and steep concentration profiles without and with noise.
Moreover, the recovered profiles are shown in the presence of uncertainties.
In chapter 9 “Optimal Experimental Design” OED techniques are applied to
increase the amount of information contained in the spectra. Different parameters
during the experiment, such as the geometry of the measuring cell, are varied in
order to find the configuration that yields the spectra with most information.
A different kind of inverse problem is studied in chapter 10 “Inverse Problems
in Geophysics” with application to geophysical sciences. Here, the shape of tem-
perature sources of a geothermal reservoir are identified by measuring flow rates
and temperatures.
Finally, chapter “Concluding Remarks” includes a discussion on the findings
of this research study. Additionally, recommendation for further improvement of
the numerical methods are listed and discussed in depth. New applications of the
presented numerical methods are presented briefly.
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The impact of this thesis is two-fold: on the one hand, we provide a numerical
method for the quantification of the sample-induced inhomogeneities in the field.
In parallel, an optimization-based solution approach of the inverse problem is
proposed for the calculation of the concentration profiles from the NMR spectra.
Furthermore, the concentration profiles are represented with parametric curves,
reducing in this way the number of variables entering the optimization problem.
In addition, an optimization methodology is also applied for the computation of
the shapes of thermal sources in the geophysics inverse problem.
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Chapter 2
Experimental Analysis of
Multicomponent Systems
The concentration measurement of liquids in multicomponent systems with NMR
is a challenging task. This thesis aims therefore to develop improved numerical
techniques for the concentration measurements with NMR. In order to approach
this task in an efficient way, a systematic work process will be followed (Sec-
tion 2.1). The experimental setup is then presented in detail (Section 2.2). The
magnetic field distortions that appear in heterogeneous liquid mixtures are dis-
cussed and experimental results are given (Section 2.3). The difference in sus-
ceptibility is known to cause line broadening within the spectra (Section 2.4). A
review of the peak-fitting techniques and why they fail can be found in Section 2.5.
The resulting work program for this thesis is summarized in Section 2.7.
2.1 Work process
According to the model-based experimental workflow (Marquardt, 2005b) a priori
knowledge about a physical phenomenon or process should lead to the mathemat-
ical model, which should be used to perform numerical simulations and to design
the experiments. The experiments should supply data for the solution of the
inverse problem, which at the end should lead to a refinement of the mathemat-
ical model. The model-based experimental workflow is shown in Fig. 2.1. The
details about the experimental setup can be found in the next section, while the
mathematical model and the numerical simulations are in chapters 4 and 5, re-
spectively. In chapters 7 and 8 the inverse problem is presented and results are
shown respectively.
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Mathematical 
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Numerical
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Figure 2.1: Model-based experimental analysis workflow after Marquardt (2005b).
In our model problem, sketched in Fig. 2.2, the process of diffusion takes place
between two liquids inside a tube, while the whole sample is placed in a homoge-
neous magnetic field. Initially, the two liquids are separated, but as the diffusion
takes place they produce a homogeneous mixture. Experimental results as well as
simulations of a two-dimensional axisymmetric problem, are used to show how the
variation of concentration over the sample volume creates the magnetic suscep-
tibility gradient that distorts the homogeneity of the static magnetic field. The
B0
z
x
y
gravity
Figure 2.2: Diffusion process of two liquids inside a tube.
purpose of this thesis is to quantify these distortions and provide a method to
recover the concentration distribution from the measured spectra. Subsequently,
the inverse NMR problem is outlined, i.e., given an NMR signal measurement,
find the distribution of the liquid concentrations in the mixtures. The extrac-
tion of information from NMR spectra falls in the category of ill-posed inverse
problems. An efficient solution of the direct problem presented here (e.g., calcu-
lation of the spectra from a parameter distribution) is of course a prerequisite for
solving the inverse problem but may not be sufficient for a unique solution. This
places strict requirements on the optimization algorithm and the different basis
functions used for the concentration interpolation.
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2.2 Experimental setup
In the course of this thesis reference will be made to experiments that were per-
formed by the Institute for Technical and Macromolecular Chemistry (ITMC),
group of Macromolecular Chemistry, headed by Prof. B. Blümich. In this section,
the experimental setting is briefly presented in order to provide a better under-
standing of the measuring process. The experimental configuration implemented
consists of a glass tube closed at the bottom by a cap. A syringe needle is in-
serted into the cap and connected to a low-rate flow pump. The glass tube has an
outer diameter of 5mm. The syringe needle is removed after the liquid insertion.
The liquids insertion into the tube plays a crucial role in establishing the initial
conditions of the diffusion process. The needle must be completely filled to avoid
the presence of air bubbles during liquid injection. The other liquid component,
with lower density, is first placed into the tube from the top. The liquid with
the higher density is then slowly injected by the pump. An interface is defined
between the two liquids. The injected liquid will push the other liquid up in the
tube. The interface is a factor of great importance during sample preparation
as it affects the accuracy of the interdiffusion experiment. In tubes with small
diameters the interface between the liquids forms a meniscus that departs from
the desired flat interface. After completing the sample preparation and removing
the needle, the tube is placed into the NMR spectrometer. A fast NMR image
is recorded to help position the interface in the center of the radio-frequency (rf)
coil.
The pulse sequence, used in the following experiments, consists of a spin-echo
experiment with a pulsed field gradient along the vertical direction where the
diffusion takes place, i.e., the z-axis, for the position encoding, see Fig. 2.3. A
spin echo is produced at time tE , while the magnetic field gradient pulse G of
length δ encodes the position along the interdiffusion axis. The acquisition covers
the complete echo.
2.3 Magnetic field distortions in heterogeneous
liquid mixtures
In magnetic resonance imaging (MRI), magnetic field inhomogeneities can be
divided into three categories (Yablonskiy and Haacke, 1994): macroscopic, meso-
scopic, and microscopic, according to their relative size scale. The macroscopic
inhomogeneities refers to changes in the magnetic field over distance that are
larger than the imaging element, while the microscopic inhomogeneities refer to
magnetic field changes which are comparable to the molecular or atomic size, i.e.,
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tE/2
90° 180°
acquisition
rf
G
tE
δ
Figure 2.3: Pulse sequence for one-dimensional CSI with a spin echo produced at
time tE and the magnetic field gradient pulse of length δ.
orders of magnitude smaller than the imaging element. In the present work, only
mesoscopic field inhomogeneities are going to be studied.
The NMR signal distorted by the presence of inhomogeneities in the static
magnetic field is investigated in this section. The static magnetic field profiles can
be directly measured by means of chemical shift imaging methods (CSI) (Brown
et al., 1982). The spectroscopic information can be resolved along any direction
in the sample. The measurements were performed at ITMC on a Bruker DSX 200
spectrometer using a water sample of about 10 mm in height inside a 4 mm (inner
diameter) tube. The NMR spectrum of every slice in the sample is plotted versus
its position, and a correlation map (frequency-position) is obtained. Figure 2.4
shows the maps corresponding to z and r = ±
√
x2 + y2 profiles, respectively,
which represent the fingerprint of the field distribution along each direction. The
positive and negative values of radius denote the right and left side of the axis,
respectively. The field inhomogeneity along the z-axis (Fig. 2.4(a)) is of the
order of 2 ppm; the inhomogeneity along r (Fig. 2.4(b)) is much smaller, playing
no significant role in the shift and broadening of the NMR line. The data in
Fig. 2.4(b) were obtained by an additional slice selection along the z-axis, to
avoid a signal integration along this direction.
Based on these experimental results, simulation of the susceptibility-induced
magnetic field inhomogeneities is the starting point in understanding and cor-
recting the spectral distortions. The simulations of the static magnetic field were
9
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Figure 2.4: Frequency-position correlation maps for a water sample (Papadopou-
los et al., 2008).
initially performed (see Voda (2006)) using the commercial software OPERA-3d
from Vector Fields (Software for Electromagnetic Design, see OPERA-3d (2003)).
The sample used in the simulations consisted of a system of two liquids with dif-
ferent magnetic properties (1.5 ppm difference between the relative magnetic per-
meabilities) placed in a glass tube and separated by a flat interface. Moreover,
an interdiffusion process was taken into account and considered to take place
along the tube axis, which is the z-axis. During the mixing process, the mag-
netic susceptibility of the whole system is a function of position and time. The
mixing process ends with the two liquids reaching equilibrium and the sample
becoming a homogeneous mixture and having certain averaged magnetic prop-
erties. The glass tube has an inner diameter of 4 mm and 40 mm height. The
liquid column has a height of 20 mm. The tube with the sample is placed in a
homogeneous magnetic field and the distortions introduced by the susceptibility
effects are simulated.
The simulated profile of the field inhomogeneity along the z-axis in the case
of separated liquids and at different moments in time during the interdiffusion
process is shown in Fig. 2.5. The computed field, B0, was related to its minimum
value within the sample, so that only the changes given by the two liquid compo-
nents are explicitly shown. The difference between the local fields experienced by
the liquids is clearly observed. The liquid on the bottom has a higher magnetic
permeability which produces a higher magnetic field. Near the interface between
the liquids, the profile undergoes rapid change from one medium to another. The
field at the bottom and top parts of the whole sample is influenced by the inter-
faces with glass and air. The field distribution in the xy plane suffers negligible
10
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distortions, due to the fact that the magnetic field is parallel to the tube axis.
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Figure 2.5: Magnetic field inhomogeneity profile along the z-axis at different
times during the mixing process (Voda, 2006).
A three-dimensional matrix containing the static magnetic field vectors was
used in order to simulate the NMR signal. The local magnetic field sensed by the
bottom liquid is higher than the field in the mixture, and lower in the case of the
top liquid. This has the effect of shifting the resonance lines of the two liquids
in opposite directions, one to a smaller frequency and the other to a higher one,
as has been experimentally shown in Voda (2006) (see also Fig. 2.7). The shift
is, as expected, in the order of the magnetic susceptibility difference between the
two liquids. The values of the frequency shifts depend on the investigated liquids
and are related to their magnetic properties.
The liquids used in the second experimental setup are water (top liquid, δ =
1.58 ppm, µrel = 0.99999097) and a mixture of water and 4.5% acetone (bottom
liquid, δ = 2.162 ppm, µrel = 0.9999864). The images are recorded at the
beginning of the mixing process and after 12 hours for a concentration of 4.5%
acetone. One can see the evolution of the diffusion process of acetone in water
from the position-frequency correlation map in the two different times. Although
no overlapping occurs here, because the spectra are far apart in comparison to
the line broadening, the line broadening is still clear to see.
11
2 Experimental Analysis of Multicomponent Systems
Frequency [ppm]
z
 [
m
m
]
Frequency [ppm]
z
 [
m
m
]
Figure 2.6: Spectra recorded at the beginning (left) and after 12 hours (right)
of the mixing process of water with a homogeneous mixture of 95.5% water and
4.5% acetone (Marquardt, 2008).
2.4 Line broadening due to susceptibility effects
The magnetic field inhomogeneities that were discussed in the previous section
may lead to line broadening effects in the spectra. Line broadening due to sus-
ceptibility effects has been reported in the literature and is being discussed in
the present section. An early approach towards imaging under magnetic fields
with large inhomogeneities (Lai, 1982) involves the reconstruction of the im-
age from projections. The determination of the three-dimensional distribution
of the magnetic field inside an object can be done by three-dimensional spec-
troscopic imaging (Maudsley et al., 1984), by measuring the exact resonance
frequency for each voxel in a sufficiently large volume containing the slice to be
imaged. Two NMR imaging techniques, the spin-warp method and the projection-
reconstruction method, have been compared in the presence of magnetic field in-
homogeneities and gradient field nonlinearities (O’Donnell and Edelstein, 1985),
giving quite different images. The effect of susceptibility inhomogeneity distor-
tions in magnetic resonance imaging has been considered in Lüdeke et al. (1985),
for the case of spin-warp reconstruction where the polarizing field is applied in the
image slice plane. Some analytic solutions of special cases of magnetic field inho-
mogeneities in cylinders and spheres are given in Edmonds and Wormald (1988)
and Callaghan (1990). A detailed overview of numerical techniques applied for
the quantification of field inhomogeneities is discussed in the next chapter. Fur-
thermore, Posse and Aue (1990) developed a general model for the quantification
of spin-echo and gradient-echo artifacts in samples with macroscopic susceptibil-
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ities.
Various applications of NMR techniques have been reported in different fields,
as for example effects of diffusion through inhomogeneous magnetic fields (Packer,
1973). Majumdar and Gore (1988) have shown that the functional dependence
of the diffusional signal loss on the echo time is determined by the variance of the
gradient distribution in a sample. In medical imaging susceptibility artifacts are
also quite often investigated. For example, diamagnetic line broadening has been
observerd (Case et al., 1987) in lung tissue, and susceptibility-induced magnetic
field have been studied with applications to trabecular bone (Hwang and Wehrli,
1995). In brain imaging, contrast due to magnetic susceptibility effects (Villringer
et al., 1988) has been observed, and proton resonance line widths were mapped
by modified spin echo phase contrast pulse sequence (Wismer et al., 1988) with
application to brain iron mapping. Tyszka and Mamelak (2002) studied the
quantification of B0 homogeneity variation in head imaging with two of different
order shimmings. Although the medical applications are not the subject of this
thesis, it is interesting to see possible applications of the methods developed here.
Lately, Bartusseck (2002) and Voda (2006) investigated inter- and intra-
diffusion in multicomponent liquid mixtures. Experiments were performed on
a homogeneous mixture of toluene and methanol, as well as on the individual
liquids. The spectra after a 90o pulse are shown in Fig. 2.7(a). The magnet was
shimmed in the presence of the mixture. Line shifts can be clearly observed as
the susceptibility of the sample changes and the shifts occur in opposite direc-
tions along the frequency axis. The values of the frequency shifts depends on the
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Figure 2.7: The line shifts in the experimental spectra (Voda, 2006).
investigated liquids, being related to their magnetic properties. In Fig. 2.7(b) the
experimental spectra are shown for a mixture of toluene and acetone.
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However, until now no progress has been made in the direction of using the
information of the simulated field inhomogeneities in order to extract more in-
formation from the spectra. The standard technique used widely in most spec-
troscopic measuring techniques is the peak fitting, as presented in the following
section.
2.5 Peak fitting
The most common approach for the analysis of spectra, not only in NMR but
also in other spectroscopic methods, is the peak-fitting method—a procedure of
finding the parameters of given peak-like functions in order to match the experi-
mental spectra as well as possible.
The fundamental work of Bloch (Bloch, 1946) predicts Lorentzian shapes for
NMR peaks. These spectra are defined by a complex function with real and
imaginary parts given by:
ReS(ω) =
1/T2
1/T 22 + (ω0 − ω)2
, ImS(ω) =
ω0 − ω
1/T 22 + (ω0 − ω)2
, (2.1)
where ω is the frequency, ω0 a reference frequency, and T2 is the relaxation time
explained in detail in section 3.2.2, and the two parts of the complex Lorentzian
line are shown in Fig. 2.8. A sum of different peaks, i.e., with different parameters
ω0
2/T2
ω
ReS(ω)
ω0
ImS(ω)
2/T2
ω
Figure 2.8: The complex Lorentz line.
ω0 and T2, can represent the multiple peaks of a single substance, such as toluene,
or a mixture of substances. A combination of three Lorentzian peaks and a
baseline, as shown in Fig. 2.9 (left), are building a composite peak, either from a
single substance with three peaks or more substances with fewer peaks each. The
first and second derivatives of the real Lorentzian (Fig. 2.9 (right)) are needed
for the identification of the position of the peak. The problem of fixing a baseline
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Figure 2.9: A composite profile in terms of three Lorentzian peaks with equal half-
widths and a linear sloping baseline (left) and the first and second derivatives of
the composite profile (right).
when making quantitative measurements has long been known. More generally,
an extraneous background, which may be linear or curved, it is likely to be present
in all types of experimental data, and it is necessary to take it into account when
using curve-fitting methods.
A review of the curve-fitting method for the analysis of spectra can be found
in Maddams (1980), where the shape of the spectra is a priori determined—see
DiMarco and Bombi (2001) for a collection of such functions used in different
applications, Gaussian, Lorentzian and combinations of those two being mostly
known, and Bruce et al. (2000) for an approximation of the Voigt function. These
functions are fitted then to the experimental spectra using some optimization
algorithm—e.g., Levenberg-Marquardt for unconstrained least-squares problems
(for numerical optimization methods see, e.g., Nocedal and Wright, 1999). The
most commonly used functions are the Gaussian
S = ph exp
[− (ω − prt)2
2p2w
]
(2.2)
and the Lorentzian
S =
ph
1 + 4(ω−prt
pw
)2
(2.3)
as well as compinations of the two including their product, asymmetric product,
sum—also called pseudo Voigt 1,—asymmetric sum—also called pseudo Voigt
2—and other (Grivet, 1997; Marshall et al., 1997). Here, ω is the abscissa of
the function, or the independent variable (frequency), S is the ordinate of the
function, or the dependent variable (intensity of the spectra), ph is a parameter
which is related to the maximum height of the peak, prt is a parameter which is
15
2 Experimental Analysis of Multicomponent Systems
related to the retention time of the peak, and pw is a parameter related to the
width of the peak.
The condition for the presence of a valley is, clearly dS/dω = 0 and d2S/dω2 >
0, which is often referred to as the shoulder limit. Hence, by assuming a suitable
function S = f(ω) for the shapes of the overlapping peaks the conditions for
separation may be calculated. The first and second derivatives of the measured
spectra for the toluene-acetone mixture are computed be smoothing spline func-
tions according to Reinsch (1967). The spectra are smoothed by minimizing the
functional
min
S
nts∑
i=1
(S(ωi)− S˜(ωi))2 + λ||d
2S
dω2
|| (2.4)
where S(ωi) are the computed spectra from the peak functions, S˜(ωi) are the
experimental spectra and λ is the smoothing factor. The spectra S(ω) are repre-
sented by cubic splines. In Fig. 2.10 and 2.11 the first and second derivatives are
shown respectively, for different smoothing factors. For λ = 0 the spline is in-
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Figure 2.10: First derivatives of experimental spectra computed with smoothing
spline for different smoothing factors.
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Figure 2.11: Second derivatives of experimental spectra computed with smoothing
spline for different smoothing factors.
terpolating the data, leading to noisy second derivatives. For λ > 0 a smoothing
is introduced, where at the same time the intensity of the derivatives is reduced.
If no smoothing is assumed—i.e. interpolation of the measured signal—then
the position of the two peaks is not easily recognized. With the application of
smoothing the two peaks are clearly distinguished. However, further increasing
the smoothing factor will extinguish also the peak on the left, assuming it is also
noise. In order to avoid this to happen, regularization techniques can be applied
as discussed in chapter 6. From the case λ = 5000 the position of the two peaks
on the right can be clearly identified. An optimal spline smoothing of functional
MRI (fMRI) time series by generalized cross-validation can be found in Carew
et al. (2003) for neuroimaging applications.
However, the peak-fitting methods fail in general when the line overlap is
caused due to two distinct reasons. First, the two peaks may be close to one an-
other due to their common Larmor frequency. In the cases where the overlapping
of the peaks is coming from the susceptibility effects, then these methods are not
able to identify the peaks correctly. In this general case, a model which incor-
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porates the susceptibility distortions is necessary. When an overlapping occurs
it may occur that multiple sets of parameters give the same results for the fitted
spectra, which in turns means that the optimization algorithm may be trapped
between various local minima.
2.6 Other approaches
Other classical signal processing methods include correlation of the signal. In
a diffusion experiment the slice spectra are taken in fixed intervals, having de-
pendence in every measurement both in time and in 1D space. From these slice
spectra we can then compute an estimated correlation in space and in time (called
autocorrelation) of the NMR signal. An estimate of the correlation, whose value
is between -1 and 1, is given by:
cor(S; k) =
cov(S; k)
cov(S; 0)
and cov(S; k) =
n−k∑
i=0
(Si − S¯) · (Si+k − S¯), (2.5)
where cov(S; k) is an estimate of the autocovariance of the signal, S¯ is an estimate
of the mean value of the signal, and k is the lag.
For experimental data the correlation estimation of the spectrum both in
space and time is calculated for two measurements; one hour (Fig. 2.6) and ten
hours (Fig. 2.6) after the start of the diffusion process. The spatial correlation
estimates do not change over time, where as the temporal ones seem to have
significant differences. The autocorrelation function indicates of course only
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Figure 2.12: Spatial (left) and temporal (right) correlation of experimental data
of a water-acetone mixture one hour after the injection of the liquids.
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Figure 2.13: Spatial (left) and temporal (right) correlation of experimental data
of a water-acetone mixture ten hours after the start of diffusion.
linear dependence in the signal; more complicated criteria have to be used for
nonlinear dependence.
Further methods for signal processing can be useful for the analysis of the
NMR signal; some examples include the standard autoregressive moving average
model (ARMA) from Box and Jenkins and its generalizations. However, these
approaches are good for the analysis of the signal itself, but cannot provide any
useful information about the concentration of the substances. For this reason
a model based analysis of the signal is necessary, as presented in the following
chapters.
2.7 Conclusions
Accurate NMR concentration measurements in heterogeneous mixtures of liq-
uids present several challenges. In particular, the magnetic field inhomogeneities,
due to varying magnetic susceptibility of the measurement cell and the liquids
involved, can affect the NMR signal in complex ways. The degree of such in-
homogeneities depends on the material interface shape and orientation relative
to the field direction, on the distance between two adjacent material interfaces,
etc. As a result, the NMR spectrum is subject to inhomogeneous broadening,
which has been clearly observed in experiments and simulations. The line width
increases accordingly to the Larmor frequency spread due to the field inhomo-
geneity, leading in many cases to an important overlapping effect. Moreover, the
line broadening is asymmetric relative to its peak and the line shape is unknown,
reducing the success rate of standard deconvolution approaches. The location-
dependent changes in the NMR signal have been experimentally demonstrated,
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first in a water sample, and then in a mixture of toluene and methanol, which
is one of the mixtures for which it would be desirable to be able to accurately
measure interdiffusion coefficients using NMR techniques.
A widely used technique for the analysis of spectra is based on the represen-
tation of spectra by a priori known functions, which in most cases have some
physical meaning. However, the discussion in this chapter has shown that peak
fitting is not a suitable methodology to estimate concentrations of liquids from
the spectra, in the case when the magnetic field inhomogeneities lead to overlaps
in the spectra.
For this reason, in the following chapters, a mathematical model is developed
which quantifies the susceptibility effects. Moreover, it is used to recover the con-
centrations from spectra, which suffer from line overlappings due to susceptibility
effects.
20
Chapter 3
The Direct NMR Problem — State
of the Art
In this chapter we present the magnetostatic problem as a special case of the
Maxwell equations, and its solution approaches, both analytical and numerical,
that can be found in the literature (Section 3.1). The theory of NMR (Section 3.2)
is then described from the classical point of view (Section 3.2.1), and the NMR
signal propagation together with solutions of the Bloch equation for special cases
are given in Section 3.2.2. Finally, the state of the art of the direct NMR problem
is summarized in Section 3.3.
3.1 Magnetostatic problem
In the previous chapter, we clarified the importance of the magnetic field inho-
mogeneities to the analysis of the NMR spectra. Here, we are going to present
the details of how these inhomogeneities are propagated inside the magnet cham-
ber. If the magnetic properties of the materials inside the NMR magnet chamber
were uniform, then the magnetic field distribution inside the magnet would only
depend on the boundary conditions. However, the liquids under investigation
as well as the glass have different magnetic properties from air, leading to the
previously-investigated inhomogeneities. The equations modelling the field inho-
mogeneities as well as aproaches to their solution are presented in the following
sections.
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3.1.1 Modeling issues
The magnetostatic problem deals with the calculation of the magnetic field dis-
tribution given the magnetic permeability distribution. The starting point are
the time-dependent Maxwell equations:
∇ ·D = ρc, ∇×E = −∂B
∂t
, (3.1)
∇ ·B = 0, ∇×H = J+ ∂D
∂t
, (3.2)
where D,E,B, and H are the electric displacement field, electric field, magnetic
flux density (referred to simply as magnetic field in the following), and magnetic
field intensity, respectively, and ρc and J are the electric charge density and
current density, respectively. In the absence of the electric field, and for the
time-independent case, the Maxwell equations simplify to the following:
∇ ·B = 0 in Ω, (3.3)
where Ω is the domain, i.e., the region inside the NMR magnet. Here, it is
assumed that the phenomenon of diffusion, which we focus on, is slow—in the
time scale of hours—in comparison to the NMR measurement time—in the time
scale of few seconds. It is therefore safe to assume that the problem is time-
independent. Furthermore, for materials with linear material properties it holds
that:
B = µH, (3.4)
and for a vector field for which ∇×H = 0 there exists a scalar potential u, such
that:
∇ · (µ∇u) = 0 in Ω, (3.5)
where µ is the magnetic permeability, u the magnetic potential and Ω the domain
(for details on the derivation see any textbook, for example Landau and Lifschitz
(1985); Feynman et al. (1963)). The above equation appears in the same form
in many different contexts, such as in the electrostatic case, i.e., in the absence
of the magnetic field, where µ—often represented by σ in the literature—is the
electric conductivity and u the electric potential.
Here, one should note the difference between permeability and susceptibility.
The magnetic susceptibility χ is related to the magnetic permeability µ by the
following equation:
µ = µ0(1 + χ), (3.6)
where µ0 = 4π × 10−7Vs/Am is the magnetic permeability of vacuum (for a
detailed discussion see Durrant et al. (2006)). The term 1 + χ is often refered to
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as relative permeability µrel of the substance. In many works in the literature,
these two terms are used interchangeably since the qualitative behavior of the
field is not affected.
3.1.2 Solution approaches
The field distribution inside the NMR magnet can be expressed analytically by
a series of the space-dependent variables. Due to cylindrical symmetry of the
magnet, the magnetic field can be described (Blümich, 2000) by an expansion in
spherical harmonics, where the z-component is given by:
Bz(r, θ, φ) =
N∑
n=0
M≤N∑
m=0
(
r
R
)nPnm(cos θ)[Anm cos(mφ) +Bnm sin(mφ)], (3.7)
where (r, θ, φ) are the polar coordinates, Pnm(cosθ) are the Legendre polynomials,
and R the radius of the volume of interest. The coefficient A00 corresponds to
the nominal strength B0 of the constant magnetic field B0, while the other terms
correspond to the field gradient terms.
However, analytical solutions of Eq. (3.5) exist only in the case where the
object inside the magnet is spherical or cylindrical and vertical to the magnetic
field (Lüdeke et al., 1985; Chu et al., 1990) or coaxial cylinders (Chu et al.,
1990). In order to study more realistic models numerical methods have to be
applied. Different approaches exist for the solution of the above direct problem
(3.5), varying from finite-difference, finite-volume and finite-element methods,
to semi-analytical methods and other less common techniques suited for specific
cases only. The advantage of the less common techniques is that they can be
implemented easily for the special case for which they are developed, but they
cannot be used for a more general problem.
The finite-difference method, as the name says, discretises the derivatives in
a partial differential equation by a difference in the value of the unknown quan-
tity on a regular grid. The complexity of implementation increases for irregular
grids and complex geometries. Bhagwandien et al. (1992, 1994) developed a
finite-difference method for the calculation of the static magnetic field for mag-
netic susceptibility distributions in 2D and in 3D. A finite-difference method was
implemented for the three-dimensional simulation of the static magnetic field
inhomogeneities in the human head by Truong et al. (2002).
One of the widely used methods for the solution of partial differential equa-
tions, also used in the present work and presented in more detail in the next
chapter, is the finite-element method. The domain is divided into subdomains,
so-called elements, and the solution is computed numerically in each element,
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which is typically a triangle or quadrilateral in 2D and a tetrahedral or hexahe-
dral in 3D. Different approaches store the required information either at the nodes
or the edges (or the faces in 3D) of the polygon (or polyhedron in 3D). Albanese
and Rubinacci (1990) solve the magnetostatic problem using edge elements, in
order to overcome discontinuity problems. Finite-element modelling of magnets
for nuclear magnetic resonance has been used in Rosenson and Shekh (1994). A
calculation of the susceptibility-induced magnetic field from 3D NMR images was
performed by Hwang and Wehrli (1995) with boundary elements, generated by
means of a surface triangulation. A 2D finite-element analysis was performed by
Li et al. (1995) to calculate the field distortion due to susceptibility’s variation
in a human head model. Dular et al. (1997) use nodal, edge, facet, and volume
mixed elements for the solution of the magnetodynamic problem. A mixed face-
edge finite-element formulation for 3D magnetostatic problems can be found in
Alotto et al. (1998). Perugia et al. (1999) made use of a mixed finite-element for-
mulation based on both the magnetic and magnetic-displacement fields. Finally,
finite-element simulations of magnetic liquids with free boundaries were presented
by Matthies and Tobiska (2002).
Another category of methods for the solution of the magnetostatic equation
are the potential methods, including total scalar, reduced scalar, and vector po-
tential methods. Mahony et al. (1995) apply Helmholtz retarded potentials, while
Sivasubramaniam et al. (1998) introduced a modified scalar potential. A general
magnetostatic problem with inhomogeneous anisotropic materials is formulated
by Fernandes and Perugia (2001).
Among the various methods to simulate magnetic fields in inhomogeneous
media, Crozier et al. (1997) study sample-induced perturbations of the field using
Bessel functions. The harmonic function mean value property is utilized by Li and
Leigh (2001) in order to calculate the spatial distribution of the static magnetic
field. The method of lines was applied by Bodganov and Ludwig (2003) where
space is discretized in only two dimensions, seeking an analytic solution in the
remaining dimension. Finally, a first-order perturbation approach combined with
Fourier transformation was used in Salomir et al. (2003). As mentioned above,
the disadvantage of these methods is that they are heavily problem-specific and
cannot be easily generalized.
3.2 Theory of NMR
Nuclear magnetic resonance is an imaging technique, which is non-invasive, with
a wide range of applications. In most imaging techniques, including NMR, the
process is performed in two steps; first the density distribution ρ0(r) of the sample
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is transformed into a signal S0(k), which is polluted with intrinsic artifacts, and
this signal SA(k) is recorded. In order to recover the original density distribution,
the measured signal has to be transformed by the “conjugate” transformation
and then the recovered image ρA(r) needs to be further processed to remove the
unwanted artifacts. In Figure 3.1, a schematic representation of the imaging
process is shown, common in many measurement techniques. Here, ρI(r) is the
transform intrinsicartifacts
conjugate
transform
image
processing
DETECTION RECONSTRUCTION
ρ0(r) S0(k) SA(k) ρA(r) ρI(r)
Figure 3.1: Schematic representation of the imaging process.
final recovered image, which in general may still differ from the original one,
ρ0(r). In order to test the efficiency of the developed algorithm, the intrinsic
artifacts are simulated in Chapter 8 as Gaussian noise. In the present work, the
inverse transformation and the removal of artifacts cannot be separated since
the inversion and the smoothing are performed simultaneously (for details see
Chapter 7). In the following two chapters, the first part of the imaging process
is studied, while the inverse transform is studied in Chapters 6 and 7.
3.2.1 Classical approach
In a substance like water, all of the electron spins are exactly balanced so that
the net magnetic moment is zero. However, the molecules will still have some
magnetic moment due to the nuclear magnetic moment of the hydrogen nuclei.
Since the protons (of the hydrogen) have a spin of 1/2, they will have two possible
energy states. This means that in thermal equilibrium, slightly more protons will
be in the lower energy state, and directed parallel to the field. Under the effect
of an oscillating magnetic field, there will be a transition from the upper energy
level to the lower one and vice versa. A transition from the upper energy state
to the lower one will emit energy, while a transition from the lower to the upper
one will absorb energy. Due to the unequal proton distribution between the two
states, there is a net absorption of energy, which can be seen by the receiver coil
of the NMR magnet.
The quantity relevant to NMR is the contribution of the nuclei to themagnetic
polarization Mp. The magnetic polarization is connected to the magnetic flux
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density B and the magnetic field density H by:
B = µ0(H+Mp). (3.8)
This contribution multiplied by the sample volume is referred simply as magne-
tization. Since
Mp = χH, (3.9)
where χ is the magnetic susceptibility, it is clear that the relative permeability is
connected to the susceptibility by µrel = 1+χ, as stated above. In thermodynamic
equilibrium, in the presence of the polarizing field B0 the magnetization M is
given by the Curie law:
M0 = N
γ2~2I(I + 1)
3kBT
B0 (3.10)
where γ is the gyromagnetic ratio , ~ = h/2π is the Planck constant over 2π,
I is the nuclear spin quantum number, kB the Boltzmann’s constant, T the
temperature, and N is the number of nuclei with spin I in the sample. The
gyromagnetic ratio γ of a particle is the ratio of its magnetic dipole moment
to its angular momentum; for hydrogen protons in water molecules it is γ ≈
2π × 42.5764× 106 rad
Tesla
.
The frequency, which is required for the transition between the energy levels,
is denoted as resonance, or Larmor frequency, and is dependent on the magnetic
field B0:
ω0 = −γB0, (3.11)
where B0 is the magnitude of the strong magnetic field B0. In isotropic fluids,
the applied field is shielded from the nucleus by the magnetic fields arising from
the electrons moving around the nucleus. If the shielding effect is taking into
account, the Larmor frequency is given by
ωL = (1− σ)ω0 = 2πνL (3.12)
where σ is the shielding constant, and νL is again the Larmor frequency in units
of 1/sec, while ωL units are rad/sec. Quite often, instead of the frequency, a
dimensionless chemical shift is used:
δ =
νL − νref
νref
(3.13)
where νL is the Larmor frequency, and νref a constant reference frequency. The
chemical shift is usually expressed in 106, i.e., parts per million (ppm). The chem-
ical shift is a quantity which characterizes the position of a substance spectrum
on the frequency axis with respect to a reference frequency—for proton NMR,
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Tetramethylsilane (TMS) is taken as reference. For example, water has a reso-
nance frequency δ = 1.58, and acetone δ = 2.162. There are also substances with
more than one resonance frequencies, like toluene δ1 = 2.34 and the second one δ2
varying from 7.28 to 7.00. A detailed presentation of the principles of NMR can
be found in standard textbooks, as for example in Callaghan (1993) and Blümich
(2000).
3.2.2 NMR signal
The potential energy of the magnetizationM in magnetic field B0 is proportional
to the projection of the magnetization onto the direction of the field. The clas-
sical and the quantum views of the mechanical energies of magnetic dipoles in a
magnetic field are shown in Fig. 3.2. In the classical approach, the magnetization
θ
0
Mz M
B0
0
B0
∆E = hν
E−1/2 = +
1
2
~γB0
E+1/2 = −12~γB0
mz = −12~γ
mz = +
1
2
~γ
Figure 3.2: Classical (left) and quantum (right) mechanical energies of magnetic
dipoles in a magnetic field.
is a vector which oscillates around the magnetic field B0, while in the quantum
approach there is a transition between the two energy levels, and therefore ab-
sorption or emission of energy equal to ∆E = hν, where ν is the proton frequency
and mz is the single proton magnetization projected on the z-axis. In the present
work only the classical approach is presented.
Quite often, the study of the magnetization is performed not in the laboratory
coordinate system which is fixed, but in a coordinate system which is rotating
with the magnetization vector. The frame rotates with the radiofrequency (rf)
frequency ωrf (Blümich, 2000). At resonance ω0 = 0, the rotating rf field compo-
nent B1 appears static in this frame. The magnetization M0 rotates around the
B1 field with frequency ω1. When the rf field is turned off, the magnetization ro-
tates around the z-axis of the rotating frame with frequency ω0 if the rf frequency
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is set away from resonance. The magnetization is shown in Fig. 3.3 in the rotating
coordinate frame aligned with the z-axis while at equilibrium (left), precessing
around the z-axis (middle), and the x- and y-components rotating around the
z-axis (right). In Fig. 3.3 Bfic is the apparent magnetic field.
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B1ω1
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Figure 3.3: Magnetization in the rotating coordinate frame.
The equation of motion of the macroscopic magnetization vector has been
derived by Bloch (Bloch, 1946) by identifyingM/γ as angular momentum, which
experiences a torque M × B in the magnetic field B. The equation for the
magnetization vector is then:
dM
dt
= γM×B−R(M−M0), (3.14)
where R is the relaxation matrix,
R =

 1/T2 0 00 1/T2 0
0 0 1/T1

 , (3.15)
and M0 is given by Eq. (3.10). In the Bloch equation, two time parameters are
of importance; the longitudinal and the transverse relaxation times. The longi-
tudinal relaxation time T1, also called spin-lattice relaxation time, is the energy
dissipation time characteristic for the build-up of the magnetization parallel to
the magnetic field. The transverse relaxation time T2, also called spin-spin relax-
ation time, is responsible for the disappearance of the magnetization components
orthogonal to the field. In general, the term B is time-dependent leading to an
ordinary differential equation with time-dependent coefficients.
Analytical expressions exist for M when relaxation is negligible, i.e., 1/T1 =
1/T2 ≃ 0, for several special cases of Bxy—the projection of the magnetic field
on the x-y plane—such as the time-constant field (Bloch, 1946; Rabi, 1937),
the hyperbolic secant field (Rosen and Zener, 1932), and the complex hyperbolic
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secant field (Silver et al., 1985). When relaxation is present, solution to Eq. (4.30)
is known when Bxy is constant (Torrey, 1949), and for the hyperbolic secant
field at zero frequency offset (Bz = 0) (Ho and Rabitz, 1988; Rourke and Bush,
1998). Jaynes (1955) solved a special case of the Bloch equation, where the two
relaxation times are equal, T1 = T2, which is safe to assume for liquids, using
matrix notation. A method of solution of the Bloch equation in the presence of a
varying B1 field, which uses pertubation theory and linear systems analysis can
be found in Hoult (1979), where the B1 field is in the form of a “selective pulse”.
Selective excitation (see for example Epstein (2004b)) occurs when the pulse’s
frequency spectrum is limited by a suitable modulation of the amplitude of B1
in a time much below T2. Barratt et al. (1989) and Town and Rosenfeld (1989)
used spinors in order to transform the Bloch equation, by ignoring the relaxation
terms, to two coupled complex equations. Hioe (1984) give a solution for the
Bloch equation for a specific type of amplitude– and frequency-modulated pulses
of any area. Finally, Leyte (1990) presents solutions of the Bloch equation for
some special cases.
3.3 Summary
In this chapter, the magnetostatic problem has been introduced and different so-
lution approaches were discussed for the direct NMR problem. Analytic solutions
for the magnetostatic problem exist only in the absence of sample inhomogeneities
or for simple special cases of spherical and cylindrical domains. Therefore it is
necessary to make use of numerical methods in order to quantify the magnetic
field distribution due to arbitrary permeability distribution. Several approaches,
varying from finite-difference to finite-element methods have been applied in dif-
ferent cases, in addition to other numerical and semi-analytical techniques which
are problem or geometry specific. The application of the finite element method
provides the possibility to compute the magnetic field distribution for an arbitrary
geometry and permeability distribution.
Then, the principles of NMR have been presented and the classical description
of magnetization has been introduced. The NMR signal is described by a time-
dependent ordinary differential equation—the Bloch equation. The precessing
magnetization is the measured quantity, which is then Fourier-transformed in
the frequency domain. In the following chapter, the application of the above-
described theory is explained in detail.
As it can be seen from Eq. (3.12), the Larmor frequency is dependent on
the magnetic field—which in most cases is considered homogeneous. However, in
general the Larmor frequency is also space-dependent and thus influenced by the
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concentration distribution. As a result, the computation of the magnetic field
distribution is necessary for the quantification of the susceptibility effects.
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Chapter 4
The Direct NMR Problem —
Solution Approach
In this chapter, the solution approach for the direct NMR problem is described.
This includes the continuous—both the strong and weak formulation (Section
4.1.1)—and the discrete magnetostatic problem formulation solved by the finite
element method, which is presented in Section 4.1.2. Afterwards, the error anal-
ysis of the numerical method (Section 4.1.3), i.e., consistency, stability and con-
vergence analysis, are discussed followed by the solution of the discretized linear
system by an iterative solver (Section 4.1.4). The numerical computation of the
NMR spectrum is then shown in Section 4.2. Finally, the conclusions and the
implementation are discussed in Section 4.3.
4.1 Numerical Computation of Magnetic Field
In this section, the equation governing the distribution of the magnetic field, along
with its discretization, is presented, as the first step towards an inverse-problem-
based concentration measurements. Different numerical methods exist for the
solution of partial differential equations, as presented in the previous chapter;
here, the finite element method is used. For the better description of the finite
element method, a weak formulation of the problem is given, together with the
strong formulation, in the next section.
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4.1.1 Continuous Magnetostatic Problem
The continuous magnetostatic problem can be formulated in two ways: the strong
and the weak formulation. The reason for using the weak formulation is to al-
low solutions that may include discontinuities at some point of the domain. The
weak formulation requires the so–called weak derivatives, a generalization of the
derivative for non–differentiable but still integrable functions. For more informa-
tion about the weak derivatives see Appendix A.
Assuming a static magnetic field without sources, the equations governing the
magnetic field distribution are reduced, as shown in the previous chapter, to:
∇ ·B = 0 in Ω. (4.1)
Denoting the concentrations of the two liquids A and B as cA(z) and cB(z) =
1 − cA(z) and their relative permeabilities µrelA and µrelB , respectively, the mag-
netic permeability inside the sample is µrel(z) = cA(z)µrelA + cB(z)µ
rel
B and the
permeability as a function of space is given by:
µ(x, y, z) =


µrel(z)µ0 mixture,
µrelglass µ0 glass,
µ0 air,
(4.2)
where µrelglass is the relative magnetic permeability of glass and µ0 is the absolute
magnetic permeability of air. Denoting the NMR static magnetic field (ideally
constant) as B0, we can write the equations governing B0 for a material with
linear properties as:
B0 = µH, (4.3)
H = −∇u, (4.4)
∇ · (µ∇u) = 0, (4.5)
where u is the scalar potential.
In the following, it is safe to assume that the initial concentration distribu-
tion is axisymmetric and that the phenomenon of diffusion happens only in the
z-direction, i.e. the direction of the external field. This means that the concen-
tration depends only on the z spatial coordinate. The strong formulation of the
axisymmetric problem assuming that ∂u
∂φ
= 0, with φ the azimuthal coordinate,
is:
µ
∂u
∂r
+ r
∂µ
∂r
∂u
∂r
+ rµ
∂2u
∂r2
+ r
∂µ
∂z
∂u
∂z
+ rµ
∂2u
∂z2
= 0, (4.6)
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with the following boundary conditions:
u = u0 at z = z0,
u = u1 at z = z1,
∂u/∂r = 0 at r = 0 (symmetry),
∂u/∂r = 0 at r = r1 (far field),
and the computational domain defined as shown in Fig. 4.1 with Ω = {(r, z) ∈
[0, r1] × [z0, z1]}, the Dirichlet boundary as ΓD = {(r, z) ∈ Ω | z = z0 or z = z1}
and the Neumann boundary as ΓN = {(r, z) ∈ Ω | r = 0 or r = r1}. Here, r1 is
a radius assumed to be large enough for the influence of the boundary condition
on the field distribution in the sample to be negligible.
upper
liquid
lower
liquid
air
Ω
Ωk
ΓD
ΓN
ΓD
ΓN
r
r1
z
z0
z1
Figure 4.1: Axisymmetric model
For the weak formulation of the magnetostatic problem, definitions of some
function spaces are neccessary. The space of weighting functions, which are
square-integrable, have square-integrable first derivatives over the computational
domain Ω, and vanish on the Dirichlet boundary, ΓD, is defined as follows:
V = {w ∈ H1(Ω)|w = 0 on ΓD} ≡ H1ΓD(Ω). (4.7)
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Here, H1(Ω) is a Hilbert space. The collection of trial functions is a translation
of V that satisfies the Dirichlet conditions on ΓD and is defined by
S = {u ∈ H1(Ω)|u = uD on ΓD} ≡ V + {u¯D}, (4.8)
where u¯D is any function in H1(Ω) such that u¯D = uD on ΓD. A detailed discus-
sion of these function spaces is given in Appendix A. We can now state the weak
formulation (see for example Hughes (1987)) as: find u ∈ S, such that ∀w ∈ V:
∫
Ω
µ∇w · ∇u dΩ = 0. (4.9)
In the axisymmetric case, this can be reduced to the following:∫ z1
z0
∫ r1
0
(
µ
∂w
∂r
∂u
∂r
+ µ
∂w
∂z
∂u
∂z
)
r dr dz = 0. (4.10)
It can be seen that in the weak formulation the partial derivatives of the perme-
ability µ with respect to the space coordinates r and z vanish. To simplify the
notation of the weak formulation, one can introduce the following bilinear form:
a(w, u) =
∫
Ω
µ∇w · ∇u dΩ, (4.11)
which reduces the weak formulation to: find u ∈ S such that ∀w ∈ V a(w, u) = 0.
4.1.2 Discrete Magnetostatic Problem
The discrete formulation of the magnetostatic problem is based on the above
presented weak formulation. The computational domain Ω is then discretized
into elements Ωe with size h, such that:
Ω¯ =
nel⋃
e=1
Ω¯e, and Ωe ∩ Ωf = ∅ for e 6= f, (4.12)
where Ω¯ denotes the closure of Ω. The functions wh and uh denote the respective
weight and trial functions on the discretized domain. The descrete function spaces
are defined as
Vh := {w ∈ H1(Ω)|w|Ωe ∈ Pm(Ωe) ∀e andw = 0 onΓD}, (4.13)
Sh := {u ∈ H1(Ω)| u|Ωe ∈ Pm(Ωe) ∀e andu = uD onΓD}, (4.14)
where Pm is the finite-element interpolation space of total order ≤ m. The basis
elements of Vh are also called shape functions, which can be piecewise constant,
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linear, or quadratic functions inside an element; here, the shape functions are
linear polynomials. The discretized weak form is then given by: find uh ∈ Sh,
such that ∀wh ∈ Vh:
a(wh, uh) = 0. (4.15)
For the approximation uh, we require that:
uh(x) =
∑
A∈η\ηD
NA(x)uA +
∑
A∈ηD
NA(x)uD(xA), (4.16)
where NA the interpolation polynomial associated with node A, uA are the values
of the trial function on the nodes of the grid, η is the set of all grid nodes, and
ηD are only the nodes on the Dirichlet boundary. The weighting functions can
also be described with the help of the shape functions as:
wh ∈ V := span
A∈η\ηD
{NA}. (4.17)
The above space discretization for the weighting and trial functions leads to the
following equation:
∑
B∈η\ηD
a(NA, NB)uB = −
∑
B∈ηD
a(NA, NB)uD(xB), ∀A ∈ η\ηD. (4.18)
The computational domain can be divided into subdomains—also known as
blocks—, and each subdomain is then discretized in grids, which can be roughly
categorized into structured and unstructured ones (see Fig. 4.2). Moreover, grids
can be divided into uniform and nonuniform according to the size of the elements;
uniform grids have the same element size all over the grid. Both grids of Fig. 4.2
have a nonuniform spacing. The details of the grid generation, both structured
and unstructured, can be found in many textbooks, see for example (Knupp and
Steinberg, 1993; Carey, 1997). Here, it should be noted that the quality of the
grid plays an important rule to the quality of the solution. For example, highly
distorted elements lead to an ill-conditioned Jacobi matrix of the transformation
described below.
The transformation between the physical domain and the unit element of the
grid is given by:
{
x
y
}∣∣∣∣
Ωe
=
nen∑
a=1
Na(ξ, η)
{
xa
ya
}
, and uh(x, y)
∣∣
Ωe
=
nen∑
a=1
Na(ξ, η)ua, (4.19)
where ξ and η are the local coordinates in two dimensions, and nen is the number
of nodes in an element. If the above property holds, i.e., the same shape functions
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Figure 4.2: Structured (left) and unstructured (right) grids of the computational
domain.
that define the interpolation for the x, y coordinates also define the interpolation
for the u variable, then the element is said to be isoparametric. The isoparametric
mapping between the element on the physical domain and the unit element can
be seen in Fig. 4.1.2.
The matrices of the discretized equation are given by:
K =
nel
A
e=1
ke, ke =
[
keab
]
a,b=1,...,nen
,
keab =
∫
Ωe
µ∇Na · ∇Nb dΩ = a(Na, Nb)Ωe , (4.20)
f =
nel
A
e=1
fe, fe =
[
f ea
]
a=1,...,nen
f ea = −
nen∑
b=1
a(Na, Nb)Ωe u
e
Db), (4.21)
where ueDb = uD(x
e
b) if uD is prescribed at node number b and equals zero other-
wise. In the above, A is the assembly operator that assembles the global matrices
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Figure 4.3: Isoparametric mapping.
K and f from the element matrices ke and fe according to the connectivity array,
and keab and f
e
a are the entries of the element matrices. The above element inte-
grals are approximated by Gaussian quadrature. This leads to a linear equation
system Ku = f . For the solution of the linear equation system formed by the
finite element discretization the iterative algorithm GMRES, developed by Saad
and Schultz (1986), was implemented, which minimizes the norm of the residual
over a Krylov subspace, and is discussed in Section 4.1.4.
Since piecewise linear polynomials Na are used as interpolation functions for
the potential, a simple differentiation of Eq. 4.16 or Eq. 4.19 would lead to piece-
wise constant magnetic field as shown below
Br = −µ∂u
∂r
= −
∑
A∈η
µ
∂NA(r, z)
∂r
uA, (4.22)
Bz = −µ∂u
∂z
= −
∑
A∈η
µ
∂NA(r, z)
∂z
uA, (4.23)
where Br and Bz are the r and z components of B0, and nn is the number of
nodes of the computational grid. In order to recover a piecewise-linear magnetic
field without increasing the order of the polynomial of the potential, the weak
form of equations (4.3)–(4.4) is used:∫
Ω
w(r, z)Br(r, z)dΩ = −
∫
Ω
w(r, z)µ(r, z)
∂u
∂r
dΩ, (4.24)
∫
Ω
w(r, z)Bz(r, z)dΩ = −
∫
Ω
w(r, z)µ(r, z)
∂u
∂z
dΩ. (4.25)
The unknown field B(r, z) =
∑nn
α=1 dαNα(r, z) is interpolated using linear shape
functions, while the potential is interpolated with shape functions u(r, z) =
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∑nn
α=1 uαNα(r, z), of the same degree, leading to same order interpolation for
both the potential and the magnetic field. In the resulting linear system, the
left-hand-side matrix can be diagonalized and therefore easily invertible.
4.1.3 Error analysis
For a numerical scheme to be efficient, it has to fulfill some criteria. In the
following, consistency, stability and convergence issues are discussed. Proofs of
consistency, stability and convergence for the Galerkin method for the magneto-
static problem can be found for example in Dahmen and Reusken (2006).
The discrete form is consistent, if it is satisfied identically by the exact solu-
tion, i.e.
a(wh, e) = 0 ∀wh ∈ Vh, (4.26)
holds, where e = uh−u is the error between the discretized and the exact solution.
However, a consistent numerical scheme does not guarantee that this will happen
when the grid size tends to zero; for this to happen it has to be stable and
convergent as well.
The stability of the discrete form is determined, if “small” deviations from
the given “inputs”—boundary conditions, domain shape—results only in “small”
deviations in the solution, namely for each uh, there exists a wh such that:
a(wh, uh) > 0 if ||uh|| > 0. (4.27)
This means that the numerical solution method does not magnify the errors that
appear during the numerical solution process.
Finally, a numerical method is convergent if the solution of the discretized
equations tends to the exact solution of the PDE as the grid spacing tends to
zero. For the above equation and the Galerkin discretization, with the help of
Lax-Milgram and Céa lemma (see Dahmen and Reusken (2006) or any finite
element textbook) a priori error bounds can be computed and it can be shown
that a sequence of finite element solutions converges to the exact solution of the
weak problem.
4.1.4 Iterative Solver
For the solution of the linear system (Eq. 4.18) with the mass matrixK (Eq. 4.20)
and right-hand-side matrix f (Eq. 4.21) formed by the finite element discretiza-
tion, a great number of algorithms are available. They can be seperated into two
groups: direct methods and iterative ones. For a detailed discussion of linear
solvers see any standard textbook on numerical analysis (for example Dahmen
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and Reusken (2006)). Iterative solvers start from an initial guess for the solution
and try to successively improve that gues, by creating a sequence of approxima-
tions that finally converges to a solution.
The iterative solver used for the solution of the linear system here is GMRES,
developed by Saad and Schultz (1986). GMRES is a generalization of the conju-
gate gradient (CG) method—which is suitable for symmetric linear systems—to
non-symmetric linear systems. Given the equation system and an initial guess
u0, the algorithm leads to an approximate solution vector u which minimizes
the residual norm ||f − Kui||, where ui is the solution at each iteration. The
(restarted) GMRES algorithm consists of two layers of iterations: an outer and
an inner one. Each outer iteration starts with a different initial solution. The
inner iteration constructs the Krylov space and projects the original equation sys-
tem to this space. In this implementation, the dimension of the Krylov space is
specified a priori, in contrast to the original one where the dimension is increased
until the algorithm has converged.
4.2 Numerical Computation of the NMR Spectrum
Any material with magnetic properties different from those of air changes the
spatial field distribution. The sample introduces distortions of the static magnetic
field because of its magnetic properties, leading to the effect of inhomogeneous
broadening of the resonance line. The local field sensed by a nucleus is the sum
of several contributions and can be expressed as (Durrant et al., 2006)
Blocal = (1− σ)B0 +∆B0, (4.28)
where σ is the chemical shielding constant, B0 is the external static magnetic field,
and ∆B0 represents the susceptibility-induced inhomogeneity. In the case of a
heterogeneous sample, like the heterogeneous mixture of two liquids, the magnetic
susceptibility is a function of space coordinates (see Eq. 4.2). Considering the
interdiffusion process of two liquids as one-dimensional, the magnetic properties
are constant in the plane normal to the diffusion axis. Within each slice of the
sample, the magnetic susceptibility of the mixture can be considered to have an
average value:
χ¯ =
V1χ1 + V2χ2
V1 + V2
, (4.29)
where V1 and V2 are the volumes of the liquids inside a volume element, and
χi = 1+µ
rel
i is the magnetic susceptibility of each liquid. The above relation can
be used also with concentrations instead of volumes, where inside the mixture we
have c1 + c2 = 1.
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The time-dependent motion of macroscopic magnetization vector M is given
by the Bloch equation (Bloch, 1946):
dM
dt
= γM×B− Mxi+Myj
T2
− (Mz −M0)k
T1
, (4.30)
where T1 and T2 are the spin-lattice (longitudinal) and the spin-spin (transverse)
relaxation times, respectively; i, j and k are the unit vectors along the x, y, and
z directions; γ is the gyromagnetic ratio of the nucleus, M0 is the equilibrium
magnetization in the static field. The applied magnetic field B consists of a static
field B0 aligned with the z-axis and an oscillating field B1 in the x-y plane.
Here, following a radio-frequency (rf) pulse, the magnetization vector is flipped
towards the x-y plane, i.e., the plane where the slices are selected, and starts to
precess about the B0 direction. In the rotating reference frame (which has the
same angular frequency as the rf field) the signal is given by the magnetization in
the x-y plane, i.e., the transverse magnetization for a single liquid with one peak
is (see for example Blümich (2000)):
Mx,y(t, x, y, z) = M0e
−t/T2e[−i(γ∆B0+2πδ)t], (4.31)
where M0 is the equilibrium magnetization, T2 the transverse relaxation time,
δ the chemical shift, and i is the imaginary unit. For nNMR number of NMR-
sensitive materials, the magnetization in the xy plane of the rotating frame is:
Mx,y(t, x, y, z) = M0
nNMR∑
A=1
pA∑
j=1
cA(z)e
−t/T2,Ae[−i(γ∆B0+2πδAj)t], (4.32)
where δAj is the j-th chemical shift of the substance A, pA is the total number of
chemical shifts (peaks) of substance A, T2,A is the relaxation time of the substance
A. According to standard NMR notation, (4.32) gives Mx and My as real and
complex part of the right-hand side, respectively.
From the above, it follows that the total magnetization, i.e., the signal ob-
tained from the entire volume inside the magnet, is
M totx,y(t) =
∫
Ω
Mx,y(t, x, y, z)dΩ, (4.33)
which represents the evolution in time of the signal inside the whole magnet. By
applying the Fourier transform to the above signal,
Fx,y(ω) =
∫ ∞
0
M totx,y(t)e
−iωtdt, (4.34)
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a complex spectrum is obtained. The real part of the spectrum shows the ab-
sorption mode and the imaginary part shows the dispersion mode:
SRe(ω) = Re[Fx(ω)]− Im[Fy(ω)], (4.35)
SIm(ω) = Im[Fx(ω)] +Re[Fy(ω)]. (4.36)
In order to better represent the experimental conditions the domain of the
sample is discretized into nslc slices as shown in Fig. 4.4. The slice spectra can
also be defined as {Sk(ω)}k=1,N at different positions where the integration (4.33)
is not over the whole domain Ω but only over the slice Ωk = {x, y, z ∈ Ω | zk ≤
z < zk+1} for k = 1, . . . , nslc. The magnetization in a sample slice over which
Selected slice
x
y
z
Figure 4.4: Geometry with the selected slice over which integration takes place.
integration takes place is given then by:
Mkx,y(t) =
∫
Ωk
Mx,y(t, x, y, z)dΩ for k = 1, . . . , nslc, (4.37)
and by applying the Fourier transform to the above signal the slice spectra
Sk(ω) =
∫ ∞
−∞
Mkx,y(t)e
−iωtdt for k = 1, . . . , nslc (4.38)
are obtained. The slice spectra are also called frequency–position correlation map
since the spectra Sk(ω) is a function of both frequency ω and position of the slice
k.
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4.3 Conclusions
In this chapter, the solution approach of the direct NMR problem was intro-
duced using the finite-element method. Both the strong and weak formulations
of the magnetostatic problem were given, whereas the weak formulation is further
used for the discretization of the equation. The finite-element method has been
presented in Section 4.1.2 and a discussion on the consistency, stability and con-
vergence has been given. The discretization with the finite-element method leads
to a linear system, which is solved iteratively by the generalized minimal residual
(GMRES) method. The magnetic field is then recovered using the same order of
interpolation as the potential. In this solution approach the field inhomogeneities,
due to the difference in magnetic susceptibilities, are taken into account in the
NMR signal propagation due to different liquids with multiple peaks.
An in-house finite-element code XNS has been used to solve the magnetostatic
problem and modified to include a continuous distribution of permeabilities. The
continuous distribution of the concentrations, and therefore of the permeabilities,
has been implemented with the help of parametric curves. The reason of using
parametric curves for the representation of the concentration profile, lies in the
description of the inverse problem. Therefore, the details of the representation of
the permeabilities are presented in Chapter 7. XNS is then extended in order to
calculate the NMR volume and slice spectra as presented in the previous section.
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The Direct NMR Problem —
Numerical Results
The direct problem discussed in this chapter (as opposed to the inverse problem)
deals with the calculation of the magnetic field distribution and the frequency-
position correlation map due to a given concentration profile of the substances in
a mixture (Section 5.1). In the present chapter, it is shown that the field inhomo-
geneities induced by the mixture influence both the position and the shape of the
spectra, and that there exist cases where the separation of the lines is not possible
by traditional techniques. Three test cases, which are interesting for chemical en-
gineering applications and characteristic with respect to line separation, are stud-
ied; first, two binary mixtures (Section 5.2) are investigated, cyclohexane-acetone
and toluene-acetone, and then a ternary one, hexane-acetone-water (Section 5.3).
Finally, the results and the effects of susceptibility-induced field inhomogeneities
are discussed in Section 5.4.
5.1 Problem Definition
As discussed in the previous chapter, for the numerical solution of the partial
differential equations, a discretization of the domain into elements is necessary.
The grids used in the simulations presented here were block structured with
matching interfaces, and with either uniform or non-uniform spacing. The grid
size h and the number of elements ne are shown in the Table 5.1. In order to show
the independence of the element-level quantities with respect to the grid size, the
error e is calculated between the solution on the finest grid and the solution on
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Type Distribution h ne
quad uniform 0.25 6400
0.15 17424
0.12 27224
non-uniform 0.25 4031
0.15 10215
0.12 15282
Table 5.1: Different grid sizes.
coarser grids according to the following equation:
e =
∑nel
i=1 (uˆi − ui)2Ai∑nel
i=1Ai
, (5.1)
where uˆ is the solution on the finest grid, u the solution on a coarser grid inter-
polated on the finest one, and Ai the area of the ith element of the finest grid. A
sample convergence of the calculations for the uniform and nonuniform structured
grids is shown in Fig. 5.1 in a logarithmic plot for a binary mixture. As it can
 5⋅10-5
 1⋅10-5
 5⋅10-6
 4⋅10-1 3⋅10-1 2⋅10-1 1⋅10-1
lo
g(e
)
log(h)
uniform
nonuniform
Figure 5.1: Error of numerical solution of the potential as a function of grid size
h.
be seen from Fig. 5.1, the error between two successive grid levels is reduced by
reducing the grid size. In the following sections numerical results are presented
for binary and ternary mixtures.
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5.2 Binary mixtures
The first set of liquids used in this section were cyclohexane (bottom liquid,
δ=1.429 ppm, µrel=0.9999921) and acetone (top liquid, δ=2.162 ppm, µrel=0.9999864)
in a magnetic field of 11.74T, corresponding to a proton Larmor frequency of 500
MHz. The simulations were performed by the finite-element axisymmetric model
described in section 4.1. The scalar potential u and the magnetic field compo-
nents in the radial (Br) and in the axial (Bz) direction for separated liquids are
shown in Fig. 5.2. It can be seen from the magnetic field distribution that all the
r
z
Figure 5.2: Potential u (left) and magnetic field Br (center) and Bz (right) dis-
tribution.
interfaces between the liquids, glass, and air represent sources of inhomogeneity
within the magnetic field.
The distribution of the magnetic field in terms of line shift (Bsim−Bref )/Bref×
106 in ppm along the z-axis, over the complete geometrical model and in the re-
gion where the sample is positioned, is shown in Figs. 5.3 and 5.4 for separated
liquids as well as for the homogeneous mixture, respectively. Bsim is the magni-
tude of the simulated magnetic field and Bref is an arbitrary reference value, the
point of interest being the relative changes within the sample. The magnetic
field inhomogeneity measured in terms of ppm is of the same order of magnitude
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Figure 5.3: Magnetic field along the z-axis in the center of the tube. The area in
box is shown in Fig. 5.4
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Figure 5.4: Magnetic field along the z-axis inside the liquid mixture in the center
of the tube.
as the chemical shift of the substances under study. Inside the liquid mixture
the permeability changes drastically from that of the air, and the effects can be
seen in the distribution of the magnetic field inside this region. In comparison,
the field inhomogeneity along the r-axis, shown for z=15.5 mm in Figure 5.5, is
order of magnitude smaller, and can be considered insignificant.
The magnetic field produced by the two-dimensional axisymmetric model is
compared to that of OPERA-3d (OPERA-3d, 2003)—a commercial tool for the
simulation of magnetic fields—in Fig. 5.6 and reflects the permeability difference
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Figure 5.5: Magnetic field along the r-axis for z = 15.5mm.
of the two liquids. A possible reason for slight differences between two kinds
of simulation results could be the fact that OPERA-3d uses three-dimensional
tetrahedral elements, while the two-dimensional axisymmetric model uses quadri-
lateral ones. The magnetic field distortions over the whole computational do-
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Figure 5.6: Comparison between OPERA-3d and the present axisymmetric
model.
main at the beginning of the diffusion (steep profile), during the diffusion pro-
cess (smooth profile), and at the end of the diffusion (homogeneous mixture) is
shown in Fig. 5.7. The magnetic field inside the region where the liquids are
(10.5 ≤ z < 20.5) reflects the distribution of the liquids; significant differences
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Figure 5.7: Magnetic field distortion for a steep profile (left), a smooth profile
(center), and a homogeneous mixture (right).
in the magnetic field can be seen when concentration profile is steep, while the
differences smooth out as the two liquids mix and form a homogeneous liquid.
Once the magnetic field is calculated, the signal can be successively computed
in thin slices of the sample perpendicular to the z-axis. The corresponding spectra
undergo then different frequency shifts and broadenings, as a function of the field
inhomogeneity at their position. In the following the second binary mixture is in-
troduced, i.e. acetone and toluene (δ1=2.34 ppm, δ2=7.0 ppm, µrel=0.99999221).
Toluene has a separable peak at 7.0ppm while the first one overlaps the peak of
acetone. The spectra of three different slices are shown in Fig. 5.8 for the mixtures
of cyclohexane and acetone as well as toluene and acetone. The shifts correspond
to the difference in the magnetic field that each slice senses, and the spectra at
the borders, i.e., at the top and the bottom of the sample, are broader because
the field is more inhomogeneous than in the center of the sample. It should be
noted that all the spectral intensities are normalized by their maximum.
In the two-dimensional frequency-position representation shown in Fig. 5.9
and 5.10, the distortion of the magnetic field can be clearly observed. When the
liquids form a homogeneous mixture, the lines are resolved in the central region
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Figure 5.8: Spectra from different slices in homogeneous mixtures.
along the z-axis but the field inhomogeneity close to the borders is sufficient to
broaden the lines and produce overlapping. However, there are situations where
the field inhomogeneity even in the center of the system is comparable to the
spectral separation of two lines. This is the case of the toluene-acetone system,
for which the difference between the chemical shifts of acetone and one line of
the toluene is of the order of 0.2 ppm. These two lines are unresolved at any
position in the sample, as can be seen in Fig. 5.8(b). The deconvolution of the
(a) separated (b) homogeneous
Figure 5.9: Frequency-position correlation map for cyclohexane-acetone.
lines requires knowledge about the line shapes in every slice, at every position,
and in every particular case, which is practically impossible and motivates the
formulation of the inverse problem.
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(a) separated (b) homogeneous
Figure 5.10: Frequency-position correlation map for toluene-acetone.
5.3 Extension to ternary mixtures
The above computations for the magnetic field and the spectra can be easily ex-
tended to ternary mixtures, for which results are shown here. The substances used
for the ternary mixture in this section are acetone (δ=2.162 ppm, µrel=0.9999864),
hexane (δ1=0.89 ppm, δ2=1.27 ppm, δ3=1.29 ppm and µrel=0.9999921) and water
(δ=1.58 ppm, µrel=0.99999097). Although hexane has three peaks, all of them
are near to the peaks of acetone or water, and due to the magnetic field distor-
tions they are difficult to distinguish. The system under study can be found as
either a homogeneous mixture or in two liquid phases where each phase contains
two or three substances at different concentrations. Therefore, the ternary system
is studied for different concentrations according to the liquid-liquid equilibrium
diagram (see Fig. 5.11). The binodal curve in the diagram—under which the
mixture can be found in two separate phases, while above it as a homogeneous
mixture—can be either constructed with models (see for example UNIQUAC
model by Abrams and Prausnitz (1975)) or by measurements. The concentration
distributions used for two test cases are shown in Table 5.2.
upper phase lower phase
Test case hexane acetone water hexane acetone water
A 86.822 13.178 0.0 0.049 10.315 89.636
B 34.849 58.631 6.521 1.237 42.189 56.574
Table 5.2: Concentration distribution (%) for the substances in the two phases
for two test cases.
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Figure 5.11: Liquid-liquid equilibrium diagram for the system of acetone–hexane–
water (Sorensen, 1980).
The magnetic field distortions induced by the above ternary mixture are shown
in Fig. 5.12. Again, different concentration distributions of the liquids induce dif-
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Figure 5.12: Magnetic field distortions for the ternary mixture acetone-hexane-
water.
ferent magnetic fields which influence the spectra, leading to overlapping effects.
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In this test case, the peaks of water and hexane are close to each other with a
difference of only 0.151 ppm, while the line of acetone is 0.582 ppm away. Minor
disturbances in the magnetic field can make the five peaks completely indistin-
guishable. Fig. 5.13 shows the frequency-position correlation map of the ternary
mixture. One can see that the magnetic field distortions lead to spectra overlap,
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Figure 5.13: Frequency-position correlation map for the ternary mixture acetone-
hexane-water.
even in a case where many different peaks exist. In this ternary system case,
the magnetic field inhomogeneities influence the spectra in such a way that the
spectral lines are no more separable, meaning that traditional deconvolution tech-
niques would fail to compute the concentrations from the spectra and making the
inverse problem approach necessary.
5.4 Discussion
The effect of field inhomogeneities on the NMR spectrum is reproduced here
using numerical simulation, solving the axisymmetric magnetostatic problem in
a heterogeneous medium using a finite element discretization. The numerical
field distributions compare reasonably well with earlier 3D simulations using a
commercial software OPERA-3d, as well as with the experimental results. In the
simulations, the focus is placed on the slice spectra, which allow us to obtain a
map of NMR signal intensity with respect to the frequency and location in the
sample. The effect of field inhomogeneities on the NMR spectrum in different
slices of the sample has been demonstrated for the mixtures of cyclohexane and
acetone, as well as toluene and acetone. These two cases represent again mixtures
for which interdiffusion coefficients need to be accurately determined; in the first
case, the spectrum broadening is limited, so that standard NMR concentration
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measurement promises adequate accuracy, at least in the middle of the sample
away from the interfaces with the glass tube or air. In the second case, the
broadening and shifts in the spectrum lead to overlapping of spectral lines for the
two components, rendering accurate concentration measurement impossible.
The simulation of ternary mixtures, or mixture with multiple substances in
general, is a straightforward generalization of the methodology presented in the
previous chapter. Here, a sample ternary mixture of acetone-hexane-water is
simulated at the beginning of the diffusion process, and at the end when they
have formed a homogeneous mixture. In the ternary mixture, the substances
that were chosen had peaks very close to each other; this showed that there
are cases where the multiple peaks become indistinguishable. In contrary, the
ternary mixture of acetone-toluene-water studied by a different project (see B1
in Marquardt (2005b)) had a stand-alone peak of toluene at 7.0 ppm from which
the concentration of toluene can easily be computed. For this reason this mixture
was not chosen in the present study.
The numerical results presented here were for sample binary and ternary mix-
tures. However, the methodology can be applied to mixtures with even more
components. Moreover, the application was concentrated in the study of diffu-
sion in mixtures where the phenomenon can be considered axisymmetric. More
complicated systems can also be studied in three dimensions following the same
methodology. Slice spectra were only studied; however, the procedure can be ex-
tended to line spectra, where the integration region of the NMR signal is not just
a slice but a line. Finally, caution is needed if the existing model is extended to
ionic liquids. In ionic liquids, the magnetic field may affect also the ions leading
to unwanted current effects. In that case, the full Maxwell equations have to been
taken into account.
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Chapter 6
The Inverse NMR Problem — State
of the Art
In this chapter the concept of inverse problems together with the concept of
well- and ill-posedness is introduced, and various inverse problems that appear
in the context of NMR are discussed. Firstly, some mathematical preliminaries
on inverse and ill-posed problems are given in Section 6.1. Integral equations
(Section 6.2) appear quite often in NMR relaxometry. The inverse conductivity
problem is identical to its magneto-static version and is presented in Section 6.3.
A special case of the problem is presented when the coefficients are discontinuous
in Section 6.3.1. Numerical solution approaches, for example by linearization and
discretization, are discussed in Section 6.3.2. A least-squares formulation from
the optimal control point of view is given in Section 6.3.3. Another category
of inverse problems include the determination of an NMR pulse which is going
to give a desired NMR signal; the design of pulses involves the inversion of the
Bloch equation and solution approaches are studied in Section 6.4. Finally, in
concluding Section 6.5 the state of the art of inverse problems as they appear in
NMR applications is summarized.
6.1 Inverse and ill-posed problems
From the beginnings of natural philosophy and science, philosophers and scientists
have been discussing if and how it is possible to learn about the reality by our
observations. Plato, in The Republic, describes the Allegory of the Cave where
a group of people who have been chained in a cave all of their lives, are only
capable of watching the shadows of the things outside their cave projected on the
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walls of the cave. Since the only knowledge they had came from the shadows,
they equate the shadows with reality. Philosophers, according to Plato, are freed
from their chains and not only perceive the shadows on the wall as a projection
of the reality but also make hypotheses about the true form of reality. Within
the centuries not only did the difference between observation and reality become
clear, but techniques have been developed by scientists to deduce quantitative
conclusions about reality. Nowadays it is possible to extract more information
from our observations and understand reality to a better degree, even in cases
when it is not possible to measure the desired quantity directly. However, one
should keep in mind, as Lanczos (1961) stated, that “a lack of information cannot
be remedied by any mathematical trickery!"
In the following, some definitions and techniques common to inverse problems
are going to be given. A mathematical model for a physical problem has to be
properly posed or well-posed in the sense that it has the following three properties:
there exists a solution of the problem (existence), there is at most one solution
of the problem (uniqueness), and the solution depends continuously on the data
(stability). These properties are described in detail in the following definition.
Definition 6.1 (well-posedness) Let X and Y be normed spaces, K : X → Y
a (linear or nonlinear) mapping. The equation Kx = y is called properly posed
or well-posed if the following holds:
1. Existence: For every y ∈ Y there is (at least one) x ∈ X such that Kx = y.
2. Uniqueness: For every y ∈ Y there is at most one x ∈ X with Kx = y.
3. Stability: The solution x depends continuously on y, i.e., for every sequence
(xn) ⊂ X with Kxn → Kx(n→∞), it follows that xn → x(n→∞).
If one or more of the above properties are violated then the problem is said to be
“ill-posed”.
In practice, the right hand side y ∈ Y is never known exactly but only up to
an error ǫ > 0. Therefore, our aim is to solve the perturbed equation:
Kxǫ = yǫ. (6.1)
In Fig. 6.1 the measuring process is shown, where f and f¯ are the maps that
add noise to the data; these maps are of course unknown. A question that often
arises is whether the measured data is sufficient for us to understand the behavior
of the system, and in particular, whether the measured data contains enough
information to recover properties of the system (Ott and Yorke, 2003). The goal
is to extract as much information as possible about the system from the knowledge
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Figure 6.1: The measurement as a map.
of the induced system. For this purpose, inverse techniques, when applied to the
analysis of experimental data, can promise to design more efficient experiments
and improved understanding of physical processes (Beck and Woodbury, 1998).
For the solution of ill-posed problems, there is a vast amount of literature, and
here we are going to summarize only the literature relative with our application.
In ill-posed problems, it is quite often necessary to apply some “regularization”
technique in order to make the problem “well-posed”, and consequently keep the
solution smooth enough, and avoid over-fitting of the model to the data. Well-
known examples of regularization methods are the Landweber iteration (Landwe-
ber, 1951), Tikhonov regularization methods (Tikhonov and Arsenin (1977)), and
regularization by discretization, which includes Galerkin and collocation meth-
ods. For the estimation of the regularization parameter, various methods exist
such as generalized cross validation (GCV) or the L-curve method. More de-
tails and results concerning inverse and ill-posed problems can be found in many
monographs (see for example Kirsch (1953) and references therein).
6.2 Integral equations in NMR
In the last three chapters, we have dealt with the simulation of the experimental
setting; however the simulation alone cannot provide the required information,
since the measured data are just the result of our simulations. Usually, an iterative
approach is performed where many simulations are performed until convergence
to a solution has been achieved, i.e., a specified objective function has been min-
imized. Having shown the need for an inverse problem solution as part of the
NMR quantification, we review briefly past efforts in this area.
Integral equations, as the simplest form of inverse problems, appear often in
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various NMR applications. The application of an inverse Fourier transform for
reconstructing the distribution of chemical shifts in spatially inhomogeneous sam-
ples (Brown et al., 1982) is a widely-used technique in chemical shift imaging,
with many generalizations such as the generalized series spectral localization by
imaging (Liang and Lauterbur, 1991). An algebraic reconstruction under field
inhomogeneities, involving a Fredholm integral equation, was introduced in mag-
netic resonance imaging by Kadah and Hu (1998), using singular value decom-
position and conjugate gradient method. For the inversion of exponential data,
the uniform-penalty method is applied in Borgia et al. (1998), while numerical
inversion of Laplace transform that arises in the problem of NMR relaxometry is
performed in Barone et al. (2001) using both deterministic and stochastic meth-
ods and applying regularization techniques.
In surface NMR, as used for the identification of geophysical structures, var-
ious methods are frequently used such as linear programming techniques and
Tikhonov regularization (Guillen and Legchenko, 2002a), Monte Carlo techniques
(Guillen and Legchenko, 2002b), and singular value decomposition (Weichman
et al., 2002). van Beek et al. (2003) studied ill-posed inverse problems in solid-
state NMR solving two-dimensional Fredholm equations and applying Tikhonov
regularization. Epstein (2004a) dealt also with magnetic resonance imaging in
inhomogeneous fields without critical points, with a critical point, with saddle
points, and with local minima. Fredholm integral equations with different ker-
nels were solved in Lamanna (2005) in order to recover the relaxation parameters
and diffusion distributions in heterogeneous systems; for the recovery of relax-
ation time density function see also Parker and Song (2005).
Integral equations involve definite integrals where the unknown function is
under the integration sign, as shown for the inhomogeneous Fredholm equation
of the first kind: ∫ b
a
K(s, t) x(s)ds = y(t), c ≤ t ≤ d, (6.2)
where x is the unknown function, K is the kernel and y is a given function. An
application to NMR involves the measurement of the NMR relaxation decay—
a signal as a function of time, here denoted as y(t)—in order to determine the
distribution of relaxation constants (e.g. T1, T2 with respect to the variable s).
Since integral equations tend to be ill-posed, i.e., no single solution exists or the
solution is unstable, it is necessary to add further information about the solution
by means of regularization. In Fig. 6.2 the behavior of the total error is shown
in dependence of the regularization parameter, where Rλ is the regularization
operator (Hansen, 1994, 1999) for a given regularization parameter λ. However,
it is not a priori known how much regularization has to be applied in order
to achieve a “good” solution. A graphical method for the analysis of ill-posed
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||RλKx− x||
||Rλ||ǫ
Figure 6.2: Behavior of the total error; ||Rλ||ǫ describes the error in the data
multiplied by the “condition number” ||Rλ||, while ||RλKx − x|| denotes the ap-
proximation error.
problems is the so-called L-curve, which is a plot of the norm of the regularized
solution versus the corresponding residual norm.
6.3 Inverse conductivity problem
The terminology “inverse conductivity problem” comes from the electrostatic
equations, where the unknown quantity is the electrical conductivity; the equa-
tions are identical in the case of an magneto-static field, where instead of the
conductivities the permeabilities are the unknowns. However, in the literature
the term “inverse conductivity problem” is more commonly used and therefore in
the present work the same term will be used denoting the magneto-static case as
well.
The study of this problem was initiated by Langer (1933) as early as in 1930s,
where he studied an electrical tomography problem for the analysis of geological
structures. The general problem can be stated as following: given the Neumann
data µ ∂nu = g1 on Γ, where Γ ⊂ Ω, and either for one g0 on ∂Ω (one boundary
measurement) or for all g0 (many boundary measurements), find µ such that
∇ · (µ∇u) = 0 in Ω. (6.3)
In Fig. 6.3, the computational domain is shown together with the measurements
inside the domain and the boundary measurements. As it will become clear in
Chapter 10, the reconstruction of discontinuous coefficients with only internal
measurements is a highly ill-posed problem.
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Figure 6.3: Computational domain and measurements.
Uniqueness and stability results for the inverse conductivity problem can be
found in the works of Kohn and Vogelius (1984, 1985). A constructive method for
the solution of the above problem was suggested by Nachman (1988, 1995). There
are cases however, where the coefficient is anisotropic (Lee and Uhlmann, 1989)
and is recovered from boundary measurements. Alessandrini and Gaburro (2001)
deduced results of uniqueness by piecewise analytic perturbations. Anisotropic
conductivities are also recovered in Astala and Päivärinta (2005) for bounded
and unbounded domains. An important application of the inverse conductivity
problem is in the electric impedance tomography (Kohn and Vogelius, 1987; Kohn
and McKenney, 1990), a review of which can be found in Borcea (2002).
A step towards the generalization of the inverse conductivity problem have
been made by Newman and Hoversten (2000) using a finite difference discretiza-
tion of the Maxwell equations and Newton iterations, followed by the Krylov
subspace method for the solution of the linear system.
6.3.1 Discontinuous Conductivities
For the case of discontinuous conductivities, the uniqueness proofs can be found in
Kohn and Vogelius (1985) for the case of piecewise analytic coefficients, in Druskin
(1998) for the case that they are constants in their unknown subdomains, and in
Isakov (1988) for the case where in one subdomain the coefficient is constant and a
smooth function in the second subdomain. Uniqueness of the inverse conductivity
problem with one measurement is shown in Friedman and Isakov (1989); later,
Ikehata (2000) and Kang et al. (1997) considered uniqueness and stability issues
of the inverse conductivity problem when only one measurement is at hand. We
mention that global uniqueness is known for unions of a finite number of discs
in the plane and balls in the three-dimensional space (see the works of Isakov
(1990) and Kang and Seo (1996, 1999)). Two boundary measurements uniquely
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determine a (not necessarily convex) polygon as Seo (1996) showed. The proof
for three-dimensional space is given for convex polyhedra in Friedman and Isakov
(1989) and for cylindrical domain in Isakov (1990).
Transforming the inverse PDE problem to an integral equation can be also
applied to discontinuous coefficients by using generalized Green’s functions as
done in Ikehata (2001). From the numerical point of view, Chan and Tai (2003a,b)
solved the problem in the case of discontinuous coefficients with total variation
and level set method. A level-set method combined with adjoint variables is
presented in Chapter 10 of the present work for the recovery of discontinuous
coefficients.
6.3.2 Numerical methods
Various numerical methods exist for the solution of inverse problems with elliptic
partial differential equations, such as linearization, discrete methods, transforma-
tion to an integral equation and optimal control methods.
The linearized inverse conductivity problem consists of finding the “small"
perturbation of the constant conductivity coefficient entering the boundary-value
problem. By applying Green’s formula, an integral equation is obtained which
can be solved for the unknown function of the perturbed problem. A numerical
implementation of the above described method can be found in Isakov and Sever
(1996), where regularization has also been applied for the solution of the integral
equation. The inverse conductivity problem can be alternatively solved by trans-
forming the elliptic PDE to a Fredholm integral equation by the use of Green’s
function (Ciulli et al., 2000, 2004).
Another approach in solving an inverse problem involving a partial differential
equation is by discretizing the equation and solving the discrete inverse problem.
The difficulties that arise by this approach is that the discrete problem is quite ill-
posed. By discretizing equation (6.3) using a Galerkin approximation, Curtis and
Morrow (1990, 1991) ended up with a discrete system. Druskin and Knizhnerman
(1999) found optimal positioning of grid points for finite-difference versions for
continuation problems of geophysical fields.
The constructive method proposed by Nachman was implemented by Siltanen
et al. (2000) taking into account the Dirichlet-to-Neumann map or the more
general Robin-to-Neumann map as in Mueller and Siltanen (2003). The inverse
conductivity problem is being studied numerically in two and three dimensions in
Kolehmainen et al. (2005, 2007) respectively, with imperfectly known boundary.
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6.3.3 Least-squares formulation and optimal control
A different approach in solving this parameter identification problem is to formu-
late it as a least-squares problem and apply optimal control techniques in order
to solve it. Error estimates of the optimal control for semilinear elliptic equations
can be found in Arada et al. (2002). An iterative reconstruction approach with
GMRES is followed by Keung and Zou (2000). An alternative formulation of
the same problem is the output least-squares formulation, see Macmillan et al.
(2004).
According to this approach the formulation of the inverse problem is given as
following:
min J(u, µ) :=
1
2
||u− uΩ||2L2(Ω) +
1
2
||u− uΓ||2L2(Γ), (6.4)
plus, if required, some regularization terms, subject to equation (6.3). In the
above equation, the first term denotes the measurements inside the domain, while
the second one the measurements on the boundary. Further details on this formu-
lation, in conjunction with the NMR signal, can also be found in the next Chapter
and on Lagrange multipliers and adjoint variables for discontinuous coefficients
in Chapter 10.
6.4 Inverse Bloch equation
The Bloch equation has been discussed in section 3.2.2 as a macroscopic model
for the magnetization. Here, the related inverse problem is the calculation of the
time-dependent field from a given signal.
The solution of the initial-value problem for the Bloch equation in the special
case of T1 = ∞ (see equations 3.14—3.15) is given, by introducing a non-linear
Fourier transform, in Grünbaum (1985). The invertibility of the Bloch transform
is connected by Grünbaum and Hasenfeld (1986, 1988) to the inverse scattering
transform. However, Hasenfeld (1987a) argued later that scattering is not the
way to invert the Bloch transform. In Hasenfeld (1987b) the connection of the
Bloch equations to the Kortweg-de Vries class of equations is presented. Rourke
and Bush (1998) further connected the inversion of the Bloch equations to a
Zakharov-Shabat eigenvalue problem. In the case where T1 and T2 are equal, the
inversion of Bloch equation is given analytically by Rourke et al. (2007).
Since the Bloch equations are ordinary differential equations, existing numer-
ical techniques can be applied for the design of NMR pulses. For the inversion
of the Bloch equation, a similar numerical approach can be followed as that pre-
sented in the next chapter. The time-dependent pulse can be represented with
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a parametric curve, whose parameters are the variables that enter the optimiza-
tion problem. The optimization problem is a minimization of a least-squares
functional which represents the difference between the desired signal, i.e., mag-
netization, and the simulated one as a numerical solution of the Bloch equations.
Finally, optimal control of the Bloch equation can be used for the design of
NMR pulses. Altenatively, an algorithm (Legchenko and Shushakov, 1998), not
related to the inversion of the Bloch equation, has been developed in order to
determine a set of optimal pulses for surface NMR measurements. Lately, an
optimal control approach has become popular for the design of new NMR pulses,
not by using the macroscopic description of the Bloch equations but having as a
modeling tool the spin dynamics (for a detailed description of optimal control of
spin dynamics see Khaneja et al. (2001, 2003, 2005) and Skinner et al. (2006)).
6.5 Summary
In this chapter, the different inverse problems that arise in the content of nuclear
magnetic resonance have been discussed. First, the concept of well-posedness
has been defined and Fredholm integral equations of the first kind have been
discussed as they appear in NMR applications. Various regularization methods
have been used in order to solve the integral equations and recover the distribution
of relaxation times and of other parameters. Techniques such as the L-curve or
GCV can be used for the computation of the “best” regularization parameter.
Afterwards, the inverse conductivity problem—in the case of magnetic field in-
verse permeability—has been presented for the determination of the permeability
from measurements of the potential or the magnetic field. Problems that arise
when the conductivities are discontinuous have been discussed, and numerical
methods, such as linearization and discrete methods have been presented. Alter-
natively, the inverse conductivity problem can be formulated as a least-squares
problem and then optimal control techniques can be applied to solve it. This
approach is followed in the next chapter, where the details are discussed.
As a generalization of the inverse conductivity problem can be thought the
electromagnetic inverse problem, where the Maxwell equations are being solved
and the coupling between the electric and magnetic phenomena is taken into
account. In view of NMR, such an application would be interesting when ionic
liquids are studied, where the currents due to the ions might affect the field
distribution. In that case, additional field distortions might be induced, which
further influence the recovery of the concentration distribution.
Finally, analytical techniques for the inversion of the Bloch equation are dis-
cussed, as well as methods for the design of NMR pulses. In the next chapter,
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the optimization techniques together with the parametrization of the unknowns
are presented for the solution of the inverse NMR problem.
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Chapter 7
The Inverse NMR Problem —
Numerical Techniques
The inverse NMR problem, i.e., the calculation of the concentration from the spec-
tra, is formulated as a non-linear constrained minimization problem (Section 7.1).
The solution of this minimization problem proceeds iteratively with the use of a
suitable optimization algorithm, where at each step the forward problem is solved.
The optimization variable in this problem is concentration, which is discretized on
the finite element mesh. The use of concentration discretized on the finite-element
mesh would increase unnecessarily the number of the optimization variables; for
this reason concentration is parametrized appropriately. Interpolation issues for
the representation of the concentration profiles, as well as an adaptive refinement
strategy, are discussed in Section 7.2 and Section 7.3, respectively. Afterwards,
two optimization approaches used in the present work are presented; DONLP in
Section 7.4.1, DFNLP in Section 7.4.2, and a comparison of the two for a sample
case is given in Section 7.5. Finally, conclusions are given in Section 7.6 together
with a discussion of regularization issues.
7.1 Formulation of the inverse problem
Various analytical and numerical techniques have been discussed in the previous
chapter for the solution of inverse problems in NMR. Here, the inverse problem
is discretized and formulated as a least-squares problem with constraints and
then solved with an optimization algorithm. A first discretization is introduced
for the solution of the direct problem by the finite element method. The sec-
ond discretization is the parametrization of the concentration profile, discussed
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analytically in Section 7.2.
In the direct problem, i.e., equations (4.3)–(4.5) and (4.32)–(4.38), the con-
centrations were given a priori and the NMR slice spectra were the unknowns to
be computed. Now, the measured spectra S˜k are given and the concentrations
are to be found. The inverse problem may be then formulated as a constrained
optimization problem: find the concentrations cA(z) such that the error between
the measured signal and the simulated one is minimized:
min
cA(z)
J =
1
2
nslc∑
k=1
∫
(Sk(ω)− S˜k(ω))2dω, (7.1)
subject to the equations (4.3)–(4.5) and (4.32)–(4.38) as constraints. In the above
equation, Sk is the computed kth slice spectrum and S˜k is the measured kth slice
spectrum, ω is the frequency, and nslc is the number of slice spectra (spatial
resolution) in the experiment, assumed to be reproduced in the simulation. The
minimization is subject to the direct NMR problem (section 4.1) as constraint,
which results in a nonlinear constrained least-squares problem.
For the solution of the inverse problem, an iterative procedure is followed. In
Fig. 7.1, the solution approach of the inverse NMR problem is shown diagrammat-
ically. The initial set of parameters is chosen, which describes the concentration
profile according to the parametrization discussed later in Section 7.2. The direct
problem is solved and the objective function is computed. If the desired accu-
racy has not been achieved then the optimization algorithm computes the new
parametrization for the concentration and the direct problem is again solved with
new concentration distribution.
The above integral is numerically approximated; given a quadrature rule, the
above function can be transformed into a sum:
J =
nslc∑
k=1
nquad∑
i=1
βi(Sk(ωi)− S˜k(ωi))2, (7.2)
where βi are the quadrature weights, ωi are the quadrature locations on the
frequency axis, and nquad is the number of quadrature points. In this way, the
objective function is a weighted sum of squares, a property that would be needed
in the optimization with the DFNLP package. Before proceeding with the solution
of the presented inverse problem, in the next section the parametrization of the
unknown function is discussed.
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Figure 7.1: The algorithm for the inverse problem.
7.2 Interpolation
In order to reduce the number of unknowns entering the minimization problem,
instead of using the finite element grid as representation medium for the concen-
tration profile a parametric surface should be used with fewer control points than
the original grid. The concentration of each substance should be between zero
and one which can be applied as a constrained to the optimization problem. The
equality constraint
nNMR∑
A=1
cA(z) = 1,
which should hold inside the mixture and where nNMR is the number of NMR
active substances, is directly implemented by reducing the number of unknowns
by one.
Having assumed that the interdiffusion takes place only along the z-axis, a
1D parametric interpolation is needed to represent the concentration profile, i.e.:
cA(z) =
ncp∑
i=1
bAi P
n
i (z), (7.3)
where P ni are either the Bernstein polynomials forming the basis functions for a
Bezier curve, or the B-spline basis functions forming the basis for a B-spline curve
(Farin, 2002), bAi are the control points of the curve of the A-th component, and
ncp is the number of control points. A detailed discussion of the Bezier curves,
their properties and the implementation issues can be found in Appendix B.
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It should be noted that the region occupied by the mixture, is mapped to
the [0, 1] interval. An interesting property of the Bézier curves is the invariance
under affine transformations, allowing us to define the curve over any arbitrary
interval a ≤ z ≤ b of the real line—after the introduction of local coordinates
τ = (z − a)/(b − a), where a and b are the lower and upper limits of the two
liquids respectively. Another important property of the Bézier curves is that it
passes exactly through the end points bA1 and b
A
ncp
At each iteration step of the minimization process, the parametric curve has to
interpolate the concentration profile at the quadrature points of the finite element
grid. The constraints to the concentration are transferred to the control points
of the parametric curve, 0 ≤ bAi ≤ 1, leading only to bound constraints in the
optimization problem. The discrete variables, after parametrization, that enter
the optimization problem are bAi ∈ Rncp×(nNMR−1).
Initially, the concentration follows a Heaviside step function distribution and
interpolation of such a function leads to overshoot and undershoot problems.
The recovery of steep profiles has been achieved with the use of composite Bézier
curves, i.e., multiple coupled curves. The end control points of two neighboring
curves are coupled with an equality constraint, leading to a C0 curve.
In order to further increase the accuracy and reduce the computational cost,
an adaptive refinement strategy is followed as shown in the next section. After an
optimization step with few control points, the degree of the curve is elevated and
a new optimization problem is started. In this case however, the initial variables
are closer to the optimum solution reducing in this way the optimization steps.
The description of the same curve with another one but with higher degree is
called degree elevation. The degree elevation is performed by calculating the new
control points from the old ones.
In this work, regularization is introduced implicitly via spatial discretization of
the Galerkin discretization of the PDE, as discussed in Kirsch (1953). Additional
regularization is introduced by the use of parametric curves, since the degrees of
freedom for the concentration are being reduced.
7.3 Adaptive refinement
The description of a steep concentration profile by a given set of control points
may be insufficient. To overcome this insufficiency, an ability to move or increase
the control points is necessary. Many applications of variable number of control
points exist in the field of optimal control of ODE. One possible way is the move-
ment of the discretization points, an approach followed for a direct simultaneous
method by Cuthrell and Biegler (1987), where the discretization points are deter-
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mined by the optimizer as additional decision variables. A similar concept applied
to a sequential method is described in the algorithm by Vassiliadis et al. (1994).
The number of parametrization intervals is fixed a priori, while the lengths are ad-
ditional variables. Betts and Huffman (1998) uses the direct transcription method
to solve the optimal control problem and an integer programming technique to
minimize the maximum error during the refinement iterations. Balsa-Canto et al.
(2000) follow a simple mesh refinement approach, where a sequence of problems
is solved with a sequential method and the resolution of the control points is
doubled in each step.
Alternatively, one can increase the number of control points only locally. Brus-
dal and Mannseth (2000) solve the one-dimensional inverse conductivity problem
by using the multiscale Haar basis for the representation of the control variable.
Other approaches using a wavelet representation of the control include the works
of Watzdorf and Marquardt (1997), Binder et al. (2000), Binder et al. (2001),
and Briesen and Marquardt (2004) where adaptive wavelet-Galerkin discretiza-
tion and multigrid methods are used.
In this section, we extend the concept of adaptive control of Balsa-Canto et al.
(2000) from ODE- to PDE-constrained optimal control problems and improve it
in such a manner that the number of control points does not increase exponen-
tially. In the above-presented algorithm (see Fig. 7.1) another step is introduced,
that of the adaptive refinement. The complete adaptive refinement strategy is
then shown diagrammatically in Fig. 7.2. The number of control points at each
PDE
solverOptimization
Adaptive
refinement
stopping
criterion
Initial
profile
NO
YES
Figure 7.2: Adaptive refinement strategy
iteration is doubled by subdividing the original curve and merging the two new
curves into one. However, after the subdivision a degree reduction is introduced
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so that the number of variables does not increase exponentially. Furthermore, the
subdivision takes place only when the change of the control after the optimization
is greater than a given value; otherwise a degree elevation takes place increasing
the number of variables by one. The adaptation strategy in this case is shown
in Table 7.1. In Appendix B the detailed algorithms for subdivision, degree ele-
Algorithm: Adaptive refinement
Initialize control points
for i=1, MAXITER do
Solve the optimization problem
if ∆b ≥ ǫ then
i) Subdivision
ii) Merge
ii) Degree reduction
else (if)
Degree elevation
end (if)
end (for)
Table 7.1: Adaptation algorithm
vation, degree reduction and merging can be found. In the above algorithm, the
criterium for the increase of the control points is given by
∆b =
||bnew − bold||L2
||bold||L2
≥ ǫ, (7.4)
where bnew and bold are the control points after and before the optimization re-
spectively, ǫ the given error, and MAXITER a given maximum for the iterations. A
test case of the adaptive refinement approach is shown in Section 7.5.
7.4 Optimization
In order to minimize the objective function (7.2) two optimization approaches
have been used in the present work. The first approach makes use of the DONLP
package (Section 7.4.1), a general purpose optimization package, and the second
one uses DFNLP package (Section 7.4.2), specialized in solving SQP optimiza-
tion problems with special structure. The two methods are compared for some
simple cases in Section 7.5, while numerical results of the full NMR problem with
DONLP are given in the next chapter. The gradient in both approaches is com-
puted numerically with finite differences. A continuous adjoint approach for the
calculation of the gradient is used for a different problem in Chapter 10.
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7.4.1 DONLP
The optimization method used in this package is a sequential equality constrained
quadratic programming method (for details see Spellucci, 1998a,b) that uses an
active set technique. The update for the Hessian of the Lagrangian is performed
with a slightly modified version of the Pantoja-Mayne update, and a modified
Armijo-type stepsize algorithm is used for the line search. Nonregular constraints
are handled with an alternative usage of a fully regularized mixed constrained
subproblem. Bound constraints are treated in a gradient-projection like way.
7.4.2 DFNLP
Alternatively to the above general nonlinear optimization package, an SQP-
Gauss-Newton algorithm for problems with special structure may be used (for
details see Schittkowski, 2003). By introducing additional variables and con-
straints, the problem is transformed into a general smooth nonlinear program
which is then solved by an SQP algorithm. DFNLP takes advantage of the spe-
cial structure of the problem, as a least-squares problem. The disadvantage of
DFNLP is that the objective function has to be a sum of squares of function val-
ues, a sum of absolute function values, a maximum of absolute function values, or
a maximum of functions. In this case this is not a drawback, since the objective
function is already a sum of square terms.
Since most nonlinear least squares problems tend to be ill-conditioned, it is
not recommended to minimize the objective function 7.2 directly by a general
nonlinear programming method. Therefore, a simple transformation of the orig-
inal problem consists of introducing additional variables and additional equality
constraints. The transformed problem is then solved by a quadratic programming
algorithm, NLPQLP supplied in the same package.
DFNLP can also solve data fitting problems in other norms, such as L1 and
L∞ with similar transformations. For more details on the algorithm one can see
Schittkowski (2005, 2006, 2007) where the code is also compared with some other
packages.
7.5 Comparison and sample test cases
The purpose of this section is to present sample test cases for the efficiency of
the adaptation algorithm, as well as comparison of the two optimization algo-
rithms. An inverse problem is first studied where the source term—discretized
by a parametric curve—of the 2D Poisson equation (on a 100×100 grid) is sought
by measurements in the interior of a rectangular domain. In the Table 7.2 below,
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the results of optimization for fixed number of control points ncp and adaptive one
is shown, where f(b∗) is the residual, i.e., objective function, and niter is the num-
ber of iterations. For the adaptive case the different steps are also shown. The
optimization procedure used for this case was DONLP. In the adaptive case the
case ncp f(b∗) niter
fixed 20 0.12940 84
adaptive 3/5/9/17 0.12943 12/10/13/48
Table 7.2: Results of adaptive refinement.
same accuracy has been achieved with a smaller number of control points in one
fewer iteration. It has to be noted that the first iterations have been performed
with much fewer control points, which means in the case of finite differences for
the computation of the gradient much fewer function evaluations are necessary.
The two above optimization methods are going to be tested for some sample
test cases from Hock and Schittkowski (1981); a non-linear minimization problem
(H&S 1) and a data-fitting problem for parameter estimation (H&S 70). In
the following Table 7.3 two minimization problems are compared; DFNLP needs
fewer optimization iterations than the general purpose DONLP. However, because
DONLP DFNLP
case residual niter residual niter
H&S 1 0.875 · 10−12 26 0.558 · 10−16 13
H&S 70 0.749 · 10−2 33 0.749 · 10−2 30
Table 7.3: Comparison of DONLP and DFNLP.
of the decomposition of the objective function into a sum of squares, DFNLP
needs more memory. More specifically, DFNLP needs a temporary array of size
LWA = 5×LN2/2+35×LN+· · ·+200, where LN is the sum of number of optimization
variables and terms in the objective function. In the case of the inverse NMR
problem, where the number of sum of squares is nts × nslc, where nts = 256 and
nslc = 128, this leads to an extreme demand in memory.
7.6 Conclusions
The inverse problem for the determination of the concentration from the NMR
spectra is cast as a least-squares constrained minimization problem. Two opti-
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mization methods are applied for the solution of the minimization; an optimiza-
tion method for general objective functions and an SQP-Gauss-Newton method
for objective with a special structure—including L1, L2, and L∞ norms problems.
The optimization variables instead of being represented on the finite element
mesh, they are mapped on a lower-dimensional space with the help of parametric
curves. With this approach, the number of variables entering the optimization
problem is reduced. Moreover, concentration is also kept smooth and does not
oscillate over the elements.
In order to better capture the steep profiles which appear at the beginning
of the diffusion process, composite Bézier curves have been used. They consist
of simple Bézier curves with their end control points coupled in order to satisfy
continuity. Numerical results of the presented methodology are given in the next
chapter. Additionally, an adaptive strategy is followed to further increase the
accuracy of the recovered profile and reduce the computational cost.
The regularization of the inverse problem is introduced only implicitly through
the spatial discretization. A first source of regularization is the finite element
discretization of the magnetic field equations. Furthermore, the parametrization
of the concentration is an additional source of regularization, since fewer degrees
of freedom enter the optimization procedure reducing in this way the possible
solutions. Future work includes the addition of a regularization term in the
corresponding objective function. Tikhonov regularization will be added taking
into account first- and higher-order derivatives.
A brief comparison of the two optimization methods has shown that although
DFNLP needs less iteration than DONLP for the special-structure problems,
when the number of the data increases, then the memory consumption in DFNLP
also increases quadratically due to the transformation in the optimization vari-
ables.
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Chapter 8
The Inverse NMR Problem —
Sensitivity Analysis
This chapter presents numerical results for the concentration profile recovery of
a homogeneous mixture (Section 8.2), of smooth profiles (Section 8.3) and steep
profiles (Section 8.4). For all cases, error-free as well as noisy measurements have
been considered. Moreover, uncertainties in some parameters of the model have
been introduced in order to check the sensitivity of the results with respect to
these parameters. Finally, the numerical method is applied to real experimental
data (Section 8.5) and the results are discussed in Section 8.6.
8.1 Preliminaries
In the next three sections, we present some numerical results for binary diffusion
of NMR-sensitive materials. In binary diffusion, it is safe to assume that the
concentration changes only in the axial direction. This leads to an axisymmetric
domain, since the glass tube and the air have also axisymmetric distributions, as
presented in detail in Chapter 4. The effect of permeability induced magnetic
field distortions has already been studied in Chapter 5 for the three different
permeability distributions that are studied throughout this chapter, i.e. separated
liquids, smooth profile and homogeneous mixture.
As has been shown in Chapter 5, even if the permeability varies slightly from
one medium to the other, it induces changes in the magnetic field distribution,
which broadens the NMR spectrum and also affects its line shape. In all cases
used in the present chapter, the difference in the permeability was comparable to
the chemical shift difference, leading to overlapping spectra, which could not be
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easily distinguished.
Three different cases for the recovery of the concentration in a binary mixture
are going to be studied: a homogeneous mixture, a smooth profile at some time
during the mixing process and completely seperated liquids, referred to as case
A, B and C, respectively, in the following. For a binary mixture (nNMR = 2) only
one of the two concentrations has to be recovered (simply referred as c in the
following). The liquids studied in these cases are acetone (top liquid, δ1 = 2.162
ppm, µrel = 0.9999864) and toluene (bottom liquid, δ2,1 = 2.34 ppm, δ2,2 = 7.0
ppm, µrel = 0.99999221). In all cases, the homogeneous mixture (c = 0.5) has
been used as the initial value for the solution of the optimization problem, since
it is always feasible. The recovery of the homogeneous profile (c = 0.5) with
error-free measurements is then trivial and is not shown in the following.
8.2 Recovery of homogeneous mixture
8.2.1 Estimation in the presense of measurement errors
In this section we perturb the spectrum Sk, which is first normalised by its maxi-
mum value to the [0, 1] interval, by an artificial measurement error N . The values
of the error N are generated from a zero mean normal (Gaussian) distribution
with variance one. The noisy signal S˜k is then computed by
S˜k = Sk + σ · N (8.1)
with σ being the standard deviation of the measurement error. The parameter
σ is used to control the amount of error added to the exact data. The objective
function (eqn. 7.2), the norm of the gradient of the objective function and the error
in the concentration profiles for different levels of noise σ are shown in Table 8.1
below. The gradient of the objective function is a vector containing the partial
σ objective function gradient norm concentration error
0.2 0.958563E − 01 0.787131E + 00 4.840437E − 16
0.3 0.214576E + 00 0.736208E − 01 2.536507E − 08
0.4 0.379567E + 00 0.525799E − 01 4.382354E − 07
0.5 0.590256E + 00 0.254448E + 00 3.442776E − 08
0.6 0.845850E + 00 0.340966E + 00 5.775310E − 08
Table 8.1: Results in presence of noise in the output data for the homogeneous
case.
derivatives of the objective function with respect to the optimization parameters,
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that is the parameters bAi in equation 7.3 that describe the concentration. The
norm of the gradient is the length of gradient vector in the chosen metric. The
concentration error ǫc is the L2 distance of the recovered concentration profile cˆ
from the original concentration corig:
ǫc =
∫
Ω
(corig − cˆ)2dΩ. (8.2)
Increasing the level of noise σ up to the value of 0.6 yields an increase in both the
objective function and the concentration error but still allows the recovery of the
concentration profiles. For noise levels greater than 0.6 the original concentration
could not be recovered.
The inverse problem is affected also by model constants, such as T2 and δA
in eqn. (4.32), as well as the boundary conditions, which are assumed to be
known. However, in many cases there exist uncertainties in the value of these
parameters, due to measurements errors. Here, we define the following operator
for a quantity q as ∆rq = (q˜ − q)/q, which describes the relative error of the
quantity q˜ with respect to its theoretical value q. The effect of uncertainties of the
relaxation time T2, see eqs.(4.30)–(4.32), on the objective function, the gradient
norm and the concentration error can be seen in Table 8.2. A relative error on
∆rT2 objective function gradient norm concentration error
0.1 0.967337E − 02 0.647376E + 00 5.105723E − 08
0.2 0.308326E − 01 0.862464E + 00 2.243034E − 07
0.3 0.571071E − 01 0.186413E + 01 1.409247E − 06
Table 8.2: Results in presence of uncertainties in the relaxation time T2 for the
homogeneous case.
the relaxation time of up to 0.3 leads to an increase of the objective function,
the gradient norm and the concentration error, but still allows recovering the
initial homogeneous concentration. A further increase of the relative error of
the relaxation time does not allow a recovery of the homogeneous profile. In
Table 8.3, the objective function, the gradient norm and the concentration error
are shown for uncertanties in the chemical shift δ1 of one of the liquids; see
eq. (4.32). An increase of the relative error leads again to an increase of the
objective function and the norm of the gradient, but still allows recovering the
homogeneous profile. For the relative error in the chemical shift the limit of
recovering the concentrations was the value of 0.03.
In all noisy and perturbed cases the recovered concentration profiles where
giving good results with small deviations around the 0.5 value (homogeneous
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∆rδ1 objective function gradient norm concentration error
0.01 0.154665E − 05 0.156381E + 00 1.581190E − 12
0.02 0.254681E − 05 0.171386E + 00 1.434247E − 18
0.03 0.159532E − 04 0.558770E + 00 2.439249E − 16
Table 8.3: Results in presence of uncertainties in the chemical shift δ1 for the
homogeneous case.
profile). The recovered profiles were hardly distinguishable from the original
ones. Increasing further the level of noise or the relative error of the relaxation
time or the chemical shift the recovery of the concentration was not possible.
8.3 Recovery of smooth profiles
8.3.1 Estimation with error-free measurements
The recovery of smooth concentration profiles is now being studied, when the
measurements are error-free. In Fig. 8.1(a), the objective function J is plotted
on a logarithmic scale for the smooth profiles. The objective function approaches
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Figure 8.1: Convergence history for a smooth profile (a) of the objective function
(b) of the control points.
a minimum value after about 50 iterations. The concentration is represented by
5 control points, and the values that have to be recovered are b1 = 1.0, b2 =
1.0, b3 = 0.5, b4 = 0.0, b5 = 0.0. Fig. 8.1(b) shows the history of three control
points plotted over the number of optimization iterations. The initial value for
the optimizer of all control points was 0.5 and at the end of the optimization
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procedure they reach their original value, i.e. 1.0 for the first control point, 0.5
the third and 0.0 the fifth one. The objective function J (see eq. 7.2) is plotted
in Fig. 8.2 vs. the first and third control points for two distinct values of the
second control point, while the fourth and fifth are kept constant at 0.0. It
can be seen that the global minimum of the objective function lies at the point
(b1 = 1.0, b2 = 1.0, b3 = 0.5) which corresponds to the original concentration
profile, which is eventually recovered.
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Figure 8.2: Objective function vs. first (b1) and third (b3) control point; left:
b2 = 0.0; right: b2 = 1.0.
Some concentration profiles at different optimization steps together with the
original and initial profiles are plotted in Fig. 8.3(a). Here, the concentration dis-
tribution changes gradually from the initial homogeneous profile to the recovered
smooth one. In Fig. 8.3(b) the exact profile, which comes from simulated data
without noise, as well as some recovered profiles—after the optimization proce-
dure has converged—are shown for different configurations, where EPSX=0.1 is
termination criteria of the optimizer associated with the gradient norm. Setting
the termination criteria small enough we recover the initial profile at a cost of
more optimization iterations. The discretization of the time or frequency domain
nts has as an effect a better resolution of the spectral lines. Furthermore, in-
creasing the number of slices nslc leads to good results even when using a weaker
optimization criterium. For nslc = 16, nts = 512, and EPSX=0.001 the recovered
profile could not be distinguished from the original one. The relative objective
function normalised by the number of slices is shown in Fig. 8.4 in a logarithmic
scale. The normalised objective function is decreasing as the number of slices in-
creases because spectra from more slices are available providing more information
to the problem and leading to more accurate results for the inverse problem. For
the rest of our results, the number of slices is nslc = 32, the number of time steps
nts = 512, and the termination criterium EPSX=0.001.
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Figure 8.3: (a) Concentration profiles for different iterations nopt; (b) recovered
1: nslc = 8, nts = 128, EPSX=0.1; recovered 2: nslc = 16, nts = 512, EPSX=0.1.
8.3.2 Estimation in the presense of measurement errors
In this section the effect of noise and perturbations is being studied for the re-
covery of a smooth profile. The objective function J , the gradient norm and the
concentration error are shown in Table 8.4 for different noise levels σ of the signal.
Again, an increase in the noise level leads to an increase of the objective function.
For the values of noise shown in Table 8.4 the recovered concentration could not
σ objective function gradient norm concentration error
0.2 0.315610E − 04 0.454260E − 01 2.775008E − 09
0.3 0.153674E − 03 0.265309E − 01 5.791580E − 09
0.4 0.493772E − 03 0.324045E − 01 6.763683E − 09
0.5 0.771534E − 03 0.255233E − 01 5.095308E − 09
0.6 0.111098E − 02 0.298879E − 01 1.394868E − 08
Table 8.4: Influence of noise in the output data for a smooth profile.
be distinguished from the original profile. For values exceding σ = 0.6 no con-
vergence of the optimization algorithm has been achieved and the concentration
profiles could not be recovered.
Instead of perturbing the output signal, we now assume that the permeabil-
ities µrelA are containing errors. This can happen when the substances contain
impurities, or when their permeabilities are not known with sufficient accuracy.
The input noise of the substance A is determined as the relative error between
the theoretical value of the relative permeability µrelA and the actual one µ˜
rel
A as
∆rµA = (µ˜
rel
A −µrelA )/µrelA . The objective function, the gradient norm and the con-
centration are shown in Table 8.5 for different relative errors on the permeabilities
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Figure 8.4: Objective function normalised by the number of slices, on a logarith-
mic scale, vs. number of slices for nts = 512.
of the two liquids and air. ∆rµb denotes the relative error on the permeability
of the bottom fluid, i.e. toluene, ∆rµt denotes the relative error on the per-
meability of the top fluid, i.e. acetone, and ∆rµair is the relative error on the
permeability of the air. It should be noted that the difference in the theoretical
∆rµb ∆
rµt ∆
rµair objective function gradient norm
1.0E − 10 1.0E− 10 0.0E + 00 0.314202E − 06 0.226184E − 01
1.0E − 09 1.0E− 09 0.0E + 00 0.173711E − 04 0.958405E − 02
1.0E − 10 1.0E− 10 1.0E− 06 0.333841E + 00 0.323509E + 01
Table 8.5: Influence of uncertainties in the permeabilities for a smooth profile.
permeabilities of the two liquids with respect to the theoretical permeability of
air is ∆rµairb = 7.9E − 6 and ∆rµairt = 1.36E − 5. The termination criterium
EPSX = 0.001 was kept the same for all noisy cases. As can be seen from Ta-
ble 8.5, even small uncertainties in the permeability of the two liquids lead to
significant reduction in the accuracy of the optimization problem. This can be
explained by the fact that the original differences in the permeabilities of the
two liquids is also very small. A different approach should be followed when the
permeabilities of the pure substances are not known. If no additional experimen-
tal data are available for their determination, then they should also be included
in the optimization problem as additional variables. This of course would in-
crease the number of parameters entering the optimization problem, affecting the
ill-posedness of the inverse problem.
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As already discussed in section 8.2.1, uncertainties may appear also in model
parameters such as relaxation time and chemical shift. In Table 8.6, the ob-
jective function, the gradient norm and the concentration error are shown for
uncertanties in the relaxation time T2. For values of the relative error greater
that 0.3 the original concentrations could not be recovered. In Table 8.7, the
∆rT2 objective function gradient norm concentration error
0.1 0.700112E + 00 0.141644E + 02 1.401358E − 03
0.2 0.770959E + 00 0.115940E + 02 1.449314E − 03
0.3 0.785396E + 00 0.116001E + 02 1.468571E − 03
Table 8.6: Influence of uncertainties in the relaxation time T2 for a smooth profile.
objective function, the final gradient norm and the concentration error are shown
for uncertainties in the chemical shift ∆rδ1 of one of the liquids. Even if the
objective function in this case has a higher value than the one in the homoge-
neous case, the recovered concentrations are still close to the original, as shown in
Fig 8.5(a). An overview of the recovered profiles in the presence of uncertainties
∆rδ1 objective function gradient norm concentration error
0.01 0.208023E + 01 0.604450E + 02 1.450638E − 05
0.02 0.245665E + 01 0.738967E + 02 1.432007E − 03
0.03 0.265332E + 01 0.119775E + 03 2.123917E − 03
Table 8.7: Influence of uncertainties in the chemical shift δ1 for a smooth profile.
of the model parameters is shown in Fig. 8.5(a). The boundary condition of the
upper boundary Γ2 (see chapter 4) is now perturbed and the results are shown
in Fig. 8.5(b), for ∆rB=8.52E-02 ppm, ∆rB=1.70E-01 ppm, and ∆rB=4.25E-
01 ppm. The perturbations on the boundary conditions should be at the order
of magnitude of less than 1 ppm. The fact that the error has been added at
the upper boundary condition is also reflected in the recovered curves. Finally,
combinations of the above uncertainties have been studied. It has been shown
that in the case of small uncertainties, the recovery of the concentration profiles
is quantitatively very good, and even after increasing the error up to a specific
value, the profiles continue to be qualitatively good, though small translations of
the control points do appear.
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Figure 8.5: (a) Recovered smooth profiles in the presence of uncertainties; orig-
inal; recovered 1: ∆rµb = 1.0E − 10, ∆rµt = 1.0E − 10, ∆rµair = 1.0E − 06;
recovered 2: ∆rT2 = 0.3; recovered 3: ∆rδ1 = 0.03; (b) recovered smooth profiles
in the presence of boundary conditions uncertainties; BC-1: ∆rB=8.52E-02 ppm;
BC-2: ∆rB=1.70E-01 ppm; BC-5: ∆rB=4.25E-01 ppm.
8.4 Recovery of steep profiles
8.4.1 Unconstrained vs. constrained recovery
Oftentimes, diffusion experiments are designed in such a way that the initial
condition c0A(z) is a step function. In this case, many problems arise from the
recovery of a steep concentration profile as shown in Fig. 8.6(a) and Fig. 8.6(b).
The Bézier curves show a typical behavior with overshoots and undershoots (see
Fig. 8.6(a)) when trying to capture a steep profile without any constraints on the
control points. Increasing the number of control points does not seem to provide
a solution to the overshoots and undershoots that appear. In case of Fig. 8.6(b),
bound constraints are imposed on the control points during the optimization
process in order to avoid this effect, leading to smooth profiles without oscillations.
Further increasing the number of control points yields a solution closer to the
original one, without the side effects of the oscillations. However, this approach
was not followed since the composite curves, as shown in the next section, provide
better results with fewer optimization parameters. For the homogeneous and the
smooth cases, the constraint on the control points was not necessary. But in the
case of steep profiles, a constrained optimization is a necessity. In the following,
all steep cases are computed as a constrained optimization problem.
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Figure 8.6: (a) Without constraints; recovered 1: nslc = 8, ncp = 10; recovered
2: nslc = 4, ncp = 20; (b) with constraints; recovered 1: nslc = 4, ncp = 5;
recovered 2: nslc = 4, ncp = 20.
8.4.2 Estimation with error-free measurements
For the above reasons, the recovery of steep profiles requires composite Bézier
curves which are only piecewise smooth. As described in section 7.2 composite
Bézier curves can describe better profiles, where steep profiles apear, than simple
curves with even smaller number of parameters. Recovered concentrations with
composite Bézier curves are plotted in Fig. 8.7(a) for different optimization steps
together with the original and initial ones. In this case, the position of the
interface should be a priori known, which is true in a binary diffusion experiment.
Fig. 8.7(b) shows the recovered profiles with 3 composite Bézier curves, after the
optimization has converged, with 5 control points each curve (13 in total) and 6
control points each curve (16 in total). The results obtained with three composite
Bézier curves and with ncp = 16 control points are much closer to the original
steep profile (see Fig. 8.7(b)) than the recovered with a single curve and ncp = 20
control points (see Figs. 8.6(a)–8.6(b)). A comparison of the objective function
normalized by the number of control points is shown in Fig. 8.8 for a single
Bézier curve and for composite Bézier for different number of control points. It
can be seen that with composite Bézier curves better convergence can be achieved
than with a single curve, a fact also represented in the recovered profile of the
concentrations.
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Figure 8.7: (a) Concentration profiles with composite Beziér curves for different
iterations; (b) recovered step profiles with 3 Bézier curves and 5 control points
each (13 total) or 6 control points (16 total).
8.4.3 Estimation in the presense of measurement errors
The effect of measurement errors is studied also for the case of steep profiles.
An overview of different perturbed cases is shown in Fig. 8.9(a). The relative
error of the chemical shift of the first liquid is 0.03 for the first recovered profile,
while for the second recovered profile the relative error of the relaxation time is
0.3. For the third profile there was a relative error of the permeabilities of both
liquids of 1.0E-10. Perturbations in these parameters (chemical shift, relaxation
time and permeabilities) do not seem to affect qualitatively the concentration
profiles, which are close to the original one. The boundary condition of the upper
boundary Γ2 (see Fig. 4.1) is again perturbed, and as shown in Fig. 8.9(b), by
8.52E-02 ppm, 1.70E-01 ppm, and 4.25E-01 ppm. Increasing the relative error
of the boundary condition has an effect on the quality of the recovered profiles,
especially at the upper region of the mixture. The reason for the discrepancies in
some discontinuous cases is that the composite Beziér curves are only piecewise
continuous and allow more possible solutions than a single Beziér curve only. The
problem can be solved by adding a smoothness constraint at the common control
point of two neighbouring curves or by adding another form of regularization,
such as Tikhonov regularization (Kirsch, 1953).
8.5 Experimental Validation
We now proceed to the experimental validation of the above presented and nu-
merically tested algorithm from the experimental data discussed in section 2.3.
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Figure 8.8: Objective function normalised by the number of control points vs.
the number of the control points for a single and composite Bezier curves.
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Figure 8.9: (a) Recovered discontinuous profiles in the presence of uncertainties;
recovered 1: ∆rδ1 = 0.03; recovered 2: ∆rT2 = 0.3; recovered 3: ∆rµb =1.0E-10,
∆rµt =1.0E-10; (b) recovered discontinuous profiles in the presence of boundary
conditions uncertainties; BC-1: ∆rB=8.52E-02 ppm; BC-2: ∆rB=1.70E-01 ppm;
BC-5: ∆rB=4.25E-01 ppm.
To avoid local minima that do not have any physical meaning, a further con-
straint on the control points has been implemented, which implies that in binary
mixture diffusion the concentration can only be monotone. In order to take into
account the shimming which is performed during the experiment in the magnet,
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another parameter, the phase φ, has been introduced:
Mxy(t, x, y, z) = M0
nNMR∑
A=1
pA∑
j=1
cA(x, y, z)e
−t/T2,A × e[−i(γ∆B0+2πδAj)t+φ], (8.3)
which represents the absolute position of the spectra, i.e. the shift, which is the
same for all slices, of the spectra in the frequency domain. This parameter has
been estimated by a least-squares minimization problem with one optimization
variable at the beginning of the inverse problem and kept constant thereafter. The
least-squares problem has been solved with a Levenberg-Marquardt minimization
method.
The estimated concentration profiles for acetone mixture are shown in Fig. 8.10
for the measurements taken after 2, 4, and 6 hours since the beginning of the ex-
periment using simple Bézier curves with 7 control points; the symbols show the
estimated concentrations by integration under the spectral lines, while the lines
show the estimated concentrations by the method presented in this thesis. The
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Figure 8.10: Estimated concentration from experimental data after 2h, 4h and
6h with the respective control points.
concentration of acetone was 4.5% at the lower part of the tube and zero in the
upper. In the experimental setup the number of slices was 256; however, the outer
slices were weighted with a smaller factor due to their low signal to noise ratio.
There is a good qualitative agreement of the two methods for the estimation of
the concentration from experimental data; however, there are some quantitative
85
8 The Inverse NMR Problem — Sensitivity Analysis
differences which may be due to imperfections of both methods. E.g., the inte-
gration of the spectral lines is very sensitive to where the integration limits are
chosen, which is based on the experience of the user and often is a try-and-error
procedure. In Fig. 8.10 one can see how acetone is diffusing in the mixture. How-
ever, the three lines cross at around 2 mm and not in the middle of the tube
as expected, since the tube was filled with equal quantities of pure water and
mixture. This discrepancy may appear due to either numerical or experimental
reasons. For the numerical part, an overfitting of either the shimming parameter
or the control points may lead to a minimum. In that case more a priori knowl-
edge of the diffusion process should be considered in order to provide even better
quantitative concentration measurements with NMR.
8.6 Discussion
Traditional deconvolution techniques, like fitting the spectra to a priori known
functions and then integrating under the spectrum in order to find the concentra-
tion of a heterogeneous liquid mixture, require knowledge about the line shape of
every slice in the sample. If the field inhomogeneity is comparable to the chemical
shift difference, the broadening of the NMR spectrum leads to significant over-
lapping of the NMR lines. The lack of knowledge about the line shape, influenced
by the field inhomogeneity, introduces errors in the concentration profile. Since
these deconvolution techniques are not suitable when the line shape is unknown,
an inverse-problem-based approach is discussed.
In this chapter we have proposed a method calculating concentration profiles
from NMR spectra, taking into account the sample-induced inhomogeneities. The
direct problem and its solution with the finite element method is briefly discussed
since it is necessary for the solution of the inverse problem. The concentration
profiles are parametrized with Bézier curves, reducing the number of unknows
entering the optimization problem.
In order to better capture the steep profiles which appear at the beginning of a
diffusion process, composite Bézier curves have been used. They consist of simple
Bézier curves with their end control points coupled in order to satisfy continuity.
The regularization of the inverse problem is introduced only implicitly through
the spatial discretization. A first source of regularization is the finite element
discretisation of the magnetic field equations. Furthermore, the parametrization
of the concentration is an additional source of regularization, since fewer degrees
of freedom enter the optimization procedure reducing in this way the number of
possible solutions. Future work includes the addition of a regularization term
in the corresponding objective function. Tikhonov regularization may be added
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taking into account first- and higher-order derivatives.
Numerical cases have been studied without noise, with noise in the output data
and uncertainties in the input permeablities, for both steep and smooth profiles.
Because of the small difference in the relative permeability of the substances, it
has been shown that even small uncertainties on the permeabilities can reduce
the accuracy of the optimization problem. Uncertainties can also arise in other
model parameters such as relaxation time, chemical shift or boundary conditions,
and the influence of these uncertainties on the objective function and the control
points has also been studied.
We conclude that the numerical approach presented here is reliable for the re-
covery of concentration profiles even for cases with error or perturbations on some
parameters. Two methods have been used for the recovery of the concentration
from experimental data; a simple integration technique under the spectra and the
inverse problem presented here. A full quantitative agreement between the two
methods could not be achieved. However, a good qualitative agreement of the
two methods was observed. A complete coupling of the Bloch equation with the
equations for the magnetic field may be necessary to achieve better quantitative
compliance with the experimental data.
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Chapter 9
Optimal Experimental Design
In this chapter, optimal experimental design (OED) techniques are applied in
order to find optimal experimental conditions with respect to the parameter iden-
tification. The reason for the use of such techniques is to increase the accuracy of
the measurements and the inverse problem. A review of the existing methods of
OED is given in Section 9.1 together with a list of applications. The theoretical
basis and some definitions are necessary (Section 9.2) and afterwards numerical
results are shown for different configurations (Section 9.3) of the NMR model
discussed in the earlier chapters. The findings are summarized in Section 9.4.
9.1 A review of the methods
In chapters 6–8, we have seen how to determine unknown parameters in PDEs
from indirect measurements. However, there are still ways of improving the qual-
ity of the results, or reducing the number of experiments, or choosing the best
model from a variety of models by using optimal experimental design (OED) tech-
niques and model discrimination methods (Bard, 1974). The technique of design
of experiments is an important link between the experimental and the modelling
world. It aims at obtaining the maximum information from an experimental
aparatus being modelled by designing experiments that will yield the most infor-
mation for use in parameter estimation. For this purpose, an optimality criterion
is needed which measures the content of information of the given model for the
specified experimental conditions. An early criterion for model discrimination
which takes into account only the residual, the number of parameters and the
number of measurements was developed by Akaike (1974). Later, more compli-
cated statistical criteria have been derived taking into account the structure of
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the model and using the Fisher information matrix. An extended discussion on
the different optimality criteria can be found in Atkinson and Donev (1992) and
Atkinson (1995). Here, we summarize some of the main methods:
• A-optimality
In the A-optimality criterion, the trace of the information matrix is being
maximized, which represents the first invariant of the Fisher matrix. The
linear criterion applies to linear models, while the local non-linear applies
to a local linearization of non-linear models.
• linear D-optimality
The linear D-optimality criterion is used for linear models, i.e., where the
variable representing the measurements (and not the independent variables)
depend only linearly on the parameters. The determinant of the information
matrix is being maximized, such that the volume of the confidence region
of the parameters is minimized.
• local non-linear D-optimality
The local non-linear D-optimality criterion is used for nonlinear models,
where the nonlinearity is linearized by Taylor expansion around a value of
the parameter vector. Again, the determinant of the information matrix
is maximized; however, this design is optimal only in a neighborhood of
parameter values where the linearization took place.
• E-optimality and local E-optimality
The above D-optimality criterium minimizes the volume of the confidence
region but states nothing about its form. In the case where the parame-
ters are correlated it can happen that the volume is small but for a single
parameter may lead to a large interval. The E-optimality takes then into
consideration the eigenvalues of the information matrix. The same consid-
erations as above hold for the local E-optimality.
• more dependent variables
Draper and Hunter (1966) developed a D-optimality criterion and per-
formed design of experiments for parameter estimation in situations where
there are simultaneously many responses.
All optimality criteria have advantages and drawbacks. The D-optimality is
probably the most commonly used. However, it tends to give excessive importance
to the parameter to which the model is most sensitive. The A-optimality, since
it doesn’t take into account the off-diagonal elements of the matrix, seems to
be unreliable in the case of high cross-correlation between the parameters. On
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the other hand, the E-optimality, since it leads to circular ellipsoid confidence
regions, may lead to large volumes. Other less used optimality criteria, such as
G-, L-, C-optimality, have also been developed.
A further distinction in OED is whether the experimental design happens
sequentially or not. In the non-sequential experimental design, one designs be-
fore the experiment, how many tests are going to be and at which experimental
conditions. In sequential experimental design, after an experiment has been per-
formed, the next experiment will be designed and its experimental conditions have
to be specified. Further details on the two different approaches can be found in
Atkinson and Donev (1992) and Walter and Pronzato (1997).
Over the years, OED methods have been applied to many different scientific
fields. Discussion and application of optimal experimental design and identifiabil-
ity of dynamical systems can be found in Mehra (1974), Grewal and Glover (1976)
and Shirt et al. (1994). Asprey and Macchietto (2000) proposed a two-stage strat-
egy where first OED is applied to discriminate between different potential model
structures and in a second stage, for the discriminated model, OED is applied
for efficient parameter estimation. Bauer et al. (2000) discussed numerical as-
pects connected with the experiment design approach; the design was formulated
as an optimal control problem with an objective function depending implicitly
on the first derivatives of the DAE system. Banga et al. (2002) treated the
experimental design as an optimal control problem but focused on the implemen-
tation of stochastic methods of global optimization for improving the numerical
solution. Asprey and Macchietto (2002) and Benabbas et al. (2005) increased
the robustness of the OED method and formulated the problem as an optimal
control problem. Further applications of the model-based experimental analysis
include measurements of ternary diffusivities by Raman spectroscopy (Bardow
et al., 2006) and geometry optimization of a Nitsch cell (Bertakis et al., 2008). A
recent extended review on various applications of OED in parameter estimation
can be found in Franceschini and Macchietto (2008).
Now we are going to proceed with the necessary theoretical background of the
OED and how it is applied to the case of NMR inverse problems.
9.2 Theoretical concepts
9.2.1 Definitions
We are going to present here the necessary background theory of optimal exper-
imental design. We define as r = (r, z, t) the independent variables as used in
the previous chapters, x(r) the state vector, which includes all the dependent
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variables, such as the potential, magnetic field and magnetization, u(r) the input
or control variables, y(r) the measured responses or the output variables, (in the
NMR problem, the spectra), and θ the parameters to be determined, i.e., the
control points of the parametric curves. The model presented in the previous
chapters can be described in the form of a set of partial differential and algebraic
equations, including integral transforms, quite generally as:
f(∂rx, ∂zx, ∂tx,x,u, θ, r) = 0, (9.1)
y(r) = g(x(r)).
Identifiability: A model giving output y(θ,u, r) is identifiable if, for any
two parameter sets, θ ∈ Θ and θ∗ ∈ Θ∗, for all system inputs u(r) ∈ U, and
the same initial and boundary conditions, the maximum distance between two
parameter vectors, θ and θ∗, that still give (essentially) the same response, is
arbitrary small. In Fig. 9.1, when the same input u is applied to the same model,
at the same initial and boundary conditions, but with different parameter vectors
θ and θ∗ (such that θ 6= θ∗), the two predicted model outputs do not coincide.
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Figure 9.1: Model output, i.e., spectrum, for two different parameter sets at
z =const.
Distinguishability: Two models giving output y(θ,u, r) and y∗(θ∗,u, r),
respectively, are distinguishable if for any θ ∈ Θ, θ∗ ∈ Θ∗, for all u(r) ∈ U, and
the same initial and boundary conditions, the maximum of the minimum distance
between the responses of the two models is sufficiently large. For two different
models we wish to ensure that when the same input is applied to each of the model
with parameter vectors θ and θ∗, respectively, and the same initial conditions,
the two predicted model output trajectories do not coincide (see Fig. 9.1).
We proceed with the quantification of information included in a given model
by the Fisher matrix and experimental setup.
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9.2.2 Optimal design
The aim of optimal experimental design is to perform experiments at experimental
conditions leading to an increased content of information. The model structure
links the experimental conditions x with the measured responses y:
y = f(x, θ;d). (9.2)
Here, θ is the parameter vector of the model, which has to be determined by
fitting the model parameter to experimentally obtained data, and d is the vector
of design variables. Of course in the case of this work, the model is not an
explicitly given function but a system of partial differential equation, integrals
and Fourier transform as described in the previous chapters.
Local identifiability can be tested by computation of the determinant, or other
optimality criteria as discussed later in this section, of the so-called Fisher infor-
mation matrix, which is the inverse of the estimated covariance matrix of the
parameter estimates. The Fisher information matrix F can be usually calculated
as:
F(θ,d) = QTV−1Q, (9.3)
where Q is the sensitivity matrix and V the covariance matrix. The Fisher in-
formation matrix quantifies how sensitive the measurements are in the parameter
values. The Fisher information matrix is a function of the model parameters θ
and the experimental conditions d.
Here, Q is the matrix of sensitivity coefficients of the response variable com-
puted at each of the m sampling points:
Q =


∂y
∂θ1
∣∣∣(1) ∂y∂θ2
∣∣∣(1) . . . ∂y∂θp
∣∣∣(1)
∂y
∂θ1
∣∣∣(2) ∂y∂θ2
∣∣∣(2) . . . ∂y∂θp
∣∣∣(2)
...
...
. . .
...
∂y
∂θ1
∣∣∣(m) ∂y∂θ2
∣∣∣(m) . . . ∂y∂θp
∣∣∣(m)


, (9.4)
where p is the number of model parameters, which is equal to the number of
control points ncp in this case. V is the variance matrix, containing the standard
deviations σ2 of experimental responses
V =


σ21,1 σ
2
1,2 . . . σ
2
1,m
σ22,1 σ
2
2,2 . . . σ
2
2,m
...
...
. . .
...
σ2m,1 σ
2
m,2 . . . σ
2
m,m

 . (9.5)
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The standard deviations σ2i,j are calculated as a constant percentage of y. If we
further assume that the measurements are independent, i.e., they don’t affect
each other, then the inverse variance matrix is given by a diagonal matrix as
follows:
V−1 =


1
σ21,1
0 . . . 0
0 1
σ22,2
. . . 0
...
...
. . .
...
0 0 . . . 1
σ2m,m

 . (9.6)
As discussed above, there exist different well-known criteria for the comparison
of the information matrix:
• A-optimality: minimizes the trace, which is the first invariant of the Fisher
matrix
• D-optimality: minimizes the determinant, the third invariant of the Fisher
matrix
• E-optimality: minimizes the largest eigenvalue of the Fisher matrix
The geometric interpretation of the above design criteria is shown in Fig. 9.2
for two model parameters, with its two principal axes and its surface. In three
dimensions, there would be an ellipsoid which has three principal axes, leading
to one more optimality crierion apart from the A-optimality and E-optimality
which represent the two principal axis of an ellipse in 2D; D-optimality in the
three dimensional case would be the volume of the ellipsoid. One can easily
assume that in more than two dimensions there exist more optimality criteria.
For a general p×p Fisher matrix, where p is the number of parameters and length
of θ, its principal invariants are the coefficients of the characteristic polynomial.
In the following, the p principal invariants of the Fisher matrix is shown in relation
to the eigenvalues λi (Borisenko and Tarapov, 1979):
I
(1)
F = λ1 + λ2 + · · ·+ λp = tr(F),
I
(2)
F = λ1λ2 + λ1λ3 + · · ·+ λp−1λp,
...
I
(k)
F =
p∑
o1<o2<···<ok
λo1λo2 . . . λok ,
...
I
(p)
F = λ1λ2 . . . λp = det(F).
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A−optimality
E−optimality
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θ1
θ 2
Figure 9.2: A geometric interpretation of various design criteria; A- and E-
optimality denote the two principal axes and D-optimality the surface of the
ellipsoid.
Other invariants can be derived from the principal ones as a combination of the
principal ones, leading to new optimality criteria. Another alternative would be
to use two optimality criteria, let assume A- and E-optimality as the principal
axes, and forming the Pareto front one would have a compromise between the
two optimality criteria.
In the present work, only two of the optimization criteria will be compared:
η(θ, d) =
{
tr(F) A− optimality
det(F) D − optimality. (9.7)
To make the optimality results for the different geometrical configurations com-
parable to each other, the information efficiency ζ was used as a measure of the
suboptimality of the configuration (Bardow and Marquadt, 2004):
ζ(θ, d) =
[ η(θ, d)
η(θ, d∗)
]1/p
, (9.8)
where η(θ, d∗) is the largest trace or determinant in the data set that is supposed
to represent the optimum experimental conditions, and the exponent 1/p is nec-
cessary for the comparison of models with different number of model parameters,
i.e., control points.
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9.3 Numerical Results
9.3.1 Cell geometry
The model parameters in the present work are the control points θ = (b1, . . . , bncp)
used for the representation of the concentration and the experimental conditions
(i.e., geometrical parameters) are d = (dt, h1, h2), where dt is the inner diameter
of the tube and h1 and h2 are the heights of the bottom and top liquids respec-
tively. The measured response is the spectrum at each time step and slice along
the z-direction, while the sampling points are m = nslc × nts, with nts = 512 the
number of time steps and nslc = 64 the number of slices. The diameter of the tube
has been constrained from 3.0 to 6.0 mm, because for smaller diameters capillary
effects arise and bigger diameters do not fit into the resonator. The capillary
effects (meniscus) introduce even more inhomogeneities into the magnetic field,
which after a slice integration of the signal introduce noise and unwanted effects
to the spectra. The heights of the two liquids have been constrained from 4.0 to
8.0 mm. The noise added to the spectra was 1%.
The first experimental design has been performed for a mixture of acetone
(bottom liquid, δ = 2.162 ppm, µrel = 0.9999864) and water (top liquid, δ = 1.58
ppm, µrel = 0.99999097). In the following figures, the information efficiency ζ
is presented for the various values sets for the geometrical parameters. The
experimental efficiency with D-optimality is shown as a function of the geometric
parameters for a steep profile and for a smooth profile in figures 9.3, and 9.4
respectively. The three diagrams are given for the diameters d = 3.0 mm, d = 4.5
mm, and d = 6.0 mm. The steep profile was approximated by 3 composite
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Figure 9.3: Experimental efficiency with D-optimality as a function of the geo-
metric parameters for the steep profile of acetone-water.
Bezier curves of 3 control points each (ncp = 7), while the smooth profile by a
single Bezier curves with 5 control points.
Optimal experimental design has been applied to a second set of liquids,
toluene (bottom liquid, δ1 = 2.34 ppm, δ2 = 7.0 ppm, µrel = 0.99999221) and
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Figure 9.4: Experimental efficiency with D-optimality as a function of the geo-
metric parameters for the smooth profile of acetone-water.
acetone (top liquid). The experimental efficiency with D-optimality is shown as a
function of the geometric parameters for a steep profile and for a smooth profile
in figures 9.5 and 9.6 respectively. Again, the results are given for three different
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Figure 9.5: Experimental efficiency with D-optimality as a function of the geo-
metric parameters for the steep profile of toluene-acetone.
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Figure 9.6: Experimental efficiency with D-optimality as a function of the geo-
metric parameters for the smooth profile of toluene-acetone.
diameters of the tube.
It has to be noted that changing the position of the mixing fluids changes also
the optimal geometric configuration at the steep and smooth profiles—not at
the homogeneous mixture—since at each slice the fluids sense different magnetic
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field. This leads to different spectra distribution which influences the sensitivity
matrix Q. However, there are experimental constraints in the setup that enforce
the chosen position of the fluids.
If we double the number of control points while leaving the shape of the con-
centration curve unchanged, for example, by degree elevation (see Farin (2002)),
then nothing changes in our results since the experimental conditions remain ex-
actly the same, although the values of the parameters have changed, and their
number as well. The different number of control points could be however com-
pared for given experimental conditions according to (9.8) in order to discriminate
between the different models.
The optimal experimental conditions are shown in Table 9.2 for different con-
figurations and two optimality criteria (the results for the A-optimality are sum-
marized only for the optimum point). In Table 9.2, the first column corresponds
to the mixture, the second corresponds to the concentration profile, and in the
third and fourth columns the triplets of numbers corresponding to the geometric
parameters are given. The criteria can be interpreted as the expected arithmetic
mean of the parameter values (A-criterion) or the geometric mean of parameter
uncertainty (D-criterion). As we can see from Table 9.2 for different configura-
Mixture profile A-criterion D-criterion
acetone-water steep (6.0, 6.0, 6.0) (4.5, 5.0, 5.0)
smooth (3.0, 6.0, 6.0) (3.0, 6.0, 6.0)
toluene-acetone steep (4.5, 5.0, 5.0) (6.0, 6.0, 4.0)
smooth (4.5, 4.0, 5.0) (3.0, 7.0, 6.0)
Table 9.1: Optimal experimental conditions for different configurations and OED
criteria.
tions and criteria, different optimal geometries are computed. Only in the case
of smooth acetone-water profiles do the two criteria give the same results.
The same simulation has been performed also for the case where the concen-
tration in the bottom phase is only 5% acetone and 95% water in the one mixture
and 5% toluene and 95% acetone in the other liquid. The results are summa-
rized in Table 9.2. Again we see a different pattern in the optimal experimental
conditions.
As can be seen from the above discussion the optimality criterion leads to
many local optima, even by taking into account 3 design variables and discretizing
the diameter only in 3 dinstinct points. According to Bardow (2004), in a diffusion
experiment the most information for the diffusion coefficient can be gained at the
beginning of the diffusion process. It can be seen that in the case of smooth
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Mixture profile D-criterion
acetone-water steep (3.0, 6.0, 7.0)
smooth (4.5, 8.0, 7.0)
toluene-acetone steep (3.0, 4.0, 6.0)
smooth (4.5, 7.0, 7.0)
Table 9.2: Optimal experimental conditions for different configurations of a 5%
concentration of a liquid in the bottom phase.
profiles in both mixtures, the content of information for dt = 6.0 mm is much
less than for all other cases. Furthermore, the D-optimality takes more entries
of the Fisher matrix into account than the A-optimality (cf. considerations in
Section 9.1). For these reasons, we choose the steep profiles of the D-optimality
as the best geometry, i.e., (4.5, 5.0, 5.0) for acetone-water and (6.0, 6.0, 4.0)
for toluene-acetone. An increase in the noise level up to 5% did not have any
influence on our results.
9.4 Discussion
Accurate NMR concentration measurements in heterogeneous mixtures of liquids
present several challenges. The NMR signal is distorted by the presence of in-
homogeneities in the static magnetic field due to the liquids. The line width
increases according to the Larmor frequency spread due to field inhomogeneities,
leading in many cases to an important overlapping effect as has been shown in the
previous chapters. Therefore it is necessary to increase the amount of information
contained in the measured spectra using OED methods.
In this chapter, we have presented an optimal experimental design methodol-
ogy applied to inverse problems that appear in nuclear magnetic resonance (cf.
Section 9.2), and especially in interdiffusion quantification of liquid mixtures.
The inverse problem of calculating the concentration profiles from NMR spectra
is formulated as an optimization problem with a partial differential equation as
a constraint. The methods of OED are almost exclusively applied to algebraic-
differential equations; however in this chapter they are further applied to PDEs
coupled with integral transforms. Different tube diameters and heights of the
liquids have been taken into account and compared according to two optimality
criteria (cf. Section 9.3). Finally, we have found an optimal experimental setup
which maximizes the amount of information contained in the NMR spectra.
We conclude that the numerical approach presented here provides a good
methodology for designing interdiffusion experiments with NMR. The results
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show that we have a sound basis to extend the capabilities of the solution ap-
proach to other mixtures, even when overlaps of the spectra can take place. New
experiments can now be performed taking into account the results of the present
chapter and new simulations can be performed for the different mixtures under
study, even for ternary ones.
The simulation results motivate further steps, in which the experimental de-
sign of interdiffusion experiments with NMR is taking into account the phe-
nomenon of diffusion. In that case, a fully coupled model of both the magnetic
field and the diffusion process can be considered, with the goal to measure the
diffusion coefficient directly. Furthermore, a model discrimination is possible
with the same methods as the ones presented here in order to compare different
available models and find the best among them.
A next step of the optimal experimental design is to consider the optimization
problem of finding the cell geometry for different profiles. This would lead to
a parametric optimization problem. Furthermore, optimal experimental design
techniques could be applied to the design of NMR field and pulses. For example,
there are parameters such as the gradient of the field or the duration and shape
of the pulse that can affect the NMR signal and therefore improve the quality
of the recovered profiles. These considerations suggest that there is a significant
potential for further enhancing existing NMR interdiffusion experiments.
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Chapter 10
Inverse Problems with
Discontinuous Coefficients
This chapter deals with inverse and shape optimization problems that appear in
geophysical sciences. Section 10.1 gives a first introduction to the problematic
and the geophysical questions that arise. Afterwards, in Section 10.2, the problem
is formulated together with its weak solution and its numerical approach with the
finite element method. In Section 10.3 the inverse problem is presented, while
the objective function and the state constraints are reformulated with the help of
Lagrange multipliers. The adjoint equations and the shape derivatives are given
in Section 10.4. The level-set function needed for the description of the layers
and the numerical schemes for the solution of the Hamilton–Jacobi equation are
presented in section 10.5. Numerical investigations are performed in Section 10.6
for different test cases. Section 10.7 deals with the multi-layer problem where
additional constraints are applied on the vector level-sets. The effects of pressure
measurements and the dependence of the hydraulic permeability on the shape are
discussed briefly in Section 10.8. Finally, conclusions are given in Section 10.9.
10.1 Problem description
Reconstructing subsurface physical properties and their spatial distribution from
indirect measurements plays an important role in a broad range of geophysical
applications, e. g., when modeling of groundwater flow, heat transfer, or tracer
transport. Numerical simulation of these phenomena often help to understand the
physical phenomena involved. However, forward modeling alone cannot deduce
quantitative information about the geometry of the target geophysical objects
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from temperature or heat flux measurements. For this purpose, the solution of
an inverse problem associated with the chosen modeling equations is necessary,
including the quantification of uncertainties and resolution. In the framework of
discretized partial differential equations (PDE), the distribution of rock properties
in the subsurface can be determined with different methods recently summarized
by Oliver and Chen (2010). Concerning the geometry of geological objects, two
general approaches are common:
1. Assuming that rock properties (corresponding to the coefficients of the
PDE) are discretised on the same mesh as the state variables, reasonable
geological objects may be identified by constraining the resulting large-scale
inverse problem. This can be done using statistical constraints (see Rodgers,
2000; Tarantola, 2005), or various kinds of regularization of the Tikhonov
type (e.g., Oliver et al., 2008). In order to obtain reasonably well defined
bodies of homogeneous properties, special approaches are necessary. Ex-
amples are Minimum Support solutions (see Portniaguine, 1999; Zhdanov,
2002), methods based on minimization of total variation of the parameters,
or general p-norms (e.g., Farquharson, 2008; Pilkington, 2009; Borsic et al.,
2010). The geometry of geological bodies is implicitly obtained from the
distribution of the parameters in the mesh.
2. Alternatively, objects may be defined beforehand based on prior concepts
and information. These objects may be layers, fault and fracture zones, or
other typical structures. The simplest approach (“zoning") assumes units
with homogeneous physical properties, which are estimated by inverse tech-
niques. Examples for this are, among many others, Poeter and Hill (1997)
and Rath et al. (2006). Here, the geometry of the objects enter explicitly.
The inversion with respect to the physical parameters assumes that the
geometry of the problem is well defined, which might not be the case in
applications. However, the explicit geometries could be parametrized, and
may thus be the object of inverse calculations.
Here, we follow the second approach. The geometry of a shape, the geophys-
ical layer in this case, can be described with different ways, either implicitly or
explicitly; here, the level-set function is going to be used, an idea developed by
Osher and Sethian (1988). The boundaries between the geophysical zones is rep-
resented by the zero contour (the “level-set") of a scalar function. An overview
on level-set methods and their applications is given in Osher and Fedkiw (2001).
The idea of the level-set method was first applied by Santosa (1996) to in-
verse problems with obstacles. Applications of the level-set method to different
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problems include inverse scattering problems (Litman et al., 1998), parameter
estimation in semiconductor applications (Berg and K.Holmström, 1999), elec-
tromagnetic tomography (Dorn et al., 2000), inverse scattering (Dorn and Lesse-
lier, 2006, 2009), optical tomography (Schweiger et al., 2010), inverse eigenvalue
problems (Osher and Santosa, 2001), electrical impedance tomography (Ito et al.,
2001; Chan and Tai, 2003a,b; Chung et al., 2005), shape reconstruction of buried
obstacles (Ramananjaona et al., 2001a,b), geometric problems in linear elasticity
(BenAmeur et al., 2004), and structural optimization problems (Allaire et al.,
2004; Sethian and Wiegmann, 2000; Wang et al., 2003). Methods of this type
have already been used in reservoir fluid dynamics by Villegas et al. (2006) and
lately, by Cardiff and Kitanidis (2009) in a statistical approach.
A numerical implementation of the level-set method and its regularizing prop-
erties is discussed in Burger (2001). A further step is the inclusion of topological
derivatives (Burger et al., 2004) as a source term into the level-set equation, thus
generalizing the speed method, as proposed in this study. A survey and a more
general framework for inverse problems with level-set methods can be found in
Burger and Osher (2005) and Burger (2003) respectively.
The first question that arises in a shape optimization problem is how to de-
scribe the unknown shape. Since the parametrization of a shape is usually rep-
resented by a function on a fixed set—see for example shape optimization for
fluids with NURBS and automatic differentiation (AD) (Probst et al., 2010) and
involving complex geometries with T-Splines (Nicolai, 2009)— it strongly lim-
its the class of admissible shapes. Furthermore, the use of parametric curves
for the description of the domain needs either movement of the computational
mesh, re-meshing of the domain, or sophisticated interpolation methods. For
this reason, level-set methods are used for the solution of the shape optimization
problem without the need for parametrization of the shape. In this work, the
“speed method" is used for the calculation of the shape sensitivities, instead of
the “direct deformations", which fits also well with the level-set method. The idea
of the speed method is to compute the directional derivative of a functional by
considering the variation between the values of the functional at a point and at
its local deformation as an initial value problem (Sokolowski and Zolesio, 1992).
In this formulation no re-meshing or mesh movement is necessary but an extra
partial differential equation has to be solved. The shape derivatives are calculated
then with the help of the continuous adjoint approach.
The adjoint variables can be either introduced in the continuous or the discrete
form of the equations; both approaches have their advantages and disadvantages.
Concerning inverse problems, the use of adjoint schemes (Neuman and Carrera,
1985; Plessix, 2006) is a computationally efficient method, requiring the analytic
derivation of the adjoints. A detailed comparison of the continuous and the direct
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adjoint approach to shape optimization can be found in Giles and Pierce (2000)
or Sirkes and Tziperman (1997). In the present work, the continuous approach
is followed. Both the direct and the adjoint equation are solved with the finite
element method. Since the shape of the geophysical layers is described by the
level-set function, in each optimization step the level-set function is evolved by
solving the Hamilton-Jacobi equation — a highly nonlinear first-order partial
differential equation. We will show that the artificial velocity corresponds to
movements normal to the boundary of the shape. The advantage of this approach
is that the grid does not have to be moved or re-meshed in each optimization step,
but an additional equation has to be solved. Moreover, the shape can be easily
merged and split in order to represent three or more geophysical layers.
10.2 Forward Problem
The direct or forward problem is described by an equation for the fluid flow using
the Boussinesq approximation (Diersch and Kolditz, 2002; Kolditz et al., 1998),
a heat transport equation and Darcy’s law which couples the two equations.
The problem is then formulated as: given hydraulic permeability k (m2) and
conductivity coefficient λ (W m−1 K−1) tensors,
k(x) =
{
k1, if x in Ω
k2, in D\Ω and λ(x) =
{
λ1, if x in Ω
λ2, in D\Ω , (10.1)
respectively, find the hydraulic pressure P (Pa) and the temperature T (K) such
that the following equations hold. The equation for the fluid pressure is given
by:
ρf (α + ψβ)
∂P
∂t
−∇ · (ρfk
µf
∇P ) = ∇ · (ρfk
µf
(ρfg∇z)) +W, (10.2-a)
in D × (0, t1), with the initial and boundary conditions:
P (x, 0) = P0(x) on D, (10.2-b)
P = PD on ΓD, (10.2-c)
kˆ∇P · n = fP on ΓN , (10.2-d)
where ρf is the fluid density (kg m−3), α and β denote the compressibilities
(Pa−1) of rock and fluid phase, respectively, ψ is the porosity, µf the fluid dynamic
viscosity (Pa s), g the gravitational acceleration (m s−2), and W corresponds to
a mass source term (kg m−3s−1). We also introduced the symbol kˆ = ρfk/µf to
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ease the notation. The flow of a fluid through a porous medium is described by
Darcy’s law:
a = − k
µf
(∇P + ρfg∇z), (10.3)
where a is the Darcy velocity (ms−1). The heat conduction equation follows:
(ρc)e
∂T
∂t
−∇ · (λe∇T )− (ρc)fa · ∇T = H, (10.4-a)
in D × (0, t1), with the initial and boundary conditions:
T (x, 0) = T0(x) on D, (10.4-b)
T = TD on ΓD, (10.4-c)
λe∇T · n = fT on ΓN , (10.4-d)
where (ρc)e is the effective thermal capacity of the saturated porous medium
and the fluid (J m−3 K−1), (ρc)f is the volumetric heat capacity of the fluid, and
H corresponds to a heat source term (W m−3). In the above, ΓD is the Dirichlet
part of the boundary with the boundary conditions PD and TD for pressure and
temperature respectively, and ΓN the Neumann part of the boundary with the
respective fluxes fP and fT , and with ΓD ∪ ΓN = ∂D. The interval (0, t1) is
the integration interval with P0(x) and T0(x) as the initial conditions for pres-
sure and temperature, respectively. The computational domain together with
the unknown shape Ω and the different material zones is shown schematically
in Fig. 10.1. The inverse problem will be to determine the shape of Ω. In the
following, the materials will be assumed isotropic, so that both thermal conduc-
tivity and hydraulic permeability can be treated as scalars. All other physical
parameters are assumed constants.
λ1
λ1
λ2
Ω
∂D
∂Ω
Figure 10.1: The computational domain.
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The above partial differential equations (10.2-a)–(10.4-a) are solved numeri-
cally with the finite element method using the semi-discrete method for the time
integration (for other alternatives such as a space-time formulation see Donea
and Huerta (2003)). The discrete space of weighting functions denoted by Vh
satisfies the homogeneous boundary conditions on ΓD. The functions wh in Vh
do not depend on time:
Vh := {wh ∈ H1(D) | wh|De ∈ Pm(De) ∀e and wh = 0 on ΓD},
where P is the finite element interpolation space of piecewise linear polynomials,
with m = 1, and h is the grid size. The function spaces SP and ST for pressure
and temperature, respectively, vary as a function of time and are defined as:
SP := {P |P (·, t) ∈ H1(D), t ∈ [0, t1] and P = PD on ΓD},
ST := {T |T (·, t) ∈ H1(D), t ∈ [0, t1] and T = TD on ΓD},
where H1(D) is the Hilbert space of square integrable functions all of whose
first derivatives are also square integrable. The spatial discretization by means
of Galerkin formulation consists of finding the discrete variables P h ∈ ShP and
T h ∈ ShT . By introducing the bilinear forms:
(w, ut)j =
∫
D
(ρc)jw ut dx c(a;w, u) =
∫
D
w(a · ∇u) dx (10.5-a)
aν(w, u) =
∫
D
∇w · (ν∇u) dx (w, s) =
∫
D
w s dx (10.5-b)
where j = e or f , and (w, h)ΓN =
∫
ΓN
w hdΓ, the discrete weak form of equa-
tions (10.2-a)–(10.4-d) can be given by:
(wh, P ht )f + akˆ(w
h, P h) = (wh, Q) + (wh, fP )ΓN , (10.6)
(wh, T ht )e + c(a
∗;wh, T h) + aλe(w
h, T h) = (wh, H) + (wh, fT )ΓN , (10.7)
where cf = α+ψβ, a∗ = −(ρc)fa, and Q = ∇· (ρfkµf (ρfg∇z))+W are introduced
for ease of notation; we further assume that the mass source term W term is
dominant in Q. The gradient of the temperature is recovered on the element
nodes in least-squares way in order to have a piecewise linear representation of
both temperature and heat flux. The details of the finite element method can
be found in standard textbooks (e. g., Hughes, 1987; Donea and Huerta, 2003).
The above discrete weak form forms a system of ordinary differential equations
which can be solved with standard integration techniques.
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The simple Galerkin approximation of an advection-diffusion equation is known
to lead to oscillations for high Peclet numbers. In order to overcome this problem,
stabilization has to be taken into account (Donea and Huerta, 2003). However, in
the present study in order to keep the shape optimization framework simple, we
are going to concentrate on advection terms which are much smaller in compari-
son to the diffusion terms so that the equation does not need any stabilization.
For the numerical solution of the partial differential equation, a triangulation
of the domain has been used. Fig. 10.2 shows a coarse model mesh with two
different property zones. The mesh does not conform to the two regions since
the level-set function is used to represent the interface and the values of the
coefficients are interpolated on the mesh nodes with the help of the level-set
function (see section 10.5).
0 2 4 6 8 10 12
0
1
2
3
4
5
6
x (km)
y 
(km
)
Zone 1
Zone 2
Figure 10.2: The mesh with the different property zones.
The numerical solution of the direct problem is given in Fig. 10.3 for two
different geometries of the geophysical objects showing the influence of the shape
in the temperature distribution; the target interface forms a parabolic curve while
the initial geometry for the optimization is a horizontal line. The simulations are
performed for the following conditions: 10oC and 160oC are the temperatures at
the upper and lower part of the boundary respectively, and λ1 = 1Wm−1K
−1,
λ2 = 5Wm−1K
−1 are the thermal conductivities of the two layers.
10.3 Inverse Problem for the Shape Boundary
The inverse problem we are going to address can be formulated as follows: Given
some data T˜ and the coefficients of thermal conductivity λ1 and λ2, can we
determine the shape of Ω? Here, Ω is the shape of the unknown geological layers.
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(a) Target (b) Initial
Figure 10.3: Temperature distribution (in oC) as a solution of the direct problem
(a) for target geometry and (b) for the initial geometry of the optimization.
We derive an adjoint calculus to characterize ∂Ω. The inverse problem with
measured temperatures inside a vertical region of the domain, representing the
borehole, is formulated as a least-squares problem subject to the partial differen-
tial equation governing the evolution of P and T . We assume that we have the
measurement T˜ in a fixed region Ω˜ ⊂ D inside the domain, find Ω ⊂ D such that:
min
Ω
J =
1
2
∫ t1
0
∫
Ω˜
(T − T˜ )2dx+ λ
∫
∂Ω
RdΓ =
=
1
2
∫ t1
0
∫
D
χΩ˜(T − T˜ )2dx+ λ
∫
∂Ω
RdΓ (10.8)
subject to (10.2-a)− (10.2-b), (10.3), and (10.4-a)− (10.4-d),
where χΩ˜ is the characteristic function on the set Ω˜, and T the simulated tem-
perature. The second term in the above objective function is the regularization
term, with λ > 0 the regularization parameter, and R a general function of the
shape, e.g., arc-length or second derivative.
The minimization has to be performed on the set of all possible sets Ω ⊂ D.
Clearly, a straightforward computation is not feasible. Therefore, we introduce
the formal Lagrangian for the problem (10.8). Let π and θ be the Lagrange
multipliers (or adjoint variables) for pressure and temperature, respectively; we
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also introduce the following symbolism:
ζj,µ(w, u; s, f) = −
∫ t1
0
(w, ut)jdt−
∫ t1
0
aµ(w, u)dt+
+
∫ t1
0
(w, s)dt+
∫ t1
0
(w, f)ΓNdt, (10.9)
where j = e or f . Then the Lagrange function for the above objective (10.8) is
given by:
L(p, T, π, θ,Ω) = J(T ) +
∫ t1
0
c(a∗; θ, T )dt+ λ
∫
∂Ω
R dΓ
+ ζf,kˆ(π, P ;Q, fP ) + ζe,λe(θ, T ;H, fT ) (10.10)
where π and θ are the Lagrange multipliers of the previous constrained opti-
mization problem (see eqn. (10.8) subject to eqs. (10.2-a)–(10.2-b), (10.3), and
(10.4-a)–(10.4-d)). Differentiating the Lagrange function with respect to the ad-
joint variables we recover the original forward problem. It has to be noted that
the Lagrange multipliers are time dependent in contrast to the weighting func-
tions of the previous section. In the next subsections we compute the derivatives
of the Lagrangian with respect to all depending variables; see Section 10.4 for the
details. Once these are available, we use a steepest descent method to compute
the optimal shape. This is an iterative optimization method; for details on dif-
ferent optimization techniques in general see Nocedal and Wright (1999). One of
the advantages of the steepest descent method is that it requires calculation of
the gradient but not of the second derivatives. Of course, the presented method
can also be extended to quasi-Newton methods, which require only the gradient
of the objective function at each iteration.
The workflow of the inversion algorithm followed in the present study is pre-
sented in Fig. 10.4. After an initialization of the level-set function, which is
discussed in detail in section 10.5, the conductivity is computed on the nodes of
the finite element mesh. Then, the direct problem with the necessary boundary
conditions, as discussed in the previous section, is solved with the finite element
method. The integral of the objective function is evaluated and if the desired fit
to the observations has not been achieved, a new iteration is started solving the
adjoint problem by the finite element method on the same mesh as the direct
problem.
Then the artificial velocity, i.e., the speed at which the shape is changed dur-
ing the optimization, is computed, necessary for the evolution of the level-set
function. The solution of the Hamilton-Jacobi equation for the evolution of the
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Figure 10.4: Flow diagram of the shape identification algorithm.
level-set function is performed by a non-oscillatory numerical scheme. This proce-
dure continues until convergence is achieved or a maximum number of iterations
has been reached. The time interval for the integration of the Hamilton-Jacobi
equation is computed in an adaptive way, such as the objective function is al-
ways decreasing in each optimization step. This could be thought as a line search
where the step length in the direction of the gradient has to be calculated.
A few words about regularization are also necessary. The simplest form of
regularization is an arc-length regularization (see for example Ito et al., 2001) by
choosing R = 1, which leads to the following objective function
J =
1
2
∫ t1
0
∫
Ω˜
(T − T˜ )2dx+ λ
∫
∂Ω
1 dΓ. (10.11)
Other forms of regularization can also be applied, like Tikhonov regularization,
where the second derivative of the interface is involved. Regularization expresses
a trade-off between goodness of fit to the measured data and smoothness of the
curve, here expressed by minimizing its length.
For the calculation of the regularization term in the objective function the arc
length of the interface is needed. According to Sethian (1999) the length l of the
interface can be computed as
l =
∫
Ω
δ(φ(x, y))|∇φ(x, y)|dxdy (10.12)
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where δ(·) is the delta function. However, this approach has the disadvantage
that the delta function must be numerically approximated, requiring further reg-
ularization. A more accurate approach is to find the interface and then per-
form numerical quadrature. By parametrizing the interface by some parametric
curve—e.g., splines is a solid choice—one can very easily compute both the length
and the curvature of the interface. Once the zero contour of the level-set function
has been calculated on the grid, the x, y coordinates of the curve are used for the
interpolation by a spline function. Then the length of the curve is easily given
by:
l =
∫ b
a
√
[x′(s)]2 + [y′(s)]2ds (10.13)
where s is a local parametrization of the curve, and the integration limits depend
on the parametrization s; the length is then computed by numerical quadrature.
10.4 Shape sensitivity
10.4.1 Adjoint equation
The adjoint equations for π and θ are obtained by taking ∂L
∂P
= 0 and ∂L
∂T
= 0,
respectively. Given the conductivity coefficient λ(x), find θ such that:
−(ρc)e∂θ
∂t
−∇ · (θa∗)−∇ · (λe∇θ) = χΩ˜(T − T˜ ), (10.14-a)
in D × (0, t1), with “final” and boundary conditions:
θ(x, t1) = 0, on D (10.14-b)
θ = 0 on ΓD, (10.14-c)
(θa∗ + λe∇θ) · n = 0 on ΓN , (10.14-d)
and π such that:
−(ρc)f ∂π
∂t
−∇ · (kˆ∇π) = ∇ · ((ρc
µ
)fkθ∇T ), (10.15-a)
in D × (0, t1), with “final” and boundary conditions:
π(x, t1) = 0, on D (10.15-b)
π = 0 on ΓD, (10.15-c)
kˆ∇π · n = −(ρc
µ
)fkθ∇T · n on ΓN . (10.15-d)
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A sample term of the adjoint equations is calculated in Appendix C. The equa-
tions for the adjoint variables are similar to the partial differential equation for
the direct problem with different source terms and boundary conditions arising
from the objective function. Note the reversal in sign of the time derivative and
the advection term; this implies a reversal in the convection direction, i.e., the
adjoint equations have to solved backwards in time. The advection term a∗ is
now inside the derivative. Moreover, the coupling of the two equations has also
been inversed, i.e., one should first solve the adjoint equation for temperature
and then the adjoint for pressure, since temperature and its adjoint appear in the
right hand side as source and boundary terms.
The solution of the adjoint equation for the first optimization iteration can
be seen in Fig. 10.5 for the same test case as above. The position of the borehole
is at 6 km, i.e., where the temperature is measured, and is exactly where the
adjoint solution shows the greatest variation. As the optimization proceeds and
the solution approaches the target distribution, the adjoint variable tends to zero.
Figure 10.5: Adjoint field distribution for the initial solution.
10.4.2 Gradient equation
The derivative of the Lagrangian (details on optimal control of PDEs and the
Lagrangian formulation can be found in Tröltzsch (2005) and Sokolowski and
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Zolesio (1992)) with respect to the domain is computed, by further assuming at
first that kˆ is constant, as
dΩJ =
∫ t1
0
∫
∂Ω
(λ1 − λ2)∇θ · ∇T V · n dΓdt+
+ λ
∫
∂Ω
V · n >
[∂R
∂n
+ κR
]
dΓ, (10.16)
where V denotes the velocity of the unknown boundary, n the unit normal to
the interface vector, and κ the additive mean curvature. The derivation of the
gradient is given in the Appendix C. By introducing the velocity in the normal
direction of the boundary vn = V · n, the ’velocity’ is then given
vn = (λ1 − λ2)∇T · ∇θ + λκ. (10.17)
The second term of the velocity comes from the arc-length regularization. The
mean curvature κ is defined with the help of the level-set function by
κ = −∇ · ( ∇φ|∇φ|). (10.18)
The notion of velocity is misleading here. Although our forward problem is
a time dependent one, the geometry of the layers does not change through time;
the time scale of change of the geophysical layers is much slower than the time
scale where the fluid and heat transport equation act. So, it is safe to assume
that the shape is fixed during the solution of the forward problem. It changes of
course during the optimization.
In fact, the boundary of the shape Ω is modified using the velocity field vn.
However, using vn directly would imply to modify the grid in each optimization
step. We avoid this using a level-set approach. Of course, in the steepest descent
method we can use a step size for the gradient in order to prevent too small or too
large descent steps. This step size is referred to as pseudo-time in the following
section.
The effect of the curvature term results in a tangential smoothing of the in-
terface. If, for example, the use of Tikhonov regularization would require second-
order derivatives of the curve, which in turn require the gradient of the curvature,
then there would be a need for third order gradient of the level function and
higher-order numerical schemes.
The calculation of the regularization parameter can be performed by the gen-
eralized cross validation (GCV), L-curve, or other methods known from the theory
of inverse problems (see for example Rath and Mottaghy, 2007). However, here
we concentrate on the calculation of the gradients and level-set formulation, and
such a study is not the purpose of the present work.
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10.5 Level-set method
In chapters 7–8, the unknown coefficients have been parametrized; however, by
parametrizing the shape one limits the class of admissible shapes. In contrary
to the previous chapters, the level-set function is a method to represent a shape
without the need to parametrize it. However, by using the level-set method an
extra equation has to be solved.
For the description of the interface ∂Ω, a level-set function is used. The
level-set method has been originally developed by Osher and Sethian (1988) for
applications in front propagation. Let Ω(τ) be the domain, which is changing its
shape during the optimization ‘time’ (or step length of the gradient) τ ; then we
can assign a function φ to the domain such that:
Ω(τ) = {x|φ(x, τ) < 0}. (10.19)
The boundary of the unknown layer is described by the zero level of the above
function
∂Ω(τ) = {x|φ(x, τ) = 0}. (10.20)
The level-set function follows a Hamilton–Jacobi equation:
d
dτ
φ(x(τ), τ) =
∂φ
∂τ
+V · ∇φ = 0, (10.21)
where V is a distributed velocity that describes the evolution of the level-set
function. The normal vector of the interface is given with the help of the gradient
by:
n(s, τ) =
∇φ
|∇φ| , (10.22)
where s is a local parametrization of ∂Ω, and by substituting n into the transport
equation (10.21), the Hamilton-Jacobi equation is transformed to
∂φ
∂τ
+ vn|∇φ| = 0, (10.23)
where vn is the velocity in the direction of the normal vector at the boundary.
The level-set function is zero on the interface between two geophysical layers,
and has different sign inside the two layers (see Fig. 10.6). With the help of the
level-set function φ, the conductivity can be described by λe(x) = λ1H(−φ(x))+
λ2H(φ(x)), where H is the Heaviside function. Further, in our optimization
problem the function vn is given by
vn = −(λ2 − λ1)∇T · ∇θ.
113
10 Inverse Problems with Discontinuous Coefficients
The advantages of using the level-set method are that it can describe the bound-
aries of any shape and complex boundary movement can be easily represented.
φ = 0
φ < 0
x
dx
λ = λ1
λ = λ2
Figure 10.6: The level-set function at the layer boundary.
10.5.1 Numerical solution of the Hamilton-Jacobi equation
The underlying partial differential equation for the level-set method is a Hamilton-
Jacobi equation—a hyperbolic PDE with first order time derivatives. For the
solution of the Hamilton-Jacobi equation, different solvers have been tested. Es-
sentially non-oscillating (ENO) and weighted essentially non-oscillating (WENO)
are typical numerical schemes for the solution of this equation kind (see Mitchell,
2007, for the implementation details). In these schemes, an interpolating function
is built by minimization of the second derivative, thus minimizing oscillations,
even if ∇φ is discontinuous. For the time integration, Runge-Kutta methods
are applied. If the integration of the equation continues for many time steps,
reinitialization might be neccessary.
10.5.2 Reinitialization
One disadvantage of the level-set approach is that the level-set function can be-
come non-smooth and its gradient can increase after a long integration time. In
order to overcome this negative effect, a procedure called reinitialization has to
be applied to the level-set function in order to keep it smooth and its gradient
bounded. The properties that the level-set function in general should fulfil are:
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1. the zero level of φ should be preserved,
2. the norm of the gradient of φ should be close to one, i.e., |∇φ| ≈ 1,
3. the reinitialization can be used to smooth φ (close to the interface) and thus
stabilize the evolution of the level-set function.
Several methods exist for the reinitialization of the level-set function, such as the
fast marching algorithm (see for example Sethian (1996), Sethian (1999), and
Hysing and Turek (2005)). The numerical approximation used in the present
work for the reinitialization equation is a Godunov scheme (Fedkiw et al., 1999).
In this reinitialization method, the original Hamilton-Jacobi equation (10.23) is
modified leading to the following equation:
∂φ
∂τ
= sgn(φ(x, 0))(1− |∇φ(x, τ)|), (10.24)
which is solved at the end of each optimization step and without the need to find
the front explicitly. For further details on the numerical implementation of the
level-set methods see Mitchell (2008).
10.6 Numerical Investigations
Some numerical experiments are examined in order to study the proposed algo-
rithm. The finite-element method uses Galerkin approximation with 1st order
weighting functions and trial solutions. In the following, two cases are studied: a
verification case with a small computational domain and a benchmark where the
domain is of more realistic dimensions.
10.6.1 Verification case
At first, we study a verification case with a small domainD = {(x, y) ∈ [−25, 25]×
[0, 5]} in m. The reason for the choice of this small domain is to reduce the grid
size and consequently the computational cost.
The quality of the mesh is measured according to the quantity:
q =
4α
√
3
h21 + h
2
2 + h
2
3
(10.25)
where α is the area and h1, h2, h3 are the side lengths of the triangle; the
distribution of the mesh quality for different mesh sizes is shown in Fig. 10.7. For
the rest of our verification case, the mesh used is triangular with size of h = 0.5.
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Figure 10.7: Mesh quality distribution.
We first report on numerical results for the different steps in the computation
of the optimal shape. This includes a study of the properties of the Hamilton-
Jacobi solver and a numerical analysis on the dependence of the cost functional
on the various parameters, e.g., mesh size or conductivity.
Numerical results on the Hamilton-Jacobi solver
For the solution of the Hamilton-Jacobi equation, different numerical schemes
are available; for the time integration 1st order forwards Euler, 2nd and 3rd
order Runge-Kutta schemes, while for the spatial discretization, ENO andWENO
schemes. In Table 10.1, a comparison of different numerical schemes and the time
needed is given.
time spatial computing time
accuracy accuracy seconds relative
dx=0.02 dx=0.01 dx=0.02 dx=0.01
1. Ord. forw. Euler 1. Ord. upwind 9,85 43,71 1 1
2. Ord. TVD (RK) ENO 2. Ord. 30,78 149,43 3 3
3. Ord. TVD (RK) ENO 3. Ord. 65,30 332,21 7 8
3. Ord. TVD (RK) WENO 5. Ord. 88,55 430,77 9 10
TVD = Total Variation Diminishing , RK=Runge-Kutta,
ENO=Essentially Non-Oscillatory, WENO=Weighted ENO
Table 10.1: Comparison of different numerical methods.
Higher-order schemes are more time-consuming in comparison to lower order
schemes, but the quality of the solution is higher. The grid for the Hamilton-
Jacobi solver is a rectangular one which fits well for simple geometries such as
the one here, while the methods can be extended to triangular ones as well.
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The effects of the reinitialization on the magnitude of the gradient can be seen
in Figure 10.8, where the magnitude is plotted versus the number of elements
of the grid. In the case where no reinitialization is applied, the magnitude of
the gradient exceeds the value of one, leading to problems at the reconstruction
of the shape, such as artifacts on the boundary or the zero level of φ. When
reinitialization is applied the magnitude remains close to one for the majority of
the elements.
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Figure 10.8: Magnitude of the gradient before and after reinitialization vs the
element number.
Numerical results on the dependence of the cost functional
In order to show the convergence of the proposed algorithm, results for different
meshes, coefficient ratios and boundary conditions are given in this subsection.
The objective function with respect to the finite element mesh size is shown in
Fig. 10.9 for different coefficient ratios. For higher coefficient rations the scaling
of the objective function is better; however, the artificial velocity in this case is
also greater, which means that the integration time should be kept shorter in each
optimization step. Moreover, as the mesh size decreases, the objective function
converges showing mesh independence. It has to be noted that the values of the
cost functional are given here for the first optimization iteration.
The dependence of the initial objective function with respect to the tem-
perature at the base of the model for different material properties is shown in
Fig. 10.10. Here, the upper boundary condition has been kept constant at 10oC.
As it can be seen from the initial value of the objective for different conductiv-
ities and boundary conditions, the recovery of the geometry is easier for greater
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Figure 10.9: Objective function vs. grid size for different coefficient ratios.
coefficient ratios and temperature differences. The reason for this is that the tem-
perature gap at the interface is greater, leading to better scaling of the objective
function.
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Figure 10.10: Objective function vs. the temperature at the lower part of the
boundary for different material properties.
Numerical results on the optimization procedure
It is known from different applications (Ramananjaona et al. (2001a), Chan and
Tai (2003b)) that the approach developed until now may need many iterations
in order to converge; in a test case in Chan and Tai (2003b), as many as 1000
iterations are needed.
Small integration time steps make the convergence of the optimization really
slow, while greater integration time steps can lead to instabilities. For this reason,
the time step should be calculated in an adaptive way, similar to the line search
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methods of numerical optimization; see Table 10.2. As a starting value of dτ for
the line search, we choose
dτ 0 =
h
max(i,j) vn(xi, yj)
, (10.26)
where h is the size of grid, and then a back-tracking can be applied.
Algorithm: Back-tracking Line Search
Choose dτ 0 > 0, ατ > 0; Set dτ ← dτ 0
repeat until J(φ(τk + dτ)) < J(φ(τk))
dτ ← ατ dτ 0
end (repeat)
Terminate with dτk = dτ
Table 10.2: Algorithm of the backtracking line search for integration time step.
Because the gradient-based optimization—due to the locality of the approach—
is easily trapped into local minima, a Nelder-Mead gradient-free optimization has
been implemented in order to globalize the overall algorithm. The details of the
Nelder-Mead algorithm can be found in Nelder and Mead (1965) and in any stan-
dard textbook on optimization (see for example Nocedal and Wright, 1999). A
comparison of the objective function of a fixed time step, of an adaptive time
step and a hybrid adaptive time step with gradient-free optimization is shown in
Fig. 10.11. The fixed time step reaches a plateau at around 40 iterations. The
adaptive time step has a better rate of convergence but also reaches a plateau
at about 20 iterations. For the adaptive time step ατ was equal to 1.5. The
hybrid case has the same rate of convergence as the adaptive one, and when the
oscillations start, at about the 25th iteration, it is switched to the Nelder-Mead,
leading to a global solution. In the hybrid case, the time step was also computed
adaptively with the same ατ .
Since the measurement is local, it is expected that more measurements yield
a better reconstruction of the boundary. The dependence of the objective func-
tion scaled by the number of boreholes with respect to the iterations for different
number of boreholes is shown in Fig. 10.12 (a). Here, the boreholes are equally
distributed over the domain. However, different positions of the borehole can
contain more “information” than others. In Fig 10.12 (b) the boreholes are dis-
tributed so that on the right side of the domain their positioning is denser, fol-
lowing an exponential distribution. This leads to the conclusion that an optimal
experimental design is neccessary for the determination of the optimal position
of the boreholes in a real experiment.
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Figure 10.11: Objective function vs. the number of iterations for a fixed time
step, adaptive time step, and hybrid optimization.
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Figure 10.12: Objective function scaled by the number of boreholes n vs. the
number of iterations for a uniform (a) and an exponential (b) distribution.
10.6.2 Benchmark case
In this section, numerical results of the benchmark are given for the recovery of
a layer with the the geometry given in Section 10.2. Moreover, artificial noise is
added to the temperature measurements in order to better represent the reality.
We perturb the temperature measurements by an artificial measurement error
N . The values of the error N are generated from a zero-mean normal (Gaussian)
distribution with variance one. The noisy temperature T˜ is the computed by
T˜ = T + σN , (10.27)
with σ being the standard deviation of the measurement error. The parameter σ
is used to control the amount of error added to the exact data.
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In this validation case, two boreholes were used at 4 km and at 8 km, of
1 m width each. Noise was added to the measured temperature according to
(10.27) with standard deviation σ = 1. The target temperature distribution for
σ = 1 and the recovered temperature field are shown in Fig. 10.13. The adjoint
(a) Target (b) Reconstructed
Figure 10.13: Target temperature distribution for the case with noise (a) and the
reconstructed one (b).
field distribution is shown in Fig. 10.14 for the first iteration. The target layer,
Figure 10.14: Adjoint field distribution for the case with noise.
together with the initial and the reconstructed ones are given in Fig. 10.15. As
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Figure 10.15: Target, and reconstructed layers for the noisy case.
it can be seen from the temperature distributions, the errors are small, and the
objective function has also decreased significantly; however, the recovered layer
does represents exactly the target geometry.
10.7 Multiple layers
In the previous sections, two layers with a single interface have been considered.
However, in geophysical applications, more than two layers exist with multiple
interfaces between the layers. Therefore, in the present section, the presented
method is extended to multiple layers. A similar approach has been suggested
by Wang and Wang (2004), called as “color” level-sets, for a structural topology
optimization problem with multiple materials.
The description of multiple geophysical layers is then performed with the use
of more than one level-set functions as shown, for example, in Fig. 10.16, where
the different material zones would then be defined with the help of set operations
on the different level-set functions. Note that the number of level-set functions
does not necessarily define the number of different parameter zones. In the case
of Fig. 10.16, for example, the first and last material zones are given by:
Ω1 = {φ1 > 0, φ5 > 0} ∪ {φ1 > 0, φ6 < 0}, (10.28-a)
Ω6 = {φ4 < 0, φ5 > 0} ∪ {φ2 < 0, φ6 < 0}, (10.28-b)
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Figure 10.16: Multiple level-set functions for the characterization of multiple
physical materials.
where D =
6⋃
i=1
Ωi and Ωi ∩ Ωj = ∅, i 6= j.
In order to solve an inverse problem with multiple interfaces, two problems
need to be addressed; the first one deals with the preservation of the topology
of the layers, and the second with the solution of a vector level-set equation,
both discussed in the next two subsections. The topology of the layers must be
first considered given by some a priori geophysical knowledge, and in order to be
preserved through the optimization procedure, constraints have to be set on the
level-set functions describing the layers.
10.7.1 Constraints
During the optimization procedure, the interfaces may start overlapping leading
to geometries with no physical meaning. For this reason, different constraints
can be imposed on the level-set function. The constraints can be either on the
level-set function itself or on its gradient:
φ(x, t) ≤ ψ(x, t), φ(x, t) ≥ ψ(x, t), (10.29-a)
∇φ(x, t) ≥ 0, ∇φ(x, t) ≤ 0, (10.29-b)
where ψ is another implicit surface, either fixed or subject to optimization. In the
present formulation, it is assumed that the topology of the different geophysical
zones is a priori known, which is usually the case in most geophysical applications.
The constraints are imposed as a post processing step at each iteration after the
solution of the Hamilton-Jacobi equation.
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In Fig. 10.17, the evolution of an initially parabolic geometry under two fixed
parabolic constraints is shown. It has to be noted that the constraints on the
level-set function are taken into account only in the solution of the Hamilton-
Jacobi equation and not in calculation of the gradient. In the above test case,
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Figure 10.17: Evolution of a parabolic level-set under two fixed constraints.
the two constraints have been considered known. In the next subsection the
framework is extended to include multiple unknown interfaces.
10.7.2 Vector level-sets
Here, the shape optimization calculus is extended to the case where multiple
level-set functions are unknown, thus forming a vector level-set function. First,
we calculate the shape gradient and velocity field of the vector function and then
an iterative scheme for the solution of the vector Hamilton-Jacobi equation under
constraints is applied.
For the simple case of non-intersecting layers (see for example Fig. 10.16) the
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shape gradient, in analogy to equation 10.16, is given by:
dΩiJ =
∫ t1
0
∫
∂Ωi
(λi − λi+1)∇θ · ∇T V(i) · n dΓdt+
+ λ
∫
∂Ωi
V(i) · n
[∂R
∂n
+ κiR
]
dΓ, for i = 1, . . . , m− 1, (10.30)
where V(i) denotes the velocity of the i-th unknown boundary, n the unit normal
to the interface vector, and κi the additive mean curvature. The optimization
direction is then given by the velocity on the normal direction of boundary v(i)n =
V(i) · n as:
v(i)n = (λi − λi+1)∇T · ∇θ + λκi, for i = 1, . . . , m− 1 (10.31)
for the case of arclength regularization, where m is the number of unknown layers,
which for the case of non-intersecting layers, equals to the number of level-set
functions plus one.
The solution algorithm for the case of vector level-set functions with constraint
is shown in Table 10.3. In this algorithm, m − 1 is the number of the unknown
level-set functions and nsts is the number of sub-timesteps; in the following test
case nsts is chosen equal to 2.
Algorithm: Vector Hamilton-Jacobi equation with constraint
Compute v(i)n for i = 1, m− 1
for j = 1, nsts do {loop over sub-timesteps}
for i = 1, m− 1 do {loop over level-set functions}
Integrate i-th H-J eq. with time step dτ/nsts
Apply constraints to i-th level-set function
end (for)
end (for)
Table 10.3: Algorithm for the solution of vector level-set equations with con-
straints.
An example of the evolution of vector level-sets is given in Fig. 10.18, where
two level-set functions are evolving and one is kept fixed. The above method
took into account that the topology of the layers is a priori known, i.e., there is
some geophysical insight regarding the general morphology of the underground.
For an unknown topology, the presented method can be further extended using
topological derivatives (see Burger et al. (2004)).
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Figure 10.18: Evolution of vector level-sets under constraints.
10.8 Pressure measurements and dependence of
the hydraulic permeability on the shape
In this section, we study the effect of pressure measurements on the adjoint
equations and how the shape gradient and the artificial velocity change when the
hydraulic permeability depend also on the shape.
If we further extend our model to allow pressure measurements inside the
borehole, i.e., include a pressure term in the objective function, we get for the
objective function:
min
Ω
J =
1
2
∫ t1
0
∫
D
χΩ˜(T − T˜ )2dx+
+
1
2
∫ t1
0
∫
D
χΩ˜(P − P˜ )2dx+ λ
∫
∂Ω
RdΓ (10.32)
subject to (10.2-a)− (10.2-b), (10.3), and (10.4-a)− (10.4-d).
The pressure term in the objective function generates an extra term in the adjoint
equation, and leads to:
−(ρc)f ∂π
∂t
−∇ · (kˆ∇π) = ∇ · ((ρc
µ
)fkθ∇T ) + χΩ˜(P − P˜ ), (10.33)
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in D × (0, t1), where the “final” and boundary conditions are the same as in
equations (10.15-b)–(10.15-d).
Until now, we have assumed that the hydraulic permeability does not depend
on the shape of the geophysical layers. Here, we derive the gradient and its veloc-
ity in the case where the hydraulic permeability k also depends on the geometry
of the layers, meaning that the Darcy velocity also depends on the layer geome-
try. The equations are derived then for the general case of multiple layers. The
adjoint equations do not change and the gradient is given by:
dΩiJ =
∫ t1
0
∫
∂Ωi
(λi − λi+1)∇θ · ∇T V(i) · n dΓdt+
+
∫ t1
0
∫
∂Ωi
θ(a∗i − a∗i+1) · ∇TV(i) · n dΓdt+
+
∫ t1
0
∫
∂Ωi
(kˆi − kˆi+1)∇π · ∇P V(i) · n dΓdt+
+ λ
∫
∂Ωi
V(i) · n
[∂R
∂n
+ κiR
]
dΓ,
for i = 1, . . . , m− 1, (10.34)
where a∗i is the modified Darcy velocity with modified hydraulic permeability kˆi.
The velocity on the normal direction is given as:
v(i)n = (λi − λi+1)∇T · ∇θ + θ(a∗i − a∗i+1) · ∇T + λκi
+ (kˆi − kˆi+1)∇P · ∇π, for i = 1, . . . , m− 1. (10.35)
From the above, we see the influence of hydraulic permeability on the gradient
and its velocity not only due to the diffusive term in the equation of the fluid flow,
but also in the advective term of the heat equation due to the Darcy velocity.
In a similar way, the derivation of the adjoint equations and the gradient can
be further extended to include a dependence of the compressibility and porosity
of the rock on the shape of the geophysical layers. If the physical properties
of the materials are further depending on pressure and temperature the same
calculations, yet more complicated, can be still carried out.
10.9 Conclusions and Discussion
In this chapter we have presented a numerical method for the computation of the
geometry of geophysical layers from temperature measurements. The problem
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falls under the category of inverse problems and methods of shape optimization
have been used to identify the unknown layers. The “speed method” together
with the adjoint formulation is used for the calculation of the shape sensitivities.
The unknown geometry is described with the help of the level-set function. The
identification approach is based on an iterative gradient descent method. This
leads to a set of adjoint equations and a nonlinear Hamilton-Jacobi-type equation
for the evolution of the boundaries of the layers. These equations, together with
the forward model for the geothermic flow have to be solved in turn. Note that
even if the original model depends in a nonlinear way on the conductivity and
permeability tensors, the adjoint equations are linear in the unknowns. However,
in order to compute the solution to the adjoint equation, the forward solution on
the full grid in space and time has to be known. In particular, for time-dependent
problems this may pose serious computational challenges.
A first extension of the level-set function is the description of layers with more
than two material properties. This can be done with the use of more than one
level-set functions as shown in Section 10.7. It was necessary to impose constraints
on the different level-set functions to preserve the topology and limit the set of
possible solutions. Then the vector Hamilton-Jacobi equation is integrated in an
iterative way.
Another extension of the presented method (see Section 10.8) involves consid-
ering other physical properties depending on the unknown shape apart from the
conductivity. This, of course, will change the adjoint equations and the gradient
derivative. Furthermore, in the objective function pressure measurements are in-
cluded in addition to temperature, which will also yield additional terms to the
adjoint and gradient equation.
The measurements in the above objective function are taken inside the com-
putational domain. Other objective functions include boundary integrals, which
however are not of importance for geophysical applications.
In the present work, the physical properties of the different zones have been
considered known a priori. A question that has to be answered in the future is
how to identify both the shape and the physical properties of the geophysical
layers from flow or heat measurements. In this case shape reconstruction meth-
ods and parameter identification techniques have to be combined for the joint
identification.
A straightforward generalization of the present method is the application to
3D case. The zero contour of the level-set function—the function itself is a hy-
persurface in the 4D space—would then be a surface in the 3D space representing
the interface of the geological layers, see for example Fig. 10.19.
Regarding optimization, the simple steepest descent algorithm used here can
be substituted by conjugate-gradient or quasi-Newton methods, which require
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Figure 10.19: A 3D grid with different property zones described by a surface
level-set function.
only the gradient of the objective function, and can reduce the number of required
iterations until convergence has achieved.
Regarding regularization, a lot of open questions still remain; first is the
application of different criteria such as GCV and L-curve in order to estimate
the optimal regularization parameter. Further questions involve the smoothing
of the interface; by interpolating, or even approximating, the zero contour of the
interface, additional smoothing can be applied. The interaction of this kind of
smoothing, together with the regularization itself and the reparametrization of
the level-set is still an open problem.
The present study represents a first step towards the development of corre-
sponding methods for multiphysics investigations, e.g., in geothermal reservoirs,
where multiphase fluid flow is an important component. The necessary general-
izations of the method remain a challenging task for the future.
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Chapter 11
Concluding Remarks
This chapter summarizes the main achievements of this thesis (see Section 11.1)
and discusses perspectives for future work. A discussion of the experimental issues
in NMR (Section 11.2.1) and the numerical methods that have been developed
(Section 11.2.2) is followed by recommendations for future work and expansion
of the models for other applications (Section 11.2). Finally, aspects of shape
optimization methods in inverse problems are discussed (Section 11.3).
11.1 Summary
Accurate NMR concentration measurements in heterogeneous mixtures of liq-
uids present several challenges. In particular, the magnetic field inhomogeneities,
due to varying magnetic susceptibility of the measurement cell and the liquids
involved, can affect the NMR signal in complex ways. The degree of such in-
homogeneities depends on the material interface shape and orientation relative
to the field direction, on the distance between two adjacent material interfaces,
etc. As a result, the NMR spectrum is subject to inhomogeneous broadening,
which has been clearly observed in experiments and simulations. The line width
increases accordingly to the Larmor frequency spread due to the field inhomo-
geneity, leading in many cases to an important overlapping effect. Moreover, the
line broadening is asymmetric relative to its peak and the line shape is unknown,
reducing the success rate of standard deconvolution approaches. The location-
dependent changes in the NMR signal have been experimentally demonstrated by
ITMC, first in a water sample, and then in a mixture of toluene and methanol,
which is one of the mixtures for which it would be desirable to be able to accu-
rately measure interdiffusion coefficients using NMR techniques.
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The effect of field inhomogeneities on the NMR spectrum is then reproduced
using simulation techniques, solving the axisymmetric magnetostatic problem in
a heterogeneous medium using a finite element discretization. The numerical
field distributions compare reasonably well with earlier 3D simulations using a
commercial software, as well as with the experimental results. In the simulations,
the focus is placed on the slice spectra, which allow us to obtain a map of NMR
signal intensity with respect to the frequency and location in the sample. The
effect of field inhomogeneities on the NMR spectrum in different slices of the
sample has been demonstrated for the mixtures of cyclohexane and acetone, as
well as toluene and acetone. These two cases represent again mixtures for which
interdiffusion coefficients need to be accurately determined; in the first case, the
spectrum broadening is limited, so that standard NMR concentration measure-
ment promises adequate accuracy, at least in the middle of the sample away from
the interfaces with the glass tube or air. In the second case, the broadening and
shifts in the spectrum lead to overlapping of spectral lines for the two components,
rendering accurate concentration measurement impossible.
Until now all results have been provided for a fixed set of geometrical param-
eters of the experimental apparatus. Optimal experimental design (Chapter 9)
techniques have been then applied in order to find better glass tube diameter
and height of the two liquid phases so that the content of information increase.
For these purposes, different criteria, such as the trace or the determinant of the
Fisher information matrix, have been used to maximize information content.
In the case of the recovery of discontinuous coefficients (Chapter 10) and of
its unknown shape for geophysical applications, a numerical method has been
presented for the computation of the geometry of geophysical layers from tem-
perature or/and hydraulic head measurements. The “speed method” together
with the adjoint formulation was used for the calculation for the shape sensi-
tivities. The unknown geometry is then described, not parametrically as in the
continuous case, but with the help of the level set function. With the use of this
method no grid movement is necessary. The method has been further extended to
the case of multiple layers with more than two material properties. The velocity
is then computed independently for each level set, which represents a different
interface of the layers, and multiple Hamilton-Jacobi equations are solved. Here,
constraints have to be added in order to keep the interfaces from achieving local
optima which might not be physically acceptable. For this reason an a priori
topology must be given based on the geophysical insights of the user. Finally,
the adjoint equations and shape gradient have been derived not only when ther-
mal conductivity is dependent on the shape but also when hydraulic permeability
depends on the unknown shape.
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11.2 Perspectives for future work
The simulation results motivate further steps, in which simulation of the mag-
netostatic problem will be used in an inverse problem that matches numerical
and experimental maps of the NMR signal and extracts underlying concentration
profile in the sample. Initial steps towards such an approach, including an objec-
tive function and interpolation basis for the concentration, have been described.
The efficient axisymmetric solver for the magnetostatic problem developed here
is expected to be crucial in the gradient-based inverse problem solution. The
methodology is expected to be applicable also to ternary (already applied for the
direct problem) and more-component mixtures.
11.2.1 Experimental issues
The Hahn-echo sequence implemented to monitor the interdiffusion process is a
robust method that gives good results but suffers from long experimental times,
of the order of 20 minutes to measure one concentration profile. Extending this
method fast techniques, like the RARE (Rapid Acquisition Relaxation Enhanced)
sequence, and the FLASH (Fast Low-Angle SHot) could be implemented to speed
up the measurement times needed to measure a 1D profile. The RARE sequence
exploits the possibility of generating multiple echoes in a single excitation to speed
up the acquisition time and reduce in this way the measurement time just to some
seconds. However, the performance of these techniques is affected by a series of
parameters, like relaxation times, radio-frequency field inhomogeneities across
the sample, sample size, and off-resonance effects introduced by the susceptibility
variations across the sample. The FLASH imaging method is a more robust
approach that achieves considerable time reduction at the expense of sensitivity.
For cases where the meniscus formed at the interface between phases repre-
sents a important source of error in the determination of the concentration pro-
file, particularly at the interface and at short times, a 2D slice selective imaging
method could be implemented. Depending on the required spectral and spa-
tial resolution, the two gradients required to achieve spatial localization can be
stepped in a single echo train, or more experiments can be combined to cover the
k-space in an optimized way. Applying selective rf pulses, the method could be
used to produce a 2D image of a selected slice. In this way, taking the informa-
tion from the center of the image, the concentration profiles are expected to be
unaffected by the meniscus. Moreover, reducing the integration will automati-
cally lead to higher spectral resolution, a fact that can be exploited in cases of
important line overlapping.
Interdiffusion of ionic liquids, like [EMIM]-[Tf2N], and methanol could also be
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investigated. For this system we expect to have important advantages compared
to the organic solvents. First, the high viscosity of the ionic liquid will offer good
interface definition, reducing possible mixing during injection of the components
into the measurement cell. Second, the concentrations profiles can be recorded
using proton NMR for [EMIM] and methanol, while the concentration profiles of
[Tf2N] can be independently extracted from the fluorine NMR spectrum without
any interference with the proton spectra of [EMIM] and methanol. In this case the
read gradient method is expected to provide the best performance for acquiring
the fluorine concentration profile.
11.2.2 Numerical investigations
From the simulation point of view, this means that the models developed so far
have to be adapted so that they fit well with the acquired signal produced from
the different sequences. Moreover, the integration of the signal, which here is
performed over a slice, has to be extended to incorporate other domains, such as
line integration. In that case, the content of information would be increased so
that the inverse problem would not be so ill-posed.
Furthermore, the simulation-supported concentration measurements could sup-
port a model identification process for diffusion (see Bardow and Marquadt, 2004).
The diffusion coefficient may be conceivably computed directly from the spectra
using a single coupled inverse problem, instead of two uncoupled ones. The aim is
to find the coupled solution of one least-square problem, where the concentrations
are obtained simultaneously with the diffusion coefficients. The advantages and
disadvantages of both approaches—coupled and uncoupled—for the calculation
of the diffusion coefficient and concentration profiles could be identified. In many
cases, the calculation of the diffusion coefficients directly from the spectra can be
accelerated since only one optimization problem should be solved. In the coupled
case, the concentration profiles will be a byproduct of the inverse problem.
The concentration profiles, as presented in Chapter 7, should be represented
with parametric curves that can represent both smooth and steep profiles. A first
step in this direction was the combination of more parametric curves, with their
end control points coupled. Discontinuities can be captured either by the move-
ment of the control points of the optimization variables or by adaptive refinement.
The movement of the control points doubles the number of control variables that
enter the optimization problem, in comparison to the adaptive refinement, where
the number of control variables increases only locally. An adaptive multi-scale
parametrization, which is commonly used in optimization of ODEs, can be ex-
tended in optimal control of PDE systems, as is the case for the representation
of concentration profiles in the NMR problem.
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For the solution of inverse problems regularization is necessary; in the present
work we have relied upon the regularization offered by the representation of the
solution by means of smooth parametric curves. Regularization can also be ap-
plied as an extra term in the objective function, also known as Tikhonov regular-
ization, which serves the purpose to keep the norm bounded. The regularization
term can be computed from the data by the methods of L-curve or generalized
cross validation.
Furthermore, the application of optimal experimental design techniques, which
in this work have been applied to the design of the tube, may prove useful to the
design of new NMR pulses. The purpose here could, for example, be to design
a response signal that has clearly identifiable spectral lines, or that the whole
diffusion experiment holds more information content than the existing setting.
Finally, OED can be applied for the identification of the best model from many
different ones.
11.2.3 Extension to other applications
The NMR spectra measured were taken during a diffusion process, i.e. no ad-
vection took place. In the works of Amar (2006) and Bertakis (2010) NMR
techniques have been applied in order to measure and compute velocities of a sin-
gle droplet in liquid-liquid systems. However, in the cases studied in those works,
the liquids were chosen so that at least one line in the spectra was not overlapping
and so the extraction of information from the spectra was possible with simple
integration techniques. In velocity measurements and when the spectra are over-
lapping simple techniques cannot be applied. Therefore, the techniques developed
in this thesis could be extended to the simultaneous measurement of fluid flow
and concentration of diffusion for general systems, where spectra overlaps occur.
The numerical techniques presented here can be further extended to the case
where the number of liquids inside the mixture is unknown. This extension
would lead to a mixed integer programming problem, where at the same time,
together with the concentration, the parameters as well as the number of the
NMR-sensitive liquids have to be determined. In this case, the ill-posedness of
the problem increases heavily since many combinations of susceptibilities, con-
centrations and chemical shifts may lead to the same spectra distribution, and
regularization is again expected to be necessary.
Further applications of the developed method can be found into medical imag-
ing, where the concentrations of the substances that have to be estimated would
lead to an increase in the number of unknowns and a large scale optimization
problem, including possibly a mixed integer problem as discussed above. Of
course, for this application a 3D model of the human body would be needed; the
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extension of the numerical techniques in 3D is straightforward.
Single-sided NMR is a NMR measuring technique where the magnet does not
include in its inside the object under investigation and is used in applications
such as in geophysics where the structure of the underground is to be identified.
Single-sided NMR could also profit from the numerical methods developed in the
present work in the case again where spectra overlapping takes place.
11.3 Perspectives for the shape optimization
In Chapter 10 many aspects have not been addressed in detail such as the
reparametrization and smoothing of the level-set function, second-derivative-
based optimization methods, or constraints on the level set in the gradient. Here,
we are going to touch briefly on these subjects.
A quasi-Newton method, the BFGS algorithm, has been tested and found un-
successful, because the shape gradient, which is represented by the velocity field
on the computational grid, leads to enormous size of the approximate Hessian
matrix. A possible solution to the problem could be a limited-memory BFGS
approach for large-scale optimization problems. Other optimization alternatives
also include the conjugate gradient method. Methods that need the analytic
second derivatives would require the formulation of the equations for the “accel-
eration” field which should also be solved with similar numerical techniques as
the velocity field.
The proposed method has been extended to multiple layers where the topol-
ogy of geological layers is a priori known; the constraints are only applied on
the solution of the underlying PDE and are not taken into consideration at the
calculation of the gradient. These constraints can be also incorporated in the
gradient by using an augmented Lagrangian formulation, possibly with smooth
penalty terms. Moreover, topological derivatives are necessary if the topology of
the layers is not a priori known. They can be incorporated in the speed method,
for example by adding a source term in the level-set equation; more details can
be found in Burger et al. (2004).
The optimal experimental design techniques presented in Chapter 9 can be
also be applied to the problem of shape optimization; in that case the optimal
position of the borehole is searched for. As discussed in the same chapter, a
parametric optimization is necessary in order to find the optimal experimental
design for many values of a parameter.
Concluding, shape optimization with level-set functions is a very promising
method for the solution of a wide category of inverse problems with many possi-
bilities for extension and generalization.
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Sobolev Spaces
In this section some concepts from the theory of Sobolev spaces are introduced
which are necessary for the description of the PDEs in their weak form and
the finite element method. First, we shall denote by L2(Ω) the space of square
integrable functions over the domain Ω; this space is equipped with the standard
inner product:
(u, v) =
∫
Ω
u v dΩ and norm ||v||0 = (v, v)1/2, (A.1)
where u and v are functions in L2(Ω). A particular class of Sobolev spaces is the
Hilbert space, whose functions and their derivatives are square integrable. In the
case where the first derivatives are also square integrables we have:
H1(Ω) = {v ∈ L2(Ω)| ∂v
∂xi
∈ L2(Ω) i = 1, . . . , nsd}, (A.2)
where nsd is again the number of space dimensions. In this case, the inner product
of the space is defined as:
(u, v)1 =
∫
Ω
(uv +
nsd∑
i=1
∂u
∂xi
∂v
∂xi
)dΩ, (A.3)
and the induced norm is given by:
||v||1 =
√
(v, v)1. (A.4)
A subspace of the above, used often in the finite element formulation for the
weighting functions, contains the functions whose first derivatives are square in-
tegrable over the domain Ω, but which vanish on its boundary Γ:
H10(Ω) = {v ∈ H1(Ω)|v = 0 on Γ}. (A.5)
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The same concepts can be extended to the space of vector functions, which is
defined by the norm:
||u||k =
( m∑
i=1
||ui||2k
)1/2
, (A.6)
where k is the order of derivative and m is the number of components.
Finally, the standard formulation of the divergence theorem as can be found
in most textbooks on multi-dimensional calculus, reads as follows:
Theorem A.1 Assume Ω ⊂ Rd is a bounded domain with a Lipschitz continuous
boundary Γ.
Then ∫
Ω
uxivdΩ =
∫
Γ
uvnids−
∫
Ω
uvxidx (A.7)
for all u, v ∈ C1(Ω¯).
Here Γ = ∂Ω denotes the boundary of the domain Ω, Ω¯ its closure, vxi =
∂v
∂xi
and
ni is the i-th component of the outward normal vector n. The above theorem,
also known as integration by parts, will be used also in the shape derivatives,
Appendix C.
137
Appendix B
Computational Geometry
In this appendix we are going to give the basic definitions for the Bézier curves,
used throughout Chapters 7–8, as well as algorithms for subdivision, degree ele-
vation, degree reduction, and merging.
B.1 Definition of Be´zier curves
The Bézier curves can be defined by the iterative de Casteljau algorithm for a
polynomial curve of arbitrary degree n as:
Given: b0,b1, . . . ,bn ∈ E3 and t ∈ R, set
bri (t) = (1− t)br−1i (t) + tbr−1i+1 (t)
{ r = 1, . . . , n
i = 0, . . . , n− r (B.1)
and b0i (t) = bi. Then b
n
0 (t) is the point with parameter value t on the Bézier
curve bn, hence bn(t) = bn0 (t).
Throughout this work different properties of Bézier curves have been used,
such as affine invariance, invariance under affine parameter transformations, and
endpoint interpolation; here, these properties are discussed briefly.
Affine invariance. An important property of Bézier curves is that they are
invariant under affine maps, which means that the following two procedures yield
the same result: (1) first, compute the point bn(t) and then apply an affine map
to it; (2) first, apply an affine map to the control polygon and then evaluate the
mapped polygon at parameter value t. With this property, computational time
can be reduced when affine maps are applied to the control points instead of the
curve itself, which has to be evaluated at many points.
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Invariance under affine parameter transformations. This invariance
means that the parameter t does not necessary lie in the [0, 1] interval, but in any
interval [a, b], as shown by the following formula:
bri (u) =
b− u
b− ab
r−1
i (u) +
u− a
b− ab
r−1
i+1 (u). (B.2)
This property is also widely used for the description of the concentration profiles
on the z-axis in Chapter 7.
End point interpolation. Finally, a Bézier curve passes through the end-
points b0 and bn. This property has been used to constrain the concentration at
the end points.
B.1.1 The Bernstein Form of a Be´zier curve
We will now express Bézier curves in terms of Bernstein polynomials, which are
defined explicitly by:
Bni (t) =
(
n
i
)
ti(1− t)n−i, (B.3)
where
(
n
i
)
are the binomial coefficients. The Bernstein polynomials form a parti-
tion of unity; for the cubic case they are shown in Fig. B.1. A Bézier curve can
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Figure B.1: Bernstein polynomials: the cubic case.
then be defined as the sum:
x(t) =
n∑
i=0
biB
n
i (t), (B.4)
where bi are the control points of the curve, and x the curve itself. The properties
discussed above continue to hold also for the Bernstein form of the Bézier curves.
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B.2 Subdivision
A Bézier curve can be divided into two curves, with the same number of control
points each, that describe the same original curve. Lane and Riesenfeld (1980)
showed that the polygons converge to the curve by increasing k, while Cohen and
Schumaker (1985) and Dahmen (1986) have shown that the repeated subdivision
process is very fast.
In order to explain how subdivision works, the blossoming principle should
first explained briefly. In the de Casteljau algorithm, at each step r do not
apply a de Casteljau step for parameter value t, but use a new parameter tr.
We can thus write the resulting points of the first iteration as b1i [t1], of the
second as b2i [t1, t2], and for the n-th iteration b
n
i [t1, t2, . . . , tn]. If the first n − i
parameters are equal to zero and the rest i parameters equal to t then we have that
bni [0, 0, . . . , 0, t, . . . , t] = b[0
<n−i>, t<i>], where the previous symbolism means
that 0 appears n− i times as an argument in the blossom and t appears i times.
Now it is possible to define the subdivision as repeated blossoms. Usually, a
Bézier curve is defined over the [0, 1] interval, but it is also possible to define it
over the [0, c] interval. As subdivision is defined the search for the control polygon
of the new curve of the same degree as the original one but defined over the [0, c]
interval. The left part of the subdivided curve is given by:
ci = b[0
<n−i>, c<i>],
where the above symbolism means that 0 appears n − i times as an argument
in the blossom and c appears i times. The above algorithm is similar to the de
Casteljau algorithm but at a new parameter value at each iteration. The right
part of the subdivided curve can be computed by applying the blossom to the
subinterval [c, 1]. In Fig. B.2 the original Bézier polygons and the left subdivided
polygon are shown, describing the same curve.
B.3 Composite Be´zier curves
Curves may be composed of several Bézier curves in order to generate shapes
that are too complex for a single Bézier curve to handle. In piecing Bézier curves
together, it is easy to build piecewise continuous curves by setting the end control
point of the first one equal to the start control point of the second one. Later, we
are going to see how these composite curves can be merged into one single curve.
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Figure B.2: Subdivision: two Bézier polygons describing the same curve.
B.4 Degree elevation
Often, the need arises to describe the same curve with another curve either of
higher or lower degree. Some convergence proofs are given by Prautzsch and
Kobbelt (1994) and Morin and Goldman (2001). The degree elevation, i.e., the
description of a curve with a higher degree one, is straightforward; given a curve
with the original control points b0, . . . ,bn we are looking for a curve with control
points b(1)0 , . . . ,b
(1)
n+1 which can be computed by the following equation:
b
(1)
i =
i
n+ 1
bi−1 + (1− i
n+ 1
)bi for i = 0, . . . , n+ 1. (B.5)
It has to be noted that the control points b−1 and bn+1 do not really exist but
their coefficients in the above formula are zero.
B.5 Degree reduction
A more difficult problem than degree elevation is degree reduction, i.e., the task
of describing the curve with another curve of a degree lower than the original
one. This problem may arise when a process during the optimization introduces
redundancy, i.e., a curve is described by more information than is actually nec-
essary. Various algorithms can be found in the literature for degree reduction,
such as Forrest (1972), Eck (1993), Brunnett et al. (1996), and Lutterkort et al.
(2000), all of them find approximate and not exact solutions. Degree reduction,
therefore, can be viewed only as a method to approximate a given curve by one
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of lower degree. Let b0, . . . ,bn be a given set of (control) points which define the
Bézier curve in terms of Bernstein polynomials of degree n. Then find another
point set b¯0, . . . , b¯n−1 defining the (approximate) Bézier curve of lower degree
n − 1. Here, we summarize the approximation method introduced by Forrest
(1972). The control points of the reduced curve are divided in two parts, left and
right, each one computed by a different formula, as given below:
b¯I0 = b0, b¯
I
i =
1
n− i(nbi − ib¯
I
i−1), for i = 0, 1, . . . , (B.6)
b¯IIn−1 = bn b¯
II
i−1 =
1
i
(nbi − (n− i)b¯IIi ), for i = . . . , n− 2, n− 1. (B.7)
The superscripts in the above equation denote the two parts of the curve. The
reason for two different formulas is that the first one gives better results near the
left end control point, while the second gives better results near the right end
control point. The first and last control points are left the same.
B.6 Merging
Merging is the approximation of two adjacent Bézier curves by a single Bézier
curve. In a sense it is similar to the problem of degree reduction and can be
formulated as a least-squares problem. Details of the merging algorithm presented
here can been found in Hu et al. (2001), where it was introduced. Given two
adjacent Bézier curves P(u) and Q(v) (0 ≤ u, v ≤ 1) with the corresponding
control points Pi and Qi (i = 0, 1, . . . , n), find a Bézier curve R(t) of degree n
with control points Ri (i = 0, 1, . . . , n), such that the distance between R(t) and
the curve defined by:
R¯(t) =


n∑
i=0
PiB
n
i (
t
λ
) 0 ≤ t ≤ λ
n∑
i=0
QiB
n
i (
t− λ
1− λ) λ ≤ t ≤ 1,
(B.8)
is minimized over the interval [0, 1], where λ is a subdivision parameter. The
two original curves are assumed to be of the same degree; this can be easily
performed by degree elevating the curve of the lower degree. The distance is
usually the L2 norm. The control points of the above problem are obtained by
solving the first order system resulting from formulating the Lagrangian of the
minimization problem. Hu et al. (2001) showed also that when degree elevation
is performed on both curves then the merging error is reduced.
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Shape derivative and gradient
In this appendix some of the theory needed for the shape optimization is going to
be summarized, and the derivation of the shape derivative and gradient is given
in detail for some of the terms of the equations in Chapter 10.
C.1 Adjoint equation
A sample term for the adjoint equation is going to be calculated. First, the
Fréchet derivative needs to be introduced. Let F be a continuous nonlinear
operator F : U → V acting between the Banach spaces U and V. Then the
directional derivative of F at a point u in direction v is defined as:
dF(u; v) := lim
τ→0
F(u+ τv)− F(u)
τ
,
if the limit on the right-hand side exists. If the directional derivatives dF(u; v)
exist for all v ∈ U and in addition dF(u, ·) : U → V is a continuous linear
operator, the F is called Fréchet-differentiable at u with Fréchet-derivative
F ′(u)v := dF(u; v) ∀v ∈ U .
Let us now consider the time-dependent term Lt(T ; η) (see eqn. 10.9–10.10) only
by taking its Frechet derivative
dLt(T ; η) = lim
τ→0
∫ t1
0
(θ, (T + τη)t)edt−
∫ t1
0
(θ, Tt)edt
τ
,
where η ∈ {H1(D)
∣∣ η(·, t) = 0 onΓD and η(·, 0) = 0 onD)} is the variation of
temperature with homogeneous boundary and initial conditions, and the bilinear
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form (θ, (T + τη)t)e is defined in eqn. 10.5-a, where t as underscore denotes time
derivative. Then, after expanding the time derivative and the bilinear form we
have
dLt(T ; η) = lim
τ→0
∫ t1
0
(θ, τηt)edt
τ
=
∫ t1
0
(θ, τηt)edt.
By applying integration by parts for the time derivative we get
dLt(T ; η) = −
∫ t1
0
(η, θt)edt+
∫
D
(θη)
∣∣t1
0
(ρc)edx.
Since η(·, 0) = 0 it follows from the second term that θ(·, t1) = 0, i.e., the “initial”
condition is moved to the final time. Also in the first term the sign has been
inverted; this leads to solving the adjoint equation “backwards” in time. The
derivatives for the rest terms of the Lagrange function can be derived in a similar
way. As shown in the table C.1, the advective velocity moves into the derivative,
Operator Adjoint
∂u
∂t
−∂v
∂t
a · ∇u ∇ · (a v)
∇ · (µu) ∇ · (µv)
Table C.1: Operators and their adjoints.
while the diffusive term remains the same.
C.2 Gradient equation
Here we outline briefly the calculation of the shape gradients. In the Lagrange
function (eqn. 10.10) the only two terms that depend on the shape Ω is the one
containing the thermal conductivity λe, which is a volume integral with no PDE
constraints (remember that the PDE constraints have been transformed with the
help of the Lagrange multipliers), and the regularization term. We first give
the Hadamard formula for volume and surface integrals. For a general volume
function f : Ω→ R, the objective function:
J(Ω) =
∫
Ω
fdA,
not depending on a PDE constraint, has a shape derivative given by:
dJ(Ω)[V ] =
∫
Γ
< V, n > fdS. (C.1)
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For a general surface function g : ∂Ω → R such that ∂g
∂n
exists, the objective
function:
J(Ω) =
∫
∂Ω
g dΓ,
not depending on a PDE constraint, has a shape derivative given by:
dJ(Ω)[V ] =
∫
∂Ω
< V, n >
[∂g
∂n
+ κg
]
dΓ,
where κ is the additive mean curvature of ∂Ω. In the above, < V, n > denotes a
scalar product of the prescribed perturbation V of the domain Ω with the normal
component n. Proofs of the above lemmata can be found in Sokolowski and
Zolesio (1992). The derivative of the Lagrangian can be given by:
dL(Ω)[V ] = dΩ
∫ t1
0
aλe(θ, T )dt+ ǫ dΩ
∫
∂Ω
R dΓ =
= dΩ
∫ t1
0
∫
D
λe∇θ · ∇Tdxdt+ ǫ dΩ
∫
∂Ω
R dΓ,
where dΩ denotes differentiation with respect to Ω. By splitting the domain of
the first term into Ω and D\Ω, in both of which λe is constant, and applying the
lemma for surface derivatives we get:
dL(Ω)[V ] = dΩ
∫ t1
0
(∫
Ω
λe∇θ · ∇Tdx+
∫
D\Ω
λe∇θ · ∇Tdx
)
dt+
+ ǫ
∫
∂Ω
< V, n >
[∂R
∂n
+ κR
]
dΓ =
= dΩ
∫ t1
0
(∫
Ω
λ1∇θ · ∇Tdx+
∫
D\Ω
λ2∇θ · ∇Tdx
)
dt+
+ ǫ
∫
∂Ω
< V, n >
[∂R
∂n
+ κR
]
dΓ =
= dΩ
∫ t1
0
(∫
Ω
λ1∇θ · ∇Tdx+
∫
D
λ2∇θ · ∇Tdx−
−
∫
Ω
λ2∇θ · ∇Tdx
)
dt+ ǫ
∫
∂Ω
< V, n >
[∂R
∂n
+ κR
]
dΓ,
which leads to
dL(Ω)[V ] = dΩ
∫ t1
0
(∫
Ω
(λ1 − λ2)∇θ · ∇Tdx+
∫
D
λ2∇θ · ∇Tdx
)
dt+ (C.2)
+ ǫ
∫
∂Ω
< V, n >
[∂R
∂n
+ κR
]
dΓ. (C.3)
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In the second term of equation C.2 neither D nor λ2 depends on Ω, so the deriva-
tive is zero. By using Hadamard’s formula on the remaining first term, the shape
derivative is:
dL(Ω)[V ] =
∫ t1
0
∫
∂Ω
(λ1 − λ2)∇θ · ∇T V · n dΓdt+
+ ǫ
∫
∂Ω
< V, n >
[∂R
∂n
+ κR
]
dΓ. (C.4)
Notice that the whole derivative of the volume and surface integrals is now con-
densed on the boundary of the shape.
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