In this paper, we employ the bifurcation theory of planar dynamical systems to investigate the traveling wave solutions of a 2-component of the Degasperis-Procesi equation. The expressions for smooth soliton, kink and antikink solutions are obtained.
Introduction
Since the theory of solitons has very wide applications in fluid dynamics, nonlinear optics, biochemistry, microbiology, physics and many other fields, the study of soliton solutions has become one of the important issues of nonlinear partial differential equations [1] - [11] .
In 1999, Degasperis and Procesi [12] derived a nonlinear dispersive equa-tion u t − u xxt + 4uu x = 3u x u xx + uu xxx , (1.1) which is called the Degasperis-Procesi equation. Here u(t, x) represents the fluid velocity at time t in the x direction in appropriate nondimensional units (or, equivalently the height of the water's free surface above a flat bottom).
The nonlinear convection term uu x in Eq.(1.1) causes the steepening of wave form, whereas the nonlinear dispersion effect term 3u x u xx + uu xxx = ( for nonlinear shallow water dynamics [13] .
An important issue regarding the Degasperis-Procesi equation is to find its traveling wave solutions. Vakhnenko and Parkes [14] derived periodic and solitary wave solutions of Eq.(1.1). Matsuno [15] - [17] obtained multisoliton, N-soliton, cusp and loop soliton solutions of Eq.(1.1). Lundmark and Szmigielski [18] investigated multi-peakon solutions of Eq.(1.1). Shock wave solutions of Eq.(1.1) were obtained in [19] . Lenells [20] classified all its weak traveling wave solutions. Chen and Tang [21] showed that Eq.(1.1) has kink-like and antikink-like wave solutions. Qiao [8] obtained the peakons, dehisced solitons, cuspons and new 1-peak solitons of Eq.(1.1).
It is known that the Degasperis-Procesi equation has solitons, but has no kink or antikink solutions. In this paper, we generalize the Degasperis-Procesi equation to the following 2-component of Degasperis-Procesi equation The remainder of the paper is organized as follows. In Section 2, using the traveling wave transformation, we transform Eqs.(1.2) into a planar dynamical system and then discuss bifurcations of phase portraits of this system. In Section 3, we obtain the expressions for the smooth soliton, kink and antikink solutions of Eqs.(1.2). A short conclusion is given in Section 4.
Bifurcation and phase portraits of the traveling wave system
Eqs.(1.2) also takes the form
(2.1)
Let ξ = x + ct, where c is the wave speed. By using the traveling wave transformation u(x, t) = ϕ(x + ct) = ϕ(ξ), v(x, t) = ψ(x + ct) = ψ(ξ), we reduce system (1.2) to the following ordinary differential equations:
Integrating (2.2) once with respect to ξ, we have
where g, h are two integral constants.
From the second expression in system (2.3), we can obtain that
Substituting (2.4) into the first expression in system (2.3) yields
Let y = ϕ ′ , then we get the following planar dynamical system:
This system has a first integral
where k is a constant.
Note that (2.6) has a singular line ϕ = c. To avoid the line temporarily,
System (2.6) and system (2.8) have the same first integral as (2.7). Consequently, system (2.8) has the same topological phase portraits as system (2.6) except for the straight line ϕ = c.
For a fixed k, (2.7) determines a set of invariant curves of system (2.8). As k is varied, (2.7) determines different families of orbits of system (2.8) having different dynamical behaviors. Let M(ϕ e , y e ) be the coefficient matrix of the linearized version of system (2.8) at the equilibrium point (ϕ e , y e ), then
and at this equilibrium point, we have
p(ϕ e , y e ) = trace(M(ϕ e , y e )) = 0. (2.11)
By the qualitative theory of differential equations (see [22] ), for an equilibrium point of a planar dynamical system, if J < 0, then this equilibrium point is a saddle point; it is a center point if J > 0 and p = 0; if J = 0 and the Poincaré index of the equilibrium point is 0, then it is a cusp.
Noting that it is impossible to figure out the equilibrium points of system (2.8) for arbitrary constants c, g and h, so here for the sake of convenience,
(c 2 − 8g) = 0. By using the first integral value and properties of equilibrium points, we obtain the bifurcation curves as follows:
14)
Obviously, the above four curves have no intersection point and g 1 (c) < g 2 (c) < g 3 (c) < g 4 (c) for arbitrary constant c = 0.
Using bifurcation method of vector fields (e.g., [20] ), we have the following result which describes the locations and properties of the equilibrium points of system (2.8).
Theorem 2.1. For given any constant wave speed c = 0, let
Then we have:
(1) If g < g 2 (c), then system (2.8) has three equilibrium points (ϕ 1− , 0) , (ϕ 1+ , 0) and ( is a center point. Specially, when g 1 (c) < g < g 2 (c), system (2.8) has a homoclinic orbit, which connects with the saddle point (ϕ 1− , 0).
(2) If g 2 (c) < g < g 4 (c), then system (2.8) has three equilibrium points
, 0) and (ϕ 1+ , 0) are two saddle points, while (ii) When g = g 3 (c), system (2.8) has two heteroclinic orbits. They connect with the saddle points ( , 0).
(iii) When g 3 (c) < g < g 4 (c), system (2.8) has a homoclinic orbit, which connects with the saddle point (ϕ 1+ , 0). , 0).
It is a saddle point.
Without loss of generality, we show the phase portraits of system (2.8) in each region and on the bifurcation curves in Fig.1 for the wave speed c > 0.
Soliton, kink and antikink solutions of Eqs.(1.2)
Suppose that ϕ(ξ)(ξ = x+ct) is a traveling wave solution of the first component u in Eqs. In Fig.1(c) , (d), (f), the homoclinic orbits of system (2.6) or (2.8) can be expressed respectively as
where
and ϕ 1± is as in (2.16).
Substituting Eq.(3.1)-(3.3) into the first equation of system (2.6), respectively, and integrating along the corresponding homoclinic orbit, we have
It follows from (3.10)-(3.12) that
20)
24)
and l 1± , l 2± , l 1 , l 2 , ϕ 1± and ϕ 2± are as in (3.4), (3.5), (3.6), (3.7), (2.16) and (3.9), respectively. In Fig.1(e) , the heteroclinic orbits of system (2.6) or (2.8) can be expressed as
Substituting Eq.(3.29) into the first equation of system (2.6), and integrating along the heteroclinic orbits, we have − ϕ ± )),
with ϕ ± as the parameter. Here ψ + = ψ + (ξ) is an antikink solution, and
Also, we take a set of data and employ Maple to display the graphs of the above obtained kink and antikink solutions in Fig. 5 . 
