We initiate a systematic study of a special type of property testers. These testers consist of repeating a basic test for a number of times that depends on the proximity parameter, whereas the basic test is oblivious of the proximity parameter. We refer to such basic tests by the term proximityoblivious testers.
INTRODUCTION
In the last decade, the area of property testing has attracted much attention (see the surveys of [10, 21] , which are already out-of-date). Loosely speaking, property testing typically refers to sub-linear time probabilistic algorithms for deciding whether a given object has a predetermined property or is far from any object having this property. Such algorithms, called testers, obtain local views of the object by making adequate queries; that is, the object is seen as a function and the testers get oracle access to this function (and thus may be expected to work in time that is sub-linear in the length of the object).
The foregoing description refers to the notion of "far away" objects, which in turn presumes a notion of distance between objects as well as a parameter determining when two objects are considered to be far from one another. The latter parameter is called the proximity parameter, and is often denoted ; that is, one typically requires the tester to reject with high probability any object that is -far from the property.
Needless to say, in order to satisfy the aforementioned requirement, any tester (of a reasonable property) must obtain the proximity parameter as auxiliary input (and determine its actions accordingly). The question, addressed in this work, is what does the tester do with this parameter (or how does the parameter affect the actions of the tester). A very minimal effect is exhibited by testers that, based on the value of the proximity parameter, determine the number of times that a basic test is invoked, where the basic test is oblivious of the proximity parameter. For example, the celebrated linearity tester of [9] repeats a basic test that consists of selecting two random points, x and y, and probing the value of the function at the points x, y, and x + y. This basic test is repeated for a number of times that is inversely proportional to the proximity parameter.
Our focus is on such basic tests (i.e., basic tests that are oblivious of the proximity parameter). We call such tests proximity oblivious, and note that they are implicit in prior works; most notablly in the context of testing algebraic properties (see, e.g., [22] and [20] ) and testing monotonicity (e.g., [12] ). In this work we initiate a general study of proximity oblivious testers, and consider a variety of questions regarding them, while focusing on testing graph properties (in two standard models). Specifically, we ask:
• Which properties have proximity oblivious tests (of small query complexity)?
• How does the detection probability of such tests grow as a function of the distance of the object from the property, and how does this relate to the query complexity of the best (standard) tester for the corresponding property.
For a precise formulation of the proximity-oblivious testers and a summary of our results see Sections 2 and 3, respectively.
Motivation: Property testing can be thought of as relating local views to global properties, where the local view is provided by the queries and the global property is the distance to a predetermined set. Proximity-oblivious testing takes this relation to an extreme by making the local view independent of the distance. In other words, it refers to the smallest local view that may provide information about the global property (i.e., the distance to a predetermined set).
Another motivation for our study is that understanding a natural subclass of testers may shed light on property testing at large.
FORMAL SETTING
In continuation to the introduction, we consider proximityoblivious testers defined as follows.
Definition 2.1. (vanilla version): Let Π be a set of functions over a finite set Ω. A proximity-oblivious tester for Π is a probabilistic oracle machine T that satisfies the following two conditions:
1. The tester accepts each function in Π with probability 1; that is, for every f ∈ Π it holds that Pr[T f = 1] = 1. ]. The function ρ is called the detection probability of the tester T .
Indeed, we require that ρ( ) > 0 for every > 0, whereas extending Item 2 to f ∈ Π while avoiding contradiction with Item 1 mandates extending ρ so that ρ(0) = 0. The requirement that ρ is monotone (i.e., monotonically increasing) does not rule out cases where the tight lower-bound is non-monotone (e.g., [6] ), because ρ is not required to be tight.
1 Also, we may assume, without loss of generality, that ρ( ) ≤ .
We note that (as outlined in the introduction), using a proximity-oblivious tester T (as in Definition 2.1), we can obtain a standard (one-sided error) tester (of error probability at most 1/3).
2 Specifically, given the proximity parameter , the standard tester invokes T for Θ(1/ρ( )) times, and accepts if and only if all these invocations accept. 1 In fact, it suffices to require that for every x > 0 it holds that ρ (x) def = inf y≥x {ρ(y)} > 0. Indeed, in such a case, ρ is a monotonically non-decreasing lower-bound (of ρ). Furthermore, we may obtain a monotonically increasing lowerbound (of ρ) by defining ρ (x) def = (1 + x) · ρ (x)/2. 2 Analogously to Definition 2.1, a standard tester for a property Π is a probabilistic oracle machine T that satisfies the following conditions:
1. The tester accepts each f ∈ Π with probability at least 2/3; that is, for every f ∈ Π and every > 0, it holds that Pr[
2. Given any > 0 and oracle access to any f that is -far from Π (i.e., δΠ(f ) > ), the tester rejects with Note that it is natural to require one-sided error in (Item 1 of) Definition 2.1, because otherwise functions in Π may be accepted with probability that is lower than the acceptance probability of some functions that are not in Π (but are close to Π). Definition 2.1 does not specify the query complexity of the (proximity-oblivious) tester, and indeed an oracle machine that queries the entire domain of the function qualifies as a (proximity-oblivious) tester (with detection probability ρ( ) = 1 for every > 0). Needless to say, we are interested in (proximity-oblivious) testers that have significantly lower query complexity. To facilitate an asymptotic treatment, we refer to infinite families of finite functions, and provides the tester with the size of the function's domain. A proximity-oblivious tester with detection probability ρ for Π is a probabilistic oracle machine T that satisfies the following two conditions:
1. For every n ∈ N and f ∈ Πn, it holds that Pr[T f (n) = 1] = 1.
For every n
, where δΠ n (f ) = ming∈Π n {δ(f, g)} (as in Definition 2.1). Definition 2.2 can be further extended so to cover also (proximity-oblivious) testers that obtain other parameters of the function being tested (e.g., a degree bound in the case of testing low-degree polynomials). Note that Definition 2.2 mandates that the detection probability is only a function of the relative distance to the property; indeed, one may relax this requirement but one should stay away from the trivial lower-bound (which corresponds to only requiring that for every f ∈ Π there exists a computation of T f that rejects).
SUMMARY OF OUR RESULTS
Recall that the (three-query) linearity test of [9] is actually a proximity-oblivious tester, and that its detection probability is linear (i.e., ρ( ) = Ω( )). The same holds also for several known low-degree tests (see, e.g., [22] ), testers of monotonicity (e.g., [12] ), and some of the results regarding locally testable codes (see [17] and Section 6 in our technical report [16] ). In this work, we study the existence and quality (i.e., ρ) of efficient proximity-oblivious testers in other domains, most importantly in the domain of testing graph properties.
The dense graphs model. We start (in Section 4) with the setting of testing properties of graphs in the adjacency matrix model (introduced in [13] ). We consider several natural properties and show constant-query proximity-oblivious testers of optimal (up to a constant factor) detection probability. For example, we show that:
1. The set of graphs each consisting of a collection of isolated cliques has a three-query proximity-oblivious probability at least 2/3 (i.e., Pr[T f ( ) = 0] ≥ 2/3). We say that the tester has one-sided error if it accepts each f ∈ Π with probability 1 (i.e., for every f ∈ Π and every > 0, it holds that Pr[T f ( ) = 1] = 1).
tester of quadratic detection probability (i.e., ρ( ) = Ω( 2 )), whereas no constant-query proximity-oblivious tester of this property can do better (i.e., have detection probability ρ( ) = ω( 2 )). We note that this property has a standard (adaptive) tester of e O(1/ )-query complexity [15] .
2. For every integer c ≥ 2, the set of graphs consisting of up to c isolated cliques has a c 2 -query proximityoblivious tester, and the optimal detection probability is ρ( ) = Θ( c/2 ). We note that these properties have a standard (non-adaptive) tester of e O(1/ )-query complexity [15] .
In contrast to the aforementioned positive results, we show that the set of bipartite graphs has no constant-query proximity-oblivious tester, although it does have a standard tester of poly(1/ )-query complexity [13, 4] .
We characterize the class of graph properties having constant-query proximity-oblivious testers, showing that they equal the class of properties that correspond to induced subgraph freeness. This class is rather restricted when compared to the class of graph properties having a standard tester of complexity that only depends on (as characterized in [3] ). The bounded-degree graphs model. Next (in Section 5), we turn to testing graph properties in the boundeddegree model (introduced in [14] ). In this model, we also characterize the class of graph properties having constantquery proximity-oblivious testers. Interestingly, this class is a strict superset of the class of properties having such testers in the adjacency matrix model. We note that, also in the current model, the class of properties having constant-query proximity-oblivious testers is rather restricted when compared to the class of graph properties having a standard tester of complexity that only depends on (as explored in [14, 8] ).
The characterization of the class of graph properties having constant-query proximity-oblivious testers in the bounded-degree model gives rise to a generalized notion of subgraph freeness, which may be of independent interest. This notion generalizes both the notions of non-induced and induced subgraph freeness, and is more expressive than the latter. For example, the generalized notion allows to capture non-hereditary properties such as (degree) regularity. We call the reader's attention to an open problem regarding this notion (i.e., Open Problem 5.8).
Focusing on induced subgraph freeness properties (which do have constant-query proximity-oblivious testers in both models), we note that the detection probability in the bounded-degree model is a polynomial that depends on the number of connected components in the individual graphs of the forbidden family (i.e., ρ( ) = Ω( c ), where c is the maximum number of connected components in any forbidden graph). This is very different from the behavior in the dense graphs model, where even for c = 1 (i.e., connected forbidden subgraphs) the detection probability varies from linear to quadratic and to super-polynomial (i.e., ρ( ) = versus ρ( ) = Θ( 2 ) versus ρ( ) < Ω(log(1/ )) ). We comment that the techniques establishing the characterizations in the two different graph testing models are quite different (as one should expect given the different nature of the two models). In particular, as hinted above, the analysis of the bounded-degree model seems more novel.
Generic Observations and Discussions. The interested reader is referred to Section 6 in our technical report [16] , where we present a couple of generic observations and some of their consequences.
Comment: Although the content of Section 5 is technically more interesting than that of Section 4, we chose to start with the latter which is more intuitive (and we provide some simple illustrative examples). We also note that some of the properties mentioned in Section 4 are also studied in our companion paper [15] , but the focus in the current paper is different. Lastly, due to space limitations, we omitted some of proofs and/or replaced them by proof sketches. Full proofs can be found in our technical report [16] .
TESTING GRAPH PROPERTIES IN THE ADJACENCY MATRIX MODEL
In the adjacency matrix model, an
, 1} such that g(u, v) = 1 if and only if u and v are adjacent in G (i.e., {u, v} ∈ E). Distance between graphs is measured in terms of their aforementioned representation (i.e., as the fraction of (the number of) different matrix entries (over N 2 )), but occasionally we shall use the more intuitive notion of the fraction of (the number of) edges over
A few illustrative results
We start with the simple case of testing whether a graph is a clique.
Proposition 4.1. Clique has a single-query proximityoblivious tester with detection probability ρ( ) = , where Clique is the set of all graphs consisting of a single clique.
Proof. The claim follows by considering the straightforward tester that uniformly selects two random vertices, and accepts if and only if there is an edge between them. Proposition 4.2. BiClique has a three-query proximityoblivious tester with detection probability ρ( ) = , where BiClique is the set of all graphs consisting of a single biclique (i.e., a complete bipartite graph). , E) is -far from being a bi-clique, observe that s induces a partition of the graph to its neighbors and nonneighbors (i.e., the 2-partition (Γ(s), [N ] \ Γ(s))), and more than an fraction of all vertex pairs must violate this partition (i.e., either yield an edge with both endpoints on the same side or yield a non-edge with endpoints on different sides).
Proximity-oblivious testers with ρ( ) = o( ). So far, we considered proximity-oblivious testers with a linear detection probability (i.e., ρ( ) = Ω( )). We now turn to cases where ρ is polynomial but not linear. Such a natural case is provided by the graph property that corresponds to graphs that consist of a fixed number of isolated cliques. Specifically, for any fixed integer c ≥ 1, consider the set of graphs, denoted CC ≤c , that consist of at most c isolated cliques. Note that Proposition 4.1 refers to CC ≤1 , whereas Proposition 4.2 refers to graphs that are closely related to CC ≤2 (i.e., a graph is in CC ≤2 if and only if its complement graph is a bi-clique). The following result refers to the case of c ≥ 3.
Proposition 4.3. For every constant c ≥ 3, the property CC ≤c has a`c +1 2´-query proximity-oblivious tester with detection probability ρ( ) > c+1+o (1) . On the other hand, CC ≤c has no constant-query proximity-oblivious tester with detection probability ρ( ) = ω( c/2 ).
We note that Section 6.2 of the companion paper [15] provides a standard (non-adaptive) tester for CC ≤c having query complexity e O(1/ ) and constant error probability. This standard tester is superior to the one obtained by repeating any proximity-oblivious tester for an adequate number of times (since for any c ≥ 3 the number of repetitions must be Ω( −c/2 )). We mention that the lower-bound on ρ( ) provided by Proposition 4.3 can be improved (see Proposition 4.11).
Proof Sketch: The lower-bound on ρ follows from the analysis of the CC ≤c -tester that is provided in [15, Sec. 6.2] . Specifically, we refer to the fact that the analysis in [15] establishes that (with high probability) a sample of e O(1/ ) vertices (from any graph that is -far from CC ≤c ) induces a subgraph not in CC ≤c . Since any graph not in CC ≤c contains an induced subgraph of at most c + 1 vertices that is not in CC ≤c , it follows that the said e O(1/ )-vertex subgraph contains such c+1 vertices. Thus, the proximity-oblivious tester that selects c + 1 uniformly distributed vertices and accepts if and only if the induced graph is in CC ≤c has detection probability at least Ω(1)/`e O(1/ )) c+1´> c+1+o (1) . For the impossibility claim (or rather the upper-bound on ρ), consider a random graph consisting of c small cliques, each of size √ 2 · N , and a large clique of size (1 − c √ 2 ) · N . This graph is -far from CC ≤c , but the probability that any k vertices induce a subgraph that is not in CC ≤c is upperbounded by`k c´· √ 2 c . Recalling that we refer to constantquery proximity-oblivious testers, the O( c/2 ) upper-bound follows.
Proximity-oblivious testers with detection probability that is even smaller are provided by [1] .
Triangle-Freeness has a three-query proximity-oblivious tester with detection probability ρ( ) that is the reciprocal of a tower of poly(1/ )-many exponents. On the other hand, Triangle-Freeness has no constant-query proximity-oblivious tester with detection probability ρ( ) = o(log(1/ )) .
Easily testable properties having no proximityoblivious testers. While bipartiteness can be tested with query-complexity that is polynomial in the reciprocal of the proximity parameter [13] , this property has no constantquery proximity-oblivious tester. That is:
Proposition 4.5. Bipartiteness has no constant-query proximity-oblivious tester.
Proof. For every > 0, consider a graph G that consists of t def = p 1/2 sets, denoted V0, V1, ..., Vt−1, each of size √ 2 · N such that there is an edge between a pair of vertices if and only if these vertices reside in "adjacent" sets; that is, {u, v} is an edge if and only if for some i ∈ {0, ..., t − 1} it holds that u ∈ Vi and v ∈ V (i+1) mod t . Clearly, for an odd t, the graph G is -far from being bipartite, but a proximityoblivious tester of query complexity less than t cannot reject G (because any non-bipartite subgraph of G must contain at least t vertices).
Connection to induced subgraph freeness
The reader may have noticed that the proximity-oblivious testers presented so far worked by searching for a small "forbidden subgraph" in the input graph (see, e.g., the proof of Propositions 4.1, 4.2 and 4.3). In contrast, the nonexistence of constant-query proximity-oblivious testers was demonstrated by proving the non-existence of constant-size "forbidden subgraphs" in all no-instances (see, indeed, the proof of Proposition 4.5). We show that this is no coincidence, since there is a close relationship between the two notions.
Definition 4.6. (induced subgraph freeness): Let F be a set of graphs. A graph G is called F-free if it contains no induced subgraph that is isomorphic to some graph in F.
Note that Definition 4.6 refers to induced subgraphs, whereas in many works the term F-freeness means having no subgraph (not necessarily an induced one) that is in F. Furthermore, if membership in Π is decidable, then a computable proximity-oblivious tester yields a computable sequence of sets, and vice versa.
Note that the specific detection probability function ρ is irrelevant for the "only if" direction, which only relies on the fact that ρ( ) > 0 for every > 0.
3 On the other hand, the opposite direction actually provides a lower-bound on the detection probability, albeit a very weak one (i.e., ρ( ) is the reciprocal of a tower of poly(1/ )-many towers of exponents). Combining both directions, we conclude that any graph property that has a constant-query proximityoblivious tester has such a tester with detection probability function that is lower-bounded by a specific function 4 of the proximity parameter (albeit the reciprocal of a tower of towers of exponents).
Proof. Suppose that Π has a constant-query proximity tester. By [18, Thm. 4.5 ] (see also [19] ), every one-sided error tester of query complexity q for ΠN can be converted into a one-sided error canonical tester of query complexity 2q 2 , where for some GN (which depends only on ΠN and q), the canonical tester uniformly selects a random set of 2q vertices and accepts the input graph iff the induced subgraph is in GN . We stress that the proof provided in [18, Sec. 4 ] maintains the error probability of the tester, and thus applies also to generalized (one-sided error) testers of arbitrary error probability. Thus, if Π has a q-query proximity-oblivious tester then for every N there exists a set of 2q-vertex graphs GN such that a graph is in ΠN iff each of its 2q-vertex induced subgraphs is in GN . Defining FN as the set of all 2q-vertex graphs that are not in GN , we conclude that ΠN equals the set of N -vertex graphs that are FN -free.
Suppose, on the other hand, that for some constant c and a sequence of sets (FN ) N ∈N of graphs it holds that each FN contains graphs of size at most c and ΠN equals the set of N -vertex FN -free graphs. Our goal is to derive a constant-query proximity tester for Π. The case of identical sets (i.e., FN = FN+1 for every N ) follows almost immediately from [2] . Specifically, [2, Thm. 6.1] implies that, for every set of c-vertex graphs F and for every > 0, there exists a graph H of size s( ) such that H is not F-free and every graph G that is -far from being F-free contains at least a δ( ) fraction of (induced) copies of the subgraph H (unless G is smaller than H, in which case we may use H def = G). It follows that, with probability at least`s
random set of c vertices (of such a graph G) induces a subgraph that is in F. The argument extends the general case (of an arbitrary sequence of sets (FN ) N ∈N ) , by partitioning all integers according to the corresponding sets. This yields testers for each of the finitely many possible sets, and so the final tester will incorporate all these testers, and activate the one that suits the size of the input graph. Lastly, we note that the functions s and δ provided by [2, Thm. 6.1] satisfy s( )/δ( ) = TT(1/ ), where TT(n) is a tower of poly(n)-many towers of exponents (with the polynomial depending only on c).
A special case and a quantitative version. A natural special case of properties having constant-query proximityoblivious testers is properties that correspond to sets of Ffree graphs, for arbitrary finite sets F. Indeed, this corresponds to the special case of Theorem 4.7 in which all the sets in the sequence F are identical (i.e., FN = FN+1 for every N ). In this case, the detection probability of any constant-query proximity-oblivious tester is determined by the quantity ρF defined next.
• For a c-vertex graph F , we denote by µF (G) the fraction of c-vertex subsets that induce the subgraph F in the graph G.
• For a finite set of graphs F, we denote by ρF ( ) the infimum of the value of maxF ∈F {µF (G)} taken over all graphs G that are -far from being F-free. 5 Indeed, in the case that F consists of c-vertex graphs, an alternative definition can be based on defining µF (G) as the fraction of c-vertex subsets that induce in G a subgraph that belong to F. Needless to say, these two definition are related by a factor of at most |F|.
Recall that by Theorem 4.7 (or rather by [2, Thm. 6.1]), for every F, the function ρF is well-defined. Furthermore, ρF is lower-bounded by the reciprocal of a tower of towers of exponents. The following result asserts that the detection probability of the best possible constant-query proximityoblivious for F-freeness is determined by ρF .
Theorem 4.8. Let c be an integer and F be a finite set containing graphs that each has at most c vertices. Then, F-freeness has a`c 2´-query proximity-oblivious tester of detection probability ρF , whereas any constant-query proximity-oblivious tester for F-freeness has detection probability O(ρF ).
The proof of Theorem 4.8 appears in our technical report [16] . In light of Theorem 4.8, the study of the detection probability of constant-query proximity-testers for natural properties that have such testers (i.e., F-freeness), reduces to the study of the corresponding quantities ρF for various F. A few examples follow.
The property Clique (see Proposition 4.1) corresponds
to the set of {I2}-free graphs, where I2 denotes an independent set of two vertices. Needless to say,
Similarly ρ {P 2 } ( ) = , where P2 denotes a single edge (which may be viewed as a path of two vertices).
2. Denoting by CC (standing for Clique Collection) the set of graphs consisting of a collection of (any number of) isolated cliques, we note that CC equals the set of {P3}-free graphs, where P3 denotes a threevertex graph with exactly two edges (i.e., a path of three vertices). We show (in Proposition 4.10) that ρ {P 3 } ( ) = Θ( 2 ).
Recall that CC
≤c is the set of graphs consisting of a collection of at most c isolated cliques (see Proposition 4.3). Note that CC ≤c equals the set of {P3, Ic+1}-free graphs, where Ic+1 denotes an independent set of c + 1 vertices. Combining Theorem 4.8 and Proposition 4.3, 6 it follows that ρ {P 3 ,I c+1 } ( ) = O( c/2 ) for every c ≥ 3. We show (in Proposition 4.11) that ρ {P 3 ,I c+1 } ( ) = Ω( c/2 ).
Note that Proposition 4.2 implies that ρ {P 3 ,I 3 } ( ) = Ω( ), because BiClique consists of graphs whose complement graph is in CC ≤2 . Clearly, ρ {P 3 ,I 3 } ( ) = O( ).
Recall that Proposition 4.4 refers to
TriangleFreeness, which corresponds to {C3}-freeness where C3 is the three-vertex cycle. Recall that [1] established that ρ {C 3 } is a super-polynomial function, whereas ρ {C 3 } was known to be lower-bounded by the reciprocal of a tower of exponents.
We mention that the work of [5] provides a characterization of the class of graphs F for which ρF is lower-bounded by a polynomial (i.e., ρF ( ) ≥ poly( )). In particular, their results imply that ρF is lower-bounded by a polynomial only for at most seven graphs (i.e., the graphs P2, P3, P4, C4 and their complements). The foregoing discussion begs to try to extend their study to finite sets of graphs; that is, for every finite set of graphs F, determine the behavior of ρF . In particular:
Open Problem 4.9. Determine the class of sets of graphs F for which ρF is lower-bounded by a polynomial.
The detection probability of Clique
Collection (i.e., ρ {P 3 } ( ) = Θ(
))
Recall that (by Theorem 4.7) CC has a constant-query proximity-oblivious tester, since CC corresponds to {P3}-freeness. Furthermore, by Theorem 4.8, the detection probability of the best possible constant-query proximity-oblivious for CC equals Θ(ρ {P 3 } ).
Proposition 4.10. (the best detection probability for 
An improved result for CC
≤c (i.e.,
Recall that, for every constant c ≥ 3, Proposition 4.3 established that the property CC ≤c has a constant-query proximity-oblivious tester with ρ( ) > c+1+o(1) (whereas any constant-query proximity-oblivious tester for CC ≤c must satisfy ρ( ) = O( c/2 )). Here we improve the lower-bound on ρ, and in fact obtain a tight result. By Theorem 4.8, it suffices to prove that ρ {P 3 ,I c+1 } ( ) = Ω( ) c/2 , since CC ≤c corresponds to {P3, Ic+1}-freeness. The proof builds on the first part of the analysis of the CC ≤c -tester that is provided in [15, Sec. 6.2] . Actually, we modify also this part: in the full version of the current work [16] we provide a self-contained description of the entire argument.
TESTING GRAPH PROPERTIES IN THE BOUNDED-DEGREE MODEL
The bounded-degree model refers to a fixed degree bound,
7 Distance between graphs is measured in terms of their aforementioned representation (i.e., as the fraction of (the number of) different array entries (over dN )), but occasionally we shall use the more intuitive notion of the fraction of (the number of) edges over dN/2.
It turns out that, in the current model, constant-query proximity-oblivious testers exist for all graph properties that have such testers in the adjacency matrix model. However, in the current model, the scope of constant-query proximity-oblivious testers extends somewhat beyond the former. Specifically, while in the adjacency matrix model such testers exist for any "induced subgraph freeness" property, the current model also allows testing properties that correspond to a generalized notion of subgraph freeness, which includes properties that are not hereditary (e.g., the set of graphs in which each vertex has at least three neighbors). Following the formal definition, given next, we discuss the roles of the different types of vertices that are introduced in the definition. 
If v is marked partial, then ΓG(f (v)) ⊇ f (ΓF (v)).
That is, f yields an injection of the set of neighbors of v in F to the set of neighbors of f (v) in G.
In this case we call f an embedding of F in G. (See illustration in Figure 1 .) The graph G is called F -free if F cannot be embedded in G (i.e., there is no embedding of F in G). For a set of marked graphs F, a graph G is called F-free if for every F ∈ F the graph G is F -free.
We note that the standard notion of non-induced subgraph freeness is a special case of generalized subgraph freeness, obtained by considering the corresponding marked graph in which all vertices are marked partial. Similarly, the notion of induced subgraph freeness (as in Definition 4.6) is a special case of generalized subgraph freeness (as in Definition 5.1), obtained by considering the corresponding marked graph in which all vertices are marked semi-full. Introducing vertices that are marked full adds a new type of constraint concerning the non-existence of neighbors that are outside the marked subgraph. For example, using vertices that are marked full it is possible to disallow certain degrees in the graph. Thus, the generalized notion of subgraph freeness includes properties that are not hereditary (e.g., regular graphs), whereas induced and non-induced subgraph freeness are hereditary. We also mention that the notion of generalized subgraph freeness remains as expressive when disallowing either semi-full or partial markings. In such a case we say that Π is F -local.
We note that induced subgraph freeness (in the sense of Theorem 4.7) implies locality (in the sense of Definition 5.2); that is, for every sequence F as in Theorem 4.7, the corresponding property Π is local. Although it may seem that all local properties have a constant-query proximity-oblivious tester (in the current model), the claim only holds for local properties that satisfy the following non-propagating condition. • For a graph G = ([N ], E) , we say that a subset B ⊂ [N ] covers FN in G if for every marked graph F ∈ FN and every embedding of F in G, at least one vertex of F is mapped to a vertex in B. • We say that F is non-propagating if there exists a (monotonically non-decreasing) function τ : (0, 1] → (0, 1] such that the following two conditions hold.
For every
> 0 there exists β > 0 such that τ (β) < .
For every graph G = ([N ], E) and every B ⊂
[N ] such that B covers FN in G, either G is τ (|B|/N )-close to being FN -free or there are no N -vertex graphs that are FN -free.
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A local property Π is non-propagating if there exists a nonpropagating sequence F (as above) such that Π is F-local.
Intuitively, non-propagation means that the elimination of all possible embeddings of F in G, which necessarily use vertices in B, does not require modifying G "much beyond" B.
For example, the set of graphs that have no isolated vertices constitutes a local property that is non-propagating (see the proof of Part 3 of Proposition 5.4). Indeed, it is natural to consider functions τ of the form τ (β) = O(β), but Definition 5.3 allows arbitrary functions τ (which may depend arbitrarily on F). In contrast to what one might naturally conjecture, as shown in Proposition 5.4, not all sequences of (sets of) marked graphs are non-propagating. On the other hand, the local properties that correspond to induced subgraph freeness (as in Theorem 4.7) are non-propagating. Indeed, the question whether or not every local property is non-propagating remains open. We stress that a property may be local with respect to several different sequences of (sets of) marked graphs, where some of these sequences may be non-propagating and the other not. We also note that the issue of non-propagation arises in the (strong) lower bound for testing properties that can be defined by 3CNF formula [7] as well as in the orientation model for testing (e.g., [11] ). 2. (positive -induced subgraph freeness): For every sequence of sets of graphs F = (FN ) N ∈N as in Theorem 4.7, the property of being F-free 9 is local and non-propagating; that is, there exists a sequence of sets of marked graphs F = (F N ) N ∈N as in Definition 5.2 such that (1) induced subgraph freeness w.r.t F is equivalent to generalized subgraph freeness w.r.t F , and (2) F is non-propagating. Proof. We start by proving Part 1 (i.e., the negative claim). Consider a set F consisting of d/2 + 1 marked graphs that effectively impose the following two constraints (on F-free graphs): (1) either there are no isolated vertices 8 Indeed, it is more natural to disallow the latter possibility in the definition, but this would have made our exposition somewhat more cumbersome. 9 That is, we refer to the set Π = S N ∈N ΠN such that each ΠN consists of all N -vertex graphs that are FN -free, where here we refer to induced subgraph freeness. or all vertices are isolated, and (2) each non-isolated vertex has an odd degree. Specifically, the set F consists of the following two types of marked graphs: (see Figure 2 ): Note that if N is odd, then the only N -vertex graph that is F-free is a set of N isolated vertices. 10 However (for odd N ), consider any graph G that consists of a single isolated vertex and N − 1 vertices that have odd degrees (e.g., G may consists of a single isolated vertex and a 3-regular (N −1)-vertex graph). Then, G contains only one vertex (i.e., the isolated vertex) that must appear in the image of any embedding of some F ∈ F in G. Thus, we obtain an infinite sequence of graphs that are Ω(1)-far from being F-free, whereas only one vertex (in each of these graphs) must be contained in any embedding of some F ∈ F in this graph. Indeed, this proves that F (or rather F = (FN ) N ∈N such that FN = F for every N ∈ N) does not satisfy the non-propagating condition (because we need τ (1/N ) = Ω(1), whereas limN→∞ τ (1/N ) must equal zero).
Turning to Part 2 (i.e., the positive claim regarding induced subgraph freeness), we consider an arbitrary set of (unmarked) graphs F and the set of N -vertex graphs that are F-free (as per Definition 4.6). As noted before, this property (or set) is local, because induced subgraph freeness can be emulated by generalized subgraph freeness. Specifically, for each F ∈ F, we introduce a corresponding marked 10 Note that, for odd N , this set of graphs (i.e., the set of graphs consisting of isolated vertices) is F -free with respect to a non-propagating F that contains a single graph that forbids any edges (i.e., the graph consists of a single edge with both endpoints marked partial). Thus, the current difficulty can be bypassed by using the general formalism, which refers to a sequence of sets of forbidden graphs (i.e., we may consider the sequence (FN ) N ∈N , where FN = F if N is even and FN = F otherwise). \B contains an induced subgraph that is isomorphic to F ∈ FN then this isomorphism yields an embedding of the corresponding F ∈ F N in G). Using the fact that G| [N ]\B is FN -free and assuming that N > 2ds, where s is the maximum size of a graph in FN , we claim the graph that results from G by turning B into an independent set is FN -free. Denoting this resulting graph by G , this claim follows by considering an arbitrary s-vertex subset, S, and noting that if S induces a subgraph of G that is in FN then S def = S\B combined with r = s−|S | adequate vertices induce the same subgraph in G (i.e., pick r vertices in [N ]\S such that in G these vertices constitute an independent set that neighbors no vertex in S ). Thus, G is 2(|B|/N )-close to being FN -free (which is the same as being F N -free). It follows that F satisfies the non-propagating condition (with τ (β) = 2β).
Finally, we turn to Part 3 (i.e., the positive claim regarding non-hereditary properties). Consider, for example, the set of graphs that contain no isolated vertices, which coincides with the set of graphs that are I-free where I is the marked graph that consists of a single (isolated) vertex that is marked full. Clearly, this set is not hereditary. To see that {I} is non-propagating, consider any graph G = ([N ], E) and B ⊂ [N ] as in Definition 5.3 (i.e., every embedding of I in G maps the single vertex of I to a vertex in B). It follows that [N ] \ B contains no isolated vertices, and so G is (|B|/dN )-close to being I-free. Thus, {I} satisfies the non-propagating condition (with τ (β) = β/d).
Lastly, we show that the set of regular graphs, which is also non-hereditary, is local and non-propagating. To see that this set constitutes a local property, consider a set of marked graphs FN that forbids two vertices of different degrees; a typical member of this set consists of two vertices marked full that are connected to a different number of vertices marked partial (in addition to, possibly, an edge between the two 'full' vertices). In addition, if N is odd then we also forbid odd degrees. To see that this sequence of sets F = (FN ) N ∈N of marked graphs is nonpropagating, consider any graph G = ([N ], E) and B ⊂ [N ] as in Definition 5.3 (i.e., every embedding of some F ∈ FN in G maps some vertex of F to a vertex in B). Letting C def = B ∪ S v∈B Γ(v) be the set of all vertices that are either in B or neighbor it, we note that all vertices in [N ] \ C have the same degree. Intuitively, G can be made regular by only modifying edges that are incident at C. This is easy to see if we allow multiple edges, and essentially holds also otherwise. It follows that F satisfies the non-propagating condition (with τ (β) = O(dβ)).
The characterization
We now turn to the main result of the current section. Unlike in the case of Theorem 4.7 (see Footnote 3), here we rely on the fact that the detection probability function depends only on the proximity parameter. We stress that the class of properties having constant-query proximityoblivious tester is a strict superset of the class of properties that refer to induced subgraph freeness. The proof of Theorem 5.5 appears in our technical report [16] , and a very rough outline appears in the next paragraph.
To show that any local and non-propagating property has a constant-query proximity-oblivious tester, we consider a tester that explores the "constant-distance neighborhoods" of a constant number of random start vertices of the graph and accepts if and only if it does not see any forbidden subgraph. The analysis of this natural tester relies on the hypothesis that the sequence (of sets) of forbidden subgraphs is non-propagating. Using this hypothesis we show that if the N -vertex graph is τ (β)-far from satisfying the property, then every set of (1−β)·N vertices contains a choice of start vertices that make the tester reject. By considering a suitable set of (1 − β) · N vertices, we show that a poly(β) fraction of the possible choices (rather than a single one) make the tester reject. To prove the opposite direction (i.e., that testing implies locality), we first show that any tester can be converted into one that explores the "constant-distance neighborhoods" of a constant number of random start vertices, and next show that the decision predicate of such a tester corresponds to a non-propagating sequence (of sets) of forbidden graphs.
A quantitative version. We note that the proof of Theorem 5.5 provides a rather tight relation between the optimal detection probability of constant-query proximityoblivious testers and the function τ used in the definition of the non-propagating condition (cf., Definition 5.3). Specifically, these two functions are roughly inverses of one another; for example, polynomial detection probability (i.e., ρ( ) = O(1) ) correspond to constant-root functions (i.e., τ (β) = β Ω(1) ), whereas exponential detection probability (i.e., ρ( ) = 2 −O(1/ ) ) correspond to logarithmic functions (i.e., τ (β) = O(1/ log(1/β))). A closer look at the proof of Theorem 5.5 also yields the following corollary (see proof in Appendix B).
Corollary 5.6. For every sequence of graphs F = (FN ) N ∈N as in Theorem 4.7, the property of being F -free has a constant-query proximity-oblivious tester of polynomial detection probability function (i.e., ρ( ) ≥ poly( )). Furthermore, the degree of this polynomial equals the maximum number of connected components in a graph in F.
We note that the said dependency is optimal. Consider, for example, the graph F that consists of c < d connected components such that the i th component consists of a single vertex marked full that is connected to i vertices marked partial. Then, the set of {F }-free graphs consists of graphs whose degree distribution does not contain the entire set [c] (i.e., for any {F }-free graph G there exists i ∈ [c] such that no vertex in G has degree i). On the other hand, a constant-query proximity tester for this set has detection probability ρ( ) = O( ) c , because an N -vertex graph that is -far from this set may have N vertices of each problematic degree (whereas we should see all problematic degrees when rejecting).
Easily testable properties having no proximityoblivious testers. While connectivity can be tested with query-complexity that is inversely proportional to the proximity parameter [14] , this property has no constant-query proximity-oblivious tester. That is:
Proposition 5.7. Connectivity has no constant-query proximity-oblivious tester. Furthermore, connectivity is not a local property.
Proof. Let F be a set of marked graphs as in Definition 5.1, and suppose that the largest graph in F has n vertices. We shall show that, for every N ≥ 2n + 4, the set of connected N -vertex graphs does not coincide with the set of N -vertex graphs that are F-free. Consider, towards the contradiction, a graph G that consists of two isolated cycles, each of size at least n + 2. If G is F-free then we are done (since G is not connected). On the other hand, if G is not F-free, then we consider an embedding of some F ∈ F in G, and note that each cycle contains at least one pair of adjacent vertices that are not in the image of this embedding (i.e., let (ui, vi) denote such a pair on the i th ). Then, by switching edges between the two cycles, we obtain an Nvertex cycle that is still not F-free (i.e., replace the edges (u1, v1) and (u2, v2) by the edges (u1, u2) and (v1, v2)), and so we are done. (Note that F N must depend on N even if FN does not depend on N (i.e., FN = F for a fixed F and all N ).)
11 A related challenge is to determine relatively tight bounds on the function τ corresponding to various non-propagating local properties. In particular, can τ always be linear? 11 Consider the set F used in the proof of Part 1 of Proposition 5.4, and let F be an arbitrary set of marked graphs
