There are three levels of description in classical statistical mechanics, the microscopic/dynamic, the macroscopic/statistical and the thermodynamic. At one end there is a well-used concept of equilibrium in thermodynamics and at the other dynamic equilibrium does not exist in measure-preserving reversible dynamic systems. Statistical mechanics attempts to situate equilibrium at the macroscopic level in the Boltzmann approach and at the statistical level in the Gibbs approach. Our aim in this work is to propose a reconciliation between these approaches and to do so we need to reconsider the concept of equilibrium.
Introduction
One of the fundamental problems in the foundations of statistical mechanics is to give an explanation as to why 'equilibrium' statistical mechanics is so successful. That is to say, why the use of the standard Gibbsian methods 'reproduces' thermodynamic results. One offered explanation for this is the standard ergodic approach. As to whether this gives an acceptable explanation Van Lith (2001) offers the impression "that the communis opinio in the physics literature is that it does; in the philosophy literature that it doesn't". My impression agrees with hers. However, there is a further twist to the story. When confronted with the question of what is 'actually going on' in a gas of particles (say) when it is in equilibrium, or when it is coming to equilibrium, many physicists are quite prepared to desert the Gibbsian approach entirely and to embrace a Boltzmannian view (Ruelle, 1991; Lebowitz, 1993; Bricmont, 1995; Goldstein, 2001) . In particular according to Goldstein (ibid, p. 39): "Ludwig Boltzmann explained how irreversible macroscopic laws . . . originate in the time-reversible laws of macroscopic physics. Boltzmann's analysis . . . is basically correct. The most famous criticisms of Boltzmann's later work on the subject have little merit. Most twentieth century innovations -such as the identification of the state of a physical system with a probability distribution ρ on phase space, of its thermodynamic entropy with the Gibbs entropy of ρ, and the invocation of the notions of ergodicity and mixing for the justification of statistical mechanics -are thoroughly misguided."
and Lebowitz (ibid, p. 38) :
"Having results for typical microstates rather than averages is not just a mathematical nicety but at the heart of understanding the microscopic origin of observed macroscopic behaviour. We neither have nor do we need ensembles . . .. What we do need and can expect is typical behaviour." These assertions are reinforced by the opinion of Ruelle 1 (ibid, p. 113) that the Bolzmannian approach "is now generally accepted by physicists. . . . There are some dissenting voices, such as that of Ilya Prigogine, but the disagreement is based on philosophical prejudice rather than physical evidence".
However, most work in equilibrium statistical mechanics uses the tools developed by Gibbs. Given a particular thermodynamic setup and microscopic model the appropriate probability distribution (microcanonical, canonical, grand-canonical etc.) is chosen. The entropy is taken to be that of Gibbs and the holy grail for any investigation is an analytic form for the partition function; the notable successes being the solution of the zero-field two-dimensional Ising model by Onsager (1944) , of the six-vertex model in 1967 by Lieb (see Lieb and Wu, 1972) and of the eight-vertex model in 1972 by Baxter (see Baxter, 1982) . There have been many attempts to extend the Gibbs approach to non-equilibrium. The most well-known stumbling block is that, for a reversible measure-preserving dynamic system, the probability density function satisfies Liouville's equation and that in turn implies that the Gibbs entropy is invariant with time. As indicated above in the quote from Ruelle, the most developed programme for resolving these problems is that of the Brussels-Austin School of the late Count Ilya Prigogine.
2 However, many remain unconvinced of either the actual or potential success of this enterprize. There would seem to be the need to explore the possibility of holding, with Lebowitz, Goldstein, Ruelle et al., to the conviction that Boltzmann got it right about the approach to equilibrium, whilst at the same time with a good conscience continuing to used the standard distribution of Gibbs for everyday equilibrium calculations. We shall attempt to take some steps along this path. In order to do so we need to resolve in some way three questions, to which the current versions of the Gibbs and Boltzmann approaches offer apparently irreconcilable answers.
(i) What is meant by equilibrium?
(ii) What is statistical mechanical entropy?
(iii) What is the object of study?
The attempt to produce conciliatory answers to (i) and (ii) will occupy most of this paper. However, we must at the outset deal with (iii). Ensembles are an intrinsic feature of the approach of Prigogine for whom "it is at the level of ensembles that temporal evolution can be predicted" (Prigogine, 1994, p. 8) and for Mackey (1989, p. 984) a "thermodynamic system is [my italics] a system that has, at any given time, states distributed throughout phase space . . ., and the distribution of these states is characterized by a density . . .". The density referred to is the ensemble density and thus the ensemble becomes the way that a thermodynamic system is defined. In contrast to this we shall follow the view of Lebowitz given above that the object of study in statistical mechanics is a single system. All talk of 'ensembles' is taken to be just a way of giving a relative frequency flavour to the probabilities of events occurring in that system.
The Problem with Equilibrium

The Microstructure
Consider a system that, at time t, has a microstate given by the vector x(t) in the phase space Γ. The time parameter t can be discrete or continuous and the phase space can also be continuous or discrete. Some one-to-one autonomous dynamics x → φ t x, (t ≥ 0) determines a flow in Γ and the set of points x(t) = φ t x(0), parameterized by t ≥ 0, gives a trajectory. The set of mappings {φ t } t≥0 is a semi-group. The system is reversible if there exists an idempotent operator I on the points of Γ, such that φ t x = x ′ implies that φ t I x ′ = I x. Then φ −t = (φ t ) −1 = Iφ t I and the set {φ t } with t ∈ R or Z is a group. Henceforth we shall assume that the system under discussion is reversible. If Γ consists of a finite number of points then t ∈ Z and the system is periodic. If Γ is continuous then t ∈ Z or t ∈ R. In this case, we shall restrict attention to a subset Λ ⊆ Γ invariant under {φ t }. We denote by m a measure on Λ such that (a) m(Λ) is finite, (b) m is absolutely continuous with respect to the Lebesque measure on Λ, (c) m is preserved by the flow; that is m(φ t γ) = m(γ), for all t and all measurable γ ⊂ Λ. It can now be shown that the Poincaré (1890) recurrence theorem will apply (Ott, 1993, p. 214) to flows for which x(0) ∈ Λ.
The Standard Picture
With this microscopic structure in mind the standard picture of the statistical mechanical level is something like Fig. 1 . If the system starts at t = 0 in a particular arbitrarily chosen microstate (in some invariant subspace of phasespace) it will, in general, evolve for a certain period of time until it reaches equilibrium. After this its trajectory will go through a process which can be PHASE SPACE EVOLUTION TIME SAMPLING TIME
Non-Equilibrium Equilibrium
Figure 1: Schematic representation of the evolution of a statistical mechanical system. though of as a sampling of states according to a particular time-independent probability density function. Thus according to this scheme, equilibrium (for an isolated system), has three important properties:
(a) It is a binary property; a system either is or is not in equilibrium.
(b) A system in equilibrium never evolves away from equilibrium.
(c) A system not in equilibrium evolves into equilibrium in a finite time.
The concept of equilibrium in classical thermodynamics satisfies all these conditions, where, in the case of (c), the approach to equilibrium is usually described as leaving the system so that it "eventually reaches a state in which no further change is perceptible, no matter how long one waits" (Pippard, 1961, p. 6 ). In the case of dynamics the concept of equilibrium applies only to dissipative systems, where being in equilibrium can be interpreted as being at a point on an attractor. Then (a) and (b) apply, but the approach to equilibrium referred to in (c) normally takes an infinite time. However, as we shall see below, both the Boltzmann and Gibbs approaches to statistical mechanics experience difficulties in defining equilibrium so that it satisfies all or any of these conditions.
Useful Examples
To clarify discussions of this kind it useful to resort to computer simulations of simple models. However, most interesting problems in statistical mechanics concern cooperative systems and, even at equilibrium (see e.g. Baxter, 1982) , there are few of these which can be solved exactly. So, of necessity, useful examples are of assemblies of non-interacting microsystems and the literature contains discussions of many 'toy models' of this kind.
3 Here we shall use two.
A Perfect Gas -Continuous Time and Continuous Space
Consider a gas of N particles of unit mass moving in the two-dimensional box
, with elastic walls. We suppose that the initial positions (x k (0), y k (0)), k = 1, 2, . . . , N of the particles are such that all the y k (0) are distinct and the initial velocities are all in the x-direction. Then all the particles will perform one-dimensional oscillations in the x-direction at constant speeds. If we denote the positions and velocities at time t by (x k (t), v k (t)), k = 1, 2, . . . , N then |v k (t)| is constant and the system is reversible with Fig. 2 we show a typical evolution of the gas from a state where all the particles are congregated near the left-hand end of the box.
A Baker's Gas -Discrete Time and Continuous Space
This is the transformation, shown in Fig. 3 , where a square of side L is stretched to twice its width and then cut in half with the right-hand half used to restore the upper half of the unit square. As the mapping φ on the cartesian coordinates L × (x, y) of the square, it is given by
A convenient way of writing this transformation is to express x and y as binary strings:
Then the baker's transformation takes the form
The mapping is reversible with φ −1 = Iφ I and I(x, y) = (y, x). It can also be shown (Lasota and Mackey, 1994, p. 54-56) to be volume-preserving and thus that the Poincaré (1890) recurrence theorem Figure 2: A perfect gas of N = 1000 particles moving horizontally in a box with elastic walls.
applies. One way of representing the transformation is to write the bits for the initial point as . . . y 5 y 4 y 3 y 2 y 1 |x 1 x 2 x 3 x 4 x 5 . . . .
Then φ corresponds to moving the vertical bar one step to the right. In the hierarchy of special dynamic properties: ergodic, mixing, Kolmogorov, Bernoulli, each implies the one preceding it. The baker's transformation is Bernoulli. 4 We are interested in a baker's gas of N 'particles'. In Fig. 4 we show a typical evolution from a state where all the particles are congregated near the bottom left corner of the box.
The Boltzmann Approach
One way of viewing the Boltzmann approach is to divide the microstates in Λ using two categories: (a) Any state is either common or uncommon.
(b) Any state is either typical or atypical.
The terminology typical/atypical is, of course, part of the standard language of the Boltzmann approach.
5 The common/uncommon distinction is my own.
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Now let us give working definitions for these concepts.
Common -Uncommon
This distinction is made by following the Boltzmann path of introducing some macroscopic variables. In general, these will be at the observational level for the system, but will encapsulate more detail that the thermodynamic variables.
The complete record of the labels of a trajectory is the string (3) (without the bar). This is distinct for each trajectory of points and the members are uncorrelated.
5 See e.g. the quote from Lebowitz (1993) given above. 6 It is, of course, an attempt to avoid the concept-loaded distinction between equilibrium and non-equilibrium. However, it does, from our point of view, have the crucial advantage of permitting degrees of commonness.
7 Ridderbos (2002) refers to them as supra-thermodynamic variables. For both the perfect gas of Fig. 2 and the baker's gas of Fig. 4 macroscopic variables need to be used to quantify the notion that the particles are (moreor-less) evenly spread in the box. So we are led to the following definition:
A microstate is uncommon if it is one of a relatively small proportion of the total number of states which yields a particular set of values for the chosen set of macrovariables.
This idea needs to be made more precise. Suppose, as in our examples, that the system consists of N identical microsystems (particles) and that we have a set Ξ of macrovariables. A macrostate µ is a m-measurable subset of Λ. The set of macrostates {µ} is defined so that:
(i) Every x ∈ Λ is in exactly one macrostate denoted by µ[x].
(ii) Each macrostate corresponds to a unique set of values for Ξ.
is invariant under all permutations of the particles.
(iv) The phase points x and Ix are in macrostates of the same size.
The mapping x → µ[x] is many-one and we also have the map x → m[x] from Λ to R + or N. 8 Relative to a particular set of macrovariables Ξ, m[x] is a measure of commonness as is also
which is, of course, the usual definition for the Boltzmann entropy. 
Typical -Atypical
We need a macrostate structure and the idea of commonness to define typicality, not least because these two ideas need to be distinguished. 10 In the quote from Lebowitz (1993) given above the implication is that a state is typical if it leads to typical behaviour (along a typical trajectory) and he makes the idea of typical behaviour more precise by the assertion "that S B will typically increase in a way which explains and describes qualitatively the evolution towards equilibrium of macroscopic systems. Typical, as used here, means that the set of microstates corresponding to a given macrostate [µ] for which the evolution leads to a macroscopic decrease in the Boltzmann entropy during some fixed time period τ , occupies a subset of [µ] whose [measure] is a fraction of [m(µ)] which goes very rapidly (exponentially) to zero as the number of [particles] in the system increases". (Lebowitz, 1999, p. S348) 
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So typicality would seem to have a number of distinct elements:
(a) For the term to have any meaning it must be the case that most (the typical) trajectories exhibit very similar evolutions and to explicate this we need to define the expressions 'most trajectories' and 'similar evolutions'.
8 For ease of notation we shall henceforth use m(µ) and m[x] to denote the measure of µ and the measure of the macrostate µ[x] containing x, with a similar notation used for the Boltzmann entropy.
9 No connection is implied, at this stage, between commonness and 'commonness of occurrence'. We are not assuming that a common microstate belongs to a macrostate which is visited more often by an evolving system.
10 The criterion for typicality, define by Bricmont (2001, p. 8) , in the context of coin flipping appears to be a measure of 'commonness' in our terminology.
11 We have used square brackets to replace Lebowitz's notation by our own.
(i) Most trajectories being typical means that if we arbitrarily choose an initial point x(0) then the probability of the subsequent evolution x(t) = φ t x(0) being typical is close to unity.
(ii) Two trajectories are similar if they spend proportionately similar amounts of time in each macrostate.
Of course, neither of these definitions is complete. For (i) we have not yet a definition of probability, not have we legislated on the question of 'closeness'. In a similar way in (ii) we need to make more precise the notion of 'similar' in terms of possible admitted variations in the amounts of proportionate time in macrostates between trajectories.
(b) A physical idea of what we should expect. Typical behaviour, which we shall call thermodynamic-like, is that in which the Boltzmann entropy for the evolving system is most of the time close to its maximum value, from which it exhibits frequent small fluctuations and rare large (downward) fluctuations. This in turn implies that if the system is in a very low entropy state the entropy is very likely to increase. Lebowitz ties this behaviour to the structure of macrostates. This connection could be amplified in the following way. For some x ∈ Λ:
(i) Let τ 1 and τ 2 be the smallest positive time intervals so that
(ii) Then µ[x] can be divided into four subsets:
(iii) Since the system is reversible m(µ
(iv) Thermodynamic-like behaviour will be ensured for a typical trajectory if
for all (or most) macrostates µ, apart from µ Max for which µ
But, of course, this description is predicated on an assumed relationship between the measure m and probability.
(c) The large system limit. Atypical behaviour becomes increasingly improbable as the system size increases; as N → ∞ the inequalities in (6) become increasingly steep.
Most of the 'loose ends' in this account of typicality will be taken up in Sec. 6. However, the validity of (6) (together with its steepening in the large system limit) is dependent on the structure of the macrostates. General rules for imposing a scheme of macrostates which leads to thermodynamic-like behaviour are rather difficult to formulate. However, we have shown in the simulations given here that it is quite easy to make satisfactory toy models. It is also not difficult to construct (Lavis, 2003 ) models for which typical behaviour is not thermodynamic-like.
Special Entropy Values
The maximum entropy is
where µ Max is the macrostate of largest measure. However, it is clear that (S B ) Max will not necessarily be the value of entropy for the largest proportion of microstates. Associated with a macrostate µ, there will be a degeneracy Ω(µ), giving the number of macrostates of measure m(µ). We define
and (S B ) Υ denotes the Boltzmann entropy for a macrostate giving the largest value of Υ(µ). For later use the phase-average Boltzmann entropy is given by
and, finally, the entropy of Λ is
It is clear that the inequalities
must be satisfied and
Trying to Define Equilibrium
In both of our examples Λ is continuous; for the perfect gas it is a union of the length L along the x-axis for each particle and for the baker's gas it is a union of the squares of side L. The measure m is just the Lebesque measure (volume). We have already indicated the link we should like to draw between an even spread in some space and commonness. And here we encounter one of the contentious aspects of the Boltzmann approach. If we associate commonness with an evenness of spread of the particles, then we must have a measure for this. But, of course, a finite number of points cannot be evenly spread through a continuum on all scales. We must necessarily divide Λ into cells. A way of doing this for the baker's gas has already been indicated. With p = 2 2m cells of edge-length 2 −m the macroscopic variables will be N ℓ , ℓ = 1, 2, . . . p the numbers of particles in each of the cells.
13 The same procedure applies to the perfect gas and
where, for the perfect gas, V = L and for the baker's gas V = L 2 . The most uncommon microstates correspond to all particles being in one cell and the most common microstates are those when the particles are spread as evenly as possible between the cells. Table 1 : Data for the baker's gas with N = 8 and p = 4.
In Fig. 5 we show the Boltzmann entropy of the baker's gas for various cases of different numbers of particles and cells, where initially the gas starts with all the particles in the uncommon state where they are in cell (1,1).
14 We observe a rapid rise of the scaled entropy from its initial value of zero followed by small fluctuations around a value rather less than the scaled value of unity.
15 It is clear that, in all the cases shown in Fig. 5 , Υ(µ) is not maximal for the largest macrostate, although detailed computations with large values of N are not only difficult, but not particularly revealing. It is more useful to concentrate on small values of N and p where the results are easy to compute. With p = 4 cells (m = 1) and N = 8 particles a set of occupation numbers for particles in cells is given by ω = (ω 1 , ω 2 , ω 3 , ω 4 ). Data for this case are given in order of decreasing Υ[ω] in Table 1 . It will be observed that the macrostate of maximum size ω = (2, 2, 2, 2) is the eighth in the list. Values derived from Table 1 are
A typical evolution of the entropy for this case is shown in Fig. 6 . The 'plateau' at (S B ) Υ will be observed. So if we were to propose a definition of the equilibrium macrostate what would we choose? According to Bricmont (1995, p. this is how 'equilibrium' should be defined)". This is the standard Boltzmannian definition. But, of course, as expressed by Bricmont, it is dependent on what is meant by the 'equilibrium values of the macroscopic variables'. If we take a quasi-thermodynamic view and suppose that the equilibrium value for the entropy is that into which it settles, with subsequent small fluctuations (and very rare large fluctuations) then for small systems we have shown by simulation that this is not the largest entropy, for which the system would be in the largest macrostate. An obvious strategy would be to broaden the range of entropy for equilibrium. One might, for example, say that the system is in equilibrium if
A similar kind of 'ε-equilibrium' strategy, in the context of the Gibbs approach, was proposed by Van Lith (1999) . In our case, of course, this means that there will be small fluctuations of entropy within equilibrium and the possibility of evolution out of equilibrium accompanied by a large downward fluctuation in entropy. The other disadvantage to this approach is that, in addition to the arbitrary division into macrostates, we have added an arbitrary demarkation given by the choice of value for ε.
16 This further demonstrates our contention that the quality which we are trying to capture is a matter of degree, conveniently called 'commonness', rather than the two-valued property of either being in equilibrium or not in equilibrium.
The Gibbs Approach
Here we shall restrict our attention to a system with a continuous phase space Γ and reversible dynamics x → φ t x, where t ∈ R. The starting point for the Gibbs approach is to suppose the phase-point x, in some invariant Λ ⊂ Γ, is distributed according to a probability density function 17 ρ which is invariant under the flow. For a system driven by the differential equationẋ(t) = X(x), this simply means that ρ is a solution of Liouville's equation
Equilibrium is defined as the situation where the probability density function is not an explicit function of time and ρ becomes a function of the global constants of motion. The statistical mechanical 'analogues' 18 of thermodynamic quantities are either fixed external parameters, related to phase functions 19 or functionals of ρ. In particular the analogue of thermodynamic entropy is the Gibbs entropy
From a practical point of view this scheme is very satisfactory. The problems arise when an attempt is made to extend it to non-equilibrium situations, which are now perceived as being represented by time-dependent solutions of (15). Specifically:
(i) When ρ(x) is replaced in (16) by any time-dependent solution ρ(x; t) of (15), S G [ρ(t)] remains invariant with respect to time.
(ii) Given an arbitrary boundary condition ρ(x; 0), the evolving solution ρ(x; t) of (15) will not converge to the appropriate equilibrium solution as t → ∞.
As a simple example consider a gas of N particles moving in d dimensions. Then the phase vector x ∈ Γ is 2dN -dimensional, composed of configuration and momentum vectors q
. . , N . Let Λ correspond to the gas being confined to the hypercubic box
it is left undisturbed 'a sufficient time to attain thermodynamic equilibrium', the phase-point x will, according to the Gibbs prescription, be distributed in Λ according to the appropriated equilibrium probability density function, which we denote by ρ G (x). Now suppose that the gas is confined by a partition to the part of the box, denoted by B (−) , with q (k) 1 < 0, ∀ k. In this situation, if the system is left to attain thermodynamic equilibrium, the appropriate probability density function will be ρ (−) G (x), which differs from ρ G (x) only in respect of the restriction on the 17 So that the probability of the phase point being in a small region δΛ around a phase point x is ρ(x)m(δΛ). The meaning we give to probability is discussed in more detail in Sec. 8.
18 This is the term used by Gibbs (1902, chap. 14) . 19 In a way which will be discussed in Sec. 8.
configuration space. If the partition is removed at time t = 0 the probability density function is
where Λ (−) is that part of Λ corresponding to all the particles being in B (−) . This is no longer the equilibrium distribution; it will be the initial condition for a nonequilibrium solution ρ(x; t) evolving according to Liouville's equation. However, as we have indicated, the Gibbs entropy for this solution remains constant and ρ(x; t) does not converge to ρ G (x) either in finite time, as we would like for thermodynamics, nor even on an infinite time scale. The most we can obtain is, for a mixing system, when the expectation values of a certain class of phase functions calculated using ρ(x; t) converge, as t → ∞, to their expectation values calculated with ρ G (x). The resolution to this problem suggested by Gibbs (1902, p. 148 ) (see also Ehrenfest and Ehrenfest-Afanassjewa, 1912) was to coarsegrain the phase-space in the manner in which macrostates were obtained in the Boltzmann approach. In the macrostate µ the probability density function ρ(x) is replaced by π(µ)/m(µ) where
is the probability of the phase point x being in µ. Then from (16)
The objections to this approach are well-known 20 and we shall not discuss them here. We shall suggest a different approach.
Suppose that a phase point x 0 ∈ Λ (−) . What is the probability of the system being in a small measurable set δΛ 0 around x 0 ? This will clearly depend on the physical circumstances of the system and will differ according to whether the phase point is confined to Λ (−) by the physical partition. In that case, if the system is in 'thermodynamic equilibrium' the probability will be ρ (−) G (x 0 )m(δΛ 0 ). However, if the partition is not present and the system is in 'thermodynamic equilibrium' the probability will be ρ G (x 0 )m(δΛ 0 ). Since x 0 corresponds to all the particles of the gas being in one end of the box, it will (in our Boltzmann language) be a rather 'uncommon state' and we expect that
. Now consider the case where at time t = 0 the partition is removed. According to the Gibbs prescription, the probability of x ∈ δΛ 0 is ρ(x 0 ; 0)m(δΛ 0 ) = ρ (−) G (x 0 )m(δΛ 0 ). The removal of the partition has not affected the probability. But compare this situation with that where there has never been a partition present and the system phase point is in δΛ 0 . What physically distinguishes the two cases? If, in the course of its dynamic flow, the system is at x 0 at t = 0, its forward evolution will not affected by whether a partition has just been removed or whether it simply happens to have evolved into this state. So why should a different probability distribution be assigned to these two situations when t > 0?
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Time Averages and Probability
In the Gibbs approach of Sec. 5 we have introduced the probability density function ρ(x) on the invariant set Λ and in terms of this, in (18), defined the probability π(µ) that the phase point will be in the macrostate µ. What we have not done is define what we mean by probability. Within the Gibbs approach this is most frequently done using ensembles, which means that the probability density is not the property of a single system. But we have already indicated, in Sec. 1, that our object of interest is a single system. Our aim in this work is to bring some kind of reconciliation between the Gibbs and Boltzmann approaches and, as asserted by Lebowitz (1993) (see the quotation in Sec. 1), this latter neither has nor needs ensembles. So we shall follow Von Plato (1989) in using the time average definition of probability. First, however, we shall consider the question of time-averaging in the Boltzmann approach.
Time Averaging
For any x ∈ Λ let L(x) be the trajectory through x, and let I(γ; x) be the indicator function of the subset γ ⊂ Λ. Then, for some x 0 ∈ Λ, the proportionate amount of time that a point moving on L(x 0 ) is in γ is
For this definition to make sense it is necessary that the limit exists and it would also be better if it were independent of x 0 , meaning that the sole role of x 0 is to designate L(x 0 ). It was shown by Birkhoff (1931) that the limit does exist for almost all x 0 ∈ Λ; that is except possibly for a set of m-measure zero. From this it follows (see e.g. Lavis, 1977) that T(x; γ) is a constant of motion almost everywhere in Λ. But, of course, this does not mean that reference to x 0 can be dropped from the left-hand side of (20). In Sec. 4.2 we expressed the expectation, fundamental to the Boltzmann approach, that most (the typical) systems will evolve in a similar way and we characterized this similarity in terms of the times T(x 0 ; µ) spent by the trajectory L(x 0 ) in the macrostates µ. So it is necessary for T(x 0 ; µ) to be (at least approximately) the same for most x 0 . It is not difficult to envisage counterexamples to this. Suppose the non-empty proper subset Θ ⊂ Λ is invariant under the flow and suppose that µ ⊂ Λ\Θ. Then T(x 0 ; µ) = 0 if x 0 ∈ Θ and not necessarily zero otherwise. To prevent this happening it is sufficient that Λ is metrically indecomposable; that is, there does not exist an invariant subset Λ ⊂ Λ with 0 < m(Λ) < m(Λ). Depending how it is defined this is either the definition of the system being ergodic on Λ or a consequence thereof 22 and in this case it is not difficult to show that T(x; γ) = T(γ) almost everywhere in Λ, (Farquhar, 1964, Chap. 3) . T is an invariant measure on Λ absolutely continuous with respect to m and since, for an ergodic system, there is a unique (to within normalization) measure of this sort 23 it follows that
As we have already indicated in Sec. 3.2 the baker's gas is Bernoulli and therefore ergodic. For all initial points, apart from a set of measure zero, a trajectory will visit the macrostates for times proportional to their size. It is easy to describe at least some of the exceptional points. Suppose that initial binary strings (2) were periodic and the periods of all the particles were commensurate. Then the behaviour of the system (detected, for example, by its entropy profile) would have a periodic form at variance with thermodynamic-like behaviour as described in Sec. 4.2. In the case of the perfect gas of Sec. 3.1 the particle speeds |v k | are constants of the motion. However, it can be shown that the system is ergodic if the speeds are incommensurate (Farquhar, 1964, p. 96-98) 24 when the system will exhibit thermodynamic-like behaviour. For an ergodic system, from (4), (9) and (21), the time average of the Boltzmann entropy is
along all trajectories L(x 0 ) except for those (the atypical trajectories) with initial point x 0 in a set of measure zero.
Probability
Let ρ(x) be the probability density function for the system, as defined in Sec. 5 and π(µ) be the probability distribution on macrostates defined by (18). For the functions f , integrable on Λ, and G, summable on the macrostates, the expectation values, of f with respect to ρ and G with respect to π, are respectively
22 It is clear that the property of being ergodic is relative to the flow and the measure, which we take, unless otherwise stated, to be m. Thus the measure m is said to be ergodic on Λ if there are no invariant metrically indecomposable subsets of Λ with non-zero measure less than m(Λ).
23 More precisely if m ′ is an invariant measure, which is absolutely continuous with respect to m, then m ′ = m. 24 The example considered by Farquhar (1964) is of two particles with periodic boundary conditions on the interval [0, 2π] . However, we can map our reflectional boundary condition to periodic boundary conditions by 'unfolding' the right-to-left motion into the interval [L, 2L] ; the generalization to more than two particles is straightforward.
The Boltzmann entropy is a special case of a function which is, by definition, constant over the macrostates. So S B [x] = S B (µ) = S B |µ , ∀ x ∈ µ and, from (19)
At this point we need to define probability and, as we have indicated above, we follow Von Plato in using the time-average definition. Given the initial point x(0) = x 0 , the probability that the phase point x ∈ L(x 0 ) is in γ ⊂ Λ is defined by
When the system is ergodic
except for a set of points of measure zero on atypical trajectories. Thus for an ergodic system the identity between probability and measure implicitly assumed by Lebowitz in the quote on page 9 is established and the system is most likely to be in the macrostate µ Max . For an isolated ergodic system the unique invariant probability measure is uniform over Λ. So ρ(x) = 1/m(Λ) and, from (22) and (25),
Relaxing Ergodicity
The question now to be addressed is whether we are being too demanding. By imposing the condition that the system is ergodic we have effectively relegated atypical behaviour to sets of measure zero. Is this too stringent? Could we live with atypical behaviour occurring in the case of a set of initial points which was of small non-zero measure? This would at least seem to be in the spirit of the writings of Lebowitz(1993 Lebowitz( ,1999 and the ε-ergodicity proposed by Vranas (1998) offers this possibility. We return to T(x 0 ; γ) the proportionate amount of time spent in the measurable set γ ⊂ Λ by the phase point of the trajectory through x 0 . A sufficient condition for T(x 0 ; γ) to be independent of x 0 is that m is ergodic on Λ. Suppose now that there exists an invariant metrically indecomposable subsetΛ ⊂ Λ, with 0 < m(Λ) = (1 − ε)m(Λ). The measure m is then said to be ε-ergodic on Λ (Vranas, 1998, p. 695) and (21) is replaced by
If x(0) = x 0 ∈Λ then apart from a possible set of m-measure zero, according to our definition in Sec. 6.2, the probability of a point on L(x 0 ) being in γ at some subsequent time will be T(γ), given by (29). However, there is the probability ε of choosing x 0 ∈ Λ\Λ. Although it follows from the Poincaré recurrence theorem that Λ\Λ is invariant we have no other information about the trajectory; it may be strongly dependent on x 0 . However, with ε small these will be atypical trajectories. 25 This seems a satisfactory designation of the atypical case. However, we do have another problem. If we choose x 0 ∈Λ, formula (29) applies, but in general we have no information aboutΛ and we do need to know that we have an expression for T(γ) which is at least a useful approximation. Suppose ν 1 and ν 2 are two normalized invariant measures on Λ. With the definitions:
(b) For ε 1 and ε 2 in the range [0, 1), ν 2 is ε 1 /ε 2 -continuous with respect to Vranas, 1998, p. 695 ).
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Theorem: Let ν 1 be ε-ergodic on Λ and ν 2 be invariant and ε ′′ /ε ′ -continuous with respect to ν 1 on Λ, where ε ≤ ε ′′ . Then ν 1 and ν 2 are ε * -close on Λ, where
can be proved (Vranas, 1998, p. 703) . Now according to our supposition the normalized measure ν 1 (·) = m(·)/m(Λ) is ε-ergodic on Λ. We define the normalized measure ν 2 (·) = T(· ∩Λ), where T(·) is given by (29). Let γ ⊂ Λ be such that ν 1 (γ) ≤ ε. Then
So ν 2 is ε/ε ′ -continuous with respect to ν 1 on Λ with ε ′ = ε/(1−ε) and it follows from the theorem that the measure T, given by (29) is ε * -close to m(·)/m(Λ), where ε * = 3ε/(1 − ε). This gives an estimate of the error in using the measure m(·)/m(Λ), when a set of m-measure ε leads to atypical trajectories. Vranas (1998) has argued that many dynamic systems of interest are ε-ergodic with small ε. In particular it is reasonable to suppose that the persistent KAM-tori when an integrable system is perturbed (Ott, 1993, p. 224-229) are of small measure and that the system is ergodic elsewhere.
Model Calculations
We now return to our model systems and, for ease of discussion, we suppose that N is divisible by p and that p is even. The Boltzmann entropy is given by (4) and (13) and the maximum entropy, corresponding to the largest macrostate, 25 Vranas distinguishes the case of ε-ergodicity when ε is small (or zero) by calling it epsilonergodicity.
26 Absolute continuity is, of course, 0/0-continuity in both directions by this definition. 
Using Stirling's formula,
with fixed p,
So in the case where p, the number of cells is fixed, it follows from (31) that
This is in agreement with the results shown in the diagonal figures in Fig. 5 where we see that the value at which the entropy settles down is closer to the maximum entropy for larger values of N . In the second case 1/ξ is the number of particles per cell. With both N and p large the convergence is effected by increasing the number of particles per cell (ξ → 0). This is illustrated by the figures in the vertical columns of Fig. 5 . These results are not dependent on the special considerations discussed in Secs. 6.1 and 6.2. However, both the perfect gas and baker's gas are ergodic. So the Gibbs distribution is ρ(x) = 1/m(Λ) and substituting into (16) gives
for the Gibbs entropy. The convergence in (33) is to the Gibbs entropy per particle. In addition (28) is valid; the time average of the Boltzmann entropy is equal to the phase-average except for a set of atypical trajectories of m-measure zero. From the way we have define probability the expectation value S B π is (by definition) equal to S B and, from (27), the final term in (25) is identical in magnitude to the final term in the inequality (12). It follows that
As an illustration of these results we take the perfect gas and suppose that it is first confined by a partition to the region x < 0. The entropy of Λ, given by (10), is S
, for the respective cases where the gas is confined by the partition and where it is free to evolve over the whole box. The Boltzmann entropy in the latter case is given by (4) and (13), with V = L and in the former case by the same formula but restricted by the condition that N ℓ = 0 for ℓ > p/2.
27 We consider the situation in which the system starts in a minimum entropy macrostate (with all the particles in the first strip). It is allowed to evolve over the time interval [0, 50] in the region x ≤ 0. The partition is then removed and it is allowed to evolve in the whole box in the time interval [50, 100] . This is shown in Fig. 7 where (S G − (S B ) Max )/(N k B ) in each range is well within the upper bound given by (31) and (32).
Proposals and Conclusions
Our aim has been to reconcile the use of the Boltzmann approach, as a representation of what is 'actually going on' in statistical mechanics, with the use of the Gibbs approach to construct an analogue of thermodynamics. Two of the obstacles to overcome in this programme are the different definitions, in the two approaches, of equilibrium and of entropy. With regard to equilibrium we propose:
(i) That the two-valued condition of the system being or not being in equilibrium is replaced by a continuous property called commonness, based on a designation of macrostates related to a set of macrovariables. A microstate is more or less common according to whether the macrostate in which it is situated is of greater or smaller size. The Boltzmann entropy is a measure of the size of macrostates and thus provides a measure of commonness.
(ii) Gibbs methods with a time-independent probability density function will be retained as the practical means for obtaining an 'analogue' of thermodynamics. The reason for using a time-independent probability density function to calculate thermodynamic properties is not that the system is in equilibrium but that the system is autonomous.
The question of entropy can be subsumed into a more general account of the relationship between statistical mechanical and thermodynamic variables.
As we have indicated in Sec. 5, the standard Gibbs perception of the relationship between statistical mechanical and thermodynamic variables is that they fall into three classes. Those for which C1) the corresponding statistical mechanical variable is a phase function. C2) the statistical mechanical variable and thermodynamic variable are identical and equal to an external parameter of the system. C3) the corresponding statistical mechanical variable is a functional of the probability density function.
The primary example of C3 is the entropy given by the Gibbs formula (16).
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In the interests of producing a smooth relationship between the Boltzmann and Gibbs approaches we shall make two modifications to the C1-C3 scheme. The first, which is part of the standard Boltzmann approach, is to related thermodynamic entropy to a phase function (which is also a macrovariable), namely the Boltzmann entropy S B [x]; so entropy is now of type C1. The second is to propose a particular relationship, in the case of C1 variables, between thermodynamic variables and phase functions. In Sec. 4 we introduced the set Ξ of macrovariables defined on the macrostates {µ}. The scheme we now propose is that a thermodynamic variable, F in class C1, is related to a phase function f , defined on Λ via a macroscopic function F defined on the macrostates. The statistical mechanical variable is the macrovariable F and the thermodynamic variable is its time average over macrostates along a trajectory. In the case of entropy the phase function and macrovariable are identical and equal to the Boltzmann entropy. For other thermodynamic quantities this is not the case. We are, thus, proposing the three-part scheme f F F , where we need to explicate the relationships denoted by ' '.
The value F(µ) is the result of a measurement of f , course-grained, to effectively give the same value throughout the macrostate µ. This perception together with the definition of macrostates and the Boltzmann entropy in Sec. 4.1 serves as the demarkation between the microscopic and macroscopic realms. Of course, this demarcation is to some extent arbitrary, but it is equally so for any macroscopic physical theory.
29 The value of the thermodynamic quantity F along the trajectory L(x 0 ) passing through x 0 , we take to be equal to the average of the result of a large number of measurements of F taken at arbitrarily chosen times. In Sec. 6.2 we defined probability as the proportion of time spent in subsets; and so in the limit of a large number of measurements we can effectively define
So F is a constant of motion, but not, in general, constant on Λ. When the system is ergodic T(x 0 ; µ) = T(µ) = π(µ) = m(µ)/m(Λ) along a typical trajectory and
with the atypical trajectories being of m-measure zero. A similar result holds when the system is ε-ergodic. The atypical trajectories are now of m-measure ε, with the time and phase averages being [3ε/(1−ε)]-close rather than exactly equal along a typical trajectory.
f F : We now need to be more precise about what we mean by the macrovariable F. Ideally, of course, the identification
in the notation of (24), would be desirable, because then it follows from (23)-(24) and (37), that F = f ρ , at least for an ergodic system, and to within [3ε/(1 − ε)]-closeness for an ε-ergodic system; this being the standard identification between thermodynamic variables and the expectation values of phase functions in Gibbs theory. As we have observed in Sec. 6.2, (38) is exactly true for the Boltzmann entropy because it is, by definition, constant over each macrostate. 30 We should not expect this to be true for all phase functions. But, of course, not all phase functions have a correspondence with thermodynamic variables. In particular we shall assume 31 f (x) is (a) continuous on each microstate and (b) invariant under permutations of the N particles. We have already assumed, in Sec. 4.1 condition (iii), that each macrostate µ[x] is invariant under permutations of the N particles. So the macrostate µ can be divided into ̟(µ) non-overlapping subsets λ k (µ), k = 1, 2, . . . , ̟(µ) each of identical m-measure. Representing by λ(µ) a generic member of this set, it follows, from (24), that
For our model examples, ̟(µ) is the combinatorial factor in (13) and m(λ(µ)) = m(Λ)/p N . This latter becomes small as p becomes large. In this 30 However, it is not the case that
31 These are two of the properties assumed for a finite-range observable function by Lanford (1973, p. 2-3) , but, as he says, his use of the word 'observable' is not intended to have "any profound significance". case, since f (x) is continuous over Λ(µ), it is likely to vary very little.
32 Although the macrostate µ may be a very large part of Λ it will be made of a large number of cells in each of which f (x) has the same nearly constant value. Thus
for some point x ∈ µ
and F π ≈ f ρ , as the size m(λ(µ)) becomes small for all µ.
Finally we consider the case of entropy. We have shown in Sec. 7, for our model systems, that (S B ) PA /N → S Λ /N as N → ∞, 33 and S Λ = S G when the system is ergodic. When the system is ε-ergodic, within the invariant subsetΛ ⊂ Λ with m(Λ) = (1 − ε)m(Λ), S G = k B ln[m(Λ)] + k B ln(1 − ε) ≈ S Λ .
This establishes the case for using the Gibbs scheme as an approximation to thermodynamics when the cell size is small and the number of particles is large.
In this programme we have used ergodicity and ε-ergodicity and as indicated in Sec. 1 there is deep (and justified) suspicion of the use of ergodic arguments to support the foundations of statistical mechanics, particularly among philosophers of physics. Having given a comprehensive review of the problems of ergodic arguments, Earman and Rédei (1996, p. 75) offer the opinion "that ergodic theory in its traditional form is unlikely to play more than a cameo role in whatever the final explanation of the success of equilibrium statistical mechanics turns out to be". In its 'traditional form' the ergodic argument goes something like this: (a) Measurement processes on thermodynamic systems take a long time compared to the time for microscopic processes in the system and thus can be effectively regarded as infinite time averages. (b) In an ergodic system the infinite time average can be shown, for all but a set of measure zero, to be equal to the phase average with respect to an invariant normalized measure which is unique. 34 The traditional objections to this argument are also well known: (i) Measurements may be regarded as time averages, but they are not infinite time averages. (If they were one could not, by measurement, investigate a system not in equilibrium. In fact, traditional ergodic theory does not distinguish between systems in equilibrium and not in equilibrium.) (ii) Ergodic results are all to within sets of measure zero and one cannot equate such sets with events with zero probability of occurrence. (iii) Rather few systems have been shown to be ergodic. So one must look for a reason for the success of 32 One might at this stage, augment the conditions on f , given above, to the full set defining a finite-range observable (Lanford, ibid) . Then, for large N , the results of Lanford and Khinchin (1949, p. 62-69) could be used to assert that the dispersion of f around f ρ is small.
33 This result will apply to any model where the macrostates are obtained by forming cells and then counting the number of cells which must be in the same macrostate according to some symmetry property. 34 In the sense that it is the only invariant normalized measure absolutely continuous with respect to the Lebesque measure. equilibrium statistical mechanics for non-ergodic systems and when it is found it will make the ergodicity of ergodic systems irrelevant as well.
Our use of ergodicity differs substantially from that described above and it thus escapes wholly or partly the strictures applied to it. In respect of the question of equilibrium/non-equilibrium we argue that the reason this does not arise in ergodic arguments is that equilibrium does not exist. Trajectories, in their passage through phase space, pass through common and uncommon phase points but that is all.
35 So, although in our definition of a thermodynamic variable we have extended a large finite number of measurements to an infinite set of measurements, we cannot be charged with 'blurring out' the period when the system was not in equilibrium. The charge against ergodic arguments related to sets of measure zero is applicable only if one wants to argue that the procedure always works; that is that non-thermodynamic-like behaviour never occurs. But we have, in this respect taken a Boltzmann view. Thermodynamiclike behaviour is typical, but we admit the possibility of atypical behaviour. For our model systems we have indicated in Sec. 6.1 the way in which atypical behaviour can occur and Lavis (2003) demonstrates simulations of cases of this kind. Almost any system is likely to be ε-ergodic in the sense that there will be a largest invariant metrically indecomposable subset of Λ of measure (1 − ε)m(Λ). So ε effectively becomes a measure of how much we might expect the system to behave in an atypical way. This last remark is also relevant to the paucity of ergodic systems. Vranas (1998) argues that a much wider class of systems are likely to be ε-ergodic and thus ones to which our programme is relevant.
