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Abstract
In the paper [Dr3] V.Drinfeld formulated a number of problems in quantum
group theory. In particular, he raised the question about the existence of a univer-
sal quantization for Lie bialgebras, which arose from the problem of quantization
of Poisson Lie groups. When the paper [KL] appeared Drinfeld asked whether the
methods of [KL] could be useful for the problem of universal quantization of Lie
bialgebras. This paper gives a positive answer to a number of Drinfeld’s questions,
using the methods and ideas of [KL]. In particular, we show the existence of a uni-
versal quantization. We plan to provide positive answers to most of the remaining
questions in [Dr3] in the following papers of this series.
Introduction
The main result of this paper is a construction of a universal quantization for
Lie bialgebras(see [Dr3] Section 1).
The paper consists of two parts. In the first part we construct the quantization
of a finite dimensional Lie bialgebra. In the second part we generalize this result
to the infinite-dimensional case. The construction in the first part consists of three
steps.
1) Given a finite dimensional Lie bialgebra a over a field k of characteristic
zero, we construct the double g of a. Our definition of the double coincides with
the one in [Dr1]. We consider the category M whose objects are g-modules and
HomM(U,W ) = Homg(U,W )[[h]]. For any associator Φ ([Dr2,Dr4]) we define a
structure of a braided monoidal category on M, as in [Dr2].
2) We construct Verma modules M+, M− over g, and use them to construct a
fiber functor from M to the tensor category of topologically free k[[h]] modules:
F (V ) = HomM(M+ ⊗M−, V ). According to the categorical yoga, the existence
of such a functor implies the existence of a (topological) Hopf algebra H isomor-
phic to U(g)[[h]] such that the tensor category M is equivalent to the category of
representations of H. We show that H is isomorphic, as a topological algebra, to
U(g)[[h]], where U(g) is the universal enveloping algebra of the Lie algebra g.
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3) We construct Hopf subalgebras H± of H and show that H+ is a quantization
of a and that the algebra H is the quantum double of the Hopf algebra H+.
Remark. We do not expect the existence of a quantization of any Lie bialgebra
a which is isomorphic to U(a)[[h]] as a topological algebra.
As an application of our techniques, we prove that any classical r-matrix r over
an associative algebra A (r ∈ A⊗A) can be quantized. In other words, there exists
a quantum R-matrix R ∈ A⊗A[[h]] such that R = 1+ hr. We also show that R is
unitary (R21R = 1) if r is unitary (r21 = −r). This answers questions in Section
3 of [Dr3]. As another application, we show the existence of the quantization of
a quasitriangular Lie bialgebra a (not necessarily finite dimensional) such that the
obtained quantized universal enveloping algebra has a quasitriangular structure and
is isomorphic to U(a)[[h]] as a topological algebra, which solves questions in Section
4 of [Dr3].
The construction of quantization given in Part I has two drawbacks. First, it
does not work literally for infinite dimensional Lie bialgebras. Second, it does not
allow to prove functoriality and universality of quantization. Therefore, in Part
II we slightly modify the construction, which puts the results of the first part in
a more general setting. Now we consider arbitrary Lie bialgebras, not necessarily
finite dimensional. In this case the double g of a can also be constructed, but it
carries a nontrivial topology if dima =∞. Instead of the category of all g-modules,
we now consider the category Me whose objects are equicontinuous g-modules,
which are topological g-modules satisfying certain conditions. On this category, we
define a braided monoidal structure analogously to the finite-dimensional case.
We construct Verma modulesM+,M− over g analogously to the finite-dimensional
case. The module M− is equicontinuous. The module M+, in general, is not
equicontinuous, but the module M∗+, dual to M+ in an appropriate topology, is an
equicontinuous g-module. Using M− and M
∗
+, we define a fiber functor from M
e
to the category of topological k[[h]]-modules, by F (V ) = HomMe(M−,M
∗
+ ⊗ V ).
Since the moduleM+ is not always equicontinuous, this functor is not always repre-
sentable inMe. We define a tensor structure on F similarly to the finite dimensional
case, and show that if g is finite dimensional, the functors obtained in the first and
second parts of the paper are isomorphic as tensor functors.
Next, we consider the algebra H = EndF . It is a topological algebra over
k[[h]] with a “coproduct” ∆, which maps H into a completion of H ⊗H, but not
necessarily in H ⊗H.
Finally, we construct a subalgebra H+ of H such that ∆(H+) ⊂ H+⊗H+. This
is a quantized universal enveloping algebra which is a quantization of a. For finite
dimensional a, this quantization is isomorphic to the one obtained in the first part.
At the end of the paper we settle Drinfeld’s question of the existence of a uni-
versal quantization of Lie bialgebras by showing that the quantization obtained in
the second part of the paper is universal. In Drinfeld’s language this means that
the product and coproduct in the quantized algebra express in terms of acyclic
tensor calculus via the commutator and cocmmutator. This result implies that our
quantization of Lie bialgebras is a functor from the category of Lie bialgebras to
the category of topological Hopf algebras. It also shows that our quantizations
of classical r-matrices, unitary r-matrices, and quansitriangular Lie bialgebras are
universal and functorial. Thus we answer positively the corresponding questions of
Drinfeld [Dr3].
Remarks. 1. The material of Part I does not seem sufficient for proving the
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universality and functoriality. In fact, during the computation of the h2-term of
multiplication in Uh(a), using the method of Part I, one gets non-acyclic expressions,
which cancel at the end of computation. Thus, the generalization to the infinite-
dimensional case is essential for the proof of functoriality, even for finite-dimensional
Lie bialgebras.
2. Most of the results of the paper could be formulated and proved over the ring
k[h]/(hN ) rather than k[[h]], and then the results over k[[h]] could be obtained as
a limit. The only problem arises with the notions of the dual quantized universal
enveloping algebra and the quantum double, which collapse over k[[h]]/(hN ). This
is why we chose to work over k[[h]].
In fact, it is easy to see that the main results of the paper hold in a more general
setting than stated. Namely, one can take the Lie bialgebra a to be “dependent on
h”, i.e. to be a Lie bialgebra over the ring k[[h]], which is topologically free as a
k[[h]]-module. The universal acyclic formulas for quantization whose existence is
shown in Section 10 are well defined for this case, and define a functor a→ Uh(a),
from the category of Lie bialgebras over k[[h]] which are topologically free as k[[h]]-
modules to the category of quantized universal enveloping algebras. In the second
paper of this series we will show that this functor is in fact an equivalence of
categories.
Moreover, it is easy to see that the acyclic formulas of Chapter 10 which express
the product and coproduct in Uh(a) in terms of commutator [, ] and cocommutator
δ of a, are in fact formal series in [, ] and hδ with coefficients independent of h. This
allows to generalize the results even further. Namely, let K be any local Artinian or
pro-Artinian algebra over Q, and I be the maximal ideal in K. Let k = K/I (it is
a field of characteristic 0). Given a Lie bialgebra a over K which is (topologically)
free as a K-module and cocommutative modulo I. Then the quantization functor
of Chapter 10 is defined and assigns to a a quantized universal enveloping algebra
Uquant(a) over K. In the second paper we will show that this is an equivalence of
categories between the category of Lie bialgebras over K which are topologically
free as K-modules, and the category of quantized universal enveloping algebras over
K. In particular, if K = k[[h]] then Uquant(a) = Uh(a˜), where a˜ is a with the same
commutator and cocommutator δa˜ = h
−1δa.
The third paper of this series is not written yet. Therefore we will only indicate
the topics which we are planning to present in this part. First of all, we plan to
consider the case of graded bialgebras with finite-dimensional homogeneous compo-
nents and to show that in this case our formal quantization defines a family of Hopf
algebras Hh, depending on a parameter h ∈ k. Our second goal is to prove that for
Kac-Moody bialgebras our quantization coincides with the quantum Kac-Moody
algebra. As another application of our techniques we plan to show how to define
a quantum analog of the Kac-Moody algebra for arbitrary symmetrizable Cartan
matrix (not necessarily integral) and show that for generic values of q the ”size” of
the quantized algebra is the same as of the usual Kac-Moody algebra. This would
settle the questions in Section 8 of [Dr3].
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Part I
1. Drinfeld category.
The definitions and statements of Sections 1.1, 1.2 can be found in [Dr1].
1.1. Lie bialgebras.
Throughout this paper, k denotes a field of characteristic zero. Let a be a Lie
algebra over k, and. We δ be a linear map δ : a→ a⊗ a.
Definition.. One says that the map δ defines a Lie bialgebra structure on a if it
satisfies two conditions:
(i) δ is a 1-cocycle of a with coefficients in a⊗ a, i.e.
δ([ab]) = [1⊗ a+ a⊗ 1, δ(b)] + [δ(a), 1⊗ b+ b⊗ 1];
(ii) The map δ∗ : a∗ ⊗ a∗ → a∗ dual to δ is a Lie bracket on a∗.
In this case δ is called the cocommutator of a.
If a is a finite dimensional Lie bialgebra then a∗ is a Lie bialgebra as well. Namely,
the commutator in a∗ is dual to the cocommutator in a, and the cocommutator in a∗
is dual to the commutator in a. If a is infinite-dimensional, then a∗ is not in general
a Lie bialgebra but is a topological Lie bialgebra. That is, a∗ is a Lie algebra in
the usual sense, but the cocommutator maps a∗ into the completed tensor product
a
∗⊗ˆa∗ and not necessarily into the usual tensor product a∗ ⊗ a∗.
For any Lie bialgebra a, the vector space g = a ⊕ a∗ has a natural structure of
a Lie algebra. Namely, a, a∗ are Lie subalgebras in g with bracket defined above,
and commutator between elements of a, a∗ is given by
(1.1) [a, b] = (ad∗a)b− (1⊗ b)(δ(a)), a ∈ a, b ∈ a∗,
where ad∗ denotes the coadjoint action. There is an invariant nondegenerate inner
product on g given by 〈a+ a′, b+ b′〉 = a′(b) + b′(a), a, b ∈ a, a′, b′ ∈ a∗. It is easy
to show that (1.1) is the unique extension of the commutator from a, a∗ to g for
which the inner product <,> is ad-invariant.
1.2. Manin triples.
Definition. A triple (g, g+, g−), where g is a finite dimensional Lie algebra
with a nondegenerate invariant inner product 〈, 〉, and g+,g− are isotropic Lie sub-
algebras, such that g = g+ ⊕ g− as a vector space, is called a finite dimensional
Manin triple. To every finite dimensional Lie bialgebra a one can associate the
corresponding Manin triple (g = a ⊕ a∗, a, a∗), where the Lie structure on g is as
above. Conversely, if (g, g+, g−) is a finite dimensional Manin triple then g+ (and
g−) is naturally a Lie bialgebra. Namely the pairing 〈, 〉 identifies g+ with g
∗
−, so
we can define δ : g+ → g+⊗ g+ to be the dual map to the commutator of g−. This
map is a 1-cocycle of the Lie algebra g+ with coefficients in the module g+ ⊗ g+,
so it defines a structure of a Lie bialgebra on g+.
Thus, there is a one-to-one correspondence between finite dimensional Lie bial-
gebras and finite dimensional Manin triples.
If a is a Lie bialgebra then the Lie algebra g = a⊕a∗ also has a natural structure
of a Lie bialgebra. Namely, the cocommutator on g is δg = δa ⊕ (−δa∗), where δa,
δa∗ are the cocommutators of a, a
∗.
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The 1-cocycle δg is the coboundary of an element in g⊗g. Namely, if r ∈ a⊗a
∗ ⊂
g ⊗ g is the canonical element corresponding to the identity operator a → a, then
δg = dr, where r is regarded as a 0-cochain of g with coefficients in g⊗ g, and d is
the differential in the cochain complex; that is δg(x) = [x⊗ 1 + 1⊗ x, r].
The Lie bialgebra g is called the double of a.
Let a be a Lie algebra, and r ∈ a⊗ a. The equation
(1.2) [r12, r13] + [r12, r23] + [r13, r23] = 0
in U(a)⊗3 is called the classical Yang-Baxter equation. It is easy to check that the
canonical element r satisfies this equation.
Definition. We say that a Lie bialgebra a is quasitriangular if it is equipped
with an element r ∈ a⊗ a satisfying the classical Yang-Baxter equation, such that
δ(a) = [a⊗ 1 + 1⊗ a, r] for any a ∈ a (i.e. δ is a coboundary of r).
For example, the double g of any finite dimensional Lie bialgebra a equipped
with the canonical element r is a quasitriangular Lie bialgebra.
1.3. Associators. Recall some notation and definitions from the theory of associ-
ators [Dr2,BN]. Let Tn be the algebra over k generated by elements tij , 1 ≤ i, j ≤ n,
i 6= j, with defining relations tij = tji, [tij , tlm] = 0 if i, j, l,m are distinct, and
[tij , tik + tjk] = 0.
Let P1, ..., Pn be disjoint subsets of {1, ..., m}. There exists a unique homomor-
phism ρP1...Pn : Tn → Tm defined by
(1.3) ρP1...Pm(tij) =
∑
p∈Pi,q∈Pj
tpq.
For any X ∈ Tn, we denote ρP1...Pn(X) by XP1,...,Pn.
Let Φ ∈ T3. The relation
(1.4) Φ1,2,34Φ12,3,4 = Φ2,3,4Φ1,23,4Φ1,2,3
in T4[[h]] (=relation (1.2) in [Dr2]) is called the pentagon relation.
Let B = eht12/2 ∈ T2[[h]]. The relations
B12,3 = Φ3,1,2B1,3Φ
−1
1,3,2B2,3Φ1,2,3,
B1,23 = Φ
−1
2,3,1B1,3Φ2,1,3B1,2Φ
−1
1,2,3.(1.5)
in T3[[h]] (=relations (3.9a),(3.9b) in [Dr2]) are called the hexagon relations.
The element Φ is called an associator if it satisfies the pentagon and hexagon
relations.
For k = C, an example of an associator is the Drinfeld associator ΦKZ obtained
from the KZ equations, as explained in [Dr2].
The following theorem about associators is due to Drinfeld ([Dr4], Theorem A’).
Theorem 1.1. There exists an associator defined over Q.
This theorem implies that there exists an associator defined over any field k of
characteristic zero. From now on we will fix such an associator Φ.
1.4. Drinfeld category.
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Let g be a Lie algebra over k, and Ω ∈ S2g be a g-invariant element.
We will be mostly interested in the case when g belongs to a finite dimensional
Manin triple (g, g+, g−), and Ω =
∑
i gi ⊗ g
i, where {gi} is a basis of g, and {g
i}
is the dual basis to {gi} with respect to the invariant inner product on g. In this
case the element Ω is called the Casimir element.
Let M denote the category whose objects are g-modules, and HomM(U,W ) =
Homg(U,W )[[h]]. This is a k[[h]]-linear additive category. For brevity we will later
write Hom for HomM.
Drinfeld [Dr2] defined a structure of a braided monoidal category on M as fol-
lows.
For any V1, V2, V3 ∈M, consider a homomorphism θ : T3[[h]]→ End(V1⊗V2⊗V3)
by θ(tij) = Ωij , and define ΦV1V2V3 = θ(Φ).
For any V1, V2 ∈ M, define V1 ⊗ V2 ∈ M to be the usual tensor product of
V1, V2 and the associativity morphism to be ΦV1V2V3 , regarded as an element of
Hom((V1 ⊗ V2) ⊗ V3, V1 ⊗ (V2 ⊗ V3)). For any V1, V2 ∈ M, introduce the braiding
βV1V2 : V1⊗V2 → V2⊗V1 by the formula β = s◦ e
hΩ/2, where s is the permutation.
It follows from relations (1.4), (1.5) that the morphisms ΦV1V2V3 and βV1V2 define
the structure of a braided monoidal category on M (see [Dr2]).
2. The fiber functor.
2.1. The category of topologically free k[[h]]-modules.
Let V be a vector space over k. Then the space V [[h]] of formal power series
in h with coefficients in V has a natural structure of a topological k[[h]]-module.
We call a topological k[[h]]-module topologically free if it is isomorphic to V [[h]] for
some V .
Let A be the category of topologically free k[[h]]-modules, where morphisms
are continuous k[[h]]-linear maps. It is an additive category. Define the tensor
structure on A as follows: for V,W ∈ A define V ⊗W to be the projective limit of
the k[h]/hn-modules (V/hnV )⊗k[h]/hn (W/h
nW ) as n→∞.
Let Vect be the category of vector spaces. We have the functor of extension
of scalars, V 7→ V [[h]], acting from Vect to A. This functor respects the tensor
product, i.e. (V ⊗W )[[h]] is naturally isomorphic to V [[h]]⊗W [[h]]. The category
A equipped with the functor ⊗ is a symmetric monoidal category.
If X ∈ A then X∗ = HomA(X, k[[h]]) is a topologically free k[[h]]-module. The
assignment X → X∗ is a contravariant functor from A to itself.
2.2. The forgetful functor.
Let (g, g+, g−) be a finite dimensional Manin triple, Ω ∈ S
2
g be the Casimir
element associated to the inner product 〈, 〉 on g, and M be the Drinfeld category
associated to g.
Let F :M→A be the functor given by F (M) = Hom(U(g),M), where U(g) is
regarded as a left g-module. This functor is naturally isomorphic to the “forgetful”
functor which assigns to every g-module M the k[[h]]-module M [[h]]. The isomor-
phism between these two functors is given by the assignment f ∈ F (M)→ f(1) ∈
M [[h]].
2.3. The Verma modules.
Consider the Verma modules M+ = Ind
g
g+
1, M− = Ind
g
g−
1 (here 1 denotes
the trivial 1-dimensional representation). By the Poincare-Birkhoff-Witt theorem,
the product in U(g) defines linear isomorphisms U(g+) ⊗ U(g−) → U(g), and
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U(g−) ⊗ U(g+) → U(g). This shows that the modules M± are freely generated
over U(g∓) by vectors 1± such that g±1± = 0, and are identified (as vector spaces)
with U(g∓) via x1± → x.
Since the vectors 1± ⊗ 1± ∈ M± ⊗M± are g±-invariant, there exist unique g-
module morphisms i± : M± → M± ⊗M± such that i±(1±) = 1± ⊗ 1±. These
morphisms in the category M will play a crucial role in our constructions below.
Lemma 2.1. The assignment 1→ 1+⊗1− extends to an isomorphism of g-modules
φ : U(g)→M+ ⊗M−.
Proof. Since M± has been identified with U(g∓), we can regard the map φ as a
linear map U(g)→ U(g−)⊗U(g+). It is clear that this map preserves the standard
filtration, so it defines a map of the associated graded objects: Sg → Sg− ⊗ Sg+.
This map is the isomorphism induced by the isomorphism g→ g−⊕g+. Therefore,
φ is an isomorphism. 
Lemma 2.1 implies that the functor F can be identified with the functor V →
Hom(M+ ⊗M−, V ). This definition of F will be used from now on.
2.4. Tensor structure on the functor F .
Let (C,⊗) be a monoidal category, Φ be the associativity constraint in C, and 1
be the identity object in C. For simplicity we assume that 1⊗X = X ⊗ 1 = X for
any object X ∈ C, and the functorial isomorphisms X ⊗X ⊗1, X → 1⊗X the are
identity morphisms.
Let F : C → A be a functor such that F (1) = k[[h]].
Definition. By a tensor structure on the functor F one means a functorial
isomorphism JVW : F (V )⊗F (W )→ F (V ⊗W ) satisfying the associativity identity
F (ΦVWU )JV⊗W,U ◦ (JVW ⊗ 1) = JV,W⊗U ◦ (1 ⊗ JWU ), such that for any object
V JV 1 = J1V = 1. A functor equipped with a tensor structure is called a tensor
functor.
Now we describe a tensor structure on the functor F constructed in Section 2.2.
For any v ∈ F (V ), w ∈ F (W ) define JVW (v ⊗ w) to be the composition of
morphisms:
M+ ⊗M−
i+⊗i−
−−−−→ (M+ ⊗M+)⊗ (M− ⊗M−)
associativity morphism
−−−−−−−−−−−−−−→
(M+ ⊗ (M+ ⊗M−))⊗M−
(1⊗β23)⊗1
−−−−−−−→
(M+ ⊗ (M− ⊗M+))⊗M−
associativity morphism
−−−−−−−−−−−−−−→
(M+ ⊗M−)⊗ (M+ ⊗M−)
v⊗w
−−−→ V ⊗W,(2.1)
where β23 denotes the braiding β acting in the second and third components of the
tensor product.
It is clear from this definition that all combinatorial complexity of the morphism
J comes from the arrows “associativity morphism” which involve associators.
The arrows “associativity morphism” make the problem of checking various iden-
tities for J (for example, the associativity identity) rather tedious. To avoid this,
we can use MacLane’s theorem, which says that any monoidal category is equiva-
lent to a strict one. Namely, when we check identities between morphisms in the
category, we will assume that the category M is replaced with an equivalent strict
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monoidal category and ignore associativity morphisms. For example, the definition
of J will look as follows:
JVW (v ⊗ w) = (v ⊗ w) ◦ (1⊗ β23 ⊗ 1) ◦ (i+ ⊗ i−).
However, when we do computations with vectors in modules from M, it is im-
portant to pay attention to brackets, since different positions of brackets are related
with each other by the associator.
Proposition 2.2. The maps JVW are isomorphisms and define a tensor structure
on the functor F .
Proof.. It is obvious that JVW is an isomorphism since it is an isomorphism modulo
h. It is also clear that JV 1 = J1V = 1. Thus the only thing we need to check is the
associativity identity JV⊗W,U ◦ (JVW ⊗ 1) = JV,W⊗U ◦ (1 ⊗ JWU ). To prove this
equality, we need the following result.
Lemma 2.3 (i± ⊗ 1) ◦ i± = (1⊗ i±) ◦ i± in Hom(M±,M
⊗3
± ).
Proof. We prove the identity for i+. The identity for i− is proved in the same
way.
We need to show that for any vector x ∈M+
(2.2) Φ · (i+ ⊗ 1)i+x = (1⊗ i+)i+x.
Since comultiplication in U(g−) is coassociative, i.e. (i+ ⊗ 1)i+x = (1⊗ i+)i+x, it
is sufficient to show that the associator Φ is the identity on the image of (i+⊗1)i+.
Because Φ is g-invarint, it is enough to show that Φ · (i+⊗ 1)i+1+ = (i+⊗ 1)i+1+,
i.e.
(2.3) Φ · (1+ ⊗ 1+ ⊗ 1+) = 1+ ⊗ 1+ ⊗ 1+.
Since the subalgebras g+, g− are isotropic, the operators Ω12, Ω23 annihilate the
vector 1+ ⊗ 1+ ⊗ 1+. Thus, equation (2.3) follows from the definition of Φ.
Now we can finish the proof of the proposition. Let ψ1, ψ2 : M+ ⊗ M− →
(M+ ⊗M−)
⊗3 be the morphisms defined by
ψ1 = (1⊗ β23 ⊗ 1⊗ 1⊗ 1) ◦ (i+ ⊗ i− ⊗ 1⊗ 1) ◦ (1⊗ β23 ⊗ 1) ◦ (i+ ⊗ i−),
ψ2 = (1⊗ 1⊗ 1⊗ β45 ⊗ 1) ◦ (1⊗ 1⊗ i+ ⊗ i−) ◦ (1⊗ β23 ⊗ 1) ◦ (i+ ⊗ i−),(2.4)
Then for any v ∈ F (V ), w ∈ F (W ), u ∈ F (U) we have
JV⊗W,U (JVW ⊗ 1)(v ⊗ w ⊗ u) = (v ⊗ w ⊗ u) ◦ ψ1,
JV,W⊗U (1⊗ JWU )(v ⊗ w ⊗ u) = (v ⊗ w ⊗ u) ◦ ψ2.
Therefore, to prove the proposition, it is sufficient to show that ψ1 = ψ2.
To prove this equality, we observe that the functoriality of the braiding implies
the identities
(i+ ⊗ i− ⊗ 1⊗ 1) ◦ (1⊗ β23 ⊗ 1) = (1⊗ β3,45 ⊗ 1) ◦ (i+ ⊗ 1⊗ i− ⊗ 1),
(1⊗ 1⊗ i+ ⊗ i−) ◦ (1⊗ β23 ⊗ 1) = (1⊗ β23,4 ⊗ 1) ◦ (1⊗ i+ ⊗ 1⊗ i−)(2.5)
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(here β3,45 means the braiding applied to the third factor and to the product of the
fourth and the fifth factors). Using Lemma 2.3 and identities (2.5), we reduce the
statement ψ1 = ψ2 to the identity
(2.6) (1⊗ β23⊗ 1⊗ 1⊗ 1) ◦ (1⊗ β3,45⊗ 1) = (1⊗ 1⊗ 1⊗ β45⊗ 1) ◦ (1⊗ β23,4⊗ 1),
which follows directly from the braiding axioms. 
We call the functor F equipped with the tensor structure J the fiber functor.
3. Quantization of the double of a Lie bialgebra.
3.1.Topological Hopf algebras.
Let A be an algebra over k[[h]] with unit. Let I be a proper two-sided ideal in
A such that h ∈ I. This ideal gives rise to a translation invariant topology on A
such that {In, n ≥ 0} is a basis of neighborhoods of 0. We will call A a topological
algebra if A is complete in this topology, and A/hNA is a free k[h]/(hN )-module
for each N ≥ 1.
Let A,B be two topological algebras, I, J be the the corresponding ideals. Define
A⊗B to be the projective limit of algebras A/In ⊗k[h]/hn B/J
n as n→∞. Then
A⊗B is also a topological algebra, with topology defined by the ideal I⊗B+A⊗J .
We say that a topological algebra A is a topological Hopf algebra if it is equipped
with comultiplication ∆ : A → A ⊗ A, the counit ε : A→ k[[h]], and the antipode
S : A→ A, which are k[[h]]-linear, continuous, and satisfy the standard axioms of a
Hopf algebra. Note that an infinite dimensional topological Hopf algebra may not
be literally a Hopf algebra because the image of comultiplication may not belong
to the algebraic tensor square of A.
Topological algebras and Hopf algebras over k are defined similarly.
If A is a topological algebra or Hopf algebra over k[[h]] then B = A/hA is a
topological algebra, respectively Hopf algebra, over k. In such a case we say that
A is a formal deformation of B. In particular, if B = U(g) with discrete topology,
where g is a Lie algebra, then A is called a quantized universal enveloping algebra
[Dr1].
The following definition is due to Drinfeld [Dr1].
Definition. Let (g, δ) be a Lie bialgebra. We say that a quantized universal en-
veloping algebra A is a quantization of (g, δ), or that (g, δ) is the quasiclassical limit
of A, if
(i) A/hA is isomorphic to U(g) as a Hopf algebra, and
(ii) For any x0 ∈ g and any x ∈ A equal to x0 mod h one has
h−1(∆(x)−∆op(x)) ≡ δ(x0) mod h,
where ∆op is the opposite comultiplication (∆op = s∆).
3.2. The algebra of endomorphisms of the fiber functor.
LetH = End(F ) be the algebra of endomorphisms of the functor F . This algebra
is naturally isomorphic to U(g)[[h]]. Namely, the map α : U(g)[[h]]→ H is defined
on x ∈ U(g) by the formula (α(x)f)(y) = f(yx), where f ∈ Hom(U(g),M), and
is extended by linearity and continuity to U(g)[[h]]. This map is an isomorphism
of algebras. From now on we will make no distinction between U(g)[[h]] and H,
identifying them by α.
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Let F 2 :M×M → A be the bifunctor defined by F 2(V,W ) = F (V ) ⊗ F (W ).
It is clear that End(F 2) = H ⊗H.
The algebra H has a natural comultiplication ∆ : H → H ⊗ H defined by
∆(a)V,W (v ⊗ w) = J
−1
VW aV⊗WJVW (v ⊗ w), a ∈ H, v ∈ F (V ), w ∈ F (W ) where
aV denotes the action of a in F (V ). We can also define the counit on H by
ε(a) = a1 ∈ k[[h]], where 1 is the neutral object.
For any V ∈ M, let V ∗ be the dual space to V (regarded as an object of
M), and let σV : V
∗ ⊗ V → 1 be the canonical pairing. We have a functorial
isomorphism ξV : F (V
∗) → F (V )∗ defined by ξV (v
∗)(v) = F (σV )JV ∗V (v
∗ ⊗ v),
v ∈ F (V ), v∗ ∈ F (V ∗). For any a ∈ H, let S˜(a)V = (ξ
∗
V )
−1a∗V ∗ξ
∗
V be a morphism
F (V )∗∗ → F (V )∗∗. It is easy to show that the subspace F (V ) ⊂ F (V )∗∗ is invariant
under this morphism. The antipode S : H → H is defined by S(a)V = S˜(a)V |F (V ).
Proposition 3.1. The algebra H equipped with ∆, ε, S is a topological Hopf alge-
bra.
The proof is straightforward.
3.3. Explicit representation of comultiplication and antipode.
Let ∆0 : U(g) → U(g) ⊗ U(g) be the standard coproduct. For any V,W ∈ M,
let J0VW : F (V ) ⊗ F (W ) → F (V ⊗W ) be the morphism defined by the formula
J0VW (v⊗w)(x) = (v⊗w)(∆0(x)), x ∈ U(g), v ∈ F (V ), w ∈ F (W ). It is clear that
JVW ≡ J
0
VW mod h.
Let J ∈ U(g)⊗2[[h]] be defined by the formula
(3.1)
J = (φ−1⊗φ−1)
(
Φ−11,2,34(1⊗Φ2,3,4)se
hΩ23/2(1⊗Φ−12,3,4)Φ1,2,34(1+⊗1+⊗1−⊗1−)
)
,
where φ is the isomorphism of Lemma 2.1.
Proposition 3.2. For any V,W ∈ A, v ∈ F (V ), w ∈ F (W ) one has JVW (v⊗w) =
J0VWJ(v ⊗ w).
Proof. The statement follows from the definition (2.1) of JVW . 
Lemma 3.3. Let a ∈ H. Then
(3.2) ∆(a) = J−1∆0(a)J.
Proof. The lemma follows from Proposition 3.2 and the identities ∆0(a)V,W =
(J0VW )
−1aV⊗WJ
0
VW , ∆(a)V,W = J
−1
VW aV⊗WJVW , a ∈ U(g). 
Now consider the explicit expression for the antipode. For any V ∈ M define
the morphism ξ0V : F (V
∗) → F (V )∗ by ξ0V (v
∗)(v) = F (σV )J
0
V ∗V (v
∗ ⊗ v),v ∈ V ,
v∗ ∈ V ∗. It is clear that ξV ≡ ξ
0
V mod h.
Let S0 : U(g) → U(g) be the usual antipode. Let J =
∑
j xj ⊗ yj , xj , yj ∈
U(g)[[h]] (the sum is finite modulo hn for any n). Define an element Q ∈ U(g)[[h]]
by Q =
∑
j S0(xj)yj .
Lemma 3.4. Let a ∈ H. Then
(3.3) S(a) = Q−1S0(a)Q.
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Proof. It follows from the definitions of ξV , ξ
0
V , and Q that ξV = ξ
0
V S0(Q)V ∗ .
Thus the Lemma follows from the formulas S(a)V = (ξ
∗
V )
−1a∗V ∗ξ
∗
V |F (V ), S0(a)V =
(ξ0∗V )
−1a∗V ∗ξ
0∗
V |F (V ). 
Thus, we have proved the following result.
Corollary 3.5. Introduce a new comultiplication and antipode on the topological
Hopf algebra U(g)[[h]] by
(3.4) ∆(x) = J−1∆0(x)J, S(x) = Q
−1S0(x)Q,
where ∆0, S0 are the usual comultiplication and antipode. Then (U(g)[[h]],∆, S) is
a topological Hopf algebra isomorphic to H.
We will denote the topological Hopf algebra (U(g)[[h]],∆, S) by Uh(g).
Remark. It is easy to see that according to the terminology of [Dr2], the
element J−1 is a twist that realizes an equivalence between the quasi-Hopf algebra
(U(g)[[h]],Φ) and the Hopf algebra Uh(g).
3.4.The quasiclassical limit of Uh(g).
Proposition 3.6. The topological Hopf algebra Uh(g) is a quantization of the Lie
bialgebra (g, δg).
Proof. Take a ∈ g ⊂ Uh(g). Let δ(a) ∈ U(g) ⊗ U(g) be defined by the formula
δ(a) = h−1(∆(a)−∆op(a)) mod h. To prove the proposition, we need to show that
for any a ∈ g one has δ(a) = δg(a), where δg(a) is defined in Chapter 1.
It is easy to check the following identities:
(3.5) ehΩ/2 ≡ 1 + hΩ/2 mod h2,Φ ≡ 1 mod h2.
Let {g+j } be a basis of g+, {g
−
j } be the dual basis of g−, and r =
∑
j g
+
j ⊗ g
−
j .
Identities (3.1) and (3.5) imply that
(3.6) J ≡ 1 + hr/2 mod h2.
Therefore, by Lemma 3.3,
(3.7) ∆(a) ≡ ∆0(a) +
h
2
[∆0(a), r] mod h
2.
Thus,
(3.8) ∆(a)−∆op(a) ≡
h
2
[∆0(a), r− sr] mod h
2.
Since r + sr (= Ω) is g-invariant, we obtain
(3.9) δ = dr = δg,
Q.E.D. 
3.5. The quaitriangular structure on Uh(g).
Define the element
(3.10) R = (Jop)−1ehΩ/2J ∈ Uh(g)
⊗2,
where Jop is obtained from J by permuting components. We call this element the
universal R-matrix of Uh(g).
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Proposition 3.7. R defines a quasitriangular structure on Uh(g). That is, R is
invertible and
(3.11) R∆ = ∆opR,
(3.12) (∆⊗ 1)(R) = R13R23, (1⊗∆)(R) = R13R12.
Moreover, R is a quantization of r, i.e.
(3.13) R ≡ 1 + hr mod h2.
Proof. Identity (3.13) follows from (3.5),(3.6) and the definition of R. This identity
implies that R is invertible.
One has
R∆(a) = (Jop)−1ehΩ/2J∆(a) = (Jop)−1ehΩ/2∆0(a)J = (J
op)−1∆0(a)e
hΩ/2J =
∆op(a)(Jop)−1ehΩ/2J = ∆op(a)R,(3.14)
which proves (3.11).
Now let us prove the first identity of (3.12). The second identity is proved
analogously.
According to the definition of R, for any V,W ∈ M, v ∈ F (V ), w ∈ F (W ), one
has R(v ⊗ w) = sJ−1WV F (βVW )JVW . Thus, for any U ∈M, u ∈ F (U) one has
(∆⊗ 1)(R)(v ⊗ w ⊗ u) = (J−1VW ⊗ 1)R(JVW ⊗ 1)(v ⊗ w ⊗ u) =
s12,3(1⊗ J
−1
VW )J
−1
U,V⊗WF (βV⊗W,U )JV⊗W,U (JVW ⊗ 1)(v ⊗ w ⊗ u),(3.15)
where s12,3 is the permutation of the first two components with the third one.
Using the braiding property βV⊗W,U = (βV U ⊗ 1) ◦ (1 ⊗ βWU ), the associativity
of JVW , and the obvious identities J
−1
U⊗V,WF (βV U ⊗ 1)JV⊗U,W = F (βV U ) ⊗ 1,
J−1V,U⊗WF (1 ⊗ βWU )JV,W⊗U = 1 ⊗ F (βWU ), one finds that the right hand side of
(3.15) equals to R13R23(v ⊗ w ⊗ u), as desired. 
4. Quantization of finite-dimensional Lie bialgebras.
Our purpose in this section is to represent the quasitriangular topological Hopf
algebra Uh(g) as a quantum double of another topological Hopf algebra, Uh(g+).
The topological Hopf algebra Uh(g+) will be a quantization of the Lie bialgebra g+.
4.1.The algebras Uh(g±).
As we have seen, the fiber functor F which we used to construct the quantum
group Uh(g), is represented by the object M+ ⊗M− of M. Therefore, we have a
homomorphism θ : End(M+ ⊗M−) → End(F ) = Uh(g) defined by θ(a)v = v ◦ a,
v ∈ F (V ), V ∈M, a ∈ End(M+ ⊗M−).
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Lemma 4.1. The map θ is an isomorphism.
Proof. The Lemma follows from Lemma 2.1. 
Thus, we can identify End(M+ ⊗M−) with Uh(g). From now on we make no
distinction between them.
Now let us define the subalgebras Uh(g±) ⊂ Uh(g).
Let x ∈ F (M+). Define the endomorphism m−(x) of M+ ⊗ M− to be the
composition of the following morphisms in M: m−(x) = (x ⊗ 1) ◦ (1 ⊗ i−). This
defines a linear map m− : F (M+) → Uh(g). Denote the image of this map by
Uh(g−).
Let m0−(x) ∈ U(g−) be defined by the equation x(1+ ⊗ 1−) = m
0
−(x)1+. It is
easy to show that m−(x) ≡ m
0
−(x) mod h, which implies that m− is an embedding.
A similar definition can be made for x ∈ F (M−). Define the endomorphism
m+(x) of M+ ⊗ M− to be the composition of the following morphisms in M:
m+(x) = (1 ⊗ x) ◦ (i+ ⊗ 1). This defines an injective linear map m+ : F (M−) →
Uh(g). Denote the image of this map by Uh(g+).
Proposition 4.2. Uh(g±) are subalgebras in Uh(g).
Proof. Let us give a proof for Uh(g−). The proof for Uh(g+) is analogous.
Using Lemma 2.3, we obtain
m−(x) ◦m−(y) = (x⊗ 1) ◦ (1⊗ i−) ◦ (y ⊗ 1) ◦ (1⊗ i−) =
= (x⊗ 1) ◦ (y ⊗ 1⊗ 1) ◦ (1⊗ 1⊗ i−) ◦ (1⊗ i−) =
= (x⊗ 1) ◦ (y ⊗ 1⊗ 1) ◦ (1⊗ i− ⊗ 1) ◦ (1⊗ i−) = (z ⊗ 1) ◦ (1⊗ i−),(4.1)
where z = x ◦ (y ⊗ 1) ◦ (1⊗ i−) ∈ F (M+).
So by the definition we get m−(x) ◦m−(y) = m−(z). 
Note that the algebra Uh(g−) is a deformation of the algebra U(g−). Indeed, we
can define a linear isomorphism µ : U(g−)[[h]]→ Uh(g−) by µ(a)(1+ ⊗ 1−) = a1+.
This isomorphism has the property µ(ab) = µ(a)◦µ(b) mod h2, which follows from
(3.5), but in general µ(ab) 6= µ(a) ◦ µ(b).
The subalgebra Uh(g−) has a unit since it is a deformation of the algebra with
unit U(g−). In fact, one can show that the unit equals to µ(1), 1 ∈ U(g−).
Similar statements apply to the algebra U(g+).
Proposition 4.3. The map Uh(g+)⊗ Uh(g−)→ Uh(g) given by a⊗ b→ ab is an
isomorphism.
Proof. The statement is true because it holds modulo h. 
4.2. Polarization of the R-matrix.
Define the element R˜ ∈ Uh(g+)⊗ Uh(g−) by the identity
(4.2) R˜ ◦ β−1 ◦ (i+ ⊗ i−) = β
in Hom(M+⊗M−,M−⊗M+). It is obvious that such an element is unique. It can
be computed as follows.
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Let ν : M±[[h]] → Uh(g∓) be the linear isomorphism defined by the equation
ν(x(1+ ⊗ 1−)) = m∓(x) for any x ∈ F (M±). Let K ∈ U(g)
⊗2[[h]] be given by
(4.3)
K = (φ−1⊗φ−1)
(
Φ−11,2,34(1⊗Φ2,3,4)se
−hΩ23/2(1⊗Φ−12,3,4)Φ1,2,34(1+⊗1+⊗1−⊗1−)
)
.
Then it is easy to check, using (4.2), that
(4.4) R˜ = (ν ⊗ ν)(K−1ehΩ/2(1− ⊗ 1+)).
Proposition 4.4. R˜ = R.
Proof. According to (3.10), the R-matrix R ∈ Uh(g) ⊗ Uh(g) is defined by the
condition that for any V,W ∈M and v ∈ F (V ), w ∈ F (W ) one has the equality
Rop(v ⊗ w) ◦ β23 ◦ (i+ ⊗ i−) =
β ◦ (w ⊗ v) ◦ β23 ◦ (i+ ⊗ i−)(4.5)
in Hom(M+ ⊗M−, V ⊗W ).
By the functoriality of the braiding, Rop(v⊗w) = β ◦R(w⊗ v) ◦β−112,34. Besides,
β12,34 = β23 ◦ β12 ◦ β34 ◦ β23. Substituting this into (4.5) and taking into account
that β ◦ i± = i±, we get
R(w ⊗ v) ◦ β−123 ◦ (i+ ⊗ i−) =
(w ⊗ v) ◦ β23 ◦ (i+ ⊗ i−)(4.6)
in Hom(M+ ⊗M−,W ⊗ V ).
To show that R = R˜ we have to prove the identity
(1⊗ R˜ ⊗ 1) ◦ (i+ ⊗ 1⊗ 1⊗ i−) ◦ β
−1
23 ◦ (i+ ⊗ i−) =
β23 ◦ (i+ ⊗ i−)(4.7)
in Hom(M+ ⊗M−,M+ ⊗M− ⊗M+ ⊗M−).
Interchanging the order of factors on the left hand side of (4.7) and using Lemma
2.3, we can rewrite (4.7) in the form:
(1⊗ R˜ ⊗ 1) ◦ β−134 ◦ (1⊗ i+ ⊗ i− ⊗ 1) ◦ (i+ ⊗ i−) =
β23 ◦ (i+ ⊗ i−)(4.8)
in Hom(M+ ⊗M−,M+ ⊗M− ⊗M+ ⊗M−).
It is obvious that identity (4.8) follows from is the definition of R˜. The proposi-
tion is proved. 
4.3. Subalgebras Uh(g±) in terms of the R-matrix.
Let Uh(g±)
∗ = HomA(Uh(g±), k[[h]]). Define k[[h]]-linear maps ρ± : Uh(g∓)
∗ →
Uh(g±), by ρ+(f) = (1⊗ f)(R), ρ−(f) = (f ⊗ 1)(R). Let U± be the images of the
maps ρ±, and U˜± be the closures of the k[[h]]-subalgebras generated by U±.
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Proposition 4.5.
Uh(g±)⊗k[[h]] k((h)) is the h-adic completion of U˜± ⊗k[[h]] k((h)).
Proof. We prove the statement for U˜+. The proof for U˜− is similar.
We start with the following statement.
Lemma 4.6. For any x ∈ U(g+) there exists an element tx ∈ U˜+ ⊗ k((h)) such
that tx = x+O(h). If x has degree ≤ m with respect to the standard filtration in
U(g+), then tx can be chosen in such a way that h
mtx ∈ U˜+.
Proof of the Lemma. It is clear that 1 ∈ U˜+ since 1 = ρ+(ε). So we can set
t1 = 1.
Now consider the case x ∈ g+. Let f ∈ Uh(g−)
∗ be any element such that
f(1) = 0 and f(a˜) = 〈x, a〉 for any a ∈ g− and a˜ ∈ Uh(g−) such that a˜ = a mod h.
Then it follows from (3.13) that ρ+(f) = hx+O(h
2). So we can let tx = h
−1ρ+(f).
Thus, the Lemma is true for x ∈ g+.
Since U˜+ is an algebra, the validity of the Lemma for x ∈ g+ implies its validity
for any x ∈ U(g+). 
Now we can prove the proposition. Let T0 ∈ Uh(g+). Let x0 ∈ U(g+) be
the reduction of T0 mod h. Then T0 − tx0 is divisible by h, so we can consider
T1 = h
−1(T0− tx0) and repeat our procedure. This gives us a sequence xi ∈ U(g+),
and T0 =
∑
m≥0 txmh
m. This shows that T0 belongs to the h-adic completion of
U˜+ ⊗ k((h)), as desired. 
Theorem 4.7. The subalgebras Uh(g±) are Hopf subalgebras in Uh(g).
Proof. The fact that Uh(g±) are closed under the comultiplication ∆ follows from
Proposition 4.5 and identities (3.12). The fact that Uh(g±) are closed under the
antipode S follows from Proposition 4.5 and the identity (S ⊗ 1)(R) = R−1, which
holds in any quasitriangular Hopf algebra. 
Remark. In fact, it is possible to prove the following explicit formula for co-
product in Uh(g∓): for any x ∈ F (M±)
(4.9) ∆(m∓(x)) = (m∓ ⊗m∓)(J
−1
M±M±
(i± ◦ x)).
The proof is a direct verification. A similar formula is contained in Proposition 9.3.
It is obvious that Uh(g+)/hUh(g+) is isomorphic to U(g+) as a Hopf algebra.
Therefore, Uh(g+) is a quantized universal enveloping algebra. It follows from
Proposition 3.6 that its quasiclassical limit is the Lie bialgebra g+. Similar state-
ments apply to Uh(g−).
4.4. Duality of quantized universal enveloping algebras and the quantum double.
The following general constructions can be found in [Dr1].
IfA is a quantized universal enveloping algebra then the dual A∗ = HomA(A, k[[h]])
carries a natural structure of a topological algebra. Namely, for any x, y ∈ A,
f, g ∈ A∗ fg(x) = (f ⊗ g)(∆(x)), and the unit is ε. It can be shown that A∗
has a unique maximal ideal I∗, which is the kernel of the linear map A → k
given by f → f(1) mod h. The topology on A∗ is defined by the condition that
{(I∗)n, n ≥ 0} is a basis of neighborhoods of zero. This implies that the topological
algebras (A⊗A)∗ and A∗ ⊗ A∗ are isomorphic.
The algebra A∗ has a natural structure of a topological Hopf algebra. Namely,
the coproduct is defined by ∆(f)(x⊗y) = f(xy), the counit is 1, and the antipode is
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S∗. (The definition of coproduct makes sense since the algebra A∗⊗A∗ is isomorphic
to (A⊗ A)∗).
As a topological k[[h]]-module, A∗ is isomorphic to k[[X1, ..., XN ]][[h]].
Let A be any quantized universal enveloping algebra. Let A∗ be the dual algebra,
and let I∗ be the maximal ideal in A∗. Consider the h-adic completion A∨ of
the subalgebra
∑
n≥0 h
−n(I∗)n in the algebra A∗ ⊗k[[h]] k((h)). Then A
∨ is a
new quantized universal enveloping algebra [Dr1]. This algebra is called the dual
quantized universal enveloping algebra to A.
The algebra A∗ can be identified with a subalgebra in A∨ which is constructed
as follows.
Let ∆n : A → A⊗n be the iterated coproduct maps: ∆0(a) = ε(a), ∆1(a) = a,
∆2(a) = ∆(a), ∆n(a) = (∆⊗ 1⊗(n−2))(∆n−1(a)), n > 2.
Let Σ = {i1, ..., ik} ⊂ {1, ..., n}, and i1 < ... < ik. Let jΣ : A
⊗k → A⊗n be the
homomorphism defined by jΣ(a1 ⊗ ... ⊗ ak) = b1 ⊗ ... ⊗ bn, a1, ..., ak ∈ A, where
bi = 1 if i /∈ Σ, and bim = am, m = 1, ..., k.
Let ∆Σ(a) = jΣ(∆
k(a)), a ∈ A.
Define linear mappings δn : A→ A
⊗n for all n ≥ 1 by
δn(a) =
∑
Σ⊂{1,...,n}
(−1)n−|Σ|∆Σ(a)
and a Hopf subalgebra A′ = {a ∈ A : δn(a) ∈ h
nA⊗n} in A.
It is easy to check that A∗ = (A∨)′.
If A is any Hopf algebra, let Aop denote the Hopf algebra A with the comulti-
plication ∆ replaced by ∆op, and the antipode S replaced with S−1. Aop is also a
Hopf algebra.
Now we can define the notion of the quantum double. Let A be a quantized
universal enveloping algebra. Consider the k[[h]]-module D(A) = A ⊗ (A∨)op. Let
R ∈ A ⊗ A∗ ⊂ A ⊗ (A∨)op be the canonical element. We can regard R as an
element of D(A) ⊗D(A) using the embedding A ⊗ (A∨)op → D(A) ⊗D(A) given
by x⊗y → x⊗1⊗1⊗y. Drinfeld [Dr1] showed that there exists a unique structure
of a topological Hopf algebra on D(A) such that
1) A⊗ 1, 1⊗ (A∨)op are Hopf subalgebras in D(A),
2) R defines a quasitriangular structure on D(A), i.e. is invertible and satisfies
(3.12), (3.13), and
3) The linear mapping A⊗ (A∨)op → D(A) given by a⊗ b→ ab is bijective.
D(A), equipped with this structure, is a quasitriangular quantized universal
enveloping algebra. It is called the quantum double of A.
4.5. The quantum double of Uh(g+).
Proposition 4.8. ρ+ is a homomorphism of topological Hopf algebras (Uh(g−)
op)∗ →
Uh(g+). ρ− is a homomorphism of topological Hopf algebras Uh(g−)
∗ → Uh(g+)
op.
Proof. We only prove the first statement. The second one is proved analogously.
It is clear that ρ+ is continuous. Also, for any f, g ∈ (Uh(g−)
op)∗ one has
ρ+(fg) = (1⊗ fg)(R) = (1⊗ f ⊗ g)((1⊗∆
op)(R)) = (1⊗ f ⊗ g)(R12R13) =
(1⊗ f)(R) · (1⊗ g)(R) = ρ+(f)ρ+(g);
∆(ρ+(f)) = ∆((1⊗ f)(R)) = (1⊗ 1⊗ f)((∆⊗ 1)(R)) =
(1⊗ 1⊗ f)(R13R23) = (1⊗ 1⊗∆(f))(R13R24) = (ρ+ ⊗ ρ+)(∆(f)).
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It is obvious that ρ+(1) = 1 and ε(ρ+(f)) = ε(f) for any f . Also, it is easy to
check that ρ+((S
−1)∗f) = S(ρ+(f)). The proposition is proved. 
Corollary 4.9. U± are Hopf subalgebras in Uh(g±). In particular, U˜± = U±.
Proof. The first statement is clear. The second statement follows from the first one
and the fact that U± is closed in Uh(g±), which is easy to check. 
Proposition 4.10. The maps ρ+, ρ− are injective.
Proof. We show the injectivity of ρ+ (the case of ρ− is similar). Fix an element
f ∈ Uh(g−)
∗, f 6= 0. We can always assume that f 6= 0 mod h. Let x ∈ U(g−) be
such that f(tx) 6= 0 mod h (where tx was defined in Lemma 4.6), n ≥ 0 be such
that hntx ∈ U−, and g ∈ Uh(g+)
∗ be such that ρ−(g) = h
ntx. Such a g exists
by the definition of n. Then g(ρ+(f)) = (g ⊗ f)(R) = f(ρ−(g)) = h
nf(tx) 6= 0.
Therefore, ρ+(f) 6= 0. 
Proposition 4.11. U± = Uh(g±)
′.
Proof. We give the proof for U+. The proof for U− is similar.
First we need the following statement.
Lemma 4.12 Let t ∈ Uh(g+)
′ be an element such that h−nt ∈ Uh(g+) and
h−nt = x+O(h), x ∈ U(g+), x 6= 0. Then x has degree ≤ n.
Proof of the Lemma. By the definition, δn+1(h
−nt) is divisible by h. On the
other hand, δn+1(h
−nt) = δn+1(x) +O(h). Thus, δn+1(x) = 0, which implies that
the degree of x is ≤ n, since the kernel of δn+1 on U(g+) is the set of all elements
of U(g+) whose degree is ≤ n. 
Now we can prove the proposition. By Lemma 4.6, for any x ∈ U(g+) of degree
≤ n, an element tx can be chosen in such a way that h
ntx ∈ U+. This implies
the inclusion U+ ⊃ Uh(g+)
′. Indeed, let T0 ∈ Uh(g+)
′, and T0 ≡ h
mx0 mod h
m+1,
where x0 ∈ U(g+). Then, according to Lemma 4.12, the degree of x0 is ≤ m.
Therefore, hmtx0 ∈ U+. Thus, T1 = T0 − h
mtx0 ∈ U+ and is divisible by h
m+1, so
we can repeat our procedure. This gives us a sequence of elements xi ∈ U(g+) of
degrees mi (m0 = m), such that m0 < m1 < ... < mi < ..., and T0 =
∑
i≥0 txih
mi .
This shows that T0 belongs to U+, as desired.
To demonstrate the inclusion U+ ⊂ Uh(g+)
′, observe that according to (3.12),
(∆n ⊗ 1)(R) = R1n+1...Rnn+1.
This implies that
(δn ⊗ 1)(R) = (R1n+1 − 1)...(Rnn+1 − 1) = O(h
n).
Therefore, δn(ρ+(f)) is divisible by h
n for any f ∈ Uh(g−)
∗. 
Comparing our results with the definitions of the previous, section we see that
we have obtained the following result.
Theorem 4.13. Let g+ be a finite dimensional Lie bialgebra and (g, g+, g−) be the
associated Manin triple. Then
(i) There exist quantized universal enveloping algebras Uh(g) and Uh(g±) ⊂
Uh(g), which are quantizations of the Lie bialgebras g, g± ⊂ g, respectively;
(ii) The multiplication map Uh(g+)⊗ Uh(g−)→ Uh(g) is a linear isomorphism;
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(iii) The algebras Uh(g+), Uh(g−)
op are dual to each other as quantized universal
enveloping algebras, in the sense of Drinfeld [Dr1];
(iv) The factorization Uh(g) = Uh(g+)Uh(g−) defines an isomorphism of Uh(g)
with the quantum double of Uh(g+);
(v) Uh(g) is isomorphic to U(g)[[h]] as a topological algebra.
5. Quantization of solutions of the classical Yang-Baxter equation.
Let A be an associative algebra over k with unit, and r ∈ A⊗A. The element r
is called a classical r-matrix if it satisies the classical Yang-Baxter equation
(5.1) [r12, r13] + [r12, r23] + [r13, r23] = 0.
We say that r is unitary if rop = −r. An algebra A equipped with a classical
r-matrix r is called a classical Yang-Baxter algebra. A is called unitary if r is
unitary.
Let A be a topological algebra over k[[h]]. Let R ∈ A ⊗ A. We say that R is a
quantum R-matrix if it satisfies the quantum Yang-Baxter equation
(5.2) R12R13R23 = R23R13R12
We say that R is unitary if Rop = R−1. A topological algebra A equipped with a
quantum R-matrix R is called a quantum Yang-Baxter algebra. A is called unitary
if R is unitary.
The following theorem answers question 3.1 in [Dr3]. It shows that any classical
Yang-Baxter algebra can be quantized.
Theorem 5.1. Let A be an associative algebra with unit over k, and r ∈ A ⊗ A
be a classical r-matrix. Then there exists a quantum R-matrix R ∈ A⊗A[[h]] such
that R = 1 + hr mod h2. If in addition r is unitary then R can also be chosen
unitary.
Proof.
We start with a construction of Reshetikhin and Semenov-Tian-Shansky [RS].
Let g+ = {(1 ⊗ f)(r), f ∈ A
∗}, g− = {(f ⊗ 1)(r), f ∈ A
∗} be vector subspaces
in A. It is clear that g+, g− are finite-dimensional, r ∈ g+ ⊗ g−, and the map
χr : g
∗
+ → g− defined by χr(f) = (f ⊗ 1)(r), is an isomorphism of vector spaces.
Remark. Note that the spaces g+ and g− may intersect nontrivially and even
coincide.
Lemma 5.2.. g+, g− are Lie subalgebras in A.
Proof. Let x, y ∈ g+, x = (1⊗ f)(r), y = (1⊗ g)(r). Using (5.1), we have
(5.3) [xy] = (1⊗ f ⊗ g)([r12r13]) = −(1⊗ f ⊗ g)([r12 + r13, r23]) = (1⊗ h)(r),
where h ∈ A∗, h(a) = (f ⊗ g)([r, a⊗ 1 + 1 ⊗ a]). Thus, [xy] ∈ g+, i.e. g+ is a Lie
algebra. The proof for g− is similar. 
Let g = g+⊕g− be a vector space Define the skew-symmetric bracket [, ] : g⊗g→
g as follows. If x, y ∈ g+ or x, y ∈ g− then the bracket [xy] is the Lie bracket in g+
or g−, respectively. If x ∈ g+, y ∈ g−, then [xy] is defined by
(5.4) [xy] = (ad∗x)y − (ad∗y)x.
Let pi : g→ A be the linear map whose restrictions to g+, g− are the correspond-
ing embeddings. The restrictions of pi to g+, g− are injective but in general pi itself
is not an embedding.
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Lemma 5.3. pi([xy]) = [pi(x), pi(y)], x, y ∈ g.
Proof. The Lemma is a direct consequence of the classical Yang-Baxter equation.

Lemma 5.4. (g, [, ]) is a Lie algebra.
Proof. We have to check the Jacobi identity in g. It is enough to check it for three
elements a, x, y such that a ∈ g+, x, y ∈ g−. For brevity we write a(x) for (ad
∗a)x.
We have
[a[xy]] = a([xy])− [xy](a),
[y[ax]] = [y, a(x)− x(a)] = [y, a(x)]− y(x(a)) + y(a(x)),
[x[ya]] = [x, y(a)− a(y)] = −[x, a(y)] + x(y(a))− x(a(y)).(5.5)
Adding these three identities, and using the fact that [xy](a) = x(y(a))− y(x(a)),
we get
(5.6) [a[xy]] + [y[ax]] + [x[ya]] = a([xy]) + [y, a(x)]− [x, a(y)]+ y(a(x))− x(a(y)).
Denote the right hand side of (5.6) by X . Applying pi to both sides of (5.6), and
using Lemma 5.3 and the Jacobi identity in A, we get
(5.7) pi(X) = 0.
Since X ∈ g+, and pi is injective on g+, we get X = 0, which implies the Jacobi
identity in g. 
Let 〈, 〉 be the inner product on g such that 〈x++x−, y++y−〉 = x− ·y++y− ·x+,
where x+, y+ ∈ g+, x−, y− ∈ g−, and the dot denotes the natural pairing g−⊗g+ →
k defined by the map χr. This inner product is ad-invariant. Thus, (g, g+, g−) is a
Manin triple.
Now we can finish the proof of the theorem. Lemma 5.3 implies that pi : g→ A
is a homomorphism of Lie algebras. Therefore, it extends to a homomorphism of
associative algebras pi : U(g)→ A. Furthermore, (g, g+, g−) is a Manin triple. The
Lie bialgebra g is quasitriangular, and its quasitriangular structure is defined by
the classical r-matrix r˜ =
∑
xi+ ⊗ x
i
−, where x
i
+ is a basis of g+, and x
i
− is a dual
basis of g−. Note that (pi ⊗ pi)(r˜) = r.
By Theorem 4.13, there exists a quasitriangular topological Hopf algebra Uh(g),
with a quasitriangular structure R˜ ∈ Uh(g) ⊗ Uh(g). Moreover, the associative
algebra Uh(g) is isomorphic to U(g)[[h]], and the isomorphism can be chosen to be
the identity modulo h. Thus, we can assume that R˜ ∈ (U(g)⊗ U(g))[[h]].
Set R = (pi ⊗ pi)(R˜). From what we said above it follows that R satisfies (5.2)
and R = 1 + hr modulo h2.
Assume now that rop = −r. Let Ω˜ = r˜ + r˜op. It follows immediately from the
construction of R˜ that R˜opR˜ is conjugate to ehΩ˜. But (pi ⊗ pi)(Ω˜) = r + rop = 0.
This implies that RopR = 1, as desired.
The theorem is proved.
Let R be the ring of algebraic functions of a variable h with coefficients in k
which are regular at h = 0.
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Theorem 5.5. Let A be a finite-dimensional associative algebra with unit over k,
and r ∈ A ⊗ A be a classical r-matrix. Then there exists a family of quantum
R-matrices R(h) ∈ A⊗A⊗R such that R = 1+ hr+O(h2), h→ 0. If in addition
r is unitary then R(h) can also be chosen unitary.
Proof. The theorem follows immediately from Theorem 5.1 and the following result
of M.Artin [Ar].
Theorem. Any system of polynomial equations in indeterminates x1, ..., xn with
coefficients in k[h] which has solutions over k[[h]] also has solutions over R.
Indeed, let us write R in the form R = 1 + hr + h2X(h), and look for a series
X(h) such that R satisfies the quantum Yang-Baxter equation, and the unitarity
condition in the case when r is unitary. This is a system of polynomial equations on
the components of X(h) with coefficients in k[h]. By Theorem 5.1, it has solutions
over k[[h]]. Therefore, by Artin’s theorem, it has solutions over R.
6. Quantization of quasitriangular Lie bialgebras.
6.1. Quasitriangular quantization of quasitriangular Lie bialgebras. In this sec-
tion we give a recipe of quantization of a quasitriangular Lie bialgebra a (not
necessarily finite dimensional), which produces a quantized universal enveloping
algebra isomorphic to U(a)[[h]] as a topological algebra. This answers questions
from Section 4 of [Dr3].
Let g+ = {(1 ⊗ f)(r), f ∈ a
∗}, g− = {(f ⊗ 1)(r), f ∈ a
∗}. be subspaces in a.
By Lemma 5.2, applied to A = U(a), these subspaces are finite dimensional Lie
subalgebras in a. Moreover, let g be the vector space g+ ⊕ g−. This space is a Lie
algebra with bracket defined by (5.4) and an invariant inner product. By Lemma
5.3, we have a natural homomorphism of Lie algebras pi : g → a, and it is easy to
see that this homomorphism is a morphism of quasitriangular Lie bialgebras.
LetMa be the category whose objects are a-modules, and morphisms are defined
by HomMa(V,W ) = Homa(V,W )[[h]]. LetMg be the Drinfeld category associated
to g. We have the pullback functor pi∗ :Ma →Mg. Define the braided monoidal
structure onMa to be the pullback of the braided monoidal structure onMg. This
definition makes sense, since the element Ω = r + rop ∈ g⊗ g is g-invariant by the
definition of a quasitriangular Lie bialgebra.
Let M+,M− be the Verma modules over g. Define a functor F : Ma → A by
F (V ) = HomMg(M+⊗M−, pi
∗(V )). The tensor structure on F is introduced in the
same way as in Section 1.8. LetH = EndF . Since the functor F is isomorphic to the
“forgetful” functor V → “ the k[[h]] module V [[h]]”, the algebra H is isomorphic
to U(a)[[h]] as a topological algebra over k[[h]]. On the other hand, H has a natural
coproduct and antipode defined analogously to Section 3.2, and a quasitriangular
structure R ∈ H ⊗H defined analogously to Section 3.5. It is easy to check that
the quasiclassical limit of H is the Lie bialgebra a, and R = 1+ hr+O(h2), so r is
the quasiclassical limit of R.
Furthermore, suppose that the original Lie bialgebra r is triangular, i.e. r is a
unitary r-matrix. Then Ω = r + rop = 0, and hence RopR = J−1ehΩJ = 1, so the
Hopf algebra H is triangular, too.
Thus, we have the following theorem.
Theorem 6.1. Any quasitriangular Lie bialgebra a admits a quantization Uh(a)
which is a quasitriangular quantized universal enveloping algebra isomorphic to
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U(a)[[h]] as a topological algebra. If a is triangular, so is Uh(a).
6.2. Identification of two quantizations of a quasitriangular Lie bialgebra. Let a
be a finite dimensional quasitriangular Lie bialgebra. Let Uh(a) be the quantization
of a constructed in Section 4, and U qth (a) be the quasitriangular quantization of a
constructed in Section 6.1.
Theorem 6.2. The quantized universal enveloping algebras Uh(a), U
qt
h (a) are iso-
morphic.
The proof of this theorem is given below and uses the functoriality of quantiza-
tion, which is proved in Chapter 10.
Corollary 6.3. The quantization of the double g of a finite dimensional Lie bial-
gebra a constructed in Chapter 3 is isomorphic to the quantization of g as a Lie
bialgebra, constructed in Chapter 4.
To prove Theorem 6.2, we first need the following result, which appears (in
somewhat different form) in [RS].
Lemma 6.4. Let a be a quasitriangular Lie bialgebra, and g be the double of a.
Then the linear map τ : g→ a defined by
(6.1) τ(x+ f) = x+ (f ⊗ 1)(r), x ∈ a, f ∈ a∗,
is a homomorphism of quasitriangular Lie bialgebras.
Proof. First we show that τ is a homomorphism of Lie algebras, i.e. τ([g1g2]) =
[τ(g1)τ(g2)]. This is obvious when g1, g2 ∈ a. Assume that f, g ∈ a
∗. Then, using
the classical Yang-Baxter equation, we get
τ([fg]) = ([fg]⊗ 1)(r) = (f ⊗ g ⊗ 1)((δ ⊗ 1)(r)) =
(f ⊗ g ⊗ 1)([r13 + r23, r12]) = (f ⊗ g ⊗ 1)([r13, r23]) = [τ(f)τ(g)].(6.2)
Now assume that x ∈ a, f ∈ a∗. Then
τ([xf ]) = τ(ad∗x(f))− τ(ad∗f(x)) =
τ((f ⊗ 1)([r, x⊗ 1])) + τ((f ⊗ 1)([x⊗ 1 + 1⊗ x, r])) =
τ((f ⊗ 1)([1⊗ x, r])) = [τ(x)τ(f)].(6.3)
Now we check that τ is a homomorphism of quasitriangular Lie bialgebras. Let
r˜ be the quasitriangular structure on g. If xi is a basis of a, and fi is the dual basis
of a∗, then r˜ is given by the formula r˜ =
∑
i xi ⊗ fi. Thus we have
(6.4) (τ ⊗ τ)(r˜) =
∑
i
τ(xi)⊗ τ(fi) =
∑
i
xi ⊗ (fi ⊗ 1)(r) = r.
The Lemma is proved. 
Proof of Theorem 6.2. Lemma 6.4 claims that there exists a morphism of quasitri-
angular Lie bialgebras τ : g → a which is the identity on a. Theorem 10.6 below
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states that quasitriangular quantization of Section 6.1 is a functor from the cate-
gory of quasitriangular Lie bialgebras to the category of quasitriangular topological
Hopf algebras over k[[h]]. Thus, τ defines a morphism τˆ : U qth (g) → U
qt
h (a). On
the other hand, Uh(a) was constructed as a subalgebra in U
qt
h (g), so we have an
embedding η : Uh(a) → U
qt
h (g). Consider the morphism τ ◦ η : Uh(a) → U
qt
h (a).
This morphism is an isomorphism since it equals to 1 modulo h. The theorem is
proved. 
Remark. An analogous theorem holds for infinite dimensional Lie bialgebras.
Namely, the “usual” quantization of a defined in Section 9 is isomorphic to its
quasitriangular quantization. The proof is analogous to the finite dimensional case.
6.3. Representations of Uh(g).
Let a be a quasitriangular Lie bialgebra (not necessarily finite dimensional). By
a representation of Uh(a) we mean a topologically free k[[h]]-module V together
with a homomorphism piV : Uh(a) → Endk[[h]]V . Representations of Uh(g) form
a braided tensor category, with the trivial associativity morphism and braiding
defined by the R-matrix. Denote this category by R.
The functor F :Ma → A can be regarded as a functor fromMa to R, since for
any W ∈ Ma the k[[h]]-module F (W ) is equipped with a natural action of Uh(g).
We denote this new functor also by F . This functor inherits the tensor structure
defined by the maps JVW .
Theorem 6.5. The functor F defines an equivalence of braided tensor categories
Ma →R.
Proof. The theorem follows from the definition of the functor F , the algebra Uh(g)
and the R-matrix R. 
Part II
7. Drinfeld category for an arbitrary Lie bialgebra.
7.1. Topological vector spaces. Recall the definition of the product topology. Let
S be a set, T a topological space, and TS the space of functions from S to T . This
space has a natural weak topology, which is the weakest of the topologies in which
all the evaluation maps TS → T , f → f(s), are continuous. Namely, let B be a basis
of the topology on T . For any integer n ≥ 1, elements s1, ..., sn ∈ S, and open sets
U1, ..., Un ∈ B, define V (s1, ..., sn, U1, ..., Un) = {f ∈ T
S : f(si) ∈ Ui, i = 1, ..., n}.
Let B be the collection of all such sets V . This is a basis of a topology on TS which
is called the weak topology. The obtained topological space is the product of copies
of T corresponding to elements of S. If X is any subset in TS , the weak topology
on TS induces a topology on X . We will call it the weak topology as well.
Let k be a field of characteristic zero with the discrete topology. Let V be a
topological vector space over k. The topology on V is called linear if open subspaces
of V form a basis of neighborhoods of 0.
Remark. It is clear that in any topological vector space, an open subspace is
also closed.
Let V be a topological vector space over k with linear topology. V is called
separated if the map V → lim←−(V/U) is a monomorphism, where U runs over open
subspaces of V .
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Topology on all vector spaces we consider in this paper will be linear and sepa-
rated. so we will say “topological vector space” for “separated topological vector
space with linear topology”.
Let M , N be topological vector spaces over k. We denote by Homk(M,N) the
space of continuous linear operators fromM toN , equipped with the weak topology.
It is clear that a basis of neighborhoods of zero in Homk(M,N) is generated by sets
of the form {A ∈ Homk(M,N) : Av ∈ U}, where v ∈ M , and U ⊂ N is an open
set.
In particular, if N = k with the discrete topology, the space Homk(M,N) is the
space of all continuous linear functionals on M , which we denote by M∗. It is clear
that a basis of neighborhoods of zero in M∗ consists of orthogonal complements of
finite-dimensional subspaces inM . In particular, ifM is discrete then the canonical
embedding M → (M∗)∗ is an isomorphism of linear spaces. However, if M is
infinite-dimensional, this embedding is not an isomorphism of topological vector
spaces since the space (M∗)∗ is not discrete.
7.2 Complete vector spaces
Let V be a topological vector space over k. V is called complete if the map
V → lim←−(V/U) is a epimorphism, where U runs over open subspaces of V .
In particular, if a complete space M has a countable basis of neighborhoods of
0, then there exists a filtration M = M0 ⊃ M1 ⊃ ..., such that ∩n≥0Mn = 0, and
{Mn} is a basis of neighborhoods of zero in M . In this case M = limn→∞M/Mn.
Examples. 1. Any discrete vector space is complete.
2. If V is a discrete vector space then the topological spaceM = V [[h]] of formal
power series in h with coefficients in V is a complete vector space.
Let V be a complete vector space, U ⊂ V an open subspace. Then U is complete
and V/U is discrete.
Let V,W be complete vector spaces. Consider the space V ⊗ˆW = lim←−V/V1 ⊗
W/W1, where the projective limit is taken over open subspaces V1 ⊂ V , W1 ⊂ W .
It is easy to see that V ⊗ˆW is a complete vector space. We call the operation ⊗ˆ
the completed tensor product.
A basis of neighborhoods of 0 in V ⊗ˆW is the collection of subspaces V ⊗ˆW1 +
V1⊗ˆW , where V1,W1 are open subspaces in V,W .
Example. Let V be a discrete space. Then V ⊗ˆk[[h]] = V [[h]].
Complete vector spaces form an additive category in which morphisms are con-
tinuous linear operators. This category, equipped with tensor product ⊗ˆ, is a strict
symmetric tensor category.
7.3. Equicontinuous g-modules.
Let M be a topological vector space over k, and {Ax, x ∈ X} be a family of
elements of EndM . We say that the family {Ax} is equicontinuous if for every
neighborhood of the origin U ⊂M there exists another neighborhood of the origin
U ′ ⊂ M such that AxU
′ = U for all x ∈ X . For example, if M is complete and
A ∈ EndM is any continuous linear operator, then {λA, λ ∈ k} is equicontinuous.
Fix a topological Lie algebra g.
Definition. Let M be a complete vector space. We say that M is an equicon-
tinuous g-module if one is given a continuous homomorphism of topological Lie
algebras pi : g → EndM , such that the family of operators pi(g), g ∈ g, is equicon-
tinuous.
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Example. If M is a complete vector space with a trivial g-module structure then
M is an equicontinuous g-module.
Let V,W be equicontinuous g-modules. It is easy to check that V ⊗ˆW has a
natural structure of an equicontinuous g-module. Moreover, (V ⊗ˆW )⊗ˆU is naturally
identified with V ⊗ˆ(W ⊗ˆU) for any equicontinuous g-modules V,W, U . This means
that the category of equicontinuous g-modules, where morphisms are continuous
homomorphisms, is a monoidal category. This category is symmetric since the
objects V ⊗ˆW and W ⊗ˆV are identified by the permutation of components. We
denote this category by Me0.
7.4. Lie bialgebras and Manin triples. Let a be a Lie bialgebra over k. We will
regard a as a topological Lie algebra with the discrete topology. Let a∗ be the full
dual space to a. The cocommutator defines a Lie bracket on a∗ which is continuous
in the weak topology, so a∗ has a natural structure of a topological Lie algebra.
Furthermore, the space a⊕ a∗ has a natural topology, and the Lie bracket on g
defined by (1.1) is continuous in this topology.
Let g be a Lie algebra with a nondegenerate invariant inner product 〈, 〉. So
far we have no topology on g. Let g+,g− be isotropic Lie subalgebras in g, such
that g = g+ ⊕ g− as a vector space. The inner product 〈, 〉 defines an embedding
g− → g
∗
+. If this embedding is an isomorphism then we equip g with a topology, by
putting the discrete topology on g+ and the weak topology on g−. If in addition
the commutator in g is continuous in this topology then the triple (g, g+, g−) is
called a Manin triple.
To every Lie bialgebra a one can associate the corresponding Manin triple
(g = a⊕a∗, a, a∗), where the Lie structure on g is as above. Conversely, if (g, g+, g−)
is a Manin triple then g+ is naturally a Lie bialgebra: the pairing 〈, 〉 identifies g
∗
+
with g−, which defines a commutator on g
∗
+. This commutator turns out to be dual
to a 1-cocycle (cf. [Dr1]).
Thus, there is a one-to-one correspondence between Lie bialgebras and Manin
triples.
Let (g, g+, g−) be a Manin triple. Let {ai, i ∈ I} be a basis of g+, and b
i ∈ g−
be the linear functions on a defined by bi(aj) = δij .
Lemma 7.1. Let M be an equicontinuous g-module. Then for any v ∈M and any
neighborhood of zero U ⊂M one has biv ∈ U for all but finitely many i ∈ I.
Proof. We assume that dimg+ =∞ (otherwise there is nothing to prove).
Let {im ∈ I : m ≥ 1} be any sequence of distinct elements. The b
im → 0,
m→∞, so bimv → 0, m→∞, for any v ∈M . This means that biv ∈ U for almost
all i. 
7.5. Examples of equicontinuous g-modules.
In this section we will construct examples of equicontinuous g-modules in the
case when g belongs to a Manin triple (g, g+, g−).
Consider the Verma modules M+ = Ind
g
g+
1 M− = Ind
g
g−
1, (here 1 denotes the
trivial 1-dimensional representation). The modules M± are freely generated over
U(g∓) by a vector 1± such that g±1± = 0, and thus are identified (as vector spaces)
with U(g∓) via x1± → x.
Below we show that the module M− and the module M
∗
+ dual to M+ in an
appropriate sense are equicontinuous g-modules.
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Lemma 7.2. The module M−, equipped with the discrete topology, is an equicon-
tinuous g-module.
Proof. In order to prove the continuity of piM−(g) as a function on g, we have
to check that for any v ∈ M− the space g−v ⊂ M− is finite dimensional. One
may assume that v = ai1ai2 ...ain1−. We show that g−v is finite dimensional by
induction in n. The base of induction is clear since g−v = 0 if n = 0. Now assume
that v = ajw, where w = ai1 ...ain−11−. By the induction assumption, we know that
g−w is finite dimensional. For any b ∈ g− we have bv = bajw = [baj]w+ ajbw. For
any j ∈ I we denote by Wj ⊂ g− space of all b ∈ g− such that (1⊗b)(δ(aj)) = 0. It
is clear that Wj has finite codimension. For any b ∈ Wj , we have [baj] ∈ g−, since
ad∗b(aj) = 0 by the definition ofWj . Therefore, for any b ∈Wj bv = [baj]w+ajbw ∈
g−w ⊕ ajg−w. The latter space is finite dimensional, which implies that Wjv is
finite dimensional. Since Wj has a finite codimension in g−, the space g−v is finite-
dimensional. This implies the continuity of the homomorphism piM− : g→ EndM−.
The equicontinuity condition is trivial. 
Let us now introduce a topology on the space M+. This topology comes from
the identification of M+ with U(g−). The space U(g−) can be represented as
a union of Un(g−), n ≥ 0, where Un(g−) is the set of all elements of U(g−) of
degree ≤ n. Furthermore, for any n ≥ 0, we have a linear map g⊗n− → Un(g−)
given by x1 ⊗ ... ⊗ xn → x1...xn. This map induces a linear isomorphism ξn :
⊕nj=0S
j
g− → Un(g−), where S
j
g− is the j-th symmetric power of g− (as usual we
set g⊗0− = S
0
g− = k). Since S
j
g− has a natural weak topology, coming from its
embedding to (g⊗j+ )
∗, the isomorphism ξj defines a topology on Un(g−). Moreover,
by the definition, if m < n then Um(g−) is a closed subspace in Un(g−). This allows
us to equip U(g−), i.e. M+, with the topology of inductive limit. By the definition,
a set U ⊂ U(g−) is open in this topology if and only if U ∩ Un(g−) is open for all
n.
Lemma 7.3. Let g ∈ g. Then piM+(g) is a continuous operator M+ →M+.
Proof. Let g ∈ g. We need to show that for any neighborhood of the origin U ⊂M+
there exists a neighborhood of the origin U ′ ⊂M+ such that piM+(g)U
′ ⊂ U .
Let U ∈ U(g−) be a neighborhood of zero, and Un = U ∩ Un(g−). To construct
U ′, we need to construct U ′n = U
′ ∩Un(g−) such that U
′
n = U
′
n+1 ∩Un(g−). Before
giving the construction of U ′n, we make some definitions.
For any neighborhood U of zero, there exists an increasing sequence of finite
subsets Tn ⊂ I, n ≥ 1, such that for any f ∈ S
m
g−, m ≤ n satisfying the equation
f(ai1 , ..., aim) = 0 for any i1, ..., im ∈ Tn, one has ξn(f) ∈ U . Fix such a sequence
{Tn, n ≥ 1}.
Let I be as in Section 7.4. For any finite subset J ⊂ I denote by S(J) the set
of all i ∈ I such that there exists b ∈ g− and j ∈ J with the property [bb
i](aj) 6= 0.
Since [bbi](aj) = b ⊗ b
i(δ(aj)), the set S(J) is finite. Let the sets Sn(J) ⊂ I be
defined recursively by S0(J) = J , Sn(J) = S(Sn−1(J)).
To construct U ′, we consider separately the cases g ∈ g+ and g ∈ g−. First
consider the case g ∈ g−.
For any elements x1, ..., xn ∈ g− (n ≥ 1) consider the elementX =
∑
σ∈Sn
xσ(1)...xσ(n)
in Un(g−), where Sn is the symmetric group. Consider the element gX ∈ Un+1(g−).
It is easy to see that it is possible to write gX as a linear combination of elements
of the form
∑
σ∈Sm
yσ(1)...yσ(m), yp ∈ g−, 0 ≤ m ≤ n+1, in such a way that yp are
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iterated commutators of g and x1, ..., xn, and the number of commutators involved
in each term yp does not exceed n.
Now we make a crucial observation.
Claim. Let J ⊂ I be a finite subset. If for some m, 1 ≤ m ≤ n, we have
xm(ai) = 0, for all i ∈ Sn(J), then every monomial y1...ym in the symmetrized
expression of gX contains a factor yp such that yp(ai) = 0, i ∈ J .
Proof. Clear.
The construction of U ′ is as follows. For n ≥ 1, let U ′n ⊂ Un(g−) be the span
of all elements ξm(f), 0 ≤ m ≤ n, where f ∈ S
m
g− are such that f(ai1 , ..., aim) =
0 whenever i1, ..., im ∈ Sn(Tn+1). Also, set U
′
0 = 0 (recall that {0} ⊂ k is a
neighborhood of zero since k is discrete). Our observation shows that for any
X ∈ U ′n, gX ∈ Un+1, as desired.
Now consider the case g ∈ g+.
Let R0(g) ⊂ I be the set of all i ∈ I such that b
i(g) 6= 0. This is a finite set.
Define inductively the sets Rn(g) by Rn(g) = S(Rn−1(g)).
For any finite subsets K, J ⊂ I denote by P (K, J) the set of all i ∈ I such that
there exists j ∈ J and k ∈ K with [akb
i](aj) 6= 0. It is clear that if K, J are
finite then P (K, J) is finite. Let Pn(K, J) be defined inductively by Pn(K, J) =
P (K,Pn−1(K, J)).
Let n ≥ 1 be an integer, X ∈ Un(g−) be as above, and K = Rn(g). Consider
the vector gX1+ ∈M+. Using the relations in M+, we can reduce this vector to a
linear combination of vectors of the form
∑
σ∈Sm
yσ1 ...yσm , yp ∈ g−, 0 ≤ m ≤ n+1,
in such a way that yp are obtained by iterated commutation of g, x1, ..., xn. As
before, it is easy to see that the resulting symmetrized expression will contain no
more than n commutators.
Now let us make a crucial observation.
Claim. Let J ⊂ I be any finite subset. If for some m, 1 ≤ m ≤ n, we
have xm(ai) = 0, for all i ∈ Sn(P (K,Sn(J)), then every monomial y1...ym in the
symmetrized expression of gX1+ contains a factor yp such that yp(ai) = 0, i ∈ J .
Proof. Clear.
The construction of U ′ is as follows. For n ≥ 1, let U ′n ⊂ Un(g−) be the span of
all elements ξm(f), f ∈ S
m
g−, 0 ≤ m ≤ n, such that f(ai1 , ..., aim) = 0 whenever
i1, ..., im ∈ Sn(P (K,Sn(Tn+1))). Also, set U
′
0 = 0. Our observation shows that for
any X ∈ U ′n, gX ∈ Un+1, as desired. 
Consider the vector space M∗+ of continuous linear functionals on M+. By the
definition,M∗+ is naturally isomorphic to the projective limit of Un(g−)
∗ as n→∞.
As vector spaces, Un(g−)
∗ = (Sjg−)
∗ = Sjg+. Therefore, it is natural to put the
discrete topology on Un(g−)
∗. This equips the moduleM∗+ with a natural structure
of a complete vector space. It is also equipped with a filtration by subspaces
(M∗+)n = Un−1(g−)
⊥, n ≥ 1, such that M+ = lim←−M
∗
+/(M
∗
+)n.
Remark. The topology of projective limit on M∗+ does not, in general, coincide
with the weak topology of the dual. In fact, it is stronger than the weak topology.
By Lemma 7.3, M∗+ has a natural structure of a g-module. Namely, the action
of g on M∗+ is defined to be the dual to the action of g on M+.
Lemma 7.4. M∗+ is an equicontinuous g-module.
Proof. It is easy to see that a(M∗+)n ⊂ (M
∗
+)n, a ∈ g+, and b(M
∗
+)n ⊂ (M
∗
+)n−1,
b ∈ g−. This means that the operators piM∗
+
(g) are continuous for any g ∈ g, and
26
piM∗
+
(g) ⊂ EndM∗+ is an equicontinuous family of operators. It remains to show
that the assignment g → piM∗
+
(g) is continuous for g ∈ g. Since g+ is discrete, it is
enough to check this statement for g ∈ g−.
Let f ∈ M∗+. Let fn be the reduction of f modulo (M
∗
+)n. We can regard f as
an element of ⊕nj=0S
j
g+. Let us write fn in terms of the basis {ai}, and let Tn(f)
be the set of all i ∈ I such that ai is involved in this expression.
Let Sn(J) be as in the proof of Lemma 7.3, and i ∈ I \ Sn(Tn+1(f)). Then it
is easy to see that bif ∈ (M∗+)n. This shows that for any n ≥ 0 and any f ∈ M
∗
+
bif ∈ (M∗+)n for almost all i ∈ I.
Thus, M∗+ is an equicontinuous g-module. 
Remark. If g+ is infinite dimensional then M+ is not, in general, an equicon-
tinuous g-module, since the family of operators {piM+(g), g ∈ g+} may fail to be
equicontinuous.
7.6. The Casimir element.
Consider the tensor product a ⊗ a∗. This space can be embedded into Enda,
by (x ⊗ f)(y) = f(y)x, x, y ∈ a, f ∈ a∗. This embedding defines a topology on
a ⊗ a∗, obtained by restriction of the weak topology on Enda. Let a⊗ˆa∗ be the
completion of a ⊗ a∗ in this topology. Since the image of a⊗ a∗ is dense in Enda,
this completion is identified with Enda.
Lemma 7.5. Let V,W ∈Me0. The map piV ⊗ piW : a⊗ a
∗ → End(V ⊗ˆW ) extends
to a continuous map a⊗ˆa∗ → End(V ⊗ˆW ).
Proof. Let x ∈ V ⊗ˆW be a vector. It is easy to see that the map piV ⊗ piW (·)x :
a⊗a∗ → V ⊗ˆW is continuous. Since the space V ⊗ˆW is complete, this map extends
to a continuous map a⊗ˆa∗ → V ⊗ˆW . This allows us to define a linear map piV ⊗piW :
a⊗ˆa∗ → End(V ⊗ˆW ). We would like to show that this map is continuous.
Let x ∈ V ⊗ˆW be a vector, and n ≥ 0 be an integer. Let P ⊂ V ⊗ˆW be an
open subspace, and U = {A ∈ End(V ⊗ˆW ) : Ax ∈ P}. Since open sets of this
form generate the topology on End(V ⊗ˆW ), it is enough to show that there exists a
neighborhood of zero Y ⊂ a⊗ˆa∗ such that (piV ⊗piW )(Y ) ⊂ U , i.e. (piV ⊗piW )(Y )x ⊂
P .
We can assume that P = V1⊗ˆW +W1⊗ˆV , where V1,W1 are open subspaces of
V,W . By the equicontinuity of piV (g), piW (g), g ∈ g, there exist open subspaces
V2 ⊂ V , W2 ⊂ W such that piV (g)V2 ⊂ V1, piW (g)W2 ⊂ W1. Let y ∈ V ⊗W be a
vector in the usual tensor product of V and W such that y− x ∈ V2⊗ˆW + V ⊗ˆW2.
Then for any t ∈ a⊗ˆa∗ (piV ⊗piW )(t)(y−x) ∈ P , so it is enough to find Y satisfying
the condition (piV ⊗ piW )(Y )y ⊂ P .
We have y =
∑m
j=1 vj ⊗ wj , vj ∈ V, wj ∈ W . Let X ⊂ a be a finite-dimensional
subspace such that for any b ∈ X⊥ ⊂ a∗ bwj ∈W1 for j = 1, ..., m. Such a subspace
exists by Lemma 7.1. The set Y = a⊗ˆX⊥ (the completion of a ⊗X⊥ in a⊗ˆa∗) is
open in a⊗ˆa∗, and (piV ⊗ piW )(Y )y ⊂ P , as desired. This shows the continuity of
piV ⊗ piW on a⊗ˆa
∗. 
Let r ∈ a⊗ˆa∗ be the vector corresponding to the identity operator under the
identification a⊗ˆa∗ with Enda. Let rop ∈ a∗⊗ˆa be the element obtained from r by
permutation of the components. We define the Casimir element Ω ∈ a⊗ˆa∗ ⊕ a∗⊗ˆa.
to be the sum r + rop.
It is easy to see that, r =
∑
ai ⊗ b
i, rop =
∑
bi ⊗ ai, Ω =
∑
(ai ⊗ b
i + bi ⊗ ai).
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Let V,W be equicontinuous g-modules, and denote by piV : g → EndV , piW :
g → EndW the corresponding linear maps. Let ΩVW = piV ⊗ piW (Ω). This endo-
morphism of V ⊗ˆW is well defined and continuous by Lemma 7.5. Moreover, it is
easy to see that ΩVW commutes with g, so it is an endomorphism of V ⊗ˆW as an
equicontinuous g-module.
Remark. Although the Casimir operator Ω =
∑
(ai ⊗ b
i + bi ⊗ ai) is defined
in the product of any two equicontinuous g-modules V ⊗ˆW , the Casimir element
C =
∑
(aib
i + biai) in general (for dim a = ∞) has no meaning as an operator in
an equicontinuous g-module V .
7.7. Drinfeld category. Let Me denote the category whose objects are equicon-
tinuous g-modules, and HomMe(U,W ) = Homg(U,W )[[h]]. This is an additive
category. For brevity we will later write Hom for HomMe .
Define a structure of a braided monoidal category onMe analogously to Section
1.4, using an associator Φ and the functor ⊗ˆ. As before, we identify Me with a
strict category and forget about positions of brackets.
Let γ be the functorial isomorphism defined by γXY = β
−1
Y X ∈ Hom(X ⊗ Y, Y ⊗
X), X, Y ∈ Me. It is easy to check that γ is a braiding on Me. We will need the
braiding γ in our construction below.
8. The fiber functor.
8.1. The category of complete k[[h]]-modules.
Let V be a complete vector space over k. Then the space V [[h]] = V ⊗ˆk[[h]]
of formal power series in h with coefficients in V is also a complete vector space.
Moreover, V [[h]] has a natural structure of a topological k[[h]]-module. We call a
topological k[[h]]-module complete if it is isomorphic to V [[h]] for some complete
V .
Let Ac be the category of complete k[[h]]-modules, where morphisms are con-
tinuous k[[h]]-linear maps. It is an additive category. Define the tensor structure
on Ac as follows. For V,W ∈ Ac define V ⊗˜W to be the quotient of the completed
tensor product V ⊗ˆW by the image of the operator h ⊗ 1− 1⊗ h. It is clear that
for V,W ∈ Ac, V ⊗˜W is also in Ac. The category Ac equipped with the functor ⊗˜
is a symmetric monoidal category.
Let CVect be the category of complete vector spaces. We have the functor of
extension of scalars, V 7→ V [[h]], acting from CVect to Ac. This functor respects
the tensor product, i.e. (V ⊗ˆW )[[h]] is naturally isomorphic to V [[h]]⊗˜W [[h]].
8.2. Properties of the Verma modules.
Let (g, g+, g−) be a Manin triple, and M
e be the Drinfeld category associated
to g. Let M+, M− be the Verma modules over g defined in Section 7.5.
Recall that the modules M± are identified with U(g∓). Thus, we can define the
maps i± :M± →M±⊗M± given by comultiplication in the universal enveloping al-
gebras U(g∓). These maps are U(g)-intertwiners, since they are U(g±)-intertwiners
and map the vector 1± to the g∓-invariant vector 1± ⊗ 1±.
Let M∗+ be as in Section 7.5, and f, g ∈ M
∗
+. Consider the linear functional
M+ → k defined by v → (f ⊗ g)(i+(v)). It is easy to check that this functional
is continuous, so it belongs to M∗+. Define the map i
∗
+ : M
∗
+ ⊗ M
∗
+ → M
∗
+ by
i∗+(f ⊗ g)(v) = (f ⊗ g)(i+(v)), v ∈ M+. It is clear that i
∗
+ is continuous, so it
extends to a morphism in Me: i∗+ :M
∗
+⊗ˆM
∗
+ →M
∗
+.
Let V ∈ M. Consider the space Homg(M−,M
∗
+⊗ˆV ), where Homg denotes the
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set of continuous homomorphisms. Equip this space with the weak topology (see
Section 7.1).
Lemma 8.1. The complete vector space Homg(M−,M
∗
+⊗ˆV ) is isomorphic to V .
The isomorphism is given by f → (1+ ⊗ 1)(f(1−)), f ∈ Homg(M−,M
∗
+⊗ˆV ).
Proof. By the Frobenius reciprocity, Homg(M−,M
∗
+⊗ˆV ) is isomorphic, as a topo-
logical vector space, to the space of invariants (M∗+⊗ˆV )
g− , via f → f(1−). Consider
the space Homk(M+, V ) of continuous homomorphisms from M+ to V , equipped
with the weak topology, and the map φ : (M∗+⊗ˆV ) → Homk(M+, V ), given by
φ(f ⊗ v)(x) = f(x)v, u ∈ M∗+, x ∈ M+, v ∈ V . It is clear that φ is injective and
continuous.
Claim. The map φ restricts to an isomorphism (M∗+⊗ˆV )
g− → Homg−(M+, V ).
Proof. It is clear that φ((M∗+⊗ˆV )
g−) ⊂ Homg−(M+, V ). So it is enough to
show that any continuous g−-intertwiner g : M+ → V is of the form φ(g
′), g′ ∈
(M∗+⊗ˆV )
g− , where g′ continuously depends on g.
Let X ⊂ V be an open subspace. Then for any g−-intertwiner g :M+ → V and
n ≥ 1 the image of g(Un(g−)1+) in V/Vm is finite-dimensional. This shows that
g = φ(g′) for some g′ ∈ (V ⊗M∗+)
g− . It is clear that g′ is continuous in g. The
claim is proved.
By the Frobenius reciprocity, the space Homg−(M+, V ) is isomorphic to V as a
topological vector space, via f → f(1+). The lemma is proved. 
8.3. The forgetful functor.
Let F :Me → Ac be a functor given by F (V ) = Hom(M−,M
∗
+⊗ˆV ). Lemma 8.1
implies that this functor is naturally isomorphic to the “forgetful” functor which
associates to every equicontinuous g-module M the complete k[[h]]-module M [[h]].
The isomorphism between these two functors is given by f → (1+ ⊗ 1)(f(1−)), for
any f ∈ F (M). Denote this isomorphism by τ .
8.4. Tensor structure on the functor F .
From now on, when no confusion is possible, we will denote the tensor product
in the categories Me and Ac by ⊗, instead of ⊗ˆ and ⊗˜.
Define a tensor structure on the functor F constructed in Section 8.3.
For any v ∈ F (V ), w ∈ F (W ) define JVW (v ⊗ w) to be the composition of
morphisms:
M−
i−
−→M− ⊗M−
v⊗w
−−−→M∗+ ⊗ V ⊗M
∗
+ ⊗W
1⊗γ23⊗1
−−−−−→
M∗+ ⊗M
∗
+ ⊗ V ⊗W
i∗+⊗1⊗1
−−−−−→M∗+ ⊗ V ⊗W,(8.1)
where γ23 denotes the braiding γ acting in the second and third components of the
tensor product. That is,
(8.2) JVW (v ⊗ w) = (i
∗
+ ⊗ 1⊗ 1) ◦ (1⊗ γ23 ⊗ 1) ◦ (v ⊗ w) ◦ i−.
Proposition 8.2. The maps JVW are isomorphisms and define a tensor structure
on the functor F .
Proof. It is obvious that JVW is an isomorphism since it is an isomorphism modulo
h.
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To prove the associativity of JVW , we need the following result.
Lemma 8.3 (i− ⊗ 1) ◦ i− = (1 ⊗ i−) ◦ i− in Hom(M−,M
⊗3
− ); (i
∗
+ ⊗ 1) ◦ i
∗
+ =
(1⊗ i∗+) ◦ i
∗
+ in Hom(M
∗
+, (M
∗
+)
⊗3).
Proof. The proof of the first identity coincides with the proof of Lemma 2.3 in
Part I. To prove the second identity, defineM+⊗ˆM+⊗ˆM+ to be space of continuous
linear functionals onM∗+⊗ˆM
∗
+⊗ˆM
∗
+. Since the operators Ωij ∈ Endg(M
∗
+⊗ˆM
∗
+⊗ˆM
∗
+)
are continuous, one can define the dual operators Ω∗ij ∈ Endg(M+⊗ˆM+⊗ˆM+), and
hence the operator Φ∗ dual to Φ. It is easy to show analogously to the proof of
Lemaa 2.3 that Φ∗(1+⊗1+⊗1+) = 1+⊗1+⊗1+, which implies the second identity
of Lemma 8.3.
Now we can finish the proof of the proposition. We need to show that for any
v ∈ F (V ), w ∈ F (W ), u ∈ F (U) JV⊗W,U ◦ (JVW ⊗ 1)(v ⊗ w ⊗ u) = JV,W⊗U ◦ (1⊗
JWU )(v ⊗ w ⊗ u), i.e.
(i∗+ ⊗ 1⊗ 1⊗ 1) ◦ γ34,5 ◦ (i
∗
+ ⊗ 1⊗ 1⊗ 1⊗ 1) ◦ γ23 ◦ (v ⊗ w ⊗ u) ◦ (i− ⊗ 1) ◦ i− =
(i∗+ ⊗ 1⊗ 1⊗ 1) ◦ γ23 ◦ (1⊗ 1⊗ i
∗
+ ⊗ 1⊗ 1) ◦ γ45 ◦ (v ⊗ w ⊗ u) ◦ (1⊗ i−) ◦ i−
(8.3)
in F (V ⊗W ⊗ U), where γ23,4 means the braiding applied to the product of the
second and the third factors and to the fourth factor. Because of Lemma 8.3 and
commutation relation of γ23,4 and i
∗
+ ⊗ 1⊗ 1⊗ 1⊗ 1, identity (8.3) is equivalent to
the identity
(i∗+ ⊗ 1⊗ 1⊗ 1) ◦ (i
∗
+ ⊗ 1⊗ 1⊗ 1⊗ 1) ◦ γ34,5 ◦ γ23 =
(i∗+ ⊗ 1⊗ 1⊗ 1) ◦ γ23 ◦ (1⊗ 1⊗ i
∗
+ ⊗ 1⊗ 1) ◦ γ45(8.4)
in Hom(M∗+ ⊗ V ⊗M
∗
+ ⊗W ⊗M
∗
+ ⊗ U,M
∗
+ ⊗ V ⊗W ⊗ U).
To prove this equality, we observe that the functoriality of the braiding implies
the identity
(8.5) γ23 ◦ (1⊗ 1⊗ i
∗
+ ⊗ 1⊗ 1) = (1⊗ i
∗
+ ⊗ 1⊗ 1⊗ 1) ◦ γ2,34.
Using (8.5) and the identity (i∗+⊗1)◦ i
∗
+ = (1⊗ i
∗
+)◦ i
∗
+, which follows from Lemma
8.3, we reduce (8.4) to the identity γ34,5γ23 = γ2,34γ45, which follows directly from
the braiding axioms. 
We will call the functor F equipped with the tensor structure defined above the
fiber functor.
9. Quantization of Lie bialgebras.
9.1. The algebra of endomorphisms of the fiber functor.
Let H = End(F ) be the algebra of endomorphisms of the functor F , with a
topology defined by the ideal hH ⊂ H. It is clear that H is a topological algebra
over k[[h]] (see Part I, Section 3.1).
Let H0 be the algebra of endomorphisms of the forgetful functor M
e
0 → CV ect.
It follows from Lemma 8.1 that the algebra H is naturally isomorphic to H0[[h]].
Let F 2 :Me×Me → Ac be the bifunctor defined by F 2(V,W ) = F (V )⊗F (W ).
Let H2 = End(F 2). It is clear that H2 ⊃ H⊗H but H2 6= H⊗H unless g is finite
dimensional.
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The algebra H has a natural “comultiplication” ∆ : H → H2 defined by
∆(a)V,W (v ⊗ w) = J
−1
VW aV⊗WJVW (v ⊗ w), a ∈ H, v ∈ F (V ), w ∈ F (W ) where
aV denotes the action of a in F (V ). We can also define the counit on H by
ε(a) = a1 ∈ k[[h]], where 1 is the neutral object.
A topological algebra A over k[[h]] is said to be a topological bialgebra if it is
equipped with a coproduct ∆ : A→ A⊗A (where ⊗ is the tensor product in A) and
a counit ε : A→ k[[h]] which are k[[h]]-linear, continuous, and satisfy the standard
axioms of a bialgebra.
We will need the following statement.
Proposition 9.1. Let A ⊂ H be a topological subalgebra such that ∆(A) ⊂ A⊗A.
Then (A,∆, ε) is a topological bialgebra over k[[h]].
The proof is straightforward.
Remark. For infinite-dimensional g, the algebra H equipped with the topology
defined by the ideal hH is not a topological bialgebra since ∆(H) is not a subset
of H ⊗H.
In the following sections we construct a quantum universal enveloping algebra
Uh(g+), which is a quantization of the Lie bialgebra g+, in the sense of Drinfeld
(see [Dr1] and Part I, Section 3.1). Namely, the algebra Uh(g+) is obtained as a
subalgebra of H such that ∆(A) ⊂ A⊗ A.
9.2. The algebra Uh(g+).
Let x ∈ F (M−). Define the endomorphism m+(x) of the functor F as follows.
For any V ∈ Me, v ∈ F (V ), define the element m+(x)v ∈ F (V ) to be the com-
position of the following morphisms in Me: m+(x)v = (i
∗
+ ⊗ 1) ◦ (1⊗ v) ◦ x. This
defines a linear map m+ : F (M−)→ H. Denote the image of this map by Uh(g+).
It is easy to see that for any a ∈ U(g+) τ(m+(a1−)v) ≡ aτ(v) mod h, which
implies that m+ is an embedding.
Proposition 9.2. Uh(g+) is a subalgebra in H.
Proof.
Using Lemma 8.3, for any x, y ∈ F (M−), V ∈M
e, v ∈ F (V ) we obtain
m+(x)m+(y)v = (i
∗
+ ⊗ 1) ◦ (1⊗ i
∗
+ ⊗ 1) ◦ (1⊗ 1⊗ v) ◦ (1⊗ y) ◦ x =
(i∗+ ⊗ 1) ◦ (i
∗
+ ⊗ 1⊗ 1) ◦ (1⊗ 1⊗ v) ◦ (1⊗ y) ◦ x =
(i∗+ ⊗ 1) ◦ (1⊗ v) ◦ (i
∗
+ ⊗ 1) ◦ (1⊗ y) ◦ x =
(i∗+ ⊗ 1) ◦ (1⊗ v) ◦ z,(9.1)
where z = (i∗+ ⊗ 1) ◦ (y ⊗ 1) ◦ x ∈ F (M−).
So by the definition we get m+(x) ◦m+(y) = m+(z). 
Note that the algebra Uh(g+) is a deformation of the algebra U(g+). Indeed,
we can define a linear isomorphism µ : U(g+)[[h]] → Uh(g+) by µ(a) = m−(a1−),
a ∈ U(g+)[[h]]. This isomorphism has the property µ(ab) = µ(a) ◦ µ(b) mod h
2,
which follows from the fact that Φ ≡ 1 mod h, but in general µ(ab) 6= µ(a) ◦ µ(b).
The subalgebra Uh(g+) has a unit which is equal to µ(1), 1 ∈ U(g+). To check
this, it is enough to observe that µ(1) is invertible and check the identity µ(1)2 =
µ(1).
9.3. The coproduct on Uh(g+).
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Proposition 9.3. The algebra Uh(g+) is closed under the coproduct ∆, i.e. ∆(Uh(g+)) ⊂
Uh(g+)⊗ Uh(g+), and for any x ∈ F (M−) one has
(9.2) ∆(m+(x)) = (m+ ⊗m+)(J
−1
M−M−
((1⊗ i−) ◦ x)).
Proof. Let x ∈ F (M−), V,W ∈ M
e, v ∈ V , w ∈ W . By the definition of ∆ and
m+, the element ∆(m+(x)) ∈ H
2 is uniquely determined by the identity
(i∗+ ⊗ 1⊗ 1) ◦ (1⊗ i
∗
+ ⊗ 1⊗ 1) ◦ γ34 ◦ (1⊗ v ⊗ w) ◦R(1⊗ i−) ◦ x =
(i∗+ ⊗ 1⊗ 1) ◦ γ23 ◦∆(m+(x))(v ⊗ w) ◦ i−(9.3)
in F (V ⊗W ).
The element X = J−1M−M−((1 ⊗ i−)x) ∈ F (M−) ⊗ F (M−) is, by the definition,
uniquely determined by the identity
(9.4) (1⊗ i−) ◦ x = (i
∗
+ ⊗ 1⊗ 1) ◦ γ23 ◦X ◦ i−
in F (M− ⊗ M−). Therefore, to prove formula (9.2), it is enough to prove the
equality obtained by substitution of (i∗+ ⊗ 1⊗ i
∗
+ ⊗ 1) ◦ (1⊗ v ⊗ 1⊗w) ◦X instead
of ∆(m+(x))(v ⊗ w) in (9.3):
(i∗+ ⊗ 1⊗ 1) ◦ (1⊗ i
∗
+ ⊗ 1⊗ 1) ◦ γ34 ◦ (1⊗ v ⊗ w) ◦ (1⊗ i−) ◦ x =
(i∗+ ⊗ 1⊗ 1) ◦ γ23 ◦ (i
∗
+ ⊗ 1⊗ i
∗
+ ⊗ 1) ◦ (1⊗ v ⊗ 1⊗ w) ◦X ◦ i−(9.5)
in F (V ⊗W ).
Using the functoriality of the braiding and Lemma 8.3, we obtain
(i∗+ ⊗ 1⊗ 1) ◦ γ23 ◦ (i
∗
+ ⊗ 1⊗ i
∗
+ ⊗ 1) ◦ (1⊗ v ⊗ 1⊗ w) =
(i∗+ ⊗ 1⊗ 1) ◦ γ23 ◦ (i
∗
+ ⊗ 1⊗ i
∗
+ ⊗ 1) ◦ γ
−1
23,4 ◦ (1⊗ 1⊗ v ⊗ w) ◦ γ23 =
(i∗+ ⊗ 1⊗ 1) ◦ (i
∗
+ ⊗ i
∗
+ ⊗ 1⊗ 1) ◦ γ3,45 ◦ γ
−1
23,4 ◦ (1⊗ 1⊗ v ⊗ w) ◦ γ23 =
(i∗+ ⊗ 1⊗ 1) ◦ (i
∗
+ ⊗ i
∗
+ ⊗ 1⊗ 1) ◦ γ45γ
−1
23 ◦ (1⊗ 1⊗ v ⊗ w) ◦ γ23 =
(i∗+ ⊗ 1⊗ 1) ◦ (i
∗
+ ⊗ 1⊗ 1⊗ 1) ◦ (1⊗ i
∗
+ ⊗ 1⊗ 1⊗ 1) ◦ γ45γ
−1
23 ◦ (1⊗ 1⊗ v ⊗ w) ◦ γ23
(9.6)
in Hom(M∗+ ⊗M− ⊗M
∗
+ ⊗M−,M
∗
+ ⊗ V ⊗W ). It is easy to see that i
∗
+ ◦ γ = i
∗
+,
so using Lemma 8.3 again, we get from (9.6):
(i∗+ ⊗ 1⊗ 1) ◦ γ23 ◦ (i
∗
+ ⊗ 1⊗ i
∗
+ ⊗ 1) ◦ (1⊗ v ⊗ 1⊗ w) =
(i∗+ ⊗ 1) ◦ (1⊗ i
∗
+ ⊗ 1⊗ 1) ◦ γ34 ◦ (1⊗ v ⊗ w) ◦ (i
∗
+ ⊗ 1⊗ 1) ◦ γ23(9.7)
Substituting (9.7) into the right hand side of (9.5) and using (9.4), we get
(i∗+ ⊗ 1⊗ 1) ◦ γ23 ◦ (i
∗
+ ⊗ 1⊗ i
∗
+ ⊗ 1) ◦ (1⊗ v ⊗ 1⊗ w) ◦X ◦ i− =
(i∗+ ⊗ 1⊗ 1) ◦ (1⊗ i
∗
+ ⊗ 1⊗ 1) ◦ γ34 ◦ (1⊗ v ⊗ w) ◦ (i
∗
+ ⊗ 1⊗ 1) ◦ γ23 ◦X ◦ i− =
(i∗+ ⊗ 1⊗ 1) ◦ (1⊗ i
∗
+ ⊗ 1⊗ 1) ◦ γ34 ◦ (1⊗ v ⊗ w) ◦ (1⊗ i−) ◦ x(9.8)
in F (V ⊗W ), which proves (9.2). The proposition is proved. 
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Corollary 9.4. The algebra Uh(g+), equipped with the coproduct ∆, is a quantized
universal enveloping algebra.
Proof.. It follows from Lemma 9.1 and Propositions 9.2, 9.3 that Uh(g+) is a topo-
logical bialgebra over k[[h]] isomorphic to U(g−)[[h]] as a topological k[[h]]-module,
and such that Uh(g+)/hUh(g+) is isomorphic to U(g+) as a bialgebra. This implies
that Uh(g) has an antipode, because the antipode exists modh. Thus, Uh(g+) is a
quantized universal enveloping algebra. 
9.4. The algebra Uh(g+) is a quantization of g+.
Proposition 9.5. The algebra Uh(g+) is a quantization of the Lie bialgebra g+.
Proof. Let x ∈ Uh(g+) be such that there exists x0 ∈ g+ ⊂ U(g+) satisfying the
condition x ≡ x0 mod h.
It is easy to show that for any V,W ∈M
(9.9) τ−1V⊗W ◦ JVW ◦ (τV ⊗ τW ) = 1 + hr/2 +O(h
2)
in End(V ⊗W ). From (9.9) and the definition of coproduct, analogously to the
proof of Proposition 3.6 in Part I, it is easy to obtain the congruence
(9.10) h−1(∆(x)−∆op(x)) ≡ δ(x0) mod h.
which means that Uh(g+) is the quantization of g+. 
Thus, we have proved the following theorem, which answers question 1.1 in [Dr3].
Theorem 9.6. Let a be a Lie bialgebra over k. Then there exists a quantized
universal enveloping algebra Uh(a) over k which is a quantization of a.
9.5. The isomorphism between two constructions of the quantization.
Let us compare the results of the previous sections to the results of Part I.
In Part I, we showed the existence of quantization for any finite dimensional Lie
bialgebra. Let (g, g+, g−) be a finite-dimensional Manin triple. Let Uh(g+) denote
the quantization of g+ constructed in this section, and by U˜h(g+) the quantization
constructed in Part I.
Proposition 9.7. The quantized universal enveloping algebras Uh(g+), U˜h(g+) are
isomorphic.
(Note added on May 19, 2016: Adrien Brochier has discovered that the proof
of Proposition 9.7 given below contains an error, namely the morphism χ is de-
fined incorrectly. A corrected proof with the right definition of χ appears in [Br],
Subsection 2.2).
Proof. If g is finite-dimensional, then M+ is an equicontinuous g-module. Let
F˜ : Me → Ac be the functor defined by F˜ (V ) = Hom(M+ ⊗M−, V ), V ∈ M
e.
The tensor structure on F˜ can be defined as in Part I.
Let σ ∈ Hom(1,M∗+ ⊗M+) be the canonical element. Consider the morphism
χ : F˜ → F , defined as follows. For any V ∈M , v ∈ F˜ (V ), define χV (v) ∈ F (V ) as
the composition χV (v) = (1⊗ v) ◦ (σ ⊗ 1). It is obvious that χ is an isomorphism
of additive functors.
Claim. χ is an isomorphism of tensor functors.
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Proof. The statement is equivalent to the identity
(1⊗ v ⊗ w) ◦ β34 ◦ (1⊗ i+ ⊗ i−) ◦ (σ ⊗ 1) =
(i∗+ ⊗ 1⊗ 1) ◦ γ23 ◦ (1⊗ v ⊗ 1⊗ w) ◦ (σ ⊗ 1⊗ σ ⊗ 1) ◦ i−,(9.11)
which should be satisfied in Hom(M−,M
∗
+⊗V ⊗W ) for any V,W ∈M
e, v ∈ F˜ (V ),
w ∈ F˜ (W ). Using the identity (1⊗ v ⊗ 1 ⊗ w) ◦ γ23 = γ23,4 ◦ (1 ⊗ 1 ⊗ v ⊗ w), we
reduce (9.11) to the identity
β34 ◦ (1⊗ i+ ⊗ i−) ◦ (σ ⊗ 1) =
(i∗+ ⊗ 1⊗ 1⊗ 1⊗ 1) ◦ γ23,4 ◦ (σ ⊗ 1⊗ σ ⊗ 1) ◦ i−(9.12)
in Hom(M−,M
∗
+ ⊗M+ ⊗M− ⊗M+ ⊗M−). Moving β34 from left to right and
interchanging β−134 with i
∗
+ ⊗ 1 ⊗ 1 ⊗ 1 ⊗ 1, so that (9.12) is equivalent to the
identity:
(1⊗ i+ ⊗ i−) ◦ (σ ⊗ 1) =
(i∗+ ⊗ 1⊗ 1⊗ 1⊗ 1) ◦ β
−1
45 γ23,4 ◦ (σ ⊗ 1⊗ σ ⊗ 1) ◦ i−(9.13)
in Hom(M−,M
∗
+ ⊗M+ ⊗M+ ⊗M− ⊗M−). It is clear that γ1,23 ◦ (1⊗ σ) = σ ⊗ 1
in Hom(M−,M− ⊗M
∗
+ ⊗M+). Therefore, using the relations γ23,4γ
−1
3,45 = γ23γ
−1
45 ,
and βγ = 1, we reduce (9.13) to
(9.14) (1⊗ i+) ◦ σ = (i
∗
+ ⊗ 1⊗ 1) ◦ γ23 ◦ (σ ⊗ σ)
in Hom(1,M∗+ ⊗M+ ⊗M+). Since i
∗
+ ◦ γ = i
∗
+, we can rewrite (9.14) as
(9.15) (1⊗ i+) ◦ σ = (i
∗
+ ⊗ 1⊗ 1) ◦ γ12,3 ◦ (σ ⊗ σ).
Using the equality γ12,3 ◦ (σ ⊗ 1) = 1⊗ σ, we reduce (9.15) to
(9.16) (1⊗ i+) ◦ σ = (i
∗
+ ⊗ 1⊗ 1) ◦ (1⊗ σ ⊗ 1) ◦ σ.
To prove this equality, we compute the image of 1 ∈ 1 under right hand side of
(9.16). In this calculation, we can ignore the action of the associator because for
any representations V1, V2, V3 of g the associator acts trivially on the g-invariants
in V1 ⊗ V2 ⊗ V3. The calculation yields that 1 goes to (1⊗ i+)(σ(1)), which proves
(9.16). The claim is proved.
Let M ⊂ Me be the full subcategory of discrete g-modules, and U˜h(g) =
End(F˜ |M) be the quantization of g constructed in Part I. It is easy to show that the
homomorphism of topological Hopf algebras EndF˜ → U˜h(g) defined by restriction
from Me to M is an isomorphism, since both algebras are canonically isomorphic
to U(g)[[h]]. This means that the morphism χ defined above induces an isomor-
phism of topological Hopf algebras U˜h(g) → Uh(g). It is easy to check that this
isomorphism maps U˜h(g+) onto Uh(g+), which proves the proposition. 
10. Universality and functoriality of the quantization of Lie bialgebras.
34
10.1. Acyclic functions.
Let V be vector space over k. For any integersm,n ≥ 0, letHmn = Hom(V
⊗m, V ⊗n)
be the space of tensors of rank m,n on V .
Let B = ⊕m,n≥0Hmn. We have two binary operations on B: the tensor product
and the composition. (If the composition makes no sense, we set it to zero).
Let m1, ..., mr, n1, ..., nr be nonnegative integers, and W = ⊕
r
i=1Hmini . Let
pi :W → Hmini be the natural projections.
Let X be a subset of W and YX be the space of all functions from X to B.
Denote by AX the smallest subspace in YX closed under composition and tensor
product, and satisfying the following conditions:
(i) pi|X ∈ AX , i = 1, ..., r;
(ii) If σ ∈ YX is a permutation operator from Sp ⊂ Hpp, regarded as a constant
function on X , then σ ∈ AX .
We call an element of AX an acyclic function on X .
10.2. Universal quantization.
Let g be a Lie bialgebra over k, and Uh(g) be its quantization constructed in
Chapter 9. Recall that as a k[[h]]-module, Uh(g) was identified with U(g)[[h]],
which, in turn, we identify with Sg[[h]] in the standard way. Therefore, the mul-
tiplication map µ : Uh(g) ⊗ Uh(g) → Uh(g) splits in a direct sum of linear maps
µpmn : S
m
g⊗ Sng→ Spg[[h]]. Similarly, the coproduct ∆ : Uh(g)→ Uh(g)⊗ Uh(g)
splits in a direct sum of linear maps ∆mnp : S
p
g→ Smg⊗ Sng[[h]]. All these linear
maps are functions of the commutator [, ] and cocommutator δ of the Lie bialgebra
g.
Now consider the setting of Section 10.1, with m1 = 2, m2 = 1, n1 = 1, n2 = 2,
W = Hom(V ⊗ V, V ) ⊕ Hom(V, V ⊗ V ), X ⊂ W the set of all pairs ([, ], δ) ∈ W
satisfying the axioms of a Lie bialgebra. To every Lie bialgebra g ∈ X (g =
(V, [, ], δ)), we have associated a quantized universal enveloping algebra Uh(g), which
is identified with SV [[h]] as a k[[h]]-module. Thus, we can regard µpmn, ∆
mn
p as
functions on X with values in Hm+n,p[[h]], Hp,m+n[[h]], respectively.
Theorem 10.1. The coefficients of the h-expansion of µpmn, ∆
mn
p , are acyclic
functions on X.
Remark. Drinfeld calls a quantization having this property a universal quan-
tization. Thus, the quantization of Lie bialgebras constructed in Chapter 9 is
universal.
Theorem 10.1 implies functoriality of quantization. Namely, let LBA denote
the category of Lie bialgebras over k, and QUEA denote the category of quantum
universal enveloping algebras over k[[h]].
Theorem 10.2. There exists a functor Q : LBA → QUEA such that for any
g ∈ LBA we have Q(g) = Uh(g).
Proof. On objects, the functor Q is already defined. Now let us define it on mor-
phisms. Let f : g1 → g2 be a homomorphism of Lie bilagebras. It defines a linear
map Q(f) : Sg1[[h]] → Sg2[[h]]. By Theorem 10.1, this map defines a homomor-
phism of Hopf algebras Uh(g1)→ Uh(g2). The theorem is proved. .
10.3. Proof of Theorem 10.1. Let g+ be a Lie bialgebra, Uh(g+) be its quanti-
zation. We will use the notation of Section 9.
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By the definition, Uh(g+) = F (M−) = Hom(M−,M
∗
+⊗ˆM−). We have the iden-
tifications ξ± : Sg∓ →M± given by
(10.1) ξ±(Sym(x1 ⊗ ...⊗ xl)) = Sym(x1...xl)1±, xi ∈ g∓,
and θ : Uh(g+)→M−[[h]] by
θ(x) = (1+ ⊗ 1)(x1−).
They give us identifications η = θ−1ξ− : Sg+[[h]] → Uh(g+), and ξ
∗
+ : M
∗
+ →
Sˆg+ (here hat denotes the completion by degree). From now on we fixed these
identifications and thus regard the spaces M−,M
∗
+, Uh(g+) as sums of spaces of the
form Smg+ or S
m
g+[[h]]. This allows us to make sense of the statement that
certain maps between tensor products of these spaces, depending on [, ], δ, are
acyclic functions (on X).
To prove the theorem, we need to show that the maps µ, ∆, S are acyclic.
To implement the proof, we need a few Lemmas.
Let r ∈ g+ ⊗ g− be the classical r-matrix, so that Ω = r + r
op.
Lemma 10.3. (i) The map r :M− ⊗M− →M− ⊗M− is acyclic.
(ii) The maps r, rop :M∗+⊗ˆM− →M
∗
+⊗ˆM− are acyclic.
Proof. (i) For any nonnegative integers m,n consider the mapping g⊗m+ ⊗ g
⊗n
+ →
Sg+ ⊗ Sg+, given by
(10.2) x1 ⊗ ...⊗ xm ⊗ y1 ⊗ ...⊗ yn → r(x1...xn1− ⊗ y1...ym1−).
We need to show that this mapping is an acyclic function. We can do this by
induction in N = m+ n. If N = 0, the operator is zero and the statement is clear.
Assume the statement is proved for N = K − 1 and let us prove it for N = K.
Using the relation [x⊗ 1 + 1⊗ x, r] = δ(x), x ∈ g+, we can reduce the question to
the case m = K, n = 0. In this case, the map is again zero, Q.E.D.
(ii) By the same reasoning as in (i), we get the statement for r. For rop, we reduce
the question to proving that the map M∗+ →M
∗
+⊗ˆM− given by v → r
op(v⊗ 1−) is
acyclic.
Let u = Sym(y1...ym)1+ ∈M+, y1, ..., ym ∈ g−. Let us compute the expression
X = (u⊗ 1)(rop(v ⊗ 1−)) ∈M−.
We get
(10.3) X = −(rop(u⊗ 1))(v ⊗ 1−) =
∑
i
〈L(bi, y1, ..., ym)1+, v〉ai1−,
where ai, b
i are dual bases of g+, g−, and L is a polynomial of commutators of
bi, y1, ..., ym over Q which is symmetric in bi, y1, ..., ym and depends only on m.
Using the duality of g+ and g−, from (10.3) we get
(10.4) X =
∑
i
〈bi ⊗ y1 ⊗ ...⊗ ym, DL(v)〉ai1−
where DL(v) ∈ Sg+ is a linear combination of iterated cocommutators applied to
v. This implies that rop(v⊗ 1−) is a linear combination of iterated cocommutators
applied to v, so the map v → rop(v ⊗ 1−) is acyclic. 
For any x ∈ M−, let ψx : M− → M
∗
+⊗ˆM− be the morphism such that
(1+ ⊗ 1)(ψx1−) = x.
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Lemma 10.4. The map M−⊗M− →M
∗
+⊗ˆM− defined by x⊗y → ψxy is acyclic.
Proof. For any x ∈M−, y ∈ U(g+) we have ψxy1− = ∆0(y)ψx1−, where ∆0 is the
coproduct in U(g+). Since the map ∆0 is obviously acyclic, it suffices to show that
the assignment x→ ψx1− is an acyclic map M− →M
∗
+⊗ˆM−.
Let z ∈ U(g−). Since the vector ψx1− is g−-invariant, we have
(z1+ ⊗ 1)(ψx1−) = (1+ ⊗ S0(z))(ψx1−) = S0(z)x,
where S0 is the antipode of U(g−). Let z = Sym(z1 ⊗ ... ⊗ zm), x = Sym(x1 ⊗
... ⊗ xn)1−, zi ∈ g−, xi ∈ g+. Computing the product S0(z)x, we see that
it is a linear combination of products of expressions of the form xi and Z =
[ad∗xi1 ...ad
∗xirzj , xi]+, applied to 1−, where [za]+ denotes the g+-component of
[za]. Using the identity [za]+ = 〈1 ⊗ z, δ(a)〉, we can rewrite Z in the form
Z = ±〈1 ⊗ zj , (adxir ...adxi1 ⊗ 1)δ(xi)〉. This shows that the product S0(z)x,
regarded as an element of Sg+, can be represented as a linear combination of
summands of the form
〈z1 ⊗ ...⊗ zm ⊗ 1
⊗s, x′〉,
where x′ ∈ Sg+ is a polylinear symmetric function of x1, ..., xn, such that the
assignment Sym(x1 ⊗ ...⊗ xn)→ x
′ is acyclic. This proves the acyclicity of ψx1−.

Now we can show the acyclicity of the product in Uh(g+). According to Chapter
9, for any x, y ∈M−,
(10.5) x ∗ y = (1+ ⊗ 1+ ⊗ 1)(Φ
−1(1⊗ ψy)ψx1−)
Since Φ−1 is a noncommutative formal series of hΩ12, hΩ23, the acyclicity of the
map x⊗ y → x ∗ y follows from Lemmas 10.3 and 10.4.
To prove the acyclicity of the coproduct ∆, consider the linear operator J ∈
Endk(M− ⊗M−)[[h]] defined by
(10.6) J (x⊗ y) = (1+ ⊗ 1+ ⊗ 1⊗ 1)(Φ
−1
1,2,34Φ2,3,4γ23Φ
−1
2,3,4Φ1,2,34(ψx1− ⊗ ψy1−)).
According to Proposition 9.3, the coproduct on Uh(g+), (when Uh(g+) is identified
with M−), is written in the form
(10.7) ∆(x) = J−1i−(x).
The map J is acyclic by Lemmas 10.3 and 10.4. Therefore, ∆ is acyclic.
10.4. Universal quantization of quasitriangular Lie bialgebras.
Let g be a quasitriangular Lie bialgebra over k, and U qth (g) be its quasitriangular
quantization constructed in Chapter 6. As a k[[h]]-module, U qth (g) was identified
with U(g)[[h]], which we identify with Sg[[h]] in the standard way. Therefore, the
multiplication map µ : U qth (g)⊗U
qt
h (g)→ U
qt
h (g) splits in a direct sum of linear maps
µpmn : S
m
g⊗Sng→ Spg[[h]]. Similarly, the coproduct ∆ : U qth (g)→ U
qt
h (g)⊗U
qt
h (g)
splits in a direct sum of linear maps ∆mnp : S
p
g→ Smg⊗Sng[[h]], and the quantum
R-matrix R splits in ta direct sum of Rmn ∈ S
m
g⊗ Sng[[h]]. All these linear maps
are functions of the commutator [, ] and the classical r-matrix r of g.
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Now consider the setting of Section 10.1, with m1 = 2, m2 = 0, n1 = 1, n2 = 2,
W = Hom(V ⊗ V, V ) ⊕ V ⊗ V , X ⊂ W the set of all pairs ([, ], r) ∈ W satisfying
the axioms of a quasitriangular Lie bialgebra. To every quasitriangular Lie bial-
gebra g ∈ X (g = (V, [, ], r)), we have associated a quantized universal enveloping
algebra U qth (g), which is identified with SV [[h]] as a k[[h]]-module. Thus, we can
regard µpmn, ∆
mn
p , Rmn as functions on X with values in Hm+n,p[[h]], Hp,m+n[[h]],
H0,m+n[[h]], respectively.
Theorem 10.5. The coefficients of the h-expansion of µpmn, ∆
mn
p , Rmn are acyclic
functions on X.
Proof. The proof is analogous to the proof of Theorem 10.1 .
Theorem 10.5 implies functoriality of quasitriangular quantization. Namely, let
QTLBA denote the category of quasitriangular Lie bialgebras over k, and QTQUEA
denote the category of quasitriangular quantum universal enveloping algebras.
Theorem 10.6. There exists a functor Qqt : QTLBA→ QTQUEA such that for
any g ∈ QTLBA we have Qqt(g) = U qth (g).
Proof. The proof is analogous to the proof of Theorem 10.2 .
10.5. Universal quantization of classical r-matrices.
Let A be an associative algebra over k with unit, and r ∈ A⊗A be a solution of
the classical Yang-Baxter equation. In Chapter 5, we assigned to (A, r) a solution
of the quantum Yang-Baxter equation R(r) ∈ A⊗A[[h]].
Consider the setting of Section 10.1, with m1 = 2, m2 = 0, m3 = 0, n1 = 1, n2 =
1, n3 = 2,W = Hom(V ⊗V, V )⊕V ⊕V ⊗V , X ⊂ W the set of all triples (∗, 1, r) ∈W
such that ∗ is an associative product, 1 is a unit, and r satisfies the classical Yang-
Baxter equation. To every A ∈ X (A = (V, ∗, 1, r)), we have associated a quantum
R-matrix R(r) ∈ A⊗A[[h]]. Thus, we can regard R as a function on X with values
in H02[[h]].
Theorem 10.7. The coefficients of the h-expansion of R are acyclic functions on
X.
Proof. The theorem follows from Theorem 10.5. 
Theorem 10.5 implies functoriality of quantization of classical r-matrices.
Namely, let us call a classical Yang-Baxter algebra a pair (A, r), where A is an
associative algebra with unit over k, and r ∈ A ⊗ A satisfies the classical Yang-
Baxter equation, and a quantum Yang-Baxter algebra a pair (A,R), where A is
an associative algebra with unit over k, and R ∈ A ⊗ A[[h]] satisfies the quan-
tum Yang-Baxter equation. Let CYBA, QYBA denote the categories of classical,
respectively quantum, Yang-Baxter algebras. Morphisms in these categories are
algebra homomorphisms preserving the unit and r (respectively, R).
Theorem 10.8. There exists a functor QY B : CY BA→ QY BA such that for any
(A, r) ∈ CY BA we have QY B(A, r) = (A,R(r)).
Proof. The proof is analogous to the proof of Theorem 10.2. 
10.6. Quantization over a complete local Q-algebra
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Let K be a local Artinian or pro-Artinian commutative algebra over Q, and
I be the maximal ideal in K. Let k = K/I (it is a field of characteristic 0). Let
LBA(K), QTLBA(K), QUEA(K), QTQUEA(K) be the categories of Lie bialgebras,
quasitriangular Lie bialgebras, quantum universal enveloping algebras, quasitrian-
gular quantum universal enveloping algebras over K which are topologically free
as K-modules and cocommutative modulo I. Let CYBA(K), QYBA(K) be the
categories of classical Yang-Baxter algebras, quantum Yang-Baxter algebras, which
are topologically free as K-modules and trivial modulo I (i.e. r = 0, R = 1 modulo
I).
In Section 10.2, we showed that µ, δ are series of acyclic functions of [, ], hδ with
rational coefficients. Similarly, in Section 10.4, we showed that µ,∆, R are series
of acyclic functions with rational coefficients of [, ], hr, and in Section 10.5 that
R is a series of acyclic functions with rational coefficients of ∗, 1, hr. Therefore,
we can use these formulas to define quantization over K (the series will converge
in the topology of K). This quantization over K possesses the same functorial
properties as the original quantization over k[[h]]. Thus, we obtain quantization
functors QA : LBA(K)→ QUEA(K), Q
qt
K : QTLBA(K)→ QTQUEA(K), Q
Y B
K :
CY BA(K)→ QY BA(K).
Appendix: computation of the product in Uh(a) modulo h
3.
To illustrate the proof of Theorem 10.1, here we compute the product in the
quantization Uh(a) of a Lie bialgebra a modulo h
3. In the text below we always
assume summation over repeated indices.
Let {ai, i ∈ I} be a basis of a, and {b
i} be the topological basis of a∗ dual to
{ai}. Let us write down the commutation relations for the Lie algebra g = a⊕ a
∗:
(A1) [aiaj] = c
k
ijak, [b
ibj ] = f ijk b
k, [aib
j ] = f jki ak − c
j
ikb
k.
Let 1∗+ ∈M
∗
+ be the functional on M
∗
+ defined by 1
∗
+(x1+) = ε(x), x ∈ U(a).
Let {(M∗+)n} be the filtration of M
∗
+ which was defined in Chapter 7.
For x ∈ U(a), let ψx :M− →M
∗
+⊗ˆM− be the g-intertwiner such that
ψx1− ≡ 1
∗
+ ⊗ x1− mod (M
∗
+)1.
For x, y ∈ U(a), we defined the quantized product z = y ◦ x to be the element of
U(a)[[h]] such that the operator ψz is the composition
M−
ψx
−→M∗+⊗ˆM−
1⊗ψy
−−−→M∗+⊗ˆ(M
∗
+⊗ˆM−)
Φ−1
−−→
(M∗+⊗ˆM
∗
+)⊗ˆM−
i∗+⊗1
−−−→M∗+⊗ˆM−.(A2)
We want to compute the product aq ◦ ap modulo h
3. We fix elements ρi ∈M
∗
+,
i ∈ I, such that ρi(1+) = 0, ρi(b
j1+) = δ
j
i . These elements are uniquely defined
modulo (M∗+)2.
Let wi ∈M− be the vectors such that
(A3) ψap1− ≡ 1
∗
+ ⊗ ap1− + ρi ⊗ w
i mod (M∗+)2 ⊗M−.
We must have bjψap1− = 0 for all j, so 1
∗
+⊗b
jap1−+b
jρi⊗w
i = 0. But bjρi(1+) =
ρi(−b
j1+) = −δ
j
i , so we get w
i = biap1− = −f
ik
p ak1−.
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Thus we get
(A4) ψap1− ≡ 1
∗
+ ⊗ ap1− − f
ik
p ρi ⊗ ak1− mod (M
∗
+)2⊗ˆM−.
Using (A4), we get
ψaqar1− ≡ (ar ⊗ 1 + 1⊗ ar)ψaq1− ≡
1∗+ ⊗ araq1− − f
ik
q arρi ⊗ ak − f
ik
q ρi ⊗ arak1− mod (M
∗
+)2⊗ˆM−.(A5)
We have
(A6) arρi(b
j1+) = −ρi(arb
j1+) = ρi(c
j
rkb
k1+) = c
j
ri,
Thus, substituting (A6) into (A5), we get
(A7) ψaqar1− ≡ 1
∗
+⊗araq1−−f
ik
q c
j
riρj⊗ak1−−f
ik
q ρi⊗arak1− mod (M
∗
+)2⊗ˆM−.
In particular, we have
(1⊗ ψaq )ψap1− ≡ 1
∗
+ ⊗ 1
∗
+ ⊗ aqap1−
−cjpif
ik
q 1
∗
+ ⊗ ρj ⊗ ak1− − f
ik
q 1
∗
+ ⊗ ρi ⊗ apak1− − f
ik
p ρi ⊗ 1
∗
+ ⊗ akaq1−+
f ikp c
j
klf
ls
q ρi ⊗ ρj ⊗ as1− + f
ik
p f
ls
q ρi ⊗ ρl ⊗ akas1−
mod (M∗+)2⊗ˆM
∗
+⊗ˆM− +M
∗
+⊗ˆ(M
∗
+)2⊗ˆM−.(A8)
The definition of an associator implies
(A9) Φ = 1 +
h2
24
[t12, t23] +O(h
3).
(see [Dr2],[Dr4]). This means that the part of the h2-coefficient of Φ−1V1V2V3 which
belongs to a∗ ⊗ a∗ ⊗ a is 1
24
ckijb
i ⊗ bj ⊗ ak.
Now let us apply Φ−1 to both sides of (A8). We want to compute the answer in
the form 1∗+ ⊗ 1
∗
+ ⊗ u + ..., u ∈ M−[[h]]. To do this, we only need to use the last
two terms on the r.h.s. of (A8) and the a∗ ⊗ a∗ ⊗ a-part of the quadratic term of
Φ. The calculation gives
Φ−1(1⊗ ψaq )ψap1− ≡ 1
∗
+ ⊗ 1
∗
+ ⊗ u mod (M
∗
+)1⊗ˆM
∗
+⊗ˆM− +M
∗
+⊗ˆ(M
∗
+)1⊗ˆM−,
u = aqap1− +
h2
24
(f ikp f
ls
q c
j
klc
m
ijamas + f
in
p f
ls
q c
r
ilaranas)1−(A10)
This shows that
(A11) aq ◦ ap = aqap +
h2
24
(f ikp f
ls
q c
j
klc
m
ijamas + f
in
p f
ls
q c
r
ilaranas) +O(h
3).
This formula is analogous to the formula deduced by Drinfeld [Dr3] (equation 1.1).
It is easy to see that this formula contains only acyclic monomials. Therefore,
this formula is universal.
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