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A PATH MODEL FOR WHITTAKER VECTORS
PHILIPPE DI FRANCESCO, RINAT KEDEM, AND BOLOR TURMUNKH
Abstract. In this paper we construct weighted path models to compute Whittaker vec-
tors in the completion of Verma modules, as well as Whittaker functions of fundamental
type, for all finite-dimensional simple Lie algebras, affine Lie algebras, and the quantum
algebra Uq(slr+1). This leads to series expressions for the Whittaker functions. We show
how this construction leads directly to the quantum Toda equations satisfied by these func-
tions, and to the q-difference equations in the quantum case. We investigate the critical
limit of affine Whittaker functions computed in this way.
1. Introduction
Whittaker functions are fundamental objects in classical representation theory, which
relate quantum integrable systems (the quantum Toda hierarchy and its generalizations)
to Lie theory [Kos78, Kos79]. Whittaker functions have also been defined for affine, as
well as quantum, algebras [Eti99], and satisfy corresponding q-difference equations. In
addition to their representation theory connections, these functions are important in the
study of integrable systems, number theory, harmonic analysis, probability theory and
algebraic geometry, and have been studied from these points of view by many authors (see
for instance [GLO10a, GLO11, CO12, CO13, Bum84, BC14, O’C12, Giv97, GLO10b]).
More recently, analogues of Whittaker vectors for W-algebras called Gaiotto vectors have
proved to be essential ingredients the AGT correspondence [AGT10].
Eigenfunctions of the quantum Toda Hamiltonian are Whittaker functions correspond-
ing to the classical Lie groups. They can be classified either according to their analytic
properties or by choosing an appropriate class of representations through which they are
obtained. The latter Whittaker functions can be defined using Whittaker vectors, which
are elements in the (possibly completed) representation space. The so-called fundamen-
tal Whittaker functions are obtained from irreducible Verma modules of the Lie algebra
associated to the Lie group, whereas the so-called class I Whittaker functions are related
to the principal series representations of the Lie group. This latter type of eigenfunctions
can be obtained [Has82] as linear combinations of fundamental solutions. In this paper,
we concentrate on the construction of Whittaker vectors in Verma modules, and their cor-
responding fundamental Whittaker functions. So far, our methods do not apply to other
types of representations such as principal series.
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Recently, the notion of Whittaker vector has been generalized to the case of the q-
deformed Virasoro or W -algebras, where they are known as the Gaiotto vector [AY11].
The norm of this vector is the central object of the so-called AGT conjecture, relating
conformal blocks of Liouville field theory to the so-called Nekrasov partition functions,
defined as some instanton sums computing amplitudes of supersymmetric gauge theory.
Although much is known on Whittaker functions, Whittaker vectors have proved sur-
prisingly difficult to compute. In this paper we present a general explicit construction of
Whittaker vectors associated with Verma modules for simple and affine Lie algebras, as
well as the quantum algebra Uq(slr+1). We use a unified approach involving statistical
sums over weighted paths. This can be considered a combinatorial representation-theory
method, instead of an analytic one. (After writing this paper, we became aware of a similar
idea contained in[GW80] for the case of simple Lie algebras).
The method is as follows. By using the definition of the Whittaker vector in the irre-
ducible highest weight Verma module, together with a choice of spanning set of the module
indexed by directed paths on the positive root lattice, we find a choice of path weights,
factorized into local contributions, such that the corresponding linear combination gives
the Whittaker vector. The Whittaker function is then obtained as the matrix element of
a generic Cartan subgroup element, between the Whittaker vector and its dual. It satis-
fies the appropriate Toda type differential or difference equations as a consequence of the
recursion relations satisfied by the partition function of the path model, i.e. the weighted
statistical sum over paths with a fixed end.
The Whittaker function of the affine case at the critical level, when the central element
acts by a scalar equal to minus the dual Coxeter number, is more subtle. In this pa-
per, we show that the non-critical Whittaker function has an essential singularity in the
critical limit, and admits a subleading asymptotic expansion, whose leading term is an
eigenfunction of the critical affine Toda differential operator. This case is of great inter-
est, because the center of the universal enveloping algebra of the affine algebra becomes
infinite-dimensional [FR99] in the critical limit, and contains the deformed classical (Pois-
son) W -algebra.
Let us briefly define Whittaker vectors and functions in the classical case, and describe
our results. Let V be an irreducible, highest weight Verma module of the algebra g, where
g is either a simple or affine Lie algebra. Let n be the positive nilpotent subalgebra. We
look for an element w in the completion of V on which U(n) acts by non-trivial characters.
That is, if {ei}i∈I are the Chevalley generators of n, then eiw = µiw with µi ∈ C
∗ for all
i. We can also say that w is a simultaneous eigenvector of the elements of the nilpotent
subalgebra. Then w is called a Whittaker vector. It is an infinite sum and exists only in
an infinite-dimensional module. It is uniquely determined up to a scalar multiple which
is fixed by requiring the coefficient of the highest weight vector of V in w to be 1. A
similar treatment using the opposite nilpotent subalgebra gives the Whittaker vector in
the restricted dual of V . The matrix element of a generic element of the associated Cartan
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group between the Whittaker vector and its dual is the fundamental Whittaker function. It
satisfies a quantum Toda differential equation, related to the action of the second Casimir
element in the universal enveloping algebra.
Our method proceeds as follows. Consider the spanning set {fiNfiN−1 · · · fi1v, N ∈
Z+, iℓ ∈ I} ⊂ V , {fi}i∈I the Chevalley generators of n−, v the cyclic highest weight
vector of V . Each such vector can be thought of as a path p on the positive cone of the
root lattice Q+ = ⊕i∈IZ+αi, starting at the origin, and taking successive elementary steps
αi1 , · · ·αiN . We look for a Whittaker vector w in the form of a linear combination of such
path vectors w =
∑
p
x(p)p. The crucial idea behind the present work is that instead of
looking for expressions for w in a basis that incorporates the Serre relations of the algebra,
we choose to write w as a linear combination of non independent vectors p. There is an
infinite freedom in writing such expressions. Our main result (Theorem 3.7 for the finite
case, and Theorem 4.3 for the affine case) is the construction of a particular, remarkably
simple solution, in which the weight x(p) factorizes into a product over the vertices vis-
ited by the path. The coefficient x(p) can therefore be thought of as a product over local
Boltzmann weights for the path p.
Our approach also provides an alternative elementary derivation of the Toda type differ-
ential equations for the Whittaker functions (Theorem 3.12 for the finite case and Theorem
4.5 for the affine case). Indeed, using our particular solution, we derive easily an expression
for the corresponding Whittaker functions, which admit a series expansion with coefficients
given by the path partition functions Zβ =
∑
pathsp: 0→β x(p) for all β ∈ Q+. The factorized
form of x(p) allows to write a simple recursion relation for these coefficients, which turns
into the expected Toda type differential equation for the Whittaker function.
In this paper, we also generalize this construction to the quantum algebra Uq(slr+1)
(Theorems 6.12 and 6.19).
The paper is organized as follows. We give the basic notation for the necessary data on
simple and affine Lie algebras in Section 2. In Section 3, we compute the Whittaker vectors
in the Verma module for finite-dimensional simple Lie algebra. We do the same for the
affine algebras in Section 4. In Section 5, we compute the critical limit of the Whittaker
function of the affine algebra. Section 6 is devoted to the generalization of our approach
to the quantum algebra of type A. We gather a few concluding remarks in Section 7.
Acknowledgments. We thank O.Babelon, M.Bergvelt, A.Borodin, I.Corwin, N.Reshetikhin
and S.Shakirov for discussions at various stages of this work. R.K.’s research is supported by
NSF grant DMS-1100929. P.D.F. and B.T. are supported by the NSF grant DMS-1301636
and the Morris and Gertrude Fine endowment. R.K. would like to thank the Institut de
Physique The´orique (IPhT) of Saclay, France, for hospitality during the completion of this
work.
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2. Notations and Definitions
Before presenting our results, we fix the combinatorial data defining the simple and affine
Lie algebras.
2.1. Roots and weights. Let g be a finite simple Lie algebra or affine Lie algebra, with a
Cartan matrix C of rank r, and a Cartan decomposition g = n−⊕h⊕n+. The set I denotes
the index set of the simple roots, that is I = {1, ..., r} in the finite case and I = {0, .., r}
in the affine case. The simple roots of g are the set Π = {αi : i ∈ I}. The root lattice Q is
the Z-span of Π and the positive root lattice is denoted by Q+ =
⊕
i∈I Z+αi.
We use the notation {ei, fi, hi : i ∈ I} for the Chevalley generators of n+, n−, h, respec-
tively. Then g is generated by the Chevalley generators as a Lie algebra, with relations
[hi, ej] = Cj,iej , [hi, fj ] = −Cj,ifj , [ei, fj] = δi,jhj
together with the Serre relations
(ad ej)
1−Cij (ei) = (ad fj)
1−Cij (fi) = 0.
The positive coprime integers di are defined by requiring the symmetry Ci,jdj = Cj,idi.
Then the co-roots of g are {α∨i : i ∈ I} with αi = diα
∨
i , where d0 = 1 in the affine case.
In the finite dimensional case, the highest root of g is denoted by θ and defines the positive
integers (marks) ai as θ =
∑r
i=1 aiαi. For the affine algebra, the null root δ = θ + α0 with
the mark a0 = 1. The co-marks are defined by dia
∨
i = ai, and the dual coxeter number of
g is h∨ =
∑r
i=0 a
∨
i .
We define an inner product on the Q-span of Π by (αi|α
∨
j ) = Cij . In the affine case, this
is a proper subspace of h∗ since C is singular. We define the pairing between h∗ and h by
hj(αi) = (αi|α
∨
j ), extended by linearity.
Let {ωi : i ∈ I} denote the fundamental weights, defined by (ωi|α
∨
j ) = δi,j . That is,
hi(ωj) = δi,j.(2.1)
Define ρ ∈ h∗ to be the element such that (ρ|α∨i ) = 1 for all i ∈ I. In the finite case,
ρ =
∑r
i=1 ωi. In the affine case, define the affine weights Λ0 = ω0,Λi = a
∨
i Λ0 + ωi (i > 0),
and ρ̂ =
∑
i∈I Λi = h
∨Λ0 + ρ where ρ is the finite element.
We will need the following bilinear forms:
(δ|αi) = (δ|δ) = 0; (δ|Λ0) = 1;(2.2)
(ωi|α
∨
j ) = (Λi|α
∨
j ) = δi,j ; (Λ0|Λ0) = 0.
2.2. Verma modules. In this paper, we work with the irreducible Verma modules Vλ
generated by a cyclic vector v with highest weight λ ∈ h∗ such that hi(λ) ∈ C
∗ \ N for all
i ∈ I:
hv = h(λ)v, n+v = 0, Vλ = U(n−)v.
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The affine Cartan algebra contains a one-dimensional center with generator c =
∑r
i=0 a
∨
i hi.
It acts on any irreducible module by a constant denoted by k. One can write the affine
highest weight as kΛ0 + λ where λ is a weight with respect to the finite part of the Cartan
subalgebra.
The Verma module is infinite-dimensional, but it decomposes into a direct sum of finite-
dimensional eigenspaces V [µ] ⊂ V with respect to the action of h:
V [µ] = {w ∈ Vλ : hw = h(µ)w}.
The subspace V [µ] is non-trivial if and only if µ = λ − β where β ∈ Q+. We define the
restricted dual V ∗λ of Vλ as the completed direct sum of the spaces V [µ]
∗, where the pairing
is the natural Hermitian inner product on a complex vector space.
For the benefit of the mathematician reading this paper we define Dirac’s very useful
bra-ket notation, and will use it extensively throughout the paper. Assume V is a complex
vector space with a Hermitian inner product, which gives the corresponding natural iso-
morphism ∗ : V → V ∗. Let w∗ ∈ V ∗ and v ∈ V , then 〈w| is the notation for w∗ ∈ V ∗, |v〉 is
the notation for v ∈ V , and 〈w|v〉 = w∗(v) by definition. Moreover, A acts on V then it has
a right action on V ∗ as follows: 〈w|A = 〈A∗w|. Then 〈w|A|v〉 := (〈w|A)|v〉 = 〈w|(A|v〉).
Here, A∗ is the Hermitian conjugate.
In the present context, we have V = Vλ is the Verma module, V
∗ its restricted dual, and
we denote the cyclic, highest weight vector v ∈ Vλ by |λ〉. We have 〈λ| the corresponding
vector in the dual to Vλ, such that 〈λ|λ〉 = 1 and
〈λ|h = h(λ)〈λ|, 〈λ|n− = 0, V
∗
λ = 〈λ|U(n+).
In Section 6, we will also use the corresponding definitions for the quantum universal
enveloping algebra Uq(Ar). The combinatorial information of the roots and weights is the
same, but we will use a slightly different definition of Whittaker vectors and functions than
the one which follows.
2.3. Whittaker vectors and fundamental Whittaker functions. For the classical Lie
algebras, we have the following definition.
Definition 2.1. Let w be an element in the completion of Vλ such that
(1) 〈λ|w〉 = 1;
(2) eiw = µiw for all i ∈ I, where µi ∈ C
∗.
Such an element is called a Whittaker vector.
We denote the unique solution to this set of equations by |w〉µλ or simply |w〉 when there
is no room for confusion about the parameters. It is the Whittaker vector corresponding
to the nilpotent character µ = (µi)i∈I . Clearly, w must be an infinite sum in Vλ and hence
in the completion of the vector space, and any finite-dimension module does not contain a
non-trivial Whittaker vector.
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The fundamental Whittaker function is defined as follows. Let µ
′
λ 〈w| be the element
in the restricted dual of V ∗λ , satisfying the corresponding conditions for a dual Whittaker
vector. Namely, 〈w|λ〉 = 1 and 〈w|fi = µ
′
i〈w| with µ
′
i ∈ C
∗.
Definition 2.2. The fundamental Whittaker function is the matrix element
W µµ
′
λ =
µ′
λ 〈w|e
∑
i∈I φihi|w〉µλ
We consider φi as formal variables for the moment. Important considerations of analyt-
icity and convergence are at the heart of Whittaker theory.
In the rest of the paper, we will compute series expressions for these functions and their
quantizations.
3. Whittaker functions for finite dimensional Lie algebras
The Verma module Vλ is spanned by monomials in the generators of n−, {fi} with
i ∈ [1, ..., r], corresponding to the simple roots, acting on the highest weight vector,
u = fiN · · ·fi1 |λ〉,
with weight λ − β where β = αi1 + · · · + αiN ∈ Q+. The set of all such vectors is not
linearly independent, due to the Serre relations. However, this set is in bijection with the
set of directed paths on Q+ ≃ Z
r, with steps only in the direction of the simple roots, as
we explain below.
3.1. Path models. Let p be a path on the positive cone of the root lattice Q+ with steps
from the set Π, written as p = (p0, p1, ..., pN). Here, N is the length of the path, p0 is the
origin 0 ∈ Q+, pN = β ∈ Q+, and pi − pi−1 ∈ Π.
Definition 3.1. The set Pβ the set of all such directed paths from the origin to β in Q+.
The trivial path (p0) ∈ P0 is denoted by 0.
The correspondence between a path p = (p0, p1, ..., pN), with pk−pk−1 = αik , and vectors
in Vλ is the following:
(3.1) p = (p0, p1, ..., pN) 7→ |p〉 = fiN · · · fi1 |λ〉.
For example, the path p = (0, α1, α1+α2, 2α1+α2, 3α1+α2, 3α1+2α2) for r = 2, N = 5,
and β = 3α1 + 2α2 is illustrated below. The corresponding vector is |p〉 = f2f
2
1 f2f1|λ〉.
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(0,0)
•
α1
α2
α1 α1
α2
(3, 2)•
A path model can be defined by a vertex weight1 function v : Q+ → C. The Boltzmann
weight of a path is the product of vertex weights along the vertices visited by the path.
That is, p = (p0, ..., pN) ∈ Pβ has a Boltzmann weight x(p), where x(0) := 1 and otherwise
(3.2) x(p) :=
N∏
k=1
1
v(pk)
.
Definition 3.2. The partition function Zβ is the sum over all paths in Pβ of the Boltzmann
weights of the paths:
(3.3) Zβ =
∑
p∈Pβ
x(p)
Notice that Z0 = x(0) = 1. The partition function Zβ satisfies the following straightfor-
ward recursion relation:
Lemma 3.3. We have:
v(β)Zβ =
r∑
i=1
Zβ−αi(3.4)
With the initial condition Z0 = 1, this determines Zβ for all β ∈ Q+.
Definition 3.4. Given β ∈ Q+, define the “vector partition function”
(3.5) |Zβ〉 =
∑
p∈Pβ
x(p) |p〉
where |p〉 is defined in (3.1).
Our goal is to find vertex weights v(β) so that the Whittaker function can be written as
a sum over vector partition functions.
1The reader is advised of the two unrelated usages in this paper of the word “weight”: One refers to the
representation theoretical definition, and the other is used in the context of statistical models, also known
as a Boltzmann weight.
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3.2. Path model for Whittaker vectors. We need the following preliminary Lemma.
Lemma 3.5. The vertex weight function v : Q+ → C given by
(3.6) v(β) = (λ+ ρ|β)−
1
2
(β|β)
is the unique solution to the difference equations
(3.7) v(β + αi)− v(β) = (λ− β|αi) (i = 1, 2, ..., r)
subject to the initial condition v(0) = 0.
Proof. To show that v(β) satisfies the recursion relation, we compute
v(β + αi) = (λ+ ρ|β + αi)−
1
2
(β + αi|β + αi)
= v(β) + (λ|αi) + (ρ−
1
2
αi|αi)− (β|αi)
= v(β) + (λ− β|αi),
where we used the fact that (ρ|αi) = di and
1
2
(αi|αi) = di. 
In terms of coordinates, writing β =
∑r
i=1 βiαi and λ =
∑r
i=1 λiωi, the above weight
reads:
v(β) ≡ v¯(β1, . . . , βr) =
r∑
i=1
(1 + λi)diβi −
r∑
i=1
diβ
2
i −
∑
1≤i<j≤r
djCi,jβiβj,
and it satisfies the difference equations:
v¯(β1, . . . , βi−1, βi + 1, βi+1, . . . , βr)− v¯(β1, . . . , βr) = di(λi −
r∑
j=1
Cj,iβj).
We will construct the Whittaker vector |w〉 in the completion of Vλ by expressing it as a
linear combination of elements in the spanning set (3.1):
(3.8) |w〉 =
∑
β∈Q+
µ
β
∑
p∈Pβ
y(p)|p〉
for some coefficients y(p) to be determined. Here we have used the multi-index notation
µ
β =
∏r
i=1(diµi)
βi for the vectors µ = (d1µ1, ..., drµr) and β =
∑r
i=1 βiαi. As the vectors
{|p〉, p ∈ Pβ} are not linearly independent, we have some freedom in the choice of the
coefficients, and we will choose them so that they have a factorized form.
The defining conditions for the Whittaker vector, ei|w〉 = µi|w〉 for all i result in a
recursion relation for the coefficients in (3.8).
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N
0 0
pN
pN
pk k,1p
α1
α2
α2
α1
pk
k,2p
p
+
+
+
+
(a) (b)
pk pk
p
Figure 1. A sample path p for A2 with a marked vertex pk (a) and the two
corresponding augmented paths at pk, pk,1 and pk,2 (b).
Lemma 3.6. A sufficient condition for the vector |w〉 of (3.8) to satisfy the Whittaker
vector conditions of Definition 2.1 is that the coefficients y(p) obey the following linear
system:
(3.9) y(p) =
N∑
k=0
(λ− pk|αi)y(pk,i) for all p = (p0, ..., pN) ∈ Pβ
where the augmented path pk,i ∈ Pβ+αi is obtained by inserting a step αi at the vertex pk
of p (see Fig.1 for an illustration):
(3.10) pk,i = (p0, p1, ..., pk, pk + αi, pk+1 + αi, ..., pN + αi)
Proof. Since ei|p〉 = 0 if the path p has no step αi, we may write
ei|w〉 =
∑
β∈αi+Q+
µ
β−αidiµi
∑
p∈Pβ
p=(p0,...,pN+1)
y(p)
N∑
k=0
δpk+1−pk,αi δp′k,i,p (λ− pk|α
∨
i ) |p
′〉
= µi
∑
β′∈Q+
µ
β′
∑
p′∈P
β′
p′=(p′0,...,p
′
N
)
N∑
k=0
y(p′k,i) (λ− pk|αi) |p
′〉
µi|w〉 = µi
∑
β∈Q+
µ
β
∑
p∈Pβ
y(p) |p〉
The Lemma follows by identifying the coefficient of |p〉 in the last two lines. This is only
a sufficient condition, as the vectors |p〉 are not linearly independent. 
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Using these two Lemmas, we have the main result of this section (see also [GW80]):
Theorem 3.7. The unique vector in the completion of the Verma module of g with highest
weight λ which satisfies the properties of a Whittaker vector as in Definition 2.1 is
(3.11) |w〉 =
∑
β∈Q+
µ
β|Zβ〉
where |Zβ〉 are the vector partition functions (3.5) of the path model for g with the weights
defined in Lemma 3.5.
Proof. The coefficient of |λ〉 in (3.11) is 1, so condition (1) in Definition 2.1 is satisfied. We
need to show that ei|w〉 = µi|w〉 for each i ∈ {1, ..., r}. That is, we must show that the
coefficients x(p) in Equation (3.2) satisfy (3.9). By definition, x(p) =
∏N
j=1
1
v(pj )
where N
is the length of p. Using (3.10), p has length N + 1 and
x(pk,j) =
k∏
j=1
1
v(pj)
N∏
j=k
1
v(pj + αi)
.
We have (since v(p0) = v(0) = 1)
N∑
k=0
(λ− pk|αi)x(pk,i) =
N∑
k=0
(v(pk + αi)− v(pk))
k∏
j=1
1
v(pj)
N∏
j=k
1
v(pj + αi)
= −v(p0)
N∏
j=0
1
v(pj + αi)︸ ︷︷ ︸
= 0
+
N−1∑
k=0
k∏
j=1
1
v(pj)
(
v(pk + αi)
1
v(pk + αi)
−
1
v(pk+1)
v(pk+1)
)
︸ ︷︷ ︸
= 0
N∏
j=k+1
1
v(pj + αi)
+
N∏
j=1
1
v(pj)
v(pN + αi)
1
v(pN + αi)
= x(p)
where we have rearranged the terms in the sum so that it is clear that everything but the
last term in the summation over k cancels. 
3.3. Rank 2 examples. We give explicit examples for the case where g has rank 2, that
is, g = A2, B2 ≃ C2, and G2. The paths for all rank 2 Lie algebras look the same, as Q+
can be identified with (Z+)
2 in all cases.
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α1
α2
(0,0)
• •
(1, 0)
•
(2, 0)
•
(3, 0)
•(0, 1)
•(0, 2)
•
(1, 1)
•
(2, 1)
α1
α2α2
α1
For each algebra, we consider two paths that start at the origin and end at the vertex
(1, 1): (0, α1, α1+α1) corresponding to the vector f2f1|λ〉 and (0, α2, α1+α2) corresponding
to the vector f1f2|λ〉. The difference between the Whittaker vectors is in the weights
corresponding to each path.
A2: In this case, d1 = d2 = 1. Writing λ = λ1ω1 + λ2ω2 and β = β1α1 + β2α2, we have
v(β) = v¯(β1, β2) = (λ1 + 1)β1 + (λ2 + 1)β2 − β
2
1 − β
2
2 + β1β2
= β1(λ1 + 1− β1) + β2(λ2 + 1− β2) + β1β2.
For example,
v(α1) = v¯(1, 0) = λ1;
v(2α1) = v¯(2, 0) = 2(λ1 − 1);
v(α2) = v¯(0, 1) = λ2;
v(α1 + α2) = v¯(1, 1) = λ1 + λ2 + 1;
v(2α1 + α2) = v¯(2, 1) = 2λ1 + λ2.
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The Whittaker vector with character µ = (µ1, µ2) is given by:
|w〉µλ =
∑
n∈Z+
µn1
n!(λ1)n
fn1 |λ〉+
∑
k∈Z+
µk2
k!(λ2)k
fk2 |λ〉
+
µ1µ2
λ1(λ1 + λ2 + 1)
f2f1|λ〉+
µ1µ2
λ2(λ1 + λ2 + 1)
f1f2|λ〉
+
µ21µ2
λ1(λ1 + λ2 + 1)(2λ1 + λ2)
f1f2f1|λ〉+
µ21µ2
λ2(λ1 + λ2 + 1)(2λ1 + λ2)
f 21 f2|λ〉
+ {
µ21µ2
(λ1)2(λ1 − 1)(2λ1 + λ2)
f2f
2
1 |λ〉 + ...
B2: Here, d1 = 2, d2 = 1. The vertex weight function is given by:
v¯(β1, β2) = 2(λ1 + 1)β1 + (λ2 + 1)β2 − 2β
2
1 − β
2
2 + 2β1β2
= 2β1(λ1 + 1− β1) + β2(λ2 + 1− β2) + 2β1β2.
The first few terms in the Whittaker vector are
|w〉µλ =
∑
n∈Z+
(2µ1)
n
2nn!(λ1)n
fn1 |λ〉+
∑
k∈Z+
µk2
k!(λ2)k
fk2 |λ〉
+
(2µ1)µ2
(2λ1)(2λ1 + λ2 + 2)
f2f1|λ〉+
(2µ1)µ2
λ2(2λ1 + λ2 + 2)
f1f2|λ〉
+
(2µ1)
2µ2
(2λ1)(2λ1 + λ2 + 2)(4λ1 + λ2)
f1f2f1|λ〉+
(2µ1)
2µ2
λ2(2λ1 + λ2 + 2)(4λ1 + λ2)
f 21 f2|λ〉
+
(2µ1)
2µ2
22(λ1)2(λ1 − 1)(4λ1 + λ2)
f2f
2
1 |λ〉+ · · ·
The case C2 is obtained from B2 be switching the indices 1 and 2. In particular, we have
d1 = 1, d2 = 2, and the vertex weight function is
v¯(β1, β2) = (λ1 + 1)β1 + 2(λ2 + 1)β2 − β
2
1 − 2β
2
2 + 2β1β2
= β1(λ1 + 1− β1) + 2β2(λ2 + 1− β2) + 2β1β2 .
G2: Here, d1 = 1, d2 = 3 and vertex weight is
v¯(β1, β2) = (λ1 + 1)β1 + 2(λ2 + 1)β2 − β
2
1 − 3β
2
2 + 3β1β2
= β1(λ1 + 1− β1) + 3β2(λ2 + 1− β2) + 3β1β2.
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The first few terms in the Whittaker vector are
|w〉µλ =
∑
n∈Z+
µn1
n!(λ1)n
fn1 |λ〉+
∑
k∈Z+
(3µ2)
k
3kk!(λ2)k
fk2 |λ〉
+
µ1(3µ2)
λ1(λ1 + 3λ2 + 3)
f2f1|λ〉+
µ1(3µ2)
(3λ2)(λ1 + 3λ2 + 3)
f1f2|λ〉
+
µ21(3µ2)
λ1(λ1 + 3λ2 + 3)(2λ1 + 3λ2 + 4)
f1f2f1|λ〉+
µ21(3µ2)
(3λ2)(λ1 + 3λ2 + 3)(2λ1 + 3λ2 + 4)
f 21 f2|λ〉
+
µ21(3µ2)
(λ1)2(λ1 − 1)(2λ1 + 3λ2 + 4)
f2f
2
1 |λ〉+ · · ·
3.4. The Whittaker function. The Whittaker function is defined in Def. 2.2. The
dual Whittaker vector can be expressed in terms of path partition functions in the same
way as the Whittaker vector itself. We associate a dual vector 〈p| ∈ V ∗λ to each path
p = (p0, ..., pN) ∈ Pβ via:
〈p| = 〈λ|ei1ei2 · · · eik
where pk − pk−1 = αik for k = 1, 2, ..., N . In the same way as for the Whittaker vector, we
have
µ′
λ 〈w| =
∑
β∈Q+
(µ′)β〈Zβ|
where µ′ = (d1µ
′
1, ..., drµ
′
r) and with the obvious definition for the left vector partition
function for the path model with the vertex weights v of Lemma 3.5, namely: 〈Zβ| =∑
p∈Pβ
x(p)〈p|.
Before proceeding, let us introduce some more notations and definitions.
Definition 3.8. Define
φ =
r∑
i=1
φiα
∨
i(3.12)
∇φ =
r∑
i=1
∂
∂φi
ωi(3.13)
Notice that we have
(3.14)
∂
∂φi
(ωi|φjα
∨
j ) =
∂φj
∂φi
(ωi, α
∨
j ) = δij
We have the following result:
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Theorem 3.9. The Whittaker function is the following generating series for the partition
functions of the corresponding path model with fixed endpoints:
(3.15) W µ,µ
′
λ (φ) =
∑
β∈Q+
ν
βe(λ−β|φ)Zβ
where ν = (d1µ1µ
′
1, ..., drµrµ
′
r).
In coordinates, the Whittaker function (3.15) can be written as:
(3.16) W µ,µ
′
λ (φ) =
∑
β∈Q+
r∏
i=1
(diµiµ
′
i)
βie
∑r
i,j=1 φi(λiδi,j−Cj,iβj)Zβ
Proof. Let us first compute the scalar product: Σp = 〈p|w〉 between a left path vector with
p = (p0, ..., pN) ∈ Pβ and the right Whittaker vector. We get:
Σp = 〈λ|ei1ei2 · · · eiN |w〉 =
N∏
ℓ=1
µiℓ〈λ|w〉 =
r∏
i=1
µβii
by use of the property ei|w〉 = µi|w〉. Using the result of Theorem 3.7, we may now compute
explicitly:
W µ,µ
′
λ (φ) =
µ′
λ 〈w|e
∑
i φihi|w〉µλ =
∑
β∈Q+
µ
′β〈Zβ|e
∑
i φihi|w〉µλ
=
∑
β∈Q+
µ
′β e(λ−β|φ)
∑
p∈Pβ
x(p)Σp =
∑
β∈Q+
ν
βe(λ−β|φ)Zβ
where we have used the fact that for all p ∈ β the left path vector 〈p| has weight λ− β, so
that 〈Zβ|hi = (λ− β|α
∨
i )〈Zβ|. 
For later use, we introduce the modified Whittaker function defined as:
(3.17) W˜ µ,µ
′
λ (φ) = e
∑r
i=1 φi W µ,µ
′
λ (φ) =
∑
β∈Q+
ν
βe(λ+ρ−β|φ)Zβ
These modified Whittaker functions are usually referred to as fundamentalWhittaker func-
tions, and are characterized by their form as power series expansions of the variables
e−
∑
j Ci,jφj , which, up to the factor e(λ+ρ|φ), remain bounded when φi → ∞ in the domain∑
j Ci,jφj ≥ 0 (i.e. φ→∞ within the fundamental Weyl chamber of g).
Example 3.10. For G = A1, the modified Whittaker function W˜
µ,µ′
λ (φ) is
W˜ µ,µ
′
λ (φ) =
∑
β1∈Z+
(µ1µ
′
1)
β1eφ1(λ1+1−2β1) Zβ1
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where the coefficient
Zβ1 =
1
(β1)!λ1(λ1 − 1) · · · (λ1 + 1− β1)
obeys the recursion relation v¯(β1)Zβ1 = Zβ1−1, with v¯(β1) = (λ1 + 1)β1 − β
2
1 .
Example 3.11. For G = A2, W˜
µ,µ′
λ (φ) is
W˜ µ,µ
′
λ (φ) =
∑
β1,β2∈Z+
(µ1µ
′
1)
β1(µ2µ
′
2)
β2eφ1(λ1+1−2β1)+φ2(λ2+1−2β2) Zβ1,β2
where the coefficient Zβ1,β2 obeys the recursion relation
(3.18)
(
(λ1 + 1)β1 + (λ2 + 1)β2 − β
2
1 − β
2
2 + β1β2
)
Zβ1,β2 = Zβ1−1,β2 + Zβ1,β2−1
It is easy to show by induction that
(3.19) Zβ1,β2 =
∏β1+β2
j=1 (λ1 + λ2 + 2− j)∏β1
j=1 j(λ1 + 1− j)(λ1 + λ2 + 2− j)
∏β2
j=1 j(λ2 + 1− j)(λ1 + λ2 + 2− j)
This formula first appeared in [Bum84]. Similar factorization properties in the case of sl3
were observed in [GW80].
The main result about Whittaker functions is that they satisfy a Toda equation:
Theorem 3.12. The modified Whittaker function is a solution of the Toda differential
equation associated with the root system of the Lie algebra g:
(3.20) H W˜ µ,µ
′
λ (φ) = Eλ W˜
µ,µ′
λ (φ)
where the Hamiltonian operator H and eigenvalue Eλ are defined as:
H =
1
2
(∇φ|∇φ) +
r∑
j=1
νje
−(αj |φ)(3.21)
Eλ =
1
2
(λ+ ρ|λ+ ρ)(3.22)
where νj = djµjµ
′
j.
In coordinates, the Hamiltonian and the eigenvalue are given by:
H =
1
2
∑
i,j
dj(C
−1)i,j
∂2
∂φi∂φj
+
r∑
j=1
νje
−
∑
k Cj,kφk(3.23)
Eλ =
1
2
∑
i,j
dj(C
−1)i,j(1 + λi)(1 + λj)(3.24)
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Proof. Denote by e(φ) = e(λ+ρ−β|φ) andK = Eλ−
1
2
(∇φ|∇φ). Using (∇φ|∇φ) =
∑
i,j(ωi|ωj)
∂2
∂φi∂φj
,
we may express the action of K on e(φ) as:
K e(φ) =
1
2
(
(λ+ ρ|λ+ ρ)−
∑
i,j
(λ+ ρ− β|α∨i )(ωi|ωj)(α
∨
j |λ+ ρ− β)
)
e(φ)
=
1
2
((λ+ ρ|λ+ ρ)− (λ+ ρ− β|λ+ ρ− β)) e(φ)
=
(
(λ+ ρ|β)−
1
2
(β|β)
)
e(φ) = v(β)e(φ)
Here, we used the fact that {α∨i } and {ωj} are dual bases.
Let us now act with K on the Whittaker function and use the recursion relation in
Lemma 3.4 to rewrite:
K W˜ µ,µ
′
λ (φ) =
∑
β∈Q+
ν
βe(φ)v(β)Zβ =
∑
β∈Q+
ν
βe(λ+ρ−β|φ)
r∑
j=1
Zβ−αj
=
r∑
j=1
∑
β∈Q+
ν
β+αje(λ+ρ−β|φ)−(αj |φ)Zβ =
r∑
j=1
νje
−(αj ,φ)W µ,µ
′
λ (φ)
The theorem follows. 
Example 3.13. In the case of G = A2, the quantum Toda Hamiltonian (3.23) and its
corresponding eigenvalue (3.24) read:
H =
1
3
(
D21 +D1D2 +D
2
2
)
+ ν1 e
−(2φ1−φ2) + ν2 e
−(2φ2−φ1)
Eλ1,λ2 =
1
3
(λ21 + λ1λ2 + λ
2
2) + λ1 + λ2 + 1
where we use the notation Di =
∂
∂φi
for i = 1, 2.
4. Path models for the Whittaker vector of affine Lie algebras: The
non-critical level
In the case of the the irreducible Verma modules of non-twisted, affine Lie algebras,
denoted by ĝ in this section, the Whittaker vectors and fundamental Whittaker functions
of the previous section can be extended in a straightforward manner, as will be shown in
this section. There one additional feature in this case: The existence of the critical level,
when the central element of ĝ acts by a scalar k equal to −h∨, where h∨ is the dual coxeter
number. In this case, our Boltzmann weights have singular values. This is a consequence
of the fact that the affine algebra at the critical level has an infinite-dimensional center,
isomorphic to a deformed classical W- algebra [FR99] (as a Poisson algebra). This case is
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treated separately in the next section, by using an asymptotic expansion of the formulas
we derive in this section.
Let VΛ be an irreducible Verma module of ĝ with affine highest weight Λ. We use the
notation Λ = kΛ0 + λ, where λ is a generic weight with respect to the finite Lie algebra,
and k is a complex number which is not a positive integer. We denote the cyclic, highest
weight vector of VΛ by |Λ〉.
The definition of the Whittaker vector in the completed Verma module is the same as
in the finite-dimensional case: The Whittaker vector in the irreducible Verma module VΛ
with character µ̂ = (µ0, µ1, ..., µr) ∈ (C
∗)r+1 is the unique element |w〉 in the completion of
VΛ such that 〈Λ|w〉 = 1 and:
(4.1) ei |w〉 = µi |w〉 (i ∈ [0, r]).
The path model defined in Section 3 for classical Lie algebra is generalized as follows.
Paths have steps in Π = {α0, ..., αr}, and are between the origin to an arbitrary point
β̂ ∈ Q̂+. The set of all such paths is denoted by Pβ̂. The vertex weight function v̂ : Q̂+ → C
is
(4.2) v̂(β̂) = (Λ + ρ̂|β̂)−
1
2
(β̂|β̂).
Lemma 4.1. The vertex weight function (4.2) is the unique solution to the set of difference
equations
v̂(β̂ + αi)− v̂(β̂) = (Λ− β̂|αi), (i ∈ [0, r])
subject to the initial condition v̂(0) = 0.
The proof is a straightforward generalization of Lemma 3.5.
In terms of coordinates in Q̂+, we can write
(4.3) v̂(β0, . . . , βr) =
r∑
i=0
(λi + 1)βidi −
1
2
r∑
i,j=0
djĈi,jβiβj,
and the difference equations are
(4.4) v̂(β0, . . . , βi + 1, . . . , βr)− ¯̂v(β0, . . . , βr) = di(λi −
r∑
j=0
Ĉj,iβj) (i ∈ [0, r]).
The partition function Z
β̂
is defined in the same way as for the finite dimensional case.
Clearly, it satisfies the recursion relation
(4.5) v̂(β̂)Z
β̂
=
r∑
i=0
Z
β̂−αi
.
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Remark 4.2. It is easy to see that
(4.6) v̂(β̂ + γ̂) = v̂(β̂) + v̂(γ̂)− (β̂|γ̂)
for any affine roots β̂ and γ̂. Applying this to the root β̂ written as
β̂ =
r∑
i=0
βiαi = β0(δ − θ) +
r∑
i=1
βiαi = β0δ + (β − β0θ),
where δ is the null root and θ the highest root of the finite dimensional algebra g, we find
v̂(β̂) = v̂(β0δ) + v̂(β − β0θ)− (β0δ|β − β0θ)
= (Λ + ρ̂|β0δ) + v(β − β0θ)
= (k + h∨)β0 + v(β − β0δ).
We have used the bilinear forms (Λ|δ) = k and (ρ̂|δ) = h∨, the dual coxeter number, from
(2.2). Notice that β̂ − β0δ = β − β0θ is a non-affine weight and the affine vertex weight
function v̂ on β̂ − β0δ reduces to the finite vertex weight function v. Unlike in the finite
case, it is now possible to have v̂(β̂) = 0 even if β̂ 6= 0. This situation happens exactly in
the critical case, when the level takes the critical value k = −h∨, and when β̂ − β0δ = 0,
i.e. βi = aiβ0 for i ∈ [1, r].
We can now write the Whittaker vector:
Theorem 4.3. For non-critical level k 6= −hv, the Whittaker vector for ĝ in the completion
of VΛ with character µ̂ = (µ0, . . . , µr) is given by
(4.7) |w〉µ̂Λ =
∑
β̂∈Q̂+
µ̂
β̂ |Z
β̂
〉
where µ̂ = (d0µ0, d1µ1, . . . , drµr), µ̂
β̂ =
∏r
i=0(diµi)
βi with d0 = 1, and
|Z
β̂
〉 =
∑
p∈P
β̂
x(p)|p〉,
where the sum extends over paths on Q̂+ that end at β̂, with weight x(p) (as in (3.2)) equal
to the product of inverses of the vertex weights v̂ of eq.(4.2), at the non-zero vertices visited
by the path p.
Proof. The proof is identical to that of Theorem 3.7. 
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4.1. Whittaker function. We use the notation φ̂ =
∑r
i=0 φiα
∨
i , while keeping the nota-
tion φ =
∑r
i=1 φiα
∨
i for the finite part, and ∇φ for the gradient defined in (3.13).
As before, the Whittaker function is defined for non-critical level as
(4.8) W µ̂,µ̂
′
Λ (φ̂) =
µ̂′
Λ 〈w|e
∑r
i=0 φihi|w〉µ̂Λ.
Theorem 4.4. The Whittaker function at non-critical level k 6= −h∨ is the following
generating series for the partition functions of the affine path model:
(4.9) W µ̂,µ̂
′
Λ (φ̂) =
∑
β̂∈Q̂+
ν̂
β̂e(Λ−β̂|φ̂)Z
β̂
where ν̂ β̂ =
∏r
i=0(diµiµ
′
i)
βi.
Proof. The proof is identical to that of Theorem 3.9. 
As before, we define the modified Whittaker function as:
(4.10) W˜ µ̂,µ̂
′
Λ (φ̂) = e
∑r
i=0 φi W µ̂,µ̂
′
Λ (φ̂) =
∑
β̂∈Q̂+
ν̂
β̂e(Λ+ρ̂−β̂|φ̂)Z
β̂
.
Like in the simple case, we have the following differential equation for the non-critical
Whittaker function.
Theorem 4.5. The modified Whittaker function at non-critical level k 6= −hv is a solution
of a deformed Ĝ-type Toda differential equation:
(4.11) Ĥ W˜ µ̂,µ̂
′
Λ (φ̂) = Eλ W˜
µ̂,µ̂′
Λ (φ̂),
where the affine Hamiltonian operator Ĥ is
(4.12) Ĥ = −(k + h∨)ν0
∂
∂ν0
+
1
2
(∇φ|∇φ) +
r∑
j=0
νje
−(αj |φ),
and its eigenvaue is the same as in the finite case:
(4.13) Eλ =
1
2
(λ+ ρ|λ+ ρ).
Here, νj = djµjµ
′
j for j ∈ [0, r].
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Proof. Let e(φ̂) = ν̂ β̂e(Λ+ρaff−β̂|φ̂), and K̂ = Eλ + (k + h
v)ν0
∂
∂ν0
− 1
2
(∇φ|∇φ). Then
K̂ e(φ̂) =
(
1
2
(λ+ ρ|λ+ ρ) + (k + h∨)β0
−
1
2
r∑
i,j=1
(ωi|ωj)(Λ + ρ̂− β̂|α
∨
i )(Λ + ρ̂− β̂|α
∨
j )
)
e(φ̂)
=
(
1
2
(λ+ ρ|λ+ ρ) + (k + h∨)β0 −
1
2
(λ+ ρ− β̂|λ+ ρ− β̂)
)
e(φ̂)
=
(
(k + h∨)β0 + (λ+ ρ|β − β0θ)−
1
2
(β − β0θ|β − β0θ)
)
e(φ̂)
= ((k + h∨)β0 + v(β − β0θ)) e(φ̂, β̂) = v̂(β̂)e(φ̂),
where we substituted β̂ = β0δ + (β − β0θ), and finally used Remark 4.2.
Acting on the Whittaker function and using the recursion relation (4.5),
K̂ W˜ µ̂,µ̂
′
Λ (φ̂) = K̂
∑
β̂∈Q̂+
e(φ̂)Z
β̂
=
∑
β̂∈Q̂+
e(φ̂)v̂(β̂)Z
β̂
=
∑
β̂∈Q̂+
ν̂
β̂e(Λ+ρ̂−β̂|φ̂)
r∑
j=0
Z
β̂−αj
=
r∑
j=0
∑
β̂∈Q̂+
ν̂
β̂+αje(Λ+ρ̂−β̂|φ̂)−(αj |φ̂)Z
β̂
=
r∑
j=0
νje
−(αj |φ̂)W˜ µ̂,µ̂
′
Λ (φ̂).
The theorem follows. 
Remark 4.6. We note that our Hamiltonian Ĥ of (4.12) reduces to the critical affine Toda
Hamiltonian computed by Etingof [Eti99], when we set k = −h∨. We may therefore think
of Hˆ as a deformation of the critical affine quantum Toda Hamiltonian.
Example 4.7. In the case Ĝ = Âr, where a
∨
i = di = 1 for all i, The vertex weight function
is given by
(4.14) v(β̂) = (k + r + 1)β0 +
r∑
i=1
(1 + λi)(βi − β0)−
1
2
r∑
i,j=1
Ci,j(βi − β0)(βj − β0)
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and we get the following partial differential equation for the modified Whittaker function
W˜ (φ̂) := W˜ µ̂,µ̂
′
Λ (φ̂), with νi = µiµ
′
i:{
(k + r + 1)ν0
∂
∂ν0
+
r∑
i,j=1
(C−1)i,j
((1 + λi)(1 + λj)
2
−
1
2
∂2
∂φi∂φj
)}
W˜ (φ̂)
=
(
r∑
j=0
νj e
−
∑r
k=0 Ĉj,kφk
)
W˜ (φ̂).(4.15)
5. The critical limit of the affine Whittaker function
When the central element c of the affine algebra ĝ acts as a scalar multiple equal to
k = −h∨, where h∨ is the dual coxeter number, the partition function presented in the
previous section is singular and needs to be treated separately. This case is called the
critical limit. The model has a richer, integrable structure and the universal enveloping
algebra of the affine algebra has an infinite-dimensional center, isomorphic to the classical
(Poisson) deformed W-algebras [FR99]. In this limit, the Hamiltonian of the previous
section becomes the affine Toda Hamiltonian [Eti99]. The goal of this section is to study
the behavior of the Whittaker function at the critical level.
5.1. The Whittaker function at critical level k = −h∨. Let ǫ = k + h∨, and consider
the Whittaker function of Section 4 when ǫ → 0. Recall the expression for the Whittaker
function W˜ µ̂,µ̂
′
Λ (φ̂) of Theorem 4.4:
W˜ µ̂,µ̂
′
Λ (φ̂) =
∑
β̂∈Q̂+
Z
β̂
ν̂
β̂e(Λ+ρ̂−β̂|φ̂).
We separate out the terms proportional to ǫ in the exponential:
Lemma 5.1.
(5.1) (Λ + ρ̂− β̂|φ̂) = ǫφ0 + (λ+ ρ− (β − β0θ)|(φ− φ0θ)) .
Proof. Using Λ + ρ̂ = (k + h∨)Λ0 + λ + ρ, β̂ = β0δ + (β − β0θ) and φ̂ = φ0δ + (φ − φ0θ),
we have
(Λ + ρ̂− β̂|φ̂) = ((k + h∨)Λ0 − β0δ + λ+ ρ− (β − β0θ)|φ0δ + (φ− φ0θ))
= (k + h∨)φ0(Λ0|δ)− β0φ0(δ|δ) + (λ+ ρ− (β − β0θ)|(φ− φ0θ)) .
The Lemma follows using the relations (2.2). 
This motivates the definition of a renormalized Whittaker function:
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Definition 5.2. The renormalized Whittaker function is defined as
(5.2) Ŵ µ̂,µ̂
′
Λ (φ̂) := e
−ǫφ0W˜ µ̂,µ̂
′
Λ (φ̂) =
∑
β̂∈Q̂+
Z
β̂
ν̂
β̂e
(
λ+ρ−(β−β0θ)
∣∣φ−φ0θ)
This function depends on the variable φ̂ only through the combination φ − φ0θ =∑r
i=1(φi−a
∨
i φ0)α
∨
i and therefore satisfies the same eigenvalue equation (4.11) as W˜
µ̂,µ̂′
Λ (φ̂).
It is the unique solution (up to an overall factor independent of φ) with a series expansion
of the form (5.2). This is convenient for computing the asymptotic expansion of the renor-
malized Whittaker function. It has an essential singularity at ǫ = 0 which is independent of
the variable φ, times a power series in ǫ whose terms depend on φ̂. To get the coefficients,
it is simplest to use the variables ν as the expansion variables.
Theorem 5.3. In the critical limit ǫ→ 0, we have the following asymptotic expansion for
the renormalized Whittaker function Ŵ µ̂,µ̂
′
Λ (φ̂) of Def.5.2:
(5.3) Ŵ µ̂,µ̂
′
Λ (φ̂) = e
F
ǫ
(
W0(φ̂) + ǫW1(φ̂) + · · ·
)
,
where F is a power series in the variable ν̂δ =
∏r
i=0(diµiµ
′
i)
a∨i independent of φ̂ of the form:
(5.4) F =
∑
β0∈Z>0
ν̂
β0δaβ0
and the coefficients {Wj(φ̂), j ≥ 0} are power series of the form:
(5.5) Wj(φ̂) =
∑
β̂∈Q̂+
ν̂
β̂ e
(
λ+ρ−(β−β0θ)
∣∣(φ−φ0θ)) w
j;β̂
which have the properties:
(1) W0 is an eigenfunction of the (critical) affine Toda equation:
(5.6) H˜W0(φ̂) = E˜λW0(φ̂),
with
(5.7) H˜ =
1
2
(∇φ|∇φ) +
r∑
j=0
νje
−(αj |φ̂), E˜λ = Eλ + ν0
∂F
∂ν0
.
(2) For higher values of j, Wj satisfy
(5.8)
(
H˜ − E˜λ
)
Wj(φ̂) = ν0
∂Wj−1(φ̂)
∂ν0
(j = 1, 2, ...)
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Proof. Substituting the form (5.3) into the deformed affine Toda equation (4.11), and writ-
ing Ŵ µ̂,µ̂
′
Λ (φ̂) = e
F
ǫ W (φ̂), we get:
−ν0
∂F
∂ν0
W (φ̂)− ǫν0
∂W (φ̂)
∂ν0
+ H˜W (φ̂) = EλW (φ̂)
Let us collect terms in this identity order by order in ǫ. This gives:
ǫ0 : −ν0
∂F
∂ν0
W0(φ̂) + H˜ W0(φ̂) = EλW0(φ̂)
ǫj : −ν0
∂F
∂ν0
Wj(φ̂)− ν0
∂Wj−1(φ̂)
∂ν0
+ H˜ Wj(φ̂) = EλWj(φ̂)
which respectively boil down to (5.6) and (5.8).
We claim uniqueness of the solutions obtained in this way using the following considera-
tions. Equation (5.6) fixes W0(φ̂) up to an overall constant C, which may possibly a power
series of νδ, but is independent of φ. It also fixes the eigenvalue E˜λ = Eλ+ν0
∂F
∂ν0
as a power
series of νδ equal to Eλ at ν = 0. This function is our main interest, although we may
also use W0(φ̂) to solve, using (5.8), for the functions Wj(φ̂) as power series. The solution
of (5.6-5.8) as power series (5.4-5.5) is therefore unique up to the overall multiplicative
constant C, and the Theorem follows. 
The essential singularity arises from the singularity of the Boltzmann weights at points
in the root lattice proportional to δ, when ǫ → 0 (see Remark 4.2). The factor e
F
ǫ is
a result of a re-summation of contributions from the paths that cross this “diagonal”
{β̂ = β0δ : β0 ∈ N}, where they pick up a divergent contribution of the form
1
β0ǫ
.
Let us now write the recursion relations resulting from (5.6-5.8) explicitly. Substituting
(5.4-5.5) into the equations (5.6) and (5.8), we get the following recursion relations:
(5.9) v(β − β0θ)wj;β̂ +
∑
m≥1
mamwj;β̂−mδ = −β0wj−1;β̂ +
r∑
i=0
w
j;β̂−αi
, j ≥ 0
using the conventions that w−1;β̂ = 0, wj;γ̂ = 0 if γ̂ 6∈ Q̂+, and w0,0 = 1.
As explained above, this recursion determines the coefficients am, m ∈ Z>0 entirely as
rational functions of the λi’s, as well as all wj;β̂. However w0,β̂ is only determined up to
an overall multiplicative constant C, which may be an arbitrary series expansion of the
form C =
∑
m∈Z+
ν̂
mδcm. This constant is fixed by taking the limit ǫ → 0 of the non-
critical Whittaker function. We may normalize the function by requiring that all diagonal
coefficients in W0 be zero, except for w0;0 = 1, namely w0;β0δ = 0 for all β0 > 0.
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This fixes uniquely the solution of the recursion relations (5.9). With this choice, when
β̂ = mδ and j = 0, we get
am =
1
m
r∑
i=0
w0;mδ−αi ,
which determines the function F in terms of the near-diagonal coefficients w0;mδ−αi . Sub-
sequently, when j = 0 and β̂ 6= β0δ we have a recursion
w0;β̂ =
1
v(β − β0θ)
{
r∑
i=0
w0;β̂−αi −
∑
m≥1
r∑
i=0
w0;mδ−αiw0;β̂−mδ
}
.
Remark 5.4. Note that this recursion relation is no longer that of a path partition function
with local weights, as the coefficient w0;β̂ is expressed in terms of all the w0;β̂−mδ, m ≥ 1.
This may simply indicate that the path vectors |p〉 are no longer the “right” spanning set
in this case.
5.2. Example: A
(1)
1 at critical level k = −2. Let us consider the case of Ĝ = Â1.
Writing:
F =
∑
m≥0
(ν0ν1)
mam, Wj(φ̂) =
∑
β0,β1≥0
νβ00 ν
β1
1 e
(λ1+1−2(β1−β0))(φ1−φ0)wj;β0,β1
the recursion relation (5.9) becomes:
(β1−β0)(λ1+1−β1+β0)wj;β0,β1+
Min(β0,β1)∑
m=1
mamwj;β0−m,β1−m = wj;β0−1,β1+wj;β0,β1−1−β0wj−1;β0,β1.
When j = 0, this gives
(β1 − β0)(λ1 + 1− β1 + β0)w0;β0,β1 = w0;β0−1,β1 + w0;β0,β1−1 −
Min(β0,β1)∑
m=1
mamw0;β0−m,β1−m
The solution with w0;mδ = 0 = w0;m,m for all m > 0 is such that
(5.10) am =
1
m
(w0;m−1,m + w0;m,m−1) (m ≥ 1).
and for all n 6= p ∈ Z+:
(5.11) w0;n,p =
1
(p− n)(λ1 + 1− p+ n)
w0;n−1,p + w0;n,p−1 −
Min(n,p)∑
m=1
mamw0;n−m,p−m

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Substituting (5.10) into (5.11) yields the following recursive definition of the w’s for n 6= p:
w0;n,p =
1
(p− n)(λ1 + 1− p+ n)
×
×
w0;n−1,p + w0;n,p−1 −
Min(n,p)∑
m=1
(w0;m−1,m + w0;m,m−1)w0;n−m,p−m

while w0;n,n = δn,0. For instance, we find:
w0;1,0 = −
1
λ1 + 2
, w0;0,1 =
1
λ1
,
w0;2,0 =
1
2(λ1 + 1)(λ1 + 2)
, w0;1,1 = 0, w0;0,2 =
1
2(λ1 − 1)(λ1 − 2)
,
w0;3,0 = −
1
6(λ1 + 1)(λ1 + 2)(λ1 + 3)
, w0;2,1 = −
12 + 6λ1 + λ
2
1
2λ1(λ1 + 2)3(λ1 + 3)
,
w0;1,2 = −
4− 2λ1 + λ
2
1
2(λ1 − 1)λ31(λ1 + 2)
, w0;0,3 =
1
6(λ1 − 1)(λ1 − 2)(λ1 − 3)
.
We also get:
a1 =
2
λ1(λ1 + 2)
, a2 =
(12 + 10λ1 + 5λ
2
1)
λ31(λ1 − 1)(λ1 + 2)
3(λ1 + 3)
a3 =
16(96 + 152λ1 + 112λ
2
1 + 36λ
3
1 + 9λ
4
1)
3λ51(λ1 − 1)(λ1 − 2)(λ1 + 2)
5(λ1 + 3)(λ1 + 4)
6. Whittaker vectors and functions for Uq(Ar)
Our path model solution for Whittaker vectors and functions can be extended in a
straightforward manner to the case of the quantum algebra Uq(slr+1) for generic q. The
combinatorial data, such as the paths, is the same, but there is a key difference in that
the weights defined on the path are slightly less local: They depend both on the vertices
visited by the paths and on the edges.
Let us supply the necessary definitions in this case. We have the algebra Uq(Ar) with
generators {Ei, Fi, K
±1
i } and relations
(6.1) [Ei, Fj] = δi,j
Ki −K
−1
i
q − q−1
, KiEj = q
Cj,iEjKi, KiFj = q
−Cj,iFjKi (i, j ∈ [1, r]),
together with the Serre relations
E2iEj − (q + q
−1)EiEjEi + EjE
2
i = 0,
F 2i Fj − (q + q
−1)FiFjFi + FjF
2
i = 0,
j = i± 1.
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The combinatorial data of roots, weights and the Cartan matrix are the same as for
finite-type g = Ar. Combinatorially, the irreducible Verma modules are the same as in
the non q-deformed case. We use the same notation as in the case of finite Lie algebras,
with irreducible highest weight Verma modules Vλ = U
(
{Fi}i∈[1,r]
)
|λ〉 with highest weight
vector |λ〉 and generic weight λ, such that Ei |λ〉 = 0 and Ki |λ〉 = q
λi |λ〉 for all i ∈ [1, r].
Again, we have the restricted dual module V ∗λ = 〈λ|U
(
{Ei}i∈[1,r]
)
with left highest weight
vector 〈λ| such that 〈λ|Fi = 0, 〈λ|Ki = q
λi 〈λ| for all i and 〈λ|λ〉 = 1.
6.1. The q-Whittaker vector: Definition.
Definition 6.1. The Whittaker vector for a highest weight module Vλ and nilpotent char-
acter µ = (µ1, ..., µr) is defined to be the unique element |w〉 in the completion of Vλ such
that 〈λ|w〉 = 1 and:
(6.2) Ei |w〉 = µi (Ki)
i−1|w〉 (i ∈ [1, r]).
Remark 6.2. The factors (Ki)
i−1 appear due to reasons of compatibility with the Serre
relations, which should act by 0 on the Whittaker vector. One may use more general
defining relations than (6.2), by picking any set of integers m1, ..., mr on the nodes of
the Dynkin diagram of Ar with the property |mi+1 − mi| = 1 and replacing (6.2) with
Ei |w〉 = µi (Ki)
mi |w〉 for all i. Here we chose to use mi = i − 1 for all i, as in e.g.
[FJM11]. Compatibility with the Serre relations is a consequence of the q-binomial identity
1− qǫ(q + q−1) + q2ǫ = 0, where ǫ = ±1, since(
EiE
2
i+1 − (q + q
−1)Ei+1EiEi+1 + E
2
i+1Ei
)
|w〉
=
(
1− (q + q−1)qmi−mi+1 + q2(mi−mi+1)
)
µiµ
2
i+1K
mi
i K
2mi+1
i+1 |w〉 = 0.
We look for an expression for |w〉 as a linear combination of non-independent vectors
indexed by the same paths on the root lattice as in the classical case. The bijection
between paths and vectors in Vλ is adjusted, as we use the generators
(6.3) F i = Fi (Ki)
i−1,
which are better adapted to our definition of the Whittaker vector.
Definition 6.3. Let Pβ be the set of paths p = (p0, ..., pN), with p0 = 0, pN = β ∈ Q+, and
pk − pk−1 = αik for k = 1, ..., N . We define a map from Pβ → Vλ by:
(6.4) |p〉 = F iNF iN−1 · · ·F i1 |v〉, p ∈ Pβ.
As in the classical case, we look for the vector |w〉 of the form:
(6.5) |w〉 =
∑
β∈Q+
µ
β
∑
p∈Pβ
y(p)|p〉
with |p〉 as in (6.4) and some coefficients y(p) which satisfy an appropriate recursion
relation.
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Writing the defining condition (6.2) for |w〉 in the form
(6.6) Ei|w〉 = µi|w〉
where
(6.7) Ei = K
−(i−1)
i Ei ,
we have the recursion relation for the coefficients:
Lemma 6.4. A sufficient condition for |w〉 of (6.5) to satisfy the Whittaker vector condi-
tions (6.2) is that the coefficients y(p) obey the following system:
(6.8) y(p) =
N∑
k=0
q
∑N
ℓ=k+1(i−iℓ)Ciℓ,i
[
(λ− pk|αi)
]
y(pk,i) (i ∈ [1, r])
where we have used the notation [x] for the q-number
(6.9) [x] =
qx − q−x
q − q−1
,
and pk,i for the “augmented path” (3.10).
Proof. Use (6.6). We first compute Ei|w〉 by use of the commutation relation
Ei F j = δi,j
Ki −K
−1
i
q − q−1
+ q(i−j)Cj,iF j Ei
Since Ei |p〉 = 0 if the path p has no step αi, we may write
Ei |w〉 =
∑
β∈αi+Q+
µ
β−αiµi
∑
p∈Pβ
p=(p0,...,pN+1)
y(p)
N∑
k=0
q
∑N
ℓ=k+1(i−iℓ)Ciℓ,iδpk+1−pk,αi δp′k,i,p
[
(λ− pk|αi)
]
|p′〉
= µi
∑
β′∈Q+
µ
β′
∑
p′∈P
β′
p′=(p′
0
,...,p′
N
)
N∑
k=0
q
∑N
ℓ=k+1(i−iℓ)Ciℓ,iy(p′k,i)
[
(λ− pk|αi)
]
|p′〉
µi|w〉 = µi
∑
β∈Q+
µ
β
∑
p∈Pβ
y(p) |p〉
and the Lemma follows by identifying the coefficients of |p〉 in the last two lines. 
We will give below a solution y(p) = xq(p) of the system (6.8), which has the property
that xq(p) is a product of local weights over the path p.
A path model is an assignment of weights to a set of paths. In this case we need to
define edge weights, rather than vertex weights as in the classical case. The analogy in the
continuum is that the weight depends not just on the local position on the path but also
on the first derivative.
28 PHILIPPE DI FRANCESCO, RINAT KEDEM, AND BOLOR TURMUNKH
Definition 6.5. An edge-weight path model on Q+ is a map which assigns a weight to each
edge of the path. Let p be a path as before, with pi − pi−1 ∈ Π for all i. An edge weight
v(pi−1, pi) is a function of pi and of pi − pi−1. The weight of a path is the product of the
edges traversed by the paths, y(p):
y(p) =
N∏
i=1
1
v(pi−1, pi)
and the partition function is defined as before by
Zβ =
∑
p∈Pβ
y(p)
Lemma 6.6. The partition function for an edge-weight path model satisfies the following
recursion relation:
(6.10) Zβ =
r∑
i=1
1
v(β − αi, β)
Zβ−αi
This is to be compared the to the equation satisfied by the partition function with vertex
weights Equation (3.4).
Given the path model, we can define a vector partition function using the map from Pβ
to Vλ of Definition 6.3,
(6.11) |Zβ〉 =
∑
p∈Pβ
y(p) |p〉.
We will use this definition below.
6.2. Quantum Whittaker vectors. Local edge weights will be defined using the follow-
ing function.
Definition 6.7. Given an slr+1 weight λ and an element β of the positive root lattice Q+,
let
(6.12) vq(β) =
1
(q − q−1)2
r∑
i=0
q2(λ+ρ|ωi−ωi+1)(1− q2(β|ωi+1−ωi))
with the convention that ω0 = ωr+1 = 0.
In components we may rewrite (6.12) as:
(6.13) v¯q(β1, ..., βr) =
1
(q − q−1)2
r∑
i=0
q2(γi−γi+1)(1− q2(βi+1−βi))
A PATH MODEL FOR WHITTAKER VECTORS 29
where
(6.14)
γi =
∑
j
(C−1)i,j(λj+1) =
i(r + 1− i)
2
+
1
r + 1
{
(r + 1− i)
i∑
j=1
jλj + i
r∑
j=i+1
(r + 1− j)λj
}
,
and λi = (λ|α
∨
i ).
Lemma 6.8. The function vq(β) (6.12) satisfies the difference equations:
(6.15) vq(β + αi)− vq(β) = q
(λ+ρ−β|ωi−1−ωi+1)
[
(λ− β|αi)
]
(i = 1, 2..., r)
Proof. By direct computation:
vq(β + αi)− vq(β) =
1
(q − q−1)2
(
−q2(λ+ρ−β|ωi−ωi+1)(q−2 − 1)− q2(λ+ρ−β|ωi−1−ωi)(q2 − 1)
)
=
1
(q − q−1)
(
q−2+2(λ+ρ−β|ωi−ωi+1) − q2+2(λ+ρ−β|ωi−1−ωi)
)
= q(λ+ρ−β|ωi−1−ωi+1)
[
(λ− β|αi)
]
by using αi = 2ωi − ωi+1 − ωi−1. 
This prompts the following:
Definition 6.9. We define the weights
(6.16) v(i)(β) := qτi(β) vq(β)
where
(6.17) τi(β) = (λ+ ρ− β|ωi+1 − ωi−1)
with the property:
(6.18) v(i)(β + αi)− v
(i)(β) =
[
(λ− β|αi)
]
In components, we have:
τi(β) = γi+1 − γi−1 + βi−1 − βi+1
with γi as in (6.14).
In the following we will consider the quantum path model for Ar defined as follows.
Definition 6.10. The quantum path model for Ar is the edge-weight path model on Q+ of
Definition 6.5, with the edge weights:
(6.19) v(p− αi, p) = v
(i)(p) (p ∈ Q∗+)
30 PHILIPPE DI FRANCESCO, RINAT KEDEM, AND BOLOR TURMUNKH
where v(i) are as in (6.16-6.17). Each path p = (p0, ..., pN) on Q+ receives a weight
(6.20) xq(p) :=
N∏
k=1
1
v(ik)(pk)
where pk − pk−1 = αik for k = 1, 2, ..., N . The corresponding partition function Zβ satisfies
the recursion relation:
(6.21) vq(β)Zβ =
r∑
i=1
q−τi(β) Zβ−αi
The above definitions guarantee the following cancellation lemma.
Lemma 6.11. The weights v(i) above satisfy the following general cancellation identity:
(6.22)
v(i)(β + αi)
v(j)(β + αi)
v(j)(β)
v(i)(β)
= q(i−j)Cj,i
for any β ∈ Q+, and any i, j ∈ [1, r].
Proof. Due to the form of the weights v(i) the statement of the lemma reduces to the identity
(6.23) τi(β + αi)− τi(β) + τj(β)− τj(β + αi) = (i− j)Cj,i
Noting that
(6.24) τi(β) = τi(β + αi)
as τi(β) is independent of βi, we easily compute:
τi(β + αi)− τi(β) + τj(β)− τj(β + αi) = τj(β)− τj(β + αi) = (αi|ωj+1− ωj−1) = (i− j)Cj,i

We are now ready to state the main result of this section.
Theorem 6.12. The Whittaker vector |w〉 of Uq(Ar) for the h.w.r. Vλ,v, characters (Ki)
i−1
and eigenvalues µ = (µ1, ..., µr) is the generating series for the partition functions of the
quantum path model for Ar of Definition 6.10, namely:
(6.25) |w〉 =
∑
β∈Q+
µ
β |Zβ〉
with |Zβ〉 as in (6.11), with the weights y(p) = xq(p) of (6.20).
Proof. We must check that the weights xq(p) =
∏N
i=1
1
v
(ij )(pj)
, N the length of p, obey the
system (6.8). For p of length N , pk,i has length N + 1 and weight:
xq(pk,i) :=
(
k∏
ℓ=1
1
v(iℓ)(pℓ)
)
1
v(i)(pk + αi)
(
N∏
ℓ=k+1
1
v(iℓ)(pℓ + αi)
)
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By Lemma 6.8 and the subsequent Definition 6.9, we may rewrite for any fixed path p =
(p0 = 0, p1, p2, ..., pN = β):
N∑
k=0
q
∑N
ℓ=k+1(i−iℓ)Ciℓ,i
[
(λ− pk|αi)
]
xq(pk,i)
=
N∑
k=0
q
∑N
ℓ=k+1(i−iℓ)Ciℓ,i(v(i)(pk + αi)− v
(i)(pk)) xq(pk,i)
= − v(i)(p0)q
∑N
ℓ=1(i−iℓ)Ciℓ,i
N∏
j=1
1
v(ij)(pj + αi)︸ ︷︷ ︸
= 0
+
N∑
k=0
q
∑N
ℓ=k+2(i−iℓ)Ciℓ,i
k∏
m=1
1
v(im)(pm)
N∏
m=k+2
1
v(im)(pm + αi)
×
×
(
q(i−ik+1)Cik+1,i
v(i)(pk + αi)
v(i)(pk + αi)v(ik+1)(pk+1 + αi)
−
v(i)(pk+1)
v(ik+1)(pk+1)v(i)(pk+1 + αi)
)
︸ ︷︷ ︸
= 0 by Lemma 6.11
+
(
N∏
m=1
1
v(im)(pm)
)
v(i)(pN + ǫi)
v(i)(pN + ǫi)
= xq(p)
which is nothing but the equation (6.8). In the above, we have used v(i)(p0) = 0 as p0 = 0
and the cancellation Lemma 6.11 for β = pk+1 and j = ik+1 to eliminate all terms but the
last one. We may picture the cancellation above as occurring between the two paths pk,i
and pk+1,i that differ only by the order in which the two steps αi, αj, j = ik+1, are taken
from pk:
j
k
p =k+1 p +k
p +k
α p +kj αα +i j
α
α
α
α
α
j
i
i
ip

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Example 6.13. For G = A1, we have C = (2), γ1 =
λ1+1
2
and:
(6.26) v(1)(β) = vq(β) =
q−λ1−1(1− q2β) + qλ1+1(1− q−2β)
(q − q−1)2
= [β][λ1 − β + 1]
and the q-Whittaker vector reads:
(6.27) |w〉 =
∑
β∈Z+
µβ∏β
j=1[j][λ− j + 1]
F β |v〉
as F = F .
Example 6.14. For G = A2, we have C =
(
2 −1
−1 2
)
, γ1 = 1 +
2λ1+λ2
3
, γ2 = 1 +
λ1+2λ2
3
and:
vq(β1, β2) =
q−2γ1(1− q2β1) + q2(γ1−γ2)(1− q2(β2−β1)) + q2γ2(1− q−2β2)
(q − q−1)2
= [β2][λ1 + λ2 + 2− β1]q
β1−β2−γ1+γ2 + [β1 − β2][λ1 + 1− β1 + β2]q
−γ2
while
v(1)(β1, β2) = q
γ2−β2 vq(β1, β2) , v
(2)(β1, β2) = q
β1−γ1 vq(β1, β2)
6.3. q-Whittaker function and q-difference equations. Whittaker functions are de-
fined as scalar products of Whittaker vectors with the insertion of a function of the Cartan
generators. The dual Whittaker vector 〈w| ≡ µ
′
λ〈w| is determined uniquely by the conditions
that 〈w| ∈ 〈λ|U({Ei}), 〈λ| the left highest weight vector such that 〈λ|Fi = 0 and 〈λ|Ki =
qλi 〈λ|, and 〈w|Fi = µ
′
i 〈w|(Ki)
−(i−1) for all i ∈ [1, r], or equivalently 〈w|F i = µ
′
i 〈w|. The
paths 〈p| are obtained by acting on the left highest weight vector 〈λ| by Ei, hence for a
path p = (p0, p1, ..., pN) with steps pk − pk−1 = αik , we have:
〈p| = 〈λ|Ei1Ei2 · · ·EiN
To construct 〈w|, we use the anti-automorphism of the quantum algebra:
Ei → Fi, Fi → Ei, Ki → K
−1
i , q → q
−1
which also maps F i → Ei and Ei → F i. We find:
(6.28) µ
′
λ〈w| =
∑
β∈Q+
µ
′β
∑
p∈Pβ
xq−1(p) 〈p|
with xq(p) as in (6.20).
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Definition 6.15. Let φ =
∑r
i=1 φiαi. The q-Whittaker function associated to the repre-
sentation Vλ, with right/left eigenvalues µ = (µ1, ..., µr) and µ
′ = (µ′1, ..., µ
′
r) is defined
by:
(6.29) W µ,µ
′
λ (φ; q) =
µ′
λ〈w|
r∏
i=1
(Ki)
−φi |w〉µλ
with µ
′
λ〈w| as in (6.28).
We have the following simple expression for the q-Whittaker function.
Theorem 6.16.
(6.30) W µ,µ
′
λ (φ; q) =
∑
β∈Q+
µ
β
µ
′βq−(λ−β|φ)Z˜β
where Z˜β denotes the partition function for the edge-weight path model with weights
(6.31) v˜(i)(β) = q−τi(β)vq−1(β)
Proof. For a given path p = (p0, ..., pN) from the origin p0 = 0 to pN = β, let us first
compute the scalar product: Σp = 〈p|w〉. Writing pk − pk−1 = αik for k = 1, 2, ..., N , we
have
Σp = 〈λ|
N∏
ℓ=1
Eiℓ|w〉 =
N∏
ℓ=1
µiℓ = µ
β
where we have iteratively used the Whittaker vector defining conditions Ei|w〉 = µi|w〉.
This allows us to write:
W µ,µ
′
λ (φ; q) =
∑
β∈Q+
µ
′βq−(λ−β|φ)
∑
p∈Pβ
xq−1(p) 〈p|w〉
µ
λ
=
∑
β∈Q+
µ
′βq−(λ−β|φ)
∑
p∈Pβ
xq−1(p) Σp =
∑
β∈Q+
µ
β
µ
′βq−(λ−β|φ)
∑
p∈Pβ
xq−1(p)
and the theorem follows. 
Corollary 6.17. The partition function Zβ for quantum Ar paths is a so-called “bar-
invariant” quantity, i.e. it is invariant under the transformation q → q−1: Z˜β = Zβ.
Proof. We use an alternative proof of Theorem 6.16 that goes as follows. We first compute
the scalar product Σ′
p
= 〈w|p〉 in a similar way. Writing again p = (p0, ..., pN) and
pk − pk−1 = αik for k = 1, 2, ..., N , we find:
Σ′
p
= 〈w|
N∏
ℓ=1
F iN+1−ℓ |λ〉 =
N∏
ℓ=1
µ′iℓ = µ
′β
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by use of the left Whittaker defining conditions 〈w|
∏N
ℓ=1 F i = µ
′
i〈w|. This allows us to
write:
W µ,µ
′
λ (φ; q) =
∑
β∈Q+
µ
βq−(λ−β|φ)
∑
p∈Pβ
xq(p)
µ′
λ 〈w|p〉 =
∑
β∈Q+
µ
βq−(λ−β|φ)
∑
p∈Pβ
xq(p) Σ
′
p
=
∑
β∈Q+
µ
β
µ
′βq−(λ−β|φ)
∑
p∈Pβ
xq(p) =
∑
β∈Q+
µ
β
µ
′βq−(λ−β|φ)Zβ
Comparing with the result of Theorem 6.16, and identifying the coefficients of µβµ′β in
both expressions, we deduce that Zβ = Z˜β, and the Corollary follows. 
We are now ready for the final result, expressing that the q-Whittaker function obeys a
q-Toda difference equation, equivalent to that of [Eti99].
Definition 6.18. We introduce the shift operators Si, i ∈ [0, r + 1] acting on functions
f(φ) as
(6.32) Si f(φ) = f(φ− ωi) (i ∈ [1, r]), S0 = Sr+1 = 1
as well as:
(6.33) Ti = Si+1S
−1
i (i ∈ [0, r])
Theorem 6.19. The modified q-Whittaker function
(6.34) W (φ) := q
∑
i φiW µ,µ
′
λ (φ; q
−1) =
∑
β∈Q+
µ
β
µ
′βq(λ+ρ−β|φ)Zβ
with Zβ as in Definition 6.5 with x(p) = xq(p), satisfies the following q-difference Toda
equation:
HqW (φ) = Eq,λW (φ)(6.35)
Hq =
r∑
i=0
T 2i + (q − q
−1)2
r∑
i=1
µiµ
′
i q
−(φ|αi)Ti−1Ti(6.36)
Eq,λ =
r∑
i=0
q2(λ+ρ|ωi−ωi+1)(6.37)
Proof. We first note that Si q
(λ+ρ−β|φ) = q(β−λ−ρ|ωi)q(λ+ρ−β|φ), hence Si acts on W (φ) by
inserting q(β−λ−ρ|ωi) = qβi−γi in the expression (6.34) for W (φ) as a sum over β. Similarly,
Ti acts on W (φ) by inserting q
(λ+ρ−β|ωi−ωi+1) = qβi+1−βi−γi+1+γi , and Ti−1Ti by inserting
q−τi(β) = qβi−1−βi+1+γi+1−γi−1 in the sum (6.34). As a consequence, using the expression
(6.12) for vq(β), we deduce that the difference operator
Kq =
r∑
i=0
q2(λ+ρ|ωi−ωi+1) − T 2i
(q − q−1)2
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acts on W (φ) by insertion of vq(β) in the sum (6.34). Using the recursion relation (6.21)
satisfied by Zβ, we finally compute:
KqW (φ) =
∑
β∈Q+
µ
β
µ
′βq(λ+ρ−β|φ) vq(β)Zβ
=
∑
β∈Q+
µ
β
µ
′βq(λ+ρ−β|φ)
r∑
k=1
q−τk(β) Zβ−αk
=
r∑
k=1
µkµ
′
k
∑
β∈Q+
µ
β
µ
′βq(λ+ρ−β−αk |φ) q−τk(β+αk) Zβ
=
(
r∑
k=1
µk µ
′
k q
−(αk|φ)Tk−1Tk
)
W (φ)
and the theorem follows. 
Remark 6.20. The q-Toda Hamiltonian Hq is Etingof’s q-Toda operator [Eti99], obtained
from the quantum R-matrix of Uq(slr+1).
6.4. Examples. For the algebra Uq(sl2), the Whittaker function is
(6.38) W (φ) =
∑
β∈Z+
(µµ′)aqφ(λ+1−2β) Zβ
where
Zβ =
1∏β
j=1[j][λ+ 1− j]
Note that the latter is manifestly bar-invariant (see Corollary 6.17), as all q-numbers are.
Moreover, we have: S0 = S2 = 1, S1f(φ) = f(φ−
1
2
), T 20 f(φ) = f(φ−1), T
2
1 f(φ) = f(φ+1),
T0T1 = I, and:
Hq = T
2
0 + T
2
1 + (q − q
−1)2µµ′ q−2φ, Eq,λ = q
λ+1 + q−λ−1
so that, acting on functions f of the variable φ, we have:
Hq f(φ) = f(φ+ 1) + f(φ− 1) + (q − q
−1)2µµ′ q−2φf(φ)
and can we check directly that
HqW (φ) = Eq,λW (φ)
as a consequence of the recursion relation vq(β)Zˆβ = Zˆβ−1, with
vq(β) =
qλ+1(1− q−2β) + q−λ−1(1− q2β)
(q − q−1)2
.
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For the algebra Uq(sl3), the Whitaker function is
W (φ) =
∑
β1,β2∈Z+
(µ1µ
′
1)
β1(µ2µ
′
2)
β2qφ1(λ1+1−2β1)+φ2(λ2+1−2β2) Zβ1,β2,
where Zβ1,β2 satisfies the recursion relation (see Example 6.14):
vq(β1, β2)Zβ1,β2 = q
γ2−β2Zβ1−1,β2 + q
β1−γ1Zβ1,β2−1,
which leads to the solution:
Zβ1,β2 =
∏β1+β2
j=1 [λ1 + λ2 + 2− j](∏β1
j=1[j][λ1 + 1− j][λ1 + λ2 + 2− j]
)(∏β2
j=1[j][λ2 + 1− j][λ1 + λ2 + 2− j]
) .
This is the quantum version of the factorized Bump formula (3.19). Note that this expres-
sion is manifestly bar-invariant (see Corollary 6.17). Unfortunately, not such nice factorized
formula seem to exist for general Ar, r ≥ 3.
The Hamiltonian Hq and eigenvalue Eq,λ are:
Hq = T
2
0 + T
2
1 + T
2
2 + (q − q
−1)2(µ1µ
′
1 q
φ2−2φ1T0T1 + µ2µ
′
2 q
φ1−2φ2T1T2),
Eq,λ = q
−2γ1 + q2(γ1−γ2) + q2γ2 .
where
T0 f(φ1, φ2) = f(φ1 − 23 , φ2 −
1
3
),
T1 f(φ1, φ2) = f(φ1 + 13 , φ2 −
1
3
),
T2 f(φ1, φ2) = f(φ1 + 13 , φ2 +
2
3
).
7. Summary and discussion
7.1. Whittaker vectors. In this paper, we have constructed path models based on Cheval-
ley generators to compute the Whittaker vectors in the completion of irreducible, generic
highest weight Verma modules Vλ for any finite-dimensional simple Lie algebras and affine
Lie algebras, as well as the quantum algebra Uq(slr+1). In all cases, we wrote a combina-
torial expression for the Whittaker vectors as linear combinations of a generating set of
Vλ obtained by the free action of the nilpotent subalgebra n− on the highest weight vector
|λ〉, naturally indexed by paths on the positive root lattice, starting at the origin. We
showed that the coefficients (path weights) in these linear combinations could be chosen in
a very simple manner. In the simple and affine Lie cases, the path weight is taken to be
a product of local factors 1/v(pk), depending only on each vertex pk visited by the path
(vertex weights). In the quantum case, the path weight is still a product, but local factors
1/v(pk−1, pk) depend on pairs of consecutive vertices visited by the path (edge weights).
In all cases, our choice of path weights was dictated by the requirement of locality. It
boils down to difference equations of the form v(β + αi)− v(β) = (λ− β|αi) for simple or
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affine cases, or v(i)(β+αi)−v
(i)(β) = [(λ−β|αi)] for the quantum case. For other quantum
algebras Uq(g) the situation is more complex and will be addressed elsewhere.
7.2. Whittaker functions. We showed that the path model could be used to determine
the corresponding Whittaker functions. Indeed, the recursion relation for the path partition
functions immediately yields an eigenfunction condition for the corresponding Whittaker
functions, for the Toda type second order differential (resp. difference) operator attached
to the Lie (resp. quantum) algebra.
Solutions of the Toda equation are characterized by their asymptotic properties. The
Whittaker functions we obtain using the path model are characterized by the fact that
they have a well-defined power series expansion in the variables e−
∑
j Ci,jφj . Up to a factor
of e(λ+ρ|φ), the Whittaker function remains bounded as φi → ∞ in the fundamental Weyl
chamber
∑
j Ci,jφj ≥ 0. Such solutions are referred to as fundamental Whittaker functions
[Has82].
In the case of finite dimensional g, for fixed eigenvalue Eλ of the Toda Hamiltonian,
the images Wσ(λ)(φ) of our function W (φ) under Weyl group reflections σ : λ → σ(λ) :=
σ(λ+ρ)−ρ are known to form a basis of the corresponding eigenspace of the Toda operator.
Other Whittaker functions of interest are the so-called class I Whittaker functions [Has82],
computed in principal series (unitary) representations of the real form of the Lie group,
which are not highest weight modules. Class I Whittaker functions remain bounded in
the reflected Weyl chambers as well, and this property allows to decompose them into the
fundamental function basis with simple coefficients [Has82].
The corresponding Whittaker vectors themselves cannot be computed using our path
model, which is specifically tailored to work for highest weight modules (see the expressions
of [KLSTS02] for the Uq(sl(2,R)) case). Class I q-Whittaker functions for Uq(gln+1) were
derived in [GLO10a, GLO11] for a related version of the q-Toda operator, obtained by
acting on Hq of (6.36) with an automorphism τ of the algebra generated by {Ti}i∈[0,r] and
{q−
∑
j Ci,jφj}i∈[1,r] (see [Eti99]). In this quantum case, the regularity property becomes much
stronger: the class I q-Whittaker functions actually vanish outside of the fundamental Weyl
chamber for integral values of the variables ni =
1
2
∑
j Ci,jφj. We have checked for the case
of sl2 that the class I q-Whittaker function of [GLO10a, GLO11] is a linear combination of
the two fundamental q-Whittaker functions obtained by acting on W (n = φ) of (6.38) and
its Weyl group reflection by the automorphism τ . We expect this property to generalize
to higher rank. Related q-difference equations and their generalizations also occur in the
determination of graded characters for fusion products of special modules of the quantum
algebras, for which the latter play a role analogous to that of class I q-Whittaker functions.
These difference equations arise from the integrability of the so-called quantum Q-systems
involving non-commutative variables that generalize characters [DFK]. (See also [FJM11]
for similar formulas expanded in the Gelfand-Zeitlin basis, and [GLO11] for a connection
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to McDonald polynomials). It is our hope that our new formulas using path models may
shed some new light on these connections.
7.3. Integrability. The open quantum Toda spin chain is known to be integrable in the
classical case, namely there exist a set of higher order commuting differential operators,
simultaneously diagonalized by the Whittaker functions. In turn, these higher order eigen-
function equations are related to higher degree recursion relations for the same path par-
tition functions. Let us illustrate this in the case of G = A2 (see Example 3.11). From the
factorized form of the partition function (3.19), it is easy to write other recursion relations
for the partition function function Zβ1,β2. For instance, we have:
β1(λ1 + 1− β1)(λ1 + λ2 + 2− β1)Zβ1,β2 = (λ1 + λ2 + 2− β1 − β2)Zβ1−1,β2(7.1)
β2(λ2 + 1− β2)(λ1 + λ2 + 2− β2)Zβ1,β2 = (λ1 + λ2 + 2− β1 − β2)Zβ1,β2−1(7.2)
These are not independent, as readily seen by taking their sum, equal to the original
recursion relation (3.18) up to an overall factor of (λ1 + λ2 + 2− β1 − β2). If we form the
combination (λ2 + 1− β2)×(7.1)−(λ1 + 1− β1)×(7.2), we obtain:
(β1 − β2)(λ1 + 1− β1)(λ2 + 1− β2)Zβ1,β2 = (λ1 + 1− β1)Zβ1,β2−1 − (λ2 + 1− β2)Zβ1−1,β2
This leads to a third order differential operator eigenfunction equation for the Whittaker
function W (φ) of the form H(3)W (φ) = E(3)W (φ), with
H(3) =
(D1 −D2)(2D1 +D2)(D1 + 2D2)
9
− ν1e
−(2φ1−φ2)(D1 + 2D2) + ν2e
−(2φ2−φ1)(2D1 +D2)
E(3) = (λ1 − λ2)Eλ1,λ2 −
(λ1 − λ2)
3
9
=
1
9
(λ1 − λ2)(2λ1 + λ2 + 3)(λ1 + 2λ2 + 3)
where we used the notations of Example 3.13. The higher Hamiltonian H(3) is readily seen
to commute with the Toda Hamiltonian H .
In the case of affine Lie algebras, we have been able to investigate the limit of critical
level k → −h∨, and shown how the limiting Whittaker functions involve eigenfunctions of
the critical affine Toda operator (related to the closed Toda spin chain) with a suitably
transformed eigenvalue. The critical limit is important because the affine algebra acquires
an infinite-dimensional center, isomorphic to the (deformed) classical W -algebras, a phe-
nomenon closely related to the integrability in the form of the existence of higher order
commuting differential operators, simultaneously diagonalized by Whittaker functions. It
would be interesting to investigate the integrable structure of the non-critical case as well,
by use of our path model, namely by looking for higher order recursion relations satisfied
by our path partition functions.
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