Transversally strictly hyperbolic systems by Nishitani, Tatsuo
ar
X
iv
:1
70
4.
02
55
8v
2 
 [m
ath
.A
P]
  1
3 D
ec
 20
18 Transversally strictly hyperbolic systems
Tatsuo Nishitani∗
Abstract
We consider the Cauchy problem for first-order systems. Assum-
ing that the set Σ of singular points of the characteristic variety is a
smooth manifold and the characteristic values are real and semisim-
ple we introduce a new class which is strictly hyperbolic in the direc-
tions transverse to Σ. If the propagation cone and Σ are compatible
we prove, under some additional conditions, that transversally strictly
hyperbolic systems are strongly hyperbolic. On the other hand if the
propagation cone is incompatible with Σ then transversally strictly hy-
perbolic systems are much more involved which is discussed taking an
interesting example.
Keywords: Transversally strictly hyperbolic, Cauchy problem, strongly hyperbolic,
uniformly diagonalizable, propagation cone, compatible.
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1 Introduction
In this note, we continue to study a new class of first-order systems
(1.1) L(t, x,Dt,Dx) = Dt −
d∑
j=1
Aj(t, x)Dxj = Dt −A(t, x,Dx)
which we call transversally strictly hyperbolic systems in [7] and we dis-
cuss whether transversally strictly hyperbolic systems are strongly hyper-
bolic, which means by definition that for all lower-order terms B the Cauchy
problem for L+B is well-posed in C∞. Here we use the notation D = −i ∂
for partial derivatives. We make assumptions precise under which we work.
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Assumption 1.1. The coefficient matrices Aj(t, x) are C
∞ in a neighbor-
hood Ω of the origin (0, 0) ∈ R1+d and they act in Cm. Moreover, for all
(t, x, ξ) the eigenvalues of A(t, x, ξ) =
∑d
j=1 ξjAj(t, x) are real and semisim-
ple.
We denote by Σ the set of singular points of the characteristic variety
of L, that is the set of (t, x, τ, ξ) ∈ T ∗Ω\{0} ≃ Ω × (R1+d\{0}) such that
detL(t, x, τ, ξ) vanishes together with the first-order derivatives.
Assumption 1.2. We assume that Σ is a smooth C∞-manifold in T ∗Ω\{0}
and that, on each component of Σ the dimension of KerL(t, x, τ, ξ) is con-
stant.
Note that Assumption 1.1 implies that at characteristic points,
(1.2) dimKerL(t, x, τ, ξ) = multiplicity of the eigenvalue τ .
Definition 1.3. Recall first the invariant definition of the localized system
(or localization) Lρ at ρ ∈ Σ:
(1.3) Lρ(ρ˙) = ̟ρ(L
′(ρ) · ρ˙) ıρ
where ıρ is the injection of KerL(ρ) into C
m, ̟ρ is the projection from C
m
onto Cm/RangeL(ρ) and L′(ρ) : Tρ(T
∗Ω)→ Hom(Cm,Cm) is the derivative
of L at ρ. Since KerL(ρ) ∩ RangeL(ρ) = {0} by Assumption 1.1, Lρ is
a well-defined linear map on KerL(ρ) (see for example [15, Chapter 4]).
Moreover ̟ρ(L
′(ρ) · TρΣ) ıρ = 0 by Assumptions 1.1 and 1.2.
Note that Lρ is hyperbolic in the time direction, that is detLρ is a
hyperbolic polynomial in the time direction (for more about the localization,
see [15, Section 4.1]). We now introduce transversally strictly hyperbolic
systems:
Definition 1.4. If for all ρ ∈ Σ, Lρ(ρ˙) is strictly hyperbolic in the time
direction, on T ∗Ω/TρΣ, then we call L a transversally strictly hyperbolic
system.
Strictly hyperbolic system is smoothly symmetrizable (see [8]) and re-
peating the construction of symmetrizer ([8, Chapter 6]) for strictly hyper-
bolic systems it is easily seen that transversally strictly hyperbolic systems
are also symmetrizable in the following sense ([7, Proposition 2.2]).
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Lemma 1.5. If L is transversally strictly hyperbolic then L is uniformly
symmetrizable (equivalently uniformly diagonalizable), that is there is a fam-
ily of symmetric positive definite matrices S(t, x, ξ), such that S and S−1
are uniformly bounded and SA is symmetric.
The Cauchy problem for smoothly symmetrizable hyperbolic systems
is L2 well-posed (see [2]). Smooth symmetrizability can be weakened as
follows.
Theorem 1.6 ([6]). If there is a symmetrizer which is Lipschitz continuous
in (t, x, ξ) ∈ R1+d × Sd−1 then the Cauchy problem for L is L2 well-posed
and hence L is a strongly hyperbolic system.
However the symmetrizer for transversally strictly hyperbolic systems
can not be chosen to be Lipschitz continuous, not even continuous in general
(see [6, Lemma 3.3]).
Recall that even at singular points of the characteristic vareity one can
define a cone in the phase space, called the propagation cone, which contains
all possible directions along which the singularities could propagate. In this
note, in Section 2, we study the Cauchy problem for transversally strictly
hyperbolic systems with the propagation cone which is compatible Σ (the
definition will be given below) and we prove, under some additional condi-
tions, that the Cauchy problem is C∞ well-posed for any lower order term
(Theorems 2.4 and 2.7). If Σ is an involutive or a symplectic manifold this is
indeed the case. In Section 3 we study the case when the propagation cone
is incompatible with Σ. Taking an example containing a parameter pro-
posed in [6] we show that the situation will be very complicated exhibiting
well/ill posed results (depending on the parameter) of the Cauchy problem
(Theorems 3.3, 3.6 and 3.7).
Before closing this section we make some comments on the uniform sym-
metrizability. If the Cauchy problem is L2 well-posed then the system is
uniformly symmetrizable (see [5, Theorem 1.2]) while the existence of a
bounded symmetrizer does not imply in general the well-posedness of the
Cauchy problem, even in C∞ (see [16]). On the other hand
Theorem 1.7 ([9]). Assume that L(t, x, τ, ξ) is uniformly symmetrizable
then the Cauchy problem for L+B is well-posed in the Gevrey class of order
1 < s < 2 for any B.
Here we say that f(x) ∈ γ(s)(Rd), the Gevrey class of order s, if for any
compact set K ⊂ Rd there exist C > 0, A > 0 such that we have
|Dαf(x)| ≤ CA|α||α|!s, x ∈ K, ∀α ∈ Nd.
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We denote γ
(s)
0 (R
d) = γ(s)(Rd) ∩ C∞0 (R
d). A simple proof of Theorem 1.7
by symmetrization is found in [1]. Thanks to Lemma 1.5 we have
Proposition 1.8. Assume that L is transversally strictly hyperbolic. Then
the Cauchy problem for L + B is well-posed in the Gevrey class of order
1 < s < 2 for any B.
We will see in Section 3 that the Gevrey order 2 in Proposition 1.8 can
not be improved in general (Theorem 3.3).
2 Propagation cone is compatible with Σ
Consider Lρ on T
∗Ω not on T ∗Ω/TρΣ, that is
Lρ(v) = ̟ρ(L
′(ρ) · v) ıρ, v ∈ Tρ(T
∗Ω) ≃ R1+d × R1+d
and hence Lρ is independent of directions parallel to TρΣ. With h(t, x, τ, ξ) =
detL(t, x, τ, ξ) in virtue of (1.2) we have
detLρ(t, x, τ, ξ) = hρ(t, x, τ, ξ)
(see [15, Lemma 4.2]) where hρ is the first non-vanishing term of the Tay-
lor expansion of h(t, x, τ, ξ) at ρ which is a homogeneous polynomial in
(t, x, τ, ξ). Note that hρ is a hyperbolic polynomial in the direction τ ([5],
[3, Lemma 1.3.1]). Recall that the hyperbolicity cone Γ(hρ) of hρ is defined
as the connected component of −Ht where Ht is the Hamilton vector field
of t, in
{(t, x, τ, ξ) ∈ Tρ(T
∗Ω) | hρ(t, x, τ, ξ) 6= 0}.
The propagation cone C(hρ) of hρ is defined by
C(hρ) = {X = (t, x, τ, ξ) | σ(X,Y ) ≤ 0, ∀Y ∈ Γ(hρ)}
where σ = dτ ∧dt+dξ∧dx = dτ ∧dt+
∑d
j=1 dξj ∧dxj is the symplectic two
form on T ∗Ω. The propagation cone is the minimal cone including every
bicharacteristic of h which has ρ as a limit point in the following sense (see
[11, Lemma 1.1.1]):
Lemma 2.1. Let ρ ∈ T ∗Ω be a multiple characteristic of h. Assume that
there are simple characteristics ρj of h and positive numbers γj such that
ρj → ρ and γjHh(ρj)→ X(6= 0) j →∞.
Then X ∈ C(hρ). Here Hh denotes the Hamilton vector field of h.
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Since Hh(ρ) is the direction along which the singularities propagate (if
ρ is a simple characteristic) the mutual relative position of C(hρ) and TρΣ
would be significant for the Cauchy problem and taking this into account
we introduce the following definition.
Definition 2.2. The propagation cone is said to be compatible with Σ if, on
each component Σ′ of Σ, either C(hρ) ⊂ TρΣ, ρ ∈ Σ
′ or C(hρ)∩ TρΣ = {0},
ρ ∈ Σ′ holds, otherwise we say that the propagation cone is incompatible
with Σ.
Definition 2.3. We say that the Cauchy problem for L is C∞ well-posed
near the origin if there exist a positive ǫ > 0 and a neighborhood ω of the
origin such that for any |t¯| ≤ ǫ and f(x) ∈ C∞0 (ω) vanishing in t < t¯ there
is a unique u ∈ C∞(ω) vanishing in t < t¯ which satisfies Lu = f in ω.
In this section we discuss the case that the propagation cone is compat-
ible with Σ.
Theorem 2.4 ([7]). Assume that L is transversally strictly hyperbolic and
C(hρ) ⊂ TρΣ at every ρ ∈ Σ. Then the Cauchy problem for L + B is C
∞
well-posed for any B(t, x) near the origin.
This follows from [7, Theorem 1.6] thanks to the following
Lemma 2.5 ([14]). C(hρ) is contained in TρΣ at every ρ ∈ Σ if and only if
Σ is an involutive manifold.
We turn to study another compatible case, that is C(hρ) ∩ TρΣ = {0}.
We first recall
Lemma 2.6. ([11, Lemma 1.1.3]) The following conditions are equivalent.
(i) C(hρ) ∩ TρΣ = {0},
(ii) there is a hyperplane H ⊂ Tρ(T
∗Ω) such that
H ∩ C(hρ) = {0}, H ⊃ TρΣ+ 〈Ht〉,
(iii) Γ(hρ) ∩ (TρΣ)
σ ∩ 〈Ht〉
σ 6= ∅,
(iv) Γ(hρ) ∩ (TρΣ)
σ 6= ∅
where 〈Ht〉 = {λHt | λ ∈ R} and S
σ = {X ∈ Tρ(T
∗Ω) | σ(X,Y ) = 0,∀Y ∈
S}.
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Denote by π the projection such that π(t, x, τ, ξ) = (t, x).
Theorem 2.7. Assume that L is transversally strictly hyperbolic and that
at every ρ ∈ Σ ∩ π−1(0, 0) there is a hyperplane H ⊂ Tρ(T
∗Ω) such that
(2.1) C(hρ) ∩H = {0}, H ⊃ TρΣ+ 〈Ht〉 ⊃ H
σ.
Then the Cauchy problem for L+B is C∞ well-posed for any B(t, x) near
the origin.
Here we give a sufficient condition for (2.1).
Lemma 2.8. If dt
(
TρΣ ∩ (TρΣ)
σ
)
= 0 then there exists a hyperplane H ⊂
Tρ(T
∗Ω) such that (2.1) is verified.
The proof of this lemma will be given later. If Σ is a symplectic manifold,
that is TρΣ ∩ (TρΣ)
σ = {0}, ρ ∈ Σ then dt
(
TρΣ ∩ (TρΣ)
σ
)
= 0 is obvious
and hence
Corollary 2.9. Assume that L is transversally strictly hyperbolic and Σ
is either involutive or symplectic manifold. Then the Cauchy problem for
L+B is C∞ well-posed for any B(t, x) near the origin.
Theorem 2.10. Let L be transversally strictly hyperbolic. Assume that at
every ρ ∈ Σ∩ π−1(0, 0) either there is a hyperplane H ⊂ Tρ(T
∗Ω) satisfying
(2.1) or there is a neighborhood U of ρ such that C(hρ) ⊂ TρΣ, ρ ∈ U ∩ Σ.
Then the Cauchy problem for L+B is C∞ well-posed for any B(t, x) near
the origin.
Proof of Theorem 2.7: Let B(t, x) be any m×m matrix valued C∞ function
near (0, 0). In order to prove that the Cauchy problem for L+ B is locally
solvable near (0, 0) in C∞ it is enough to show the existence of a parametrix
with finite propagation speed of wave front sets (see [12, Appendix], [11,
Appendix]) at every (0, 0, ξ) with |ξ| = 1 (from now on, we say ”parametrix
with fps” for short). Let |ξ¯| = 1 be arbitrarily fixed and denote by τ¯k, k =
1, . . . , l the distinct eigenvalues of A(0, 0, ξ¯). Then one can find P (t, x, ξ) ∈
S0phg, P (t, x, ξ) ∼
∑∞
j=0 Pj(t, x, ξ) defined for small |t| with detP0(0, 0, ξ¯) 6= 0
(for the definition of the symbol class Sphg, see [4, Chapter XVIII]) such that
(L+B)P ≡ P diag(Dt −A1, . . . ,Dt −Al) near (0, 0, ξ¯)
that is, C(t, x, ξ), the symbol of (L+B)P −P diag(Dt−A1, . . . ,Dt−Al) is
in S−∞ in a conic neighborhood of (0, 0, ξ¯) uniformly in t for small |t| where
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Ak(t, x, ξ) ∈ S
1
phg are mk ×mk matrix valued symbols, Ak ∼
∑∞
j=0Akj and
the eigenvalues of Ak0(t, x, ξ) are close to τ¯k near (0, 0, ξ¯), where mk is the
multiplicity of τ¯k (for a proof, see [19]). From [11, Proposition A.4] it follows
that L+B has a parametrix with fps at (0, 0, ξ¯) if diag(Dt−A1, . . . ,Dt−Al)
does. It is clear that if each Dt−Aj has a parametrix with fps Gj at (0, 0, ξ¯)
then G = diag(G1, . . . , Gl) is a parametrix with fps of diag(Dt−A1, . . . ,Dt−
Al) at (0, 0, ξ¯). Therefore it suffices to show the existence of a parametrix
with fps of each Dt −Aj at (0, 0, ξ¯). Since
L(t, x, τ, ξ)P0(t, x, ξ)
= P0(t, x, ξ) diag(τ −A10(t, x, ξ), . . . , τ −Al0(t, x, ξ))
in a conic neighborhood of (0, 0, ξ¯), denoting by Σ(j), the component of ρj =
(0, 0, τ¯ j , ξ¯) in Σ, the Assumption 1.2 implies that dimKer (τ −Aj0(t, x, ξ)) is
constant on Σ(j) which is mj by (1.2). Then one has τ −Aj0(t, x, ξ) = O on
Σ(j) and hence Aj0(t, x, ξ)−µj(t, x, ξ)Imj = O on Σ
′
(j) which is the projection
of Σ(j) off τ coordinate where µj(t, x, ξ) = trAj0(t, x, ξ)/mj . Note that Σ(j)
is given by τ = µj(t, x, ξ), bji(t, x, ξ) = 0, i = 1, . . . , kj near ρj where
dbji are linearly independent at (0, 0, ξ¯). From the assumption there exist
hyperplanes Hj ⊂ Tρj (T
∗Ω) such that
(2.2) C(hρj ) ∩Hj = {0}, Hj ⊃ TρjΣ(j) + 〈Ht〉 ⊃ H
σ
j .
Denote Lj = τ − Aj0 so that P
−1
0 (τ − A)P0 = diag(L1, . . . , Ll). Then from
definition there is a non-singular mj ×mj matrix T such that T
−1LρjT =
(Lj)ρj from which it follows that
(2.3) (Lj)ρj is strictly hyperbolic on T
∗Ω/TρjΣ(j).
We show that Dt − Aj has a parametrix with fps at (0, 0, ξ¯). Denote Aj
by A, Σ(j) by Σ, Σ
′
(j) by Σ
′, bji(t, x, ξ) by bi(t, x, ξ), mj by m and µj by µ
again, dropping j. Write
Dt −A(t, x,Dx) =
(
Dt − µ(t, x,Dx)
)
I − Aˆ(t, x,Dx)
where Aˆ(t, x, ξ) ∼ Aˆ1(t, x, ξ)+ Aˆ0(t, x, ξ)+ · · · and Aˆ1(t, x, ξ), homogeneous
of degree 1 in ξ, satisfies Aˆ1(t, x, ξ) = O on Σ
′ near (0, 0, ξ¯). Note that
µ(t, x, ξ) is real valued for the eigenvalues are real. Let S(t′, t) be the solution
operator of the Cauchy problem
Dtu− µ(t, x,Dx)u = 0, u(t
′, x) = φ(x)
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such that φ 7→ u(t). Then it is clear that S(t, 0)(Dt − µ)S(0, t) = Dt and
there exists A˜ ∈ S1phg such that S(t, 0)AˆS(0, t) = A˜ + R where R maps
H−∞ = ∪sH
s(Rd) into H∞ = ∩sH
s(Rd) (see for example [17, Chapter
VIII] ). Therefore one obtains
(2.4)
(
Dt − µ(t, x,D)I − Aˆ
)
S(0, t) = S(0, t)
(
Dt − A˜
)
+ S(0, t)R.
Note that S(0, t) is a Fourier integral operator associated with the canon-
ical transformation χt(x, ξ) = exp (−tHµ)(x, ξ) and hence A˜1(t, x, ξ) =
Aˆ1(t, χt(x, ξ)). Therefore , Σ˜ the image of Σ, is given by the equations
τ = 0, b˜1(t, x, ξ) = · · · = b˜k(t, x, ξ) = 0, b˜i(t, x, ξ) = bi(t, χt(x, ξ))
and A˜1 = O on Σ˜
′
= {b˜1 = · · · = b˜k = 0} where b˜i(t, x, ξ) are homogeneous
of degree 1 in ξ. From (2.4) and [15, Proposition A.5] it follows that (Dt −
µ)I − Aˆ has a parametrix with fps at (0, 0, ξ¯) if Dt− A˜ does. We next show
that Dt−A˜ has a parametrix with fps at (0, 0, ξ¯). To simplify notation write
L = Dt−A˜1 and B˜(t, x, ξ) = A˜1(t, x, ξ)−A˜(t, x, ξ) such that Dt−A˜ = L+B˜
where B˜(t, x, ξ) ∈ S0phg and B˜ ∼ B˜0 + B˜−1 + · · · .
Denote by M(t, x, τ, ξ) the cofactor matrix of L(t, x, τ, ξ). Then by
Proposition [15, Proposition A.2] we see that L+B˜ has a parametrix with fps
at (0, 0, ξ¯) if P(t, x,Dt,Dx) =
(
L(t, x,Dt,Dx) + B˜(t, x,Dx)
)
M(t, x,Dt,Dx)
does.
Lemma 2.11. Let ρ = (0, 0, 0, ξ¯). One can write
(2.5) P(t, x, τ, ξ) = h(t, x, τ, ξ)I + Pm−1 + · · ·+ P0
where h(t, x, τ, ξ) = detL(t, x, τ, ξ) and
(i) there is a hyperplane H ⊂ T ∗ρ (Ω) verifying Cρ(hρ) ∩ H = {0} and
H ⊃ TρΣ˜ + 〈Ht〉 ⊃ H
σ,
(ii) h(t, x, τ, ξ) is a polynomial in τ and homogeneous of degree m in (τ, ξ)
which is hyperbolic in t direction near (0, 0, ξ¯) and the localization
hρ(t, x, τ, ξ) is strictly hyperbolic on T
∗
ρΩ/TρΣ˜,
(iii) Pj(t, x, τ, ξ) =
∑m
k=1 Pjk(t, x, ξ)τ
m−k where Pjk(t, x, ξ) are positively
homogeneous of degree j−m+k in ξ if j ≥ 1, and P0k(t, x, ξ) ∈ S
−m+k
phg ,
and Pj(t, x, τ, ξ) (j ≥ 1) vanishes of order m− 2j on Σ˜ near ρ.
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Proof. The assertions (i) and (ii) follows from (2.2) and (2.3) immediately
because the canonical transformation χt(x, ξ) leaves the coordinate t invari-
ant. It remains to show (iii). Since A˜1(t, x, ξ) = O on Σ˜ one can write near
(0, 0, ξ¯)
L(t, x, τ, ξ) = τI +
k∑
j=1
A˜1j(t, x, ξ)bj(t, x, ξ)
and hence M(t, x, τ, ξ) is a homogeneous polynomial in (τ, b1, . . . , bk) of de-
gree m− 1 with coefficients which are homogeneous of degree 0 in ξ. Since
Pm−j(t, x, τ, ξ) =
∑
l+|α|=j
(−i)j
l!α!
∂lτ∂
α
ξ L(t, x, τ, ξ)∂
l
t∂
α
xM(t, x, τ, ξ)
+
∑
l+|α|+k+1=j
(−i)j−1
l!α!
∂lτ∂
α
ξ B˜k(t, x, ξ)∂
l
t∂
α
xM(t, x, τ, ξ)
for 1 ≤ j ≤ m−1 and ∂lt∂
α
xM(t, x, τ, ξ) vanishes on Σ˜ of order m−1− l−|α|
so that Pm−j vanishes of order m− 1− j there. Then the assertion is clear
because m− 2j ≤ m− 1− j for j ≥ 1.
We can now prove the existence of a parametrix with fps of P at (t¯, 0, ξ¯)
with |t¯| ≤ ǫ for a small ǫ > 0 applying [12, Proposition 6.1, Proposition 6.2]
with an obvious modification.
Lemma 2.12. Assume that (i) in Lemma 2.11 holds. Then one can find
a neighborhood U of ρ such that Σ˜ ∩ U is given by τ = 0, bj(t, x, ξ) = 0,
j = 1, . . . , k where dbj are linearly independent at ρ such that
{τ, b1} 6= 0, {τ, bj} = {b1, bj} = 0, j = 2, . . . , k, at ρ.
Proof. Let Σ˜ be given by τ = 0, b˜j = 0 near ρ. Note that {τ, b˜j} 6= 0 at
ρ for some j. Otherwise one has Hτ ∈ TρΣ˜ ∩ C(hρ) which is, by Lemma
2.6, a contradiction. Thus we may assume {τ, b˜1} 6= 0 at ρ. Replacing b˜j
by b˜j − cjb1, j = 2, . . . , k with suitable cj ∈ R one can assume {τ, b˜j} = 0
at ρ for j = 2, . . . , k. Since H ⊃ TρΣ˜ hence H is given by {db1(X) = 0}
where b1 = α0τ +
∑k
j=1 αj b˜j with some αj ∈ R. Note that α0 = 0 because
H ⊃ 〈Ht〉. If α1 = 0 then {τ, b1} = 0 at ρ which implies that Hτ ∈ C(hρ)∩H
contradicting the assumption. Therefore Σ˜ is given by τ = 0, b1 = 0,
b˜j = 0, j = 2, . . . , k near ρ. Note that TρΣ˜ + 〈Ht〉 ⊃ H
σ implies that
H ⊃ (TρΣ˜)
σ∩〈Ht〉
σ . Since Hb˜j ∈ (TρΣ˜)
σ∩〈Ht〉
σ, j = 2, . . . , k it follows that
{b1, b˜j} = 0 at ρ which proves the assertion putting bj = b˜j , j = 2, . . . , k.
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In [12] for a single operator of the form
P = h(t, x,Dt,Dx) + pm−1(t, x,Dt,Dx) + pm−2(t, x,Dt,Dx) + · · ·
where h(t, x, τ, ξ) and pm−j(t, x, τ, ξ) satisfy (i) (in reality, [12, Lemma 2.1]
resulting from (i) thanks to Lemma 2.12 above), (ii) and (iii) in Lemma 2.11
the existence of a parametrix with fps was proved by reducing the equation
Pu = f to a second order system with unknowns (uσj ), 1 ≤ j ≤ [m/2], σ;
permutations on (1, 2, . . . ,m) (see [12, Proposition 7.2]) for which one can
apply [12, Corollary 6.1]. In the present case, by exactly the same procedure
one can reduce PU = F , U = (u1, . . . , um) to a second order system with
unknowns (uσij), 1 ≤ i ≤ m, 1 ≤ j ≤ [m/2], σ; permutations on (1, 2, . . . ,m),
here the size of the reduced system is m times that of P , for which one can
apply [12, Corollary 6.1]. We summarize
Proposition 2.13. Assume that L is transversally strictly hyperbolic and
at every ρ ∈ Σ ∩ π−1(0, 0) there is a hyperplane H ⊂ Tρ(T
∗Ω) satisfying
(2.1). Then for any B(t, x) there exist ǫ0 > 0 and a neighborhood U of (0, 0)
such that for any |t¯| ≤ ǫ0 and for any f ∈ C
∞
0 (U) vanishing in t ≤ t¯ there
exists u ∈ C∞(U) vanishing in t ≤ t¯ and satisfying (L+B)u = f in U .
We turn to the uniqueness of solution. Denote (L+B)∗ = Lˆ(t, x,Dt,Dx)+
Bˆ(t, x) where Lˆ(t, x, τ, ξ) = L(t, x, τ, ξ)∗ and Bˆ = B∗(t, x)−
∑d
j=1DxjA
∗
j (t, x).
Since det Lˆ(t, x, τ, ξ) = h(t, x, τ, ξ) = h(t, x, τ, ξ) it is clear that Lˆ has the
same Σ and satisfies Assumptions 1.1 and 1.2 and transversally strictly hy-
perbolic. Choose a new system of local coordinates (t˜, x˜) around (0, 0) such
that
t˜ = t+ ǫ
d∑
j=1
x2j , x˜j = xj, j = 1, 2, . . . , d
which is so called Holmgren transform where ǫ > 0 is a small positive con-
stant. In these coordinates the symbol of Lˆ is given by
Lˆ(t˜− ǫ|x˜|2, x˜, τ˜ , ξ˜ + 2ǫτ˜ x˜) = C
(
τ˜ − C−1
d∑
j=1
A∗j (t, x)ξ˜j
)
= C
(
τ˜ − C−1A∗(t, x, ξ˜)
)(2.6)
where C = I + 2ǫ
∑
A∗j (t, x)x˜j which is non-singular for small ǫ > 0 and
small |x|. It is known that all eigenvalues of C−1A∗(t, x, ξ˜) are real (see [18],
[10] also [8, Lemma 6.5]). Recall that Σ(j), the component of ρj in Σ, is
given by τ = µj(t, x, ξ), bji(t, x, ξ) = 0, i = 1, . . . , kj near ρj. Consider the
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equation τ˜ = µj(t˜ − ǫ|x˜|
2, x˜, ξ˜ + 2ǫτ˜ x˜) which can be solved with respect to
τ˜ near ρj , and we denote it by τ˜ = µ˜j(t˜, x˜, ξ˜). We now denote by Σ˜(j), the
manifold given by
τ˜ = µ˜j(t˜, x˜, ξ˜), b˜ji(t˜, x˜, ξ˜) = bji(t˜− ǫ|x˜|
2, x˜, ξ˜ + 2ǫµ˜j(t˜, x˜, ξ˜)x˜) = 0.
Since Ker Lˆ(t, x, τ, ξ) = Ker
(
τ˜ − C−1
∑d
j=1A
∗
j (t, x)ξ˜j
)
by (2.6) it follows
that
dimKer
(
τ˜ − C−1
d∑
j=1
A∗j (t, x)ξ˜j
)
= mj on Σ˜(j).
Therefore Assumptions 1.1 and 1.2 are satisfied for
L˜ = Dt˜ − C
−1
∑
A∗j (t, x)Dx˜j
and L˜ is transversally strictly hyperbolic since Definition 1.3 is coordinate
free. Moreover at every ρ ∈ Σ˜ ∩ π−1(0, 0) there is H ⊂ T ∗ρ (Ω) satisfying
(2.1) because Ht˜ = Ht at (0, 0).
Lemma 2.14. Assume that the assumption in Theorem 2.7 is satisfied.
Then for any B(t, x) one can find a neighborhood U of (0, 0), positive num-
bers ǫ¯ > 0, ǫ > 0 such that for any f(t, x) ∈ C∞0 (U) with supp f ⊂ {(t, x) |
t ≤ ǫ¯ − ǫ|x|2} there exists v ∈ C1(U) with supp v ⊂ {(t, x) | t ≤ ǫ¯ − ǫ|x|2}
which satisfies (L+B)∗v = f .
Proof. We apply Proposition 2.13 to L˜+C−1Bˆ and C−1f with the reversed
time direction and t¯ = ǫ¯. Turning back to the coordinates (t, x) we conclude
the assertion.
Assume that C1 function u vanishing in t < 0 satisfies (L+ B)u = 0 in
a neighborhood of (0, 0). Take v in Lemma 2.14 and consider
0 =
∫ ǫ¯
0
∫
Rd
(L+B)u · vdtdx =
∫ ǫ¯
0
∫
Rd
u · (L+B)∗vdtdx
=
∫ ǫ¯
0
∫
Rd
u · fdtdx.
Since f ∈ C∞0 with supp ⊂ {(t, x) | t ≤ ǫ¯− ǫ|x|
2} is arbitrary we conclude
that u = 0 in the set {(t, x) | 0 ≤ t ≤ ǫ¯− ǫ|x|2} which proves the uniqueness
of solution.
Proof of Theorem 2.10: From [7, Theorem 1.6] and Theorem 2.7 (or rather
from the proofs), at every ρ ∈ Σ ∩ π−1(0, 0) there exists a parametrix with
fps.
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Remark 2.15. It is expected that Theorem 2.7 holds under the assumption
C(hρ)∩TρΣ = {0}, that is under the equivalent assumption of the existence
of hyperplane H ⊂ TρΣ such that
(2.7) C(hρ) ∩H = {0}, H ⊃ TρΣ+ 〈Ht〉.
Assuming (2.7) we can always choose a suitable local canonical coordinates
system (t, x, τ, ξ) in T ∗Ω with which the condition (2.1) holds (see [13]).
But in studying the well-posedness of the Cauchy problem, not all canoni-
cal transformations are allowed since one can only use the canonical trans-
formation such that the associated Fourier integral operator preserves the
causality, that is such F satisfying Fu = 0 in t < t¯ if u = 0 in t < t¯ (this is
a special aspect of the Cauchy problem). In general, under the assumption
(2.7) one can not choose such causality preserving canonical coordinates sys-
tem with which (2.1) holds. This is the main reason why the study of the
Cauchy problem under the condition (2.7) is not so straightforward.
Remark 2.16. Contrary to the case studied in Theorem 2.4, in the case
treated in Theorem 2.7, solutions to the Cauchy problem for L+B lose much
regularity depending on B. We give the simplest example (see for example
[15, Section 1.3])
L =
∂
∂t
+
(
0 1
t2 0
)
∂
∂x
+B(t, x)
where hρ = τ
2 − ξ¯t2 and Σ = {τ = 0, t = 0} is a symplectic manifold.
Remark 2.17. If L is transversally strictly hyperbolic system, by defini-
tion h(t, x, τ, ξ) = detL(t, x, τ, ξ) is strictly hyperbolic polynomial in τ on
T ∗Ω/TρΣ, while h(t, x,Dt,Dx) is not strongly hyperbolic anymore if m ≥ 3
by [5, Theorem 1.4 ] whatever the mutual relative position of C(hρ) and
TρΣ is.
Proof of Lemma 2.8: Without restrictions one can assume that Σ is given by
τ = 0, bj(t, x, ξ) = 0, j = 1, . . . , k near ρ where dbj are linearly independent
at ρ. Note that {τ, bj} 6= 0 at ρ for some j. Otherwise one would have
Hτ ∈ TρΣ ∩ (TρΣ)
σ since (TρΣ)
σ is spanned by Hτ , Hbj , j = 1, . . . , k which
is a contradiction since dt(Hτ ) 6= 0. As in the proof of Lemma 2.12 we can
assume {τ, b1} 6= 0, {τ, bj} = 0 for j = 2, . . . , k at ρ. If {b1, bj} = 0 at ρ for
j = 2, . . . , k then H = {db1(X) = 0} is a desired hyperplane. Repeating the
same argument one can find ℓ (≥ 2) such that
{bi, bi+1} 6= 0, i = 0, . . . , ℓ− 1, {bi, bj} = 0, j = i+ 2, . . . , k
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at ρ where b0 = τ . We show that ℓ is odd. In fact if ℓ is even then the
equations
∑ℓ
j=0{bi, bj}(ρ)cj = 0, i = 0, 1, . . . , ℓ has a solution (c0, c1, . . . , cℓ)
with c0 6= 0. This implies that
ℓ∑
j=0
cjHbj ∈ TρΣ ∩ (TρΣ)
σ, dt
( ℓ∑
j=0
cjHbj
)
6= 0
which is a contradiction. Since ℓ is odd the equations
∑ℓ
j=1{bi, bj}(ρ)cj = 0,
i = 1, . . . , ℓ has a non-trivial solution (c1, . . . , cℓ) where it is easy to see
c1 6= 0. Thus Σ is given by τ = 0, b˜1 =
∑ℓ
j=1 cjbj = 0, bj = 0, j = 2, . . . , k.
We show that H = {db˜1(X) = 0} is a desired plane. Since either Hb˜1 ∈
Γ(hρ) or −Hb˜1 ∈ Γ(hρ) it follows that C(hρ) ∩ H = {0}. It is clear that
H ⊃ TρΣ + 〈Ht〉. On the other hand if X ∈ (TρΣ)
σ ∩ 〈Ht〉
σ then one can
write X = β1Hb˜1 +
∑k
j=2 βjHbj with some βj ∈ R hence db˜1(X) = 0 which
shows H ⊃ (TρΣ)
σ ∩ 〈Ht〉
σ and then TρΣ + 〈Ht〉 ⊃ H
σ. Thus the proof is
complete.
3 Propagation cone is incompatible with Σ
We will see in this section that transversally strictly hyperbolic systems with
the propagation cone which is incompatible with Σ are more involved.
3.1 Example
We make detailed study for the following 3×3 system proposed by G.Me´tivier
[6]
La =
∂
∂t
+
 0 1 01 0 0
0 0 0
 ∂
∂x
+ x
 0 a 1−a 0 0
1 + a2 0 0
 ∂
∂y
=
∂
∂t
+A1
∂
∂x
+ xA2(a)
∂
∂y
=
∂
∂t
+Ga
(3.1)
where a ∈ C and La is symmetric hyperbolic system when a = 0. Note that
detLa(x, τ, ξ, η) = τ(τ
2 − ξ2 − x2η2) = h(x, τ, ξ, η)
and hence Σ = {τ = 0, ξ = 0, x = 0, η 6= 0} which is independent of a. Let
ρ = (t¯, 0, y¯, 0, 0, η¯) ∈ Σ. Since
(La)ρ(x˙, τ˙ , ξ˙) = τ˙ I +A1ξ˙ + η¯A2(a)x˙
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then det(La)ρ(x˙, τ˙ , ξ˙) = hρ(x˙, τ˙ , ξ˙) = τ˙(τ˙
2−ξ˙
2
−η¯2x˙2) is a strictly hyperbolic
polynomial in (x˙, τ˙ , ξ˙). Therefore La is transversally strictly hyperbolic sys-
tem for any a ∈ C. It is easy to see that C(hρ) = {t ≥
√
x2 + ξ2/η¯2, τ = 0}
hence C(hρ) ∩ TρΣ =positive t axis, and therefore the propagation cone is
incompatible with Σ.
Replacing x by y or t this example also yields typical cases that the
propagation cone is compatible with Σ.
Let A1 and A2(a) be the same matrices given in (3.1). Consider
L(0)a =
∂
∂t
+A1
∂
∂x
+ yA2(a)
∂
∂y
then detL
(0)
a (x, τ, ξ, η) = τ(τ2 − ξ2 − y2η2) and Σ is given by τ = ξ = y = 0
(η 6= 0). Therefore L
(0)
a is transversally strictly hyperbolic system and Σ is
involutive. From [7, Theorem 1.6] it follows that L
(0)
a is strongly hyperbolic
for any a ∈ C.
Next we consider
L(1)a =
∂
∂t
+A1
∂
∂x
+ tA2(a)
∂
∂y
where detL
(1)
a (x, τ, ξ, η) = τ(τ2−ξ2−t2η2) and Σ = {τ = ξ = t = 0} (η 6= 0)
so that L
(1)
a is transversally strictly hyperbolic system. Since TρΣ ∩ (TρΣ)
σ
is spanned by ∂/∂x then dt(TρΣ ∩ (TρΣ)
σ) = 0 is obvious. Therefore L
(1)
a
is strongly hyperbolic near (0, 0) for any a ∈ C by Lemma 2.8 and Theorem
2.7.
3.2 Ill-posedness
Note
L∗a = −
∂
∂t
−A∗1
∂
∂x
− xA∗2(a)
∂
∂y
= −
∂
∂t
+G∗a
and consider the eigenvalue problem G∗aV (x, y) = iβV (x, y). We look for
V (x, y) in the form V = e±iyE±(x) so that the problem is reduced to (A∗1∂x±
ixA∗2(a))E
±(x) = −iβE±(x) where
E±(x) =
 u±(x)v±(x)
w±(x)
 .
If u±(x) satisfies
(3.2) (∂2x − x
2 + β2 ± ia¯)u±(x) = 0
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where a¯ stands for the complex conjugate of a, then with
v±(x) =
i
β
(∂x ± ia¯x)u
±(x),
w±(x) = ∓
x
β
u±(x)
it is easy to examine that G∗aV
± = iβV ± where V ±(x, y) = e±iyE±(x).
Since G∗aV
±(ηx, η2y) = iηβV ±(ηx, η2y) one has
L∗a
(
eiβηtV ±(ηx, η2y)
)
= 0.
The following lemma is easily checked.
Lemma 3.1. Assume that ia 6∈ {z ∈ R;−1 ≤ z ≤ 1}. Then either β2+ia¯ =
1 or β2 − ia¯ = 1 has a root β ∈ C with Im β 6= 0.
Assume that ia 6∈ {z ∈ R;−1 ≤ z ≤ 1} and β ∈ C with Imβ 6= 0 is
chosen such that β2 ± ia¯ = 1 so that (3.2) is verified by u±(x) = e−x
2/2
where we may assume Im β > 0 without restrictions. Therefore
W˜±η (t, x, y) = exp
(
iβηt± iyη2 −
1
2
η2x2
)(
W0 + ηxW
±
1
)
solves L∗aW˜
±
η = 0 where
W0 =
 10
0
 , W±1 =
 0−i(1∓ ia¯)/β
∓1/β
 .
We now consider the following Cauchy problem
(3.3)
{
LaU = 0,
U(0, x, y) = φ(x)ψ(y)W0
where φ,ψ ∈ C∞0 (R) are real valued. We remark that we can assume that
solutions U to (3.3) have compact supports with respect to (x, y). To ex-
amine this we recall the Holmgren uniqueness theorem (see for example [8,
Theorem 4.2]). For δ > 0 we denote
Dδ = {(t, x, y) ∈ R
3 | x2 + y2 + |t| < δ}
then we have
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Proposition 3.2 (Holmgren). There exists δ0 > 0 such that if U(t, x, y) ∈
C1(Dδ) with 0 < δ ≤ δ0 verifies{
LaU = 0 in Dδ,
U(0, x, y) = 0 on (x, y) ∈ Dδ ∩ {t = 0}
then U(t, x, y) vanishes identically in Dδ.
Theorem 3.3. Assume that ia 6∈ {z ∈ R;−1 ≤ z ≤ 1}. Let ψ ∈ C∞0 (R)
be an even function such that ψ 6∈ γ
(2)
0 (R) and φ ∈ C
∞
0 (R) with φ(0) 6= 0.
Let Ω be any neighborhood of the origin of R3 such that suppφ(x)ψ(y) ⊂
Ω ∩ {t = 0}. Then the Cauchy problem (3.3) has no C1(Ω) solution.
Proof. Suppose that there were a neighborhood Ω of the origin such that
suppφ(x)ψ(y) ⊂ Ω ∩ {t = 0} and the Cauchy problem (3.3) has a solution
U ∈ C1(Ω). Thanks to Proposition 3.2 one can choose a small T > 0 such
that suppU ∩ {0 ≤ t ≤ T} ⊂ Ω. Denoting
W±η (t, x, y) = e
−iβηT W˜η(t, x, y)
= e±iη
2y−iβη(T−t)e−η
2x2/2
(
W0 + ηxW
±
1
)
we have obviously L∗aW
±
η = 0. From
0 =
∫ T
0
(L∗aW
±
η , U)dt =
∫ T
0
(W±η , LaU)dt
+(W±η (T ), U(T )) − (W
±
η (0), U(0))
it follows that
(3.4) (W±η (T ), U(T )) = (W
±
η (0), U(0)).
Note that the left-hand side of (3.4) is O(1) as η →∞ while the right-hand
side is
(3.5) η−1e−iβηT ψˆ(η2)
∫
e−x
2/2φ(η−1x)dx
where ψˆ denotes the Fourier transform of ψ. Then from (3.5) we conclude
that there is C > 0 such that for large positive η one has
|ψˆ(η2)| ≤ Cηe(−Im β)ηT .
Since ψ is even this shows that |ψˆ(η)| ≤ C ′e−c |η|
1/2
with some c > 0 and
hence ψ ∈ γ
(2)
0 (R) which is a contradiction.
Corollary 3.4. Assume that ia 6∈ {z ∈ R;−1 ≤ z ≤ 1}. Then the Cauchy
problem for La is C
∞ ill-posed.
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3.3 Well-posedness
Consider
L˜aU =
∂
∂t
U +A1
∂
∂x
U + φ(x)A2(a)
∂
∂y
U = F
where A1 and A2(a) are the same 3 × 3 matrices as in (3.1) and φ(x) is
a smooth real valued scalar function with bounded derivatives of all order
and U = t(u, v, w) and F = t(f, g, h). In relation to La in (3.1) we are
interested in the case φ(x) = x in a compact neighborhood of the origin but
it is not necessarily assumed here. Let U,F ∈ C1(R;C∞0 (R
d)). Assume that
ia ∈ {z ∈ R;−1 < z < 1} so that
(3.6) a = iµ, µ ∈ R, |µ| < 1.
Denote
S =
 1 0 00 1 0
0 0 1/(1 − µ2)

which is symmetric positive definite. It is easy to check that SA1 and
SA2(iµ) are both hermitian, that is A1 and A2(iµ) are simultaneously sym-
metrizable by S. It is clear that (SA1∂U/∂x,U) + (U,SA1∂U/∂x) = 0
and (
SA2(iµ)φ(x)
∂U
∂y
, U
)
+
(
U,SA2(iµ)φ(x)
∂U
∂y
)
=
(
φ(x)(SA2(iµ)−A
∗
2(iµ)S)
∂U
∂y
, U) = 0.
Then one has
d
dt
(SU,U) =
d
dt
‖S1/2U‖2 = 2Re (SU,F ) ≤ 2‖S1/2U‖‖S1/2F‖
where (·, ·) and ‖ · ‖ stands for the L2(Rx,y) inner product and the norm
respectively. Hence we have
(3.7)
d
dt
‖S1/2U‖ ≤ ‖S1/2F‖.
Multiplying (3.7) by e−γt and integrating such obtained inequality we have
‖S1/2U(t)‖+ γ
∫ t
0
eγ(t−s)‖S1/2U(s)‖ds
≤ eγt ‖S1/2U(0)‖ +
∫ t
0
eγ(t−s)‖S1/2L˜aU(s)‖ds.
(3.8)
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Lemma 3.5. Assume (3.6). Then for U ∈ C1(R;C∞0 (R
d)) one has
‖U(t)‖ + γ
∫ t
0
eγ(t−s) ‖U(s)‖ds
≤
1√
1− µ2
(
eγt ‖U(0)‖ +
∫ t
0
eγ(t−s) ‖L˜aU(s)‖ds
)
.
(3.9)
The same estimate holds for L˜
∗
a.
Proof. The assertion for L˜a is immediate from (3.8) for ‖V ‖ ≤ ‖S
1/2V ‖ ≤
(1 − µ2)−1/2‖V ‖. As for L˜
∗
a note that S
−1 symmetrizes A∗1 and A
∗
2(iµ)
simultaneously. Therefore the same arguments proving (3.8) shows (3.9) for
L˜
∗
a since ‖S
−1/2V ‖ ≤ ‖V ‖ ≤ (1− µ2)−1/2‖S−1/2V ‖.
From Lemma 3.5 one can conclude
Theorem 3.6. If ia ∈ {z ∈ R;−1 < z < 1} then the Cauchy problem for
L˜a is L
2 well-posed, and in particular, L˜a is strongly hyperbolic.
Proof. Denote by Hs and ‖ · ‖s, s ∈ R the usual L
2 based Sobolev space of
order s and the norm respectively. Assume that B = B(t, x, y) is smooth
with bounded derivatives of all order and fix T > 0 arbitrarily. Then from
the standard limiting arguments, starting from (3.9) we can conclude that
for any s ∈ R there is Cs > 0 such that we have
(3.10) ‖U(t)‖s ≤ C
(
‖U(0)‖s +
∫ t
0
‖(L˜a +B)
∗U(τ)‖sdτ
)
for any U ∈ C1([0, T ];Hs) ∩ C0([0, T ];Hs+1). Therefore the usual duality
arguments (see for example [4, Chapter XXIII]) proves that for any U0 ∈ H
s
there exists a solution U(t) ∈ C1([0, T ];Hs−1)∩C0([0, T ];Hs) to the Cauchy
problem {
(L˜a +B)U = 0,
U(0) = U0.
The uniqueness of solution follows from (3.9).
Theorem 3.7. If ia ∈ {z ∈ R;−1 ≤ z ≤ 1} then the Cauchy problem for
L˜a is C
∞ well-posed.
Proof. Let a = ±i. Then the third equation of L˜aU = F is
∂w
∂t
= h hence
∂
∂t
(∂w
∂y
)
=
∂h
∂y
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from which it follows that
(3.11)
∥∥∂w(t)/∂y∥∥ ≤ ∥∥∂w(0)/∂y∥∥+ ∫ t
0
∥∥∂h(s)/∂y∥∥ds.
Since the first two equations of L˜aU = F yield a symmetric system for (u, v)
where w is assumed to be known, repeating similar arguments for the case
|µ| < 1 one has
(3.12)
d
dt
‖U‖2 = −2Re
(
φ
∂w
∂y
, u
)
+ 2Re (F,U)
where the right-hand side is bounded by C
(
‖∂w(t)/∂y‖ + ‖F (t)‖
)
‖U(t)‖.
Therefore from (3.12) one has
(3.13) ‖U(t)‖ ≤ ‖U(0)‖ + C
∫ t
0
(∥∥∂w(s)/∂y∥∥+ ‖F (s)‖)ds.
Inserting (3.11) into (3.13) one obtains
‖U(t)‖ ≤ C ′
(
‖U(0)‖ +
∥∥∂U(0)/∂y∥∥)
+C ′
∫ t
0
(
‖L˜aU(s)‖+
∥∥ ∂
∂y
L˜aU(s)
∥∥)ds(3.14)
for 0 ≤ t ≤ T . We turn to L˜
∗
aU = F . Since the first two equations of
L˜
∗
aU = F split from the third equation and yield a symmetric system then
we have with V = t(u, v) and G = t(f, g)
‖V (t)‖+
∥∥∂V (t)/∂y∥∥ ≤ C(‖V (0)‖ + ∥∥∂V (0)/∂y∥∥)
+C
∫ t
0
(
‖G(s)‖ +
∥∥∂G(s)/∂y∥∥)ds.(3.15)
From the third equation of L˜
∗
aU = F we have
(3.16) ‖w(t)‖ ≤ ‖w(0)‖ + C
∫ t
0
(
‖h(s)‖ +
∥∥∂u(s)/∂y∥∥)ds.
Inserting (3.15) into (3.16) one has
‖w(t)‖ ≤ C ′
(
‖U(0)‖ +
∥∥∂U(0)/∂y∥∥)+ C ′ ∫ t
0
(
‖F (s)‖+
∥∥∂F (s)/∂y∥∥)ds.
Taking (3.15) into account one sees that (3.14) holds also for L˜
∗
a. Then
repeating similar arguments as proving Theorem 3.6 one concludes that the
Cauchy problem for L˜a is well-posed with loss of one derivative, in particular
C∞ well-posed.
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