The connection between continuous-time dynamics and discrete-time algorithms has led to the introduction of many methods in optimization. We add to this body of work by introducing a family of descent dynamics and descent algorithms with matching non-asymptotic convergence guarantees. We use this framework to introduce a new first-order algorithm, called rescaled gradient descent (RGD), and show that RGD achieves a faster convergence rate than gradient descent provided the function is strongly smooth -a natural generalization of the standard smoothness assumption on the objective function. When the objective function is convex, we present two frameworks for "accelerating" descent methods, one in the style of Nesterov and the other in the style of Monteiro and Svaiter. Rescaled gradient descent can be accelerated under the same strong smoothness assumption using both frameworks. We provide several examples of strongly smooth loss functions in machine learning and numerical experiments that verify our theoretical findings.
Introduction
We consider the optimization problem min x∈X f (x)
(1)
where f : X → R is a continuously differentiable function and X is a finite-dimensional real vector space with inner product norm v 2 := v, Bv and dual inner product · 2 * := v, B −1 v on the dual space X * . We assume the minimum is attainable and define x * ∈ arg min x∈X f (x). We also use notation g(t) h(t) to indicate that g(t) = O(h(t)).
A major focus of this paper will be on the performance of a family of continuous-time dynamics parameterized by a scalar 1 < p ≤ ∞ called descent dynamics of order p. These dynamics satisfy a progress condition that allows us to derive fast non-asymptotic convergence rates, parameterized by p, for both nonconvex and convex instances of (1). For example, descent dynamics of order 1 < p < ∞, satisfy the upper bound f (X t ) − f (x * ) 1/t p−1 for convex functions.
We also study the performance of a family of discrete-time algorithms parameterized by an integer scalar 1 < p ≤ ∞ called descent algorithms of order p. These algorithms also meet a progress condition that allows us to derive fast non-asymptotic convergence rate upper bounds, parameterized by p, for both nonconvex and convex instances of (1). For example, descent algorithms of order 1 < p < ∞ satisfy the upper bound f (x k ) − f (x * ) 1/k p−1 for convex functions.
Using this framework we introduce a new method for smooth optimization called rescaled gradient descent (RGD),
We obtained the rescaled gradient descent method by applying the forward-Euler method to a descent flow of order p introduced in Wibisono et al. (2016) . We show that if (1) is sufficiently smooth, rescaled gradient descent is a descent algorithm of order p, and subsequently converges quickly to solutions of (1). RGD can be viewed as a natural generalization of gradient descent (p = 2) and normalized gradient descent (p = ∞), whose non-asymptotic behavior for quasi-convex functions has been well-studied (Hazan et al. (2015) ). When f is convex, we present two frameworks for obtaining algorithms with faster convergence rate upper bounds. The first, pioneered in Nesterov (1983 Nesterov ( , 2004 Nesterov ( , 2005 Nesterov ( , 2008 , shows how to wrap a descent method of order 1 < p < ∞ in two sequences to obtain a method that satisfies f (x k ) − f (x * ) 1/k p . The second, introduced by Monteiro and Svaiter (2013), shows how to wrap a descent method of order 1 < p < ∞ in similar set of sequences to obtain a method that satisfies f (x k ) − f (x * ) 1/k 3p−2 2 . We provide a general description of both frameworks and show how they can be applied to RGD, as well as other descent methods of order p.
Our motivation also comes from several works (e.g., Polyak (1964) ; Schropp and Singer (2000) ), many of which are recent (e.g., Su et al. (2014) ; Wibisono and Wilson (2015) ; Krichene et al. (2015) ; ; Betancourt et al. (2018) ; Diakonikolas and Orecchia (2018) ; Wibisono (2018) ; Shi et al. (2018) ; Sundaramoorthi and Yezzi (2018) ; Maddison et al. (2018) ), that have utilized the connection between dynamical systems and optimization algorithms to develop new analyses and optimization methods. , for example, introduce accelerated dynamics and apply Runge-Kutta integrators to them. They show that Runge-Kutta integrators converge quickly when the function is sufficiently smooth and the order of the integrator is sufficiently large. We show accelerated RGD achieves a better convergence rate under a very similar smoothness assumption. Another example is Maddison et al. (2018) , who introduce conformal Hamiltonian dynamics, and show that if the objective function is sufficiently smooth, algorithms obtained by discretizing these dynamics converge at a linear rate. We show (accelerated) rescaled gradient descent also achieves a fast linear rate under similar smoothness conditions. The remainder of this paper is organized as follows. Section 2 introduces descent dynamics, and Section 3 introduces descent algorithms. In Section 3.1 we provide several examples of descent algorithms, and in Section 3.2 we introduce rescaled gradient descent. In Section 4 we introduce two frameworks for accelerating descent methods and apply them both to rescaled gradient descent. Section 5 extends these analyses to coordinate descent methods of order p and analyzes (accelerated) rescaled coordinate descent. Section 6.1 introduces several examples of strongly smooth objective functions and experiments to verify our findings.
Descent Flows
The focus of this section is a family of dynamics called descent flows or order p. Definition 1. A dynamics is a descent flow of order p if is satisfies:
for some 1 < p ≤ ∞ and for all 0 ≤ t ≤ ∞.
For dynamics that satisfy (2), we obtain non-asymptotic convergence guarantees for non-convex, convex and gradient-dominated functions. Recall, a function is µ-gradient dominated of order p ≥ 2 if ∀x ∈ R d ,
where x * ∈ arg min x∈X f (x). When p = 2, (3) is the Polyak-Lojaciewicz condition, the weakest condition necessary to show exponential convergence of gradient flow (see, e.g., Karimi et al. (2016) ). We summarize our main results for descent curves of order p in the following three theorems.
Theorem 1. Suppose a dynamical system satisfies (2) for some 1 < p ≤ ∞ and f is differentiable.
Then the system satisfies:
Theorem 2. Suppose a dynamical system satisfies (2) for some 1 < p ≤ ∞ and f is differentiable and convex with R = sup x:f (x)≤f (x 0 ) x − x * < ∞. Then the system satisfies:
Theorem 3. Suppose a dynamical system satisfies (2) for some 1 < p ≤ ∞ and f is differentiable and µ-gradient dominated of order p. Then the system satisfies:
Remark 1. The same convergence bounds as obtained in Theorems 1, 2 and 3 can also be established for a general metric tensor g(x) 0 :
where v 2 x := v, g(x)v for v ∈ X and s 2 x, * := s, g(x) −1 s , for s ∈ X * .
While proofs of Theorems 1, 2 and 3 are rather short, we leave them to Appendix A.
Examples of descent flows
Theorems 1, 2 and 3 allow a systematic way of obtaining non-asymptotic rates for several families of dynamical systems.
Example 1. A general family of descent flows of order p are Riemannian rescaled gradient flows,
These flows satisfy (4) with equality.
Two examples of (5) that have received special attention are Hessian Riemannian gradient flows (Alvarez et al. (2004) )
where p = 2, g(x) = ∇ 2 h(x), and h is a strictly convex function; and rescaled gradient flow (Wibisono et al. (2016) ),
where we take the metric to be Euclidean. An example of (7) is normalized gradient flow (p = ∞), which escapes saddles in finite time and converges in finite time (Murray et al. (2017) ; Cortés (2006) ).
Descent Algorithms
The focus of this section is a family of algorithms called descent algorithms of order p.
For descent algorithms of order p, it is possible to obtain non-asymptotic convergence guarantees for non-convex, convex and gradient dominated functions.
Theorem 4. Suppose an algorithm satisfies (8) for some 0 < δ < ∞ and 1 < p ≤ ∞ and f is differentiable. Then the algorithm also satisfies:
Theorem 5. Suppose an algorithm satisfies (8) for some 0 < δ < ∞ and 1 < p ≤ ∞ and f is differentiable and convex with R = sup x:f (x)≤f (x 0 ) x − x * < ∞. Then the algorithm satisfies:
Theorem 6. Suppose an algorithm satisfies (8) for some 0 < δ < ∞ and 1 < p ≤ ∞, and f is differentiable and µ-gradient dominated of order p. Then the algorithm also satisfies:
The proof of theorems 4, 5, and 6 can be found in Appendix A. Typically, algorithms satisfy the progress condition (8) for specific smoothness classes of functions. For example, gradient descent with step-size 0 < η ≤ 1/L is a descent method of order p = 2 with δ = η/2 when ∇ 2 f ≤ L. We list several other examples.
Examples of descent algorithms
Theorems 4, 5 and 6 provide a seamless analysis of several algorithms in optimization.
Example 2. The higher-order gradient method,
Taylor approximation of f centered at x, can be viewed as an approximation to (7) (Baes (2009); Wibisono et al. (2016); Nesterov (2018) ). When f is convex and has bounded p-th order gradients, namely ∇ p f ≤ L, (12) with step size
is a descent algorithm of order p with δ = η
Example 3. The proximal method
is obtained by applying the implicit-Euler method to (7) (Moreau (1965) ). For any η > 0, the proximal method is a descent algorithm of order p with δ = η 1 p−1 /p.
Example 4. Natural gradient descent,
is obtained by applying the explicit-Euler method to (6) (Amari (1998)). Suppose f has bounded Hessian and h is strongly convex, namely ∇ 2 f ≤ L and mI ∇ 2 h M I for some m, L, M > 0.
Then natural gradient descent with step size 0 < η ≤ m 2 M L is a descent algorithm of order p = 2 with δ = η 2M .
Example 5. Mirror descent,
is obtained by applying the explicit-Euler method to (6) in the dual space (Nemirovskii and Yudin (1983) ). Here D h (x, y) = h(x) − h(y) − ∇h(y), x − y is the Bregman divergence. Suppose f has bounded Hessian and h is strongly convex, namely ∇ 2 f ≤ L and mI ∇ 2 h M I for some m, L, M > 0. Then mirror descent with step size 0 < η ≤ m 2 M L is a descent algorithm of order p = 2 with δ = η 2M . Example 6. The proximal Bregman method,
is obtained by applying the implicit-Euler method to (6) in the dual space (Chen and Teboulle (1993) ). When mI ∇ 2 h M I the proximal Bregman method with step-size η > 0 is a descent algorithm of order p = 2 with δ = mη 2M 2 . Details for these examples are contained in Appendix A.4. For mirror descent and natural gradient descent, the smoothness assumption on h can be relaxed. We provide details in Appendix A.6 and Appendix A.7.
Rescaled gradient descent
Rescaled gradient descent (RGD),
is obtained by applying the Forward-Euler method to rescaled gradient flow (7) with time step δ = η 1 p−1 . Here, we use the identification X t+δ = x k+1 and X t = x k so that d dt X t ≈ (X t+δ −X t )/δ = (x k+1 − x k )/δ. Our strategy for analyzing RGD will be to find function classes for which we can show RGD is a descent method of order p.
Definition 3. A function f is strongly smooth of order p for some integer p > 1, if there exist constants 0 < L 1 , . . . , L p < ∞ such that for m = 1, . . . , p − 1 and for all x ∈ R d :
and moreover for m = p, f satisfies the condition ∇ p f (x) ≤ L p .
We can always take L 1 = 1. When p = 2, the strong smoothness is the usual Lipschitz condition on the gradient of f , but otherwise strong smoothness is stronger. In particular, if f is strongly smooth of order p, then the minimizer x * has order at least p − 1, i.e., the higher gradients vanish: ∇ m f (x * ) = 0 for m = 1, . . . , p − 1, whereas this is not implied under mere smoothness. An example of a strongly smooth function of order p is the p-th power of the norm f (x) = x p 2 . We discuss other families of strongly smooth functions in Section 6.1. We now present the main result regarding the performance of RGD on strongly smooth functions:
Lemma 7. Suppose f is strongly smooth of order p > 1 with constants 0 < L 1 , . . . , L p < ∞. Then rescaled gradient descent with step-size
The proof of Lemma 7 is in Appendix A.5. A corollary to Lemma 7 and Theorems 4, 5, and 6 is the following theorem.
Theorem 8. RGD with a step size that satisfies (19) achieves convergence rate guarantee, (9) when f is differentiable and strongly smooth, (10) when f is convex function and strongly smooth, and (11) when f is µ-uniformly convex and strongly smooth, where δ p−1 = η/2 p−1 .
We now demonstrate how the aforementioned examples of descent methods can be accelerated.
Accelerating Descent Algorithms
In the context of convex optimization, the technique of "acceleration" has its origins in Nesterov (1983) and refined in Nesterov (2004) . In these work, Nesterov showed how to wrap gradient descent in two sequences to obtain an algorithm with an optimal convergence rate. There have been many works since (as well as some frameworks, including Lin et al. (2017) ; Allen Zhu and Orecchia (2017); Lessard et al. (2016) ; ) describing how to accelerate various other algorithms to obtain methods with superior convergence rates.
A main result of , for example, is that when 1 < p < ∞, any algorithm that satisfies
as well as any algorithm that satisfies
(both of which imply the algorithm is a descent method of order p) can be be wrapped in two sequences of updates to obtain a method with an O(1/(δk) p ) convergence rate. We call these new methods accelerated descent methods, given that Theorem 5 guarantees an O(1/(δk) p−1 ) convergence rate upper bound for the original descent methods of order p, whereδ p−1 = δ p . We state this result in the following proposition:
Proposition 9 ). Assume f is differentiable and convex and 1 < p < ∞.
Any method that satisfies (20) or (21) can be wrapped in two sequences to obtain an algorithm with an O(1/(δk) p ) convergence rate. If, in addition, f is µ-gradient dominated of order p, then any method that satisfies (20) or (21) can combined with a restarting scheme, to obtain a method with the convergence rate upper bound O(e −µ 1 p δk ).
For completeness, we provide a proof of this result in Appendix B. We also call the restarting scheme an accelerated descent method of order p, given Theorem 6 establishes an O(e −µ 1 p−1δ k ) convergence rate upper bound for the original descent method of order p when f is µ-gradient dominated. Another result of (Wilson et al., 2016, (3.2.1) ) is that in the case p = 2, when f has L-Lipschitz Hessians and is µ-strongly convex, any method that satisfies progress bound (20) with δ p p−1 ≤ 1/L can be wrapped in two sequences to obtain a method for which we can guarantee a O(e − √ µδk ) convergence rate.
4.1 Accelerating rescaled gradient descent (Nesterov-style) We now describe how to accelerate RGD using the Nesterov-style framework described by . Define k (p) := k(k + 1) · · · (k + p − 1) to be the rising factorial. Accelerated RGD can be written as the following updates:
A corollary to Proposition 9 are the following two theorems.
Theorem 10. Suppose f is convex and strongly smooth of order 1 < p < ∞ with constants 0 < L 1 , . . . , L p < ∞. Also suppose η satisfies (19). Then Algorithm 1 satisfies,
When f is strongly smooth and µ-gradient dominated, we define the restarting scheme (similar to (Wibisono et al., 2016, (B.1 .2))), which proceeds by running 1 for some number of iterations at each step,
x k = (the output y c of running Algorithm 1 for c iterations with input x 0 =x k−c ).
Theorem 11. Assume f is convex and strongly smooth of order 1 < p < ∞ with constants 0 < L 1 , . . . , L p < ∞ and f is µ-gradient dominated of order p. Suppose η satisfies (19). Letx k be the output of running the restarting scheme (22) for k/c times with c = 2p/κ 1 p where κ = µδ p = µη. Finally, let y k be the output of running the rescaled gradient descent update one step fromx k . Then we have the convergence rate upper bound:
Monteiro-Svaiter acceleration framework
More recently, Monteiro and Svaiter (2013) have introduced an alternative framework for accelerating descent methods, which is similar to Nesterov's scheme but includes a line search step. This framework was further generalized by several more recent concurrent works Gasnikov et al. (2018) ; ; Bubeck et al. (2018) who show how to wrap the higher-order gradient method (12) in a set of sequences to obtain a method with a convergence rate upper bound
2 . When p = 2, this rate matches that of the Nesterov-style acceleration framework, but for p > 2 it is better.
hold for the pair (λ k+1 , x k+1 ), can be wrapped in two sequences sequences to obtain a method which satisfies:
The proof of Proposition 12 is in Appendix B.3. All the aforementioned concurrent works have demonstrated that the higher-order gradient method with the addition line search step satisfies (23). In Appendix B.5 and B.6, we show the same is true of the proximal method (13) and rescaled gradient descent (17), where our analysis for rescaled gradient descent requires a slightly stronger smoothness assumption than strong smoothness (18), which we call s-strong smoothness:
Definition 4. A function f is s-strongly smooth of order p for some integer p > 1, if there exist 0 < L 1 , . . . , L p < ∞ such that for m = 1, . . . , p:
We conjecture that all methods which satisfy condition (23) are descent methods of order p.
Accelerating rescaled gradient descent (Monteiro-Svaiter-style)
Monteiro-Svaiter accelerated rescaled gradient descent is the following sequence of updates.
Algorithm 2 Monteiro-Svaiter-style accelerated rescaled gradient descent. Require: f is s-strongly smooth of order 1 < p < ∞ and h is 1-strongly convex
) and
Theorem 13. Assume f is convex and s-strongly smooth of order 1 < p < ∞ with constants
When f is s-strongly smooth and µ-gradient dominated, we define the restarting scheme (similar to (22)), which proceeds by running Algorithm 2 for some number of iterations at each step,
x k = (the output y c of running Algorithm 2 for c iterations with input x 0 =x k−c ).
We summarize the behavior of the restarting scheme in the following theorem:
Theorem 14. Assume f is convex and s-strongly smooth of order 1 < p < ∞ with constants 0 < L 1 , . . . , L p < ∞ and f is µ-gradient dominated of order p. Take h(x) = 1 2 x 2 . Letx k be the output of running the restarting scheme (26) for k/c times with c = (p 3 /2)
Finally, let y k be the output of running the rescaled gradient descent update one step fromx k . Then we have the convergence rate upper bound:
The proof of this result is contained in Appendix B.4. We now demonstrate analogous results can be established for coordinate descent algorithms.
Coordinate Descent Methods
At each iteration, a randomized coordinate method samples a coordinate direction i ∈ {1, . . . , d} uniformly at random and performs an update along that coordinate direction. Denote ∇ i k f = e i k e i k ∇f (x) where e i is the i-th basis vector.
For coordinate descent methods of order p, it is possible to obtain non-asymptotic guarantees for non-convex, convex and gradient dominated functions. We summarize in the following theorems.
Theorem 15. Suppose an algorithm satisfies (27) for some 0 < δ < ∞ and 1 < p ≤ ∞ and f is differentiable. Then the algorithm also satisfies:
Theorem 16. Suppose an algorithm satisfies (27) for some 0 < δ < ∞ and 1 < p ≤ ∞ and f is differentiable and convex with R = sup
Then the algorithm satisfies:
Theorem 17. Suppose an algorithm satisfies (8) for some 0 < δ < ∞ and 1 < p ≤ ∞, and f is differentiable and µ-gradient dominated of order p. Then the algorithm satisfies:
Results with a better dependence on δ can be obtained for greedy coordinate methods, where if δ in (27) depends on i k , then we can sample each coordinate direction with probability proportional to δ i k . The proof is contained in Appendix C. We now introduce rescaled coordinate descent.
Rescaled coordinate descent
Rescaled coordinate descent, (27) provided the objective is strongly smooth along each coordinate direction.
and moreover for m = p, f satisfies the condition
We summarize our results regarding the rescaled coordinate descent in the following Lemma.
Lemma 18. Suppose f is strongly smooth of order p ≥ 2 along each coordinate direction with constants 0 < L
The proof of Lemma 18 is in Appendix C.4. A corollary of Lemma 18 and Theorems 15, 16, and 17 is the following theorem.
Theorem 19. RGD with a step size that satisfies (33) achieves convergence rate guarantee, (28) when f is differentiable and strongly smooth function along each coordinate direction, (29) when f is a differentiable, convex function with bounded level sets and strongly smooth along each coordinate direction, and (30) when f is both µ-uniformly convex and strongly smooth along each coordinate direction, where δ p−1 = min i η i /2 p−1 .
Accelerating coordinate descent methods
Coordinate descent algorithms of order p can also be accelerated.
Proposition 20. Suppose a coordinate algorithm satisfies (27) for some integer 1 < p < ∞ and 0 < δ < ∞, and f is convex. Then the same method can be wrapped in two sequences to obtain an algorithm that satisfies
Proposition 21. Suppose a coordinate algorithm satisfies (27) for some integer 1 < p < ∞ and 0 < δ < ∞, and f is µ-uniformly convex along each coordinate direction, then a restarting scheme ensures convergence rate
The proof of these Propositions is contained in Appendix D.1 and D.2. A corollary to Propositions 20 and 21 is that rescaled coordinate descent (31) can be accelerated. We provide details on the accelerated rescaled coordinate descent algorithm in Appendix 5.3.
Accelerating rescaled coordinate descent
A corollary to the coordinate descent property of rescaled descent with step size (33) is that it can be combined with sequences (72a) and (72b) to form a method with an O(1/(δk) p ) convergence rate upper bound. We summarize this result in the following theorem.
Theorem 22. Suppose f is convex and strongly smooth of order 1 < p < ∞ along each coordinate direction i with constants 0 < L
Algorithm 3 Nesterov-style accelerated rescaled coordinate descent.
Require: f is strongly smooth of order p along each coordinate direction and h satisfies
Examples and Experiments
We provide several examples of strongly smooth functions in machine learning and experimental evidence for the efficacy of (accelerated) rescaled gradient descent.
Strongly Smooth Functions
The following examples of strongly smooth functions have been discussed in , Hazan et al. (2015) , and Maddison et al. (2018) . 2018) is s-strongly smooth of order p = ∞.
Example 9. The generalized linear model loss, Hazan et al. (2015) is s-strongly smooth of order p = 3.
Example 10. The 2 loss to the p-th power
studied in Maddison et al. (2018) is s-strongly smooth and uniformly convex of order p.
Example 11. The loss function,
introduced and studied in Maddison et al. (2018) , is s-strongly smooth and uniformly convex of order p = 4.
We provide details for these examples in Appendix E. We compare our theoretical results to those in and Maddison et al. (2018) . show that if one applies an s-th order Runge-Kutta integrator to a family of second-order dynamics, then the resulting algorithm achieves a convergence rate f (x k ) − f (x * ) 1/k ps s−1 . The s-th order Runge-Kutta algorithm, which requires at least s gradient evaluations per iteration, matches the rate of Algorithm 1 in the limit s → ∞. In Appendix E, we compare our s-strong smoothness assumption with the gradient lower bound condition studied in , Assumption 1). Of note, the two examples of loss functions studied in , the p loss and logistic loss, are s-strongly smooth (24). Maddison et al. (2018) propose a family of optimization methods based on discretizating conformal Hamiltonian dynamics and show that for functions for which there is a reasonable upperbound on the centered convex conjugate, a linear rate of convergence can be obtained. We note that the two examples of loss functions studied in Maddison et al. (2018) are s-strongly smooth and uniformly convex. Subsequently, a fast linear rate can be achieved using (accelerated) rescaled gradient descent.
Experiments
We perform numerical experiments to study the performance of the RDG and Nesterov-style ARGD for minimizing strongly smooth functions. We run each algorithm for a fixed 10 6 iterations and plot the function value on a log 10 scale. For each algorithm, we perform a grid search to find the best constant step-size, use step-size decay, and restart the accelerated algorithms based on an increase in the function value. For the p loss, A ∈ R 10×10 , b ∈ R 10 , the rows of A, x * , x 0 are generated i.i.d multivariate Gaussian, and b = Ax * . For the logistic loss, y 1:5 = 1 and y 6:10 = −1, and W ∈ R 10×10 was sampled i.i.d Gaussian conditioned on the value of y. In particular, the dataset is separable. Our experiments confirm that on the strongly smooth functions of order p = 4 (i.e., the p loss and example 11), (accelerated) rescaled gradient descent outperforms (accelerated) gradient descent. On the logistic loss, rescaled gradient descent (p = ∞, i.e., normalized gradient descent (NGD)) is competitive with accelerated gradient descent.
Future Work
We have described a broad methodology for obtaining (accelerated) descent methods in optimization using intuition from dynamical systems. We have used this methodology to derive and analyze rescaled gradient descent and accelerated rescaled gradient descent, algorithms designed to optimize strongly smooth functions. Notably, our framework recovers many classical results in optimization.
Our results reveal an interesting hierarchy of smoothness assumptions necessary to obtain fast convergence rates in optimization. For example, when f is convex, to obtain a method with a O(1/δk 3p−2 2 ) convergence rate upper bound, we can either (1) implement a higher-order gradient method (12), which contains a large iteration complexity but requires only that ∇ p f ≤ L, or (2) implement rescaled gradient descent (17), which uses only gradient information but requires the function be strongly smooth to obtain guarantees. While there exist lower bounds showing Monteiro-Svaiter accelerated higher-order gradient methods are optimal (see Nesterov (2018) ; Agarwal and Hazan (2018) ; Arjevani et al. (2018) ) for convex functions, obtaining lower bounds for strongly smooth convex functions remains an open problem.
We know that certain simple operations preserve convexity (e.g., addition); what operations preserve strong smoothness? Understanding this would potentially allow us to construct more complex examples of strongly smooth functions. We also hope to extend our framework to accommodate stochastic (variance reduced) methods, and many more examples of loss functions commonly used in machine learning and optimization.
A Discrete and Continuous Energy Arguments
A.1 Proof of Theorems 1 and 4
By rearranging and integrating (2), we obtain
which proves Theorem 1.
Similarly, by rearranging both cases in progress condition (8) and summing, we obtain
where j = k if the bound (8a) holds and j = k + 1 if the bound (8b) holds. Rearranging the inequality yields the result in Theorem 4.
A.2 Proof of Theorems 3 and 6
For Theorem 3, take the energy function
For Theorem 6, take the energy function E k = f (x k ) − f (x * ), and observe that if (8a) holds, then we have:
On the other hand, if (8b) holds, then a similar argument follows:
A.3 Proof of Theorem 2 and 5
Fix any a > 0, and define the positive increasing function w a (t) = (1 + t/(ap)) p which satisfies d dt log w a (t) = 1 awa(t) 1/p and the constant c p = (1−1/p) p p−1 . When p = ∞, each formal expression written in terms of p in this proof should be interpreted as the limit of that expression as p → ∞. For example, if p = ∞, w a (t) = lim q→∞ (1 + t/(aq)) q = e t/a and c p = lim q→∞ (1−1/q)−1 = 0. To prove Theorem 2, we show the energy function
grows at most linearly for any dynamical system that satisfies (2). To this end, observe that
The first inequality uses the convexity of f and the second inequality uses (2). The third inequality uses the Fenchel-Young inequality − s
for s = ∇f (X t ) and u = d dt log w a (t)(x * − X t ). The last step uses the fact that X t − x * ≤ R = sup x:f (x)≤f (X 0 ) x − x * since condition (2) implies the dynamical system is a descent method. Moreover, R is finite, since the sublevel sets of f are bounded. Integrating allows us to obtain the statement E t − E 0 ≤ c p R p a p t, and subsequently, the upper bound
Since a > 0 was arbitrary, we may choose a = R
as desired.
For the proof of Theorem 5 under the condition (8a), we introduce the energy function
noting that, by the convexity of w on t ≥ 0, wa(δ(k+1))−wa(δk) δ ≤ 1 a (1 + δ(k+1) ap ) p−1 = 1 a w a (δ(k + 1)) (p−1)/p . and hence wa(δ(k+1))−wa(δk) δwa(δ(k+1)) ≤ 1 awa(δ(k+1)) 1/p .
When (8a) holds, we have
The first inequality uses convexity of f , and the second uses (8a). The third inequality is an application of (36). The fourth inequality uses the Fenchel-Young inequality (35) with s = ∇f (x k ) and u = 1 awa(δ(k+1)) 1/p (x k − x * ). Both descent conditions (8) imply x k − x * ≤ R, yielding the final inequality. Therefore, we have shown that for all
as desired. If, on the other hand (8b) holds, identical reasoning yields
Now, since w a (δ(k + 1)) ≤ w a (δk)w a (δ) , we have shown that for all k ≥ 0,
Since a > 0 was arbitrary, we may choose a = bw b (δ)
A.4 Examples of descent methods
We now provide detailed demonstration that the examples provided are descent algorithms.
A.4.1 Higher-order gradient descent
The optimality condition for the HGD algorithm (12) is
Since ∇ p−1 f is L-Lipschitz, we have the following error bound on the (p − 2)-nd order Taylor expansion of ∇f :
Substituting (37) to (38) and writing r k = x k+1 − x k , we obtain
Squaring both sides, expanding, and rearranging the terms, we get the inequality
If p = 2, then the first term in (40) already implies the desired bound below. Now assume p ≥ 3. The right-hand side of (40) is of the form A/r p−2 + Br p , which is a convex function of r > 0 and minimized by r * = (p−2)
Substituting the values A = η 2 ∇f (x k+1 ) 2 * and B = η 2 ( 1 η 2 − L 2 (p−1)! 2 ) from (40), we obtain
by the convexity of f yields the progress bound
where the least inequality uses the fact that η ≤ √ 3(p−1)! 2L
.
A.4.2 Proximal method
The optimality condition for the proximal method is ∇f (x k+1 ) + Nesterov, 2004, (2.1.8)) ) and therefore,
where in the last step we have used the inequality η ≤ m 2 M L .
A.4.5 Proximal Bregman Method
The optimality condition for the proximal method is η∇f (
A.5 Rescaled Gradient Descent
Proof of Lemma 7 We show rescaled gradient descent satisfies progress bound (8) with δ = η 1 p−1 /2 when f is strongly smooth. Since ∇ p f (x) ≤ L p , we have the Taylor expansion bound,
The second line follows from the rescaled gradient update (17) and the third follows from our strongly smoothness Assumption (def 3). Since η < 1 we can further bound
Our step-size condition (19) 
A.6 Metric Descent Methods
Here, we demonstrate that convergence rates analogous to theorem 4, 5 and 6, can be establish for more general descent methods: The focus of this section is a family of algorithms called descent algorithms of order p.
Definition 7. An algorithm x k+1 = A(x k ) is a metric descent algorithm of order p for
for all k ≥ 0.
For metric descent algorithms of order p, it is possible to obtain non-asymptotic convergence guarantees for non-convex, convex and (local) gradient dominated functions. Recall, a function is locally gradient dominated if
We summarize the theorem statements that can be obtained for algorithms that satisfy (41):
Theorem 23. Suppose an algorithm satisfies (41) for some 0 < δ < ∞ and 1 < p ≤ ∞ and f is differentiable. Then the algorithm also satisfies:
Theorem 24. Suppose an algorithm satisfies (41) for some 0 < δ < ∞ and 1 < p ≤ ∞ and f is differentiable and convex with R = sup
Theorem 25. Suppose an algorithm satisfies (41) for some 0 < δ < ∞ and 1 < p ≤ ∞, and f is differentiable and µ-locally gradient dominated of order p. Then the algorithm also satisfies:
Proofs of these theorems entail small adaptions of the proofs of theorems 4, 5 and 6.
A.7 Duality and Mirror Descent
As noted by Alvarez et al. (2004) ; Wilson (2018) , when f is convex, there is an additional Lyapunov function for the Hessian Riemmanian gradient flow (6):
Indeed, a simple argument shows,
where the second line uses the the dual, d dt ∇h(X t ) = −∇f (X t ) on X * , of the Hessian Riemannian gradient flow (6) and the last line follows from the convexity of f . By integrating (45) and using Jensen's inequality, t(f (X t ) − f (x * )) ≤ E t ≤ E 0 whereX t = t 0 X s ds/t, we establish:
If, in addition, we utilize the fact that (6) is a descent method, then we can infer the following inequality:
From (46),
We show (46) via the following argument.
The second uses the primal form of the dynamicsẊ t = −∇ 2 h(X t ) −1 ∇f (X t ). Integrating both sides shows (46). A similar statement can be made for mirror descent (15), whose variational condition we can write as,
Using the Lyapunov function
a simple argument shows,
To conclude e k ≤ 0, we must assume f is δ-relatively smooth with respect to h: i.e., D f (x k+1 , x k ) ≤ 1 δ D h (x k+1 , x k ). By summing and using Jensens,
x s /k, we analogously establish:
Unfortunately, discretizing d dt ∇h(X t ) = −∇f (X t ) via explicit-Euler does not retain the descent property, and therefore we cannot conclude the bound on the iterate for "mirror descent." It is only when h = h * (i.e., h(x) = 1 2 x 2 , so that (15) is equivalent to gradient descent) that we maintain the descent property and a bound on the iterate. Nevertheless, there are many examples (e.g regret minimization in online learning) where we might be interested in algorithms which provide bounds for k s=0 (f (x s ) − f (x * )) or f (x k ) − f (x * ) and not necessarily f (x k ) − f (x * ).
B Accelerating Descent Algorithms
When f is convex, the energy function
will be used to analyze all the accelerated methods introduced in this paper.
B.1 Proof of Proposition 9
Set A k = Cδ p k (p) where k (p) = k(k+1) · · · (k+p−1) is the rising factorial. Denote α k := A k+1 −A k δ = Cpδ p−1 (k + 1) (p−1) and τ k := α k A k+1 = k δ(k+p) . We consider two schemes. The first is the algorithm,
where the update for y k+1 satisfies the descent condition
The second is the algorithm
For both these algorithms, we will be able to obtain the convergence rate upper bound
Algorithm (48): Using (47) we compute
We bound the first part,
where the inequality follows from the m-uniform convexity of h of order p and the Fenchel-Young
The first inequality follows from the convexity of f and rearranging terms. The second inequality uses (8). Combining (52) with (53) and (54) we have,
Algorithm (50): Using (47), we have,
where the first part uses the same steps as (53) except update (50b) is used instead of (48b). Plugging in update (50a) yields the following,
The first inequality follows from the convexity of f and rearranging terms. Combining (52) with (55) (56), it remains to utilize our progress condition (21)
For (E k+1 − E k )/δ ≤ 0 it suffices that C ≤ 1/mp p .
B.2 Restarting Scheme
Take h(x) = 2 p−2 p
x − x 0 p which is 1-uniformly convex of order p. Running k iterations of either algorithm (48) or (50) results in the convergence bound,
where the last inequality follows from the choice c = 2p/κ 1 p . Thus an execution of (22) for c iterations of the accelerated method reduces the distance to optimum by a factor of at least 1/e. Iterating (57), we obtain 1
B.3 Proof of Proposition 12
We analyze the following sequence of iterates
where the update for (λ k+1 , y k+1 ) satisfies the descent conditions
and the following identifications
hold. Assume h is m-strongly convex. Take energy function (47)
We compute,
where the first inequality follows from the strong convexity of h and the last inequality follows from the convexity of f . Denote x = δτ k z k+1 + (1 − δτ k )y k . Starting from the preceding line, we have,
Plugging in the solution, which satisfies
Rearranging the last inequality and summing over k, we have k i=0
where the last equality comes from taking A 0 = 0. Now we argue A k = O(k 3p−2 2 ). To do so, we present arguments identical to the those given by (Gasnikov et al., 2018, p.6-7) and (Bubeck et al., 2018, p.6-8) . Denote a 1 = aδ
Using the previous line, we have
where the first inequality from definition of α k (see (Bubeck et al., 2018, Lem 2.6) ) and the second inequality uses reverse Holders (see (Bubeck et al., 2018, p.7-8) ). Finally, we use the elementary fact (Bubeck et al., 2018, Lem 3.4 ) that for a positive sequence
as desired. Picking up the constants, we have the bound
B.4 Restarting Scheme
Take h(x) = 1 2 x 2 which is 1-strongly convex. Running k iterations of algorithm (58) results in the convergence bound
where the last inequality follows from the choice c = (c 3 pe/2κ) 2 3p−2 where κ = δ 3p−2 2 µ. Thus an execution of (26) for c iterations of the accelerated method reduces the distance to optimum by a factor of at least 1/e. Iterating (60), we obtain 1
Here, we require that the update from x k to y k+1 be a descent algorithm. Using the descent property for both
B.5 Proof of Theorem 13
We show under the s-strong smoothness, rescaled gradient descent satisfies the conditions of the Monteiro-Svaiter acceleration framework. We summarize in the following Lemma. 
then rescaled gradient descent (17) satisfies
Proof. Note, we can write (61) as
Plugging in the RGD update (17) to (62), what we wish to show is that
Since ∇ p f (x) ≤ L p , we have the following Taylor expansion of ∇f :
where R k is the remainder term which can be bounded as
Furthermore, by s-strong smoothness assumption, for m = 2, . . . , p − 1 we have
By plugging in the bounds above to the left-hand side of (64), we get
where in the last step we have used that η 1 p−1 ≤ 1/(2 p m=2 Lm m! ). Therefore, from the above, we see that if
then the desired relation (64) holds. The first condition (65) is equivalent to
which is precisely the requirement (63), whereas the second condition (66) is equivalent to
Note that if η 1 p−1 ≤ 2 5p , then the last condition above is automatically satisfied if the right-hand side of the former condition (63) holds. Therefore, we have shown that the condition (63) implies the desired relation (64), or equivalently (62). A simple continuity argument, similar to (Bubeck et al., 2018, Lem 3 .2) ensures the existence of pair (λ k , y k ) that satisfies (61) and (62) simultaneously.
B.6 Proximal method
Given x k ∈ R n and η > 0, let x k+1 be the proximal update (13), which satisfies
Lemma 27. If λ k+1 is such that
then
Proof. Note (68) is equivalent to the condition
Plugging in the proximal update (67) to (69), what we wish to show is that
Equivalently, we wish to show that
, which is exactly condition (70). Subsequently, we can write the Monteiro-Svaiter-style accelerated proximal method as the following sequence of updates, Algorithm 4 Monteiro-Svaiter-style accelerated proximal method Require: f is differentiable and h is 1-strongly convex 1: Set x 0 = z 0 = 0, A 0 = 0, δ 3p−2 2 = η, η > 0 2: for k = 1, . . . , K do 3: Choose λ k+1 (e.g. by line search) such that 1 2 ≤
C Coordinate Descent Methods
We present proofs for our results regarding coordinate descent methods of order p.
C.1 Proof of Theorem 15
Rearranging the inequality yields the result in Theorem 15.
C.2 Proof of Theorem 16
For the proof of Theorem 16 under the condition (27), we use the energy function
C.4 Proof of Lemma 18
Since ∇ p f (x) ≤ L (i) p , we have the Taylor expansion bound,
The second line follows from the rescaled gradient update (31) and the third follows from our coordinate strongly smoothness (32). Since η i < 1 for each i ∈ {1, . . . d} we can further bound
where the second inequality follows from our step-size condition (33) 
D Accelerating Coordinate Descent Methods

D.1 Proof of Proposition 20
We consider two schemes. For the first, we set A k = Cδ p k (p) where we use the rising factorial k (p) = k(k + 1) · · · (k + p − 1). Denote α k := A k+1 −A k δ = Cpδ p−1 (k + 1) (p−1) and τ k := α k A k+1 = k δ(k+p) . We write the algorithm as,
For algorithm (72), using (47) we compute
We bound the first part, Iterating (77), we obtain 1 p E x k −x * p ≤ e −k/c 1 p E x 0 −x * p . Using the descent property E[E k+1 ] ≤ δ2p p−1 E x k − x * p , implies that
E Examples
We provide details on the examples presented in the main text.
E.1 p loss
Let
The gradient ∇f (x) has entries (∇f (x)) i = sgn(x i ) p x p−1 i .
The norm of the gradient is
Therefore, for m ≥ 2, Note that m(p−1) p+m−2 = 1 + (m−1)(p−2)
= v 2m(p−1) p+m−2 2 = 1 since we assumed v is a unit norm vector, so v 2 = 1. Plugging this to the bound above, we obtain |(∇ m f (x))(v m )| ≤ (p − 1) · · · (p − m + 1) x p−m 2p−2 = (p − 1) · · · (p − m + 1) ∇f (x) p−m p−1 .
Taking the supremum over unit vectors v ∈ R d , we conclude that
This shows that f is s-strongly smooth of order p with constants L m = (p − 1) · · · (p − m + 1).
E.2 Logistic loss
We show the logistic loss of strongly smooth of order p = ∞. We have ∇f (x) = − w 1 + e −w x and ∇f (x) = w 1 + e −w x . By induction we can see that Then
This shows that f (x) = log(1 + e −w x ) satisfies the s-strong smoothness condition with p = ∞ with constant L m = (m − 1)! w m−1 .
E.3 GLM loss
Consider the generalized linear model loss function f (x) = 1 2 (y − φ(x w)) 2 for φ(r) = 1/(1 + e −r ) ∈ (0, 1), y ∈ {0, 1}, and w ∈ R d . Introduce the shorthand b = 1 − 2y ∈ {1, −1}, and note that To simplify the presentation, we will fix x and let z = x w. With this notation in place we have f (x) = 1 2 φ(bz) 2 , ∇f (x) = bφ(bz)φ (bz)w, ∇ 2 f (x) = (φ (bz) 2 + φ(bz)φ (bz))ww , and ∇ 3 f (x) = b(3φ (bz)φ (bz) + φ(bz)φ (bz))w ⊗3 .
Since φ(r)φ (r) ∈ (0, 1), we have, for any a ∈ [0, 1] Therefore, f is s-strongly smooth of order p = 3 with L 2 = 2 w 1.5 and L 3 = ( √ 3/24 + 1/2) w 3 .
E.4 Comparison to Runge-Kutta
In the following gradient lower bound assumption is made
Definition 9. f satisfies the gradient lower bound of order p ≥ 2 if for all m = 1, . . . , p − 1,
for some constants 0 < C 1 , . . . , C p−1 < ∞.
Notice that when p = 2, this is equivalent to s-strong smoothness, which is the general smoothness condition on the gradient. However, for p > 2 we can show that it is slightly weaker than s-strong smoothness. We summarize in the following Lemma: 
