We develop a stochastic description of feedback oscillators in which functional molecules are produced by an assembly line consisting of many identical steps. The initiation rate of this assembly is regulated by its products via a negative feedback. This model is motivated by genetic oscillators such as circadian clocks. We show that precise oscillations of high quality are possible even when the number of product molecules is low and the fluctuations of amplitude are large. We discuss parameter values which can account for high quality oscillations as observed in single cells. Furthermore, we discuss effects of stochastic amplification steps on precision to account for translational bursting.
Many organisms possess circadian clocks which permit them to anticipate the daily changes of environmental conditions. Such clocks are implemented on the cellular level by oscillators which generate periodic variations in the levels of certain proteins with a period of approximately 24 hours [1] . Such oscillations can be achieved by the transcriptional regulation of gene expression via a delayed negative feedback [1, 2] . Genetic oscillators play an important role in various other cellular processes such as in the segmentation oscillator involved in the patterning of vertebrates [3] and oscillations in the tumor suppressor gene p53, which have been observed in the cellular response to DNA damage [4] .
Molecular processes such as the regulation of gene expression, transcription and translation, as well as protein degradation and post-translational modifications are inherently stochastic [5] [6] [7] [8] . Both intrinsic and extrinsic noise of gene expression have been identified and quantified [9, 10] . Translational bursting has been implicated as an important source of intrinsic fluctuations in protein numbers [11, 12] . Fluctuations induce variations of the oscillation period T of a genetic oscillator [13, 14] . During subsequent periods these variations accumulate, resulting in a finite time during which oscillations are phase coherent. This raises the question of what limits the precision of genetic oscillators in the presence of fluctuations. This precision can be quantified by the quality of oscillations Q =T, which is equal to Q ÿ1 f=f, where f 1=T is frequency and f describes the width of the spectral peak [15] [16] [17] .
Genetic oscillators are often described by the feedback regulation of the transcription of a single or of multiple genes [18] ; see Fig. 1(a) . Spontaneous oscillations can be obtained using kinetic models which involve mRNA levels and protein numbers [19] . It has been shown that time delays which can be attributed to translation, transcription, intracellular transport, and other post-translational steps, play a key role for the properties of oscillations [1,20 -22] . Theoretical approaches to noisy genetic oscillators include methods from stochastic chemical reaction kinetics with Poissonian waiting time distributions [23] . Such descriptions share many features with mesoscopic chemical oscillators [24, 25] , and lead to high quality of oscillations in the limit of large system size or molecule numbers [23, 24] . Descriptions based on feedback between an activator and a repressor have been shown to operate with good quality at low molecule numbers [13, 26] . More recently, deterministic time delays have been introduced in stochastic descriptions based on chemical kinetics [27] .
In this Letter we introduce a simple but general description of genetic feedback oscillators where the kinetic processes between initiation of gene expression and the completion of the final product introduce stochastic time delays. Our description is motivated by a single gene with negative feedback, see Fig. 1(a) . We represent this system by an assembly line which leads to the production of functional proteins via a stochastic, multistep process. Functional products have a finite life time, their number regulates the initiation of assembly, Fig. 1(b) . The initiation rate decreases with increasing molecule numbers, introducing a negative feedback. We also consider the case of a stochastic amplification step which could account Assembly is initiated at a rate which depends on the number N of functional products. It requires S steps at a rate until the product is complete. Product molecules decay at a rate k. Our model can include a stochastic amplification step R during assembly at which a single molecule gives rise to m identical copies with probability m.
for translational bursting where a single mRNA gives rise to several or many proteins.
Assembly line with negative feedback.-We denote the number of products by N, which depends on time t. Assembly of new products occurs via S identical intermediate substeps 1; . . . ; S, Fig. 1(b) . The stepping rate of the assembly line is denoted by . A stochastic amplification step R can be included, for which a single molecule is replaced by m identical copies. Here we choose a geometric distribution m m ÿ1 1 ÿ m ÿ1 mÿ1 for the amplification factor m [28, 29] . It is characterized by a single parameter, the mean value m; the variance of m is m m ÿ 1. Note that for m 1 no amplification occurs. Assembly is initiated with a probability per unit time gN, which we assume to depend only on the number N of products. Here is the initiation rate for N 0, and gN is a monotonously decreasing function of N, with g0 1. We choose gN 1=1 N=N 0 h , where N 0 is the number of products for which the rate of initiation of assembly is repressed by a factor of 2, and h is a Hill coefficient which characterizes the cooperativity of the feedback. Finally, we assume that the number N of functional products decays at a rate k.
This assembly line with negative feedback and stochastic amplification can be described as a Markov chain. The state of the system at any given time t is unambiguously specified by the number of products Nt and the numbers M t of unfinished products that are at the intermediate stage 0; . . . ; S in the assembly line. The stochastic process can be described by the probability distribution P N; M; t to find the system in state (N, M), as well as the conditional probability distribution P N; M; tjN 0 ; M 0 ; t 0 to find the system in this state at time t under the conditions that it was in state (N 0 , M 0 ) at earlier time t 0 . Here we have defined M fM 0 ; . . . ; M S g. Both distributions obey the master equation
where we have introduced the step operators a and b , which act according to a P N; M; t P N 1; M; t and b P N; M; t P N; . . . ; M 1; . . . ; t. The conditional distribution satisfies the initial condition P N; M; tjN 0 ; M 0 ; t N;N 0 M;M 0 . The first line in Eq. (1) accounts for the initiation of assembly at rate gN. The second to fourth lines account for the sequence of steps in the assembly line including the amplification and final step. The last line describes degradation of products. Note that the generalization to situations where substeps are not identical is straightforward.
Stochastic simulations.-We have performed numerical simulations of the system described by Eq. (1) using a standard Gillespie algorithm [30] . Since all events obey Poissonian statistics the Gillespie algorithm generates optimal time steps. Two examples of simulation results in the absence of an amplification step ( m 1) are displayed in Fig. 2 for Sk= 11 and S 440. The period of oscillations in this case is T ' 24 h for k ' 1 h ÿ1 . The top row corresponds to =k 20, which leads to noisy oscillations of low quality Q ' 3, Figs. 2(a) and 2(e) , and a monomodal distribution P s N of product numbers in the steady state, Fig. 2(c) . Fig. 2 shows the corresponding simulation results for =k 60. In this case, oscillations are of high quality with Q ' 160. Note that the distribution P s N is now bimodal. Strong amplitude fluctuations remain, and the average number of products N ' 25 is still small. The period of oscillations T and the corresponding quality values Q are displayed in Fig. 3 as a function of the step number S for different values of =k. Note, that while T is approximately independent of =k, the quality depends strongly on this ratio. For small =k < 25, Q saturates for large S at finite values. For large =k, such a saturation cannot be seen in the data and the quality becomes very large for large S. The effects of the amplification step are shown in Fig. 4 . Increasing the average burst size m, the quality exhibits a maximum at an optimal value of m. As On the right-hand side of Eq. (2), we have neglected terms which are proportional to t e ÿt for 1; . . . ; S. These terms vanish for times long compared to ÿ1 and do not contribute to the long-time limit in which we are interested here. Note that the distribution m of the stochastic amplification enters explicitly only via its average m. According to Eq. (2), the average hNti relaxes after a relaxation time to a constant steady state value N hNi with dhNi=dt 0 and constant hgNi Nk= m. By the same method, and again neglecting terms proportional to t e ÿt , we obtain an equation for the two-point cumulant Ct hNtN0i ÿ N 2 valid for long times, which reads
Here C g t hgNtN0i ÿ hgNi N, where averages are taken in the steady state. Interestingly, only the average m of the distribution m enters explicitly in Eq. (3). Note however that the variance hN 2 ti as well as correlation functions of higher order depend on the variance and higher order moments of the distribution m.
When one expresses the function C g t in terms of averages and correlation functions of N, the nonlinearities of gN become important. We can expand gN in a series around the average
This expansion reveals that C g t depends on cumulants of all orders and thus also on the shape of the distribution m of the amplification step. We can obtain an approximative expression for C g t by neglecting all contributions of order higher than three. This approximation is valid in situations where the distribution P s N is monomodal, close to a Gaussian and sharply peaked, which typically occurs for small quality of oscillations. This simple approximation leads to C g t ÿ gCt, where we have introduced the effective feedback strength g ÿg 1 ÿ g 3 C0=2. The effective feedback strength g is not a fixed parameter, but depends itself on the variance C0 hN ÿ N 2 i of product numbers. Note, that C0 and g depend on the variance of the distribution m.
Period and quality of oscillations. -In the limit of large step numbers S, the delay distribution approaches a Gaussian Gt ' expÿt ÿ t 0 2 =2 2 =2 2 1=2 , where 
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week ending 1 JUNE 2007 228101-3 the mean time delay is t 0 S= and the variance is 2 S= 2 . We obtain from Eq. (3) a simple characteristic equation for the complex number z which describes the long-time decay of the cumulant function Ct ' C 0 e ÿzt . For t 0 we find
For given g and set of parameters, the complex zeros z ÿ1 i! of this equation determine the period T 2=! and quality Q =T of noisy oscillations. Oscillations of high quality are typically found for k ÿ1 t 0 . Using this separation of time scales, we find a simple expression for the oscillation period to first order in kt 0 ÿ1
Note that T depends neither on =k nor on the effective feedback g. In the inset of Fig. 3 , the period of oscillations is displayed for different values of =k as a function of S t A simple expression for the quality Q can be found using Eq. (4) for t 0 . Neglecting kt 0 ÿ1 it is given by
According to Eq. (6) the quality depends on the ratio =k. This is indeed the case as discussed above; see Fig. 3 . Furthermore, Q depends on the burst size m and the effective feedback strength g, which is a function of all parameters.
Discussion.-We can choose parameter values which could correspond to oscillations with a period of T ' 24 h using, e.g., t 0 k 11 and k 1 h ÿ1 ; see Fig. 2 . Our simulations show that high quality oscillations with Q ' 160 are generated by negative feedback control with =k 60 using an assembly line of 440 steps without the stochastic amplification step. This leads to precise oscillations with small phase fluctuations even though there are on average N 0 ' 25 product molecules and high amplitude noise, see Fig. 2(b) . While the required delay time of about 11 hours seems long compared to typical times of protein synthesis, which are of the order of tens of minutes, it has been suggested that in the circadian clock of Drosophila longer delays of about 10 hours result largely from post-translational events [1] .
Stochastic amplification can enhance quality. For example, using =k 20 and an amplification of m 10 the quality exceeds Q ' 200 for only S 256 steps. While amplification enhances the feedback strength, it also involves additional burst noise and noise amplification. As a consequence the quality can decrease for large amplification factors; see Fig. 4 . Interestingly, if the amplification occurs for R 1, the quality becomes large and we do not see a decrease for large m. The mechanism presented here, which permits high precision of oscillations for small molecule numbers comes at a cost, namely, the relatively high turnover of the products. During one cycle, the total number of molecules produced and degraded is of the order of mt 0 . Cells might have additional mechanisms to reduce this cost, such as interlinked positive and negative feedback loops, post-translational modifications, and complex degradation pathways [1, 13, 31] .
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