The performance of turbo codes using coherent BSPK signaling on the Rayleigh fading channels is considered. In regions of low signal-to-noise, performance analysis uses simulations of typical turbo coding systems. For higher signalto-noise regions beyond simulation capabilities, an average upper bound is used, where the average is over all possible interleaving schemes. Fully-interleaved and exponentiallycorrelated Rayleigh channels are explored. Furthermore, the design issues relevant to turbo codes are explored for the correlated fading channel.
Introduction
For wireless applications on fading channels, channel coding is an important tool for improving communications reliability. In this paper, we examine the \turbo" error correcting coding technique 1], over fully-interleaved and correlated Rayleigh slow-fading channels.
The organization of the paper includes a brief overview of turbo codes followed by a discussion of the channel model. We then proceed to discuss the turbo code average upper bounding technique along with an examination of twocodeword probability bounds on correlated and independent Rayleigh fading channels. Simulation results are then presented for typical turbo schemes followed by the results and conclusions from our upper bounding technique. We conclude with an examination of the design of turbo codes on correlated fading channels.
System Model
Turbo codes, introduced in 1], are in essence parallel concatenated codes. They are constructed from simple constituent codes separated by interleaving stage(s). Turbo codewords are produced from the concatenation of the information frame and parity frames produced by the constituent codes operating on permuted versions of the input frame. For reasons outlined in 1] and 2], recursive systematic convolutional codes are generally used for the constituent encoders. The turbo decoder is a sub-optimal, soft-decoding algorithm that decodes the constituent encoders separately and allows passing of bit-likelihood information. Although Sponsored by National Science Foundation, Grant NCR -9415996 the algorithm is not ML, it has been shown to perform within 0:7 db of the Shannon limit on the additive white Gaussian channel for bit error rates of 1 10 ?5 and message lengths of N = 65536 1].
In this paper, we consider the Rayleigh slow-fading channel. The discrete representation of this channel is y k = a k x k +n k assuming coherent detection and appropriate sampling. In this expression, x k 's are BPSK symbol amplitudes ( p E s ), n k 's are i.i.d white Gaussian noise components with zero mean and power spectral density N 0 =2. Assuming the presence of su cient interleaving of the y k 's, the fading coefcients, a k , are i.i.d. random variables with Rayleigh density of the form f(a) = 2ae ?a 2 for a > 0. If su cient interleaving is not present, we will use an exponentially-correlated channel model as in 3] and 4]. In this model, the autocorrelation function is given as ( ) = e ?j2 B j where B is the doppler bandwidth of the fading process.
Performance Bounds
The ability to evaluate turbo codes in regions of high signalto-noise requires lengthy simulations or an analytic bounding technique. In 2] and 5], an average upper bounding technique is developed for turbo codes. It is shown that these bounds are very useful in determining the \error oor" as well as understanding the impact of constituent encoder choice and block size on performance on the AWGN channel. While these bounds reveal little regarding the best interleaving schemes, we can say that at least one interleaving scheme will perform below these bounds.
Derivation of the Average Upper Bound
The union upper bound is a popular and e ective method of bounding block code performance provided that the weight distribution is known. For turbo codes, deriving this weight distribution for a particular interleaving scheme is very dicult. Therefore, the authors of 2] and 5] have advanced the idea of forming an average weight function, where the average is over all possible interleaving schemes. In this context, it is useful to view the turbo scheme as the concatenation of multiple \code fragments". One of these code fragments is the input frame while the other fragments are generated by the constituent encoders and are in uenced by the weight of the input frame and how this weight is permuted by the interleaver(s).
Without loss of generality, we will consider sending the all-zeros codeword. In this case, the traditional union upper bound for the ML-decoding of an (n; k) block code is given as:
A(d) is the weight distribution of the code and P 2 (d) is the probability of choosing a speci c codeword di ering from the correct codeword in d bit positions. For a turbo code with a speci c interleaving scheme, the only known way to construct A(d) is via an exhaustive search involving all possible input sequences. Therefore, it is the goal of this average upper bounding scheme to form an average weight function over all possible interleavers. Let us de ne the average weight function as, 5],
where k i is the number of input frames with weight i and p(dji) is the probability that an interleaving scheme maps an input weight of i to produce a codeword with total weight d. Substituting into our upper bound,
and
In (4), E dji ] is an expectation with respect to the distribution p(dji). Therefore, to apply this bound to any channel, we need to determine p(dji) and the two-codeword probability P 2 (d) for the channel of interest. A method for computing p(dji) is from the state transition matrix of the RSC is outlined in 5] but will be omitted here.
P 2 (d) Bounds
With our average upper bound expression, we need twocodeword probabilities or tight upper bounds. The bounding of these two-codeword probabilities has been given much attention in the literature and we will simply quote some results for brevity. 
In this expression, d is the Hamming distance between the two codewords and T c i indicates the time spacing between di ering code symbols with duration T c . For example, c j = (100101) compared to the all-zeros codeword has d = 3 and 1 = 3 and 2 = 2.
For the union bound, we will upper-bound P 2 (d) by making the pessimistic assumption that all d di ering symbols are adjacent ( i = 1, 8i). With this assumption, the twocodeword bound can be written
On the fading channel, in addition to the potential looseness of P 2 (d) and the union bound, it turns out the average performance is dominated by that of the \worst case" interleaver, i.e. that yielding poorest d min . However, these bounds will give us a basic understanding of the achievable performance of these codes.
Results
For the low signal-to-noise region, analytic evaluation of turbo codes has proven very di cult. Therefore, we examine performance based on simulations. In these simulations, we will restrict ourselves to turbo systems using the 16-state RSC with generator (21=37) 8 which has been examined extensively in the literature (e.g. 1]).
For the fully-interleaved channel, we have plotted simulation data for rate 1=3 turbo schemes with di erent block sizes in Figures 1 and 2 . Here, we are considering input frames of length k = 420, 5000 and 50000 bits. The k = 420 scheme uses the helical interleaver discussed in 7] which has been shown to be very e ective on the AWGN channels (d min = 22). The k = 5000 and k = 50000 bit frames use randomly-generated interleavers without any optimization. With SI, one observes that for k = 50000, the performance of these codes is within 1:3 dB of the capacity limit. Without channel side information, the performance degrades approximately 1 to 2 dB while still retaining the same relative relationship to capacity. In Figure 3 , the performance of the turbo scheme with k = 420 can be observed to deteriorate rapidly as BT c decreases (fading process slows). The average upper bounding technique is applied to various channel models and two di erent 16-state RSC's ( Figures  4-7) . It should be noted that the tightness of these bounds to actual simulation data from a speci c interleaving scheme is questionable for several reasons including the union bound itself, the averaging over all interleavers and the bounding of P 2 (d) (Figure 4) . However, these plots do give us an indication of \achievable" performance of at least one interleaving scheme.
Design for Correlated Fading
To examine the design of turbo codes on correlated channels, we will consider the union upper bound on block error probabilities for a speci c turbo scheme rather than the ensemble average considered above. We can union bound the average error performance for turbo codes as 
where = 2 BT c . Notice that this is similar to (8) with the approximation that e (?2 i ) 1 ? 2 i . We will refer to jLj as the phrase length product since i = j i+1 ? j i where j i 's are the indexes of the di ering bits positions between codewords c 0 and c j .
Interleaver Design Issues
Using (13) and (14) in the upper bound expression of (12), we can make some statements regarding the design of turbo codes, especially in areas of high signal-to-noise. If we concentrate on events with minimum Hamming distance, which will dominate at large signal-to-noise, we can state some objectives for the turbo interleaving scheme: 1. maximize d min , referred to as maximizing the diversity order. The rst criteria is identical for turbo code design on AWGN channels and involves creating interleavers that prevent short merges in both constituent trellises. However, the traditional turbo scheme using only one interleaver might have more than one interleaver that achieves the maximum d min . Therefore, our second criteria states states that within this class of interleavers achieving maximum d min , choose the one which minimizes C(d min ). From (14), we observe that this statement reduces to maximizing the phrase length product for sequences achieving d min . In fact, this product is maximized when the weight is evenly spread throughout the entire codeword.
Turbo modi cations
In its classical representation, a turbo scheme having two constituent encoders is generally drawn with only one interleaver preceding the second constituent encoder. Furthermore, codewords are formed by the serialization of the systematic and parity stream. While this scheme reduces transmitter and receiver latency, it will su er problems on correlated channels due to the clustering of weight within codewords. This clustering occurs since the d min event involves short merges in both trellises. Figure 8 and 9 illustrate this clustering e ect. With a single turbo interleaver, this clustering of weight is always present. However, we might also consider structural changes to the turbo system for the purposes of creating better codewords. A simple modi cation would be to add an additional interleaver to remove the time-correlation within the codeword between the systematic and parity 1 fragments (Figure 10 ). In this scheme, I 1 and I 2 are di erent and the e ect is that low weight events have improved spacing after serialization. This scheme might be attractive since it does not add to the latency of the system. If latency was not an issue, a second structural modi cation would be the traditional approach of appending a block interleaver following the serialization procedure ( Figure 11 ). Block interleavers have been shown to perform well in mitigating fading e ects by reducing e ective correlation time of the channel. The ability of this scheme to reduce channel correlation is directly related to the size of the block interleaver. Unfortunately, the added latency is also dependent on the size of the interleaver. However, provided the size of the block interleaver is less than or equal to the codeword length, the added latency will be con ned to the encoding process. The performance gains for these two modi cations are illustrated via simulation in Figure 12 where both the systematic and block interleavers relative square, row-column interleaver.
Conclusions
In this paper, we have shown via simulations that turbo codes are capable of performance very near the capacity limit on fully-interleaved fading channels, as on AWGN channels. indications of achievable performance as well as the e ects of block length and constituent encoder choice. We concluded by discussing interleaving options as well as structural modi cations to improve turbo code performance on correlated fading channels.
