We propose an effective extension method for finding exact stable solutions for problems of optimal allocation of resource or data flows, in which the constraint matrix could be close to degenerate and the basic parameters of the problem could be uncertain. This study generalizes the extension method to a class of allocation problems with a non-linear objective function.
Introduction
Modern production processes in industry, agriculture and services involve complex stochastic flows of parts, raw materials, orders, etc. Often these flows are random not only in the timing of their arrival, but also in many other parameters like, for example, volume. These parameters could be discrete, continuous, and multi-dimensional. In this paper we consider modeling of resource flows in conjunction with the problem of their optimal allocation. To this end we formalize the problem as a problem of allocating random resource flows in systems with parallel structure (Figure 1 ). Figure 1 As examples of systems with parallel structure we might consider multiple furnaces processing metal ore, or a large scale storage facility with multiple warehouses operating at the time of harvest. The aim of this study is to build the algorithms and a simulation model for modeling flow of resources and their allocation among parallel structures, which takes in account various constraints and priorities imposed by economic and technological conditions. The existing models of technological processes and economic relations often formalize resource or order flows as nonstationary Poisson processes with a wide spectre of random distributions characterizing various quantitative parameters of the flows (e.g. volumes). Numerous technical complications arise in modeling those resource allocation problems due to variable economic priorities or complex mathematical implementations of resource flows. In addition to all of technical issues mentioned above optimal allocation of resources in systems with parallel structure presents its own set of numerical challenges. We discuss those challenges and proposed solutions next. Allocation of various resources or information flows among similar parallel objects is one of the most commonly encountered problems in practical applications. In most cases solving such problems is associated with significant computational costs. The main reason for these computational problems is illconditioning of the constraint sets, which arises due to similarity between parallel objects. Small differences between parallel objects translate into nearly identical constraints, which give rise to near-singularities of the constraint matrix and associated solution instabilities. In earlier work, Shukayev and Kim [3] present a brief overview of the solution methods considered in [4] [5] [6] [7] [8] , which are robust to near-singularities of the constraint matrices. The authors of [3] also present a powerful "extension method", which solves problems with nearsingular constraints set by first solving a simpler problem with an extended constraint set, and then transitioning via a directed search approach to the exact solution of the original constrained problem. This indirect solution procedure not only helps to overcome sensitivity to illconditioning of the constraint sets, but also gives exact solutions in problems with parallel objects [9] . Subsequent analysis in [10] applied the extension method to resource allocation problems with linear objective functions. In this study we generalize the extension method to a class of allocation problems with a non-linear objective function.
Modeling esource nflows
General procedure for building resource flow and resource allocation models in systems with parallel objects involves the following steps:
• modeling non-stationary Poisson processes of resource inflows; • modeling the allocation of resources and solving the associated optimization problem at each moment of resource arrival; • optimality analysis of the overall allocation efficiency and design of corrective algorithms. In this section we start by formulating the general problem of allocating resource flows. Let the process of resource inflow be represented by a pair {t j ,S j }, describing the moment of resource arrival and its volume correspondingly. Assume that these flows follow a stochastic process with the intensity function given by λ(t). We use the method of polar coordinates to model the arrival moments and the methods of "inverse functions" (John von Neiman's elimination method) described in [1] . Let the volume of resource S be a continuous random variable with the density function f(s) > 0. Then its realizations s are determined from
where z is a uniformly distributed random variable on [0, 1] interval. The discrete distribution of S is modeled as
where each s k realizes with the probability p k whenever
We use the following steps to construct a non-stationary Poisson process for resource arrival moments, from a uniform distribution:
Step 1. Set the initial parameters of the model:
-n -number of subintervals; -T[j] -upper boundary of j's subinterval; -λ -process intensity for each subinterval (n times); -parameters of the uniform distribution, a and b.
Step 2. Enter and save the initial data in databases.
Step
Step 4. Draw random values of basis variables z 1 , z 2 and z 3 .
Step 5. Compute Lewis-Shedler values of the arrival moments for the nonstationary Poisson process (thinning method) [2] 1 ln max
Step 6. Iterate over all subintervals (j).
Check if t≤(T(j)-T(j-1)). If satisfied, set λ (t)= λ(j),
and skip directly to step 10.
Step 8. Update j=j+1.
Step 9. If j≤n, go to step 7. If not, go to step 13.
Step 10. If {z 2 ≤λ(t)/λ max and t≤T n }, set t[k]=t, k=k+1 and go to step 12. If not, go to step 4.
Step 11. Compute a value of S from the inverse transformation S=a+ z3*(b-a).
Step 12. Save simulated values of the arrival moment t and of the volume S into results database. Transition to step 4.
Step 13. End of the loop.
Step 14. Print results. The next section elaborates the method we used for solving problems of optimal resource allocation in parallel systems.
The xtension ethod
We demonstrate the extension method for solving nonlinear optimization problems using an example with a quadratic objective function. (An appendix at the end of the paper provides a numerical example to clarify the extension method in even simpler terms).
Assume that the matrix D is a negative definite matrix. The expanded problem is:
This problem can be solved with the Lagrange multiplier method
.
Solving the system of equations (7) - (9) 
R I E M
Consider the second and the third terms of (10) separately
But from (7) it follows that
The second term in (10) is 
Then the formula (10) can be rewritten as follows
Due to linearity of constraints, we can substitute the value of h kl :
Proposition. The point x = x e + h is a solution of the problem (4) -(6) if and only if, the parameters t, k, l in the This proposition can be proven in the same way as the corresponding Proposition for linear PRA in [3] . The structure of the algorithm for solving the quadratic PRA is similar to that one for the linear PRA.
Step 1. Solve the expanded problem (4) -(5).
Step 2. Check whether the obtained solution x e is in the feasible set of the original problem. If the solution satisfies all the constraints (2) then it is optimal. Otherwise go to the step 3.
Step 3. Calculate
and determine a set of possible directions N B of a descent from the following { }.
Step 4. Determine the optimal direction of a descent
Step 5. Calculate the value of a descent in the selected direction
( 1 9 ) Step 6. Shift to the new solution x = x e + h and go back to the step 2.
Conclusion
The results of this study were used to develop a control system for one of the largest metal producers in the world, the Ust-Kamenogorsk lead-zinc plant, which is structured into an extensive network of sequential and parallel processes [1] . The designed system, which was developed on the basis of research presented in the current and previous papers [3, 10] , controlled the sulfur acid production process, which had five different sequential production phases, taking place in dry filters, drying towers, wet filters, absorbers and contact devices. Each phase utilized 4 to 10 parallel units, with nearly identical technological parameters. Because of this homogeneity of the parallel processes, the resulting constraint matrix of the formulated model had a high degree of multi-colinearity. As is known from [11] , such equation systems have near degenerate constraint matrixes, leading to solution instability and a low degree of precision of obtained solutions. The application of the extension method with uncertain parameters allowed obtaining a solution with the error margin of less than 0.05%. Traditional solution algorithms of mathematical programming had 15% error margins and were deemed to be unacceptable by the management of the plant. Thus, practical implementation of the method shows that in contrast to other optimization methods, the proposed procedure for solving optimization problems of object placement allows finding accurate and stable solutions, even when the constraint matrix is close to being singular. Please see [9] for more details regarding this application of the proposed method.
Appendix: umerical xample
The example applies extension method to an optimization problem with a quadratic objective function ( ) Step 3. The total number of directions is ( ) ( ) 
That is, the result are the same for both directions (1, 2) and (2, 3) . Thus chose the first direction (1, 2) as optimal (corresponding to the minimum change of the objective function The point x = (0, 1, 2) T satisfies all the constraints of the original problem. The value of the objective function at this point is F (x * ) = 7.
