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Abstract-The problem of optimal proportional plus integral control of large power 
systems subject to stochastic load variations is discussed. It is proposed to employ a 
simplified observable canonical state variable model in order to reduce the computa- 
tional burden of the control algorithm. The number of major computer operations in- 
volved in the conventional Riccati equation-based algorithm as also in the recently 
proposed Chandrasekhar equation-based algorithm is shown to be significantly reduced 
if the proposed canonical model is employed. Numerical results for a two-area system 
are also presented for which the canonical model is shown to have the additional ad- 
vantage of permitting decentralized implementation of the optimal control. 
1. INTRODUCTION 
The load frequency control (LFC) problem arises in a multiarea power system in view of 
the dependence of the frequency of the generated voltages on the active power (or load) 
demand on the system. A proportional plus integral (P + I) type feedback control law is 
generally required for ensuring that the actual frequency of the generator output will settle 
down to the desired value in the presence of small variations in the load demand on the 
given system. An application of the linear quadratic (LQ) optimal control theory for the 
design of a P + I control law for multiarea power systems has been first proposed by 
Fosha and Elgerd[l]. These authors have assumed the load variations to be purely de- 
terministic while in practice it is more logical to treat these variations as random processes 
with a slowly varying mean. An application of the linear quadratic Gaussian (LQG) optimal 
control theory for designing the P + I control law in such cases has been discussed in 
[21 and 131. 
A general difficulty with these solutions has been their computational complexities, 
particularly for large power systems. This seems to have inhibited real uses of the optimal 
control algorithms despite their important advantages uch as real-time applicability, sta- 
bility and convenience of adaptation to time-varying situations. In this work, we have 
therefore been interested to emplore the possible reduction of the total computational 
requirement of the optimal P + I control algorithm by combining two recently proposed 
techniques. The first one involves the replacement of the conventional Riccati equation- 
based solution of the LQG optimal control problem by an alternative solution involving 
Chandrasekhar-type equations. These equations have been developed by Kailath sepa- 
rately for the deterministic LQ optimal control[4] and the least-squares state estimation 
five problems. State augmentation and separation theorem of stochastic control are em- 
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ployed to develop Chandrasekhar-type equations for the stochastic P + I control law 
needed in the present case. The second idea involved is that of using a simple observable 
canonical form of the system model which has been shown to yield a significant reduction 
in the computational requirements of the state estimation algorithm[6]. 
A formal statement of the problem is given in Section 2. In Section 3 we develop the 
solution of the P + 1 control problem in the conventional form but based on the canonical 
system model. We specifically obtain a count of the major computer operations involved 
in the solution algorithm with the canonical state model and compare it with the number 
of such operations involved in the solution based on the noncanonical state model. In 
Section 4 we then examine the Chandrasekhar-type solutions of the P + I control problem 
based on both the canonical and noncanonical system models and their computational 
requirements. In Section 5 we give a numerical illustration by considering a two-area 
power system model for which some results of simulation studies are also presented. 
2. PROBLEM FORMULATION 
We consider the composite system 
$1) = Fx(t) 
Y(f) = fMt) 
arising our of the interconnection of 
equations: 
i_i(t) = Fii.Xi(t) + 5 FijXj(t) 
j= 1 
j#i 
N 
t Gu(t) + rd + rw(t), (1) 
+ u(t), (2) 
N-subsystems; each described by the following 
N N N 
t 2 Gij~j( t) + x rijdj + C r;jOj( t), (3) 
j=l j=l j=l 
Yi(t) = HiiXi(t) + 2 Hij-Xj(:i(t) + Uj(t), (4) 
.j= I 
pi 
where Xi(t) E R”i is the state, ni( t) E R”i is the control input and yi( t) E Rpi is the output 
of the ith subsystem. The terms dj and w;(t) represent, respectively, known constant and 
random state disturbances of the same dimension as ui(t), and u;(t) represents the random 
output disturbance of the same dimension as y;(t). Note that the model equations (33 and 
(4) are more general than what are normally encountered in power systems and have been 
assumed so for the sake of generality. 
The following assumptions are made: 
(i) All the matrices have constant elements with (F, G, H) completely controllable and 
observable. 
(ii) x;(O) is a Gaussian y, u with mean xi(O) and covariance P,,(O). 
(iii) wi(t) and vi(t) are zero mean, while Gaussian processes with known constant CO- 
variances Wi; and Vii. 
(iv) xi(O), w;(t) and vi(t) are statistically independent for all t 2 0. 
Given the above models, our problem is to find the control vector u(t), I 2 0 so as to 
ensure that the system output satisfies the condition 
Lt E[Y(dl = 0, (5) *-- 
E being the expectation operator. 
Modeling large power systems 261 
This is the well-known problem of disturbance rejection, and a convenient form of 
solution of this problem is possible through the LQG theory if some modifications are 
first introduced. As discussed in [2] and [7], the basic techniques of Smith and Davison]81 
and Porter[9] which have been developed for achieving disturbance rejection in the de- 
terministic situation can be extended to the stochastic situation. In this work we follow 
[l] and [9] to introduce the process z(t) defined below: 
z(t) 4 I y(f) dt. (6) 
We are then required to adjoin z(t) to the vector x(t) so as to get the following equation 
for the augmented vector x,(t) = [x’(t) z’(t)]‘. 
i,(t) = Fax,(t) + G,u(t) + l-ad + rdf), (7) 
where 
u(t) = [o’(t) 1 u’(l)]’ 
The matrices F,, G,, rcl and Pb can be found to be given by the relations 
F, = 
and 
rh = 
T 0 
--- 
-0 ZP 
I7 r, = 
r. 
[. 
-- 
0 
It is then possible to obtain the desired control law for the system (1) and (2) by requiring 
that the performance index J,(U), defined by the equation 
JI:’ (x:(t)Q,x,(r> + u’(t)Ru(t)) dt 
1 
with the matrix QU positive semidefinite, be minimized over u(t). The desired control 
solution can thus be obtained by making use of the basic LQG theory[l, 2, 71. However, 
we have been interested to make use of a simple canonical form of the given system 
proposed in [lo] in order to achieve computational advantages while implementing the 
control algorithm. As shown by the authors in [6], use of this canonical form helps to 
reduce the computations involved in the state estimation. Since the stochastic optimal 
control requires this estimate, it is expected that the control algorithm also should be 
simpler if based on this canonical form. Additional savings in computations should be 
possible if the Riccati equation-based control and estimation algorithms are replaced by 
those based on Chandrasekhar-type quations. Our problem is therefore to obtain explicit 
measures of the computational requirements of the various algorithms specifically for the 
power system load-frequency control problem. 
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3. THE CONVENTIONAL P + I CONTROL ALGORITHM 
Let us briefly note the result of application of the LQG theory to the augmented system 
state equation (7). For this purpose, it is adequate to note here the structures of matrices 
F, and G,, which are given below: 
and 
F, = 
G, = 
FII Fl2 
F’ P.1 F P.2 
F p+l,l F p+l,Z 
Gil G,z ... 
G ’ Gp, ... Pl 
0 0 . . . 
. . . 
F’P 0 
. . . F’ 
F : :I 
P.P il 
P+ l3P 0 
G - lm 
G’ Pm 
0 
We note that [Fp+l,l Fp+1.2 ... Fp+~,p ] = H. Since the disturbance is assumed known, 
we can use the known results of the LQG theory in order to get the following solution 
for u(t): 
u(t) = -L,(t)&(t), (9) 
L,(t) = R-‘G;M,(t), (10) 
&Z,(t) = -M,(t)F, - F:M,(t) + M,(t)G,R-‘G&M,(t) - Qa. (11) 
The matrices M,(t), L,(t) and Qa have the following structures: 
Mn(f) **- M,,(t) Ml,,+ I(t) 
Mppit) M p,l+l(t) 9 
. 1 p+,,,(t) Mp+,,z(t) *.. Mp+,,p(t) Mp+,,p+,(t) 
i 
L,,(t) L12(t) *.. J&(t) Ll,ptl(t) 
L,(t) = i 
: 1 * ’ L1(t) L?l2(t) ... Lp(t) L.p+l(t) 
and 
QII QIZ **. Q,, Q,,,+, 
Qa = Qpi Q P2 . . . Qi PP 
Q Pi-l.1 Q p+l,Z *.- Q P+l.P 
Equation (9) can be written in terms of the estimates of the state and output of the original 
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system (1) and (2) in the following form: 
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u(r) = -L,,(tMt> - Ldr) Jot jW dr, (12) 
where we have defined the matrices L,,(r) and &(f) as partitioned components of the 
matrix L,(t): 
L,(t) = [Lat(t) I LZ(f)l 
Let us now consider the situation when the models (1) and (2) are transformed to the 
following canonical form: 
i(r) = E(r) + ?%(r) + I;d + L(r), (13) 
y(t) = B(t) + v(t), (14) 
where we have used the transformation F(r) = Sx(t) with the matrix S defined as in [61. 
The corresponding augmented state vector x,(t) = [x’(t)?(t)]’ satisfies the equation 
i,(r) = F&(r) + 7$4(r) + Fad + Thu.(r) (15) 
with matrices F,, c,, F, and I;, defined as below: 
and 
r 0 
rb = 
[ 1 0 zp * 
The performance index to be minimized, while solving for u(r) for the transformed aug- 
mented state model (15), is also easily modified as below: 
lo’f (F&(r@,x,(r) + u’(r)Z?u(r)) dr . 
1 
(16) 
We note that the performance index (16) is equivalent to 
Jo” (Y’(r)@(r) + z’(r)Q,z(r) + d(r)Z?u(r)) dt 
I 
, (17) 
where Q and Qr are the submatrices of &, partitioned as below: 
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The control algorithm for the transformed system is then written down easily in the 
following form: 
u(t) = -Z,(t)&(t) 
= -L&t) - 
-- 
Z,(t) = R-'G;M,(t), 
-- 
x&(t) = -;i?,(t)F, - fq4,(t) + 
%2(f) Jot 34 d7, 
-- 
M,(~)G,R-lG:M,(t) - Q,, 
(18) 
(19) 
(20) 
(21) 
where i(t) and y(t) are the minimum variance estimates of the state X(t) and the output 
y(t), respectively, of the transformed system. We note that the control law (19) can be 
implemented directly in terms of the state and output estimate of the canonical state 
variable model of the given system. A schematic representation of the control system is 
shown in Fig. 1. In view of this, it is not necessary to obtain the estimate a(t) of the state 
of the original system and the simplified estimation algorithm which needs to be imple- 
mented corresponds to the following set of equations: 
i(t) = E(t) + &f(t) + Td + K(r)z(t), (22) 
Z?(t) = (y(t) - E(t)), (23) 
K(t) = P(t)H’V_‘, (24) 
-- -- 
F(t) = P(r) + F(t)F’ - P(t)H’V-‘HP(t) + TOT’. (25) 
Based on the set of eqns (18)-(25), we can make a detailed count of the major computer 
1 I 
Fig. 1. (P + I) control scheme based on canonical model. 
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Table 1. Number of major computer operations (multiplication) 
General state variable model Canonical state variable model 
EEcc = 4n3 + 2n2(7/2m + 912~ + 1712) KI;’ = 2n2(7/2m + p + 1 l/2) + n 21p + 9m 
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+ n(26p + 9m + 9pm + 18) 
+ p2(2m + 912) + p(8m + 11/2) 
+ 3(m + PI 
+ 9pm + 28 + 4 f: (p - i + l)ni 
,=I 1 
+4 5(p-i+2) 5.i 
1 i=l ( > j=l 
p--l 
[ 
p-1 
+ ‘cni ~(P-q+lh+l 
i=l q=i II 
+ p2(2m + 9/2) + p(8m + 1 l/2) + 3(m + p) 
operations involved in the P + I control algorithm when the canonical form of the state 
variable model is employed. A similar count can be made on the basis of eqns (9)-(11) 
and the corresponding equations for the Kalman-Bucy filter for the situation when the 
general state variable model is employed. However, it is necessary for us to note first 
the components of the various equations for different subsystems before making such a 
detailed count. A comparative count of the computational requirements of the above 
control algorithm in the two cases corresponding to the general and the canonical state 
variable models is given in Table 1 following Mendel[ 111. 
4. THE CHANDRASEKHAR (P + I) CONTROL ALGORITHM 
Let us now consider the implementation of the P + I control law using Chandrasekhar- 
type equations so as to avoid the need for solving the Riccati equations in the control 
and estimation parts of the algorithm discussed in the preceding section. We shall first 
consider the equations when a general state variable representation of the system is used 
and follow it up by considering the equations when the canonical form of representation 
is used. 
We note that the P + I control law is derived directly from the solution of the augmented 
LQG problem of the system state equation (7) subject to the performance index (8). We 
are therefore able to derive the Chandrasekhar-type equations for the P + I control 
algorithm by considering the control algorithm (9)-(11) along with the corresponding fil- 
tering algorithm. We then obtain the following set of equations: 
u(t) = -L,(t)i,(t) (26) 
= --Ll(t)f(r) - L&t) 1 j(7) d7, (27) 
i,(t) = -R-'G;K;(t)K,(t), L(tf) = 0, (28) 
f&W = -Kz(fWa - GaUf)), Kz(tf) = &, (29) 
with 
Qa = BLB,. 
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The matrix K,(t) has the following structure: 
[ 
K,i(t) Klz(f) .a* K],(t) Kl,p+i(t) 
K,(t) = i 
Kp~(t) Kp&) .*. K,,;t) K p.:+I(t) * 1 
It is possible to obtain 2(t) by using the following set of equations: 
i(t) = F&t) + Gu(t) + Td + K(t)@), (30) 
e(t) = (y(t) - Hi(t)), (311 
k(t) = Z(t)Z’(t)H’V-‘, K(to) = 0, (321 
i(t) = (F - K(t)H)Z(t), Z(to) = D, (331 
with 
ToI?’ = DD’. 
The same equations also apply to the transformed system if we replace the state vector 
and the system matrices by their transformed counterparts. 
We can make a desired count of the major computer operation by noting the subsystem 
level equations. Table 2 gives a comparison of the computational requirements of the 
control algorithms in the two cases corresponding to the general and the canonical state 
variable models. 
5. AN ILLUSTRATIVE EXAMPLE 
We have considered a two-area power system described by the following explicit values 
of the system matrices[6]: 
F= 
0.0 
.05 6.0 
0.0 - 3.333 
-5.21 0.0 
0.545 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 -6.0 0.0 0.0 0.0 
3.333 0.0 0.0 0.0 0.0 
- 12.5 0.0 0.0 0.0 0.0 
0.0 0.0 -0.545 0.0 0.0 
0.0 6.0 -0.05 6.0 0.0 
0.0 0.0 0.0 - 3.333 3.333 
0.0 0.0 -5.21 0.0 - 12.5 
0.0 
0.0 
12.5 
G = 0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
12.5 
1.0 
1.0 
r= 
-6.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 -0.6 
0.0 0.0 
0.0 0.0 
and 
H [ 1.0 0.0 0.0 = 
0.0 0.0 0.0 0.0 
0.0 
0.0 1.  0.0 1 . 
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Table 2. Number of major computer operations 
General state variable model Canonical state variable model 
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??:: = 4n2(2m + 2p + 1) + n(8p2 + 20pm ?iizC = 4n*(m + p) + n(4p’ + 20pm + 26p + 28m + 17) 
+ 27p + 20m + 9) + ~‘(9 + 4m) 
+ p(lOm + 4) + 3m 
o-l rD-1 
+4x (p-i)ni+4m ‘x (P-9 
i= I 1 i= 1 
x (nl - 1) 1 + ~~(13 + 4m) + p(6m + 5) + 3m 
The states represent the perturbations in the frequency, the turbine-generator power out- 
put, and the governor position of the generators of the two areas along with the pertur- 
bations in the tie-line flow. These perturbations arise from the stochastic load disturbances 
in the two areas. The outputs of the two areas are taken to be the area control errors 
which are a linear combination of the perturbations in the frequency and the tie-line flow. 
It is found that the system is completely observable from either of the two outputs. 
Let the transformation matrix be formed as 
= 
S = [h,, F’h,, . . . ) (Whl' 
‘1.0 0.495 - 3.29 - 107.42 
0.0 6.0 - 17.03 36.98 
0.0 0.0 19.98 - 306.72 
1.0 -6.0 - 6.24 39.55 
0.0 - 0.545 3.29 3.23 
0.0 0.0 -3.27 30.68 
0.0 0.0 0.0 - 10.90 
1624.98 - 20337.38 
- 767.83 12309.09 
3957.39 - 52026.55 
663.96 - 9539.53 
35.06 - 1606.21 
- 82.85 486.53 
238.50 - 3257.39 
- 
266876.14 
‘163050.54 
691358.05 
112387.10 , 
22250.38 
- 11258.84 
42339.05 
and then the transformed system equations are obtained using the known relations. The 
original augmented state equation involve the following matrices: 
-0.5 6.0 0.0 -6.0 0.0 0.0 0.0 0.0 0.0 
0.0 - 3.333 3.333 0.0 0.0 0.0 0.0 0.0 0.0 
-5.21 0.0 - 12.5 0.0 0.0 0.0 0.0 0.0 0.0 
0.545 0.0 0.0 0.0 -0.545 0.0 0.0 0.0 0.0 
F, = 0.0 0.0 0.0 6.0 -0.05 6.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 - 3.333 3.333 0.0 0.0 
0.0 0.0 0.0 0.0 -5.21 0.0 - 12.5 0.0 0.0 
1.0 
0.0 
0.0 0.0 1.0 
0.0 0.0 -1.0 
0.0 
1.0 
0.0 
0.0 
0.0 0.0 0.0 
0.0 0.0 0.0 
G, = 
0.0 0.0 
0.0 0.0 
12.5 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 12.5 
0.0 
0.0 
0.0 
0.0 
7 ra = 
-6.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 -6.0 
0.0 0.0 
0.0 0.0 
0.0 
0.0 
0.0 
0.0 
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and 
-6.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 
0.0 -6.0 0.0 0.0 
0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 
0.0 0.0 1.0 0.0 
0.0 0.0 0.0 1.0 
It is not difficult to obtain the transformed form of the augmented state variable model 
and the values of F,, G,, r, and ji’, [based on the assumption that only yl(t) is being used 
for estimation and control] are the following: 
F, = 
i3, = 
and 
0.0 1.0 0.0 
0.0 0.0 1.0 
0.0 0.0 0.0 
0.0 0.0 0.0 
0.0 0.0 0.0 
0.0 0.0 0.0 
-28956.4 - 33865.7 - 18442.2 - 
1.0 0.0 
0.0 0.0 . 
0.0 0.0 
249.97 0.0 
-3834.12 - 136.24 
49467.38 2981.26 
- 65033 I.85 -40717.45 
8641975.6 529238.12 
0.0 0.0 
T, = 
1’ 
0.0 
0.0 
0.0 
1.0 
0.0 
0.0 
0.0 
7372.9 
0.0 
?;, = 
-6.0 0.0 
- 2.97 3.27 
19.76 - 19.78 
644.55 - 19.41 
- 9749.9 - 210.39 
122024.3 9637.23 
601256.9 - 133502.3 
0.0 
0.0 
0.0 
0.0 
1.0 
0.0 
0.0 
1768.5 
0.0 
0.0 
0.0 
0.0 
0.0 
1.0 
0.0 
343.7 
0.0 
-6.0 
- 2.97 
19.76 
644.55 
- 
- 9749.9 
122024.3 
- 1601256.9 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
1.0 -I 
0.0 
- 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 , 
1.0 0.0 
31.76 0.0 
0.0 0.0 ~ 
0.0 
3.27 
- 19.78 
- 19.41 
- 210.39 
9637.23 
- 133502.3 
0.0 
We have also chosen the performance index to correspond to the following matrices: 
R = 1;:: :::I 
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and 
ea = 
1.0 [I.0 0.0 0.0 0.0 0.0 0.0 0.0 5.01 
0.0 
0.0 
0.0 
0.0 
o.o- 
0.0 
5.0 
Note that the original system matrices have a number of zero elements which helps to 
reduce the number of major computer operations from the general expressions given in 
Tables 1 and 2. We have also set p = 1 in the canonical model since only one output has 
been processed for estimation and control. We give below the result of these counts for 
four (P + I) control algorithms. 
Z$c = 2426, ?iF = 2233, c NC? = 1861, nc ?i’zc = 1633. 
We have also investigated the effectiveness of the decentralized P + I control law 
using the Chandrasekhar algorithm through a simulation of the concerned system. The 
initial data have been chosen as 
X(O) = [ -0.6 0 0 0 0 0 01’; P(0) = WI, d = [O.l 0]', 
w = 
[ 
p1 ; o 
. . I 
and 
v = [ 
0.0001 0.0 
0.0 1 0.0001 * 
w~tnout contra: 
. . _ . W;th I P+ I ! control 
Q 
-0.1 
TIME (sets) - 
Fig. 2. Frequency deviation in area 1 with and without (P + I) control 
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Wilhouf control 
0 -02 ---_--___ Wilh (P+I) confrol 
Fig. 3. Tie-line-flow deviation from area 1 with and without (P + I) control. 
The state and output trajectories of the simulated system with and without P + I control 
are shown in Figs. 2-6. 
6. CONCLUDING REMARKS 
We have developed the Chandrasekhar-type equations for the P + I control law for a 
linear time invariant continuous time system, subject to known constant disturbances. 
We have also compared the computational requirements of this algorithm with those of 
the conventional P + I control algorithm for system models in the general as well as in 
the canonical form. It has been shown that the Chandrasekhar-type solution of the P + 
- wtthaut control 
O.l- _ ____._ _._- With (P+I 1 control 
TIME (sets) - 
Fig. 4. Frequency deviation in area 2 with and without (P + I) control. 
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Without control 
I________._. With ( P+I 1 control 
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-0.4L 
Fig. 5. Area-control-error in area 1 with and without (P + I) control. 
I control problem based on the canonical form is computationally the simplest. We have 
also demonstrated the effectiveness of this particular form of the solution by simulating 
the two-area power system. 
The results of this paper can be extended to the case of systems with constant but 
unknown disturbances by modifying the estimation part of the algorithm in order to es- 
timate the disturbance along with the state. It should also be possible to improve upon 
the results presented in Figs. 2-6 by using both the outputs. This follows from 
that better state estimates are obtained by processing both the outputs. This, 
would make the P + I control law more effective. 
the fact 
in turn, 
- WIthout contra, -.___ _ __.... With (P+I 1 control 
TIME (sets) - 
-0.2 
t 
Fig. 6. Area-control-error in area 2 with and without (P + I) control. 
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