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Abstract
Although the residual method, or constrained regularization, is frequently
used in applications, a detailed study of its properties is still missing. This
sharply contrasts the progress of the theory of Tikhonov regularization,
where a series of new results for regularization in Banach spaces has been
published in the recent years. The present paper intends to bridge the gap
between the existing theories as far as possible. We develop a stability and
convergence theory for the residual method in general topological spaces. In
addition, we prove convergence rates in terms of (generalized) Bregman dis-
tances, which can also be applied to non-convex regularization functionals.
We provide three examples that show the applicability of our theory.
The first example is the regularized solution of linear operator equations
on Lp-spaces, where we show that the results of Tikhonov regularization
generalize unchanged to the residual method. As a second example, we
consider the problem of density estimation from a finite number of sampling
points, using the Wasserstein distance as a fidelity term and an entropy
measure as regularization term. It is shown that the densities obtained in
this way depend continuously on the location of the sampled points and that
the underlying density can be recovered as the number of sampling points
tends to infinity. Finally, we apply our theory to compressed sensing. Here,
we show the well-posedness of the method and derive convergence rates both
for convex and non-convex regularization under rather weak conditions.
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1. Introduction
We study the solution of ill-posed operator equations
F(x) = y , (1)
where F : X → Y is an operator between the topological spaces X and Y ,
and y ∈ Y are given, noisy data, which are assumed to be close to some
unknown, noise-free data y† ∈ ran(F). If the operator F is not continu-
ously invertible, then (1) may not have a solution and, if a solution exists,
arbitrarily small perturbations of the data may lead to unacceptable results.
If Y is a Banach space and the given data are known to satisfy an
estimate
∥∥y† − y∥∥ ≤ β, one strategy for defining an approximate solution
of (1) is to solve the constrained minimization problem
R(x)→ min subject to ‖F(x)− y‖ ≤ β . (2)
Here, the regularization term R : X → [0,+∞] is intended to enforce certain
regularity properties of the approximate solution and to stabilize the process
of solving (1). In [39, 55], this strategy is called the residual method. It is
closely related to Tikhonov regularization
T (x) := ‖F(x)− y‖2 + αR(x)→ min , (3)
where α > 0 is a regularization parameter. In the case that the operator F
is linear and R is convex, (2) and (3) are basically equivalent, if α is chosen
according to Morozov’s discrepancy principle (see [39, Chap. 3]).
While the theory of Tikhonov regularization has received much attention
in the literature (see for instance [1, 14, 21, 22, 33, 37, 45, 49, 52, 56, 58]),
the same cannot be said about the residual method. The existing results
are mainly concerned with the existence theory of (2) and with the question
of convergence, which asks whether solutions of (2) converge to a solution
of (1) as
∥∥y − y†∥∥ ≤ β → 0. These problems have been treated in very
general settings in [38, 51] (see also [34, 54, 55]). Convergence rates have
been derived in [6] for linear equations in Hilbert spaces and later generalized
in [34] to non-linear equations in Banach spaces. Convergence rates have
also been derived in [7, 9, 32] for the reconstruction of sparse sequences.
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The problem of stability, however, that is, continuous dependence of
the solution of (2) on the input data y and the presumed noise level β,
has been hardly considered at all. One reason for the lack of results is
that, in contrast to Tikhonov regularization, stability simply does not hold
for general non-linear operator equations. But even for the linear case,
where we indeed prove stability, so far stability theorems are non-existent
in the literature. Though some results have been derived in [34], they only
cover a very weak form of stability, which states that the solutions of (2)
with perturbed data stay close to the solution with unperturbed data, if
one additionally increases the regularization parameter β in the perturbed
problem by a sufficient amount.
The present paper tries to generalize the existent theory on the residual
method as far as possible. We assume that X and Y are mere topologi-
cal spaces and consider the minimization of R(x) subject to the constraint
S (F(x), y) ≤ β. Here S is some distance like functional taking over the role
of the norm in (2). In addition, we discuss the case where the operator F
is not known exactly. This subsumes errors due to the modeling process as
well as discretizations of the problem necessary for its numerical solution.
We provide different criteria that ensure stability (Lemma 3.6, Theorem 3.9
and Proposition 4.3) and convergence (Theorem 3.10 and Proposition 4.3)
of the residual method. In particular, our conditions also include certain
non-linear operators (see Example 4.6).
Section 5 is concerned with the derivation of convergence rates, i.e.,
quantitative estimates between solutions of (2) and the exact data y†. Using
notions of abstract convexity, we define a generalized Bregman distance
that allows us to state and prove rates on arbitrary topological spaces (see
Theorem 5.4). In Section 6 we apply our general results to the case of
sparse ℓp-regularization with p ∈ (0, 2). We prove the well-posedness of the
method and derive convergence rates with respect to the norm in a fairly
general setting. In the case of convex regularization, that is, p ≥ 1, we derive
a convergence rate of order O(β1/p). In the non-convex case 0 < p < 1, we
show that the rate O(β) holds.
2. Definitions and Mathematical Preliminaries
Throughout the paper, X and Y denote sets. Moreover, R : X →
[0,+∞] is a functional on X, and S : Y × Y → [0,+∞] is a functional
on Y × Y such that S(y, z) = 0 if and only if y = z.
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2.1. The Residual Method
For given mapping F : X → Y , given data y ∈ Y , and fixed parameter
β ≥ 0, we consider the constrained minimization problem
R(x)→ min subject to S(F(x), y) ≤ β . (4)
For the analysis of the residual method (4) it is convenient to introduce the
following notation.
The feasible set Φ(F, y, β), the value v(F, y, β), and the set of solutions
Σ(F, y, β) of (4) are defined by
Φ(F, y, β) := {x ∈ X : S(F(x), y) ≤ β} ,
v(F, y, β) := inf {R(x) : x ∈ Φ(F, y, β)} ,
Σ(F, y, β) := {x ∈ Φ(F, y, β) : R(x) = v(F, y, β)} .
In particular, Φ(F, y, 0) consist of all solutions of the equation F(x) = y. The
elements of Σ(F, y, 0) are therefore referred to as R-minimizing solutions of
F(x) = y.
In addition, for t ≥ 0, we set
ΦR(F, y, β, t) := Φ(F, y, β) ∩ {x ∈ X : R(x) ≤ t} . (5)
An immediate consequence of the above definitions is the identity
Σ(F, y, β) = ΦR (F, y, β, v(F, y, β)) . (6)
Remark 2.1. We do not assume a–priori that a solution of the minimiza-
tion problem (4) exists. Only in the next section shall we deduce the existence
of solutions under a compactness assumption on the sets ΦR(F, y, β, t), see
Theorem 3.1.
Lemma 2.2. The sets ΦR(F, y, β, t) defined in (5) satisfy
ΦR(F, y, β, t) ⊂ ΦR(F, y, β + γ, t+ ε) (7)
for every γ, ε ≥ 0, and
ΦR(F, y, β, t) =
⋂
γ,ε>0
ΦR(F, y, β + γ, t+ ε) . (8)
Proof. The inclusion (7) follows immediately from the definition of ΦR. For
the proof of (8) note that x ∈ ⋂γ,ε>0ΦR(F, y, β + γ, t + ε) if and only if
S(F(x), y) ≤ β + γ for all γ > 0 and R(x) ≤ t + ε for all ε > 0. This,
however, is the case if and only if S(F(x), y) ≤ β and R(x) ≤ t, which
means that x ∈ ΦR(F, y, β, t).
Further properties of the value v and the sets Φ, ΦR and Σ are summa-
rized in Appendix A.
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2.2. Convergence of Sets of Solutions
In the next section we study convergence and stability of the residual
method, that is, the behavior of the set of solutions Σ(Fk, yk, βk) for βk → β,
yk → y, and Fk → F. In [21, 50], where convergence and stability of
Tikhonov regularization have been investigated, the stability results are of
the following form: For every sequence (yk)k∈N → y and every sequence of
minimizers xk ∈ argmin
{‖F(x)− yk‖2+αR(x)} there exists a subsequence
of (xk)k∈N that converges to a minimizer of ‖F(x)− y‖2 + αR(x). In this
paper we prove similar results for the residual method but with a different
notation using a type of convergence of sets (see, for example, [41, §29]).
Definition 2.3. Let τ be a topology on X and let (Σk)k∈N be a sequence
of subsets of X.
(a) The upper limit of (Σk)k∈N is defined as
τ -Lim sup
k→∞
Σk :=
⋂
k∈N
(
τ -cl
⋃
k′≥k
Σk′
)
,
where τ -cl denotes the closure with respect to τ .
(b) An element x ∈ X is contained in the lower limit of the sequence
(Σk)k∈N, in short
x ∈ τ -Lim inf
k→∞
Σk ,
if for every neighborhoodN of x there exists k0 ∈ N such that N∩Σk 6=
∅ for every k ≥ k0.
(c) If the lower limit and the upper limit of (Σk)k∈N coincide, we define
τ -Lim
k→∞
Σk := τ -Lim inf
k→∞
Σk = τ -Lim sup
k→∞
Σk
as the limit of the sequence (Σk)k∈N.
Remark 2.4. As a direct consequence of Definition 2.3, an element x is
contained in the upper limit τ -Lim supk→∞Σk, if and only if for every neigh-
borhood N of x and every k0 ∈ N there exists k ≥ k0 with N ∩ Σk 6= ∅.
If X satisfies the first axiom of countability, then x ∈ τ -Lim supk→∞Σk,
if and only if there exists a subsequence (Σkj)j∈N of (Σk)k∈N and a sequence
of elements xj ∈ Σkj such that xj →τ x (see [41, §29.IV]). Note that in
particular every metric space satisfies the first axiom of countability.
The following proposition clarifies the relation between the stability and
convergence results in [21, 50] and the results in the present paper.
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Proposition 2.5. Let (Σk)k∈N be a sequence of nonempty subsets of X, and
assume that there exists a compact set K such that Σk ⊂ K for all k ∈ N.
Then τ -Lim supk→∞Σk is non-empty.
If, in addition, X satisfies the first axiom of countability, then every
sequence of elements xk ∈ Σk has a subsequence converging to some element
x ∈ τ -Lim supk→∞Σk.
Proof. By assumption, the sets Sk := τ -cl
⋃
k′≥k Σk form a decreasing fam-
ily of non-empty, compact sets. Thus also their intersection
⋂
k∈N Sk =
τ -Lim supk→∞Σk is non-empty (see [40, Thm. 5.1]).
Now assume that X satisfies the first axiom of countability. Then in
particular every compact set is sequentially compact (see [40, Thm. 5.5]).
Let now xk ∈ Σk for every k ∈ N. Then (xk)k∈N is a sequence in the compact
set K and therefore has a subsequence (xkj )j∈N converging to some element
x ∈ K. From Remark 2.4 it follows that x ∈ τ -Lim supk→∞Σk, which shows
the assertion.
2.3. Convergence of the Data
In addition to the convergence of subsets Σk of X, it is necessary to
define a notion of convergence on the set Y that is compatible with the
distance measure S.
Definition 2.6. The sequence (yk)k∈N ⊂ Y converges S-uniformly to y ∈ Y ,
if
sup {|S(z, yk)− S(z, y)| : z ∈ Y } → 0 .
The sequence of mappings Fk : X → Y converges locally S-uniformly to
F : X → Y , if
sup {|S(Fk(x), y)− S(F(x), y)| : y ∈ Y, x ∈ X, R(x) ≤ t} → 0
for every t ≥ 0.
Remark 2.7. The S-uniform convergence on Y is induced by the extended
metric
S1(y1, y2) := sup {|S(z, y1)− S(z, y2)| : z ∈ Y } .
If the distance measure S itself equals a metric, then S1 coincides with S.
Similarly, local S-uniform convergence of a sequence of mappings Fk equals
the uniform convergence of Fk on R-bounded sets with respect to the ex-
tended metric
S2(y1, y2) := sup {|S(y1, z) − S(y2, z)| : z ∈ Y } .
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3. Well-posedness of the Residual Method
In the following we investigate the existence of minimizers, and the sta-
bility and the convergence of the residual method. Throughout the whole
section we assume that τ is a topology on X, F : X → Y is a mapping,
y ∈ Y are given data and β ≥ 0 is a fixed parameter.
3.1. Existence
We first investigate under which conditions Σ(F, y, β), the set of solutions
of (4), is not empty.
Theorem 3.1 (Existence). Assume that ΦR(F, y, β, t) is τ -compact for ev-
ery t ≥ 0 and non-empty for some t0 ≥ 0. Then Problem (4) has a solution.
Proof. Equation (6) and Lemma 2.2 imply the identity
Σ(F, y, β) = ΦR (F, y, β, v(F, y, β)) =
⋂
ε>0
ΦR (F, y, β, v(F, y, β) + ε) .
Because ΦR(F, y, β, t0) 6= ∅, the value of (4) satisfies v(F, y, β) ≤ t0 < ∞
and therefore ∅ 6= ΦR (F, y, β, v(F, y, β) + ε) for every ε > 0. Consequently,
Σ(F, y, β) is the intersection of a decreasing family of non-empty τ -compact
sets and thus non-empty (see [40, Thm. 5.1]).
Recall that a mapping F : X → [0,+∞] is lower semi-continuous, if its
lower level sets {x ∈ X : F(x) ≤ t} are closed for every t ≥ 0. Moreover, the
mapping F is coercive, if its lower level sets are pre-compact, see [4]. (In
a Banach space one often calls a functional coercive, if it is unbounded on
unbounded sets. The notion used here is equivalent if the Banach space is
reflexive and τ is the weak topology.) In particular, the mapping F is lower
semi-continuous and coercive, if and only if its lower level sets are compact.
Proposition 3.2. Assume that R and x 7→ S(F(x), y) are lower semi-
continuous and one of them, or their sum, is coercive. Then ΦR(F, y, β, t)
is τ -compact for every t ≥ 0. If additionally ΦR(F, y, β, t0) is non-empty
for some t0 ≥ 0, then Problem (4) has a solution.
Proof. If R and x 7→ S(F(x), y) are lower semi-continuous and one of them
is coercive, then
ΦR(F, y, β, t) = {x : S(F(x), y) ≤ β} ∩ {x : R(x) ≤ t}
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is the intersection of a closed and a τ -compact set and therefore itself τ -
compact. In case that only the sum x 7→ S(F(x), y) +R(x) is coercive, the
set
ΦR(F, y, β, t) = {x : S(F(x), y) ≤ β} ∩ {x : R(x) ≤ t}
⊂ {x : S(F(x), y) +R(x) ≤ β + t}
is a closed set contained in a τ -compact set and therefore again τ -compact.
The lower semi-continuity of x 7→ S (F(x), y) certainly holds if F is con-
tinuous and S is lower semi-continuous with respect to the first component
(for some given topology on Y ). It is, however, also possible to obtain
lower semi-continuity, if F is not continuous but the functional S satisfies a
stronger condition:
Proposition 3.3. Let τ ′ be a topology on Y such that z 7→ S(z, y) is lower
semi-continuous and coercive, and assume that F : X → Y has a closed
graph. Then the functional x 7→ S(F(x), y) is lower semi-continuous.
Proof. Because F has a closed graph, the pre-image under F of every com-
pact set is closed (see [38, Thm. 4]). This shows that
{x ∈ X : S(F(x), y) ≤ β} = F−1 ({z ∈ Y : S(z, y) ≤ β})
is closed for every β, that is, the mapping x 7→ S(F(x), y) is lower semi-
continuous.
3.2. Stability
Stability is concerned with the continuous dependence of the solutions
of (4) of the input data, that is, the element y, the parameter β, and,
possibly, the operator F. Given sequences βk → β, yk → y, and Fk → F, we
ask whether the sequence of sets Σ(Fk, yk, βk) converges to Σ(F, y, β). As
already indicated in Section 2, we will make use of the upper convergence
of sets introduced in Definition 2.3. The topology, however, with respect to
which the results are formulated, is stronger than τ .
Definition 3.4. The topology τR on X is generated by all sets of the form
U ∩ {x ∈ X : R(x) > s} with s ∈ R and U ∈ τ and all sets of the form
U ∩{x ∈ X : R(x) < t} with t ∈ R∪{∞} and U ∈ τ . (Hence τR consists of
all unions of finite intersections of sets of the form U ∩ {x ∈ X : R(x) > s}
or U ∩ {x ∈ X : R(x) < t}.)
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Note that a sequence (xk)k∈N ⊂ X converges to x with respect to τR, if
and only if (xk)k∈N converges to x with respect to τ and satisfies R(xk)→
R(x) for k →∞.
For the stability results we make the following assumption:
Assumption 3.5.
1. Let β ≥ 0, let y ∈ Y , and let F : X → Y be a mapping.
2. Let (βk)k∈N be a sequence of nonnegative numbers, let (yk)k∈N be a
sequence in Y , and let (Fk)k∈N be a sequence of mappings Fk : X → Y .
3. The sequence (βk)k∈N converges to β, the sequence (yk)k∈N converges
S-uniformly to y, and (Fk)k∈N converges locally S-uniformly to F.
4. The sets ΦR(Fk, w, γ, t) and ΦR(F, w, γ, t) are compact for all w, γ,
t, and k. Moreover, for every w, γ, k there exist some t0 such that
ΦR(Fk, w, γ, t0) and ΦR(F, w, γ, t0) are nonempty.
The following lemma is the key result to prove stability of the residual
method.
Lemma 3.6. Let Assumption 3.5 hold and assume that
lim sup
k→∞
v(Fk, yk, βk) ≤ v(F, y, β) <∞ . (9)
Then,
∅ 6= τR-Lim sup
k→∞
Σ(Fk, yk, βk) ⊂ Σ(F, y, β) . (10)
If, additionally, the set Σ(F, y, β) consists of a single element xβ, then
{xβ} = τR-Lim
k→∞
Σ(Fk, yk, βk) . (11)
Proof. In order to simplify the notation, we define
Φk(t) := ΦR(Fk, yk, βk, t) , Φ(t) := ΦR(F, y, β, t) ,
vk := v(Fk, yk, βk) , v := v(F, y, β) ,
Σk := Σ(Fk, yk, βk) , Σ := Σ(F, y, β) .
Moreover we define the set T := τ -Lim supk→∞Σk. Because the topology
τR is finer than τ , it follows that τR-Lim supk→∞Σk ⊂ T . We proceed by
showing that ∅ 6= T ⊂ Σ and T ⊂ τR-Lim supk→∞Σk, which then gives the
assertion (10).
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The inequality (9) implies that for every ε > 0 there exists some k0 ∈ N
such that vk ≤ v + ε for all k ≥ k0. Since βk → β, we may additionally
assume that βk ≤ β + ε. Lemma A.1 implies, after possibly enlarging k0,
Φk(vk) ⊂ ΦR(Fk, yk, β + ε, vk)
⊂ ΦR(F, y, β + 2ε, vk) ⊂ ΦR(F, y, β + 2ε, v + ε) (12)
for all k ≥ k0. Thus,
T = τ -Lim sup
k→∞
Σk =
⋂
k∈N
(
τ -cl
⋃
k′≥k
Σk′
)
=
⋂
k≥k0
(
τ -cl
⋃
k′≥k
Φk′(vk′)
)
⊂ ΦR(F, y, β + 2ε, v + ε) . (13)
The sets τ -cl
⋃
k′≥k Σk′ are closed and non-empty and, by assumption, the
set ΦR(F, y, β+2ε, v+ε) is compact. Thus T is the intersection of a decreas-
ing family of non-empty compact sets and therefore non-empty. Moreover,
because (13) holds for every ε > 0, we have
∅ 6= T ⊂
⋂
ε>0
ΦR(F, y, β + 2ε, v + ε) = Φ(v) = Σ . (14)
Next we show the inclusion T ⊂ τR-Lim supk→∞Σk. To that end, we
first prove that
v = lim
k
vk . (15)
Recall that Theorem 3.1 implies that Φk(vk) = Σk is non-empty. Therefore,
(12) implies that also ΦR(F, y, β+2ε, vk) is non-empty, which in turn shows
that vk ≥ v(F, y, β + 2ε) for all k large enough. Consequently,
lim inf
k→∞
vk ≥ v(F, y, β + 2ε) (16)
for all ε > 0. From Lemma A.2 we obtain that v = supε>0 v(F, y, β + 2ε).
Together with (16) and (9) this shows (15).
Let now x ∈ T , let N be a neighborhood of x with respect to τ , let δ > 0
and k0 ∈ N. Since T ⊂ Σ (see (14)), it follows that R(x) = v. Thus it
follows from (15) that there exists k1 ≥ k0 such that
|vk −R(x)| < δ
for all k ≥ k1. In particular,
Σk ⊂ {x˜ ∈ X : R(x)− δ < R(x˜) < R(x) + δ} (17)
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for all k ≥ k1. Remark 2.4 implies that there exists k2 ≥ k1 such that
N ∩ Σk2 6= ∅ . (18)
Now recall that the sets N ∩{x˜ ∈ X : R(x)− δ < R(x˜) < R(x) + δ} form a
basis of neighborhoods of x for the topology τR. Therefore (17), (18), and
the characterization of the upper limit of sets given in Remark 2.4 imply
that x ∈ τR-Lim supk→∞Σk. Thus the inclusion (10) follows.
If the set Σ(F, y, β) consists of a single element xβ, then the first part of
the assertion implies that for every subsequence (kj)j∈N we have
τR-Lim sup
j→∞
Σ(Fkj , ykj , βkj ) = {xβ} .
Thus the assertion follows from Lemma A.3.
The crucial condition in Lemma 3.6 is the inequality (9). Indeed, one
can easily construct examples, where this condition fails and the solution
of Problem (4) is unstable, see Example 3.7 below. What happens in this
example is that the upper limit τR-Lim supk→∞Σ(F, yk, β) consists of local
minima of R on Φ(F, y, β) that fail to be global minima of R restricted to
Φ(F, y, β).
PSfrag replacements
y
y + β
y − β
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Figure 1: The nonlinear function F from Example 3.7. The feasible set Φ(F, y, β) =
{x ∈ R : |F(x)− y| ≤ β} consists of an interval and the isolated point {0}.
Example 3.7. Consider the function F : R → R, F(x) = x3 − x2, and the
regularization functional R(x) = x2. Let y > 0 and choose β = y. Then
argmin {R(x) : |F(x)− y| ≤ β}
= argmin
{
x2 :
∣∣x3 − x2 − y∣∣ ≤ y} = 0 . (19)
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Now let yk > y. Then
argmin {R(x) : |F(x)− yk| ≤ β} = argmin
{
x2 :
∣∣x3 − x2 − yk∣∣ ≤ y} = xk ,
where xk is the unique solution of the equation F(x) = yk − y. Thus, if
the sequence (yk)k∈N converges to y from above, we have xk > 1 for all k
and limk→∞ xk = 1. According to (19), however, the solution of the limit
problem equals zero.
The following two theorems are central results of this paper. They answer
the question to which extent we obtain stability results for the residual
method similar to the ones known for Tikhonov regularization.
Theorem 3.8 (Approximate Stability). Let Assumption 3.5 hold. Then
there exists a sequence εk → 0 such that
∅ 6= τR-Lim sup
k→∞
Σ(Fk, yk, βk + εk) ⊂ Σ(F, y, β) .
Proof. Define
εk := inf {ε > 0 : ΦR (F, y, β, v(F, y, β)) ⊂ ΦR (Fk, yk, βk + ε, v(F, y, β))} .
Lemma A.1 and the assumption that βk → β imply that εk → 0. Since by
assumption
∅ 6= Σ(F, y, β) = ΦR (F, y, β, v(F, y, β)) ⊂ ΦR (Fk, yk, βk + εk, v(F, y, β)) ,
we obtain that v(Fk, yk, βk + εk) ≤ v(F, y, β). Thus the assertion follows
from Lemma 3.6.
Theorem 3.8, is a stability result in the same spirit as the one derived
in [34]. While it does not assert that, in the general setting described by
Assumption 3.5, the residual method is stable in the sense that the solutions
depend continuously on the input data, it does state that the solutions of
the perturbed problems stay close to the solution of the original problem, if
one allows the regularization parameter β to increase slightly. Apart from
the more general, topological setting, the main difference to [34, Lemma 2.2]
is the additional inclusion of operator errors into the result.
The next theorem provides a true stability theorem, including both data
as well as operator perturbations.
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Theorem 3.9 (Stability). Let Assumption 3.5 hold with β > 0 and assume
that the inclusion
ΦR(F, y, β, t) ⊂
⋂
δ>0
(
τ -cl
⋃
ε>0
ΦR(F, y, β − ε, t+ δ)
)
(20)
holds for every t ≥ 0. Then,
∅ 6= τR-Lim sup
k→∞
Σ(Fk, yk, βk) ⊂ Σ(F, y, β) . (21)
If, additionally, the set Σ(F, y, β) consists of a single element xβ, then
{xβ} = τR-Lim
k→∞
Σ(Fk, yk, βk) .
Proof. The convergence of (βk)k∈N to β and Lemma A.1 imply that for every
ε > 0 and t ∈ R there exists k0 ∈ N such that
ΦR(F, y, β − ε, t) ⊂ ΦR(Fk, yk, βk, t)
for all k ≥ k0. Consequently,
lim sup
k→∞
v(Fk, yk, βk) = lim sup
k→∞
(
inf {t : ΦR(Fk, yk, βk, t) 6= ∅}
)
≤ inf
ε>0
(
inf {t : ΦR(F, y, β − ε, t) 6= ∅}
)
.
From (20) we obtain that
inf
ε>0
(
inf {t : ΦR(F, y, β − ε, t) 6= ∅}
)
≤ inf {t : ΦR(F, y, β, t) 6= ∅} = v(F, y, β) .
This shows (9). Now (21) follows from Lemma 3.6.
For Theorem 3.9 to hold, the mapping x 7→ S(F(x), y) has to satisfy
the additional regularity property (20). This property requires that ev-
ery x ∈ X for which F(x) 6= y can be approximated by elements x˜ with
S(F(x˜), y) < S(F(x), y) and R(x˜) ≤ R(x) + β. That is, the function
x 7→ S(F(x), y) does not have local minima in the sets {x ∈ X : R(x) < t}.
As will be shown in the following Section 4, this property is naturally satis-
fied for linear operators on Banach spaces.
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3.3. Convergence
The following theorem states the solutions obtained with the residual
method indeed converge to theR-minimizing solution of the equation F(x) =
y, if the noise level decreases to zero. Recall that the set of all R-minimizing
solution of the equation F (x) = y is given by Σ(F, y, 0).
Theorem 3.10 (Convergence). Let y ∈ Y be such that there exists x ∈ X
with F(x) = y and R(x) < ∞ and assume that ΦR(F, w, γ, t) is τ -compact
for all w ∈ Y and γ, t ≥ 0. If (yk)k∈N converges S-uniformly to y and
satisfies S(y, yk) ≤ βk → 0, then
lim sup
k→∞
v(F, yk, βk) ≤ v(F, y, 0) <∞ . (22)
In particular,
∅ 6= τR-Lim sup
k→∞
Σ(F, yk, βk) ⊂ Σ(F, y, 0) . (23)
If, additionally, the R-minimizing solution x† is unique, then
{x†} = τR-Lim sup
k→∞
Σ(F, yk, βk) . (24)
Proof. By assumption S(y, yk) ≤ βk, which implies that v(F, yk, βk) ≤ R(x′)
for all x′ ∈ Φ(F, y, 0). This proves (22). Now (23) and (24) follow from
Lemma 3.6.
4. Linear Spaces
Now we assume that X and Y are subsets of topological vector spaces.
Then the linear structures allows us to introduce more tangible conditions
implying stability of the residual method.
For the following we assume that F : X → Y and y ∈ Y are fixed.
Assumption 4.1. Assume that the following hold:
1. The set X is a convex subset of a topological vector space, and Y is a
topological vector space.
2. The mapping x 7→ S(F(x0), y) is semi-strictly quasi-convex. That
is, for all x0, x1 ∈ X with S
(
F(x0), y
)
, S(F(x1), y) < ∞, and all
0 < λ < 1 we have
S(F(λx0 + (1− λ)x1), y) ≤ max{S(F(x0), y),S(F(x1), y)} .
Moreover, the inequality is strict whenever S(F(x0), y) 6= S(F(x1), y).
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3. For every β ≥ 0 there exists x ∈ X with S(F(x), y) ≤ β and R(x) <
∞.
4. The domain domR = {x ∈ X : R(x) < +∞} of R is convex and for
every x0, x1 ∈ domR the restriction of R to
L = {λx0 + (1− λ)x1 : 0 ≤ λ ≤ 1}
is continuous.
We now show that Assumption 4.1 implies the main condition of the
stability result Theorem 3.9, the inclusion (20):
Lemma 4.2. Assume that Assumption 4.1 holds. Then (20) is satisfied.
Proof. Let x0 ∈ ΦR(F, y, β, t) for some β > 0. We have to show that for
every neighborhood N ⊂ X of x0 and every δ > 0 there exist ε > 0 and
x′ ∈ N such that x′ ∈ ΦR(F, y, β − ε, t+ δ).
Item 3 in Assumption 4.1 implies the existence of some x1 ∈ X sat-
isfying the inequalities S(F(x1), y) ≤ β/2 and R(x1) < ∞. Since we
have S(F(x1), y) < β and S(F(x0), y) ≤ β, we obtain from Item 2 that
S(F(x), y) < β for every x ∈ L := {λx0 + (1− λ)x1 : 0 ≤ λ < 1}. Since
x0, x1 ∈ domR, it follows from Item 4 that R is continuous on L. Conse-
quently limλ→1R(λx0 + (1− λ)x1) = R(x0) ≤ t. In particular, there exists
λ0 < 1 such that R(λx0+(1−λ)x1) ≤ t+ δ for all 1 > λ > λ0. Since X is a
topological vector space (Item 1), it follows that x′ := λx0 + (1− λ)x1 ∈ N
for some 1 > λ > λ0. This shows the assertion with ε := β − S
(
F(x′), y
)
>
0.
Lemma 4.2 allows us to apply the stability result Theorem 3.9, which
shows that Assumption 4.1 implies the continuous dependence of the solu-
tions of (4) on the data y and the regularization parameter β.
Proposition 4.3 (Stability & Convergence). Let Assumption 4.1 hold and
assume that the sets ΦR(F, w, γ, t) are compact for every γ ∈ R, t ∈ R, and
w ∈ Y . Assume moreover that (yk)k∈N converges S-uniformly to y ∈ Y , and
that βk → β. If β = 0, assume in addition that S(y, yk) ≤ βk. Then
∅ 6= τR-Lim sup
k→∞
Σ(F, yk, βk) ⊂ Σ(F, y, β) .
If, additionally, the set Σ(F, y, β) consists of a single element xβ, then
{xβ} = τR-Lim sup
k→∞
Σ(F, yk, βk) .
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Proof. If β = 0, the assertion follows from Theorem 3.10. In the case β >
0, Lemma 4.2 implies that (20) holds. Thus, the assertion follows from
Theorem 3.9. Note that the non-emptyness of the sets ΦR(F, w, γ, t) for
some t follows from Item 3 in Assumption 4.1.
Proposition 4.4 (Stability). Let Assumption 4.1 hold. Assume that (yk)k∈N
converges S-uniformly to y ∈ Y , the mappings Fk : X → Y converge locally
S-uniformly to F : X → Y (see Definition 2.6), and βk → β > 0. Assume
that the sets ΦR(Fk, w, γ, t) and ΦR(F, w, γ, t) are compact for every γ ≥ 0,
t ∈ R, and w ∈ Y . Then
∅ 6= τR-Lim sup
k→∞
Σ(Fk, yk, βk) ⊂ Σ(F, y, β) .
If, additionally, the set Σ(F, y, β) consists of a single element xβ, then
{xβ} = τR-Lim
k→∞
Σ(Fk, yk, βk) .
Proof. Again, Lemma 4.2 shows that (20) holds. Moreover, the non-empty-
ness of the sets ΦR(F, w, γ, t) and ΦR(Fk, w, γ, t) (at least for k sufficiently
large) for some t follows from Item 3 in Assumption 4.1 and the local S-
uniform convergence of the mappings Fk to F. Thus the assertion follows
from Theorem 3.9.
Item 2 in Assumption 4.1 is concerned with the interplay of the func-
tional F and the distance measure S. The next two examples consider two
situations, where this part of the assumption holds. Example 4.5 considers
linear operators F and convex distance measures S. Example 4.6 introduces
a class of non-linear operators on Hilbert spaces, where Item 2 is satisfied
if the distance measure equals the squared Hilbert space norm.
Example 4.5. Assume that F : X → Y is linear and S is convex in its first
component. Then Item 2 in Assumption 4.1 is satisfied. Indeed, in such a
situation,
S(F(λx0 + (1− λ)x1), y) = S(λF(x0) + (1− λ)F(x1), y)
≤ λS(F(x0), y) + (1− λ)S(F(x1), y)
≤ max{S(F(x0), y),S(F(x1), y)} .
If moreover, S(F(x0), y) 6= S(F(x1), y) and 0 < λ < 1, then the last in-
equality is strict.
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Example 4.6. Assume that Y is a Hilbert space, S(y, z) = ‖y − z‖2, and
F : X → Y is two times Gaˆteaux differentiable. Then Item 2 in Assump-
tion 4.1 holds if for all x0 6= x1 ∈ X the mapping
t 7→ ϕ(t;x0, x1) := ‖F(x0 + tx1)− y‖2
has no local maxima. This condition holds, if the inequality ∂2t ϕ(0;x0, x1) >
0 is satisfied whenever ∂tϕ(0;x0, x1) = 0. The computation of the derivative
of ϕ( · ;x0, x1) at zero yields that
∂tϕ(0;x0, x1) = 2
〈
F′(x0)(x1),F(x0)
〉
and
∂2t ϕ(0;x0, x1) = 2
〈
F′′(x0)(x1;x1),F(x0)
〉
+ 2
∥∥F′(x0)x1∥∥2 .
Consequently, Item 2 in Assumption 4.1 is satisfied if, for every x0,
x1 ∈ X with x1 6= 0, the equality 〈F′(x0)(x1),F(x0)〉 = 0 implies that〈
F′′(x0)(x1;x1),F(x0)
〉
+
∥∥F′(x0)(x1)∥∥2 > 0 .
4.1. Regularization on Lp-spaces
Let p ∈ (1,∞) and set X = Lp(Ω, µ) for some σ-finite measure space
(Ω, µ). Assume that Y is a Banach space and F : X → Y is a bounded linear
operator with dense range. Let R(x) = ‖x‖pp and S(w, y) = ‖w − y‖. We
thus consider the minimization problem
‖x‖pp → min subject to ‖Fx− y‖ ≤ β .
We now show that in this situation the assumptions of Proposition 4.3
are satisfied. To that end, let τ be the weak topology on Lp(Ω, µ). As
Lp(Ω, µ) is reflexive, the level sets {x ∈ X : R(x) ≤ t} are weakly compact.
Moreover, the mapping x 7→ ‖Fx− y‖ is weakly lower semi-continuous.
Thus all the sets ΦR(F, w, γ, t) are weakly compact. Example 4.5 shows
that Item 2 in Assumption 4.1 holds. Item 3 follows from the density of the
range of F. Finally, Item 4 holds, because R is norm continuous and convex.
Now assume that yk → y and βk → β. If β = 0 assume in addition that
‖yk − y‖ ≤ βk. The strict convexity ofR and convexity of the mappings x 7→
‖Fx− yk‖ imply that each set Σ(F, yk, βk) consists of a single element xk.
Similarly, Σ(F, y, β) consists of a single element x†. From Proposition 4.3 we
now obtain that (xk)k∈N weakly converges to x
† and ‖xk‖pp →
∥∥x†∥∥p
p
. Thus,
in fact, the sequence (xk)k∈N strongly converges to x
† (see [44, Cor. 5.2.19]).
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Let β > 0 and assume that Fk : X → Y is a sequence of bounded
linear operators converging to F with respect to the strong topology on
L(X,Y ), that is, sup{‖Fk x−Fx‖ : ‖x‖ ≤ 1} → 0. Let again βk → β and
yk → y, and denote by xk the single element in Σ(Fk, yk, βk). Applying
Proposition 4.4, we again obtain that xk → x†.
Remark 4.7. The above results rely heavily on the assumption that p > 1,
which implies that the space Lp(Ω, µ) is reflexive. In the case X = L1(Ω, µ),
the level sets {x ∈ X : ‖x‖1 ≤ t} fail to be weakly compact, and thus even
the existence of a solution of Problem (4) need not hold.
Remark 4.8. The assertions concerning stability and convergence with re-
spect to the norm topology remain valid, if X is any uniformly convex Ba-
nach space and R the norm on X to some power p > 1. Also in this case,
weak convergence and convergence of norms imply the strong convergence
of a sequence [44, Thm. 5.2.18]. More generally, this property is called the
Radon–Riesz property [44, p. 453]. Spaces satisfying this property are also
called Efimov–Stechkin spaces in [55].
4.2. Regularization of Probability Measures
Let (Ω, d) be a separable, complete metric space with distance d and
denote by P(Ω) the space of probability measures on the Borel sets of Ω.
That is, P(Ω) consists of all positive Borel measures µ on Ω that satisfy
µ(Ω) = 1. For p ≥ 1 the p-Wasserstein distance on P(Ω) is defined as
Wp(µ, ν) :=
(
inf
{∫
d(x, y)p dξ : ξ ∈ P(Ω × Ω), π1#ξ = µ, π2#ξ = ν
})1/p
.
Here πi#ξ denotes the push forward of the measure ξ by means of the i-th
projection. In other words, π1#ξ(U) = ξ(U ×Ω) and π2#ξ(U) = ξ(Ω×U) for
every Borel set U ⊂ Ω.
Recall that the narrow topology on P(Ω) is induced by the action of
elements of P(Ω) on continuous functions u ∈ C(Ω). That is, a sequence
(µk)k∈N ⊂ P(Ω) converges narrowly to µ ∈ P(Ω), if∫
Ω
u dµk =
∫
Ω
u dµ for all u ∈ C(Ω) .
Lemma 4.9. Let p ≥ 1. Then the Wasserstein distance satisfies, for every
µ1, µ2, ν ∈ P(Ω) and 0 ≤ λ ≤ 1, the inequality
Wp
(
λµ1 + (1− λ)µ2, ν
)p ≤ λWp(µ1, ν)p + (1− λ)Wp(µ2, ν)p . (25)
Moreover it is lower semi-continuous with respect to the narrow topology.
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Proof. The lower semi-continuity ofWp has, for instance, been shown in [27].
In order to show the inequality (25), let ξ1, ξ2 ∈ P(Ω×Ω) be two measures
that realize the infimum in the definition ofWp(µ1, ν) andWp(µ2, ν), respec-
tively. Then π1#
(
λξ1+(1−λ)ξ2
)
= λµ1+(1−λ)µ2 and π2#
(
λξ1+(1−λ)ξ2
)
=
ν, which implies that the measure λξ1+(1−λ)ξ2 is admissible for measuring
the distance between λµ1 + (1− λ)µ2 and ν. Therefore
Wp
(
λµ1+(1− λ)µ2, ν
)p
= inf
{∫
d(x, y)p dξ : π1#ξ = λµ1 + (1− λ)µ2, π2#ξ = ν
}
≤
∫
d(x, y)p d(λξ1 + (1− λ)ξ2)
= λWp(µ1, ν)
p + (1− λ)Wp(µ2, ν)p ,
which proves the assertion.
Since P(Ω) is a convex subset of the space M(Ω) of all finite Radon
measures on Ω, and the narrow topology on P(Ω) is the restriction of the
weak∗ topology on M(Ω) considered as the dual of Cb(Ω), the space of
bounded continuous functions on Ω, it is possible to apply the results of
this section also to the situation where Y = P(Ω) and S = Wp. As an
easy example, we consider the problem of density estimation from a finite
number of measurements.
Example 4.10. Let Ω ⊂ Rn be an open domain. Given a finite number
of measurements {y1, . . . , yk} ⊂ Ω, the task of density estimation is the
problem of finding a simple density function u on Ω in such a way that
the measurements look like a typical sample of the distribution defined by
u. Interpreting the measurements as a normalized sum of delta peaks, that
is, equating {y1, . . . , yk} with the measure y := 1k
∑
i δ(yi) ∈ P(Ω), we can
easily translate the problem into the setting of this paper.
We set X :=
{
u ∈ L1(Ω) : u ≥ 0 and ‖u‖1 = 1
}
, which is a convex and
closed subset of L1(Ω), Y := P(Ω), and consider the embedding F : X →
P(Ω), u 7→ uLn. Then F is continuous with respect to the weak topology
on X and the narrow topology on P(Ω). We now consider the distance
measure S = Wp for some p ≥ 1 and the Euclidean distance d on Ω. Then
Lemma 4.9 implies that, for every µ ∈ P(Ω), the mapping u 7→ Wp(Fu, µ)
is weakly lower semi-continuous.
There are several possibilities for choosing a regularization functional on
X. If Ω is bounded (or at least Ln(Ω) <∞), one can, for instance, use the
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Boltzmann–Shannon entropy defined by
R(u) :=
∫
Ω
u log(u) dx for u ∈ X .
Then the Theorems of De la Valle´e Poussin and Dunford–Pettis (see [24,
Thms. 2.29, 2.54]) show that the lower level sets of R are weakly pre-compact
in L1(Ω). Moreover, the functional R is convex and therefore weakly lower
semi-continuous (see [24, Thm. 5.14]). Using Proposition 3.2, we there-
fore obtain that the compactness required in Assumption 3.5 holds. Also,
Lemma 4.9 shows that Item 2 in Assumption 4.1 holds. Items 1 and 4 are
trivially satisfied. Finally, Item 3 follows from the density of domR in X
and the density (with respect to the narrow topology) of ranF in P(Ω). In
addition, it has been shown in [59] that the weak convergence of a sequence
(uk)k∈N ⊂ L1(Ω) to u ∈ L1(Ω) together with the convergence R(uk)→R(u)
imply that ‖uk − u‖1 → 0. Thus the topology τR coincides with the strong
topology on X.
Proposition 4.3 therefore implies that the residual method is a stable
and convergent regularization method with respect to the strong topology on
X. More precisely, given a sample y = 1k
∑
i δ(yi), the density estimate u
depends continuously on the positions yi of the measurements and on the
regularization parameter β. In addition, if the number of measurements
increases, then the Wasserstein distance between the sample and the true
probability converges almost surely to zero. Thus also the reconstructed den-
sity converges to the true underlying density, provided the regularization
parameters decrease to zero slowly enough.
5. Convergence Rates
In this section we derive quantitative estimates (convergence rates) for
the difference between regularized solutions xβ ∈ Σ(F, y, β) and the exact
solution of the equation F(x†) = y†.
For Tikhonov regularization, convergence rates have been derived in [3,
6, 23, 36, 46, 47] in terms of the Bregman distance. However, its classical
definition,
Dξ(x, x
†) = R(x)−R(x†) + 〈ξ, x† − x〉
X∗,X
, (26)
where ξ ∈ ∂R(x†) ⊂ X∗, requires the space X to be linear and the functional
R to be convex, as the (standard) subdifferential ∂R(x†) is only defined for
convex functionals. In the sequel we will extend the notion of subdifferentials
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and Bregman distances to work for arbitrary functionals R on arbitrary sets
X. To that end, we make use of a generalized notion of convexity, which is
not based on the duality between a Banach space X and its dual X∗ but on
more general pairings (see [53]). The same notion has recently been used
in [29] for the derivation of convergence rates for non-convex regularization
functionals.
Definition 5.1 (Generalized Bregman Distance). Let W be a set of func-
tions w : X → R, let R : X → R ∪ {+∞} be a functional and let x† ∈ X.
(a) The functional R is convex at x† with respect to W , if
R(x†) = R∗∗(x†) := sup
w∈W
(
inf
x∈X
(R(x)− w(x) +w(x†))) . (27)
(b) Let R be convex at x† with respect to W . The subdifferential at x†
with respect W is defined as
∂WR(x†) :=
{
w ∈W : R(x) ≥ R(x†) + w(x)− w(x†) for all x ∈ X} .
(c) Let R be convex at x† with respect to W . For w ∈ ∂WR(x†) and
x ∈ X, the Bregman distance between x† and x with respect to w is
defined as
Dw(x, x
†) := R(x)−R(x†)− w(x) + w(x†) . (28)
Remark 5.2. Let X be a Banach space and set W = X∗. Then a func-
tional R : X → R ∪ {+∞} is convex with respect to W , if and only if it is
lower semi-continuous and convex in the classical sense. Moreover,at ev-
ery x† ∈ X, the subdifferential with respect W coincides with the classical
subdifferential ∂R(x†) ⊂ X∗. Finally, the standard Bregman distance, de-
fined by (26), coincides with the Bregman distance obtained by means of
Definition 5.1.
In the following, let W be a given family of real valued functions on X.
Convergence rates in Bregman distance with respect to W will be derived
under the following assumption:
Assumption 5.3.
1. There exists a monotonically increasing function ψ : [0,∞) → [0,∞)
such that
S(y1, y2) ≤ ψ (S(y1, y3) + S(y2, y3)) for all y1, y2, y3 ∈ Y . (29)
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2. For some given point x† ∈ X, the functional R : X → R ∪ {+∞} is
convex at x† with respect to W .
3. There exist w ∈ ∂WR(x†) and constants γ1 ∈ [0, 1), γ2 ≥ 0 such that
w(x†)− w(x) ≤ γ1Dw(x, x†) + γ2S
(
F(x),F(x†)
)
(30)
for every x ∈ ΦR
(
F,F(x†), ψ(2β),R(x†)).
In a Banach space setting, the source inequality (30) has already been
used in [36, 50] to derive convergence rates for Tikhonov regularization with
convex functionals and in [34] for multiparameter regularization. Equation
(29) is an alternate for the missing triangle inequality in the non-metric case.
Theorem 5.4 (Convergence Rates). Let Assumption 5.3 hold and let y ∈ Y
satisfy S (F(x†), y) ≤ β. Then, the estimate
Dw(xβ, x
†) ≤ γ2
1− γ1 ψ
(
β + S(F(x†), y)) (31)
holds for all xβ ∈ Σ(F, y, β).
Proof. Let xβ ∈ Σ(F, y, β). This, together with (29) and the assumption
that S (F(x†), y) ≤ β, implies that
S(F(xβ),F(x†)) ≤ ψ(S(F(xβ), y)+ S(F(x†), y)) ≤ ψ(2β) .
Together with (30) it follows that
Dw(xβ , x
†) = R(xβ)−R(x†)−w(xβ) + w(x†)
≤ R(xβ)−R(x†) + γ1Dw(xβ , x†) + γ2S
(
F(xβ),F(x
†)
)
.
The assumption γ1 ∈ [0, 1) implies the inequality
Dw(xβ , x
†) ≤ 1
1− γ1
(R(xβ)−R(x†))+ γ2
1− γ1 S
(
F(xβ),F(x
†)
)
. (32)
Since S(F(x†), y) ≤ β, we have R(xβ) ≤ R(x†). Therefore (32) and (29)
imply
Dw(xβ, x
†) ≤ γ2
1− γ1 S
(
F(xβ),F(x
†)
) ≤ γ2
1− γ1 ψ
(
β + S(F(x†), y)) ,
which concludes the proof.
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Remark 5.5. Typically, convergence rates are formulated in a setting which
slightly differs from the one of Theorem 5.4, see [6, 21, 36, 50]. There one
assumes the existence of an R-minimizing solution x† ∈ X of the equation
F(x†) = y†, for some exact data y† ∈ ran(F). Instead of y†, only noisy data
y ∈ Y and the error bound S(y†, y) ≤ β are given.
For this setting, (31) implies the rate
Dw(xβ, x
†) ≤ γ2
1− γ1 ψ(2β) = O
(
ψ(2β)
)
as β → 0 ,
where xβ ∈ Σ(F, y, β) denotes any regularized solution.
Remark 5.6. The inequality (30) is equivalent to the existence of η1, η2 > 0
such that
w(x†)− w(x) ≤ η1
(R(x)−R(x†))+ η2 S(F(x),F(x†)) . (33)
Indeed, we obtain (33) from (30) by setting η1 := γ1/(1 − γ1) and η2 :=
γ2/(1 − γ1). Conversely, (33) implies (30) by taking γ1 := η1/(1 + η1) and
γ2 := η2/(1 + η1).
5.1. Convergence Rates in Banach spaces
In the following, assume that X and Y are Banach spaces with norms
‖ · ‖ and ‖ · ‖, and assume that R is a convex and lower semi-continuous
functional on X. We set S(y, z) := ‖y − z‖ and let Dξ with ξ ∈ ∂R(x†)
denote the classical Bregman distance (see Remark 5.2).
If x† satisfies the inequality〈
ξ, x† − x〉 ≤ γ1Dξ(x, x†) + γ2∥∥F(x)− F(x†)∥∥ (34)
and y are given data with ‖F(x†) − y‖ ≤ β, then Theorem 5.4 implies
the convergence rate Dξ(xβ, x
†) = O(β). In the special case where X is
a Hilbert space and R(x) = ‖x‖2 we have Dξ(x, x†) = ‖x − x†‖2, which
implies the convergence rate ‖x− x†‖ = O(β1/2) with respect to the norm.
In Proposition 5.8 below we show that the same convergence rate holds on
any 2-convex space. For r-convex Banach spaces with r > 2, we derive the
rate O(β1/r).
Definition 5.7. The Banach space X is called r-convex (or is said to have
modulus of convexity of power type r), if there exists a constant C > 0 such
that
inf {1− ‖(x+ y)/2‖ : ‖x‖ = ‖y‖ = 1, ‖x− y‖ ≥ ǫ} ≥ Cεr
for all ε ∈ [0, 2].
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Note that every Hilbert space is 2-convex and that there is no Banach
space (with dim(X) ≥ 2) that is r-convex for some r < 2 (see [42, pp. 63ff]).
Proposition 5.8 (Convergence rates in the norm). Let X be an r-convex
Banach space with r ≥ 2 and let R(x) := ‖x‖r/r. Assume that there exists
x† ∈ X, a subgradient ξ ∈ ∂R(x†), and constants γ1 ∈ [0, 1), γ2 ≥ 0, β0 > 0
such that (34) holds for every x ∈ ΦR
(
F,F(x†), 2β0,R(x†)
)
.
Then there exists a constant c > 0 such that∥∥xβ − x†∥∥ ≤ c(β + ∥∥F(x†)− y∥∥)1/r (35)
for all β ∈ [0, β0], all y ∈ Y with ‖F(x†)− y‖ ≤ β, and all xβ ∈ Σ(F, y, β).
Proof. Let Jr : X → 2X∗ denote the duality mapping with respect to the
weight function s 7→ sr−1. In [60, Equation (2.17)′] it is shown that there
exists a constant K > 0 such that∥∥x† + z∥∥r ≥ ∥∥x†∥∥r + r〈jr(x†), z〉X∗,X +K‖z‖r (36)
for all x†, z ∈ X and jr(x†) ∈ Jr(x†). By Asplund’s theorem [13, Chap. 1,
Thm. 4.4], the duality mapping Jr equals the subgradient of R = ‖ · ‖r /r.
Therefore, by taking z = x− x† and jr(x†) = ξ, inequality (36) implies
Dξ(x, x
†) ≥ K
r
∥∥x− x†∥∥r for all x†, x ∈ X and ξ ∈ ∂R(x†) . (37)
Consequently, (35) follows from Theorem 5.4.
Exact values for the constant K in (37) (and thus for the constant c in
(35)) can be derived from [60]. Bregman distances satisfying (37) are called
r-coercive in [35]. This r-coercivity has already been applied in [2] for the
minimization of Tikhonov functionals in Banach spaces.
Example 5.9. The spaces X = Lp(Ω, µ) for p ∈ (1, 2] and some σ-finite
measure space (Ω, µ) are examples of 2-convex Banach spaces (see [42, p. 81,
Remarks following Theorem 1.f.1.]). Consequently we obtain for these spaces
the convergence rate O(β1/2). The spaces X = Lp(Ω, µ) for p > 2 are only
p-convex, leading to the rate O(β1/p) in those spaces.
Remark 5.10. The book [50, pp. 70ff] clarifies the relation between (34) and
the source conditions used to derive convergence rates for convex functionals
on Banach spaces. In particular, it is shown that, if F and R are Gaˆteaux
24
differentiable at x† and there exist γ > 0 and ω ∈ Y ∗ such that γ‖ω‖ < 1
and
ξ = F′(x†)∗ ω ∈ ∂R(x†) , (38)∥∥F(x)− F(x†)− F′(x†)(x− x†)∥∥ ≤ γDξ(x, x†) (39)
for every x ∈ X, then (34) holds on X. (Here F′(x†)∗ : Y ∗ → X∗ is the
adjoint of F′(x†).) Conversely, if ξ ∈ ∂R(x†) satisfies (34), then (38) holds
for every x ∈ X.
In the particular case that F : X → Y is linear and bounded, the in-
equality (39) is trivially satisfied with γ = 0. Thus, (34) is equivalent to the
sourcewise representability of the subgradient, ξ ∈ ∂R(x†) ∩ ran(F∗).
6. Sparse Regularization
Let Λ be an at most countable index set, define
ℓ2(Λ) :=
{
x = (xλ)λ∈Λ ⊂ R :
∑
λ∈Λ
|xλ|2 <∞
}
,
and assume that F : X := ℓ2(Λ)→ Y is a bounded linear operator with dense
range in the Hilbert space Y . We consider for p ∈ (0, 2) the minimization
problem
Rp(x) := ‖x‖pℓp(Λ) :=
∑
λ∈Λ
|xλ|p → min subject to ‖Fx− y‖2 ≤ β .
(40)
For p > 1, the subdifferential ∂Rp(x†) is at most single valued and is iden-
tified with its single element. (The subdifferential may be empty since we
consider Rp as functions on ℓ2(Λ).)
Remark 6.1 (Compressed Sensing). In a finite dimensional setting with
p = 1, the minimization problem (40) has received a lot of attention during
the last years under the name of compressed sensing (see [7, 8, 10, 16,
17, 18, 20, 26, 57]). Under some assumptions, the solution of (40) with
y = Fx† and β = 0 has been shown to recover x† exactly provided the set
{λ ∈ Λ : x†λ 6= 0} has sufficiently small cardinality (that is, it is sufficiently
sparse). Results for p < 1 can be found in [11, 15, 25, 48].
In this section we prove well-posedness of (40) and derive convergence
rates in a possibly infinite dimensional setting. This inverse problems point
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of view has so far only been treated for the case p = 1 (see [32]). The more
general setting has only been considered for Tikhonov regularization
‖Fx− y‖2 + αRp(x)→ min
(see [12, 14, 28, 31, 43, 61]).
6.1. Well-Posedness
In the following, τ denotes the weak topology on ℓ2(Λ), and τp := τRp
denotes the topology as in Definition 3.4. Then a sequence (xk)k∈N ⊂ ℓ2(Λ)
converges to x ∈ ℓ2(Λ) with respect to τp if and only if xk → x andRp(xk)→
Rp(x).
Proposition 6.2 (Well-Posedness). Let F : ℓ2(Λ)→ Y be a bounded linear
operator with dense range. Then constrained ℓp regularization with 0 < p < 2
is well-posed:
1. Existence: For every β > 0 and y ∈ Y , the set of regularized solutions
Σ(F, y, β) is non-empty.
2. Stability: Let (βk) and (yk) be sequences with βk → β > 0 and yk →
y ∈ Y . Then ∅ 6= τR-Lim supk→∞Σ(F, yk, βk) ⊂ Σ(F, y, β).
3. Convergence: Let ‖yk − y‖ ≤ βk → 0 and assume that the equation
Fx = y has a solution in ℓp(Λ). Then we have
∅ 6= τR-Lim sup
k→∞
Σ(F, yk, βk) ⊂ Σ(F, y, 0) .
Moreover, if the equation Fx = y has a unique Rp-minimizing solution
x†, then we have τp-Lim supk→∞Σ(F, yk, βk) = {x†}.
Proof. In order to prove the existence of minimizers, we apply Theorem 3.1
by showing that ΦR(F, y, β, t) is compact with respect to the weak topology
on ℓ2(Λ) for every t > 0 and is nonempty for some t. Because F has dense
range, the set
ΦR(F, y, β, t) =
{
x ∈ ℓ2(Λ) : Rp(x) ≤ t, ‖F(x)− y‖2 ≤ β
}
is non-empty for t large enough.
It remains to show that the sets ΦR(F, y, β, t) are weakly compact on
ℓ2(λ) for every positive t. The functional Rp(x) =
∑
λ∈Λ |xλ|p is weakly
lower semi-continuous (on ℓ2(λ)) as the sum of non-negative and weakly
continuous functionals (see [19]). Moreover, the mapping F is weakly con-
tinuous, and therefore x 7→ ‖Fx− y‖2 is weakly lower semi-continuous, too.
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The estimate Rp(x) ≥ ‖x‖pℓ2(Λ) (see [31, Equation (5)]) shows that Rp is
weakly coercive. Therefore the sets ΦR(F, y, β, t) are weakly compact for all
t > 0, see Proposition 3.2.
Taking into account Example 4.5, it follows that Rp, S, and F satisfy
Assumption 4.1. Consequently, Items 2 and 3 follow from Proposition 4.3.
Remark 6.3. In the case p > 1, the functional Rp is strictly convex, and
therefore the Rp-minimizing solution x† of Fx = y is unique. Consequently
the equality
τp-Lim sup
k→∞
Σ(F, yk, βk) =
{
x†
}
holds for every y in the range of the operator F.
Remark 6.4. For the convex case p ≥ 1, it is shown in [31, Lemma 2] that
the τp convergence of a sequence xk already implies Rp(xk − x) → 0. In
particular, the topology τp is stronger than the topology induced by ‖ · ‖ℓ2(Λ).
A similar result for 0 < p < 1 has been derived in [30].
6.2. Convergence Rates
In the following, we derive two types of convergence rates results with
respect the ℓ2-norm: The convergence rate O(β1/2) (for p ∈ (1, 2)), and the
convergence rate O(βmin{1,1/p}) (for every p ∈ (0, 2)) for sparse sequences—
here and in the following, x† ∈ ℓ2(Λ) is called sparse, if
supp(x†) :=
{
λ ∈ Λ : x†λ 6= 0
}
is finite. The convergence rates results for constrained ℓp regularization,
derived in this section, are summarized in Table 1.
Rate Norm Premises (besides ran(F∗) ∩ ∂Rp 6= ∅) Result
β1/2 ‖ · ‖ℓ2 p ∈ (1, 2) Prop. 6.5
β1/2 ‖ · ‖ℓp p ∈ (1, 2) Rem. 6.6
β1/p ‖ · ‖ℓ2 p ∈ [1, 2), sparsity, injectivity on V Prop. 6.7
β ‖ · ‖ℓ2
p ∈ (0, 1), uniqueness of x†,
sparsity, injectivity on V
Prop. 6.7
Table 1: Convergence rates for constrained ℓp regularization.
For p ≥ 1, the same type of results (Propositions 6.5, 6.7) has also
been obtained for ℓp-Tikhonov regularization in [31, 50]. The results for
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the non-convex case, p ∈ (0, 1), are based on [30], where the same rate for
non-convex Tikhonov regularization with a–priori parameter choice has been
derived (see also [29]). Similar, but weaker, results have been already been
derived in [5, 28, 61] in the context of Tikhonov regularization. In [61], the
conditions for the convergence rates result for non-convex regularization are
basically the same as in Proposition 6.7, but only a rate of order O(β1/2)
has been obtained. In [5, 28], a linear convergence rate O(β) is proven, but
with a considerably stronger range condition: each standard basis vector eλ,
λ ∈ Λ, has to satisfy eλ ∈ ranF∗.
Proposition 6.5. Let 1 < p < 2, x† = (x†λ)λ∈Λ ∈ ℓ2(Λ), and let F : ℓ2(Λ)→
Y be a bounded linear operator. Moreover, assume that there exists ω ∈ Y
with ∂Rp(x†) = F∗ ω. Then the set Σ(F, y, β) =: {xβ} consists of a single
element and there exists a constant dp > 0 only depending on p, such that
∥∥xβ − x†∥∥2ℓ2(Λ) ≤ dp‖ω‖3 + 2Rp(x†)
(
β +
∥∥Fx† − y∥∥) (41)
for all β > 0 and y ∈ Y with ‖F(x†)− y‖ ≤ β.
Proof. The assumption ∂Rp(x†) = F∗ ω then implies that (30) is satisfied
with W = X∗, γ1 = 0 and γ2 = ‖ω‖. Theorem 5.4 therefore implies the
inequality
sup
{
D∂Rp(x†)(xβ, x
†) : xβ ∈ Σ(F, y, β)
}
≤ ‖ω‖(β + ∥∥Fx† − y∥∥) . (42)
From [31, Lemma 10] we obtain the inequality
∥∥x− x†∥∥2
ℓ2(Λ)
≤ dp
3 + 2Rp(x†) +Rp(x) D∂Rp(x†)
(
x, x†
)
(43)
for all x ∈ dom(Rp). Now, (41) follows from (42) and (43).
Remark 6.6. Since ℓp(Λ) is 2-convex (see [42]) and continuously embedded
in ℓ2(Λ), Proposition 5.8 provides an alternative estimate for xβ − x† in
terms of the stronger distance ‖ · ‖ℓp(Λ). The prefactor in (35), however, is
constant, whereas the prefactor in (41) tends to 0 as Rp(x†) increases. Thus
the two estimates are somehow independent from each other.
Proposition 6.7 (Sparse Regularization). Let p ∈ (0, 2), let x† = (x†λ)λ∈Λ ∈
ℓ2(Λ) be sparse, and let F : ℓ2(Λ) → Y be bounded linear. Assume that one
of the following conditions holds:
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• We have p ∈ (1, 2), there exists ω ∈ Y with ∂Rp(x†) = F∗ ω, and F is
injective on
V =
{
x ∈ ℓ2(Λ) : supp(x) ⊂ supp(x†)
}
.
• We have p = 1, there exist ξ = (ξλ)λ∈Λ ∈ ∂R1(x†) and ω ∈ Y with
ξ = F∗ ω, and F is injective on
V =
{
x ∈ ℓ2(Λ) : supp(x) ⊂ {λ ∈ Λ : |ξλ| = 1}
}
.
• We have p ∈ (0, 1), x† is the unique Rp-minimizing solution of Fx =
Fx†, and F is injective on
V =
{
x ∈ ℓ2(Λ) : supp(x) ⊂ supp(x†)
}
.
Then
sup
{∥∥xβ − x†∥∥ℓ2(Λ) : xβ ∈ Σ(F, y, β), ∥∥Fx† − y∥∥ ≤ β
}
= O
(
βmin{1,1/p}
)
as β → 0 .
Proof. Assume first that p ∈ (1, 2). Define W := {w(x) := −c‖x− x˜‖p :
x˜ ∈ X, c > 0}. Then the functional Rp is convex at x† with respect to
W . Moreover it has been shown in [31, Proof of Thm. 14] that there exists
w(x) = −c∥∥x− x†∥∥p ∈ ∂W (x†) ⊂ W such that for some η1, η2 > 0 the
inequality
− w(x) = c∥∥x− x†∥∥p ≤ η1(Rp(x)−Rp(x†))+ η2∥∥F(x− x†)∥∥ (44)
holds on Σ(2β, y†,F) for β small enough. Using Remark 5.6, Theorem 5.4
therefore implies the rate
sup
{
Dw(xβ , x
†) : xβ ∈ Σ(F, y, β),
∥∥Fx† − y∥∥ ≤ β} = O(β) as β → 0 .
The assertion then follows from the fact that the norm on ℓ2(Λ) can be
bounded by the Bregman distance Dw.
The proofs for p = 1 and p ∈ (0, 1) are similar; the required estimate (44)
has been shown for p = 1 in [31, Proof of Thm. 15] and for p ∈ (0, 1) in [30,
Eq. (7)].
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7. Conclusion
Due to modeling, computing, and measurement errors, the solution of
an ill-posed equation F(x) = y, even if it exists, typically yields unaccept-
able results. The residual method replaces the exact solution by the set
Σ(F, y, β) = argmin {R(x) : S(F(x), y) ≤ β}, where R is a stabilizing func-
tional and S denotes a distance measure between F(x) and y. This paper
shows that in a very general setting Σ(F, y, β) is stable with respect to per-
turbations of the data y and the operator F (Lemma 3.6 and Theorem 3.9),
and the regularized solutions converge toR-minimizing solutions of F(x) = y
as β → 0 (Theorem 3.10). In particular the stability issue has hardly been
considered so far in the literature.
In the case where F acts between linear spaces X and Y , stability and
convergence have been shown under a list of reasonable properties (see As-
sumption 4.1). These assumptions are satisfied for bounded linear operators,
but also for a certain class of nonlinear operators (Example 4.6). If Y is re-
flexive, X satisfies the Radon–Riesz property, F is a closed linear operator,
andR and S are given by powers of the norms onX and Y , the set Σ(F, y, β)
consists of a single element xβ. This element is shown to converge strongly
to the minimal norm solution x† as β → 0. In this special situation, norm
convergence has also been shown in [39, Theorem 3.4.1].
In Section 5 we have derived quantitative estimates (convergence rates)
for the difference between x† and minimizers xβ ∈ Σ(F, y, β) in terms
of a (generalized) Bregman distance. All these estimates hold provided
S(F(x†), y) ≤ β and a source inequality introduced in [36] is satisfied. For
linear operators, the required source inequality follows from a source wise
representation of a subgradient of R at x†. This carries on the result of
[6] for constrained regularization. In the special case that X is an r-convex
Banach space with r ≥ 2 and R is the r-th power of the norm on X, we have
obtained convergence rates O(β1/r) with respect to the norm. The spaces
X = Lp(Ω) for p ∈ (1, 2] are examples of 2-convex Banach spaces, leading
to the rate O(√β) in those spaces.
As an application for our rather general results we have investigated
sparse ℓp regularization with p ∈ (0, 2). We have shown well-posedness in
both the convex (p ≥ 1) and the non-convex case (p < 1). In addition, we
have studied the reconstruction of sparse sequence. There we have derived
the improved convergence rates O(β1/p) for the convex and O(β) for the
non-convex case.
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Appendix A. Auxiliary results
Lemma A.1. Assume that (yk)k∈N converges S-uniformly to y ∈ Y and the
mappings Fk : X → Y converge locally S-uniformly to F : X → Y .
Then, for every β > 0, t > 0 and ε > 0, there exists some k0 ∈ N such
that
ΦR(F, y, β − ε, t′) ⊂ ΦR(Fk, yk, β, t′) ⊂ ΦR(F, y, β + ε, t′) (A.1)
for every t′ ≤ t and k ≥ k0.
Proof. Since yk → y S-uniformly and Fk → F locally S-uniformly, there
exists k0 ∈ N such that
|S(Fk(x), yk)− S(Fk(x), y)| ≤ ε/2 ,
|S(Fk(x), y) − S(F(x), y)| ≤ ε/2 ,
(A.2)
for all x ∈ X with R(x) ≤ t and k ≥ k0.
Now let t′ ≤ t and let x ∈ ΦR(F, y, β − ε, t′). Then (A.2) implies that
|S(Fk(x), yk)− S(F(x), y)|
≤ |S(Fk(x), yk)− S(Fk(x), y)|+ |S(Fk(x), y) − S(F(x), y)| ≤ ε ,
and thus
S(Fk(x), yk) ≤ S(F(x), y) + ε ≤ β ,
that is, x ∈ ΦR(Fk, yk, β, t′), which proves the first inclusion in (A.1). The
second inclusion is shown in a similar manner.
The following lemma states that the value of the minimization prob-
lem (4) behaves well as the parameter β decreases.
Lemma A.2. Assume that ΦR(F, y, γ, t) is τ -compact for every γ and ev-
ery t. Then the value v of the constraint optimization problem (4) is right
continuous in the first variable, that is,
v(F, y, β) = lim
ε→0+
v(F, y, β + ε) = sup
ε>0
v(F, y, β + ε) . (A.3)
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Proof. Since ΦR(F, y, β, t) ⊂ ΦR(F, y, β + ε, t), it follows that v(F, y, β) ≥
v(F, y, β+ε) for every ε > 0, and therefore v(F, y, β) ≥ supε>0 v(F, y, β+ε).
In order to show the converse inequality, let δ > 0. Then the definition of
v(F, y, β) implies that ΦR
(
F, y, β, v(F, y, β)−δ) = ∅. Since (cf. Lemma 2.2)
∅ = ΦR
(
F, y, β, v(F, y, β) − δ) = ⋂
ε>0
ΦR
(
F, y, β + ε, v(F, y, β)− δ) (A.4)
and the right hand side of (A.4) is a decreasing family of compact sets. It
follows that already ΦR
(
F, y, β+ε0, v(F, y, β)− δ
)
= ∅ for some ε0 > 0, and
thus
sup
ε>0
v(F, y, β + ε) ≥ v(F, y, β + ε0) ≥ v(F, y, β) − δ .
Since δ was arbitrary, this shows the assertion.
Lemma A.3. Let (Σk)k∈N be a sequence of subsets of X. Then U =
τ -Limk→∞Σk, if and only if every subsequence (Σkj )j∈N satisfies
U = τ -Lim sup
j→∞
Σkj .
Proof. See [41, §29.V].
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