INTRODUCTION
1. Brief historical review. In 1894-95 Stieltjes published a classical paper: "Recherehes sur les fractions continues" containing a wealth of new ideas; among others, a new concept of integral-our modern "Stieltjes Integral". In this paper he proposes and solves completely the following problem which he calls "Problem of Moments": One may venture the opinion that the use of this integral and of continued fractions was suggested to Stieltjes by the work of Tchebycheff and Heine. We must emphasize the importance of the new analytical tool, the Stieltjes Integral, which made it possible to treat the Problem of Moments in its most general form, namely, 
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Carleman (1923, 1926) shows the connection between the Problem of Moments (7) and the theories of quasi-analytic functions and of quadratic forms in infinitely many variables (through the medium of the asymptotic series 53* /x t 2~,"* ! ). To him is due the most general criterion, so far known, for the Moment-Problem to be determined.
Hausdorff (1923) gives criteria for the Moment-Problem (7) to possess a (necessarily unique) solution in a finite interval, that is, when \[s(x) in (7) is required to remain constant outside a given finite interval. An effective construction of the solution is given and criteria are derived for the solution to have specified properties-continuity, differentiability, etc.
The interest in the Problem of Moments remains strong up to the present day. Among the most important contributions we may mention the work of Achyeser and Krein (1934) . They have generalized the work of Markoff, making use of the tools of the theory of quadratic forms; they also extended the theory to the "trigonometric Moment-Problem" Various generalizations have been made to the cases where the set of functions {x n \ is replaced by a more general set {(pn(x)} y or the integrals by more general linear operators in abstract spaces. These generalizations, however, will not be considered in the present monograph.
The discussion in the first two chapters follows the work of M. Riesz and R. Nevanlinna, in chapter III that of Markoff, Achyeser and Krein, and Hausdorff.
We shall now state explicitly, but mostly without proof, some fundamental facts which will be used in various places in the follow ; ng chapters.
Distribution functions.
Let 9?* be a fc-dimensional Euclidean space. A function $(e) of sets e in 5R* is called a distribution set-function if it is non-negative, defined (and finite) over the family of all Borel sets in 9?*, and is completely additive:
The spectrum ©($) of a distribution set-function 4>(e) is defined as the set of all points x e 9?* , such that $(G) > 0 for every open set G containing x.
The point spectrum of $ is the set of all points x such that <*>((£)) > 0. Two distribution set-functions are said to be substantially equal if they have the same intervals of continuity and their values coincide over all such intervals.
Let ¥(/) be a non-negative set-function defined (and finite) over all intervals 7 in 9?* and satisfying the condition n n *C0 ^ 23 *(*<), whenever 7 = ]£ 7,, 7,7, = 0 for i ^ j.
It is always possible to extend ¥(/) to a distribution set-function <f»(c) defined at least for all Borel sets having the same intervals of continuity as ^ (7), and coinciding with V(I) for such intervals. A necessary and sufficient condition that two distribution set-functions <t >i and $2 be substantially equal is that / f(t) d<f>i = / f(t) d<$ 2 for any continuous
(t) which vanishes for all sufficiently large values of \ t\.
In the one-dimensional case a distribution set-function $(e) generates a pointfunction ^(/), which may be defined, for instance, by setting \//(t) = *(7<) + C, where I t is the infinite interval -» < x ^ t } and C is an arbitrary constant. This point function is increasing and bounded in (-«, <*>) and is determined uniquely at all its points of continuity, up to an additional constant. Conversely, every point function which is increasing and bounded generates a distribution set-function which is determined substantially uniquely.
For this reason any bounded increasing point-function may be called simply a distribution function.
Two distribution functions are said to be substantially equal if they have the same points of continuity and if their values at common points of continuity differ only by a constant. A function ^(0 which is increasing and bounded in a finite closed interval [a, b] can be extended over the interval (-*>, oo) by setting \p(t) = ^(a), t < a, \p(t) = ^(6), t > 6. It then becomes a distribution function. Two functions ^i(0> ifa(0 which are increasing and bounded over a finite closed interval [a, b] are said to be substantially equal if they have the same interior points of continuity and if their values at these points, and also at the end-points t = a, t = 6, differ by a constant. Analogous considerations hold, of course, in the general ^-dimensional case.
For proofs we refer to [Bochner, 1; Haviland, 2]. It is clear that this functional is additive and homogeneous, and that it coincides with fo(x) when x € Wl 0 . It remains to determine n so that / will be {%) nonnegative. Take any x 0 and x 0 such that x 0 g t/i g xl on fi 0 . Then the condition * That is, a set of functions x(0 which contains cx(t) y x(t) + y(t) t whenever x(0, y(t) belong to the set, and c is a real constant.
•• fi 0 is any given set in fi; in particular, ft 0 may coincide with ft.
that / 0 (x) is (Go) non-negative implies that / 0 (xo) ^ /o(xo). Take n to satisfy sup /o(x') ^ n g inf /oCx"), where sup and inf are taken over all x' ^ yi and *" ^ yi, respectively. Then / will be (fi 0 ) non-negative. The proof above proceeds along the same lines as a proof by Kantorovich [1] . Compare also Haviland [4, 5] . The condition (f) was suggested by a result of Krein and Smulian [1] ; it was omitted in the first printing. The proof in the first printing tacitly assumed that inf/o(x 0 ) for x 0 -yi ^ 0 on Q 0 is not -». Nothing in the original statement guarantees this, and if it is not true the extended "functional" would not be finite-valued. In the application on the next page to the proof of Theorem 1.1, condition (1.3) ensures the validity of (f).
Stieltjes inversion formula. Let \f/(t) be any function of bounded variais an analytic
ao Z -t function of z in the upper and in the lower half-planes, its values being conjugate at two conjugate points. The function yp{t) can be expressed in terms of I(z) by the following formula:
(Cf. Stone, [1] ). Thus, \l/(t) is substantially uniquely determined by I(z\ \p).
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