Abstract-Although image-based visual servoing provides superior performance in many vision-based robotic applications, it reveals fatal limitations when initial pose discrepancy is large. The feature points may leave the camera's field of view, and also, the robot may not converge to the goal configuration. In this paper, a novel approach is proposed to resolve these limitations by planning trajectories in the image space using uncalibrated stereo cameras. 
I. INTRODUCTION

V
ISUAL SERVOING is considered to be an essential approach in robotics to perform complicated tasks such as grasping a three-dimensional (3-D) structured object. It provides reliable solutions even in the environmental uncertainties. According to the definition of the task, visual servoing methods are usually categorized into two main schemes. One is a position-based scheme and the other is an image-based scheme [1] . In the position-based scheme, the task error is defined in the 3-D workspace. Since the 3-D pose is not obtained directly but estimated from the vision data, its performance relies heavily on camera calibration. Hence, it is hard to use in situations where the camera parameters and the 3-D structure of the environment are unknown. In the image-based scheme, on the other hand, the 3-D pose does not need to be estimated because the task error defined in the image space can be obtained directly from the vision system. Control law is easily computed from the task error using the image [1] , [2] . Another strength of the image-based scheme is that small errors in the image Jacobian do not seriously affect the accuracy of the task [2] , [3] . However, there are still some drawbacks confronted by the image-based scheme. Since the image Jacobian only relates the tangent space of the image plane with the tangent space of the workspace in a specific configuration, convergence is not guaranteed when the initial pose discrepancy is large. To perform a visual servoing task successfully, the initial configuration of the manipulator should always be in the neighborhood of the reference configuration, which is neither practical nor acceptable in real applications. Another serious problem under the large initial pose discrepancy is that the feature points may leave the camera's field of view. Several papers, including [4] and [5] , have discussed these undesirable cases.
One possible solution that may overcome these problems is to use image trajectories of the reference points instead of only using a final image set of the target points. In this way, it is ensured that the current configuration of the manipulator is always close to the reference configuration in any time instant. Furthermore, if the entire image trajectories are generated within the image bounds, the failure due to getting out of the field of view during the servoing task can be avoided.
There has been a good deal of research into this issue. In [7] , a method of image-trajectory generation is proposed for a planar object with a simplified camera model. Another method is presented in [8] for a simple point object, although it is used in obstacle avoidance. Unfortunately, those methods are not applicable to complicated tasks such as grasping an unknown 3-D object because it is not appropriate to represent a 3-D structured object simply as a point or a plane. A similar problem is handled in [5] using attractive and repulsive potential fields. Due to the repulsive potential field that pushes the robot away from the image limits, the image coordinates of the target points can remain in the camera's field of view during the entire servoing task. However, the repulsive potential field may cause an inefficient motion into the direction of the optical axis even though it successfully avoids motions approaching the image limits.
In order to overcome all the mentioned limitations, it is desirable to generate image trajectories of 3-D structured feature points such that the trajectories guide the robot through a straight path from the initial to the goal configuration. If two sets of image points corresponding to the initial and goal configurations are given within the image boundaries, the straight path ensures that the entire trajectories of the image points should be within the image boundaries as well.
In this context, this paper presents a novel method of image space trajectory generation. A number of intermediate views of the robot gripper are synthesized to construct the image trajec-tories that allow the robot gripper to track a straight path in the 3-D workspace. It is assumed that uncalibrated stereo cameras are given. It is also assumed that no metric information about the gripper or the target is available. To deal with this constraint, most of the works are performed within the framework of the projective space in the proposed method [6] .
The remainder of this article is structured as follows. Section II presents how to construct the straight path trajectories in a projective space using specific screw motions and several properties of the projective geometry. The projective representations of the trajectories are then converted into the image trajectories to apply to an image-based visual servoing system. Section III considers the computational issues in estimating a projective transformation from two sets of image points. Results of computer simulations and limited experiments are presented in Section IV to show the feasibility of the proposed approach. Finally, conclusions are given in Section V with some possible directions that will be taken in further research.
II. IMAGE-SPACE TRAJECTORY
Consider an image-based visual servoing system that consists of a six-degree-of-freedom (DOF) manipulator and a fixed-type stereo rig. A gripper attached to the manipulator is observed by the cameras. The objective is to find a desired image trajectory of the gripper with which the gripper can track a straight path in 3-D space. In Euclidean space, one possible approach to plan such a straight path between two poses of a rigid body is to use its screw motions.
It is known that any Euclidean motion can be considered as a rotation about a screw axis and a translation along the axis [9] . The screw axis and the rotational angle denoted by are easily computed from a homogeneous transformation that represents a Euclidean motion. To generate intermediate motions making up an overall straight motion, one can divide the rotational angle into smaller interpolated angles and then construct screw motions with those angles using the same screw axis. By adding appropriate pure translations to the constructed screw motions, the intermediate motions that allow the object to be in a straight path are finally obtained. It is not so difficult to fulfill this sequence if the metric information is given. However, as assumed earlier, only the uncalibrated stereo images are available at the moment, along with the 3-D projective coordinates, at most, if a weak calibration [10] is conducted.
The main contribution of this paper is to find the intermediate screw motions only within the framework of projective space.
A. Intermediate Orientations
Suppose that the corresponding image points between two cameras are found. From the epipolar geometry associated with the cameras, two 3 4 projection matrices conveniently denoted by and can be obtained [11] . The projection matrices allow us to reconstruct 3-D projective coordinates up to an unknown projective transformation. Let and be the projective coordinates of the th points on the gripper in the initial and the goal poses, respectively. If more than five feature points are available, it is possible to find a 4 4 projective transformation relating two separated poses. If we denote by the transformation, we have (1) where " " denotes the projective equality.
In order to construct a series of intermediate rotational motions between the initial and the goal orientation of the gripper, the screw motion associated with should be examined first. Since the gripper is assumed to be a rigid body, it is reasonable to consider that an unknown rigid motion in 3-D space causes , even though it is obtained only with image points. In general, a rigid motion can be represented by a 4 4 homogeneous matrix in any Euclidean frames. Let be the homogeneous matrix, and let and be the coordinates of the gripper points in two different poses in an unknown Euclidean frame . The Euclidean relationship holds (2) Recalling that the Euclidean space is nothing but a subspace of the projective space, there exists a projective transformation mapping Euclidean coordinates onto projective coordinates. Such a transformation is conveniently described by a 4 4 invertible matrix and, if denoted by , it gives and . By combining (1) and (2) with , is rearranged as
With the help of the normalization process presented in [12] , the projective equality is omitted. Equation (3) gives us very useful characteristics, although the parameters of and are still unknown. Since Euclidean displacement has eigenvalues in the form of , so does . Therefore, the rotation angle about the screw axis is found from as (4) The rotation angle obtained with (4) is to be divided into a number of smaller angles to form the rotation angles of the intermediate screw motions. Suppose that are projective transformations representing the intermediate screw motions enforced on the initial pose of the gripper. If is divided uniformly, for simplicity, the rotational angle associated with has to have the form of . In other words, the eigenvalues of should be . Furthermore, the screw axis associated with has to be coincident with, or at least parallel to, the one associated with . Note that only the orientation is considered at the moment. Unfortunately, it is not intuitive to find the screw axis from . To cope with this difficulty, the projective geometric properties on have to be further investigated.
Since is caused by a screw motion of a rigid body, there are at least three invariant projective points under . They are one intersectional point of the plane at infinity and the screw axis, and two intersectional points of the absolute conic and the axis of the pencil of planes perpendicular to the screw axis [13] .
, , and in Fig. 1 indicate those invariant points under a Fig. 1 . Projective representation of motions. Suppose that l is the screw axis of a general motion having eigenvectors fE ; E ; E g, l is the screw axis of a pure rotation having eigenvectors fE ; E ; E ; E g with the same direction.
(: Plane at infinity, : Absolute conic).
specific general motion. These points can define the plane at infinity as well as the direction of the screw axis, because all three points are on the plane at infinity and every line intersecting the plane at infinity at the same point has the same direction. The invariant points can be directly obtained from the eigenvectors of . The eigenvectors of indicate 3-D projective points since they are 4 1 vectors. Furthermore, the vector to which one of the eigenvectors is transformed by differs from the eigenvector only in a scale factor, which implies they are the same points in the projective geometry. Therefore, the eigenvectors of are invariant projective points. In consequence, if has the same eigenvectors as those of , the directions of the screw axes are identical.
Suppose that are eigenvectors of associated with its eigenvalues in order. Then can be constructed using the following eigendecomposition formula: (5) where . However, (5) is not always valid because there exist some cases where all the eigenvectors are not linearly independent. These situations occur when the geometric multiplicity of equals one, or the given gripper motion corresponds to a general screw motion which includes a translation along the screw axis. In this case, two eigenvectors associated with the repeated eigenvalues are identical, which implies that the construction of in (5) is not possible, since the rank of is less than four.
As an alternative, can be constructed such that the associated motion is to be a pure rotation only if the rotation axis is parallel to the original screw axis. The construction is achieved by replacing one of two identical eigenvectors with an arbitrary linearly independent vector, with respect to the remaining eigenvectors. Let be the vector. Geometrically, the replaced vector becomes another invariant projective point. As shown in Fig. 1 , the additional point does not belong to the plane at infinity even though it is invariant under , which implies that the associated motion is a pure rotation and the line becomes a new fixed-rotation axis. Note that the direction of the axis is the same as that of because the intersection of the axis and the plane at infinity remains unchanged. By transforming the initial points with , a number of virtual grippers can 
B. Pure Translation of Projective Points
Imagine that there are virtual grippers transformed from the initial gripper by . The orientation of each virtual gripper is determined by its rotation angle with respect to the screw axis. To make a straight path, the virtual grippers have to be realigned straight. In order to maintain their orientations, the realignment of the virtual grippers has to be done by appropriate pure translations.
One simple approach, for each virtual gripper, is to determine a knot point on a straight line first and then translate the virtual gripper in such a way that one of its points coincides with the knot point. A pair of corresponding points between the goal and the initial gripper points can define the straight line in the given situation. Let be the coordinates of an initial gripper point, and let and be the coordinates of the corresponding goal gripper point and the corresponding point on the virtual gripper transformed by , respectively. See Fig. 2 . First of all, knot points on the line , to which the points will be transferred, have to be determined. Consider that, for simplicity, those points have to be distributed uniformly on the line in 3-D space. In such a simple case, however, the coordinates of the knot points are not obtained simply only with the ratios of and , since all the coordinates available at the moment are defined in a projective space. Note that the only invariant primitives in the projective space are cross ratios [14] . To define a cross ratio, an additional point on the straight line is needed. This point can be found as the intersection of the line and the plane at infinity. If the point is denoted by , can be calculated using , , and the three linearly independent eigenvectors that define the plane at infinity. The projective incidence relationship gives (6) Note that a point is linearly dependent on three general points on a plane if and only if the point belongs to the plane, and a point is linearly dependent on two general points on a line if and only if the point belongs to the line in the projective space [14] . With the additional point , the knot points are determined using a cross ratio such that the points are uniformly distributed between and in 3-D space. If we denote by the knot points, the cross ratio gives (7) Once the knot points are determined, all the points, to which the remaining virtual gripper points have to move, also can be computed using a simple projective geometric property. Suppose that have to move to . To ensure that the undergoing motion should be a pure translation, any combination of two lines, each of which contains an arbitrary pair of corresponding points, should be parallel in 3-D space. In other words, and should be parallel with each other for any . In addition, the line containing two virtual gripper points and should be parallel with its corresponding line . Since all the parallel lines meet at a point at infinity in the projective geometry [14] , every line parallel with the line meets at a point at infinity. If we denote by the intersectional point, can be computed using a similar manner, as shown in (6) . Similarly, if the intersectional point of the line and the plane at infinity is computed and conveniently denoted by , the line intersects the plane at infinity at as well. Therefore, each remaining point can be determined as the intersection of the line and as depicted in Fig. 3 .
C. Image-Based Visual Servoing
From the previous section, a number of virtual grippers are interpolated in a straight path between the initial and the goal gripper poses. Although the interpolated virtual grippers do not contain any metric information, since they are represented in a projective frame, a set of images of the virtual grippers can be generated using two projection matrices and . For the projective point , corresponding image coordinates of the left and the right image planes are obtained by (8) where and are appropriate scale factors. Since represents the order of the intermediate motions, it can also be treated as a discrete time index, which allows the resulting set of image coordinates to be a desired image trajectory.
The image trajectory is then applied to the image-based visual servoing system to guide the gripper to the goal pose through a straight path. Suppose that there are feature points on the gripper and suppose that the image set point at time is given in the form of (9) then a vision-based task function is defined as [2] ( 10) where is composed of the current image coordinates and is the pseudoinverse of the estimated image Jacobian. The velocity control law that forces the task function to vanish exponentially is given by [2] (11) with a proportional gain . If we denote the discrete time interval by , the control law in a discrete-time domain can finally be written as (12) In a conventional image-based visual servoing system, is often considered as a constant matrix during the entire servoing task, since the precision of the task is not strongly affected by the accuracy of the image Jacobian [3] . However, because the considered system has the large pose discrepancy initially, the image Jacobian reveals considerable variations during the servoing task. Therefore, the image Jacobian has to be estimated and dynamically updated in the real-time loop of the visual servoing algorithm. Several estimation methods formulated even without calibration processes are presented in [8] and [15] .
III. COMPUTATIONAL ISSUES
In this section, computational issues in computing the projective transformation depicted in (1) are considered. With at least five feature points on the gripper such that no four of them are linearly dependent, , which relates two corresponding sets of projective points, can be computed by a simple linear equation [11] . However, the linear method usually causes undesirable results because the projective reconstructions from the true images are too sensitive to noise. In the case that more than five points are available, the estimation of can be enhanced by several optimization methods, including the one proposed in [16] . The basic idea in [16] is to compare the projections of the transformed and inversely transformed projective points with the true image points. Suppose that , , , and are true image points of the gripper where the capital letters in the subscripts indicate the left or right camera images and the asterisk symbols indicate the goal pose of the gripper. is then estimated by minimizing the nonlinear cost function defined as (13) where Although (13) provides a far more reliable solution than any other linear equations, it does not guarantee that the undergoing transformation corresponds to the Euclidean displacement of the gripper. In consequence, the resulting transformation may not have its eigenvalues in the form of , which may hinder the use of the proposed algorithm. To avoid this situation, additional constraints have to be considered in the cost function (13) . More specifically, additional cost functions have to be combined with (13) so that the eigenvalues of take the desired form. If we assume that the transformation has the expected form of eigenvalues as above, the characteristic equation of can be written as (14) According to the Cayley-Hamilton theorem [17] , we have . Therefore, an additional cost function can be defined as (15) where for the matrix whose element is . Even though the Cayley-Hamilton theorem states only the sufficient condition, (15) can still make a contribution toward finding that has the expected form of eigenvalues.
For the unit eigenvalue, a more strict condition can be developed using the determinant equation. Since if and only if has an eigenvalue equal to one, another additional cost function is defined as (16) If all the cost functions are combined into one objective function, it gives not only an enhanced estimation of , but also an assurance that complies with a Euclidean motion. The resulting function to be minimized is written as (17) where and are positive weighting factors. Note that the initial values of the arguments can be obtained by a linear method to reduce the computing time.
IV. EXPERIMENTS AND SIMULATIONS
Experiments and simulations have been performed to verify the proposed approach. This section contains some of the results. First, syntheses of intermediate views are demonstrated and analyzed on real images. The entire process, including image-based visual servoing, is then simulated on a PC platform under the consideration of image noises.
A. View Synthesis
The main purpose of the experiments is to demonstrate whether the synthesized images comply with the desired Euclidean motions. The real images are captured by two fixed charge-coupled device cameras with 640 480 resolution and sent to a frame grabber equipped in a Pentium III PC. Two pairs of stereo images are given for the initial views and the goal views, respectively. The initial views contain the images of a gripper attached to an RV-M2 manipulator in its initial pose, while the goal views contain the images of the gripper in the goal pose where the gripper is about to grasp an object as shown in Fig. 4(a) and (b) . The distance between two positions is about 300 mm and the associated rotational angle is about 40 .
A number of infrared LEDs attached to the gripper and to the object are used as feature points to simplify the image processing. Five of them are used to represent the gripper. To compute two projection matrices associated with the stereo images, 16 corresponding points are used, including the gripper points. [11] gives some feasible methods for computing them. The projective coordinates of the initial and the goal gripper points are then reconstructed and applied to (17) with several numeric values of the weighting factors to give the estimations of . Table I gives the eigenvalues of the transformations estimated with different combinations of the cost functions.
It is definitely shown that the last set is closest to the expected form of eigenvalues. With the estimation of obtained using all of the three cost functions, six intermediate views of the gripper are synthesized through the proposed approach and overlapped onto the initial images as shown in Fig. 5 . The virtual grippers are represented in wire frames connecting five feature points. The plus signs represent the knot points that are supposed to be aligned in a straight line. All the motions associated with the two adjacent virtual grippers are intended to have same rotational angles and same knot-point intervals.
To verify the results, six real corresponding motions are enforced to the manipulator by a built-in Cartesian controller in an iterative manner. In each step, the images of the gripper are captured and compared with the synthesized views. The average distances in pixels between the measured and the synthesized image points are listed in Table II . Compared with the gripper dimensions in the image plane, the pixel errors are within a tolerable bound. Since the gripper covers approximately 80 pixels in width in the image plane, the pixel errors amount to, at most, around 5% of the width.
B. Computer Simulation
Numbers of situational image-based visual servoing tasks have been tested on a PC using the Matlab toolbox. Fig. 6 shows the environment for the simulations. A six-DOF manipulator is given with a PUMA-560 kinematic model and an artificial gripper is attached to it. Two cameras are assumed to observe the gripper in fixed positions using simple pinhole camera models. They are depicted as two small cylinders in Fig. 6(a) . The image planes are limited by 300 300 rectangles and all image coordinates are rounded up to integers. Image noises are also considered by adding random numbers with a bound of ( 3, 3) . Fig. 6(b) and (c) shows artificial views obtained from the left and the right camera models. New views are assumed to be captured every 100 ms for the servoing tasks. While the projection matrices are computed using the 31 corresponding image points of the gripper, only five points among them are used for the servoing tasks. For the image space task functions, it is also assumed that the goal images of the gripper are given as five image points as well. The goal images are depicted beside the hexahedral object in Fig. 6(b) and (c) .
In the first case of task simulation, the initial joint angles of the manipulator are given by { 0.3770, 0.9424, 0.8168, 0.1026, 1.9478, 0.6284} in rads. To introduce large pose discrepancy, the goal joint angles, which the manipulator has to reach when the goal images are achieved, are given by { 0.3770, 0.0628, 0.4398, 0.7540, 0.8168, 0.5027}. This task is performed with and without generation of the desired image trajectories proposed above. Fig. 7(a) shows the motion of the gripper in the right image plane when desired image trajectories are not used. The gripper points move outside of the image bounds, even though the image Jacobian is exactly computed using the model parameters that are assumed for the simulations. Though the final goal seems to be achieved by ignoring the image limits in the simulation, real systems would definitely fail in this situation. Fig. 7(b) shows synthesized trajectories for this case using the proposed method. Fig. 7 (c) exhibits the resulting motion of the gripper when the desired image trajectories are used. At this time, the image Jacobian is estimated online to ensure the assumption that the camera parameters are unknown. The estimation is achieved based on a least-squared error method with a forgetting factor, which is presented in [8] . In spite of this worse condition, the gripper tracks a straight path to avoid getting out of the image bounds with the help of the desired image trajectories. The read values of the joint angles in the final position are { 0.3812, 0.0681, 0.4305, 0.7704, 0.8114, 0.5057}. Fig. 8 shows another example of a visual servoing task. Fig. 8(a) gives the result of this task without desired image trajectories. The initial and goal joint angles are given by { 0.3770, 0.9424, 0.8168, 0.1026, 1.9478, 0.6284} and {0.1784, 0.1154, 0.4670, 0.1708, 0.4523, 0.6115}, respectively. In this case, the gripper does not even converge to the goal configuration even though the image bounds are not taken into account again. With the desired image trajectories in Fig. 8(b) , however, the final goal is successfully achieved as depicted in Fig. 8(c) with the same initial conditions. The 
V. CONCLUSION
In this paper, a novel method of generating image trajectories has been proposed to overcome the limitations in image-based visual servoing under large pose discrepancy. A particular advantage to the approach is that awesome jobs for the precise camera calibration are not necessary. It has been shown that intermediate views can be synthesized only from the two sets of stereo views of the 3-D structured object without any 3-D information. Although the framework of the projective space shows a tendency to suffer from image noise, the projective transformation corresponding to a rigid motion has been successfully estimated using the nonlinear optimization method given in (17) . To further increase the reliability, additional images measured online could be utilized in estimating the fundamental matrix and projective primitives such as the plane at infinity as well as the intersectional points.
There are still some other limitations to be overcome before image-based visual servoing is truly practical. Even though it was assumed that the feature points were not occluded in the simulation, practical systems would never allow this convenience. Especially when the robot needs a large amount of movement against large pose discrepancy, self-occlusion would be within the range of possibility. Therefore, robust methods of dynamic feature selection have to be developed.
Another fundamental problem which an image-based system may have is the occurrence of kinematic singularities. In the described approach, some different ways of determining the rotational angles of the intermediate screw motions could possibly be considered to partly avoid the kinematic singularities.
