Abstract: Background: Doppler ultrasound is an important diagnostic tools used to view blood flow through the vessels. For the reconstruction we need to collect a large data to get a Doppler image with high performance. Objective: In this work, we propose an algorithm that combines compressed sensing (CS) and parallel computing to reconstruct the Doppler ultrasound signal and reduce the reconstruction time. Methods: Compressed sensing is a new sampling methods, appeared a few years ago, but it was used in different practical applications such as speeding up MRI scans by acquiring less data to achieve a given amount of resolution and Doppler ultrasound signal reconstruction using fewer measurements to achieve an image with high quality. The main idea of parallel signal/image reconstruction is to divide the main tasks into subtasks and solve them concurrently, in such way that total time can be divided between total tasks. Results: The reconstruction performed using Matlab on a personal computer running a Windows 7 operating system. Real and simulated Doppler data were used for the proposed algorithm validation. The result shows that as the number of cores increased the process time decreased. The image quality from serial programming is same as that a achieved by using parallel programming. The best quality of the image gain is when the 1-norm algorithm used. The lowest reconstruction time was obtained by combining the regularized orthogonal matching pursuit (ROMP) algorithm and parallel computing, with a reconstruction time less than 0.016 seconds when four cores were used and less than 0.034 seconds when two cores were used for 5% of the data. When 80% of the data used the reconstruction time for two cores was 0.109 and for four cores the time was 0.067. The best efficiency was achieved by parallelizing ROMP in two and four cores and the lowest efficiency achieved by parallelized CoSaMP algorithm. The excitation cost decreased with decreasing the numbers of cores. In all the reconstruction algorithms used to perform this work, four cores gave a lower excitation cost than those obtained with two cores. The lowest excitation cost was achieved via ROMP when four cores and fewer measurements were used (0.06) and higher cost gained by using 1-norm algorithm (12.42). The ROMP combined algorithm gives best result among all combined reconstruction algorithm used. Conclusion: We have demonstrated that it is possible to combine compressed sensing and parallel computing to reconstruct the Doppler ultrasound signal. The result of reconstructing the Doppler signal shows that combined algorithm leads to a reduction in reconstruction time and gives an image in realtime while reducing the computation complexity without affecting the image quality.
INTRODUCTION
Doppler ultrasound is an important tool for non-invasive detection and measurements of the velocity of blood flow within the body. Developments in Doppler ultrasound technology have led to a vast increase in the number of noninvasive blood velocity investigations carried out in all areas of medicine such as detecting, measuring and imaging blood flow [1, 2] .
There are many imaging modalities that have been proposed for blood flow imaging. One of the most common modalities used for blood flow measuring and flow visualization was Doppler ultrasound. Ultrasound is widely used compared to other imaging modalities because it is an inexpensive, radiation free and easy to move [3] .
CS is a technique used to reconstruct signals and images using a few numbers of measurements, which was previously believed to be highly incomplete. Different compressed sensing reconstruction algorithms were used for Doppler signal reconstruction. The Doppler signal has been recovered by using fewer numbers of measurements (only 128 points) and the compression achieved at low rate bit without losses of image quality [4] [5] [6] [7] . There are rapidly growing application of CS in the field of medical imaging and image processing.
Speeding up image or signal processing is one of the challenges nowadays in a wide range of fields, including biomedical imaging. One of the most useful methods used for accelerating the reconstruction is parallel computing, which is done by using more than one computer connected via network or multi-core computer. Speedup refers to how much a parallel algorithm is faster than a corresponding sequential algorithm. Parallel computing has been proposed for different imaging applications such as magnetic resonance imaging (MRI) [8, 9] . The goals of parallel computing are accelerating computation by using a cluster of computer or multiprocessor and utilize more memory than that available on a single machine. It was shown that the parallel computing algorithms can be used for time reduction or solving problems that require a large memory [10] .
There are various forms of parallel architectures carried out and used for different application. Parallel architectures are classified into two categories based on the memory arrangement, shared memory multicomputer and distributed memory multicomputer [11, 12] .
In this work, we want to make use of the CS reconstruction algorithm in combination with multi-core platform, by using available multi-core central processing units (CPUs) to accelerate the reconstruction of Doppler signal using only 128 points of 2032 points. Combining compressed sensing and parallel computing can lead to a reduction in the number of points used for reconstruction, reducing the reconstruction time while still allowing signals or image with high quality.
Proposed algorithms can give a good quality Doppler signal within a few seconds and solve the problem of realtime imaging display. The performance of the techniques is quantified by using simulated data collected from the URI-OPT (URID mode) beside real Doppler spectrogram data (heart data). The reconstruction of Doppler spectrogram can benefit significantly from combining the compressed sensing and parallel computing. The performances of the parallelized algorithms were measured by calculating the speedup factor. The quality of the reconstructed image with the combined algorithm was evaluated by calculating the reconstruction time, peak signal-to-noise ratio (PSNR) and the root mean square error (RMSE) from the recovered images.
The rest of the paper is organized as follows: In section II, the methods used to implement our combined algorithm and the analysis tools used to measure the image quality were presented. The sparse representation was discussed beside the compressed sensing theory. Also, the parallel computing and the data used to perform the algorithm were discussed; the speedup and efficiency were discussed. In section III, the results were presented and discussed. Finally, the presented work was summarized and conclusion of the work presented in section IV.
METHODS

Sparse Representation
Transforming signals and images from basis or frames to another allow us to represent signals or images more concisely. This leads to compression, which is useful for reducing the data needed for image reconstruction. In some cases it's needed to transmit the coefficients obtained in the new basis or frame instead of its high dimension. In the case where the numbers of non-zero coefficients were very few, the new basis is known as sparse [13] . The sparse representation can be used to achieve high rates of compression.
In CS it's possible to use the knowledge that the signal is sparse in a known basis to recover the signal from small numbers of measurements. At a sparse signal only the nonzero coefficient will be stored or transmitted, the rest can be assumed to be zero. Mathematically the sparse signal is represented as follows: ,
The signal is said to be k-sparse when k is greater than zero. This means that the signals or images were not themselves sparse, but they are sparse in some basis .
Thus x is known as k-sparse and it can be expressed as a linear model ,
Where Only m measurements were needed to reconstruct the signal x rather than n, this underlying philosophy of compressed sensing. To reconstruct the signal only a number of measurements proportional to the compressed size of the signal needed instead of the uncompressed size.
Compressed Sensing
Compressed sensing is a new sampling methods, appeared a few years ago, but it was used in different practical applications such as speeding up MRI scans by acquiring less data to achieve a given amount of resolution [14] and Doppler ultrasound signal reconstruction using fewer measurements to achieve an image with high quality [4] [5] [6] [7] . Also, CS has been applied to the computed tomography (CT) to reduce the dose expose to the patient [15] and in electroencephalography (EEG) so as to represent and process the data efficiently [16] .
Using CS for reconstruction started after E. Candes, J. Romberg and T. Tao [17] and D. Donoho [18] in 2006 stated in their work that it's possible to reconstruct signals and images using fewer numbers of measurements. CS requires a compressible signal with certain sparsity, considering sparse a signal that can be written either exactly or accurately as a superposition of small number in some fixed basis [19, 20] . CS is useful in applications where one cannot afford to collect or transmit a lot of measurements in applications such as medical imaging and data compression. In CS the signal is acquired directly without going through the intermediate stage of acquiring n samples [17, 21] .
Considering the linear relation in (2) that computes m < n inner products between x and the vector . The measurement vector y is in m by 1 and the matrix is in m by n. Then, by substituting from x = , y can be written as: ,
Where = is an m by n matrix. The measurement is fixed and does not depend on the signal x. assuming that the measurements are non-adaptive, meaning that the rows of are fixed in advance and do not depend on the previously acquired measurements.
There are many algorithms proposed for finding the sparse signal [22] [23] [24] [25] for instance. The aim of the reconstruction algorithms is to find the signal sparse coefficient vector by using a number of measurements m less than that stated in the Nyquist theory [26] .
Parallel Computing
The main idea of parallel signal/image reconstruction is to divide the main tasks into subtasks and solve them concurrently, in such way that total time can be divided between total tasks. The idea of using multiple processors working together on a single problem was conceived long time ago [27] .
Parallel computing has found a vast application in the field of medical imaging such as its application in CT reconstruction [28] and MRI multichannel data reconstruction with multi-core processors [29] . This trend is expected to continue growing as more sophisticated and challenging medical imaging, image processing and high order data visualization problems are being addressed [30] .
Several models of parallel computation have been proposed over years in the literature, each model used according to the application. The main types of parallel computing are shared memory multiprocessor system and distributed memory. In shared memory system, the system consists of multiprocessor connected to a single memory, each processor can access to the memory using different address and all communications between the threads are via shared memory.
( Fig. 1) shows a shared memory multiprocessor implementation. In distributed memory each processor is connected to a single memory and at the end they are connected to a shared memory (each processor represents a CPU system) [30] . In this work we will concentrate on a shared memory multiprocessor system and the software used is a Matlab-based parallel reconstruction software. Parallel computing Toolbox (PCT) with Matlab is an extension of Matlab that takes advantages of multicore desktop machine. This program can run on the desktop and can take advantage of up to 8 cores [31] . Matlab and PCT address the demand of developing code to work well in a multicore system by enabling the user to select the programming that suite with the desired application. Many algorithms in Matlab have been developed for enabling parallelism such as parallel for loop with parfor keyword, spmd (single program multiple data) keyword, distributed array and message passing interface.
Performance Metrics for Parallel System
The parallel performance metrics used to determine the best parallel algorithm, evaluate the hardware platforms and determine the benefit from parallelism. The most parallel performance metrics used are speedup, efficiency, redundancy, excitation cost, utilization, quality, Amdahl law and Gustafson's law.
In this work we will concentrate on Amdahl law, Gustafson's law, speedup, efficiency and excitation cost.
Amdahl's law is used to find maximum expected improvement to an overall system when only part of the system is improved. It is often used in parallel computing to predict the theoretical maximum speedup using multiple processors [33] . In another word Amdahl's law can be defined as a model for the relationship between the expected speedup of parallelized implementations of an algorithm relative to the serial algorithm, under the assumption that the problem size remains the same when parallelized.
Gustafson's law is another parallel performance measure, closely related to Amdahl law [34] . It states that the speedup with P processors is (4) Both Amdahl's law and Gustafson's law assume that the running time of the sequential portion of the program is independent of the number of processors. Gustafson's law assumes that the total amount of work to be done in parallel varies linearly with the number of processors [34] .
The speedup is one of the main performance measures for parallel system. The speedup used to express how many times a parallel program work faster than sequential one, where both programs are solving the same problem [35] . The speedup formula is: ,
Where, is the speedup and is the excitation time taken to perform the computation in a serial program (on a single processor) and is the excitation time needed to perform the same computation with P processors.
In the normal situation the speedup factor is less than the number of processors. In some cases the speedup factor can be greater than the number of processors, this case known as super-linear speedup [36] .
The parallel efficiency is the ratio of speedup to the number of processors in parallel system (P), this relation derived as follows. ,
The efficiency is used to estimate how well-utilized the processors are in solving the problem compared to how much effort is wasted in communication and computation. The speedup efficiency has a value typically between zero and one [37] . In ideal parallel computation systems the speedup is equal to the number of processors and the efficiency is equal to one.
Excitation cost represents the total processor time used to solve the problem. For parallel applications, the parallel cost could be calculated a cording with the following formula: ,
For a sequential program, its cost will be equal with the total excitation time [38] .
So the parallel efficiency could also be expressed as the following: ,
Simulation Data
To quantify the performance of the proposed reconstruction methods, the Doppler data from URI was downloaded to generate Doppler IQ using MATLAB (MathWorks, Inc., Natick, MA). Ultrasound research interface (URI) and Ultrasound research interface offline processing tools (URI-OPT) are software and sample data. In this work we will concentrate on URI-OPT. URI-OPT is a Matlab based program for reading and processing the RF data acquired from a URIequipped Antares system. URI-OPT can be used to display different Doppler imaging mode. One of the most important modes that we are interested in is spectral Doppler mode, which is used to display the Doppler spectrum of RF data. The speed of flow information within the Doppler range gate is displayed as gray scale intensities at a time versus velocity plot.
The data used are data of Doppler spectrum collected from URIDmode. The data was tested first on the program to display the spectrum, and then the data was extracted and stored in Matlab. The Matlab program was developed to read the saved data and then generate Doppler Inphase/Quadrature (IQ) data, which is under sampled and reconstructed via the proposed algorithm to generate the Doppler spectrogram using fewer numbers of measurements. The parameters used to generate the Doppler IQ data are illustrated in (Table 1) . The resulting Doppler IQ data is a complex matrix X in 100 x 7923. The complex data matrix X obtained can be expressed as: ,
Where M is the number of pulses and N is the axial sample volume. Each column in the matrix X represents a vector with length M.
The input sample vector to clutter rejection filter with index depth equal to n, can be represented by the following expression:
Real Doppler Data (Heart Spectrum Data)
Our proposed combined reconstruction algorithm was applied to real Doppler data. The data downloaded from [37] . Software programs written in MATLAB were developed and used to generate an original and reconstructed Doppler ultrasound spectrogram, using parameters in ( Table 2) . Different numbers of measurements were used to reconstruct the Doppler Spectrogram. The reconstruction was performed by using five combined reconstruction algorithms (CS reconstruction algorithms combined with parallel programming). 
Doppler Signal Reconstruction
Compressed sensing theory states that the signal x can be reconstructed from a fewer numbers of measurements from an incomplete k-space data y. The measurement model is: y= x, where y is the M x 1 vector containing the compressive measurements, and is the M x N measurement matrix. Before applying the algorithms for reconstruction, first it's needed to create the measurement matrix x, and later create the sparse coefficients. We intend to reconstruct a vector , the Doppler ultrasound signal in our case, with fewer numbers of non-zero components that are with 1-norm, orthogonal matching pursuit (OMP), compressive sampling matching pursuit (CoSaMP), regularized orthogonal matching pursuit (ROMP) and multiple measurements vectors (MMV) recovery algorithms.
All the simulation, Doppler IQ data generation, Doppler spectrogram generation and signal reconstruction were performed in Matlab on a Dell personal computer system with Intel core i5 processor at 2.4 GHz and 8 GB of memory DDR3. : Correct to: To initialize parallel processing, a mul-ticore computer parallel computing toolbox was used, which allows multiple Matlab processes to run on multi-core processor (same tasks divided between the processors). Two and four cores were initialized to reconstruct the Doppler signal beside the serial program.
To test the parallel CS reconstruction algorithms different number of measurement were used from a simulated and real Doppler data. The numbers of measurements used were as following 5%, 20%, 60% and 80% of all the data. The reconstruction times were recorded and compared. The speed up when two and four cores were used was calculated beside the speed up, the efficiency and the reconstructed image quality were calculated by measuring the peak signal-to-noise ratio (PSNR).
To parallelize the CS reconstruction algorithms, the matlabpool open command was used to open the Matlab session for parallel computation, enabling the parallel language feature in the Matlab language by starting a parallel job that connects this Matlab with a number of cores. After parallelizing the algorithm and reconstructing the signal, the stop signal will be sent to all labs (matlabpool close) and then clean up the parallel jobs. The algorithm used for parallelizing the CS algorithms is shown in algorithm 1: 
RESULT AND DISCUSSION
The reconstruction performed using Matlab on a personal computer running a Windows 7 operating system. Real and simulated Doppler data were used for the proposed algorithm validation. The simulated data are a Doppler IQ data in a complex matrix X in 100 x 7923 and the real data is a heart spectrogram Doppler data with the length of 2032. Five different numbers of measurements were used from the real Doppler data. The numbers of measurements were as follows 5%, 20%, 40%, 60% and 80%.
The reconstruction of 5% of the total number of Doppler signal using 1-norm compressed sensing reconstruction algorithm on a typical personal computer with only one core enabled takes 4.85 seconds. To reduce the computational time, two and four cores were enabled. When two cores were used the reconstruction time was decreased to 2.73 seconds, when four cores were used the reconstruction time was 1.54 seconds.
( Fig. 2) shows the reconstructed Doppler signal using 1-norm algorithm, from the simulated data in (Fig. 2-a) and from the real Doppler data using three different numbers of measurements (M) in (Fig. 2-b) . From the figures, there is no visual difference in quality of the images reconstructed with serial and parallel algorithm. The error from images reconstructed with serial and parallel algorithms was calculated and the error from both algorithms was the same. (Figs. 3, 4 and 5) illustrated the reconstruction of real Doppler ultrasound signal via OMP, ROMP and MMV parallelized CS algorithm respectively using three different numbers of measurements (M = 1600, 800 and 128 points). The images in (Figs. 3, 4 and 5) show that it's possible to reconstruct the Doppler signal by parallelizing CS reconstruction algorithm using only 5 % (128 points) of the total number of points.
The reconstruction time from the five reconstruction algorithms and five different numbers of measurements were calculated. (Table 3) shows the reconstruction time for five different parallelized CS algorithms. The average reconstruction time was calculated from each algorithm. The reconstruction time illustrated in the table shows that, using two or four cores leads to a significant reduction in reconstruction time compared to a single core. In addition using four cores for the reconstruction gives shortest reconstruction time.
( Fig. 6) shows the reconstruction time in second (Second) using single, dual and four cores. (Fig. 6-a) shows the recon-struction time using 1-norm algorithm, five numbers of measurements and three different numbers of cores. The reconstruction time decreased as the number of cores increased, using four cores lead to a significant reduction in reconstruction time. The reconstruction time depends on the numbers of measurements, fewer numbers of measurements (128 points) gives lower reconstruction time. Parallelizing 1-norm algorithm leads to a reduction in reconstruction time. The reconstruction time using OMP algorithm shown in (Fig. 6-b) . This algorithm gives lower reconstruction time than that obtained from 1-norm algorithm when single, dual and four cores were used for Doppler signal reconstruction. Fig. (3) . The reconstructed Doppler spectrogram from real data using OMP algorithm and three different numbers of measurements (M).
( Fig. 6-c) shows the reconstruction time from the serial and parallel programming using CoSaMP algorithm. From the figure, reconstruction time decreased as the numbers of cores increased. The reconstruction time gained is better than that gained via 1-norm algorithm, but worse than that achieved with OMP algorithm. The reconstruction time achieved by using ROMP algorithm is shown in (Fig. 6-d) . The figure shows that the time from dual core is lower than that obtained by using a single core. Using four cores leads to a significant reduction in reconstruction time, the reconstruction time was 0.016 second for lower number of measurements (5 %) and 0.067 seconds for higher numbers of measurements (80 %), and this enabled us to obtain a Doppler signal in real time. The ROMP algorithm gives lower reconstruction time among all the reconstruction algorithms used for the Doppler signal reconstruction. In addition to these algorithms, the MMV algorithm was used for Doppler signal reconstruction, the reconstruction time using single core and multi-core is illustrated in (Fig. 6-e) . Again the result shows that using multi-core lead to a reduction in reconstruction time. Comparing this algorithm to the others, this algorithm gives reconstruction time lower than 1-norm algorithm and higher than the other algorithms. From the figures we can conclude that the worst reconstruction time obtained by combining parallel computing and CS algorithm is better than the reconstruction time obtained from serial CS reconstruction algorithms. Fig. (4) . The reconstructed Doppler spectrogram and from real data using ROMP algorithm and three different numbers of measurements (M). The speedups when two and four cores used was calculated for all the parallelized reconstruction algorithms used in this work. The result shows that it's possible to reduce the reconstruction time by combining CS and parallel computing, and achieve a substantial speedup. The best speed up result was achieved by parallelizing ROMP CS algorithm, in same numbers of measurements it reaches up to 3.8. 1-norm gives good speed up, but less than that obtained by ROMP.
The CoSaMP algorithm gives a lower speedup among all algorithms used for the Doppler signal reconstruction in this work. The speedup depends on the numbers of cores used for the reconstruction, increasing as the number of cores increased. Speedup of the reconstruction of the Doppler signal using different numbers of measurements and different numbers of cores are shown in ( Table 4 ).
The speedup efficiency was calculated from the speedup achieved by using two cores and four cores. The efficiency was calculated from both speed-ups to estimate how wellutilized the processors are in solving the problem, compared to how much effort is wasted in communication and computation. The efficiency is the performance measure and it defined as the ratio of speedup to the number of cores. The speedup in an ideal situation it should be 100 %, in some case it's possible to obtain a better efficiency than that, in this case it's known as superlinear speedup.
( Table 5 ) shows the result of efficiency form two and four cores using different parallelized CS reconstruction algorithms and five different numbers of measurements. The result in the table shows that with parallelized CS algorithms it possible to get high efficiency, it reaches up to 0.955 in the ROMP algorithm using four cores. From the table CoSaMP algorithm gives lowest efficiency about 0.51 among all parallelized algorithm. 1-norm and OMP algorithms gives better efficiency than that obtained from CoSaMP and lower than ROMP. The MMV algorithm gives efficiency better than CoSaMP when dual and four cores were used and lower than ROMP.
The excitation cost was calculated for the parallelized reconstruction algorithms used in this work, for the two cores and four cores. (Table 6 ) shows the excitation cost when two and four cores were used in different parallelized reconstruction algorithms. From the table, the excitation cost increased with the numbers of cores, two cores gives lower excitation cost than four cores. ROMP gives lower excitation cost among all the reconstruction algorithms used in this work and 1-norm algorithm gives higher excitation cost.
The peak signal to noise ratio (PSNR) was calculated for the Doppler spectrogram signal reconstructed by using serial and parallel programming. The result shows that the PSNR for both serial and parallel programming are the same for specific reconstruction algorithms. (Fig. 7) shows the PSNR versus different number of measurements for five parallelized CS reconstruction algorithms. From the figure, 1-norm gives highest PSNR value when higher numbers of measurements were used. When a fewer measurements were used, ROMP algorithm gives higher PSNR. The lowest PSNR values were obtained via OMP reconstruction algorithm. Fig. (7) . Number of measurements in % versus PSNR for different reconstruction algorithms.
There is no big difference in image quality whether a few numbers of measurements were used or highest numbers of measurements were used when reconstructing the Doppler spectrogram using CoSaMP algorithm. The quality of the image reconstructed via the MMV algorithm increased with the numbers of measurements. The image quality obtains by using MMV is better than that obtained by using OMP and of inferior quality than that obtain by using CoSaMP algorithm. We can conclude that the combined algorithm dose not discard the quality of the reconstructed image.
CONCLUSION
We have demonstrated that it is possible to combine compressed sensing and parallel computing to reconstruct the Doppler ultrasound signal. The result of reconstructing the Doppler signal shows that combined algorithm leads to a reduction in reconstruction time and gives an image in realtime while reducing the computation complexity without affecting the image quality. With combined CS and parallel algorithms we were able to achieve good speed up and efficiency. The result shows that as the number of cores increased the process time decreased. The image quality from serial programming is same as that a achieved by using parallel programming. The best quality of the image gain is when the 1-norm algorithm used. The lowest reconstruction time was obtained by combining the regularized orthogonal matching pursuit (ROMP) algorithm and parallel computing, with a reconstruction time less than 0.016 seconds when four cores were used and less than 0.034 seconds when two cores were used for 5% of the data. When 80% of the data used the reconstruction time for two cores was 0.109 and for four cores the time was 0.067. The best efficiency was achieved by parallelizing ROMP in two and four cores and the lowest efficiency achieved by parallelized CoSaMP algorithm. The excitation cost decreased with decreasing the numbers of cores. In all the reconstruction algorithms used to perform this work, four cores gave a lower excitation cost than those obtained with two cores. The lowest excitation cost was achieved via ROMP when four cores and fewer measurements were used (0.06) and higher cost gained by using 1-norm algorithm (12.42) . The ROMP combined algorithm gives best result among all combined reconstruction algorithm used. We can conclude that the reconstruction of Doppler data shows that combining compressed sensing and parallel computing can lead to a significant reduction in the number of measurements, reconstruct the Doppler signal in real-time and reconstruct the Doppler spectrogram signal with high performance.
