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Abstract
I prove a theorem on the precise connection of the time and phase space aver-
age of the Boltzmann equilibrium showing that the behaviour of a dynamical
system with a stationary measure and a dominant equilibrium state is qual-
itatively ergodic. Explicitly, I will show that, given a measure-preserving
dynamical system and a region of overwhelming phase space measure, almost
all trajectories spend almost all of their time in that region. The other way
round, given that almost all trajectories spend almost all of their time in a cer-
tain region, that region is of overwhelming phase space measure. In total, the
time and phase space average of the equilibrium state approximately coincide.
Consequently, equilibrium can equivalently be defined in terms of the time or
the phase space average. Even more, since the two averages are almost equal,
the behaviour of the system is essentially ergodic. While this does not explain
the approach to equilibrium, it provides a means to estimate the fluctuation
rates.
∗Mathematisches Institut, Ludwig-Maximilians-Universität München, reichert@math.lmu.de
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1 Introduction
During the last years, Boltzmann’s notion of equilibrium and his explanation of the sec-
ond law of thermodynamics have been discussed controversially within the philosophical
literature. See, for instance, (Lavis [2005], [2008], [2011] and (Frigg and Werndl [2011],
[2012a], [2012b], [2015a], [2015b], [2017]). One source of controversy is the prima facie
discrepancy between Boltzmann’s notion of equilibrium, according to which equilibrium
corresponds to a macrostate of by far largest phase space measure, and a notion of equi-
librium closely connected to thermodynamics1, according to which equilibrium refers to
a state in which an isolated system spends almost all of its time.
What I will show, in this paper, is that any controversy based on this distinction is
unfounded because the two definitions of equilibrium, on the one hand with respect to
the phase space average, on the other with respect to the time average, are equivalent.
They are equivalent in the sense that the time and phase space average of the equilibrium
state approximately coincide.
Explicitly, what I will show is that, given a dynamical system with a stationary mea-
sure and a macro-region of (by far) largest phase space measure, almost all trajectories
spend most (almost all) of their time in that region. The other way round, given a region
in which almost all trajectories spend most (almost all) of their time, that region is of (by
far) largest phase space measure (where the last statement has been shown, differently,
by Frigg and Werndl ([2015a], [2015b]).) Noteworthy this result follows from stationarity
alone.
Often ergodicity, or some variant of it, like epsilon-ergodicity (Vranas [1998]; Frigg and
Werndl [2011], [2012a]), is introduced to bridge the gap between the time and phase space
average of the equilibrium state. What I show is precisely that this appeal to ergodicity
is unnecessary because every dynamical system with a stationary measure (that is, in
particular, every Hamiltonian system) behaves qualitatively ergodically with respect to
1In standard textbooks on thermodynamics, equilibrium is defined to be a state an isolated system
keeps for all times. See, for instance, (Callen [1960]) or (Reiss [1996]).
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the equilibrium state. While, for an ergodic system, the time and phase space average
exactly coincide, we obtain an ‘almost equality’ of the time and phase space average of the
equilibrium state. As a consequence, the long-time behaviour of the system is essentially
ergodic.
I don’t claim that this close connection between the time and phase space average of the
equilibrium state is something which had to be discovered today. Boltzmann seems to have
been well aware of it. This is shown by his estimate on the length of the Poincaré cycles
(that is, the time a system wanders around phase space before it revisits a tiny region it
has started from, see (Boltzmann [1896b]). Also, it was certainly clear to everyone who
worked in the mathematical field of ergodic theory, like Birkhoff. The reason for why it
has never been presented before is presumably twofold. For a mathematician like Birkhoff
it is not an interesting result because it follows easily from his theorem (which is indeed
hard to prove). Boltzmann, on the other hand, seems to have taken it for granted, once
he understood that the equilibrium region is of overwhelming phase space measure, that
a typical trajectory would spend almost all of its time in that region, and he didn’t need
a mathematical theorem to make this more precise.
In what follows, let me outline the paper. Before I prove the main theorem of the
paper, a theorem on the time average of the Boltzmann equilibrium, I will introduce the
mathematical setting and, based on that, state the result. This will constitute section
2. In section 3, I will introduce Boltzmann’s notion of equilibrium. Having prepared the
grounds for conceiving the result, I will present (section 4.1) and prove (section 4.2) the
main theorem of the paper. I will show that, given a region of overwhelming phase space
measure and a stationary measure, almost all trajectories spend almost all of their time in
that region. In section 4.3, I will prove the converse statement: if almost all trajectories
spend almost all of their time in a certain region, that region is of overwhelming phase
space measure. Section 5 will finally provide a discussion of the implications and the
explanatory value of the results.
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2 Setup and result
Let me introduce the mathematical setup. Let (Γ,B(Γ), µ) be a probability space (i.e., Γ is
a set (what we later call phase space), B(Γ) is the Borel algebra of Γ (the set of measurable
subsets) and µ is a probability measure on Γ, i.e., in particular, µ(Γ) = 1). Let T be a
measure-preserving transformation, that is, for every A ∈ B(Γ) : µ(T−1A) = µ(A). This
is the same as demanding µ to be stationary (T is measure-preserving if and only if µ
is a stationary measure). We can now define the time and phase space average of a set
A ∈ B(Γ).
Definition 2.1 (Phase space average). Let (Γ,B(Γ), µ) be a probability space. Let A ∈
B(Γ). We call
µ(A) =
∫
Γ
χA(x)dµ(x) (1)
the ‘phase space measure’ or ‘phase space average’ of A.
Here χA is the characteristic function which attains the value 1 if x ∈ A and 0 other-
wise.
Definition 2.2 (Time average). Let (Γ,B(Γ), µ) be a probability space and T a measure-
preserving transformation. Let A ∈ B(Γ). We call
Aˆ(x) = lim
T →∞
1
T
∫
T
0
χA(T
tx)dt (2)
the ‘time average’ of A for some x ∈ Γ.
I will say more about this limit later. For now it suffices to say that the limit exists
pointwise and the limit function is integrable almost everywhere on Γ.2
While µ(A) determines the normalized size, or volume, of the region A in phase space,
the time average Aˆ(x) determines the fraction of time (in the infinite-time limit) the
trajectory T tx starting at x spends in the set A.
2For a proof, see (Birkhoff [1931]).
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What I will prove is that, for every dynamical system with a measure-preserving
transformation, respectively a stationary measure, and a state of overwhelming phase
space measure, that is, a phase space average close to one, almost all trajectories spend
almost all of their time in that state, that is, its time average is close to one, too. The
other way round, given a state in which almost all trajectories spend almost all of their
time, that state is of overwhelming phase space measure. Let us, in what follows, refer to
states of phase space or time average close to one as ‘equilibrium states’ with respect to
the phase space or time average, respectively. What I will show is that a state, which is
an equilibrium state with respect to the phase space average, is an equilibrium state with
respect to the time average and vice versa.
Note that the only two assumptions which enter the proof are a) that the measure is
stationary and b) that there is a state of overwhelming phase space measure, respectively
(for the reverse direction) b)* that there is a state in which almost all trajectories spend
almost all of their time. Ergodicity doesn’t enter the proof, nor do we get ergodicity out
of it. However, we get something very similar. While, for an ergodic system, the time
and phase space average exactly coincide, we obtain an ‘almost equality’ of the time and
phase space average for typical initial conditions. Although this result is weaker than
ergodicity, it predicts qualitatively the same long-time behaviour of the system.
3 The Boltzmann equilibrium
When Ludwig Boltzmann connected the phenomenological (or macro) theory of heat
known as thermodynamics to the underlying atomistic (or micro) theory of matter, it
was part of his enterprise to account not only for the laws, but also for the concepts of
thermodynamics, like the concept of equilibrium.
According to the standard textbook on thermodynamics, equilibrium is a state in
which an isolated system (given that it is there) stays for all times. Respectively, a system
is said to be in thermodynamic equilibrium if and only if the macroscopic properties don’t
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change.3 Often it is added that, if the system is not in equilibrium in the beginning, it
will evolve into equilibrium very quickly (and then stay there for the rest of its time). All
together this is referred to as thermodynamic behaviour.
While I don’t want to present Boltzmann’s full account of thermodynamic behaviour,
I want to introduce his notion of equilibrium. According to Boltzmann, equilibrium refers
to a region of by far largest phase space volume, where phase space Γ is partitioned into
regions of different size by some physical macrovariable or some set of physical macrovari-
ables (thermodynamical variables, like volume V , temperature T , and so on).4 Explicitly,
every microstate X, which is represented by a point on Γ, determines a certain macrostate
M(X), represented by an entire region ΓM ⊂ Γ – the set of all microstates realizing (re-
spectively, coarse-graining to) the given macrostate. While a microstate is a particular
micro configuration consisting of the exact positions and velocities of all the particles
(atoms or molecules), X = (q
1
, ...,qN ,p1, ...,pN), a macrostate M(X) is determined by
certain fix values of the macroscopic (thermodynamic) variables of the system, such that
two different macrostates are macroscopically distinct. By construction, every macrostate
M(X) is realized by a great number of microstates, the set of points constituting ΓM ⊂ Γ.
According to Boltzmann, the equilibrium state corresponds to a region ΓEq ⊂ Γ of
overwhelming phase space measure. As such, the following definition is appropriate:
Definition 3.1 (Boltzmann equilibrium). Let (Γ,B(Γ), µ) be a probability space, i.e.,
in particular, µ(Γ) = 1. Let Γ be partitioned into disjoint, measurable subsets ΓMi(i =
1, ..., n) by some (set of) physical macrovariable(s), i.e., Γ =
⋃n
i=1 ΓMi. A set ΓEq ∈
{ΓM1, ...,ΓMn} with phase space average
µ(ΓEq) = 1− ε (3)
where ε ∈ R and 0 < ε << 1 is called the ‘equilibrium set’ or ‘equilibrium region’. The
3For this definition, see, for instance, (Callen [1960]; Reiss [1996]).
4See (Boltzmann [1896a], [1896b], [1897]). See also (Lebowitz [1993]; Goldstein [2001]; Lazarovici and
Reichert [2015]) for a thorough presentation of Boltzmann’s account.
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corresponding macrostate is called the ‘equilibrium state’ of the system.
Be aware that this definition presumes the existence of a macro-partition. That is,
phase space Γ is partitioned into regions of different size by some set of physical macrovari-
ables, with different macro-regions corresponding to macroscopically distinct states (what
we call macrostates). Consequently, it is not an arbitrary value of ε which, when given,
determines an equilibrium region – such a definition is meaningless from the point of
physics. Instead, it is a particular macro-partition, a partition with respect to the phys-
ical macrovariables of the theory, which is given and it is with respect to that partition
that a region of overwhelming phase space measure, if it exists, defines an equilibrium
state in Boltzmann’s sense (and, by the way, determines the value of ε).
In this context, it has been Boltzmann’s crucial insight that, for a realistic physical
system of about 1024 particles (where a reasonable number is given by Avogadro’s con-
stant) and a partition into macroscopically distinct states, there always exists a region
of overwhelming phase space measure. This is due to the gap between micro and macro
description of the system and the fact that, for a realistic number of particles (N ≈ 1024),
small differences at the macroscopic level translate, at the microscopic level, into huge
differences in the phase space volumes, with a proportion of the size of non-equilibrium
regions as compared to the equilibrium region not of 1 : 100 or 1 : 1000, but of the order
1 : 10N , that is, with N ≈ 1024, of the order 1 : 101024 or 1 : 101000000000000000000000000 .5
It is this dominance of the equilibrium state which has been noticed and stressed by
Boltzmann (for instance, in ([1896b])) and emphasized again later, among others, by Feyn-
man ([1965]), Penrose ([1989], [2004]), Lebowitz ([1993]), and Goldstein ([2001]). Penrose
([1989]) gives a detailed and comprehensive account of the Boltzmannian framework at
the example of the gas in a box. There he also computes the volume of the non-equilibrium
regions as compared to the volume of the equilibrium region to be about 10−N with N
5Be aware that this number, when written explicitly, entirely exceeds the pages of this paper. Here
the huge difference in phase space volumes is essentially due to the fact that differences in the particular
micro distribution of up to ±√N particles are indistinguishable from a macroscopic point of view, while
the set of all micro configurations which differ from the uniform distribution by up to ±√N particles
constitute the vast majority of all possible configurations (where the latter is a basic result of probability
theory; see, for instance, (Dürr et al. [2017]) and the discussion therein).
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being the number of particles involved (that way determining the value of ε). He points
out that Boltzmann’s framework is general enough to apply to any realistic, macroscopic
physical system. Accordingly, there naturally exists a partition into macro-regions of
vastly different size with one (equilibrium) region of overwhelming measure.
In recent philosophical papers, some authors have formulated doubts about the exis-
tence of such a state of overwhelming phase space measure (Lavis [2005], [2008], [2011];
Frigg and Werndl [2017]). They claim that while there may be a state of largest measure
(what they then call the equilibrium state), this need not be a state of overwhelming mea-
sure – it must not even be larger than all other regions together. Of course, this leads to
a number of subsequent problems. I think, however, that these doubts are unwarranted.
One reason is that, in the examples the authors give, they discern ‘macrostates’ that are
de facto indistinguishable from a macroscopic point of view (and which as such determine
‘macro-regions’ which differ not too much in size, while macroscopically distinct states
determine regions of vastly different volume).6 Hence, it is one important point that the
given ‘macro-partitions’ are not relevant to physics, to say the least.
It shall, however, not be the aim of this paper to discuss these matters, which have
already been addressed elsewhere (see, for instance, (Lazarovici and Reichert [2015]) or,
more recently, (Lazarovici [2018]) where the above-mentioned objection is clarified and
discussed in detail). In what follows, let me therefore assume that the value of ε which has
been proposed by Penrose and which is in accord with Boltzmann’s reasoning, ε ≈ 10−N
with N ≈ 1024, provides just the right oder of magnitude relevant to physics.7
6Of course, the notion of being ‘macroscopically distinct’ is not sharply defined and it need not be
in order to see that macroscopically distinct states determine regions in phase space that differ vastly in
size. Compare the last footnote and the reference therein.
7Be aware that the theorem I am going to prove in the next section holds for any value of ε between
zero and one. Note, in addition, that a sensible notion of typicality can already be established for values
of ε much larger than 10−24. All this notwithstanding, it is this value of ε (ε ≈ 10−24) which is provided
by the analysis of realistic, normal-sized physical systems. Hence, when we later evaluate the theorem,
we assume that this is the value of ε which determines the assertions relevant to physics.
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4 The time average of the Boltzmann equilibrium
In this section, which is rather technical, I will prove the main theorem of this paper, a
theorem on the time average of the Boltzmann equilibrium.
4.1 A theorem on the time average
Consider a macro-partition and within that partition a state of overwhelming phase space
measure, i.e., an equilibrium state in the sense of Boltzmann. Thus there is an equilibrium
region ΓEq with measure µ(ΓEq) = 1 − ε where 0 < ε << 1 (where the precise value of
ε depends on the particular model and macro-partition, but where a reasonable value of
ε is taken to be of the order 10−N with N ≈ 1024). In fact, the theorem below holds for
any value of ε between zero and one, but the result gets more pronounced the smaller ε.
In what follows, I will show that the set of trajectories which spend a fraction of less
than 1−√ε of their time in the equilibrium region ΓEq is very small (of measure less than
√
ε). Respectively, the other way round, the set of trajectories which spend at least 1−√ε
of their time in equilibrium is very large (of measure greater than 1 − √ε). Moreover,
the smaller the mean time average of a set of trajectories, the smaller the bound on the
measure of the respective set.
Let, again, (Γ,B(Γ), µ) be a probability space, i.e., in particular, µ(Γ) = 1. Let, in
addition, T be a measure-preserving transformation, i.e., for every A ∈ B(Γ) : µ(T−1A) =
µ(A). In what follows, we will consider the set Z of points x ∈ Γ for which the time average
of equilibrium is smaller than 1 − kε: Z = {x ∈ Γ|ΓˆEq(x) < 1 − kε} with 1 ≤ k ≤ 1/ε.
These points determine trajectories which spend a fraction of less than 1−kε of their time
in equilibrium. We will then compare it to the set X of points which spend a fraction of
at least 1− kε of their time in equilibrium: X = {x ∈ Γ|ΓˆEq(x) ≥ 1− kε}. With respect
to these two sets we can state the following theorem and corollary.
Theorem 4.1 (Time average of ΓEq). Let (Γ,B(Γ), µ) be a probability space and let T be
a measure-preserving transformation. Let ε, k ∈ R with 0 < ε << 1 and 1 ≤ k ≤ 1/ε.
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Let ΓEq ⊂ Γ be an equilibrium region, i.e., in particular µ(ΓEq) = 1 − ε. Let Z be the
set of points for which the time average of the equilibrium region is smaller than 1 − kε:
Z = {x ∈ Γ|ΓˆEq(x) < 1− kε}. It follows that Z is of measure
µ(Z) < 1/k. (4)
From this you get a bound on the phase space measure of the set X:
Corrollary 4.1. Let everything be as in the above theorem. Let X be the set of points
for which the time average of the equilibrium region is larger than or equal to 1 − kε:
X = {x ∈ Γ|ΓˆEq(x) ≥ 1− kε}. Then X is of measure
µ(X) > 1− 1/k. (5)
I will prove this theorem below (in section 4.2). In fact, this theorem and corollary
hold for any value of ε and k with 1 ≤ k ≤ 1/ε. We are, however, particularly interested
in the case in which ε is very small (of the order 10−N with N ≈ 1024). In that case, we
can choose k within the given bounds 1 ≤ k ≤ 1/ε large enough for µ(Z) to be close to
zero and µ(X) to be close to one. A convenient choice of k is the following:
k = 1/
√
ε.
In that case, we distinguish between the ‘good’ set X of trajectories which spend at least
1 − √ε of their time in equilibrium and the ‘bad’ set Z of trajectories which spend less
than 1−√ε of their time in equilibrium. From the above theorem and corollary we obtain
that the phase space measure of the ‘bad’ set Z is less than
√
ε whereas the phase space
measure of the ‘good’ set X is larger than 1−√ε:
µ(Z) <
√
ε and µ(X) > 1−√ε.
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Inserting the value of ε from above, ε ≈ 10−1024 , we can restate the result in its
relevant form. In that case, the equilibrium region ΓEq is of measure µ(ΓEq) = 1−10−1024 .
Moreover, from ε ≈ 10−1024 it follows that √ε ≈ 10−1023 . Thus we obtain that the phase
space measure of the set Z of trajectories which spend less than 1− 10−1023 of their time
in equilibrium is vanishingly small (close to zero), whereas the phase space measure of
the set X of trajectories which spend at least 1 − 10−1023 of their time in equilibrium is
overwhelmingly large (close to one). To be precise:
µ(Z) < 10−10
23
and µ(X) > 1− 10−1023 .
Using the notion of typicality as presented, e.g., in Dürr et al. (2017), we thus find
that trajectories which spend almost all of their time in equilibrium are typical whereas
trajectories which spend less time in equilibrium are atypical!
Note that to derive this result, only two assumptions are needed, one of which we
discussed above (in section 3):
• stationarity: the phase space measure µ on Γ is stationary, i.e., for any measurable
set A ⊂ Γ: µ(A) = µ(T−1A), and
• dominance of the equilibrium state: the equilibrium state determines a region Γeq
of by far largest phase space measure, i.e., µ(ΓEq) = 1− ε with 0 < ε << 1.
We take it that both are natural conditions in case we consider a realistic, macroscopic
physical system. While the second condition has been discussed in section 3, the first
condition, stationarity of the measure, is a weak assumption about the dynamics. It
is weak in the sense that every Hamiltonian system comes equipped with a stationary
measure, the Liouville measure. Based on that, there exist a couple of stationary measures,
like the microcanonical measure, the canonical measure, and so on, all of them frequently
used in statistical mechanics. In short, stationarity is provided by the dynamics.
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4.2 Proof of the theorem on the time average
Let me now prove the theorem on the time average of ΓEq.
Proof (Theorem 4.1). The transformation T is measure-preserving, that is, for any set
A ∈ B(Γ) and ∀t: µ(A) = µ(T−tA). Hence, in particular, µ(ΓEq) = µ(T−tΓEq) where Γeq
refers to the equilibrium state, i.e., µ(ΓEq) = 1− ε. It follows that µ(T−tΓEq) = 1− ε, as
well, and, hence,
1− ε = µ(ΓEq) = µ(T−tΓEq) =
∫
Γ
χT−tΓEq(x)dµ(x) =
∫
Γ
χΓEq(T
tx)dµ(x)
= lim
T →∞
1
T
∫ T
0
dt
∫
Γ
χΓEq(T
tx)dµ(x). (6)
Here the last equation follows from the fact that the integrand is a constant.
At this point we make use of the theorem of Birkhoff ([1931])8 which says that, for any
measure-preserving transformation T and for any µ-integrable function f , i.e. f ∈ L1(µ),
the limit
fˆ = lim
T →∞
1
T
∫ T
0
f(T tx)dt
exists for almost every x ∈ Γ and the (almost everywhere defined) limit function fˆ is
integrable, i.e., fˆ ∈ L1(µ).
Let us apply Birkhoff’s theorem to the above equation. The characteristic function
χΓEq is µ-integrable and, hence, for almost all x ∈ Γ, the limit limT →∞ 1T
∫
T
0
χΓEq(T
tx)dt
exists and is µ-integrable. In other words, for almost every single trajectory the time
average exists. In that case, we can change the order of integration and, by dominated
convergence, pull the limit into the µ-integral. Let Γ∗ ⊂ Γ with µ(Γ∗) = µ(Γ) be the set
of points for which the time average exists. Then equation (6) becomes
1− ε =
∫
Γ∗
dµ(x)
[
lim
T →∞
1
T
∫ T
0
χΓEq(T
tx)dt
]
. (7)
8For a thorough presentation of Birkhoff’s theorem, see also (Petersen [1983]).
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For means of demonstration, let me show how this equation is fulfilled in the two
‘extreme’ cases, when the dynamics is very special: first, the ergodic case, where the
trajectory is dense in phase space and, second, the case in which T t is the identity, where
the trajectory is merely one point. All other cases lie in between.
The first way to fulfill equation (7) is the following: the time average ΓˆEq(x) is a
constant (almost everywhere). In that case, it must hold that ΓˆEq(x) = 1− ε. The set of
all points x ∈ Γ for which the limit exists (and is constantly 1 − ε), defines an invariant
set, T−1Γ∗ = Γ∗, with measure µ(Γ∗) = 1. This is the ergodic case.
The second way to fulfill equation (7) is that there exists an invariant set A (i.e.
T−1A = A) with µ(A) = ε such that ∀x ∈ A: ΓˆEq(x) = 0 and ∀x /∈ A : ΓˆEq(x) = 1 (again,
up to a set of measure zero). Then also Γ∗\A is an invariant set and µ(Γ∗\A) = 1 − ε.
This reflects the case of T t being the identity, T tx = x, and Γ\A = ΓEq.
Let us now analyse the general case. Let again X be the set of all x ∈ Γ which
share the property that their time average is at least 1 − kε with 1 ≤ k ≤ 1/ε. That is,
X = {x ∈ Γ|ΓˆEq(x) ≥ 1 − kε}. In contrast, let again Z be the set of all x ∈ Γ for which
the time average is smaller than 1 − kε: Z = {x ∈ Γ|ΓˆEq(x) < 1 − kε}. It is clear that
such a decomposition exists, that is, Γ∗ = X ∪ Z (Γ = X ∪ Z up to a set of measure
zero), µ(Z) = µ(Γ\X), and X and Z are invariant sets. Using the definition of X and Z,
equation (7) can be rewritten as
1− ε =
∫
X
ΓˆEq(x)dµ(x) +
∫
Z
ΓˆEq(x)dµ(x). (8)
Let now the ‘mean time average’ of X be defined as
Γ¯eq(X) =
1
µ(X)
∫
X
ΓˆEq(x)dµ(x),
where ΓˆEq(x) exists and is integrable for all x ∈ X (this is part of the definition of X).
The mean time average determines the mean fraction of time the trajectories starting in
X spend in the set ΓEq. Analogously, let Γ¯eq(Z) denote the mean time average of Z.
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Using the definition of the mean time average, equation (8) can be rewritten as
1− ε = Γ¯Eq(X)µ(X) + Γ¯Eq(Z)µ(Z). (9)
We want to solve this for µ(Z). Note that µ(X) = 1 − µ(Γ\X) = 1 − µ(Z). Moreover,
since limT→∞ 1T
∫ T
0
χΓEq(T
tx)dt ≤ 1: Γ¯Eq(X) ≤ 1. On the other hand, it follows from the
definition of the mean time average that Γ¯Eq(Z) < 1 − kε (since ΓˆEq(x) < 1 − kε for all
x ∈ Z). Hence, since k ≥ 1: Γ¯Eq(Z) < 1− ε.
Now in order for the right hand side of equation (9) to add up to 1 − ε, the measure
of Z needs to be small. This is due to the fact that µ(Z) comes with a factor Γ¯Eq(Z) <
1 − ε which can only be encountered by a factor Γ¯Eq(X) ≥ 1 − ε in front of µ(X).
However, since Γ¯Eq(X) is bounded from above by one, Γ¯Eq(X) ≤ 1, the first summand
can outweigh the second only if µ(X) is large enough (respectively, µ(Z) small enough).
At most, Γ¯Eq(X) = 1. In that case, µ(X) attains its minimum and µ(Z) its maximum
(where µ(Z) = 1 − µ(X)). Since we want to determine an upper bound on µ(Z), we set
Γ¯Eq(X) = 1 (a condition we will relax later). Let, in addition, Θ := µ(Z). Then equation
(9) can be rewritten as
1− ε = (1−Θ) + Γ¯Eq(Z)Θ (10)
With Γ¯Eq(Z) < 1− kǫ, it follows that
Θ =
ε
1− Γ¯Eq(Z)
<
ε
1− (1− kε) = 1/k. (11)
If we now no longer restrict the mean time average of X to be one, this inequality becomes
even more pronounced. That way we obtain an upper bound on µ(Z):
µ(Z) < 1/k.
This proves the assertion.
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It is now easy to prove corollary 4.1:
Proof (Corollary 4.1). Given the fact that µ(Z) < 1/k, it follows that
µ(X) = µ(Γ\Z) = 1− µ(Z) > 1− 1/k.
4.3 The converse statement
The converse statement follows directly from the almost-everywhere existence and inte-
grability of the time average. It says that if there exists a region ΓM ⊂ Γ such that
almost all trajectories (all x ∈ X with µ(X) = 1 − δ) spend almost all of their time in
that region (∀x ∈ X: ΓˆM(x) ≥ 1 − ε), then this region has large phase space measure:
µ(ΓM) ≥ (1−ε)(1−δ). Here δ and ε are assumed to be small, 0 < δ << 1 and 0 < ε << 1
(this is the case we are interested in, while, in fact, the proof holds for any value of δ and
ε between 0 and 1). The following proposition can be proven.
Proposition 4.1. Let the setting be as above. Let ΓM ⊂ Γ and X ⊂ Γ with µ(X) = 1− δ
be such that ∀x ∈ X: ΓˆM(x) ≥ 1− ε. Then
µ(ΓM) ≥ (1− ε)(1− δ). (12)
Proof. When you apply equations (7) and (8) to the set ΓM ⊂ Γ, you get
µ(ΓM) =
∫
Γ∗
dµ(x)
[
lim
T →∞
1
T
∫
T
0
χΓM (T
tx)dt
]
=
∫
X
dµ(x)ΓˆM(x) +
∫
Z
dµ(x)ΓˆM(x),
where the first equality holds due to Birkhoff’s theorem and the second uses the definition
of the time average and the fact that Z = Γ∗\X. From ∫
Z
dµ(x)ΓˆM(x) ≥ 0 and the
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assumptions it follows that
µ(ΓM) ≥
∫
X
dµ(x)ΓˆM(x) ≥ (1− ε)(1− δ).
This proves the assertion.
Let 0 < δ << 1 and 0 < ε << 1. Then this result tells us that if there exists a region
ΓM ⊂ Γ such that almost all trajectories (all x ∈ X with µ(X) = 1 − δ) spend almost
all of their time (∀x ∈ X: ΓˆM(x) ≥ 1 − ε) in that region, this region is of overwhelming
phase space measure: µ(ΓM) ≥ (1 − ε)(1 − δ). Frigg and Werndl ([2015a], [2015b])
show qualitatively the same. They do this by means of the ergodic decomposition of the
system. We instead obtain the result directly from the almost-everywhere existence and
integrability of the time average.
What is the physical meaning of the state ΓM? Frigg and Werndl ([2015a], [2015b])
coin the notion of an ‘α-equilibrium’ referring to a region in which typical trajectories
spend most of their time (to be precise, a fraction of α > 1/2). This is essentially what
we call ΓM (with ε < 1/2). According to them, it is the notion of an α-equilibrium (where
equilibrium is defined in terms of the time average) rather than Boltzmann’s notion of
equilibrium (where equilibrium is defined in terms of the phase space average) which
connects to the thermodynamic notion of equilibrium.
This is true given that equilibrium in thermodynamics is defined with respect to the
long-time behaviour of the system – equilibrium is the state in which the system stays for
all times. The problem, however, is that the notion of an α-equilibrium is empty as long
as it doesn’t refer to a physical state, just like, in the case of Boltzmann, an arbitrary
value of ε doesn’t in itself define an equilibrium region.9
If we want to recover thermodynamics, we have to introduce a set of macrovariables
9From a purely mathematical point of view there exist uncountably many α-equilibriae. For example,
phase space Γ is itself an α-equilibrium: all trajectories spend all of their time in Γ. However, such
regions don’t per se connect to physical states. Also note that there is no way to identify a particular
α-equilibrium by direct observation since we cannot wait infinitely long (as demanded by the infinite-
time limit). Hence, the notion of an α-equilibrium is empty in itself and becomes meaningful only in
connection with Boltzmann’s notion.
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(thermodynamical variables, like volume V , temperature T , etc.) in order to, first of
all, specify the macroscopic physical state of the system. However, once we specified
a macrostate, we are back in the previous, Boltzmannian setting, where there is a su-
pervenience of macrostates over microstates, with every macrostate corresponding to a
particular, measurable region of phase space. Only that now, by help of theorem 4.1,
we can indeed determine the time average of the equilibrium region, at least for typical
trajectories, and check, by that means, whether it is an α-equilibrium.
5 Discussion
From theorem 4.1 we learned that, given a system with a stationary measure and an
equilibrium region of by far largest measure, typical initial data determine trajectories
which spend almost all of their time in that region. To be precise, a set of points of
measure larger than 1−√ε determines trajectories that spend a fraction of at least 1−√ε
of their time in equilibrium. Respectively, the other way round, the set of trajectories
which spend a fraction of less than 1−√ε of their time in equilibrium is of measure less
than
√
ε. Moreover, the smaller the mean time average, the smaller the bound on the
respective set.
Now consider again a reasonable value of ε, that is, ε ≈ 10−N , where N ≈ 1024 for a
realistic, macroscopic physical system. For this value of ε, the set of trajectories which
spend almost all of their time in equilibrium (≥ 1 − 10−1023) is of measure close to one
(> 1 − 10−1023), while the measure of the set of trajectories which spend little time in
equilibrium (< 1 − 10−1023) is close to zero (< 10−1023). In other words, the trajectories
which spend almost all of their time in equilibrium are typical, whereas the trajectories
which spend little time in equilibrium are atypical.
What does this imply for the individual system?10 Consider an isolated system at
an arbitrary moment of time. What we obtain from the above result is that typically
10For the connection between typical properties, typical sets and typical individuals as well as for
the status of typicality explanations in general, see (Lazarovici and Reichert [2015]) or, more recently,
(Wilhelm [2019]).
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the system is in equilibrium at that moment and it has been and will be in equilibrium
for almost all past and future times, thus exhibiting, essentially, what Lavis ([2005])
calls thermodynamic-like behaviour (where ‘thermodynamic-like’ in contrast to ‘thermo-
dynamic’ allows for (rare) fluctuations out of equilibrium).
This is precisely how Boltzmann’s notion of equilibrium connects to the thermody-
namic notion of equilibrium. And this is how we encounter an objection which has been
formulated by Frigg andWerndl in ([2015a], [2015b]). They claim that Boltzmann’s notion
of equilibrium or, more generally,
[Boltzmann’s account] faces a serious problem: the absence of a conceptual
connection with the thermodynamic (TD) notion of equilibrium [where the]
following is a typical TD textbook definition of equilibrium: ‘A thermody-
namic system is in equilibrium when none of its thermodynamic properties
are changing with time [. . .]’. (Frigg and Werndl [2015a], p. 12)
The above result shows that this statement is simply false. There is not only a conceptual,
but even a definite mathematical connection. Given an equilibrium state of overwhelming
measure (an equilibrium state à la Boltzmann), the typical system spends almost all of
its time in that state, thus exhibiting thermodynamic behaviour (non-changing macro
properties) up to (rare) fluctuations.
At this point, it is understood that fluctuations, which, in total, add up to a tiny
fraction of time, constitute a small refinement to the thermodynamic notion of equilibrium.
On observational scale, thermodynamics and Boltzmann coincide. In fact, the above result
asserts that the typical system is in equilibrium basically all the time (a fraction of time
≥ 1− 10−1023). Accordingly, we don’t expect to observe any fluctuation at all, neither on
the time scale relevant to experiments, nor on the cosmological scale given by the age of
our universe (compare the estimate on the fluctuation rates at the end of this discussion).
While the given result connects to the thermodynamic notion of equilibrium, it does
not explain the irreversible (time-asymmetric) part of thermodynamic behaviour which
is usually formulated as an amendment to any textbook definition of thermodynamic
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equilibrium, namely that if the system is not in equilibrium in the very beginning, it
will evolve into equilibrium rather quickly. This is not shown, and cannot be shown by
the above result, first and foremost, due to the fact that there is a t → ∞ limit in the
definition of the time average. Thus, just like in case of an ergodic (or epsilon-ergodic)
system – ergodicity (or epsilon-ergodicity) includes the very same t→∞ limit! –, also in
this case we cannot infer anything about the behaviour of the system on small time scales,
like the scale relevant to the system’s approach to equilibrium. To put it differently, the
t→∞ limit allows anything on small time scales and there is, at this level of description,
no argument against, let’s say, lengthy fluctuations of several hours (or days or weeks)
which still add up to a tiny fraction of time with respect to the infinite-time limit.11
If we want to explain the rapid evolution from non-equilibrium to equilibrium, we have
to return to a refined description of the system’s motion on phase space, where there are
macro-regions of vastly different size (with one region of overwhelming volume) and there
is a trajectory winding around erratically due to the chaotic behaviour of the system. It
is essentially this erratic behaviour which, together with the huge size of the equilibrium
region, explains the rapid approach to equilibrium via an explanatory scheme used by
Boltzmann and known today as the typicality account. Since it is not the aim of this
paper to discuss the typicality account, let me, at this point, just refer to the pertinent
literature on this topic. See, for instance, (Lebowitz [1993]; Bricmont [1995]; Goldstein
[2001]).12
In what follows, take into account the reverse statement, given in proposition 4.1,
which asserts that any state in which almost all trajectories spend most (almost all) of
their time is of (by far) largest phase space measure. Together theorem 4.1 and proposition
4.1 provide the two directions of proof which show that the time and phase space average
of the equilibrium state, be it an equilibrium with respect to the time or the phase space
11See also (Bricmont [1995]) for a thorough discussion of the notion of ergodicity (which also applies to
epsilon-ergodicity) and its failure to contribute to the explanation of the approach to equilibrium within
short times. Note that the same arguments apply to epsilon-ergodicity (a concept proposed by Frigg and
Werndl in ([2011], [2012a]), which includes the very same infinite-time limit.
12See also (Frigg and Werndl [2012b], [2015a], [2015b]) for a critical discussion of the typicality account
and (Lazarovici and Reichert [2015]; Lazarovici [2018]) for responses to that.
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average, respectively, approximately coincide. In other words, if a state is of phase space
average close to one, its time average is (typically) close to one and vice versa.
To have an idea of the closeness of the two averages, consider again a reasonable value
of ε, like, e.g., ε = 10−10
24
. Let, for means of simplicity, also δ = 10−10
24
. As before,
√
ε = 10−10
23
. For the first direction, reconsider theorem 4.1 with k = 1/
√
ε. In that case,
the equilibrium region is of measure µ(ΓEq) = 1−ε and we obtain from theorem 4.1 that,
on a set X of measure close to one, the time average is ΓˆEq(x) ≥ 1−
√
ε. For x ∈ X and
the given value of ε, one obtains:
µ(ΓEq) = 1− 10−1024 ⇒ ΓˆEq(x) ≥ 1− 10−1023 .
Hence, the two averages differ at most by the order of
√
ε = 10−10
23
. What regards the
converse statement, we obtain from proposition 4.1 that if, on a set X of measure close
to one, the time average of a certain region is ΓˆM(x) ≥ 1 − ε, that region is of measure
µ(ΓM) ≥ (1 − ε)2 > 1 − 2ε. Hence, for x ∈ X and the given values of δ and ε, it is
conversely:
µ(ΓM) > 1− 2 · 10−1024 ⇐ ΓˆM(x) ≥ 1− 10−1024 .
In this case, the two averages differ at most by the order of ε = 10−10
24
. All in all, the
two averages are equal up to the order of
√
ε = 10−10
23
! This has important implications.
First, it shows that one should not highlight the difference between Boltzmann’s defini-
tion of equilibrium, which refers to the phase space average, and a definition with respect
to the time average, like the one Frigg and Werndl ([2015a], [2015b]) propose. Both defi-
nitions are equivalent in the sense that, if a state is an equilibrium state with respect to
the phase space average, it is an equilibrium state with respect to the time average and
vice versa.
Second, we obtain from the ‘almost equality’ of the two averages that the system
behaves essentially as if it were ergodic. While, for an ergodic system, the time and phase
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space average of the equilibrium state exactly coincide, the approximate equality of the
two averages implies qualitatively the same behaviour: given a region of overwhelming
measure, almost all trajectories spend almost all of their time in that region; the other
way round, given a region in which almost all trajectories spend almost all of their time,
that region is of overwhelming measure.
As a consequence, there is simply no need to refer to ergodicity in discussions on the
foundations of statistical mechanics, as it has often been done at the time when ergodic
theory was at its height (see the references in (Bricmont [1995])), but also recently (see, for
instance, (Frigg and Werndl [2011], [2012a])). The preceding result predicts qualitatively
the same behaviour, what we call essentially ergodic behaviour, for any system with a
stationary measure and a dominant equilibrium state.
Third, the given result justifies Boltzmann’s assumption of ergodicity in his computa-
tion of the recurrence times (see, for instance, Boltzmann’s letter to Zermelo ([1896b])).
In that letter, Boltzmann uses ergodicity to calculate the length of the Poincaré cycles,
respectively the recurrence times, i.e., the time a system needs to wander around phase
space before it revisits a tiny region it has started from. Since any system with a stationary
measure and a dominant equilibrium state behaves essentially ergodically, Boltzmann’s
assumption of ergodicity is a legitimate tool in such approximate computations.
Recall that ergodicity (or any related concept, like the essential ergodicity we deal
with here) is relevant to the behaviour of the system only on time scales connected to
the Poincaré cycles, when the trajectory has been winding around all of phase space
covering it more or less densely. This is the time scale at which ergodicity begins to
matter. Consequently, the given result doesn’t explain the approach from non-equilibrium
to equilibrium (which happens within short times), but it provides an estimate on the
rate of fluctuations, i.e., the time a system spends in equilibrium until it revisits a tiny
non-equilibrium region.
What then is a good estimate of the rate of fluctuations? To see this, reconsider the
theorem on the time average of the Boltzmann equilibrium and, particularly, the set X
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of trajectories which, if the equilibrium region is of measure 1 − 10−1024 , spend at least
1 − 10−1023 of their time in equilibrium. Recall that the set X if of measure µ(X) >
1− 10−1023 , that is, it consists of almost all trajectories. Since these trajectories spend at
least 1 − 10−1023 of their time in equilibrium, they spend less than 10−1023 of their time
textitout of equilibrium, that is, in a fluctuation. This gives us an idea of the long-time
behaviour of the system. If we assume that fluctuations happen occasionally, in accordance
with a trajectory wandering around phase space erratically, then we can estimate the
approximate rate of fluctuations, for a typical trajectory, as follows: a fluctuation of 1
second occurs about every 1010
23
seconds, that is, about every 1010
23
years. But this
means that the system spends trillions of years in equilibrium as compared to one second
in non-equilibrium, a time larger than the age of the universe!
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