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Abstract—The Hegselmann-Krause (HK) model is a well-
known opinion dynamics, attracting a significant amount of
interest from a number of fields. However, the heterogeneous
HK model is difficult to analyze - even the most basic property
of convergence is still open to prove. For the first time, this
paper takes into consideration heterogeneous HK models with
environment or communication noise. Under environment noise,
it has been revealed that the heterogeneous HK model with or
without global information has a phase transition for the upper
limit of the maximum opinion difference, and has a critical
noise amplitude depending on the minimal confidence threshold
for quasi-synchronization. In addition, the convergence time to
the quasi-synchronization is bounded by a negative exponential
distribution. The heterogeneous HK model with global infor-
mation and communication noise is also analyzed. Finally, for
the basic HK model with communication noise, we show that
the heterogeneous case exhibits a different behavior regarding
quasi-synchronization from the homogenous case. Interestingly,
raising the confidence thresholds of constituent agents may break
quasi-synchronization. Our results reveal that the heterogeneity
of individuals is harmful to synchronization, which may be the
reason why the synchronization of opinions is hard to reach in
reality, even within that of a small group.
Index Terms—Opinion dynamics, heterogeneous Hegselmann-
Krause model, synchronization, noise, multi-agent systems
I. INTRODUCTION
People present their opinions on certain events in which it
is necessary for a group to reach shared decisions. Agreement
(also known as consensus or synchronization) is one of the
most important aspects of social group dynamics, making
a position stronger and amplifying its impact on society. It
is very natural for individuals to have different opinions on
the same event, though it is rather complex to study the
dynamics of how a group reaches an agreement. Opinion
dynamics is a research field in which various tools are used
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to study the dynamical processes of the formation, diffusion,
and evolution of public opinion. In fact, opinion dynamics has
been an important issue of research in sociology and has also
attracted a lot of attention in recent years from many other
disciplines such as physics, mathematics, computer science,
social psychology, and philosophy [1, 2].
The study of opinion dynamics can be traced back to the
two-step flow of communication model studied by Lazarsfeld
and Katz in the 1940-50s [3]. This model posits that most
people form their opinions under the influence of opinion
leaders, who, in turn, are influenced by the mass media.
Another famous early work on opinion dynamics is the social
power model proposed by French [4]. Based on a discussion
and classification of “social power”, this model describes the
diffusion of social influence and the formation of public opin-
ions in social networks. The French model is a special case of
the model proposed by DeGroot [5]; as such, they are referred
to as the “French-DeGroot model” in some works [6]. Later,
some new theories of opinion dynamics have been developed,
namely the social influence network theory [7], social impact
theory [8], and dynamic social impact theory [9]. Recently,
bounded confidence (BC) models of opinion dynamics has
been of interest. The BC models adopt a mechanism where
one individual is not willing to accept the opinion of another
one if he/she feels their opinions have a big gap. One well-
known BC model was formulated by Hegselmann and Krause
[10], called the Hegselmann-Krause (HK) model, where all
agents synchronously update their opinions by averaging the
opinions in their confidence bounds. Another well-known BC
model was proposed by Deffuant et al. [11], which is similar to
the HK model, though it instead employs a pairwise-sequential
updating procedure in place of the synchronized one within the
HK model. For opinion dynamics research, one core issue is
whether and how agreement can be reached.
Motivations: Among a wide variety of opinion dynamics
models, the HK model is a particularly interesting one that
has attracted a lot of attention in recent years. Because the
inter-agent topology of the HK model is time-varying and
determined by the agents’ states, whereas the agents’ states
depend on the topology, the theoretical analysis of the HK
model is difficult. The current analysis of the HK model
focuses on the most basic property of convergence. For the
homogeneous HK model - where all agents have the same
confidence bound - the convergence and convergence rate have
been well studied [12–16]. Also, there exists some theoretical
research on varieties of the homogeneous HK model, such
as the systems with decaying confidence [17], with distance-
dependent interaction weight [18], or with continuous agents
ar
X
iv
:1
91
2.
10
75
3v
1 
 [m
ath
.O
C]
  2
3 D
ec
 20
19
2[19]. For the heterogeneous HK model - where the confidence
bounds of the agents can be different -Su et al. [20] prove that
partial agents in the system will reach static states after a finite
time, however cannot prove the convergence of other agents.
Besides, the opinions of all agents are shown to be convergent
if each agent maintains communication with others during a
long enough period of time [21], or if the confidence bound of
each agent is either 0 or 1 [22]. However, the convergence of
the general heterogeneous HK model without additional condi-
tions is still an open problem (Conjecture 2.1 in [24]), despite
it having been supported by simulations [23]. The analysis of
the heterogeneous HK model is particularly important since
there are always differences between individuals, contributing
to one motivation of this paper.
Another motivation of this paper is to study the collective
behavior of the HK model affected by noise. There is a
consensus that all natural systems are inextricably affected
by noise [25]. Actually, how noise affects the collective
behavior of a complex system has garnered considerable
interest from researchers and developers in differing fields.
Generally, the noise in engineering systems may break their
ordered structures, in which case one wishes to reduce the
effect of the noise. However, in many natural and social
systems, the noise may drive the systems to produce ordered
structure [25, 26]. As a matter of fact, the actual opinions
of individuals are inevitably influenced by the randomness
during opinion transmission and evolution, which could be
attributable to the many exogenous factors like T.V., blogs, and
newspapers, or the communication between individuals. Thus,
it has been recognized by several studies that randomness is
an essential factor for the investigation of opinion dynamics in
reality [27–33]. In many studies, an interesting phenomenon
was found where the noise in some situations could play a
positive role in enhancing the synchronization or reducing the
disagreement of opinions. Yet almost all of these findings
were based on simulations, and the theoretical analysis is
limited. In our previous paper, a homogeneous HK model with
environment noise was studied [32], but the analysis method
cannot be applied to the heterogeneous case. This paper will
analyze the heterogeneous HK model with environment noise
by means of a completely different method. Also, to be more
practical, this paper considers different types of heterogeneous
HK models that may be affected by communication noise and
global information. The communication noise is caused by
individuals potentially not expressing their own opinion or
not accurately understanding the opinions of others, while the
global information denotes the background opinion modeled
by the average opinion of all individuals.
Contributions: Based on the above motivations, for the
first time, this paper analyzes heterogeneous HK models with
or without global information, and with environment or com-
munication noise. We show in detail that, under environment
noise, the HK model with or without global information has a
phase transition for the upper limit of the maximum opinion
difference, as well as a critical noise amplitude for quasi-
synchronization. The critical noise amplitude only depends on
the minimal confidence threshold among all individuals. Also,
it is shown that the convergence time to quasi-synchronization
is bounded by a negative exponential distribution.
For the HK model with small communication noise, quasi-
synchronization can be still reached if it contains global
information. However, if it does not contain global informa-
tion, the heterogeneous model exhibits a different behavior
regarding quasi-synchronization from the homogenous model.
Interestingly, raising the confidence thresholds of constituent
agents may break quasi-synchronization. The above results
reveal that the heterogeneity is harmful to synchronization,
which may be the reason why it is challenging to reach the
synchronization of opinions in reality, even within a small
group. It is worth noting that the heterogeneous HK model
without noise is hard to analyze. Even so, we provide some
exact properties for when noise is considered.
Organization: Section II gives the preliminaries and then
formulates our problem, while Sections III and IV present our
main results with strict analysis. Finally, Section V concludes
this paper.
II. MODELS AND DEFINITIONS
The original HK model assumes that there are n(n ≥ 3)
individuals or agents in a group. Each individual i has a time-
varying opinion xi(t) ∈ [0, 1], and can only communicate
opinions with his/her friends, which is defined by where
the difference of opinions is not bigger than a confidence
threshold ri ∈ (0, 1]. This mechanism is based on a practical
phenomenon where one individual is not willing to accept the
opinion of another if he/she feels their opinions have a large
gap. Let
Ni(t) = {1 ≤ j ≤ n
∣∣ |xj(t)− xi(t)| ≤ ri}
denote the neighbor set of agent i at time t. Here we note
that an individual’s neighbor set contains himself/herself.
The evolution of opinions of the HK model accords to the
following dynamics [10]:
xi(t+ 1) = |Ni(t)|−1
∑
j∈Ni(t)
xj(t), i = 1, . . . , n, t ≥ 0,
(2.1)
where |S| denoting the cardinal number of a set S.
If r1 = · · · = rn, then the system (2.1) is called the
homogeneous HK model, otherwise it is referred to as the
heterogeneous HK model. The HK model is a typical self-
organized system that has attracted a significant amount of
interest, but has shown difficult to analyze. Currently, the
analysis of the HK model focuses on the homogeneous case,
while the analysis of the heterogeneous case is almost lacking.
The original HK model does not consider the effect of noise.
However, all actual systems are inextricably affected by noise.
To be more practical, this paper will consider the HK model
affected by either environment noise or communication noise.
A. Heterogeneous HK Models with Environment Noise
The dynamics of opinions in real societies is also affected
by many exogenous factors such as T.V., blogs, newspapers,
and so on [35]. Some HK-type systems under the effect of
exogenous factors have been considered in recent years [35–
37]. This paper considers exogenous factors as environment
3noises. Following previous work in noisy opinion dynamics
[27, 31, 32], we confine the values of an individual’s opinion
to the interval [0, 1]. Let Π[0,1](·) denote the projection onto
the interval [0, 1], i.e., for any x ∈ R,
Π[0,1](x) =
 1 if x > 1x if x ∈ [0, 1]
0 otherwise
.
Consider a basic HK model with environment noise as follows:
Denote V = {1, 2, . . . , n} as the set of all agents with n ≥ 3.
For all i ∈ V and t ≥ 0, let
xi(t+ 1) = Π[0,1]
(
|Ni(t)|−1
∑
j∈Ni(t)
xj(t) + ξi(t)
)
, (2.2)
where ξi(t) ∈ [−η, η] is a bounded noise with η > 0 being a
constant.
A natural consideration is that all agents may be affected in
reality by the background opinion. Accordingly, an interesting
problem is how the background opinion affects the collec-
tive behavior of the opinions of agents. For simplicity, this
paper models the background opinion as the average opinion
xave(t) :=
1
n
∑n
i=1 xi(t), and each agent i has a belief factor
ωi ∈ (0, 1) in the global information xave(t). The HK model
with global information and environment noise is formulated
as
xi(t+ 1) (2.3)
= Π[0,1]
(
ωixave(t) +
1− ωi
|Ni(t)|
∑
j∈Ni(t)
xj(t) + ξi(t)
)
.
Let x(t) := (x1(t), . . . , xn(t)). To be more practical we
consider a wide class of noises which contain not only
independent noises but also correlated noises. For systems
(2.2) and (2.3), let Ωt = Ωtn ⊆ Rn×(t+1) be the sample space
of (ξi(t′))0≤t′≤t,i∈V , and F t = F tn be its Borel σ-algebra.
Additionally we define Ω−1 be the empty set. Let P = Pn
be the probability measure on F∞ for (ξi(t′))t′≥0,i∈V , so the
probability space is written as (Ω∞,F∞, P ). We assume that
the noises {ξi(t)} satisfy the following assumption.
(A1) For any t ≥ 0 and any states x(0), . . . , x(t) ∈ [0, 1]n,
the joint probability density of (ξ1(t), . . . , ξn(t)) has a positive
lower bound, i.e., there exists a constant ρ > 0 such that
P
(
n⋂
i=1
{ξi(t) ∈ [ai, bi]} |∀x(0), . . . , x(t) ∈ [0, 1]n
)
≥ ρ
n∏
i=1
(bi − ai)
for any t ≥ 0 and real numbers ai and bi satisfying −η ≤
ai < bi ≤ η.
The positive lower bound in (A1) simply means that for any
t ≥ 0, all individuals are affected by noise, and the noise has a
positive probability density over [−η, η]. It is easy to see that
if ξi(t) is uniformly and independently distributed in [−η, η],
then it satisfies (A1). Some other bounded noises also satisfy
(A1), such as the truncated Gaussian noise [38], as well as
the discrete time version of frequency fluctuations generated
by sinusoidal functions and Wiener processes [39].
B. Heterogeneous HK Models with Communication Noise
In reality, communication between individuals may be sub-
ject to noise because individuals may not express their own
opinion or accurately understand the opinions of others. The
heterogeneous HK dynamics with communication noise can
be formulated as
xi(t+ 1) = Π[0,1]
(
|Ni(t)|−1
∑
j∈Ni(t)
[xj(t) + ζji(t)]
)
(2.4)
for all i ∈ V and t ≥ 0, where ζji(t) ∈ [−η, η] denotes
the communication noise from agent j to i at time t, with
ζii(t) ≡ 0.
Similar to (2.3) we also consider an HK model with global
information and communication noise as follows:
xi(t+ 1) = Π[0,1]
(
ωixave(t) + (1− ωi)|Ni(t)|−1
·
∑
j∈Ni(t)
[xj(t) + ζji(t)]
)
, i ∈ V, t ≥ 0. (2.5)
For systems (2.4) and (2.5), let Ωt = Ωtn be the sample
space of (ζji(t′))0≤t′≤t,i∈V,j∈Ni(t′), and F t = F tn be its
Borel σ-algebra. Additionally we define Ω−1 as the empty
set. Let P = Pn be the probability measure on F∞ for
(ζji(t
′))t′≥0,i∈V,j∈Ni(t′), so the probability space is written as
(Ω∞,F∞, P ). Define the set of agent pairs E(t) by E(t) :=
{(i, j) : i ∈ V, j ∈ Ni(t)\{i}}. Similar to (A1), we assume
the noises {ζji(t)} satisfying the following assumption.
(A2) For any t ≥ 0 and any states x(0), . . . , x(t) ∈ [0, 1]n,
if E(t) is not empty, then, the joint probability density of
{ζji(t)}(i,j)∈E(t) has a positive lower bound, i.e., there exists
a constant ρ > 0 such that
P
( ⋂
(i,j)∈E(t)
{
ζji(t) ∈ [aji , bji ]
}|∀x(0), . . . , x(t))
≥ ρ
∏
(i,j)∈E(t)
(bji − aji )
for any t ≥ 0 and real numbers aji and bji satisfying −η ≤
aji < b
j
i ≤ η.
C. Definitions
As we know, the conventional consensus/synchronization
concept signifies that the states of all agents are exactly
the same, and this concept has been well studied in noise-
free opinion dynamics and multi-agent systems. However, if
considering a system affected by noise, the strict consen-
sus/synchronization behavior may not be reached.
Define
dV(t) := max
i,j∈V
|xi(t)− xj(t)|
to be the maximum opinion difference at time t. Let
dV := lim inf
t→∞ dV(t) and dV := lim supt→∞
dV(t)
denote the lower limit and upper limit of the maximum opinion
difference respectively.
Similar to [20], we relax the concept of synchronization to
quasi-synchronization which is defined as follows:
4Definition 2.1. We say that quasi-synchronization is asymp-
totically reached if dV ≤ min1≤i≤n ri.
From Definition 2.1, if quasi-synchronization is reached,
then any two agents can communicate directly in the limit
state. In fact, in Theorems 3.1, 3.4, 3.8, and 4.4 below,
wherever a bound d¯V ≤ min ri exists, almost surely there
is some finite time t0 such that dV ≤ min ri for all t ≥ t0. In
other words, almost surely agents communicate directly from
some time onwards.
III. MAIN RESULTS FOR SYSTEMS (2.2), (2.3), AND (2.5)
In this section we will analyze systems (2.2) and (2.3) which
exhibit a phase transition for quasi-synchronization behavior
depending on the noise amplitude η. Let rmin = min1≤i≤n ri
and rmax = max1≤i≤n ri. Also, for any α > 0 we set
c1α = c
1
α(η) :=
{
1 if η > max{ rmin2 , rmaxn }
2η − α otherwise .
With the above definitions we first give our main result for
system (2.2) as follows:
Theorem 3.1 (Phase transition and switching interval in the
heterogeneous HK model with environment noise): Consider
system (2.2) satisfying (A1) and rmin < 1. Then for any initial
state x(0) ∈ [0, 1]n, almost surely (a.s.)
dV
 = 2η if η ≤
rmin
2≥ min{2η, 1} if η > rmin2
= 1 if η > max{ rmin2 , rmaxn }
. (3.1)
Also, for any constant α > 0, if we set τ0 = 0, and τk to be
the stopping time as
τk =
{
min{s > τk−1 : dV(s) ≤ α} if k is odd
min{s > τk−1 : dV(s) ≥ c1α} if k is even , (3.2)
then for all k ≥ 0 and t ≥ 0 we have
P (τk+1 − τk > t) ≤ (1− λ1)bt/Λ1c, (3.3)
where λ1 ∈ (0, 1) and Λ1 > 0 are constants only depending
on n, η, ρ, α, and ri, i ∈ V .
The inequality (3.3) denotes that dV(t) will switch between
(0, α] and [c1α, 1] infinitely often, and the switching interval
is a random variable depending on n, η, ρ, α, and ri, i ∈ V .
However, the specific dependencies are very non-linear, and
difficult to describe even through simulations.
Remark 3.2. From (3.1), the upper limit of the maximum
opinion difference dV has a phase transition at the point
η = rmin/2, providing rmax ≤ nrmin2 . This result implies
that the maximum opinion difference depends on the minimal
confidence threshold among all individuals. Thus, by compar-
ing the homogeneous and heterogeneous cases of system (2.2)
with the same average confidence bound, the heterogeneity of
individuals is harmful to synchronization, which may be the
reason why the synchronization of opinions is hard to reach
in reality, and even within that of a small group.
We also provide some simulations for Theorem 3.1. Con-
sider the system (2.2) with n agents whose initial opinions are
all set to be 0.5. For the confidence bounds of the agents, we
set r1 = rmin = 0.05 and rn = rmax = 0.45, and choose
{ri}n−1i=2 randomly and uniformly from [0.05, 0.45]. Suppose
the noises {ξi(t)} are independently and uniformly distributed
in [−η, η]. All simulations run up to 106 steps. We first choose
n = 20 and η = 0.025 = rmin/2, and the value of dV(t)
is shown in Figure 1. In this figure, it can be observed that
dV = 0.05 = 2η = rmin, which is consistent with (3.1) and the
system (2.2) reaches quasi-synchronization. Second we choose
n = 20 and η = 0.1 > max{ rmin2 , rmaxn }, and the value of
dV(t) is presented in Figure 2. In this figure it can be seen
that dV = 1, which is also consistent with (3.1). Finally we
consider a small group with n = 4 and η = 0.1 ∈ ( rmin2 , rmaxn ),
and the value of dV(t) is provided in Figure 3. Differing from
Figure 2, it seems that dV < 1, so the behavior of the system
with a small number of agents is quite different from a large
number of agents.
100 101 102 103 104 105 106
0.015
0.02
0.025
0.03
0.035
0.04
0.045
0.05
dV(t)
t
Figure 1. The value of dV (t) under system (2.2) with n = 20 and η = 0.025.
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dV(t)
t
Figure 2. The value of dV (t) under system (2.2) with n = 20 and η = 0.1.
100 101 102 103 104 105 106
0
0.1
0.2
0.3
0.4
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0.6
0.7
dV(t)
max1≤t≤106 dV(t)
t
Figure 3. The value of dV (t) under system (2.2) with n = 4 and η = 0.1.
By Theorem 3.1 and Definition 2.1 we get the following
corollary concerning the critical noise amplitude and conver-
5gence rate for quasi-synchronization:
Corollary 3.3 (Critical noise amplitude and convergence
rate for quasi-synchronization of system (2.2)): Consider the
system (2.2) satisfying (A1) and rmin < 1. Then, for any initial
state, the system asymptotically reaches quasi-synchronization
a.s. if and only if η ≤ rmin/2.
Moreover, if η ≤ rmin/2, let τ be the minimal t satisfying
dV(t) ≤ 2η. Then, dV(t) ≤ 2η for all t ≥ τ , and there exist
constants λ2 ∈ (0, 1) and Λ2 > 0 depending on n, η, ρ, and
ri, i ∈ V only such that
P (τ > s) ≤ (1− λ2)bs/Λ2c, ∀s ≥ 0.
Next, we give our main result for system (2.3). For any
η > rmin/2, let wη := min{wi : ri < 2η} and
c2η = max
{
2η,min
{ nη
(n− 1)ωη
, nη
}}
.
Also, for any α > 0 we define
c3α :=
{
2η − α if η ≤ rmin2
min{c2η − α, 1} if η > rmin2
.
Theorem 3.4 (Phase transition and switching interval for
the heterogeneous HK model with environment noise and
global information): Consider system (2.3) satisfying (A1)
and rmin < 1. Then for any initial state x(0) ∈ [0, 1]n, almost
surely
dV
{
= 2η if η ≤ rmin2≥ min{c2η, 1} if η > rmin2
. (3.4)
Also, for any constant α > 0, if we define τ0 = 0, and {τk}k≥1
as same as (3.2) but using c3α instead of c
1
α, then for all k ≥ 0
and t ≥ 0 we have
P (τk+1 − τk > t) ≤ (1− λ3)bt/Λ3c, (3.5)
where λ3 ∈ (0, 1) and Λ3 > 0 are constants only depending
on n, η, ρ, α, and ωi, ri, i ∈ V .
Remark 3.5. Differing from system (2.2), the system (2.3)
has a global average opinion xave(t), which means all agents
remain connected for all time. In Theorem 3.4, if we let
wη tend to zero, then dV ≥ min{nη, 1} for the case when
η > rmin/2. Thus, the results of Theorems 3.1 and 3.4 are
consistent for the case when η ≥ max{ rmin2 , 1n}. However,
Theorem 3.1 is not a special case of Theorem 3.4 because
the former cannot be included by the latter for the case when
max{ rmin2 , rmaxn } < η < max{ rmin2 , 1n}.
Similar to Theorem 3.1 we also provide some simulations
for Theorem 3.4. Consider the system (2.3) with n = 20 agents
whose initial opinions, confidence bounds, and noises have
the same configurations as Figures 1 and 2. Assume ω1 =
· · · = ωn = 0.1. All simulations run up to 106 steps. We
first choose η = 0.025 as the same as Figure 1, and the value
of dV(t) is shown in Figure 4. This figure displays a similar
behavior of dV(t) as Figure 1. Second, we choose η = 0.1
as the same as Figure 2, and the value of dV(t) is shown in
Figure 5. Comparing this figure to Figure 2, the system (2.3)
has a smaller dV than the system (2.2), signifying that the
global average opinion can reduce the difference of opinions.
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t
Figure 4. The value of dV (t) under system (2.3) with η = 0.025.
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Figure 5. The value of dV (t) under system (2.3) with η = 0.1.
Similar to Corollary 3.3 we can get the following corollary
concerning the critical noise amplitude and convergence rate
for quasi-synchronization of system (2.3):
Corollary 3.6 (Critical noise amplitude and convergence
rate for quasi-synchronization of system (2.3)): Consider the
system (2.3) satisfying (A1) and rmin < 1. Then, for any initial
state, the system asymptotically reaches quasi-synchronization
a.s. if and only if η ≤ rmin/2.
Moreover, if η ≤ rmin/2, let τ be the minimal t satisfying
dV(t) ≤ 2η. Then, dV(t) ≤ 2η for all t ≥ τ , and there exist
constants λ4 ∈ (0, 1) and Λ4 > 0 depending on n, η, ρ, and
ωi, ri, i ∈ V only such that
P (τ > s) ≤ (1− λ4)bs/Λ4c, ∀s ≥ 0.
Remark 3.7. Combining Corollary 3.6 with Corollary 3.3
shows that the background opinion or global information does
not affect the critical noise amplitude of quasi-synchronization.
Next we consider the HK model with global information
and communication noise which is much more complex than
the HK model with global information and environment noise,
since some agents may be not affected by noise if they have
no neighbor except themselves. For 1 ≤ i 6= j ≤ n, define
ai :=
(n−1)(1−ωi)η
n , aij := ai + aj =
(n−1)(2−ωi−ωj)η
n ,
hij (3.6)
:=

(n−1)η
n [(1− ωi)2 + ωi(ωj−ωi)n ] if ri < ai
(1− ωi)η[ 1−ωin + n−2n−1 ] + ωi(n−1)(ωj−ωi)ηn2
if ri ∈ [ai, aij)
(n−1)η
n [1− ωi + ωj−ωin ] if ri ≥ aij
,
6and
cij := min
{
hij + hji,
1− (ai − hij)I{ai>hij} − (aj − hji)I{aj>hji}
}
,
where I{·} denotes the indicator function.
Theorem 3.8 (Analytical results for the heterogeneous HK
model with communication noise and global information):
Consider the system (2.5) satisfying (A2). Then for any initial
state, almost surely
dV
{
= maxi6=j aij if η ≤ mini 6=j nri(n−1)(2−ωi−ωj) ,
≥ min{maxi6=j{aij , cij}, 1} otherwise.
The result in Theorem 3.8 seems very complex. If we
consider the large population that n → ∞, and all agents
has a same belief factor ω∗ in the average opinion xave(t),
then by Theorem 3.8 we can get
dV
{
= 2(1− ω∗)η if η ≤ rmin2(1−ω∗)
≥ min{2(1− ω∗)η, 1} otherwise .
In this case, we can see that dV still depends on the min-
imal confidence bound rmin, though the phase transition
is unknown. Also, it is shown that if η ≤ rmin/2, then
d¯V = 2η(1 − ω∗) is dependent on ω∗, whereas d¯V = 2η
in Theorem 3.4 is independent of {ωi}. The reason for this
difference is that the noise in system (2.5) has a product with
1 − ωi, whereas the noise in system (2.3) does not have a
product with 1− ωi.
All the above results study the upper limit dV of the
maximum opinion difference. In fact, for the lower limit dV
we can get the following simple result:
Theorem 3.9 (The lower limit of maximum opinion differ-
ence in heterogeneous noisy HK models): Consider systems
(2.2) and (2.3) satisfying (A1), and system (2.5) satisfying
(A2). Then for any initial state, dV = 0 a.s..
Theorem 3.9 indicates that the opinions of all agents can
reach almost consensus at infinite moments, however the
consensus is not a stable state and the opinions may diverge
under the influence of noise.
A. Proofs of Theorems 3.1 and 3.4, and Corollaries 3.3 and
3.6
We adopt the method of “transforming the analysis of a
stochastic system into the design of control algorithms” first
proposed by [34]. This method requires the construction of
some new systems to help with the analysis of the noisy HK
models. For i ∈ V and t ≥ 0, let
x˜i(t) =

|Ni(t)|−1
∑
j∈Ni(t)
xj(t)
for protocols (2.2) and (2.4)
ωixave(t) +
1−ωi
|Ni(t)|
∑
j∈Ni(t)
xj(t)
for protocols (2.3) and (2.5)
. (3.7)
From this definition the systems (2.2) and (2.3) can be
rewritten as
xi(t+ 1) = Π[0,1](x˜i(t) + ξi(t)).
To analyze systems (2.2) and (2.3), we construct two robust
control systems as follows. For i ∈ V and t ≥ 0, let
δi(t) ∈ (0, η) be an arbitrarily given real number, ui(t) ∈
[−η + δi(t), η − δi(t)] denotes a bounded control input, and
bi(t) ∈ [−δi(t), δi(t)] denotes the parameter uncertainty. For
protocol (2.2) we construct a control system that for all i ∈ V
and t ≥ 0,
xi(t+ 1) (3.8)
= Π[0,1]
(|Ni(t)|−1 ∑
j∈Ni(t)
xj(t) + ui(t) + bi(t)
)
.
Similarly, for protocol (2.3) we construct a control system that
for all i ∈ V and t ≥ 0,
xi(t+ 1) = Π[0,1] (3.9)(
ωixave(t) +
1− ωi
|Ni(t)|
∑
j∈Ni(t)
xj(t) + ui(t) + bi(t)
)
,
By (3.7), the systems (3.8) and (3.9) can be rewritten as
xi(t+ 1) = Π[0,1](x˜i(t) + ui(t) + bi(t)).
Given a set S ⊆ [0, 1]n, we say S is reached at time t if
x(t) ∈ S, and is reached in the time [t1, t2] if there exists
t′ ∈ [t1, t2] such that x(t′) ∈ S. Based on this, we define the
robust reachability of a set as follows.
Definition 3.10. Let S1, S2 ⊆ [0, 1]n be two state sets. Under
protocol (3.8) (or (3.9)), S1 is said to be finite-time robustly
reachable from S2, if, for any x(0) ∈ S2, S1 is reached at time
0, or there exist constants T > 0 and ε ∈ (0, η) independent
of x(0) such that we can find δi(t) ∈ [ε, η) and ui(t) ∈ [−η+
δi(t), η − δi(t)], i ∈ V , 0 ≤ t < T which guarantee that S1 is
reached in the time [1, T ] for arbitrary bi(t) ∈ [−δi(t), δi(t)],
i ∈ V , 0 ≤ t < T .
With this definition and similar to Lemma 3.1 in [34], we
get the following lemma:
Lemma 3.11: Assume that (A1) holds. Let S1, . . . , Sk ⊆
[0, 1]n, k ≥ 1 be state sets and assume they are finite-time
robustly reachable from [0, 1]n under protocol (3.8) (or (3.9)).
Suppose the initial opinions x(0) are arbitrarily given. Then
for system (2.2) (or (2.3)):
(i) With probability 1 there exists an infinite sequence t1 <
t2 < . . . such that Sj is reached at time tlk+j for all j =
1, . . . , k and l ≥ 0.
(ii) There exist constants T > 0 and c ∈ (0, 1) such that
P (τi − τi−1 > t) ≤ cbt/Tc,∀i, t ≥ 1,
where τ0 = 0 and τi := min{s : there exist τi−1 <
t′1 < t
′
2 < · · · < t′k = s such that for all j ∈
[1, k], Sj is reached at time t′j} for i ≥ 1.
Proof. (i) This proof is similar to the proof of Lemma 3.1 (i) in
[34]. To simplify the exposition we only give a proof sketch
here. First, because Sj(1 ≤ j ≤ k) is finite-time robustly
reachable under protocol (3.8) (or (3.9)), so with Definition
3.10 there exist constants Tj ≥ 2 and εj ∈ (0, η) such that
for any t ≥ 0 and x(t) /∈ Sj , we can find parameters δi(t′) ∈
[εj , η) and control inputs ui(t′) ∈ [−η + δi(t′), η − δi(t′)],
71 ≤ i ≤ n, t ≤ t′ ≤ t + Tj − 2 with which the set Sj is
reached in the time [t + 1, t + Tj − 1] for any uncertainties
bi(t
′) ∈ [−δi(t′), δi(t′)], 1 ≤ i ≤ n, t ≤ t′ ≤ t + Tj − 2.
This acts on protocol (2.2) (or (2.3)) indicating that for any
x(t− 1) ∈ [0, 1]n,
P ({Sj is reached in [t+ 1, t+ Tj − 1]} |x(t− 1))
≥ P
 ⋂
t≤t′≤t+Tj−2
⋂
1≤i≤n
{ξi(t′) ∈ [ui(t′)− δi(t′), ui(t′) + δi(t′)]} |x(t− 1)
)
≥
t+Tj−2∏
t′=t
[
ρ
n∏
i=1
(2δi(t
′))
]
≥ ρTj−1 (2εj)n(Tj−1) ,
where the second inequality uses (A1) and the similar discus-
sion to (11) in [34]. Set
Ej,t := {Sj is reached in [t+ 1, t+ Tj − 1]} ,
Et :=
⋂k
j=1Ej,t+
∑j−1
l=1 Tl
, and T := T1+T2+. . .+Tk. Similar
to (13) in [34] we get
P
( ∞⋂
m=M
EcmT
)
= 0 for all M > 0,
which indicates that with probability 1 there exists an infinite
sequence m1 < m2 < . . . such that EmlT occurs for all l ≥ 1.
By the definition of Et, for each l ≥ 0 we can find a time
sequence tlk+j ∈ [mlT +
∑j−1
p=1 Tp,mlT +
∑j
p=1 Tp − 1],
1 ≤ j ≤ k such that Sj is reached at time tlk+j .
(ii) Same as the proof of Lemma 3.1 (ii) in [34].
Lemma 3.11 builds a connection between the noisy HK
system (2.2) (or (2.3)) and the HK-control system (3.8) (or
(3.9)). According to Lemma 3.11, to prove a set S is reached
a.s. under a noisy HK system, we only need to design control
algorithms for the corresponding HK-control system such that
the set S is robustly reached in finite time. Before the proof of
Theorem 3.1 we introduce some useful notions and lemmas.
For any constants z ∈ [0, 1] and α > 0, define the set
Sz,α :=
{
(x1, . . . , xn) ∈ [0, 1]n : max
i∈V
|xi−z| < α
}
. (3.10)
Lemma 3.12: For any constants z′ ∈ [0, 1] and α′ > 0,
Sz′,α′ is finite-time robustly reachable from [0, 1]n under
protocols (3.8) and (3.9).
For any constant β ∈ [0, 1], denote the set
Eβ :=
{
(x1, . . . , xn) ∈ [0, 1]n : max
i,j∈V
|xi−xj | ≥ β
}
. (3.11)
Lemma 3.13: If rmin < 1 and η > max{ rmin2 , rmaxn }, E1
is finite-time robustly reachable from [0, 1]n under protocol
(3.8).
Lemma 3.14: For any constant ε ∈ (0, η), let cε =
min{2η − 2ε, 1}. Then Ecε is finite-time robustly reachable
from [0, 1]n under protocols (3.8) and (3.9).
Lemma 3.15: Suppose rmin < 1 and η > rmin2 . For any
constant ε > 0, let
cε := min
{ nη
(n− 1)ωη
− ε, nη − ε, 1
}
,
then Ecε is finite-time robustly reachable from [0, 1]
n under
protocol (3.9).
The proofs of Lemmas 3.12-3.15 are postponed to Appendix
A.
Proof of Theorem 3.1. By Lemma 3.12, S 1
2 ,
rmin
2
is finite-time
robustly reachable from [0, 1]n under protocol (3.8), then by
Lemma 3.11, under system (2.2) a.s. there exists a finite time
t1 such that S 1
2 ,
rmin
2
is reached at time t1, which indicates
dV(t1) < rmin. From this and (3.7) we get x˜1(t1) = x˜2(t1) =
· · · = x˜n(t1), and so dV(t1 + 1) ≤ 2η. Thus, if η ≤ rmin2 , we
have dV(t1 + 1) ≤ rmin. Repeating this process we get
dV(t) ≤ 2η, ∀t > t1 (3.12)
for η ≤ rmin2 .
Also, for any small constant ε > 0, by Lemmas 3.11 and
3.14 we get a.s. E2η−ε is reached in finite time under protocol
(2.2), so making ε tend to zero we have
dV ≥ 2η a.s. (3.13)
For the case when η ≤ rmin2 , by (3.12) and (3.13) we have
dV = 2η a.s. For the case when η > max{ rmin2 , rmaxn }, by
Lemmas 3.11 and 3.13 we can get dV = 1 a.s.
It remains to prove (3.3). Using Lemma 3.12 again, we
have S 1
2 ,
α
2
is finite-time robustly reachable from [0, 1]n under
protocol (3.8). Also, by Lemmas 3.13 and 3.14 we have Ec1α
is finite-time robustly reachable from [0, 1]n under protocol
(3.8). Combining these with Lemma 3.11 (ii) yields (3.3).
Proof of Corollary 3.3. If η ≤ rmin2 , by (3.1) we have dV =
2η ≤ rmin a.s., which means the system asymptotically
reaches quasi-synchronization a.s. by Definition 2.1. If η >
rmin
2 , by (3.1) we get a.s. dV ≥ 2η > rmin a.s. Thus, the
system asymptotically reaches quasi-synchronization a.s. if
and only if η ≤ rmin/2.
For the case of η ≤ rmin2 , using (3.3) with α = 2η there are
constants λ2 ∈ (0, 1) and Λ2 > 0 such that
P (τ > s) ≤ (1− λ2)bs/Λ2c, ∀s ≥ 0.
Also, by (3.12) but using τ instead of t1 we have dV(t) ≤ 2η
for all t > τ .
Proof of Theorem 3.4. If η ≤ rmin2 , with the same discussion
as the proof of Theorem 3.1 we can get dV = 2η a.s.. If
η > rmin2 , for any small constant ε > 0, by Lemmas 3.11,
3.14, and 3.15 we get a.s. Emin{c2η−ε,1} is reached in finite
time under protocol (2.3), so making ε tend to zero we have
dV ≥ min{c2η, 1} a.s..
Similar to the proof of (3.3) we can get (3.5).
Proof of Corollary 3.6. i) Immediately from (3.4) and Defini-
tion 2.1.
ii) Similar to the proof of Corollary 3.3.
8B. Proofs of Theorems 3.8 and 3.9
As a convenience, this subsection also provides some prepa-
rations to analyze the system (2.4) besides the system (2.5).
Similar to Subsection 3-A, we construct two robust control
systems, which can transform the analysis of systems (2.4)
and (2.5) to the design of control algorithms. For t ≥ 0,
i ∈ V , and j ∈ Ni(t)\{i}, let δi(t) ∈ (0, η) be an arbitrarily
given real number, uji(t) ∈ [−η + δi(t), η − δi(t)] denotes a
bounded control input, and bji(t) ∈ [−δi(t), δi(t)] denotes the
parameter uncertainty.
Similar to (3.8) and (3.9), for systems (2.4) and (2.5) we
construct the control systems
xi(t+ 1)
= Π[0,1]
(
|Ni(t)|−1
[
xi(t)
+
∑
j∈Ni(t)\{i}
(xj(t) + uji(t) + bji(t))
])
= Π[0,1]
(
x˜i(t) + |Ni(t)|−1
∑
j∈Ni(t)\{i}
(uji(t) + bji(t))
)
,
∀i ∈ V, t ≥ 0, (3.14)
and
xi(t+ 1)
= Π[0,1]
(
ωixave(t) +
1− ωi
|Ni(t)|
[
xi(t)
+
∑
j∈Ni(t)\{i}
(xj(t) + uji(t) + bji(t))
])
= Π[0,1]
(
x˜i(t) +
1− ωi
|Ni(t)|
∑
j∈Ni(t)\{i}
(uji(t) + bji(t))
)
,
∀i ∈ V, t ≥ 0 (3.15)
respectively, where the last lines of (3.14) and (3.15) use (3.7).
Similar to Definition 3.10, we define the robust reachability
for systems (3.14) and (3.15) as follows:
Definition 3.16. Let S1, S2 ⊆ [0, 1]n be two state sets. Under
protocol (3.14) (or (3.15)), S1 is said to be finite-time robustly
reachable from S2 if: For any x(0) ∈ S2, S1 is reached at time
0, or there exist constants T > 0 and ε ∈ (0, η) such that we
can find δi(t) ∈ [ε, η) and uji(t) ∈ [−η + δi(t), η − δi(t)],
0 ≤ t < T , i ∈ V , j ∈ Ni(t)\{i}, which guarantees that S1 is
reached in the time [1, T ] for arbitrary bji(t) ∈ [−δi(t), δi(t)],
0 ≤ t < T , i ∈ V , j ∈ Ni(t)\{i}.
Similar to Lemma 3.11 we get the following lemma:
Lemma 3.17: Assume (A2) holds. Let S1, . . . , Sk ⊆
[0, 1]n, k ≥ 1 be state sets and assume they are finite-
time robustly reachable from [0, 1]n under protocol (3.14) (or
(3.15)). Suppose the initial opinions x(0) are arbitrarily given.
Then for system (2.4) (or (2.5)):
(i) With probability 1 there exists an infinite sequence
t1 < t2 < . . . such that Sj is reached at time tlk+j for all
j = 1, . . . , k and l ≥ 0.
(ii) There exist constants T > 0 and c ∈ (0, 1) such that
P (τi − τi−1 > t) ≤ cbt/Tc,∀i, t ≥ 1,
where τ0 = 0 and τi := min{s : there exist τi−1 <
t′1 < t
′
2 < · · · < t′k = s such that for all j ∈
[1, k], Sj is reached at time t′j} for i ≥ 1.
Similar to Lemmas 3.12, 3.14 and 3.15 we can get
Lemma 3.18: For any constants z¯ ∈ [0, 1] and α¯ > 0, Sz¯,α¯
is finite-time robustly reachable from [0, 1]n under protocol
(3.15).
Lemma 3.19: For any constant ε ∈ (0, η), let cε :=
min{maxi 6=j aij − 2ε, 1}. Then Ecε is finite-time robustly
reachable from [0, 1]n under protocol (3.15).
Lemma 3.20: Suppose that n ≥ 3. For any constant ε >
0, let cε := maxi 6=j cij − ε, then Ecε is finite-time robustly
reachable from [0, 1]n under protocol (3.15).
The proof of Lemma 3.18 is similar to the proof of Lemma
3.12, while the proofs of Lemmas 3.19 and 3.20 are postponed
to Appendix B.
Proof of Theorem 3.8. For any constant ε ≥ 0, let c∗ε =
min{maxi 6=j{aij , cij}, 1} − ε. Combining Lemma 3.17 with
Lemmas 3.19 and 3.20 we have a.s. Ec∗ε is reached in finite
time under protocol (2.5), so making ε tend to zero we have
dV ≥ c∗0 a.s.. (3.16)
For the case that η ≤ mini6=j nri(n−1)(2−ωi−ωj) , this implies
that ri ≥ aij for all i 6= j, and then
cij ≤ hij + hji = aij ≤ ri ≤ 1, ∀i 6= j.
By this with (3.16) we have
dV ≥ max
i 6=j
aij a.s.. (3.17)
Also, by Lemmas 3.17 and 3.18 we get a.s. there exists a finite
time t1 such that |xi(t1) − xj(t1)| ≤ aij ≤ min{ri, rj} for
any i 6= j, which indicates x˜1(t1) = · · · = x˜n(t1). Here we
recall that x˜i(t) is defined by (3.7). In addition,
xi(t1 + 1) = Π[0,1]
(
x˜i(t1) +
1− ωi
n
∑
j 6=i
ζji(t1)
)
,
so
|xi(t1 + 1)− xj(t1 + 1)|
≤ 1− ωi
n
∑
k 6=i
|ζki(t1)|+ 1− ωj
n
∑
k 6=j
|ζkj(t1)|
≤ (2− ωi − ωj)(n− 1)η
n
= aij ≤ min{ri, rj}.
Repeating this process we get |xi(t) − xj(t)| ≤ aij for all
t > t1, which implies that dV ≤ maxi 6=j aij a.s.. Combining
this with (3.17) we get dV = maxi6=j aij a.s..
Proof of Theorem 3.9. For any α > 0, by Lemmas 3.11 and
3.12 the set S1/2,α is reached a.s. in finite time under systems
(2.2) and (2.3), so we can get dV = 0 a.s. by making α tend
to zero.
Similarly, by Lemmas 3.17 and 3.18 the set S1/2,α is
reached a.s. in finite time under systems (2.5), so we can get
dV = 0 a.s. by making α tend to zero.
9IV. INCREASING CONFIDENCE THRESHOLDS MAY HARM
SYNCHRONIZATION UNDER SYSTEM (2.4)
From the study of Section III, we see that small noise
will lead to quasi-synchronization for the HK model with
environment noise. For the HK model with communication
noise, this result still holds in the homogeneous case, though
it may be not true in the heterogeneous case. Interestingly, we
will show that the quasi-synchronization may be broken if the
confidence thresholds of constituent agents are increased.
We only give the analytic result for the homogenous case
of the system (2.4). If r1 = r2 = · · · = rn < 1n−1 , the values
of dV and dV depend on the initial opinion. For example, if
xi(0) =
i−1
n−1 for 1 ≤ i ≤ n, then all agents are isolated
and will remain unchanged, which indicates dV = dV = 1
for any η. However, if |xi(0) − xj(0)| ≤ r1 for all i 6= j, it
can be obtained that |xi(t) − xj(t)| ≤ r1 for all t ≥ 1 when
η ≤ nr12(n−1) , which indicates dV ≤ dV ≤ r1. Thus, to avoid
dependence on the initial opinion, this paper only considers
the case when r1 = · · · = rn ≥ 1n−1 .
First we need introduce some lemmas as follows:
Lemma 4.1: Consider the protocol (3.14) satisfying r1 =
· · · = rn ≥ 1n−1 . Then for any constants z∗ ∈ [0, 1] and
α∗ > 0, Sz∗,α∗ is finite-time robustly reachable from [0, 1]n,
where Sz∗,α∗ is the state set defined by (3.10).
Lemma 4.2: Consider the protocol (3.14) satisfying r1 =
· · · = rn ∈ [ 1n−1 , 1). Let cη := 2η(n−1)n . For any ε > 0, if
η ≤ nr12(n−1) then the set
E′ε :=
{
(x1, . . . , xn) : cη − ε ≤ max |xi − xj | ≤ cη
}
is finite-time robustly reachable from [0, 1]n.
Lemma 4.3: Consider the protocol (3.14) satisfying n ≥ 3
and r1 = · · · = rn ∈ [ 1n−1 , 1). If η > nr12(n−1) then E1 is finite-
time robustly reachable from [0, 1]n, where E1 is the state set
defined by (3.11).
The proofs of Lemmas 4.1, 4.2, and 4.3 are postponed to
Appendix C.
Theorem 4.4: Consider the system (2.4) satisfying (A2),
n ≥ 3 and r1 = · · · = rn ∈ [ 1n−1 , 1). Then for any initial
opinions x(0) ∈ [0, 1]n, a.s. dV = 0, and
dV =
{
2η(n−1)
n if η ≤ nr12(n−1)
1 otherwise
.
Also, for any α > 0 we set
cα :=
{
2η(n−1)
n − α if η ≤ nr12(n−1)
1 otherwise
,
and define τ0 = 0, and τk to be the stopping time as
τk =
{
min{s > τk−1 : dV(s) ≤ α} if k is odd,
min{s > τk−1 : dV(s) ≥ cα} if k is even,
then for all j ≥ 0 and t ≥ 0,
P (τ2j+2 − τ2j > t) ≤ (1− λ5)bt/Λ5c, (4.1)
where λ5 ∈ (0, 1) and Λ5 > 0 are constants only depending
on n, η, ρ, α and r1.
Proof. First by Lemmas 4.1 and 3.17 we can get a.s. dV = 0
when we let the value of α in Lemma 4.1 tend to 0.
Next we consider the value of dV . For the case that η ≤
nr1
2(n−1) , since dV = 0 a.s. there exists a finite time t1 such that
maxi,j |xi(t1) − xj(t1)| ≤ n−1n 2η ≤ r1. By (2.4) and (3.7)
we have x˜1(t1) = · · · = x˜n(t1), and
xi(t1 + 1) ∈
[
x˜i(t1)− n− 1
n
η, x˜i(t1) +
n− 1
n
η
]
,
which indicates
|xj(t+ 1)− xi(t+ 1)| ≤ n− 1
n
2η ≤ r1.
Repeating the above process we get that for any t ≥ t1,
max
i,j
|xi(t)− xj(t)| ≤ n− 1
n
2η. (4.2)
Combining (4.2) with Lemmas 4.2 and 3.17 we get dV =
2η(n−1)
n a.s. when we let the value of ε in Lemma 4.2 tend to
0.
If η > nr12(n−1) , by Lemmas 4.3 and 3.17 we have a.s. dV =
1.
Finally, combining Lemma (3.17) with Lemmas 4.1, 4.2 and
4.3 yields (4.1).
Remark 4.5. In Theorem 3.8, if {ωi}1≤i≤n all tend to 0+ then
almost surely
dV
{
= 2(n−1)ηn if η ≤ mini nri2(n−1) ,
≥ min{maxi 6=j{ 2(n−1)ηn , c∗ij}, 1} otherwise,
(4.3)
where c∗ij is the limit value of cij as {ωi}1≤i≤n all tend to
0+. Theorem 4.4 is consistent with (4.3) for the case when
η ≤ mini nri2(n−1) , but is stronger than (4.3) for the case when
η > mini
nri
2(n−1) . Thus, Theorem 4.4 is not a special case of
Theorem 3.8.
For the system (2.4), we only consider the homogeneous
case since the heterogeneous case is quite difficult to ana-
lyze in detail. When considering the heterogeneous system
(2.4), the finite-time robust reachability (Lemma 4.1) may
not hold under some configurations. Then, in contrast to
the system (2.2), in system (2.4), small noise may not lead
to quasi-synchronization. More interestingly, if we increase
the confidence thresholds of constituent agents, the quasi-
synchronization may be broken. Also, the value of dV as a
function of η may exhibit a phase transition at some critical
points. However, raising η may promote synchronization,
which is different from the systems (2.2) and (2.3). To
illustrate these phenomena we give an example as follows:
Example 4.6. Assume that system (2.4) contains 4 agents, and
the communication noises are independently and uniformly
distributed in [−η, η]. If r1 = r2 = r3 = r4 = 13 , for any
η ∈ (0, 2/9) and any initial opinions, by Theorem 4.4 the
system will reach quasi-synchronization a.s.. The evolution of
opinions is shown in Figure 6 with η = 0.1. However, if we
increase the values of r2 and r3 to 1, and suppose x(0) =
10
(0, 1/2, 1/2, 1), then for any η ∈ (0, 1/9), it can be shown
that x1(t) = 0, x4(t) = 1 for all t ≥ 1, while x2(t) and x3(t)
fluctuate between ( 12 − 32η, 12 + 32η). The evolution of opinions
is shown in Figure 7 with η = 0.1.
100 101 102 103
0
0.2
0.4
0.6
0.8
1
t
 
 
x1(t)
x2(t)
x3(t)
x4(t)
Figure 6. The evolution of system (2.4) with n = 4, x(0) = (0, 1/2, 1/2, 1),
(r1, . . . , r4) = (1/3, 1/3, 1/3, 1/3), and η = 0.1.
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Figure 7. The evolution of system (2.4) with n = 4, x(0) = (0, 1/2, 1/2, 1),
(r1, . . . , r4) = (1/3, 1, 1, 1/3), and η = 0.1.
V. CONCLUSION AND FUTURE WORK
The agreement and disagreement analysis of opinion dy-
namics has attracted an increasing amount of interest in recent
years. On the other hand, all natural systems are inextricably
affected by noise, and how noise affects the collective behavior
of a complex system has also garnered considerable interest
from researchers and developers in various fields. Thus, a
natural problem is how the noise affects the agreement or
bifurcation in opinion dynamics. This paper analyzes heteroge-
neous HK models with either environment or communication
noise for the first time, and provides some critical results for
quasi-synchronization.
There are still some problems that have not been considered.
For example, because of limited space, this paper does not
consider heterogeneous HK models with both environment
and communication noises. Such systems may exhibit some
interesting properties different from the systems (2.2)-(2.5),
though the analysis may be much more complex. These
problems and models leave us with a direction for future
research.
APPENDIX A
PROOFS OF LEMMAS 3.12-3.15
Proof of Lemma 3.12. We consider the protocol (3.8) first.
Without loss of generality we assume α′ ∈ (0, η/2). The main
idea of this proof is: For each agent i, if its neighbors’ average
opinion x˜i(t) is larger than an upper bound, we set ui(t) to
be a negative input; if x˜i(t) is less than a lower bound, we
set ui(t) to be a positive input. Otherwise, we select a control
input such that xi(t+1) will be in the interval [z′−α′, z′+α′].
With this idea, for t ≥ 0 and 1 ≤ i ≤ n we choose δi(t) = α′
and
ui(t) (A.1)
=
 −η + α
′ if x˜i(t) > z′ + η − α′,
z′ − x˜i(t) if x˜i(t) ∈ [z′ − η + α′, z′ + η − α′],
η − α′ if x˜i(t) < z′ − η + α′.
It can be computed that
ui(t) ∈ [−η + δi(t), η − δi(t)], ∀i ∈ V, t ≥ 0,
which meets its requirement in Definition 3.10. Define
xmax(t) := max
1≤i≤n
xi(t) and xmin(t) := min
1≤i≤n
xi(t).
For any i ∈ V , if x˜i(t) > z′+η−α′ which indicates xmax(t) >
z′ + η − α′, by (A.1) we have
xi(t+ 1)
= x˜i(t) + ui(t) + bi(t) = x˜i(t)− η + α′ + bi(t)
∈ (z′ + bi(t), xmax(t)− η + α′ + bi(t)]
(A.2)
and
(z′ + bi(t), xmax(t)− η + α′ + bi(t)]
⊆ (z′ − α′, xmax(t)− η + 2α′].
(A.3)
If x˜i(t) < z′ − η+ α′ which indicates xmin(t) < z′ − η+ α′,
similar to (A.2) and (A.3) we have
xi(t+ 1) ∈ [xmin(t) + η − 2α′, z′ + α′). (A.4)
Otherwise if x˜i(t) ∈ [z′ − η + α′, z′ + η − α′], by (A.1) we
have
xi(t+ 1) (A.5)
= x˜i(t) + z
′ − x˜i(t) + bi(t) ∈ [z′ − α′, z′ + α′].
From (A.2)-(A.5) together we can get
xmax(t+ 1) ≤ max {xmax(t)− η + 2α′, z′ + α′}
and
xmin(t+ 1) ≥ min {xmin(t) + η − 2α′, z′ − α′} ,
so there must exist a finite time t1 such that xi(t1) ∈ [z′ −
α′, z′ + α′] for all i ∈ V .
For protocol (3.9), this result can be obtained by a similar
method to the above.
Proof of Lemma 3.13. Let K be a constant satisfying
K ≥ max
{4(rmin + η)
2η − rmin ,
2nη
nη − rmax
}
.
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By Lemma 3.12 the set SK+2
2K rmin,
rmin
K
is finite-time robustly
reachable from [0, 1]n under protocol (3.8). We record the
stop time of the set SK+2
2K rmin,
rmin
K
being reached as t1, which
means
xi(t1) ∈ [rmin
2
,
rmin
2
+
2rmin
K
], ∀i ∈ V.
By this and (3.7) we have
x˜1(t1) = x˜2(t1) = · · · = x˜n(t1)
∈ [rmin
2
,
rmin
2
+
2rmin
K
].
(A.6)
Without loss of generality we assume agent 1 has the
smallest interaction radius, i.e., r1 = rmin. For any t ≥ t1
and i ∈ V we choose δi(t) = ηK , and
ui(t) =
{
η − ηK if i = 1,−η + ηK otherwise.
(A.7)
Because xi(t1 + 1) = Π[0,1](x˜i(t1) + ui(t1) + bi(t1)), by this
and (A.6) we can get
x1(t1 + 1) ≥ min
{
x˜1(t1) + η − 2η
K
, 1
}
≥ min
{rmin
2
+ η − 2η
K
, 1
}
> rmin,
(A.8)
and
xi(t1 + 1) ≤ max
{
x˜i(t1)− η + 2η
K
, 0
}
≤ max
{rmin
2
+
2rmin
K
− η + 2η
K
, 0
}
= 0, i = 2, . . . , n,
(A.9)
so
x1(t1 + 1)− xi(t1 + 1) > rmin = r1, i = 2, . . . , n.
Next we compute xi(t1 + 2). Because agent 1 cannot receive
information from the others at time t1 + 1, with (A.8) we get
x1(t1 + 2) = x1(t1 + 1) + ui(t1 + 1) + bi(t1 + 1)
≥ min
{
x˜1(t1) + 2
(
η − 2η
K
)
, 1
}
.
(A.10)
Also, for 2 ≤ i ≤ n, by (A.9) we have
x˜i(t1 + 1) =
x1(t1 + 1)
n
I{x1(t1+1)≤ri} ≤
ri
n
≤ rmax
n
,
which is followed by
xi(t1 + 2) ≤ max
{rmax
n
− η + 2η
K
, 0
}
= 0. (A.11)
Repeating the process of (A.10)-(A.11) we get that there exists
a finite time t2 > t1 such that x1(t2) = 1, and xi(t2) = 0 for
2 ≤ i ≤ n.
Proof of Lemma 3.14. We consider protocol (3.8) first. With-
out loss of generality we assume that ε is arbitrarily small
(though positive). By Lemma 3.12 the set S 1
2 ,
ε
2
is finite-time
robustly reachable from [0, 1]n under protocol (3.8). We record
the stop time of the set S 1
2 ,
ε
2
being reached as t1, which
implies
x˜1(t1) = x˜2(t1) ∈
[1
2
− ε
2
,
1
2
+
ε
2
]
. (A.12)
We choose δi(t1) = ε4 for any i ∈ V , and u1(t1) = η − ε4 ,
and u2(t1) = −η + ε4 . With this and (A.12) we have
x1(t1 + 1) ≥ min
{
x˜1(t1) + u1(t1)− δ1(t1), 1
}
≥ min
{
x˜1(t1) + η − ε
2
, 1
}
,
and
x2(t1 + 1) ≤ max
{
x˜2(t1) + u2(t1) + δ2(t1), 0
}
≤ max
{
x˜2(t1)− η + ε
2
, 0
}
.
By these and (A.12) we get x1(t1 + 1)− x2(t1 + 1) ≥ cε.
For protocol (3.9), our result can be obtained by a similar
method to the above.
Proof of Lemma 3.15. Without loss of generality we assume
r1 < 2η and ω1 = ωη . For any constant K satisfying
K ≥ max
{4(r1 + η)
2η − r1 ,
4ηn
(n− 1)w1ε ,
2ηn
ε
}
, (A.13)
with a similar method to the proof of Lemma 3.13 we can
find a finite time t1 such that
x˜1(t1) = x˜2(t1) = · · · = x˜n(t1) ∈ [r1
2
,
r1
2
+
2r1
K
]. (A.14)
For any t ≥ t1 and i ∈ V we choose δi(t) = ηK , and ui(t)
as same as (A.7). Because xi(t1+1) = Π[0,1](x˜i(t1)+ui(t1)+
bi(t1)), similar to (A.8) and (A.9) we have
x1(t1 + 1) ≥ min
{
x˜1(t1) + η − 2η
K
, 1
}
> r1,
and
xi(t1 + 1) ≤ max
{
x˜i(t1)− η + 2η
K
, 0
}
= 0, i = 2, . . . , n.
From these we get
x1(t1 + 2) (A.15)
≥ min
{
x˜1(t1 + 1) + η − 2η
K
, 1
}
= min
{
ω1xave(t1 + 1) + (1− ω1)x1(t1 + 1)
+η − 2η
K
, 1
}
= min
{(
1− ω1 + ω1
n
)
x1(t1 + 1) + η − 2η
K
, 1
}
,
and for 2 ≤ i ≤ n we have
xi(t1 + 2) ≤ max
{
x˜i(t1 + 1)− η + 2η
K
, 0
}
≤ max
{x1(t1 + 1)
n
− η + 2η
K
, 0
}
.
(A.16)
Also, for any y < min{ nη(n−1)ω1 − ε, nη − ε}, by (A.13) we
have (
1− ω1 + ω1
n
)
y + η − 2η
K
> y − (n− 1)ω1
n
( nη
(n− 1)ω1 − ε
)
+ η − 2η
K
≥ y + (n− 1)ω1ε
2n
.
(A.17)
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and
y
n
− η + 2η
K
<
nη − ε
n
− η + 2η
K
≤ 0. (A.18)
Taking (A.17) into (A.15), and (A.18) into (A.16), and repeat-
edly computing xi(t1 + 3), xi(t1 + 4), . . ., there must exist a
finite time t2 > t1 such that
x1(t2)− xi(t2) ≥ min
{ nη
(n− 1)ω − ε, nη − ε, 1
}
for all i ∈ {2, . . . , n}.
APPENDIX B
PROOFS OF LEMMAS 3.19-3.20
Proof of Lemma 3.19. Without loss of generality we assume
ω1 +ω2 = mini 6=j(ωi+ωj), and ε is arbitrarily small (though
positive). Let
x∗ := Π[0,1]
(
1
2
+
(ω1 − ω2)(n− 1)η
2n
)
.
By Lemma 3.18 the set Sx∗, ε2 is finite-time robustly reachable
from [0, 1]n under protocol (3.15). We record the stop time of
the set Sx∗, ε2 being reached as t1, which implies
x˜1(t1) = · · · = x˜n(t1) ∈
[
x∗ − ε
2
, x∗ +
ε
2
]
. (B.1)
For i = 1, 2, let εi := nε(1−ωi)(n−1) , and choose δi(t1) =
εi
4 .
Also, choose uj1(t1) = η − ε14 for any j ∈ N1(t1)\{1} and
uj2(t1) = −η + ε24 for any j ∈ N2(t1)\{2}. Combining this
with (3.15) and (B.1) we have
x1(t1 + 1)
= Π[0,1]
(
x˜1(t) +
1− ω1
n
∑
j 6=1
(uj1(t) + bj1(t))
)
≥ min
{
x˜1(t1) +
(1− ω1)(n− 1)
n
[η − ε1
2
], 1
}
≥ min
{
x∗ +
(1− ω1)(n− 1)η
n
− ε, 1
}
,
and
x2(t1 + 1)
= Π[0,1]
(
x˜2(t) +
1− ω2
n
∑
j 6=2
(uj2(t) + bj2(t))
)
≤ max
{
x˜2(t1) +
(1− ω2)(n− 1)
n
[−η + ε2
2
], 0
}
≤ max
{
x∗ − (1− ω2)(n− 1)η
n
+ ε, 0
}
.
Thus we get
x1(t1 + 1)− x2(t1 + 1)
≥ min
{ (2− ω1 − ω2)(n− 1)η
n
− 2ε, 1
}
= min
{
a12 − 2ε, 1
}
= cε. (B.2)
Proof of Lemma 3.20. We first show that Ec12−ε is finite-time
robustly reachable from [0, 1]n. By a similar method to the
proof of Lemma 3.13, for any real number x∗ ∈ [0, 1], we can
find a finite time t1 such that
x˜1(t1) = x˜2(t1) = · · · = x˜n(t1)
∈
[
x∗ − η
K
, x∗ +
η
K
]
,
(B.3)
where K > 0 is a constant large enough.
At the time t1, we choose δ1(t1) = δ2(t1) = ηK , and
δ3(t1) = · · · = δn(t1) = ηMK with M be a large integer.
Also, for i ∈ V and j ∈ Ni(t1) \ {i} we choose
uji(t1) =
 η −
2η
K if i = 1
−η + 2ηK if i = 2
0 if 3 ≤ i ≤ n
. (B.4)
By (3.15), (B.3) and (B.4) we have
x1(t1 + 1) ≥ min
{
x˜1(t1)
+
(n− 1)(1− ω1)
n
(
η − 3η
K
)
, 1
}
,
x1(t1 + 1) ≤ min
{
x˜1(t1)
+
(n− 1)(1− ω1)
n
(
η − η
K
)
, 1
}
,
x2(t1 + 1) ≥ max
{
x˜1(t1)
− (n− 1)(1− ω2)
n
(
η − η
K
)
, 0
}
,
x2(t1 + 1) ≤ max
{
x˜1(t1)
− (n− 1)(1− ω2)
n
(
η − 3η
K
)
, 0
}
,
xi(t1 + 1) ≥ min
{
x˜1(t1)
− (n− 1)(1− ωi)η
nMK
, 0
}
, 3 ≤ i ≤ n,
xi(t1 + 1) ≤ max
{
x˜1(t1)
+
(n− 1)(1− ωi)η
nMK
, 1
}
, 3 ≤ i ≤ n.
(B.5)
If a12 =
(n−1)(2−ω1−ω2)η
n ≥ 1, similar to (B.2) we can choose
suitable x∗ and large K such that
x1(t1 + 1)− x2(t1 + 1) ≥ min
{
a12 − ε, 1
}
≥ 1− ε ≥ c12 − ε,
which indicates that Ec12−ε is robustly reached at time t1 +1.
Thus, we just need to consider the case of a12 < 1. In this
case we can choose suitable x∗ and large K such that
x˜1(t1) + a1 < 1 and x˜1(t1)− a2 > 0. (B.6)
Here we recall that ai =
(n−1)(1−ωi)η
n . Also, we can get
xave(t1 + 1) ≈ x˜1(t1) + (n− 1)(ω2 − ω1)η
n2
, (B.7)
where A ≈ B indicates that limK→∞(A − B) = 0 in this
proof.
At the time t1 +1, we choose δ1(t1 +1) = δ2(t1 +1) = ηK ,
and uj1(t1 + 1) = η − ηK for j ∈ N1(t1 + 1) \ {1}, while
uj2(t1 + 1) = −η + ηK for j ∈ N2(t1 + 1) \ {2}.
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If r1 < a1, by (B.5) we can get N1(t1 + 1) = {1} for large
K, so by (3.15)
x1(t1 + 2)
= ω1xave(t1 + 1) + (1− ω1)x1(t1 + 1)
≈ x˜1(t1) + (n− 1)η
n
[
(1− ω1)2 + ω1(ω2 − ω1)
n
]
.
(B.8)
If r1 ∈ [a1, a12), by (B.5) we can get N1(t1 + 1) =
{1, 3, . . . , n} for large K and M , so by (3.15)
x1(t1 + 2)
≈ min
{
ω1xave(t1 + 1) +
1− ω1
n− 1 [(n− 2)x˜1(t1)
+ x1(t1 + 1) + (n− 2)η], 1
}
≈ min
{
x˜1(t1) +
ω1(n− 1)(ω2 − ω1)η
n2
+ (1− ω1)
[ (1− ω1)η
n
+
(n− 2)η
n− 1
]
, 1
}
.
(B.9)
If r1 ≥ a12, by (B.5) we can get N1(t1 +1) = {1, 2, . . . , n}
for large K and M , so by (3.15) and (B.7),
x1(t1 + 2) (B.10)
≈ min
{
ω1xave(t1 + 1)
+(1− ω1)[xave(t1 + 1) + (n− 1)η
n
], 1
}
≈ min
{
x˜1(t1) +
(n− 1)η
n
(
1− ω1 + ω2 − ω1
n
)
, 1
}
.
From (B.8), (B.9), (B.10) and (3.6) we get
x1(t1 + 2) ≈ Π[0,1](x˜1(t1) + h12). (B.11)
By a similar discussion we can get
x2(t1 + 2) ≈ Π[0,1](x˜1(t1)− h21). (B.12)
Let A  B denote limK→∞(A − B) ≤ 0. If a1 ≤ h12
and a2 ≤ h21, which means x1(t1 + 1)  x1(t1 + 2) and
x2(t1 + 2)  x2(t1 + 1), then we choose x∗ to be h21 or
1−h12 and get x1(t1 + 2)−x2(t1 + 2) ≈ min{h12 +h21, 1},
which indicates Ec12−ε is robustly reached at time t1 + 2.
If a1 > h12 and a2 ≤ h21, we choose x∗ = 1 − a1 which
means x1(t1 + 1) ≈ 1, and so x1(t1 + 2) − x2(t1 + 2) ≈
min{h12 + h21, 1 − (a1 − h12)}, which indicates Ec12−ε is
also robustly reached at time t1 + 2.
If a1 ≤ h12 and a2 > h21, we choose x∗ = a2 and get
x1(t1 + 2) − x2(t1 + 2) ≈ min{h12 + h21, 1 − (a2 − h21)},
so Ec12−ε is also robustly reached at time t1 + 2.
If a1 > h12 and a2 > h21, we have h12 + h21 < x1(t1 +
1)− x2(t1 + 1), so Ec12−ε is robustly reached at time t1 + 1.
Given the discussion above, Ec12−ε is finite-time robustly
reachable from [0, 1]n.
For any i 6= j, by a similar method we have Ecij−ε is
finite-time robustly reachable from [0, 1]n, so Ecε is finite-
time robustly reachable from [0, 1]n.
APPENDIX C
PROOFS OF LEMMAS 4.1, 4.2, AND 4.3
Proof of Lemma 4.1. Set xmax(t) and xmin(t) to be the max-
imal and minimum opinions at time t respectively. Let K > 0
be a large constant and set δi(t) = ηK for i ∈ V and t ≥ 0.
Next we try to find a control algorithm such that
xmax(t1)− xmin(t1)
< max
{
xmax(0)− xmin(0)− η
2
+
2η
K
,
xmax(0)− xmin(0)− r1, 2η
K
}
,
(C.1)
where t1 is a finite time. Assume xmax(0) − xmin(0) > 2ηK .
Because for any initial opinions, there must exist two agents
whose distance is not bigger than 1n−1 , which means they
are not isolated, we prove (C.1) for the following three cases
respectively:
Case I: If the agent with the minimum opinion is not isolated,
for all i ∈ V, j ∈ Ni(0)\{i} we choose
uji(0) = min
{
η,
[xmax(0)− x˜i(0)]|Ni(0)|
|Ni(0)| − 1
}
− η
K
. (C.2)
By (3.14) and the fact that xmin(t) ≤ x˜i(t) ≤ xmax(t), we
can get for any i ∈ V satisfying |Ni(0)| ≥ 2,
xi(1) ≥ min
{
xmin(0) +
|Ni(0)| − 1
|Ni(0)|
[
η − 2η
K
]
,
xmax(0)− |Ni(0)| − 1|Ni(0)|
2η
K
}
> min
{
xmin(0) +
η
2
− 2η
K
, xmax(0)− 2η
K
}
.
Also, xi(1) ≤ xmax(0) for all i ∈ V , and if |Ni(0)| = 1 then
xi(0) > xmin(0) + r1, so (C.1) holds when t1 = 1.
Case II: If the agent with the maximal opinion is not isolated,
for all i ∈ V, j ∈ Ni(0)\{i} we choose
uji(0) = max
{
− η, [xmin(0)− x˜i(0)]|Ni(0)||Ni(0)| − 1
}
+
η
K
. (C.3)
Similar to Case I we get (C.1) holds when t1 = 1.
Case III: If the agents with the minimum and maximal
opinions are all isolated, for all i ∈ V, j ∈ Ni(0)\{i} we
choose
uji(t) = min
{
η,
[xmax(t)− x˜i(t)]|Ni(t)|
|Ni(t)| − 1
}
− η
K
, (C.4)
until the agent with the maximal opinion is not isolated. Let
y(t) be the minimal value of the non-isolated agents’ opinions.
Under (C.4) we have
min
{
y(t) +
η
2
− 2η
K
, xmax(t)− 2η
K
}
≤ y(t+ 1) ≤ xmax(t), ∀i ∈ V,
so there exists a finite time t0 such that the agent with the
maximal opinion is not isolated at time t′. With the same
method as Case II we can get (C.1) holds when t1 = t0 + 1.
Repeatedly using (C.1) we get that there exists a finite time
t′ such that xmax(t′) − xmin(t′) ≤ 2ηK . Finally we design a
control algorithm which moves (xmin(t′) + xmax(t′))/2 to
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z∗ while xmax(t) − xmin(t) keeps not bigger than 2ηK . Set
x′(t) := xmin(t) + xmax(t))/2. For any t ≥ t′, i ∈ V , and
j ∈ Ni(t)\{i} we choose
uji(t) =
[x′(t)−x˜i(t)]n
n−1 − η + 2ηK if x′(t) > z∗ + n−1n (η − 2ηK )
[z∗−x˜i(t)]n
n−1 if x˜i(t) ∈ [z∗ − n−1n (η − 2ηK ),
z∗ + n−1n (η − 2ηK )]
[x′(t)−x˜i(t)]n
n−1 + η − 2ηK if x′(t) < z∗ − n−1n (η − 2ηK )
.
By this and (3.14) we have x′(t+1) ≤ x′(t)− n−1n (η− 3ηK ) if
x′(t) > z∗+ n−1n (η− 2ηK ), and x′(t+1) ≥ x′(t)+ n−1n (η− 3ηK )
if x′(t) < z∗ − n−1n (η − 2ηK ). Then, there exists a finite time
t∗ such that
xi(t
∗)
= x˜i(t
∗ − 1) + 1
n
∑
j 6=i
( [z∗ − x˜i(t∗ − 1)]n
n− 1 + bji(t
∗ − 1)
)
= z∗ +
1
n
∑
j 6=i
bji(t
∗ − 1),
which indicates |xi(t∗)− z∗| < ηK for all i ∈ V by |bji(t)| ≤
η
K . Thus, Sz∗,α∗ is finite-time robustly reachable from [0, 1]
n
if we let K ≥ dη/α∗e.
Proof of Lemma 4.2. Let K > 0 be a large constant. By
Lemma 4.1, the set S 1
2 ,
r1
K
is finite-time robustly reachable
from [0, 1]n under protocol (3.14). We record the stop time of
the set S 1
2 ,
r1
K
being reached as t1, which means
xi(t1) ∈
[1
2
− r1
K
,
1
2
+
r1
K
]
, ∀i ∈ V. (C.5)
Then |Ni(t1)| = n and x˜i(t1) =
∑n
j=1
xj(t1)
n for all i ∈ V .
Choose δi(t1) = ηK , and
uji(t1) =
{ −η + ηK if i = 1, j ∈ N1(t)\{1}
η − ηK if 2 ≤ i ≤ n, j ∈ Ni(t)\{i}
, (C.6)
then by (3.14) we have
x1(t1 + 1) ∈
[
x˜1(t1)− n− 1
n
η, x˜1(t1)− n− 1
n
(
η − η
K
)]
,
and
xi(t1 + 1) ∈
[
x˜i(t1) +
n− 1
n
(
η − η
K
)
, x˜i(t1) +
n− 1
n
η
]
for all i ∈ {2, . . . , n}. Thus, E′ε is robustly reached at time
t1 + 1.
Proof of Lemma 4.3. Similar to (C.5) there exists a time t1
such that
xi(t1) ∈
[r1
2
− r1
K
,
r1
2
+
r1
K
]
, ∀i ∈ V,
where K > 0 is a large constant. For all t ≥ t1 and i ∈ V we
choose δi(t1) = ηK , and
uji(t) =
{ −η + ηK if i = 1, j ∈ N1(t)\{1}
η − ηK if 2 ≤ i ≤ n, j ∈ Ni(t)\{i}
, (C.7)
then
x˜i(t1) =
n∑
j=1
xj(t1)
n
∈
[r1
2
− r1
K
,
r1
2
+
r1
K
]
, ∀i ∈ V.
Also, by (3.14) and the fact that η > nr12(n−1) we get
x1(t1 + 1) ≤ Π[0,1]
(
x˜1(t1)− n− 1
n
(
η − η
K
))
≤ Π[0,1]
(r1
2
+
r1
K
− n− 1
n
(
η − η
K
))
= 0,
and for all i ∈ {2, . . . , n},
xi(t1 + 1) ∈
[
x˜i(t1) +
n− 1
n
(
η − η
K
)
, x˜i(t1) +
n− 1
n
η
]
and[
x˜i(t1) +
n− 1
n
(
η − η
K
)
, x˜i(t1) +
n− 1
n
η
]
⊂
[r1
2
− r1
K
+
n− 1
n
(
η − η
K
)
,
r1
2
+
r1
K
+
n− 1
n
η
]
.
These yield that xi(t1 + 1) − x1(t1 + 1) > r1 for all i =
2, . . . , n, and x2(t1 +1), · · · , xn(t1 +1) are neighbors to each
other. Using (C.7) repeatedly, there exists a finite time t2 > t1
such that x1(t2) = 0 and x2(t2) = · · · = xn(t2) = 1.
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