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Abstrakt
Tato diplomová práce si klade za cíl rozpoznávání vodorovného dopravního znacˇení
a detekci podélných strˇedových a okrajových cˇar pruhu, ve kterém se jedoucí vozidlo
nachází. Práce je rozdeˇlená do dvou cˇástí, kdy teoretická cˇást popisuje metody použité
pro detekcí vodorovného dopravního znacˇení a vlastní implementace pak jednotlivé
kroky, které aplikace využívá k detekci a následnému rozpoznání vodorovného
dopravního znacˇení na základeˇ porˇízeného videozáznamu. Prˇi rˇešení detekce pruhu,
ve kterém se vozidlo nachází, se pro zrychlení zpracování využilo výkonu grafické karty.
Dosažené výsledky jsou popsány v záveˇrecˇné kapitole, kde je také uvedená procentuální
úspeˇšnost správného rozpoznávání dopravních znacˇek.
Klícˇová slova: detekce, OpenCV, CUDA, dopravní znacˇení, prahování obrazu,
Houghova transformace, segmentace
Abstract
The goal of the Diploma thesis is the detection of road markings, edge lines, and center
lines along the carriageway on which the vehicle is moving. The thesis is divided
into two parts. The theoretical part describes the methods used for detection of road
markings. The second part, actual implementation, describes the individual steps used
to detect and recognize the road markings based on the captured video. The Graphic card
(adapter) was used to enhance processing performance of detection of the lines along the
carriageway on which the vehicle is located. The results are summarized and described
in the final chapter along with the success rate of recognition of the road markings.
Keywords: detection, OpenCV, CUDA, road marking, thresholding, Hough
transformation, segmentation
Seznam použitých zkratek a symbolu˚
BSD licence – Berkeley Software Distribution, licence pro svobodný
software
CPU – Centrální procesorová jednotka(z anglického Central
Processing Unit)
CUDA – Compute Unified Device Architecture
FPS – snímku˚ za sekundu (z anglického Frames per second)
GPU – grafický procesor(z anglického Graphic Processing Unit)
HSV – Hue, Saturation, Value
MS – Microsoft
OpenCV – Open Source Computer Vision
RGB – Red, Green, Blue
SURF – Speeded Up Robust Features
SVM – Support Vector Machines
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51 Úvod
Žijeme v moderní dobeˇ, která vyžaduje moderní a dynamicky se rozvíjející technologie.
Tyto technologie jsou dnes využívány ve všech oblastech lidské cˇinnosti.
Jak již jsem uvedl žijeme v moderní dobeˇ, která mimo rozvoje technologii prˇináší
do lidského života stres, uspeˇchanost a nervozitu. Z tohoto du˚vodu se domnívám,
že je nutné využívat informacˇních technologií ke zdokonalování a kontrole lidské
cˇinnosti, jako je bezpecˇnost v dopravním provozu cˇi prˇedcházení rizika dopravní nehody.
Dle statistických údaju˚ Policie Cˇeské republiky [13] bylo v roce 2014 šetrˇeno
85 859 nehod, prˇi kterých bylo 629 osob usmrceno, teˇžce zraneˇno bylo 2 762 osob
a 23 655 osob bylo lehce zraneˇno. Odhadnutá hmotná škoda policií na místeˇ nehody
je 4 933,23 mil. Kcˇ. Znamená to, že každých 6 minut a 6 sekund došlo k dopravní
nehodeˇ, kterou musela policie prošetrˇit, každých 13 hodin a 55 minut došlo na našich
komunikacích k usmrcení osoby a každých 19 minut a 54 sekund byl zraneˇn úcˇastník
silnicˇního provozu.
Tyto statistické údaje Policie Cˇeské republiky ukazují, že každý den se na naších
silnicích stane v pru˚meˇru 235,2 dopravních nehod. Velká cˇást z nich je zpu˚sobena
lidským faktorem. Mu˚že to být zavineˇno naprˇíklad únavou, zdravotním stavem
rˇidicˇe, špatným vyhodnocením situace, alkoholem, nepozorností rˇidicˇe cˇi používáním
mobilních telefonu˚ za jízdy.
Snahou výrobcu˚ automobilu˚ je implementace nových technologií, které si kladou
za cíl zlepšovat bezpecˇnost v provozu na pozemních komunikacích. Na trhu jsou
dostupné automobily, které využívají lasery, cˇidla a kamery k zajišteˇní veˇtší bezpecˇnosti
rˇidicˇe. Jako prˇíklad lze uvést to, že upozorní rˇidicˇe, že nemá zapnutý bezpecˇnostní
pás, nejsou dovrˇené dverˇe automobilu, nesvítí sveˇtla, dále upozorní na nedostatek
tlaku v pneumatikách nebo oleje v motoru, poprˇípadeˇ na mikrospánek rˇidicˇe. Dnes
je samozrˇejmostí, že tato cˇidla dokážou rozeznat závady na automobilu a rˇidicˇe na to
upozornit.
Já jsem se rozhodl svou diplomovou prací zameˇrˇit na oblast automobilového
pru˚myslu a zabývat se otázkou detekce vodorovného dopravního znacˇení a rozpoznání
o jakou dopravní znacˇku se jedná a to vše v reálném cˇase.
6Definici dopravního znacˇení lze najít v zákoneˇ cˇ.361/2000 Sb., o provozu
na pozemních komunikacích, ve zneˇní pozdeˇjších prˇedpisu˚.
Tento zákon rozlišuje dopravní znacˇky na svislé a vodorovné.
• Svislé dopravní znacˇky jsou stálé, promeˇnné a prˇenosné. Promeˇnná svislá dopravní znacˇka
je dopravní znacˇka, jejíž cˇinná plocha se mu˚že meˇnit. Prˇenosnou svislou dopravní znacˇkou
se rozumí dopravní znacˇka umísteˇná na cˇervenobíle pruhovaném sloupku (stojánku) nebo
na vozidle.
• Vodorovné dopravní znacˇky jsou stálé a prˇechodné. Vodorovné dopravní znacˇky mohou být
doplneˇny dopravními knoflíky.
• Tvary symbolu˚ dopravních znacˇek se nesmeˇjí meˇnit; to neplatí pro dopravní znacˇky
se symboly, které mohou být obráceny, a se symboly, které jsou uvedeny jen jako vzory,
a pro svislé dopravní znacˇky promeˇnné.
• Provádeˇcí právní prˇedpis stanoví význam, užití, provedení a tvary dopravních znacˇek
a jejich symbolu˚.
• Dopravní znacˇky, sveˇtelné a akustické signály, dopravní zarˇízení a zarˇízení pro provozní
informace musí svými rozmeˇry, barvami a technickými požadavky odpovídat zvláštním
technickým prˇedpisu˚m.
Vodorovné dopravní znacˇky se užívají samostatneˇ nebo ve spojení se svislými dopravními
znacˇkami, poprˇípadeˇ s dopravními zarˇízeními, jejichž význam zdu˚raznˇují nebo zprˇesnˇují.
Vodorovné dopravní znacˇky jsou vyznacˇeny barvou nebo jiným srozumitelným zpu˚sobem;
prˇechodná zmeˇna místní úpravy provozu na pozemních komunikacích je vyznacˇena žlutou nebo
oranžovou barvou. [20]
Vycházím ze své bakalárˇské práce s tím, že nyní použiji jiný zpu˚sob vyhodnocení,
o kterou dopravní znacˇku se jedná. Ke zrychlení aplikace využiji výkonu grafické karty.
Dalším cílem pak bude detekce pruhu, ve kterém se vozidlo nachází.
Diplomová práce bude rozdeˇlená do dvou cˇásti. V první cˇásti se zameˇrˇím na teorii
a vysveˇtlení pojmu˚ z oblasti zpracování obrazu, které se dají využít pro detekci
dopravního znacˇení. Druhá cˇást bude obsahovat popis vlastní implementace daného
problému. K otestování použiji videozáznamy, které porˇídím na území meˇsta Ostravy.
V záveˇru své práce porovnám výhody a nevýhody zvoleného postupu s výsledky
mé bakalárˇské práce. V té jsem pro rozpoznávání dopravních znacˇek využil principu
podobnosti obrázku˚. Porovnával jsem snímek z videozáznamu se šablonou, která
obsahovala dopravní znacˇky, jenž byla aplikace schopna rozpoznat.
72 Metody digitálního zpracování obrazu použité v diplomové
práci
Digitální zpracování obrazu patrˇí v soucˇasnosti k rychle rozvíjejícímu se odveˇtví.
Prˇi zpracování obrazu se využívají ru˚zné barevné modely. Využití a popis neˇkterých
z nich bude uveden v této kapitole. Dále si prˇedstavíme jednotlivé kroky, se kterými
se mu˚žeme setkat prˇi zpracování obrazu. V první rˇadeˇ se jedná o snímání a digitalizaci
obrazu, dále pak prˇedzpracování a segmentace obrazu, popis objektu až po konecˇnou
klasifikaci objektu.
2.1 Barevné modely
V rámci zpracování videozáznamu program využívá k ru˚zným operacím následující
barevné modely.
2.1.1 Barevný model RGB
RGB model patrˇi mezi nejpoužívaneˇjší barevné modely. Jako prˇíklad, kde se s tímto
modelem lze, setkat mu˚žeme uvést monitory, projektory a jiná podobná zobrazovací
zarˇízení.
RGB model je tvorˇen trˇemi základními barvami tj. cˇervená (Red), zelená (Green)
a modrá (Blue). Zbylých barev z barevného spektra lze dosáhnout adaptivním mícháním
teˇchto základních barev. Pokud je intenzita u všech barev nastavena na nulu, je
výsledkem cˇerná barva. Bílou barvu lze získat, pokud se všem trˇem složkám nastaví
maximální intenzita. Adaptivní míchání barev je ukázáno na obrázku 1.
Obrázek 1: Aditivní míchání barev[14]
82.1.2 Barevný model HSV
Tento barevný model nejvíce odpovídá lidskému vnímání barev. Jedná se o barevný
model, kde je barva bodu urcˇená trˇemi složkami. Nejedná se však o trˇi základní barvy
jako tomu je v prˇípadeˇ modelu RGB. Tyto složky mají zcela jiný význam.
• Hue - Barevný tón neboli odstín. Tato hodnota udává, která barva v daném bodeˇ
prˇevládá. Je udávána ve stupních (0 až 360 stupnˇu˚).
• Saturation - Sytost. Prˇedstavuje množství šedí vzhledem k odstínu, udává se v %
(v rozmezí od 0% pro šedou barvu do 100% pro plneˇ sytou barvu).
• Value - Jasová hodnota. Udává sveˇtlost nebo tmavost barvy. Vyšší hodnota jasu
znacˇí, že barva odráží více sveˇtla. Je udávána v %, kde bílá barva má hodnotu jasu
100% a cˇerná barva 0%.
Jak vypadá grafické znázorneˇní modelu HSV je zobrazeno na obrázku 2.
Obrázek 2: Grafické znázorneˇní HSV[7]
























0 v = 0
V−min(R,G,B)
V v ̸= 0
(2)
9V = max (R,G,B) (3)
Vzorce 1, 2 a 3 popisují prˇevod z barevného modelu RGB na model HSV. Hodnoty
R, G, B popisují jednotlivé složky barevného modelu RGB. Jak už je ze vzorcu˚ 1, 2 a 3
patrné, prˇevod obrazu z barevného modelu RGB na model HSV, vyžaduje více operací
než prˇevod na obraz ve stupních šedi, který je popsán v následující kapitole.
Výhodou barevného modelu HSV je, že umožnˇuje oddeˇlit informace o barveˇ
od informace o jasové hodnoteˇ daného bodu. Této výhody se využívá prˇi zkoumání
barvy jednotlivých bodu˚, jelikož není ovlivnˇována jasovou hodnotou. [19]
2.1.3 Obraz ve stupních šedi
Obraz ve stupních šedi, v praxi se lze setkat i s termínem monochromatický, na rozdíl
od RGB obrazu, obsahuje pro každý bod pouze jednu hodnotu. Nejcˇasteˇji se využívá
prˇi tvorbeˇ umeˇleckých fotografií, prˇi hledání hran v obraze a jejich následném
zpracování. Dá se využití i prˇi segmentaci obrazu, kdy lze na základeˇ jasové hodnoty
z obrazu vytáhnout jen urcˇité objekty.
Lidské oko rozlišuje jednotlivé složky RGB s ru˚znou citlivostí, proto se nedá využít
pouhého secˇtení jednotlivých složek, ale pro prˇevod se využívá váhových koeficientu˚:
f = 0.299 ·R+ 0.587 ·G+ 0.114 ·B, (4)
kde f je výsledná úrovenˇ jasu v šedotónovém obraze a hodnoty R, G, B jsou




Je to digitální jednobitový obraz tvorˇený pouze dveˇma odstíny šedé barvy. Na binárním
obraze je typicky každý pixel tvorˇen cˇernou (oznacˇující oblast pozadí) nebo bílou
barvou (oblast objektu). Cˇernobílého obrazu lze dosáhnout pomocí prahování obrazu
(thresholding). Jak vypadá binární obraz je zobrazeno na obrázku 3.
Obrázek 3: Cˇernobílý obraz
2.1.5 Barevný vs. obraz ve stupních šedi
Prˇi detekci vodorovného dopravního znacˇení je vhodneˇjší použít obraz ve stupních
šedi. Prˇi pohledu na vozovku je i lidským okem rozpoznatelné, že barevné spektrum
vozovky je ve veˇtšineˇ prˇípadu˚ tvorˇeno bílou a šedou barvou. Z tohoto du˚vodu není nutno
prˇi zpracování videa uchovávat informaci o barveˇ pixelu. Navíc u barevného modelu
RGB není jasová hodnota explicitneˇ oddeˇlená od odstínu barvy, a proto je složiteˇjší urcˇit
intenzitu jasu daného pixelu.
2.2 Snímaní a digitalizace obrazu
Pro zpracování a rozpoznávání obrazu je du˚ležité prˇevést obraz reálného sveˇta
do digitální formy. Prˇi snímaní dochází k prˇevodu vstupních velicˇin na elektrický
signál spojitý v cˇase. Prˇíklady vstupních velicˇin jsou jas, ultrazvuk, tepelné zárˇení
atd. Snímání mu˚že probíhat v jednom nebo více spektrálních pásmech. Spektrální
pásmo je elektromagnetické zárˇení s vymezeným rozsahem vlnové délky. Pro zachycení
barevného obrazu stacˇí trˇi spektrální složky (cˇervená, zelená, modrá).
Prˇi digitalizaci je vstupní spojitý signál prˇeveden do diskrétního tvaru, následneˇ
je vstupní signál vzorkován a kvantován. Vzorkovaní znamená, že vstupní signál
je rozdeˇlen na nezbytné množství malých cˇastí neboli vzorku˚, které jsou následneˇ
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zpracovávány. Tímto zpu˚sobem zpracování lze získat konecˇný pocˇet vzorku˚. Tyto však
stále obsahují velké množství informací.
Vzhledem k této skutecˇnosti je nutné provést další proces, kterým je tzv. kvantování
signálu. Cílem kvantování signálu je zaokrouhlit hodnoty signálu, získaného
prˇi vzorkování, a to na prˇedem definované kvantovací úrovneˇ.
Výsledkem digitalizace je matice prˇirozených cˇísel, která reprezentuje obraz.
Základní a nedeˇlitelnou jednotkou digitálního obrazu je pixel odpovídající jednomu
prvku z této matice.[19]
2.3 Prˇedzpracování obrazu
Úkolem prˇedzpracovaní obrazu je potlacˇení šumu a zkreslení, které vzniklo beˇhem
digitalizace a prˇenosu obrazu. Prˇedzpracování obrazu lze využít i prˇi snaze o zvýrazneˇní
urcˇitých rysu˚ v obraze, pro jejich následné další zpracovávání.
Mezi základní a cˇasto využívané metody prˇedzpracování obrazu patrˇí:




2.3.1 Konvoluce a vyhlazovaní
Konvoluce se používá pro filtraci obrazu jako je zvýrazneˇní hran nebo vyhlazení obrazu.
Prˇi konvoluci se používá tzv. konvolucˇní maska. Jedná se o matematickou operaci
s maticí, která kombinuje dveˇ vstupní matice za úcˇelem získaní matice trˇetí. První matice
udává použitý obraz, který je urcˇený k úpraveˇ. Druhá matice (tzv. maska) udává jaký
efekt s obrazem má být proveden. Výsledek této operace je následneˇ zapsán do trˇetí
matice.
V grafických editorech se nejcˇasteˇji používá maska o velikosti 3 × 3 nebo 5 × 5. Tyto
velikosti jsou dostatecˇné pro veˇtšinu požadovaných efektu˚.
Všechny pixely obrazu jsou postupneˇ zpracovávány tímto filtrem. Hodnota
aktuálního pixelu strˇedu masky je vynásobená hodnotami osmi sousedních pixelu˚.
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Výsledné hodnoty jsou poté secˇteny a prˇirˇazeny aktuálnímu pixelu dle vzorce:





h (s, t) f (x− s, y − t) , (5)
kde smax a tmax vyjadrˇují polovinu rozmeˇru˚ masky, f (x, y) je vstupní obraz a h (s, t) je
tzv. jádro. Výsledný obraz je pak oznacˇen g (x, y).
Pomocí konvoluce lze obrázek rozmazat, zaostrˇit, detekovat hrany nebo vytvorˇit
reliéf. Jak vypadá vytvorˇení reliéfu je uvedeno na obrázku 4. Na obrázku 4(a) je zobrazen
pu˚vodní snímek, obrázek 4(b) ukazuje, jak vypadá použité jádro, pomocí kterého
se dosáhne efektu reliéfu. Výsledek tohoto efektu je znázorneˇn na obrázku 4(c).[19]
Pro lepší znázorneˇní ve výsledném obrázku byla tato operace použita dvakrát za sebou.
(a) (b) (c)
Obrázek 4: Konvoluce- vytvorˇení reliéfu[4]
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2.4 Segmentace obrazu
Jedním z nejdu˚ležiteˇjších kroku˚ vedoucích k analýze obsahu na obrázku je segmentace
obrazu. Jeho snahou je rozcˇlenit obraz na cˇásti, které neˇjak souvisí s prˇedmeˇty cˇi oblastmi
(objekty) reálného sveˇta a pozadí.
Segmentaci deˇlíme na kompletní nebo cˇástecˇnou. U kompletní segmentace má být
výsledkem soubor vzájemneˇ neprˇekrývajících se oblastí, které jednoznacˇneˇ korespondují
s objekty vstupního obrazu. V prˇípadeˇ, kdy vytvorˇené segmenty prˇímo nesouhlasí
s objekty obrazu, jde o segmentaci cˇástecˇnou.
Za výhodu segmentace obrazu lze považovat výrazné snížení objemu zpracovaných
dat. Mezi problémy, ovlivnˇující segmentaci, patrˇí nejednoznacˇnost obrázkových dat,
která je cˇasto doprovázená informacˇním šumem.[6]
Pro názornost lze uvést neˇkteré ze segmentacˇních metod: segmentace naru˚stáním
oblastí, segmentace srovnáním se vzorem, segmentace prahováním, segmentace
na základeˇ detekce hran.
2.4.1 Segmentace prahováním
Jednou z nejstarších a nejjednodušších metod pro segmentaci obrazu je prahování.
Zárovenˇ je také, díky nízké výpocˇetní nárocˇnosti, nejrychlejší segmentacˇní metodou
a je tedy vhodná pro zpracování obrazu v reálném cˇase. Pomocí zvolené jasové konstanty
neboli prahu lze oddeˇlit objekty od pozadí.
Prahování je transformace vstupního obrazu f na výstupní (segmentovaný) binární
obraz g podle vztahu:
g(x, y) =

1 pro f(x, y) ≥ T,
0 pro f(x, y) < T
(6)
Pro vzorec 6 platí, že T je prˇedem zvolená konstanta nazvaná práh, g(x, y) = 1
pro obrazové elementy náležející po segmentaci objektu˚m a g(x, y) = 0 pro elementy
pozadí (nebo naopak).
Na obrázku 5(a) je ukázaná intenzita jednotlivých pixelu˚. Modrá cˇára
pak reprezentuje zvolenou hodnotu prahu.
Metoda segmentace prahováním se používá pro prˇevedení obrazu, který obsahuje
více úrovní jasu (odstínu˚ šedi) na obraz, ve kterém se vyskytují dveˇ jasové úrovneˇ (cˇerná
a bílá). Pokud je hodnota jasu v daném bodeˇ veˇtší než práh (threshold), je danému bodu









(b) Hodnoty jasu po binárním prahováním
Obrázek 5: Prahování
Prahování mu˚že být globální (statické) nebo lokální (adaptivní). U globálního
prahování je zvolená hodnota prahu, která platí pro celý obraz. Vhodné použití tohoto
typu prahování je u obrazu˚, kde je nemeˇnný jas, jako jsou naprˇ. psaný text, krevní bunˇky
apod. Globální práh je urcˇován z celého obrazu.
Jak vypadá segmentace obrazu prahováním je zobrazeno na obrázku 6. Na obrázku
6(a) je znázorneˇn pu˚vodní obrázek a na obrázku 6(b) je výsledek po prahování.
Na výsledném obrázku je videˇt, že obsahuje pouze dveˇ barvy a to bílou a cˇernou. Bílá
barva je prˇirˇazena oblastem, které mají hodnotu jasu vyšší než je zvolený práh, zbylým
oblastem je prˇirˇazena cˇerna barva.
(a) (b)
Obrázek 6: Segmentace obrazu- prahováním
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2.4.2 Matematická morfologie
Operace matematické morfologie se využívají zejména prˇi zpracování binárního obrazu,
který se získá segmentací obrazu.
Za základní operace matematické morfologie se považují eroze a dilatace. Tyto
operace lze využít beˇhem prˇedzpracování obrazu pro odstraneˇní šumu nebo
zjednodušení tvaru objektu˚. Rovneˇž je lze použít pro zvýrazneˇní struktury objektu˚
(ztencˇovaní nebo zesílení objektu˚). Prˇi provádeˇní operací dilatace a eroze se podobneˇ
jako u konvoluce využívá tzv. masky. Tato maska nám popisuje co se provede s daným
pixelem na základeˇ okolních bodu˚.
Dilatace znamená, že se hranice daného objektu rozšírˇí o jeden pixel na úkor pozadí.
Díky této operaci tak mu˚žeme odstranit malé díry, které ležely uvnitrˇ objektu.
Na obrázku 7 je ukázka provedení dilatace. Z masky vyplývá, že pokud je pixel bílý,
pak se pixel nalevo od neˇj vykreslí bílou barvou.
Obrázek 7: Ukázka dilatace
Eroze se využívá pro zmenšení daného objektu nebo pro odstraneˇní malých objektu˚.
Prˇi provádeˇní eroze se hranice objektu zmenší o jeden pixel. Ukázka provedení eroze
je na obrázku 8. Maska nám rˇíká, že pokud napravo od pixelu leží bílý pixel, tak se daný
pixel zachová. Pokud je tomu jinak, pixel se odstraní.
Tyto metody jsou základem dalších operací matematické morfologie jako jsou
otevrˇení nebo uzavrˇení. Otevrˇení je postupné provedení eroze a následné dilatace.
Uzavrˇení je opakem otevrˇení, tedy nejprve se provede operace dilatace následovaná
erozí.
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Obrázek 8: Ukázka eroze
2.5 Popis objektu
Po provedení segmentace obrazu prˇichází na rˇadu popis nalezených objektu˚ v obraze.
To lze provést dveˇma zpu˚soby, a to kvantitativneˇ (pomocí cˇíselných charakteristik), nebo
kvalitativneˇ (pomocí relací mezi objekty). Zvolený zpu˚sob, jak se daný objekt popíše, se
odvíjí od toho k cˇemu se popis bude používat. Jedním z nejcˇasteˇji používaných zpu˚sobu˚
popisu˚ je popis na základeˇ velikosti objektu neboli pocˇet pixelu˚, které danému objektu
v obraze odpovídají.
2.6 Prˇíznaky a momenty
V této kapitole jsou ukázány vzorce pro výpocˇet momentu˚ a také prˇíklady prˇíznaku˚.
2.6.1 Momenty
Díky schopnosti rozlišit od sebe trˇídy charakterizující ru˚zné objekty a pro jejich relativneˇ
jednoduchý výpocˇet patrˇí momenty ru˚zných stupnˇu˚ k cˇasto používaným prˇíznaku˚m.
Momentu˚ se pak využívá naprˇíklad pro výpocˇet teˇžišteˇ objektu.





xpyqf (x, y) dxdy, (7)
kde f (x, y) je obrazová funkce, p respektive q nám udávají stupenˇ momentu a Ω
prˇedstavuje cˇást obrazu, kterou považujeme za rozpoznávaný objekt. Vztah 7 odpovídá
spojité obrazové funkci. Pro diskrétní obrazovou funkci by stacˇilo integraci nahradit
sumací. Hodnoty p a q se volí pod podmínkou p ≥ 0 a q ≥ 0.
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Je-li pro rˇešení neˇjakého problému du˚ležitá plocha objektu, využívá se momentu
m0,0, který odpovídá ploše objektu váženou hodnotou jasu.
Neˇkdy je vhodné, pro rozhodnutí o jaký objekt se jedná, zvolit jako prˇíznak teˇžišteˇ








kde xt respektive yt oznacˇují sourˇadnice teˇžišteˇ na osách x a y.
2.6.2 Prˇíznaky
Prˇíznaky jsou vlastnosti, na základeˇ kterých mu˚žeme od sebe rozlišit ru˚zné typy objektu˚
jako jsou cˇtverec, obdélník, kruh nebo hveˇzdy. Pro rozhodnutí, do které z teˇchto skupin





• pru˚meˇrná vzdálenost pixelu od hranice.
Pravoúhlost
Prˇi výpocˇtu pravoúhlostí rotujeme postupneˇ hranicí objektu v rozmezí 0 − 90◦. Dále
je vhodné zvolit neˇjaký krok úhlu rotace, o který budeme daným objektem rotovat
(naprˇ. 5◦). Po provedení rotace se okolo hranice objektu opíše pravoúhelník, který bude
mít strany vždy rovnobeˇžné se stranami obrazu. Nakonec se porovnají velikosti všech










kde a a b oznacˇují strany nejmenšího pravoúhelníku.
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kde P oznacˇuje délku hranice objektu a A jeho plochu.
Naprˇ. pro cˇtverec vychází hodnota kruhovostiC = 16 , pro kruhC = 4π a pro objekty,
které mají nepravidelný tvar vycházejí hodnoty vyšší. [17]
2.7 Klasifikace
Poslední krok, který se využívá prˇi zpracování obrazu, je klasifikace objektu˚. Cílem
klasifikace objektu˚ je roztrˇídit nalezené objekty do skupin prˇedem známých trˇíd. Jako
prˇíklad takovýchto trˇíd lze uvést kulaté cˇi hranaté objekty. Prˇi klasifikaci se využívá dvou
základních skupin metod. Jedná se o metodu prˇíznakového rozpoznávání a metodu
strukturálního rozpoznávání.
Prˇíznakové metody rozpoznávání, jak už ze samotného názvu metody vyplývá,
využívají principu tzv. prˇíznaku˚ objektu˚. Nejvhodneˇjším využitím této metody je vybrat
minimální množství prˇíznaku˚, které dané objekty co nejlépe popíšou. Prˇi využití více
prˇíznaku˚ získáme tzv. vektor prˇíznaku˚. Ten nese veškeré podstatné informace o daném
objektu. Prˇi následném rozpoznávání se využívá pouze teˇchto vektoru˚. Jako prˇíklad
prˇíznaku˚ lze uvést pravoúhlost nebo kulatost.
Strukturální metody rozpoznávání fungují na principu, kdy obraz je složen
ze základních popisných elementu˚ (tzv. primitiv), jejich vlastností a vztahu˚ mezi nimi.
V praxi lze využít obou metod, tedy jak prˇíznakové tak strukturální, soucˇasneˇ, jelikož
se vzájemneˇ doplnˇují.[19]
2.7.1 Klasifikacˇní metody
Pro klasifikaci objektu˚ lze využít neˇkolika známých metod. Tyto metody lze rozdeˇlit
do dvou základních skupin. Jedná se o klasifikacˇní metody s ucˇením a klasifikacˇní
metody bez ucˇení.
Klasifikacˇní metody s ucˇením
Metody, které patrˇí do této skupiny, využívají ke svému ucˇení trénovací množinu
dat. Na základeˇ zpeˇtné vazby jsou tyto metody schopné zdokonalovat své rozhodovací
kritéria. Jako prˇíklad cˇasto využívané metody s ucˇením lze uvést Neuronovou sít’, která
se snaží napodobit fungování lidské nervové soustavy.
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Další metodou, jenž využívá ucˇení na trénovací množineˇ je SVM. SVM prˇi klasifikaci
hledá nadrovinu, pomocí které se v oblasti s prˇíznaky optimálneˇ rozdeˇlí trénovací data.
Klasifikacˇní metody bez ucˇení
Mezi metody, které ke klasifikaci objektu˚ nevyužívají ucˇení na trénovací množineˇ
patrˇí metody využívající podobnosti dvou obrázku˚. V OpenCV je to naprˇ. metoda
MatchTemplate, kde se jeden obrázek postupneˇ posouvá po druhém a hledá se místo,
ve kterém je dosažená urcˇitá podobnost. Pokud je tato podobnost (urcˇená v procentech)
vyšší než prˇedem stanovená hodnota, lze rˇíci že objekty patrˇí do stejné trˇídy.
2.8 Detekce hran
Hrany v obraze odpovídají prudkým zmeˇnám hodnot jasu. Základní myšlenkou detekce
hran je najít místa v daném obraze, kde dochází k významné zmeˇneˇ jasu. Tyto jasové
zmeˇny lze detekovat pomocí prvních a druhých derivací intenzity jasu. Základním
kritériem pro nalezení takovýchto zmeˇn je výše hodnoty první a druhé derivace intenzity
jasu prˇípadneˇ zmeˇna znaménka derivace. [2]
2.8.1 První derivace, gradient
Pro rozhodnutí, zda daný bod je nebo není soucˇástí hrany, je rozhodující smeˇr ve kterém
je zmeˇna jasu nejveˇtší. Tímto smeˇrem je gradient obrazové funkce. Smeˇr hrany je kolmý
ke smeˇru gradientu. Velikost hrany se rovná velikosti gradientu.
Obrázek 9: Stanovení smeˇru a velikosti hrany na základeˇ gradientu[17]
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Oznacˇme velikost hrany jako e(x, y), smeˇr gradientu jako ϕ(x, y) a smeˇr hrany v bodeˇ





2(x, y) + fy
2(x, y), (12)












Cílem tohoto výpocˇtu je rozhodnout zda bod na sourˇadnicích x a y je nebo není
soucˇásti hrany (hranice) neˇjakého objektu. V jednoduchých prˇípadech lze za hranicˇní
body považovat ty, kde hodnota e(x, y) je vyšší než prˇedem zvolená prahová
hodnota.[17]
Existuje neˇkolik metod, které pro nalezení hrany využívají výpocˇtu velikosti
gradientu. Patrˇí mezi neˇ naprˇíklad Robertsu˚v operátor, operátor Prewittové, Sobelu˚v
operátor nebo Cannyho detektor hran. Definici a vzorce pro výpocˇet velikosti hrany




Za prˇedpokladu, že jsme použili neˇkterou z metod pro detekci bodu˚ ležících na hraneˇ
objektu, je dalším krokem urcˇit zda tyto hranicˇní body lze proložit prˇímkou. Metoda,
která se využívá k nalezení této prˇímky, se nazývá Houghova transformace.
Prˇímku v rovineˇ (x, y) lze vyjádrˇit následujícím vzorcem:
ρ = x cosϕ+ y sinϕ, (15)
kde ρ je kolmá vzdálenost od pocˇátku sourˇadného systému˚ a ϕ oznacˇuje úhel.
Máme-li bod H , který leží na sourˇadících (xH , yH), pak pro prˇímku která prochází
tímto bodem platí: ρ = xH cosϕ + yH sinϕ. Uvažujme nyní prostor ϕ, ρ. Pak v tomto
prostoru odpovídá každé jednotlivé prˇímce, která prochází daným bodem H práveˇ
jediný bod. Svazku prˇímek jenž procházejí bodem H v tomto prostoru odpovídá
sinusoida ρ = xH cosϕ+ yH sinϕ.
Nyní si prˇedstavme, že body A,B,C,D leží na spolecˇné prˇímce (obrázek 10), pak
v prostoru ϕ,ρ odpovídají svazku˚m možných prˇímek sinusoidy A,B,C,D (obrázek 11).
Obrazu prˇímky, která prochází všemi danými body A,B,C,D odpovídá v prostoru ϕ,ρ
bod, ve kterém se všechny sinusoidy A,B,C,D protínají.






Obrázek 11: Bodu˚m, které leží na spolecˇné
prˇímce, odpovídá v prostoru ϕ,ρ pru˚secˇík
sinusoid
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Rozdeˇlme prostor ϕ,ρ na oblasti, kde dvojice (i, j) bude oznacˇovat obdélníkovou
oblast pro kterou platí: ϕi−1 ≤ ϕ < ϕi, ρj−1 ≤ ρ < ρj . Nyní si nad tímto prostorem
ϕ, ρ zaved’me dvourozmeˇrný akumulátor h (i, j). Nejprve je potrˇeba všechny hodnoty
v akumulátoru nastavit na hodnotu 0. Následneˇ se projde celý obraz a pokud se v daném
pixelu H (xH , yH) nachází bod hrany, sestrojíme v prostoru ϕ, ρ sinusoidu. Zárovenˇ
ve všech bodech h (i, j), kterými daná sinusoida prochází, inkrementujeme hodnotu
v akumulátoru. Poté, co takto projdeme celý obraz, získáme pocˇet bodu˚ (n) které
leží na dané prˇímce h (i, j) = n, jenž je charakterizována hodnotami ϕ ∈ ⟨ϕi−1, ϕi),
ρ ∈ ⟨ρj−1, ρj).[17]
Tohoto akumulátoru se využije k získání jen teˇch prˇímek, které mají délku veˇtší nebo
rovnu prˇedem zvolené prahové hodnoteˇ.
Pomocí následujících vzorcu˚, které jsou odvozené ze vzorce 15, mu˚žeme pro tyto
prˇímky vypocˇítat body, kterými prˇímky prochází na ose x a y a to jednoduše tím,
že do rovnice dosadíme y = 0 pro výpocˇet x respektive x = 0 pro y.





Tato v porˇadí trˇetí kapitola se zameˇrˇuje na vlastní implementaci daného problému.
Budou zde popsány jednotlivé kroky pocˇínaje získáním videozáznamu z kamery,
prˇedzpracováním jednotlivých snímku˚, následované segmentací obrazu pro získání
objektu˚ zájmu. Kapitola se bude rovneˇž zabývat metodami pro odstraneˇní šumu
a malých objektu˚. Následneˇ se pro objekty, které mohou být považovány za dopravní
znacˇku vypocˇtou její momenty a ty se posléze porovnají s momenty jednotlivých
dopravních znacˇek. Rovneˇž zde bude popsán zpu˚sob rˇešení detekce pruhu˚.
V této diplomové práci aplikace rozpoznává následující dopravní znacˇky:
• šipka rovneˇ,
• šipka doleva nebo doprava,
• šipka rovneˇ a doleva nebo rovneˇ a doprava,
• prˇedbeˇžné šipky doleva nebo doprava.
Jednotlivé kroky zpracování snímku jsou znázorneˇný na následujícím obrázku.
Obrázek 12: Jednotlivé kroky, provádeˇné prˇi zpracování obrazu
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3.1 Použité technologie
V rámci aplikace na detekci vodorovného dopravního znacˇení byla využita knihovna
OpenCV a technologie CUDA. Technologie CUDA byla aplikována z du˚vodu zrychlení
algoritmu pomocí paralelního zpracování na grafické karteˇ. Knihovna OpenCV nabízí
relativneˇ jednoduchou implementaci a možnost zpracovaní a manipulaci s obrazem.
OpenCV
Jedná se o multiplatformní knihovnu obsahující funkce pro zpracování a manipulaci
s obrazem v reálném cˇase. Je uvolneˇná pod BSD licencí a její využití je tedy zdarma
nejen pro akademické, ale i pro komercˇní úcˇely. S jejím využitím je možné se setkat
prˇi analýze a zpracování snímku˚ z hornictví, lékarˇství, interaktivního umeˇní nebo
u robotu˚. Aplikace, jenž jsou napsané a optimalizované v C/C++, pak mohou pro svu˚j
beˇh využívat vícejádrové procesory.
CUDA
Jedná se o platformu vytvorˇenou firmou NVIDIA pro paralelní programování a výpocˇty.
Je to hardwarová a softwarová architektura, která umožnˇuje spoušteˇt programy napsané
v jazycích C/C++, FORTRAN na GPU (grafickém procesoru). Využití teto architektury je
však možné pouze na grafických kartách spolecˇnosti NVIDIA.
3.2 Získání obrazu
Prˇi prˇehrávaní videosekvence dochází ke zpracování každého snímku samostatneˇ.
Aplikace je schopna zpracovat snímek v libovolném rozlišení, ale pro zajišteˇní dostatecˇné
rychlostní zpracovaní každého snímku je video na vstupu zmenšeno na rozlišení
640 × 480 pixelu˚. Díky tomu je aplikace schopna zpracovávat video o frekvenci
25 FPS v reálném cˇase. V dalším kroku dochází k úpraveˇ snímku za úcˇelem zmenšení




Vyhlazení obrazu je jednoduchá a cˇasto používaná operace, která slouží k odstraneˇní
nežádoucího šumu z obrazu. Cˇasto používanými metodami pro vyhlazení obrazu jsou
Gaussovo vyhlazování nebo vyhlazování pru˚meˇrováním.
V této diplomové práci byla použita metoda Gaussova vyhlazování. Tato metoda
funguje na principu že se koeficientu˚m, které se nacházejí blíže ke strˇedu masky, prˇirˇadí
vyšší hodnoty, což odpovídá hodnotám na Gaussoveˇ krˇivce. Maska je daná dveˇma
vstupními parametry. Jedná se o dveˇ kladná lichá cˇísla. Díky této masce se urcˇí oblast,
ze které se bude vypocˇítávat hodnota jasu pixelu ležícího ve strˇedu této oblasti.
Jak vypadá taková maska je ukázáno na obrázku 13. Obrázek 14 ukazuje jak bude
vypadat výsledek 14(b) pro pu˚vodní snímek ve stupních šedi 14(a) prˇi použití této masky.
Obrázek 13: Gaussovo vyhlazování maska
(a) (b)
Obrázek 14: Vyhlazení obrazu
26
3.4 Segmentace obrazu
Prˇi detekci vodorovného dopravního znacˇení a detekci cˇar oznacˇujících pruhy se dá
využít faktu, že toto znacˇení se v Cˇeské republice standardneˇ provádí bílou barvou,
prˇípadneˇ žlutou barvou pro prˇechodné dopravní znacˇení. Díky tomuto standardu lze
v obraze hledat pouze oblasti, které mají bílou nebo žlutou barvu.
K nalezení takovýchto oblastí se dá využít neˇkterá z metod pro prahování obrazu,
které jsou popsány v kapitole 2.4.1. Aby bylo možné využít metody pro prahování obrazu
za úcˇelem nalezení oblastí zájmu˚, je nutné nejprve vstupní barevný obraz, tvorˇený trˇemi
složkami (red, green, blue) prˇevést na obraz ve stupních šedí. Tento prˇevod se provede
pomocí metody na konvertování barev, která prˇevede vstupní obraz na základeˇ vzorce
4 na výstupní monochromatický obraz (ten je charakteristický tím, že je tvorˇen pouze
jednou složkou a tou je jas).
Pro segmentaci je možné využít dvou typu prahování a to globálního nebo lokálního,
nazývaného také adaptivní prahování. Rozdíl mezí jednotlivými typy prahování, jak už
z jejich názvu˚ vyplývá, je oblast ze které se vypocˇítavá prahovací hodnota. V této aplikaci
byly nejprve otestovány oba tyto typy. I prˇes skutecˇnost, že pomocí adaptivní metody lze
dosáhnout lepších výsledku˚ (je schopna lepé reagovat na cˇasté zmeˇny jasu) bylo nakonec
vybráno globální prahování a to vše z du˚vodu rychlosti zpracovaní jednoho snímku.
Na obrázku 15 se vyobrazeno porovnání globálního a adaptivního prahování.
Pro globální prahování byla prahová hodnota nastavena na 175. U adaptivního
prahování se hodnota pixelu vypocˇítávala z oblasti o velikosti 115× 115, kdy daný pixel
ležel uprostrˇed této oblasti. Hodnota pak byla vynásobená váhovou hodnotou −2. Tyto
hodnoty byly vybrány na základeˇ testování.
Jak vypadají výsledky obou metod je zobrazeno na obrázku 15(b) a obrázku 15(c).
(a) Snímek vybledlé dopravní
znacˇky
(b) Globalní prah (c) Adaptivní prahování
Obrázek 15: Porovnání globálního a adaptivního prahování obrazu
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3.5 Nalezení objektu˚
S obrazem, získaným po segmentaci (obrázek 16(a)) se provede operace, která na daném
obraze vyhledá všechny bílé objekty. Objekty zaindexuje a uchová si ke každému
sourˇadnice, na kterých se daný objekt nachází a to vcˇetneˇ jeho rozmeˇru˚. Díky této operaci
je možné vybrat jen ty objekty, které mohou být považovány za dopravní znacˇku nebo
oznacˇení pruhu.
V této diplomové práci byla pro tyto úcˇely využita metoda FindContours, která
se nachází v knihovneˇ OpenCV. Tato metoda pro své použití vyžaduje binární obraz.
Metoda projde tento binární obraz a všechny nalezené kontury si uloží do stromové
struktury. Ke každé konturˇe jsou uloženy sekvence bodu˚, které popisují obrys objektu.
3.5.1 Odstraneˇní malých oblastí objektu˚
Je možné použít neˇkolik zpu˚sobu pro odstraneˇní malých oblastí objektu˚ poprˇípadeˇ
šumu. Patrˇí mezi neˇ naprˇíklad matematická morfologie. Do této kategorie spadá operace
zvaná eroze, která je popsána v kapitole 2.4.2. Využití této operace v tomto prˇípadeˇ není
úplneˇ vhodné a to z du˚vodu možného porušení pu˚vodního tvaru dopravní znacˇky, což
mu˚že vést k následnému chybnému rozpoznání této dopravní znacˇky.
Druhou variantou, jak odstranit malé nežádoucí oblasti z obrazu, je odstraneˇní teˇchto
oblastí na základeˇ velikosti respektive obsahu této oblasti. Této varianty je možné využít
díky faktu, že vodorovná dopravní znacˇka bude v obraze zabírat relativneˇ velkou cˇást
a tím pádem bude mít velký obsah.
(a) (b)
Obrázek 16: Odstraneˇní malých oblastí z obrazu
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Jak vypadá takovýto obraz, po odstraneˇní malých objektu˚, je ukázáno na obrázku 16.
Z obrázku je patrné, že odstraneˇním teˇchto oblastí mu˚že dojít i k odstraneˇní vzdálených
cˇástí prˇerušované cˇáry.
3.5.2 Nalezení nejveˇtšího objektu
Stejného principu, kterého se využívá pro odstraneˇní malých objektu˚, se dá využít
i pro nalezení toho nejveˇtšího. Aplikace je napsána tak, aby v obraze detekovala
a následneˇ rozpoznávala pouze ty dopravní znacˇky daného dopravního pruhu,
ve kterém se rˇidicˇ s vozidlem nachází. Kamera je z automobilu namírˇená na strˇed tohoto
pruhu a proto lze hledat objekty, které mohou být považovány za dopravní znacˇku,
v prostrˇední trˇetineˇ obrazu. Abychom se vyvarovali špatné detekce dopravní znacˇky,
naprˇ. znacˇka je cˇástecˇneˇ zakrytá automobilem (a to jak naším nebo jedoucím prˇed námi),
je nutné obraz orˇíznout z horní a dolní strany. Tato situace je znázorneˇna na obrázku 17,
kdy v urcˇitém okamžiku už odbocˇení doprava není detekovatelné.
(a) (b)
Obrázek 17: Znázorneˇní možné chybné detekce
Po nalezení nejveˇtšího objektu v obraze je pro tento objekt vypocˇten minimální
obdélník, který ho opíše. Na základeˇ sourˇadnic objektu a rozmeˇru˚ tohoto obdélníku se
z obrazu vyrˇízne pouze tato oblast. Znázorneˇní této operace je ukázáno na obrázku 18.
Obrazu 18(b), který se získal po nalezení nejveˇtšího objektu, se využívá pro následné
vypocˇtení vlastností a momentu˚ daného objektu.
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(a) (b)
Obrázek 18: Nalezení a vybraní nejveˇtšího objektu
3.6 Výpocˇet vlastností objektu
Pro rozpoznávaní objektu˚ je potrˇeba vytvorˇit urcˇité prˇíznaky (vlastnosti), které nám
budou charakterizovat a vzájemneˇ od sebe odlišovat jednotlivé skupiny (typy) objektu˚
(popsáno v kapitole 2.7). Pro využití neˇkterých z teˇchto vlastností je potrˇeba vypocˇítat
minimální opsaný obdélník objektu, který bude mít rozmeˇry minimální šírˇky a výšky
daného objektu. V této diplomové práci byly jako prˇíznaky zvoleny následující vlastnosti:


















kde S = a × b znamená obsah plochy nejmenšího opsaného obdélníku a N plochu
objektu neboli pocˇet pixelu daného objektu.




Obrázek 19: Znázorneˇní konvexní (a) a nekonvexní (b) množiny
Pro rozhodnutí o orientaci dopravní znacˇky (šipky) byly použity momenty m0,0,
m1,0 a m0,1 pomocí kterých se za využití vzorce 8 provedl výpocˇet teˇžišteˇ objektu.








Posléze bylo využito následujících sedmi rotacˇneˇ invariantních momentu˚:
I1 = η2,0 + η0,2
I2 = (η2,0 − η0,2)2 + 4η21,1
I3 = (η3,0 − 3η1,2)2 + (3η2,1 − η0,3)2
I4 = (η3,0 + η1,2)
2 + (η2,1 + η0,3)
2
I5 = (η3,0 − 3η1,2) (η3,0 + η1,2)

(η3,0 + η1,2)
2 − 3 (η2,1 + η0,3)2

+
(3η2,1 − η0,3) (η2,1 + η0,3)

3 (η3,0 + η1,2)
2 − (η2,1 + η0,3)2

I6 = (η2,0 − η0,2)

(η3,0 + η1,2)
2 − (η2,1 + η0,3)2

+ 4η1,1 (η3,0 + η1,2) (η2,1 + η0,3)
I7 = (3η2,1 − η0,3) (η2,1 + η0,3)

3 (η3,0 + η1,2)
2 − (η2,1 + η0,3)2

−
(η3,0 − 3η1,2) (η2,1 + η0,3)

3 (η3,0 + η1,2)
2 − (η2,1 + η0,3)2

(21)
Výhodou použití teˇchto rotacˇneˇ invariantních (nemeˇnných) momentu˚ je, že nejsou
ovlivneˇny posunutím, zmeˇnou meˇrˇítka nebo rotací. Naprˇ. moment I7 je invariantní vu˚cˇi
zkosení, což umožnˇuje rozlišit zrcadlové obrazy jinak stejných obrázku˚. Teˇchto sedm
vypocˇtených momentu˚ se vložilo do vektoru prˇíznaku˚. Využití tohoto vektoru prˇíznaku˚
je popsáno v další cˇásti této diplomové práce.
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3.7 Porovnání vlastností a urcˇení dopravní znacˇky
Prˇedposledním krokem, který se provádí prˇi detekci dopravního znacˇení, je porovnání
prˇíznaku˚ (vlastností) daného nejveˇtšího objektu s prˇedem vypocˇtenými hodnotami
stanovujícími a charakterizujícími jednotlivé typy šipek. Nejdrˇíve je nutné vypocˇítat
euklidovskou vzdálenost vektoru objektu k vektoru každé šipky. Tyto hodnoty
vzdáleností aplikace posléze serˇadí od nejmenší po nejveˇtší. Následneˇ se porovná
s dalšími prˇíznaky charakterizujícími danou šipku. Mezi porovnávané vlastnosti patrˇí
pozice teˇžišteˇ objektu vzhledem ke strˇedu této vyrˇíznuté oblasti, dále pravoúhlost
objektu, podlouhlost objektu, kruhovost objektu, pomeˇr obsahu objektu a obsahu
konvexního obalu objektu. U neˇkterých šipek se využívá i úhlu, pod kterým se opsal
nejmenší pravoúhelník nebo polohy horního extrému dané šipky (šipka rovneˇ a doprava
ho má mít v levé cˇásti a šipka rovneˇ a doleva pak v pravé cˇásti). Tyto vlastnosti byly
nejprve vypocˇteny na základeˇ testovacích dat pro všechny dopravní znacˇky. Posléze se
z teˇchto dat vytvorˇily intervaly charakterizující jednotlivé dopravní znacˇky.
Pokud tyto vlastnosti u detekovaného objektu patrˇí do intervalu˚, které jsou
charakteristické pro danou dopravní znacˇku, pak lze tento objekt za tuto dopravní
znacˇku považovat.
Poslední podmínkou pro vykreslení dopravní znacˇky je, že do okamžiku opeˇtovné
detekce vozovky (v dané prohledávané oblasti se nenachází žádný dostatecˇneˇ velký
objekt) byla tato dopravní znacˇka detekována alesponˇ dvakrát. To se provádí za úcˇelem
snížení možné chybné detekce. Jak vypadá úspeˇšná detekce je patrné z obrázku 20.
(a) (b)
Obrázek 20: Výsledek po úspeˇšném rozpoznání dopravní znacˇky
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3.8 Detekce dopravních cˇar
Mimo detekce dopravních znacˇek se tato diplomová práce zabývá i detekcí dopravního
pruhu, ve kterém se vozidlo nachází. Aplikace do videozáznamu vyznacˇí podélné
strˇedové a okrajové cˇáry oznacˇující prˇíslušný jízdní pruh.
Vstupní obraz je nejprve, z du˚vodu˚ požadavku˚ dalšího zpracování, prˇeveden
na obraz ve stupních šedi. V dalším kroku se na obraz provede rozmazání pomocí
Gaussovy metody. Takto upravený obraz je prˇipraven pro následnou detekcí hran.
3.8.1 Detekce hran
V aplikaci se pro detekci hran využívá gradientní metoda. Tato metoda využívá
pro výpocˇet hodnoty jasu vždy dvou sousedních bodu˚ a to jak ve smeˇru x, tak ve smeˇru y.
∂x =









∂x2 + ∂y2 (24)
Z použitého vzorce je patrné, že gradient se vypocˇítává pro každý jednotlivý
bod obrazu. Proto byla tato metoda (z du˚vodu zrychlení zpracování) napsána tak,
aby zpracování jednotlivých bodu˚ probíhalo paralelneˇ, prˇicˇemž se využilo technologie
CUDA na GPU.
Obrázek 21 ukazuje, jak vypadá detekce hran když se bod, který leží na hranici
objektu, vykreslí v hodnoteˇ jasu, která odpovídá vypocˇtené hodnoteˇ ze vzorce 24.
V prˇípadeˇ použité metody se následneˇ provede prahování a každá vypocˇtená hodnota
pixelu, která je veˇtší než prˇedem stanovený práh, se prˇepíše na hodnotu 255. V opacˇném
prˇípadeˇ se prˇepíše na hodnotu 0.
Jak vyplývá z následující ukázky kódu 1, dochází k tomu, že každé vlákno
zpracovává výpocˇet hodnoty gradientu pro jeden pixel. V prˇípadeˇ, že daný bod
je soucˇástí neˇjaké hrany, pak je oznacˇen bílou barvou. Pokud tomu tak není, je oznacˇen
barvou cˇernou. Po provedení této operace získáme binární obraz.
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(a) (b)
Obrázek 21: Vizualizace detekce hran v obraze
__global__ void kernel_CenterDifference( Matrix input, Matrix output)
{
int row = blockDim.y ∗ blockIdx.y + threadIdx.y;
int col = blockDim.x ∗ blockIdx.x + threadIdx.x;
if ( col >= input.width ) return;
if ( row >= input.height ) return;
double derivateX, derivateY, edgeDerivate;
if (( col > 5 && col < input .width−5) && (row > 5 && row < input.height−5)){
derivateX = (input .elements[row ∗ input.width + col + 1] −
input .elements[row ∗ input.width + col − 1]) /2;
derivateY = (input .elements[(row+1) ∗ input.width + col ] −













Výpis 1: Metoda pro detekci hran provádeˇná na GPU
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3.8.2 Houghova transformace
Jakmile je získán binární obraz, je na tento obraz aplikována metoda Houghovy
transformace. Pomocí ní zjistíme všechny body, které leží na neˇjaké prˇímce nebo úsecˇce
prˇicˇemž poloha této prˇímky nám není prˇedem známá. Podrobneˇji je tato metoda
popsána v kapitole 2.9. Stejneˇ jako v prˇedchozí metodeˇ pro nalezení hran (i tady
dochází ke zpracování jednotlivých pixelu˚ obrazu), byla tato metoda napsána s využitím
technologie CUDA na GPU. V metodeˇ se pro každý úhel v intervalu 0◦ až 180◦ tento úhel





Následneˇ se vypocˇte hodnota ρ
ρ = xi cos (a) + yj sin (a) , (26)
kde a oznacˇuje úhel v radiánech, α úhel ve stupních a ρ kolmou vzdálenost pixelu
od pocˇátku sourˇadného systému (levý horní bod na sourˇadících (0,0)).
Poté inkrementujeme hodnotu v akumulátoru na vypocˇtené pozici. Akumulátor
je pole o rozmeˇrech 180 (maximální úhel) na šírˇku a

width2 + height2, kde width
a height je šírˇka respektive výška vstupního obrazu, pro výšku pole. Akumulátor o teˇchto
rozmeˇrech pokrývá celý vstupní obraz (maximální vzdálenost ρ je uhloprˇícˇka vstupního
obrazu). Jak vypadá toto pole po vizuální stránce je ukázáno na obrázku 22(b).
(a) (b)
Obrázek 22: Vizualizace hodnot z akumulátoru
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Obrázek 22(b) nám ukazuje kolik bodu˚ nij leží na prˇímce s parametry (θi, ρj). Cˇím
je daný bod v našem prˇípadeˇ tmavší, tím více bodu˚ na dané prˇímce leží. Pro odstraneˇní
nežádoucích krátkých prˇímek stacˇí vybírat jen ty prˇímky, na kterých leží více bodu˚ než
je neˇjaká prˇedem definovaná prahová hodnota. V prˇípadeˇ této aplikace je tato prahová
hodnota nastavena na 60 což znamená, že prˇímka musí obsahovat alesponˇ 60 bodu˚.
__global__ void kernel_HoughTransform( Matrix input, Matrix output, double center_x,
double center_y, double hough_h){
int row = blockDim.y ∗ blockIdx.y + threadIdx.y;
int col = blockDim.x ∗ blockIdx.x + threadIdx.x;
if ( col >= input.width ) return;
if ( row >= input.height ) return;
output.elements[row ∗ input.width + col ] = 0;
int w = input.width;
double rho;
int thetaDeg;
if ( input .elements[row ∗ w + col] > 0){
// Kde cos_Theta_array a sin_Theta_array jsou pole
// obsahujici predvypocitane hodnoty (sin(theta),cos(theta))
for(thetaDeg = 40; thetaDeg <= 60 ; thetaDeg++)
{
rho = ((( double)col − center_x) ∗ cos_Theta_array[thetaDeg]) +
((( double) row − center_y) ∗ sin_Theta_array[thetaDeg]);
output.elements[(int)(Round(rho + hough_h) ∗ 180.0) + thetaDeg]++;
}
for(thetaDeg = 120; thetaDeg <= 140 ; thetaDeg++)
{
rho = ((( double)col − center_x) ∗ cos_Theta_array[thetaDeg]) +
((( double) row − center_y) ∗ sin_Theta_array[thetaDeg]);




Výpis 2: Houghova transformace provádeˇná na GPU
Poté, co jsme v obraze nalezli všechny prˇímky, je potrˇeba zjistit krajní body
každé z teˇchto prˇímek. I v tomto prˇípadeˇ lze zpracovávat každý bod z akumulátoru
(tedy každou prˇímku) samostatneˇ. Zpracování prˇímek jde zrychlit pomocí paralelního
zpracování na grafické karteˇ a to za využití technologie CUDA.
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Za úcˇelem výbeˇru požadovaných prˇímek je potrˇeba využít urcˇitých kritérií. Jak bylo
popsáno výše, jedním z kritérií bude pocˇet bodu˚ ležících na dané prˇímce. Druhým
kritériem, kterého se dá využít, je výbeˇr na základeˇ úhlu˚, pod kterým daná prˇímka
vede. Je možné prˇedpokládat, že lze vyloucˇit všechny prˇímky, které jsou vodorovné.
Na základeˇ testovaní ru˚zných kritérií pro výbeˇr prˇímek pod urcˇitým úhlem (oznacˇení
θ) byla zvolena následující kritéria:
θ ≥ 40◦ a zárovenˇ θ ≤ 60◦ nebo θ ≥ 120◦ a zárovenˇ θ ≤ 140◦
První cˇást podmínky vybere prˇímky, které by meˇly popisovat vyznacˇení pruhu
z levé strany a druhá cˇást prˇímky popisující vyznacˇení pruhu z pravé strany. Dalším
kritériem je vybrání jen teˇch prˇímek, které z podobných (prˇípadneˇ vodorovných)
prˇímek v blízkém okolí obsahují nejvíce bodu˚. Tedy pro každou prˇímku uloženou
v akumulátoru se pomocí masky o rozmeˇrech 21 × 21, kde daná prˇímka leží uprostrˇed
této masky, zjistí zda je v tomto okolí maximem.
__global__ void kernel_GetLines(Matrix hough_input, int ∗Ax, int ∗Bx,
int ∗Ay, int∗By, double img_width, int img_height)
{
int rho = blockDim.y ∗ blockIdx.y + threadIdx.y;
int theta = blockDim.x ∗ blockIdx.x + threadIdx.x;
if ( theta >= hough_input.width ) return;
if ( rho >= hough_input.height ) return;
int w = hough_input.width;
int h = hough_input.height;
int threshold = 60;
int index = theta + (rho ∗ w);
Ax[index] = Ay[index] = −10;
Bx[index] = By[index] = −10;
if (hough_input.elements[theta + (rho ∗ w)] >= threshold){
int max = hough_input.elements[theta + (rho ∗ w)];
for( int ly=−10;ly<=10;ly++){
for( int lx=−10;lx<=10;lx++){
if ( ( ly + rho >= 0 && ly + rho < h) && (lx + theta >= 0 && lx + theta < w) ) {
if ( ( int )hough_input.elements[( (rho+ly)∗w) + (theta+lx) ] > max ){
max = hough_input.elements[( (rho+ly)∗w) + (theta+lx)];
} } } }




if (theta >= 40 && theta <= 60)
{
// y = ( r − x cos(t) ) / sin( t ) ; x = ( r − y sin( t ) ) / cos(t) ;
// sin_Theta_array a cos_Theta_array jsou predvypocitane hodnoty
Ay[index] = 0;
Ax[index] = ((double)(rho − (h/2)) − ((Ay[index] − (img_height/2)) ∗
sin_Theta_array[theta])) / cos_Theta_array[theta] + (img_width/2);
Bx[index] = 0;
By[index] = ((double)(rho − (h/2)) − ((Bx[index] − (img_width/2) ) ∗
cos_Theta_array[theta])) / sin_Theta_array[theta] + (img_height/2);
}
// Okrajova cara
else if (theta >= 120 && theta <= 140)
{
Ay[index] = 0;
Ax[index] = ((double)(rho − (h/2)) − ((Ay[index] − (img_height/2)) ∗
sin_Theta_array[theta])) / cos_Theta_array[theta] + (img_width/2);
Bx[index] = img_width;
By[index] = ((double)(rho − (h/2)) − ((Bx[index] − (img_width/2) ) ∗





Výpis 3: Nalezení krajních bodu prˇímky
Pokud jsou splneˇny všechny prˇedchozí podmínky dojde k výpocˇtu sourˇadnic
krajních bodu˚, pomocí kterých se tato prˇímka vykreslí. Sourˇadnice teˇchto krajních bodu˚
byly vypocˇteny vždy s jednou známou hodnotou a to tak, aby daný bod meˇl sourˇadnici x
rovnu 0 nebo šírˇce vstupního obrazu. Druhá sourˇadnice, tedy y, se vypocˇetla na základeˇ
sourˇadnice x podle následujícího vzorce:
y =
ρ− x cos a
sin a
, (27)
kde a oznacˇuje úhel v radiánech a ρ kolmou vzdálenost pixelu od pocˇátku
sourˇadného systému (levý horní bod na sourˇadících (0,0)).
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3.9 Vyznacˇení cˇar v obraze
V okamžiku, kdy jsou nalezeny všechny prˇímky které splnˇují drˇíve popsaná kritéria,
cˇímž jsme získali krajní body teˇchto prˇímek, je potrˇeba tyto prˇímky vykreslit do obrazu.
Z du˚vodu že jedinými známými body prˇímek jsou body krajní, je potrˇeba zbylé body
dopocˇítat.
Nejprve je nezbytné zjistit maximální pocˇet bodu˚ ležících mezi teˇmito krajními body.
Jestliže krajní body prˇímky oznacˇíme jako body A a B, kde daný bod leží na sourˇadnicích
x a y, pak tento pocˇet bodu˚ je maximálneˇ roven veˇtší z hodnot vzdálenosti sourˇadnic
prˇímky tedy rozdílu mezi Bx a Ax respektive By a Ay. Pak platí následující vzorec:
max_distance =

| Bx −Ax | pro | Bx −Ax |≥| By −Ay |,
| By −Ay | pro | Bx −Ax |<| By −Ay |
(28)
Poté, co jsme zjistili pocˇet bodu˚ které je potrˇeba vykreslit, prˇejdeme k výpocˇtu
sourˇadnic jednotlivých bodu˚. Bude se vycházet ze vzorce 31 pro parametrického
vyjádrˇení prˇímky. Nejprve se vypocˇte smeˇrový vektor prˇímky u (u1, u2).
u1 = Bx −Ax
u2 = By −Ay
(29)
Po vypocˇtení smeˇrového vektoru dojde k výpocˇtu jednotlivých bodu˚. Tento výpocˇet
se bude provádeˇt v cyklu pro všechny t, kdy na zacˇátku cyklu bude t = 1 a v každé
iteraci se t vypocˇte z prˇedchozí hodnoty na základeˇ následujícího vzorce.
tk = tk−1 − 1| max_distance | (30)
Samotný výpocˇet sourˇadnic je dán vzorcem:
X = Ax + tu1
Y = Ay + tu2
(31)
Takto vypocˇtený bod se do výsledného obrazu, který na vstupu do metody obsahuje
pouze cˇernou barvu (hodnotu 0), zakreslí bílou barvou, tedy zapíše se na danou pozici x
a y hodnota 255. Jak vypadá ukázka tohoto vykreslení je ukázáno na obrázku 23.
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(a) (b)
Obrázek 23: Vykreslení prˇímek na základeˇ sourˇadnic krajních bodu˚
I v tomto prˇípadeˇ lze využít paralelní zpracování a vykreslovat více prˇímek soucˇasneˇ.
__global__ void kernel_drawline( Matrix Lines, int ∗Ax , int ∗Ay, int ∗Bx, int ∗By,
int L, int thickness)
{
int l = blockDim.x ∗ blockIdx.x + threadIdx.x;
if ( l >= L ) return;
int w = Lines.width;
int h = Lines.height;
if ((Ax[l ] == −10) && (Ay[l] == −10) && (Bx[l] == −10) && (By[l] == −10))
{ return; }
else if ((By[l ] > 0 && By[l] < h) && (Ax[l] > w∗0.2 && Ax[l] < w∗0.8)){
int X,Y, int_x , int_y ;
double t = 1.0, repeat_num;
int direction_x = 0, direction_y = 0;
direction_x = Bx[l ] − Ax[l ];
direction_y = By[l ] − Ay[l ];
repeat_num = (abs(direction_x) >= abs(direction_y))?direction_x:direction_y ;
while( t > 0)
{
int_x = (Ax[l ] + t ∗ direction_x) ;
int_y = (Ay[l ] + t ∗ direction_y) ;
X = ((( Ax[l ] + t ∗ direction_x) − int_x) >= 0.5) ? int_x +1 : int_x ;
Y = ((( Ay[l ] + t ∗ direction_y) − int_y) >= 0.5) ? int_y +1 : int_y ;
for( int s = −(thickness); s <= (thickness); s++)
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{
if ((( X + s >= 0) && (X + s < Lines.width)) && (Y >= 0) && (Y < Lines.height))
{
Lines.elements[Y ∗ Lines.width + X + s ] = 255;
}
}




Výpis 4: Vykreslení cˇar do obrazu
Matice, která se získala vykreslením prˇímek vyznacˇujících podélné strˇedové
a okrajové cˇáry, se použije jako šablona pro konecˇné vyznacˇení pruhu do pu˚vodního
barevného snímku z videozáznamu. Vychází se z jednoduchého principu. Je-li v matici,
získané v prˇedchozím kroku, na dané pozici hodnota 255, do barevného obrazu se
daný bod vykresli cˇerveneˇ. Pokud je hodnota rovná 0, pak se zachová pu˚vodní hodnota
z barevného obrazu. Výsledek tohoto vykreslení je znázorneˇn na obrázku 24.
(a) (b)
Obrázek 24: Vykreslení detekovaných cˇar do barevného obrazu
Uvedenou operací program na detekci vodorovného dopravního znacˇení
a dopravních pruhu˚ ukoncˇí zpracování jednoho snímku. Poté se celý proces opakuje
pro každý další snímek ze zdrojového videa.
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4 Zhodnocení dosažených výsledku˚
V kapitole 4 jsou uvedeny dosažené výsledky, jenž byly získány beˇhem testování
aplikace. Jsou zde popsány problémy chybných detekcí vodorovného dopravního
znacˇení.
Testovaní aplikace bylo provádeˇno na videozáznamech porˇízených z jedoucího
automobilu v ru˚zných cˇástech meˇsta Ostravy. Jednalo se o meˇstské obvody Poruba,
Zábrˇeh, Marianské Hory a Hulváky, Slezská Ostrava a Výškovice. Videa byla porˇízena
pomocí kamery Panasonic HDC-SD10 a digitální zrcadlovky Canon. Automobil se
po vozovce pohyboval rychlostí v rozmezí 40 až 90 km/h. Porˇizování videozáznamu˚
probíhalo prˇevážneˇ beˇhem dne. Aplikace byla testována i na videozáznamu v noci.
V prˇípadeˇ nocˇního videa je nutno upravit prahovací hodnotu a to z du˚vodu zlepšení
detekce objektu. Celková délka videozáznamu˚, na kterých byla aplikace testována, je
23 minut a 25 sekund. V teˇchto videozáznamech se nacházelo celkem 194 dopravních
znacˇek, které je aplikace schopná rozpoznat.




znacˇek urcˇených urcˇených urcˇených v %
194 176 17 1 90.7
Tabulka 1: Vyhodnocení detekce dopravních znacˇek
Na základeˇ údaju˚ z tabulky 1 mu˚žeme rˇíci, že aplikace dokázala správneˇ rozpoznat
90.7% vodorovných dopravních znacˇek. Tento výsledek správného urcˇení vodorovné
dopravní znacˇky lze brát jako velmi dobrý. Dopravní znacˇky, které aplikace nebyla
schopna urcˇit, byly detekovány pouze jednou. Tím nebyla splneˇna podmínka dvou a více
úspeˇšných rozpoznání.
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Tabulka 2 udává množství jednotlivých dopravních znacˇek a u každé této znacˇky





znacˇek urcˇených urcˇených urcˇených v %
Rovneˇ 59 54 5 0 91.5%
Rovneˇ a doleva 21 18 3 0 86%
Rovneˇ a doprava 56 48 7 1 85.7%
Doleva 21 19 2 0 90.5%
Doprava 26 26 0 0 100%
Spojení doleva 7 7 0 0 100%
Spojení doprava 4 4 0 0 100%
Tabulka 2: Výskyt a detekce jednotlivých dopravních znacˇek
Z tabulky 2 vyplývá, že nejcˇasteˇjší výskyt má na porˇízených videozáznamech
dopravní znacˇka: "šipka rovneˇ", "šipka rovneˇ a doprava". Ve veˇtšineˇ prˇípadu˚,
kdy nedošlo ke správnému rozpoznání dopravní znacˇky, byla dopravní znacˇka
na videozáznamu bud’ ve špatném stavu, nebo to bylo naprˇ. prˇi pru˚jezdu pod mostem,
kdy došlo k výrazné zmeˇneˇ jasu. V jednom prˇípadeˇ byla dopravní znacˇka detekovaná
špatneˇ, bylo to zpu˚sobeno tím, že po prahování byla dopravní znacˇka více podobná šipce
rovneˇ než šipce rovneˇ a doprava. Tento prˇípad je znázorneˇn na obrázku 25.
(a) Pu˚vodní snímek z videozáznamu (b) Obraz získaný po prahování
Obrázek 25: Ukázka nerozpoznání dopravní znacˇky
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Detekce podélných strˇedových a okrajových cˇar splnˇovala zadané požadavky.
Problém s detekcí nastal v okamžiku, kdy se vozidlo nacházelo v zatácˇce. Du˚vodem
bylo skutecˇnost, že aplikace vyhledávala cˇáry pod urcˇitým úhlem tj. 40 až 60 respektive
120 až 140 stupnˇu˚. Toto kriterium v zatácˇkách nebylo možné splnit a tedy podélné cˇáry
správneˇ detekovat.
Aplikace byla testována na pocˇítacˇi s konfigurací, která je uvedena v následující
tabulce. Bylo využito knihoven OpenCV ve verzi 2.4.9 a CUDA 5.5.
Konfigurace
Procesor Intel Core i3 2310M (2,1 GHz)
Pameˇt’ RAM 4 GB
Grafická karta NVIDIA GeForce 410M, 48 CUDA Cores
Operacˇní systém MS Windows 7
Tabulka 3: Konfigurace pocˇítacˇu˚, na kterých probíhalo testování
Pru˚meˇrná cˇasová nárocˇnost operací provádeˇných na každém snímku byla cca 17 ms.
Tento cˇas byl v pru˚meˇru z 90% tvorˇen detekcí cˇar. Rozpoznávání dopravních znacˇek meˇlo
pru˚meˇrný cˇas do 3 ms. V prˇípadeˇ detekce cˇar zabírá veˇtšinu cˇasu prˇenášení dat z grafické
karty na procesor.
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4.1 Porovnání s bakalárˇskou prací
Detekce vodorovného dopravního znacˇení byla v rámci mé bakalárˇské práce rˇešena
pomocí metody MatchTemplate. Byla použita šablona obsahující všechny dopravní
znacˇky, které byla aplikace schopna rozpoznat. Obrázek detekované dopravní znacˇky
z vozovky byl následneˇ porovnán s touto šablonou. Pokud došlo ke shodeˇ mezi
detekovanou dopravní znacˇkou a neˇkterou z dopravních znacˇek na šabloneˇ, bylo toto
aplikací znázorneˇno v samostatném okneˇ.
V diplomové práci bylo pro rozpoznávání vodorovných dopravních znacˇek
využito prˇíznaku˚ a vlastností objektu˚. Mezi tyto vlastnosti patrˇily naprˇ. pravoúhlost,
podlouhlost, kruhovost. Tyto vlastnosti byly vypocˇteny pro všechny dopravní znacˇky
z trénovací množiny. Následneˇ byly vytvorˇeny intervaly charakterizující jednotlivé
dopravní znacˇky. Pokud vlastnosti detekované dopravní znacˇky patrˇily do intervalu˚
charakterizujících prˇíslušnou dopravní znacˇku, pak byla za tuto dopravní znacˇku
urcˇena. Diplomová práce obsahuje navíc detekci pruhu˚. Prˇi detekci pruhu˚ bylo využito
GPU a platformy CUDA. Pro rozpoznávaní vodorovných dopravních znacˇek, kde se
pru˚meˇrneˇ cˇas pohyboval pod 3 ms nebylo nutné využít paralelního zpracování.
Výsledky obou použitých zpu˚sobu˚ jsou srovnatelné. Vyjímku tvorˇí to, že v bakalárˇské
práci nastane problém s rozpoznáváním vodorovné dopravní znacˇky v prˇípadeˇ, kdy
detekovaná dopravní znacˇka je zkosená nebo natocˇená.
Úspeˇšnost detekce vodorovného dopravního znacˇení v rámci bakalárˇské práce je




znacˇek urcˇených urcˇených urcˇených v %
162 146 12 4 90%
Tabulka 4: Vyhodnocení pocˇtu správných urcˇení
V bakalárˇské práci se cˇas zpracování jednoho snímku pohyboval okolo 60 ms
na pocˇítacˇi s obdobnou konfigurací. V rámci mé bakalárˇské práce nebyla provedena
detekce podélných strˇedových a okrajových cˇar.
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4.2 Porovnání CPU a GPU verze
Aplikace byla testována ve trˇech verzích detekce podélných strˇedových a okrajových
cˇar. Jednalo se o verze GPU, CPU a CPU paralelneˇ. V prˇípadeˇ CPU paralelní verze
bylo využito knihovny OpenMP [12]. Knihovna OpenMP umožnila prˇi zpracování
využít 4 paralelních vláken procesoru na testovacím pocˇítacˇi (2 jádrový procesor). Cˇasy
vybraných operací jsou uvedeny v tabulce 5 a 6.
Operace GPU CPU CPU paralelneˇ
Detekce hran 0.66 ms 13.5 ms 10.5 ms
Houghova transformace 4 ms 39 ms 8 ms
Detekce cˇar 14.5 ms 75.5 ms 38.5 ms
Tabulka 5: Porovnaní CPU a GPU verze u vybraných operací detekce cˇar
Operace GPU CPU CPU paralelneˇ
Detekce cˇar 14.5 ms 75.5 ms 38.5 ms
Rozpoznávaní znacˇek 2.5 ms 2.5 ms 2.5 ms
Celkoveˇ 17 ms 78 ms 41 ms
Tabulka 6: Porovnaní CPU a GPU verze výsledných cˇasu˚ zpracovaní snímku
Z tabulky je patrné, že nejnižších cˇasu˚ je dosaženo ve verzi GPU. Velké rozdíly v cˇase
jsou i mezi jednotlivých verzemi na CPU. Z tabulky také vyplývá, že cˇasoveˇ nejnárocˇneˇjší
je operace Houghovy transformace.
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Pro lepší porovnání cˇasu˚ byl použit následující pruhový graf.
GPU CPU CPU paralelně
Celkem 17,00 78,00 41,00
Detekce čar 14,50 75,50 38,50
Houghova
transformace 4,00 39,00 8,00













































CPU paralelně CPU GPU
Obrázek 26: Porovnání cˇasu˚ zpracování jednotlivých operací
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5 Záveˇr
Tématem mé diplomové práce byla detekce vodorovného dopravního znacˇení
s využitím GPU. Cílem bylo vytvorˇit algoritmus pro detekci vodorovného dopravního
znacˇení na základeˇ analýzy obrazu˚ získaných kamerou umísteˇnou v automobilu.
Diplomovou práci jsem rozdeˇlil do dvou cˇástí. V teoretické cˇásti jsem se zameˇrˇil
na popsaní metod, které byly následneˇ využity v rámci vlastní implementace. Pro lepší
názornost jsem použil u neˇkterých metod i grafické znázorneˇní.
Druhou cˇást mé diplomové práce tvorˇí vlastní implementace rˇešení. Nejprve jsem
musel porˇídit videozáznamy vodorovného dopravního znacˇení. Videa jsem porˇizoval
v rámci meˇsta Ostravy v pru˚beˇhu˚ meˇsícu˚ zárˇí lonˇského roku a letošního ledna. Celková
délka porˇízeného videozáznamu, který byl použit pro testovaní aplikace, je 23 minut
a 25 sekund. Porˇízená videa, z du˚vodu snížení velikosti, jsem zmenšil na rozlišení
640 × 480. Takto upravený videozáznam jsem následneˇ zpracoval pomocí aplikace
na detekci vodorovného dopravního znacˇení. Tato aplikace rˇeší dva úkoly soucˇasneˇ.
Jednak detekuje podélné strˇedové a okrajové cˇáry a zárovenˇ s tím detekuje v obraze
vodorovné dopravní znacˇky, které leží v dopravním pruhu, ve kterém se vozidlo
s videozáznamem pohybuje.
Výsledky rozpoznávání vodorovného dopravního znacˇení jsou popsány v kapitole
Zhodnocení dosažených výsledku˚. Z porˇízených videozáznamu˚ je aplikace schopna
rozpoznat 176 z celkového pocˇtu 194 dopravních znacˇek. Vycˇísleno v procentech
je úspeˇšnost rozpoznání 90.7%. Tento výsledek považuji za velmi dobrý. Prˇípady,
kdy nedošlo ke správnému rozpoznání dopravní znacˇky byla tato dopravní znacˇka
na videozáznamu ve špatném stavu nebo se jednalo o situaci, kdy automobil projíždeˇl
pod mostem a tedy došlo k výrazné zmeˇneˇ jasu. Pouze v jednom prˇípadeˇ byla dopravní
znacˇka detekována špatneˇ a to z du˚vodu, že po prahování byla více podobná šipce rovneˇ
než šipce rovneˇ a doprava.
Mnou zpracovaná aplikace pro detekci podélných strˇedových a okrajových cˇar
a smeˇrových šipek, by se v budoucnu mohla rozšírˇit o detekci vozidel jedoucích prˇed
námi a dodržování bezpecˇné vzdálenosti mezi jedoucími vozidly. V úvahu prˇipadá
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