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Abstract: Biologists are increasingly recognising that computational modelling is crucial for
making sense of the vast quantities of complex experimental data that are now being collected. The
systems biology field needs agreed-upon information standards if models are to be shared,
evaluated and developed cooperatively. Over the last four years, our team has been developing the
Systems Biology Markup Language (SBML) in collaboration with an international community of
modellers and software developers. SBML has become a de facto standard format for representing
formal, quantitative and qualitative models at the level of biochemical reactions and regulatory
networks. In this article, we summarise the current and upcoming versions of SBML and our efforts
at developing software infrastructure for supporting and broadening its use. We also provide a brief
overview of the many SBML-compatible software tools available today.
1 Introduction
It may seem as though computational modelling in biology
is a development born of the digital age. In fact, the
application of computational techniques to the simulation
and analysis of biological systems has a history dating to the
earliest analogue and even mechanical computers [1–4].
The recent resurgence of interest in quantitative modelling
[5–19] can be attributed at least partly to the greater power
afforded by modern information technology [20], but even
more to the explosion of data brought about by modern
molecular techniques. It is now clear to many researchers
that future progress in understanding biological function
rests inescapably in the development and application of
computational methods [21–30].
Practical computational modelling requires the use of
software tools. To be useful as formal embodiments of our
understanding of biological systems [31], computational
models must be put into a form that can be communicated
effectively between the software tools used to work with
them. This format must help overcome a number of
problems facing a systems biologist:
. Users often need to work with complementary resources
from multiple software tools in the course of a project
because different tools have different strengths and
capabilities. For example, one tool may have a good
model editing interface, another tool may provide unpar-
alleled facilities for analysis, yet another may implement an
advanced simulation capability but lack a good graphical
interface, etc. Working with multiple tools today generally
requires having to re-encode the model in each tool, a time-
consuming and error-prone process.
. Models published in peer-reviewed journals are some-
times accompanied by instructions for obtaining the model
definitions in electronic form. However, because each author
may use a different modelling environment (and model
representation language), such definitions are often not
straightforward to examine, test and reuse. If a researcher
wishes to use a published model, the researcher typically
must manually transcribe the model into a different format.
. When simulators are no longer supported, models
developed in those systems can become stranded and
unusable. This has already happened on a number of
occasions, with a resulting loss of usable models to the
community. Continued innovation and development of new
tools will only aggravate this problem unless the issue of
standard formats is addressed.
We developed the Systems Biology Markup Language
(SBML) in an effort to address these problems. SBML is a
format for representing computational models in a way that
can be used by different software systems to communicate
and exchange those models [32, 33]. By supporting SBML
as an input and output format, different software tools can
all operate on an identical representation of a model,
removing opportunities for errors in translation and assuring
a common starting point for analyses and simulations.
The SBML project is not an attempt to define a universal
language for representing quantitative models; the fluid and
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rapidly evolving views of biological function, and the
vigorous rate at which new computational techniques and
individual tools are being developed today, are incompa-
tible with a one-size-fits-all idea of a universal language.
A more realistic alternative is to acknowledge the diversity
of approaches and methods being explored by different
software tool developers, and seek a common intermediate
format — a lingua franca — enabling communication of the
most essential aspects of the models.
As a practical consequence of how SBML is being
developed, it reflects how theoreticians and software
developers conceptualise and structure their computational
models of biochemical reaction networks. Thus, in a very
concrete fashion, SBML represents a consensus view of
how these computational models are understood today, and
the form the language is taking in its continued evolution
offers a glimpse of where the field is headed in the near
future.
2 The genesis and general form of SBML
SBML is a machine-readable model definition language
based upon XML, the eXtensible Markup Language [34,
35], which in turn is a simple and portable text-based
substrate that has been gaining widespread acceptance in
computational biology and bioinformatics [36, 37]. The
need for a language like SBML was manifest during the first
Workshop on Software Platforms for Systems Biology, held
at the California Institute of Technology in early 2000. The
two or three dozen attendees at the time represented less
than a dozen software projects: BioSpice [38], Cellerator
[39–43], DBsolve [44–47], E-Cell [48–60], Gepasi
[61–67], Jarnac [68–70], StochSim [71–77], and Virtual
Cell [78–93]. Yet even within this small community, it
proved impossible to share models without having to
re-encode them anew in each software tool. This needless
impediment to collaboration directly inspired the SBML
project. Since then, SBML has continued to evolve and
grow in popularity, to the point that at the time of this
writing, it is used by over fifty software packages worldwide
(discussed further below) and has influenced the develop-
ment of standards in related areas [94]. Moreover, it is the
standard model definition language used by several
consortia, notably the US-based BioSPICE project [17]
and the International E. coli Alliance [9].
2.1 SBML Levels
SBML is being developed in levels, where each higher level
adds richness to the model definitions that can be
represented by the language. By delimiting sets of features
at incremental stages, the SBML development process
provides software authors with stable standards and the
community can gain experience with the language defi-
nitions before new features are introduced. Two levels have
been defined so far, named (appropriately enough) Level 1
and Level 2. Level 1 is simpler than Level 2, but also has
less representational power. These separate levels of SBML
are intended to coexist; SBML Level 2 does not render
SBML Level 1 obsolete. Software tools that do not need or
cannot support higher levels can go on using lower SBML
levels; tools that can read higher levels are assured of also
being able to interpret models defined in the lower levels.
The open-source software infrastructure we are developing
around SBML (see Section 3.2) allows developers to
support both SBML Levels 1 and 2 in their software with
a minimum amount of effort.
2.2 Brief summary of the structure and
features of SBML Level 2
SBML can encode models consisting of biochemical
entities (species) linked by reactions to form biochemical
networks. An important principle in SBML is that models
are decomposed into explicitly-labelled constituent
elements, the set of which resembles a verbose rendition
of chemical reaction equations; the representation deliber-
ately does not cast the model directly into a set of
differential equations or other specific interpretations of
the model. This decomposition makes it easier for a
software tool to interpret the model and translate the
SBML form into whatever internal form the tool actually
uses.
Level 2 is the highest level of SBML currently defined;
it represents an incremental evolution of the language [32]
resulting from the practical experiences of many users and
developers working with Level 1 since its introduction in
the year 2001 [33, 95]. A definition of a model in SBML
Level 2 consists of lists of one or more of the following
components: compartment: a container of finite volume for
well-stirred substances where reactions take place; species:
a pool of a chemical substance located in a specific
compartment (a species represents the concentration or
amount of a chemical substance and not a single molecule);
reaction: a statement describing some transformation,
transport or binding process that can change one or more
species (each reaction is characterised by the stoichiometry
of its products and reactants and optionally by a rate
equation); parameter: a quantity that has a symbolic name;
unit definition: a name for a unit used in the expression of
quantities in a model; rule: a mathematical expression that
is added to the model equations constructed from the set of
reactions (rules can be used to set parameter values,
establish constraints between quantities, etc.); function: a
named mathematical function that can be used in place of
repeated expressions in rate equations and other formulas;
and event: a set of mathematical formulas evaluated at
specified moments in the time evolution of the system. This
simple formalism allows a wide range of biological
phenomena to be modelled, including cell signalling,
metabolism, gene regulation, and more. Significant flexi-
bility and power comes from the ability to define arbitrary
formulae for the rates of change of variables as well as the
ability to express other constraints mathematically.
Figure 1 provides a conceptual diagram of an example
model featuring four compartments, multiple chemical
Fig. 1 Schematic illustration of the concepts in a simple SBML
model
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species, and multiple reactions. The chemical species are
drawn here as single circles; each is meant to symbolise the
concentration of a different chemical and not only a single
molecule (though one could represent low-molecular count
models in SBML just as easily). The diagram illustrates the
notion of reactions that transport chemical species between
compartments as well as species that act as modifiers in
reactions.
Some additional noteworthy features of SBML Level 2
include: the use of MathML [96], an XML-based math-
ematical formula language; support for a systematic way of
including metadata (‘data about data’, such as information
about authorship or links to online databases); and support
for delay functions. The latter are useful for representing
biological processes having a delayed response, but where
the details of the processes and the actual delay mechanism
are not relevant to the operation of the model.
2.3 Relationships to other efforts
Many XML-based formats have been proposed for repre-
senting data and models in biology, including the archi-
tecture for genomic annotation, visualization and exchange
(AGAVE) [97], BIOpolymer Markup Language (BIOML)
[98], Bioinformatics Sequence Markup Language (BSML)
[99], Chemical Markup Language (CML) [100], Microarray
Gene Expression Markup Language (MAGE-ML) [101],
Multiple Sequence Alignments Markup Language
(MSAML) [102], Proteomics Experiment Markup
Language (PEML) [103], Protein Markup Language
(ProML) [104, 105], Protein Extensible Markup Language
(PROXIML) [106], the Proteomics Standards Initiative’s
Molecular Interaction (PSI MI) format [94], and Ribonu-
cleic Acid Markup Language (RiboML) [107]. However,
we know of only two XML-based formats that are suitable
for representing compartmental reaction network models
with sufficient mathematical depth that the descriptions can
be used as direct input to simulation software. The two are
SBML and CellML [108–113].
CellML is built around an approach of composing
systems of equations by linking together the variables in
those equations; this is augmented by features for declaring
biochemical reactions explicitly, as well as encapsulating
arbitrary components into modules. Its focus is on a
component-based architecture to facilitate reuse of models
and parts of models, and the mathematical description of
models. By contrast, SBML provides constructs that are
more similar to the internal data objects used in many
contemporary simulation=analysis software packages
specialised for biochemical networks.
These differences notwithstanding, the SBML and
CellML efforts share much in common and represent
somewhat different approaches to solving the same general
problems. They were initially developed independently, but
the primary developers of both languages are actively
engaged in exchanges of ideas and are seeking ways of
making the languages more interoperable. SBML Level 2
borrows a number of approaches from CellML, making the
formats that much easier to translate between each other.
3 Software for systems biology: a survey of
SBML-compatible software
In this Section, we discuss software tools that support the
SBML format and are available today. We discuss software
developed by others as well as tools developed by our own
group.
3.1 Tools for computational modelling in
systems biology
Figure 2 is a list of specialised software tools providing
facilities for computational modelling in biology. The list is
limited to self-contained modelling tools that support
SBML and have been publicly released (either freely or as
commercial products) at the time of this writing; not listed
are libraries (e.g. libSBML, discussed in the next Section),
conversion utilities (e.g. KEGG2SBML, also discussed in
the next Section), software packages that support SBML but
are not generally available (e.g. Modesto [114, 115],
pathSCOUTe [116, 117]), and packages that do not
yet support SBML but whose authors expressed intentions
to support it in the future (e.g. Karyotee [118, 119],
Kinsolver [120, 121], MOMA [122, 123], ProMoT=DIVA
[124–126]). For each package in Fig. 2, we also indicate its
characteristics along many dimensions.
The column labelled ‘Type’ in Fig. 2 indicates whether
the software in question is a stand-alone application (one
that can be installed and run locally on a computer), or
whether it is web-based, offering a service located on the
Internet which users access remotely using a web browser.
For those tools that can be used in either mode, this column
indicates the way it is most commonly used.
The column labelled ‘User Interface’ indicates the
dominant type of interface provided by the tool. The
meanings of the categories under ‘User Interface’ are as
follows:
. Diagrammatic: enables users to express models visually
by placing or drawing elements, structures and relationships
on a digital canvas. Often this takes the form of a graph
resembling the block-and-arrow diagrams commonly pre-
sented by biologists as depictions of metabolic or signalling
pathways. Additional quantitative information about the
model is usually obtained from the user using a small
number of fill-in-the-blank forms.
. Spreadsheet: provides a multicolumn grid interface
reminiscent of spreadsheet programs offered in contempor-
ary office productivity software suites. Information about
reactions, species and compartments typically are entered in
separate spreadsheet areas, each having separate columns
for different characteristics of the elements being entered.
. Forms-based: prompts the user for information about a
model using fill-in-the-blank forms and dialog boxes and
pull-down menus. (Some tools take the information so
gathered and display the resulting model using a diagram or
a spreadsheet view but do not allow the user to edit the
model directly using the diagram or spreadsheet; these are
also listed as providing a forms interface rather than the
other kinds of interfaces.)
. Text-based: enables users to define models using a
formalised textual language and notation meant to be read
and written by a human (i.e. not SBML). Some tools provide
an editing interface for writing models in this language;
others only read files created by external programs. Some of
these languages mix constructs for defining models with
directives for controlling simulations or other actions on the
model.
All tools with these user interfaces translate the model from
the input format (diagrammatic, spreadsheet, forms, text)
into another format. For tools that directly incorporate
simulation and analysis capabilities, this other format may
be the program’s internal data structures. For other tools,
this format may be a custom format provided in addition to
SBML. However, all the tools listed provide the ability to
convert the model definitions into SBML and=or read
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Fig. 2 A sampling of software tools available today for modelling in systems biology. A square in a column indicates that a given tool
possesses the feature noted in that column. An asterisk in the Diagrammatic User Interface column indicates that the given tool possesses this
capability primarily for displaying information to the user, not for user input. See text for further explanations
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models in SBML. Finally, some of the tools are output-only
model visualisation systems; these are indicated by an
asterisk rather than a filled square in the ‘User Interface’
columns.
For those tools providing simulation and other analysis
capabilities, the column labelled ‘Mathematical
Framework’ in Fig. 2 indicates the model representation
framework(s) available. The meanings of the categories
under ‘Mathematical Framework’ are as follows:
. Logical: converts the model description into a Boolean or
extended logical representation [127, 128]. Certain classes
of models, such as abstract models of genomic regulatory
networks, are more conveniently cast into this form than
into, for example, differential equations.
. Ordinary differential equations (ODEs): converts the
model description into a system of ordinary differential
equations. This commonly involves one differential
equation for each chemical species in the model. ODE
representations are a popular framework, but biological
models often include algebraic constraints that require the
use of DAEs representations (see next).
. Differential-algebraic equations (DAEs): converts the
model into a system of ordinary differential equations with
algebraic constraints. An example is when a model imposes
constraints on species concentrations. The DAE framework
subsumes the ODE framework, but can support more
constructs that modellers often want to express and thus is a
better match for modellers’ needs. Full DAE solvers are
more difficult to implement than ODE solvers [129]; for this
reason, many simulation tools support limited forms of
DAEs.
. Partial differential equations (PDEs): converts the model
into a system of partial differential equations. These arise
when there is more than one independent variable in the
system, as when modelling spatial diffusion (leading to a
model having not only time but also spatial variables as
independent variables). PDE solvers are significantly more
difficult to implement and use properly than either ODE or
DAE solvers, which helps explain why so few software tools
today use a PDE framework. Note that SBML does not
currently have a means to represent PDE-level models or
diffusion terms.
. Hybrid: converts the model to a (continuous) differential
equation framework and also supports time-dependent
discontinuous events; these discontinuities can cause abrupt
changes in the system of equations and the behaviour of the
system. Hybrid modelling frameworks are necessary for
properly handling such things as cell cycle models.
. Stochastic: casts the model as a system consisting of a set
of discrete quantities (molecules of chemical species) and
associated probabilities for interactions (the reactions).
Most (but not all) such software systems use the stochastic
simulation algorithm (SSA) devised by Gillespie [130] or
the Gibson-Bruck variant of SSA [131], or (more rarely) the
Tau-Leap algorithm [132]. Unlike the various differential
equation frameworks described above, a stochastic
framework does not approximate the model as a continuous
deterministic system, but treats it as the underlying
biochemical reality really is random discrete processes.
However, this increased accuracy comes at a high cost: each
individual chemical entity is modelled as a stochastic
process and as a result, simulations are extremely
demanding of computational resources.
There are many more modelling frameworks in use [128]
than these six, but these cover the capabilities of the SBML-
compatible software tools available today. Some of the tools
support multiple mathematical frameworks; this is indicated
by circles in multiple columns for those tools.
The ‘DB’ columns in Fig. 2 indicate whether a given
software tool provides database functionality. A mark in the
‘Integral’ databases column means the tool possesses an
integral database system; i.e. the database stores models
and model components (e.g. species) in a form more
organised than simply a collection of files, and the systems
sometimes offer a means to share this database between
multiple users. A mark in the ‘External’ DB column
indicates the tool provides access to third-party external
repositories of data, models or other information. Note that a
tool may feature both an integral database and provide
external database access functionality.
The column labelled ‘Availability’ indicates the avail-
ability of the tool: either ‘Free’, meaning the tool is
available at no cost for personal use (but possibly at cost
for other users), or ‘Commercial’, meaning the tool is a
commercial product that must be purchased. Many of the
free tools are also open-source.
Finally, the ‘SBML’ column indicates the SBML level
supported by the tool: either Level 1 only, or Level 2 only,
or both. (Although tools that can read SBML Level 2 would
certainly be able to interpret Level 1 models as well, not all
tools were developed using parsers that provide support for
both levels. This is likely to change in the future as
libSBML, discussed below, and other parser tools gain
wider use.)
The tools listed in the Figure possess other features and
capabilities than are shown here, further distinguishing them
along other dimensions. Most are also under active
development and are gaining new features on a regular
basis. Nevertheless, the Figure shows something of the wide
range of feature combinations offered in today’s software
packages for computational modelling in systems biology.
3.2 SBML software infrastructure
To make it easier for software developers and users to work
with SBML, and more generally to promote the language’s
use as a common exchange format, our group as well as
other groups have released and continue to develop a
number of open-source SBML software tools. They fall
under the following categories:
1. software libraries for reading and writing files and data
streams containing SBML content;
2. interface packages supporting the use of SBML in
general-purpose mathematical environments (specifically,
Mathematica and MATLAB);
3. conversion tools for translating models in other formats
into SBML format; and
4. online web-based facilities for performing a variety of
tasks on SBML files.
We briefly describe this software below.
All software developed by our group is freely and openly
available under the terms of the GNU lesser general public
licence (LGPL) [133]. The use of the LGPL ensures that the
software is available at no cost indefinitely, while
simultaneously allowing developers the freedom to release
closed-source modules (e.g. commercial packages) that
work with the software.
3.2.1 Software libraries for programming
with SBML: While it is a simple matter for a software
package to use a general-purpose XML parsing library to
read and write SBML-formatted files and data streams, it is
considerably more convenient for software developers to
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have at their disposal a higher-level interface tailored
specifically to the kinds of data object structures present in
SBML. A specialised interface also offers the opportunity to
provide powerful capabilities for such things as automated
model consistency checking.
The most recent and advanced library for SBML is
libSBML. It provides an application programming interface
(API) for reading, writing and manipulating data in SBML
format. By using libSBML, programmers can save them-
selves the work of implementing their own parsing,
manipulation and validation software. Developers can
embed the library in their applications, and by calling on
the library’s functions, the application can gain support for
SBML Levels 1 and 2. LibSBML is written in ISO C and
Cþþ and currently provides language bindings for C,
Cþþ , Java, Python and MATLAB, with support for Perl
and other languages planned for the future. We distribute the
package in both source-code form and as precompiled
dynamic libraries for the Microsoft Windows, Linux and
Apple MacOS X operating systems; they are available from
the ‘sbml’ project on SourceForge.net [134], the world’s
largest open-source software repository and project hosting
service, as well as from the SBML project web site [135].
LibSBML provides both syntactic validation and con-
sistency checking of SBML. Syntactic validation involves
verifying that the SBML input is well-formed, and for
example that data values are of the correct types. This is
achieved by leveraging the power of an XML parser library
that can check SBML input against an XML Schema
[136–138] for SBML Level 1 and Level 2. The XML parser
is of the ‘Simple API for XML’ (SAX) variety [139].
Consistency checking involves verifying the contents of
an SBML model for self-consistency and adherence to the
SBML specifications. The tests are implemented as rules
within libSBML; the library reports back validation failures
(including the location in the input and nature of the failure)
to the calling application via the libSBML API.
At the API level, the library provides the same interface
to data structures independently of whether the model
originated in SBML Level 1 or 2. Thus it is possible to use
libSBML to enable an application to support both Level 1
and 2 by accessing a single API. The library currently also
offers the ability to translate SBML Level 1 models to
SBML Level 2.
Prior to the development of libSBML, we had developed
parser libraries for SBML Level 1 in Java as well as Micro-
soft Windows DLL form. These libraries were distributed as
part of the systems biology workbench [70, 140–144] and
are still available separately [145], but they have been
superseded by libSBML and we discourage their use.
Other groups besides ours have also developed parser
libraries for SBML. Two such libraries that are freely availa-
ble as separate components are a Java library for SBML
Level 2 created for JigCell [146], and a library for Common
Lisp created as part of the Simpathica project [147].
3.2.2 Interfaces to popular general-purpose
mathematical environments: Special-purpose
software tools for computational systems biology offer
distinct advantages and capabilities, but many users never-
theless prefer to work with general-purpose mathematical
environments. To support the use of SBML in two popular
commercial systems, Mathematica [148, 149] and
MATLAB [150, 151], we have developed separate software
packages for these environments.
MathSBML [152, 153] is an open-source package that
allows investigators to explore SBML models using the full
range of features available in Mathematica, an exhaustive
mathematical environment widely used by biological
modellers and available in many academic and commercial
environments. MathSBML provides full interoperability
with this environment as well as a candidate reference
implementation for nearly all features in SBML Levels 1
and 2, including the solution of differential-algebraic
equations and discontinuous events. MathSBML has a
complete API for model manipulation, and includes simple
function points for model-based hybrid simulation, model
exploration, plotting, file importing, and model exporting.
The main feature is the ability to convert SBML models into
a Mathematica data structure that is compatible with
standard Mathematica functions; it also contains an event
driver that allows modellers to run simulations from event-
driven models, and plot the results, across time spans
containing multiple events. Using this API, users can
modify a pre-existing model or build a new model from
scratch, iteratively running simulations and modifying the
model before writing a new SBML file to disk. Additional
features include the ability to display models in a tabular,
human-readable form (either within a Mathematica note-
book or via an HTML file), and export to other formats such
as FORTRAN and XPP.
The SBMLToolbox is a MATLAB toolbox that provides
facilities for reading, writing and manipulating SBML
models within the MATLAB environment. It enables users
to import an SBML model and automatically construct a
MATLAB object structure that reflects the components of
the model, enabling it to be analysed by a user’s own
MATLAB routines as well as publicly available MATLAB
toolboxes. The SBMLToolbox provides additional func-
tionality for working with SBML models within MATLAB,
including validation of the resulting data structures, saving
and loading imported models to=from data files, a simple
forms-based model editor, and facilities for converting
elements of a model into MATLAB’s symbolic form.
SBMLToolbox uses libSBML as its underlying parser
library, and is currently available for the Linux, Apple
Macintosh, and Microsoft Windows operating systems.
3.2.3 Conversion tools: Data of use to compu-
tational modellers including, whole models, already exist
in a number of forms besides SBML. In order to help
modellers make use of these resources, we and others have
been developing stand-alone conversion software capable of
transforming models in a number of non-SBML formats
into SBML. Available today are converters for the Kyoto
Encyclopaedia of Genes and Genomes (KEGG); [154,
155]), CellML and BioCyc [156, 157], with others in
development.
Identification of gene-regulatory logic and biochemical
networks is a major challenge of systems biology. Several
attempts are underway to create large-scale, comprehensive
databases of gene-regulatory and biochemical networks.
Making the contents of these databases available in SBML
format will be useful for the following reasons: (1) it will
enable researchers to apply many SBML-aware software
tools to the networks in those databases, and (2) the
feedback from developing the translation tools will provide
valuable information for the continued evolution of SBML.
As a first attempt at writing database translation tools,
we have decided to convert the KEGG database. KEGG
contains more than 13 000 metabolic pathways and 960
regulatory pathways for more than 150 organisms. We have
implemented a converter called KEGG2SBML that converts
KEGGmetabolic pathway database files into SBML Level 1
and Level 2 files. Further, KEGG2SBML can parse diagram
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layout information from KEGG and add it to SBML as
annotations; the result can be used in CellDesigner, a
process network diagram editor we have also developed
[158–160]. Using KEGG2SBML, we have successfully
converted 10 869 KEGG metabolic pathways (out of
13 333) into SBML Level 1 and Level 2, a conversion rate
of 82%:
As discussed in Section 2.3, CellML is another XML-
based format for representing computational models in
systems biology. We have developed conversion software,
consisting of four XSLT scripts [161, 162], which can
convert a CellML 1.1 model into an SBML Level 2 model.
The XSLT scripts are applied consecutively. The first script
performs a rough translation of the CellML document into
SBML. This rough model contains a single compartment.
(CellML has no equivalent of SBML’s explicit compart-
ments.) CellML unit definitions are also expanded into their
constituent SI units because SBML’s more limited unit
system only allows unit definitions to be directly composed
from SI units. The first XSLT script creates SBML
annotations containing information on the names of CellML
‘delta’ variables and connections which are used to further
simplify the model in later stages. Otherwise, the first XSLT
transformation maps CellML elements to SBML elements
as one would expect: CellML reactions to SBML reactions,
CellML variables occurring as species in reactions to SBML
species, and all other CellML variables to SBML parameter
elements. The second XSLT script merges units of the same
type, simplifies the names of parameter and species names
by following CellML connections, computes species
substance units and species spatial size units, and eliminates
CellML delta variables and the equations in which they
occur. The third XLST script removes duplicate species
and parameters created by the name simplification in the
previous style sheet, performs further name simplification,
and sorts the SBML assignment rules into a valid order
while eliminating any cyclic dependencies among the
assignment rules. These cyclic dependencies are eliminated
by rewriting selected assignment rules as algebraic rules.
The fourth XLST script checks the validity of the SBML
model and removes any annotations created by the
conversion process.
We have applied the CellML-to-SBML conversion
system to the models in the CellML model repository
[163]. Of the 261 models in that repository, the converter
was able to convert 243 models ð93%Þ into valid SBML
Level 2 models. Six more models were added to the list of
successful conversions after manually changing new base
units into equivalent units that are legitimate in SBML. The
remaining 12 models either contained PDEs (two models) or
unusual combinations of delta variables (ten models), which
cannot be mapped to SBML at this time.
Finally, besides KEGG2SBML and the CellML-to-
SBML converter, there is also a converter for the Biocyc
pathway=genome database [156, 157] developed by another
group. This program, implemented by Zucker [164] in
Common Lisp, can generate SBML Level 2 models from the
Biocyc database.
3.2.4 Online web-based facilities: We have
made a number of simple online facilities available on the
SBML project web site [135]. Using any web browser, it is
possible for users to upload an SBML model and then
perform the following operations on it: check the syntax of
the uploaded model, view the model in diagrammatic form,
and convert a Level 1 model to Level 2. We plan on
extending these facilities before the end of 2004 to enable
the conversion of models from SBML Level 2 to Level 1,
CellML to SBML, SBML to Fortran, SBML to XPP and
SBML to HTML. The majority of the current and planned
facilities are currently or will be provided by server-side
instances of the other software tools developed as part of the
SBML project.
3.3 SBML model repository
We have implemented a simple model repository on our
project web site [144]. It contains sample models in SBML
format; nearly all of them are based on models published in
the literature. Among these sample models are: cell cycle
models from John Tyson’s group [165, 166], a model of IP3-
sensitive Calcium channel [167], models of MAPK cascades
[168, 169], and others. We anticipate placing the SBML
models translated from the CellML repository (see Section
3.2.3) in the SBML model repository in the second half of
2004.At the same time,wewillmake all themodels available
in a variety of presentation formats, including diagrams.
4 Planning for SBML Level 3
As noted in Section 2, SBML from the beginning has been
largely driven by the practical needs of researchers
interested in exchanging quantitative computational models
between different software tools, databases and other
resources. The language reflects this, and in some respects
exhibits the results of pragmatic choices more than elegant,
top-down design. SBML Level 2 benefited from two years
of experience in the use of SBML Level 1 by many
modellers and software developers, and distills more
effectively the fundamental needs of the biological network
simulation community. It represents, in a concrete way, the
consensus of a large segment of this community about the
intersection of features that should be possessed by a lingua
franca for communicating models between software tools
such as those in Fig. 2.
SBML’s popularity has led to the formation of an active
community of researchers and software developers who are
now working together to push SBML in new directions. As a
language that is an intersection rather than a union of
features needed by all tools, SBML currently cannot support
all the representational capabilities that all software systems
offer to users. Some tools offer features that have no explicit
equivalent in SBML Level 2, and those tools currently can
only store those features as annotations in an SBML model.
But in many cases those features could potentially be used
by more than one tool, and thus it would be appropriate to
have some representation for them in SBML. Using Level 2
as a starting point, the SBML community has been
developing proposals and prototype implementations of
many new capabilities that will become part of SBML
Level 3. The main current areas of interest are:
. Diagram layout: enabling the inclusion of diagrammatic
renditions of a model.
. Model composition: allowing models to be constructed
from instances of submodels.
. Multicomponent species: allowing species to be
composed from instances of species types, enabling such
things as the representation of complexes of phosphorylated
proteins and generalised reactions acting on them.
. Arrays: allowing models to contain indexed collections of
objects of the same type.
. Spatial features: allowing the representation of the
geometric features of compartments, the diffusion rates of
species and the spatial distribution of model parameters and
boundary conditions.
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. Controlled vocabularies: enabling the annotation of
SBML models with terms from controlled vocabularies.
. Constraints: enabling the definition of constraints on
model variables.
In the Subsections that follow, we discuss some of these
capabilities in more detail, focusing on those that are likely
to be developed by the end of 2004. We begin by outlining
our expected approach for extending the language with
these features.
4.1 Modularising the representation
It is unreasonable to expect a tool to support every feature
planned for Level 3 in order to be called Level 3 compatible.
One of the challenges for SBML Level 3 will be to design a
modular representation. The idea is to provide each model
with explicit information about which capabilities are
necessary to interpret it correctly, so that tools encountering
the model may reject it gracefully if they do not possess the
necessary facilities. For reasons of efficiency and correct-
ness, an explicit indication is preferable to requiring tools to
read and interpret the entire model and inferring the
capabilities needed.
We anticipate that Level 3 will take the form of a core,
consisting of minimal extensions to Level 2, and a set of
Level 3 modules, each encapsulating the definition of one of
the major features listed above. One of the extensions
making up the Level 3 core will be explicit feature
indicators, such that each of the modules has a correspond-
ing feature tag which will appear in a list at the beginning of
the model definition. The presence of a feature tag will
signal to software tools reading the model that the model
uses that particular feature. The software tool may then
make a decision about whether it can handle the model or
whether it should alert the user to a problem.
4.2 Diagram Layout
As Fig. 2 shows, graphical interfaces are popular among
existing software tools. Users find diagrammatic represen-
tations of biochemical reaction networks intuitive and
appealing, and many tools provide a means to edit models
directly through a visual, diagrammatic interface. Users
naturally would like the diagrams to be preserved with their
model definitions. However, there is no specified approach
for recording diagram layouts in SBML Level 2 and thus,
the tools must store the information as annotations. This
means that different tools cannot read each other’s diagram
representations (unless they happen to implement support
for exactly the same annotations, and currently, none do).
One of the most active areas of interest in the SBML
community has been developing a common format for
incorporating diagram layout information in SBML. The
current leading proposal in this area supports the inclusion
of multiple, different layouts in a model definition. These
diagram layouts describe the positions of diagram objects,
or glyphs, representing species, reactions and compart-
ments. Information about colour, line styles and fonts is not
represented by the proposed data structures. Objects in a
model, for example species, can have any number of glyphs
occurring in the same diagram, to enable the user to avoid
line crossings by placing representations of the objects in
multiple locations in the model. So that model diagrams can
hide particular details of a given model, model objects do
not have to have any corresponding objects in a given
diagram. The proposed data structures are closely connected
to existing SBML structures, enabling the proposed scheme
to be used by graphical model editing tools.
4.3 Composition
Biologists often describe and analyse biological systems in a
hierarchical fashion, both in structural terms (a higher
organism might be composed from a set of organs, which
are in turn composed of tissues, which are in turn composed
of cells [11]) and in functional terms (certain network motifs
repeat themselves throughout biochemical networks in a
cell [170–174]). Curiously, it is the case that most published
computational models of biological networks do not make
use of hierarchical composition, perhaps because the
approach is more commonly taught in engineering dis-
ciplines, or because most software tools have not had
explicit support for developing models in this fashion.
However, this is clearly beginning to change, both because
of the engineering influence on the field of systems biology
and the development of software tools providing explicit
support for model composition (e.g. E-Cell, NetBuilder,
ProMoT=DIVA, VLX Suite).
Supporting model composition in SBML would have
several benefits. First, it would allow models to be encoded
in a form closer to the natural decomposition biologists
make in terms of structure and function. Second, it would
facilitate the development of large models, especially those
developed by multiple individuals. Third (and related), as
the field’s ability to model the details of biological systems
grows, there will come a time when libraries of vetted,
standard model components become increasingly common,
and reusing components in other models will be most
naturally done using a model composition approach. For all
of these reasons, a segment of the SBML community has
been developing proposals for model composition extension
for SBML Level 3.
The proposals put forward so far have the following
goals:
. Enabling copies of the same submodel to be used
(instantiated) within an enclosing model. For example, a
model cell could reuse multiple instances of the same
mitochondrial submodel.
. Enable modellers to incorporate several alternative sub-
models for a given model instance, in which each alternative
submodel could contain a representation at a different level of
detail and=or use a representation that is appropriate for a
particular type of simulation algorithm. Modellers could
select which submodel to use at simulation time.
. Allow the creation of libraries of model components. This
requires mechanisms for referencing submodels located
externally to a given model.
The model composition facility must treat many details
carefully. For example, SBML model structures have many
attributes linking together the various components of a
model, such as the parts of reactions or species localised
within compartments. The model composition facility must
allow these links to be references between components in
different submodels, and between enclosing models and
submodels, to support such things as reactions involving
species located between submodel instances.
Many other issues arise, but the details are outside the
scope of this article. We refer interested readers to the
SBML web site [135] for the text of the proposals for model
composition that have been made so far, and for information
about the status of these proposals with respect to inclusion
in SBML Level 3.
4.4 Multicomponent species
SBML Levels 1 and 2 can represent models in which
the chemical species are treated as simple, indivisible
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biochemical entities having only one possible state. This
approach becomes untenable when modelling systems in
which the species have many possible internal states or the
species are composed from subcomponents [175].
An example of this is a protein that can be phosphorylated
at multiple locations: the possible phosphorylation combi-
nations lead to a combinatorial explosion of states of the
protein. Although currently this can be represented in
SBML Levels 1 and 2 by treating each state or combination
of subcomponents as a separately-named chemical species,
the approach is awkward and limited. To address this
problem, another area of SBML Level 3 development has
been a representation scheme in which the subcomponents
of chemical species are the smallest logical entities, rather
than whole species. The research task is to define a
representation scheme that is flexible enough to represent
all the relevant biochemical phenomena while remaining
computationally feasible for simulation and analysis.
One of the approaches being pursued for this problem
involves having a model optionally contain a set of species
types. A given species type simply represents all biochemi-
cal entities with the same biochemical structure (that is, it
has identical structure for the purposes of the model).
In SBML Level 2, species represent a pool of entities of the
same type located in a specific compartment. In this
proposal, the type of a species structure is made explicit
so that, for example, the ATP in two compartments can be
identified as having the same type. A reaction can be
generalised to occur in any compartment by referring to
reactants, products and modifiers by species type rather than
by compartment specific species.
A species type can optionally contain a set of instances of
other species types which define the composition of the
containing species type. A model can be described using
such a system of hierarchically contained components;
however, under this proposal, the species type instances
optionally can be connected. That is, a type can describe a
graph where the nodes are species type instances and the arcs
are bonds. A species type has a set of binding site structures,
each of which is a potential end-point for a bond. A bond is
simply a pair of references to binding sites on species type
instances. The phosphorylation states of proteins could be
represented as the binding of instances of a phosphate
species type to binding sites on those proteins. Just as the
bond structures are optional in species type structures,
SBML would not specify the level of decomposition.
A protein could be described as a single indivisible object,
or as a sequence of amino acids, depending on what is
appropriate for a given model and preferred by the modeller.
Although the structures described above capture a
significant amount of information that cannot be made
explicit in SBML Level 2, they do not provide any facilities
for representing reactions generalised to apply to classes of
species types. With just these structures an accurate model
would still have to contain an enumeration of all the species
type structures that could occur in the modelled system. This
could easily get unwieldy. To solve this problem, under this
proposal, reactions would be generalised to apply to classes
of species types. The complete set of species and species
type structures would be implied by the reactions rather than
fully enumerated. In this context, the species structures
contained in an SBML document would be taken to define
the initial state and boundary conditions of the system. The
species type structures would define a set of types that enable
the definition of reactions and species. Reactions could then
be considered to be analogous to the rules in a graph
transformation system (e.g. PROGRES [176]) where species
are pools of chemical entities where each entity is a graph.
The reactions would be applied to the biochemical entities in
the modelled system that match the reactions’ reactants and
construct new entities as defined by the reactions’ products.
A generalised reaction would be a template for manipulating
graphs of biochemical entities and contain variable struc-
tures which would enable a reactant to match with species
from a range of species types. The non-variable components
of reactants would match equivalent structures in the set of
chemical entities and the variable parts match any binding
site. The products of a reaction would be formed by
assembling their non-variable components and copying the
components which matched reactant variables to binding
sites associated with the same variable in the product
structures.
4.5 Arrays
The goal of the SBML arrays extension is to enable model
components to be created from indexed collections of
objects (arrays), where a collection contains nearly identical
objects. The proposed format will facilitate the exchange of
models between tools that support arrays such as Cellerator
and theMEG extender for Gepasi [66]. In the current leading
proposal for the array capability in SBML Level 3, an array
can be a collection of objects of the same type. The types of
objects that can be in these collections are compartments,
species, reactions, parameters and events. As each object in
a collection has a specific index, it possible to refer to
individual objects within an array. By using object reference
structures, similar to those described in Section 4.3, SBML
objects can refer to other objectswithin arrays. By combining
the structures proposed for arrays and model composition, it
should be possible to construct such things as models of
tissues of almost identical cells, the tissue being an array of
instances of a single cell model.
5 Discussion
Computational modelling is becoming crucial for making
sense of the vast quantities of complex experimental data
that are now being collected. The systems biology
community needs agreed-upon information standards if
models are to be shared, evaluated and developed
cooperatively. SBML is an XML-based format for repre-
senting computational models in a way that can be used by
different software systems to communicate and exchange
those models. It is supported today by over fifty software
tools worldwide and a vibrant community of modellers and
software authors.
In support of SBML and its community, we continue to
develop and make available software infrastructure, includ-
ing programming libraries, conversion utilities, interface
packages for commonly-used software environments, and
easy-to-access Internet-accessible online tools. All of our
software development follows the open-source tradition to
maximise the accessibility and utility of the products.
The success of SBML has led to requests from the
community for new features and continued evolution of the
language. We view our role as organisers and editors in
the development and evolution of SBML; the process is open
and crucially dependent on the involvement of others in the
computational modelling field. We invite interested indi-
viduals and groups to join the SBML Forum, the informal
community of SBML users and developers, to participate in
the process and help us improve SBML and its capacity for
acting as a common exchange format for computational
modelling software in systems biology. Information on this
and other aspects of the SBML project is available on the
project web site [135].
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