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MICE: A Numerical Tool for the Study of Ice Accretion
and its Effect on Multielement Airfoils
by
Thomas Alvin Washington
A preliminary version of a numerical tool for the study of airfoil ice accretion has
been developed. MICE combines ice accretion technology with a multielement airfoil
design/analysis routine, MSES [2][3]. This tool is unique in its incorporation of multi-
element airfoils.
Particle trajectory integration is used to find the impinging water mass along the
body. A new method for this integration, based upon spatial rather than temporal
increments, is presented. A control volume formulation of the thermodynamics of ice
growth is also described. The results of MICE ice accretion are given for three differ-
ent foils: a single element case, which is compared with available numerical ice shape
data and two, multielement airfoils for which performance analyses were conducted to
investigate the effect of icing.
The comparison results provide a positive check for general code operation. The
performance analysis provides insight into the mechanisms of airfoil performance degra-
dation due to icing.
Thesis Supervisor: Mark Drela,
Associate Professor of Aeronautics and Astronautics
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Chapter 1
Introduction
Ice accretion on aircraft occurs in flight situations where a combination of low freestream
temperatures and high atmospheric water content produce clouds of super-cooled water
droplets. These droplets (or particles), which are of the order of 10-100 microns in
diameter, are termed super-cooled because their static temperature is below the freezing
point of water. An aircraft flying through these conditions collides with many of these
particles. After collision, the particles undergo temperature and possibly phase changes
under the influence of thermodynamic processes present along the surface of the aircraft.
This phenomenon can lead to the formation of substantial ice structure on the surfaces
of the vehicle.
The ice structures affect the performance of aircraft when formed on aerodynamic
surfaces, and have been the cause of many known aircraft accidents. From an engineering
standpoint, it would be advantageous to know when, where and what shape these ice
structures will form. This information would aid in the design of de-icing devices and
procedures for aircraft operation in known icing conditions. Understanding of this ice-
accretion process has been a focal point of NASA-Lewis which currently has extensive
experimental and computational tools specifically for this goal.
One of these tools is a two-dimensional airfoil ice accretion code, LEWICE [5].
LEWICE (and its versions) are considered "state of the art" in terms of numerical
icing simulation. This is due to the fact that the ice accretion models used have been
developed extensively by means of experimental correlation. Aircraft manufacturers
have made use of LEWICE to investigate the potential icing problems facing their
vehicle designs.
An interest in multi-element airfoil ice accretion has developed mainly from the
major airframe manufacturers who supply aircraft to the airline industry. These aircraft
are designed operate in a variety of conditions including those which promote icing. In-
flight icing conditions are normally encountered on climb and decent where the wings
of the vehicle are in their high lift, multi-element configurations. These configurations
are not designed to handle ice growth but, outfitting these aircraft with extensive ice
protection is an expensive and and undesirable endeavor. Therefore, during the airfoil
design phase, it would be beneficial to know where the ice would form, and what effect
it would have on performance. For aircraft already in service this information could
be used to retro-fit ice protection in critical areas or possibly develop procedures to
counteract this potential ice growth.
The need for information of this type warrants the development of a fast, accurate
method for the prediction of ice accretion on multielement airfoils. Unfortunately, the
original version of LEWICE was not designed for multielement airfoils, later versions
employing full Navier-Stokes calculations can be used but other issues (such as solu-
tion time, grid generation/refinement, etc.) come in to play to make this approach
undesirable. MICE was designed to be the beginning of a tool which would satisfy this
need.
MICE is a multielement ice accretion code which links a flow solution computed
by MSES, a multielement airfoil design/analysis code [2][3], and LEWICE ice accretion
technology to determine the extent of ice accretion on multi-element airfoils. This
code will also provide some insight into the effects of ice accretion on performance of
multielement airfoils.
MSES is a design/analysis routine which employs a steady-state Euler outer flow,
fully coupled with a two-equation integral boundary layer model. The Euler equations
used in MSES are formulated in conservation form and solved on an adaptive, structured,
streamline grid composed of quadrilateral cells. MSES also makes use of a solution
method based on the Newton-Raphson method. This combination lends to fast initial
solutions as well as fast re-convergence when MSES is used in the design/analysis mode.
The capabilities of MSES in the design/analysis phase makes it ideal for an ice-accretion
flow solver. In MICE, MSES is used strictly as a flow solver and is ignorant of the ice
accretion process. MICE is used strictly in the ice accretion phase and is ignorant of
the flow solution process, but relies on the output of MSES.
The MICE/MSES ice accretion cycle starts with a converged MSES solution. MICE
reads this solution and conducts a trajectory integration and an ice growth calcula-
tion. The trajectory integration step is used to determine the distribution of impinging
water mass along the surface of the body. The ice growth step sets up and solves an
energy balance to determine the behavior of the water along the surface. Given an
icing timestep MICE then accretes an ice thickness normal to the body surface. This
modified geometry is output for MSES to re-converge the flowfield. Data from the ice
growth solution is also output to be used in the next cycle. This cycle can be repeated
for iterative ice growth to obtain a prediction of the resulting ice growth over a period
of several minutes.
There are practical limits on the size and shape of the ice growth which can be
input to MSES. One cannot expect the flow solver to converge a flowfield around a
grossly deformed body. Realistically, there are also physical limits on the growth of
ice on aircraft structures. Although these two limits may or may not coincide, the
MICE/MSES combination has the potential to be a powerful tool for the investigation
of the extent and the effect of ice growth on multielement airfoils.
This thesis will address the application of numerical ice accretion technology, devel-
oped mainly by NASA/Lewis, to the multielement ice accretion problem. LEWICE/MICE
comparisons will be presented for single element bodies, followed by representative multi-
element cases. In closing some suggestions for the improvement of MICE/MSES will be
outlined.
Chapter 2
Particle Trajectory Integration
2.1 Purpose
Before the ice growth routine of MICE determines ice growth rates along the given two-
dimensional body it must be provided with certain information. The most important
being the water mass flux onto the body due to water droplets impinging with the sur-
face. This rate of impingement is a function of position along the body and effectively
measures how well a surface position collects the water droplets from the freestream.
Building on that concept, a collection efficiency[5] can be defined by comparing a refer-
ence height, measured in the freestream, to the arclength position of the impact location
on the body. By tracing two adjacent particle paths, a particle streamtube is formed
through which the flux of mass is known. (fig 2.1) Using this simple reasoning a relation
for the impinging mass flux is found to be;
m sec(2. unit area)
where
dy
ds
y = reference height
s = impact arclength value
LWC is the liquid water content of the freestream given in terms of uimass
,1c(s) is the collection efficiency (which is a function of s, the body arclength) and Uoo
is the flight velocity of the body. The only unknown is the collection efficiency, ie(s).
This is the purpose of the Particle Trajectory Integration.
parbde stramtube
BIo - - - ----0ds
Figure 2.1: Collection Efficiency Calculation
To achieve an accurate representation of the collection efficiency along the surface of
a body, one must look at the motion of individual water droplets. The motion of a water
droplet (20-50 microns in dia.) is governed solely by forces exerted by the surrounding
fluid due to relative velocity. This motion can be simulated computationally by injecting
a particle into a known flowfield and following its path as time increases. The LEWICE
approach to this simulation is to integrate the governing equations of motion over a fixed
timestep to advance the particles across the field. Using this method, the space through
which the particle advances is unknown and time is a constraint on the motion. In
MICE, the particle is injected into an MSES flowfield at the inflow boundary. Using the
streamline MSES grid, the particle is advanced in time (and space) by integration of the
governing equations of motion across each cell which it encounters. Here the constraint
is the space through which the particle can adva nce and time is an unknown. Along
this path which the particle takes the relative velocity of the particle and the flowfield
is computed and used to find the forces which act on the particle throughout its flight.
This Piece-Wise Trajectory Integration is continued until the particle impinges or passes
the body.
The resulting collection efficiency is computed in two steps. First, the starting y-
position is recorded along with the exact body impact position, recorded in terms of
surface arclength s. The result is a function y(s) which is differentiated to obtain the
collection efficiency.
2.2 Governing Equations
The physics which determines the path of an arbitrarily shaped particle moving through
a flowfield,in two dimensions, can be represented by four coupled, possibly nonlinear
differential equations.
dz
-- u=O
dt U 0
dy
- v=0
dt
du fx
=0
dt mp
dv f 0
dt mp
The unknowns in this set of equations are x, y the particle position and u, v the
particle velocity. The force vector components fx and fy can be used to represent all of
the forces that can act on the particle; lift, drag, torque, etc. These force vectors are
also the source of the possible non-linearity. Gravity and other body forces have been
omitted in these equations for the reason that their effect on the particles of interest is
negligible [5].
2.3 Numerical Implementation
2.3.1 General
In MICE, the motion of a field of particles is represented by the motion of a line of
particles which is used to trace "particle streamtubes" at they move through the MSES
flowfield. This streamtube tracing is conducted one particle at a time. The algorithm
for particle motion starts at the inflow face of the domain:
* The particle is initialized by assigning it an z,y location on the inflow boundary
and setting it in equilibrium with the flowfield. The y location at the inflow is
recorded for use in calculation of the collection efficiency.
* The equations of motion are integrated to determine the trajectory the particle
takes as it crosses the current cell.
* After every integration, with the particle on the new face, an impact/drift test is
conducted.
1. Impact occurs if the particle lands on one of the stagnation streamlines which
outline the body displacement surfaces. Drift occurs if the particle passes the
body without impact.(fig 2.2)
2. If impact occurs, the particle trajectory is integrated once more to cross the
displacement surface to the body.
3. Here the exact arclength s is recorded for use in the collection efficiency
calculation.
* If impact/drift does not occur, the next cell which the particle must cross is
determined by the face on which the particle sits, which is shared by two cells,
and the current direction of the particle motion.
* The trajectory integrator is invoked with initial conditions set to the results of
the last integration.
This is routine is continued with the particle until either impact or drift occurs, after
which the integration cycle is continued with a new particle at the inflow face. The
integration cycle ends when the particles begin to drift above the body or the last
particle is reached.
inflow face
stagnation streamline
stagnation
streamline
displacement surface
impact
drift
Figure 2.2: MSES Grid Topology
At the inflow face the particles are evenly distributed between to given endpoints
with represent initial boundaries of integration. For the first integration cycle these
boundaries are set to ensure that some particles will pass below as well as above the
body. At the end of every integration cycle, the impingement range is calculated by
considering the starting positions of the first and last impacting particles. If the integra-
tion boundaries are wider than the impingement range then the boundaries are reduced
and the integration restarted. Reducing the boundaries increases the density of the par-
ticle line segment which increases the resolution of the subsequent collection efficiency
calculation. This refinement continues after each cycle until the difference between the
integration boundaries and the impingement range reaches a set tolerance.(fig 2.3)
At the end of the last integration cycle, the stored Y, S values are splined to create
an analytic function, y(s). This function is differenced at the desired s locations to
produce the collection efficiency for the ice accretion routine.
TT
integration
boundaries (IB)
(IB)
I
(IB)
impingement
trange ---
..................-- ------------ * ** -----
.I.."""""""""""""***
-~"
Figure 2.3: Integration Refinement
2.3.2 Trajectory Integration
In MICE, a discretized version of the governing equations are integrated numerically
across the flowfield, within each cell the particle encounters. The particle is moved from
one cell face to another face of the same cell in one integration step.
Z-X_ _ - 0
At 2 -
--two corner nodes.(fig 2.4)At 2 (2.2)
At mp
v-vy(s) =y +(y2 -y)slocations of the particle are related when it rests on a face of the cell. For each face,
the x and y positions of the particle can be represented as linear combinations of the
two corner nodes.(fig 2.4)
X(S) = Z+ + (X2 - X1)S (2.3)
where (Xl, Yl), (X2, Y2) are the locations of cell nodes which define the face.
The new position now becomes a function of the variable s. This results in a closed
set of equations for the particle motion. The resulting discretized equations are:
(Xl+(X2-21))-o 
_ - +U 0At 2
(y1+(y2-Y1)s)-Yo V_ + 0
At 2 (2.4)
At mp
At mp
24
S=O
[face4J 
- S=1
S=O (Xn, Yn)(Un, Vn)
[facel 1] I v q(x,y)
(Xo,Yo)
(Uo,Vo)
s=1
s=O [face2]
[face3]
(X2, Y2)
S (X(s'),Y(s'))
(X1,Y1)
Figure 2.4: General Cell Layout
For numerical considerations the equations are rewritten in a slightly different form
to avoid certain numerical instabilities and to achieve a second-order representation of
the governing equations.
(X + (22 - X1 )S) - Xo
(Y1 + (Y2 - y1)s) - Yo
Uwt - Uo
Vwt - Vo
- (ut + uo)At
- (vwt + vo)At
f at
mp
f 7 At
mp
This set of equations, when applied to the particles of interest in this case, result in a
stiff set of equations due the ratio f_. Consider a fixed particle released into a uniform
freestream. Physically, at the moment of release, the ratio -A can become very large formp
small particle mass mp, but will rapidly decrease as the particle equilibrates with the
freestream. (fig 2.5) If the particles are extremely light or the force large, this physical
phenomenon takes place in a short time At = (9 ( ) and over a short distance. If this
occurs within the space of a single cell, the Trapezoidal Integration scheme will have
great difficulty with large overshoots.
=0
=0
=0
=0
(2.5)
"upwinded" average
initial acceleration
normal average
physical numencal
t t
Figure 2.5: Integration Scheme Stability
To solve this problem the equations are formulated in terms of a weighted particle
velocity.
Uwt = (1 - 9) final + 0 initial (2.6)
Vwt = (1 - 0) vfinal + 0 vintial
Initially, 8 is set to a value of 1/2 to represent an average velocity of the particle as
it crosses the cell, giving the standard Trapezoidal scheme. If the case is such that
the ratio ft is abnormally large then 0 is set to 0.0 for a "fully upwinded" solution,mp
giving the Backward Euler scheme. The upwinding lowers the order of accuracy of the
solution but avoids this numerical instability. This formulation represents a well-posed
problem to be solved using a numerical integration scheme capable of handling systems
of (possibly) nonlinear equations.
2.3.3 Numerical Integration Method
MSES can easily generate computational grids for multielement airfoils with 360 x 60
cells. Therefore the method used to solve this set of equations for the trajectory inte-
gration must be fast as well as accurate. The requirement that MICE to be applicable
to many different airfoil geometries says that the method must also be robust. For
these reasons a Newton-Raphson method, with a "good" initial guess, is used for the
integration of these coupled, possibly nonlinear equations.
The Newton-Raphson scheme for trajectory integration (Appendix A) is fast; - 500
particles result in reasonable computational times. The issue of robustness is handled
by using an initial guess derived from solving a similar, but degenerate set of equations.
The degenerate equations consist of the particle traversing the same cell with the forces
set to zero. The resulting trajectory is ballistic, giving a realistic guess for s and At.
This step dramatically boosts the robustness of the trajectory integration scheme.
2.3.4 MICE/MSES Issues
MSES, like most grid-based CFD codes, defines the velocity distribution as quantized
values within each cell of a physical grid. With only this standard information the cell
spacing controls the order of accuracy of the scheme. In addition to this, velocity gradi-
ents can also be calculated from the MSES streamline grid. This additional information
can be used to increase the accuracy of the results and thus provide a more continuous
spatial velocity variation.
Using the standard MSES solution, which is second-order accurate, for the trajec-
tory integration with particle sizes > 35 microns is satisfactory. When smaller particles
are used, < 20 microns, an interesting phenomenon appears in the resulting particle tra-
jectories. Particles this size tend to follow streamlines or in this case the streamtubes
associated with the MSES grid, and equilibrate with the flow velocity in that stream-
tube. As the particles approach the body and are subjected to a normal acceleration
a 'centrifuging effect' occurs. The particles traveling in different streamtubes turn dif-
ferent radii due to the lack of exact continuity in velocity across the streamtubes. This
leaves non-physical voids in the trajectories which inevitably show up in the impact
locations on the body(s) (fig 2.6).
Figure 2.6: Particle "Centrifuging Effect" near nose of airfoil
The correction for this effect is detailed in Appendix B, a brief outline is given here.
The first step is to switch the trajectory integration from the physical grid to a slightly
different conservation grid used in the formulation of the solution to the Euler equations.
Next, in each conservation cell the derivatives of the velocity components are computed
using the cell metrics. These derivatives are used to extrapolate the velocity to the
corners of the conservation cell. To insure continuity, these velocities (four for each
interior node, two on boundaries, one in corner) are averaged to achieve a final value
for the flow velocity. This new velocity, based at the nodes of the conservation cells,
allows the velocity within the cell to be found as a linear combination of the velocities at
the corners. With this new organization, the trajectory integration is performed more
accurately using the conservation grid with the flow velocity now a function of the cell
variable s.
Chapter 3
Ice Growth Routine
3.1 General
The ice growth model currently employed in MICE was developed using LEWICE tech-
nology. The method used is based upon solving an energy balance and mass balance
to determine the behavior of the water on the surface of the body. This balance is per-
formed within a control volume (CV) of given length AS, and height which is assumed
to coincide with the surface of the fluid within this length. The result of this balance is
an ice accretion rate, which is translated into a normal growth of the body surface.
The sources/losses of energy considered in this balance are: the kinetic energy associ-
ated with the particle impact velocity, thermal energy transferred by run-in and run-out
water, heat produced by freezing, heat loss due to evaporation and the heat flux to the
above boundary layer flow.(fig 3.1) Conduction (between the liquid and the surface)
which is assumed to have only transient effects, is ignored due to the quasi-steady state
treatment of the icing process.
......... . .... 
................................
S ..... boundary layer edge
q q
Figure 3.1: Control Volume Energy Balance
3.2 Governing Equations
The governing equations for this ice growth model are composed of an energy and mass
balance. The separate terms are grouped by the process which the water undergoes
during its transition from initial to final state. The energy loss due to convection is
derived from boundary layer theory. The loss due to evaporation is taken from an
experimentally correlated relation described by Kirby and Hansman[4].
ENERGY BALANCE:
* energy of particle on impact;
imp Cp(Tsurf - Too) + (3.1)
* energy of run-in water;
Mincp(Tsur - Tin) (3.2)
* energy lost to boundary layer;
HTC(Tedge - Tfnal)AScv (3.3)
* energy lost to evaporation;
HTC [Pv,surf - Pv,oo] (3.4)
* energy transfer to final state, 0 < f < 1;
f(Mimp + kin) [cp (Tf, - Tsurf) + Lf] (3.5)
+(1.0 - f)(Mimp + kin) [cp(Tf- Tsurf)]
* energy transfer to final state, f = 0;
(Mimp + kin)cp(Tinal - Tsurf) (3.6)
* energy transfer to final state, f = 1;
(Mimp - Min) [cp(Tfz - Tsurf) L] (3.7)
+(Mimp + in)Cp(Tfinal - Tfz)
MASS BALANCE:
* Run-in and run-out water
Mout- (1 - f )(Mimp + in) = 0 (3.8)
* Ice mass
Mice = (imp ) (3.9)
The terms present in the energy balance at one time are three invariant terms plus
additional terms which are functions of the freezing fraction. The freezing fraction (f)
is the variable in the system which reflects the behavior of the fluid within the control
volume, it is a non-dimensional measure of how much of the liquid water in the CV
freezes. If the f = 1, all of the water freezes, conversely f = 0 none of the water freezes.
With 0 < f < 1 the system to be solved consists of two equations and two unknowns
f and Mout. If the solution dictates that f < 0 or f > 1 one of the degenerate
cases occurs. In this event, the f is set (either equal to 1 or 0), the mass balance is
automatically satisfied and Tfmal is the only unknown.
The solution of this balance is used to calculate an ice accumulation rate for the
CV. This accumulation is assumed to grow normal to the body surface.
dh Mice
(3.10)
dt PiceAScv
3.3 Numerical Implementation
3.3.1 General
The control volume lengths AS, used in the numerical implementation correspond to
the lengths of the spline segments which define the body geometry. In MSES, the body
is defined by a cubic spline distribution between an arbitrary number of spline points
or "knots". In MICE these knots are forced to coincide with the grid spacing along the
stagnation streamlines. This length is chosen for convenience due to the fact that the
input parameters (collection efficiency, flowfield....) are defined along the same scales.
The inputs to the governing equations are determined by the flow conditions (Too,
Moo, R..), collection efficiency and MSES boundary layer solutions. The impinging
mass flux is given by equation(2.1):
Mimp = LWC Uoo 7c(s)
The run-in water flux is set equal to the run-out solution of the previous CV.
Mincv = Moutcv-1
Heat transfer coefficients HTC along with surface and edge temperatures Tsurf, Tedge
are computed from the MSES boundary layer solution (see Appendix B).
3.3.2 Solution Procedure
The solution begins at the stagnation point of the body. Here the conditions for the
CV are known and kin = 0. The equations are solved and the solution is marched
downstream to the trailing edge of the body. At the trailing edge, if there is any run-
out water from the last cell is assumed to follow the wake of the body and return to
the freestream. This is also the case for separated flow regions commonly encountered
in multielement airfoils.
The system of equations is solved by an application of a multi-dimensional Newton
Method, outlined in Appendix A. The output of the solution is the freezing fraction
and the mass of water running out of the control volume (f,lout).
In each case where the solution dictates the formation of ice, to find the resulting
ice thickness a discrete form of eqn(3.10) is applied,
Ah = At (3.11)
PiceAScv
with the ice density given by the the Macklin Correlation [5].
Pic = 110 dmVimp 0.76
2= 110 Tffam J
dm = mean particle diameter (microns)
Vimp = particle impact speed (m/s)
Tl = ice temperature (Celsius)
This relation is used if two conditions are met:
1 < 2dT < 17 (3.12)
and,
TI < -50C (3.13)
otherwise the ice density is assumed to be 917 --.
The resulting ice thickness given by eqn(3.11), which is calculated within the CV, is
weighted to the nodes which make up the ends of the CV. This nodal Ah is output to a
geometry modification routine which adds this growth to the nodes of the original body
in a direction normal to the surface. This new node geometry is splined to properly
define the surface for subsequent MSES use.
At this stage, the new body geometry is ready to be output to MSES to re-converge
the flow solution for use in the next ice growth timestep.
Chapter 4
Results
4.1 General
Three cases will be presented to demonstrate the operation of MICE/MSES. The first
is a single element foil, for which LEWICE ice shape data is available. This data will
also offer the chance to compare MICE against an accepted ice accretion code. The
remainder will be multi-element airfoils, which will be used to provide some insight to
the effects of ice accretion on airfoil performance.
It has been found that the driving forces behind ice accretion are heat transfer and
impinging mass flux. Presently, in MICE, the mass flux calculation is performed accu-
rately, but this is not the case for the heat transfer coefficient. The issue is the treatment
of the surface condition in MSES, which assumes a smooth wall in all boundary layer
calculations. This is not applicable in icing conditions where the surface is a rough ice
layer. Ignoring this surface roughness leads to inaccurate transition prediction, which
leads to inaccurate heat transfer calculations. An accurate prediction of transition to
turbulence is crucial, the rise in skin friction from laminar to turbulent flow may in-
crease by - 250%. This jump in skin friction directly affects the heat transfer via the
Reynolds Analogy. This issue can be addressed by modifying the boundary layer models
used in MSES to account for walls with known roughness. This modification is beyond
the scope of this thesis and will not be addressed here.
With this limitation the following results are still valid. For the comparison with
LEWICE, the heat transfer coefficient computed in LEWICE is used in MICE. The
heat transfer calculation in LEWICE accounts for surface roughness and its use in
MICE allows a for meaningful comparison of code performance. For the multielement
cases the heat transfer is computed from the smooth wall models. Although not strictly
accurate, it is believed that the resulting ice shapes are representative and can be used
to investigate performance effects.
Graphical results of the trajectory integration an ice accretion are also presented for
each case. These results are in the form of line plots of variables versus surface arclength.
Grid and particle trajectory plots are also provided for qualitative information.
4.2 NACA 0012
Comparisons between MICE and LEWICE have been conducted for a NACA 0012 air-
foil in both lifting and non-lifting configurations. The idea behind this comparison is to
provide a reality check for the methods used the trajectory integration portion MICE
and the correct implementation of ice accretion technology. For this reason the heat
transfer coefficient computed in LEWICE is used in MICE this allows a comparison be-
tween the trajectory integration and the ice accretion algorithm of the two codes without
concern about the known difference in heat transfer. The atmospheric conditions are
identical for both cases and are shown in Table 4.1.
Table 4.1: NACA 0012 Ice Growth Conditions
Moo
Rec
Too
Poo
LWC
Droplet dia.
Time step
Total time
Kelvin
kPA
m
3
m
sec
sec
0.39
2.8 x 106
260.55
90.75
0.5
20.0 x 10-6
1.0
15.0I
The resulting ice shapes compare well qualitatively against LEWICE shapes for the
same icing time. Time-stepping and maximum time selection in MICE is presently
limited by MSES. A standard version of MSES was used for these results, no special
modifications were employed to handle the iced geometries. Smaller timesteps are more
efficient for MSES; the Newton system employed reconverges faster which reduces the
overall solution time. The limit on maximum icing time is a result of the grid becoming
extremely skewed in an attempt to navigate gross shapes.
Figure 4.1: NACA 0012 ice shape comparison, non-lifting case. (line with symbol
represents LEWICE results)
Figure 4.2: NACA 0012 ice shape comparison, lifting case. (line with symbol represents
LEWICE results)
Significant changes in performance are apparent in this brief icing time. In the
lifting case, the drag is doubled and the lift increases slightly. In the non-lifting case,
the drag is tripled and the foil begins to lift slightly. The increase in total drag can
be attributed to the combined increases in skin friction and pressure drag due to the
loss of laminar flow and the thickened displacement body. The total lift is affected by
asymmetric separation regions which effectively alter the foil camber.
2.0 MSES NACR 00122 -2.0 ses NACA 00122
v 2.6 MACH = 0.399 v 2.s MACH = 0.399
RE = 9.500=108 RE = 9.500=108
1.5 ALFA = 0.000 -1.5 ALFA = 0.000
CL = -0.0000 CL = -0.0011
P CD = 0.00157 Cp CO = 0.00289
1.0 CM = -0.0000 CM = -0.0002
L/D = -0.00 L/D = -0.37
NcMlI = 9.00 N IT = 9.00
0.5 -0.5
0.0 0.0
0.5 0.5
1.0 1.0
2.0 SNACA 00122 -2.0 ME NACA 00122
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Figure 4.3: NACA 0012 clean and iced pressure distributions, for non-lifting and lifting
cases
The collection of results in the following section are taken from the outputs of the
trajectory integration and ice accretion routines. The plots chosen represent the major
aspects of the accretion process. For brevity, only data from one case is presented.
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NRCA 0012>
ELEMENT NUMBER I
HT TRSF COEF (W/KmMA2)
MACH 0.393
REC (10e-6) 2.783
TINF (K) 260.55
PINF (KPR) 90.75
LWC (G/MA3) 0.50
DROPLET DIAM (MICRON) 20.0
ICING TIME (SECI 1.0
0.00 0.06 0.12 0.16 0.24 0.31 0.37 0.43
-0.00
0.27 0.20 0.28 0.29 0.30
NRCA 00122
ELEMENT NUMBER I
Y -VS- S DISTRIBUTION
MACH 0.393
RE C (10e-6) 2.783
TINF (KI 260.55
PINF (KPR) 90.75
LWC (G/MA3) 0.50
DROPLET DIAM (MICRON) 20.0
ICING TIME (SEC) 1.0
Figure 4.4: Heat transfer coefficient and y-vs-s distribution; NACA 0012, zero lift.
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MACH 0.393
RE C (10e-6) 2.783
TINF (K) 260.55
PINF (MPA) 90.75
LHC (G/MA3) 0.50
DROPLET DIRM (MICRON) 20.0
ICING TIME (SEC) 1.0
0.31 0.32 0.33 0.33 0.34
2
.OT
NRCR 00122
ELEMENT NUMBER
FREEZING FRACTION
MACH
REC
TINF
PINF
LWC
DROPLET DIAM
ICING TIME
(10e-6)
(K)I
(KPRI)
(G/MA3 )
(MICRON]
(SEC)
0.393
2.783
260.55
90.75
0.50
20.0
1.0
1.0+
0.25 0.26 0.27 0.20 0.29 0.31 0.32 0.33 0.3 0.36 0.37S
Figure 4.5: Collection efficiency and freezing fraction; NACA 0012, zero lift.
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NRCA 0012>
ELEMENT NUMBER
FINAL SURFACE TEMP(K)
MACH
REC
TINF
PINF
LHC
DROPLET DIAM
ICING TIME
(10e-6)
(K)
(KPR)
(G/MA3)
(MICRON)
(SEC)
0.393
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260.55
90.75
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20.0
L.O
0.37 0.43 0.49 0.55 0.61
S
1000.7
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NRCA 0012>
ELEMENT NUMBER I
ICE DENSITY IKG/MA3)
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(10e-6)
(K)
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(G/MA3 )
(MICRON)
(SEC)
0.393
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90.75
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20.0
1.0
0.37 0.43 0.49 0.55 0.61
S
Figure 4.6: Final surface temperature and ice density; NACA 0012, zero lift.
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Figure 4.7: particle impact locations; NACA 0012, zero lift.
Figure 4.8: clean and iced geometry; Accretion time = 15 sec., NACA 0012, zero lift.
Figure 4.9: separation region near leading edge of NACA 0012;
4.3 Multielement Airfoils
The multielement foils presented in this section are analyzed in terms of performance.
the resulting ice shapes are not "exact" due to the lack of a proper rough-wall boundary
layer model. The trajectory integration, impingement locations and flow solutions are
accurate and provide realistic insight into the effect of ice growth at particular locations
on the airfoil. The parameters chosen reflect normal multi-element operating conditions,
low-speed high angle of attack, coupled with prime icing conditions. Drag polars were
computed for the iced geometries to get an indication of the performance effects. As
one might expect, the performance degrades with increasing ice accretion. What is
unexpected is the small amount of accretion which is necessary to cause a significant
performance degradation.
4.3.1 GW25mod
This a low-Reynolds number airfoil which employs a single slotted flap. Although orig-
inally designed for remotely piloted vehicles, the effect of icing on this airfoil can be
considered representative of many two-element airfoil configurations.
Table 4.2: GW25mod Ice Growth Conditions
Moo 0.1
Rec 2.4 x 106
Too Kelvin 260.55
PO kPA 90.75
LWC _ 1.0
Droplet dia. microns 20.0
Time step sec 60.0
Total time sec 300.0
The accretion in this case forms a lip on the main element which causes a separation
region at the leading edge. This separation forces transition at the leading edge on
the upper side of the element. The turbulent flow along most of the airfoil causes the
doubling of the baseline drag the lower angles of attack. As alpha is increased, the
viscous layer on the upper surface of the main element grows rapidly and eventually
"bursts" in the wake. This "wake bursting" marks Clmx for the airfoil due to the fact
that the elements no longer work together to produce lift. Ice accretions cause this effect
to occur at a much lower angle of attack and Clmax than in the clean case due to the
premature separation and transition. The flow remains attached on the flap element
which produces a strong increase in nose down pitching moment. Although the flap also
accretes ice, it does so in a benign fashion without the appearance of separation. The
ice growth on the flap is also mainly on the lower side of the element which has a lesser
effect on overall performance.
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Figure 4.10: GW25mod Drag polar data: clean airfoil, after one and after five timesteps
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Figure 4.11: GW25mod clean and iced pressure distributions
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Figure 4.12: Heat transfer coefficient and y-vs-s distribution; GW25mod, main element.
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Figure 4.13: Collection efficiency and freezing fraction; GW25mod, main element.
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Figure 4.14: Final surface temperature and ice density; GW25mod, main element.
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Figure 4.15: Particle impact locations; GW25mod, main element.
Figure 4.16: Clean and iced geometry; Accretion time = 300 sec., GW25mod, main
element.
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Figure 4.17: Heat transfer coefficeint and y-vs-s distribution; GW25mod, flap.
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Figure 4.18: Collection efficiency and freezing fraction; GW25mod, flap.
52
300.0
290.0
280.0
276.0
260.0
GW25MODF
ELEMENT NUMBER 2
FINAL SURFACE TEMP(K)
MACH
RE_C
TINF
PINF
LWC
DROPLET DIRM
ICING TIME
(10e-6)
(K)
(KPRI
(G/MA3)
(MICRON)
(SECl
0.100
2.623
260.55
90.75
1.00
30.0
61.0
0.00 0.10 0.20 0.30 0.40 0.50 0.60 0.69 0.79 0.89 0.99S
1000.
950.
GW25MODF
ELEMENT NUMBER 2
ICE DENSITY (KG/MA3)
MACH
RE_C
TINF
PINF
LHC
DROPLET DIAM
ICING TIME
(10 -6)
(K)
(KPA)
(G/MA3)
(MICRON)
(SEC)
0.100
2.633
260.55
90.75
1.00
30.0
61.0
0.01 0.11 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.89 0.99S
Figure 4.19: Final surface temperature and ice density; GW25mod, flap.
Figure 4.20: Particle impact locations; GW25mod, main element.
Figure 4.21: Clean and iced geometry; Accretion time = 300 sec., GW25mod, flap.
Figure 4.22: Leading edge separation; GW25mod, main element.
Figure 4.23: "Wake burst" , The wake "void" is the displacement body.
Figure 4.24: Particle trajectories near nose of GW25mod main element.
Figure 4.25: Particle trajectories near nose of GW25mod flap.
4.3.2 MDA LB-546 MODEL B
This Douglas three-element foil is representative of a high-lift configurations employed
on modern airliners.
Table 4.3: LB-546 Ice Growth Conditions
Moo 0.2
Rec 2.9 x 106
Too Kelvin 260.55
Poo kPA 90.75
LWC _ 1.0
Droplet dia. microns 20.0
Time step sec 15.0
Total time sec 15.0
This particular case is quite sensitive to ice accretion. The small amount of accretion
in the first timestep is shown to have significant effects on the airfoil performance. The
small amount of ice collected on the main element during the first timestep triggers
a separation region and transition, similar to the two element case. The premature
separation has an adverse effect on the viscous layer which is magnified downstream
in the wake. Again the wake bursting occurs at a much lower alpha than the clean
case. The slat and flap also accrete ice but at a lower rate than the main element. This
brief case presents an unexpected mechanism for performance degradation, particular
to multielement airfoils, which is the topic for further discussion.
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Figure 4.26: LB-546 Drag polar data; clean airfoil and after one timestep
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Figure 4.27: LB-546 clean and iced pressure distributions
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Figure 4.28: Heat transfer coefficient and y-vs-s distribution; LB-546, slat.
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Figure 4.29: Collection efficiency and freezing fraction; LB-546, slat.
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Figure 4.30: Final surface temperature and ice density; LB-546, slat.
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Figure 4.31: Particle impact locations; LB-546, slat.
Figure 4.32: Clean and iced geometry; Accretion time = 15 sec., LB-546, slat.
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Figure 4.33: Heat transfer coefficient and y-vs-s distribution; LB-546, main element
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Figure 4.34: Collection efficiency and freezing fraction; LB-546, main element.
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Figure 4.35: Final surface temperature and ice density; LB-546, main element.
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Figure 4.36: Particle impact locations; LB-546, main element.
Figure 4.37: Clean and iced geometry; Accretion time = 15 sec., LB-546, main element
MDR LB-546 MODEL
ELEMENT NUMBER 3
HT TRSF COEF (W/KwMA2)
MACH
REC
TINF
PINF
LHC
DROPLET DIAM
ICING TIME
(10e-6)
(K)
(KPRA)
(G/MA3)
(MICRON)
(SECI
0.06 0.13 0.19 0.25 0.31 0.38 0.44 0.50 0.56 0.63
MDR LB-56 MODEL B
ELEMENT NUMBER 3
Y -VS- S DISTRIBUTION
MACH
RE C
TINF
PINF
LWC
DROPLET DIRM
ICING TIME
(10e-6)
(K)
(KPR)
(G/MA3)
(MICRON)
(SEC)
0.199
10.829
260.55
90.75
1.00
25.0
15.0
-1.029
-1.\8
0.31 0.35 0.38 0.41 0.44 0.47 0.50 0.53 0.56 0.59 0.62S
Figure 4.38: Heat transfer coefficient and y-vs-s distribution; LB-546, flap
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Figure 4.39: Collection efficiency and freezing fraction; LB-546, flap
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Figure 4.40: Final surface temperature and ice density; LB-546, flap.
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Figure 4.41: Particle impact locations; LB-546, flap.
Figure 4.42: Clean and iced geometry; Accretion time = 15 sec., LB-546, flap.
Figure 4.43: Leading edge separation; LB-546, main element
Figure 4.44: wake thickening; wake "void" is displacement body.
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Figure 4.45: particle trajectories near nose of main element
Figure 4.46: particle trajectories near nose of flap
4.4 Discussion
The three cases presented here seem to dictate three distinct but, coupled mechanisms
for performance degradation due to ice accretion:
* Extensive Separation Regions - large ice shapes in the leading edge region cause
separation which may or may not re-attach further downstream. The global effect
is an increase in pressure drag and change in total lift.
* Premature Transition - extensive regions of turbulent flow increase skin friction
drag
* Initial Flow Perturbations - upstream flow perturbations in the viscous layer are
magnified as the flow progresses downstream
The first two mechanisms are self-explanatory and expected effects of ice accretion.
The third was unexpected and can be partially explained with the aid of the Karman
Momentum Integral Relation [7].
dO Cf O duedO - (H + 2) du (4.1)
dxz 2 Ue dx
This form is applicable strictly only to incompressible steady flow but, the following
reasoning holds also for compressible flow. The growth of the momentum thickness 0 is
controlled directly by the skin friction and the streamwise pressure gradient. Consider
the change in 0 from zi to xf:
r d x /f C dxOf - Oi = - dz = Q dz - (H + 2) 0 -dz (4.2)dx ; 2 Ui e dz
For cases where friction dominates;
Of 2 Oi + C dzx (friction dominant) (4.3)
iSimilarly for cases wh re t  pressu e-gradient dominates;
Similarly for cases where the pressure-gradient dominates;
Of = Oi (e (H+2) (pressure-gradient dominant) (4.4)
What is of importance is the role the initial condition Oi. In terms of the thickness
growth due to friction, Oi is an additive factor. In terms of the growth due to pressure
gradients, Oi is a multiplicative factor, doubling the initial Oi doubles the downstream
0 values. In icing conditions, Oi is strongly influenced by a separation region behind
an ice growth. The resulting downstream behavior depends on whether the friction or
pressure-gradient term is dominant.
This analysis has serious implications for high-lift systems where strong adverse
pressure gradients dominate the flow. A small initial 0 perturbation, strategically placed,
will be magnified downstream, increasing the susceptibility to separation and wake
bursting over the flap. Small but well placed ice shapes such as those encountered in the
two, multi-element cases presented provide such a perturbation. The rapid thickening
of the viscous layer which leads to the wake bursting observed in both cases.
This analysis also has implications for single element airfoils. It shows that these
foils can tolerate larger ice growths without disasterous effects. Single element airfoils
generally do not have the strong pressure gradients characteristic of their multielement
counterparts. Therefore the driving force for the growth 0 is skin friction, which is less
sensitive to initial conditions. This is evident in the behavior of the layer in the NACA
0012 case presented. The viscous layer re-attaches after the initial perturbation, and
maintains its integrity to the trailing edge.
Chapter 5
Conclusion
5.1 General
A method for multielement ice accretion has been presented and preliminary results and
observations discussed. The results suggest that MICE/MSES has the potential to be
a valuable tool for the numerical study of ice accretion.
5.2 Future work
There are some areas of MICE which need further development before this potential
can be achieved. One of the most important is the incorporation of surface roughness
effects and roughness induced transition in the boundary layer formulation of MSES.
The proper treatment of this problem is an issue common to all ice accretion codes.
Grid generation also becomes an issue when highly irregular ice shapes begin to
form. The structured grid of MSES presently has problems conforming to the horn
shaped formations of characteristic of certain ice growth conditions.
The trajectory integration scheme used in MICE has been seen to display a sensi-
tivity to the aspect ratio of the MSES grid cells. The long, thin, high aspect ratio cells
near the stagnation streamlines of a typical MSES grid cause some particles to behave
erratically, producing voids in an otherwise uniform slowly varying particle stream. This
effect is presently not understood but, is assumed to be related to the cell aspect ratio
due to the fact that this behavior does not occur in the remainder of the field where
the cells are of lower aspect ratio. To correct for this a more accurate integration of the
equations of motion is proposed, where the path is integrated over smaller intervals in
these thin cell regions.
After the desired changes have been made, a more comprehensive, quantitative study
should be conducted to properly validate MICE/MSES. This study should be based
upon experimental data to fully understand the physics which is being captured or lost
in the numerical treatment.
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Appendix A
Newton Method Applications
A.1 General Newton Methods
A multidimensional Newton Raphson iterative scheme is used to solve the systems of
equations encountered in both the trajectory integration and the icegrowth routines.
The general form of the Newton System is;
dR =x x -Ri (A.1)
where the term in brackets represents a jacobian. In this case Ri represents the residuals
which are being driven to zero, xj are the unknowns and 6xj represents the variation in
the unknowns for each Newton Step.
The Newton Step or Cycle, is defined as;
(1) Form Jacobian and RHS of eqn(A.1) using current values of the unknown vari-
ables.
(2) Invert Jacobian Matrix (via Gaussian elimination, etc...)
(3) Multiply by RHS and update unknowns, using the relation;
X. = x + RLX 6X!
RLX is a under-relaxation factor (specific to solution procedure)
This cycle is repeated until the update is less than set tolerances. The jacobian in these
cases are found analytically. The cycle exhibits the quadratic convergence indicative of
full Newton Methods.
A.2 Trajectory Integration
A.2.1 General
The trajectory integration is performed across the conservation grid of the MSES solu-
tion. The cell geometry is defined by the locations of the four corner nodes. By using
the conservation cells, the velocity in the cell is also governed by the velocities at the
nodes(Appendix B). The particle has an initial x,y location, usually a point on one side
of the four sided cell. Using the parameters of that particular cell, the equations are
solved to find the new position of the particle somewhere on the perimeter of the cell.
The governing equations to be integrated numerically are (from section 2.3.2);
(X1 + (X2 - X1)s) - Xo - (uwt + uo)At = 0
(y + (y2 - Y1)S) - yo - (Vwt + vo)At = 0
(A.2)
uwt - Uo +fxAt =0
mp
vwt - Vo + =y 0
Where
X(S) = X + (X2 - X 1)S
y(s) = Y1 + (Y2 - Y1)S
Uwt = (1 - ) Ufinal + 0 Uinitial
Vwt = (1 - 0) vmal + 0 vinitial
the unknowns are At, s, u, v. In terms of Newton Variables;
(x1 + (X2 - x1 )s) - Xo - (uw, + uo)At
(Yl + (Y2 - y1)s) - yo - (vwt + vo)At
Uwt - Uo +
mp
vWt - Vo +
mp
xI =
z2 =
6X 2
dt
n+l n
x1  -x 1
S
n+1 n
2 2
(A.4)
X3 = U
6X3 3 1 3
X4 = V
4 n+1 _ n
Odt Os Ou Ov
aR 2  aR 2  aR 2  OR2
Odt Os Ou Ov
ROdt aRs OR OR3Odt Os a av
aR4  OR4  aR4  OR4Odt Os OS au av
(A.3)
(A.5)
R,=
R2 =
R3 =
R 4 =
A.2.2 Solution Procedure
The particle begins at specified z,y location with an initial velocity. These conditions
along with the initial guess for the solution is used to begin the Newton cycle. The
solution to the system is given in terms of; the time it takes the particle to intersect
another position on the perimeter of the cell, which face it intersects as well as the exact
position on this face, and the final particle velocity. The new position is defined in terms
of a cell face arclength s. This s variable, ranges in value from 0 to 1 on each face of
the cell and is discontinuous between adjacent faces (fig 2.4). Due to this discontinuous
variable, it is necessary to consider the solution to the equations one cell face at a time.
The problem is decomposed to one of determining if a particle in space with given
initial conditions intersects a given line segment. The solution process begins with
the side selected by the initial guess. The criteria for intersection is that the solution
converges on a new position where 0 < s < 1 . If the solution converges or tries to
converge on an invalid s value, the side must be switched and the solution process
restarted.
The criteria for switching sides must be such that it eliminates instability when
coupled with the Newton cycle.
* The value of s is checked after every Newton step before the variables are updated.
1. if s + Ss > 1 then set RLX so that s + Ss = 1
2. if s + 6s < 0 then set RLX so that s + 6s = 0
3. if 0 < s + 6s < 1 continue
* If s = 1, switch side up, re-initialize variables and continue
* If s = 0, switch side down, re-initialize variables and continue
The solution procedure described works satisfactorily for - 95% of the cell encoun-
tered in a general MSES grid. Other cells cause problems where the integration scheme
converges on the trivial solution. The initial position of the particle is an z,y location in
space which also happens to coincide with one of the cell faces. This means the initial
position is also a valid solution if dt = 0, hence the trivial solution. In these cases the
initial guess is "too close" to the trivial solution or "too far" from the actual solution
in the four-dimensional space of the system. For these stubborn cases, after all else has
failed the solution is found by marching the initial conditions around the cell, restarting
the integration for each case until the solution is found.
A.2.3 Initial Guess
The initial guess for the actual trajectory integration is taken from the results of a bal-
listic trajectory integration across the same cell. The equations of motion are identical
to the actual system, with the exception that the two acceleration equations are satis-
fied automatically by imposing the ballistic condition. Numerically these equations are
written as:
(Xl + (X2 - Z)s) - o - uoAt = 0
(Y1 + (Y2 - y1)S) - yo - vOAt = 0
where
z(S) = X1 + (X2 - X1)S
y(s) = Y1 + (Y2 - y 1 )s
The solution methods developed for the actual trajectory integration apply to this
ballistic trajectory integration. For this reason, and other practical considerations,
a Newton system is used for this solution as well. The only additional component
necessary is an initial guess. In practice, the most important of the initial variables are
the assumed intersection side and the assumed s value on that side. For this ballistic
integration, the correct side can be found through the use of cross products between
the position vectors of the cell nodes (with respect to the particle position) and the
particle velocity vector (fig A.1). A reasonable estimate of s can also be derived from
this relationship.
(x3,y3)
for impact;
qxC >0
qxC 2 >0
(x2,y2)
Figure A.1: Initial Guess for ballistic solution
(Xo, Yo)
(xl,yl)
A.3 Ice Growth
A.3.1 General
The solution methods used in the ice growth routine involve a simple application of the
Newton Raphson method. A brief outline of the formulation is given here. The solution
method is not dependent on the equations, therefore this template can be extended to
include other effects. The governing equations to be solved, in terms of Newton Vari-
ables are;
ENERGY BALANCE:
10<f<1
R= Mimp p(Tsurf - Too) +
+Mincp(Tsurf - Tin) (A.6)
+HTC(Tedge - Tfinal)AScv
+HTC ,L,, [Pv,surf - Pv,oo]
+ f(Aimp + Min) [c,(Tf, - Tsurf) + Lfz,]
+(1- f)( ( imp + pin) [c (Tf - Tsurf)
R = Mimcp (Trf Too) +
+MinCp(Tsurf - Tin) (A.7)
+HTC(Tedge - Tfin)ASCv
+HTC DL [Pv,surf - Pv,ool
+(Mimp + Mi~)c~(Tfna - Tsurf)
R1= Mimp [cp (Tsurf - Too) +
+MinCp(Tsurf - Tin)
+HTC(Tedge - Tnal)ASv (A.8)
+HTC D [Pv,surf - Pv,oo]
+(Mimp + kin) [p (Tf - Tsurf) + Lfz]
+(Mimp + Min) (Tfina - Tfs)
MASS BALANCE:
R2 = Mout - (1 - f)(Mimp + Min) (A.9)
The unknowns for the system are the freezing fraction f, water mass leaving the control
volume out and the final temperature of the control volume Tfnm. These unknowns
are either set or solved for depending on the conditions.
Z1 = f or 2x = Tfinal (A.10)
S2 = Mout
The resulting jacobian for the separate cases is given by;
0o<f<1
-9R1 &R1[ar] - f OtMot
a a R (A.11)
af aM..,.
If 1 or f < 0
[aORI] = [ aR 1
axi J Tfnal
A.3.2 Solution Procedure
The procedure used for solving the equations is direct and free of the problems present
in the trajectory integration. An outline of the procedure is given below.
1. Assume 0 < f < 1, set TiIn = Tf, and solve both equations for f and Mout
2. If the assumption for f is true, continue and calculate Mice.
3. If f < 0 set equal to zero and solve for the final water temperature. Also set
!out = (Mimp + kin) and Mice = 0.
4. If f > 1 set equal to one and solve for the final ice temperature. In this case
Mout = 0 and Aice = Mimp + 1 in.
Appendix B
MSES Post-Processing
B.1 General
This Appendix will not detail the streamtube formulation of the Euler equations solved
in MSES. For that the reader is referred to references[2][3]. What will be addressed
is the use of the streamline grid metrics to enhance the definition/continuity of the
converged MSES solution.
MSES defines the velocity as an average over a conservation cell face, which is also
the center value on the face to second-order in the face length. The gradient of the
velocity is implied by the behavior of the streamline grid and the neighboring velocities.
These velocity gradients are derived below.
B.2 Equations
Consider an inviscid, irrotational two-dimensional flowfield in which the velocity is de-
scribed in terms of a vector with a magnitude q and a direction A
q = qi (B.1)
To find gradients of velocity, in the streamwise and normal directions is a matter of
applying the chain rule to eqn (B.1).
(B.2)
an = a + on
To apply these relations to an MSES solution, each of these terms must be translated
into quantities which can easily be related to the grid metrics.
_ is simply the first derivative of the flow magnitude in the streamwise direction. (fig
B.1)
A A
S
Figure B.1: Streamwise Acceleration, qas
- is the first derivative of the flow magnitude in the direction normal to the flow.an
The irrotational constraint of the field dictate that this effect can only be due to a
free vortex distribution, assuming isentropy. With this result, this term can be directly
connected to curvature of the streamlines. (fig B.2)
Oq dO
=n - qr = q ds (B.3)
Figure B.2: Free Vortex Effect, oqan
a7 is the first derivative of the unit
the flow direction in the direction of the
direction normal to the flow and is given
vector 9 in the s direction or the change of
flow (fig B.3). This vector vector points in a
by:
O dO
Os ds
(B.4)
Figure B.3: Curvature Effect, a
9 is the first derivative of the unit vector . in the n direction. Physically this is
the change in the flow direction in the direction normal to the flow, a measure of the
normal growth of the streamtube (fig B.4):
O 1 OA
-n A Os
On A Os
(B.5)
where i- Ais the fractional streamwise area growth of the streamtube.
AA
Figure B.4: Divergence Effect, o
Re-writing the resulting equations for the velocity gradients within a streamtube in
the streamwise and normal directions:
8s ds as
(B.6)
an A as ds
It is desirable to put these relations in terms of cartesian velocity components u and v.
This is done by dotting ' with unit vectors in the desired direction.
u = q( ) (B.7)
v= q(9)
Similarly,
These are the desired derivative terms which are used to provide corrections to the MSESau = +q a Edn
(B.9)v = (h + __ (~ n
Where Es and Sn represent the distance from the centroid e point of interest in
the vel, coordinate system. For use in MICE this is transformed to i,y coordinates.
Rewriting the equations (B.9) in their final form: (B.9)6V = Q 6s + a" 6n
Sv = S( ± av. 0ax ay V
where,
auo -q-AEI(ii ")(p " ) + Pap(" " )(p . i)+
+-- dO( )(g. )+ (8 ')(B .i)+
5o- - q--(ii i o-+ -8823(g "o\ "
8__V _ qd (i _ )) . ) + (s _ )(s )+Oy -- d
av~ '9k~ J~q!-( -qg-u(ds as S( ds(B.11)
qAq 'a 'Y)(s'Y) + d,, "y)( 'y)
(B.11)
These corrections are used to extrapolate the velocity to the cell nodes. This nodal
velocity is then averaged with the nodal velocity contributions of the neighboring cells.
This formulation ensures continuity across the numerical streamtubes in the flowfield
and can be used to provide a variation of velocity within the cell as a function of distance
from the cell nodes (figB.5).
physical grid
cell based velocity node based velocity
Figure B.5: Velocity Correction
~
~
r
,
.
B.3 Numerical Implementation
The form of the resulting equations is written such that computing the separate terms
numerically is trivial. All of the terms in eqns (B.11) are computed based upon infor-
mation contained in the conservation grid metrics and the given cell centered velocities.
The flowfield changes from cell to cell are small, therefore small angle and small value
approximations are valid.
Figure B.6: Cell metrics
- is formed by a streamwise finite difference of the q array. The . unit vector is
formed by a streamwise difference of the grid metrics.
Is'1
S = sX+ SO
VI(A)2+(,aV)2 /( LA +(y)2
(B.12)
The h unit vector, defined normal to i, is simply
ft = -syi + SIJ (B.13)
The streamline curvature ,-, is computed using the streamwise angular change of q.
dO 
__1 x 1(
ds ) A (B.14)
The fractional streamwise area growth 8A is derived from the divergence of the upper
and lower cell walls b+, b-.
1 OA &x + 1 (As) 2
- s(B.15)A Os - b+ Ib-I) As A
Appendix C
Heat Transfer and Temperature Calculations
C.1 General
The thermal boundary layer which forms on the body surface has a significant effect on
the ice growth behavior. This effect is mainly in the form of heat transfer between the
surface and the edge of the layer. The difference in the temperature between this surface
and the freestream drives a heat transfer mechanism which either allows the surface to
reject heat allowing the water to freeze or traps/adds heat to the system preventing
freezing.
In this application of heat transfer, inertia and friction dominate the flow behavior.
The Nusselt number becomes a function of only the Reynolds and Prandtl numbers,
quantities governed by the velocity field and the fluid properties. This type of behavior is
termed forced convection and has the characteristic that the velocity field is independent
of the temperature field. This in effect un-couples the governing equations allowing the
momentum equations to be solved ignoring temperature effects. The energy solution
can then be computed making use of the momentum results.
Due to the forced convection nature of the problem, the Reynolds Analogy relating
heat transfer to skin friction is also applicable. This simplifies the problem further and
allows the desired heat transfer coefficient to be calculated directly using known flowfield
information.
The methods used in this section for computing the heat transfer of the thermal
layer are based upon the above assumptions of the nature of the flowfield.
C.2 Governing Equations
C.2.1 Temperature Distributions
The driving force for heat transfer is a temperature gradient:
Fourier's Law:
q = -k 
(C.1)
dn
In this case the temperature difference is between the surface of the body and the
edge of the boundary layer.
The edge temperature is computed by considering an isentropic process which brings
the flow from the freestream velocity to the velocity at the edge of the momentum
boundary layer. The momentum and thermal layers are assumed of the same thickness
due to the turbulent Prandtl number being near unity.
U2
Te To e (C.2)
2c,
The surface temperature is obtained by considering the balance between viscous
dissipation and heat conduction in the boundary layer. For unity Prandtl number, the
wall temperature is Tw = To, the stagnation temperature of the flow. For zero Prandtl
number, Tw = Te. In reality the Prandtl number of air is somewhat less than unity, so
the wall temperature must fall within the two extremes. An approximate relation for
this temperature is:
Tw = Te(1 - r) + Tor (C.3)
where r Pri [6]
C.2.2 Heat Transfer Coefficient
Prandtl-Taylor Model
The heat transfer model used along most of the body surface is one derived indepen-
dently by Prandtl and Taylor [6]. It is strictly only valid for turbulent, compressible
flow past flat plates but, has been found by experiment to be valid for general turbulent
compressible flows.
In this model the boundary layer is assumed to be composed of two regions, a lam-
inar sub-layer and a turbulent external layer. In these regions the ratio of heat flux to
skin friction is assumed constant. Although the ratio is constant, the individual terms
are results of different mechanisms. In the laminar sub-layer, the heat flux and skin-
friction are related to the molecular parameters pt and i. In the turbulent outer flow,
the molecular values can be neglected in favor of the turbulent eddy coefficients.
Laminar Sub-Layer
T dT (C.4)
- __ d _
- p du
Turbulent Outer Flow
dT (C.5)P _ M- -c dT
- Prt - P du
Integrating both relations over their respective thicknesses and equating, a relation for
the heat transfer coefficient. (HTC) can be found.
HTC q 1 Cp (C.6)
T - Too t( 1  (Pr - 1) U00
Rewriting in terms of the Nusselt number allows the result to be related to the Reynolds
analogy.
K K cf RePr
HTC = -Nu = (C.7)
0 2 0 1 + (U,) (Pr - 1)
where u is the non-dimensional slip velocity of the turbulent boundary layer.
U.o
Laminar Stagnation Region
Although the P-T model is widely applicable for general turbulent flow it is not as
accurate in laminar flow particularly in the region of a stagnation point. For better
results a compressible, laminar flow, stagnation point model is used for this region.
This model is derived assuming a similarity solution for the velocity field based on
a transformation of the compressible flow to an equivalent incompressible flow. The
particular transformation used for this model was first performed by Illingworth [7].
The resulting heat flux in stagnation point flow becomes independent of skin friction
(due to low convective velocities) and is driven by the temperature difference between
the wall and the edge as well as the stagnation velocity gradient K.
q = 0.570Pr - 0'6 (pe2eK) ( Pw w) (he - hw) (C.8)
) Pee ) . ) (C.8)
where K = U.
The parameter K can be written in terms of the Falkner-Skan variable 01 and the
momentum thickness for a given value of the shape parameter.
K- _V = V
6 0 (C.9)
01= 0u =f (H)
rewriting in terms of a heat transfer coefficient.
0 \ Pee )
C.3 Numerical Implementation
All the parameters used in the formulations of the heat transfer and temperature distri-
butions were written in the form of local quantities which are available as outputs from
MSES. The desired values are computed for each surface control volume to be directly
applicable to the energy balance equations.
In this icing model the boundary layer is assumed to form on the surface of a thin
layer of water/ice which lies on the body. This ice layer, as far as the boundary layer
and heat transfer are concerned, is the surface of the body. All heat transfer takes place
between the boundary layer edge and this layer. The temperature difference driving
the heat flux is between the edge and surface temperature, the latter being fixed in the
presence of this ice layer. If there is no ice on the surface the temperature is given by
eqn(C.3).
The two different formulations for heat transfer are both used along body surface.
For the laminar region eqn(C.10) is used, for the turbulent region eqn(C.10) is replaced
by eqn(C.7). Equation(C.10) is strictly only valid for laminar, stagnation point flows.
Its use for the entire laminar region is justified by the argument that the laminar region
in icing applications is only local to the leading edge, thus the equations are valid.
