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Nella pr ima parte  del l’ar t icolo  vengono descri t t i  i  t rat t i  essenzial i  del  d isposi t ivo in 
anal is i ,  i  c lassifier  systems,  sul la  base del la  let teratura corrente.  Nella  seconda viene mostrata  
l ’equivalenza funzionale esistente  t ra  un classifier  system ed una part icolare rete  neurale  
booleana.  L’equivalenza viene stabi l i tà  facendo corr ispondere un nodo del la  rete  ad un elemento 
(classifier)  del  classifier  system. In base al la  corr ispondenza stabi l i ta  i  meccanismi di  
apprendimento dei  c lassifier  systems,  i l  bucket  brigade algori thm  e  gl i  a lgori tmi genet ici ,  
r isul tano applicat i  r ispet t ivamente al la  forza del le  uni tà  ed al le  connessioni  del la  rete  booleana.  
 
I classifier systems 
I classifier systems (c.s. d’ora in poi) sono stati proposti ed affinati da 
Holland in più pubblicazioni che vanno dal 1962 in poi, e ripresi e sviluppati in 
diverse forme da diversi studiosi. Lo scopo della loro introduzione è stato quello di 
superare la rigidità dei sistemi esperti e creare macchine in grado di imparare 
autonomamente. 
Come i sistemi esperti,  specie quelli basati sul linguaggio Prolog, i c.s. sono 
composti da regole di produzione. Come tali è stato dimostrato che godono della 
proprietà di completezza in termini di capacità di rappresentazione della 
conoscenza. Una regola di produzione è uno schema che prevede la realizzazione di 
una certa azione, che nel caso dei c.s. consiste nell’invio di un messaggio, quando 
si verifica una certa condizione : 
 
Se <condizione> allora <azione> 
 
Una regola di questo tipo è detta classifier, da cui il nome dell’intero 
dispositivo. 
Nei c.s. le condizioni sono codificate mediante stringhe di caratteri scelti tra 
un alfabeto ternario {0, 1, #} e le azioni sono codificati con stringhe di simboli 
binari {0, 1}, come in questo esempio : 
 
  
0##01#0100 : 10110 
 
Nei sistemi esperti invece condizioni ed azioni sono codificati con simboli 
strettamente qualitativi, ad es. verbali :  
 
Se <tigre> allora <scappa> 
 
L’utilizzo di poche componenti elementari (l’alfabeto ha solo tre caratteri) per 
la rappresentazione delle condizioni e dei messaggi, consente l’utilizzo degli 
algoritmi genetici per la costruzione di nuove regole a partire da quelle esistenti 
come vedremo tra poco. 
La struttura di un classifier system può essere schematizzata come segue : 
 
 
Vediamo le diverse componenti del sistema. 
La prima componente è costituita da un sistema di sensori che ricevono 
informazioni dall’ambiente. Queste informazioni sono codificate nella forma tipica 
dei messaggi del sistema. 
La seconda componente è costituita da una lista di messaggi, avente una certa 
lunghezza massima. Questa lista ha la funzione di elencare i messaggi dei classifier 
attivati in un certo periodo. Un classifier è da considerare attivato in un certo 
periodo se risulta avere la parte relativa alla condizione, soddisfatta da qualche 
messaggio inviato da altri classifier alla lista nel periodo precedente. Più 















   Ambiente    Ambiente 
Azione 
Feedback 
            Classifier  system 
   Lista  di  messaggi 
           0000 
           1100 
 Effet tor i
 
          0  
          0  
          0  
          1  
  Sensori  
 
         0 /1  
         0 /1  
         0 /1  
         0 /1  
 Repertor io  di  c lassifier
       01##:0000 
       00#0:1100 
       11##:1000 




classifier attivati mandano il loro messaggio alla lista solo se vincono una certa 
competizione che illustreremo tra poco. 
La terza componente è costituita dal repertorio di classifier. I classifier 
possono essere di due tipi, a seconda che inviano i loro messaggi alla lista di 
messaggi (cioè ad altri classifier) o agli effettori. I classifier che inviano messaggi 
ad altri classifier debbono avere un messaggio di lunghezza pari alla lunghezza 
delle condizioni dei classifier stessi, i  classifier che inviano messaggi al sistema di 
effettori devono avere messaggi di una lunghezza legata alla strutturazione del 
sistema di effettori stesso. 
La quarta componente è costituita da un sistema di effettori, cioè da un 
sistema che quando riceve particolari messaggi risponde esercitando una certa 
azione sull’ambiente. L’ambiente, a seguito di questa azione, presenterà delle 
reazioni che verranno percepite come feedback dal c.s.. 
Vediamo ora il funzionamento dinamico del c.s..  
I meccanismi che consentono il funzionamento del sistema sono tre. 
Il  primo meccanismo è quello dell’attivazione dei classifier e dell’invio di 
messaggi alla lista. 
In ogni periodo l’ambiente invia informazioni al sistema. I sensori rilevano 
tali informazioni e le codificano in messaggi che sono inviati alla lista di messaggi. 
I classifier che vedono soddisfatta la loro condizione si attivano ed inviano 
messaggi alla lista di messaggi o al sistema di effettori che produce delle azioni 
sull’ambiente. 
Un classifier vede soddisfatta la sua condizione e si attiva se tutti i  suoi 
elementi binari pari a 0 od 1 sono uguali a quelli di posto corrispondente ad almeno 
uno dei messaggi presenti nella lista. Ad esempio il messaggio 0000 attiva il 
secondo (00#0) ed il quarto (##00) dei classifier presenti nel classifier system della 
figura vista, ma non il primo (01##) ed il terzo (11##). 
Il  secondo meccanismo di funzionamento è quello detto bucket brigade 
algorithm, basato su principi molto simili a quelli degli scambi economici (viene 
mutuata anche la terminologia da questo campo). 
Ogni classifier è contraddistinto da un certo numero che rappresenta la forza 
con cui si realizza l’attivazione. Questa forza ha due funzioni. 
  
La prima funzione consiste nel fatto che in ogni periodo se i classifier attivati 
sono più del numero massimo dei messaggi che la lista può contenere, si effettua 
un’asta tra i diversi contendenti. Questa asta viene vinta in ordine decrescente da 
quelli che hanno effettuato una offerta, pari ad una certa proporzione fissa della 
forza, maggiore. Per evitare una tendenza alla conferma dello status quo e per 
rafforzare la ricerca di soluzioni potenzialmente migliori,  l’offerta con cui i  
classifier partecipano all’asta viene resa stocastica con l’aggiunta di rumore 
attraverso una variabile casuale con media nulla. Il  meccanismo d’asta prevede 
anche che l’offerta sia diminuita in proporzione alla genericità del classifier che la 
propone, cioè in proporzione al numero di caratteri don’t care # posseduti nella 
condizione. Vedremo poi gli effetti di ciò. 
La seconda funzione consiste nel fatto che ogni classifier che si attiva avendo 
vinto l’asta, cede una parte della sua forza ai classifier che gli hanno inviato il 
messaggio facendolo partecipare all’asta. Questo “pagamento” è dato da una certa 
percentuale della forza, stabilita dallo sperimentatore. I classifier che inviano 
messaggi agli effettori ricevono pagamenti direttamente legati al feedback ricevuto 
dall’ambiente in seguito all’azione indotta. 
Il  meccanismo di aste e di pagamenti descritto, molto simile ad un sistema di 
scambio economico, costituisce quindi il  bucket brigade algorithm. 
Vediamo, come esempio di funzionamento del meccanismo di scambio di 
messaggi e del bucket brigade algorithm, la reazione del dispositivo rappresentato 
nella figura precedente in seguito all’arrivo dall’ambiente dell’informazione 
codificata con il messaggio 0111. Rappresentiamo l’evoluzione del sistema con lo 
schema seguente, dove i pagamenti sono il 10% della forza e dove : 
In. = indice, For. = forza, Mes. = messaggio, Mat. = matching, Pag. = pagamento. 
 
 
   T = 0    T = 1  
In.  Classif ier For.  Mes.  Mat.  Pag.  For.  Mes.  Mat.  Pag.  
1 01##:0000 200  A 20 180 0000   
2  00#0:1100 200    200  1  20 
3  11##:1000 200    200    
4  ##00:0001 200    200  1  20 




Le tabelle vanno lette da sinistra verso destra secondo il succedersi dei 
periodi. Nell’ordine vengono indicati gli indici del repertorio di classifier (più 
l’ambiente), i  classifier, la forza di ognuno di essi inizialmente posta pari a 200, il 
messaggio che viene mandato da ciascun classifier in caso di attivazione (questa 
colonna rappresenta lo stato della lista di messaggi nel tempo), le caselle dei 
classifier attivati da questi messaggi dopo la realizzazione dell’asta (l’indice del 
classifier che ha provocato l’attivazione, viene scritto nella casella del classifier 
che viene attivato), il  pagamento effettuato dal classifier attivato a quello che gli 
ha inviato il messaggio, di nuovo le forze dei classifier dopo l’aggiornamento ecc.. 
Di fatto questo processo combina le informazioni provenienti dall’ambiente 
con i “pensieri” interni del sistema per determinare i “pensieri” e le azioni del 
periodo successivo. Esso coordina il flusso di informazioni da dove sono rilevate 
(sensori) a dove sono processate (lista di messaggi, repertorio di classifier) fino 
dove sono utilizzate per l’azione (effettori). 
Il  terzo meccanismo è quello degli algoritmi genetici per il rinnovo del 
repertorio dei classifier. 
I periodi del rinnovo del repertorio potrebbero essere legati alla prestazione 
del sistema, ad esempio quando la performance è scadente o quando sono attivati 
troppo pochi classifier. 
Per garantire una continuità di comportamento anche durante i periodi di 
rinnovo del repertorio, la popolazione viene sostituita di volta in volta solo in 
parte, in base ad una percentuale stabilita dallo sperimentatore. 
   T = 2    T = 3  
In.  Classif ier For.  Mes.  Mat.  Pag.  For.  Mes.  Mat.  Pag.  
1 01##:0000 220    220  A 20 
2  00#0:1100 180 1100   218    
3  11##:1000 200  2  20 180 1000   
4  ##00:0001 180 0001 2 18 162 0001 3 16 
A Ambiente 20    20    
   T = 4   T = 5  
In.  Classif ier  For.  Mes.  Mat.  Pag.  For.  Payoff  ambientale 
1 01##:0000 220    220  
2  00#0:1100 208    208  
3  11##:1000 196    196  
4  ##00:0001 156 0001   206 50 
A Ambiente 20    20  
  
La mutazione, per la parte relativa alle condizioni, opera su un alfabeto 
ternario anziché binario. In caso di mutazione un elemento viene sostituito con uno 
dei due diversi da se stesso (ad es. 1 è sostituito da 0 o #). 
I meccanismi descritti sono sufficienti per creare dispositivi cognitivi anche 
molto articolati capaci di assolvere funzioni complesse. 
Il  sistema di sensori consente al sistema di avere informazioni sullo stato del 
mondo. I classifier collegati ai sensori consentono di effettuare classificazioni 
sullo stato del mondo, cioè di dividere gli infiniti possibili stati del mondo in un 
numero finito di categorie (da qui il nome di “classifier system”). Questo grazie 
alla flessibilità di cui sono dotati i  classifier. Ad esempio il classifier con 
condizione #010 può rispondere sia allo stato del mondo 1010 che allo stato del 
mondo 0010 classificando i due stati nello stesso modo e rispondendo con lo stesso 
messaggio. In questo senso è evidente che le classificazioni del mondo, ed anche 
degli stimoli interni nel caso il messaggio provenga da un classifier invece che dal 
sistema di sensori, possono essere generali o specifiche in diverso grado a seconda 
del numero di caratteri don’t care # che la condizione presenta. 
Il  diverso grado di generalità delle condizioni consente la formazione di 
strutture di classifier chiamate gerarchie di default, che realizzano notevoli 
economie in termini di alta capacità di rappresentazione a fronte di un modesto 
numero di classifier impiegati. 
Come esempio supponiamo di avere un semplice c.s. composto da classifier 
che prendono informazioni dal sistema di sensori e mandano tutti il  messaggio 
composto da un unico bit al sistema di effettori. Supponiamo che il compito che il 
sistema cognitivo deve realizzare consista nel dare le risposte qui di seguito 
indicate in base alle informazioni provenienti dall’ambiente : 
 
 
Il  repertorio di classifier in grado di dare queste risposte potrebbe essere 
composto da sedici classifier corrispondenti alle colonne della tabella precedente. 
 0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1  
Informazioni  0  0  0  0  1  1  1  1  0  0  0  0  1  1  1  1  
 0  0  1  1  0  0  1  1  0  0  1  1  0  0  1  1  
 0  1  0  1  0  1  0  1  0  1  0  1  0  1  0  1  
Risposta  1  1  1  0  1  0  1  1  0  0  1  0  0  0  0  1  
  
Esiste però la possibilità di implementare la stessa funzione attraverso un 
repertorio molto più economico, ad esempio il seguente : 
 
 
L’economicità di questo repertorio risiede nel fatto che il primo ed il secondo 
classifier dividono gli stati del mondo in due grandi categorie che consentono al 
sistema di decidere l’azione da intraprendere in assenza di informazioni più 
specifiche. Il  terzo classifier prevede dei casi più specifici e costituisce una deroga 
ai primi due. Il  quarto classifier prevede un caso ancora più specifico e deroga ad 
un livello ulteriore il secondo. Il quinto ed il sesto classifier infine, prevedono due 
casi specifici che comportano una azione particolare in deroga ai primi due 
classifier. 
La capacità di dare risposte “per default”, cioè in assenza di informazioni 
specifiche, ha dato il nome, gerarchie di default, alle strutture come quella appena 
esaminata, che emergono all’interno di un c.s. durante il suo funzionamento. 
Abbiamo ora gli elementi necessari per poter fare alcune considerazioni sui 
c.s. come strumento di costruzione di modelli economici. 
Il  dispositivo dei c.s. può contare sulla riaggregazione di componenti 
elementari per formare strutture superiori, le gerarchie di default, e ad un livello 
più basso consente di “incrociare” e mutare i classifier esistenti per crearne di 
nuovi. Inoltre caratterizza ogni classifier mediante le grandezze quantitative 
variabili rappresentate dalla forza e dalla specificità. Questo conferisce notevole 





Indice classif ier Classif ier 
1 0### :  1  
2  1### :  0  
3  ##11 :  0  
4  #111 :  1  
5  #010 :  1  
6  #101 :  0  
 
  
Equivalenza tra classifier systems ed un particolare tipo di rete 
neurale booleana 
Lo scopo di questo articolo è mostrare che i c.s. sono un dispositivo cognitivo 
equivalente ad un particolare tipo di reti che ora descriveremo. 
L’equivalenza comporta che ogni singolo classifier del c.s. sia messo in 
corrispondenza con un neurone nascosto della rete neurale. Per illustrare 
l’equivalenza ci serviremo di un esempio costruendo la rete neurale corrispondente 
al seguente semplice classifier system, dove E indica l’ambiente, e indica lo stato 
reale dell’ambiente, si  indica l’attivazione del sensore i-esimo, Ci il  classifier i-
esimo, Ei l’effettore i-esimo, ai  l’azione i-esima esercitata sull’ambiente : 
 
 




Esaminiamo dapprima i neuroni hidden, cioè prescindiamo dai neuroni di input 
e di output corrispondenti al sistema di sensori ed effettori del sistema rete. Come 
accennato ognuno di tali neuroni corrisponde ad un classifier del c.s..  
Tali neuroni hanno una struttura variabile in termini di sinapsi. Le 
connessioni, nel caso in cui siano presenti, hanno tutte un peso unitario. La loro 
variabilità si limita quindi solo alla esistenza/non esistenza. 
Sistema di  sensori  Repertorio di  c lassif ier Sistema di  effettori  
E e :  s1s2s3  C1 #10 :  101 E1 110 :  a1  
  C2 01# :  110 E2 11# :  a2  
  C3 ##1 :  010   
  C4 #11 :  111   
    Classif ier  Effettori   
  Condiz.  #10 01#  ##1 #11 110 11#  
 Mes.  Indice C1 C2 C3 C4 E1 E2 
 101 C1 0 0 1  0  0  0  
Clas 110 C2 1 0 0  0  1  1  
sif ier 010 C3 1 1 0  0  0  0  
 111 C4 0 0 1  1  0  1  
 s1  = 0/1   0 -1  0  0    
Sensori  s2  = 0/1  E 1 1 0  1    
 s3  = 0/1   -1  0  1  1    
         
  Soglia 
classifie
r  
1  1  1  2    
  
Un neurone è caratterizzato da tre elementi. 
Il  primo elemento è costituito dalla forza di attivazione del neurone, legata ad 
esempio al quantitativo di una certa sostanza accumulata, e corrispondente alla 
forza dei c.s..  
Il  secondo elemento è costituito dalle connessioni in uscita : con quali neuroni 
esso è collegato a valle. 
Il  terzo elemento è costituito dalle connessioni in entrata : con quali neuroni 
esso è collegato a monte. 
Dato il repertorio di classifier del c.s. con le loro particolari condizioni ed 
azioni, è possibile stabilire il sistema di connessioni esistenti nella rete 
corrispondente, il wiring della rete, sulla base delle codifiche di tali azioni e 
condizioni. Un neurone è collegato ad un secondo se il messaggio del primo 
soddisfa la condizione del secondo. Se n è il numero massimo di neuroni hidden 
che la rete può avere, quattro nell’esempio, il sistema di connessioni esistente tra 
loro può essere rappresentato con una matrice n ×  n avente 1 nelle caselle in 
corrispondenza delle connessioni esistenti tra due neuroni, 0 nelle caselle in 
corrispondenza delle connessioni non esistenti (Vedi schema precedente dove lungo 
le righe sono indicate le connessioni presenti in uscita dai diversi neuroni). 
Esaminiamo ora il sistema di sensori, più complesso. 
Tale sistema rileva gli stati dell’ambiente, li  codifica in forma di messaggi e li  
invia all’interno del c.s..  Se supponiamo di avere tre sensori che possono assumere 
ognuno due stati codificati con 0 ed 1, la stringa di tali stati può essere considerata 
come un messaggio. Dati i  classifier del sistema possiamo allora stabilire le 
connessioni tra i sensori e i neuroni hidden nel modo seguente. Se un certo 
codificante della condizione del classifier è un don’t care # non c’è connessione, se 
il codificante è uguale ad 1 c’è una connessione con peso pari ad 1, se il 
codificante è uguale a 0 c’è un peso pari a -1. Ad esempio se la condizione di un 
neurone/classifier è #10, i pesi delle connessioni tra i tre sensori ed esso saranno 0 
1 -1 , dove lo 0 indica assenza di connessione (vedi lo schema precedente per ciò 
che accade per il  c.s. del nostro esempio). Come vedremo tra poco questa struttura 
di connessioni, insieme alla presenza di una soglia di attivazione, consente di far 
attivare il neurone/classifier nel caso e solo nel caso in cui il  messaggio 
proveniente dall’ambiente soddisfi la sua condizione. 
  
Esaminiamo ora il sistema di effettori.  
Tale sistema è costituito da una serie di connessioni tra neuroni hidden ed 
effettori aventi peso unitario, tali che gli effettori vengono azionati 
opportunamente quando i neuroni hidden collegati si attivano. Le connessioni sono 
determinate con lo stesso procedimento con cui sono determinate le connessioni tra 
più neuroni hidden (vedi lo schema precedente per un esempio). 
Vediamo ora la dinamica di funzionamento della rete, equivalente alla 
dinamica del c.s. corrispondente. 
Come i c.s.,  la rete funziona a tempi discreti.  In ogni periodo il sistema di 
sensori rileva lo stato dell’ambiente ed invia segnali opportuni ai neuroni hidden. 
Ogni neurone viene attivato solo se la somma pesata dei segnali in arrivo raggiunge 
una certa soglia. Questa soglia, diversa per ogni neurone classifier, deve essere pari 
al numero di codificanti pari ad 1 che compaiono nella condizione del 
neurone/classifier stesso (v. la tabella per l’indicazione degli esatti valori nel caso 
dell’esempio). Ad esempio il neurone corrispondente al classifier avente la 
condizione #10 viene attivato solo dalle configurazioni dei sensori {010, 110}, 
come risulta dal seguente schema, che evidenzia la perfetta corrispondenza di 
attivazioni dei classifier e dei neuroni corrispondenti : 
 
 
Inoltre in ogni periodo il sistema di effettori eserciterà una certa azione 
sull’ambiente attraverso l’attivazione degli effettori che hanno ricevuto almeno un 
segnale dai neuroni hidden. 
Ad ogni istante la rete presenta un certo numero massimo di neuroni hidden 





dal  c .s .  
Att ivazione 
classifier  
#10 :  .  .  .  
Att ivazioni  dei  
sensori  del la  
rete  
s1  s2  s3 ,  
avent i  pesi  
0   1   -1  
Somma pesata  
meno soglia  
degli  impulsi  
che arr ivano al  
neurone.  
Soglia  = 1  
Att ivazione del  
neurone 
corr ispondente  
al  c lassifier  
000 No 0   0    0  0<1 No 
001 No 0   0    1  -1<1 No 
010 Si  0    1    0  1=1 Si  
011 No 0   1    1  0<1 No 
100 No 1   0    0  0<1 No 
101 No 1   0    1  -1<1 No 
110 Si  1    1    0  1=1 Si  
111 No 1   1    1  0<1 No 
  
I neuroni hidden si attivano se ricevono uno stimolo come quello visto dai 
sensori, oppure se ricevono almeno un segnale dai neuroni hidden collegati a 
monte. Più precisamente nel caso ricevano un segnale dai neuroni afferenti 
partecipano ad una competizione che si svolge secondo le stesse regole dell’asta 
dei c.s.,  e si attivano se vincono la competizione. 
Ogni neurone è caratterizzato da una forza di attivazione corrispondente alla 
forza dei c.s..  “L’offerta” con cui i neuroni partecipano alla competizione, dipende 
in modo diretto dalla forza di attivazione ed in modo inverso dal numero di 
connessioni esistenti a monte, corrispondente alla “specificità” dei classifier. 
Il  bucket brigade algorithm con cui sono variate le forze di attivazione di ogni 
neurone, ha un corrispondente identico nella rete neurale. I neuroni che mandano 
segnali ai neuroni che vincono la competizione, ricevono da essi un compenso in 
termini di percentuale della loro forza di attivazione. Il  neurone vincitore invece 
vede diminuita la sua forza a causa dei pagamenti effettuati,  ed a causa di un 
decadimento spontaneo, corrispondente alla “tassa” dei c.s..  
Nella rete quindi durante il funzionamento vi è un flusso di segnali che si 
propaga di periodo in periodo all’interno della rete dai sensori agli effettori, ed un 
flusso di forze di attivazione in senso contrario. Ciò corrisponde a quanto avviene 
nei c.s. :  vi è un flusso di messaggi dai sensori agli effettori attraverso i classifier 
del sistema. 
Il sistema di diffusione dei segnali e l’architettura dell’intera rete possono 
essere rappresentati in modo esplicito attraverso lo schema seguente, dove i numeri 
in corsivo posti sotto ogni neurone indicano la soglia di attivazione, mentre i 





Facciamo ora alcune considerazioni generali sulla corrispondenza esaminata. 
Notiamo in primo luogo che la riduzione delle condizioni e dei messaggi 
all’esistenza/non esistenza di connessioni comporta una perdita solo apparente di 
informazioni (esistenza/non esistenza = 1 bit di informazione, messaggio di m 
elementi = 2m bit di informazione). 
Infatti una connessione non solo può esistere o meno, ma nel caso in cui esista 
collega due neuroni ben precisi e non altri.  Tutta l’informazione contenuta nelle 
condizioni e nei messaggi serve infatti a specificare quali classifier sono collegati 
con quali. Il  messaggio vero è proprio consiste in una informazione di un bit. 
Questo aspetto è reso evidente dalla codifica delle connessioni corrispondenti ad un 
certo repertorio di classifier, realizzata secondo lo schema visto mediante una 
matrice a due dimensioni. Un numero di una matrice infatti,  non è caratterizzato 
solo dal proprio valore, ma anche dai due indici (numeri) di riga e di colonna. Una 
matrice infatti non è un semplice insieme di numeri ma un insieme di numeri più un 
ordine bidimensionale, e codifica molta più informazione del corrispondente 
insieme di numeri senza ordine. 
Osserviamo che proprio la riducibilità di azioni e messaggi alla struttura delle 
connessioni di una rete è alla base della equivalenza dei c.s. con una rete neurale. 
Una eccezione ai messaggi con un contenuto di informazione di un bit si aveva 
nei primi c.s. proposti da Holland dove i caratteri # potevano stare anche presso 
l’azione dei classifier in corrispondenza di altrettanti caratteri # nella condizione. 
Questo comportava il “passaggio” di parte del messaggio che raggiungeva il 
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faceva passare il primo (1) e gli ultimi due codificanti (10) attraverso se 
stesso. In questo modo l’informazione veicolata, il vero messaggio, poteva avere un 
contenuto di informazione maggiore di 1 bit. Poi però nelle versioni successive dei 
c.s. Holland ha abbandonato la possibilità dei codificati # nell’azione, poiché essi 
non sono essenziali: esiste sempre un c.s. senza di essi equivalente ad uno che li 
ha. Ad esempio il classifier 01#:10# è equivalente ai due classifier 010:100 
011:101. 
Una seconda osservazione generale che può essere fatta è che la rete neurale 
corrispondente ad un c.s. è molto particolare ed è solo una delle possibili (infinite) 
reti che possono essere costruite mediante i concetti del Connessionismo. 
Ad esempio la specificità/generalità di un classifier aumenta al quadrato 
rispetto al numero di codificanti # contenuti nella condizione. Nelle reti è possibile 
avere qualsiasi tipo di specificità/generalità dei neuroni desiderato. E’ possibile ad 
esempio introdurre delle limitazioni alle connessioni in modo da consentire 
connessioni di tipo locale e formare dei gruppi neurali deputati a specifici compiti 
(vedi l’uso dei “tags” proposto in Holland (1986) che non fa che implementare 
questa specificità dei neuroni dividendoli in sottorepertori). 
I collegamenti tra i sensori e i neuroni hidden, e quelli tra i neuroni hidden e 
gli effettori sono anch’essi alcuni casi dei molti possibili.  Ad esempio l’attivazione 
di un effettore in corrispondenza dell’attivazione di almeno uno dei neuroni 
afferenti è solo una delle possibilità. Si potrebbe ad esempio stabilire una soglia 
per far attivare l’effettore solo in caso di attivazione di un certo numero minimo di 
neuroni afferenti o si potrebbe stabilire una attivazione probabilistica invece che 
deterministica ecc.. 
  
La rete di neuroni hidden, poi, è una rete binaria estremamente semplificata, 
con connessioni tutte aventi pesi pari ad 1 e con funzione di trasferimento 
semplicissima rappresentata da un “or” logico. 
E così via. 
Da queste considerazioni i c.s. appaiono come un sistema di codifica tra i 
molti possibili che vengono solitamente utilizzati per realizzare la simulazione di 
reti neurali mediante calcolatori elettronici. Questo lascia intravedere le enormi 
potenzialità delle reti neurali come schema per costruire sistemi complessi ed 
articolati di trattamento delle informazioni. 
Il  fatto che Holland partendo da sistemi tipicamente simbolici quali quelli 
costituiti dai sistemi di regole di produzione di tipo if  then ,  sia approdato a sistemi 
dai tratti fortemente connessionistici per riuscire a dotare le prime di capacità di 
apprendimento, non può che rafforzare la nostra impressione che un sistema 
veramente in grado di apprendere deve basarsi sui principi tipici del 
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