We classify the irreducible restricted modules for the affine Nappi-Witten Lie algebra H 4 with some natural conditions. It turns out the representation theory of H 4 is quite different from the theory of representations of Heisenberg algebras. We also study the extension of the vertex operator algebra V H 4 (ℓ, 0) by the even lattice L. We give the structure of the extension V H 4 (ℓ, 0) ⊗ C[L] and its irreducible modules via irreducible representations of V H 4 (ℓ, 0) viewed as a vertex algebra.
Introduction
The Nappi-Witten algebra H 4 is a four-dimensional Lie algebra with the basis {a, b, c, d} and the following Lie bracket: The associated affine Nappi-Witten Lie algebra is
The study of the affine Nappi-Witten algebra H 4 was initiated by the theory of WessZumino-Novikov-Witten (WZNW) models based on non-abelian non-semisimple groups [31, 27] . WZNW models corresponding to abelian or compact semisimple groups have been studied extensively. The importance of non-abelian non-semisimple types was first noticed in [8, 27] . It was shown in [27] that the NW model corresponding to a central extension of the two-dimensional Euclidean groups describes the spectrum and scattering of strings moving in a gravitational wave background. In [19] , irreducible representations with unitary base for the affine NW algebra were constructed through four free fields.
In [1] , Verma type modules for the affine Nappi-Witten algebra H 4 were investigated. The associated vertex operator algebra V H 4 (ℓ, 0) for a given complex number ℓ and its representations were also studied in [1] . More results on the NW model can be found in [4, 5, 6, 7] .
It is known that every restricted H 4 -module of level ℓ carries a unique module structure for the vertex algebra V H 4 (ℓ, 0), extending the action of H 4 in a canonical way and that every module of the vertex algebra V H 4 (ℓ, 0) is naturally a restricted H 4 -module of level ℓ. This leads us to study restricted modules for the affine Lie algebra H 4 . On the other hand, let L = Zc ⊗ Zd, then L is a non-degenerate even lattice. Motivated by [22] , [23] , [24] , [25] and [11] , we consider the extension V H 4 (ℓ, 0) [L] of V H 4 (ℓ, 0) by L. Some ideas we use come from these papers. For the simple vertex operator algebra Vĝ(ℓ, 0) and an irreducible highest weight Vĝ(ℓ, 0)-module W with g a finite-dimensional simple Lie algebra and ℓ a positive integer, or with g abelian and ℓ = 1, it is known that W (α) is still an irreducible highest weight module for the affine Lie algebraĝ (cf. [11] , [22] , [23] , [24] , [25] ), where α ∈ h such that α(0) acts semisimply on V with integral eigenvalues and h is a Cartan subalgebra of g. But for V H 4 (ℓ, 0), it turns out it is quite different. For general α ∈ L and an irreducible highest weight H 4 -module W , W (α) is not a highest weight module of H 4 anymore. We characterize W (α) for every irreducible highest weight module of H 4 . The paper is organized as follows: In Section 2, we recall the various modules, admissible modules and ordinary modules for a vertex operator algebra. We also give some known related results on the affine Nappi-Witten algebra and the associated vertex operator algebra. In section 3, we characterize three types of restricted H 4 -modules and their irreducible quotients. Section 4 is devoted to the extension V H 4 (ℓ, 0)[L] and its irreducible modules.
Preliminaries
In this section, we briefly review the definitions of vertex operator algebra and various modules (cf. [3] , [9] , [12] , [16] , [36] , [20] , [35] ). We also give some known results related to the Nappi-Witten algebra H 4 .
A vertex operator algebra V is a Z-graded vector space V = n∈Z V n equipped with a linear map Y :
, a → Y (a, z) = n∈Z a n z −n−1 for a ∈ V such that dim V n is finite for all integer n and that V n = 0 for sufficiently small n (see [16] ). There are two distinguished vectors, the vacuum vector 1 ∈ V 0 and the Virasoro element ω ∈ V 2 . By definition Y (1, z) = id V , and the component operators
give a representation of the Virasoro algebra on V with central charge c. Each homogeneous subspace V n (n ≥ 0) is an eigenspace for L(0) with eigenvalue n.
Definition 2.1. A weak V -module is a vector space M equipped with a linear map
satisfying the following conditions: 1) v n w = 0 for n >> 0 where
The Jacobi identity holds:
2. An admissible V -module is a weak V -module which carries a Z + -grading
3. An ordinary V -module is a weak V -module which carries a C-grading M = λ∈C M λ , such that:
Remark 2.4. It is easy to see that an ordinary V -module is an admissible one. If W is an ordinary V -module, we simply call W a V -module.
We now introduce the Nappi-Witten algebra and some known related results. The Nappi-Witten Lie algebra H 4 is a 4-dimensional vector space
equipped with the bracket relations
and a non-degenerate symmetric bilinear form (, ) on H 4 defined by
The Nappi-Witten algebra H 4 is has the following triangular decomposition:
where
* , the highest weight module (Verma module) of H 4 is defined by
where C λ is the 1-dimensional H 
We have the following lemma from [28] .
The following result was obtained by M. Willard [30] .
Theorem 2.6. All irreducible weight modules of H 4 with finite-dimensional weight spaces can be classified into the following classes:
(1) Irreducible modules L( ) for ∈ C.
(2) Irreducible highest weight modules M(λ) or irreducible lowest weight modules M − (µ).
(3) Intermediate series modules V (λ,μ,ν) defined as (2.4) such thatμ = 0 andλ +ν / ∈ Z.
To the pair (H 4 , ( , )), let H 4 be the associated affine Nappi-Witten Lie algebra with the underlying vector space
for h 1 , h 2 ∈ H 4 and m, n ∈ Z. It is clear that H 4 has the Z-grading:
Then one has the following graded subalgebras of H 4 :
Let M be an H 4 -module and ℓ ∈ C. Regard M as an H 
We have the following result:
is irreducible if and only if ℓ = 0. Furthermore, if ℓ = 0, then the irreducible quotient of V H 4 (ℓ, ) is isomorphic to the one-dimensional H 4 -module Cv .
For h ∈ H 4 , we define the generating function
Then the defining relations (2.6) can be equivalently written as
Given an H 4 -module W , let h(n) denote the operator on W corresponding to h ⊗ t n for h ∈ H 4 and n ∈ Z. We shall use the notation for the action of h(x) on W :
Definition 2.8. Let W be a restricted H 4 -module in the sense that for every h ∈ H 4 and w ∈ W , h(n)w = 0 for n sufficiently large. We say that the H 4 -module W is of level ℓ if the central element k acts as a scalar ℓ in C.
Let ℓ be a complex number. Consider the induced module defined as (2.8)(let = 0):
where V H 4 (ℓ, 0) (n) is spanned by the vectors
In fact,
Theorem 2.9 (cf. [20, 26] ). Let ℓ be any complex number. Then there exists a unique vertex algebra structure (V H 4 (ℓ, 0), Y, 1) on V H 4 (ℓ, 0) such that 1 is the vacuum vector and
, n i ∈ Z + , the vertex operator map for this vertex algebra structure is given by
is the normal-ordering operation, and 1 is the identity operator on V H 4 (ℓ, 0). Proposition 2.10 (cf. [20] 
submodules of W coincide with the H 4 -submodules of W .
Let ℓ be a non-zero complex number. Set
Then we have the following results from [1] .
Theorem 2.11. Let ℓ be a complex number such that ℓ = 0. Then the vertex algebra V H 4 (ℓ, 0) constructed in Theorem 2.9 is a vertex operator algebra of central charge 4 with ω defined in (2.11) as the conformal vector. The Z-grading on V H 4 (ℓ, 0) is given by L(0)-eigenvalues. Moreover, H 4 = V H 4 (ℓ, 0) (1) , which generates V H 4 (ℓ, 0) as a vertex algebra, and
Theorem 2.12. For ℓ = 0 and ∈ C, the H 4 -module V H 4 (ℓ, ) is naturally an irreducible ordinary module for the vertex operator algebra V H 4 (ℓ, 0). Furthermore, the modules V H 4 (ℓ, ) exhaust all the irreducible ordinary V H 4 (ℓ, 0)-modules up to equivalence.
Note that the central charge of the vertex operator algebra V H 4 (ℓ, 0) for ℓ = 0 is independent of ℓ. We have the following result.
Theorem 2.13. Let ℓ = 0 be any nonzero complex number and let √ ℓ be one of the two square roots of ℓ. Then the vertex operator algebra V H 4 (ℓ, 0) is isomorphic to V H 4 (1, 0) under the following linear map
Following Theorem 2.13, for the rest of the paper, we always assume that ℓ = 1.
Restricted modules for the affine Lie algebra H 4
In this section, we will discuss the structures of restricted H 4 -modules under some conditions which are natural from the point of view of representations of vertex algebras. We first have the following lemma.
Lemma 3.1. Let W be an irreducible H 4 -module, then c(0) and k act as scalars on W .
Proof: Note that H 4 has countable basis and W is irreducible. So W is of countable dimension over C. Then the lemma follows from the fact that c(0) and k are in the center of H 4 and Hom H 4 (W, W ) = C.
⊕ Ck be the associated subalgebra of the affine Lie algebra H 4 . We now introduce a subalgebra H 4 (m, ǫ) of H 4 for given m ∈ Z and ǫ ∈ {0, 1} as follows:
Then we get a generalized Verma type module V H 4 (1, (m, ǫ), 1 α ) as follows:
If m = ∈ Z and ǫ = 0, we briefly denote
We first consider the module V H 4 (1, , 1 α ) for ∈ Z. We give the first main result of this section as follows.
we may assume that ≥ 0. By PBW theorem and the definition of V H 4 (1, , 1 α ),
is a Heisenberg algebra and V H 4 (1, , 1 α ) is an s-module such that k acts as 1. Since every highest weight s-module generated by one element with k acting as a non-zero scalar is irreducible, it follows that V H 4 (1, , 1 α ) can be decomposed into a direct sum of irreducible highest weight modules of s with the highest weight vectors
For convenience, we denote the set of such highest weight vectors by N . Set
Let U be a non-zero submodule of V H 4 (1, , 1 α ). It suffices to prove that 1 α ∈ U. Let u be a non-zero element in U. Since as an s-module, U is a direct sum of irreducible highest weight s-modules, we may assume that
Note that a(−m
for some 0 = q ∈ Z and for the case b(m
We may further assume that
and
for some 0 = q 1 ∈ Z and for the case a(m
21 2 ), we have
We may also assume that
, so we may assume that
and for the case that (n 11 , · · · , n 1r ) < (n i1 , · · · , n ir ), we have
for some r 1 ≤ r and c i = 0, i = 1, 2, · · · , r 1 . From this we deduce that 1 α ∈ U.
Next we consider the second class of generalized Verma type module 
A homogeneous element u in V H 4 (1, (m, 1), 1 α ) is called a homogeneous singular vector if
for all x ∈ U( H 4 ((m, 1), +). It is obvious that the module generated by a homogeneous singular vector is a proper submodule. The following is the second main result of this section. (ii) If + n = m for some n ∈ Z + \ {0}, then all the linearly independent singular vectors are
(iii) If = m + n for some n ∈ Z + \ {0}, then all the linearly independent singular vectors are
where in (ii) and (iii), P (n) is the set of all partitions of weight n,
We now assume that = m.
Let s be the infinite-dimensional Heisenberg algebra defined in the proof of Theorem 3.2. Then as an s-module, V H 4 (1, (m, 1), 1 α ) is a direct sum of irreducible highest weight s-modules with k acting as 1 and highest weight vectors in
where for a partition λ = (λ 1 , · · · , λ r ),
Since V H 4 (1, (m, 1), 1 α ) is a direct sum of irreducible highest weight s-modules and u is homogeneous, we may assume that
where j+1) ), j = 1, · · · , l 4 − 1, and
Case 1 / ∈ Z. One can prove that u = 0 by the same method used in the proof of Theorem 3.2. Therefore V H 4 (1, (m, 1), α) is irreducible.
Case 2 ∈ Z and = m.
Since au = 0, it is easy to see that k ij = 0, for i = 4, 6, 7. If u 33 = 0, we consider a(ν 
where a(−µ By the fact that a(ν ( 
31) 1
)u = 0, we can easily deduce that ν 
Since d(1)u = 0, we have
Then we have 
where P (n) is the set of all partitions of weight n, λ = (λ
0 for r ∈ Z + , and + n − m = 0, we deduce that a λ , b λ\λ i ,λ i , i = 1, 2, · · · , k λ are uniquely determined by the following equations up to a non-zero scalar.
It is easy to check that the u determined by (3.4) and (3.5) is indeed a non-zero singular vector. Generally 
1 ) and
We first assume that l(µ (61) ) = 1 and µ (61) 1 = n. Then it is easy to see that l(µ (2j) ) = 1, j = 1, 2, · · · , l 2 , u 21 = 0. Therefore
where P (n) is the set of all partitions of weight n, λ
Actually, u is uniquely determined by (3.6) and (3.7). Next for the case that l(µ (61) ) > 1 and µ
= n, one can easily deduce that
satisfying (3.6) and (3.7) for some k ∈ N. Conversely, for k ∈ Z, k ≥ 1, it is easy to check that
satisfying (3.6) and (3.7) is a singular vector. The proof of the theorem is complete.
is irreducible, where
satisfying (3.4) and (3.5);
satisfying (3.6) and (3.7).
Proof: We only prove (1), since the proof of (2) is quite similar. Let
By Theorem 3.3 (ii), all the homogeneous singular vectors 
Finally we introduce the so-called third class of generalized Verma type modules of H 4 . For m ∈ Z, let H 4 (m, 0) be the subalgebra of H 4 defined by (3.1) for the case ǫ = 0, that is,
Cv n be an infinite dimensional module of H 4 (m, 0) defined by
The following lemma is obvious. 
Similar to Theorem 3.3, we have the following last main result of this section.
Theorem 3.6. Letλ,μ,ν ∈ C be such thatλ +ν / ∈ Z,μ = 0. Then the H 4 -module V H 4 (λ,μ,ν, m) is irreducible if and only ifμ + n = 0 for all n ∈ Z. Furthermore, we have (i) Ifμ+n = 0 for some n ∈ Z + , then all the linearly independent homogeneous singular vectors are
The submodules generated by u (k,i) and u (k,j) for i, j ∈ Z, i = j are isomorphic to each other.
(ii) Ifμ − n = 0 for some n ∈ Z + , then all the homogeneous singular vectors are 12) and the submodules generated by u (k,i) and u (k,j) for i, j ∈ Z, i = j are isomorphic to each other, where in (i) and (ii), P (n) is the set of all partitions of weight n,
satisfying (3.9) and (3.10); (2) Ifμ − n = m for some n ∈ Z + , then
satisfying (3.11) and (3.12).
4 Extension of the vertex operator algebra V H 4 (1, 0)
and ( , ) restricted to h is a non-degenerate symmetric bilinear form. Thus we can identify h with its dual h * . One can easily see that for any h ∈ h, h(0) acts semisimply on V H 4 (1, 0).
According to [22] , P equipped with the bilinear form ( , ) is a lattice. Then
Then for any α ∈ L, α(0) acting on V H 4 (1, 0) has only integral eigenvalues. This amounts to L ⊂ P 0 , where
For α ∈ L, let
Let (W, Y (·, z)) be any (irreducible) weak V H 4 (1, 0)-module, then by Proposition 2.9 of
) carries the structure of an (irreducible) weak V H 4 (1, 0)-module. We expand Y α (u, z) for u ∈ V H 4 (1, 0) as follows:
We have the following result.
if and only if α = β.
Proof: For α = kc, let W be any irreducible weak V H 4 (1, 0)-module. By Lemma 3.1, c(0) acts as a scalar on W . Then by Theorem 2.15 of [23] ( see also Theorem 2.13 of
For (2), by the definition of Y α , we have
So we have
Therefore as an H 4 -module, V H 4 (1, 0) (α) is a quotient of the generalized Verma type module Furthermore, we have
(2) Letλ,μ,ν ∈ C be such thatλ +ν / ∈ Z,μ = 0. Then
For convenience, we give the following definition. The following lemma is easy to prove.
Lemma 4.4. Let W ∈ F . Then there exist m ∈ Z and a non-zero element w in W such that
We are now in a position to state the first main result of this section.
W is isomorphic to one of the following irreducible modules:
given in Theorems 3.2, 3.3 and 3.6, Corollary 3.4 and Corollary 3.7 respectively.
Proof: Let W ∈ F , by the definition of F and Lemma 4.4, there exist an integer m and a non-zero element u in W such that
for some ∈ C, and
We first assume that m = 0. Then 
Next we assume that m = 0. Note that W can be viewed as a module for the vertex algebra V H 4 (1, 0). Let (·, z) be the corresponding operator. Let β = −md. By the proof of Proposition 4.1, (
Therefore W (β) is isomorphic to one of the following module:
This means that W is isomorphic to one of the irreducible modules:
From [22] , we have
equipped with the vertex operator map Y is a vertex algebra.
It is easy to see that for each α ∈ L,
It is obvious that L(0) has integral eigenvalues on
Moreover, the same proof of Theorem 3.5 in [11] gives that for
is a vertex operator algebra except the two grading restrictions. [12] , there exists an element w in U such that for all α ∈ L, and n ≥ 1, α(n)w = 0.
Let α be any element in L. Since V H 4 (1, 0)[L] is simple, similar to the argument in [9] (see also [25] ), from [10] , we have Y (e α , z)w = 0. Then there exists k ∈ Z such that e α (k)w = 0 and e α (n)w = 0 for n > k. By the fact that Then it is easy to see that W is linearly spanned by {E α w| α ∈ L, w ∈ U}. This means that ψ is a module isomorphism. Hence W ∼ = C[L]⊗U. Since W is irreducible, it follows that U is irreducible.
