Abstract. Recently, Ruan and Wang [J. Differential Equations, 188 (2003), pp. 135-163] studied the global dynamics of a SIRS epidemic model with vital dynamics and a nonlinear saturated incidence rate. Under certain conditions they showed that the model undergoes a Bogdanov-Takens bifurcation; i.e., it exhibits saddle-node, Hopf, and homoclinic bifurcations. They also considered the existence of none, one, or two limit cycles. In this paper, we investigate the coexistence of a limit cycle and a homoclinic loop in this model. One of the difficulties is to determine the multiplicity of the weak focus. We first prove that the maximal multiplicity of the weak focus is 2. Then feasible conditions are given for the uniqueness of limit cycles. The coexistence of a limit cycle and a homoclinic loop is obtained by reducing the model to a universal unfolding for a cusp of codimension 3 and studying degenerate Hopf bifurcations and degenerate Bogdanov-Takens bifurcations of limit cycles and homoclinic loops of order 2. In most epidemic models (see Anderson and May [3]), the incidence rate (the number of new cases per unit time) takes the mass-action form with bilinear interactions, namely, κS(t)I(t), where S(t) and I(t) are the numbers of susceptible and infectious individuals at time t, respectively, and the constant κ is the probability of transmission per contact. Epidemic models with such bilinear incidence rates usually have at most one endemic equilibrium and do not exhibit periodicity; the disease will be eradicated if the basic reproduction number is less than one and will persist otherwise (Anderson and May [3], Hethcote [11] ). There are many reasons for using nonlinear incidence rates, and various forms of nonlinear incidence rates have
1. Introduction. Periodic oscillations are common phenomena observed in the incidence of many infectious diseases such as chickenpox, influenza, measles, mumps, rubella, etc. (see Hethcote [10, 11] , Hethcote and Levin [12] , Hethcote, Stech, and van den Driessche [13] ). It is very important to understand such epidemic patterns in order to introduce public health interventions and control the spread of diseases. Recent studies have demonstrated that the incidence rate plays a crucial role in producing periodic oscillations in epidemic models (Alexander and Moghadas [1, 2] , Derrick and van den Driessche [6] , Hethcote and van den Driessche [14] , Liu et al. [17, 18] , Lizana and Rivero [19] , Moghadas [21] , Moghadas and Alexander [22] , Ruan and Wang [25] , Wang [26] ).
In most epidemic models (see Anderson and May [3] ), the incidence rate (the number of new cases per unit time) takes the mass-action form with bilinear interactions, namely, κS(t)I(t), where S(t) and I(t) are the numbers of susceptible and infectious individuals at time t, respectively, and the constant κ is the probability of transmission per contact. Epidemic models with such bilinear incidence rates usually have at most one endemic equilibrium and do not exhibit periodicity; the disease will be eradicated if the basic reproduction number is less than one and will persist otherwise (Anderson and May [3] , Hethcote [11] ). There are many reasons for using nonlinear incidence rates, and various forms of nonlinear incidence rates have In order to better understand the generic bifurcations in SIRS models with saturated incidence rates and also motivated by the work of Liu et al. [17, 18] and Hethcote and van den Driessche [14] , Ruan and Wang [25] studied the global dynamics of a SIRS model with the nonlinear incidence function g(I) = κI 2 /(1 + αI 2 ), i.e., = h = 2 :
where b > 0 is the recruitment rate of the population, δ > 0 is the death rate of the population, γ > 0 is the recovery rate of infectious individuals, and ν > 0 is the rate of removed individuals who lose immunity and return to the susceptible class. Under certain conditions Ruan and Wang [25] showed that the simplified model (1.3) undergoes a Bogdanov-Takens bifurcation; i.e., it exhibits saddle-node, Hopf, and homoclinic bifurcations. They also established the existence of none, one, or two limit cycles by applying the Bendixson-Dulac criterion [32] , the Poincaré-Bendixson theorem [9] , and a classic method for uniqueness of limit cycles in the Liénard equation [32] , respectively. The coexistence (Theorem 2.9 in [25] ) of two limit cycles is obtained by assuming that the successor function [32] (denoted by d in [25] ) can switch its signs. In Ruan and Wang [25] the uniqueness of limit cycles was obtained under the assumption that a polynomial h(x) of degree 6 is nonpositive for all x in a definite interval, which is actually not easy to check. Moreover, only the first order Liapunov value of the weak focus (I 2 , R 2 ) in Theorem 2.6 of [25] was calculated. To have a better understanding of the dynamics of the system, we need to calculate higher order Liapunov values of the weak focus, which is difficult in general. In fact, the weak focus (I 2 , R 2 ) in Theorem 2.6 of [25] (E + in this paper) may have multiplicity 2, two limit cycles may arise from a degenerate Hopf bifurcation, and a limit cycle and a homoclinic loop may coexist via the degenerate Bogdanov-Takens bifurcation.
Summing up the three equations in (1.2), we obtain an equation dN/dt = b − δN with N (t) = S(t) + I(t) + R(t). Obviously, all solutions of this equation tend to its equilibrium N (t)
The study of model (1.3) is interesting and significant since it exhibits different and complicated dynamics such as periodic solutions, homoclinic orbits, multiple endemic equilibria, etc. The global dynamics is still not well understood. In this paper we further study the dynamical behavior of system (1.3). By rescaling the variables
and parameters
where we still use I, R, t to present x, y, τ for simplicity and I, R ≥ 0, A, m, p, q > 0. We first calculate the second order Liapunov value at the weak focus and prove that the maximal multiplicity of the weak focus is 2 by technically dealing with some complicated multivariable polynomials, which implies that at most two limit cycles can arise near the weak focus. Then, by reducing the determination of the sign for polynomials of higher degrees to revised sign lists [31] , we give some clean conditions on the parameters for the uniqueness of limit cycles. Finally, we reduce system (1.4) to a form of universal unfolding for a cusp of codimension 3 so as to give the bifurcation surfaces and display all limit cycles and homoclinic loops of order up to 2, from which the coexistence of limit cycles and homoclinic loops is established. The paper is organized as follows. Some preliminary results on the existence and properties of equilibria are reviewed in section 2. Section 3 is devoted to the study of degenerate Hopf bifurcation. The uniqueness of limit cycles is considered in section 4. In section 5, we study the degenerate Bogdanov-Takens bifurcation of the model. A brief discussion on the models, motivations, methods, and results is given in section 6.
Preliminaries.
We first recall some known results on the existence of equilibria. As shown in Ruan and Wang [25] , system (1.4) has at most three equilibria O = (0, 0), E − = (I − , R − ), and E + = (I + , R + ) in the first quadrant, where
It is easy to see that O is the disease-free equilibrium of system (1.4) and is a stable node. Moreover, there are no positive equilibria if A 2 < 4m(mp + q + 1) and two positive ones E − and E + if A 2 > 4m(mp + q + 1). They coincide at E 0 = (I 0 , R 0 ) = (A/2(mp + q + 1), qA/2(mp + q + 1)) if A 2 = 4m(mp + q + 1). It is indicated in [25] that E − is a saddle and E + is a node, a focus, or a center. Moreover, the following results are given in Theorem 2.1 in [25] .
Lemma 2.1. The equilibrium E + is stable if one of the following inequalities holds:
where A 2 c =:
When the parameters lie in the region
the linearization of system (1.4) at E + has a pair of purely imaginary eigenvalues. Let
The following results on Hopf bifurcation are given in Theorem 2. Obviously, in [25] a question remains open: Is E + possibly a center when μ = 0? A negative answer will be given in section 3. Regarding μ as a quadratic polynomial of p, we can easily see that the case μ = 0 happens if and only if the discriminant of (2.2) is ≥ 0.
As shown previously, when A = A 0 =: 2 m(mp + q + 1), the equilibrium E 0 appears in the interior of the first quadrant and is degenerate because the Jacobian matrix of the linearized system of (1.4) at E 0 has determinant 0.
Proof. For p = ((m − 1)q − 1)/(2m) it was proved in [25] that system (1.4) has a cusp at E 0 . Consider the case that p = ((m − 1)q − 1)/(2m). With the change of variables (I, R) → (x, y) defined by
,
, and E 0 is translated to the origin. By the implicit function theorem, there is a unique function y = ς(x) such that ς(0) = 0 and Y 1 (x, ς(x)) = 0. Actually, we can solve from Y 1 (x, y) = 0 that
Substituting y = ς(x) into the first equation of (2.3), we get
Theorem 7.1 in Chapter 2 of [32] implies that the origin is a saddle-node of system (2.3). Thus, E 0 is a saddle-node of system (1.4).
Degenerate Hopf bifurcation.
This section is a complement to the Hopf bifurcation analysis in Ruan and Wang [25] . In Lemma 2.2 the sign of μ is the same as the sign of the first Liapunov value of (1.4) if E + is a weak focus, but [25] does not determine the sign of the higher order Liapunov values and whether E + is a center. In this section, we overcome some technical difficulties in the computation of the higher order Liapunov values and prove that E + is a weak focus of multiplicity at most 2.
As in section 2, we consider those parameters in the region Ω, defined in (2.1), where the Jacobian matrix at E + has a pair of purely imaginary eigenvalues and the parameters A, m, p, and q satisfy A 2 = A 2 c > 4m(mp + q + 1). In this case, the first coordinate of E + takes the form I + = (2m 2 p − q + mq − 1 + 2m)/(A(mp + p + 1)). A simple transformation (I, R) → (x, y), which translates E + to the origin and diagonalizes the linear part, reduces system (1.
where
Obviously, k 1 > 0 because m > 1 and q > (2mp + 1)/(m − 1). Using the polar coordinates x 1 = r cos θ, y 1 = r sin θ, we obtain from (3.1) that
and
Consider solutions of (3) (3) and comparing the coefficients, we obtain a system of differential equations for r j (θ), j = 1, 2, . . ., i.e., (3.3)
Solving them together with the initial conditions, we get
Using Maple V.7 software, we compute the Liapunov value as follows:
For parameters in Ω, the sign of L 3 is determined by 2b 2 − w and therefore is the same as the sign of μ, which demonstrates the corresponding results in Lemma 2.2.
In this case the Liapunov value of order 5 can be calculated as follows:
where, using (3.1) and the fact that μ = 0, we have
By the theory of Hopf bifurcation [20, 32] , we obtain the following results. To carry out numerical simulations on two limit cycles, we choose parameters m = 3, p = 0.1, q = 15, and A = 21.99. We can verify that the conditions of result (ii) in Theorem 3.1 are satisfied. In this case the two limit cycles can be simulated by using MATLAB 6.5 software. In Figure 2 , the trajectory started at the point P 1 = (1, 5) spirals inward as the time t → −∞ and the trajectory started at P 2 = (1.2, 12) spirals inward as t → ∞. Hence, an unstable outer limit cycle exists and lies in the annular region bounded by these two trajectories. Similarly, the orbit started at P 3 = (1.5, 15) spirals inward as t → ∞ and the orbit started at P 4 = (1.3, 17) spirals outward as t → ∞. Therefore, there is a stable inner limit cycle lying in the annular region bounded by these two orbits. The equilibrium E + = (1.195073225, 17.92609838) is unstable. 
Uniqueness of limit cycles.
In this section we consider the uniqueness of limit cycles of system (1.4) and provide a relatively simpler proof compared to that of [25] . As shown in Theorem 2.2 of [25] and section 2, it suffices to discuss the case when m > 1 and A 2 > 4m(mp + q + 1), in which system (1.4) possibly has closed orbits and E + lies in the first quadrant. Our strategy is to reduce system (1.4) to the form of the Liénard systeṁ
and apply the known Theorem 1.1 in Kooij and Zegeling [15] and Theorem 2.1 in Xiao and Zhang [29] . Rearranging terms in the order of powers of R, we rewrite system (1.4) asİ
. We need only to consider I > 0 because I = 0 is an orbit. Thus g 1 (I) > 0, and system (4.2) has the same phase portrait as the systeṁ
With the transformation
system (4.3) is reduced to the Liénard system (4.1) with 
In fact, a vertical isocline of (4. 
This implies that limit cycles of system (4.2) (if any exist) lie on the left of 1 because I + < I D (i.e., the equilibrium E + lies on the left of 1 ). On the other hand, limit cycles lie on the right of 0 ; otherwise, a limit cycle intersects 0 because I + > I − (i.e., E + lies on the right of 0 ), implying thatİ = 0 at a point on 0 . This is a contradiction because on 0 the derivativė 
The other conditions can be checked explicitly by the assumptions in our lemma. Thus the lemma is proved.
In order to obtain conditions in terms of the original parameters for the uniqueness of limit cycles and complete the results of the uniqueness in [25] , we use the notation
These constants are obviously all positive. Using the conditions in Lemma 4.1, we obtain the following theorem. 2) has at most one limit cycle in the interior of the first quadrant. Moreover, under assumption (i) (resp., (ii)) the limit cycle is unstable (resp., stable) if it exists.
Proof. For c 6 and m(m − 1) to be sufficiently small in case (ii) of Theorem 4.2, we have to restrict p and m near 0 and 1, respectively. Efforts are also made to extend the restriction by some known results on the zeros of high degree polynomials (Yang [31] ). As shown in the above proof for Theorem 4.2 (ii), we can generally suppose that m > 1, A 2 > 4m(mp + q + 1) and that h(I − ) < 0, h(I D ) < 0 and claim that h has no real zeros in the interval (I − , I D ). By Lemma 3.1 in [31] , the number of real zeros of h in (I − , I D ) is equal to the number of negative zeros of the function
By Lemma 4.1, we need to determine the sign of h(x). Our strategy is to discuss the quadratic function η(x)
Let Discr(Ψ) be the discrimination matrix of the polynomial Ψ, constructed in the appendix as in [31, Definition 2.1] and its following paragraph, and calculate its principal minors 1 , 2 , . . . , 13 as in the appendix. Consider the sequence SE = { 1 2 , 2 3 , . . . , 12 13 } and its sign list S(SE) = {sgn ( 1 2 ), . . . , sgn( 12 13 )}, where sgn(x) denotes the sign of x. Now revise the signs according to the following rule (Definition 2.3 in [31] 
. .} by truncating for the same number of terms; (S2) otherwise, do not change. Let S (SE) denote the revised sign list. By Theorem 3.3 in [31] , the number of distinct negative zeros of Ψ is equal to ξ 1 − ξ, where ξ is the number of sign changes in S (SE) and 2ξ 1 is the number of nonzero members in S (SE). Thus we conclude that Ψ has no negative zeros, i.e., h(x) < 0
The above conclusion shows that the condition on parameters for h(x) < 0 can be determined by the list S (SE). It is easy to calculate that 1 2 = 6α 3 0 < 0, i.e., sgn( 1 2 ) = −1. So in total we have 3 11 (=177147) cases to discuss because each of the remaining 11 elements in S (SE) has three options: −1, 0, 1. We illustrate a general method for conditions on parameters with a further discussion on 12 13 . In the case that 12 13 = 0, S (SE) contains 12 nonzero members, implying that ξ 1 = 6. So we need only to construct a revised sign list with ξ = 6. We easily find such a list {−1, 1, −1, 1, −1, 1, −1, −1, −1, −1, −1, −1} , which gives a condition on parameters:
(C 1 ) : 2 3 ≥ 0, 3 4 < 0, 4 5 > 0, 5 6 < 0, 6 7 > 0, 7 8 < 0, 8 9 < 0, 9 10 < 0, 10 11 < 0, 11 12 < 0, 12 13 < 0.
In the case that 12 13 = 0, the number of nonzero members in S (SE) is < 12, i.e., ξ 1 ≤ 5. Note that the list {−1, 1, −1, 1, −1, 1, 1, 1, 1, 1, 0 , 0} has ξ = 5. Being a revised sign list, it gives a condition of parameters: Finally, Lemma 4.1 and the conclusion given in the last paragraph enable us to sum-
, and if either (C 1 ) or (C 2 ) holds, then system (4.2) has at most one limit cycle in the interior of the first quadrant. Moreover, the limit cycle is stable if it exists. More conditions other than (C 1 ) and (C 2 ) can similarly be obtained for the uniqueness of limit cycles.
Degenerate Bogdanov-Takens bifurcation. By Lemma 2.3, when
) is a cusp, where the Bogdanov-Takens bifurcation may occur by a perturbation. By the standard theory of the BogdanovTakens bifurcation (of codimension 2), Ruan and Wang [25] assert only that the system has at most one limit cycle and the obtained homoclinic loop is of order 1 (see the definition in [16] ).
In the following, we display the possible bifurcations of multiple limit cycles and homoclinic loops of order higher than 1. Note that as A = A 0 and p = p 0 , we have (m − 1)q = 2mp 0 + 1 > 0, implying m > 1. So we fix m 0 > 1 near 1 arbitrarily and consider three bifurcation parameters A, p, m near A 0 , p 0 , m 0 , respectively. Let
where 3 > 0. Then, we discuss bifurcations of the equivalent system (1.4) for the parameters = ( 1 , 2 , 3 ) near (0, 0, 0) .
where μ i 's are functions of 1 , 2 , 3 such that
Proof. With the substitution (5.1), equation (1.4) can be written as
), (5.3) where I and R are defined in (1.4) . When = 0, system (5.3) has a cusp at the origin O 2 = (0, 0), as shown in [25] ; i.e., the equilibrium E 0 is translated to O 2 . Expanding (5.3) at O 2 , rescaling time by t = τ (q + 1 + qm 0 )/(2qm 0 ), and then applying a linear transformation T 1 : (I, R) → (Ĩ,R), defined byĨ = I andR = I − R/q to reduce the matrix of the linear part for = 0 to the Jordan canonical form, we can reduce (5.3) further to the form
where all ϑ j , ι ij , and ω j (i, j = 1, 2) are calculated as in the appendix, which satisfies that ϑ 1 (0) = ϑ 2 (0) = 0, ι 12 (0) = 1, and ι 11 (0) = ι 21 
reduces system (5.4) tȯ
and all a ij ( )'s and b ij ( )'s are given in the appendix. Applying the change of variables
, we obtain a system in which the first equation is same as the first equation of (5.2), that is,
where F i (X, ) = 
Thus, the coefficient ofX 2 inF 1 in the second equation of (5.8) reduces to 1, the same as the corresponding one in (5.2).
In order to reduce system (5.8) to the induced form (5.2), we need to remove the term ofX in the second equation of (5.8). We achieve this by the affine transformation u =X − c 11 ( )/2c 12 ( ), v =Ỹ inX, and change system (5.8) intȯ
where Figure 3 . Since each of them is a cone with vertex at the origin (up to a homeomorphism in the parameter space), as in [7] , it suffices to observe the bifurcation diagram in a small half ball
for sufficiently small μ 0 > 0 and project the diagram to the plane SN (i.e., μ 1 = 0). As indicated in [7] , projected on the disk Υ = S μ0 ∩ SN , the curve H intersects the curve HL at a point s 0 and L is tangent to curves H and HL at two points s 1 and s 2 , respectively. Thus the half ball S μ0 is divided into five open regions D j (j = I, II, . . . , V ), as shown in Figure 3 . Let D j (j = I, II, . . . , V ) be the corresponding regions in the (A, p, m)-space and s 0 , s 1 , s 2 be the corresponding intersection points, which can be calculated with (5.11). When (A, p, m) lies in these regions, by Theorem 3.1, system (1.4) has two equilibria E + and E − in the interior of the first quadrant and E − is [7] and [25] , we can list more detailed dynamical behaviors in Table 1 , where s 0 s 1 and s 0 s 2 denote the parts of bifurcation surfaces determined by the arcs on H and HL, respectively, as shown in Figure 3 . More concretely, neither a limit cycle nor a homoclinic loop appears in D I ; a limit cycle arises as parameters go through H from D I to D II ; the limit cycle expands, deforms into a homoclinic loop and finally breaks as parameters go through HL from D II to D III ; a limit cycle arises again as parameters go through H from D III to D IV . By continuity, if parameters go through the part of HL below s 2 and return to D I from D IV , the limit cycle disappears; if parameters go from D IV and hit the arc s 0 s 2 , the limit cycle coexists with a homoclinic loop. Furthermore, if parameters enter the region D V , the limit cycle persists and another limit cycle arises as the homoclinic loop breaks, i.e., two cycles coexist.
6. Discussion. The existence of limit cycles in epidemic models can be used to explain oscillatory phenomena observed in the dynamics of some infectious diseases. One of the mechanisms by which epidemic models exhibit periodic oscillations is bifurcation, which occurs when the parameters vary. Early work on studying the dynamics of epidemic models focused on Hopf bifurcation, homoclinic bifurcation, or saddle-node bifurcation separately by using only one bifurcation parameter (Derrick and van den Driessche [6] , Hethcote and van den Driessche [14] , Liu et al. [17, 18] ). Recent studies indicate that some epidemic models undergo codimension 2 bifurcations near degenerate equilibria; i.e., a Bogdanov-Takens bifurcation, which includes a Hopf bifurcation, a homocline bifurcation and a saddle-node bifurcation, can occur when two parameters vary near their critical values (Lizana and Rivero [19] , Ruan and Wang [25] , Alexander and Moghadas [1, 2] , Moghadas [21] , Wang [26] ). It is interesting to notice that not only epidemic models with nonlinear incidence rates but also simple epidemic models with bilinear mass-action incidence rates can have complex dynamics such as the occurrence of Bogdanov-Takens bifurcations. For instance, Wang and Ruan [27] considered an epidemic model with a bilinear mass-action incidence rate and a constant removal rate of infectious individuals and showed that the model undergoes a sequence of bifurcations, including saddle-node bifurcation, subcritical Hopf bifurcation, and homoclinic bifurcation.
In those epidemic models exhibiting Bogdanov-Takens bifurcations, periodic solutions can arise through a Hopf bifurcation for some parameter values and disappear through a homoclinic bifurcation for some other parameter values, but neither the existence of multiple limit cycles nor the coexistence of a limit cycle and a homoclinic loop is revealed. However, recent work (Alexander and Moghadas [1, 2] , Liu, Hethcote, and Levin [17] , Moghadas and Alexander [22] , Ruan and Wang [25] , Wang [26] ) indicates that some epidemic models can have two limit cycles. One may expect that the appearance of two limit cycles is due to the fact that degenerate Hopf and degenerate Bogdanov-Takens bifurcations [4] may occur in such epidemic models as well. However, to the best of our knowledge, so far there is no such study on the degenerate Hopf bifurcation and degenerate Bogdanov-Takens bifurcation on epidemic models. One of the difficulties is the lack of general criteria in calculating the multiplicity of a weak focus (see Xiao and Zhu [30] for such a criterion for a predator-prey model; see also Ruan and Xiao [24] ).
In this paper, we continued studying the dynamics of a simplified epidemic model (1.3) with a nonlinear incidence rate that was originally considered by Ruan and Wang [25] (see also Liu et al. [17, 18] and Hethcote and van den Driessche [14] ). Under certain conditions Ruan and Wang [25] showed that the simplified model (1.3) undergoes a Bogdanov-Takens bifurcation; i.e., it exhibits saddle-node, Hopf, and homoclinic bifurcations. They also established the existence of none, one, or two limit cycles. In this paper, we first calculated the second order Liapunov value of the weak focus and proved that the maximal multiplicity of the weak focus is 2 by technically dealing with some complicated multivariable polynomials, which implies that at most two limit cycles can arise near the weak focus. Then, by reducing the determination of the sign for polynomials of higher degrees to revised sign lists, we re-established the uniqueness of the limit cycle. Finally, we reduced system (1.4) to a form of universal unfolding for a cusp of codimension 3 and showed the coexistence of limit cycles and homoclinic loops via a degenerate Bogdanov-Takens bifurcation.
The coexistence of limit cycles and homoclinic loops demonstrates that epidemic models with saturated incidence rates exhibit very different and complex dynamics. Furthermore, the results indicate that the dynamical behavior of the model is very sensitive to the initial densities of the susceptible and infectious individuals. When the initial values lie inside the homoclinic loop, the numbers of susceptible and infectious individuals fluctuate periodically about the endemic levels. Such periodic patterns will be helpful in designing control and intervention policies for the disease. When the initial values lie outside the homoclinic loop, the disease will die out even if there are two endemic equilibria (see Figure 3) . This means that the disease can be controlled and eradicated even above the threshold.
To the best of our knowledge, this is the first time that a limit cycle and a homoclinic loop have been shown to coexist in a realistic epidemic model. Though we focused on a simple case of SIRS models with a specific saturated incidence rate, we believe that such rich and complex dynamics can occur in other epidemic models with general saturated incidence rates as well as other types of nonlinear incidence rates (Hethcote and van den Driessche [14] , Liu et al. [17, 18] ).
Appendix.
(A1) As claimed in section 4, for each j = 1, . . . , 13, the polynomial j in variables
