Simulación sistema de clasificación de objetos basado en visión artificial by Velásques Hernández, Erik Gregorio

























UNIVERSIDAD NACIONAL ABIERTA Y A DISTANCIA 
ESCUELA DE CIENCIAS BÁSICAS, TECNOLOGIA E INGENIERIA 
INGENIERIA ELECTRONICA Y CONTROL INDUSTRIAL 
IBAGUE 
2014 




























UNIVERSIDAD NACIONAL ABIERTA Y A DISTANCIA 
ESCUELA DE CIENCIAS BÁSICAS, TECNOLOGIA E INGENIERIA 
























  ________________________________ 











  ________________________________ 
















Ibagué,   mayo, 2014 
 
 





INFORMACIÓN GENERAL DEL PROYECTO 
 
 
Fecha: 1 de Mayo del 2014 
Título: Simulación sistema de clasificación basado en visión artificial. 
Investigador principal: Erik Gregorio Velásquez Hernández. 
Nivel de capacitación del investigador Principal: muy bueno. 
E-mail erikgvh@hotmail.com 
Teléfono: 3142344206 
Número de cedula de ciudadanía: 1.110.501.630 
Nombre del Grupo de Investigación: Línea de Investigación Automatización y 
herramientas lógicas. 
Red de Investigación: innovación tecnológica. 
Escuela: Escuela de ciencias básicas, tecnología e ingeniería. 
Programa Académico: Ingeniería electrónica. 
 
Zona UNAD de procedencia del proyecto: CEAD Ibagué Tolima 
Director zonal: Gloria Isabel Vargas Hurtado 
Dirección postal: 





Duración del proyecto (meses): 3 meses. 
Tipo de proyecto: automatización y control – Clasificación por visión artificial. 
Valor de la Financiación solicitada: 2.495.050 




















En el presente proyecto se diseñara e implementara un sistema de clasificación de objetos por 
medio de visión artificial para realizar su debido control, el sistema está compuesto por dos 
bloques que son el hardware que mediante una tarjeta de adquisición de datos desarrollada y 
controlado por el microcontrolador PIC18F4550 con comunicación USB, esta interface se 
encarga del control del motorreductor de la banda transportadora y el motor paso a paso 
encargado del movimiento de los contenedores, dicha interface tiene como entrada la señal del 
sensor óptico de barrera encargo de detectar el paso de los objeto, el siguiente componente 
importante es el software en el cual mediante las toolbox de MatLab como son Image Acquisition 
se controlara la cámara y la toolbox Image Processing se encarga de realizar el procesamiento 
digital de las imágenes, la programación de la interface de adquisición de datos se realizara por 
medio del software PIC C Compiler para la programación del microcontrolador en lenguaje C.  
  
El funcionamiento básico del sistema es emplear una banda transportadora para realizar el 
transporte de los objetos de los colores básicos que componen en modelo RGB que son rojo 
verde o azul, los cuales serán detectados al paso del sensor óptico de barrera y de esta forma 
capturar la imagen con la cámara, la cual será procesada por el software de ingeniería MatLab en 
tiempo real y de esta forma clasificarla en alguno de los contenedores según el tipo de 
clasificación que se desee realizar en el momento ya sea por forma o color. 
 
Los sistemas de visión artificial efectúan tareas repetitivas con precisión y rapidez y permiten 
trabajar fuera del espectro visible distinguiendo detalles no visibles por el ojo humano y 
aportando numerosos beneficios, siendo los más inmediatos el incremento de la calidad y del 














In this project we design and implement a system of classification of objects by means of 
artificial vision for its proper control , the system is composed of two blocks are the hardware via 
an acquisition card data developed and controlled by the microcontroller PIC18F4550 USB 
communication , this interface is responsible for controlling the gear motor and conveyor stepper 
motor responsible for movement of containers, such interface has as input the signal from the 
optical sensor to detect custom barrier over the object the next important component is the 
software in which by the MatLab toolbox like camera Image Acquisition and Image processing 
toolbox is responsible for performing digital image processing were controlled , the programming 
interface for data acquisition conduct by the PIC C Compiler software for programming the 
microcontroller in C 
 
The basic operation of the system is to use a conveyor belt to transport the objects that 
compose the basic colors in RGB model that are red green or blue, which will be detected by the 
optical sensor step barrier and thus capture the image with the camera, which will be processed 
by MatLab software engineering real-time and thus classify it in one of the containers by type of 
classification is desired at the time either by shape or color. 
 
The machine vision systems perform repetitive tasks with precision and speed, allowing work 
outside the visible spectrum distinguishing details not visible to the human eye and bringing 
many benefits, the most immediate increase in the quality and efficiency of production and 
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Según Aboudara C., Nielsen I., Huang JC., Maki K., Miller AJ., Hatcher D. (2009) 
 
La visión artificial o visión asistida por computadora es uno de los subcampos de 
la inteligencia artificial, cuyo propósito es realizar la programación de un 
computador para que este logre “entender” las características de una imagen o 
escena. La visión artificial consiste en la captación de imágenes mediante cámaras 
con sensores CCD, por sus siglas en inglés: "Charge Coupled Device" ósea 
"Dispositivo de Carga Acoplada", contiene pequeños circuitos electrónicos que 
transforman la luz captada por la cámara en electricidad. (p. 468) 
 
Otro tipo de sensor es el CMOS es un tipo de sensor que es normalmente 10 veces menos 
sensible que sensor de CCD, esto para su posterior tratamiento mediante técnicas de 
procesamiento digital de imágenes, permitiendo de esta forma intervenir en el proceso para 
realizar el control de calidad o que se lleven a cabo control para la modificación del producto. 
 
Las grandes ventajas de los sistemas de clasificación por visión artificial es que pueden 
efectuar tareas repetitivas con rapidez y precisión, permitiendo distinguir detalles que no son 
visibles por el ojo humano, lo que conlleva rendimiento en la cadena de producción, mejorar la 
calidad y una de las más importantes a nivel empresarial reducción de costos en la mano de obra, 
ya que permite el funcionamiento las 24 horas del día, evitando los errores humanos. 
 
Los componentes que hacen parte de un sistema de visión artificial son sistema de iluminación 
ya sea Led, láser, fluorescente, etc. La cámara encargada de la captura de imágenes, Tarjeta de 
adquisición de datos, Procesamiento digital de imágenes mediante un software el cual mediante 
algoritmos se encargue de procesar, filtrar, segmentación y reconocimiento de forma, y de 
clasificación de los objetos en la imagen. 
 
 





1.2  Definición del Problema 
 
¿Cómo resolver las perdidas en la industria debido al rechazo de lotes de producto terminado, que 
se deben a la incorrecta clasificación del producto que no cumple con los estándares 
establecidos? 
 
Para solucionar esto  se plantea la automatización y debido a ya que la automatización de 
procesos es una tendencia natural del progreso tecnológico, ya sea para disminuir tiempos de 
producción o para mejorar la calidad del dicho proceso, se plantea una solución mediante un 
sistema de clasificación de objetos mediante visión artificial que permita la clasificación de 
objetos según su color o forma (variables), y según esto ubicarlos en distintas posiciones o 
ubicaciones, en un contendor. 
 
Los problemas a solucionar serían los siguientes: 
 
v Evitar que objetos que no cumplan con los estándares de producto terminado de la 
empresa lleguen al cliente, con lo cual se reducen los costos que debe asumir la empresa 
del traslado de dicho producto. 
 
v Crear algoritmos de control que prevean condiciones de peligro y realicen paradas 
automáticas de la planta en caso de emergencia. 
 
v Reducir los errores humanos. 
 
Una de las consecuencias que se presentan cuando el cliente recibe productos que no 
corresponden al que solicito o que el producto no cumpla con los estándares de producto 
terminado, es que el cliente pierde la confianza en adquirir nuevamente un producto con la 
empresa, aunque se le realice el cambio del mismo ya que para una próxima ocasión se producirá 
desconfianza para adquirir nuevamente algún producto con la empresa. 
 
 





1.3  Justificación 
 
Este proyecto es necesario en la industria en una línea de producción continua, para optimizar  y 
evaluar la calidad de la producción separando los productos que no cumplan con los parámetros 
establecidos de fabricación, debido estricto control y certificación de calidad del exigente 
mercado nacional o internacional que se solicita actualmente. 
 
Gracias a los avances desarrollados hasta el momento se logrado facilitar el proceso de 
clasificación de objetos empleando sistemas inteligentes, que realicen este tipo de tareas por el 
hombre, para que de esta forma se reduzca al mínimo los errores que se presentan al revisar cada 
uno de los elementos u objetos, que lo hacen un proceso tedioso. 
 
La utilidad que se espera del desarrollo de este proyecto es que permita optimizar la 
clasificación de objetos según las variables establecidas, y de esta forma emplearlo en diferentes 
campos en los que se requiera clasificar objetos dependiendo del color o forma, realizando ajusto 
de alto costo como emplear una cámara de mayores prestaciones, empleando motores adecuados 
para mover objetos de mayor tamaño. 
 
El sistema está compuesto por dos bloques fundamentales que son el hardware y software. 
 
En esta investigación, se utilizan como herramientas sensores, motores, microcontrolador, el 
software de ingeniería MATLAB, el software PIC C Compiler para la programación del 
microcontrolador, cámara y un PC. 
 
La aplicación del proyecto en el campo real seria en la clasificación de frutas como mango, 











1.3  Objetivos 
 
1.3.1  Objetivo general 




1.3.2 Objetivos Específicos: 
v Diseñar un sistema de control y clasificación de objetos mediante la implementación de 
un sistema de visión artificial. 
v Minimizar  los  costos de operación del proceso mediante la implementación del sistema. 
v Realizar inspecciones de objetos sin contacto físico. 
v Realizar inspecciones en procesos donde existe diversidad de piezas con cambios 
























2. DESARROLLO TEÓRICO 
 
 
2.1  MARCO TEORICO 
 
 
2.1.1 Visión Artificial o Visión asistida por computadora (concepto específico). 
 
Según Valderrama Gutiérrez, Freddy F. Modulo Académico Robótica. (2010). 
 
La visión artificial, también conocida como visión por computador (del inglés 
computer vision) o visión técnica, es un subcampo de la inteligencia artificial. El 
propósito de la visión artificial es programar un computador para que "entienda" 
una escena o las características de una imagen. (p.15) 
 
Los objetivos típicos de la visión artificial incluyen: 
 
v La detección, segmentación, localización y reconocimiento de ciertos objetos en imágenes 
(por ejemplo, caras humanas). 
 
v La evaluación de los resultados (por ejemplo, segmentación, registro). 
 
v Registro de diferentes imágenes de una misma escena u objeto, es decir, hacer concordar 
un mismo objeto en diversas imágenes. 
 
v Seguimiento de un objeto en una secuencia de imágenes. 
 
v Mapeo de una escena para generar un modelo tridimensional de la escena; este modelo 
podría ser usado por un robot para navegar por la escena. 
 
v Estimación de las posturas tridimensionales de humanos. 
 











2.1.1.1  Características principales en un sistema de visión artificial 
 
v Analizan luz o color reflejado: Miden nivel de luz 
 
v Detectan bordes y formas 
 
v Analizan color 
 
v Actúan sin contacto: No deforman el material 
 
v Se puede analizar un objeto en movimiento 
 
v Son automáticos: Alta velocidad de procesado 
 
v Flexibles: basados en software 
 




2.1.1.2 Componentes de un sistema de visión artificial 
 









Fuente: Aplicación práctica de la visión artificial en el control de procesos industriales. (2012, 
Febrero). Recuperado el 21 de Enero de 2014 de la página web: 
http://www.infoplc.net/files/documentacion/vision_artificial/infoPLC_net_UD_1_DIDAC.pdf 
Ejemplos de algunas aplicaciones de visión artificial. 
 
Figura 2. Control de pernos 
 
 
Fuente: Aplicación práctica de la visión 
artificial en el control de procesos 
industriales. (2012, Febrero). Recuperado 




Figura 3. Presencia de orificios 
 
 
Fuente: Aplicación práctica de la visión 
artificial en el control de procesos 
industriales. (2012, Febrero). Recuperado el 





Figura 4. Control de rosca 
 
 
Fuente: Aplicación práctica de la visión 
artificial en el control de procesos 
Figura 5. Control de utillajes 
 
  
Fuente: Aplicación práctica de la visión 
artificial en el control de procesos 
industriales. (2012, Febrero). Recuperado 





industriales. (2012, Febrero). Recuperado 









2.1.2   Sistema de Pick-Up & Place (Guiado de Robots) 
 
Localización de la posición de un objeto detectando las coordenadas del mismo en el espacio para 
recogerlo y desplazarlo al lugar deseado. 
 
Guiado de robots y máquinas: 
 
v Localización de centro y orientación para ensamblar piezas 
 
v Manipulado y posicionamiento de piezas 
 





Figura 6-7. Pick-up & Place 2D. 
       
Aplicación práctica de la visión artificial en el control de procesos industriales. (2012, 
Febrero). Recuperado el 21 de Enero de 2014 de la página web: 
http://www.infoplc.net/files/documentacion/vision_artificial/infoPLC_net_UD_1_DIDAC.pd
f 





2.1.3 Matlab  
Según Cuevas Jiménez E. J, Zaldivar Navarro D. (s/f). 
 
Cuenta  una gran cantidad de programas de apoyo especializados, que  se 
denominan Toolboxes, que aumentan el potencial en el programa principal. Esos 
Toolboxes cubren casi todas las áreas principales de la ingeniería y la simulación, 
unas de las “toolboxes” que se destacan son las de adquisición y procesamiento de 
imágenes y el MatLab Guide que nos permitirá realizar la interface gráfica. (p.32) 
 
El Toolbox de adquisición de imágenes cuenta con una gran cantidad de funciones que permite, 
adquirir imágenes de distintos dispositivos (desde cámara especializadas compatibles con 
MatLab hasta las webcams USB), que permiten visualizar videos, adquisición de imágenes, hasta 
llevar los datos al entorno de trabajo de MatLab, filtrado, etc. 
 
Según Barranco (2011). “El Toolbox de procesamiento de Imágenes de MatLab proporciona una 
gran cantidad de prestaciones que incrementa las capacidades para desarrollar aplicaciones y 
algoritmos para el campo del análisis y procesado de imágenes”. (p.16) 
 
Ya que MatLab basa su funcionamiento en matrices lo convierte en una excelente herramienta de 
trabajo gracias a su entorno de trabajo matemático y de creación ya que las imágenes 
principalmente son matrices con esto la toolbox de MatLab cuanta con las siguientes 
prestaciones: 
v Análisis y estadística de imágenes. 
v Diseño de filtros. 
v Operaciones morfológicas, geométricas y de color. 
v Transformaciones 2D, etc. 
v Mejora y retocado de imágenes. 
 
        2.1.3.1 Conceptos básicos de Imágenes   
 
Según Hanselman, y  Littlefield, B. (2005).  Manual Matlab 7.0  
 
En MatLab una imagen a escala de grises es representada por medio de una matriz 
bidimensional de m x n elementos en donde n representa el número de píxeles de 





ancho y m el número de píxeles de largo. El elemento N11 corresponde al 
elemento de la esquina superior izquierda (ver figura 18), donde cada elemento de 
la matriz de la imagen tiene un valor de 0 (negro) a 255 (blanco). (p.21) 
 
Por otro lado una imagen de color RGB (la más usada para la visión computacional, además de 
ser para MatLab la opción default) es representada por una matriz tridimensional m x n x p, 
donde m y n tienen la misma significación que para el caso de las imágenes de escala de grises 
mientras p representa el plano, que para RGB que puede ser 1 para el rojo, 2 para el verde y 3 
para el azul. La figura 19 muestra detalles de estos conceptos. 
Figura 8 Imagen en escala de grises 
 
Fuente: Espin, R (2011) “CORTINA DE AGUA  PROGRAMABLE” Universitat Politècnica de 
Catalunya (UPC) (PP.21-25)   (modificado por el autor) 
Figura 9. Imagen a color representada en RGB. 
 






Fuente: Espin, R (2011) “CORTINA DE AGUA  PROGRAMABLE” Universitat Politècnica de 
Catalunya (UPC) (PP.21-25)   (modificado por el autor) 
Según Espin, R (2011) 
 
Los formatos de imágenes soportados por MatLab son: 
v JPEG: La extensión de este formato es .jpg 
v TIFF: La extensión de este formato es .tiff 
v GIF: La extensión de este formato es .gif 
v BMP: La extensión de este formato es .bmp 
v XWD: La extensión de este formato es .xwd 
v PNG: La extensión de este formato es .png (p.23) 
 
 





2.1.3.2 Procesamiento de Imágenes  
 
Es el conjunto de técnicas que se aplican sobre imágenes digitales con el fin de mejorar la calidad 
o facilitar la búsqueda de información dentro de las mismas. Algunas de las técnicas que 
podremos encontrar son el Filtrado, la Transformación, la Ecualización, y Segmentación digital. 
 
En este trabajo aplicamos las siguientes técnicas: 
 
• Conversión a escala de grises mediante la función rgb2gray():  Roncagliolo, p. (2012) 
“Las imágenes en escala de grises al contrario de las RGB son un arreglo unidimensional 
de 8 bits de profundidad. Esta escala tiene un total de 256 intensidades de grises donde 1 
corresponde al Negro y 255 corresponde al Blanco”. (p.1) 
 
• Detección de bordes mediante los algoritmos sobel y canny: Según Lego. (2013 “En 
primera instancia se aplicó el algoritmo sobel mediante la siguiente función 
edge(im_gray,'sobel'), esta función se encarga de invocar distintos algoritmos de 
detección de bordes como el canny, sobel y prewitt”. 
 
Según Departamento de Ingeniería electrónica, Telecomunicación y Automática. (2005)  
 
Algoritmo Sobel es utilizado en procesamiento de imágenes, especialmente en 
algoritmos de detección de bordes. Técnicamente es un operador diferencial 
discreto que calcula una aproximación al gradiente de la función de intensidad de 
una imagen. Para cada punto de la imagen a procesar, el resultado del operador 
Sobel es tanto el vector gradiente correspondiente como la norma de éste vector. 
(p.2) 
 
En MatLab este algoritmo se debe aplicar solo en una imagen en escala de grises. 
 
• Dilatación de imagen:  Mediante la función imdilate(im_edge,SE) la cual nos permite 
complementar el contorno de la imagen debido a que por el movimiento o características 
de la imagen el objeto no presenta borde definidos o separados entre sí. 
 





• Filtrado de la imagen:  Mediante la función imfill(im_dilate,'holes'), se aplica un filtro el 
cual nos permite rellenar agujeros o ruido en la imagen, pero si esto no es suficiente 
aplicamos la siguiente operación find([propied.Area]<1000) la cual nos permite buscar 
áreas menores a mil pixeles que luego se eliminaran mediante un ciclo for combinado con 
la función round. 
 
• Corte de imagen:   En el cual mediante la obtención de las características de la imagen y 
luego de aplicar un cuadro delimitador del objeto, la realizamos mediante la función 
imcrop(im,[CAJA]). 
 
• Separamos la imagen recortada en los tres planos RGB: Mediante la siguiente operación 
 
R = RECO(:,:,1);             
G = RECO(:,:,2);             
B = RECO(:,:,3); 
 
Continua a se aplica la función sum para cada uno de los planos de la imagen para de esta forma 
conocer cuál es el color al que corresponde el objeto a la imagen, dependiendo de cuál de los 
planos tenga el mayor valor. 
 
Según Hanselman, D. C., & Littlefield, B. (2005).  
 
Para la comunicación USB con la cual cuenta la tarjeta de adquisición de datos, la 
empresa Microchip cuanta en su página web con los drivers y los archivos que son 
necesarios para permitir establecer una comunicación mediante el puerto USB con 
la familia de microcontroladores 18FXXXX, estos microcontroladores permiten 
efectuar transferencias de paquetes de hasta 64 bytes cada milisegundo por cada 
túnel abierto, para la programación del microcontrolador se emplea el software 
PIC C Compiler, los descriptores o drivers utilizados para la comunicación USB 























v Análisis y observación de variables 




3.2 Fase 1: Investigación Teórica: 
 
La investigación teórica es aquella que se realiza para determinar cómo funciona el proceso y 
cómo podríamos llevarlo a cabo mediante el empleo de un sistema de visión artificial o visión 
asistida por computadora, es toda aquella documentación acerca del proceso de clasificación de 
objetos mediante la visión artificial, se evidencian en el marco teórico de este anteproyecto, lo 




3.3 Fase 2: Realización de pruebas: 
 
Se realizaran pruebas del sistema de visión artificial, inicialmente se debe verificar el 
funcionamiento de cada una de las piezas del sistema lo mismo que las variables a simular de la 
siguiente manera: 
 





Pruebas de la cámara web: 
 
v Prueba de encendido, conectividad al PC de programación, cableado y comunicación con 
el software de control para el procesamiento digital de la imagen. 
 
v Pruebas de interface de entradas y salidas con el software de programación, simulaciones 
de funcionamiento. 
 
v Prueba y revisión de las imágenes capturadas. 
 
Pruebas del sistema de detección del objeto: 
 
v Led a chorro blanco apuntado a la fotorresistencia, fotorresistencia no percibe luz, detecto 
que el objeto ya paso y se encuentra en una posición favorable para tomar la imagen. 
 
Pruebas de comunicación USB: 
 
v Se revisa la correcta comunicación USB entre el PC y el microcontrolador. 
 
Pruebas microcontrolador:  
 
v Verificación de funcionamiento de entradas digitales y salidas digitales. 
 
v Verificación de la entrada analógica correspondiente al sensor óptico de barrera. 
 
v Programación básica de arranque, compilación y ejecución de órdenes básicas de trabajo.  
 
 
Se ubicara cada uno de los objetos en la banda transportadora para su posterior  clasificación de 
acuerdo a la variable seleccionada por el operador ya sea forma o color para verificar la correcta 
ubicación del objeto en el contenedor que corresponda al mismo. 






3.4 Fase 3: Implementación de la Simulación: 
 
Se realiza el proceso de clasificación de objetos de producto terminado de acuerdo a su forma y 
color, con un sistema de visión artificial mediante la detección del objeto tras el paso por el 
sensor óptico de barrera, captura del mismo mediante la cámara, y el posterior procesamiento de 
la imagen en el software de ingeniería MATLAB, y comunicación vía USB con el 
microcontrolador para la correcta ubicación de los objetos mediante el motor (en este caso motor 
paso a paso) que girara para ubicarlo en el contenedor adecuada para dicho objeto, por obvias 
razones el sistema solo tiene operación automática. 
 
Se ubicaran distintos objetos para de esta forma modificar las variables del sistema que son forma 
y color del mismo. 
 
Se requieren los siguientes elementos: 
 
v Computador: En el cual se encontrara la interface gráfica para la operación del sistema, 
por parte del operador. 
 
v Software de ingeniería MATLAB: El cual se encargara del procesamiento digital de las 
imágenes y en el cual se desarrollara la interface gráfica.  
 
v Software de programación del microcontrolador PIC C Compiler: En el cual se 
desarrollara la programación del microcontrolador PIC18F4550 que se empleara para el 
desarrollo de la tarjeta de adquisición de datos o interface de entradas y salidas del 
sistema. 
 
v Programador de microcontroladores Pickit: El cual como su nombre lo indica nos 
permitirá realizar la programación del microcontrolador PIC18F4550 que se empleara en 
la tarjeta de adquisición de datos o interface de entradas y salidas del sistema. 
 





v Cable de comunicación USB: el cual permitirá realizar la comunicación entre la tarjeta de 
adquisición de datos con el computador. 
 
v Sensor de óptico barrera compuesto por un diodo led a chorro, y una fotorresistencia: que 
se empleara para la detección de los objetos para enviar la orden de tomar la fotografía en 
el momento indicado. 
 
v Cámara Logitech C170: Encargada de realizar la toma de imágenes en el momento en que 
se le dé la orden. 
 
 
v Driver MCHPFSUSB v2.2: Proporcionado por la empresa Microchip el cual permite el 
reconocimiento por parte del PC de la tarjeta de adquisición de dato o interface de 

































4.1  Resultados Esperados 
 
El fin de este proyecto es desarrollar un sistema de clasificación de objetos empleando la visión 
artificial, mediante el diseño e implementación de un algoritmo de control en el software de 
ingeniería MatLab, que permita al computador entender e interpretar una imagen tomada por una 
cámara mediante la toolbox de MatLab Image Processing, la cámara también será controlada por 
dicho software mediante la toolbox Image Acquisition, con lo cual también se diseñara e 
implementara una tarjeta de adquisición de datos como interface de entradas y salidas con 
comunicación vía USB mediante el microcontrolador PIC 18F4550, la cual se encarga de 
controlar los actuadores del sistema que son el motorreductor de la banda transportadora y el 
motor para el control del movimiento de los contenedores que corresponde a un motor paso a 
paso unipolar, la tarjeta de adquisición de datos tendrá como entrada un sensor óptico de barrera, 
el cual determinara el momento indicado para realizar la fotografía del objeto. 
 
Diseñar e implementar una interface gráfica en MatLab que permita al usuario u operador 
observar en video en tiempo real lo objetos que son detectados por la cámara, como también la 
indicación en la parte inferior de qué tipo de objetos es y el color del mismo, también que el 
operador pueda realizar el control del sistema, mediante botones con los cuales el usuario pueda 
activar o desactivar la cámara, encender el motorreductor de la banda transportadora o apagarlo 
en caso de emergencia, dicha interface contara con un panel de selección de la variable por la 












Figura 10. Activamos la cámara y el motor de la banda transportadora en la interface 
 
 
Fuente: El autor  
 
FIGURA 11. Interface Gráfica en MatLab 
 
 
Fuente: El autor  
 






Como resultado se necesita que el sistema clasifique los objetos según su color y forma, para el 
color se empleara los colores rojo, verde y azul que componen el modelo de colores básicos 
RGB, para la forma se empleara las figuras triangulo, circulo, cuadrado y hexágono, según estos 
parámetros los objetos serán ubicados en distintos contenedores. 




Fuente: El autor  
Figura 13. Maqueta Propuesta elaborada en AutoCad 2008 
 





Fuente: El autor  
 
Figura 14. Detalle ubicación del motor paso a paso 
 
Fuente: El autor  
 
 
4.2  Diseño e Implementación: Plano 
Figura 15. Plano Electrónico 
 
 





Fuente: El autor  
Figura 16. Tarjeta de Control 
 















Fuente: El autor  
 
Figura 18. Tarjeta de iluminación 
 
 











Figura 19 Administrador de dispositivos sin conectar la tarjeta 
 
 
Fuente: El autor  
 
Figura 20. Administrador de dispositivos después de conectar la tarjeta al PC 
 
Fuente: El autor  
  
Al conectarse por primera vez pide la instalación del controlador de nuestro dispositivo. 






Figura 21 Interface Gráfica en MatLab 
 
 
Fuente: El autor 
Figura 22 Activamos la cámara y el motor de la banda transportadora en la interface 
 
Fuente: El autor 
 





Figura 23 Tipos de clasificación 
 
Fuente: El autor 
Figura 24. Prueba con el círculo azul y clasificación por color, se bloque la luz hacia el LDR 
para que tomara la foto en ese instante. 
 
 









Figura 25 Prueba para el círculo rojo 
 
Fuente: El autor 
Figura 26 Prueba para el Hexágono verde 
 
Fuente: El autor 





Cambiamos a clasificación por forma y probamos con el cuadrado azul  
Figura 27 Prueba para el Cuadrado azul 
 
Fuente: El autor 
Figura 28 Prueba con el triángulo rojo 
 
Fuente: El autor 
 





Para terminar desactivamos la cámara y apagamos el motor de lavanda transportadora. 
Figura 29 Preparando el cierre de la aplicación 
 
Fuente: El autor 












Figura 30 Confirmación del cierre 
 
Fuente: El autor 
Cámara Empleada 





Fuente: El autor 














Fuente: El autor 




Fuente: El autor 
 






Figura 35. Diagrama de flujo para determinar forma del objeto, si el operador determino que la 
clasificación es para forma. 
 
 













Figura 36. Diagrama de flujo para determinar el color del objeto si el operador determino que la 




















IMAGEN ORIGINAL IMGEN BINARIA IMAGEN EN GRISES
IMAGEN DETECTANDO BORDES IMAGEN DILATADA IMAGEN DILATADA Y FILTRADA FILL
DETECCIÓN DE RUIDO
IMAAGEN DILATADA Y CAJA IMAGEN BINARIA CORRECION DE RUIDO IMAGEN ORIGINAL






Fuente: El autor 




Fuente: El autor 
 
IMAGEN ORIGINAL
ESCALA MEDIDA, CENTROIDE Y CAJA
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Los intervalos para que el computador tenga conocimiento que forma está procesando son los 
siguientes:  
Para el círculo:   11 < cociente C< 13  
 
Para el hexágono:   13 < cociente C< 15 
 
Para el cuadrado:    15 < cociente C< 17 
 
Para el triángulo:    17 < cociente C< 22 
 
 





Figura 40. Prototipo sin ser conectado al 




Figura 41. Prototipo tras se conectado al 
computador, led verde encendido. 
 
 

















Programación Pic C Compiler Para El Microcontrolador 
 
 











      
La programación en PIC C Compiler nos permite programar el microcontrolador 18F4550 la cual 
nos permite crear una interface de adquisición de datos entre MatLab y el Proceso a controlar. 
































La programación en MatLab es la encargada de controlar la cámara mediante la toolbox  Image 
Acquisition y realizar el procesamiento de las imágenes tomadas por la cámara mediante la 
toolbox Image Processing, también se encarga de recibir y enviar datos a la interface de 
adquisición de datos mediante el protocolo de comunicación USB, y generar la interface para la 
operación del sistema. 
 
 
4.2 Análisis de los Resultados 
 
Se cumplió con lo planteado desde el inicio del proyecto, solo se realizaron las siguientes 
modificaciones. 
 
Emplear la función imcrop de MatLab que nos permite realizar el recorte de la imagen para 
solo tomar en cuenta el objeto dentro de la caja o cuadro delimitador y no tener problemas de 
brillo o ruido en la imagen, ya que al inicio se presentaba este problema por tomar toda el área de 
la imagen para realizar el procesado de la misma y determinar el tipo de objeto que era. 
 
Se realizó el cambio de la interface de adquisición de datos USB debido a que al realizar el 
circuito impreso en el software Proteus se encontró un problema debido a que dicho software 
invierte los pines de conexión del conector mini USB. 
 





Tras una clasificación de 100 objetos se produjo un error para un margen de error del 1% 
 




4.3  Impacto Social 
 
El sistema de clasificación de objetos es una plataforma que funcionara como prototipo para 
mejorar una línea de producción en la cual se realicen cambios constantes de productos. 
 
También será empleada como  plataforma didáctica para ser empleada en la universidad para 
que se pueda perfeccionar este tipo de sistema, el cual permitirá que los distintos estudiantes lo 
tomen como punto de partida y puedan realizarle modificaciones que le permitan mejorar o 
perfeccionarse el sistema.  





4.4  Cronograma de Actividades 
 
Tabla 1. Cronograma de actividades 
 PROYECTO SIMULACIÓN 
SISTEMA  DE CLASIFICACIÓN DE 
OBJETOS BASADO EN VISIÓN 
ARTIFICIAL. 
Enero / Marzo Febrero / Marzo Marzo / Abril Mayo 
Desarrollo de anteproyecto 
de trabajo de grado y 
entrega con concepto 
favorable del asesor de la 
coord. académica 
01 de 
enero al 03 
de marzo 
XXXXXXXX XXXXXXXX XXXXXXXX 
Desarrollo del proyecto de 
ingeniería–programación de 








Instalación de equipos 
conexión y cableado 
instalación los componentes 
Pruebas de comunicación 
documentación 
XXXXXXXX XXXXXXXX 
Del 15 de 
marzo al 
11 de abril 
XXXXXXXX 
Entrega final de ingeniería 
documentación, pruebas 
finales y entrega para 
sustentación del proyecto 
XXXXXXXX XXXXXXXX XXXXXXXX 
18 de abril 
a 12 de 
mayo 
 
Fuente: El autor 
 





4.5  Propuesta Económica 
 
Tabla 2. Costo del proyecto 
 
 
PROPUESTA ECONOMICA DEL PROYECTO DE VISIÓN ARTIFICIAL 
 
DESCRIPCIÓN DEL EQUIPO REFERENCIA CANTIDAD PRECIO 
PC de escritorio Compaq Presario SR5020LA 1 600.000 
Led Chorro blanco - 1 1.700 
Led rojo difuso - 1 150 
Led verde difuso - 1 150 
LDR o fotorresistencia VT43N1 1 1.700 
Cámara Web Logitech C170 1 55.900 
Moto reductor  Moto reductor 12V 1 80.000 
Motor Paso a Paso - 1 38.000 
Microcontrolador  PIC18F4550 1 17.000 
Driver motor paso a paso ULN2803A 1 1.400 
Case 18 pines - 1 150 
Base 40 pines - 1 300 
Resistencia 1KΩ - 2 200 
Resistencia 330Ω - 2 200 
Resistencia 220Ω - 1 100 
Resistencia 72Ω - 1 200 





Diodo rectificador 1N4007 4 400 
Condensador cerámico 22pF - 2 400 
Condensador Electrolítico 0.1µF - 1 200 
Condensador Electrolítico 0.33µF - 1 200 
Condensador Electrolítico 0.47µF - 1 200 
Condensador Electrolítico 47µF - 1 200 
Condensador Electrolítico 100µF - 1 200 
Trimer 10KΩ - 1 1.000 
Regulador de 5V LM7805 1 1.000 
Conector mini USB 548190519 1 650 
Cable mini USB 5 Pines - 1 1.550 
Cristal de cuarzo 4MHz - 1 400 
Transistor Mosfet IRF540N 1 1.700 
Multímetro Digital TOP-SPEC TS628T 1 80.000 
Programador microcontrolador USB Pic-kit 2 1 60.000 
Cableado Varios 1 50.000 
Desarrollo de software MatLab + Desarrollo 
software microcontrolador+ 
interface de comunicación PC a 
microcontrolador+ 
desarrollo de comunicaciones + puesta en 
marcha 
 1 1.500.000 
VALOR TOTAL DE PROYECTO 2.495.050 
Fuente: El autor













• Se aplicaron los conocimientos adquiridos a lo largo de la carrera, específicamente en el 
procesamiento digital de señales, mediante el procesamiento de las imágenes tomadas 
mediante la cámara, sistemas embebidos, microcontroladores y microprocesadores 
mediante el desarrollo de la interface de adquisición de datos con comunicación USB, 
CAD Avanzado para electrónica mediante el desarrollo de la interface de operación y 
control del sistema en el software de ingeniería MatLab. 
 
• La construcción de este prototipo tuvo como principal ventaja contar con componentes 
fáciles de adquirir en el mercado nacional y de bajo costo. 
 
• La construcción de este prototipo tuvo como principal ventaja contar con componentes 
fáciles de adquirir en el mercado nacional y de bajo costo. 
 
• Se realizó la implementación del sistema diseñado, Se obtuvieron los resultados esperados 
y se pudo comprobar el correcto funcionamiento del prototipo.  
 
• El protocolo de comunicación USB empleada en el proyecto para la tarjeta de adquisición 
de datos presenta excelente resultados a nivel de velocidad de transmisión de datos. 
 
• Se pueden aplicar mejoras en la programación que se elaboró para la interfaz de 
operación, dependiendo de los requerimientos  que necesiten las personas que adquieran 
el sistema, ya que la programación de la interface es muy flexible.  
 
 








• Se puede implementar sistemas de filtrado que permitan hacer la tarjeta de adquisición de 
datos inmune al ruido que se producen a nivel industrial. 
 
• Emplear una cámara con mejores prestaciones que permita realizar más tomas por 
segundo y de esta forma hacer que el sistema sea mucho más rápido. 
 
• Realizar el cambio de motorreductor de la banda transportadora por uno que se emplee a 
nivel industrial. 
 
• Se podría mejorar el sistema de ubicación de los objetos en distintos contenedores 
mediante cilindros neumáticos lo cual mejoraría el sistema  
 
 
5.3  Limitaciones 
 
• El sistema está limitado a mover objetos de bajo peso debido al tipo de banda empleada 
en el prototipo.  
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