Some spectral and quasi-spectral characterizations of distance-regular graphs by Abiad, Aida et al.
UPCommons 
Portal del coneixement obert de la UPC 
http://upcommons.upc.edu/e-prints 
Aquesta és una còpia de la versió author’s final draft d'un article 
publicat a la revista [Journal of combinatorial theory. Series A]. 
URL d'aquest document a UPCommons E-prints: 
http://hdl.handle.net/2117/100654 
Article publicat / Published paper: 
Abiad, A., Van Dam, E., Fiol, M. Some spectral and quasi-spectral characterizations of distance-
regular graphs. "Journal of combinatorial theory. Series A", 1 Octubre 2016, vol. 143, p. 1-18. 
Doi: 10.1016/j.jcta.2016.04.004
Some spectral and quasi-spectral
characterizations of distance-regular graphs
A. Abiada, E.R. van Dama, M.A. Fiolb
aTilburg University, Dept. of Econometrics and O.R.
Tilburg, The Netherlands
A.AbiadMonge@maastrichtuniversity.nl, Edwin.vanDam@uvt.nl
bUniversitat Polite`cnica de Catalunya, Dept. de Matema`tiques
Barcelona Graduate School of Mathematics, Catalonia
fiol@ma4.upc.edu
Abstract
In this paper we consider the concept of preintersection numbers of a graph. These
numbers are determined by the spectrum of the adjacency matrix of the graph, and
generalize the intersection numbers of a distance-regular graph. By using the prein-
tersection numbers we give some new spectral and quasi-spectral characterizations of
distance-regularity, in particular for graphs with large girth or large odd-girth.
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1 Introduction
A central issue in spectral graph theory is to study whether or not the spectrum of a graph
determines it uniquely, see the surveys of Van Dam and Haemers [12, 13]. In particular,
much attention has been paid to give spectral and quasi-spectral characterizations of
distance-regularity. Contributions in this area are due to Brouwer and Haemers [3], Van
Dam and Haemers [11], Van Dam, Haemers, Koolen, and Spence [15], Haemers [22], and
Huang and Liu [24], among others.
In this paper, we will give new spectral and quasi-spectral characterizations of distance-
regularity without requiring, as it is common in this area of research, that:
• G is cospectral with a distance-regular graph Γ, and
• Γ has intersection numbers, or other combinatorial parameters that satisfy certain
properties.
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2The following theorem, given in the recent survey by Van Dam, Koolen, and Tanaka [16]
(see also Van Dam and Haemers [12] and Brouwer and Haemers [4]), shows most of the
known characterizations of this type.
Theorem 1.1. If Γ is a distance-regular graph with diameter D = d and girth g satisfying
one of the properties (i)-(v), then every graph G cospectral with Γ is also distance-regular
and G has the same intersection numbers as Γ.
(i) g ≥ 2d− 1 (Brouwer and Haemers [3]),
(ii) g ≥ 2d− 2 and Γ is bipartite (Van Dam and Haemers [11]),
(iii) g ≥ 2d− 2 and cd−1cd < −(cd−1 + 1)(λ1 + · · ·+ λd) (Van Dam and Haemers [11]),
(iv) Γ is a generalized Odd graph, i.e., a1 = · · · = ad−1 = 0, ad 6= 0 (Huang and Liu [24]),
(v) c1 = · · · = cd−1 = 1 (Van Dam and Haemers [11]).
Instead, we show that the same conclusions can be obtained within the following much
more general setting:
• G has preintersection numbers satisfying certain properties.
More precisely, in Theorem 4.4 we generalize the cases (i) and (ii) of Theorem 1.1. A
refinement of (iii) is given in Theorem 4.12. Moreover, our Theorem 4.1 provides an
alternative formulation of the so-called odd-girth theorem, which is a generalization of
(iv). Finally, Theorem 4.9 generalizes the case (v).
Our work was motivated by earlier work in this direction, in particular by the odd-girth
theorem [14]. This result states that a graph with d+ 1 distinct eigenvalues and odd-girth
2d + 1 is distance-regular. We recall that the odd-girth of a graph is the length of the
shortest odd cycle in the graph, and that the odd-girth follows from the spectrum of the
graph.
In order to obtain our results we will, among others, make use of some results on so-
called almost distance-regular graphs by Dalfo´, Van Dam, Fiol, Garriga, and Gorissen
[7]. Another important ingredient of our work is a new inequality (Proposition 4.6) for
partially distance-regular graphs that is inspired by Fiol and Garriga’s spectral excess
theorem [19] (for short proofs, see [9, 18]). The spectral excess theorem states that, if for
every vertex u, the number of vertices at (maximum) distance d from u is the same as
the so-called spectral excess (which can be expressed in terms of the spectrum), then the
graph is distance-regular.
The paper is organized as follows. In Section 2, we give some basic background information.
In Section 3 we present a few lemmas about properties of the predistance polynomials and
preintersection numbers. These parameters are used in Section 4 to prove the above-
mentioned new characterizations of distance-regularity.
32 Preliminaries
First, let us first recall some basic concepts, notation, and results on which our study
is based. For more background on spectra of graphs, distance-regular graphs, and their
characterizations, see [1, 2, 4, 6, 16, 17, 21]. Throughout this paper, G = (V,E) denotes
a finite, simple, and connected graph with vertex set V , order n = |V |, size e = |E|, and
diameter D. The set (‘sphere’) of vertices at distance i = 0, . . . , D from a given vertex
u ∈ V is denoted by Si(u), and we let ki(u) = |Si(u)|. When the numbers ki(u) do not
depend on the vertex u ∈ V , which for example is the case when G is distance-regular, we
simply write ki. For a regular graph, we sometimes abbreviate the valency k1 by k.
Recall also that, for every i = 0, . . . , D, the distance matrix Ai has entries (Ai)uv =
1 if the distance between u and v, denoted dist(u, v), is given by dist(u, v) = i, and
(Ai)uv = 0 otherwise. Thus, Ai is the adjacency matrix of the distance-i graph Gi. In
particular, A0 = I is the identity matrix, A1 = A is the adjacency matrix of G. Note
that A0 + · · ·+AD = J , the all-1 matrix.
The spectrum of G is defined as the spectrum of A, i.e., spG := spA = {λm00 , . . . , λmdd },
where the distinct eigenvalues of A are ordered decreasingly: λ0 > · · · > λd, and the
superscripts stand for their multiplicities mi = m(λi). Note that, since G is connected,
m0 = 1, and if G is regular then λ0 = k. Throughout the paper, d will denote the number
of distinct eigenvalues minus one. It is well-known that the diameter is bounded by this
number, i.e., D ≤ d. Let µ be the minimal polynomial of A, that is, µ(x) =∏di=0(x−λi).
Then the Hoffman polynomial H given by H(x) = nµ(x)/µ(λ0) characterizes regularity of
G by the condition H(A) = J (see Hoffman [23]).
3 Orthogonal polynomials and preintersection numbers
Orthogonal polynomials have been useful in the study of distance-regular graphs. Given a
graph G with adjacency matrix A, and spectrum {λm00 , . . . , λmdd }, we consider the scalar
product
〈p, q〉G := 1
n
tr(p(A)q(A)) =
1
n
d∑
i=0
mip(λi)q(λi), p, q ∈ Rd[x], (1)
where the second equality follows from standard properties of the trace. Within the vector
space of real n× n matrices, we also use the common scalar product
〈M ,N〉 := 1
n
sum(M ◦N) = 1
n
trMN>,
where ‘◦’ stands for the entrywise or Hadamard product, and sum(·) denotes the sum of
the entries of the corresponding matrix. Note that 〈p, q〉G = 〈p(A), q(A)〉.
Fiol and Garriga [19] introduced the predistance polynomials p0, p1, . . . , pd as the unique
sequence of orthogonal polynomials (so with dgr pi = i for i = 0, . . . , d) with respect
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every sequence of orthogonal polynomials, the predistance polynomials satisfy a three-term
recurrence
xpi = βi−1pi−1 + αipi + γi+1pi+1, i = 0, . . . , d, (2)
for certain preintersection numbers αi, βi, and γi, where β−1 = γd+1 = 0, and p−1 =
pd+1 = 0. For convenience, we also define the preintersection numbers γ0 = 0 and βd = 0.
Some basic properties of the predistance polynomials and preintersection numbers are
included in the following result (see Ca´mara, Fa`brega, Fiol, and Garriga [5]).
Lemma 3.1. Let G be a graph with average degree k = 2e/n. Then
(i) p0 = 1, p1 = (λ0/k)x,
(ii) αi + βi + γi = λ0, for i = 0, . . . , d,
(iii) pi−1(λ0)βi−1 = pi(λ0)γi, for i = 1, . . . , d,
(iv) p0 + p1 + · · ·+ pd = H, the Hoffman polynomial,
(v) The tridiagonal (d+ 1)× (d+ 1) ‘recurrence matrix’ R given by
R =

α0 γ1
β0 α1 γ2
β1 α2
. . .
. . .
. . . γd
βd−1 αd

has eigenvalues λ0, . . . , λd.
For vertices u, v at distance i ≤ D, we define ci(u, v) = |Si−1(u) ∩ S1(v)|, ai(u, v) =
|Si(u) ∩ S1(v)|, and bi(u, v) = |Si+1(u) ∩ S1(v)|. We say that the intersection number
ci is well-defined if the numbers ci(u, v) are the same for all vertices u, v at distance i.
Similarly, we define when ai and bi are well-defined and say that ki is well-defined if ki(u)
is the same for every vertex u. Note that ci(u, v) +ai(u, v) + bi(u, v) = k1(v). This implies
that if the graph is regular and ci and ai are well-defined, then so is bi.
When the intersection numbers ci, ai, and bi are well-defined for all i = 0, . . . , D, we say
that the graph is distance-regular. In this case D = d and the predistance polynomials
become the distance polynomials, so that pi(A) = Ai and pi(λ0) = ki for i = 0, . . . , D.
Moreover, the preintersection numbers γi, αi, and βi become the usual intersection num-
bers ci, ai, and bi, respectively. Analogous to (2), we then get the recurrence
AAi = bi−1Ai−1 + aiAi + ci+1Ai+1, i = 0, . . . , D.
For an arbitrary graph, we also consider the following averages: ci is the average of the
numbers ci(u, v) over all (ordered) pairs of vertices u, v at distance i, and similarly we
define ai and bi. Also, let c2i be the average of ci(u, v)
2 over all (ordered) pairs of vertices
u, v at distance i and similarly we define a2i and b
2
i . Finally, ki =
1
n
∑
u∈V ki(u).
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(i) ci(u, v) = (AAi−1)vu, ai(u, v) = (AAi)vu, and bi(u, v) = (AAi+1)vu,
(ii) ki = ‖Ai‖2,
(iii) ci =
〈AAi−1,Ai〉
‖Ai‖2 , ai =
〈AAi,Ai〉
‖Ai‖2 , and bi =
〈AAi+1,Ai〉
‖Ai‖2 ,
(iv) c2i =
〈AAi−1◦AAi−1,Ai〉
‖Ai‖2 , a
2
i =
〈AAi◦AAi,Ai〉
‖Ai‖2 , and b
2
i =
〈AAi+1◦AAi+1,Ai〉
‖Ai‖2 .
Proof. (i) ci(u, v) = |Si−1(u)∩S1(v)| =
∑
w∈V Avw(Ai−1)wu = (AAi−1)vu. Similarly, the
other expressions follow.
(ii) ki =
1
n
∑
u∈V ki(u) =
1
n
∑
u,v∈V (Ai)uv =
1
n
∑
u,v∈V (Ai)uv(Ai)uv = 〈Ai,Ai〉 = ‖Ai‖2.
(iii) From using (i) and (ii), it follows that
ci =
1
nki
∑
u∈V
∑
v∈Si(u)
ci(u, v) =
1
nki
∑
u,v∈V
(Ai)vu(AAi−1)vu =
〈AAi−1,Ai〉
‖Ai‖2 .
Similarly, the other expressions follow.
(iv) Similar as (iii).
We remark that the intersection numbers ci(u, v), ai(u, v), and bi(u, v) are not necessarily
symmetric in u and v, and hence neither are the products AAi−1, AAi, and AAi+1
necessarily symmetric matrices. We also note the resemblance of the expressions in Lemma
3.2(iii) and
γi =
〈xpi−1, pi〉G
‖pi‖2G
, αi =
〈xpi, pi〉G
‖pi‖2G
, and βi =
〈xpi+1, pi〉G
‖pi‖2G
,
for i = 0, . . . , d, which follow from (2). The expressions in Lemma 3.2(iv) lead to the
following resembling results (where we define k−1, b2−1, kD+1, and c2D+1 to be 0):
Lemma 3.3. The following properties hold:
(i) ‖AAi‖2 = ki−1b2i−1 + kia2i + ki+1c2i+1 for i = 0, . . . , D,
(ii) ‖xpi‖2G = pi−1(λ0)β2i−1 + pi(λ0)α2i + pi+1(λ0)γ2i+1 for i = 0, . . . , d.
Proof. (i) We first note that AAi = AAi ◦ (Ai−1 +Ai +Ai+1) because (AAi)uv = 0 if
the distance between u and v is not i− 1, i, or i+ 1. Therefore
‖AAi‖2 = 1
n
sum(AAi ◦AAi) = 1
n
sum(AAi ◦AAi ◦ (Ai−1 +Ai +Ai+1))
= 〈AAi ◦AAi,Ai−1〉+ 〈AAi ◦AAi,Ai〉+ 〈AAi ◦AAi,Ai+1〉.
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(ii) Because the predistance polynomials are orthogonal polynomials, we obtain that
‖xpi‖2G = ‖βi−1pi−1 + αipi + γi+1pi+1‖2G = β2i−1‖pi−1‖2G + α2i ‖pi‖2G + γ2i+1‖pi+1‖2G
= pi−1(λ0)β2i−1 + pi(λ0)α
2
i + pi+1(λ0)γ
2
i+1.
Furthermore, we need the following properties of the predistance polynomials and prein-
tersection numbers.
Lemma 3.4. For i = 0, . . . , d, the two highest terms of the predistance polynomial pi are
as in the following expression:
pi(x) =
1
γ1···γi [x
i − (α1 + · · ·+ αi−1)xi−1 + · · · ].
Proof. Use induction by using the three-term recurrence (2) and initial value p0 = 1.
The following result is a straightforward consequence of Lemmas 3.1(i) and 3.4 and the
fact that G is regular if and only if λ0 = k (see e.g. Brouwer and Haemers [2]):
Lemma 3.5. Let G be a graph. Then the following properties are equivalent: (i) G is
regular; (ii) p1 = x; and (iii) γ1 = 1.
It is clear that the intersection numbers ai, bi, and ci of a distance-regular graph are
nonnegative integers with precise combinatorial meanings. In contrast, this does not hold
for the corresponding preintersection numbers αi, βi, and γi, which in general are not even
integers. Nevertheless, they do share some properties, as shown in Lemma 3.1 and in the
following result.
Lemma 3.6. Let G be a graph with distinct eigenvalues λ0 > · · · > λd, and preintersection
numbers αi, βi, and γi. Then
(i) γi > 0 for i = 1, . . . , d, and βi > 0 for i = 0, . . . , d− 1,
(ii)
∑d
i=0 αi =
∑d
i=0 λi.
Proof. (i) First note that pi(λ0) = ‖pi‖2G > 0 for every i = 0, . . . , d. Thus, by Lemma
3.1(iii), we only need to prove the condition on the γi’s. Moreover, by the interlacing
property of orthogonal polynomials, we know that all the zeros of pi lie between λd and
λ0. Consequently, the leading coefficient ωi of pi must be positive, as limx→∞ pi(x) =∞.
Thus, the conclusion is obtained by Lemma 3.4 since ωi = (γ1 · · · γi)−1 for i = 1, . . . , d. To
prove (ii), just use Lemma 3.1(v) and consider the trace of the recurrence matrix R.
In contrast to γi > 0 and βi > 0, there are graphs such that λ0 + · · · + λd < 0 and,
hence, by Lemma 3.6(ii), some of their preintersection numbers αi must be negative. For
instance, this is the case for the cubic graph on twelve vertices listed as no. 3.83 in [6].
7Finally, from the same inductive argument used by Van Dam and Haemers [14], we have
that the odd-girth of a graph (that is, the length of its shortest odd cycle) can be determined
from the preintersection numbers as follows.
Lemma 3.7. A non-bipartite graph has odd-girth 2m+1 if and only if α0 = · · · = αm−1 =
0 and αm 6= 0. A graph is bipartite if and only if α0 = · · · = αd = 0.
Note that in general, the girth is not determined by the spectrum, but for regular graphs
it is. In Corollary 4.11 we will make this explicit in terms of the preintersection numbers.
4 New quasi-spectral characterizations of distance-regular
graphs
This section contains the main results of our work. We will give sufficient conditions for a
graph to be distance-regular, without requiring the graph to be cospectral with a distance-
regular graph. We begin with an alternative formulation of the so-called odd-girth theorem
[14].
4.1 The odd-girth theorem revisited
Theorem 1.1(iv) was generalized by Van Dam and Haemers [14] as the odd-girth theorem,
which states that a graph G with d + 1 distinct eigenvalues and odd-girth 2d + 1 is
distance-regular. By Lemma 3.7, the condition on the odd-girth of G is equivalent to
α1 = · · · = αd−1 = 0, αd 6= 0, which corresponds to the condition a1 = · · · = ad−1 = 0,
ad 6= 0 of Theorem 1.1(iv). Note that Lee and Weng [20] and Van Dam and Fiol [10]
showed that the odd-girth theorem is not restricted to regular graphs.
Before presenting an alternative formulation of the odd-girth theorem, recall that a gen-
eralized Odd graph is a distance-regular graph with diameter D and odd-girth 2D + 1.
A well-known example is the Odd graph OD+1, whose vertices represent the D-element
subsets of a (2D + 1)-element set, where two vertices are adjacent if and only if their
corresponding subsets are disjoint, see Biggs [1].
Theorem 4.1. Let G be a non-bipartite graph with d+ 1 distinct eigenvalues.
(i) If αi ≥ 0 for i = 0, . . . , d− 1, then
γd ≥ −(λ1 + · · ·+ λd),
with equality if and only if G is a (distance-regular) generalized Odd graph.
(ii) If G has odd-girth at least 2d− 1 and γd = −(λ1 + · · ·+ λd), then G is a (distance-
regular) generalized Odd graph.
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(by Lemma 3.1(ii) and recalling that βd = 0). To show (i), observe that the hypothesis
now implies that
γd = λ0 − αd = −(λ1 + · · ·+ λd) + (α0 + · · ·+ αd−1) ≥ −(λ1 + · · ·+ λd),
with equality if and only if α0 = · · · = αd−1 = 0. Because G is not bipartite, this
is equivalent to the odd-girth of G being 2d + 1, and so (i) follows from the odd-girth
theorem.
To show (ii), note that by Lemma 3.7 we have that α0 = · · · = αd−2 = 0, and hence
αd−1 + αd = λ0 + · · ·+ λd. This implies that
γd − αd−1 = −(λ1 + · · ·+ λd), (3)
and so, by the assumption, αd−1 = 0. Hence G has odd-girth 2d + 1, and (ii) follows,
again by the odd-girth theorem.
We will make further use of (3) in the later sections on graphs with large girth. There
(Theorem 4.12) we will also present a variation of Theorem 4.1(i).
Of course, one of the cases (but certainly not the only one) where the hypothesis that
αi ≥ 0 for i = 0, . . . , d − 1 holds, is when G is cospectral with a distance-regular graph.
However, as we mentioned above, the hypothesis is not satisfied in general.
In contrast to the above, if G is bipartite, then γd = −(λ1 + · · · + λd), but in general we
cannot conclude that G is distance-regular. A counterexample is the Hoffman graph [23],
which is cospectral with the distance-regular 4-cube Q4, and hence it is bipartite with
d = 4 (because α0 = · · · = α4 = 0). The Hoffman graph is not distance-regular however.
4.2 Distance-regularity from large girth
From now on, we will use basic results on partially distance-regular graphs, whose defini-
tion is as follows. A graph G with diameter D is called m-partially distance-regular, for
some m = 0, . . . , D, if its predistance polynomials satisfy pi(A) = Ai for every i ≤ m.
In particular, every m-partially distance-regular with m ≥ 1 must be regular. This is
because p1(A) = A and hence p1 = x is equivalent to G being regular, by Lemma 3.5. As
an alternative characterization, we have that G is m-partially distance-regular when the
intersection numbers ci (i ≤ m), ai (i ≤ m − 1), bi (i ≤ m − 1) are well-defined. In this
case, these intersection numbers are equal to the corresponding preintersection numbers γi
(i ≤ m), αi (i ≤ m− 1), βi (i ≤ m− 1), and also ki is well-defined and equal to pi(λ0) for
i ≤ m. We refer to Dalfo´, Van Dam, Fiol, Garriga, and Gorissen [7] for more background.
Our second main result uses the two following results from [7].
Lemma 4.2. Let G be a regular graph with girth g. Then G is m-partially distance-regular
with m = b(g − 1)/2c and intersection numbers ai = 0 for i = 0, . . . ,m− 1 and ci = 1 for
i = 1, . . . ,m.
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(i) If G is (d− 1)-partially distance-regular, then G is distance-regular,
(ii) If G is bipartite and (d− 2)-partially distance-regular, then G is distance-regular.
The cases (i) and (ii) of Theorem 1.1 can now easily be generalized as follows.
Theorem 4.4. A regular graph G with girth g is distance-regular if any of the following
condition holds:
(i) g ≥ 2d− 1,
(ii) g ≥ 2d− 2 and G is bipartite.
Proof. (i) If g ≥ 2d − 1, then G is (d − 1)-partially distance-regular by Lemma 4.2, and
the result follows from Proposition 4.3(i). The proof of (ii) is similar by using Proposition
4.3(ii).
We recall that the condition of being bipartite follows from the spectrum, and also the
girth of a regular graph is determined by the spectrum. Thus, the assumptions in Theorem
4.4 only depend on the spectrum of G.
4.3 Distance-regularity from the (pre)intersection numbers
In this section we will give several characterizations of distance-regularity that involve the
preintersection numbers. With this aim in mind, we start with deriving some properties
of the preintersection numbers of (m− 1)-partially distance-regular graphs.
Lemma 4.5. Let G be a regular graph and let m ≤ D be a positive integer. Suppose that
G is (m− 1)-partially distance-regular. Then the following properties hold:
(i) αm−1 = am−1 and βm−1 = bm−1 = kmcmkm−1 ,
(ii) km−1α2m−1 + pm(λ0)γ2m = km−1a2m−1 + kmc2m,
(iii) pm(λ0)γ
2
m ≥ kmc2m, with equality if and only if am−1 is well-defined,
(iv) If am−1 is well defined, then γm =
c2m
cm
.
Proof. Since G is (m−1)-partially distance-regular, among others the intersection numbers
cm−1 and bm−2 are well-defined and equal to γm−1 and βm−2, respectively, and also km−2
and km−1 are well-defined and equal to pm−2(λ0) and pm−1(λ0), respectively. Moreover,
pm−1(A) = Am−1.
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(i) By using Lemma 3.2(iii), it now follows that
αm−1 =
〈xpm−1, pm−1〉G
‖pm−1‖2G
=
〈AAm−1,Am−1〉
‖Am−1‖2 = am−1.
From this it follows that βm−1 = k − γm−1 − αm−1 = k − cm−1 − am−1 = bm−1, where
we also used Lemma 3.1(ii) and that G is regular with valency k = λ0. Moreover, by
Lemma 3.2(ii) and (iii), km−1bm−1 = 〈AAm,Am−1〉 = 〈Am,AAm−1〉 = kmcm, hence
bm−1 = kmcm/km−1.
(ii) This follows from Lemma 3.3 and working out the equation ‖AAm−1‖2 = ‖xpm−1‖2G,
while using that km−2 = pm−2(λ0), b2m−2 = β
2
m−2 (because bm−2 is well-defined), and
km−1 = pm−1(λ0) = km−1.
(iii) By using (i), it follows that
a2m−1 ≥ (am−1)2 = α2m−1,
with equality if and only if am−1 is well-defined (and am−1 = αm−1). The statement now
follows from combining this with (ii).
(iv) Using (i) and Lemma 3.1(iii), we obtain that pm(λ0)γm = pm−1(λ0)βm−1 = km−1βm−1 =
kmcm. Thus, from this and (iii),
kmc2m = pm(λ0)γ
2
m = kmcmγm,
whence the result follows.
The following observation is the key to many of our results. It is motivated by the spectral
excess theorem, and it will be used to prove Proposition 4.7.
Proposition 4.6. Let G be a regular graph with diameter D, and let m ≤ D be a positive
integer. If G is (m− 1)-partially distance-regular, then km ≥ pm(λ0) with equality if and
only if G is m-partially distance-regular.
Proof. Assume that G is (m− 1)-partially distance-regular. Then pi(A) = Ai and hence
〈pm(A),Ai〉 = 〈pm, pi〉G = 0 for i < m. Moreover, (pm(A))uv = 0 for every pair of vertices
u, v at distance i > m and hence 〈pm(A),Ai〉 = 0 also for i > m. This implies that
〈pm(A),Am〉 = 〈pm(A),J〉 = 〈pm, H〉G = 〈pm, p0 + · · ·+ pd〉G = 〈pm, pm〉G = pm(λ0),
where we used Lemma 3.1(iv) and that H(A) = J . Then, by the Cauchy-Schwarz in-
equality, p2m(λ0) ≤ ‖pm(A)‖2‖Am‖2 = pm(λ0)km, and hence km ≥ pm(λ0). Furthermore,
in the case of equality, pm(A) = αAm for some α ∈ R, and by taking norms we get that
α = 1 since pm(λ0) > 0.
The following result generalizes some fundamental results by Van Dam and Haemers [11],
and Van Dam, Haemers, Koolen, and Spence [15]. Several results in this section will be
derived from it.
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Proposition 4.7. Let G be a regular graph and let m ≤ D be a positive integer. Suppose
that G is (m− 1)-partially distance-regular and any of the following conditions holds:
(i) cm ≥ γm,
(ii) cm−1 ≥ γm,
(iii) km−1(a2m−1 − α2m−1) + km(c2m − γ2m) ≥ 0,
(iv) c2m ≥ γ2m,
(v) am−1 is well-defined, and cm(u, v) ≤ γm for every pair of vertices u, v at distance m.
Then G is m-partially distance-regular.
Proof. (i) By Lemma 4.5(i), Lemma 3.1(iii), and the hypothesis,
km =
1
cm
km−1βm−1 =
1
cm
pm−1(λ0)βm−1 =
1
cm
pm(λ0)γm ≤ pm(λ0).
Now the conclusion follows from Proposition 4.6.
(ii) If u and v are vertices at distance m, and u′ is adjacent to u and on a shortest path
between u and v, then Sm−1(u) ∩ S(v) ⊃ Sm−2(u′) ∩ S(v), which shows that cm(u, v) ≥
cm−1(u′, v) = cm−1 ≥ γm. Now the result follows from (i).
(iii) By Lemma 4.5(ii) and the hypothesis, we have
pm(λ0) =
km−1(a2m−1 − α2m−1) + kmc2m
γ2m
≥ kmγ
2
m
γ2m
= km,
and the result follows from Proposition 4.6.
(iv) From Lemma 4.5(iii) and the hypothesis, we have that pm(λ0) ≥ km, and the result
follows again from Proposition 4.6.
(v) Because am−1 is well-defined, also bm−1 is well-defined, and c2m = γmcm by Lemma
4.5(iv). But if cm(u, v) ≤ γm for every pair of vertices u, v at distance m, then this easily
shows that the intersection number cm is also well-defined, which proves the result.
Since c2m ≥ (cm)2, the result with condition (i) is a consequence of the result involving
condition (iv). Also, observe that, because of Lemma 4.5(i), the proof of Proposition 4.7(v)
also works if we change the hypothesis ‘am−1 is well-defined’ to either ‘am−1(u, v) ≤ αm−1
for every u, v at distance m− 1’ or ‘am−1(u, v) ≥ αm−1 for every u, v at distance m− 1’.
The result also holds if we require that ‘cm(u, v) ≥ γm for every u, v at distance m’, in
which case we do not need the above hypotheses on am−1 since then cm ≥ γm and the
result follows from Proposition 4.7(i).
As a consequence of Proposition 4.7(i), and since every regular graph is clearly 1-partially
distance-regular with c1 = γ1 = 1 by Lemma 3.5, we have the following result.
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Figure 1: The strong product of Q3 by K2.
Proposition 4.8. (i) Every regular graph G with D ≥ d− 1 and preintersection num-
bers satisfying ci ≥ γi for i = 2, . . . , d− 1, is distance-regular,
(ii) Every regular bipartite graph G with D ≥ d−2 and preintersection numbers satisfying
ci ≥ γi for i = 2, . . . , d− 2, is distance-regular.
Proof. (i) Apply Proposition 4.7(i) recursively to show that G is (d−1)-partially distance-
regular and then use Proposition 4.3(i). The proof of (ii) is similar.
From Proposition 4.8(i), it clearly follows that if G has the parameters ci well-defined and
equal to γi for i = 1, . . . , d − 1, then G is distance-regular. Note that it is not enough
to assume only that the ci’s are well-defined. To illustrate this, we give an example of
a non-distance-regular graph with well-defined ki and ci. Consider the strong product G
of the cube Q3 with the complete graph K2, shown in Figure 1. This graph is 7-regular
with spectrum spG = {71, 33,−111,−51}, it has diameter D = d = 3, and well-defined
intersection numbers c1 = 1, c2 = 4, and c3 = 6. However, it is not a distance-regular
graph. We note that G has preintersection numbers γ1 = 1, γ2 ≈ 4.571 and γ3 ≈ 4.816.
Even more so, it has well-defined k1 = 7, k2 = 6, and k3 = 2 (which is easily seen because
G is vertex-transitive). In fact, only a1 and b1 are not well-defined.
Similarly, if you take the Kronecker product of the adjacency matrix of a bipartite distance-
regular graph with even diameter D with the all-one 2×2 matrix J , then the result is the
adjacency matrix of a regular graph with diameter D = d and with well-defined ki and ai,
but it is not distance-regular, since c2 and b2 are not well-defined.
These examples show that the combinatorial properties are not sufficient and some extra
spectral information is required. This is in line with earlier results in the literature, where
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cospectrality with a distance-regular graph, or ‘feasible spectrum’ for a distance-regular
graph, is required (see, for example, Haemers [22] or Van Dam and Haemers [11]).
Another consequence of Proposition 4.7 is the following result. It corresponds to the result
of Van Dam and Haemers [11] stated in Theorem 1.1(v), and its bipartite counterpart. Re-
call that the preintersection numbers are determined by the spectrum, and that regularity
of a graph is characterized by the condition that γ1 = 1.
Theorem 4.9. Let G be a graph with d+ 1 distinct eigenvalues.
(i) If d ≥ 2 and G has preintersection numbers γ1 = · · · = γd−1 = 1, then it is distance-
regular,
(ii) If d ≥ 3 and G is bipartite and has preintersection numbers γ1 = · · · = γd−2 = 1,
then it is distance-regular.
Proof. (i) If D ≤ d−1, then apply Proposition 4.7(i) or (ii) recursively (using that cm ≥ 1
and cm−1 ≥ 1) to derive that G is D-partially distance-regular, that is, that G is distance-
regular. If D = d, then it follows similarly that G is (d − 1)-partially distance-regular,
and then it follows from Proposition 4.3(i) that G is distance-regular. The proof of (ii) is
similar.
Moreover, Proposition 4.7(ii) also yields the following slight improvement of Proposition
4.3. Recall that 1-partial distance-regularity implies regularity.
Proposition 4.10. Let G be a graph with d+ 1 distinct eigenvalues.
(i) If d ≥ 3, G is (d−2)-partially distance-regular, and γd−1 ≤ cd−2, then G is distance-
regular,
(ii) If d ≥ 4, G is bipartite and (d− 3)-partially distance-regular, and γd−2 ≤ cd−3, then
G is distance-regular. 2
4.4 Distance-regularity from large girth
Our aim here is to give some results concerning graphs with large girth. First, we need the
following characterization of the girth of a regular graph in terms of the preintersection
numbers (cf. Lemma 3.7 for a similar characterization for the odd-girth).
Corollary 4.11. (i) A regular graph has girth 2m+1 if and only if α0 = · · · = αm−1 =
0, αm 6= 0, and γ1 = · · · = γm = 1,
(ii) A regular graph has girth 2m if and only if α0 = · · · = αm−1 = 0, γ1 = · · · = γm−1 =
1, and γm > 1.
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Proof. (i) If the graph is regular with girth 2m+ 1, then it is m-partially distance-regular
with α0 = · · · = αm−1 = 0 and γ1 = · · · = γm = 1 by Lemma 4.2, and αm 6= 0 by Lemma
3.7.
Conversely, if α0 = · · · = αm−1 = 0, αm 6= 0, and γ1 = · · · = γm = 1, then by combining
Lemma 3.7 and Proposition 4.7(ii) recursively, it follows that the graph is m-partially
distance-regular with a0 = · · · = am−1 = 0 and c1 = · · · = cm = 1, so the girth is at least
2m+ 1. Moreover, by Lemma 3.7, the odd-girth is 2m+ 1, which shows that the girth is
indeed 2m+ 1.
(ii) This follows from similar arguments and using (i).
From Proposition 4.7(v), we now obtain a refinement of the result in Theorem 1.1(iii).
Theorem 4.12. Let G be a regular graph with d + 1 distinct eigenvalues λ0 > · · · > λd
and girth g ≥ 2d− 2. Then
γd ≥ −(λ1 + · · ·+ λd), (4)
with equality if and only if G is distance-regular and either bipartite or a generalized Odd
graph.
Proof. Note that, from the hypothesis on the girth, Lemma 4.2, and Corollary 4.11, it
follows that G is (d − 2)-partially distance-regular with ci = γi = 1 and ai = αi = 0
for i = 1, . . . , d − 2. It also follows that if u and v are vertices at distance d − 1, then
cd−1(u, v) = (Ad−1)uv. Moreover, since
d∑
i=0
pi(x) = H(x) =
n
pi0
d∏
i=1
(x− λi) = n
pi0
[xd − (λ1 + · · ·+ λd)xd−1 + · · · ],
where pi0 =
∏d
i=1(λ0 − λi), the leading coefficient of pd is n/pi0, and hence n/pi0 =
(γdγd−1)−1 by Lemma 3.4.
If we now consider two vertices u, v at distance d− 1, then from the equation H(A) = J
we obtain that
1 =
n
pi0
[(Ad)uv − (λ1 + · · ·+ λd)(Ad−1)uv],
and hence that
(λ1 + · · ·+ λd)cd−1(u, v) + γd−1γd = (Ad)uv ≥ 0. (5)
Now let us assume that γd ≤ −(λ1 + · · · + λd), and aim to prove equality, so that (4)
follows and we can immediately characterize the case of equality. Then, using the fact
that γd > 0 (by Lemma 3.6(i)), we have that
cd−1(u, v) ≤ γd−1γd−(λ1 + · · ·+ λd) ≤ γd−1. (6)
Consequently, from Proposition 4.7(v), G is (d − 1)-partially distance-regular, and by
using Proposition 4.3(i), we conclude that G is distance-regular, and cd−1 = γd−1. Now
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equalities in (6) hold for all vertices u, v at distance d− 1, and hence we have equality in
(4): γd = −(λ1 + · · · + λd). Moreover, this holds if and only if (Ad)uv = 0 in (5), which
means that there are no odd cycles of length smaller than 2d+ 1, so a0 = · · · = ad−1 = 0,
and G is either bipartite or a generalized Odd graph. Conversely, when G is bipartite
and distance-regular, we have that γd = cd = λ0 (the degree of G) and λ0 + · · ·+ λd = 0
(for example by Lemma 3.6(ii)) and so the condition (4) is tight. Moreover, when G is a
generalized Odd graph, with odd-girth 2d+ 1, then αd = ad = λ0 + · · ·+ λd (this is again
a consequence of Lemma 3.6(ii)), and equality in (4) follows from αd + γd = λ0 (Lemma
3.1(ii)).
Note that, as a consequence of Theorem 4.12, the assumptions of Theorem 1.1(iii) seem
to be quite strong.
By using Proposition 4.7(i), we can also obtain some related results under the assump-
tion that g ≥ 2d − 2. With this aim, let ad−1cd−1 be the average of the products
ad−1(u, v)cd−1(u, v) over all pairs (u, v) at distance d− 1. If g ≥ 2d− 2, then this number
equals the average a
(d)
d−1 of walks of length d between vertices at distance d − 1. Indeed,
the number of walks of length d between u and v equals (Ad)uv, and hence
a
(d)
d−1 =
〈Ad,Ad−1〉
‖Ad−1‖2 =
〈Ad−1,AAd−1〉
‖Ad−1‖2 =
1
nkd−1
sum(Ad−1 ◦AAd−1)
=
1
nkd−1
∑
u,v∈V
(Ad−1)vu(AAd−1)vu =
1
nkd−1
∑
dist(u,v)=d−1
cd−1(u, v)ad−1(u, v).
Here we have used that (Ad−1)vu = 0 when dist(u, v) > d− 1 and, since g ≥ 2d− 2, also
when dist(u, v) = d− 2. Moreover, (AAd−1)vu = 0 when dist(u, v) < d− 2.
Proposition 4.13. Let G be a regular graph with d + 1 distinct eigenvalues and girth
g ≥ 2d− 2.
(i) If αd−1 < γd, then ad−1cd−1 ≥ αd−1γd−1, with equality if and only if G is distance-
regular,
(ii) If αd−1 > γd, then ad−1cd−1 ≤ αd−1γd−1, with equality if and only if G is distance-
regular,
(iii) If αd−1 = γd, then (Ad)uv = αd−1γd−1 for all vertices u and v at distance d− 1.
Proof. If G is distance-regular, then equality in (i) and (ii) is clear since ad−1 = αd−1 and
cd−1 = γd−1.
On the other hand, (5) and (3) imply that if u, v are two vertices at distance d− 1, then
(αd−1 − γd)cd−1(u, v) + γd−1γd = (Ad)uv. (7)
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Thus, by taking averages over all vertices u, v at distance d− 1, we have that
(αd−1 − γd)cd−1 + γd−1γd = ad−1cd−1.
Suppose now that αd−1 < γd. To prove (i), let us now assume that ad−1cd−1 ≤ αd−1γd−1,
and aim to prove equality and that G is distance-regular. First, we obtain that
cd−1 =
γd−1γd − ad−1cd−1
γd − αd−1 ≥
γd−1γd − αd−1γd−1
γd − αd−1 = γd−1.
Then, by Proposition 4.7(i), G is (d− 1)-partially distance-regular, and the result follows
from Proposition 4.3(i). The proof of (ii) is similar.
Finally, if the hypothesis in (iii) holds, then (7) gives (Ad)uv = γd−1γd = γd−1αd−1 for
every pair of vertices u, v at distance d− 1, as claimed.
Note that in Proposition 4.13(iii), it remains open whether the graph must be distance-
regular or not. In fact, it is not easy to find graphs satisfying the conditions of this case.
Such an example is the Perkel graph [25] (see also [2, § 13.3]), which is a distance-regular
graph with n = 57 vertices, diameter D = 3, intersection array {b0, b1, b2; c1, c2, c3} =
{6, 5, 2; 1, 1, 3}, and spectrum {61, ((3 +√5)/2)18, ((3−√5)/2)18,−320}. Note that α2 =
γ3 = 3, as required in the case (iii) of the above result. Moreover, since α1 = 0 and γ2 = 1,
it has girth g = 5 = 2d− 1, so it also satisfies the conditions of Theorem 4.4(i), and hence
any graph with the same spectrum is distance-regular. In fact, it is known that this graph
is determined by the spectrum, see [15].
Another—putative—graph suggests that the graphs in this case need not be distance-
regular. It is the first relation in a putative 3-class association scheme on 81 vertices, the
parameters of which occur on top of p. 102 in the list of [8] (with the second relation being
the Brouwer-Haemers graph). The spectrum is {101, 120, (−12 + 12
√
45)30, (−12 − 12
√
45)30},
and it follows that the (relevant) preintersection numbers are α1 = 0 (so g ≥ 2d − 2),
γ2 =
13
9 , and α2 = γ3 =
99
13 . Thus, if there exists a graph with this spectrum, then it
will not be distance-regular. Now if you consider the graph in the association scheme,
then for both types of vertices at distance 2 from a fixed vertex (the type depending on
c2(u, v) being 1 or 2), you can count the number of walks of length 3 using the intersection
numbers of the scheme, and indeed in both cases this number equals α2γ2 = 11. However,
note that a2(u, v)c2(u, v) is either 9 or 16, depending on the relation between u and v.
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