Abstract. Reject option is a technique used to improve classifier's reliability in decision support systems. It consists on withholding the automatic classification of an item, if the decision is considered not sufficiently reliable. The rejected item is then handled by a different classifier or by a human expert. The vast majority of the works on this issue have been concerned with implementing a reject option by endowing a supervised learning scheme (e.g., MLP, LVQ or SVM) with a reject mechanism. In this paper we introduce variants of the Self-Organizing Map (SOM), originally an unsupervised learning scheme, to act as supervised classifiers with reject option, and compare their performances with that of the MLP classifier.
Introduction
The field of machine learning has been evolving at a very fast pace, being mostly motivated and pushed forward by increasingly challenging real world applications. For instance, in credit scoring modeling, models are developed to determine how likely applicants are to default with their repayments. Previous repayment history is used to determine whether a customer should be classified into a 'good' or a 'bad' category [1] .
Notwithstanding, real world problems still pose challenges which may not be solvable satisfactorily by the existing learning methodologies used by automatic decision support systems [2] , leading to many incorrect predictions. However, there are situations in which the decision should be postponed, giving the support system the opportunity to identify critical items for posterior revision, instead of trying to automatically classify every and each item. In such cases, the system automates only those decisions which can be reliably predicted, letting the critical ones for a human expert to analyze. Therefore, the development of binary classifiers with a third output class, usually called the reject class, is attractive. This approach is known as classification with reject option [3, 4] or soft decision making [5] . Roughly speaking, reject option comprises a set of techniques aiming at improving the classification reliability in decision support systems, being originally formalized in the context of statistical pattern recognition in [4] , under the minimum risk theory. Basically, it consists in withholding the automatic classification of an item, if the decision is considered not sufficiently reliable. Rejected patterns can then be handled by a different classifier, or manually by a human.
In this paper we develop two novel variants of the SOM network to act as supervised classifiers with reject option, and compare their performances with that of the MLP classifier. To the best of our knowledge, this is the first time such approach is developed for the self-organizing map or similar neural networks. Computational simulations conducted in this study shows the robustness for our proposal.
Basics of Classification with Reject Option
As mentioned before, in possession of a "complex" dataset (e.g. from a medical diagnosis problem), every classifier is bound to misclassify some data samples. For that, we assume that the problem (and hence, the data) involves only two classes, say {C −1 , C +1 }, but the classifier must be able to output a third one, the reject class {C −1 , C Reject , C +1 }).
Assuming that the input information is represented by an n-dimensional real vector x = [x 1 x 2 · · · x n ] T ∈ R n , the design of classifiers with reject option can be systematized in three different approaches for the binary problem 4 : Method 1: It involves the design of a single, standard binary classifier. If the classifier provides some approximation to the a posteriori class probabilities, P(C k |x), k = 1, 2, ..., K, then a pattern is rejected if the largest value among the K posterior probabilities is lower than a given threshold, say β (0 ≤ β ≤ 1); Method 2: The design of two, independent, classifiers. A first classifier is trained to output C −1 only when the probability of C −1 is high and a second classifier trained to output C +1 only when the probability of C +1 is high. When both classifiers agree on the decision, the corresponding class is outputted. Otherwise, in case of disagreement, the reject class is the chosen one; Method 3: The design of a single classifier with embedded reject option; that is, the classifier is trained following optimality criteria that automatically take into account the costs of misclassification and rejection in their loss functions, leading to the design of algorithms specifically built for this kind of problem.
In this paper we will introduce two SOM-based strategies for the classification with reject option paradigm under Methods 1 and 2.
The Self-Organizing Map
The Self-Organizing Map (SOM) [7] is one of the most popular neural network architectures. It belongs to the category of unsupervised competitive learning algorithms and it is usually designed to build an ordered representation of spatial proximity among vectors of an unlabeled data set. The neurons in the SOM are put together in an output layer, A, in one-, two-or even three-dimensional arrays. Each neuron j ∈ A, j = 1, 2, . . . , q, has a weight vector w j ∈ R d with the same dimension of the input vector x ∈ R d . The network weights are trained according to a competitive-cooperative learning scheme in which the weight vectors of a winning neuron (also called, the best-matching unit -BMU) and its neighbors in the output array are updated after the presentation of an input vector (see [8, 9] ).
SOM for Supervised Classification
In order to use the SOM for supervised classification, modifications are necessary in its original learning algorithm. There are many ways to do that (see [10] and references therein), but in the present paper we will resort to two well-known strategies. Strategy 1: The first strategy involves a post-training neuron labeling. SOM is trained in the usual unsupervised way and once done the whole training data is presented to the SOM in order to find the winning neuron for each pattern vector. The labelling of the winning neuron is conducted according to the majority voting basis, for instance. Two undesirable situations may occur: (i) ambiguity or (ii) dead neurons. In these cases, the neuron could be pruned (i.e. disregarded) from the map, or even be tagged with a "rejection class" label. In this paper, we extend Strategy 1 in order to allow the SOM network to handle pattern classification problems with reject option. For this purpose, we follow a more systematic and principled approach based on Chow's concept of rejection cost [4] , instead of simply tagging ambiguous or dead neurons with "rejection class" labels. Strategy 2: The second strategy, usually called the self-supervised SOM training scheme, is the one used by Kohonen for the neural phonetic typewriter [11] . According to this strategy, the SOM is made supervised by adding class information to each input pattern vector. Specifically, the input vectors x(n) are now formed of two parts, x p (n) and x l (n), where x p (n) is the pattern vector itself, while x l (n) is the corresponding class label of x p (n). During training, these vectors are concatenated to build augmented vectors x(n) = [x p (n) x l (n)] T which are used as inputs to the SOM. The corresponding augmented weight vectors, w j (n) = [w p j (n) w l j (n)] T , are adjusted as in the usual SOM training procedure.
Incorporating Reject Option into the SOM: Two Proposals
Before proceeding with the description of the two proposals, it is worth exposing the main reasons that led to the choice of the SOM for supervised classification with rejection option instead of other prototype-based classifiers. Firstly, it has been verified that the use of a neighborhood function makes the SOM less sensitive to weight initialization [12] and accelerates its convergence [13] when compared with other prototypebased classifiers, such as the LVQ. Once trained, one can also take advantage of the SOM's density matching and topology-preserving properties to extract rules from a trained SOM network [14] in order to permit further analysis of the results towards better decision making. In particular, the density matching and topology-preserving properties will be used by both proposals to be described in order to estimate P(x|C k ) (or P(C k |x)) using the distribution of SOM's weight vectors. An optimal threshold value has to be determined in order to re-tag some of the weight vectors with the rejection class label. In this paper we will also provide techniques to obtaining suitable estimates of the likelihood function P(x|C k ) or the posterior probability P(x|C k ). As a final remark, it is worth mentioning that the design methodologies of the ROSOM-1C and ROSOM-2C classifiers are general enough in the sense that they can be used to develop pattern classifiers with reject option using, in principle, any topology-preserving prototype-based neural networks, such as the Growing Neural Gas (GNG) [15] and the Parameterless SOM (PLSOM) [16] algorithms.
SOM with Reject Option Using One Classifier
Initially, the ROSOM-1C requires post-training neuron labeling via Strategy 1, as described in Section 3.1. Additional steps are included in order to change the labels of some neurons to rejection class. The main idea behind the proposal of the ROSOM-1C approach relies exactly on developing formal techniques to assign the rejection class label to a given neuron. In greater detail, the design of the ROSOM-1C requires the following steps.
STEP 1: For a given data set, a number of training realizations are carried out using a single SOM network in order to find the best number of neurons and suitable map dimensions. For this purpose, the conventional unsupervised SOM training is adopted.
STEP 2: Present the training data once again and label the prototypes w j , j = 1, ..., q, according to the mode of the class labels of the patterns mapped to them. No weight adjustments are carried out at this step.
STEP 3: Based on the SOM's ability to approximate the input data density, we approximate P(x|C k ) with P(w j |C k , x), for j = 1, ..., q and k = 1, ..., K. In the end of this Section, we describe two techniques to compute P(w j |C k , x) based on standard statistical techniques, namely, Parzen Windows and Gaussian Mixture Models.
STEP 4: Finding an optimum value for the rejection threshold β requires the minimization of the empirical risk as proposed in [4] :
where R and E are, respectively, the ratio of rejected and misclassified patterns (computed using validation data), while w r is the rejection cost (whose value must be specified in advance by the user). STEP 5: Re-label the prototypes as belonging to the rejection class if max k {P(C k )P(w i | C k , x)} < β verifies.
On the Estimation of P(w j |C k , x): The first approach to be used to compute SOMbased estimates of P(w j |C k ) is through the Parzen windows nonparametric method. The estimation is usually performed by some kernel function, usually a Gaussian, averaged by the number of points belonging to a given class. Another approach that can also be used to estimate P(w j |C k , x) based on the distribution of weight vectors of the SOM is the Gaussian Mixture Models (GMM) [17] [18] [19] . In this paper we follow the approach developed by [18] , which is implemented in the SOM toolbox 5 .
Neuron Re-Labeling Based on Gini Index: For the application of the decision rule in STEP 5, one has to store all the values of the posterior probabilities estimates P(C k |w j , x) ∝ P(C k )P(w j |C k , x) for each neuron j. The quantity P(C k |w j , x) express the probability of an instance that has fallen within the Voronoi cell of neuron j to belong to class C k . By means of concepts borrowed from information theory, it is possible to merge all the probabilities P(C k |w j , x), k = 1, ..., K, associated with a given neuron, into a single quantity to be called cell impurity.
SOM with Reject Option Using Two Classifiers
In comparison to the ROSOM-1C, the individual SOM networks that comprise the ROSOM-2C have an extra feature: the ability to control the preference for patterns of a given class by the inclusion of cost parameter w r into the learning rules of the individual networks. In other words, one individual network is trained to become specialized, say, on class C −1 , while the other is trained to become specialized on class C +1 .
By allowing one of the networks to have preference for (i.e. to be biased toward) the patterns of class C +1 , while the other has preference for the patterns of class C −1 , makes the decision rule of ROSOM-2C more reliable. More reliable in the sense that a pattern is classified only when the outputs of both network coincides, otherwise the pattern is rejected. The design of the ROSOM-2C requires the following steps.
STEP 1: Choose a rejection cost w r . STEP 2: Train two SOM networks following the self-supervised SOM training scheme describe in Section 3.1.
2.1)
Train the first SOM network, henceforth named SOM-1 classifier, to become specialized on the class C −1 . For that, we replace the standard SOM learning rule with Equation (2).
(2) 2.2) Train the second SOM network, henceforth named SOM-2 classifier, to become specialized on the class C +1 . For that, we replace the standard SOM learning rule with Equation (3).
) STEP 3, 4 and 5: The same as the ones described for the ROSOM-1C classifier. The Gini coefficient approach can also be used to re-label the prototypes of the ROSOM-2C classifier.
A final remark is necessary here. Extension of the ROSOM-2C approach to multiclass problems is straightforward. For this, one should adopt a One-Against-One strategy, which is commonly used to extend SVM binary classifiers to multiclass problem. In this case the algorithm would be the following: For K classes, construct K(K − 1)/2 ROSOM-2C classifiers. Each classifier discriminates between two classes. A new incoming pattern is assigned using each classifier in turn and a majority vote taken. In case of ambiguity of the majority vote, with no clear decision for some patterns, the pattern is rejected.
Experimental Study and Discussion
The performance of the classification methods were assessed over two datasets: One synthetic dataset was generated as in [6, 20] (syntheticI) and a real-world dataset. The real-world data set represents the discrimination of normal subjects from those with a pathology on the vertebral column (VC). This database, also publicly available on the UCI machine learning repository, contains information about 310 patients obtained from sagittal panoramic radiographies of the vertebral column described by 6 different biomechanical features. See [21] for more detail on this data set.
In the computer experiments, we used the SOM toolbox for implementing the ROSOM-1C and ROSOM-2C classifiers and the Matlab TM Neural Networks toolbox for MLPbased classifiers. For fair performance comparison, we have instantiated the same rejection option strategies used for the SOM-based classifiers into the MLP-based classifiers, giving rise to the MLP-1C and MLP-2C classifiers. For the SOM-based classifiers we used a two-dimensional map with a hexagonal neighborhood structure and a Gaussian neighborhood function. A 5-fold cross validation was conducted to find the best number of neurons and the initial radius size for the neighborhood function. Our search considered a squared map spanning 5 × 5 to 25 × 25 neurons. The learning phase stopped after 200 epochs. A similar search was conducted for the MLP-based classifiers to find the best number of neurons that composed the network: 5 to 20 neurons with one hidden layer, a single output neuron, and logistic sigmoid as activation function for all neurons. We defined a maximum number of 15 epochs as the stopping criterion in order to avoid overfitting. The resilient back-propagation training algorithm was used.
It is important to point out that, in the absence of further insights about the problem at our disposal (other than the data itself), we cannot select only one value for w r , since its selection is intrinsically application-dependent. Thus, we started by running the classifiers spanning three values for w r in Equation (1): 0.04, 0.24 and 0.44 6 . As mentioned the w r value is directly related to how many patterns an expert is willing to reject. To assess the stability of the proposed approaches the experiments were repeated 50 times by averaging the results. The performance of our methods are plotted on an Accuracy-Reject (A-R) curve where each point break in the curves corresponds to a given w r value.
By analyzing the performance on an A-R curve one can easily read the performance achieved by a given method and how much it was rejected for a given w r : the highest the curve, the better the performance is. For example, for the A-R curves shown in Fig. 1 , the ROSOM-1C using the Parzen and Gini coefficient approaches achieved the best overall results. We can also see that the performances of all ROSOM-2C variants and the MLP-2C were equivalent. For the VC dataset, the A-R curves in Fig. 1 indicate that the ROSOM-1C/Gini achieved the best overall performance. The A-R curves in Fig. 1 show that all the ROSOM-2C variants performed better than the MLP-2C. It is worth mentioning that to verify that the performances of the SOM-based and MLP-based classifiers are equivalent is not a bad thing for the SOM-based classifiers. On the contrary, Fig. 1 : The A-R curves for the SyntheticI dataset using 60% of training data (first row); and, VC dataset using 80% of training data (second row).
it is a good thing. Let us recall that the SOM is being adapted to work as a supervised classifier, since it is originally an unsupervised learning algorithm. But even so, the proposed SOM-based approaches achieved very competitive results in comparison with the MLP-based approaches. For all datasets the ROSOM-1C/GMM achieved in average the worst results. However, the ROSOM-2C/GMM achieved competitive results in comparison with the other approaches based on two classifiers. Such behavior can be partly explained by the fact that the proposed modified learning rules in (2) and (3) provide additional improvement over the raw estimates of the posterior probabilities in the performances of the ROSOM-2C classifier. As a general conclusion, although neither the Parzen windows nor the Gini coefficient approaches outperformed one another over all datasets, Parzen and Gini attained better performances than the MLP-based counterparts.
Conclusions
In this paper we presented two SOM-based pattern classifiers that incorporate the rejection class option: (a) ROSOM-1C, encompassing a single SOM network trained in the usual unsupervised way; and (b) ROSOM-2C, requiring two SOMs which are trained in the self-supervised learning scheme. For both proposals we analysed the advantages on using existing estimates for the likelihood function or the posterior probability tai-lored for the rejection problem. For ROSOM-2C a new learning rule was proposed. The simulations show that our classifiers are very robust in terms of confidence in decision making process, attaining higher performances than their siblings.
