We propose a new method to estimate a repeat-sales house price index. Our unbalanced panel method employs an OLS panel regression to estimate the (log) house price as a function of time fixed effects and house-specific fixed effects. Comparisons are made across three repeat-sales methods using actual data, and using simulated data with both stationary and non-stationary relative price innovations. The unbalanced panel method comprehensively utilises all sale information on a house rather than splitting sales into distinct pairs. It is the simplest of the methods to implement, and possesses superior properties to the other two methods under a wide range of data generation processes.
Introduction
Availability of a reliable house price index is vital for policy-makers, real estate and financial markets participants, and researchers into housing, macroeconomic and regional issues.
House prices are volatile at both the micro and macro levels, and estimation of an index is complicated by the fact that individual houses are sold infrequently and that the composition of houses sold varies across time. These factors complicate the process of estimating a house price index that represents the "true" path of house prices in a given area over time.
Several methods have been proposed for producing a house price index. These include simple (mean and median) measures, hedonic pricing models, and repeat-sales methods. We focus on repeat-sales methods and propose a new method to estimate a repeat-sales index: the unbalanced panel method. This method utilises an OLS panel regression of log house price on a set of time fixed effects and house-specific fixed effects. It has the advantage over prior methods that it utilises all sale information on a house in a comprehensive manner rather than separating out distinct pairs of sales as in prior methods.
We compare the unbalanced panel method with methods proposed by Bailey et al (1963) and Case and Shiller (1987) . We initially estimate house price indices using all three methods using actual repeat-sales data, observing that the estimated indices are very similar to each other; they are also similar to the related SPAR index proposed by Bourassa et al (2006) . In order to rank the alternative repeat-sales methods, we estimate indices using each method based on simulated data with three different data generation processes (DGPs): serially uncorrelated, mean-reverting and a random walk. The unbalanced panel method is generally superior (i.e. more accurate over the whole period and within each period) to the other methods across a range of simulated DGPs, except where relative house prices follow a (near) random walk; this result is robust to changes in sales numbers and sample length. Furthermore, the unbalanced panel method is by far the easiest of the three methods to implement. Section 2 of the paper provides a brief survey of prior methods to estimating house price indices. Section 3 describes the unbalanced panel method, before we compare the various methods in Section 4. Conclusions follow in Section 5.
Prior Methods
A reliable house price index is required to measure housing market trends. A number of methods have been employed to produce such an index. One set of methods uses simple summary measures, such as the mean or median house sales price, to formulate an index. The flaw of this approach is that there is no adjustment made for quality of houses sold; thus the measure cannot distinguish whether there has been an actual change in house price level or whether the change in observed prices is due to a different mix (quality) of houses sold.
A second set of methods is based on an hedonic regression equation. The premise is that observed house characteristics can be accurately used to predict the house price. House sale prices are regressed on a set of variables describing the characteristics of each house, and on a set of time fixed effects. The time fixed effects are used to compile the house price index, while the coefficients on the characteristic variables act like shadow prices, indicating the change in house price for a marginal change in a characteristic. Major challenges in using the hedonic method include specifying the correct functional form for the model, determining the correct set of explanatory variables, and obtaining data to accurately represent all relevant characteristics.
A third approach is to use a repeat-sales method, first proposed by Bailey et al (1963) .
The repeat-sales method uses data on properties that have been sold at least twice. The benefits of using a repeat-sales method are that it uses repeat observations of single housing units; thus, it controls for house characteristics more accurately than does the hedonic method which relies on the quality of measurement of housing characteristics (McMillen and McDonald, 2004) . The only assumption is that the quality of individual houses remains constant over time (Case and Shiller, 1987) . Reduced sample sizes and selection bias are two potential flaws of this method; the repeat-sales method only uses observations of houses that have sold more than once, meaning only a proportion of house sales are kept in the sample.
Bailey et al implement their repeat-sales method by using pooled ordinary least squares (OLS) to regress the difference in log house price, between the second and first sale, on a set of dummy variables; one for each time period in the sample except the first (base) period. Each dummy variable takes the value zero, excluding the two dummies corresponding to a sale period; the second sale period dummy takes value +1, while the dummy corresponding to the first sale period takes value -1. If the first sale period coincides with the base period, then there is no dummy corresponding to the first sale. The estimated coefficients on the dummy variables can be interpreted as the log house price index. Bailey et al estimate the following equation:
where HP it is the sale price of house i in period t ; k and j represent the periods in which the second and first sale occurred, respectively; r t represents the rate of appreciation in the house price in period t ; and D t is the dummy variable for period t, where D t = 0 ∀ t ≠ j, t ≠k. This reduces the sample selection bias and sample size issue from which a repeat-sales method may suffer. The SPAR method uses the appraisal values (for property tax purposes) of each property to estimate the base period sales prices. The use of an appraised value, rather than a market value, for its base is however a potential drawback of the SPAR method since it relies on the quality of the initial appraisal for its accuracy. 
Unbalanced Panel Method
Each of the existing repeat-sales methods relies on dual sales observations on the same house. Frequently, it is the case that over any reasonable data period, some houses will be sold more than twice. A focus only on neighbouring sales discards valuable information that can be used to better control for house characteristics. For instance, a house that is sold three times is treated by existing methods as two separate repeat sales rather than as a set of three sales. An unbalanced panel estimation method incorporates all information from extra house sales observations in a comprehensive manner.
Our unbalanced panel method utilises an OLS panel regression of log house price on a set of time dummies plus a full set of individual house-specific fixed effects. This method, which still requires that each property be sold at least twice, is simpler to compute than the other indices since the dummy variables do not have to be formulated. It has the key advantage over other repeat-sales methods that, in cases where a house has sold more than twice, each of these sales is used in computing the control for the house characteristics (i.e. the house fixed effect).
Thus our method uses all available house sale information comprehensively when controlling for house characteristics, unlike prior methods. We use clustered errors in our estimations, with errors clustered by house to account for potential correlation across sale observations for the same house. The estimated coefficients on the time dummies give the log house price index values.
The model used to estimate the unbalanced panel is as follows:
where lnHP it is the log of the sale price of house i in quarter t; α i represents the individual house fixed-effect; μ t represents the time fixed-effect (used to formulate the log house price index); and ε it is a residual. This residual represents the proportional deviation of the price of house i from the broader region-wide index (constructed from μ t ) after controlling for the average value of the house's characteristics (α i ). We return to the interpretation of ε it in the concluding section; section 4.2 analyses how different DGPs for ε it affect the accuracy of the unbalanced panel estimates relative to other repeat-sales indices.
Repeat-Sales House Price Index Comparison

Actual data
Initially, we compare the unbalanced panel (UP) method with other methods by estimating repeat-sales indices using actual repeat-sales house price data for Waitakere City 
Simulated data
Our approach compares the accuracy of the BMN, CS, and UP methods under different DGPs for ε it .
5
5 The Jansen et al method was also analysed, but its results were generally very similar to the CS method and so are not reported.
We do so since different time series properties of the residuals may be better handled by different repeat-sales methods. Before comparing the methods, a "true" underlying index series is generated. Our index values, corresponding to the μ t in (3), are chosen so as to replicate the average of the repeat-sales indices estimated for the Waitakere City data, but the results in no way hinge on these specific μ t values; rather, it is the DGPs for ε it that are crucial.
Having set the "true" index in this manner, we generate a set of 10,000 houses for a period of 65 quarters. We apply a unique fixed-effect, α i , to each house, which is constant over time, but varies across houses. These fixed-effects are uniformly distributed on (-0.1, 0.1) with mean zero.
Each house has a residual, ε it , that can be represented as follows:
where ε i0 = φ i0 and φ it ~ N(0, σ
)
We specifically consider three types of DGP:
i. β = 0, which implies that lnHP it -μ t has serially uncorrelated residuals.
ii. 0 < β < 1, which implies that lnHP it -μ t is mean-reverting (stationary), but autocorrelated.
iii. β = 1, which implies that lnHP it -μ t follows a random walk. To calculate the first measure, denote the true index value for quarter t as we therefore consider that the σ 2 = 0.01 results are more realistic than those using σ 2 = 0.05.
The results for the simulation described above, which we denote as "Case 1", are found in Panel A of Table 1 . We observe that as σ 2 increases, A key result is that for β less than approximately 0.9, UP mse D is smaller than the other methods, implying that the UP method is a better index estimator over all observations for a DGP that does not follow a (near) unit root. Once β approaches one (i.e. a random walk), the CS method becomes superior. This latter result reflects the benefits of the weighted estimation procedures of the CS method in dealing with a unit root process relative to the BMN or UP methods. In the presence of a random walk, the UP method is the least accurate of the methods.
Our second measure produces results consistent with those of our first measure. The CS method becomes the most accurate index when residuals follow a random walk.
The temporal behaviour of the COV measures for all methods is stable for stationary series. There is some evidence that sample length has an effect when β=1, with all measures rising towards the end of the time period, suggesting the deviation of estimates around the mean widens as time passes.
Further to Case 1 above, we test the robustness of the results against changes to two parameters: the average probability of sale and the length of the sample period. Firstly, we test a lower probability of sale for each house. The probability of sale is halved to 0.025 and we denote this as Case 2. Intuitively, fewer sales may decrease any advantage of the UP method over the Figure 5 show that the UP method remains more accurate than the other methods with β=0.9, suggesting the UP method is better at estimating a house price index over longer time periods provided the DGP is stationary. In addition to the two measures used above ( mse D and COV t ), the potential for long-term bias in the estimated indices (i.e. in the growth of house prices) is an important consideration.
Calculating the mean growth of the difference series (i.e. the last value less the first) for each estimation method indicates virtually zero long-term bias in any of the methods; that is, mean growth of all the difference series is approximately zero.
In-depth analysis of the properties of the different methods finds that the UP method is superior to the BMN and CS methods when relative house prices follow a stationary DGP other than one displaying a near unit root; the superiority of the UP method is magnified over longer sample periods. If relative house price shocks are (near) permanent, i.e. the residuals follow a (near) random walk, the CS method is superior due to its inherent ability to deal with pronounced serial correlation.
Conclusions
We introduce a new method for calculating a house price index using a repeat-sales approach. This new method is much simpler to compute than previously documented methods.
Aside from being less demanding to compute, it is also more accurate under a wide range of conditions.
Simulations using data from differing DGPs (with relative house price innovations) are used to deduce which of the three repeat-sales methods is most accurate. Different DGPs may result in some methods being preferred to others in specific cases. This pattern is observed across the two prior methods, with the BMN and CS methods producing broadly equivalent results when house characteristics are stationary, but with the CS method out-performing BMN when innovations to relative prices follow a non-stationary process. This result is expected given that the CS method was specifically designed to improve on BMN in such circumstances.
Comparing the two prior methods to the UP method, we find that the UP method outperforms the BMN and CS methods for stationary DGPs other than those that exhibit a near random walk.. Once residuals approach a random walk, the CS method is most accurate and the UP method becomes the least accurate. These results are robust to changes in sales numbers and time length. Additionally, we consider the potential for long-term bias in each method and find virtually no bias for any of the methods.
For a given sample of house sales, a researcher cannot know the true time series
properties of the value of an individual house relative to the regional index (i.e. of ε it ). It is unlikely that ε it actually follows a random walk (β=1) since that would imply that an individual house price could rise or fall indefinitely relative to its regional index. However some degree of persistence (β>0) is likely; for instance, maintenance of a house may only be carried out infrequently. In that case, the rise in value of a particular house may lag behind local area increases for a period and then be restored to the broader regional value when the house is again fully maintained. Thus some degree of mean reversion in ε it is plausible. It is then an empirical matter whether the resulting β is greater than or less than 0.9 which we find to be the approximate cut-off value favouring the UP relative to the CS method.
In practice, the three repeat-sales methods produce very similar results to one another (and similar results to a SPAR index) when using actual data. Undoubtedly, however, the UP method is computationally the simplest of the methods to implement and so represents a new, simpler and accurate method for those wishing to estimate a mix-adjusted housing index. 
Appendix 1: House Price Index Results
Quarter
Appendix 2: Mean and Median Sales Price Comparison
We compare the raw mean and median sales prices in Waitakere City, with the CS and 
