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Chapter 1
Introduction
1.1 Motivation
Gas concentration is one of the crucial properties of many physical systems and is often
compulsory for understanding technical and natural processes. Many times a thorough
comprehension can only be gained if gas concentration is known also in its spatial distri-
bution and temporal conduct. Optical measurement techniques offer diverse possibilities
for non-intrusive detection of concentrations, like Laser induced fluorescence (LIF), Ra-
man spectroscopy or absorption spectroscopy, to name a few examples. However, in their
primal form, none of them can deliver reliable absolute values for concentration and its
spatial distribution at the same time – not to speak of temporal resolution [1]. Regarding
the above named examples, the following can be said: Whereas LIF allows for a high
spatial resolution, quantitative measurements are demanding or even infeasible. Raman
spectroscopy is a relatively insensitive method for point-wise detection of gas concentra-
tions that requires calibration. Absorption spectroscopy includes disparate techniques for
absolute concentration measurements, among them a sophisticated variant called Tunable
diode laser absorption spectroscopy (TDLAS) which does not require calibration [2–10].
As a line-of-sight method, spatial resolution can be achieved by means of tomographic
techniques.
While in some applications (foremost in the medical field) state-of-the-art tomographic sys-
tems are highly developed and adapted to their specific purpose, deployment for technical
or environmental purposes is still somewhat limited. This is due to the often demanding
boundary conditions that need to be fulfilled: usually the amount of usable measurement
paths is confined in some way, either because accessibility is restrained or because instru-
mentation expenditure needs to be diminished. This problem is closely linked to the issue
of temporal resolution: while common tomographic scanners deliver high spatial resolu-
tion, capturing one picture may take several minutes because of the sequential movement
of measurement components for beam path multiplication [11].
Reducing the number of measurement paths (either for gaining speed or for accessibility
or cost reasons) leads to a severe loss of information, which normally renders impossible
the use of standard transform-based tomographic computation methods. In principle, low-
data tomographic reconstruction always means solving an ill-posed problem [12]. Most of
the times, there are fewer beam paths than unknown values in a sensible discretization,
leading to an infinite set of solutions. In addition to that, the arrangement of the beams
often leads to badly conditioned systems, that means finding the solution is very sensi-
tive to noise. For this reason, as much as possible additional information and physical
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previous knowledge about the measurement system should be utilized in order to restrict
the solution space. Adequate algorithms along with a sensible setup of the instrument
components have to be found for each specific application in order to compensate for
reduced measurement data. As several parameters have an influence on the design, there
cannot be a general approach for all systems. The choice of setup and algorithm depend
e.g. on the size and accessibility of the measurement object, the desired spatial and tem-
poral resolution and the possible instrumentation effort. It also has to be accounted for
physical knowledge about the system and whether it can be used to a certain extent. Last
but not least, requirements arise from spectroscopy: The gases that shall be detected
and the ranges of their concentrations have to be considered as well as temperature and
pressure boundary conditions. In general, an instrument concept developed for a specific
purpose cannot directly be transferred to other applications. Therefore, this work focuses
on the development of a fast TDLAS-based instrument for tomographic concentration
field measurements for an application in soil science. Through this example insights into
concepts and principles of performance of low-data tomography systems can be gained
also for other systems.
The developed instrument needs to fulfil especially demanding requirements, since it is
designated for field measurements in Arctic areas. The objective of environmental scien-
tists is to better model the global warming process by including greenhouse gas emission
from thawing permafrost soil in their simulations [13–20]. Although it is well-known that
climate gases like H2O, CH4 or CO2 are emitted from melting permafrost, the absolute
quantities are still unknown [21–23]. Furthermore, for a better physical understanding of
the processes that lead to gas emanation the relevant soil structures have to be identi-
fied [24]. One of the supposed mechanisms is the release of methane due to decomposition
of organic material stored in underground reservoirs [14, 20]. As the covering ice-layer is
melting, the organic material is exposed to oxygen and can be devoured by aerobic bacte-
ria. The gaseous by-products are assumed to be liberated through cracks in the ground.
Such theories can only be investigated with a 2D-map of absolute concentrations of the
soil-air boundary layer covering a relatively large area in the square meter range. Geo-
scientists are often interested in gas flow, which could be achieved with a combination of
concentration field measurements and gas velocity measurements. Despite the fact that
the latter are beyond the scope of this work, it should be borne in mind that a temporal
resolution of at least 1 Hz has to be obtained. Although the good accessibility of the
soil gives the designer freedom to arrange the laser-beams into nearly arbitrary positions,
the optomechanical setup of such a field device has to be kept as simple as possible for
transportation and alignment in the field. Robustness against a harsh environment is a
basic prerequisite. Along with the development of the instrumentation, appropriate algo-
rithms for the tomographic reconstructions have to be found. Here, information about
soil structure sizes, locations and shapes may come in handy since it could be included as
physical knowledge into the reconstruction process. There is no patent remedy for find-
ing a good combination of reconstruction and instrument setup, the strategy of design is
rather iterative and heuristic. Aptness of algorithms depends on the laser beam setup,
which again should be adapted as far as possible to the characteristic requirements of
tomographic reconstruction methods.
Plenty of interdependencies exist between tomographic instrument, reconstruction tech-
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nique and measurement object, so there is no universal solution for low-data absorption
tomography. However, typical problems and characteristics arising from lack of informa-
tion when reconstructing 2D-concentration fields may become evident in this work. It
may lead to a principle understanding for low-data tomography, especially in the field
of tomographic algorithms, thus making transfer to other systems from engineering and
science easier.
1.2 Structure of the thesis
In the following chapter, a short introduction into the principles of TLDAS and a limited
selection of tomographic reconstruction techniques is given. In the latter case, only those
techniques were included that are either fundamental for comprehension or promising
regarding the application as there is a vast amount of algorithms. Chapter 3 presents
the evolution and performance of the instrument itself: First the design process is briefly
sketched to clarify the advantages of the chosen setup in comparison to other solutions.
It is self-evident that the optimal instrumentation may be outperformed by other setups
in other measurement situations. Afterwards, the instrument setup and spectroscopic
performance for measuring path-averaged concentrations is elaborated. While reading
this work, it has to be kept in mind that designing the tomographic instrument was an
iterative process because laser-beam setup and the performance of the algorithms are
closely intertwined. The arrangement of the beams was initially adjustable at will, since
the soil area can be accessed from all edges. Conceptual laser beam setups were assessed
regarding both practical issues and their aptness for tomographic reconstructions. At
this point, first tomographic reconstructions of simulated experiments were realized to
find out whether a setup was any good, not knowing whether the used algorithm was best
suited for the problem. Selecting the exact beam layout was then a process of trial and
error. Even though there are approaches of optimizing the beam layout for more simple
cases, there is not yet a viable method for finding the best solution for an application
with so many degrees of freedom. Furthermore it has to be doubted whether there ac-
tually is an unsurpassed solution for all measurement situations, as the achieved quality
of reconstruction may depend on the measurement object itself. The heuristic process of
the instrument conception and construction seems therefore justifiable. Documenting all
the design steps and preliminary solutions is beyond the scope of this work. Instead, prin-
ciples of finding a good concept are explained, sometimes already implying experiences
that were made with simulated tomographic reconstructions.
Another scope of the work is to give an overview over the performance and characteris-
tics of certain tomographic reconstruction techniques. The selection of algorithms might
be incomplete, but it is sensible: There is a very wide range of tomographic inversion
principles, but not all of them are promising or adequate for the application and most
algorithms are excluded in the first place. The most auspicious techniques were imple-
mented, in some cases adapted to the specific use of absorption spectroscopy or modified
for performance improvement and evaluated and compared by means of simulated experi-
ments (chapter 4). Owing to the incomplete information of low-data tomography, there is
no guarantee that arbitrary concentration fields can be reconstructed, so the strategy was
to assess reconstructions of a wide diversity of realistic and relevant simulated concentra-
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tion fields. Parameters like structure shape, size, number and “contrast” in concentration
are varied towards increasing complexity and aspects of reconstruction quality and spatial
resolution are discussed.
Eventually, an experimental validation of the instrument was carried out (chapter 5). For
this purpose, effectually known concentration fields were generated by laminar jet flows
with known gas mixture and shape. The dynamic range of the instrument is presented, i.e.
dependency of reconstruction quality on structure concentrations, sizes and measurement
rate. While the dynamic range is mainly determined by spectroscopic issues, the influence
of measurement object complexity is owed to limitations of tomography. Like in the case
of simulated experiments, measurements with increasing structure complexity (regarding
size, number of elements and arrangement) were carried out. Finally, the developed in-
strument and its tomographic performance is compared to existing devices. In the last
chapter, a conclusion and outlook are given.
4
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Fundamentals
Understanding the designed instrument and the carried out simulated and real experi-
ments premises some fundamental knowledge of absorption spectroscopy and tomography.
A short overview of the former is given in chapter 2.1. Chapter 2.2 includes some principle
considerations about tomography and presents some selected tomographic reconstruction
techniques.
2.1 Absorption spectroscopy
Absorption spectroscopy techniques are based on the principle of induced absorption. For
a thorough understanding of the physical processes that are used for absorption spec-
troscopy, the latter is explained in chapter 2.1.1. Furthermore, mechanisms of absorption
line broadening are discussed in chapter 2.1.2 If not denoted otherwise, all information is
taken from [1]. Although there are plenty of absorption spectroscopy methods, this work
focusses on the variant tunable diode laser absorption spectroscopy (TDLAS). With this
technique, absolute concentrations can be measured without any calibration or reference-
gas. Therefore it was chosen as the appropriate method from the very beginning. The
fundamentals of TDLAS are explained in chapter 2.1.3.
2.1.1 Induced absorption
One of the substantial insights of quantum physics is that atoms and molecules have
discrete, so-called quantised energy levels [25, 26]. Molecules can absorb photons if the
energy of the photon equals the difference between two energy levels of the molecule. This
is given if the following equation is fulfilled:
h · ν = E2 − E1 (2.1)
The left hand side corresponds to the energy of the photon, where h is Planck’s constant,
ν is the frequency of the photon and E1 and E2 are the lower and higher energy levels of
the molecule. The corresponding processes is called induced absorption and takes place
with a certain probability per temporal unit:
d
dt
P12 = B12ρ(ν) (2.2)
5
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The constant B12 is the so-called Einstein coefficient of induced absorption and ρ(ν) is the
spectral energy density, which is a measure for the number of photons with the energy E =
hν per volume. Because of the discrete energy levels of the molecules, energy differences
and therefore frequencies at which a molecule can absorb photons are also discrete. These
frequencies are molecule-specific and are called absorption lines. Absorption spectroscopy
makes use of the weakening of incident light by induced absorption at an absorption line
that can be related to a specific molecule. In reality these lines are not entirely discrete
but broadened by several mechanisms that are described in the following chapter.
2.1.2 Line broadening mechanisms
The ideally mono-chromatic absorption lines are in reality broadened by several physical
effects. They contribute to the overall broadening with different orders of magnitude,
depending on boundary conditions like pressure, temperature and concentrations of the
absorbing and of interfering species. The first mechanism is the natural line broadening,
which is due to the decreasing intensity of the stimulating wave. It leads to a Lorentzian
absorption profile instead of a sharp transition. However, natural linewidth is very small
compared to the other effects and is therefore neglected.
Another broadening mechanism is Doppler broadening, which dominates at low pressures.
It is caused by the thermal motion of absorbing molecules which is described by a Maxwell-
Boltzmann distribution of velocities. The observed absorption frequency of a molecule
moving at speed ~vM is given by
νa = ν0 + ~k · ~vM (2.3)
where ν0 is the absorption frequency of a resting molecule and ~k is the wave vector. It
can be shown that the frequency shift leads to a Gaussian shaped line broadening with
the full half-width
δνD =
ν0
c˜
√
2kBT ln 2
m
(2.4)
with the velocity of light c˜, the Boltzmann constant kB, temperature T and molecule mass
m.
A further broadening mechanism is the collisional broadening, which is often also called
pressure broadening. The energy levels of two molecules shift if they approach each other
because their electron configurations are influenced mutually, depending on the distance
between the molecules [25]. This results in a Lorentz-shaped broadening function with
full half-width [27]
δνC = δν0C
(
p
p0
)(
T0
T
)s
= δν0Cp
(
T0
T
)s
(2.5)
Equation 2.5 is an empirical expression, where p is the pressure, T is the temperature and
the zero subscripts denote the respective magnitudes’ standard values. The half-width
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at a pressure of 1 atm, δν0C , can be combined with the standard pressure to δν
0
C . The
exponent s is often chosen as s =0.5. The collisional broadening can be split into a
self-broadening and a foreign gas broadening part:
δνC =
(
δν0Cself · pself + δν0Cforeign · pforeign
)(T0
T
)s
(2.6)
where pself is the partial pressure of the absorbing gas and pforeign is the partial pressure
of interfering gas species.
Depending on the boundary conditions, other mechanisms of absorption line broaden-
ing may occur [1]. The overall shape of the broadened absorption line results from a
convolution of the contributing broadening mechanisms. In many situations it suffices
to consider Doppler- and collisional broadening. The convolution of their Gaussian and
Lorentz profiles is called Voigt profile [28] gV :
gV (ν − νˆ) ≡ gD ⊗ gC =
∞∫
−∞
gD(ν − ν ′, δνD) · gC(ν ′ − νˆ, δνC)dν ′ (2.7)
where νˆ is the center frequency where the absorption line is located, gD is the Gauss profile
of the Doppler broadening and gC is the Lorentz profile of collisional broadening. The in-
tegral in equation 2.7 cannot be solved analytically, but many approaches to approximate
it numerically exist [28–35]. Its half-width is roughly given by [27]
δνV ∼= 0 5346 · δνC +
√
0 2166 · δν2C + δν2D (2.8)
2.1.3 Tunable Diode Laser Absorption Spectroscopy
Tunable Diode Laser Absorption Spectroscopy (TDLAS) is based on the Lambert-Beer
law, which gives a relation between the intensities of the incident light I0 entering an
absorbing medium and the light I detected after passing an absorbing medium along a
path of length l [27, 36]
I(χ, λ) = I0(λ) · exp
{
− S(T ) · Φ(λ− λ0) · χ · l
}
(2.9)
S(T ) denotes the temperature-dependent line-strength, Φ(λ − λ0) is a normalized line-
shape function centred at wavelength λ0 and χ is the absorber number density of the gas.
The latter is the fraction of the amount of substance of the absorbing gas to the overall
amount of substance of the gas, χ = χabsorber
χtotal
and is often also called mole fraction. An
even more accurate description of the measurement of I accounts for temporally varying
broadband transmission losses Tr(t) and broadband background radiation E and is given
by the extended Lambert-Beer law:
I(χ, λ) = I0(λ) · Tr(λ) · exp
{
− S(T ) · Φ(λ− λ0) · χ · l
}
+ E (2.10)
Because of the normalization
∫∞
−∞Φ(λ− λ0)dλ = 1, equation 2.10 can be rearranged to
7
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Figure 2.1 Incident and detected light intensities for a TDLAS measurement. Broadband background
emission is depicted as a dotted line. It is superimposed to the incident light intensity I0 which increases
with the wavelength λ as a side-effect of laser modulation. The grey line depicts the intensity after
superposition of E and with transmission losses, I0 ·Tr(λ)+E. After passing the absorbing medium, the
intensity I(χ, λ) is detected. The dashed line shows the fitted polynomial.
χ = − 1
S(T ) · l ·
∞∫
−∞
ln
(
I(χ, λ)− E
I0(λ) · Tr(λ)
)
dλ (2.11)
The variant of TDLAS that is applied in the group [3, 7, 37] is based on the detection
of the integral on the right sight of equation 2.11 for calculating χ. The wavelength of
a diode laser is repetitively tuned across the broadened absorption line by modulating
the diode current, thus receiving a temporally changing wavelength. The tuning range
depends on the laser type and modulation frequency. With distributed feedback (DFB)
lasers, up to about 2 cm−1 can be covered, while vertical cavity surface enhanced lasers
(VCSELS) allow for wavelength scans of around 30 cm−1 [6].
The temporal spectral behaviour dλ
dt
of the laser is characterized for a fixed operation point
that is determined by laser temperature,wavelength tuning rate and signal generation
hardware, so the time-base can be transformed into a wavelength base. Equation 2.11
can be derived from the time-dependent sizes by integration by substitution [38]
∞∫
−∞
ln
(
I(χ, λ)− E
I0(λ) · Tr(λ)
)
dλ =
∞∫
−∞
ln
(
I(χ, t)− E
I0(t) · Tr(t)
)
· dλ
dt
dt (2.12)
For calculating the absorber number density χ from equation 2.11, besides known
temperature-dependent line-strength S(T ) and absorption path length l, the integral (cor-
responding to the area beneath the broadened absorption line) on the right-hand side is
required. All unknown parameters that appear in the integral can be found by the follow-
ing procedure: First, the measured intensity I(χ, λ) at a wavelength where no absorption
takes place is used to fit a polynomial that describes I0(χ, λ) · Tr(t) + E. Figure 2.1
schematically illustrates the light intensities that are relevant for TDLAS. The dotted
line describes the broadband background emission E that causes the incident light to be
offset to I0(χ, λ)+E, which is marked by the slim black line. If transmission losses occur,
intensity takes the form I0(χ, λ) · Tr(λ) + E, which is depicted by the gray line. This
8
2.2 Tomography
line evidently gets very close to the measured intensity I(χ, λ) at wavelengths that are far
away from the absorption line centre wavelength. For this reason, the strategy of fitting
a polynomial base-line (depicted as a dashed line) is justified. The background emission
E can be easily determined by the light intensity that is measured each time the laser
does not emit light, which should occur once for every wave-length tune. The modulation
current of the laser has to be adjusted so that at a small fraction of the tuning period it
lies beneath the laser threshold, so that no emission of light takes place during that part
of the wavelength-tune.
Instead of directly evaluating the area beneath the measured absorption line by numerical
integration, first a Voigt profile is fit to the optical density of the absorption line, which
is given by
ODe = − ln
 I(χ, λ)− E
I0(χ, λ) · Tr(λ)
 (2.13)
The fit process takes place with a Levenberg-Marquardt algorithm. Afterwards, the area
is extracted by integrating the fitted optical density. During the fitting process, Doppler-
and collisional broadening are calculated iteratively with the current concentration, thus
permitting only physically sensible combinations of absorber number density, pressure,
temperature and the two broadening values.
With known pressure p and temperature T , the volume concentration c is calculated by
using the ideal gas law [39]:
c = χ · RT
NA · p =
Vabsorber
Vtotal
(2.14)
where R is the universal gas constant, R = 8.314 J
mol·K
and NA is the Avogadro constant.
The volume concentration is the fraction of absorbing gas volume of the overall gas volume
and is usually expressed in the unit volume parts per million ([ppmv]).
2.2 Tomography
Giving a complete overview of tomography is impossible, since the term is used for numer-
ous techniques that can be very disparate. The definition of “tomography” is somewhat
imprecise. Literally it signifies the imaging of a slice, as it originates from the Greek
words tomos (slice) and graphein (draw) [40]. In this work, tomography is confined to
the imaging of slices of an object by gaining information from multiple outside positions,
like it is defined in [41]. Both the image and the information can have various physical
meanings, for example tissue density, capacitance, concentrations e.g. for the former and
absorption, voltages or intensity of light emission for the latter. The picture function of
the slice f(x, y) describes the spatial distribution of any kind of physical properties. In
the following, the mathematical description of data collection from outside positions is
given, and if not denoted otherwise, the literature source is [41]. It is concentrated on
situations where the process of collecting data is based on detection of line integrals of
the picture function f(x, y) at various positions. This is called hard-field tomography. A
9
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"projection"
Figure 2.2 Schematic illustration of an object’s picture function f(x, y) and its Radon transform and
projection at an angle θ
measurement at one position is only influenced by a small, known fraction of f(x, y) (usu-
ally along a line). Other problems of tomography, e.g. electrical impedance tomography
(EIT) [42–45] or electromagnetic induction tomography (EMT) [46], are more complicated
because each measurement is influenced by the whole field f(x, y). These are summed up
under the term soft-field tomography. Explanation of soft-field tomography would lead
too far since it has no physical meaning for the application.
The data collection process for hard-field tomography is illustrated for the 2D-case in fig-
ure 2.2. Each measurement takes place at a certain angle θ and distance to origin ξ. The
line equation of the measurement is described by ξ = x cos θ + y sin θ. The line integrals
at each position (ξ, θ) are described by the Radon transform:
Rf(ξ, θ) =
∞∫
−∞
∞∫
−∞
f(x, y)δ(x cos θ + y sin θ − ξ)dxdy (2.15)
where δ is the delta function. For practical reasons, a set of line integrals is often called
projection. In figure 2.2 such a projection is depicted at a fixed angle for a configuration of
parallel beams. Another possibility would be to unite beams into a projection that have
a common point of intersection and vary in angles. Such projections form a fan-shaped
beam layout and are therefore called fan-beam projections. The definition of the term
“projection” can be quite arbitrary and makes sense mostly in practical applications.
If Rf(ξ, θ) is known completely in its continuous form, the Radon transform can be
inverted and has a unique solution (view [47]). However, generally no complete represen-
tation of Rf(ξ, θ) is available, but discrete sets of data are measured. The reconstruction
of the unknown field f(x, y) from discrete data sets is not unique any more. There are
numerous techniques for finding an estimate f˜(x, y) of the exact solution f(x, y). Ex-
plaining all of them is not sensible since they are all intended for different purposes and
some can be excluded in the first place. However, a selection of promising algorithms is
elaborated in the following chapters. First, the most straight-forward methods of discrete
inversion of the Radon transform are presented, the so-called transform-based methods.
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In chapter 2.2.2, very common algorithms based on iterative regularization are introduced.
Finally, some examples of statistical inversion methods are presented (section 2.2.3).
2.2.1 Transform-based algorithms
All transform-based algorithms are derived from some kind of approximate inversion
of the Radon transform. Very common algorithms are the so-called backprojection
algorithms, that make use of the close relationship between Radon transform and Fourier
transform. This relationship is described by the Fourier slice theorem, which states that
the (one-dimensional) Fourier transform of a parallel projection of f(x, y) at a fixed angle
θ equals a slice of the two-dimensional Fourier transform F (u, v) of f(x, y) itself. The
slice is described by a line through the origin of (u, v) at the angle θ. In the following it
is briefly explained how the Fourier slice theorem works.
The (ξ, ζ) coordinate system depicted in figure 2.2 can be derived from the (x, y)
coordinate system by the following linear transformation:(
ξ
ζ
)
=
(
cos θ sin θ
− sin θ cos θ
)
·
(
x
y
)
(2.16)
The Radon transform at a constant position ξ in the (ξ, ζ) coordinate system is given by:
Rf(θ, ξ) =
∞∫
−∞
f(ξ, ζ)dζ = Rfθ(ξ) (2.17)
The Radon transform is written as Rfθ(ξ) if we consider a fixed angle θ, uniting all path-
integrals of a parallel-beam constellation into a projection. The Fourier transform of this
projection is given by
RFθ(Ω) = F{Rfθ(ξ)} =
∞∫
−∞
Rfθ(ξ)e
−iΩξdξ (2.18)
which equals
RFθ(Ω) =
∞∫
−∞
 ∞∫
−∞
f(ξ, ζ)dζ
e−iΩξdξ (2.19)
With equation 2.16, the coordinates can be transformed into the (x, y) coordinate system:
RFθ(Ω) =
∞∫
−∞
∞∫
−∞
f(x, y)e−iΩ(x cos θ+y sin θ)dxdy (2.20)
The two-dimensional Fourier transform of f(x, y) is denoted by:
F (u, v) = F{f(x, y)} =
∞∫
−∞
∞∫
−∞
f(x, y)e−i(ux+vy)dxdy (2.21)
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The right-hand side of equation 2.20 can be interpreted as the two-dimensional Fourier
transform of f(x, y) at the spatial frequencies u = Ωcos θ, v = Ωsin θ:
RFθ(Ω) = F (Ω cos θ,Ω sin θ) (2.22)
The illustrative description of equation 2.22 is: if you have a projection at a fixed angle θ,
its Fourier transform corresponds to the 2D-Fourier transform values of the image along
the line that is given by (
u
v
)
=
(
cos θ
sin θ
)
· Ω (2.23)
The general approach of transform-based algorithms is the following: First, the discrete
Fourier transforms of the projections are calculated. By this means an incompletely
sampled function F (u, v) is received. Its sampling points are radially distributed in the
(u, v)-space (view figure 2.3). An inverse Fourier transform of F (u, v) finally leads to the
unknown function f(x, y). Generally, interpolation between the radially sampled values
of F (u, v) has to take place before numerical inversion. Again, there are different methods
of reconstruction in the transform-based sector, like direct backprojection, linograms, rho-
filtered layergrams or filtered backprojection (FBP), to name a few [40, 41, 47]. Since
none of them is appropriate for limited data tomography, detailed information about the
respective techniques should be taken from literature.
So why are transform-based algorithms not appropriate for limited data tomography? The
answer is: too many beams are required to receive a decent reconstructed image. From
figure 2.3 it becomes evident that not the entire frequency space can be sampled, but
only discrete points. Depending on the instrument geometry, the maximum detectable
frequency is determined by the number of projections and the number of samples per
projection. Consider an image described by f(x, y) that is essentially b-band-limited
according to Natterer [48] , that means F{f(x, y)} = F (Ω) is negligible for |Ω| > b. If
details of down to frequency b shall be reliably detected, the Shannon-theorem has to
be fulfilled, which states that the signal has to be sampled with twice the maximum
occurring frequency. This is fulfilled for the parallel-beam set-up with p♯ regularly spaced
projections and 2q♯ + 1 regularly spaced samples per projection [48] if
p♯ > b
q♯ >
b
π
(2.24)
Another very common alignment is the so-called fan-beam layout. Here, a projection is
given by a set of line integrals with a common start point and regularly spaced angles. The
start-points are arranged regularly in a circle with radius rfan around the measurement
object. The Nyquist theorem is fulfilled [48] if
p♯ > 2b
q♯ >
brfan
2
(2.25)
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u
v
Figure 2.3 Position of the sampled projection data in (u, v) coordinate system according to [41]
It is obvious that for reasonable spatial frequencies the amount of measurement paths
rises very quickly. A practical example is given in chapter 4.
2.2.2 Algebraic reconstruction techniques
The term algebraic reconstruction techniques (ART) unites several iterative algorithms
that are based on the assumption that the concentration field can be described as a
discrete array of unknowns [41]. Herman et al. [49] describe the discrete tomography
problem as follows: An unknown function f(x, y) that has the range of a discrete set shall
be determined for a continuous or discrete domain. In the continuous case, this is done
by means of weighted integrals over subspaces of its domain, whereas in the discrete case,
weighted sums over subsets of its domain are used. The latter is applied for the ART
algorithms. They have in common that the modelled measurement process, the so-called
forward model, is described by a linear system of equations due to the discretization of the
range and domain of f(x, y). This system of equations is iteratively solved. In contrast
to transform-based techniques, there need not be numerous equidistant or equiangular
beams, but less beams can be positioned in an arbitrary way. There are manifold ART
algorithms and only a confined selection of methods is presented in the following for giving
a representative overview.
2.2.2.1 ART (Kaczmarz method)
The classical ART algorithm is defined as an application of the Kaczmarz method [50] to
Radon’s integral equation [48], for both the fully discrete case (where the domain of f(x, y)
is discrete) and the semi-discrete case (where the domain of f(x, y) is continuous [48]).
It is therefore often called the Kaczmarz method. In this work it is focussed onto the
fully discrete case. The observation model is built according to [41]. The domain is
divided into N square pixels that are assumed to have uniform unknown values fj . The
M measurements ci are now weighted ray-sums instead of ray-integrals, allowing to model
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the experiment as
N∑
j=1
wijfj = ci, i = 1 . . .M (2.26)
The weights are determined by the fractional contribution of the jth pixel value to the ith
measurement. The linear system of equations 2.26 can also be expressed byW · ~f = ~c and
is solved by the iterative Kaczmarz method [50]. Explaining the principles of this method
would lead too far, therefore only the calculation rule is given. First, an initial guess ~˜f (0)
is made, which is usually a zero vector. Sometimes the average value of ~c is taken as a
start-point. Then the current vector is iteratively improved. One iteration consists of M
repetitions of the following calculation:
~˜f (i) = ~˜f (i−1) −
~˜f (i−1) · ~wi − ci
~wi · ~wi ~wi (2.27)
where ~wi = [wi1 . . . wiN ]. A better solution
~˜f (i) is produced for each of the M beam paths
in this single update. The whole process is then repeated for k iterations. The algorithm
converges to the correct solution if a unique solution exists [51], which is normally not
given in tomography because the systems of equations are usually rank-deficient. It has
to be expected that in some cases there are solutions that fulfil the systems of equations
but do not have any physical meaning or that do not correspond to the real concentration
field.
2.2.2.2 SIRT
The SIRT algorithm (Simultaneous Iterative Reconstructive Technique) [41] is a technique
that is very similar to the classical ART algorithm. The forward model is the same and
therefore the identical linear system of equations is solved. The classical ART algorithm
successively computes M improved values of the unknown vector ~f for each iteration,
updating the value of ~˜f after each contribution of a single ray, that means after each ith
sub-step in the kth iteration. In contrast to this, SIRT does not update ~˜f during one
iteration, but stores all ∆f˜
(i)
j = f˜
(i)
j − f˜ (i−1)j and then calculates the average change for
each pixel. The calculation rule for the iteration (k + 1) is hence:
f˜
(k+1)
j = f˜
(k)
j +
∑
i
wij
ci − ~wTi ~˜f (k)
N∑
j=1
wij

∑
i
wij
(2.28)
In general, SIRT converges slower than the Kaczmarz technique, but it leads to better
reconstructions of f(x, y) [41].
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2.2.2.3 SART
The Simultaneous Algebraic Reconstruction Technique (SART) [41] is based on a more
accurate forward model than ART and SIRT. The domain of f(x, y) is not discretized
into pixels any more. Instead, it is assumed that the continuous unknown image function
f(x, y) can be approximated by a superposition of basis functions:
f(x, y) ≈ fˆ(x, y) ≡
N∑
j=1
gjbj(x, y) (2.29)
with the expansion coefficients gj and the basis functions bj(x, y). The SART algorithm
presented by Kak [41] uses bilinear basis functions, i.e. pyramid-shaped elements. Now,
the observation model takes a different form than for ART and SIRT and delivers a distinct
linear system of equations. Taking the Radon transform of f(x, y) is approximated by
ci = Rif(x, y) ≈ Rifˆ(x, y) =
N∑
j=1
gjRibj(x, y) =
N∑
j=1
gjaij (2.30)
Here, aij are the line integrals of bj(x, y) along the i
th path. They are approximated by a
finite sum of the approximated Radon transform that is sampled at equidistant points.
For solving equation 2.30, the algorithms described in chapter 2.2.2.1 or chapter 2.2.2.2
can be used. Kak et al. [41] recommend the simultaneous iteration like it is used for SIRT.
2.2.2.4 Landweber algorithm
Here, the forward model takes again the form of a linear systems of equations that is
given by equation 2.26. Terzija et al. [52] suggested an enhanced Landweber method for
solving this system of equations which is briefly presented. In contrast to other algebraic
techniques, the initial guess is not a zero vector or a vector with the measured mean values.
Instead, the inversion of the linear system of equations is approximated by ~˜f (0) = W T · ~c.
The translated weighting matrix W T serves as an approximate inverse. The unknown
vector ~˜f is then iteratively updated by
~˜f (k+1) = ~˜f (k) + αLWW
T (~c−W · ~˜f (k)) (2.31)
where αLW is an regularization parameter that according to [53] should be picked such that
0 < αLW < 2(‖W TW‖2)−1. The influence of the choice of the regularization parameter
on the reconstruction quality is discussed in chapter 4.2.2.
2.2.3 Statistical inversion
A completely different way of looking at the inversion of the observation model is provided
by methods that are counted to statistical inversion. It is not intended to solve a system
of equations directly, but the probabilities of the set of infinite solutions are considered.
Assessing which solutions are more probable than others presumes physical knowledge
about the measured object. To illustrate this in a more comprehensible way, an example
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Figure 2.4 Correct field ~freal and two solutions that fulfil the forward model
for solving ~creal =W · ~freal is presented in figure 2.4. To the left, the vector ~freal is depicted
in a reshaped form so that it represents an image. The path-integral values, here given by
discrete sums ~creal are plotted beneath the image. The two solutions ~fA and ~fB both fulfil
the linear system of equationsW · ~f = ~c, as they both lead to path-integrals that are nearly
identical to the real ones. They are two solutions from the infinite set of solutions that
solve the observation model. However, they are not equally valuable. Whereas solution
A cannot be interpreted in a physical way and has no practical meaning, solution B is
probably a valuable solution because it coincides with prior knowledge about structure
sizes and smoothness.
The strategy is now to give physically sensible solutions a higher probability by taking
knowledge about the measurement object into account. Different algorithms are used
for this, depending on the type of the physical assumption, which will be presented in
the successive chapters. They are all based on Bayes’ law [54, 55] which describes the
conditional probabilities of two events A and B:
P(B|A) = P(A|B) · P(B)
P(A)
(2.32)
The posterior density P(B|A) expresses how likely event B occurs having accounted for
event A. Vice versa, the likelihood density P(A|B) is defined. The prior density P(B)
gives the probability of event B without any regard to A. Likewise the total probability
P(A) denotes the probability of event A without considering event B.
The tomographic measurement process can be modelled as such a statistical process: the
probability to receive a solution ~f under the condition that the path-integrated values ~c
were measured is expressed by Bayes’ theorem. The general equation 2.32 is transferred
to the measurement process, given the discrete measurement ~c and a discretized field of
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unknowns ~f :
P(~f | ~c) = P(~c |
~f)P(~f)
P(~c)
∝ P(~c | ~f)P(~f) (2.33)
Now the likelihood density P(~c | ~f) is interpreted as the probability of measuring ~c if ~f is
given. In an ideal case, the likelihood density would be 1, but as in real experiments the
measurements ~c are corrupted by noise, the latter can be taken into account with the likeli-
hood density. Physical assumptions about the measurement object can be included in the
prior density P(~f) . The total probability of a measurement P(~c) is generally unknown.
However, the strategy is to find the “most probable” solution. Therefore the absolute
values of probability are not of interest. It is sufficient to know the relative distribution
of probability, so it is made use of the proportionality of equation 2.33.
Bayesian estimation in contrast to the algebraic techniques does not deliver a single solu-
tion, it produces a posterior distribution that can be interpreted as how likely one solution
is compared to others. As mentioned above, logically the best solution is the most prob-
able one. But how is the most probable solution determined? Several estimators for the
most likely solution exist that are elucidated in Kaipio et al. [56]. A very common estimate
which will be used in this work for finding the correct solution is the maximum a posteriori
(MAP) estimate. It determines the maximum value of the posterior distribution:
~fMAP = argmax
~f∈Rn
P
(
~f | ~c
)
(2.34)
Drawbacks of the maximum a posteriori estimate are that the maximizer can be non-
unique or that no maximizer exists. Finding ~fMAP is an optimization problem.
Another way to find the most probable solution is to determine the expectation value
of the posterior density, which is done by the conditional mean (CM) of the unknown
function:
~fCM = E
{
~f | ~c
}
=
∫
Rn
~f · P
(
~f | ~c
)
d~f (2.35)
For the determination of ~fCM , an integration problem has to be solved. There are situa-
tions where one of the estimators performs better than the other and vice versa. Examples
for such situations are presented in [56]. At the same place, there are also interval es-
timates introduced, which describe in what interval the unknown values of ~f lie with a
certain probability.
The modelling of noise is valid for various priors, therefore it is described in the following.
It is assumed that noise is normally distributed with zero mean and covariance Γn:
n ∼ N (0,Γn) (2.36)
Thus, the likelihood density takes the form
P(~c | ~f) ∝ exp
(
− 1
2
(
~c−W
(
~f
))T
Γ−1n
(
~c−W
(
~f
)))
. (2.37)
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where W
(
~f
)
is the mapping of the unknown function ~f to the measured path-integrals.
In the linear case, this function is given by W
(
~f
)
= W · ~f . It is useful for a more
convenient notation and for the formulation of the optimization problem for finding the
MAP estimate to compute the Cholesky decomposition [57] of the inverted covariance
matrix Γ−1n :
Γ−1n = L
T
nLn (2.38)
Therefore, the inverse of the matrix Γn is decomposed into a lower triangular matrix Ln
and its transpose LTn . With the Cholesky decomposition, the exponent of equation 2.37
can be simplified.
(
~c−W
(
~f
))T
Γ−1n︸︷︷︸
LTnLn
(
~c−W
(
~f
))
=
(
Ln
(
~c−W
(
~f
)))T(
Ln
(
~c−W
(
~f
)))
=
∥∥∥∥Ln(~c−W (~f))∥∥∥∥2
(2.39)
Thus the likelihood density is written as follows:
P(~c | ~f) ∝ exp
{
−
∥∥∥∥Ln(~c−W (~f))∥∥∥∥2
}
(2.40)
In the following chapters, different methods of setting the prior density are presented.
2.2.3.1 Tikhonov regularisation
If not denoted otherwise, the information in this chapter is taken from Daun [58]. Assume
that the observation model is given by a linear system of equations ~c =W · ~f . Tikhonov
regularization makes use of a Gibbs prior which is based on the presumption that the
distribution of f(x, y) is smooth due to diffusion processes. The prior density fulfils
PGibbs(~f) ∝ exp{−γ(U(~f ))} (2.41)
where U(~f ) is an energy function and γ is a factor that determines the weight of the prior.
It is here expressed by the Tikhonov smoothing matrix U(~f) =
∥∥∥L~f∥∥∥2
2
, where L is an
discrete Laplacian operator:
Lij =

1 if i = j
−1/Gi if j neighbours i
0 otherwise
(2.42)
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where Gi is the number of neighbouring elements of the i
th element. Thus, the prior
density is
PGibbs = exp{−γ · 1
2
~fTLTL · ~f} (2.43)
With the noise model from equation 2.37 and Γn = σ
2I the posterior density is calculated
by
P(~f | ~c) ∝ exp{−σ
2
2
∥∥∥~c−W · ~f∥∥∥2 − γ
2
· ~fTLTL~f}
∝ exp{−
∥∥∥~c−W · ~f∥∥∥2 − τ 2 ~fTLTL~f} (2.44)
The regularization parameter can be expressed by τ 2 = γ/σ2. It is evident that the
solutions depend on the choice of τ as it determines the influence of the smoothness prior.
Some strategies to do so are presented in Daun et al. [59].
2.2.3.2 An informative smoothness prior
Like for Tikhonov regularization, it is presumed that the unknown function f(x, y) is
smooth over its domain due to diffusion processes. The prior density is modelled as a
multivariate normal distribution with expectation value ηf and covariance Γf :
~f ∼ N (ηf ,Γf) (2.45)
Its number of degrees of freedom equals the amount of unknown values of the discretized
field. The prior density is expressed as [60]
Psmooth(~f) ∝ exp
(
− 1
2
(~f − ηf)TΓ−1f (~f − ηf)
)
(2.46)
With the noise modelled by equation 2.37, the posterior density results in
P(~f | ~c) ∝ exp
(
− 1
2
(~f − ηf )TΓ−1f (~f − ηf)−
1
2
(~c−W (~f))TΓ−1n (~c−W (~f)
)
(2.47)
The covariance matrix Γf has two physical meanings: On the one hand, it contains on its
diagonal the variances var(fi) of the unknown values ~f . Those have to be chosen such
that all realistic values of the unknown vector are sufficiently probable. An demonstrative
example is given for a problem with only one unknown value f in figure 2.5. During
a measurement, the expectation value ηf is estimated but it needs not be the correct
solution. The maximum prior probability is centred at ηf , but a range of other values is
also probable. By determining the variance of P(f), it is adjusted how probable values
deviating from the expectation value are.
Furthermore, Γf contains the covariances between the unknown values on its off-diagonal
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Figure 2.5 Prior density for a one-dimensional unknown function f
elements. The covariances are a direct measure for smoothness as they decide on how
strong two unknown values are correlated.
The informative smoothness prior makes use of known structure sizes in the measurement
field for adjusting the covariances [61]. It is assumed that the farther two pixels of ~f are
located from each other, the less they are correlated. An exponential relationship between
the distance between two pixels r and the respective covariance is set up:
Γf,i = var(fi) · exp
{
− r
2
2b2
}
(2.48)
At a distance of r = 0, Γf,i takes the value var(fi) (view figure 2.6), as the covariance
of the pixel value with itself is the pixel’s variance. The parameter b determines how
strong pixels with a certain distance correlate. It can be sensibly chosen if the size of the
structures is known. For a more convenient treatment of the structure size information,
the correlation length Λ is introduced. It is defined as the distance where the covariance
between two pixels amounts 1% of var(fi) (view figure 2.6). In practice, Λ is set to the a
priori known structure size. The correlation length has the value
Λ =
√
2 · ln(100) · b (2.49)
The pixel-wise implementation of the covariance matrix is carried out as follows:
Γf (i, j) = var(fi) exp
{
− ‖ri − rj‖
2
2
Λ2
· ln 100
}
(2.50)
with the spatial coordinates ri, rj ∈ R2,2 of the ith and jth discretized element.
The maximum a posteriori estimate of the posterior density (2.47) thus is expressed by
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Figure 2.6 Schematic illustration of the covariance depending on the distance r between two pixels.
The distance where the covariance drops to 1% of the single pixel variance is called correlation length Λ,
and serves as a structural prior.
~fMAP = argmax
~f
{−(~f − ηf )TΓ−1f (~f − ηf)− (~c−W (~f))TΓ−1n (~c−W (~f))}
= argmin
~f
{(~f − ηf)TΓ−1f (~f − ηf) + (~c−W (~f))TΓ−1n (~c−W (~f))}
(2.51)
With the Cholesky-decomposition Γ−1f = L
T
f Lf , analogous to equation 2.39, the MAP
estimate can be written in a simple form as:
~fMAP = argmin
~f
{
∥∥∥Ln(~c−W (~f))∥∥∥2 + ∥∥∥Lf (~f − ηf)∥∥∥2} (2.52)
This objective function is minimized in a further step. Details about the application-
specific implementation are given in chapter 4.
2.2.3.3 Total variation prior
The total variation prior should be used if f(x, y) is expected to have larger contiguous
areas with very homogeneous values and gradients are only expected at very few loca-
tions [61,62]. Often such images give an impression of “blocky” structures [56], which will
be explained in the following.
If the total variation prior is included into the Bayes esimation, solutions with small total
variation are favoured. The total variation of a function f(x, y) is defined by
TV (f) =
∫
Ω
|∇f(x, y)|dxdy (2.53)
For an illustrative understanding of the physical meaning of total variation, a simple
example is given. In figure 2.7, three images with identical energy are depicted, that
means the sum of all pixel values is equal for each of them (equal pixel colors mean equal
pixel values). Nevertheless, they have different total variations. In the discretized case,
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Figure 2.7 Three images with equal energy content but different total variations. If the black pixels
are interpreted as zero and the white pixels as one, the figures have the following total variations: 10
(left), 14 (center) and 14.5 (right).
the total variation (TV) is obtained by
TV (~f) =
n∑
i
(
1
2
∑
j∈G
ǫji ‖fj − fi‖) (2.54)
where ǫji is the length of the shared edge of the j
th neighbour of the ith pixel. The pixel
index i runs from 1 to the total amount of pixels N , whereas the neighbour index j runs
from 1 to the amount of neighbours G that pixel i has. In the case of a square pixel
discretization, pixels in the center have four direct neighbours (diagonal neighbours are
omitted), whereas pixels in the corners and at the edges have only two or one neighbours,
respectively.
In the practical example, the values of the white pixels are set to one and those of the
black pixels are set to zero. The edge lengths are uniform with value 1 since the pixels
are quadratic. Thus, the total variation for the left image is 10, for the centre image 14,
and for the right image 14.5. If solutions with lower total variation are allocated with a
higher probability, images are favoured that show small variation within larger areas and
that have gradients at a minimum overall edge length.
The prior density using total variation is defined by
PTV (~f) ∝ exp{−αTV (~f)} (2.55)
The parameter α determines the weight that is put onto the prior. The discrete imple-
mentation is an approximation that, analogue to equation 2.54 is given by
PTV (~f) ∝ exp
− α
(∑
i
∣∣∣∣∣ dfdx
∣∣∣∣∣
i︸ ︷︷ ︸
(|fi+1−fi|+|fi−fi−1|)
+
∣∣∣∣∣dfdy
∣∣∣∣∣
i︸ ︷︷ ︸
(|fi+√N−fi|+|fi−fi−√N |)
) (2.56)
The gradients are again approximated by differences between the neighbouring pixels. For
a square image with N square pixels (an example is shown in figure 2.8), each pixel i in
the center has four neighbours: one in the West (i − 1), one in the East (i + 1), one in
the North (i−√N) and one in the South (i−√N).
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Figure 2.8 Exemplary square discretization into N pixels
For edge or corner pixels, the respective differences are omitted.
For a more handy formulation of the TV prior, the matrix D is defined where each
difference operation is represented by a single row, so that
PTV (~f) ∝ exp
− α ∥∥∥D~f∥∥∥
 (2.57)
Hence,
D =

i−√n i− 1 i i + 1 i +√n
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 . . . 0 0 . . . 0 −1 1 0 . . . 0 0 . . . 0
0 0 0 0 . . . −1 1 . . . 0 0 0 0 . . . 0
0 . . . 0 0 . . . 0 −1 0 . . . 0 1 0 . . . 0
0 . . . −1 0 . . . 0 1 0 . . . 0 0 . . . . . . 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
 ∈ RG×N (2.58)
As every difference of the discrete prior is positioned in a single row, D has G rows, where
G is the overall number of neighbours. For a quadratic image with n pixels it can easily
be calculated that G = 4(N − √N). The rows depicted in (2.58) are an example of an
inner pixel, requiring four rows for all its neighbours, while corner or edge pixels need
only two or three rows, respectively.
Before the term for posterior density is written down, some practical issues arising form
implementation have to be explained. The objective function is minimized with a Gauss-
Newton algorithm, which requires the first and second derivatives of the objective function.
Unfortunately, the absolute value functions are not differentiable around zero and are
therefore approximated by
|fi+1 − fi| ≈
√
(fi+1 − fi)2 + β =
√
(Dk ~f)2 + β (2.59)
T˜ V (~f) :=
G∑
k
√
(Dk ~f)2 + β (2.60)
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A small value of β is added such that the absolute value functions are continuously differ-
entiable around zero. Hence, the posterior density can be expressed with (2.59) as
P(~f | ~c) ∝ P(~c | ~f)PTV (~f)
∝ exp
{
− 1
2
∥∥∥∥Ln(~c−W (~f))∥∥∥∥2 − α · T˜ V (~f)
}
(2.61)
The maximum a posteriori estimate is then given by
~fMAP = argmin
~f
{
1
2
∥∥∥∥Ln(~c−W (~f))∥∥∥∥2 + α · T˜ V (~f)
}
(2.62)
The influence of the total variation prior can be adjusted with the parameter α from the
deregularized problem (α = 0) to a solution where the measurement is neglected due to
large α values. The choice of α and β is based on experience. Further details about the
implementation are illustrated in chapter 4.
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Tomographic Instrument
The design of a tomographic instrument always has to be an application-specific one. It
depends on several boundary conditions: First of all, there is always a trade-off between
spatial resolution or efficiency of reconstruction and instrumentation effort. As it has
been elucidated in chapter 2.2.1, spatial resolution depends on the number of beam paths.
In practice, this number is usually limited, either because of accessibility of the measure-
ment object or because of transportability or simply cost. Depending on the measurement
object, it has to be decided which spatial resolution is necessary to gain any knowledge
about the system. Then it needs to be made sure that the required spatial resolution
can be achieved with an acceptable instrumentation effort. Another issue is temporal
resolution. While in the permafrost application, image rates of a few Hz are strived for,
the time-scales in combustion systems are in the order of µs. This can severely limit
the method of measurement as it is shown more detailed in chapter 3.1. Furthermore,
boundary conditions like the size of the measurement field, the expected temperature
distribution, expected concentration of the measured species and interference with other
species play a role. Obviously, the system that shall be examined has to be known to a
certain degree already before the experiment is designed. Tomographic systems for envi-
ronmental or technical purposes are not really flexible regarding measurement objects, as
the design has to be adapted to the measurement object for each purpose. Nevertheless,
insights that are gained with one instrument can be useful with regard to successive design
of experiments for other applications.
The presented instrument was designed for an application in soil physics that was de-
scribed in detail in chapter 1. The spatially resolved emission of climate gases from
thawing permafrost soil shall be monitored. For this purpose, a tomographic TDLAS
measurement of areas in the scale of square meters shall take place. The desired image
rates are in the range of a few Hertz. Besides the absolute quantification of concentrations,
the aim is to identify structures that emit climate gases. The desired spatial resolution
should be around 10 cm.
Experiments are intended to take place in Arctic regions, so a field instrument is necessary
that is robust, easily transportable and that needs no complicated adjustment in the field.
In this chapter, the design process of such an instrument is demonstrated: Chapter 3.1
deals with the choice of the basic concept. The set-up of optical and mechanical compo-
nents and the process of data acquisition are illustrated in chapter 3.2. Processing and
evaluation of measured signals are described in chapter 3.3. In chapter 3.4 it is exam-
ined how good path-integrated TDLAS measurements that are the basis for tomographic
reconstructions can take place with the designed instrument.
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Figure 3.1 Exemplary morphological box for finding a general opto-mechanical concept of the tomo-
graphic field instrument
3.1 Conceptual design
For the above described field instrument, several boundary conditions have to be fulfilled.
First, the transportability and robustness of the instrument has to be made sure since it
is intended for application in Arctic regions. Effort for adjustment in the field shall be
minimized. Areas of at least 0.5 m × 0.5 m have to be covered. Spatial resolution should
be at least around 10 cm, so that relevant soil structures can be resolved. For future
flux measurements that can be gained if concentration measurements are combined with
gas velocity measurements, the image rate should at least amount 1 Hz. It is assumed
that pressure and temperature are constant all over the measurement area, such that
path-averaged concentrations can be detected with TDLAS without large errors. The
measurement object, that means the soil area, is quite easily accessible. However instru-
mentation will be limited due to transportability and cost reasons. A disadvantage in
comparison to other measurement objects is that absorption takes place everywhere in
the surroundings. In technical systems like for example flames, it is often known that
in a certain area around the measurement object no absorbing gas exists. This allows
for complete coverage of the object with a single fan-beam, if only the emitting side is
moved far enough away from the object. A further drawback of the soil application is that
the measurement object itself cannot be moved, which is often a strategy for multiplying
measurement paths.
Finding a concept that is fit to these boundary conditions can be realized by means of
a so-called morphological box, like it is presented by [63]. Here, principle solutions for
each product function are combined systematically. The resulting combinations are then
assessed regarding their aptness for the application.
In figure 3.1 an extract of product functions and principle solutions for the tomographic
instrument is presented for giving a rough impression of the process. The first product
function was here abbreviated by “reflection”. It describes how the laser beam is directed
onto the detector. This can for example be done directly like in solution 1, so there is
no reflection of the laser beam at all. Other possibilities are to deflect the beam with a
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Figure 3.2 Some examples for concepts
mirror (solution 2) or to retro-reflect the beam in some way. The latter can be realized for
example by a corner-cube mirror, so the retro-reflection takes place in only a single point
(solution 3) or by a retro-reflecting surface (solution 4) given e.g. for retro-reflecting foils.
The laser beam can also be reflected diffusely by an arbitrary surface (solution 5).
The second product function that is contemplated is here shortly called “beam multipli-
cation”. There are several options how the number of beams can be increased from one
to more paths. The first solution, here called “static”, is to use many static sources of
emission. A rise in beam paths is identical to a rise in instrumentation effort here. The
number of beam paths may also be multiplied if the incoming beam is widened with a
lens, so that a lens sheet is positioned over the measurement object (solution 4). All other
solutions presented in figure 3.1 are based on sequential beam multiplication by some kind
of movement of the emitting source.
The third product function, here denoted by “opposed side multiplication” determines
how the components that are opposed to the emitting side are multiplied. These compo-
nents may either serve as reflecting elements or as detectors. One way is to use a surface
element instead of many single-point elements (solution 1). Like for the emitting side,
it is also possible to use several static single-point objects (solution 2). Another option
would be to multiply the points of detection or reflection by a translation of the opposed
side element (solution 3).
Not all principle partial solutions are compatible with each other. During the conception
process the sensible combinations have to be collected. A small selection of principle so-
lutions is represented by the letters A-E. Their conceptual design is depicted in figure 3.2.
For concept A, emission and detection of light take place on the same side of the mea-
surement area. Multiple beam paths are created by rotating the emitting element. At
the opposite side of the measurement area, the light is retro-reflected by a cheap foil strip
along a continuous surface. Such foils are usually used for traffic or security purposes.
Concept B consists of several static pairs of emitting and detection elements. Another
possibility is to form a laser sheet by a lens and to detect the light with an detector array
on the opposed side (concept C). Like for case A, the emission and detection are located
on the same side and the beam is rotated across the field for concept D. Retro-reflection
is realized here by corner-cube mirrors, so the reflection takes place at only a few points
instead of at a continuous area. Concept E consists of opposed emitting and detecting
sides that are translated along a circular path in a certain angular range. At each point,
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Object
size
Cost Speed Signal
quality
Tomographic
arrangement
Transport Alignment
A ++ ++ ◦ − ◦ ++ ++
B + −− ++ ++ ◦ −− −−
C −− − ++ ++ − − −
D ++ − ◦ + − − ++
E ◦ − −− ++ ++ −− ◦
Table 3.1 Evaluation of the concept solutions
the beam is rotated such that it moves along the opposite detector array. This is the
typical concept for medical applications.
Solutions have to be assessed regarding various criteria. Some representative charac-
teristics are the size of the object that can possibly be measured, the instrument cost,
measurement speed, the expected laser signal quality, the transportability and alignment
properties. Furthermore, some concepts allow for more convenient arrangement of the
beam paths from a tomographic point of view. With numerically simulated experiments,
different beam arrangements were tested. In this work, only the results are presented.
An evaluation of the principle concepts is given in table 3.1. It is essential that the mea-
surement object can be imaged completely. Concepts that do not fulfil this requirement
are directly excluded. Solutions A and D allow for very large measurement objects. Be-
cause retro-reflection makes adjustment mostly unnecessary, large distances between the
opposite sides are feasible. A similar situation is given for solution B, but here the max-
imum distance is bounded by alignment of the detectors, which may become impossible
if distances are very large. With concept E, medium-sized objects can be examined. The
dimensions are determined by the mechanical device for translation, which could be a rail
or similar. Concept C allows for experiments with only very small measurement objects.
The coverage of the measurement area is determined by the lens size and thus very limited.
Therefore, concept C was excluded right from the beginning.
If the aspect of cost is considered, concept A is the cheapest solution. The retro-reflecting
foil strips are very cheap. All other instruments are more expensive because more mirrors,
detectors or even laser light sources are necessary.
Regarding measurement speed it has to be said that the fastest concepts are those where
the imaging rate of the complete area equals the tuning rate of the laser. This is the case
only for static systems like those described by concept B and C. A slower imaging rate
is achieved with systems where the laser beam is rotated, like it happens with concepts
A and D. The exact duration of one measurement of course depends on whether rotation
takes place continuously or step-wise and how fast it is rotated in general. Even longer
measurement times are necessary if the beam is not only rotated but also translated,
which is the case for solution E. Here the time for rotation is multiplied by the number of
positions where the emitting side is translated to. Such systems are known from medical
applications like CT scanners or similar [11]. Here the imaging time may be in the order
of several minutes. These time-scales are completely inappropriate for the soil physics
experiment, for this reason concept E has to be excluded also.
Concerning signal quality of the detected light, mono-static systems like in concepts B,C
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and E are expected to work best, because no losses are expected at reflecting elements
and incoming intensity is not spread over a light sheet. Moreover, there are few surfaces
that can lead to so-called “fringes”. The latter are optical disturbances caused by inter-
ferences between multiply reflected beams. In contrast to this, systems where the laser
beam is reflected by mirrors (e.g. concept D) will show small losses in intensity due to
imperfect reflectivity. Additionally, it is more likely that parallel surfaces occur that lead
to fringes. Concept A, which is based on foil retro-reflection, shows the lowest reflec-
tivity and therefore the weakest light signal in comparison to the other partial solutions.
Moreover, during continuous rotation of the laser beam, reflectivity may alter because the
beam moves on the foil which does not have homogeneous reflective properties. Generally
TDLAS does not require constant light intensities, but if reflectivity changes too much it
can be problematic to evaluate correct concentrations. This effect is explained in detail
in chapter 3.4.
A further criterion is here called “tomographic arrangement”. This was introduced because
some beam set-ups are more convenient for tomographic reconstructions than others. Gen-
erally, fan-beam arrangements offer less freedom to position the measurement paths than
systems where beams can be arranged arbitrarily. Since beams in a fan-beam that are
angularly very close to each other deliver very similar information, increasing the number
of beams to a vast extent does not yield the same information that would be achieved if
those beams could be positioned arbitrarily. However, economic considerations also play
a role. Even though theoretically concept B gives the designer a lot of opportunities to
arrange the beams such that projections are sampled from many angles, in practice cost is
limiting the amount of paths severely. In this case, arrangements based on concept B are
mediocre regarding aptness for tomography. In principle, fan-beam arrangements with
static rotation points like concept A, C and D are more unfavourable. However concepts
A and C offer very many beams in one fan, so that many more measurement paths are
available than for case B. This may outweigh the drawback of fan-beam arrangement of
systems A and C in contrast to B. Of all the presented concepts, case E provides the
most suitable arrangement of beams regarding tomographic reconstructions. Complete
projections can be taken from a large set of positions on the circular rail, so that Radon
space can be sampled very thoroughly.
When selecting the best concept, not all criteria have the same weight. For example, the
possible measurement object size and measurement speed are premises that are essential.
The suitability of tomographic arrangement of some concepts may be very good, but if
cost exceeds the budget they have to be neglected. For this reason, concept A was cho-
sen for the described application in permafrost science. Note that for other applications,
different concepts might be the best choice.
In a further step, the chosen concept was elaborated and components were selected. First
of all, the method of rotating the laser beam had to be determined. This is often done
by deflecting the beam with a mirror. Examples are galvanometric scanners, piezoelectric
scanners and many more [64]. Even solutions without mirrors as deflecting elements exist,
like for example acousto-optic scanners. A polygonal scanner was chosen because it offers
wide scanning angles at very high speed. It is continuously rotated by a stepper motor.
The latter was selected because of its holding torque and because it can run to pre-set
positions very accurately. In practice, after a measurement the beam may be steered
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back to its initial position and rest there until the next measurement is started. This is
especially helpful because no absolute position of the beams are recorded, only relative
ones. The beam has to be set to a starting angle for every measurement. Further details
about the positioning of the laser beam are given in chapter 3.2.1.
A retro-reflective micro-prismatic foil that is originally designed for safety light barriers
is used because it showed the best reflectivity for larger distances [65].
Tomographic reconstructions with only one fan-beam are not possible, as has been tested
with simulated experiments. According to Natterer [48], with one fan-beam frequencies
that have spatial periods twice larger than the measurement field can be resolved by
one fan-beam projection, as can easily be calculated with equation 2.25. Instead, several
fan-beams have to be combined. Again, cost plays a major role. When determining the
number of fan-beams, a compromise between material as well as data acquisition effort
and possible quality of the tomographic reconstructions has to be found. Each unit re-
quires a laser light source, a stepper motor and polygon mirror for scanning, some more
optic elements described in chapter 3.2.1, a detector and data acquisition channels for
recording the TDLAS signal and the beam position. Additionally, effort for data process-
ing, evaluation and storage increases with the number of scanning units. As a compromise,
a set-up with four scanning units was designed. The choice of the set-up was preceded
by preliminary numerical studies, where arrangements with four scanning units delivered
satisfying results. The advantage of limiting the number of fan-beams to four is that only
one laser is required. Laser light is split up with a beam splitter. Incoming light intensities
are still decent afterwards for many beam angles. This aspect is discussed in more detail
in chapter 3.4. Furthermore, high-speed data acquisition boards are necessary, which is
illustrated in chapter 3.2.2. The required boards each have two DAQ channels. If four
scanners are used, only two of them are necessary.
The elaboration of the final concept is presented in chapter 3.2.
3.2 Instrument setup
This chapter deals with the technical elaboration of the conceptual instrument. The
exact optomechanical set-up is presented in chapter 3.2.1. It is explained how the laser
beam is scanned by the polygonal mirror and how emission and detection of the laser
light take place in one scanning unit. Furthermore, the positioning of the scanning units
around the measurement field is discussed. A description of the used hardware and the
data-acquisition process is given in chapter 3.2.2.
3.2.1 Optomechanical setup
The four scanning units are positioned at the edges of a square measurement field, each
scanning the laser beam over an angular range of 144◦. Along the rest of the edges that
is not blocked by the scanning units, a 0.8 m × 0.8 m frame is positioned that is cov-
ered with adhesive retro-reflective foil. A principle image of the instrument is shown in
figure 3.3. The light emitted by a fibre-coupled diode laser is split into four parts with
a fibre beam-splitter that leads equal intensities of light to each of the four scanning
units. The latter are positioned irregularly around the field. The exact positioning was
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Figure 3.3 Arrangement of the four scanning units around the field and schematic drawing of the laser
beam paths
a heuristic process, that is, different solutions were guessed and analysed regarding their
tomographic suitability with virtual experiments. In the literature, other methods of opti-
mizing the beam layout are found. Terzija [52] assess heuristically found set-ups by their
distribution over Radon space. That means, the coordinates ξ and θ of all beams are
collected and then the angles θ are plotted against the linear variable ξ. The geometric
definitions of those variables can be looked up in figure 2.2. For a complete sampling of
the measurement object, Radon space would have to be filled completely with data points.
Terzija suggest that the more the beam data points are spread in Radon space, the closer
the arrangement is to complete sampling. A practical example is shown in figure 3.4.
Here, the ξ and θ values of two different beam arrangements are plotted in Radon space.
If the beams are arranged arbitrarily in the measurement field, they may have all kinds of
angles and distances to the center, leading to widely spread data points in Radon space.
Fan-beam set-ups are always somewhat limited in their beam-arrangement and therefore
lead to more restricted distributions in Radon space. Note that the shown examples have
the same amount of measurement paths. The presented fan-beam set-up depicts the final
solution that was used for virtual experiments and real measurements.
A systematic approach of optimizing the beam layout is given by Twynstra et al. [66]. It
is valid at first instance if the concentration field is reconstructed with Tikhonov regu-
larization. Beam arrangements are assessed by means of mathematical properties of the
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Figure 3.4 Two beam arrangements (one with arbitrary beam positions and one with fan-beam set-up)
and their representation in Radon space. In both cases, the same amount of beams is used.
so-called resolution matrix, which is derived from the regularized inverse W ♯ of Tikhonov
algorithm. An explicit solution fˆ of the regularized term
∥∥∥W · ~f∥∥∥2 + ∥∥∥L~f∥∥∥2 is given by
fˆ = (W TW + τ 2LTL)−1 ·W T · ~c (3.1)
The regularized inverse W ♯ is thus expressed by
W ♯ = (W TW + τ 2LTL)−1 ·W T (3.2)
such that ~fτ = W
♯ · ~c. In reality the measurement vector ~c is corrupted by noise, so that
~cmeas. = ~c + ~n, where ~cmeas. are the measured concentrations and ~n is an additive noise
vector. The reconstructed concentrations therefore take the form
~fτ = W
♯ · (W · ~f + ~n) = W ♯W · ~f︸ ︷︷ ︸
R
+W ♯ · ~n (3.3)
where R = W ♯W is called resolution matrix. Note that this matrix only depends on the
layout of the beams. The reconstruction error δ ~f is then calculated by
δ ~f = ~fτ − ~f = (R− I) · ~f︸ ︷︷ ︸
regularization error
+ W ♯ · ~n︸ ︷︷ ︸
perturbation error
(3.4)
It is split into a part that results from measurement noise, the perturbation error, and
the regularization error. According to Twynstra et al. [66] the latter dominates in rank-
deficient cases. In an ideal experiment, the resolution matrix would equal the identity
matrix, setting regularization error to zero. However, this is impossible for rank-deficient
systems. The strategy is now to find a beam-arrangement Ψ that minimizes the Frobenius
distance between R and the identity matrix. The optimal beam-layout Ψ∗ is then given
by
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Figure 3.5 Schematic drawing of one spectrometer scanning unit
Ψ∗ = argmin
Ψ
[‖R(Ψ)− I‖2F ] (3.5)
For the developed instrument, there are four free parameters for arranging the beam-
layout, which are the lateral positions of the scanner units along the edges of the field.
Optimization of Ψ was implemented but ran into local minima, as the results depended
completely on the starting points. The resulting beam configurations that were detained
from the local minima of the objective function led to much worse results in virtual
experiments than the heuristically determined layout. Therefore the latter was preferred
as a final solution. It is possible however that an even improved configuration can be
received if a global minimum of the objective function is found.
For a thorough understanding of the beam propagation, a scanning unit and its laser
beam are schematically illustrated for a fixed polygon position in figure 3.5. To the left,
the scanning unit is depicted which can be flushed with non-absorbing gas either from
a gas bottle or a dry cartridge. By this means it can be made sure that no absorption
takes place outside of the measurement field. All fibre and cable bushings are realized
with sealed connectors. Light from a fibre-coupled DFB laser is collimated by a GRIN-
lens (gradient index lens) which has only 1 mm diameter and is positioned in a hole
that is drilled into the center of an off-axis parabolic mirror. The beam is directed onto a
polygonal mirror, then leaves the scanning unit through a window and enters the absorbing
medium. The window is wedged to avoid multiple reflections that can lead to interferences
and can deteriorate the absorption signal. After passing the absorbing medium, the light
is retro-reflected by the foil. Detail A illustrates the retro-reflection mechanism of the
foil. Under a protective PTFE layer, micro-prisms are engraved into a substrate that
deflect the incoming beam into the original direction. As it was shown in [65],the foil
reflects up to 60% of the incident light and shows good performance even for small angles
of light incidence. The reflective properties alter along the lateral position on the foil
strip. In principle, TDLAS does not depend on constant light intensities, so no constant
reflectivity is required. The effects that appear when the beam moves on the foil during
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Figure 3.6 Left: Propagation of the laser beam during polygon rotation, right: movement of the
reflecting point on the facet
one wavelength-tuning of the laser are described in chapter 3.4. After reflection, the light
passes the absorbing medium again and re-enters the scanning unit. It propagates from
the window to the polygonal mirror and is guided to the parabolic off-axis mirror. Due to
imperfect collimation and diffraction effects caused by the micro-prisms, the laser beam
is broadened so that part of the light falls next to the GRIN-lens onto the reflecting part
of the off-axis mirror. The latter focusses the light onto a photo-diode that produces a
photo-current that is proportional to intensity. The photo current is amplified by a high-
end, very low-noise trans-impedance amplifier outside the scanning unit. The outgoing
voltage signal is acquired by the data acquisition system that is presented in detail in
chapter 3.2.2.
A second photo-diode is placed next to the off-axis parabolic mirror. Its purpose is to set
the laser beam to a starting-position once before measuring. A beam at the very edge of
the fan is used for this: when the detected light intensity is at its maximum, the beam
is situated at the starting position. During the measurement, the relative position of the
stepper motor is recorded, which can be read in detail in chapter 3.2.2. As long as the
motor voltage is not turned off, the position is known and the starting angle does not have
to be found by the photo-diode. A small and simple, self-constructed trans-impedance
amplifier for transforming photo-currents to voltages was positioned inside the scanning
unit. A more detailed description can be found in appendix A.1.
When the polygon rotates, the laser beam is moved angularly across the measurement
field (view fig. 3.6). A rotation of the polygon by the angle ϕ causes a beam angle change
by 2ϕ. Therefore, for a complete cycle the beam moves by 720◦ that are evenly distributed
throughout the facets. The chosen polygon has five facets, so the overall scanning angle
of the fan amounts 144◦. During rotation, the point of reflection moves, which can be
seen in the center part of fig. 3.6. The reflecting point moves along a line and the distance
xR to the facet edge changes. If a coordinate system is laid into the center of the rotating
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Figure 3.7 Single channel signal generation and acquisition
polygon, the coordinates of the point of reflection (x˜R, y˜R) can be expressed as
x˜R = r · cosϕ− (h− r · sinϕ) · tanϕ (3.6)
y˜R = h (3.7)
where r is the radius of the inner circle of the polygon, ϕ is the polygon rotation angle
and h is the translated distance of the light source from the rotation center (view fig. 3.6,
right part). When modelling the beam propagation for virtual and real experiments, a
simplified version of the beam propagation is assumed due to calculation time issues. The
beams are modelled to rotate around a fixed point, which leads to small deviations of the
beam positions in the model. The error on the start position of the beam may amount
up to 6.5% of the measurement field side length. Further explications regarding this topic
can be found in appendix B.
3.2.2 Hardware and Data Acquisition
For tomographic reconstructions, for each measurement path the mean concentration and
the beam propagation in the measurement field are required. The path average concen-
trations are delivered by TDLAS measurements, that demand knowledge of wavelength-
dependent optical density, temperature, pressure and absorption path length. The former
is gained by detecting the intensity of the laser light after it passes the absorbing medium.
Details can be read in chapter 2.1.3. The absorption path length can be geometrically
derived if the propagation of the beam is known, which is also needed for the tomographic
reconstruction. In practice the angular position of the beam is measured and during post-
processing the geometrical assignments of length and propagation take place.
This chapter deals with the acquisition of the required signals and the necessary hardware.
First of all it is focussed onto the measurement of the mean path concentrations. The
principle progress of signals for TDLAS evaluation is depicted for a single measurement
channel in figure 3.7. A signal generator delivers a periodically tuned voltage to a laser
driver, in our case a symmetric sawtooth profile. The laser driver controls the constant
temperature of the diode laser for a rough determination of the wavelength and provides
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a laser current that is proportional to the signal generator voltage. By modulating the
laser current, its wavelength and, as a side-effect, its light intensity are periodically tuned.
The temporally tuned laser light crosses the measurement medium, where it is partially
absorbed. Moreover, broadband transmission losses and background emission of light
may take place. The remaining light falls onto photo-diode at the opposite side of the
measurement path. In the photo-diode, a photo-current that is proportional to incident
light is produced. A voltage that is proportional to the photo-current is created by a
trans-impedance amplifier (view appendix A.1). Since high gains of more than 102 V/A
are usual when measuring diode laser photo-currents, an excellent noise suppression is
necessary. For this reason, high-end amplifiers manufactured by FEMTO were used. The
voltage is digitized by an A/D-converter and stored on a PC hard-drive.
Each wavelength tune should be sampled around 500 times on the rising branch, so a
complete symmetric sawtooth should contain 1000 samples. The wavelength tuning fre-
quency amounted more than 5 kHZ and is planned to be raised in future experiments to
more than 10 kHz. Therefore, two high-speed PXI sampling boards were selected that
acquired 10 MS/s on two channels, each. Such a very fast DAQ rate requires advanced
techniques of data storing. The high speed DAQ boards are situated in a separate rack
and it has to be made sure that the measurement data can be read out and stored in time
without data loss. This was realized by a self-implemented LabView software based on
queues which enable continuous data storage at the given sampling rate. The pressure
and position signals were acquired at 129 kS/s with a shared PCI board and temperature
was sampled with 100S/s with another PCI board to avoid influence of the pressure and
position voltages on the very low thermo-voltage.
Furthermore, a new method of acquiring the transmitted intensity had to be developed.
Usually, each wavelength-scan measurement is triggered by the signal generator, so that
the start point of the sawtooth is known. However during the required continuous measure-
ment of the light intensity, missed triggers impeded the common approach. Alternatively
all channels could be triggered once in the beginning, and then the start-points of the
wavelength scan could be determined by a mapping of the time-base to wave-length space.
Unfortunately, very small inaccuracies of the time-base lead to large shifts of the deter-
mined wavelength-scan starting points. This is why another method of data acquisition
had to be introduced. The continuous measurement of all signal channels was triggered
once in the beginning. For a very accurate determination of the wavelength-tune start
point, a short pulse was superimposed onto the detected voltage signal by a simple electri-
cal circuit. It was created by a pulse generator such that the pulse occurred at the same
time as the falling edge of the signal generator trigger. By this means it is made sure
that the pulse does not interfere with the absorption signal on the rising branch of the
wavelength-tune. Each laser tuning scan can thus be separated reliably by pulse detection
during post-processing.
Pressure and temperature are assumed to be uniform over the field, as is justified in soil
science applications. They were recorded with a barometric capacitive sensor and a ther-
mocouple at the edge of the measurement field.
The relative position of the laser beam is recorded by means of a TTL signal that is
sent by the stepper motor 1000 times per revolution. Counter DAQ boards offer a useful
opportunity to count either the falling or rising edges of the TTL signal. However, the
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Figure 3.8 Schematic depiction of the data progress for tomographic TDLAS measurements
given board provided no time-base so that no temporal assignment of the counts was
possible. Therefore, the analogue voltage of the TTL signal was detected and position
was calculated by a software counter during post-processing (view chapter 3.3).
3.3 Processing and Evaluation
The recorded raw signals cannot be used directly for the tomographic reconstruction of
the concentration field but have to go through several steps of processing and evalua-
tion first. As temperature and pressure in the measurement area are constant for the
soil physics application, it is possible to evaluate path mean concentrations first and in
combination with known beam propagation the tomographic reconstruction follows. The
process of data processing and evaluation is schematically illustrated in figure 3.8. First,
the raw data needs to be processed to a form that can be evaluated by the spectroscopic
software. At each measurement point, the voltage of a single wavelength-tune and the
according pressure sensor voltage, temperature signal and position are required separately.
Afterwards, the mean concentrations at each position are calculated by a spectroscopic
in-house LabView software. The information about the beam positions and the average
concentrations serve as an input for the tomographic reconstruction, which finally delivers
a 2D concentration image.
The principle method of processing is depicted in figure 3.9. The voltage of the detected
light has to be split such that each wavelength tune is separated from its predecessors
and successors. Therefore, the signal is cut where the pulse on the falling branch of the
sawtooth is superimposed. The according time-stamp of the wavelength-tune is assigned
at each measured point to make allocation of the other signals possible. The pressure
sensor voltage is converted to a pressure value by a linear function. Edge detection of
the TTL-signal is necessary for determination of the relative beam position. Therefore,
a software implemented edge counter is used, and the increasing counts are converted to
an angular position. Afterwards an allocation of the absorption signal, the angular beam
position, temperature and pressure at the related position takes place from the different
time bases. In a separate processing step, measurement points where no reflection takes
place can be discarded. If the maximum voltage of the absorption signal falls below a
certain threshold, the measurement points can be deleted. If desired, phase-averaging
over a specified number of field scans can be carried out subsequently.
The spectroscopic evaluation is in principle elucidated in chapter 3.4, where measurements
of a uniform H2O concentration field with the scanning instrument are presented. Tomo-
graphic reconstructions of virtual and real experiments are shown in chapters 4 and 5,
respectively.
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3.4 TDLAS path-averaged validation measurements
The strategy for tomographic reconstruction of concentration fields with homogeneous
temperature and pressure distribution is to measure first the path averaged concentra-
tions and then to reconstruct the concentration image. Therefore, it has to be made sure
that absolute concentration measurements are possible with the presented instrument. In
the following chapter, it is examined how the scanning movement of the beam in combi-
nation with reflecting foil influences the performance of the TDLAS measurement of the
average beam concentration. Therefore, a measurement of a uniform H2O- distribution
was realized and compared to a reference measurement. The latter took place with a
static instrument with 700 mm absorption path length that is illustrated in figure 3.10.
The laser light is collimated by a fibre-coupled collimator and directed straight onto an
opposed photo-diode. Its photo-current is amplified to a voltage by an trans-impedance
amplifier, which is then recorded similar to the scanning channels. All TDLAS signals
were evaluated with a LabView spectrometer software developed in the group.
A DFB laser emitting at 1370 nm was tuned over the 211←110 absorption line of H2O
at 7299.43 cm−1 [2, 10] with 5039.8 Hz, whereas the wavelength tuning range amounted
approximately 1 cm−1.
As it was expected, different maximum intensities of the TDLAS signal were observed, de-
pending on the angular position of the beam because of different incident angles onto the
foil. Figure 3.11 shows various voltages of differently located beams that were recorded
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Figure 3.10 Schematic setup of the spectrometer used for the reference measurement of the H2O-
concentration
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Figure 3.11 Wavelength tunes recorded at two polygon rotation speeds are depicted. Depending on
the beam position, the voltage of the detected transmitted light signals varied.
at two rotation speeds of the polygon. A large range of signal intensities is witnessed,
which can lead to a limitation of digitization efficiency because the amplification of the
photo-diode current is constant. The rotation speed of the polygon does not influence
the absolute range of intensities. The limiting factor of rotation speed is the distortion
of the sawtooth-profile up-ramp that appears if the beam moves too much along the foil
during one wavelength-tune. Some typical TDLAS signals measured with a laser tuning
rate of 5039.8Hz at different polygon rotation rates are presented in figure 3.12. Field
measurement rates from 1.25 Hz up to 20 Hz were realized by polygon rotation speeds be-
tween 15 rpm and 240 rpm as well as a static measurement. Up to 2.5 Hz, the reflectivity
changes that occur during one wavelength-tune are tolerable. If the field measurement
rate amounts 5 Hz, first measurement points appear where the wavelength-tune is dis-
torted in a way that no sensible base-line can be fit any more, for example for the two
examples on the right. This effect reinforces if the polygon rotates even faster. Evidently
the maximum rotation speed depends on the laser tuning rate and the measurement field
size. This can be explained if a more systematic view of the problem is taken. The
up-ramp of the laser tune is increasingly distorted if the beam moves too far on the foil
during one wavelength-tune and therefore reflectivity oscillates to strong. The distance
the beam moves on the foil during one tune depends on the laser tuning rate, the polygon
rotation speed and the distance of the foil from the center of rotation. Assume that the
laser beam moves around a fixed point by the angle αtune during one wavelength-tune.
Figure 3.13 schematically illustrates the according beam movement. During the wave-
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Figure 3.12 Examples of TDLAS signals detected during scanner movement with different motor
rotation speeds. Field measurement rates were varied from 1.25Hz to 20Hz while the laser tuning
rate amounted 5039.8Hz. The top plot shows a static measurement with the scanning instrument for
comparison.
length tune, the beam moves from point B to point C on the foil. If AB ≈ AC, then
the covered distance of the beam is BC ≈ 2 · AB · sin(αtune/2). With a rising distance
BC, the up-ramps of the sawtooth-signal are distorted more and more. Consequently, the
faster the polygon is rotated, the more often a critical value BCmax,which denotes the
largest tolerable beam movement, is exceeded. This critical value BCmax can be derived
by the maximum acceptable field measurement rate of 2.5 Hz at 5039.8 Hz for the 0.8 m
Figure 3.13 Schematic depiction of the beam movement during one wavelength-scan
40
3.4 TDLAS path-averaged validation measurements
−0.1
0
0.1
72
98
.9
47
72
99
.3
47
72
99
.7
47R
es
id
ua
l 
 
[O
De
]   
72
98
.9
47
72
99
.3
47
72
99
.7
47
72
98
.9
47
72
99
.3
47
72
99
.7
47
72
98
.9
47
72
99
.3
47
72
99
.7
47
72
98
.9
47
72
99
.3
47
72
99
.7
47
0
1
O
pt
ica
l 
de
ns
ity
 
[O
De
]   
0
1
2
73
00
.1
1
72
99
.5
1
72
98
.9
6D
et
ec
te
d 
sig
na
l [V
]
73
00
.1
1
72
99
.5
1
72
98
.9
6
73
00
.1
1
72
99
.5
1
72
98
.9
6
73
00
.1
1
72
99
.5
1
72
98
.9
6
73
00
.1
1
72
99
.5
1
72
98
.9
6
Spectral position [cm−1]
Figure 3.14 Exemplary signals for different reflectivity of the micro-prismatic foil. On top, the detected
wavelength tune is shown. Beneath are the fitted (grey) and measured (black) optical densities derived
from the acquired signal. At the bottom, the residuals between measured and fitted optical densities are
plotted.
× 0.8 m measurement area. During one wavelength tune, the beam is rotated by about
0.0114◦. The longest distance between the point of rotation and the foil appears at a
diagonal beam and amounts approximately 1.22 m. The maximum possible covered dis-
tance is calculated to BCmax ≈0.25 mm. With this number, rotation speed, laser tuning
rate and measurement field size can be attuned to each other for different applications.
The micro-prisms have a size in the order of magnitude of 50 mum, so that during one
wavelength tune about five prisms are crossed.
Measurements of the uniform H2O-concentration field were carried out at polygon rota-
tion speeds of 15 rpm and 30 rpm, leading to 1.25 Hz and 2.5 Hz field measurement
rate, respectively. As already shown in figure 3.11, the absolute intensity of the detected
light alters with the position of the beam. This effects the quality of the spectroscopic
concentration evaluation. Some examples of wavelength-tunes with different intensities
and their respective measured and fit optical densities are demonstrated in figure 3.14
Furthermore, the residual between the measured and fit optical density is shown. Poly-
gon rotation speed amounted 15 rpm. As a quick reminder: the optical density is defined
by ODe = − ln
(
I(n,λ)−E
I0(n,λ)·Tr(λ)
)
, where I is the detected intensity of light, I0 is the intensity
of the incident light, E is the broadband background radiation and Tr(λ) are transmis-
sion losses. Measurements with very similar absorption path lengths were selected so that
for better comparison the optical densities are nearly equal. All signals are corrupted by
noise that is caused by parasitic electromagnetic radiation from the stepper motors that
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Figure 3.15 H2O - concentrations measured at two different rotation speeds for all four laser scanners.
The solid line shows the concentration measured with the reference channel (12548 ppmv).
interferes with the photo-current from the detector. As the irradiation takes place before
signal amplification, the ratio between the photo-current and the electric noise is of very
high importance since noise is amplified by the same amount as the signal. Therefore,
irradiation has to be kept as low as possible in the first place by good electromagnetic
shielding. This was realized with a grounded steel tube that was positioned around the
detector, but there is still room for improvement. At low light intensities, the electric
noise dominates the residual between measured and fit optical density. At higher light in-
tensities, the influence of electric noise sinks and discrepancies between the approximated
Voigt function and the real line-shape gain more weight.
The H2O-concentrations measured at 15 rpm and 30 rpm polygon rotation speed are
plotted over the angular beam position in figure 3.15 for all four scanning channels. The
concentration that was measured with the reference channel amounted 12548 ppmv and is
plotted as a solid line for comparison. The mean concentrations while scanning amounted
12034 ppmv for 2.5 Hz field measurement rate and 12099 ppmv for 1.25 Hz field mea-
surement rate, which corresponds to systematic underestimations of 4.1% and 3.6%, re-
spectively. Standard deviations while scanning with 30 rpm lay between 389.4 ppmv and
752 ppmv for the different channels, which equals 3.1% and accordingly 6% of the absolute
mean concentrations measured at each channel. The large value of 752 ppmv standard
deviation is due to some outliers that appear at a fixed angular position at channel 3.
Here, multiple reflections at an opposed window led to large errors in the concentration
evaluation. Measurements at this angle should be discarded in real applications. If the
regarding false measurements are neglected, the standard deviation amounts 559 ppmv.
Accordingly, the standard deviations while measuring with 1.25 Hz field measurement rate
lay between 379.1 ppmv and 684.7 ppmv, corresponding to 3% and 5.5% of the absolute
concentrations. Again, the high value of 5.5% is due to multiple reflection at the same
beam path as at the previous experiment. If the false measurements (where reflections
take place) are neglected, the standard deviation of channel 3 amounts 432 ppmv, accord-
ing to 3.5% of the absolute concentration.
Signal quality is not equally good at all beam positions. A spectroscopic signal to noise is
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Figure 3.17 SNR depending on the peak absorbance
defined by the relationship between maximum optical density and the standard deviation
of the residual between fit and measured optical density:
SNR =
ODe,max
σresidual
(3.8)
This signal to noise is plotted for the above described experiments in figure 3.16. Not
only is a strong dependence of the signal to noise on the position observed, but also large
variances of SNR at a fixed position. Possible reasons may on the one hand be the vari-
ation in absorption length. For large absorption lengths, at constant concentration the
optical densities are larger and with equal noise-dominated residuals higher signal to noise
is achieved. On the other hand, the intensity of the reflected light alters and therefore
do the residuals, as it was shown in figure 3.14. In figure 3.17, the signal to noise ratio
of an exemplary measurement is plotted against the respective peak optical densities. A
general trend of increasing SNR with increasing optical density can be seen. However the
correlation coefficient between both sizes is only around 0.4, which confirms that strength
of optical density is not the only influence on SNR.
A measure for the absolute light intensity is the maximum detected voltage of the
wavelength-tune. If the signal to noise ratio of an exemplary experiment is compared
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Figure 3.18 SNR and maximum wavelength-tune voltage depending on the laser beam position. This
is an example for a polygon rotation speed of 30 rpm measured with channel 0.
to the respective peak voltages (view 3.18), it is obvious that there is some connection
between them. In [65] it has been shown that light reflection of the foil alters with the
relative position of the beam as well as with the angle of light incidence. For small an-
gles, reflectivity decreases more and more. The observed variance in peak voltages of the
reflected light are due to the different angles of light incidence onto the foil and to small
vertical displacements of the beam between successive measurements. This can be seen
more clearly in figure 3.19, where the maximum detected voltages and SNR values of all
channels are plotted against the angle of light incidence onto the foil. The retro-reflective
foil is suited best for a perpendicular incidence of the laser beam. If the beam is tilted, less
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Figure 3.19 SNR and maximum detected wavelength-tune voltage depending on the light incidence
angle on the foil
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Figure 3.20 Correlation between SNR and maximum detected wavelength-tune voltage
light is reflected. The light incidence angle was defined such that it is always smaller than
90◦, that is, it may be situated right or left from the perpendicular beam, as this makes
no difference to the reflection. Here the relationship between SNR and detected light
intensity gets very obvious. In figure 3.20, it can be seen that SNR generally increases
with rising voltage of the detected wavelength-tune. There is a significant correlation
between them, as the correlation coefficient amounts more than 0.7, so the suggestion of
interdependency seems sensible.
In conclusion, a TDLAS instrument consisting of four scanner units and retro-reflective
foil was chosen as the most suitable concept for the application in permafrost research.
Four polygonal mirrors scan laser beams over a large proportion of an 0.8×0.8m2 area.
Approximately 78% of the measurement field are covered by laser beams. For high-speed
sampling of the fast laser tuning rate of more than 5 kHz, a DAQ software was devel-
oped that is based on queues for fast continuous data reading and storage. In addition
to that, a method for accurately detecting the start point of the wavelength tune was
developed since the LabView timebase proved to be too inaccurate for simple continuous
measurements and triggering every wavelength tune was too slow. A short pulse was
super-positioned onto the transmitted light signal voltage on the falling branch of the
wavelength tune.
An experiment with a homogeneous H2O field was carried out to assess the spectroscopic
performance of the instrument. Imaging rates are limited by the distance the beam moves
on the foil during one wavelength tune. With a laser tuning rate of 5039.8 Hz and a field
size of 0.8×0.8 m2, the maximum achieved image rate was 2.5 Hz. If it is scanned faster,
due to the varying reflectivity of the foil, the rising branch of the wavelength tune is
distorted too heavily for a sensible base-line fit and concentrations show large systematic
errors.
Signal to noise depends on the peak absorption as well as on the intensity of the reflected
light, which varies due to altering light incidence angle on the foil and vertical position
changes between scans. Concentration standard deviations lay between 380 ppmv and
750 ppmv at mean concentrations of around 12000 ppmv. Systematic deviations to a
reference measurement amounted around 4%, which is less than the variance of the con-
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centration values detected during scanning.
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Tomographic simulations
In classical medical applications, where the amount of collected data is high, the reliability
of the tomographic reconstructions can generally be expressed in terms of the smallest
detectable image structures or highest frequencies, as has been shown in chapter 2.2.1.
From a mathematical point of view, resolution is explicitly given by the number and
arrangement of the equidistant or equiangular measurement paths. However, in reality
there are a couple of obstacles that produce additional inaccuracies: First of all, there is
measurement noise that leads to a certain reconstruction error. A further error source
is the discretization of the reconstructed field and the Radon transform itself. Virtual
experiments offer a method to assess the influence of these effects: First of all, a discretized
image, a so-called phantom, is generated. The experiment is simulated by means of a
physical model of the measurement process, the observation model. The reconstructed
picture can then be compared to the original phantom, yielding information about the
accuracy of reconstruction. Another reason why such simulations are indispensable is
limited data: The determination of cut-off frequencies as shown in chapter 2.2.1 is only
valid for transform-based algorithms, that unfortunately require abundant data. The
following simple example is given to illustrate the orders of magnitude: Consider the
unassuming phantom where f(x, y) is a 2D-Gaussian with a standard deviation of 10%
of the measurement field side length, centred at (x = 0, y = 0):
f(x, y) =
1
2πσxσy
· exp
{
− 1
2
·
(x2
σ2x
+
y2
σ2y
)}
(4.1)
where σx and σy are the standard deviations into x- and y-direction. For convenient
notation, the dimension of the field is determined to be 1cm×1cm, and accordingly the
exemplary standard deviations are σx = σy =0.1cm. The Fourier transform of the phan-
tom is then given by (view appendix C):
F (u, v) = F{f(x, y)} =
√
2π(σ2x + σ
2
y) · exp
{
− u
2σ2x + v
2σ2y
2
}
(4.2)
Assuming that frequencies smaller than 1% of the maximum frequency are negligible,
the largest detectable frequency should be 21.46 cm−1 (view appendix C). According to
eqs. (2.24) and (2.25), either a parallel-beam arrangement with at least 22 projections and
15 samples per projection or a fan-beam arrangement with at least 43 projections sampled
at 23 angles, each, would be necessary. Overall, the amount of beam paths would be at
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least 330 beams for parallel sampling and 989 beams for fan-beam sampling. It is self-
evident that both arrangements are based on costly instrumentation which is inadequate
for the purpose. For this reason, transform-based algorithms were excluded in the first
place.
In this chapter, a selection of tomographic algorithms are demonstrated by evaluating
the properties of simulated experiment reconstructions. Evidently, no general statements
about the ability to reconstruct arbitrary fields can be made, as the applicability of
algorithms depends on the phantom itself. This gets very clear in the case of Bayesian
estimation, where physical assumptions about the phantom are made, which of course
limit the suitability of the algorithm to the specific purpose. The strategy is to examine a
large variety of phantoms that seem relevant for the application and getting insights about
tendencies and characteristics of the algorithms. Algorithm performance also depends
on the measurement path arrangement. The focus is on the final instrument as it was
presented in chapter 3, as the documentation of preliminary set-ups is beyond the scope
of the work and does not deliver crucial additional information.
First of all, details about the virtual experiment and the observation model are explained
(section 4.1). The assessment of algorithms by means of phantom reconstructions is
presented in section 4.2. A question that naturally arises is that of spatial resolution.
Section 4.3 deals with the definition of this variable and the selected algorithms are
compared. Finally, section 4.4 gives an overview of calculation time performance of the
different techniques.
4.1 Observation model
At each of the instrument’s beam paths, an absorption measurement takes place with
TDLAS. The premise is normally that concentration, pressure and temperature remain
homogeneous along the line of sight. In the case of spatial inhomogeneities however, the
measurement corresponds to taking the Radon transform of the path-varying absorber
number density χ:
Rχθ(ξ) =
∫ ∞
−∞
χ(ξ, ζ)dζ (4.3)
The coordinate system accords with the depiction in figure 2.2. The classical Lambert-
Beer law (2.10) is modified to
I = I0 · Tr(λ) · exp{−
l∫
0
Φ(λ− λ0) · S(T ) · χ(ζ)dζ}+ E (4.4)
This is of course only valid if temperature and pressure are constant along the line of sight.
The integration limits are set to zero and path length l because elsewhere no absorption
takes place and the integral is zero. The measured path-integrals of the absorber number
density are expressed by
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l∫
0
χ(ζ)dζ = − 1
S(T )
∞∫
−∞
ln
I(λ)− E
I0(λ) · Tr(λ)dλ (4.5)
The right hand side of equation 4.5 corresponds to the classical measurement carried
out with TDLAS scaled with the path length l. In practice this means, the standard
TDLAS evaluation process can be carried out, delivering the path integral of the absorber
number density that is afterwards scaled with the corresponding path length. With known
temperature T and pressure p, a path-averaged concentration value is determined that is
proportional to the line-integral of the absorber number density χ:
c =
RT
NA · p ·
l∫
0
χ(ζ)dζ (4.6)
When modelling this single measurement, the measurement area is divided into N pixels
that are assumed to have uniform concentration. The path integral is approximated by a
discrete summation:
c ≈ RT
p
·
N∑
i=1
Wˆi · χi (4.7)
≈
N∑
i=1
Wi · fi (4.8)
The weighting factors Wˆi imply the proportional contribution of the i
th pixel to the single
measurement. For negligible path broadness, the weighting factors are determined by
the length of the beam’s section inside the ith pixel in relation to the overall length.
However, for the presented instrument the broadness of the laser beam is significant, so
the weighting factors are calculated by the proportion of the area inside the ith pixel to the
overall beam area. If the average concentration shall be expressed in dependency of the
unknown concentration values, the equation takes the form of (4.8). Measuring the path
averaged concentration c atM different locations, several equations can be combined into
a linear system of equations:
~c = W · ~f (4.9)
where Wij is the weighting factor of the j
th measurement inside the ith pixel. In reality,
the measurements are corrupted by noise. This effect should also be modelled when a
virtual experiment is set up. Noise is modelled as an additive vector ~n, so a simulated
measurement can be generated with the following equation:
~csim = Wsim · ~fsim + ~n (4.10)
The virtual experiment is completed by reconstruction of the unknown field ~f . Therefore,
the following expression needs to be solved:
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~csim =Wrec · ~frec + ~n (4.11)
The phantom concentration ~fsim and weighting matrix Wsim should be higher discretized
than the reconstruction weighting matrix Wrec and concentration vector ~frec, avoiding
so-called inverse crimes [56]. Moreover, the number of pixels into one direction of the
simulated field should not be an integer multiple of the same size in the reconstruction
case.
4.2 Phantom reconstructions
Simulated experiments are used to demonstrate the efficiency of some selected tomo-
graphic algorithms. As already described above, transform-based algorithms are disre-
garded for the low-data system. Algebraic reconstruction techniques are very popular
among engineering tomography. For this reason two variants are presented in this work:
the basic ART variant (section 4.2.1), sometimes also called the Kaczmarz method, and
the Landweber algorithm (section 4.2.2), which is the most recent improvement of ART.
The SIRT and SART techniques delivered very similar results to ART, therefore they
are not shown in this work. Furthermore, some Bayesian estimation techniques are ex-
amined. Tikhonov regularization (section 4.2.3) and the informative smoothness prior
(section 4.2.4) presume that the image is somewhat smooth, as it is the case for processes
dominated by diffusion. On the other hand, the total variation prior (section 4.2.5) is the
adequate choice for “blocky” measurement objects that have steep gradients in only very
few locations. It has also been studied to which extent the algorithms work with faulty
assumptions, e.g. how good sharp-edged structures can be imaged with smoothness priors
and vice versa.
The simplest method of judging the quality of a reconstruction is the visual comparison
with the phantom. Very easily it can be controlled whether structure positions, shapes
and absolute values are reconstructed correctly and if artefacts appear. The disadvantage
is however that these criteria are more or less estimated visually and therefore the assess-
ment of reconstruction quality is subjective. Therefore image quality is often expressed
by a single quality number that can be defined in various ways. So-called picture distance
measures are based on a norm of the image residual. Herman [47] defines the normalized
mean absolute distance measure which is based on the 1-norm of the image residual:
ef,1 =
∥∥∥~f ⋆sim − ~frec∥∥∥1∥∥∥~f ⋆sim∥∥∥1 (4.12)
Note that the simulated phantom vector ~fsim has to be down-sampled to ~f
⋆
sim, so it has
the same size as ~frec. Another picture distance measure is used by Daun [59], which is
based on the 2-norm of the image residual:
ef,2 =
∥∥∥~f ⋆sim − ~frec∥∥∥2∥∥∥~f ⋆sim∥∥∥2 (4.13)
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The normalized root mean square measure defined by Herman [47] is a slightly different
2-norm-based version:
e∗f,2 =
∥∥∥~f ⋆sim − ~frec∥∥∥2∥∥∥~f ⋆sim − f¯sim∥∥∥2 (4.14)
This version is normalized in a way that e∗f,2 becomes 1 for a uniform reconstruction image
with the correct mean value of ~f . Obviously, the magnitude of e∗f,2 depends on the contrast
of the phantom image, so it is focussed onto ef,1 and ef,2. The disadvantage of expressing
reconstruction quality in this manner is that the measures cannot be interpreted easily.
First of all, the magnitudes depend on the definition of the measure. Values of ef,1 will be
larger than ef,2 for the same residual image, as ‖x‖1 ≥ ‖x‖p with p > 1 [67]. In addition
to that, ef,2 gets large if few outliers appear in the reconstruction. The values of ef,2
might therefore sometimes contradict what we think a quite good reconstruction that is
corrupted with a high error in a only few pixels. Maybe the most crucial drawback is that
with a single quality value, important information about the reconstruction gets lost: It
cannot be observed where the error originates from, e.g. whether it is due to artefacts
outside the structures of interest or whether absolute values of the structures are not hit
or whether simply the position of a structure is shifted by a few pixels. For this reason
the visual judgement should be considered in any case.
Similar to the definition of the picture distance measure, a measurement vector error may
be defined by
ec,2 =
‖~csim − ~crec‖2∥∥∥~fsim∥∥∥
2
(4.15)
This number is a convenient possibility for controlling whether an algebraic algorithm
has converged or not. However, it does not indicate whether the reconstruction is any
good or not: Even if the measurement error vector is very small, the found solution
may be physically wrong since it could be one of the infinite solutions of the under-
determined problem, or a senseless solution leading to a similar measurement vector due
to ill-conditioning of the forward model equation. Note that for Bayesian techniques, ec,2
is no measure for convergence due to the regularization. The ideal solution does not yield
a zero ec,2.
In the following sections, the implementation of the chosen algorithms and reconstructions
of virtual experiments are shown. Multiple phantoms were generated by varying structure
types, positions, sizes, concentrations, numbers and contrast, so that as many physical
situations as possible were covered. All phantoms were discretized with 84×84 pixels
and reconstructed into 40×40 pixel images. The noise vector ~n was simulated as white
additive noise with 5% magnitude of the path-averaged simulated concentration values.
The order of magnitude of noise was determined according to accuracy and precision that
are typically achieved when measuring concentrations with TDLAS [2].
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4.2.1 ART algorithm
As the Kaczmarz method is apt for linear system of equations only, it can directly be
implemented by equation 2.27. A zero vector served as an initial guess f (0). As a stop
criterion, the normalized difference between iterations ǫ was used:
ǫ =
∥∥∥f (k+1) − f (k)∥∥∥
‖f (k)‖ (4.16)
Iteration was aborted if ǫ fell under 0.01% or if the number of iterations exceeded 50. At
each iteration, negative pixel values were set to zero to impede negative concentrations
which are physically not sensible. Furthermore, a smoothing by a 3×3 median filter was
implemented since otherwise ART converges towards completely senseless solutions of the
infinite solution space. It proves to be an algorithm with only very limited applicability for
the given instrument. A large variety of virtual experiments with three different phantom
types was carried out. Smooth phantoms with Gaussian-shaped structure elements were
generated as well as sharp-edged features and bell-shaped structures. Generally, all struc-
tures are quite blurred and the maximum concentration is underestimated significantly.
Figure 4.1 shows some exemplary reconstructions of smooth and sharp-edged circular
structures. Sharp-edged structures are generally reconstructed better, since the absolute
structure values are closer to the simulated phantoms, the shapes of the features are less
blurred and there are less artefacts in the background. For an enhanced visual impression
of the reconstruction quality, the difference between a down-sampled phantom image and
the reconstruction is shown in the lower part of figure 4.1. Note that the choice of the
down-sampling method has an influence on the difference image, as can easily be seen by
comparing the lower three rows. Another way of visually comparing the down-sampled
phantom with the reconstruction image is explained in the following. First, the pixels
of the phantom are sorted such that the pixels values descend. Then, the values of the
sorted phantom pixels and the according values of the reconstruction are plotted as a line.
An example for this is shown in figure 4.2 for the phantoms A-F of figure 4.1. In contrast
to the visual assessment, the image errors expressed by picture distance measures imply
that the reconstructions of the smooth objects were better: Figure 4.3 shows the values
of ef,1 and ef,2 for the three phantom types, depending on the number of features in the
phantom. The image errors of the smooth reconstructions are globally smaller than those
of the more sharp-edged phantoms. Here it gets very clear that the 1-norm based error is
always larger than the 2-norm based error, so the relative values should be considered in-
stead of absolute values. Moreover, the algorithm seems to converge better for the smooth
objects since the values of ec,2 are closer to zero. Interestingly, there is a correlation of
more than 0.9 between the image errors and ec,2: obviously, the algorithm is not able to
find a solution to the equation ~c = W · ~f at all, leading of course to quite bad results of
~frec. Reconstruction quality of ART deteriorates very quickly if the number of features
increases, as can also be seen in figure 4.3 and can be further proved by the simulation
results shown in appendix F. If the algorithm is used at all, the number of features should
not exceed two, as otherwise strong artefacts appear. Figure 4.4 depicts the phantoms, re-
constructions and difference images of some of the critical situations that can occur when
using ART: The corresponding line plots can be found in appendix E, figure E.1. Even if
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there are less than three features, reconstructions may look disappointing, depending on
the position and size, as it can be seen for phantom A. Typical artefacts that appear with
increased number of features can be seen for phantom B. Sharp-edged structures that
are not circular are totally blurred and strongly underestimate the correct concentration
value, as is shown by the square phantom C and rectangular phantom D. Problems also
arise if the structures differ in concentration (view phantoms E and F). Concentrations
may be reconstructed completely wrong, or structures are not reconstructed at all (view
appendix F). It is even possible that the relative heights of the structures are erroneous,
like it happens to be in case E: here, the feature with higher phantom concentration has
a much lower reconstructed concentration than the other feature, leading to a completely
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Figure 4.1 Reconstructions of some smooth objects and sharp-edged circular objects with the ART
algorithm. In the top row shows the phantom concentration images while the second row shows the
reconstructions achieved with ART algorithms. Note that the reconstructions have a discretization of
40×40 pixels, only. The bottom part shows the pixel-wise difference images between a down-sampled
phantom concentration and the ART reconstructions. Each row shows the difference images that were
generated while using different methods for down-sampling.
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wrong impression of the measurement field. With decreasing contrast, the reconstruction
of phantoms with ART gets more and more difficult. In appendix F a study is shown
where the background concentration is increased step by step, so that contrast is reduced.
Shapes get more and more distorted, artefacts in the background increase and in some
cases features are completely lost. Altogether the application of Kaczmarz algorithm is
not recommendable for the designed instrument.
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Figure 4.2 Lineplots of the pixel values of phantoms A-F shown in figure 4.1 (red lines) and recon-
structions (black lines) with ART algorithm. The phantoms were first down-sampled with a bi-cubic
interpolation and then the pixels were sorted such that pixel values descend.
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Figure 4.3 Image errors and measurement vector errors for a simulation study with different phantom
types and element numbers. Reconstructions were carried out with the ART algorithm.
4.2.2 Landweber algorithm
Landweber algorithm is a method for regularizing linear systems of equations, therefore
equation 2.31 could be directly implemented. The stop criterion, non-negativity con-
straint and median filtering were implemented analogous to ART, like it is described in
chapter 4.2.1. The initial guess is computed by ~˜f (0) = W T · ~c. According to [52] the
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Figure 4.4 ART reconstructions of problematic phantoms. In the top row, the phantoms with a
84×84 pixel discretization are depicted, while the 40×40 pixel reconstructions are plotted in the second
row. The difference images (bottom) were calculated by subtracting a down-sampled phantom from the
reconstruction. The down-sampling method was bi-cubic.
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parameter αLW shall be picked in the range of 0 < αLW < 2(‖W TW‖2)−1. An empiri-
cal study was carried out for demonstrating the effect of the choice of the regularisation
parameter. A virtual experiment with a top-hat shaped phantom (view figure D.1) was
carried out, assuming a beam distribution as shown in figure 3.4. The above described
range for choosing αLW in this case was 0 < αLW < 5 86. The regularization parameter
was varied between αLW = 10
−5 and αLW = 10
4. If the reconstructed images are consid-
ered, it becomes obvious that it is not sufficient to specify such a relatively large range
like given by Terzija et al. [52], as the quality of reconstruction alters strongly within this
range. This becomes even more clear if a one-dimensional comparison of the pixel values
is drawn. The discretisation of the phantom was reduced to 40 times 40 pixels, i.e. the
reconstruction image size, for enabling a direct comparison of the pixel values of original
image and reconstruction. In addition to this, the pixels were sorted such that the pixel
values descend for making the line plots clearer. The 1D - comparison of phantom and
reconstructions can be seen in figures D.2 and D.3. A more concise recommendation of
how to determine αLW is given by Yang et al. [53]. They suggest the parameter fulfil
αLW = 2/max[eig(W
T ·W )]. In the above described study, that would correspond to
αLW = 5 86. In this order of magnitude, the reconstructions look most sensible and show
less deviations from the phantom. Therefore, the regularisation parameter was always
calculated like recommended by Yang et al. [53].
Although Landweber algorithm is considered an improved variant of the Kaczmarz
method, the virtual experiments yielded worse results regarding structure shapes and
artefacts. However, the maximum concentration values are closer to the phantom max-
imum values. Figure 4.5 shows phantoms, reconstructions and difference images of a
few examples of the study that is found in appendix F. The difference images were
calculated by subtracting a bi-cubically down-sampled phantom image from the recon-
struction. The corresponding line-plots can be found in appendix E, figure E.2. Like
for Kaczmarz algorithm, sharp-edged circular structures are reconstructed better than
the smooth Gaussian structures, which are heavily distorted even for very few, large ob-
jects. If the top-hat shaped features are considered, Landweber algorithm seems to prefer
solutions with features that have non-uniform concentration but locally have smaller con-
centration errors, while ART delivered flatter features, accepting larger underestimation
of the correct concentration. This conduct is evidently the reason why image errors of
both algebraic algorithms behave similarly. Again, problems are caused by increasing the
number of structures, by differing feature concentrations (view figure 4.5) and by decreas-
ing the phantom image contrast. Blocky quadratic or rectangular shapes are awry and
non-uniform in concentration. In all cases, Landweber algorithm seems to perform worse,
even though the image errors are in the same order of magnitude as for the Kaczmarz
method, as can be seen exemplary for top-hat phantoms in figure 4.6.
4.2.3 Tikhonov regularization
The maximum a posteriori estimate of the posterior density 2.44 is given by
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Figure 4.5 Some examples for reconstructions of simulated experiments with Landweber algorithm.
The top row shows the 84×84 pixel phantoms, the second row the 40×40 pixel reconstructions and the
bottom row the difference images. The latter were generated by down-sampling the phantoms to 40×40
pixels with a bi-cubic interpolation and then subtracting the smaller phantom from the reconstruction.
~fMAP = argmin
~f
(
∥∥∥~c−W ~f∥∥∥+ τ 2 ~fTLTL~f)
= argmin
~f
∥∥∥∥∥
[
W
τL
]
· ~f −
[
~c
0
]∥∥∥∥∥ = ~fτ
(4.17)
Various techniques deal with the right choice of the smoothing parameter τ , e.g. L-curve
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Figure 4.6 Image and measurement errors of top-hat phantoms reconstructed with ART and Landwe-
ber algorithm
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Figure 4.7 Reconstructions of smooth and sharp-edged circular structures with Tikhonov algorithm.
The top row shows the 84×84 pixel phantoms, the second row the 40×40 pixel reconstructions and the
bottom row the difference images. The latter were generated by down-sampling the phantoms to 40×40
pixels with a bi-cubic interpolation and then subtracting the smaller phantom from the reconstruction.
curvature [58], discrepancy principle or cross-validation, to name a few. Daun et al. [58]
suggest for a noise-corrupted system of equations a method using the singular value de-
composition (SVD). The SVDs of the weighting matrix W and the augmented matrix
(W τL)T are computed for various orders of magnitude of τ . Then τ is picked such that
the singular values of the augmented matrix do not exceed the singular values of the
weighting matrix. By this way, it is impeded that too much weight is put onto the Gibbs
prior. The recommendable value of τ that was determined with this method was τ <0.1.
Heuristic studies however have revealed that a slightly stronger influence of smoothing
leads to better results. Therefore τ was set to 0.2 for all studies. Solving equation ??
means minimizing an objective function, which can be done with various algorithms. In
this case, a least-squares algorithm with a non-negativity constraint was applied to ex-
clude non-physical negative concentration values. The MATLAB algorithm lsqnonneg
offers a convenient possibility of implementation. Tikhonov regularization implicitly as-
sumes that the solution is smooth, therefore it is mainly suited for the reconstruction of
smooth features. The virtual experiments with Gaussian- or bell-shaped phantoms show
that good reconstructions are achieved even for larger numbers of features (view 4.7 for
some examples of phantoms, reconstructions and difference images and appendix F for
the complete study). The corresponding line plots can be found in appendix E, figure E.3.
Absolute concentrations and feature locations are reconstructed adequately and shapes
mostly correspond nicely to the correct solution. Moreover, there are hardly any artefacts
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Figure 4.8 Reconstructions of smooth structures with differing concentrations (A–C) and non-zero
background concentration (D–E) with the Tikhonov algorithm. The top row shows the 84×84 pixel
phantoms, the second row the 40×40 pixel reconstructions and the bottom row the difference images.
The latter were generated by down-sampling the phantoms to 40×40 pixels with a bi-cubic interpolation
and then subtracting the smaller phantom from the reconstruction. The corresponding line plots can be
found in appendix E, figure E.4.
in the image background. Image errors ef,1 and ef,2 are significantly lower than those
achieved with algebraic algorithms. If the number of structures does not exceed four, ef,2
is in the range of ef,2 <0.1. . . ef,2 <0.2, which is about half of the magnitudes achieved
with algebraic techniques. Interestingly, even the values of ec,2 lie below those that result
from ART techniques, even though there is no exact solution to the over-determined aug-
mented equation system. Typical values of ec,2 that result from Tikhonov regularization
amount less than 0.1, while ART techniques lead to values about twice higher.
For sharp-edged phantoms, Tikhonov algorithm is expected to be not the perfect choice,
since the smoothness assumption is physically wrong in this case. Nevertheless, satisfying
reconstructions can be obtained in expedient cases (view some examples in figure 4.7).
All features are smoothed and image errors ef,1 and ef,2 are slightly higher than in the
smooth case. In the worst case, absolute concentration values are wrong and artefacts
appear, while shape is mainly hit good due to the homogeneous smoothing. Generally, ec,2
is much higher than for smooth phantoms, implying that the the smoothness assumption
contradicts the correct solution.
In contrast to algebraic reconstruction techniques, absolute values of the phantoms are re-
constructed accurately even if features differ remarkably in concentration (view figure 4.8,
cases A – C). Diminishing the contrast between background and feature concentrations,
artefacts appear in the surroundings (view figure 4.8, cases D – F). However, this effect
is not as strong as for ART algorithms. The image and measurement errors are small
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even for the low-contrast cases. Surprisingly, Tikhonov regularization even allows for the
reconstruction of square and rectangular shapes (view appendix F). The features are
smoothed at the edges but absolute concentration values are correct.
All in all, the application of Tikhonov regularization with the designed instrument is
considered possible.
4.2.4 Bayesian estimation with informative smoothness prior
The linear problem ~c = W · ~f had to be implemented into the Bayesian smoothness prior
framework such that the observation takes the form of W (~f) = W · ~f . Thus, the posterior
density is given by
P(~f | ~c) ∝ exp
(
− 1
2
(~f − ηf)TΓ−1f (~f − ηf)−
1
2
(~c−W · ~f)TΓ−1n (~c−W · ~f)
)
(4.18)
With some conversions, the MAP estimate is expressed by
~fMAP = argmin
f
{
∥∥∥Ln(~c−W · ~f)∥∥∥2 + ∥∥∥Lf (~f − ηf)∥∥∥2} (4.19)
The objective function was minimized by a self-implemented Gauss-Newton algorithm. It
is a method to solve non-linear least squares problems and is based on the iterative mini-
mization of a second order Taylor expansion of the objective function [68]. For convenient
notation the objective function is split into its noise term Z1 and the prior term Z2:
Z(~f) =
∥∥∥Ln(~c−W (~f))∥∥∥2︸ ︷︷ ︸
Z1
+
∥∥∥Lf (~f − ηf)∥∥∥2︸ ︷︷ ︸
Z2
−a ·∑
i
ln fi︸ ︷︷ ︸
Z3
(4.20)
Z3 is a penalty term for impeding negative solutions by making them very improbable, as
the overall objective function gets large for negative arguments. Its weight is adjustable
by the value a. Iterating the following equation leads to a minimum [68]:
~f (k+1) = ~f (k) −
(
∂2Z(~f)
∂ ~f 2
)−1
·
(
∂Z(~f )
∂ ~f
)
(4.21)
For Gauss-Newton minimization, the first and second order derivatives of the objective
function are required. The gradient of the first term Z1 is given by
∂Z1
∂ ~f
=
∂
∂ ~f
(
(~c−W (~f))T · Γ−1n · (~c−W (~f))
)
= −2(~c−W (~f))T · Γ−1n ·
∂W (~f)
∂ ~f
(4.22)
The Hessian is given by:
∂2Z1
∂ ~f 2
= −2(
m∑
i=1
(ci −Wi(~f)) · Γ−1n ·
∂2W (~f)
∂ ~f 2
) + 2(JT · Γ−1n · J) (4.23)
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with the Jacobian J = ∂W (
~f)
∂ ~f
. In the linear case W (~f) = W · ~f , the Jacobian is simply
J = W . Since it does not depend on the actual value of ~f , it remains constant throughout
the recursions. Consequently, the second derivative is zero: ∂
2W (~f)
∂ ~f2
= 0. In the linear case,
the first and second derivatives of Z1 are given by
∂Z1
∂ ~f
= −2(~c−W · ~f)T · Γ−1n ·W (4.24)
∂2Z1
∂ ~f 2
= 2W T · Γ−1n ·W (4.25)
Similarly, the first and second derivatives of Z2 can be calculated:
∂Z2
∂ ~f
= 2(~f − ηf)T · Γ−1f (4.26)
∂2Z2
∂ ~f 2
= 2Γ−1f (4.27)
The gradient and second derivative of the penalty term Z3 are given by
∂Z3
∂ ~f
=
∂
∂ ~f
( N∑
i=1
ln fi
)
=
n∑
i=1
1
fi
(4.28)
∂2Z3
∂ ~f 2
=
∂
∂ ~f
( N∑
i=1
1
fi
)
= −
n∑
i=1
1
f 2i
(4.29)
Thus, the iterative Gauss-Newton procedure for optimizing the objective function of the
informative smoothness prior is expressed by
~f (k+1) = ~f (k)+
ς · (W T · Γ−1n ·W + Γ−1f − a ·
N∑
i=1
1
f 2i
)−1
· ((~c−W · ~f)T · Γ−1n ·W + (~f − ηf) · Γ−1f + a ·
N∑
i=1
1
fi
)
(4.30)
The factor 4 is pushed into the step size parameter ς, which is determined at each itera-
tion by a line-search algorithm. The parameter a is scaled accordingly. The informative
smoothness prior requires physical knowledge about the structures sizes and expectation
values of concentration. Obviously, both values were known when carrying out the vir-
tual experiments. Fortunately, ηf could be varied in quite large ranges in the order of
magnitude of physically sensible values without harming reconstruction quality. Another
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Figure 4.9 Reconstructions of smooth structures (left) and circular sharp-edged structures (right) with
the informative smoothness prior. The top row shows the 84×84 pixel phantoms, the second row the
40×40 pixel reconstructions and the bottom row the difference images. The latter were generated by
down-sampling the phantoms to 40×40 pixels with a bi-cubic interpolation and then subtracting the
smaller phantom from the reconstruction.
parameter that needs to be fixed is the variance of concentrations Γf(i, i). It has to be
made sure that all concentration values that are considered to be realistic have a certain
probability. This condition can be expressed by
ci,max − ηf,i = 3 · σc,i (4.31)
where ci,max is an upper estimate of possible concentrations and σc,i = Γf(i, i). Reconstruc-
tion quality proved to be insensitive to the choice of σc,i over several orders of magnitude.
Like for Tikhonov regularization, the smoothness assumption limits the application of the
algorithm to soft-edged features. Very good reconstructions were obtained for Gaussian-
shaped phantoms, as can be seen for some examples of phantoms, their reconstructions
and difference images in figure 4.9. The corresponding line plots can be found in ap-
pendix E, figure E.5. The complete documentation of the virtual experiments can be
found in appendix F. Positions and absolute values are correct even for higher numbers
of features and deteriorate slightly for phantoms with more than five features. Shapes
are reconstructed very good, even if the structures are located closely together or overlap
and look still better than the Tikhonov results. Image and measurement errors are only
slightly higher compared to Tikhonov regularization.
For top-hat phantoms, a wrong physical smoothness assumption is made about the mea-
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Figure 4.10 Reconstructions of smooth structures with differing concentrations (A – C) and phantoms
with non-zero background (D –F) with the informative smoothness prior. The top row shows the 84×84
pixel phantoms, the second row the 40×40 pixel reconstructions and the bottom row the difference images.
The latter were generated by down-sampling the phantoms to 40×40 pixels with a bi-cubic interpolation
and then subtracting the smaller phantom from the reconstruction.
surement field. Anyway, if only a few structures need to be imaged, the results may look
still acceptable. Some examples are given in figure 4.9. Image errors are larger than
in the smooth case, absolute concentrations are estimated worse and shapes are slightly
distorted and smoothed.
Bell structures have smooth edges, however they are not correctly described by the smooth-
ness prior. The assumption here is that the correlation between two pixels depends ex-
ponentially on their distance. In a bell phantom per contra, the correlation of two pixels
is very high if they are both situated inside the bell feature or outside the feature, while
it is very low if one is located inside and one outside the feature. The region where
smoothness in the sense of the informative prior occurs is located only in the sloping edge
of the bell function. In the rest of the pixels, the phantom resembles the top-hat case.
Therefore, the reconstructed images lead to similar results. They are fully documented
in appendix F. The effects of differing feature concentrations and contrast variation are
exemplary presented in figure 4.10 (line-plots can be found in appendix E, figure E.6).
Differing concentrations can be reconstructed very well, even though images look slightly
worse than Tikhonov results for high numbers of features. Image and measurement er-
rors are slightly higher also. The same can be said about the contrast variation results:
all reconstruction quality measures are slightly worse than for Tikhonov algorithm, but
significantly better than for ART techniques.
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Figure 4.11 Reconstruction of a Gauss-shaped structure with the informative smoothness prior. The
correlation length was assumed to have different percentages of the correct length.
In practical applications, the correlation length Λ can only be estimated. Therefore the
sensitivity of reconstruction quality on this parameter was also examined. The results are
depicted in figure 4.11. In the parameter-study Λ took values between 10% and 200% of
the correct correlation length. If Λ amounts only a few pixels, there is hardly any correla-
tion at all and the problem resembles the unregularized case. This equals to not making
any physical assumptions at all, enabling an infinite set of solutions. For this reason, the
regarding reconstructions look completely erroneous. As soon as there is a significant
correlation between the pixels, results improve: Due to the role of the measurements, the
algorithm tries to assemble the correct solution by several smaller structures. Even if
the image may look slightly awry, structure location and absolute values are estimated
correctly. Over-estimation of Λ does not impair the reconstructions as long as not all
Γi,j are equal: Even for an over-estimation of more than 50% the reconstructed image
is adequate, which is due to the influence of measurement beams crossing outside the
Gauss feature. What happens if all Γi,j resemble each other too closely can be seen in
the case with Λ = 38px: like in the unregularized case, no relevant information about the
correlation between two pixels exists any more, since all “distances” are treated almost
equally. Like it was expected, the reconstruction is useless in such a case.
In practice wrong estimation of Λ is unproblematic as long as real correlation information
exists, especially if the characteristic structure sizes are over-estimated. A limitation is of
course the discretization: it has to be made sure that correlation lengths are determined
in a way that Λ is larger than a few pixels but significantly smaller than the field dis-
cretization.
So far, only situations were considered where structure dimensions were radially uniform.
In reality there might occur situations where the correlation length actually depends on
the direction in the field. Some examples are depicted in figure 4.12. Consider the two
inhomogeneous Gaussian phantoms: When using the classical informative smoothness
prior, their shapes are squashed in a way that correlation length gets close to uniform.
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Figure 4.12 Reconstruction of objects with anisotropic correlation length. In the center row, the
normal informative smoothness prior results are presented. In the bottom row, the results achieved with
a modified, anisotropic smoothness prior are presented.
Although the results do not look bad, still better results can be achieved when a modified
informative smoothness prior is implemented.
To clarify this prior, a different view on the correlation length is taken. In the classical
version, the correlation length between a fixed pixel i and all other pixels j is described
by a scaled discrete two-dimensional Gaussian function with equal standard deviations
σx and σy centred at pixel i. For simplification, the continuous case is considered here.
In practice, the discrete coordinates (x, y)j of each pixel are used. The i
th row of the
covariance matrix Γf is given by
Γi(x, y) = var(~f) · exp
{
− 1
2
[
(x− µx)2 + (y − µy)2
σ2
]}
(4.32)
where µx and µy denote the x- and y-location of the i
th pixel. Figure 4.13 shows schemat-
ically the magnitude of Γi for a pixel i in the centre of the image (left). The height of the
Gaussian is scaled in a way that the covariance at Γ(i, i) has the magnitude of concentra-
tion value variance. The bold line shows values of x and y that have a magnitude of 1% of
var(~f), so the distance to the pixel i is given by Λ. The modified informative smoothness
prior takes into account the anisotropy of covariances between pixels j and i. On the
right side of figure 4.13, a schematic example of Γmodi is given for a pixel i in the centre of
the image. Again, the magnitude is such that Γ(i, i) = var(~f), but standard deviations
are unequal. Now the x and y values that lead to magnitudes of 1% concentration value
variance describe an ellipse instead of a circle. This ellipse is characterized completely
by the length of the semi-major axis Λ1 and the semi-minor axis Λ2 and the major axis
angle γ. In the Matlab-implementation, the values of Γf (i, j) were calculated by creating
a discrete anisotropic 2D-Gaussian for each pixel i and filling the rows of Γf with the re-
spective reshaped values. This prior enables us to control two different correlation lengths
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Figure 4.13 Covariance matrix of pixel i for the classical informative smoothness prior (left) and the
modified, anisotropic version (right)
and their direction.
Reconstructions that are achieved with the modified prior lead to even better shapes and
more accurate absolute concentration values (view figure 4.12). Even the rectangular
structure that has completely inhomogeneous correlation length can be imaged with both
versions of the prior. Unfortunately, this cannot be turned into a general statement about
blocky structures. As can be seen in figure 4.14, such sharp-edged features are mostly not
reconstructed very well with the smoothness prior, as is actually expected for a smooth-
ness assumption. The corresponding line plots of figure 4.14 can be found in appendix E,
figure E.7. The informative smoothness prior is a good choice for the reconstruction of
smooth concentration fields, especially because smoothness can be influenced directly by
physical knowledge about the structure sizes and no parameter has to be heuristically
determined. The presented variant improves results if structures have inhomogeneous
extent in space, which is likely to occur in environmental applications. Blocky circular
structures may also be reconstructed if there are only few features in the measurement
area.
4.2.5 Bayesian estimation with total variation prior
As for the implementation of the smoothness prior, the general observation model is
adapted to the linear case, so that W (~f) =W · ~f . The posterior density that is given by
equation 2.61 now takes the form
P(~f | ~c) ∝ exp
{
− 1
2
∥∥∥∥Ln(~c−W · ~f)∥∥∥∥2 − α · T˜ V (~f)
}
(4.33)
The MAP estimate is found by minimizing the objective function O:
~fMAP = argmin
f
{
1
2
∥∥∥∥Ln(~c−W · ~f)∥∥∥∥2 + α · T˜ V (~f︸ ︷︷ ︸
O
)
}
(4.34)
The global minimum may be a vector ~f that takes negative values. To prohibit such un-
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Figure 4.14 Reconstruction of rectangular and quadratic objects with the informative smoothness prior.
The top row shows the 84×84 pixel phantoms, the second row the 40×40 pixel reconstructions and the
bottom row the difference images. The latter were generated by down-sampling the phantoms to 40×40
pixels with a bi-cubic interpolation and then subtracting the smaller phantom from the reconstruction.
physical solutions, a penalty term is added, like it was done for the informative smoothness
prior, such that the objective function takes large values close to zero:
O∗ =
1
2
∥∥∥∥Ln(~c−W · ~f)∥∥∥∥2︸ ︷︷ ︸
O1
+α|D~f |︸ ︷︷ ︸
O2
−a ·∑
i
ln fi︸ ︷︷ ︸
O3
(4.35)
where a is a factor for adjusting the influence of the penalty. Again, minimization was
carried out with a self-implemented Gauss-Newton algorithm. Therefore the objective
function was split into three terms O1, O2 and O3. The term O1 is half of the term Z1
introduced in section 4.2.4 by equation 4.20, therefore derivations of the gradient and
Hesse matrix are not repeated. Term O2 describes the total variation prior part of the
objective function. The gradient of O2 is a vector that is calculated by
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∂O2(i)
∂ ~f
=
∂
∂ ~f
(
m∑
r=1
√√√√( n∑
j=1
Drjfj)2 + β
)
=
m∑
r=1
(
Dri · [(
n∑
j=1
Drjfj)
2 + β]−
1
2 ) · (
n∑
j=1
Drjfj)
)
=
m∑
r=1
[Dri
(
(DR · ~f)2 + β
)− 1
2
·
(
DR · ~f
)
]
(4.36)
The element (q, i) of the Hessian matrix is then derived by
∂2O2(q, i)
∂ ~f 2
=
∂
∂fq
 m∑
r=1
[
Dri ·
(
(
n∑
j=1
Drjfj)
2 + β
)− 1
2
( n∑
j=1
Drj · fj
)]
=
m∑
r=1
− 1
2
Drm
(( n∑
j=1
Drjfj
)2
+ β
)− 3
2
· 2
(
n∑
j=1
Drjfj
)
·Drq ·
(
n∑
j=1
Drjfj
)
+Drm
(( n∑
j=1
Drjfj
)2
+ β
)− 1
2 ·Drq

⇒ ∂
2O2(q, i)
∂ ~f 2
=
m∑
r=1
DriDrq
{(
(DR ~f)
2 + β
)− 1
2 −
(
(DR ~f)
2 + β
)− 3
2 · (DR ~f)2
}
(4.37)
The gradient and second derivative of the penalty term O3 are given by
∂O3
∂ ~f
=
∂
∂ ~f
( n∑
i=1
ln fi
)
=
n∑
i=1
1
fi
(4.38)
∂2O3
∂ ~f 2
=
∂
∂ ~f
( n∑
i=1
1
fi
)
= −
n∑
i=1
1
f 2i
(4.39)
In the following, some aspects of the choice of parameters are discussed. Up to now,
there is no physical interpretation of the exact value of α, which necessitates a heuristic
determination of the parameter. It clearly influences how much weight is put on the
blockiness assumption in relation to the fulfilment of the measurement equations. If α
gets very low, the objective function resembles the unregularized problem. For large values
of α, too much weight is put onto the prior and the measurement is neglected in favour of
blocky solutions. With concentration expectation values in the order of magnitude of a
few percent, best results were achieved with α = 10−4. To keep the influence of the prior
constantly strong for other ranges of ~f , α has to be adapted. This can be made clear when
taking a look at the objective function O again. Suggesting that noise is proportional to
~f , the first term of O remains in the same order of magnitude if ~f is changed. Therefore,
when the concentration range is changed, the second term should also stay in the same
range so that the relation between the two terms stays constant. With the heuristically
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determined value of α, a scaling for other concentration ranges can be carried out very
easily. Consider two concentration vectors that are scaled by a factor κ:
~f2 = κ · ~f1 (4.40)
Keeping the second term of the objective function constant, the following must be fulfilled:
α1 · |D · ~f1| != α2 · |D · ~f2|
α1 · |D · ~f1| = α · |D · κ · ~f1|
α1 · |D · ~f1| = α · κ · |D · ~f1|
α2 =
α1
κ
(4.41)
Similarly, the magnitude of β can be adjusted, which was determined to β = 107 for the
above described case. Recall the following approximation:
α · |D~f | ≈ α
G∑
k
(
(Dk · ~f)2︸ ︷︷ ︸
t1
+ β︸︷︷︸
t2
) 1
2 (4.42)
When changing the orders of magnitude, the two terms t1 and t2 should grow or shrink
to an equal degree for keeping the influence of β constant. This is fulfilled if the relations
between t1 and t2 remain constant for two vectors scaled according to equation 4.40 :
(Dk · ~f1)2
β1
!
=
(Dk · ~f2)2
β2
=
(Dk · κ · ~f1)2
β2
⇒ β2 = κ2 · β1
(4.43)
Finally, the penalty term weighting factor a (in the presented case a = 10−4) can be
adjusted accordingly.
The total variation prior is suited for sharp-edged features and therefore leads to good
reconstructions of square or rectangular shapes, as is presented in figure 4.15. The corre-
sponding line plots of figure 4.15 can be found in appendix E, figure E.8. Values of ef,2
are partly relatively high (>0.4) due to single outlier pixels. In contrast to this, visual
perception is much better, since the shapes and absolute concentrations are properly im-
aged. The case to the very right illustrates that there may occur situations where TV
prior fails, presumably quality is phantom-dependent. Another interesting aspect is the
magnitude of ec,2. Generally, Bayesian estimation will not lead to a measurement that
corresponds exactly to the real measured data because of the prior. Here the influence of
the total variation prior was such that blockiness was slightly more important than the
exact reproduction of the measurement.
Analogue to the studies presented for the preceding algorithms, virtual experiments were
carried out for a large variety of top-hat, Gaussian and bell phantoms. The complete
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Figure 4.15 Reconstruction of rectangular and square structures with the TV prior. The top row
shows the 84×84 pixel phantoms, the second row the 40×40 pixel reconstructions and the bottom row
the difference images. The latter were generated by down-sampling the phantoms to 40×40 pixels with
a bi-cubic interpolation and then subtracting the smaller phantom from the reconstruction.
study is found in appendix F. Figure 4.16 demonstrates some typical characteristics of
TV prior reconstructions. The corresponding line plots can be found in appendix E, fig-
ure E.9. Sharp-edged circular objects are reconstructed very well if the number of features
does not exceed five. Similar results are achieved for the bell-shaped phantoms, although
the edges are more blurred. Despite the smoothness of Gauss function that contradicts
the blockiness assumption, good reconstructions can be produced for phantoms with up
to four features. Like the other Bayesian estimation techniques, TV prior is able to han-
dle differing feature concentrations as well as decreasing contrast (view figure 4.17, line
plots in appendix E,figure E.10). Compared to Tikhonov and smoothness prior, these
reconstructions look slightly worse, but significantly better than ART reconstructions.
4.3 Spatial resolution
As it has been demonstrated in the introduction of this chapter, the highest resolvable
frequencies of a tomographic set-up can be calculated for an ideal measurement with
equally spaced beams. Besides the fact that the measurement paths of the designed
instrument are arranged irregularly, in reality spatial resolution is influenced by several
sources, for example optical effects, noise, and tomographic algorithms themselves [11].
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Figure 4.16 Reconstructions of circular shapes with TV prior. Sharp-edged (left) and smooth (right).
The top row shows the 84×84 pixel phantoms, the second row the 40×40 pixel reconstructions and the
bottom row the difference images. The latter were generated by down-sampling the phantoms to 40×40
pixels with a bi-cubic interpolation and then subtracting the smaller phantom from the reconstruction.
The question of spatial resolution for this reason turns into the determination of the
smallest structure that can be resolved with a certain algorithm. It is expected that due
to the irregular arrangement of the beams, the critical structure size is not equal at all
positions in the field, that is, spatial resolution is non-uniform. Typical measures for
describing spatial resolution in imaging are for example the point spread function (PSF),
the modulation transfer function (MTF), the line spread function (LSF) or the edge spread
function (ESF) [11]. PSF and MTF are the impulse response and its 2D-Fourier transform.
Even though they could be approximated by reconstructing a phantom with value 1 in
only one pixel, the derived information is expected to be worthless since it is assumed
that none of the algorithms can deal with such a phantom. Accordingly, the ESF and
LSF are the image responses to a sharp edge phantom and a line. Even though the former
might be reconstructible with the presented algorithms, it would only allow for statements
about this exact phantom because image quality depends on the type of the features like
shown in chapter 4.2. Evidently no general statement about spatial resolution is possible,
especially it may not be expressed in a single number. In the following, two alternatives
are discussed for illustrating the behaviour of the algorithms concerning structure sizes.
The simplest approach is to define spatial resolution as the ability to reconstruct a
single structure of a certain size. Of course this ability depends on the location and type
of the structure. A study was carried out where for each algorithm, both a top-hat and
a Gauss-shaped feature located at 16 different regularly arranged positions were varied
in size. It is said that spatial resolution is limited by the smallest reconstructible object
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Figure 4.17 Reconstructions of shapes with different concentrations (left) and with non-zero back-
ground concentration (right) with TV prior. The top row shows the 84×84 pixel phantoms, the second
row the 40×40 pixel reconstructions and the bottom row the difference images. The latter were generated
by down-sampling the phantoms to 40×40 pixels with a bi-cubic interpolation and then subtracting the
smaller phantom from the reconstruction.
- this leads to the question what “reconstructible” means. Until when is a reconstructed
image still acceptable? A quantitative criterion would be limiting the tolerated image
errors, but as seen in chapter 4.2 they are not always representative for reconstruction
quality. Another way would be to consider the absolute magnitudes of image extreme
values. Images that differ in their minimum and maximum concentration values more
than a fixed percentage could be discarded, but the choice of this threshold is subjective.
Moreover, absolute values may improve if the size of a structure is decreased.
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Figure 4.18 shows an example of a Gaussian shaped phantom situated at the edge of the
field. Reconstructions with the informative smoothness prior are displayed for structure
sizes of the Gaussian feature between 5% and 20% of the field side length. For a structure
size of 15% field length, the maximum concentration is underestimated by more than
25%, but decreasing the feature size to a structure size of 10% leads to a quite accurate
maximum concentration again. This points out one more difficulty when defining spatial
resolution.
Not only the absolute concentration values should be observed, but also the shapes and
artefacts. Landweber algorithm is a nice example for situations where extreme values
of the concentration may be more or less accurate but image quality is nevertheless in-
acceptible, as it happens to be for the Gaussian phantom with three features shown in
figure 4.5. For this reason, the images were visually assessed, even though this method is
subjective. Figure 4.19 depicts the size of the smallest reconstructed structure at 16 dif-
ferent positions for all implemented algorithms while measurement noise was assumed to
be 5%. Globally, Tikhonov reconstructions of smooth features yielded the highest spatial
resolution. In chapter 4.2 it was illustrated that top-hat structures are harder to recon-
struct with Tikhonov regularization due to the non-smoothness. Accordingly it can be
seen that spatial resolution is also lower in that case. With smoothness prior, the small-
est reconstructible smooth objects are slightly larger. Top-hat features cause difficulties
(view chapter 4.2) as the prior is actually not suited for sharp-edged phantoms. Therefore
they can only be imaged if they are quite large. TV prior performs even slightly weaker
regarding spatial resolution, but astonishingly here both features can be reconstructed
equally good since the importance of shape accuracy is not the only criterion when de-
termining the smallest size. Reconstructions with Landweber algorithm commonly look
visually worse than in any other case, but as the choice of the smallest tolerated feature
resolution is quite complex, spatial resolution is mainly larger than for the Kaczmarz
method. At some locations it was not possible to image the phantoms with Landweber
at all. The classical ART method yields the lowest spatial resolution. In accordance with
the virtual experiments in chapter 4.2, the top-hat phantom results are better than the
Gaussian phantom results.
Another influencing factor is the noise level. As has been examined in a study with only
2% measurement noise, spatial resolution generally increases with diminishing noise. One
example is shown for Gaussian-shaped objects reconstructed with the informative smooth-
ness prior in 4.20. The grey circular data points show the already presented case with
5% measurement noise. If noise is reduced to 2%, the resolvable structures tend to be
smaller, as is indicated by the white squares.
Of course this depiction only gives a very vague impression about spatial resolution. First
of all, samples were only taken at 16 positions and it cannot be ruled out that a com-
pletely different behaviour occurs if positions are shifted. Additionally, the two chosen,
quite theoretical structures do not reveal anything about arbitrary structures that differ
from top-hat or Gaussian features. Last but not least, it should be kept in mind that the
reconstruction of only one structure is rather simple. In practice, more structures may
appear that might even overlap, and so far nothing is known about such a situation. For
this reason, another study was carried out with phantoms that show many more smooth
structures. Such concentration fields are likely to occur in diffusion-determined systems
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Figure 4.18 Example of determining the spatial resolution of the informative smoothness prior at
one feature position: a Gauss-shaped structure is varied in size and reconstructed with the informative
smoothness prior.
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like the environmental application, but also in combustion processes. The phantoms were
generated by drawing random samples from the Gaussian prior density described by the
informative smoothness prior. The structure size is directly determined by the choice of
Λ. A random sample is the result of a random experiment and thus reveals one of the
possible solutions admitted by Psmooth(~f). Naturally, solutions with high Psmooth(~f) are
more probable to result as a sample. A random point ~p ∼ N (0, I) in the prior density is
chosen, leading to an sample image of ~f ∗. This sample is determined by
~f ∗ = L−1f · ~p+ ηf (4.44)
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shape of the structure that shall be reconstructed
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Figure 4.20 Minimum size of Gaussian shaped structures resolvable with the informative smoothness
prior for two different noise levels
Structure sizes of the phantoms were varied between Λrel =0.06 and Λrel=0.55, where
Λrel denotes the relative structure size to the field edge length. All phantoms were re-
constructed with the presented algorithms for three samples at each structure size. An
exemplary overview for Λrel down to 8% field edge length is given in figure 4.21. The only
tolerable reconstruction produced by the classical ART algorithm is received for a relative
structure size of Λrel =0.55. Down to structure sizes of Λrel =0.3, we still get a very rough
idea of the concentration field as at least some structures can be recognized. If the struc-
tures are further decreased, the reconstructions are more and more blurred, leading to an
almost uniform concentration field in the extreme case. It is alarming that measurement
errors are not significantly higher than for good reconstructions of other algorithms (view
figure 4.22): ce,2 is smaller than 0.15 in all cases, so that in real measurements there is
no way of detecting an erroneous reconstruction. In those cases, the ART algorithm gets
close to one of the infinite solutions that is physically senseless. However, picture errors
are large, confirming the visual assessment of the reconstructed images. For both ART
and Landweber algorithm, concentrations close to zero appear at the edges of the field,
which is certainly also a reason for large image errors.
Even though image errors of Landweber reconstructions are in the same range as for ART,
visually the images look poorer because of too strong spatial concentration oscillations.
Structures are recognizable down to Λrel =0.3 and extreme values of concentrations are
roughly correct, but the spatial oscillations make results intolerable in all cases. Like
for ART algorithm, ec,2 is quite small, so that in practice bad reconstructions cannot be
distinguished from good ones.
A much better image quality is achieved with Tikhonov regularization, where phantoms
are reconstructed nicely down to relative structure sizes of 0.19. For Λrel =0.15, the rough
spatial concentration distribution is still recognizable, even if features are blurred. This
can be explained by the smoothness parameter: τ stays constant for all phantoms, as it
is more or less inherent to the beams set-up (remember the choice of τ by the SVD of
weighting matrices, view chapter 4.2). However, it is a measure for smoothness that in
contrast to the informative prior cannot be controlled directly. Smoothness is not equal
for all the phantoms, so it is obvious that Tikhonov algorithm does not perform equally
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Figure 4.21 Variation of correlation length of drawn samples and reconstruction with 5 algorithms
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Figure 4.22 Image and measurement errors of the spatial resolution study with random samples
well in all cases. If feature size is decreased such that Λrel ≤ 0.11, the reconstructions are
worthless because they have nothing to do any more with the phantom distributions. The
visually interpreted results correspond nicely with the quantitative image errors. For a
decreasing feature size, ef,1 and ef,2 increase, and at the “critical” size of Λrel ≤ 0.15, ef,2
exceeds 0.1 for the first time. Measurement error is small in all cases (ec,2<0.1), so the
unacceptable cases are plainly close to one of the infinite solutions without any physical
meaning.
With the informative smoothness prior, good reconstructions are procured for relative
structure sizes down to 19% of the field length, but an increasing overestimation of the
absolute concentration values is observed for Λrel ≥ 0.3, leading to a rise in image and
measurement errors. For Λrel =0.15, the coarse arrangement of structures can still be rec-
ognized. For a further reduction of feature sizes, reconstructed absolute concentrations
and also structure sizes are accurate due to the nature of the informative smoothness
prior, which assigns a high probability to solutions with correct Λ and ηf . Despite the
fact that image errors get even smaller, those solutions are completely worthless since
the structures are somewhat randomly arranged and have nothing to do with the real
situation.
Total variation prior is actually not suited for the smooth random samples, but recon-
structions look astonishingly good for Λrel ≥ 0.3. A further reduction of the structure
size leads to smoothing, but acceptable reconstructions can be produced for down to
19% field length. Afterwards, the TV prior tends to find solutions without any physical
meaning.
All in all, although the question of spatial resolution cannot be answered comprehen-
sively for the above described reasons, the presented studies give a rough idea of the pos-
sibilities that each algorithm offers. Shortly, the algebraic reconstruction techniques have
the lowest spatial resolution of the tested algorithms. The Bayesian priors of course behave
differently, depending on the phantom type, because the explicit physical assumptions do
not describe all phantoms equally well. The smallest objects could be reconstructed with
Tikhonov regularization, although smoothing gets stronger for small structures. The in-
formative smoothness prior almost performs equally good for smooth phantoms, at the
same time it offers a direct way of controlling smoothness, so that the reconstructions
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of larger objects are partly more accurate than with Tikhonov regularization. Spatial
resolution of the total variation prior is slightly smaller in the smooth case, but generally
the best for sharp-edged phantoms.
4.4 Calculation time
Despite the fact that calculation time depends on the efficiency of the computer, some
typical characteristics of the algorithms concerning computation speed can be elucidated.
The investigated algorithms can be grouped into simple iterative techniques and tech-
niques that require some sort of minimization. While in the former case, computation
speed is inherent to the algorithms themselves, the implementation of the minimization is
no specific characteristic of the Bayesian algorithms. For this reason, more general exam-
ination is possible for the algebraic reconstruction techniques, whereas for the Bayesian
estimation, mainly insights about the implemented versions are gained.
The classical ART technique, or Kaczmarz algorithm, computes M updates of the vector
~frec at each iteration, M being the number of measurement paths. The computation
of one update is a simple matrix equation. Additionally, after each update the image is
smoothed by a median filtering operation and negative values are set to zero. The number
of iterations can either be controlled by a fixed number of iterations or by a stop criterion.
For example, iteration can be interrupted if ǫ falls beneath a certain threshold. The ab-
solute computation effort is determined by the choice of this threshold or the maximum
number of iterations.
In contrast to ART, Landweber algorithm requires only one update of the image per it-
eration, again this is realized by a simple matrix equation. Again, negative values are
set to zero and the image is smoothed by a median filter at each iteration. Before the
iteration begins, Landweber requires two more calculation operations: The regularization
parameter αLW = 2/max(eig(W
TW )) needs to be computed once for unaltered weighting
matrices. In practice, the amount of usable beam paths varies, so that αLW has to be
computed for every measurement. Furthermore, an initial guess is computed by a simple
matrix equation.
In contrast to algebraic algorithms, the calculation time of Bayesian estimation tech-
niques is influenced by the time required for minimization and by preparing calculation
steps that are typical for each algorithm. First, the algorithm-specific parts are consid-
ered since they do not change with the implementation. For Tikhonov regularization, the
discrete Laplace matrix L is required. For enhanced speed it can be calculated once for
a fixed discretization and then be called during reconstruction. For each measurement,
the augmented matrices and vectors are created by simple concatenation. For Bayesian
estimation with the informative smoothness prior, the covariance matrices of noise Γn and
concentration Γf and their Cholesky factorizations Ln and Lf have to be computed for
every measurement. The computation of Γn is very fast since it is only a diagonal matrix
with the measurement noise vector on its diagonal. In Matlab, a simple command exists
for filling this diagonal with the correct vector (diag). Building Γf is quite intricate: for
every pixel all covariances to all other pixels have to be calculated. For an N -discretized
image it needs N2 computation steps. A method to accelerate this process can be used
if discretization of the reconstructions remains the same. Then, the matrices Γf can be
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Figure 4.23 Calculation time study with 26 simulated experiments
pre-computed once for all possible values of Λ, and the corresponding covariance matrix
can be called from a look-up table during reconstruction.
For TV prior minimization, the discrete neighbourhood matrix D and again Γn and Ln
are necessary. D is built by a simple assignment of neighbourhood values that takes places
N times, where N is the number of pixels. This computational step can be outsourced as
well for a fixed discretization.
Another crucial part that requires calculation time during Bayesian estimation is the min-
imization of the objective function. For non-negative least-squares curve fitting problems
in the form of min~f
∥∥∥W · ~f − ~c∥∥∥2
2
, Matlab offers the lsqnonneg-algorithm which was used
for minimization during Tikhonov regularization. The objective functions of smoothness
prior and TV prior cannot be minimized with this algorithm. Methods for finding local
minima of constrained non-linear multivariate functions that are already implemented in
Matlab are for example fmincon and patternsearch. Unfortunately, none of the algo-
rithms provided by Matlab converged to a solution for the given problems. Therefore, the
self-implemented Gauss-Newton technique demonstrated in chapters 4.2.4 and 4.2.5 were
used. In both cases, at each iteration, the gradient and Hessian of the objective function
habe to be calculated and the step-width is optimized by a line-search algorithm.
To give an impression of the calculation speed as it is achieved with the present imple-
mentations, the reconstruction durations and their respective number of iterations of 26
simulated experiments were recorded (view figure 4.23). Of course results depend on the
efficiency of the computer. The study was carried out with an Intel Core i7-2700K pro-
cessor with 3.5 GHz rate, four cores and two threads per core.
Tikhonov regularization requires a multiple of time compared to all other techniques. Val-
ues lie between about 200 s and more than 400 s. On the one hand, one optimization
step takes longer than one iterative update of algebraic techniques. On the other hand,
lsqnonneg requires many more iterations than all other techniques (view figure 4.23),
that means more than 1000 iterations in comparison to less than ten when other Bayesian
techniques are used. For algebraic reconstruction algorithms, the maximum number of
iterations was set to 50, and in all but one cases the residual ǫ surpasses the pre-set thresh-
old value of 10−3 (view figure 4.23). Even though the number of iterations is almost always
equal for the algebraic techniques, calculation time differs strongly: ART takes between
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six and eight seconds, thus being the second-slowest algorithm, while Landweber requires
only about half a second. The latter is the fastest technique although informative smooth-
ness prior and total variation prior only need less than five iterations because of course
the simple matrix equation is solved much faster than a single optimization step. ART
of course needs many more calculation steps in one iteration than Landweber, as it is
described above.
Although Bayesian techniques need very few iterations, they are a bit slower than Landwe-
ber algorithm. Smoothness prior reconstruction takes between 0.6 s and 1 s, while TV
needed between 2.4 s and 4.5 s. TV prior is slower than informative smoothness prior
mainly for two reasons: In the given implementation, the matrix D is built once for ev-
ery measurement, which could be outsourced in future implementation. In addition to
that, the generation of gradients and Hessian matrices is more complicated for the total
variation prior.
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Tomographic measurements
Before the measurement instrument is applied for real measurements in the environment,
it has to be made sure that it is able to deliver reliable tomographic reconstructions. It is
not sufficient to rely on the results that were achieved in the virtual experiments. Valida-
tion should also take place with the measurement of known concentration fields. On this
account, experiments were carried out with different circular jets emitting gas of defined
composition. By this means, the shapes and concentrations of the features in the field
could be controlled. Reconstructions could then be compared with the assumed approxi-
mate concentration fields.
The following sections deal with tomographic measurements of three circular laminar jets
emitting mixtures of methane in nitrogen. Laminarization was realized with a filling con-
sisting of several layers of glass padding and glass beads that have decreasing diameter
in the direction of flow. The emission of defined mixtures of methane and nitrogen was
controlled by two mass-flow controllers. The measurements took place in a plane that
was 5 mm above the jet exit.
In chapter 5.1, the evaluation of mean concentrations with TDLAS is demonstrated. As-
pects of precision and signal to noise ratio are discussed. Afterwards, tomographic re-
constructions of the laminar jet experiments are presented. Since the jets emit quite
sharp-edged profiles in the measurement plane, the total variation prior is a sensible phys-
ical assumption. Therefore all experiments were reconstructed with TV prior. However,
in chapter 4 it has been revealed that in some cases Tikhonov regularization and the
informative smoothness prior also yield good reconstructions of sharp-edged features, so
they have been tested also.
Not only the instrument and the reconstruction algorithms have an influence on image
quality, but also the measurement object itself. The suitability of TDLAS is impacted
by absorption strength, which may vary strongly in spatially inhomogeneous systems.
Chapter 5.2 gives an overview about the effects of unequal absorption strengths during
tomographic measurements. Another crucial issue is measurement speed. In chapter 3
it was shown that instrument precision depends on the relation between laser tuning
frequency and rotation speed of the polygon scanner. Evidently the reconstructions are
therefore affected by speed also, which is examined in section 5.3. The possibilities of
tomographic concentration field reconstructions are not unlimited regarding the complex-
ity of the measurement object. For example, in chapter 4 it has been shown that image
quality deteriorates for large numbers of objects. Positions of the features are also de-
cisive. The effects occurring when making the concentration field more challenging are
elucidated in section 5.4.
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Absorption band Absorption line Wavenumber
2ν3 3F2 1 ← 4F1 1 6046.94 cm−1
2ν3 3F1 1 ← 4F2 1 6046.95 cm−1
2ν3 3A2 1 ← 4A1 1 6046.96 cm−1
Table 5.1 Wavenumbers of the used absorption lines of CH4
5.1 Evaluation of mean concentrations
Methane path-averaged concentrations were evaluated by fitting a Voigt function to the su-
perposition of three broadened absorption lines centred at a wavenumber of 6046.95 cm−1.
The exact spectral positions, absorption bands and quantum numbers are listed in ta-
ble 5.1. The line selection was carried out according to [69]. In this absorption band, the
rovibronic transitions are split up into three absorption lines that are situated closely to-
gether and are therefore united into one Voigt fit [70]. A DFB laser was modulated over a
spectral range of about 1 cm−1 with a tuning frequency of 5039.8 Hz. For a DFB laser, this
frequency is quite high, limiting the spectral range significantly. If tuning rates shall be
further increased, other diode lasers like VCSELs (vertical cavity surface enhanced lasers)
have to be applied. Witzel et al. [6] compare the dynamic tuning ranges of DFB and
VCSEL lasers. It was demonstrated that very fast wavelength tuning frequencies of up
to 30 kHz can be achieved with VCSELs, while the tuning range still amounts more than
eight wavenumbers. Spectroscopic data required for the evaluation, like line strengths
and positions or pressure and temperature broadening coefficients, were taken from the
HITRAN2012 database [71]. The base-line was fitted with a third order polynomial in all
cases.
The performance of the TDLAS fitting varied strongly throughout the measurements due
to absorption strength variation and non-uniform signal intensity. As each beam sees a
different absorption path, concentrations and path lengths differ. Both parameters impact
absorption strength and consequently the quality of mean concentrations and tomographic
reconstructions. Since this topic is quite substantial, it is illuminated more detailed in
section 5.2. During one field scan, reflectivity fluctuates depending on the position and
incidence angle of the laser beam, like it was presented in chapter 3. TDLAS is not reliant
on absolute light intensities, therefore reflectivity should not have any influence on the
absolute concentration values. However, it affects signal to noise. In the following, some
aspects regarding precision and signal to noise of the tomographic TLDAS measurement
are clarified.
Consider the measurement carried out with a single laminar jet positioned approximately
in the center of the field. Figure 5.1 schematically illustrates the position of the jet and the
propagation of the laser beams in the measurement area. Only very few laser beams cross
the gas jet and therefore are absorbed significantly, whereas most beams are only absorbed
by the amount of methane in the surrounding air, which amounts around 1.7 ppmv [72].
The concentrations and signal to noise ratios measured at each of the four channels are
depicted in figure 5.2. It can be seen that concentrations and SNR vary not only during
one field scan, but that at fixed positions they have standard deviations that are not
negligible. To foreclose the possibility that absolute concentration values are influenced
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Figure 5.1 Beam arrangement and jet position of an exemplary measurement
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Figure 5.2 Concentration and SNR of an exemplary measurement with one laminar jet
by absolute light intensities in any way, repetitive measurements at a fixed position are
observed. In figure 5.3, the mean concentrations for eleven successive measurement real-
izations of a fixed beam are plotted. Likewise, the maximum detected voltage of the light
signal is depicted, which is a direct measure for the intensity of the reflected light. Each of
the five polygon facets leads to a slightly different reflectivity, since the beam is vertically
displaced to a small degree because of the imperfect alignment of the polygon inside the
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Figure 5.3 Variation of concentration and maximum detected voltage of different realizations of the
same measurement
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Figure 5.5 Wavelength-tunes, measured and fitted optical densities and residuals of measurements at
the same beam position and concentration, for four different realizations
scanner box. It was made sure that there is no correlation between the magnitude of light
intensity and the absolute concentrations. The variance in concentration might therefore
arise from limited precision or from real concentration fluctuations. The gas mixture was
generated by two mass-flow controllers defining the proportional amount of gas that was
emitted. If one or both of the MFCs deliver a slightly unsteady flow, concentration de-
viations occur. For the above presented case, concentration varies by 7%vol, a value that
might as well originate from the mass-flow controllers. The MFCs were controlled in a
range that amounted only between 7 and 12% of their maximum flow.
As far as signal to noise ratio is concerned, the deviations result from the variation of
light intensity. As long as the residual between the measured signal and the Voigt fit is
dominated by electrical noise, signal to noise ratio depends essentially on the intensity
of the reflected light. In figure 5.4, the SNR of the above described measurement at a
fixed angle is plotted against the maximum detected voltage of the amplified photo-diode
current. The five facets lead to different reflectivity at a fixed angle, and therefore also
to varying signal to noise. It is demonstrated in figure 5.5 how residuals and accordingly
signal to noise varies if only the light intensity is changed. Four different realizations
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of a concentration measurement at a fixed beam are presented. Concentration and and
absorption path length stay the same, and so does optical density as it is a direct mea-
sure for absorption. All measurements are corrupted with electrical noise. Its absolute
magnitude stays the same, therefore TDLAS signals with small voltages are corrupted
relatively stronger. The optical density is constant for the shown examples, therefore the
SNR, which is defined by SNR = ODe,max
σres.
, decreases.
This effect is dominated by errors caused by the imperfect absorption line broadening
model at high absorptions. Saturation is reached when at some wavelengths all of the
light is absorbed. The used software is not capable any more to fit a correct model, so
that completely senseless concentration values and signal to noise ratios are computed. If
there is no detectable absorption, that means noise is larger than absorption, the fit fails
and produces misleading concentration values and signal to noise ratios smaller than one.
Issues of signal quality that is determined by absorption strength are further discussed in
the following chapter.
5.2 Influence of absorption strength
In tomographic absorption spectroscopy, absorption strength is a complex issue because it
is influenced by concentration as well as the length where absorption takes place. There-
fore, absorption can vary strongly and it has to be made sure that at least a decent
amount of measurement paths can be evaluated. For the jet measurements, absorption
takes place almost only where the gas is emitted. Methane concentrations in the air
are around 1.7 ppmv and are not detectable with the given set-up. Their influence on
the overall absorption can be neglected since errors resulting from imperfect fitting are
larger. The actual absorption length in this case results from the size of the jets and the
beam propagation through the emitted gas flow. Figure 5.6 depicts the detected voltages,
optical densities and fit residuals of four laser beams that intersect differently with the
laminar methane flow. The concentration of the absorbing gas is constant for all cases
and amounted 10%vol, but the relative path length where absorption takes place varies.
For many beams, no absorption at all can be detected, either because the beam intersects
with the absorbing medium too shortly or not at all. Such a case is presented in the very
left plot, where the relative absorption length was zero. The used spectroscopic evalua-
tion software delivers no sensible concentration data in such cases. Nevertheless there is
information about these measurement paths: if SNR drops to values smaller than one,
it is known that their integrated concentration value is below the detection limit of the
system. Mean concentration values can be set to zero, and in case the measurement noise
is modelled its value for the corresponding path is set to the detection limit, enabling all
solutions smaller than this. Three more examples with rising absorption length are given
in figure 5.6. For large absorptions, the Voigt model does not describe the broadening
accurately anymore, resulting larger residuals at the center of the line. Hence for beams
with large relative absorption paths a decline of signal to noise ratio is observed. An
exemplary measurement with two jets emitting a mixture of 10%vol methane in nitrogen
is shown in figure 5.7. The above described effect can be seen very plainly for channel 1.
Here, one jet is crossed by beams with angular positions between about 80◦ and 100◦.
The path integral concentration rises with increasing relative absorption path length and
86
5.2 Influence of absorption strength
6047.73 6046.73
0
0.5
1
D
et
ec
te
d 
 
si
gn
al
 [V
]
l ≈ 0 cm
0
0.2
0.4
0.6
O
pt
ica
l  
   
 
de
ns
ity
 [O
De
]
6046.54 6047.04
−0.05
0
0.05
R
es
id
ua
l 
[O
De
]   
 
6047.73 6046.73
l ≈ 4.4 cm
0.3 0.8
6046.64 6047.14
6047.73 6046.73
l ≈ 6.3 cm
0.3 0.8
6046.63 6047.13
6047.73 6046.73
l ≈ 7.9 cm
0.3 0.8
6046.63 6047.13
Spectral position [cm−1]
Figure 5.6 Wavelength-tunes, measured and fitted optical densities and residuals of measurements at
different absorption lengths
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Figure 5.7 Path-averaged CH4-concentrations and SNR measured while two laminar jets are running.
Gas mixture of the jets was 10%vol CH4 in N2.
so does the SNR if absorption does not exceed a certain threshold, since electrical and
optical noise stay more or less constant and optical density rises. If the absorption path
grows further, SNR drops because now it is dominated by the error resulting from the
inaccurate Voigt model.
The length of the absorbing path in all cases stays relatively small because of the struc-
ture sizes. Absorption could be raised up to saturation by varying the concentration of
the methane/nitrogen mixture. Figure 5.8 demonstrates the evaluation of experiments
carried out with four different methane concentrations measured at a fixed beam position.
The quality of the Voigt fit deteriorates with rising concentration. On the one hand, the
Voigt model is not accurate any more for large absorptions. On the other hand, at large
absorptions the line is broadened to such an extent that absorption does not get zero
throughout the whole spectral tuning rate of the laser, which was only about 1 cm−1.
In those cases, like for example at 14%vol methane concentration at the presented path
length, the base-line fit is deficient and therefore so is the Voigt fit. The worst case is if
saturation occurs, as can be seen in the example with 50%vol methane. The spectrometer
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Figure 5.8 Wavelength-tunes, measured and fitted optical densities and residuals of measurements at
different concentrations
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Figure 5.9 Path-averaged CH4-concentrations and SNR measured while two laminar jets are running.
Gas mixture of the jets was 50%vol CH4 in N2.
software is not able to compute sensible concentrations any more since it intends to fit a
Voigt profile, which does not describe the saturated line any more. Calculated mean con-
centrations are corrupted with large systematic errors and in some cases no fit is possibe
at all.
An example for a measurement where saturation occurs at some measurement paths is
given in figure 5.9 Here, the methane concentration amounted 50%vol. Many beam paths
could not be evaluated at all despite good reflectivity due to saturation. For some beam
paths there are large systematic errors in concentrations: If for example channel two
is considered, a very sudden drop of SNR is observed for angular positions around 70◦,
where absorption path lengths increase. Here the situation depicted in figure 5.8 occurs:
concentration is underestimated strongly because the fitted line is much too narrow.
The influence and dynamic range of the expected absorption should be considered be-
fore real measurements are carried out. It has to be made sure that the expected mean
concentrations can be evaluated with the used spectral lines. This insight leads to two
conclusions: on the one hand, the rough circumstances of expected concentrations and ab-
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Figure 5.10 Reconstructions of two jets emitting a laminar flow of different concentrations of CH4 in
N2
sorbing lengths have to be known in the first place. For the application in environmental
science, this is certainly the case, but problems may arise in other systems. On the other
hand, it has to be acknowledged that for spatial resolution of the reconstructed image not
only tomography plays a role, but also absorption spectroscopy, as structure sizes directly
impact absorption strength.
To illustrate the impact of absorption strength on tomographic reconstructions, a study
was carried out with two jets emitting gas mixtures from 10%vol CH4 in N2 up to 50%vol
CH4 in N2. An overview of the results is given in figure 5.10. Absorption lengths stay
the same for all measurements since the jets are not shifted in position, for this reason
concentration is the only parameter that influences absorption strength. For tomographic
reconstruction, the most promising algorithms were tried out, that means the Bayesian
estimation techniques. In the very left column, the estimated expected concentration field
is illustrated, which was generated by means of known structure sizes, positions and con-
centrations. However, the real concentration distribution is unknown. The images of the
assumed concentration field are intended to serve as a quick and convenient possibility to
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judge the reconstruction image quality. Good reconstructions were achieved in a certain
concentration range up to 14%vol methane concentration. Afterwards, concentrations are
increasingly underestimated due to systematic errors on the measured mean concentra-
tions.
Even though the informative smoothness prior is not the best choice for reconstructing
sharp-edged features, it leads to astonishingly accurate results of absolute concentration
and feature positions. At the edges, the structures are smoothed however and artefacts
partly appear in a few background pixels. Total variation prior should actually suited
best for this measurement object. Reconstructions of those concentration fields that are
not corrupted by systematic errors on the mean concentrations have correct structure
sizes and positions, but absolute concentrations are underestimated to a small degree. In
the background, single outlier pixel appear in some measurements. In contrast to this,
Tikhonov algorithm leads to very smoothed features with strongly underestimated con-
centration, but correct feature positions.
In real practical situations, the correct concentration field is of course unknown. One
possibility to find out whether reconstructions are trustworthy is too examine the mea-
surement vectors of the mean concentrations ~c. The image is a correct solution to the
equation ~c = W · ~f+~n, if the mean concentrations that would be measured with the recon-
structed field differs from the real measured mean concentration not more than would be
caused by noise. It can be said that reconstructions are inaccurate if mean concentrations
derived from the image do not lie within the “allowed” range. The inverse conclusion
that correct mean concentrations signify correct concentration fields may normally not be
drawn for sets of infinite solution, but as the prior limits the solution space to physically
sensible images, solutions that fulfil the observation model equation are much more likely
to be correct than in the unregularized case.
Figure 5.11 shows the measured mean concentrations for the experiment with 12%vol CH4
in nitrogen and the mean concentrations that would be measured with the reconstructions
delivered by the informative smoothness prior, TV prior and Tikhonov regularization. At
first sight it seems that all tomographic techniques lead to solutions with mean concentra-
tion similar to the real measurement. Differences can be observed if the residual between
the simulated mean concentrations of the reconstruction ~crec and the measured mean con-
centrations ~creal is considered. For a more convenient discussion, this difference is from
now on called mean concentration residual and abbreviated by ~εc:
~εc = ~crec − ~creal (5.1)
Values of ~εc for the three presented reconstructions are presented in the second row of
figure 5.11. For all of the tomographic techniques, there are deviations from the real
measured values of up to several thousand ppmv. Tikhonov algorithm leads to many
more deviations than smoothness or total variation prior. The question is whether noise
in the real measurement is that large that the reconstructed mean concentrations can be
considered a more accurate measurement or whether the reconstruction is erroneous. In
the former case, values of ~εc should not exceed the measured noise vector ~n, which is
determined by the variance of concentration values measured at repetitive experiments.
For simple visualization the noise normalized residual ~εc,n
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Figure 5.11 Measurement vectors and reconstructed vectors of an exemplary measurement with 12%vol
CH4 in N2
~εc,n(i) =
~εc(i)
~n(i)
(5.2)
is plotted in the third row of figure 5.11. Obviously, all of the tomographic techniques
deliver solutions that lead to larger mean concentration residuals than could be explained
by measurement noise, since all have values of ~εc,n larger than one. However, Tikhonov
regularization performs significantly worse than the other techniques, as it shows mean
concentration residuals that are up to 40 times larger than measurement noise. This coin-
cides well with the image of Tikhonov reconstruction depicted in figure 5.10: undoubtedly,
the reconstructed concentration field is erroneous as it does not even fulfil the observation
model equation.
All in all, when tomographic measurements are carried out, the expected absorptions
should be estimated in the first place to make sure that absorption is larger than the
detection limit in sufficient cases and that saturation is avoided. Even if in some mea-
surement paths it comes to saturation, it has to be made absolutely sure that those
measurement points are discarded in the spectroscopic evaluation of the mean path con-
centrations. Once there are systematic errors on the measurement vector ~c, completely
misleading tomographic reconstructions are produced that cannot be distinguished from
good measurements because mean concentration residuals can be within the range of
noise.
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Figure 5.12 Measured mean concentrations at different angular positions of the four scanners, recorded
at different field measurement rates
5.3 Influence of field measurement rate
It was already shown in chapter 3 that the field measurement rate of the instrument
should not exceed 2.5 Hz for the given laser tuning rate of 5039.8 Hz. In this chapter, it
is examined how scanning velocity impacts tomographic measurements. A measurement
with two laminar jets emitting a mixture of 10%vol methane in nitrogen was repeated at
four different spatial scanning rates. The mean concentrations are plotted in figure 5.12
for all scanning velocities. For field measurement rates up to 2.5 Hz, similar mean con-
centrations are measured: the variance between experiments at different velocities is not
larger than variances of repetitive experiments at constant speed. However, if the scan-
ning rate amounts 5 Hz, much higher concentrations are measured. Like it was presented
in figure 3.12, the TDLAS ramps are distorted heavily at this speed, leading to a system-
atic overestimation of mean concentrations.
Figure 5.13 shows the tomographic reconstructions that are gained at the measurements
with different scanning velocities. It has been focussed onto the results gained with
smoothness prior and total variation prior since Tikhonov regularization leads to smoothed
structures with underestimated maximum concentration as it can be observed in F. Up
to a speed of 2.5 Hz field measurement rate, reconstructions look satisfying. There are
only few background artefacts in the form of outlier pixels; shapes and positions of the
jets are imaged correctly. A smoothing of the edges is observed for the reconstructions
with the informative smoothness prior. If total variation prior is applied, concentrations
are underestimated because structures are very small, so that TV prior is at the limit of
spatial resolution. For repetitive measurements at fixed speed, the reconstructions vary.
The variation that is seen between the reconstructions at different speeds is not larger
than the variance between repetitive measurements at the same speed. Moreover, results
that are gained at 0.625 Hz scanning rate are not significantly better than those at 2.5 Hz.
Even tough there are more laser beams in the field, not all of them carry independent
information: Beam paths that lie closely together carry very similar information, so that
an angular multiplication of beams does not improve tomographic reconstructions.
If the scanning velocity amounts 5 Hz, the reconstructed concentration fields are com-
pletely misleading. Not only are some of the feature concentrations underestimated
severely, like it is shown for the upper right gas jet in the total variation prior recon-
struction. What is even worse is that structures are displayed that in reality do not exist,
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Figure 5.13 Reconstruction of a laminar flow at different field measurement rates
which would be fatal in the permafrost application. In such a case, not only the abso-
lute values of concentration would be quantified erroneously, but also the identification of
emitting structures would be wrong. This is especially bad because the measured and re-
constructed mean path concentrations give us no hint about the corruptness of the image.
Experiments at 0.625 Hz and 5 Hz field measurement rate are displayed in figure 5.14. In
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Figure 5.14 Measured path-averaged concentrations and reconstructed vectors (smoothness prior) and
SNR for experiments at 0.625 Hz and 5 Hz field measurement rate
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Figure 5.15 Reconstructions of measurements with one laminar jet
both cases, the reconstructed measurement vector coincides well with the real measure-
ment vector. Furthermore, there is no significant difference in the signal to noise range of
both experiments.
Bad solutions caused by too fast field scanning rate cannot be distinguished from good so-
lutions during the tomographic reconstruction process. This is why it has to be made sure
already during the spectroscopic evaluation that the mean concentrations are accurate:
in this case, it has to be monitored that ramp distortion is not too strong. In practice,
the rotation speed is fixed for a certain laser tuning rate.
5.4 Influence of measurement object complexity
As seen in chapter 4, parameters like element number, sizes, type, position and concentra-
tion contrast have an influence on the ability to reconstruct the measurement field with
certain tomographic algorithms. In this chapter, it is examined how measurement objects
with increasingly complex combinations of those parameters are reconstructed. In the
experiments, a variation of structure numbers, sizes (to a certain degree) and positions
was realized.
The simplest case is the reconstruction of only one object. Measurements were carried
out for different jet positions and two jet diameters, which amounted 95 mm and 85 mm.
Those sizes correspond to Λrel ≈0.12 and Λrel ≈0.11, which is on the border of spatial
resolution. Fortunately, many measurement paths can be considered almost noise-free, as
they are set to zero in the first place, which is generally a good approximation of methane
concentration in air (≈1.7 ppmv). This enhances the possible spatial resolution, as has
been confirmed with virtual experiments. In all cases, field measurement rate was 1.25 Hz
and the emitted gas mixture was 10%vol CH4 in N2. “Single” shot results are displayed in
figure 5.15 for the informative smoothness prior and total variation prior. For smoothness
prior, all reconstructions show very good shapes and positions, and hardly any artefacts
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Figure 5.16 Measured and reconstructed (TV) mean concentrations and SNR of two experiments with
differently located laminar jet
are visible in the background. Besides the edge smoothing, absolute concentrations are
hit accurately in most of the times, with a tendency to underestimation due to blurring.
Here it has to be acknowledged that relative structure sizes are very small even for the
easier case and the limits of spatial resolution are reached.
For total variation prior, such small structures often already lead to an underestimation of
the reconstructed concentrations, but shapes and positions are imaged very well in most
cases and hardly any artefacts are visible. However, if the jet is located in a position where
hardly any beams cross, total variation prior leads to difficulties. Such a situation is given
for measurement C: jet position and beam propagation of this experiment are depicted
in figure 5.1. Concentrations are only detected at the edges of the gas jet since there is
a hole in the beam arrangement because of missing reflectivity at opposite scanner box
windows. The measurement vectors and signal to noise ratios of experiment A and C and
the path mean concentrations derived from the TV prior reconstructions are compared
in figure 5.16. Even though SNR lies in the same order of magnitude in both cases, it
is observed that the amount of non-zero path-averaged concentrations is much lower in
case C. Mean concentrations are hit about equally good. In the latter case, the TV prior
has more freedom to produce results that lead to reconstructed mean path concentration
vectors with similar sloping edge that would lead to different mean concentrations at the
missing angles. For this solution, the shape changes to a more rectangular, smaller feature.
Here, the smoothness prior has the advantage that it offers more possibilities to control
the feature shape and size due to the informative smoothness prior Λ.
The next step towards complexity was taken by increasing the number of jets to two. First,
the easier case with two identical jets of 95 mm diameter was examined. The concentra-
tion of methane in nitrogen was set to 10%vol in all cases. The experiment was carried out
with 1.25 Hz polygon rotation speed. The single-shot reconstructions with informative
95
Chapter 5 Tomographic measurements
20 40
20
40
20 40
20
40
20 40
20
40
20 40
20
40
20 40
20
40
20 40
20
40
20 40
20
40
20 40
20
40
20 40
20
40
20 40
20
40
B
40 80
40
80
C
40 80
40
80
D
40 80
40
80
E
40 80
40
80
F
40 80
40
80
Co
nc
en
tra
tio
n 
[pp
mv
]
0
2
4
6
8
10
12
x 104
As
su
m
ed
   
   
co
n
ce
n
tra
tio
n A
40 80
40
80
R
ec
. w
ith
  
sm
o
o
th
ne
ss
 
pr
io
r  
   
 
20 40
20
40
R
ec
. w
ith
 
TV
 p
rio
r  
20 40
20
40
Figure 5.17 Reconstruction of laminar flow from two identical jets with diameter 95 mm
smoothness and total variation prior are shown in figure 5.17. In general, position and
sizes are reconstructed very well. Depending on the jet positions, there are some cases
where concentration is underestimated. In some images there are more artefacts in the
background than in the single-jet experiments.
The measured path mean concentrations and those received from TV prior reconstruc-
tions of experiments B and E are depicted in figure 5.18. Experiment B leads to a quite
good reconstruction without any background artefacts and good location of jets. Shapes
are imaged nicely although there is a slight underestimation of concentration which is
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Figure 5.18 Measured and reconstructed (TV) mean concentrations and SNR of two experiments with
two identical, differently located laminar jets
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Figure 5.19 Reconstruction of the laminar flow from two jets with diameters 95 mm and 85 mm,
respectively
generally observed with TV prior reconstructions of structures of this size. If the jets are
positioned like in experiment E, shapes are blurred stronger and artefacts increase. How-
ever the artefacts are small and low in concentration. Moreover, absolute concentration
values are underestimated more strongly. If the reconstructed mean path concentrations
of both experiments are compared to the respective real measurements, both experiments
lead to similar results. In both cases, ǫc,n is small and SNR range is similar, such that
worse reconstructions cannot be distinguished from good ones in a real experiment with
unknown concentration field. It has to be kept in mind however that the structure size
is very challenging and that in relation the reconstructions for such a difficult phantom
look very satisfying.
Even a bit more sophisticated are experiments with a larger jet (diameter 95 mm) and a
smaller jet (diameter 85 mm). The assumed concentration fields and images reconstructed
with informative smoothness prior and TV prior are demonstrated in figure 5.19. Even
if the jets are positioned very closely together, like in experiment C, smoothness and TV
prior are able to reconstruct positions and shapes quite good with only a slight underesti-
mation of absolute concentration. Again, sometimes artefacts in the background appear
that are small in size and that have much lower concentration than the real objects.
The most difficult experiments that were carried out consisted of three jets emitting a
mixture of 10%vol CH4 in N2. Two of the jets had a diameter of 95 mm and the smaller jet
had 85 mm diameter. Assumed concentration fields and reconstructions with smoothness
and total variation prior of single-shot measurements are illustrated in figure 5.20. For
two exemplary measurements (E and D) the measured and reconstructed path-averaged
concentrations and signal to noise ratios are given in figure 5.21. Here, the reconstruction
with smoothness prior is presented. Overall, reconstructions with smoothness prior show
correct structure locations and sizes. Mostly, absolute feature concentrations are correct
despite the edge blurring effect. However there are measurement object arrangements
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Figure 5.20 Reconstruction of a laminar flow from three jets (two identical jets with diameter 95 mm
and one smaller jet with diameter 85 mm)
where concentration is underestimated, for example in experiment C. Artefacts in the
background are visible in all reconstructed images. They are in most cases only few out-
lier pixels or have much lower concentrations than the real objects. Unfortunately, there
are exceptions: In some cases, like experiment D, it is possible that artefacts are in a
concentration range similar to the real reconstructed objects, so they might be mistaken
as really emitting structures. In any case, the noise normalized residuals were low.
Imaging three objects with such small sizes with total variation prior proved to be very dif-
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Figure 5.21 Measured and reconstructed mean concentrations and SNR of two experiments with three
differently located laminar jets. The used algorithm was the informative smoothness prior.
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ficult. Although all structures are recognisable for the presented measurements and their
locations are correct, shapes can be distorted (view experiment C) and concentrations
are sometimes underestimated strongly (view experiment B). The latter can be especially
problematic. Sometimes, artefacts in the background arise (experiment D) that are equal
in size and concentration. In practice, it cannot be said for sure which objects really emit
gas and which structures are only artefacts.
5.5 Comparison to other instruments
The aim of this chapter is to give an overview about similar tomographic instruments and
to examine whether they would be apt for the application in environmental science also.
Furthermore, they may be compared to the designed instrument regarding future appli-
cations. It is focussed onto sparse-sampling instruments that are based on some variant
of absorption spectroscopy.
The intercomparison can take place at several design levels: First, there is the instru-
ment concept that dictates properties like possible measurement object size, image rate,
transportability or cost. Then, the spectroscopy type often plays a role as it can have
strong influence on the instrument set-up and the possibilities of imaging. At last, the
tomographic algorithm can be important as in some cases the whole instrument design is
inherent to the algorithm.
Existing sparse-data absorption tomography instruments can be grouped into devices that
measure only the 2-dimensional distribution of concentration and such that aim to detect
both the temperature- and the concentration field. It is begun with the former case, since
temperature is not the crucial issue in the given application.
Tomographic reconstructions of concentration fields were carried out in the former group
of Hugh McCann at the University of Manchester [52,73–75]. As a spectroscopic method,
direct absorption spectroscopy at two wavelengths is used, where one wavelength is used
for a reference measurement because it is hardly absorbed. Not only tomographic recon-
structions of simulated fields were presented [52, 73, 75], but also real experiments with
generic laboratory measurement objects [74]. In all cases, the design of the experiment
is based on a static system where each path needs a laser source and a detector. With
numbers of beams that range from 27 to 32, images with a similar pixel discretization are
received. As a tomographic technique, an enhanced Landweber algorithm is used [53] and
image processing techniques were introduced for enhanced results [73]. The presented
reconstructed images show structures that are somewhat larger than those that were
measured with the designed instrument, but of course general statements about spatial
resolution cannot be made. Those concepts are however not suitable for the application
in Arctic regions, as it would be too tedious to align multiple rays in the field. Another
drawback is the cost of the system. The disadvantage of the required reference measure-
ment could be easily eliminated by using the same set-up with TDLAS.
Verkruysse et al. [76] have carried out numerical simulations for reconstruction of two-
dimensional concentration fields. As a measurement method in practice, they suggest the
use of open-path Fourier transform infrared spectroscopy (OP-FTIR). Their virtual ex-
periments were received by a modelled set-up with 40 beams. Even though they received
good reconstructions with a so-called grid translation method, that show similar spatial
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resolution like the designed instrument, the whole concept seems unrealistic for the per-
mafrost application. Not only does FTIR spectroscopy have much slower measurement
rates than TDLAS and require calibration, it is also connected with complicated transport
and alignment.
Some other solutions for sparse 2D-tomography aim at the simultaneous reconstruction of
temperature and concentration. In principle, this is a question of the choice of the spec-
troscopic method and the reconstruction algorithm. Their conceptual design is examined
regarding suitability in the field application.
Kasyutich [77] presents a spectroscopic method to determine temperature and concentra-
tion distribution by measuring absorptions at two different wavelengths. The strategy
is to reconstruct the 2D-field of absorption with ART algorithm first. With the known
absorption values of the two wavelengths, for each pixel a two-line-thermometry is carried
out for reconstructing the temperature field. In a further step, the concentration values
at each pixel are calculated by means of the reconstructed absorption and temperature
values. The spectroscopic method is not the decisive point here, as it could be easily
replaced by TDLAS in the case of constant temperature, thus gaining calibration-free
measurements and reducing effort. If it is focussed onto the principle set-up of the in-
strument, it has to be considered that it was intended for proof-of-concept experiments.
Only one laser was used in combination with a scanning mirror that scanned the laser
beam over a small angular range. At the opposite side of the field, a detecting unit with
a mirror for beam deflection and a photo-detector was located. Both units were situated
on carriages that were translated step-wise after each sequential fan-beam scanning along
a circular rail with 97 cm diameter. Overall, 11 angular measurements are taken at 5 ra-
dial positions. For the permafrost application, this device has several drawbacks. While
its temporal resolution may be sufficient for generic experiments, it is much to low for
the planned use. No exact imaging duration is given but it is probably in the range of
minutes. Furthermore, the scanning angles of the fan-beams are quite small, even though
their actual value is unknown. This is no problem for the experiment that Kasyutich
carried out, because absorption only took place in a limited area that was totally covered
by the laser beams. In contrast to this, absorption takes place almost to the points where
the fan-beams originate in the permafrost measurements, so that larger scanning angles
are necessary to cover at least part of the measurement area. Reconstructions with a
discretization of up to 18×18 pixels received by the classic ART algorithm are presented.
Images look quite accurate, and surely reconstruction quality could be even enhanced if
for the calculation of the absorption values, more sophisticated inversion techniques were
used.
Deguchi et al. [78] demonstrated tomographic TDLAS measurements for the detection of
2D-temperature and concentration distributions of water vapour. The designated use of
their instrument is the examination of engine exhausts. They use eight static measure-
ment paths to resolve an area divided into 4×4 pixels, so only a very coarse image of the
gas composition in the exhaust is gained. With this discretization, relevant structures in
permafrost cannot be resolved. Theoretically, the set-up could allow for higher discretiza-
tions. The tomographic implementation of Deguchi et al. limits the amount of possible
degrees of freedom, since the applied reconstruction technique minimizes errors between
measured and reconstructed path-integrals without any regularization. By this way it is
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not recommendable to solve severely under-determined systems of equations.
In the group of Ma, a spectroscopic measurement technique called hyperspectral tomog-
raphy (HT) was developed and is used for 2D imaging of temperature and species con-
centration [79–83]. The absorbances at various wavelengths are used for multiplying the
amount of measurement equations, such that determined or even over-determined sets of
equations are solved. The reconstruction technique minimizes temperature- and concen-
tration dependent residuals between measured and simulated path-integral values, while
regularization terms for smoothing of the temperature and concentration fields are added.
Virtual and real experiments were realized for example with a Hencken burner [81] and in
the exhaust of an aero-propulsion engine [83]. In the former case, six beams are arranged
in a static setup to image seven different irregularly spaced zones. 100 absorption transi-
tions are taken into account for reconstruction. Imaging rate amounted 200 Hz. Again, the
discretization is so low that it impedes reliable detection of emitting permafrost structures.
A more recent application of HT is the 2D- measurement of water vapour concentration
and temperature in the exhaust of an aero-propulsion engine. The measurement field is
subdivided into 14×14 pixels and 30 static laser beams are positioned in a parallel way
on two edges. Evaluating the absorption with 50 kHz rate at twelve wavelengths for each
beam leads to an over-determined system of equations. Here, discretization is significantly
lower than for the designed instrument. Thus, spatial resolution is considered still too
low for the planned soil science application. Furthermore, for HT two reference measure-
ments are necessary: one for detecting the intensity without absorption, and one for a
time-dependent wavelength reference. Higher spatial resolutions might be achieved if the
system of equations was allowed to be under-determined. Instead of a simple regulariza-
tion method, more sophisticated reconstruction algorithms would have to be used then.
Still, the disadvantages of the static set-up remain. The evaluation of absorption at mul-
tiple wavelengths is however an interesting perspective if non-homogeneous temperature
distributions are expected.
Wang et al. [84] present a 10 Hz tomographic instrument for detecting spatially resolved
NH3 concentrations and gas temperature. As a spectroscopic method, they use TDLAS
at two wavelengths. With a classic ART algorithm, the concentration and temperature
fields are updated independently in turns, beginning with uniform distributions of the un-
known values as initial guesses. The measurement field was scanned with four irregularly
positioned fan-beams. Each scanning unit consisted of a single laser on a rotation plate
and a large- area detector directly beneath it. On the opposed side of each scanner, a
curved gold mirror is situated for retro-reflecting the laser beam. Due to a small tilt of
the incoming laser beam, the reflected beam is guided to the slightly lower surface detec-
tor. Although the instrument has a higher temporal resolution of 10 Hz, it is not fit for
the environmental science application. The size of the retro-reflecting mirrors limits the
scanning angle and possible distance from the laser source. Thus, only relatively small
areas are covered by the fan-beams, which have an opening angle of 11◦. For Wangs ap-
plication this is no problem since absorption is known to be restricted to a small area of
16×16 cm2, which can be entirely covered by the beams. They divided the measurement
field into 16×16 pixels, which is lower than the established discretization of the developed
instrument. Presumably the discretization is limited by the grade of under-determination
of the system of equations which should not be to high for the ART algorithm.
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Song et al. [85] present numerical and experimental studies of reconstructing gas tem-
perature. They also measure integrated absorptions with TDLAS and reconstruct the
spatial distribution of absorption with an ART algorithm on a 30×30 grid. Unfortunately
it does not become clear how the temperatures are derived from the absorption values.
Moreover, their experimental set-up is only suited for laboratory proof-of-concept mea-
surements. They examine a furnace that is moved sequentially to 97 linear positions and
then rotated by 90◦ for repeating the linear scan. Of course the soil area cannot be moved,
an neither does the temporal resolution of such a tedious sequential scan suffice.
All in all, none of the existing instruments could be used for measuring the 2D-
concentration field in the soil-air boundary layer of permafrost. Either the measurement
fields are to small [77, 84],imaging rates are too low [76, 77, 85], or transportability and
cost are inconvenient [52, 73, 76, 78, 83]. In some cases, the spatial resolution is too low
for the permafrost application [78, 83, 84]. Surprisingly, the most popular techniques
are algebraic reconstruction algorithms, which are mostly represented by the Kaczmarz
method. In the group of McCann, Landweber algorithm is used. Ma use regularized min-
imization of a residual error between measured path-integrals and those that would arise
from the current reconstructed image. It has to be made sure the system of equations
is determined or over-determined, hence the achieved spatial resolution is considerably
lower than for the newly developed instrument. However, the HT technique, or in gen-
eral multiple-wavelength techniques, may be interesting if temperature is non-uniform,
like in combustion research or exhaust gas analysis. Combining such spectroscopic tech-
niques with more powerful tomographic reconstruction methods might be promising for
simultaneous detection of temperature and concentrations fields.
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Conclusion and Outlook
The aim of the work was to develop instrumentation for spatially and temporally resolved
measurements of concentration fields. Therefore, the spectroscopic method TDLAS, which
allows for absolute and calibration-free measurements of path-averaged concentrations,
had to be extended to a tomographic system. In technical and scientific applications,
typically it has to be dealt with low-data problems because of practical reasons like ac-
cessibility, transport effort or cost. In contrast to standard tomographic instruments, a
severe lack of information has to be handled. Since the instrument design needs to be
adapted to the specific purpose, it was focussed onto an application from soil science.
The developed instrument facilitates imaging of an 0.8×0.8 m2 area with rates up to
2.5 Hz at a laser tuning rate of 5039.8 Hz. It consists of four scanning units that serve for
emission and detection of light that are positioned irregularly on the edges of the measure-
ment field. On the remaining part of the border, an inexpensive, adhesive retro-reflecting
foil strip is stuck onto a frame. Large areas of the measurement field are covered, which is
indispensable for this application, since absorption can take place everywhere in the area
that is surrounded by the instrument.
A completely new method of TDLAS data acquisition was introduced for maintaining the
necessary speed when scanning the laser beam continuously. All required signals (trans-
mitted intensity, pressure, temperature, position) are recorded continuously after an initial
triggering. The conventional method is a triggered acquisition of each wavelength-tune,
which is too slow in this application due to lost triggers and DAQ response time. A sim-
ple continuous acquisition is unfortunately not possible due to time-base inaccuracies that
accumulate with increasing measurement duration. Therefore, a pulse is super-positioned
on the falling branch of the wavelength tune that is detected during post-processing. Thus,
an accurate time-base is ensured while at the same time data can be gathered very quickly.
Accuracy of TDLAS measurements with the scanning instrument was demonstrated with
path-integrated measurements of a uniform water vapour distribution.
By means of virtual experiments, a selection of promising tomographic algorithms was
compared regarding their reconstruction abilities. Image quality, spatial resolution and
computation time were discussed. It was focussed onto two different algebraic reconstruc-
tion techniques and three algorithms that belong to statistical inversion. Both algebraic
techniques performed generally poorer than the Bayesian methods. Only very few, large
structures can be imaged and partly show large systematic errors on absolute concentra-
tions. Shapes are distorted heavily and strong artefacts in the background appear.
Existing Bayesian algorithms were adapted to the hard-field tomography application and
partly modified for enhanced reconstruction results. They require prior physical knowl-
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edge about the measurement object. In contrast to the algebraic techniques, they allow
for decent reconstructions of several structure elements in the measurement field. Two
smoothness priors were implemented as well as a prior that assumes “blocky” structures
that show gradients only in very few locations of the measurement area. One of the
smoothness priors, the informative smoothness prior, even makes use of the expected struc-
ture sizes. With a slightly modified version, even improved reconstructions of anisotropic
features are achieved. In numerical studies, both smoothness priors showed good recon-
structions of absolute concentrations, structure shapes and sizes and yielded only very
few background artefacts. Up to seven features in the measurement could be imaged.
The total variation prior showed good reconstructions of blocky features and is the best
choice for rectangular or square measurement objects. The number of features should
however not exceed five.
The Bayesian techniques allowed for simultaneous reconstruction of objects with differing
concentration and also tolerated decreasing image contrast. Algebraic techniques failed
in both cases.
Computation time not only depends on the computer efficiency, but in some cases also
on the exact implementation of the algorithms. Bayesian techniques include the mini-
mization of an objective function, and the implementation of the optimization process
has a decisive influence on speed. For example, Tikhonov algorithm was the slowest of
all techniques because of the vast numbers of iterations (>103) that the pre-implemented
Matlab algorithm lsqnonneg needed for finding a minimum. With a self-implemented
Gauss-Newton algorithm, the calculation speed of the informative smoothness prior and
TV prior was even lower than for the simple iterative Kaczmarz method. The latter is
inherently slower than the very fast Landweber algorithm because each iteration needs a
single updte for each of the M measurement paths, thus computation effort is around M
times higher than for Landweber algorithm.
An experimental study with approximately known concentration fields was presented to
validate the tomographic instrument. The concentration distribution was generated by
a laminar flow from circular jets. A mixture of methane in nitrogen was defined by
two mass-flow controllers. The quality of the measurement of path mean concentration
was discussed regarding aspects of light intensity, absorption strength and measurement
speed. Tomographic reconstructions of experiments with varying concentrations and mea-
surement speeds were carried out. In addition to that, the number, sizes and positions of
the emitting jets were varied. Thereby the structure size, given by the jet diameters, was
on the limit of spatial resolution. From the experimental studies a few general insights
were gained that are of interest also for other applications.
A crucial issue is absorption strength. The dynamic range of TDLAS is of course not
infinite. It is limited towards low absorption by noise and towards high absorption by
saturation and broadening of the absorption line. The latter becomes problematic if the
line is broadened to such an extent that across the complete wavelength-tune there is
absorption, and no polynomial base-line can be fit for determining the intensity before
absorption. Whereas measurement paths with low absorption can be included in the
reconstruction as measurements with a concentration below detection limit, systematic
errors caused by too large absorption are a deathblow to reconstructions. Not only do
the reconstructed images look completely misleading, it is not even recognizable any more
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that they are erroneous once the false path mean values are used. Hence, it already has to
be made sure during the spectroscopic evaluation of the mean concentrations that large
systematic errors are avoided and measurements at too high absorptions are discarded.
The same prevails for measurements at too high rotation speed of the laser beam in re-
lation to wavelength tuning rate and measurement field size. It has to be made sure in
future applications, that during one wavelength tune the laser beam does not move more
than around 0.25 mm along the retro-reflecting foil anywhere in the field.
Best tomographic reconstructions were achieved with the informative smoothness prior
and total variation prior, even though the smoothness assumption is not correct in this
case. Due to the small feature sizes, Tikhonov smoothed the objects too strongly, so that
concentrations were systematically underestimated. Up to three jets were imaged, where
a decreasing image quality is observed with rising number of emitting elements. Image
quality also depended on the object positions in the measurement field. All in all it can
be said that reconstructions with the informative smoothness prior and the TV prior look
good, keeping in mind the very small object sizes.
In future, it would be sensible to repeat the presented measurements with even larger
objects and some more concentrations. Measurements at higher laser tuning rates could
be carried out with vertical cavity surface enhanced lasers (VCSELS). Not only do they
have a larger tuning rate (up to 30 kHz), but also a broader tuning range of up to 20 cm−1.
However, the emitted intensities of VCSELs are very low (in the order of magnitude of
few mA compared to about 20 mA for DFB lasers). Experimental studies are necessary
to determine SNR at such low incident intensities. Especially critical is the strong magni-
tude of electromagnetic noise, which certainly will have to be reduced further if VCSELs
are applied. Either this can be done with an enhanced electromagnetic shielding, or the
stepper motors would have to be replaced by other motors. The latter option requires an
alternative concept for absolute position measurement. Regarding future measurements
in the Artic, it would also be of interest to realize even larger measurement fields in the
order of magnitude of several square meters. It was shown that TDLAS measurements
with retro-reflecting foil were successful even at distances of more than 5 m [65], and still
larger distances are expected to be possible.
Better tomographic reconstructions are expected if the observation model is further im-
proved. The first step would be to model the beam propagation more accurately by taking
into account the movement of the point of reflection on the polygon mirror. Furthermore,
a modelling of the model inaccuracies and uncertainties may be included into the noise
prior like it is suggested by Lipponen et al. [43].
Successive works may engage in the transfer to other applications like exhaust gas analysis
or combustion processes. The adaptation requires modifications in the concept as well as
in tomographic algorithms. The main issues here are temporal and spatial resolution and
the inhomogeneity of temperature. For combustion research, the necessary time-scales
are in the order of magnitude of micro-seconds, which cannot be achieved with the scan-
ning instrument. Also spatial resolution needs to be significantly higher than what is
achieved currently. It has to be found out which temporal and spatial resolutions can be
accomplished with a justifiable material effort and whether absorption tomography still is
beneficial compared to other measurement techniques. A certainly easier case is exhaust
gas analysis. Here the structures and time-scales are doubtless larger than in a flame.
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Even though the implemented algorithms may serve as a basis for tomography in high-
temperature surroundings, they will have to be adapted due to an inhomogeneous distribu-
tion of temperature. The basic assumption for measuring path-averaged concentrations is
that temperature is constant along the path – which is not necessarily given in combustion
and exhaust gas surroundings. Large errors of around 20% can occur when measuring the
average concentrations, as has been found out in numerical studies. Therefore the temper-
ature field needs to be reconstructed simultaneously with the temperature field, even if it
was not the magnitude of interest. The inverse problem becomes more difficult in this case
due to the non-linear dependence of absorption on temperature. It might be promising to
use multiple wavelengths absorption to bound the solution space. All in all, the transfer
of the developed instrument to other applications requires further considerable effort.
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Electrical circuits of constructed
data-acquisition hardware
A.1 Trans-impedance amplifier
A very simple trans-impedance amplifier was used for detecting laser-light that falls onto
a photo-diode for finding the zero position of the polygon scanner. Figure A.1 shows the
electrical circuit of this amplifier. If laser light falls onto the photo-diode, a photo-current
Iphoto is generated. The amplifier consists of a operation amplifier and a resistor. The
voltage Vout that is generated amounts Vout = −Iphoto ∗R. The operation amplifier was a
type LT1097CN8 (Linear Technology) and the resistor had a resistance of 180 Ω.
A.2 Pulse-adding circuit
Adding a pulse to the laser light signal delivered a highly precise and stable time-basis
for the TDLAS measurements. This was realized by a simple electrical circuit that is
depicted in figure A.2. The photo-current that is generated by the InGaAs photo-diode
is amplified by a FEMTO DLPC-2000 trans-impedance amplifier (TIA), which delivers
a voltage that is proportional to the photo-current. A voltage pulse from a SRS pulse
generator is super-imposed by a very simple circuit. Afterwards, the sumper-imposed
voltages are detected by a 16 bit A/D-board (NI PCI 6281).
-
+ V
R
out
Figure A.1 Electrical circuit of the trans-impedance amplifier that was used for amplifying the current
of the position-detection photo-diode
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TIA DAQ
PG
photo-diode
Iphoto
Vout
V
PG
Figure A.2 Electrical circuit for adding the voltage from the pulse generator to the TDLAS signal
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Appendix B
Beam position error of simplified
model
A simplified model of the beam propagation assumes that the laser beams rotate around
a fixed point. In reality, the point of reflection on the polygon alters, as is described
in section 3.2.1. A schematic illustration of the measurement field and the beam points
of rotation can be seen in figure B.1. The points of rotation that are assumed in the
simplified model (P0 to P3) are marked by a black dot. In reality, one of the spatial
components of the point of rotation alters throughout the polygon rotation. The red dots
show the direction of the movement along either of the axes. If the incoming laser beam
is oriented horizontally, as is the case with P0 and P2, the x-component of the point of
reflection varies. In contrary to this, the reflection point’s y-component changes during
the polygon rotation if the incoming laser beam is parallel to the y-axis, as is the case
for P1 and P3. Figure B.2 shows the relative position errors of the points of reflection
that arise when modelling a fixed point of rotation. As only one coordinate is relevant for
x
y
P
2
P
1
P
0
P
3
Figure B.1 Schematic depiction of the measurement field (top view). The points of rotation of the
laser beams that are included in the simplified model are shown in black (points P0 to P3). In reality,
the points of reflection on the polygon alter. The red dots illustrate the direction of the movement of the
point of rotation.
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Figure B.2 Relative position errors of the points of reflection of the different scanning units P0 to P3.
each scanning unit P0 to P3, it is sufficient to express the error by only one number. For
evaluating the error, the polygon movement was modelled and a more accurate point of
reflection was extracted for each angular position of the polygon. The relative position
error is calculated by subtracting the more accurate position from the simplified position
and afterwards dividing by the side length of the field. The position errors of the reflection
points lie between 3.7% and 6.5%.
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Exemplary calculation of required
beams for transform based
algorithms
Consider a phantom distribution given by a 2D-Gaussian function with standard devia-
tions σ1 = 0 1 cm and σ2 = 0 1 cm:
f(x1, x2) ∝ N (η, σ2) (C.1)
Its expectation values η1 and η2 are set to zero for simplicity, such that the Gaussian is
centred at (x1 = 0, x2 = 0). Thus, the Gaussian is expressed by
f(x1, x2) =
1
2πσ1σ2
· exp
{
− 1
2
·
(x21
σ21
+
x22
σ22
)}
(C.2)
The Fourier transform of f(x1, x2) is given by:
F{f(x1, x2)} =
∞∫
−∞
∞∫
−∞
f(x1, x2) exp
−i(ux1+vx2) dx1dx2
=
1
2πσ1σ2
∞∫
−∞
∞∫
−∞
exp{−1
2
[
x21
σ21
+
x22
σ22
]− i(ux1 + vx2)}dx1dx2 = F (u, v)
(C.3)
The mathematical identity [86]
∞∫
−∞
exp(−bx)2 exp(iax)dx =
√
π
b
· exp(−a
2
4b
) (C.4)
can be used to solve the inner integral of equation C.3. Here, b = 1/2σ21 and a = −u,
such that
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Appendix C Exemplary calculation of required beams for transform based algorithms
F (u, v) =
∞∫
−∞
exp{−1
2
x22
σ22
− ivx2} ·
√
π · 2σ21 · exp{−
u2σ21
2
}dx2
=
√
2π(σ21 + σ
2
2 · exp{−
u2σ21 + v
2σ22
2
}
(C.5)
It is assumed that frequencies that are smaller than 1% of the maximum frequency can
be neglected. The maximum frequency occurs at u = 0, v = 0. Hence, the frequencies
where the Fourier transform still have 1% of the maximum amplitude are given by
0 01 = exp{−u
2σ21 + v
2σ22
2
} (C.6)
If the “limit frequencies” are chosen equally (ulim = vlim), the minimum necessary fre-
quency for depicting the 2D-Gaussian is given by
u =
√
ln 100
σ
(C.7)
Here, σ = σ1 = σ2. As in the above described example both standard deviations amounted
0.1 cm, the minimum required frequency amounts 21.46 cm−1.
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Appendix D
Variation of the regularization
parameter for Landweber algorithm
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Figure D.1 Virtual experiment with a top-hat phantom and reconstructions carried out with Landwe-
ber algorithm with varied regularisation parameter αLW
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Figure D.2 Parameter variation study of αLW – part I.The discretisation of the phantom had to be
reduced to the size of the reconstruction image for comparing the images pixel-wise. The pixels of the
phantom were sorted such that their regarding concentrations (i.e. pixel values) decrease. The red lines
show the values of the down-sampled phantom image, while the black lines show the corresponding pixel
values of the reconstructions with varied regularization parameter.
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Figure D.3 Parameter variation study of αLW – part II.The discretisation of the phantom had to be
reduced to the size of the reconstruction image for comparing the images pixel-wise. The pixels of the
phantom were sorted such that their regarding concentrations (i.e. pixel values) decrease. The red lines
show the values of the down-sampled phantom image, while the black lines show the corresponding pixel
values of the reconstructions with varied regularization parameter.
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Appendix E
Virtual experiments: line plots of
phantoms and reconstructions
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Figure E.1 Lineplots of the phantoms (red) and reconstructions with ART (black) that are shown in
figure 4.4. The phantoms were first down-sampled with a bi-cubic interpolation and then the pixels were
sorted such that pixel values descend.
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Figure E.2 Lineplots of the phantoms (red) and reconstructions with Landweber algorithm (black)
that are shown in figure 4.5. The phantoms were first down-sampled with a bi-cubic interpolation and
then the pixels were sorted such that pixel values descend.
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Figure E.3 Lineplots of the phantoms (red) and reconstructions with Tikhonov algorithm (black) that
are shown in figure 4.7. The phantoms were first down-sampled with a bi-cubic interpolation and then
the pixels were sorted such that pixel values descend.
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Figure E.4 Lineplots of the phantoms (red) and reconstructions with Tikhonov algorithm (black) that
are shown in figure 4.8. The phantoms were first down-sampled with a bi-cubic interpolation and then
the pixels were sorted such that pixel values descend.
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Figure E.5 Lineplots of the phantoms (red) and reconstructions with informative smoothness prior
(black) that are shown in figure 4.9. The phantoms were first down-sampled with a bi-cubic interpolation
and then the pixels were sorted such that pixel values descend.
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Figure E.6 Lineplots of the phantoms (red) and reconstructions with informative smoothness prior
(black) that are shown in figure 4.10. The phantoms were first down-sampled with a bi-cubic interpolation
and then the pixels were sorted such that pixel values descend.
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Figure E.7 Lineplots of the phantoms (red) and reconstructions with informative smoothness prior
(black) that are shown in figure 4.14. The phantoms were first down-sampled with a bi-cubic interpolation
and then the pixels were sorted such that pixel values descend.
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Figure E.8 Lineplots of the phantoms (red) and reconstructions with TV prior (black) that are shown
in figure 4.15. The phantoms were first down-sampled with a bi-cubic interpolation and then the pixels
were sorted such that pixel values descend.
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Figure E.9 Lineplots of the phantoms (red) and reconstructions with TV prior (black) that are shown
in figure 4.16. The phantoms were first down-sampled with a bi-cubic interpolation and then the pixels
were sorted such that pixel values descend.
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Figure E.10 Lineplots of the phantoms (red) and reconstructions with TV prior (black) that are shown
in figure 4.17. The phantoms were first down-sampled with a bi-cubic interpolation and then the pixels
were sorted such that pixel values descend.
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Virtual experiment studies
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Figure F.1 Virtual experiment study: Reconstructions with ART algorithm – part I
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Figure F.2 Virtual experiment study: Reconstructions with ART algorithm – part II
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Figure F.3 Virtual experiment study: Reconstructions with ART algorithm – part III
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Figure F.4 Virtual experiment study: Reconstructions with ART algorithm – part IV
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Figure F.5 Virtual experiment study: Reconstructions with ART algorithm – part V
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Figure F.6 Virtual experiment study: Reconstructions with ART algorithm – part VI
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Figure F.7 Virtual experiment study: Reconstructions with ART algorithm – part VII
132
20 40 60 80
20
40
60
80
20 40
10
20
30
40
20 40 60 80
20
40
60
80
20 40
10
20
30
40
20 40 60 80
20
40
60
80
20 40
10
20
30
40
20 40 60 80
20
40
60
80
20 40
10
20
30
40
20 40 60 80
20
40
60
80
20 40
10
20
30
40
20 40 60 80
20
40
60
80
20 40
10
20
30
40
20 40 60 80
20
40
60
80
20 40
10
20
30
40
20 40 60 80
20
40
60
80
20 40
10
20
30
40
20 40 60 80
20
40
60
80
20 40
10
20
30
40
20 40 60 80
20
40
60
80
20 40
10
20
30
40
Co
nc
en
tra
tio
n 
[pp
mv
]
0
1
2
x 104
Co
nc
en
tra
tio
n 
[pp
mv
]
0
5000
10000
15000
Co
nc
en
tra
tio
n 
[pp
mv
]
0
1
2
x 104
Co
nc
en
tra
tio
n 
[pp
mv
]
0
1
2
x 104
Co
nc
en
tra
tio
n 
[pp
mv
]
0
1
2
x 104
Co
nc
en
tra
tio
n 
[pp
mv
]
0
1
2
x 104
Co
nc
en
tra
tio
n 
[pp
mv
]
0
1
2
x 104
Co
nc
en
tra
tio
n 
[pp
mv
]
0
1
2
x 104
Co
nc
en
tra
tio
n 
[pp
mv
]
0
1
2
x 104
Co
nc
en
tra
tio
n 
[pp
mv
]
0
1
2
x 104
Co
nc
en
tra
tio
n 
[pp
mv
]
0
1
2
x 104
Co
nc
en
tra
tio
n 
[pp
mv
]
0
1
2
x 104
Phantoms
20 40 60 80
20
40
60
80
Phantoms
20 40 60 80
20
40
60
80
Rec. with ART
20 40
10
20
30
40
Rec. with ART
20 40
10
20
30
40
Figure F.8 Virtual experiment study: Reconstructions with ART algorithm – part VIII
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Figure F.9 Virtual experiment study: Reconstructions with ART algorithm – part IX
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Figure F.10 Virtual experiment study: Reconstructions with Landweber algorithm – Part I
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Figure F.11 Virtual experiment study: Reconstructions with Landweber algorithm – Part II
136
Phantoms
20 40 60 80
20
40
60
80
Rec. with Landweber
20 40
10
20
30
40
20 40 60 80
20
40
60
80
20 40
10
20
30
40
20 40 60 80
20
40
60
80
20 40
10
20
30
40
20 40 60 80
20
40
60
80
20 40
10
20
30
40
20 40 60 80
20
40
60
80
20 40
10
20
30
40
20 40 60 80
20
40
60
80
20 40
10
20
30
40
Phantoms
20 40 60 80
20
40
60
80
Rec. with Landweber
20 40
10
20
30
40
20 40 60 80
20
40
60
80
20 40
10
20
30
40
20 40 60 80
20
40
60
80
20 40
10
20
30
40
20 40 60 80
20
40
60
80
20 40
10
20
30
40
20 40 60 80
20
40
60
80
20 40
10
20
30
40
20 40 60 80
20
40
60
80
20 40
10
20
30
40
Co
nc
en
tra
tio
n 
[pp
mv
]
0
5000
10000
Co
nc
en
tra
tio
n 
[pp
mv
]
0
5000
10000
Co
nc
en
tra
tio
n 
[pp
mv
]
0
5000
10000
Co
nc
en
tra
tio
n 
[pp
mv
]
0
5000
10000
Co
nc
en
tra
tio
n 
[pp
mv
]
0
5000
10000
Co
nc
en
tra
tio
n 
[pp
mv
]
0
5000
10000
Co
nc
en
tra
tio
n 
[pp
mv
]
0
5000
10000
Co
nc
en
tra
tio
n 
[pp
mv
]
0
5000
10000
Co
nc
en
tra
tio
n 
[pp
mv
]
0
5000
10000
Co
nc
en
tra
tio
n 
[pp
mv
]
0
5000
10000
Co
nc
en
tra
tio
n 
[pp
mv
]
0
5000
10000
Co
nc
en
tra
tio
n 
[pp
mv
]
0
5000
10000
Figure F.12 Virtual experiment study: Reconstructions with Landweber algorithm – Part III
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Figure F.13 Virtual experiment study: Reconstructions with Landweber algorithm – Part IV
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Figure F.14 Virtual experiment study: Reconstructions with Landweber algorithm – Part V
139
Appendix F Virtual experiment studies
20 40 60 80
20
40
60
80
20 40
10
20
30
40
20 40 60 80
20
40
60
80
20 40
10
20
30
40
20 40 60 80
20
40
60
80
20 40
10
20
30
40
20 40 60 80
20
40
60
80
20 40
10
20
30
40
20 40 60 80
20
40
60
80
20 40
10
20
30
40
20 40 60 80
20
40
60
80
20 40
10
20
30
40
20 40 60 80
20
40
60
80
20 40
10
20
30
40
20 40 60 80
20
40
60
80
20 40
10
20
30
40
20 40 60 80
20
40
60
80
20 40
10
20
30
40
20 40 60 80
20
40
60
80
20 40
10
20
30
40
Co
nc
en
tra
tio
n 
[pp
mv
]
0
5000
10000
Co
nc
en
tra
tio
n 
[pp
mv
]
0
5000
10000
Co
nc
en
tra
tio
n 
[pp
mv
]
0
5000
10000
Co
nc
en
tra
tio
n 
[pp
mv
]
0
5000
10000
Co
nc
en
tra
tio
n 
[pp
mv
]
0
5000
10000
Co
nc
en
tra
tio
n 
[pp
mv
]
0
5000
10000
Co
nc
en
tra
tio
n 
[pp
mv
]
0
5000
10000
Co
nc
en
tra
tio
n 
[pp
mv
]
0
5000
10000
Co
nc
en
tra
tio
n 
[pp
mv
]
0
5000
10000
Co
nc
en
tra
tio
n 
[pp
mv
]
0
5000
10000
Co
nc
en
tra
tio
n 
[pp
mv
]
0
5000
10000
Co
nc
en
tra
tio
n 
[pp
mv
]
0
5000
10000
Phantoms
20 40 60 80
20
40
60
80
Phantoms
20 40 60 80
20
40
60
80
Rec. with Landweber
20 40
10
20
30
40
Rec. with Landweber
20 40
10
20
30
40
Figure F.15 Virtual experiment study: Reconstructions with Landweber algorithm – Part VI
140
20 40 60 80
20
40
60
80
20 40
10
20
30
40
20 40 60 80
20
40
60
80
20 40
10
20
30
40
20 40 60 80
20
40
60
80
20 40
10
20
30
40
20 40 60 80
20
40
60
80
20 40
10
20
30
40
20 40 60 80
20
40
60
80
20 40
10
20
30
40
20 40 60 80
20
40
60
80
20 40
10
20
30
40
20 40 60 80
20
40
60
80
20 40
10
20
30
40
20 40 60 80
20
40
60
80
20 40
10
20
30
40
20 40 60 80
20
40
60
80
20 40
10
20
30
40
20 40 60 80
20
40
60
80
20 40
10
20
30
40
Co
nc
en
tra
tio
n 
[pp
mv
]
0
5000
10000
Co
nc
en
tra
tio
n 
[pp
mv
]
0
5000
10000
Co
nc
en
tra
tio
n 
[pp
mv
]
0
5000
10000
Co
nc
en
tra
tio
n 
[pp
mv
]
0
5000
10000
Co
nc
en
tra
tio
n 
[pp
mv
]
0
5000
10000
Co
nc
en
tra
tio
n 
[pp
mv
]
0
5000
10000
Co
nc
en
tra
tio
n 
[pp
mv
]
0
5000
10000
15000
Co
nc
en
tra
tio
n 
[pp
mv
]
0
5000
10000
15000
Co
nc
en
tra
tio
n 
[pp
mv
]
0
5000
10000
15000
Co
nc
en
tra
tio
n 
[pp
mv
]
0
5000
10000
15000
Co
nc
en
tra
tio
n 
[pp
mv
]
0
5000
10000
15000
Co
nc
en
tra
tio
n 
[pp
mv
]
0
5000
10000
15000
Phantoms
20 40 60 80
20
40
60
80
Phantoms
20 40 60 80
20
40
60
80
Rec. with Landweber
20 40
10
20
30
40
Rec. with Landweber
20 40
10
20
30
40
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Figure F.18 Virtual experiment study: Reconstructions with Landweber algorithm – Part IX
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Figure F.19 Virtual experiment study: Reconstructions with Tikhonov algorithm – Part I
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Figure F.20 Virtual experiment study: Reconstructions with Tikhonov algorithm – Part II
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Figure F.21 Virtual experiment study: Reconstructions with Tikhonov algorithm – Part III
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Figure F.22 Virtual experiment study: Reconstructions with Tikhonov algorithm – Part IV
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Figure F.23 Virtual experiment study: Reconstructions with Tikhonov algorithm – Part V
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Figure F.24 Virtual experiment study: Reconstructions with Tikhonov algorithm – Part VI
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Figure F.25 Virtual experiment study: Reconstructions with Tikhonov algorithm – Part VII
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Figure F.27 Virtual experiment study: Reconstructions with Tikhonov algorithm – Part IX
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Appendix G
Tikhonov reconstruction of real
experiments
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Figure G.1 A few examples of reconstructed measurements with Tikhonov algorithm. Above are the
assumed real concentration fields.
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Abstract
The scope of this work was to develop and implement instrumentation and mathemati-
cal methods for two-dimensional, spatially resolved absorption spectroscopic tomography
based on a drastically reduced amount of measurement data.
Very soon it turned out that design has to be purpose-specific due to the strongly varying
boundary conditions of technical and scientific systems.
Therefore, it was focussed onto an application from environmental soil science. An instru-
ment for monitoring climate gas concentration in the soil-air boundary layer of thawing
permafrost was developed. The spatial distribution of gas that is emitted from soil struc-
tures shall enhance the understanding and modelling of positive feedback processes in
climate research.
The device is based on continuously scanned laser beams and inexpensive retro-reflecting
foil. Currently, an area of 0.8×0.8 m2 is covered and can be imaged with up to 2.5 Hz rate.
The spectroscopic method Tunable Diode Laser Absorption Spectroscopy (TDLAS) allows
for absolute measurements of path-integrated concentrations without the need for any
reference-gas measurement. The accuracy of concentrations retrieved from the scanning
reflective instrument is investigated with measurements of an homogeneous H2O field.
A selection of promising reconstruction techniques is examined regarding reconstructed
image quality, spatial resolution and calculation time.
Eventually, tomographic measurements of a defined concentration field that is generated
by a controlled flow from circular laminar jets are presented. The reconstructed images are
compared to the approximately known concentration fields. Aspects of the instruments’
dynamic range of concentrations, structure sizes and measurement speed are illuminated.
Kurzfassung
Das Ziel dieser Arbeit war es, ein Messinstrument und mathematische Methoden für die
zweidimensionale, räumlich aufgelöste Absorptionsspektroskopie auf der Grundlage sehr
stark reduzierter Messdaten zu entwickeln.
Es stellte sich sehr schnell heraus, dass die Gestaltung wegen der stark variierenden
Randbedingungen technischer und wissenschaftlicher Systeme zweckspezifisch sein muss.
Deshalb wurde der Schwerpunkt auf eine Anwendung aus dem Bereich der Umweltphysik,
genauer der Bodenphysik, gelegt. Es wurde ein Instrument für die Erfassung von Treib-
hausgaskonzentrationen in der Boden-Luft-Grenzschicht von tauenden Permafrostböden
entwickelt. Die räumliche Verteilung der Gase, die aus den Bodenstrukturen austreten,
soll das Verständnis und die Modellbildung von positiven Rückkopplungsprozessen in der
Klimaforschung verbessern.
Das Instrument besteht aus kontinuierlich gescannten Laserstrahlen und kostengünstigen
retroreflektierenden Folien. Momentan kann eine Fläche von 0.8×0.8 m2 abgedeckt und
mit einer Bildfrequenz von bis zu 2.5 Hz dargestellt werden. Die spektroskopische Methode
Tunable Diode Laser Absorption Spectroscopy (TDLAS) ermöglicht absolute Messungen
von Pfad-integrierten Konzentrationen ohne auf Referenz-Gasmessungen zurückgreifen zu
müssen. Die Akkuratheit der Konzentrationen, die mit dem scannenden, reflektierenden
Instrument gemessen wurden, wird anhand von Messungen eines homogenen H2O - Feldes
ermittelt.
Es wird eine Auswahl vielversprechender Rekonstruktionstechniken hinsichtlich der Qual-
ität des rekonstruierten Bildes, der räumlichen Auflösung und der notwendigen Rechenzeit
untersucht.
Schließlich werden tomographische Messungen eines definierten Konzentrationsfeldes
präsentiert, das durch eine kontrollierte Strömung aus kreisförmigen laminaren Jets gener-
iert wird. Zuletzt werden einige Aspekte des Dynamikumfangs der Konzentrationen, der
Strukturgrößen und der Messgeschwindigkeit aufgezeigt.
