problem formulation that addresses optimal power allocation, channel selection, and node scheduling is presented.
I. INTRODUCTION
The traditional spectrum management policies aim to maintain Quality of Service (QoS) guarantee for different entities (e.g. different technologies) accessing the spectrum by allocating different frequency band for each entity.
In [1] it was detected that these policies result in an underutilized spectrum resources. Major findings of [1] include:
• Recent technological advances demand more intensive usage of the spectrum, and are more tolerable to interference.
• The spectrum congestion is mainly due to inefficient spectrum access rather than physical spectrum scarcity.
Cognitive Radios (CR) emerged as a solution to significantly improve radio spectrum utilization by allowing for the existence of a Secondary User (SU) (i.e. a secondary system) that is accessing a spectrum band originally licensed to a Primary User (PU) (i.e. a primary system) [2] - [4] . Two different Dynamic Spectrum Access (DSA) approaches are discussed in literature: spectrum overlay and spectrum underlay. In [5] spectrum overlay is characterized by the SU access to spectrum holes (i.e. portions of the spectrum that are left unused by the PUs), thus eliminating the interference from the secondary side to the primary side and consequently maintain the PU QoS. Spectrum underlay is described as a spectrum sharing mechanism in which SUs coexist with the PUs on the exact same band, thus interference controlling techniques have to be employed to protect the PU transmission. It is clear that SUs access more frequency channels in the spectrum underlay access approach.
In [6] , authors defined the Wireless Sensor Network (WSN) as a network consisting of low-cost, low-power, wireless-communicated sensor nodes. WSN typically consists of a large number of sensor nodes, randomly and densely deployed in the area of interest to account for node failures and harsh environments. Such a scenario concludes that a certain event will be covered by multiple sensor nodes. For example, in [7] , the geographical area is divided into different cells, such that each cell covers a unique event. The optimal state selection (i.e. active, sleep, cluster head) for each node is derived with the aim of minimizing the total energy consumption under multiple constraints. The coverage constraint in [7] was therefore formulated as: for each cell, one or more sensor nodes have to be active.
Adding CR capabilities to WSN was introduced in [8] where authors spotted a new paradigm of WSN communication. In this paradigm, nodes become able to communicate through less crowded channels (e.g. channels with relatively higher Signal to Interference and Noise Ratio (SINR)) instead of communicating through the heavily crowded unlicensed bands. Such a scenario is possible given that the CR-enabled sensor nodes can sense the spectrum and adapt their transmission parameters based on spectrum sensing results, thanks to the CR capabilities.
In [8] , authors stated that the integration of cognitive radios with the regular WSN unleashes a new set of WSN applications such as:
• Multimedia applications.
• Indoor sensing.
• Multi-class heterogeneous sensing applications.
CR-enabled sensor nodes can switch their transmissions to channels that require minimal transmission power (i.e. channels with relatively higher SINR). Also, nodes can switch their transmissions to less crowded channels, and consequently save rapid amount of energy by reducing the probability of re-transmission because of collisions with other wireless systems. Given the features of the CR, and the availability of different channels with different 3 characteristics, the problem of the optimal Spectrum Assignment (SA) for Cognitive Radio Sensor Network (CRSN) shall be investigated to meet the classical, and the most important design objective of the WSN: the energy efficiency.
SA is the problem of allocating resources (e.g. band, channel, bandwidth, transmission power, etc) to a single or different users with the aim of maximizing each user or the whole system goodness (e.g. power consumption). In [9] the authors presented the state-of-the-art proposals in the area of SA, and analyzed the criteria and techniques used for the allocation of resources to users.
In [10] , authors investigated the SA problem for a set of CR nodes coexisting with a set of PUs on the same band in a spectrum sharing setting. Authors formulated a joint channel/power allocation problem that aims to maximize the network sum rate under interference, hardware, and minimum received SINR constraints. Due to the NP-hard nature of the Mixed Integer Nonlinear Programming (MINLP) problem, authors transformed the problem into a Binary Linear Programming (BLP) problem that has a uni-modular constraints matrix, and hence can be solved in polynomial time using any Linear Programming (LP) solver. The maximization of the network sum rate is not a relevant problem to CRSN since the main objective of a CRSN is to minimize the energy consumption. Also, the power budget constraint was not mentioned in this work.
In [11] , authors formulated a joint power allocation, and channel assignment problem that aims to maximize the capacity and minimize the power (i.e. minimize energy per bit) for a set of CR peer to peer links under interference, minimum rate, and power budget constraints. Authors proposed a heuristic algorithm based on Binary Particle Swarm Optimization (BPSO) to solve their proposed MINLP problem. MINLP problems are NP-Hard and thus not applicable for CRSN, moreover the computational complexity of the BPSO is questionable given the dynamic radio environment and the corresponding frequent computation of the optimal power allocation and channel assignment.
In [12] , authors studied the problem of SA in a clustered CRSN in a spectrum overlay settings. Based on the PU activity modeling, Cluster Head (CH) assigns channels to different member nodes with the aim of minimizing transmit power while eliminating SU-SU interference by assigning each channel to one SU at most. In [12] , authors did not consider the power budget, or the minimum rate constraints, which are essential to CRSN.
Different solution techniques to SA problems are presented in literature. Game theory is used in [13] , [14] . Graph theory is used in [15] , [16] . Algorithms based on Lagranigian dual optimization are presented in [17] where the formulation of the problem satisfies the frequency-sharing constraints introduced by [18] , thus a dual Lagrange to the non-convex problem leads to zero duality gap. Heuristic algorithms are also presented in [19] , [20] to provide sub-optimal results in time-constrained problems.
In this paper we consider the problem of SA for CRSN under coverage, interference (secondary-to-secondary interference and secondary-to-primary interference), minimum data rate, and power budget constraints. Specifically, we consider a spectrum sharing setting where the secondary network (i.e. the CRSN) is sharing the available spectrum with a PU system (both use the same frequency band), and trying to establish an up-link communication with their Secondary Base Station (SBS) while satisfying different constraints. Namely, interference resulted at the primary network's receivers is less than a predefined threshold, CRSNs interference on each others is eliminated, transmission power is limited with a power budget, secondary network must achieve a minimum data rate that is related to the the SBS minimum SINR for successful reception of data, and a coverage constraint where the geographical area is divided into multiple cells, each covering a certain event, and each cell must be covered by one active sensor node.
We propose the minimum power algorithm that achieves the optimal solution of our problem. To further reduce the complexity of the solution, we propose three heuristic lower-complexity algorithms to solve the problem: random, greedy, and two-stage (decoupled) algorithms. Our contributions are summarized as follows:
• Investigating the problem of SA for CRSN,
• proposing a problem formulation that jointly optimizes the power allocation, node scheduling, and SA for CRSN,
• using relaxation techniques to transform our problem to a LP problem that is solvable in polynomial time,
• presenting the minimum power algorithm along with three heuristic lower-complexity algorithms to solve the problem, and
• exploring the outcome of these algorithms along with their impact to critical system parameters.
This rest of the paper is organized as follows. In Section II, we present the network model and the problem statement. In Section III, we introduce the MINLP problem formulation and transform it to a BLP problem. In Section IV, we use relaxation techniques to transform the BLP problem to a LP problem, and propose the minimum power algorithm along with three heuristic lower-complexity algorithms to solve the BLP problem. In section V, we analyze the asymptotic complexity for each of the proposed algorithms. In Section VI we describe our model parameters, and evaluate the performance of each of the proposed algorithms through intensive simulations. Finally, Section VII concludes the paper.
II. NETWORK MODEL AND PROBLEM STATEMENT
Since WSN nodes are typically deployed in large populations, different events are covered by multiple sensor nodes [7] .
As shown in Fig. 1 , and Table I , the network consists of a set N of cognitive radio-enabled wireless sensor nodes (i.e. CRSN) that are distributed within a set C of cells and coexisting with PUs operating in an up-link network on the same band, and transmitting on each channel with power P P U (we assume that P P U is the same for all The interference threshold at PU receiver on channel k
The transmission power of node n on channel k
The maximum allowed power of node n (i.e. power budget)
The Channel to Interference and Noise Ratio (CINR) of node n on channel k R th The minimum rate required at the SBS receiver
The channel gain between node n and the Primary Base Station (PBS) receiver on channel k |h k n,SU | 2 The channel gain between node n and the SBS receiver on channel k |h k P U | 2 The channel gain between the PU transmitter and the SBS receiver on channel k N o The power spectral density of a single sided additive white Gaussian noise To extend network life time while guaranteeing the coverage constraint, only one sensor node per cell is selected (i.e. becomes in "Active" state) to report the measured data to the SBS, while other nodes are put in "Sleep" mode. 2 denotes the channel gain between a general SU node n and the secondary base station while operating on channel k, |h k n,P U | 2 denotes the channel gain between a general SU node n and the primary base station while operating on channel k, and |h k P U | 2 denotes the channel gain between a general PU node operating on channel k and the secondary base station
Each of the "Active" sensors selected from different cells is then assigned channels with the aim of minimizing transmit power given a set of constraints:
• interference resulted at the primary network's receivers is less than a predefined threshold, and CRSN nodes interference on each other is eliminated,
• transmission power is limited with a power budget,
• secondary network must achieve a minimum data rate that is related to the the minimum SINR required for successful reception of data,
• and a coverage constraint where the geographical area is divided into multiple cells, each covers a certain event, and each cell must be covered by one active sensor node.
It should be noted that system is time-slotted such that at each slot, a new selection of "Active" sensors takes place, because otherwise the energy of the selected nodes will soon be depleted leaving their corresponding cells uncovered.
III. PROBLEM FORMULATION
In this section we propose a problem formulation that addresses the following questions:
• What is the optimal criteria upon which "Active" sensors are chosen?
• What is the optimal criteria upon which channels should be assigned to these "Active" sensors?
where:
• A c n is a binary variable, and is defined as:
• Y k n is a binary variable, and is defined as:
Y k n , ∀n ∈ N , and indicates whether a node is active or not (regardless of the channel(s) it uses).
• γ k n is defined as:
C1 guarantees that the interference at PBS receiver on channel k doesn't exceed a predefined interference threshold.
C2 guarantees that channel k is used by at most one node. C3 guarantees that the transmission power of node n doesn't exceed its maximum power budget. C4 guarantees that the data rate at the SBS receiver exceeds a predefined threshold. C5 guarantees that the whole geographical area is covered such that one sensor is active per each cell. The proposed formulation allows each node to transmit using multiple channels to satisfy the minimum rate constraint given that the summation of transmit power over these channels doesn't exceed the power budget.
A single node scenario can be thought of as the legacy water-filling problem but with the aim of minimizing sum power given fixed rate constraint. 8 The aforementioned problem is a MINLP problem that jointly optimizes power allocation and channel assignment.
It is well known that MINLP problems are in general NP-Hard and cannot be solved in polynomial time.
Because of the hardware limitations of a sensor node, we assume that each node will be equipped with a single-channel transceiver, so that each node can only transmit to the SBS over a single channel. This assumption transforms the problem to the BLP problem P2 as follows:
Observing the different constraints, one can notice that C1, C3, and C4 can be jointly used to calculate the different transmission powers, P k n , for each node n over all of the channels available in the network (i.e ∀k ∈ K)
as shown in Algorithm 1.
Algorithm 1 P k n Calculation Algorithm 1: Given: K channels, N nodes, and C cells, γ k n , |h k n,P U | 2 , ∀k ∈ K, ∀n ∈ N 2: Power Calculation: Constructing the matrix Q for n = 1 :
The matrix Q resulting form this Algorithm 1 is constructed as follows:
It is worth reiterating that only one channel is used per node, and this channel will be determined by the optimal solution of P2.
P2 can now be solved using the matrix Q and the simple BLP problem P3, where:
IV. SOLUTION OF THE CHANNEL ASSIGNMENT PROBLEM
The BLP problem proposed in P3 can be transformed to a LP using relaxation techniques that are discussed in [10] , [21] . Relaxing the binary variable Y k n to a real-valued variable such that:
results in a LP problem that is solvable in polynomial time. The LP produces the optimal solution of the BLP if the constraints matrix is in the total uni-modular form [10] . An interesting property of P3 is that the constraints matrix is in the total uni-modular form. The following theorem discusses the sufficient conditions for a matrix Z to be totally uni-modular.
Theorem 1.
An m × n matrix Z that can be partitioned to two disjoint matrices Z 1 , and Z 2 is said to be totally uni-modular if [10] , [22] :
• All entries of Z belong to the set {−1, 0, 1}.
• Every column of Z 1 , and Z 2 contains at most one non-zero element.
• Every column of Z contains at most two non-zero elements.
Lemma 1. Constraints matrix of P3 is totally uni-modular.
Proof. Following the proof in [10] , C2 represents K constraints in N K variables. The matrix
representing C2 is constructed as follows:
representing C5 is constructed as follows:
As each node belongs to one cell only,
Thus, every column of Z 2 contains at most one non-zero element.
• Every element in Z belongs to the set {0, 1}.
• Every column in Z 1 , and Z 2 contains at most one non-zero element.
• Every column in Z contains at most two non-zero elements.
Then Z is totally uni-modular matrix, and the optimal solution of the LP is similar to that of the BLP.
We propose the minimum power algorithm that achieves the optimal solution of P3. To further reduce the complexity of the solution, we propose three heuristic lower-complexity algorithms to solve the problem: random, greedy, and two-stage (decoupled) algorithms.
A. Minimum Power Algorithm
As shown in Algorithm 2, minimum power algorithm jointly optimizes the selection of nodes and channels in order to minimize the total transmission power. This is done by solving P3 using any LP solver considering the whole matrix Q as an input.
Algorithm 2 Minimum Power Algorithm 1: Given: K channels, N nodes, and C cells, γ k n , |h k n,P U | 2 , ∀k ∈ K, ∀n ∈ N 2: P k n Calculation: Constructing the matrix Q Run Algorithm 1 3: Node/Channel Selection Solve P3 with Q as an input.
B. Random Algorithm
As shown in Algorithm 3, random algorithm chooses a random node out of each cell, then assigns channels to the selected nodes randomly. At each iteration, the column corresponding to the selected channel, and the rows corresponding to the cell containing the selected node are removed and algorithm reiterates.
Algorithm 3 Random Algorithm 1: Given: K channels, N nodes, and C cells, γ k n , |h k n,P U | 2 , ∀k ∈ K, ∀n ∈ N 2: P k n Calculation: Constructing the matrix Q Run Algorithm 1 3: Node Selection for c = 1 : C S(c) ⇐ select a random node end 4: Channel Selection for s = 1 :
As shown in Algorithm 4, greedy algorithm performs 2D search in the matrix Q and merge the pair of node/channel that has minimum transmission power. At each iteration, the column corresponding to the selected channel, and the rows corresponding to the cell containing the selected node are removed and algorithm reiterates. 
In this algorithm, the problem is decoupled into two independent sub-problems: node selection, and channel assignment. In node selection problem, the node with higher residual energy is chosen to represent the cell, thus balancing the load between nodes and extending nodes lifetime. In channel assignment problem, P3 is solved using any LP solver over the reduced dimension problem as shown in Algorithm 5.
Algorithm 5 Two-Stage Algorithm 1: Given: K channels, N nodes, and C cells, γ k n , |h k n,P U | 2 , n Eres , ∀k ∈ K, ∀n ∈ N 2: P k n Calculation: Constructing the matrix Q Run Algorithm 1 3: Node Selection for c = 1 : C S(c) = max(n Eres ), ∀n ∈ N c end 4: Channel Selection Solve P3 with Q s as an input.
V. ASYMPTOTIC COMPLEXITY ANALYSIS

A. Minimum Power Algorithm
In [23] , authors presented a polynomial time LP solver that has a worst case complexity of O(n 2.5 ) per iteration, and performs O(nL) iterations, where n represents the dimension of the problem, and L represents the total number of bits in a binary representation for each of the optimal variables. Assuming L = 1, the overall complexity of the minimum power algorithm is of O((N K) 3.5 ).
B. Random Algorithm
Random algorithm performs O(2C) iterations to select random nodes, and then selects random channels, with each iteration consisting of O(1) random selection of node/channel.
C. Greedy Algorithm
As stated in [17] , the worst-case complexity of a greedy algorithm performing 2D search in an unsorted matrix is of O(n 2 m 2 ) where n, and m are the dimensions of the matrix. Thus, our proposed greedy algorithm has a worstcase complexity of O(N 2 K 2 ) per iteration, and performs O(C) iterations to cover all cells. The total complexity of the greedy algorithm is of O(C(N K) 2 ).
D. Two-Stage (Decoupled) Algorithm
The complexity of the two-stage algorithm consists of the complexity of selecting C nodes with the maximum residual energy during C iterations, followed by the complexity of the LP solver, thus the overall complexity of the two-stage scheme is O((CN 2 ) + (CK) 3.5 ).
VI. PERFORMANCE EVALUATION
A. Simulation Parameters
We consider a square area of 100 × 100 m 2 , 30 nodes, 6 cells, 5 nodes per each cell, and 6 available channels. 2) Minimum Data Rate: The minimum transmit power for each node is greatly influenced by the minimum required data rate. Minimum data rate is mapped to a minimum SINR required at the SBS to successfully decode packets. Fig. 3 shows the average power consumption per round for the proposed algorithms against different values of minimum data rate (labeled as R th ). Fig. 3 acknowledges that for every value of R th , minimum power algorithm achieves the minimum sum power.
3) Interference Constraint: Fig. 4 shows the average number of blocked cells for different algorithms, under different values of interference constraint. A blocked cell represents an uncovered event. A cell is blocked if the interference constraint is too tight that under the current channel conditions, the minimum power to achieve the minimum rate is exceeding the interference threshold resulting in an unfeasible solution. Fig. 4 shows that the minimum power scheme incurs less blockage than other schemes, this is because, given some nodes with unfeasible solution, the LP algorithm is still able to jointly optimizes the selection of "Active" nods and channels by searching for a feasible combination of "Active" nodes and channels that achieves the required minimum rate while minimizing the sum power. An interesting observation in Fig. 4 is that the greedy scheme achieves less blockage than the two-stage scheme although the latter employs LP algorithm. This is because, the greedy algorithm, operates on the whole matrix Q, in a sense that, for each iteration it merges the node/channel that achieve minimum transmit power. However, the two-stage algorithm reduces the dimension of the problem by firstly selecting nodes with higher residual energy and promoting them to communicate. In this case, LP algorithm has little combinations as compared to both minimum power and greedy algorithm resulting in higher number of blocked cells.
4) Lifetime:
In Fig. 5 , we consider the residual energy of each node to be 1 J. Fig. 5 shows that the two-stage algorithm is more stable than the minimum power algorithm in terms of nodes lifetime. This is because, in the two-stage algorithm, load balancing is employed in a sense that at each round, the node with a higher residual energy is chosen to represent the cell. It shall be noted that a residual energy of 1 J is considered in this figure. Fig. 6 shows the number of bits per watt for each of the four algorithms. Based on the preceding discussion, it is clear that the minimum power algorithm achieves higher data per watt than any of the other algorithms. It shall be noted that a residual energy of 1 J is considered in this figure.
5) Data per Watt:
VII. CONCLUSION
In this paper we consider the problem of Spectrum Assignment (SA) for Cognitive Radio Sensor Network (CRSN) under coverage, interference, minimum data rate, and power budget constraints. A Mixed Integer NonLinear Programming (MINLP) problem formulation that addresses optimal power allocation, channel selection. and node scheduling is presented. The problem is transformed to a Binary Linear Programming (BLP) problem that can be transformed to a Linear Programming (LP) problem using relaxation techniques. The resulted LP problem is solvable in polynomial time and is proved to have the same optimal solution of the BLP. The minimum power algorithm is proposed as the optimal solution to our problem. To further reduce the complexity of the solution, we proposed three heuristic lower-complexity algorithms to solve the problem: random, greedy, and two-stage (decoupled) algorithms. Asymptotic computational complexity is investigated for each of the proposed algorithms, and intensive simulations were carried out to investigate the performance of these algorithms. Minimum power algorithm is shown to be superior to other algorithms in terms of power consumption, immunity to interference constraint, and the amount of data sent per watt. Two-stage algorithm is superior to other algorithms in terms of nodes lifetime because of its load balancing property. Greedy algorithm surpasses the two-stage algorithm in the immunity to interference threshold because it operates on the whole power allocations matrix Q, consequently has a higher opportunity in finding a feasible pair. 
