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INTRODUCTION 
Part I of this paper detailed how a modified Smale horseshoe map and a 
corresponding symbolic dynamics can arise in the study of flows on compact 
metric spaces. Part II will now apply those results to some specific examples 
of Hamiltonian systems with two degrees of freedom. 
We consider differential equations of the form jE = -W, , x E R2, and 
concentrate on solutions of a fixed energy. Geometrical conditions are then 
stated which guarantee that within the corresponding energy surface a finite 
number of subregions can be distinguished, and given any bi-infinite sequence 
of the subregions, solutions can be found which pass from region to region in 
the specified order. Moreover, if the given sequence is periodic, a subset of 
such solutions can be found which can be analyzed using symbolic dynamics. 
As a consequence of this pathological behavior, it is shown that no second 
integral of the equations can exist. 
In each of our examples there is a critical energy at which two or more 
Hill’s regions meet, and by results in [4] the hypotheses we give then imply 
that the corresponding critical point generates a finite number of isolated 
unstable periodic orbits as the energy level increases. The regions described 
above are chosen so that each contains exactly one of these periodic solutions 
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(and no other bounded solutions), and the proof of our results rests on showing 
the (topologically) transversal intersection of the stable and unstable manifolds 
of any distinct pair of these solutions. 
Part I allows us to bypass the (nontrivial) problem of proving the unstable 
periodic orbits are hyperbolic, although numerical evidence suggests this to be 
true [13]. Also, Part I allows for a weaker than usual definition of “transversal 
intersection,” thus avoiding the problem of proving the actual transversal 
intersection of the stable and unstable manifolds in question. Indeed, we do 
not even need to show that the stable and unstable “manifolds” we encounter 
are manifolds. 
Section 1 gives the hypotheses and statements of the main theorems, and 
in Section 2 the proofs are detailed. The casual reader may wish to bypass this 
second section and concentrate on the examples. In Section 3 the verification 
of the first four hypotheses is shown to follow (in the examples we present) 
from analytical results in [4], and the verification of the remaining two 
hypotheses is indicated. In Section 4 a class of potentials is considered in 
which the fifth hypothesis can be verified with simple geometrical arguments, 
and in Section 5 an example is given in which numerical methods are used to 
verify that hypothesis. The proofs in these two sections are quite detailed, in 
order that the reader may see how to apply the methods herein to other 
potentials; the examples of Sections 6 and 7 are presented in a more descrip- 
tive manner. In the last section we offer an example in which the fifth 
hypothesis is not satisfied, although near the origin the energy surface is much 
like that of the example in Section 7. 
1. HYPOTHESES AND CONCLUSIONS 
For s E R2 let W(x) be a C3 potential. We consider the three-manifold 
{x, y E R2: H(x, y) = $ / y I2 + W(X) = h} of solutions of energy h of the 
differential equations 
3i =y, 
j=-W rn, 
where h is a regular value of the Hamiltonian H. We refer to this manifold 
simply as H = h. 
Let 9(~,y) = x be the projection of H = h into the x-plane. Note that 
H = h projects to {x: W(x) < h}, a set we refer to as the region W(x) < h. 
A line (segment) L in the x-plane is a gradient line (segment) of W if for each 
p EL we have W,(p) parallel to L. 
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HYPOTHESIS 1. There is a critical energy h, such that for h > h, the region 
W(x) < h has a bounded subregion containing the origin which is the union 
of closed two-cells & , i = l,..., m, , where m, 3 3, with the following three 
properties (see Fig. 1): 
Branches of level 
cur”e W=h 
FIGURE 1 
(a) a& consists of two segments ei and fj , one on each of two distinct 
branches of the level curve W = h; a line segment & connecting an endpoint 
of ei with one of fi; and two gradient line segments gi and hi of the potential W 
connecting the other endpoints of ei and fi , respectively, to the origin. 
(b) For i # .i, int (&) n int (a) = m, and a& n a& consists either 
solely of the origin, or of one gradient line segment from W = h to the origin. 
(c) All gradient lines of W pass through the origin. Each region & 
is separated into two components by one and only one such gradient line, and 
this line intersects Li . 
Write B = Uyzi & . For each x E & the set 
.9-l(x) = ((x, y): / y I2 = 2(h - W(x))} 
is a circle with radius continuous in x that is positive except when W(x) = h. 
Thus, Ri = c?+‘(&) is homeomorphic to S2 x [0, 11. We take &* = 
8-i&) m S2 x (O}, and see that the other boundary component Zd GV 
5’s x {I} of Ri projects onto the two gradient line segments gi and hi of 
Hypothesis l(a). Th us, Hypothesis l(b) implies that for i # j, aRi n aRj 
consists either of a closed two-disc whose boundary is the “circle of velocities” 
B-l(O, 0) at the origin, or simply B-l(O, 0) alone. 
In the subsequent text the word “orbit” will mean a solution of energy h 
of the differential equations (1). 
HYPOTHESIS 2. Let 1 < i < mO. Any orbit that is tangent to Zi* will be 
tangent at exactly one point, and will never intersect int (RJ. Moreover, any 
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orbit which leaves Iii through &* in (&)-time will never again intersect Ri 
in (-j)-time. 
Orbits of the first kind are said to “bounce off” &*. Orbits of the second 
kind are said to “come from infinity in leg i” if they leave R, through &* in 
negative time, and to “go to infinity in leg i” if they leave Ri through &* in 
positive time. Orbits which bounce off Zi* come from and go to infinity in 
leg i. 
HYPOTHESIS 3. Let 1 < i < m, . There is a periodic orbit 17i in int (Ri) 
with the following three properties: 
(a) II, is the only solution of (1) with energy h that remains in Ri for 
all time. 
(b) G’i = WA) is an arc which intersects each of ei and.fi in a& in 
exactly one point. 
(c) 9-‘(gi) - I& is the union of two open discs Dirt (see Fig. 2) 
consisting of points on orbits which go from & to Zi* in Ri in (j-)-time. 
Moreover, the mappings carrying Di* to Zi in (T)-time, and Di* to Xi* in 
(&-)-time, are homeomorphisms. 
Note that (b) implies Zig = S-l(&) is a two-sphere. Ri is obtained by 
rotating Fig. 2 about the vertical axis. 
FIGURE 2 
We introduce some notation: 
ri+ = {p E &: 3~ > 0 such that p * (0, e) C int (RJ}, 
Ti- = {p E Zd: 3~ > 0 such that p . (-e, 0) C int (Ri)}, 
Ti = i$ - pi+ u Yi-), 
w .+ = {p E ri+: p . [0, co) C Ri}, z 
q- ={PEY~-:p-(- cqO]CR,}. 
yi* and wi* are analogous to the sets bi* and ai* of an isolating block. The 
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sets rif are open (rel&), and wi* and ri are closed. Note (Fig. 3) that the 
“tangency set” 7i consists of a segment on each of the two solutions of (1) 
that project to gi and hi (these orbit segments are denoted ‘pr and ~a in Fig. 3) 
and two arcs (rr and ya) on the circle of velocities 8-l(O, O) at the origin 
connecting the points where the two solutions intersect this circle. Thus 
Ti M B. 
FIGURE 3 
By Hypothesis 3(c) the flow carries the open disc Di* on &# in (?)-time 
through Ri onto an open disc Ti* C rif. Since (rel 2$#) we have aD,+ = ni , 
and since 17i is the only invariant set in Ri , it is clear that (rel 2Yi) we have 
aTi* C w$. On the other hand, let NT,* be the open (rel &) set of points in 
Ti* that are carried by the flow through Ri in (-J-)-time to +. Then (rel Zi) 
we have aNTi* containing ri as one component, and all other components of 
aNTi* lie in w$. Points of T,k sit on “transit orbits” which traverse the 
region Ri and go to infinity in leg i in (-J-)-time. Points in NT,+ sit on “non- 
transit orbits” which enter int (R,) in positive time and exit from Ri via NT,-. 
Although it is sketched as a curve on Zi in Fig. 4, the “asymptotic” set wi* 
could conceivably be quite bad. The next hypothesis is needed to keep it 
within reasonable bounds. 
HYPOTHESIS 4. wi* is the intersection of a sequence of closed annuli 
A,,*(i) in rif, each containing ui* in its interior, with A;+,(i) C int (A,*(i)) 
form = 1, 2,... . 
By Hypothesis 3(b) the sphere &# which projects to gi separates & 
from Zii* in Ri. By the definitions of Ti* and NT,+, we then have ri+ = 
Ti+ U wi* U NT,*. It then follows that the “inner” and “outer” bounding 
circles of A,,*(i) are in Ti* and NT,*, respectively. 
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FIGURE 4 
LEMMA 1.1. For indices 1 < i < m,,: 
(a) CO+* has no interior points (rel &); 
(b) wi* is connected; and 
(4 qf = aTi* u (aNTi* - TO (rel C,). 
Proof. (a) is an easy consequence of the area-preserving properties of 
Hamiltonian flows, and (b) is immediate from Hypothesis 4. As for (c), the 
inclusion aTi* u (aNT,* - TV) C ui* was established above, and the opposite 
inclusion follows from (a). Q.E.D. 
Lemma 1.1(a) is the only result in this paper that makes use of area- 
preservation. If it were known that the Ui were hyperbolic, the lemma could 
be shown without using this characteristic of Hamiltonian flows. 
Although o+* is connected, it could still have “antennae” as in Fig. 5, 
FIGURE 5 
and for technical reasons it is desirable to remove those “antennae” which 
point into T,*. We thus define Ti* to be the union of Ti* and all p E aTi* 
contained in some open (rel ZJ set N(p) which does not intersect NT,*. 
LEMMA 1.2. For indices 1 < i < m. , Ti’i” is open (rel &). 
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Proof. Let p E pi*. If p E Ti*, we are done since Ti* is open. If p E aT,*, 
there is a neighborhood N(p) missing NT,*. Then N(p) C pi* by Lemma 1.1. 
Q.E.D. 
HYPOTHESIS 5. For each pair of indices i # j, there is a “crossing orbit” 
Cif which intersects both Ti- and Tj+. 
By Hypotheses 2 and 3(c) we see that the orbits Cij(t) come from infinity 
in leg i and go to infinity in legj. In many of our examples there will also be 
“canonical” crossing orbits Cii(t) intersecting both Ti- and Ti+, meaning 
that Cdd(t) = Y(Cii(t)) will trace out a gradient half-line of the potential W. 
By Hypothesis 5 we can define a homeomorphism between neighborhoods 
in ri- and rj+ of Cij(t) n T,- and Cij(t) n Tif, respectively, by following 
points along orbits of the flow. These remarks, of course, also apply to the 
orbits Cii(t) when they exist. Our last hypothesis concerns how far this map 
can be extended. 
HYPOTHESIS 6. Let UC Fi’i- be the maximal connected open (rel &) set 
containing C&(t) n Ti- which is carried homeomorphically by the flow onto 
U* C Tj+. Also, let K C wi- be any connected set intersecting cl (U) which is 
carried homeomorphically by the flow onto K* C Tj+ u wj+. Then, 
(a) cl (U) is carried homeomorphically by the flow onto cl (U*); and 
(b) cl (K) is carried homeomorphically by the flow onto cl (K*). 
We can now state our main results; the proofs will be given in Section 2. 
THEOREM 1.3. Assume Hypotheses l-6 hold, and let {RiY)Fz-, be any 
bi-injinite sequence of the regions Ri such that Riy # RiYCl for v = 0, rf 1, &2,. . . . 
Then in each Riy there is a block Biy containing IT<, , and there are uncountably 
many solutions of the dz$ferential equation (1) with energy h which pass through 
the sequence of blocks {BiyjVm=-m in the specijed order. Moreover, if this sequence is 
periodic, then 
(a) there is a nonempty subset of the above solutions which can be analyzed 
using the shift operator on a space of bi-infinite sequences of$nitely many symbols; 
and 
(b) given any integer 1 > 0 there is at least one periodic orbit which passes 
through the sequence of blocks 1 times and then closes. 
The precise meaning of (a) is that Theorem 7.4 of Part I can be applied. 
Indeed, the method of proof will be to verify the hypotheses of Theorems 6.12, 
7.4, and 8.1 of Part I. 
Modifications of Theorem 1.3 are available. For example, if (RiJ& is any 
$nite sequence of the regions Riy such that RiV # Ri YCI ’ v = 1'1 ,...) vz - 1, 
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then one can find uncountably many solutions which come from infinity in 
leg i, , pass through the blocks Biy C Riy in the specified order, and then go to 
infinity in leg iV, . The obvious analogs for {Ri,)“,a=-, and {RfJYY1 also hold. 
The proofs are easy modifications of the proof of Theorem 1.3 given in the 
next section; for further details see [14]. 
We define a Cl function g: R4 -+ R to be an integral for the differential 
equations (1) provided g is constant on solutions (x(t), y(t)) of (1); that is, 
(d/dt) g(x(t), y(t)) = 0. Note that the Hamiltonian H is such an integral, and 
recall that the energy h is a regular value of H. 
THEOREM 1.4. If Hypotheses l-6 hold, then the dzjferential equations (1) 
have no second integral g with g 1 Iii = ci and (h, ci) as a regular value of 
(H, g): R4 --+ R2. 
2. PROOFS OF THEOREMS 1.3 AND 1.4 
We assume Hypotheses l-6 hold throughout this section. The indices 
1 < i, j < ltl,, will be fixed, 1 < K < m, will be arbitrary, and we will work 
in the relative topologies on ,Zi , Zj , and ,& . 
Most of this section is concerned with proving the existence of a non- 
degenerate heteroclinic orbit (Definition 5.1, Part I) from ILli to l7j . This will 
be done by first showing that the open set U of Hypothesis 6 must appear as 
in Fig. 6(a), and then that the flow carries api- “across” aTj+ as in Fig. 6(b), 
giving “two” heteroclinic orbits. Hypothesis 4 will then be used to prove there 
are corresponding nondegenerate heteroclinic orbits and to construct the 
windows needed for Theorems 6.12 and 7.4 of Part I. 
(b) 
FIGURE 6 
Unfortunately, aTi- and aTj+ may not be nice curves as sketched in 
Fig. 6, and the “two” heteroclinic points given above may even be continua. 
This presents a number of purely technical difficulties to be overcome. Set 
_wk* = aTk*. We will show that Ed* is simply wb* without the “antennae.” 
LEMMA 2.1. gr* = aT,* n aNT,*. 
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Proof. aT,* n aNT,* C aTk* by the definition of pk+. To see the 
reverse inclusion, choose p E _wk* = arf,*. Then every neighborhood of p 
intersects pk*, hence Tk+, so p E aT,*. If p # aNT,*, then there is a neigh- 
borhood of p which does not intersect NT,*, so p E pk*. But then 
p E aTkf( n Tk*;, an empty set by Lemma 1.2. This contradiction completes 
the proof. Q.E.D. 
LEMMA 2.2. _wlc* is connected. 
Proof. By Lemmas 1 .I and 2.1 we have rkf - pk* = cl (NT&*) - rk . 
Thus Z;, - Fk* = cl (NT,*) U r,?, a connected subset of the two-sphere Z;, , 
hence Fkk is simply connected. The result now follows since the boundary of 
a simply connected subset of a two-sphere is always connected [12, p. 1441. 
Q.E.D. 
LEMMA 2.3. IjL is a Hatudor- continuum and W is an open subset qf L, 
then the closure qf any component of W must intersect a W. 
Proof. See [8, p. 471. Q.E.D. 
Now let U and U* be as in Hypothesis 6, and let 8: cl (U) -+ cl (U*) be 
the homeomorphism described in that hypothesis. By Hypothesis 5 we have 
Tj+ ($ U’, hence there is a point p,* E (au*) n Tjf, and by Hypothesis 6(a) 
there is a unique p, E aU such that O(p,) = p,*. Note that p, E _wi-, for 
otherwise some neighborhood of p, in rfi- would be carried by the flow into 
T,f; hence, U would not be maximal. 
Next let K be the maximal connected subset of wi- containing p, which is 
carried homeomorphically by the flow onto K* C T,+ U wi+. By Hypothesis 
6(b) we see that K and K* are compact. Thus, there is an open set V con- 
taining K, with cl (V) C ri-, such that cl (V) is carried homeomorphically 
by the flow onto ~1 (V*) C rjf ( see Fig. 7). We also use 8: cl (V) -+ cl (V*) to 
denote this homeomorphism. 
By Hypothesis 5 we see that si- Q K, and similarly that Fj+ q K*. There- 
fore, we can assume that V has been chosen such that wi- Q cl (V) and 
_wj+ @ cl (V*), as depicted in Fig. 7. 
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Let J$ be that component of V n ga- which containsp, , and set K* = B(K). 
PROPOSITION 2.4. There is a point q,, E g such that 6(q,,) E NT,+. (In 
other words, &* “crosses” wi+ as suggested in Fig. 6(b), thereby giving a hetero- 
clinic orbit from lIi to II, .) 
Proof. Otherwise K* C Tj+ u wj+; hence, cl (K) C K. But by Lemmas 2.2 
and 2.3 we have cl (&Y) n aV # ,tz ; hence, K n 8V # @, contradicting 
KC V. Q.E.D. 
Because of certain technicalities, the heteroclinic point (or points) in 
&* n wj- may not be the ones required for the construction of windows. 
The following considerations eliminate these problems. 
Let N,3 N,I ...I N,T, *+. be a nested sequence of connected open sets 
such that fly N, = {pa}, cl (NI) C V, and B(c1 (NI)) C Tj+. Let N(q,) be an 
open connected set containing ~a with cl (N(q,,)) C V and B(c1 (N(p,))) C NTj+. 
Since p, , q,, E wi-, by Lemma 2.1 each N, and N(p,) intersects both Ti- 
and NT,-. By Hypothesis 4 there is a nested sequence of closed annuli 
A,- = Am-(i) in yi-, each containing wi- in its interior, with n; A,- = wi- 
and AiT, C int (A,-). Let o(A,-) d enote the “outer” boundary circle of A,-, 
where o(A,-) C NT,-. Similarly, let i(A,-) be the “inner” boundary circle 
of A,-, where i(A,-) C Tip. By reindexing if necessary, we can assume 
each o(A,-) and i(Am-) intersects both N, and N(qO). Choose points 
p,’ E o(A,‘) n N, and qnE’ E i(A,-) n N, . Since N,,, is open and connected, 
there is an arc ymf in N, connectingp,’ to qm’. Any such arc must cross UJ~-, 
and in particular contain at least one subarc yrn that lies in int (A,,-) except for 
endpoints p, E o(A,-) and qm E i(A,-). Note that y7n C N, (see Fig. 8). 
FIGURE 8 
Again, by Hypothesis 4 there is a nested sequence of closed annuli 
A,+ = A,,+(j) in yi+, each containing wj+ in its interior, with fly A,,,+ = wi+ 
and A+ nL+l C int (A,+). Let o(A,+) denote the “outer” boundary circle of 
A,+, where o(A,+) C NT,+. Similarly, let i(A,+) be the “inner” boundary 
circle of A,+, where i(A,+) C Tj+. By reindexing if necessary, we can assume 
B(c1 (Nr)) n A,’ = m = B(c1 (N(q,))) n A,+. 
76 CHURCHILL AND ROD 
Set l?, = W(o(A,+) n cl (V*)), and define P,,, to be that component of 
int (Am-) - I’,, that contains ym n int (A,-). Recall that ‘yn C IV, C V 
implies B(y,,J C Tj+. 
LEMMA 2.5. There is a positive integer m such that P, C V; hence, 
cl (P,) C cl (V), the domain of the JEow map 8. Further, r, separates y?,& n P, 
from q0 in int (A,-). l 
Proof. Assume that for each m there is a point s, E P, n 3V. Construct 
an arc L;, C P,,, connecting a point t, E ym n PWh with s,, , and let C, be that 
component of & n cl (V) which contains t, . Then there is a subsequence of 
the C, that converges to a continuum CC cl (V). Since fir A,,- = wi-, we 
must have C C wi- n cl (V). Also, p, E C since t,,, E N, and n: ATT,* = {p,,]. 
By definition of P,,, , each C, is such that e(C,,J lies in the closed disc in 
rj+ containing Tj+ and bounded by o(Am+); thus e(C) C T,+ v wj+. But then 
C C K since K is the maximal connected subset of wi- containing p, which is 
carried homeomorphically by the flow into Tj+ u wj+. However, each 
C, n aV # ,GJ ; hence, C n aV # o implying K n aV # m, a contra- 
diction to KC V since V is open. Thus, for some index m we have P,,, C V. 
If I’,, does not separate ym n P, from q0 in int (A,,-), then there is an 
arc y C P, connecting 3/m n P, to q0 . Since P, C V, ecy) is an arc in rj+ from 
Tj+ to &s) and not intersecting o(A~+), a contradiction. Q.E.D. 
Let the index m be as in Lemma 2.5 for the remainder of this section. Then 
by Proposition 2.4, running along o(A,-)[i(A,-)] in either direction from 
p&J, one encounters I’, . Since the arc y,,, lies in int (A,-) except for its 
respective endpoints p, and qm , we see that P, - ym consists of two disjoint 
open connected sets; we let E, be that component which is bounded “on the 
left” by ‘ym as shown in Fig. 9. 
qrn itA,) 
FIGURE 9 
Defining d, = O-l(i(A,+) n cl (V*)), we see that A,,, separates y,,, from r, 
in int (A,-) as @(cl (NJ) n A,+ = 0. Let r be the unique subarc of r, 
such that r lies in int (A,-) except for respective endpoints on o(A,-) and 
i(A,-), and rC aE, (see Figs. 9 and 10). Define E’ to be that component of 
E, - A, with r C aE’. Then there is a unique subarc A in A, such that A 
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qm 
A4 i (Ai) 
FIGURE 10 
lies in int (A,-) except for respective endpoints on o(A,-) and i(A,-), and 
A C 8E’ (see Fig. 10). Set E = cl (E’) C cl (V). Notice that B(E) C A,+. 
It then follows that there are unique arcs A,: [0 I] -+ o(A,-) n aE and 
A,: [0, 11 * i(A,-) n aE such that for 71 = 0, 1, we have X,(O) E (I, , 
h,(l) E I’,,, , and X,(0, 1) n (A, u I’,) = o (see Fig. 10). Note that the 
image,of E under B may look as in Fig. 11, which we have modeled on 
Fig. 10. We henceforth refer to the arcs X,([O, 11) simply as A, , n = 0, 1. 
FIGURE 11 
Recall that both wi- and gi- separate o(A,-) from i(A,-) in A,-; similarly, 
both wj+ and sj+ separate o(A,+) from i(A,+) in A,+. Thus, both 
F(oJ~+ n cl (V*)) n E and 8-l(gj+ n ~1 (V*)) n E 
separate A from I’ in E. Note that although 8-l(wj+ n cl (V*)) n E contains a 
subcontinuum K’ intersecting both o(A,-) and i(A,-), we may have 
K’ n A, = i?~ or K’ n A, = ia (possibly both). However, the two “asymptotic” 
sets wi- and 8-l(wj+ n cl (V*)) will “cross” in E as in Fig. 12, which we have 
B”‘(w)l cl (V*))n E B-‘lu;ll Cl (v*)ln E 
FIGURE 12 
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modeled on Fig. 11. Hence, there is at least one heteroclinic orbit Uij from 
.l7i to ni passing through E. The structure of E will allow us to prove Oij is 
“nondegenerate” in the sense of Definition 5.1 of Part I. 
By Theorem 2.3 of Part I there is an a,-chain containing the isolated 
periodic orbit IIn , n = ;,i. By Theorem 4.1 of Part I we can find a block B, 
with J7% = I@,) such that B, n Zn = ,GJ with B, contained in the an-chain. 
Pushing along orbits, one can define a homeomorphism ai between some 
neighborhood of wi- in ri- and some neighborhood of a component ai- of 
of ai- in bi- such that a,(~,-) = -ai-. By Hypothesis 4 we can assume that 
A,- lies in the domain of & , where the index m is as in Lemma 2.5. Similarly, 
we can assume that A,+ lies in the domain of a homeomorphism pj carrying 
some neighborhood of wj+ in rj+ onto a neighborhood of a component aj+ 
of uj+ in bi+, and that pj(wj+) = gi+. Th eorem 4.2(a) of Part I then implies 
that the sets ai (int (A,-)) and pi (int (A,+)) are q- and aj-chains, respe$tively, 
say M-(i) and M+(j). Let Vii = &(E) and Yij = (pj 0 B)(E) (see Figs. 10-12). 
Then we have a homeomorphism hij: r;ij -+ Yii between closed neigh- 
borhoods obtained by following the flow. Recall that V and V* were chosen 
so that _wi- g cl (V) and cam+ Q cl (V*). Therefore, by reparametrizing A,- and 
A,+ if necessary, we can assume that (1) Uij n M-(i) = Ui, n M,,-(i) and 
Yij n M+(i) = Yij n J&,+(j); and (2) Uij n M,-(i) is ol,-transversal to M-(i) 
and Yij n M,,+(j) is olj-transversal to M+(j). 
THEOREM 2.6. Oij is ol-nondegenerate from Bi to Bj . 
Proof. Conditions (a) and (e) and the latter half of (b)-(c) of Definition 5.1 
of Part I have just been given above. The remaining conditions in (b)-(d) 
follow from the structure of E and the “crossing” in E of the two “asymptotic” 
sets (see Figs. 10-12). In particular, condition (d) holds since 
IF(w~+ n ~1 (V*)) n aE C aA,- 
whereas M-(i) = 6i (int (A,-)). Q.E.D. 
By an interchange of subscripts if necessary on M,-(i) and M,-(i), we can 
assume that p E M+(j) - _aj+ is “to the left of” _a,+ (see Section 5 of Part I 
for the definition) if and only if &i(p) E NT,+. Similarly, we can assume that 
q E M-(i) - gi- is to the left of ai- if and only if &l(q) E NT,-. 
The above constructions can be carried out for any distinct pair of indices 
1 < i, j < m,, (i = j allowed in some examples). The next result is then 
immediate. 
THEOREM 2.7. Let {B&‘==-, be any sequence of the blocks {B,,}E& such that 
BiV # BiY+l for all V. Then {B$}F!o=-m is Q transition chain (Definition 6.1 of 
Part I). Moreover, Theorems 6.3 and 6.4 pf Part I hold. 
PATHOLOGY IN DYNAMICAL SYSTEMS II: APPLICATIONS 79 
Proof of Theorem 1.3. Let {BiV}r=-, be as in Theorem 2.7, and w.1.o.g. let 
Biml = Bi and BiO = B, . Using Hypothesis 4 we can take m’ > m (where m 
is as in Lemma 2.5) such that if p E &(A:) is to the left of aj+, then 
am E M-(j). Then with E as above (Figs. 10-12) we first construct a 
closed two-cell F in A,+ containing B(E) C A,+ as follows: Connect &,A,) and 
8(A,) by arcs C, and C, , respectively contained in o(A,+) and i(A,+) as in 
Fig. 13 (compare with Fig. 11). Then aF consists of C, u C, U Q,) u t9(&). 
: : Cl o (A;) 
FIGURE 13 
Define_F to be that component of (F - wj+) containing C, . Let & be an arc 
in int (F) except for respective endpoints on 0(&J and 0(x,) away from wj+. 
For n = 0, 1, recall that (8 o h,)(O) E i(A,+) and (0 o A,)( 1) E o(A,+). There 
are 0 < s,, , s1 < 1 such that (6 0 A,J(s,J E wi+ and (6 0 X,)(s, , l] n qf = o 
for 12 = 0, 1. Also, there exist 0 < s, < t, < 1 such that (8 0 h,)(t,) E o(Az) 
and An’ = (13 o h,)(s, , t,) n o(Az) = 0 for n = 0, 1. Define F’ to be that 
component of (AZ n F - wi+) containing A,’ and A,‘. Let _T be an arc in 
int (8”) except for respective endpoints on &’ and A,‘. Define _wi to be the 
closed two-cell bounded by _T, & and two arcs S, and S, , respectively, in 
0(&J and 0(x,) connecting B to _T (see Fig. 14). 
B’ i [A*,) 
FIGURE 14 
Set Wi = &(_W, B = &(B), and T = j!J(_T). Recall that Wjz is that 
component of ( Wi - _aj+) containing T, and that M+(j) = /3j (int (A,+)). 
Then Wit C int (/3J(A&‘)) implies ~~i( W,“) C M-(j) by the choice of m’ > m 
above. Thus we see that Wj is a window in M,,+(j) with top = T, bottom = B, 
and sides = /3f(S,) u /$(S,). 
505 /21/l-6 
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W.1.o.g. write Biy = B, for each block in the transition chain {B$~-, , 
and for v 3 0 let WV C M,+(U) b e a window constructed as in the previous 
paragraphs. Choose a connected open neighborhood NV-, of e;-i such that 
h,-,(N,-, n UV--l,Y) separates the sides of W as in Fig. 15. By Hypothesis 4 
we can let NV-i be the interior of an annulus. 
B <h,., (a,.r n U,.,,,) 
FIGURE 15 
Next connect the sides of WV-, with an arc T’ contained in 
in the same way _T was constructed above so as to define a new window W,,‘-, 
with top = T’ and (IV~-# C ?~;!r(N~-i) (see Fig. 16). 
FIGURE 16 
Wi-, consists of that two cell in WV-, bounded by T’, the bottom of W,,-, , 
and two arcs in the respective sides of WV-, connecting T’ to the bottom of 
w,-I * 
From the construction it is obvious that Wi-, is compatible with WV (using 
the analogs of Definition 6.6 (i)--(iii) of Part I for windows). Moreover, when 
M, is similarly modified to Mv’ so as to be compatible with W,,,, , we see that 
we still have WL-,. compatible with W,‘. 
Of course B,-, may occur again, say B,,-, = B,-, , v’ > v, and if B,,, # B, 
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then we will have to modify Wi-, once more. However, since there are only 
m, - 1 possibilities for B,, , we will never have to make more than m, - 1 
modifications of WV’. Hence, the process will terminate after finitely many 
steps and we can thus achieve WV-, compatible with WV for Y = 1, 2,... . The 
hypotheses of Theorems 6.12, 7.4, and 8.1 of Part I now obviously hold, and 
the proof is complete. Q.E.D. 
Proof of Theorem 1.4. Assume a second integral g of the differential 
equations (1) exists with g / 17i = ci and (h, ci) as a regular value of 
(H,g): R1 - R2. Then M = {(x, y) E R4: (H,g)(x, y) = (h, ci)} is a two- 
manifold with the relative topology inherited from R4. Since every orbit 
intersecting wi- is negatively asymptotic to l7, , we have wi- C M. By 
Theorem 2.6 we have l7,; hence, wj+, in M. Figure 12 now shows that M is 
self-intersecting, violating the fact that M has the relative topology inherited 
from R4. Q.E.D. 
3.’ THE VERIFICATION OF HYPOTHESES l-6 
Hypotheses 1 and 2. In all our examples Hypothesis 1 can be seen to hold 
simply by examining the region W(x) < h, which is the x-plane projection 
of the energy manifold H = h. With parameter E > 0, the potential W(x) = 
(g)(xi2 + x22) + E(x~~ - 3x,x,*) has critical energy h, = (54~~)~~ (the case 
E = 4 is the H&on-Heiles potential). For W(x) = ($)(x1” + x2”) - EX~~X~*, 
we have h, = (4~))~. In all our other examples h, = 0. The line 
segments Li of Hypothesis 1 can be chosen as the minimum distance line 
segments between two branches of the level curve W(x) = h. This choice of 
Li gives the required properties for & * in Hypothesis 2 as the acceleration 
vector -W, outside and on the boundary fragment uy2rLi of 15 = uzr & 
will point away from B towards “infinity.” Because Hypotheses 1 and 2 are 
so readily verified, we will not dwell on them in the examples. 
Hypothesis 3. For all our examples the periodic orbit lJi = 9’(nJ can be 
thought of as being generated from a critical point Qi when the energy h 
increases above h, = W(Q,). In the homogeneous potentials we consider, 
Qi is the origin. Let Gi be the unique gradient line of the potential W that 
bisects & (Hypothesis l(c)). Wh en Gi is a symmetry axis of LV, then 
Hypothesis 3 for homogeneous potentials is a direct consequence of the state- 
ment and proof of [4, Theorem 1.11. For those homogeneous potentials in 
which Gi is not a symmetry axis of W, the necessary modifications to 
Theorem 1.1 are given in [4, Section 4, Example (B)]. 
The two nonhomogeneous potentials we consider are 
W(x) = (&)(x12 + x22) + <(X13 - 3x,x22) 
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and W(x) = (+)(x12 + x2”) - l x12x22 where E > 0. In both these examples the 
critical point Qi will lie on Qi strictly to the “left” of the origin. In these latter 
two examples only, let & be that line segment connecting the two branches of 
W(X) = h > h, that is perpendicular to Gi at Qi (see Fig. 17). 
Gi 
FIGURE 17 
Theorem 1.1 in [4] applies to give Hypothesis 3 for that region in H = h 
that projects into &to the “left” of or on & . Since the values of the accelera- 
tion field - W, in the region between & , hi , and gi point to the “right” of 
& , Hypothesis 3 actually applies to the entire region Ri [4, Sections 5 and 6, 
Hypothesis 51. Since in each instance the verification of Hypothesis 3 follows 
from the work in [4], we will not dwell on this further in the present paper 
except to remark that for the potential W(x) = (&)(x1” + x2”) - q2~22, 
results of [4] apply only when (4~)~ < h < (9/4e). There is no such energy 
restriction in our homogeneous potentials apart from requiring h > 0; 
similarly, in the potential W(x) = ($)(x1” + x2”) + <(xl3 - ~x,x,~) we require 
only that h > (54~~)~~ in order for the results of [4] to apply. 
Hypothesis 4. We first construct the required annuli about We+. As Tif is 
homeomorphic to the open disc Di+ on &# bounded by fli (see Figs. 2 and 4), 
the required sequence of inner boundaries of the annuli is immediate. 
For the sequence of outer boundaries in NT,+ we again use results from [4]. 
Given E > 0 there are two solutions of jE = -W, with energy h that 
respectively start from the two branches of W(x) = h bounding & and remain 
within B of lJi up to their first intersection QE with Gi staying strictly to the 
“right” of lJi in this time interval (see Fig. 18). 
Let yr* and ~a* be the closed orbit segments of these solutions from fi and 
G, 0 
FIGURE 18 
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e, , respectively, up to QE . The tangent lines to these orbit segments at Qc 
define two angles of measure (or = as (Fig. 18) such that any solution of 
I = -W, with energy h that passes through QE with velocity vector ji = y 
at that point within these angles will leave & in positive or negative time on 
the “right” by passing through gi u hi and not intersecting gi in between. 
This follows from the method of proof in [4, Theorem 1. I]. Moreover, the 
angles (3r = (TV + 0 as E -+ 0. 
In H = h there is a two-sphere Z6 that projects to yr* u ~a*. Note that the 
flow is reversible, that is, if x(t) is a solution of H = - W, , then so is x(--t). 
Let vr* and ~a* then be the entire solution segments of f = y, j = - W, 
with energy h on E6 that respectively project to yl* and ys*. Then there are 
arcs yr * and ya* on Z6 that connect the respective endpoints of vr* to those of 
%?*, and for n = 1, 2, the arc yn* consists of points (Qc , y) where the velocity 
y lies in the angle cn . Then ‘pr* U ~a* v yr* u ya* defines a Jordan curve C, 
on & which appears analogous to the curve in Fig. 3 on Zr . In negative time 
the flow will carry C, onto a curve C,* on Zr , where the arcs qr* and r+~a* will 
be collapsed to points. Since yr* = {(QE , y): (QE , -y) E ~a*}, the reversibility 
of the flow implies that the flow will also carry C, onto a curve on Z1 in 
positive time. Thus, C,* C NT,+. As c-+0, C, + Iii, and hence, C,* 
converges to wif; the construction of the required sequence of annuli about 
wi+ is now obvious. The homeomorphism (x, y) + (x, -y) then gives the 
annuli about wi-. Thus, Hypothesis 4 is shown for all our examples. 
Hypothesis 5. In many of our examples involving homogeneous potentials 
this hypothesis is verified by using geometrical arguments involving the 
values of - W, in various subregions of the plane. Rather than give a general 
treatment here, we refer the reader to the next section, where a particular case 
is worked\out in detail. For our other examples a computer was used to 
provide a numerical solution with error so small that the computed solution 
represented an “actual” crossing orbit. 
Some comments are in order regarding the numerical methods which we 
employed. At first the fourth-order Runge-Kutta method was used, but it 
proved unsatisfactory because in computations the total energy constant was 
not conserved to a satisfactory degree, and because with this method one can 
make only asymptotic [2, p. 2371 or difficult [I] truncation error estimates. 
For the work presented herein the fourth-order Taylor series method was 
adopted. This was done because the polynomial potentials we consider are 
naturally amenable to this method, the total energy constant was better 
conserved in actual computations, and the truncation error estimates are trivial 
to perform. Because of symmetries in our potentials, it was often only 
necessary to compute half of the crossing orbit. 
For later use we now give a brief description of the fourth-order Taylor 
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series method. For the differential equation j = f(y), with y E R4 and f 
sufficiently differentiable, set fs( y) = f(y), and having defined f n-1( y), set 
f n(y) = (af “-‘lay)(y) *f O(y), where (af”-l/ay) denotes the Jacobian matrix 
of partial derivatives off +-l. Then for @(y, d) = [f”(y) + (d/2)fr(y) + 
(d2/6) f 2(y) + (d3/24)f3(y)], Taylor’s theorem gives 
r(t + 4 = r(t) + A@(YW, 4 + M(i;)A5, 
where j: has components between those of y(t) and y(t + d) (mean-value 
theorem), and we can choose a bound M so that 1 M(y)1 < M. 
Let I f(~2) - f(rJl G L I yz - y1 I and 
whereL and L* are respective Lipschitz constants forfand @. The cumulative 
truncation error in numerical integration over a time length T starting from 
t = 0 is then at most (MA4/L)(P - 1) [2, p. 2051. 
We conduct our “roundoff” error analysis in the decimal system. The 
CDC-6400 employed in this work uses machine numbers that are binary 
representations, with ICdigit precision, of numbers in the decimal system. 
Some subroutine programs use rounding procedures, but the Fortran compiler 
itself sets up the object program to use “chopping” on the standard arith- 
metical operations. To cover all these cases we assume that our initial condi- 
tions data has errors of at most one unit in the 14th digit of the decimal 
representation of the number. In particular, the coefficients l/2, l/6, l/24 in 
the expression for @(y, d) will be represented with an error of at most lo-14. 
In all our examples we use the time increment d = 10-3, which is repre- 
sented by a machine number A* with an error of at most 10-16. The functions 
f?(y), 0 < j < 3, will have components that are polynomials in the four 
variables y = (x1 , x2 , y1 , y2) with integer coefficients. These integer 
coefficients, though entered into the machine in REAL FORMAT, are 
represented accurately with no error (as determined by a “dump” of the 
machine contents). The exponents of the four variables were entered in 
INTEGER FORMAT, thus avoiding log-antilog calculations in evaluating 
powers < 10 of variables. Moreover, in INTEGER FORMAT, the machine 
evaluation of powers is “efficient” in the following sense: To evaluate t = us, 
the machine calculates v = u . U, w = v * v, and finally, t = w * w. Thus, 
instead of seven multiplications to find t = us, there are only three with their 
attendant chopping errors in the 15th digit. This holds for all the low powers 
of variables that we will deal with. 
Let y(t) be the actual solution of j = f(y), y(0) = Y, . Let Y,+i = 
Y, + A@(Y, , A) be the values obtained from the fourth-order Taylor 
series starting at Y. . Let Z,,, = 2, + A@(.&, A) + 6, for n > 0 be the 
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machine numbers used in the machine calculation of the Taylor series with 
“roundoff” error 6,. Then Z,,, = [Z, + (n*@*(Z, , A*))*]* where @* is 
the increment function used by the machine in which one has taken account 
of errors in the machine computation of A and the coefficients l/2, l/6, and 
1124, plus all chopping errors in evaluating @ on (2, , A*). Note that we have 
indicated by additional stars the chopping error in multiplying A* times 
@*(Z, , A*), and then again in adding on Z,, . All the Z, , however, are 
machine numbers. Thus, the “roundoff” error 
h = [zn + (A*@*(z, , A*))*]* - [,& + A@(&, A)], 
and we assume j 6, j < 6 for n >, 0. Then the cumulative “rounding” error 
at time T in using the approximation y(t + A) = y(t) + A@(y(t), A) is at 
most jr(O) - Z,, j eL*T + (S/AL*)(eL*T - 1) [5, pp. W-51]. 
These truncation and roundoff error estimates will be made in the specific 
examples, where bounds for M, L, L*, j y(0) - Z, /, and 6 will be given. The 
constant M can be chosen as (l/120) sup,, 1 f”(y)l, where the sup will be 
taken over a region R* containing the computed orbit that will be described 
in the specific examples. Letting Li = sup,, ) af”/ay 1, we can take L = Lo 
and L* = [L, + (A/2)L, + (A2/6)L, + (A3/24)L,] [7, p. 1251. For a vector 
y = (Xl > 22 3 x3 7 x4) we will use the norm / y 1 = max,Gts4 1 xi 1, and 
correspondingly for a matrix A = (ai?), we will use the norm 1 A 1 = 
maws4 CCL I aij 1). 
It is to be noted that the three sources of error, truncation, machine 
calculation of initial conditions, and “roundoff” 8, , n > 0, have separate 
bounds and that there is no interaction between them. 
We remark that a judicious use of the so-called “interval arithmetic” 
on the CDC-6400 might avoid the necessity of separately performing the 
required error estimates in verifying Hypothesis 5 for certain of our examples. 
Hypothesis 6. In examples where the existence of “direct” crossing 
orbits can be established (see Fig. 19(a) as opposed to Fig. 19(b)), Hypothesis 6 
is quite easily verified. The technique is to pick out certain gradient lines and 
count how many times the projected orbit segment y(t) crosses these lines as 
co; lbi 
FIGURE 19 
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p)(t) goes from U to U*. This gives a collection of continuous integer-valued 
functions defined on the connected set U. It is then shown that such functions 
cannot be continuous if Hypothesis 6 is false. Since the selection of gradient 
lines is peculiar to each example, we will not present the general method here 
for establishing Hypothesis 6. 
In the case of “non-direct” crossing orbits, Fig. 19(b), Hypothesis 6 
becomes more difficult to verify. In addition to counting crossings of gradient 
lines as above, one has to resort to “spiraling” arguments similar to those 
presented in Part I. 
Summary. In all the examples Hypotheses 1 and 2 will be immediate by 
inspection, and Hypotheses 3 and 4 will follow from work in [4]. Thus only 
Hypotheses 5 and 6 will require serious consideration. 
4. ODD-SADDLE HOMOGENEOUS POTENTIALS 
In this section we consider potentials W(X) = nzE1 (x2 - X,X,) where 
m, > 3 is an odd integer and the X, are distinct constants. Let W, and W,, 
be the respective gradient and Hessian of W, and set X = det( W,,). Then the 
results of [4, Section 4, Examples A and B] verify Hypotheses 14 at energies 
h > h, = 0, provided X < 0 in each region & - {0} (in which W(x) < h). 
But h = -(m,, - 1) & ufj, where 
a,j = (Ai - hj) 9 W(x) - (x2 - &x1)-1 * (x2 - hjX1)-l, 
and so h < 0 for x # 0 as desired. (Equivalently, one could appeal to the 
fact that for the surface xa = W(x) in 3-space the Gaussian curvature 
K = V(l + I WE I”)” is the product of the principal curvatures, and thereby 
“see” that h < 0 for x # 0.) Thus, in the following we consider only the 
verification of Hypotheses 5-6. For simplicity of exposition we shall give the 
proofs for m. = 5. The proofs for all odd integers m, > 3 will be completely 
analogous. 
Let Gi be the unique gradient line of the potential W that passes through 
the origin and bisects & (Hypothesis l(c) ; see Figs. 17 and 18). Then there is 
a solution Cii(t) of k = y, j = -W, , with energy h > 0, such that the 
x-plane projection &(t) of this orbit traces out a closed half-line. Thus GJt) 
comes from and then returns to infinity in leg i after “bouncing off” the level 
curve W(x) = h (see Fig. 20 for an illustration of G1 and &(t)), 
Suppose the line represented by a factor (xZ - X,x1) of the potential W 
bisects two regions & and I& , i # j, such as x2 - &xl does to l& and & in 
Fig. 20. Then consider Cii(t), that solution of R = y, j = - W, with energy 
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FIGURE 20 
h > 0 satisfying x(0) = 0 withy(O) pointing from & to I& along x2 = X,X, . 
(C&(t) is illustrated in Fig. 20). 
LEMMA 4.1. Each &(t) = 9(Cij(t)) comes from infinity in leg i and goes 
to infinity in leg j as time increases. 
Proof. We will show that the orbit goes to infinity in leg j by showing that 
it remains in the closed wedge in & determined by the two lines in ej on 
which WE 0. A completely analogous argument can be used to show that 
the orbit comes from infkity in leg i. 
Let El and E, be unit vectors along the lines W EG 0 in &which point from 
the origin into & (see Fig. 21). Since W, is perpendicular to these lines, we 
FIGURE 21 
have (W, , El) = (W, , E2) = 0 along these lines. Next let Fl be a unit 
vector pointing from the origin along the bisector of the angle between El and 
E2 , and set F, = - JF, , where J = (-t i) is a rotation through (---p/2) 
(Fig. 21). Notice that Fl will not lie on the gradient line Gj unless G, is a 
symmetry axis of the potential. 
Letting G(t) = (x(t), y(t)), we assume w.1.o.g. that (y(O)/1 y(O)l) = El . 
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Let r(t) = YIWI + Y2(V2 Y where yr(t) = (y(t),F,) for I = 1, 2. Then 
3(t) = j,(V’, + A,(W, = - W, = < - Wz ,4X + C-W, , FP, . 
We first show that (-W, , Fl) > 0 at all points in the wedge of & 
determined by El and E, . Along the line W = 0 determined by El , we have 
(-W, , El) = 0 implying (-W, , Fl) > 0 there. Between this level line 
and Gj the acceleration vector - W, has values between -JI3r and the vector 
G pointing into & along Gi . Since the angle between El and E, is less than rr, 
the angle between the angle bisector Fl and G is acute. Thus ( - W, , Fl) > 0 
between W = 0 and Gj. This argument applies to both branches of W = 0, 
that is, to both sides of Gj in l$ , implying jr = (- W, , FJ > 0 for as long 
as the orbit y(t) on leaving the origin remains in the wedge of & determined 
by El and E, . 
Due to the values of - W, in this wedge and beyond & , the only way the 
orbit cij(t) can avoid going to infinity in legj is to leave the wedge. Assume 
this happens, and choose t * 3 0 such that x(t) is in the wedge for 0 ,< t < t*, 
and outside the wedge for t > t*, t - t* small. Since y(0) points along the 
boundary of the wedge, and since - W, points interior to the wedge except at 
the origin, it is clear that we actually have t* > 0. 
Write x(t*) = Q, and note that W(0) = W(Q) = 0; hence, 
h = HYm + Yzwl = !dYI’(t*> + Y22(t*)1- 
However, yl(t*) > ~~(0) > 0 since j,(t) > 0 when 0 < t < t*. Also, if 
/ y2(0)/yr(O)l = M, then 1 y2(t*)/yl(t*)/ > M (otherwise x(t) is entering the 
wedge at Q). Therefore, 
h = &[Y12(0) +Y22uN 
= &‘(O)(l + M2) 
< QYl”(t*)(l + M2) 
d $[Y12(t*) +Y22(t*)1 = k 
and we have a contradiction. Thus, Q does not exist, and the orbit cij(t) must 
stay inside the wedge, going to infinity in leg j, Q.E.D. 
To summarize, we have now constructed “crossing” orbits Cij(t) in the 
case i = j, and also in the case that Ri and & share a line along which W = 0. 
If W(x) = II:=, (~2 - &d, t is covers all cases, and Hypothesis 5 is h 
verified; this is why we chose m0 = 5 as a more typical example. To obtain 
the remaining crossing orbits for m, = 5, we first need to verify Hypothesis 6 
for the crossing orbits constructed above. 
LEMMA 4.2. Let W(x) be a C3 homogeneous potential of degree > 2 that 
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satisfies Hypotheses 1 and 2, and let h > 0. Consider an arbitrary subregion Z& 
of W(x) < h as in Hypothesis 1, and let & be the unique gradi‘nt line of W that 
bisects l?, . Assume that the gradient field W, restricted to G, in &, - (0) points 
towards the origin, and that on either side of 9, in & the gradient Jield points 
away from G, . Next, assume that W, # 0 and h = det( W,,) < 0 in & - {O}. 
Then W(x) satisfies Hypotheses 3 and 4. Moreover, no solution x(t) off = - W, 
with energy h that enters int(&) through g, U h, (see Fig. 1) can leave & 
through g, u h, without intersecting G, n (8, - (0)) in the interim. Finally, 
if x(t) remains in &, for all future time, then x(t) must transversely intersect 
G, n (& - (0)) infinitely often after leaving g, u h, . 
Proof. That the potential W satisfies Hypotheses 3 and 4 follows from the 
results in [4, Section 41 and the verification of Hypothesis 4 in Section 3 of 
the present paper. 
As for the second statement, let E be a unit vector perpendicular tog, which 
points into &, (Fig. 22). As a consequence of our hypotheses and [4, 
FIGURE 22 
Corollary 4.21, (-W, , E) > 0 at all points of & above Gr , excluding the 
line g, . But now suppose x(t) enters & by crossing g, at t = 0, and consider 
p(t) = (x(t), E), the distance from x(t) to the line containing g, . Since x(t) 
enters R, at t = 0, we see that p(O) = (k(O), E) > 0, and as long as x(t) is 
above G, in & , we see by the above remark that p(t) = (- W, , E) > 0; 
hence, x(t) must cross G, away from 0 if it is to again intersect g, u h, . 
Lastly, if x(t) remains in & for all future time, then x(t) must be asymptotic 
to 17, , since gr is the only invariant set in & by Hypothesis 3. But gr is - 
transversal to & , and the last statement of the lemma follows. Q.E.D. 
In connection with the previous lemma, recall that any orbit that exits & 
via Li must go to infinity in leg i (see Hypothesis 2, where P-l(&) = ,&*), 
For clarity of exposition in what follows, we will present many of our 
arguments in the context of specific cases arising in the example m,, = 5 
(see Fig. 20). The appropriate generalizations of the proofs for all odd 
m,, > 3 will be clear. 
Let y(t) be any solution of 3i = y, j = -W, of energy h that intersects 
both T5- u w5- and T,+ U wz+. We define the crossing 3-tuple of q(t) to be 
Mb) = (ml 7 m3, m4), where mi is the number of times the x-plane projec- 
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tion y(t) of the orbit crosses the gradient line Gi during the time interval in 
which v(t) moves from T5- u ws- to T,+ u ~a+. We count any endpoints 
of this orbit segment of y(t) which lie on these gradient lines as crossings, 
unless the segment consists of a point, in which case the “crossing” is counted 
only once. Observe that all these crossings are transversal, since by uniqueness 
of solutions y(t) could not be tangent to any Gi without equaling Gi , 
i = 1, 3, 4, and hence, could not intersect T5+ u wj+. Note that we do not 
count the number of times p(t) crosses Gs or L;, (this would give &Z(v) 
discontinuities at inappropriate places). 
As in Hypothesis 6, let Us, C ps:- be the maximal connected open (rel 2s) 
set containing C&t) n T5- which is carried homemorphically by the flow 
onto U,*, C Tz+ (see Fig. 20). 
LEMMA 4.3. M(y) as dejhed above is constant and equals (1, 1, 1) on all 
orbits p)(t) from U,, to U& . 
Proof. For i = 1,3, or 4, mi is a continuous integer-valued function on the 
connected set U,, , and hence, is constant. Since M(C,,(t)) = (1, 1, 1) (see 
Fig. 20), the result follows. Q.E.D. 
Let Y(t) be any solution of 3i = y, j = -W, of energy h such that 
Y(0) =PEC1(U5J - u,,. Then Y(t) cannot go to infinity in some leg 
j = 1, 3, 4, 5 (th at is, intersect .Zj* in finite time), since some neighborhood 
of orbits would then have to share this property, whereas U,, 4 lJ,*, C T,+. 
Nor can Y(t) remain in any one region Rj , j = 1, 3, 4, for all future time, 
since by Lemma 4.2 there would then be orbits close to Y(t) with mi > 1, 
contradicting Lemma 4.3. Moreover, for Y(t) to be asymptotic to Us(t), it 
would first have to leave R, and then return. If !f’(t) = 9(Y(t)) left I& by 
crossing Ga , it would then have to cross Gr by Lemma 4.2 (see Fig. 20). If 
Y(t) left &, by crossing G, , it would then have to cross Gd by Lemma 4.2. 
The case y(O) = 0 would incur both the above possibilities. In either case 
to return to & , the orbit r(t) must recross one of the lines G1 (equivalently, 
CA) or G4, which would imply mi > 1 for j = 1 or 4 (possibly both) for 
orbits pi(t) from U,, to U,*, sufficiently close to Y(t) for a suitable time 
interval. This again contradicts Lemma 4.3. By completely analogous 
arguments involving Lemma 4.2, we see that Y(t) cannot repeatedly intersect 
any NT,+, j = 1, 3, 4, 5, since whenever it does so the orbit Y(t) exits from 
Rj via NT,- with !j’(t) intersecting Gj in the interim for j = 1, 3, 4 (Gr or 
Gd after leaving a,), contradicting Lemma 4.3. Thus, Y(t) cannot remain in 
R, u R, u R, u R, in future time. By the same arguments Y(t) cannot 
repeatedly intersect NT,+. Thus Y(t) eventually intersects T,+ U wa+, and 
hence, M(Y) = (m, , m3, rn*) is defined. Clearly each mj > 1, and the 
possibility mj > 1 leads to the usual contradictions. Hence, M(Y) = (1, 1, 1). 
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Recall that Y(0) = p E cl (Us,) - Us, . Letting Y((t*) = p* E T2+ u wz+, 
assume p* $ cl (U,*,). Then there are respective neighborhoods N, and N,* 
(rel Zs and Za) of p and p* that are homeomorphic by the flow with 
N,* n cl (U&) = 0. Thus, the points in N, n U,, are on orbits that must 
intersect N,* n NT,+ by the connectedness of Uj*, . This, however, would 
force some mi > 1, j = 1,3, or 4, in the crossing 3-tuple of these orbits by the 
usual arguments above. Thus, we must have cl (U,,) + cl (U,*,), and this 
verifies Hypothesis 6(a) in this case. 
By the above argument the crossing 3-tuple of Lemma 4.3 has a continuous 
extension to all orbits Y(t) from cl (U,,) to cl (U&), and M(Y) = (1, I, 1). 
Let K C wg- be any connected set intersecting cl (U,,) at some point 9, where 
K is carried homeomorphically by the flow onto K* C T,+ v wz+. Since 
q E K n cl (US& by analogy with Lemma 4.3 we see that the crossing 3-tuple 
M(Y) = (1, 1, 1) on all orbits Y(y(t) from K to K*, since K is connected. It is 
a repetition of all the above arguments to then show that cl (K) -+ cl (K*). 
Thus, we consider Hypotheses 6(a) and (b) to be shown for all orbits Cij(t), 
i # j, where the regions & and I& are bisected by a common level line 
W = 0 (see Fig. 20). 
The existence of the crossing orbits Cii(t) for 1 < i < m, together with the 
above Cii(t) gives us enough of Hypothesis 5 to be able to apply all the theory 
of Section 2 to establish Theorem 2.6. In particular, the analog of Fig. 12 on 
,Zi and its image on Z;. will hold. We summarize this by saying wi- is 
topologically transversal to w j +. By the reversibility of the flow, we also have 
wj- topologically transversal to ui+ for the indices i # i described above. 
We now proceed to verify Hypothesis 6 for the crossing orbits Cii(t). Let 
U, C Fi;,- be the maximal connected open (rel Zr) set containing CII(t) n TI- 
which is carried homeomorphically by the flow onto VI* C T,+. Let y(t) be 
any solution of 2 = y, i = - W, with energy h that intersects TI- v wi- and 
T,+ u wi+. We define the crossing 4-tuple of y(t) to be N(v) = (n, , ns , nq, n,), 
where lzi is the number of times the x-plane projection v(t) of the orbit crosses 
the gradient line Gi during the time interval in which v(t) goes from TI- u q- 
to T,+ u wi+. As before, we count endpoints of p(t) on these gradient lines as 
crossings; if the time length of the orbit segment is zero, we count such 
crossings only once. Note that we do not count crossings of this orbit with G, , 
the unique gradient line of the potential W that bisects 8, . Using the same 
proof as in Lemma 4.3 we have 
LEMMA 4.4. N(p) as defined above is constant and equals (2, 2, 2, 2) on all 
orbits y(t) from U, to U, *. 
Let Y(t) be any solution of ff = y, j = -W, with energy h such that 
Y(0) = p E cl (U,) - U, . Then Y(t) cannot go to infinity in some leg 
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j = 2, 3, 4, 5 (that is, intersect Zj* in finite time), since then a neighborhood 
of orbits would, whereas U, -+ U,* C Z’,+. Nor can Y(t) be asymptotic to any 
periodic orbit 17,(t), j = 2, 3, 4, 5, by Lemma 4.2. Similarly, by Lemma 4.2, 
Y(t) cannot repeatedly intersect NT,+, 1 <j < 5, the argument being the 
same as in the case Uss+ U& above. Thus, Y(t) must eventually get to 
T,+ u aI+, and hence, N(Y) = (n, , ns , n4 , ns) is defined. 
If nj > 2 for any nj in N(Y), then by continuity in initial conditions and 
the fact that all crossings are transversal, the same must be true of orbits near 
Y, contradicting Lemma 4.4. On the other hand, it is conceivable that nj < 2 
for some j. This would be the case if Y were to intersect err+ “prematurely” 
at Y(u(t*) = p* as in Fig. 23. If this happens (we are going to show it cannot), 
FIGURE 23 
then there are respective neighborhoods N, and N,* (rel Zr) of p and p* that 
are homeomorphic by the flow so that the orbit segments of the flow from 
N, n U, to ND* have crossing number with Gj equal to n, < 2. The 
comrectedness of U,* implies that N, n U, = V is mapped homeomor- 
phically by the flow onto V* C ND* n NTl+ where p* E aV* n wl+. 
Choose a point q* E V*, and let C be any Jordan curve in NT,+ separating 
q* from wr+ in rIi-. Consider the segment of an orbit from U, to U,* between 
its nj and (nj + 1) crossing of Gj . Let W* be the set of all points in NTl+ 
that lie on such orbit segments (in Fig. 23, W* would be a neighborhood of 
V*). Then W* is open, contains q*, and p* E cl (W*) by the above. We will 
show that W* intersects C. Indeed, assume W* n C = 0, and define A to 
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be the set of points in U, that intersect W* in the open disc D bounded by C 
that contains T,+ u wi+. Then A is open and nonempty since p* E cl (W*). 
Set B = (Vi - A). Then points in B lie on orbits that between their ni and 
(nj + 1) crossing of Gj miss the compact set cl (D). Thus, an open tube of 
orbits from U, to U,* about each such orbit does likewise; hence, B is open. 
Since q* lies on such an orbit, B is nonempty. It is clear that A n B = 0, 
and hence, U, = A u B disconnects U, , a contradiction, implying 
W*nC# 0. 
By our preceding results, there is an indexj # 1 such that wj~ is topologi- 
tally transversal to wr*, and hence, the analogs of Fig. 13 hold in rl*. Recall 
from Fig. 10 that there are analogs A,7 of the arc Ai that lie in Tj~ that are 
mapped by the flow to arcs Bi* in or* analogous to the arc B(h,) of Fig. 13. 
Pushing 8,- down to the block by the backwards flow, there is a subarc of 
0i- abutting on a,- from the left which we can spiral around wr+ by using the 
backwards flow 7r- through the block and then pushing back up to rl+. Simple 
extensions of Theorems 3.2 and 4.2 of Part I then show that we can form a 
Jordan curve C from this spiraled arc and a subarc of 8,+ as in Fig. 24. 
FIGURE 24 
Moreover, these constructions can be performed close enough to the respec- 
tive asymptotic sets by using Hypothesis 4, that we can assume C separates q* 
from q+ in ri +. Since points on e,+ came from T,-, by the above we have 
w*fqc-e,+)# 0, a contradiction since points in C - el+ go to t$-, 
thence to Tj+ in positive time, whereas W* + T,+. We thus conclude that all 
ni = 2, j = 2, 3, 4, 5, for the orbit Y((t) with Y(0) = p E cl (U,) - U, . 
If Y(t*) = p* $ cl ( Ul*), then the same argument used above with 3-tuples 
shows that N(F) = (n2, n3, n4, n5) would have some nj > 2 for some orbit 
y(t) from U, to U,* with v(t) sufficiently close to Y((t) in this time interval. 
This contradicts Lemma 4.4, and thus shows that cl (U,) -+ cl (Ul*), 
verifying Hypothesis 6(a) for this case. 
We have shown that the crossing 4-tuple of Lemma 4.4 has a continuous 
extension to all orbits Y(t) from cl (U,) to cl (Ul*), and that N(Y) = 
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(2, 2, 2, 2). Let KC wl- be any connected set intersecting cl (U,) at some 
point p, where K is carried homeomorphically by the flow onto 
K* C T,+ u to,+. Then by analogy with Lemma 4.4, the crossing 4-tuple is 
defined and constant on all orbits Y(t) from K to K* since K is connected, 
and N(Y) = (2, 2, 2, 2) since p E K n cl (U,). It is merely a repetition of all 
the above arguments to then show that cl (K) + cl (K*). Thus, we consider 
Hypotheses 6(a) and (b) to be shown for all orbits Cii(t), 1 < i < m, . 
It is to be noted that the argument required to eliminate the case of some 
lzj < 2 in the crossing 4-tuple of an orbit Y(t) with Y(0) E cl (U,) - U, in 
the verification of Hypothesis 6(a) for C,,(t) is not needed if m,, = 3. Direct 
application of Lemma 4.2 to the 2-tuple (na , aa) shows that if Y(t) = .Y(Y((t)) 
crosses one of Ga or 5l;a on leaving & , it then proceeds to cross the other (see 
Fig. 25). Thus, on returning to l?, the orbit must recross both these gradient 
FIGURE 25 
lines, implying na = na = 2 automatically (the case nj > 2 being disposed of 
in the usual way). Therefore, one would not need the fact that Hypothesis 6 
had already been verified for some orbit Cil(t), j # 1. 
In Section 6 we will study a potential whose level curves appear very much 
as those in Fig. 25, and for crossing orbits Cjl( j # 1) having crossing I-tuple 
with entry 1, the arguments of the present section (with the appropriate 
analog of Lemma 4.2) easily adapt to verify Hypothesis 6 for that potential. 
Interestingly enough, however, the crossing 1-tuples in that problem generally 
do not have entry 1, and the arguments here must be reversed. First one must 
show that Hypothesis 6 holds for the orbits &(t), and then use this informa- 
tion to obtain Hypothesis 6 for the Cu(t), i # j, using the topological trans- 
versality of w$* with wi+ and the “spiraling” techniques given above. 
Before constructing the remaining crossing orbits required by Hypothesis 5 
and verifying Hypothesis 6 for them, we first remark that the above construc- 
tions generalize to any m,-saddle homogeneous potential with m, odd as 
follows. For any C&t), i # j, from Lemma 4.1 (i.e., some level line W = 0 
bisects both & and &), we define the crossing (m, - 2)-tuple M(v) = 
PATHOLOGY IN DYNAMICAL SYSTEMS II: APPLICATIONS 95 
(ml ,..., rfii ,...) ?hj )...) rnmo) where the “hat” denotes deletion of this slot and 
mk counts the number of times the projected orbit y(t) crosses Gg in going from 
Ti- v UJ- to Tj+ v wi+. We count endpoints of this orbit segment on any of 
these gradient lines as crossings, unless the time length of the orbit segment is 
zero, in which case the crossing is counted only once. Similarly, for any Cii(t) 
we define the crossing (m, - 1)-tuple N(q) = (n, ,..., fii ,..., n,J for orbits 
v(t) from Ti- u UJ- to Ti+ u wi+. The appropriate analogs of Lemmas 4.3 
and 4.4 can then be shown. It should be clear that the functions M(y) and 
N(q) would not in general have continuous extensions to cl (Vii) and cl (U,), 
respectively, were one to count crossings of orbits with the gradient lines 
Gj or Gi . 
We again present the arguments for obtaining the remaining crossing 
orbits in the case m, = 5 (recall that we have already completed the case 
m,, = 3). Thus, in Fig. 20, assume that we wish to construct an orbit C,(t). 
We have already shown that w5- is topologically transversal to ~2, and w2- 
is topologically transversal to w 4+. Therefore, the analogs of Fig. 12 exist in 
ys- and rs-, and the analogs of Fig. 13 exist in raf and rq+. Thus, there is a 
half-open arc K in T5- such that when carried forward by the flow into R, 
the result is an arc cl (K’) abutting on wa + from the left. K’ can then be wound 
through R, by the flow in positive time to spiral about w2- so that there are 
subarcs which stretch across the analog of Fig. 12 to intersect both A and r. 
When brought forward by the flow, A + T4+, and therefore there will be 
points from the original set K in T5- that eventually get to T4+. This gives us 
a crossing orbit CM(t). 
To construct C,,(t) we can use the above argument using the fact that w5- 
is topologically transversal to ~a+, and w3- is topologically transversal to wl+ 
(see Fig. 20). However, if m. is an odd integer 3 7, one would in general have 
to extend the above argument as follows. Having established that there is a 
subarc of K which when brought forward by the flow to R, stretches across an 
annulus containing w4+ in its interior to intersect both inner and outer 
boundary components, we can again spiral using the fact that w4- is 
topologically transversal to w i+. This will give us a crossing orbit Cji(t) that 
takes a rather circuitous route to get to T,+. When m, > 7, however, one 
generally needs to resort to these multiple windings to obtain all the crossing 
orbits Cij(t) required by Hypothesis 5. 
To establish Hypothesis 6 for CM(t) one uses the crossing 3-tuple M(v) = 
(ml y m2 , m3) of orbits q(t) from T5- u ws- to T4+ U wp+ and argues as before 
in the case of 4-tuples (since now some or all of the mi may be > 2). The 
necessary generalizations to the other Cii(t) are immediate, and using the 
corresponding crossing (m, - 1) and ( m, - 2)-tuples in an m,-saddle, we 
have Hypotheses 5 and 6 for all potentials W(X) = n?=i (x2 - &,x1) where 
m, = (odd integer) > 3 and the Xi are distinct constants. Therefore, we 
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conclude that Theorems 1.3 and 1.4 hold for these potentials, together with 
all the modifications of Theorem 1.3 which were discussed in Section 1 (see 
also [14, Section 51). Moreover, because of the existence of the crossing orbits 
Cii(t) for 1 < i < ma , we can also allow Riy = RiYCl in Theorem 1.3 at any 
or all indices Y, with the understanding that such orbits first enter and then 
leave the region Riy before reentering. Thus, at each energy level h > 0 
these potentials have a pathological class of bounded orbits that can be 
analyzed as in Theorem 1.3, and by Theorem 1.4 the flow has no second 
integral. 
Le;‘1”:, = (odd integer) > 3 and set W(X) = l-I::1 (~a - &xl), W*(X) = 
x1 n& (~a - h,xJ, where the hi are distinct constants; then the above 
theory and results for W(x) hold equally for W*(X), and also for --W(x) and 
-W*(X). In fact, let f: R2 - (0) -+ R1 be a C3 positively homogeneous 
function of degree 3 (2 - ma) such thatf(x) # 0 for x # 0 andf is constant 
on the unit circle. Removing the singularities at the origin (if any) for the 
product potentials f(x) + W(X) and f(x) . W*(X), the standard Gaussian 
curvature argument implies that these two product potentials have the 
determinant of their Hessian negative for x # 0. This guarantees that the 
results of [4, Section 41 apply, and hence, the theory of this section also 
applies. Theorems 1.3 and 1.4 then give the pathology of the bounded orbits 
and the nonexistence of a second integral for the flow at all energies h > 0 
for these two potentials. Again Rip = RiYfl is allowed in Theorem 1.3 with 
the aforementioned understanding on such orbits. 
5. AN EVEN-SADDLE HOMOGENEOUS POTENTIAL 
Every potential of Section 4 with m,, replaced by an even integer 3 4 is 
amenable to our theory. In particular, every leg i now has an “opposite” leg i* 
such that the regions & and & are both bisected by a common gradient line 
Gi = Gi* of the potential W. The orbits C&t) with x-plane projection 
along this common gradient line will cross the other gradient lines once and 
only once. Thus, provided there is another crossing orbit Cii(t), j # i* 
(i = i allowed), we can show with the aid of Lemma 4.2 that Hypothesis 6 
holds for the orbit C+(t) and hence, wi F is topologically transversal to 0~6 . 
Then, provided Hypothesis 5 held, one could verfy Hypothesis 6 as in 
Section 4 for the remaining crossing orbits using the spiraling arguments 
given there. However, no simple analog of Lemma 4.1 for the even-saddle 
potentials is known, and in this context ‘the example of Section 8, in which 
there are no crossing orbits Cij(t), j # i*, is to be noted. Therefore, we proceed 
with an example in which a numerical construction of the required crossing 
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orbit plus symmetry in the potential allows us to verify Hypothesis 5. The 
procedure could be applied to any even-saddle potential. 
Our example is the case n = 4 of the harmonic potentials W”(x) = 
(l/n) Re(P), z = xi + ix, , a complex variable. For n > 2 we have An = 
det(W,“,) = -(n - 1)2(x, x)“-~; h ence, A, < 0 when x # 0 as required. 
We should remark that for energies h > 0, exactly the energies we will 
consider, the flow may be considered a geodesic flow on a surface of non- 
negative curvature [14, Section 11. 
For n = (even integer) 3 4, the additional symmetries in these potentials 
allow one to give a unified theory of crossing n-tuples. Namely, it is easy to 
see that any orbit q(t) with ~(0) E Ti- u wi- and p)(t*) E Tj+ u wj+, t* > 0, 
j f i*(j = i allowed), has ~(0) # 0 + y(t*), where y(t) = .9(9(t)). This 
avoids the discontinuity problems involved in the definition of the crossing 
n-tuple on Uij and its extension to cl ( Uii) if crossings with (;i and Gj are 
counted. 
Let W(x) = (t) Re (z”) where x = xi + ix,. Then the differential 
equations Jo = -IV,, can also be expressed as Z = -(%)3. Thus, if n(t) is a 
solution, so are wz(t), m2z(t), and u3z(t), where w = exp(ir/2). Thus, if any 
crossing orbit C,,(t) is found at h > 0, one has all required crossing orbits 
W), i z i, i*. Together with the C+(t) discussed above, one can derive 
crossing orbits Cii(t). We will construct the crossing orbit at energy h = k. 
However, the homogeneity of the polynomial potential implies that the flows 
are conjugate at all positive energy values [14, Lemma 1.11; hence, our results 
will imply the existence of crossing orbits at all positive energy levels. 
To construct Ci2(t) it is sufficient to find some initial point (x,, , y,,), where 
the position vector x0 is on the positive xi-axis and the velocity vector y0 is 
perpendicular to this axis, so that the orbit starting at time t = 0 at (x,, , yO) 
has its x-plane projection c12(t) intersecting L, at some time > 0. By symmetry 
about the x,-axis, this choice for c12(t) must proceed in negative time to 
intersect L, (see Figs. 26 and 27). Recall that L, can be taken as the minimum 
distance line segment between two branches of W = h = (2) intersecting them 
at points P and Q as in Fig. 26. Since W,(P) and W,(Q) are perpendicular 
to the line x2 = xi, using W(x) = ($)(x1” - 6xr2x2* + x2”) and W, = 
(x13 - 3x,x22, x2 3 - 3xi2x2), it is a simple calculation to find 
P = [56 - 32(3)1/2]-1/4(1, 2 - (3)1/2) w (1.149, 0.308), 
Q = [56 + 32(3)1/2]-1/4(1, 2 + (3)1/2) m (0.308, 1.149). 
The equation of the lineL, is then xe = -xi + [56 - 32(3)i’*]i/4(3 - (3)i/*), 
or x2 M -x1 + 1.456. 
Initial conditions for the predicted crossing orbit were chosen as x0 = (&, 0), 
y,, = (0, (21j2/2)(1 - (+)4)1/2) = (0,0.7068), and the computed orbit reached a 
98 CHURCHILL AND ROD 
FIGURE 26 
FIGURE 27 
point S m (0.414, 1.06) beyond &, at time T = 1.8 (equivalent to 1800 
iterations of the Taylor series with increment d = 10-3). A sketch of this 
orbit between 0 < t < 1.8 is given in Fig. 27; the computer output to six 
digits behind the decimal point at intervals of 100 time steps d = 1O-3 is 
given in Table I of the Appendix to this section. 
We must now show that the computed orbit represents an actual crossing 
orbit. For this purpose, given a vector y = (x1 , x2, x3, XJ we use the norm 
1 y 1 = maxisis 1 xi I, and correspondingly for a matrix A = (Q) we use the 
norm I A I = max16iG4 (& 1 aij I). 
The computer output subroutine rounds numbers in the conversion of the 
binary machine numbers to decimal output. Therefore, the output listed in 
Table I may be off by at most 1O-6. Henceforth, we will not discuss this error; 
rather we will account for it automatically in always giving gwous bounds 
for our numbers. Thus, the data in Table I provide bounds on the variables 
6 i , x2 , y, , yJ that define a region R* in phase space that contains all the 
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machine values Z,, , n = lOOm, m an integer with 0 < m < 18: (a) 
I x1 I < 0.5,(b) I x2 I < 1.1,(c) lyl I < 0.7,(4ly, I < 0.8. 
R* projects to a rectangular region &* in the x-plane whose intersection 
with the first quadrant is shown in Figs. 27(a) and (b), where A = (0.5, l.l), 
S w (0.414, 1.06), B m (0.395, 1.061) C m (0.414, 1.042), and the distance 
d c=z 0.0192. 
We now assume that for 0 < t < 1.8, R* contains both the computed 
orbit and the actual solution y(t) to our differential equations (satisfying the 
above initial data). These assumptions will be justified below after showing 
that the error bound on our computed orbit is sufficiently small so that this 
y(t) enters a square neighborhood N of S in J$* at T = 1.8 with N n L2 = o 
(Fig. 27(b)). With the above bounds on / xj /, I yj /, i = 1, 2, we can compute 
bounds for the Lipschitz constants Li = supR* j af”/ay /, 0 < i < 3; L*; 
and M = (l/120) sup,, I f”(y)/ (see the Appendix to this section for a listing 
of the functions f i( y), 0 < i < 4). It is to be noted that this is a rather crude 
analysis insofar as we are using the worst possible values for the Lipschitz 
constants computed at A, whereas the first half of the orbit segment is nowhere 
near A. However, one cannot get reasonable error bounds by taking sup’s 
over the entire region R, in phase space, and the region R* does suffice. The 
estimates are M < 3.05; L = L, < 7.68; L, < 22.08; L, < 79.53; L, < 362.11; 
andL* < 7.7; where A = 10W3. 
This shows that the cumulative truncation error at time T = 1.8 is at most 
(MA4/Lo)(eLoT - 1) < 4.01 (lo-‘). 
The initial conditions were x0 = (Q, 0) andy, = (0, (2)1’2(~)(1295/1296)1~z). 
The square-root subroutine on the machine is quite accurate, and it is a 
generous bound for the error in the machine calculation of these initial 
conditions to take / y(0) - Z,, I < lo-r3. Thus, the cumulative roundoff error 
at time T = 1.8 due to this term is at most I y(0) - Z,, j eL*T < 1.05(10-‘). 
Using the above bounds on the variables xj and yj , j = 1,2, in R*, we 
have the machine numbers / Z, 1 < 1.1. Since chopping occurs in the 15th 
digit of the decimal representation of the number, such errors are bounded by 
one unit in the 14th digit. Recalling the way in which the machine evaluates 
powers of variables, we see from the functions f i, 0 < i < 3, listed in the 
Appendix to this section, that the roundoff errors j 6, / < S < 2( lo-13). Thus, 
the cumulative roundoff error at time T = 1.8 due to this term is at most 
(S/AL*)(eL** - 1) < 2.72(10-5). But then the total error from all three sources 
at T = 1.8 is at most E = 2.78(10-5). Recalling that d m 0.0192 in Fig. 27(b), 
we see that under the assumptions that the computed orbit and y(t) remain in 
R* for 0 < t < 1.8, we have a crossing orbit C,,(t) such that C12(t) = .P(C,,(t)) 
enters a neighborhood N of S as in Fig. 27(b). By the symmetry in our 
potential, we then have all crossing orbits required by Hypothesis 5. 
We turn to the verification of Hypothesis 6. Since the gradient lines 
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Gi = s;i* for i = 1,2, we use only the labels & and Gz . There are two other 
gradient line segments G, and Gb of the potential W that respectively lie on 
the x1- and x,-axes and join opposite branches of the level curve W(x) = 
h = (a) (see Fig. 26). T o verify Hypothesis 6 for the crossing orbit Crs(t), 
where C&(t) projects to G, , we count crossings of projected orbits y(t) with 
G, , G, , and Gb , where v(t) goes from Tl- u q- to T3+ u us+. The proof 
then proceeds as in Section 4 using Lemma 4.2. To verify Hypothesis 6 for a 
crossing orbit r&(t), we count crossings of projected orbits y(t) with all of 
G1 , G, , G, , and Gb , where p)(t) goes from Tl- U wr- to T,+ u wp+. Recall 
from above that the additional symmetries in this potential void any discon- 
tinuity problems in counting crossings with G1 and G, for such orbits. The 
verification of Hypothesis 6 then proceeds as in Section 4, with corresponding 
results for the other crossing orbits of Hypothesis 5 by symmetry. In particular, 
one can now construct crossing orbits Cii(t), 1 < i < 4, and verify 
Hypothesis 6 for these orbits. Therefore, Theorems 1.3 and 1.4 hold at all 
energies h > 0, together with all the modifications of Theorem 1.3 given in 
Sections 1 and 4, for the flow generated by the potential 
W(x) = ($)(x14 - 6~,%,~ + xs4) 
on the regions Ri , 1 < i < 4. 
We still need to verify the assumption that y(t) remains in R* for 
0 < t < 1.8, so assume to the contrary, and choose the first time 0 < t, < 1.8 
such that y(t,) E aR*. Then there must be a last output machine value 2,) 
n = 1OOm for some integer 0 < m < 17 (the case m = 18 implying the result 
directly), such that y(t) is within E = 2.78(10m5) of 2, at some time 
(tl - 10-l) < to < t, . 
We now use y(t) = y(tJ + j:ojo(y(s)) ds, where 
I”(Y) = (n ,yz, [-xl3 + %x221, [-xz3 + 3xr2xsl), 
and by making estimates on the variables we will show y(t,) E int (R*), 
contradicting the existence of t, . 
For 0 < m < 17 the maximal output machine values for j x1 1 and / yr j 
in any 2, occur at m = 17 (see Table I in the Appendix to this section). 
Including the error bound E, we then have the values on the orbit y(t) 
bounded as follows: 1 x,(t,)l < 0.358, 1 yl(to)l < 0.507. Note that we have also 
included the possible output subroutine rounding error of 10e6 between the 
actual machine numbers 2, in binary form and those listed in decimal form 
in Table I. Thus 
1 xl(t,)l < 0.358 + (10-l) sup ] yr 1 = 0.428 < 0.5, 
1 y&)1 < 0.507 + (10-l) s:p ] -xl3 + 3~rx~~ I < 0.689 < 0.7, 
R* 
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A somewhat more delicate analysis is needed for xa . For 0 < m < 16 the 
maximal output machine values for 1 xs 1 in any 2, occur at m = 16. Including 
the error bound E, we then have the value on the orbit 1 X,(&J < 1.01. 
Then 1 q(t,)j < 1.01 + (10-l) sup,* 1 ya I = 1.09 < 1.1 when 0 < m < 16. 
If m = 17, then 1 xs(t,)[ < 1.039 and I ya(t,,)l < 0.2592. Thus, for t, < t ,< t, , 
1 y2(t)l < 0.2592 + (10-l) sup ( -xz3 + 3x,%, I ,< 0.3923, 
R* 
using sup,* / -xp3 + ~x,~x, / < supRI j xe3 I. Hence, 
I x2(tl)l < 1.039 + (10-l) sup I y&t)1 < 1.08 < 1.1. 
t&a, 
To investigate yz we will use uniform bounds over 0 < m < 9 and 
10 < m < 17; if one uses bounds over 0 < m < 16, as above, then the 
computed error is too large. For 10 < m < 17 the maximal output machine 
values for / yz / in any 2, occur at m = 10. Including the error E, we then 
have the value on the orbit 1 y2(t,J < 0.651. Then 
1 y2(tl)l < 0.651 + (10-l) sup 1 -xs3 + ~x,~x, 1 < 0.7841 < 0.8 
R* 
when 10 < m < 17. For 0 < m < 9 the maximal output machine values for 
/ y2 / in any 2, occur at m = 4. Including the error bound E, we then have the 
value on the orbit I y2(t,)l ,< 0.7094 when 0 < m < 9. The maximal output 
values for I x2 1 in any 2, when 0 < m < 9 occur at m = 9. Including the 
error E, we have / x2(l,)l < 0.634. Thus, for t, < t < t, , 
Hence, 
1 x,(t)1 ,< 0.634 + (10-l) s;~ 1 y2 I = 0.714. 
ly2(tl)l < 0.7094 + (lo-l)to~;tt, 1 -xz3 + 3X12X, 1 < 0.763 < 0.8, 
using 
sup 1 -X23 + 3X,%“, 1 < sup I x2 I * sup 1 3X,2 I. 
t&St t,<t<t, R* 
We have shown the following: Suppose at some time t, the orbit y(t) is such 
that 1 y(t,) - 2, j < E, where 2, is the machine wake jar n = 1OOm, 
0 < m < 17 being an integer, and E is the error bound which holds so long as 
y(t) remains in Ii)*. Then y(t) is in int (R*) for t, ,( t < t, + 10-l. Since 
t, < t, < t, + 10-l, we conclude that y(tl) E int (R*), and we have our 
contradiction. Hence, the orbit y(t) = C12(t) remains in R* for 0 < t < 1.8 
as desired. 
It is to be noted that computer printout to six digits after the decimal point 
at every 100 time steps of the total energy showed that h = 0.25 was held 
102 CHURCHILL AND ROD 
constant to six digits throughout the numerical integration of the crossing 
orbit even up to time t = 2.7. The Runge-Rutta methods for numerical 
integration of the crossing orbits did not preserve the energy constant h with 
such accuracy when checked in certain of our examples. 
Appendix to Section 5. For the differential equation y = f(y) with 
y E R4 and f sufficiently differentiable, we defined in Section 3 the functions 
f’(y) = f(y) and f”(y) = (af”-‘lay)(y) .f”(y) for 0 < i < 4. The Taylor 
series of fourth order y(t + d) = y(t) + d@( y(t), d) has increment function 
@P(Y, “1 = [f O(y) + (‘Wf l(y) + (46)f “(y) + (~3/24)f “(r)l. 
Recall that to bound the cumulative truncation error one needs 
M = (l/120) sup,, / f”(y)l. Letting y = (x1 , x2 , y1 , y2), we list in this 
Appendix the functions f d( y), 0 < i < 4, for the 4-saddle potential W(x) = 
*(x1” - 6x,2x,2 + x2”) with differential equation 
f = = -w, = (-x13 + 3x1x22, -x23 + 3x,2x2). 
L-3~1~~1 + ~x,~Y, + 6~1x2~21 
f2(y) = 
i 
L-3~2~~2 + 3x12y2 + ~XP~YII 
[--6x,y,2 + 12x,y,y, + ~x,Y,~ + 3x,x,4 + 6x13x,2 + 3x15] ’ 
[--6x2yz2 + 12x1~1~2 + 6x2~1’ + 3x14x2 + 6~1~x2~ + 3~~] 1 
L-6~1~1~ + 12x2~1~2 + 6x1~2~ + 3x,xz4 + 6x1~~2~ + 3x21 
[--6~2y2~ + ~~xLY,J’~ $ 6~2y,~ + 3X14X2 + 6~1~x2~ + 3x,5] 
f”(Y) = 
[-6y13 + 18y, y22 - 9x24y, + 18~,~x,~y, + 27x14y, 
+ 36x1~2~~2 + 36~1~~2~2l 
I 
’ 
[-@Y,~ + 18~1~~2 - 9X14yp, + I~x,~x~~Y~ + 27Xs4J’2 
+ 36x13x2y, + 36x,x23~Il~ 
f”(Y) = 
K-6~1~ + 18~1~2~ - 9xz4y, + 18~,~x,~y, + 27x14y, 
+36x,~,~y, + 36x13x2 y2] 
+ 36x13x2y, + 36~,x,~y,l 
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TABLE I 
Computed Crossing Orbit 
Step n~.~ Xl Yl YZ 
0 0.166667 0 0 0.706834 
100 0.166646 0.070693 -0.000380 0.707120 
200 0.166607 0.141440 -0.000259 0.707870 
300 0.166627 0.212272 0.000863 0.708768 
400 0.166830 0.283181 0.003489 0.709282 
500 0.167392 0.354091 0.008134 0.708675 
600 0.168542 0.424847 0.015325 0.706013 
700 0.170561 0.495189 0.025623 0.700183 
800 0.173790 0.564737 0.039642 0.689937 
900 0.178636 0.632985 0.058077 0.673949 
loo0 0.185580 0.699291 0.081741 0.650911 
1100 0.195191 0.762893 0.111605 0.619658 
1200 0.208146 0.822920 0.148847 0.579333 
1300 0.225253 0.878444 0.194898 0.529581 
1400 0.247476 0.928533 0.251477 0.470768 
1500 0.275967 0.972338 0.320616 0.404208 
1600 0.312096 1.009198 0.404645 0.332384 
1700 0.357478 1.038766 0.506150 0.259154 
1800 0.414000 1.061161 0.627875 0.189955 
a The step number indicates the number of units of the time increment d = 10d3. 
6. THE H~NON-HEILES POTENTIAL 
With the parameter E > 0, let W(X) = (+)(x1” + x2”) + c Re (x3) where 
z = xi + ix, . When E = (4) the H&on-Heiles potential of [3, 6, 91 can be 
put into this form by a trivial canonical transformation [14]. In [9] it is shown 
how a large class of Hamiltonian systems of three degrees of freedom can be 
reduced to the above in the cubic approximation. The potential is invariant 
under rotation through an angle (2rr/3), and for energies h > h, = (54+*)-l 
has level curves in the form of a monkey saddle (Figs. 25 and 28). The critical 
point P on the x,-axis at which W(P) = h, is P = (-(3c)-l, 0). The level 
curves W = h, are the three straight lines I: xi = (6~)-l, and 
P: [3q + 1 * (3)3&x,] = 0 
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(see Fig. 28). Hypotheses 1 and 2 obviously apply to this potential, and 
results from [4] show that Hypotheses 3 and 4 obtain as discussed in Section 3. 
With reference to the notation defined in Figs. 25 and 28, we now show the 
analog of Lemma 4.2 for the above potential. For purposes of the proof it will 
be convenient to adopt the following definition: For nonzero planar vectors 
VI and Vs we say that V, is to the left [right] of V, if VI// V, 1 can be obtained 
FIGURE 28 
from V,/l V, / by a counterclockwise [clockwise] rotation through an angle 
0 < 0 < r on the unit circle. 
LEMMA 6.1. No solution x(t) off = - W, with energy h > h, that enters 
int (&) through g, u h, ( see Fig. 1) can leave &, through g, u h, without 
intersecting Gl n (& - (0)) in the interim. Moreover, if x(t) remains in & fm 
all future time, then x(t) must transversely intersect Gl n (& - {0}) infinitely 
often after leaving g, u h, . 
Proof. We first consider the case illustrated in Fig. 29(a) and show that we 
must actually have Fig. 29(b). The case in which x(t) exists from & via the 
origin follows from this, since then there would exist orbits near x(t) appearing 
as in Fig. 29(a). Thus, using the notation of Fig. 29(a), assume that x(t) 
enters and leaves int (&) crossingg, at Qr and then at Q, . Notice that because 
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(0) (b) 
FIGURE 29 
of the reversibility of the flow, it makes no difference as to whether Qr is 
“above” or “below” Qs ong, (Q1 = Qs is also allowed). 
Notice that x(t) has curvature k(x(t)) = / x(t)]-s(W,(x(t)), J&(t)), where 
J = (9 i), which has opposite signs at Qr and Qz . Thus, there must be a point 
Q along the orbit segment between Q1 and Qs at which the curvature changes 
from positive to negative values. At Q we have x = aW, for some scalar 01, and 
(W)(uljc , J*> = ~“W,,Wz 3 JW,> 
zzz --6~~?x2( I - %‘[x12 f xg2])(X2 - (3)““xl)(x2 f (3)1/2x1) 
(see [4, Section 5, Hypothesis 21). The gradient lines containing g, and h, 
have equations x2 = -(3)l12x, and x2 = (3)‘/“x1, respectively. Thus, the 
factor (x2 + (3)l12xl) < 0 to the left of g, , and (x2 - (3)1/2x1) > 0 to the left 
of h, (see Fig. 28). The factor (1 - 9e2[x,* + xz2]) = 0 gives the equation of 
the circle C which is circumscirbed about the equilateral triangle enclosing the 
origin defined by the three level lines of W(x) = h, = (54c2)-l (see Fig. 28). 
Thus, the critical point P = (-(36)-l, 0) lies on C which itself may or may 
not intersect the level curve W(x) = h depending upon the value of h > h, . 
Therefore, if Q lies above the x,-axis to the left of g, but on or below I+, we 
have a! # 0 and (d/dt)( W, , Jk) > 0 at Q. This would contradict the fact 
that the curvature of x(t) must become negative on leaving Q. Thus, Q must 
lie above I+ (and above the x,-axis to the left of gr). 
The branch of the level curve W(x) = h’ for ha < h’ < h that lies above 
the x,-axis is concave up with respect to the line I+ (for a proof see [4], 
especially the discussion of Hypothesis 3 in Section 2 and the proof of 
Hypothesis 3 in Section 5). Thus the acceleration field -W, in the region 
above If and I- (outside the equilateral triangle determined by W(x) = h,) 
has values at points strictly to the left of g, that are to the right of those values 
that -W, has on g, itself. By the reversibility of the flow we can choose 
a: < 0 where x = aW, at Q. Then x(t) intersects I+ in falling from Q at a 
point P* between P and g, with velocity vector 3i at P* to the right of or 
parallel to the values of -W, on g, (hence, on 1’). Thus, the curvature 
k(x(t)) is positive at P* or becomes so when x(t) leaves P*. By the values of 
- W, above the x,-axis below I+ to the left of g, , x(t) proceeds monotonically 
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towards G1 unless it exits 1p, via g, . Thus, the orbit segment of x(t) between 
P* and Qa lies below If but above the x,-axis. Moreover, K(x(t)) must have 
a zero value and become negative at some point along the orbit segment 
between P* and Qa . But this contradicts (d/dt)( IV, , J3i) > 0 at such points. 
Therefore, the case of Fig. 29(a) cannot happen, and we must have Fig. 29(b). 
The case where Qr and Qa lie on h, is completely analogous. The last 
statement of the lemma follows since the periodic orbit gr = 8(17,) is the 
only invariant set in & by Hypothesis 3. Q.E.D. 
By symmetry, we have the analog of Lemma 6. I for the regions & and & . 
Let Cii(t) be an orbit with energy h > h, and x-plane projection &ii(t) 
along G, . For any orbit p)(t) from Ti- u OJ- to Tif u wi+, we define the 
crossing 2-tuple N(v) = (nj , n,), i, j, k distinct. nj and nk count the number 
of times y(t) = P(cp(t)) crosses Gj and G, respectively in going from 
Ti- u wi- to Ti+ u wi+. Obviously, N(C,,) = (2, 2) and with Lemma 6.1 it 
is easy to verify Hypothesis 6 for this orbit. Thus, given any crossing orbit 
Cij(t), i # j, each W~F is topologically transversal to ui*. Using the spiraling 
arguments of Section 4, it is now straightforward to show with Lemma 6.1 
that Hypothesis 6 holds for this Cii(t). Moreover, by rotational symmetry, all 
crossing orbits required by Hypothesis 5 exist if any such Cii(t), i # j, does, 
and Hypothesis 6 holds for all these. 
THEOREM 6.2. For any 4 > 0 and h > h, = (54~9-1 at which a crossing 
orbit Cii(t), i # j, of energy h exists, both Theorems 1.3 and 1.4 hold on the three 
regions R,, R,, and R,fm thepotential W(x) = (+)(x1” + x2”) + c(x13 - 3x,x,‘7. 
Moreover, all extensions of Theorem 1.3 given in Sections 1 and 4 also hold. 
Thus, only the verification of Hypothesis 5 remains. As in the previous 
example, a computer was used to construct appropriate crossing orbits, using 
the value $ for E (the H&on-Heiles potential); hence, h, = (3) and 
P = (--1,O). We choose for C&t) the orbit with S(C,,(O)) = (0, y,,) where 
the initial velocity ye is perpendicular to G3 at the origin and points into & 
(see Fig. 30). If this orbit intersects L1 [&s] in future time, then it intersects 
&,[&,] in negative time by symmetry about G3 . 
The computer data for energy h = 1 is summarized by the sketch of the 
computed orbit Czl(t) = P(C,,(t)) in Fig. 30. At energies h = 4, $, the 
corresponding orbits c21(t) ar similar in shape to that at h = 1, except that 
they cross L1 with the x,-coordinate negative. We omit the error analysis 
required to show that our computed Car(t) represents an “actual” crossing 
orbit; the method is completely analogous to that given in the previous section. 
The initial conditions used were x,, = (0, 0), y0 = (-(3h/2)“12, (h/2)lj2), 
h = I,$,+. 
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FIGURE 30 
Crossing orbits with the above initial conditions were also found computa- 
tionally at a number of other energies h > (4). These energies are listed in the 
table below with the corresponding exit times T > 0 at which x(T) left the 
region l?, v &a v l& . More specifically, for energies 6 and 6, T is the first 
time that x2(T) < - 1.6; for all other energies 8 < h < 4, T is the first time 
that xi(T) < -1.1; for h = g,-$, and 1, T is the first time that x1(T) < -1.2, 
-1.3, and -1.4, respectively. At h = (+)(+ + 2) the orbit has shape similar 
TABLE II 
Computed Crossing Orbits at Other Energies 
h T Exit leg 
1 1.3 
l/2 1.98 
l/3 2.8 
w2)w3 + 114) 3.3 
l/4 15.8 
19/80 10.7 
(l/2)(1/4 + 115) 66.7 
17180 86.1 
l/5 57.12 
to that in Fig. 30 except that the crossing with & has x,-coordinate negative 
(as when h = &, 4). Unfortunately, due to the rapid increase in T as h 4 +, an 
error analysis becomes unfeasible at these latter energy levels. However, 
we should note that at these energy levels, h was held constant for nine to ten 
decimal digits throughout the numerical integration 0 < t < T, indicating 
that the estimates we used were probably very conservative. In fact, though 
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the orbit with the above initial conditions at h = (&)(i + $) had not exited 
after 2(105) iterations of d = 1O-3 (the program was halted at this point), at 
T = 200 the energy was still “constant” to eight decimal digits. 
Identifying each of the bounding spheres Z$*, i = 1, 2, 3, to a point, the 
portions of the crossing orbits Cii(t) in R become closed loops. We define the 
Zinking number of a crossing orbit C,,(t)[C,,(t)] with C33(t) to be the number of 
times this orbit intersects the disc in R that projects to G3 n & in going from 
L’s* to Z1* [L;* to ,&*I. For h = 1, 4, $, (&)(& + &), this linking number is 1 
for the crossing orbits constructed with the above initial conditions. For 
h = $ and 19/80 the respective linking numbers are 7 and 5 (note the 
oscillation as h 4 4). At the lower energies listed above, the crossing orbits 
Cal(t) have much larger linking numbers. A natural conjecture is that both 
this linking number and the exit time T -+ CO as h J $ for the orbits with 
initial conditions x0 = (0,O) and y. = ( -(3h/2)l12, (h/2)‘/“). This phenome- 
non is to be contrasted with the invariant torus breakdown observed com- 
putationally in [6] as h t 8, and also certain phenomena found in the potential 
of the next section. The change in linking numbers indicates that the flows 
are probably not conjugate at distinct energies > Q (in contrast with homo- 
geneous potentials). Another natural conjecture is that there are orbits 
satisfying the above initial conditions that exit by leg 3 (hence by symmetry 
also come from infinity in leg 3) at some $ < h < 4. 
GI 
FIGURE 31 
A sketch of the positive half-orbit computed at h = t for 0 < t < T is 
given in Fig. 31. Note that though the initial conditions aim the orbit to go out 
leg 1 as in Fig. 30, the orbit reverses itself to exit by leg 2. 
For the construction of crossing orbits Gil(t), i # j, at arbitrary z > 0 and 
h > h, = (54~~)~ in Theorem 6.2, some theorems of Hopf in [ll, pp. 
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454-459] may be relevant. The same construction problems occur, of course, 
in the even-saddle potentials of Section 5 and in the potential considered in the 
next section. 
7. A FURTHER EXAMPLE 
With the parameter E > 0, let W(x, , x2) = (+)(xr2 + xs2) - q2~a2. This 
potential is invariant under rotation through an angle (n/2), and for energies 
h > h, = (4~))~ has level curves in the form of a 4-saddle (Figs. 26 and 32). 
The four critical points P at which W(P) = h, are P = (2e)-l/“( f 1, f 1). The 
level curves W = h, are the four straight lines Zr*: x1 = -&(2~)-1/2; Z,*: x2 = 
&(2c)-li2 (see Fig. 32). Hypotheses 1 and 2 obviously apply to this potential, 
I’ I’ ,’ ,’ #’ ‘\ I: 0’ ‘4 
-2 W=h 
\I 
-7 
.- .+ 
FIGURE 32 
and results from [4] show that Hypotheses 3 and 4 obtain provided (4~)-l = 
h, < h < (9/4~), as discussed in Section 3. In Fig. 32 we have set Gi = Gi*, 
i= 1,2. 
With reference to the notation defined in Figs. 26 and 32, we now show the 
analog of Lemma 4.2 for the above potential. 
LEMMA 7.1. No solution x(t) off = -W, with energy h > h, that enters 
int (RI) through g, U h, (see Fig. 1) can leave & through g, u h, without 
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intersecting Gr n (l?, - (0)) in between. Moreover, if x(t) remains in l?, for all 
future time, then x(t) must transversely intersect & n (Z?, - (0)) in.nitely 
often after leaving g, u h, . 
Proof. At a point Q where R = aW, for some scalar (Y, 
(d/dt)( w, ) Jk) = -2&x1x2(x22 - x12)(3 - 2E(X,2 + x2”) - 4E2X,2X22) 
(see [4, Section 6, Hypothesis 21). The factor 
(3 - 26(X,2 + x22) - 462X,2X22) > 0 
on the square containing the origin bounded by II* and 12* (see Fig. 32), and 
equality holds only at the vertices of this square. The proof now follows as in 
Lemma 6.1 on noting that the required facts about the concavity of the level 
curves W(x) = h > h, follow from the discussion of Hypothesis 3 in Section 2 
and the proof of Hypothesis 3 in Section 5 of [4]. Q.E.D. 
As discussed in Section 5, dealing with even-saddle potentials, if there is a 
crossing orbit Cij(t), j # i* (j = i allowed), one can show with Lemma 7.1 
that Hypothesis 6 holds for the orbit C&t), and hence, wiF is topologically 
transversal to wT* (recall that the leg i* is opposite leg i). Then, provided 
Hypothesis 5 held, one could verify Hypothesis 6 for all the other crossing 
orbits as in Sections 4 and 5 using the usual spiraling arguments. Moreover, 
by rotational symmetry, all crossing orbits required by Hypothesis 5 exist 
provided any one such Cij(t), j # i, i*, exists. 
THEOREM 7.2. For any E > 0 and (g/4<) 3 h > h, = (4~)-l at which a 
crossing orbit C&t), j # i, i*, of energy h exists, both Theorems 1.3 and 1.4 hold 
on the regions R, , R, , R, , and R4 for the potential 
W(x) = (&)(x12 + x2”) - cxl*x;. 
Moreover, all extensions of Theorem 1.3 given in Sections 1 and 4 also hold. 
As in the examples of the previous two sections, crossing orbits for 
Hypothesis 5 were constructed numerically (at energies 3, 2, and 1.5, on 
setting E = 4, the case found in [6]). For one such crossing orbit (energy 
level 3) an error analysis showed that the computed orbit represented an 
actual crossing orbit, but we omit the details. The constructed orbits appeared 
somewhat as in Fig. 27. We remark that in all cases our energy constants 
remained fixed through nine to ten decimal places. 
A further crossing orbit was found at h = 1.25, but the error estimates 
were too large to guarantee this represented an actual crossing orbit. Also, in 
PATHOLOGY IN DYNAMICAL SYSTEMS II: APPLICATIONS 111 
contrast with the energies 3, 2 and 1.5, this latter orbit crossed the xi-axis 
a number of times before final escape. 
Attempts to find crossing orbits at h = 1 were unsuccessful, despite the 
fact that ha = L$ < < 1. This may be connected with the presence of invariant 
tori (observed computationally) about the periodic orbits in the potential 
well that run along the xi-and x,-axes. These tori persisted computationally 
up to an energy h’ with 1.15 < h’ < 1.16, and their destruction at h’ may be 
associated with the stability levels of the associated Mathieu equation obtained 
by linearizing about these periodic orbits. This preservation of invariant tori 
past the critical energy ha = 9 is to be contrasted with the phenomena 
reported in [6] for the potential of the previous section where motion becomes 
“stochastic” or random throughout the entire energy manifold in phase 
space as h t h, = .i. 
8. EGGCRATE POTENTIALS 
Pasting the potentials of Section 7 along the minimum distance line segments 
between the respective branches of W = h yields “eggcrates” after minor 
surgery on the vector field near the pasting (so as to amalgamate the two 
unstable periodic orbits “back-to-back”). Provided the surgery preserved the 
crossing orbits of Hypothesis 5, Theorem 1.3 would then give results on orbits 
that run all over the eggcrate. However, as the example below shows, 
Hypothesis 5 is not automatic. This example points up some of the difficulties 
in verifying Hypothesis 5 for the potentials of Sections 5-7. 
W(x) = cos (xi) . cos (xs) for energies - 1 = h, < h < 1 gives an “eggcrate” 
with unstable periodic orbits at the “boundaries” of any two cells. In fact, 
analogs of Hypotheses 1, 3, and 4 hold for this potential (Hypothesis 2 is 
inapplicable). However, Hypothesis 5 does not hold. This can be seen on 
letting W(x) = (&)[cos (xi - xs) + cos (x1 + xJ] and using the point 
transformation yi = (xi - ~a), ys = (xi + zcs) (which induces a canonical 
transformation in phase space). The differential equations then uncouple to 
jj, - siny, = 0, jj, - siny, = 0. 
These now have independent integrals 
WY, 9 31) = (H Ji>” + cm (YA 
and 
fJ2(Y2 192) = w(Y2)2 + cm (Y2). 
Thus, if Hypothesis 5 held (Hypothesis 6 could then be shown in the usual 
505/21/1-8 
112 CHURCHILL AND ROD 
way), this would violate Theorem 1.4. Therefore, there are no crossing orbits 
cii(t), j f i*, for this potential at energies - 1 = ha < h < 1. 
For the general problem of crossing orbits we refer again to the comments 
at the end of Section 6. 
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