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Introduction
Because of its chemical inertia and the almost spherical shape of its molecules, sulfur hexafluoride (SF 6 ) has sometimes been called a synthetic noble gas. It has many technical applications, such as an insulator for high-voltage equipment, 1 thermoacoustic insulation of windows, and a newer application as an inert solvent for chemical reactions in supercritical fluids. 2 In addition, there are medical applications of SF 6 (Refs. 3 and 4) and it also is of interest to researchers involved with molecular simulations. [5] [6] [7] At temperatures above 1000 K, decomposition can occur, and SF 6 begins to attack metal or silica surfaces. This leads to other technical applications such as surface fluorination or etching, but makes it difficult to obtain experimental data for pure SF 6 at these temperatures.
As SF 6 is an important industrial fluid, it is necessary to have accurate models for its thermophysical properties. Guder and Wagner 8 reviewed the thermodynamic properties of SF 6 and developed a reference equation of state. Assael et al. 9 recently developed a reference correlation for the thermal conductivity surface of SF 6 . At present, as noted by Wilhelm et al., 10 a suitable reference viscosity surface is not available. Wilhelm et al. 10 pointed out that the surface correlation presented by Altunin 11 was primarily based on only three data sets (Ulybin and Makarushkin, 12 Timrot et al., 13 and Grigorev et al. 14 ) , and the resulting correlation fails to represent the data of Hoogland et al., 15 as well as their own data. Similarly, the surface of Hafer 16,17 also fails to adequately represent the data of Hoogland et al. 15 In addition, both of these surfaces were developed prior to the availability of the extensive data provided by Wilhelm et al. 10 In this work, we take advantage of the availability of the new data of Wilhelm et al. 10 to develop a wide-ranging viscosity correlation and provide comparisons to literature data and other correlations. The formulation is based on the generalized friction theory (GFT) method 18 that can provide an accurate description of the viscosity surface, including the liquid, vapor and supercritical regions.
Wilhelm et al. 10 surveyed the viscosity surfaces and data available to 2005, provided a critical evaluation of the available literature data, and we have incorporated their recommendations in this work. Table 1 summarizes, to the best of our knowledge, all available viscosity data for SF 6 , 10,12-16,19-41 and includes the type of experimental apparatus, sample purity, author's estimated uncertainty, and the temperature and pressure ranges of the data. The data are identified as primary, secondary, or tertiary. The primary data were selected as those with the lowest uncertainties that cover a particular region; generally when there are overlapping regions, the sets with the larger uncertainties are considered secondary and are treated differently in the regression procedure described later in this document. Tertiary data were not used in the regression and were included only for comparison purposes. The primary set includes the extensive 2005 data of Wilhelm et al. 10 that were made with a vibrating wire apparatus in a relative mode with uncertainties ranging from 0.25% to 0.4% that extend to 20.4 MPa. The earlier quartz oscillating disk measurements from the Vogel group 37 also were considered as primary data; these cover temperatures from room temperature to 681 K and were performed at 0.33 MPa, with an uncertainty ranging from 0.1% to 0.3%, with the highest uncertainty at the highest temperatures. Comparisons with their work indicate that many of the early measurements 19, 20, 22, 23 are several percent too high and these were considered tertiary. Although also subject to this problem, the set of Ellis and Raw 21 was included as secondary to guide the extrapolation behavior to high temperatures, since the data extend to 1126 K. Several data sets from Kestin and coworkers 25,28-31 that extend above room temperature are thought to have a temperature measurement error, as discussed by Vogel et al., 42 and were not included as primary data. The 1971 Kestin 43 data set at 298 K, however, agrees with the results of Strehlow and Vogel 37 to within 0.2% and was included in the primary set. The high-pressure region was supplemented with the secondary data set of Ulybin and Makarushkin 12 that extends to 51 MPa. Following the recommendations in Wilhelm et al., 10 we also include as primary data the capillary measurements of Hoogland et al. that were performed in an absolute mode 15 and the measurements by Hurly et al. 38 at 298 K made in a Greenspan viscometer. Although a discussion detailing the apparatus has been published, 17 the large experimental data set in the thesis of Hafer 16 is not yet published in the literature and was considered as tertiary data. All data from this work, obtained from both forced-mode and free-mode measurements from a torsional crystal viscometer, are included in Table 1 39, 40 and those of Estrada-Alexanders and Hurly. 41 The single data point measured by Berg 39, 40 in 2005 in a capillary flow instrument designed for high accuracy (0.04%) absolute viscosity in gases was also included in the primary data set. The data of Estrada-Alexanders and Hurly 41 were treated as secondary data, as they have slightly larger uncertainties. In this work, all temperatures have been converted to ITS-90 (Ref. 44 ) and all densities for the given state points are obtained from the equation of state (EoS) of Guder and Wagner 8 for the reported temperature and pressure. This may introduce additional uncertainty, because the densities we used may not be identical to the values used by the original researchers in their data analysis procedures.
Model Formulation
For the development of the reference viscosity model for SF 6 , the GFT approach proposed by Quiñones-Cisneros and Deiters 18 has been applied. In general terms, a GFT model can be written as follows:
where g 0 corresponds to the dilute-gas limit and g f is a friction term. The g f is built upon a balance between repulsive and attractive contributions to the isotropic pressure. In the GFT approach, this is achieved by making use of the internal pressure (p T ) concept according to the following definitions:
and
In addition, as pointed out in the original GFT work, 18 for an accurate description of the low-density phase, an explicit separation of the linear ideal-gas term is recommended,
The ideal-gas term provides the linear initial density-viscosity dependence responsible for the behavior of the second viscosity virial coefficient. The final full model that has been used is similar to the GFT model that was used for water and CO 2 , 18
where the j friction parameters depend only on temperature and an additional cubic term has been added in order to 
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achieve improved accuracy at high pressure. We note that, given the analytical nature of the EoS used for SF 6 , the weak divergence of the viscosity in the near-critical region is not considered in this work. Nevertheless, as demonstrated by Quiñones-Cisneros and Deiters, 18 the use of a renormalized EoS may also reproduce the non-classical weak viscosity divergence, in close agreement with experimental microgravity measurements. Nevertheless, if required, the viscosity critical anomaly could also be addressed theoretically, as was done by Sengers et al. for water. 45 2.1. Dilute-gas limit For the dilute-gas limit, an empirical model as suggested for the GFT (Ref. 18) approach has been fitted to the primary low-density=low-pressure data (gas=vapor data up to 1 MPa). The model is of the form
where T r ¼ T=T c is the reduced temperature, and the value for the critical temperature is consistent with the one used in the EoS of Guder and Wagner, T c ¼ 318.7232 K. The model fit is done by combining Eqs. (1), (5) , and (6), but using only low-pressure data and eliminating the third-order terms in Eq. (5) . The parameters for this dilute-gas correlation are given in Table 2 . The primary data used in the regression were those of Kestin et al., 43 Hoogland et al., 15 Strehlow and Vogel, 37 Hurly et al., 38 Berg, 39, 40 and Wilhelm et al. 10 As secondary data, selected points from Ueda and Kigoshi, 26 Timrot et al., 13 Abe et al., 31 and Estrada-Alexanders and Hurly 41 were considered. Only low-pressure secondary points outside the temperature range covered by the primary data were used. Figure 1 shows all primary low-pressure gaseous state data up to 0.5 MPa along with the derived dilute-gas empirical model. As illustrated in Fig. 1 , all primary data fall closely over the model curve. The dilute-gas correlation is based on primary data that range from 270 K to 700 K, although Eq. (6) can be extrapolated with reasonable confidence from the triple point, 223.555 K, 46 up to 1000 K. Figure 2 shows a comparison with the secondary and all other low-pressure data available, giving some indication of the reliability of extrapolation outside the 270 K to 700 K range. The data in Fig. 2 are from Hafer, 16,17 Lukin et al., 35 Tanaka et al., 33 Harris et al., 32 Ulybin and Makarushkin, 12 Kestin et al., 28 Hellemans et al., 25 Kestin et al., 43 Dawe et al., 23 Raw and Tang, 22 Ellis and Raw, 21 McCoubrey and Singh, 20 and Earwicker and Fear. 19 As shown in Fig. 2 , with the exception of the Ellis and Raw 21 data, all low-density gaseous data are in reasonable agreement with the dilute-gas model. Ellis and Raw 21 noted that at temperatures above 1023 K the experimental data are unreliable, due to thermal dissociation. Figure 3 shows comparisons with some other zero-density and atmospheric-pressure formulations in the literature. The formulation of Altunin 11 is valid from 218 K to 873 K and has an estimated uncertainty of 1%; Equation (6) is in agreement with this curve to within this level of uncertainty. The "individual" correlation from Strehlow and Vogel 37 has an estimated uncertainty of about 0.3% for the temperature range from room temperature up to 700 K and is in agreement with Eq. (6) to within its estimated uncertainty. At temperatures below room temperature, the estimated uncertainty of the correlation from Strehlow and Vogel 37 (as well as our correlation) is larger due to the underlying data-the lowtemperature data of Harris et al. 32 upon which the individual correlation was based have an estimated uncertainty of 1.5%. 37 Until additional low-temperature data of low uncertainty become available, it is not possible to improve any correlation in this region. The correlation of Trengove and Wakeham 47 has an uncertainty of 0.3% at room temperature, rising to 1.5% at 220 K and 2% at 900 K, and is in agreement with Eq. (6) to within their estimated uncertainties. The formulation of Zarkova and Hohm 48 incorporated the data of Strehlow and Vogel 37 and is in good agreement with Eq. (6) and the correlation of Strehlow and Vogel 37 at low temperatures. Larger deviations are seen at high temperatures, but the agreement is still within the uncertainty of the data. Finally, Fig. 3 shows reasonable agreement with the correlation of Boushehri et al., 49 claimed to be valid from 250 K to 3000 K.
Initial density dependence
Subsequent to the derivation of the dilute-gas-limit model, a model for the initial density dependence (second viscosity virial coefficient) of SF 6 was derived. This was done in order to ensure agreement with the Rainwater-Friend 50 theory. The second viscosity virial coefficient is defined as
In terms of the formulation given in Eq. (5), this reduces to
The j i is parameterized according to the recommended form for the GFT,
where
The fitted parameters in Eq. (9) for the second viscosity virial coefficient are reported in Table 3 . Figure 4 shows a comparison between the reduced second viscosity virial coefficient calculated by the model derived in this work, and the model of Vogel et al. 42 using the SF 6 intermolecular parameters of Strehlow and Vogel 37 (e=k B ¼ 215.0 K and r ¼ 0.5205 nm), along with reduced B g values derived from the experimental results of Strehlow and Vogel 37 and Wilhelm et al. 10 The reducing parameters used in Fig. 4 are the critical temperature T c and the critical volume v c . The model performance is in basic agreement with the Rainwater-Friend 50 theory and shows reasonable agreement, being in the right order of magnitude with the experimental values, as shown in Fig. 4 .
Residual friction model
The mathematical form for the temperature-dependent residual friction coefficients is essentially similar to that originally proposed. 18 The proposed temperature dependence of the friction constants is of the form, 
Regression and Results
The final model parameters are given in Table 4 where, as in Table 3 , in order to facilitate the numerical implementation of the model, the reported units for the values of the parameters are distinctively given as units of viscosity for the numerator and pressure for the denominator. There are a total of five parameters for the dilute-gas correlation and 21 for the residual terms. The parameters were fitted through an iterative regression method that used all of the primary and secondary data reported in Table 1 . There are two main differences between the treatments of the primary and secondary data: (1) no secondary data that overlapped with the primary data were considered and (2) the primary data were not modified in any way, whereas the considered secondary data points were smoothed through the regression process. Tertiary data were not used at all in the regression, the principal reason being that most of the data overlapped with the primary data, which were considered to be of higher accuracy.
All of the regressions were iteratively made through a process that consisted of (1) performing a regression, (2) locating the point of highest deviation (excluding primary data), (3) if the highest deviation point was above a given tolerance, the point was smoothed by replacing it with the average between the point itself and the value predicted with the correlation. This smoothing process was iterated until a tolerance for the highest deviation of 0.5% was achieved.
The final behavior of the model is depicted in Figs. 5 and 6, showing a smooth uniform viscosity surface. In the original GFT work, 18 it was demonstrated that the GFT approach allows for the physics present in the EoS to be mapped onto the viscosity surface. In the original GFT work, CO 2 and water were used to illustrate the difference in the physics that results from the internal-pressure-based attractionrepulsion balance. In the case of CO 2 , a clear attractionrepulsion separation is derived, while in the case of water at low temperature an inversion in the sign of the internal pressure develops. This anomalous behavior, in the case of water, was then linked to the low-temperature viscosity anomaly that water develops at high pressure. 18 In the case of SF 6 , the internal pressure calculations that follow from the Guder and Wagner 8 EoS show no anomalous behavior, resulting, as 
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QUIÑ ONES-CISNEROS, HUBER, AND DEITERS depicted in Fig. 7 , in a clear attraction-repulsion separation similar to the one reported in the case of CO 2 . 18 It can therefore be argued that the regular behavior shown in Figs. 5 and 6 follows from the regular behavior that the Guder and Wagner 8 EoS shows for the SF 6 internal-pressure-based attraction-repulsion separation. Table 5 shows the deviation results for the SF 6 primary data, 10, 15, [37] [38] [39] [40] 43 where the AAD, Bias, and root-meansquare error (RMS) values are defined as follows:
Bias
Most of the primary data are reproduced within the uncertainty reported by the authors and cover pressure and temperature ranges in the area of industrial application. In the case of the secondary data, [12] [13] [14] 21, 26, 31, 34, 36, 41 show larger overall discrepancies. However, more illustrative are the results shown in the deviation diagram presented in Fig. 8 . This deviation diagram shows that for the main region of application covering a temperature range between 250 K and 500 K and pressures up to 50 MPa, the model also reproduces most of the secondary data within 1%. In fact, the largest deviations related to the secondary data are mostly found in the region of overlap with the primary data, i.e., a region where only primary data were considered in the regression. The primary data have overall deviations under 0.5%. For the high-temperature region, high-pressure data are unavailable. Nevertheless, the core of the GFT model is the Guder-Wagner EoS, and therefore, following Guder and Wagner, 8 we expect that the viscosity model can also be extrapolated with physically reasonable behavior to high temperatures and pressures beyond the range of data availability used in the regression of the EoS (triple point to 625 K and up to 150 MPa). This is further supported by the smooth and regular behavior shown in Figs. 5 and 6. Table 7 reports the model deviation results for the tertiary data. 16, 19, 20, 22, 23, 25, [28] [29] [30] 32, 33, 35 As shown in the table, most of the data are reproduced within or close to the reported uncertainty. It should be noted that the main reason that most of the tertiary data were not considered was simply because of their overlap with the primary data.
Low-density results
Figures 9 and 10 show the percentage deviations of the lowdensity (less than 100 kg m À3 ) primary and secondary data. The temperature range for the low-density data can be seen in Figs. 1 and 2 . The deviation values in these figures can be considered to be controlled mainly by the dilute-gas limit model. Therefore, based on comparisons with data, the dilute-gas model is estimated to have an uncertainty of 0.3% (at a coverage factor of two) for the temperature range 298 K to 700 K, rising to 1.5% at both the lowest (the triple point) and highest (1000 K) values of its recommended temperature range. to the primary data. The largest deviation is observed near the critical point which is located at 742.3 kg m À3 , 3.755 MPa, and 318.7 K. Figures 14 and 15 show the FT model pressure deviation trends for the secondary data showing a good high-pressure=density trend. The deviations shown are computed with the full original data sets, not the reduced secondary data (after eliminating the points overlapping with the primary data) used in the regression process. Figures 14 and 15 report the full sets of secondary data. Figure 16 , on the other hand, shows the combined primary and secondary data deviations, from the triple point to 700 K, but eliminating the secondary data that overlap with the primary data, i.e., eliminating the non-considered secondary data. Figure 16 shows the full-range model performance. It should be noted that the data points that fall outside the 62% band correspond to data points below 300 K. Also, Fig. 16 is presented in a density range up to 2000 kg m À3 , which is higher than the maximum density for 100 MPa and temperatures above 300 K (1920 kg m À3 at 300 K). Overall, considering both the primary and secondary performance, outside the critical region, the model delivers reasonable unbiased high-pressure as well as high-temperature trends in relation to the considered data. As depicted in Fig. 16 , the density trends above 300 K are mostly confined within the 61% bandwidth, and therefore it would be reasonable to assume that, for temperatures above 300 K and densities below 2000 kg m À3 (conditions up to 100 MPa), the expected model performance should fall within the 62% bandwidth, i.e., an uncertainty of approximately 2%-3% for extrapolations up to 100 MPa above 300 K. Table 8 is provided to assist in computer-program verification. The viscosity calculations are based on the tabulated temperatures and densities.
Full-range results

Computer-Program Verification
Conclusion
We have developed, based on GFT and available experimental data, a wide-ranging model for the viscosity surface of SF 6 that is valid from the triple point to 1000 K. It has been validated with experimental data up to 50 MPa, and extrapolates in a physically reasonable manner up to 100 MPa. The formulation has been developed with the EoS of Guder and Wagner, 8 and provides a viscosity surface for SF 6 valid over the entire fluid region including liquid, gas and supercritical states.
The correlation reproduces most of the primary data close to or within the reported uncertainty (0.1%-0.5%). It performs best in the low-pressure (less than 0.33 MPa) region from 300 K to 700 K where the estimated uncertainty (considered to be combined expanded uncertainty with a coverage factor of two) is 0.3%. In the region from 300 K to 425 K for pressures less than 20 MPa, corresponding to the region measured by Wilhelm et al., 10 the estimated uncertainty is less than 1%. Where there were data available for validation at temperatures from 230 K to 575 K for pressures up to 50 MPa, the estimated uncertainty is 2%. 
