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Abstract
In this paper, we consider the almost periodic dynamics of an impulsive multispecies
Lotka-Volterra competition system with time delays on time scales. By establishing some
comparison theorems of dynamic equations with impulses and delays on time scales, a
permanence result for the model is obtained. Furthermore, based on the permanence
result, by studying the Lyapunov stability theory of impulsive dynamic equations on
time scales, we establish a criterion for the existence and uniformly asymptotic stability
of a unique positive almost periodic solution of the system. Finally, we give an example
to show the feasibility of our main results and our example also shows that the continuous
time system and its corresponding discrete time system have the same dynamics. Our
results of this paper are completely new even if for both the case of the time scale T = R
and the case of Z.
Key words: Multispecies competition-predation system; Impulsive; Permanence; Almost
periodic solution; Time scales.
1 Introduction
In recent years, applications of the theory of differential equations in mathematical ecology
have developed rapidly. Various mathematical models have been proposed in the study of
population dynamics. One of the famous models for population dynamics is the Lotka-Volterra
∗This work is supported by the National Natural Sciences Foundation of People’s Republic of China under
Grant 11361072.
†The corresponding author.
1
competition system. The traditional Lotka-Volterra competition system can be expressed as
follows:
x˙i(t) = xi(t)
[
ri(t)−
n∑
j=1
aij(t)xj(t)
]
, i = 1, 2, . . . , n, (1.1)
where ri(t) represents the intrinsic growth rate of species i at time t and aij(t) the competing
coefficients between species j and i. Many excellent results which are concerned with perma-
nence, extinction and global attractivity of periodic solutions or almost periodic solutions of
system (1.1) are obtained (see [1, 2, 3, 4, 5]). Moreover, in the real world, models with delays
are much more realistic, as in reality time delays occur in almost every biological situation
and assumed to be one of the reasons of regular fluctuations in population density. Many
important and interesting population dynamical systems with delays have been extensively
studied (see [6, 7, 8, 9, 10, 11]). As is known that one of the most interesting questions
in mathematical biology concerns the survival of species in ecological models. Biologically,
when a system of interacting species is persistent in a suitable sense, it means that all the
species survive in the long term. Since permanence is one of the most important topics on the
study of population dynamics, it is reasonable to ask for conditions under which the system
is permanent. For example, in [7], Chen discussed the permanence and global stability of the
non-autonomous Lotka-Volterra system with predator-prey and delays by using a comparison
theorem and constructing a suitable Lyapunov function:

x˙i(t) = xi(t)
[
bi(t)−
n∑
k=1
aik(t)xk(t− τik(t))−
m∑
k=1
cik(t)yk(t− σik(t))
]
,
y˙j(t) = yj(t)
[
− rj(t) +
n∑
k=1
djk(t)xk(t− ξjk(t))−
m∑
k=1
ejk(t)yk(t− ηjk(t))
]
,
i = 1, 2, . . . , n, j = 1, 2, . . . , m.
(1.2)
On the other hand, many natural and man-made factors (e.g., fire, drought, flooding de-
forestation, hunting, harvesting, breeding etc.) always lead to rapid decrease or increase of
population numbers at fixed times. Such sudden changes can often be characterized mathe-
matically in the form of impulses. With the development of the theory of impulsive differential
equations [12, 13], nonautonomous n-species Lotka-Volterrra competitive systems with im-
pulsive effects have been studied by many authors and many important and significant results
are obtained (see [14, 15, 16, 17, 18, 19]). However, at present, since few comparison theorems
of solutions of differential or difference equations with both impulses and delays are available,
very few works have been done for the permanence of population models with both impulses
and delays, especially, for the models with impulses and discrete delays. Besides, it is well
known that both continuous time systems and discrete time systems are equally important in
theory and applications. But, up to now, there are few papers published on the permanence
of discrete time population models with impulses and delays. Also, it is well known that the
study of dynamic equations on time scales has been created in order to unify the study of
differential and difference equations.
Motivated by the above reasons, in this paper, we are concerned with the following im-
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pulsive multispecies competition-predation system with time delays on time scales:

x∆i (t) = bi(t)−
n∑
l=1
ail(t) exp{xl(t− τil(t))} −
m∑
h=1
cih(t) exp{yh(t− δih(t))}, t 6= tk, t ∈ J,
y∆j (t) = −rj(t) +
n∑
l=1
djl(t) exp{xl(t− ξjl(t))}
−
m∑
h=1
ejh(t) exp{yh(t− ηjh(t))}, t 6= tk, t ∈ J,
xi(t
+
k ) = xi(tk) + ln(1 + λik), t = tk,
yj(t
+
k ) = yj(tk) + ln(1 + λjk), t = tk, i = 1, 2, . . . , n, j = 1, 2, . . . , m,
(1.3)
where J = [t0,+∞)T and 0 ≤ t0 ∈ T, xi(t) is the density of species xi at time t, yj(t)
is the density of species yj at time t and {tk} ⊂ B := {{tk}, tk ∈ T: tk < tk+1, k ∈ N,
limt→∞ tk =∞}.
Remark 1.1. Let zi(t) = exp{xi(t)}, wj(t) = exp{yj(t)} for i = 1, 2, . . . , n, j = 1, 2, . . . , m.
If T = R, then (1.2) can be written as

z˙i(t) = zi(t)
[
bi(t)−
n∑
l=1
ail(t)zl(t− τil(t))−
m∑
h=1
cih(t)wh(t− δih(t))
]
, t 6= tk,
w˙j(t) = wj(t)
[
− rj(t) +
n∑
l=1
djl(t)zl(t− ξjl(t))−
m∑
h=1
ejh(t)wh(t− ηjh(t))
]
, t 6= tk,
zi(t
+
k ) = (1 + λik)zi(tk), t = tk,
wj(t
+
k ) = (1 + λjk)wj(tk), t = tk, i = 1, 2, . . . , n, j = 1, 2, . . . , m,
(1.4)
where t ∈ [t0,+∞). If T = Z, then (1.2) becomes

zi(t+ 1) = zi(t) exp
{
bi(t)−
n∑
l=1
ail(t)zl(t− τil(t))−
m∑
h=1
cih(t)wh(t− δih(t))
}
, t 6= tk,
wj(t+ 1) = wj(t) exp
{
− rj(t) +
n∑
l=1
djl(t)zl(t− ξjl(t))−
m∑
h=1
ejh(t)wh(t− ηjh(t))
}
, t 6= tk,
zi(t
+
k ) = (1 + λik)zi(tk), t = tk,
wj(t
+
k ) = (1 + λjk)wj(tk), t = tk, i = 1, 2, . . . , n, j = 1, 2, . . . , m,
(1.5)
where t ∈ [t0,+∞)Z.
From the point of view of biology, we focus our discussion on the positive solutions of
system (1.3). So it is assumed that the initial conditions of system (1.3) are of the form{
xi(θ; t0, φ
i
0) = φ
i
0(θ) ≥ 0, φi0(t0) > 0, θ ∈ [t0 − τˆ , t0]T, i = 1, 2, . . . , n,
yj(θ; t0, ψ
j
0) = ψ
j
0(θ) ≥ 0, ψj0(t0) > 0, θ ∈ [t0 − ηˆ, t0]T, j = 1, 2, . . . , m,
where φi0, ψ
j
0 ∈ C([t0 − τˆ , t0]T, [0,+∞)),
τˆ = max{τ+, δ+}, ηˆ = max{ξ+, η+}, τ+ = max
1≤i,l≤n
sup
t∈T
{τil(t)}, τ− = min
1≤i,l≤n
inf
t∈T
{τil(t)},
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δ+ = max
1≤i≤n,1≤h≤m
sup
t∈T
{δih(t)}, δ− = min
1≤i≤n,1≤h≤m
inf
t∈T
{δih(t)}, ξ+ = max
1≤j≤m,1≤l≤n
sup
t∈T
{ξjl(t)},
ξ− = min
1≤j≤m,1≤l≤n
inf
t∈T
{ξjl(t)}, η+ = max
1≤j,h≤m
sup
t∈T
{ηjh(t)}, η− = min
1≤j,h≤m
inf
t∈T
{ηjh(t)}.
For convenience, we denote fL = inf
t∈T
|f(t)|, fU = sup
t∈T
|f(t)|, where f is an almost periodic
function on T and µ¯ = sup
θ∈T
{µ(θ)}, where µ(t) is the forword graininess of T.
Throughout this paper, we assume that
(H1) bi(t), ail(t), cih(t), τil(t), δih(t), rj(t), djl(t), ejh(t), ξjl(t), ηjh(t) are nonnegative almost
periodic functions for t ∈ T, i, l = 1, 2, . . . , n, j, h = 1, 2, . . . , m;
(H2) {λik} and {λjk} are almost periodic sequences, 0 < r ≤ max
{ ∏
t0<tk<t
(1+λik),
∏
t0<tk<t
(1+
λjk)
}
≤ 1 for t ≥ t0 and −1 < {λik, λjk} ≤ 0 for k ∈ N, i = 1, 2, . . . , n, j = 1, 2, . . . , m;
(H3) the set of sequences {tk} ∈ UAPS, where UAPS = {{tjk}, tjk = tk+j − tk, k, j ∈ N is
uniformly almost periodic and infk t
1
k = θ > 0} ⊂ B.
The main purpose of this paper is to discuss the permanence of system (1.3) by establishing
some comparison theorems of dynamic equations with impulses and delays on time scales
and based on the obtained permanence result, by studying the Lyapunov stability theory
of impulsive dynamic equations on time scales, we establish the existence and uniformly
asymptotic stability of a unique positive almost periodic solution of system (1.3).
Remark 1.2. To our knowledge, there have no studies been reported on the the permanence
and almost periodicity of system (1.4) and system (1.5) until now.
The organization of this paper is as follows: In Section 2, we introduce some notations
and definitions, state some preliminary results. In Section 3, we establish some comparison
theorems of dynamic equations with impulses and delays which are needed in later sections.
In Section 4, we obtain some sufficient conditions for the permanence of (1.3) by using the
comparison theorems obtained in Section 3. In Section 5, by studying the Lyapunov stability
theory of impulsive dynamic equations on time scales we establish some sufficient conditions
for the existence and uniformly asymptotic stability of unique positive almost periodic solution
of (1.3). In Section 6, we give an example to illustrate the feasibility and effectiveness of our
results obtained in previous sections. Finally, we draw a conclusion in Section 7.
2 Preliminaries
In this section, we shall introduce some basic definitions, lemmas which are used in what
follows.
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A time scale T is an arbitrary nonempty closed subset of the real numbers, the forward
and backward jump operators σ, ρ : T → T and the forward graininess µ : T → R+ are
defined, respectively, by
σ(t) := inf{s ∈ T : s > t}, ρ(t) := sup{s ∈ T : s < t} and µ(t) = σ(t)− t.
A point t is said to be left-dense if t > inf T and ρ(t) = t, right-dense if t < supT and
σ(t) = t, left-scattered if ρ(t) < t and right-scattered if σ(t) > t. If T has a left-scattered
maximum m, then Tk = T\m, otherwise Tk = T. If T has a right-scattered minimum m,
then Tk = T\m, otherwise Tk = T.
A function f : T→ R is right-dense continuous or rd-continuous provided it is continuous
at right-dense points in T and its left-sided limits exist (finite) at left-dense points in T. If
f is continuous at each right-dense point and each left-dense point, then f is said to be a
continuous function on T.
For f : T → R and t ∈ Tk, then f is called delta differentiable at t ∈ T if there exists
c ∈ R such that for given any ε ≥ 0, there is an open neighborhood U of t satisfying
|[f(σ(t))− f(s)]− c[σ(t)− s]| ≤ ε |σ(t)− s|
for all s ∈ U . In this case, c is called the delta derivative of f at t ∈ T, and is denoted by
c = f∆(t). For T = R, we have f∆ = f
′
, the usual derivative, and for T = Z we have the
backward difference operator, f∆(t) = ∆f(t) := f(t+ 1)− f(t).
A function p : T→ R is called regressive provided 1+µ(t)p(t) 6= 0 for all t ∈ Tk. The set of
all regressive and rd-continuous functions p : T→ R will be denoted by R = R(T) = R(T,R).
We define the set R+ = R+(T,R) = {p ∈ R : 1 + µ(t)p(t) > 0, ∀t ∈ T}.
If r ∈ R, then the generalized exponential function er is defined by
er(t, s) = exp
{∫ t
s
ξµ(τ)(r(τ))∆τ
}
for all s, t ∈ T, with the cylinder transformation
ξh(z) =
{ Log(1 + hz)
h
, h 6= 0,
z, h = 0.
Let p, q : T→ R be two regressive functions, we define
p⊕ q = p+ q + µpq, ⊖p = − p
1 + µp
, p⊖ q = p⊕ (⊖q) = p− q
1 + µq
.
Then the generalized exponential function has the following properties.
Lemma 2.1. [20] Assume that p, q : T→ R are two regressive functions, then
(i) e0(t, s) ≡ 1 and ep(t, t) ≡ 1;
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(ii) ep(σ(t), s) = (1 + µ(t)p(t))ep(t, s);
(iii) ep(t, s) = 1/ep(s, t) = e⊖p(s, t);
(iv) ep(t, s)ep(s, r) = ep(t, r);
(v) ep(t, s)eq(t, s) = ep⊕q(t, s);
(vi) ep(t, s)/eq(t, s) = ep⊖q(t, s);
(vi)
(
1
ep(t,s)
)∆
= −p(t)
eσp (t,s)
.
Definition 2.1. [21] A time scale T is called an almost periodic time scale if
Π =
{
τ ∈ R : t± τ ∈ T, ∀t ∈ T} 6= {0}.
Definition 2.2. Let T be an almost periodic time scale. A function f ∈ C(T × D,En) is
called an almost periodic function in t ∈ T uniformly for x ∈ D if the ε-translation set of f
E{ε, f, S} = {τ ∈ Π : |f(t+ τ, x)− f(t, x)| < ε, ∀(t, x) ∈ T× S}
is relatively dense for all ε > 0 and for each compact subset S of D, that is, for any given
ε > 0 and each compact subset S of D, there exists a constant l(ε, S) > 0 such that each
interval of length l(ε, S) contains a τ(ε, S) ∈ E{ε, f, S} such that
|f(t+ τ, x)− f(t, x)| < ε, ∀t ∈ T× S.
This τ is called the ε-translation number of f .
For convenience, PCrd(T,R
n) denotes the set of all piecewise continuous functions with
respect to a sequence {tk}, k ∈ Z. For any integers i and j, denote tjk = tk+j− tk and consider
the sequence {tjk}, k, j ∈ Z. It is easy to verify that the number tjk, k, j ∈ Z satisfy
tjk+i − tjk = tik+j − tik, tjk − tik = tj−ik+i, k, j, i ∈ Z.
Definition 2.3. [22] The set of sequences {tjk}, tjk = tk+j− tk, k, j ∈ Z is said to be uniformly
almost periodic, if for an arbitrary ε > 0, there exists a relatively dense set of ε-almost periods,
common for all sequences {tjk}.
Definition 2.4. Let T be an almost periodic time scale and assume that {tk} ⊂ T, we call a
function ϕ ∈ PCrd(T,Rn) is almost periodic, if the following holds:
(i) {tjk}, tjk = tk+j − tk, k, j ∈ Z is uniformly almost periodic;
(ii) for any ε > 0, there is a positive number δ = δ(ε) such that if the points t
′
and t
′′
belong
to the same interval of continuity and |t′ − t′′ | < δ, then ‖ϕ(t′)− ϕ(t′′)‖ < ε;
(iii) for any ε > 0, there is relative dense set Γε ⊂ Π of ε-almost periods such that, if τ ∈ Γε,
then ‖ϕ(t+ τ)− ϕ(t)‖ < ε for all t ∈ T satisfying the condition |t− tk| > ε, k ∈ Z.
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We give a concept of almost periodic functions in the sense of Bohr as follows.
Definition 2.5. Let T be an almost periodic time scale and assume that {tk} ⊂ T, we call
a function ϕ ∈ PCrd(T × D,Rn) is almost periodic in t uniformly for x ∈ D, if, for each
compact subset S of D, the following holds:
(i) {tjk}, tjk = tk+j − tk, k, j ∈ Z is uniformly almost periodic;
(ii) for any ε > 0, there is a positive number δ = δ(ε, S) such that if the points t
′
and t
′′
belong to the same interval of continuity and |t′ − t′′ | < δ, then ‖ϕ(t′)− ϕ(t′′)‖ < ε;
(iii) for any ε > 0, there is relative dense set Γε ⊂ Π of ε-almost periods such that, if τ ∈ Γε,
then ‖ϕ(t + τ) − ϕ(t)‖ < ε for all (t, x) ∈ T × S satisfying the condition |t − tk| > ε,
k ∈ Z.
Let T, P ∈ B, and let s(T ∪ P ) : B → B be a map such that the set s(T ∪ P ) forms a
strictly increasing sequence. For D ⊂ T and ε > 0, Fε(D) is a closed ε-neighborhood of the
set D.
Definition 2.6. The set T ∈ B is almost periodic, if for every sequence {s′m} ⊂ Π there
exists a subsequence {sn}, sn = s′mn such that T − sn = {tk − sn} is uniformly convergent for
n→∞ to the set T1 ∈ B.
Similar to the proof of Theorem 1 in [23], one can easily show the following lemma:
Lemma 2.2. Let T be an almost periodic time scale and {ti} ⊂ T. The set of sequences
{tjk}, tjk = tk+j − tk, k, j ∈ Z is uniformly almost periodic if and only if for every sequence
{s′m} ⊂ Π there exists a subsequence {sn}, sn = s′mn such that T −sn = {tk−sn} is uniformly
convergent for n→∞ on B.
Definition 2.7. The sequence {φn}, φn = (ϕn(t), Tn) ∈ PCrd(T,Rn)× B is convergent to φ,
φ = (ϕ(t), T ) ∈ PCrd(T,Rn)×B, if and only if, for every ε > 0 there exists n0 > 0 such that
n ≥ n0 implies
ρ(T, Tn) < ε, ‖ϕn(t)− ϕ(t)‖ < ε
uniformly for t ∈ T \ Fε(s(Tn ∪ T )), ρ(·, ·) is an arbitrary distance in B.
We give another concept of almost periodic functions as follows.
Definition 2.8. The function ϕ ∈ PCrd(T,Rn) is said to be an almost periodic piecewise
continuous function with points of discontinuity of the first kind from the set T ∈ B, if:
(i) for every ε > 0, there is a positive number δ = δ(ε) such that if the points t
′
and t
′′
belong to the same interval of continuity and |t′ − t′′ | < δ, then ‖ϕ(t′)− ϕ(t′′)‖ < ε;
(ii) for every sequence {s′m} ⊂ Π there exists a subsequence {sn} ⊂ {s′m} such that (ϕ(t +
sn), T − sn) is uniformly convergent on PCrd(T,Rn)× B.
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Remark 2.1. In Definition 2.8, if we remove Condition (i), then Definition 2.8 is the defi-
nition of almost periodic functions in the sense of Bochner.
Definition 2.9. The sequence {φn}, φn = (ϕn(t, x), Tn) ∈ PCrd(T×Ω,Rn)×B is convergent
to φ, φ = (ϕ(t, x), T ) ∈ PCrd(T × Ω,Rn) × B, if and only if, for every ε > 0 and for each
compact subset S of Ω, there exists n0 > 0 such that n ≥ n0 implies
ρ(T, Tn) < ε, ‖ϕn(t, x)− ϕ(t, x)‖ < ε
uniformly for (t, x) ∈ (T \ Fε(s(Tn ∪ T )))× S, ρ(·, ·) is an arbitrary distance in B.
Definition 2.10. The function ϕ ∈ PCrd(T × D,Rn) is said to be almost periodic in t
uniformly for x ∈ D, if for each compact subset S of D:
(i) for every ε > 0, there is a positive number δ = δ(ε, S) such that if the points t
′
and t
′′
belong to the same interval of continuity and |t′ − t′′ | < δ, then ‖ϕ(t′ , ·)− ϕ(t′′ , ·)‖ < ε;
(ii) for every sequence {s′m} ⊂ Π there exists a subsequence {sn} ⊂ {s′m} such that (ϕ(t +
sn, x), T − sn) is uniformly convergent on PCrd(T×D,Rn)× B.
Remark 2.2. According to Lemma 2.2 and Theorem 129 in [24], it is easy to see that Def-
inition 2.4 is equivalent to Definition 2.8 and Definition 2.5 is equivalent to Definition 2.10,
respectively.
Let ϕ, ψ ∈ PCrd(T,Rn) with points of discontinuity of the first kind from the set T ∈ B,
then similar to the proofs of Theorem 1.15, Theorem 1.17 and Theorem 1.18 in [22], one can
easily show the following lemmas:
Lemma 2.3. If ϕ is almost periodic, then ϕ is bounded.
Lemma 2.4. If ϕ is almost periodic and F (·) is uniformly continuous on the value field of
ϕ, then F ◦ ϕ is almost periodic.
Lemma 2.5. If ϕ, ψ are almost periodic, then ϕ+ ψ is almost periodic.
Lemma 2.6. [20] Assume that a ∈ R and t0 ∈ T, if a ∈ R+ on Tk, then ea(t, t0) > 0 for all
t ∈ T.
Similar to the proof of Lemma 2.3 in [25], one can show that:
Lemma 2.7. Let f ∈ PC1rd[T,R], if f(t) > 0 for t ∈ T, then
f∆(t)
fσ(t)
≤ [ln(f(t))]∆ ≤ f
∆(t)
f(t)
,
where PC1rd[T,R] = {y : T → R is rd-continuous except at tk, k = 1, 2, . . ., for which y(t−k ),
y(t+k ), y
∆(t−k ), y
∆(t+k ) exist with y(t
−
k ) = y(tk), y
∆(t−k ) = y
∆(tk)}.
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Lemma 2.8. [26] Assume that x ∈ PC1rd[T,R] and{
x∆(t) ≤ (≥)p(t)x(t) + q(t), t 6= tk, t ∈ [t0,+∞)T,
x(t+k ) ≤ (≥)dkx(tk) + bk, t = tk, k ∈ N,
then for t ≥ t0 ≥ 0,
x(t) ≤ (≥) x(t0)
∏
t0<tk<t
dkep(t, t0) +
∑
t0<tk<t
( ∏
t0<tj<t
djep(t, tk)
)
bk
+
∫ t
t0
∏
s<tk<t
dkep(t, σ(s))q(s)∆s.
3 Comparison theorems
In this section, we state and prove some comparison theorems.
Lemma 3.1. Assume that x ∈ PC1rd[T,R], x(t) > 0 on T, d ≥ 0, a, b > 0, t − τ(t) ∈ T
for t ∈ T, 0 < dk ≤ 1, bk ≤ 0, where τ : T → R+ is a rd-continuous function and τ¯ =
sup
t∈T
{τ(t)}, k ∈ N, and there exist positive constants α, β such that α ≤ ∏t0<tk<t dk ≤ β for
t ∈ T. Then the following hold:
(i) If {
x∆(t) ≤ xσ(t)(b− ax(t− τ(t))) + d, t 6= tk, t ∈ [t0,+∞)T,
x(t+k ) ≤ dkx(tk) + bk, t = tk, k ∈ N,
(3.1)
where t0 ∈ T, with initial condition
x(t; t0, φ0) = φ0(t), t ∈ [t0 − τ¯ , t0]T,
where φ0 ∈ C([t0 − τ¯ , t0], (0,+∞)), then
lim sup
t→+∞
x(t) ≤ −dβ
b
+
(
dβ
b
+ x¯β
)
exp
{
bτ¯
1− bµ¯
}
:=M,
where x¯ is the unique positive root of x(ax− b)− d = 0.
Especially, if d = 0, then M = bβ
a
exp
{
bτ¯
1−bµ¯
}
.
(ii) If {
x∆(t) ≥ x(t)(b− ax(t− τ(t))) + d, t 6= tk, t ∈ [t0,+∞)T,
x(t+k ) ≥ dkx(tk), t = tk, k ∈ N,
(3.2)
where t0 ∈ T, with initial condition
x(s; t0, φ0) = φ0(s), φ0(t0) > 0, s ∈ [t0 − τ¯ , t0]T,
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where φ0 ∈ C([t0 − τ¯ , t0], [0,+∞)], and there exists a positive constant N such that
0 ≤ lim supt→+∞ x(t) ≤ N < +∞ and 1− aNµ¯ > 0, then
lim inf
t→+∞
x(t) ≥ bα
2
a
exp
{
log(1− aNµ¯)
µ¯
τ¯
}
:= m.
Proof. The proof of (i). Suppose that lim sup
t→+∞
x(t) = +∞. Then we claim that there must
exist an s1(> 0) ∈ T and s1 /∈ {tk} such that
x(s1) ≥ x¯+ 1, x∆(t)|t=s1 ≥ 0.
Otherwise, since lim sup
t→+∞
x(t) = +∞, for every t ∈ [t0,+∞)T \ {tk}, we have the following two
cases:
• Case (1) For every t ∈ [t0,+∞)T\{tk}, x(t) < x¯+1. In this case, since x(t+k ) ≤ dkx(tk)+
bk ≤ x(tk), k ∈ N, so, x(t) is bounded on [t0,+∞)T, which contradicts lim sup
t→+∞
x(t) =
+∞.
• Case (2) For every t ∈ [t0,+∞)T \ {tk}, if x(t) ≥ x¯ + 1, then x∆(t) < 0. In this case,
since x∆(t) < 0 and x(t+k ) ≤ dkx(tk) + bk ≤ x(tk), k ∈ N, so, x(t) is decreasing on
[t0,+∞)T, which also contradicts lim sup
t→+∞
x(t) = +∞.
Therefore, our claim holds. Similarly, by induction, we can choose a sequence {si} ∈
(0,+∞)T \ {tk} satisfying
x(si) ≥ x¯+ i, x∆(t)|t=si ≥ 0, i = 1, 2, . . . .
Thus, from (3.1) we have
xσ(si)(b− ax(si − τ(si))) + d ≥ 0, i = 1, 2, . . . ,
so
x(si − τ(si)) ≤ 1
a
(
b+
d
xσ(si)
)
≤ 1
a
(
b+
d
x¯
)
= x¯, i = 1, 2, . . . . (3.3)
Since
x∆(t) ≤ bxσ(t) + d = b(x(t) + µ(t)x∆(t)) + d,
we have
(1− bµ¯)x∆(t) ≤ (1− bµ(t))x∆(t) ≤ bx(t) + d,
then
x∆(t) ≤ b
1− bµ¯x(t) +
d
1− bµ¯ .
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Consider the following inequality:{
x∆(t) ≤ b
1−bµ¯
x(t) + d
1−bµ¯
, t 6= tk, t ∈ [t∗0,+∞)T, t∗0 ≥ t0,
x(t+k ) ≤ dkx(tk) + bk, t = tk, k ∈ N.
Since bk ≤ 0, for t > t∗0 ≥ t0, by use of Lemma 2.8, we have
x(t) ≤ x(t∗0)
∏
t∗
0
<tk<t
dke b
1−bµ¯
(t, t∗0) +
∫ t
t∗
0
∏
s<tk<t
dke b
1−bµ¯
(t, σ(s))
d
1− bµ¯∆s.
In view of
∏
t0<tk<t
dk ≤ β, for t > t∗, we have
x(t) ≤ x(t∗0)βe b
1−bµ¯
(t, t∗0) + β
∫ t
t∗
0
e b
1−bµ¯
(t, σ(s))
d
1− bµ¯∆s
≤ x(t∗0)βe b
1−bµ¯
(t, t∗0)−
dβ
b
[1− e b
1−bµ¯
(t, t∗0)]
= −dβ
b
+
(
dβ
b
+ x(t∗0)β
)
e b
1−bµ¯
(t, t∗0). (3.4)
According to (3.3) and (3.4), for i = 1, 2, . . ., we obtain
x(si) ≤ −dβ
b
+
(
dβ
b
+ x(si − τ(si))β
)
e b
1−bµ¯
(si, si − τ(si))
≤ −dβ
b
+
(
dβ
b
+ x¯β
)
e b
1−bµ¯
(si, si − τ(si)). (3.5)
For every θ ∈ T, if µ(θ) = 0, then
ξµ
(
b
1− bµ¯
)
=
b
1− bµ¯ ,
if µ(θ) 6= 0, then
ξµ
(
b
1− bµ¯
)
=
log(1 + b
1−bµ¯
µ(θ))
µ(θ)
≤ b
1− bµ¯ .
Hence, we have∫ si
si−τ(si)
ξµ
(
b
1− bµ¯
)
∆θ ≤
∫ si
si−τ(si)
b
1− bµ¯∆θ ≤ bτ(si) ≤
bτ¯
1− bµ¯ , i = 1, 2, . . . ,
so
exp
{∫ si
si−τ(si)
ξµ
(
b
1− bµ¯
)}
∆θ ≤ exp
{
b
1− bµ¯
}
, k = 1, 2, . . . .
11
Thus
e b
1−bµ¯
(si, tk) < e b
1−bµ¯
(si, si − τ(si)) ≤ exp
{
b
1− bµ¯
}
, i = 1, 2, . . . . (3.6)
It follows from (3.5) and (3.6) that
x(si) ≤ −dβ
b
+
(
dβ
b
+ x¯β
)
exp
{
b
1− bµ¯
}
, i = 1, 2, . . . .
Hence, lim sup
i→+∞
x(si) < +∞. This contradicts the assumption.
Similarly, we can get lim supt→+∞ x(t) ≤M.
The proof of (ii). For any positive constant ε small enough, it follows from lim supt→+∞ x(t) ≤
N that there exists large enough T1 such that
x(t) ≤ N + ε, t > T1,
then x(t− τ(t)) ≤ N + ε for t > T1 + τ¯ . So we have
x∆(t) ≥ x(t)(b− ax(t− τ(t))) + d
≥ −a(N + ε)x(t), t ≥ T1 + τ¯ , t 6= tk, k ∈ N.
Consider the following inequality{
x∆(t) ≥ −a(N + ε)x(t), t 6= tk, t ∈ [t∗0,+∞)T, t∗0 ≥ T1 + τ¯ , t∗0 ∈ T,
x(t+k ) ≥ dkx(tk), t = tk, k ∈ N.
For t ≥ t∗0, by use of Lemma 2.8, we have
x(t) ≥ x(t∗0)αe−a(N+ε)(t, t∗0).
Especially, we have
x(t) ≥ x(t− τ(t))αe−a(N+ε)(t, t− τ(t)), t ≥ t∗0 + τ¯ . (3.7)
For every θ ∈ T, if µ(θ) = 0, then
ξµ(−a(N + ε)) = −a(N + ε),
if µ(θ) 6= 0, then
ξµ(−a(N + ε)) = log(1− a(N + ε)µ(θ))
µ(θ)
≥ log(1− a(N + ε)µ¯)
µ¯
< −a(N + ε).
Hence, we have∫ t
t−τ(t)
ξµ(−a(N + ε))∆θ ≥ min
{∫ t
t−τ(t)
−a(N + ε)∆θ,
∫ t
t−τ(t)
log(1− a(N + ε)µ¯)
µ¯
∆θ
}
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=
log(1− a(N + ε)µ¯)τ(t)
µ¯
≥ log(1− a(N + ε)µ¯)
µ¯
τ¯ , t ≥ t∗0 + τ¯ ,
so
exp
{∫ t
t−τ(t)
ξµ(−a(N + ε))
}
∆θ ≥ exp
{
log(1− a(N˜ + ε)µ¯)
µ¯
τ¯
}
, t ≥ t∗0 + τ¯ .
Thus
e−a(N+ε)(t, t− τ(t)) ≥ exp
{
log(1− a(N + ε)µ¯)
µ¯
τ¯
}
, t ≥ t∗0 + τ¯ . (3.8)
By use of (3.7) and (3.8), we obtain
x(t) ≥ αx(t− τ(t)) exp
{
log(1− a(N + ε)µ¯)
µ¯
τ¯
}
, t ≥ t∗0 + τ¯ . (3.9)
From (3.2), by using Lemma 2.7, we have{
(ln x(t))∆ ≥ x(t)
x(σ(t))
(b− ax(t− τ(t))), t 6= tk, t ∈ [t0,+∞)T,
x(t+k ) ≥ dkx(tk), t = tk, k ∈ N.
(3.10)
Integrating system (3.10) from t0 to t, we have
x(t) ≥ x(t0) exp
(∫ t
t0
x(s)
x(σ(s))
(b− ax(s− τ(s)))∆s+
∑
t0≤tk<t
ln dk
)
. (3.11)
For any fixed ϑ ∈ (0, 1), we only need to consider the following three cases.
• Case I: there is a t1 > t0 such that x(t− τ(t)) ≥ ϑba for all t ≥ t1.
• Case II: there is a t1 > t0 such that x(t− τ(t)) ≤ ϑba for all t ≥ t1.
• Case III: x(t− τ(t)) is oscillatory about ϑb
a
for all t ≥ t0.
Case I. In this case, it follows from (3.9) that for t ≥ max{t1, t∗0 + τ¯},
x(t) ≥ ϑbα
a
exp
{
log(1− a(N + ε)µ¯)
µ¯
τ¯
}
.
Letting ε→ 0 and ϑ→ 1, we have
lim inf
t→+∞
x(t) ≥ bα
a
exp
{
log(1− aNµ¯)
µ¯
τ¯
}
≥ bα
2
a
exp
{
log(1− aNµ¯)
µ¯
τ¯
}
= m. (3.12)
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Case II. In this case, it follows from (3.2) that x∆(t) ≥ 0 for t ≥ t1. Hence, by (3.11), we
find
x(t) ≥ x(t1 + τ¯) exp
(
x(t1 + τ¯ )a
ϑb
∫ t
t1+τ¯
(b− ax(s− τ(s)))∆s +
∑
t1+τ¯≤tk<t
ln dk
)
≥ x(t1 + τ¯) exp
(
x(t1 + τ¯ )a
ϑb
(1− ϑ)b(t− t1 + τ¯) +
∑
t1+τ¯≤tk<t
ln dk
)
→ +∞
as t→ +∞, which contradicts lim supt→+∞ x(t) ≤ N .
Case III. In this case, from the oscillation of x(t − τ(t)) about ϑb
a
, we can choose two
sequences {si} and {s′i} satisfying t0 < s1 < s′1 < · · · < si < s′i < · · · and lim
i→+∞
si =
lim
i→+∞
s′i = +∞ such that
x(si − τ(si))) ≤ ϑb
a
, x(s+i − τ(s+i ))) ≥
ϑb
a
, x(s′i − τ(s′i))) ≥
ϑb
a
, x(s′+i − τ(s′+i ))) ≤
ϑb
a
,
x(t− τ(t)) ≥ ϑb
a
, t ∈ (si, s′i)
and
x(t− τ(t)) ≤ ϑb
a
, t ∈ (s′i, si+1).
For any t ≥ t0, if t ∈ (s′i, si+1], then by (3.11), we have
x(t) ≥ x(s′i) exp
(∫ t
s′i
x(s)
x(σ(s))
(b− ax(s− τ(s)))∆s +
∑
s′i≤tk<t
ln dk
)
≥ x(s′i)
∏
s′i≤tk<t
dk ≥ αx(s′i). (3.13)
Noticing that x(s′i − τ(s′i))) ≥ ϑba and according to (3.9), for s′i ≥ max{t0, t∗0 + τ¯}, we have
x(s′i) ≥ αx(s′i − τ(s′i)) exp
{
log(1− a(N + ε)µ¯)
µ¯
τ¯
}
≥ ϑbα
a
exp
{
log(1− a(N + ε)µ¯)
µ¯
τ¯
}
. (3.14)
Combine (3.13) and (3.17), we have
x(t) ≥ ϑbα
2
a
exp
{
log(1− a(N + ε)µ¯)
µ¯
τ¯
}
. (3.15)
For any t ≥ t∗0 + τ¯ , if t ∈ (si, s′i], then by (3.9), we have
x(t) ≥ αx(t− τ(t)) exp
{
log(1− a(N + ε)µ¯)
µ¯
τ¯
}
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≥ ϑbα
a
exp
{
log(1− a(N + ε)µ¯)
µ¯
τ¯
}
. (3.16)
Letting ε→ 0 and ϑ→ 1, from (3.15) and (3.16), we have
lim inf
i→+∞
x(t) ≥ bα
2
a
exp
{
log(1− aNµ¯)
µ¯
τ¯
}
. (3.17)
From the above discussion, we see that Case II cannot occur. So, it follows from (3.12) and
(3.17) that
lim inf
i→+∞
x(t) ≥ bα
2
a
exp
{
log(1− aNµ¯)
µ¯
τ¯
}
= m.
The proof is complete.
Similarly, we can easily obtain the following results.
Lemma 3.2. Assume that x ∈ PC1rd[T,R], x(t) > 0 on T, b, d ≥ 0, a > 0, t − τ(t) ∈ T
for t ∈ T, 0 < dk ≤ 1, bk ≤ 0, where τ : T → R+ is a rd-continuous function and τ¯ =
sup
t∈T
{τ(t)}, k ∈ N, and there exist positive constants α, β such that α ≤ ∏t0<tk<t dk ≤ β for
t ∈ T. Then the following hold:
(i) If {
x∆(t) ≤ x(t)(b − ax(t− τ(t))) + d, t 6= tk, t ∈ [t0,+∞)T,
x(t+k ) ≤ dkx(tk) + bk, t = tk, k ∈ N,
where t0 ∈ T, with initial condition
x(t; t0, φ0) = φ0(t), t ∈ [t0 − τ¯ , t0]T,
where φ0 ∈ C([t0 − τ¯ , t0], (0,+∞)), then
lim sup
t→+∞
x(t) ≤ −dβ
b
+
(
dβ
b
+ x¯β
)
ebτ¯ :=M,
where x¯ is the unique positive root of x(ax− b)− d = 0.
Especially, if d = 0, then M = bβ
a
ebτ¯ .
(ii) If {
x∆(t) ≥ xσ(t)(b− ax(t− τ(t))) + d, t 6= tk, t ∈ [t0,+∞)T,
x(t+k ) ≥ dkx(tk) + bk, t = tk, k ∈ N,
where t0 ∈ T, bk ≥ 0, with initial condition
x(t; t0, φ0) = φ0(t), t ∈ [t0 − τ¯ , t0]T,
and there exists a positive constant N such that 0 ≤ lim supt→+∞ x(t) ≤ N˜ < +∞, then
lim inf
t→+∞
x(t) ≥ bα
2
a
exp
{− log(1 + aNµ¯)
µ¯
τ¯
}
:= m˜.
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4 Permanence
In this section, we will give our main results about the permanence of system (1.3). For
convenience, we introduce the following notations: for i = 1, 2, . . . , n, j = 1, 2, . . . , m,
x∨i = ln
(
bUi
aLii
exp
{
bUi τ
+
1− bUi µ¯
})
,
y∨j = ln
{
1
eLjj
n∑
l=1
dUjl exp{x∨l } exp
{
η+(
1/
n∑
l=1
dUjl exp{x∨l }
)
− µ¯
}}
,
x∧i = ln
{
r2
aUii
(
bLi −
n∑
l=1,l 6=i
aUil exp{x∨l } −
m∑
h=1
cUih exp{y∨h}
)
exp
{
log(1− aUiiex∨i µ¯)
µ¯
τ+
}}
,
y∧j = ln
{
r2
eUjj
( n∑
l=1
dLjl exp{x∧l } − rUj −
m∑
h=1,h 6=j
eUjh exp{y∨h}
)
exp
{
log(1− eUjjey
∨
j µ¯)
µ¯
η+
}}
.
(H4) −bUi ,−
n∑
l=1
dUjl exp{x∨l },−aUiiex∨i ,−eUjjey
∨
j ∈ R+ and for i = 1, 2, . . . , n, j = 1, 2, . . . , m,
bUi exp
{
bUi τ
+
1− bUi µ¯
}
> aLii,
n∑
l=1
dUjl exp{x∨l } exp
{
η+(
1/
n∑
l=1
dUjl exp{x∨l }
)
− µ¯
}
> eLjj ,
r2
(
bLi −
n∑
l=1,l 6=i
aUil exp{x∨l } −
m∑
h=1
cUih exp{y∨h}
)
exp
{
log(1− aUiiex∨i µ¯)
µ¯
τ+
}
> aUii ,
r2
( n∑
l=1
dLjl exp{x∧l } − rUj −
m∑
h=1,h 6=j
eUjh exp{y∨h}
)
exp
{
log(1− eUjjey
∨
j µ¯)
µ¯
η+
}
> eUjj.
Lemma 4.1. Assume that (H1)–(H4) hold. Then every solution (x(t), y(t)) = (x1(t), x2(t), . . . ,
xn(t), y1(t), y2(t), . . . , ym(t)) of system (1.3) satisfies
x∧i ≤ lim inf
t→+∞
xi(t) ≤ lim sup
t→+∞
xi(t) ≤ x∨i , i = 1, 2, . . . , n,
y∧j ≤ lim inf
t→+∞
yj(t) ≤ lim sup
t→+∞
yj(t) ≤ y∨j , j = 1, 2, . . . , m.
Proof. From the first equation of (1.3), we have
x∆i (t) ≤ bUi − aLii exp{xi(t− τii(t))}, i = 1, 2, . . . , n.
Let Ni(t) = e
xi(t), obviously Ni(t) > 0, above inequality yields that
[ln(Ni(t))]
∆ ≤ bUi − aLiiNi(t− τii(t)), i = 1, 2, . . . , n.
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In view of Lemma 2.7, we have
N∆i (t)
Nσi (t)
≤ [ln(Ni(t))]∆ ≤ bUi − aLiiNi(t− τii(t)), i = 1, 2, . . . , n,
then
N∆i (t) ≤ Nσi (t)[bUi − aLiiNi(t− τii(t))], i = 1, 2, . . . , n.
Thus {
N∆i (t) ≤ Nσi (t)[bUi − aLiiNi(t− τii(t))], t 6= tk, t ∈ J,
Ni(t
+
k ) ≤ (1 + λik)Ni(tk), t = tk, k ∈ N, i = 1, 2, . . . , n.
In view of Lemma 3.1, we have
lim sup
t→+∞
Ni(t) ≤ b
U
i
aLii
exp
{
bUi τ
+
1− bUi µ¯
}
, i = 1, 2, . . . , n,
that is,
lim sup
t→+∞
xi(t) ≤ ln
(
bUi
aLii
exp
{
bUi τ
+
1− bUi µ¯
})
:= x∨i , i = 1, 2, . . . , n. (4.1)
For any positive constant ε small enough, it follows from (4.1) that there exists large
enough T1 such that
xi(t) ≤ x∨i + ε, for t ≥ T1, i = 1, 2, . . . , n. (4.2)
According to (1.3) and (4.2), we have
y∆j (t) ≤
n∑
l=1
dUjl exp{x∨l + ε} − eLjj exp{yj(t− ηjj(t))}, j = 1, 2, . . . , m.
Let Kj(t) = e
yj(t), obviously Kj(t) > 0, above inequality yields that
[ln(Kj(t))]
∆ ≤
n∑
l=1
dUjl exp{x∨l + ε} − eLjjKj(t− ηjj(t)), j = 1, 2, . . . , m.
In view of Lemma 2.7, we have
K∆j (t)
Kσj (t)
≤
n∑
l=1
dUjl exp{x∨l + ε} − eLjjKj(t− ηjj(t)), j = 1, 2, . . . , m,
then
K∆j (t) ≤ Kσj (t)
[ n∑
l=1
dUjl exp{x∨l + ε} − eLjjKj(t− ηjj(t))
]
, j = 1, 2, . . . , m.
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Thus 
 K
∆
j (t) ≤ Kσj (t)
[
n∑
l=1
dUjl exp{x∨l + ε} − eLjjKj(t− ηjj(t))
]
, t 6= tk, t ∈ J,
Kj(t
+
k ) ≤ (1 + λjk)Kj(tk), t = tk, k ∈ N, j = 1, 2, . . . , m.
By Lemma 3.1, we have
lim sup
t→+∞
Kj(t) ≤ 1
eLjj
n∑
l=1
dUjl exp{x∨l + ε} exp
{
η+
(1/
n∑
l=1
dUjl exp{x∨l + ε})− µ¯
}
, j = 1, 2, . . . , m,
that is,
lim sup
t→+∞
yj(t) ≤ ln
{
1
eLjj
n∑
l=1
dUjl exp{x∨l + ε} exp
{
η+
(1/
n∑
l=1
dUjl exp{x∨l + ε})− µ¯
}}
,
letting ε→ 0, then for j = 1, 2, . . . , m,
lim sup
t→+∞
yj(t) ≤ ln
{
1
eLjj
n∑
l=1
dUjl exp{x∨l } exp
{
η+
(1/
n∑
l=1
dUjl exp{x∨l })− µ¯
}}
= y∨j . (4.3)
For any positive constant ε small enough, it follows from (4.3) that there exists large
enough T2 such that
yj(t) ≤ y∨j + ε, for t ≥ T2, j = 1, 2, . . . , m. (4.4)
By (1.3), (4.2) and (4.4), for i = 1, 2, . . . , n, we arrive at
x∆i (t) ≥ bLi − aUii exp{xi(t− τii(t))} −
n∑
l=1,l 6=i
aUil exp{x∨l + ε} −
m∑
h=1
cUih exp{y∨h + ε}.
Let N˜i(t) = e
xi(t), obviously N˜i(t) > 0, above inequality yields that for i = 1, 2, . . . , n,
[ln(N˜i(t))]
∆ ≥ bLi −
n∑
l=1,l 6=i
aUil exp{x∨l + ε} −
m∑
h=1
cUih exp{y∨h + ε} − aUiiN˜i(t− τii(t)).
In view of Lemma 2.7, for i = 1, 2, . . . , n, we have
N˜∆i (t)
N˜i(t)
≥ [ln(N˜i(t))]∆ ≥ bLi −
n∑
l=1,l 6=i
aUil exp{x∨l + ε} −
m∑
h=1
cUih exp{y∨h + ε} − aUiiN˜i(t− τii(t)),
then
N˜∆i (t) ≥ N˜i(t)
[
bLi −
n∑
l=1,l 6=i
aUil exp{x∨l + ε} −
m∑
h=1
cUih exp{y∨h + ε} − aUiiN˜i(t− τii(t))
]
.
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Thus 

N˜∆i (t) ≥ N˜1(t)
[
bLi −
n∑
l=1,l 6=i
aUil exp{x∨l + ε} −
m∑
h=1
cUih exp{y∨h + ε}
−aUiiN˜i(t− τii(t))
]
, t 6= tk, t ∈ J,
N˜i(t
+
k ) ≥ (1 + λik)N˜i(tk), t = tk, k ∈ N, i = 1, 2, . . . , n.
According to Lemma 3.1, we have
lim inf
t→+∞
N˜i(t)
≥ r
2
aUii
(
bLi −
n∑
l=1,l 6=i
aUil exp{x∨l + ε} −
m∑
h=1
cUih exp{y∨h + ε}}
)
exp
{
log(1− aUiiex∨i µ¯)
µ¯
τ+
}
,
that is,
lim inf
t→+∞
xi(t)
≥ ln
[
r2
aUii
(
bLi −
n∑
l=1,l 6=i
aUil exp{x∨l + ε} −
m∑
h=1
cUih exp{y∨h + ε}
)
exp
{
log(1− aUiiex∨i µ¯)
µ¯
τ+
}]
,
letting ε→ 0, then we have
lim inf
t→+∞
xi(t) ≥ x∧i , i = 1, 2, . . . , n. (4.5)
For any positive constant ε small enough, it follows from (4.5) that there exists large
enough T3 such that
xi(t) ≥ x∧i − ε, for t ≥ T3, i = 1, 2, . . . , n. (4.6)
By (1.3), (4.5) and (4.6), we have
y∆j (t) ≥
n∑
l=1
dLjl exp{x∧l − ε} − eUjj exp{yj(t− ηjj(t))} − rUj −
m∑
h=1,h 6=j
eUjh exp{y∨h + ε},
let K˜j(t) = e
yj(t), obviously K˜j(t) > 0, above inequality yields that for j = 1, 2, . . . , m,
[ln(K˜j(t))]
∆ ≥
n∑
l=1
dLjl exp{x∧l − ε} − rUj −
m∑
h=1,h 6=j
eUjh exp{y∨h + ε} − eUjjK˜j(t− ηjj(t)).
From Lemma 2.7, for j = 1, 2, . . . , m, we have
K˜∆j (t) ≥ K˜j(t)
[ n∑
l=1
dLjl exp{x∧l − ε} − rUj −
m∑
h=1,h 6=j
eUjh exp{y∨h + ε} − eUjjK˜j(t− ηjj(t))
]
.
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Thus 

K˜∆j (t) ≥ K˜j(t)
[
n∑
l=1
dLjl exp{x∧l − ε} − rUj −
m∑
h=1,h 6=j
eUjh exp{y∨h + ε}
−eUjjK˜j(t− ηjj(t))
]
, t 6= tk, t ∈ J,
K˜j(t
+
k ) ≥ (1 + λjk)K˜j(tk), t = tk, k ∈ N, j = 1, 2, . . . , m.
In view of Lemma 3.1, we have
lim inf
t→+∞
K˜j(t)
≥ r
2
eUjj
( n∑
l=1
dLjl exp{x∧l − ε} − rUj −
m∑
h=1,h 6=j
eUjh exp{y∨h + ε}}
)
exp
{
log(1− eUjjey
∨
j µ¯)
µ¯
η+
}
,
that is,
lim inf
t→+∞
yj(t)
≥ ln
[
r2
eUjj
( n∑
l=1
dLjl exp{x∧l − ε} − rUj −
m∑
h=1,h 6=j
eUjh exp{y∨h + ε}
)
exp
{
log(1− eUjjey
∨
j µ¯)
µ¯
η+
}]
,
letting ε→ 0, then
lim inf
t→+∞
yj(t) ≥ y∧j , j = 1, 2, . . . , m.
The proof of Lemma 4.1 is completed.
Theorem 4.1. Assume (H1)–(H4) hold. Then system (1.3) is permanent.
5 Existence of positive almost periodic solutions
In this section, we will study the existence of positive almost periodic solutions of (1.3).
Consider the following equation:{
x∆(t) = f(t, x(t), x(t− τ(t))), t 6= tk, t ∈ T,
∆x(tk) = Ik(x(tk)), t = tk ≥ t0, k ∈ N, (5.1)
where t0 ∈ T, f : T × SB × SB → R, SB = {x ∈ R : ‖x‖ < B}, ‖x‖ = supt∈T |x(t)|.
τ : T→ R+, {tk} ∈ B, Ik : SB → R, k ∈ N.
Denote by x(t) = x(t; t0, ϕ0), ϕ0 ∈ PCrd[T, SB], the solution of system (4.1) with initial
conditions: {
x(t) = ϕ0(t), t ∈ (−∞, t0]T,
x(t+0 ; t0, ϕ0) = ϕ0(t0).
Introduce the following conditions:
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(A1) The function f(t, x, z) is almost periodic in t uniformly with respect to x and z ∈ SB,
and f(t, 0, 0) = 0 for t ∈ T.
(A2) The sequence of functions Ik(x) is almost periodic uniformly with respect to x ∈ SB
and is Lipschitz continuous in x, Ik(0) = 0, k ∈ N.
(A3) The function τ(t) is almost periodic, t− τ(t) ∈ T for t ∈ T.
(A4) The set of sequences {tjk}, tjk = tk+j − tk, k, j ∈ N is uniformly almost periodic and
infk t
1
k = θ > 0.
Suppose that conditions (A1)–(A4) hold, and let {ω′m} ⊂ Π be an arbitrary sequence.
Then there exists a subsequence {ωn}, ωn = ω′mn , such that the sequence {f(t + ωn, x, z)} is
convergent uniformly to the function f s(t, x), and from Lemma 2.2 it follows that the set of
sequences {tk − ωn}, k ∈ Z is convergent to the sequence tsk uniformly with respect to k ∈ Z
as n→∞. By {kni} we denote the sequence of integers, such that the subsequence {tkni} is
convergent to the sequence tsk uniformly with respect to k ∈ Z as i → ∞. Then, for every
sequence {ω′m}, the system (5.1) moves to the system
{
x∆(t) = f s(t, x(t), x(t− τ s(t))), t 6= tsk,
∆x(tsk) = I
s
k(x(t
s
k)), t0 ≤ t = tsk, k ∈ N. (5.2)
Define
V1 =
{
V : T× SB × SB → R+, V is rd− continuous in (tk−1, tk]T × SB × SB and
lim
(t,x,y)→(tk ,x0,y0),t>tk
V (t, x, y) = V (t+k , x0, y0)
}
.
W1 =
{
W : T× SB → R+,W is rd− continuous in (t, x) ∈ T× SB,
W (ts−k , x) = lim
t→ts
k
;t<ts
k
W (t, x),W (ts+k , x) = lim
t→ts
k
;t>ts
k
W (t, x) and the equality
W (ts−k , x) =W (t
s
k, x) holds
}
.
For V (t, x, y) ∈ V1, W (t, x) ∈ W1 and for some t ≥ t0, define the following set:
Ω1 = {x, y ∈ PCrd[T+, SB]|V (t, x(s), y(s)) ≤ V (t, x(t), y(t)), s ∈ (−∞, t]T},
Ω2 = {x, y ∈ PCrd[T+, SB]|W (t, x(s)) ≤ V (t, x(t)), s ∈ (t0, t]T}.
The proof of the following lemma is similar to the proof of Lemma 3.6 in [22].
Lemma 5.1. Suppose that conditions (A1)–(A4) hold and there exists a Lyapunov functional
W (t, x) ∈ W1 satisfying the following conditions
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(i) a(||x||) ≤ W (t, x) ≤ b(||x||), where (t, x) ∈ T × SB, a, b ∈ κ, κ = {a ∈ C(R+,R+) :
a(0) = 0 and a is increasing};
(ii) |W (t, x)−W (t, x1)| ≤ H‖x− x1‖, where (t, x) ∈ T× SB, H > 0 is a constant;
(iii) W (t+k , x+ I
s
k(x)) ≤ W (t, x), x ∈ SB, t0 ≤ t = tsk, k ∈ N;
(iv) D+W∆(4.2)(t, x) ≤ −cV (t, x), where c > 0, −c ∈ R+, x ∈ Ω2, t 6= tsk, k ∈ N.
Then the zero solution of (5.2) is uniformly asymptotically stable.
Lemma 5.2. Suppose that conditions (A1)–(A4) hold and there exists a Lyapunov functional
V (t, x, y) ∈ V1 satisfying the following conditions:
(i) a(||x− y||) ≤ V (t, x, y) ≤ b(||x− y||), where (t, x, y) ∈ T× SB × SB, a, b ∈ κ, κ = {a ∈
C(R+,R+) : a(0) = 0 and a is increasing};
(ii) |V (t, x, y)−V (t, x1, y1)| ≤ L(‖x−x1‖+ ‖y− y1‖), where (t, x, y) ∈ T×SB ×SB, L > 0
is a constant;
(iii) V (t+k , x+ Ik(x), y + Ik(y)) ≤ V (t, x, y), x, y ∈ SB, t0 ≤ t = tk, k ∈ N;
(iv) D+V ∆(4.1)(t, x, y) ≤ −cV (t, x, y), where c > 0, −c ∈ R+, x, y ∈ Ω1, t 6= tk, k ∈ N.
Moreover, if there exists a solution x(t; t0, ϕ0) ⊂ S of (5.1) for t0 ≤ t ∈ T, where S ⊂ SB
is a compact set, then there exists a unique almost periodic solution p(t) of (5.1), which is
uniformly asymptotically stable.
Proof. Let {ωm} ⊂ Π be any sequence such that ωm → +∞ as m → +∞ and {ωm} moves
(5.1) to (5.2). Let U ⊂ T be a compact. Then, for any ε > 0, take large enough integer n0(ε)
such that when m ≥ l ≥ n0(ε), we have
b(2B)e(−c)(ωl, t0) <
a(ε)
2
and
‖f(t+ ωm, x(t), x(t− τ(t)))− f(t+ ωl, x(t), x(t− τ(t)))‖ < ca(ε)
2L
.
Then for t > t0, (x(t), x(t + ωm − ωl)) ∈ Ω1, from (iv), we have
D+V ∆(t, x(t), x(t + ωm − ωl))
≤ −cV (t, x(t), x(t + ωm − ωl))
+L‖f(t+ ωm − ωl, x(t+ ωm − ωl), x(t+ ωm − ωl − τ(t + ωm − ωl)))
−f(t, x(t + ωm − ωl), x(t + ωm − ωl − τ(t + ωm − ωl)))‖
≤ −cV (t, x(t), x(t + ωm − ωl)) + ca(ε)
2
. (5.3)
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It follows from (5.3) that for m ≥ l ≥ n0(ε) and t ∈ U , we have
V (t+ ωl, x(t+ ωl), x(t+ ωm))
≤ e(−c)(t+ ωl, t0)V (t0, x(t0), x(t0 + ωm − ωl)) + a(ε)
2
(1− e(−c)(t+ ωl, t0))
≤ e(−c)(t+ ωl, t0)V (t0, x(t0), x(t0 + ωm − ωl)) + a(ε)
2
≤ a(ε).
By (i), for m ≥ l ≥ n0(ε) and t ∈ U , we obtain
‖x(t+ ωm)− x(t + ωl)‖ < ε.
Consequently, there exists a function p(t), such that x(t + ωm) − p(t) → ∞ for m → ∞,
and ω(t) is defined uniformly on U .
Next, we shall show that p(t) is a solution of (5.2).
Since x(t; t0, ϕ0) ⊂ S is a solution of (5.1), we have
‖x∆(t+ ωm)− x∆(t + ωl)‖ ≤ ‖f(t+ ωm, x(t+ ωm), x(t+ ωm − τ(t + ωm)))
−f(t+ ωl, x(t+ ωm), x(t+ ωm − τ(t + ωm)))‖
+‖f(t+ ωl, x(t + ωm), x(t+ ωm − τ(t + ωm)))‖
−f(t, x(t+ ωl), x(t + ωl − τ(t + ωl)))‖,
for t+ ωi 6= tk, i = m, l and k ∈ Z.
As x(t+ ωm) ⊂ SB, for large ωm ∈ Π and for each compact subset of T there exists n1(ε)
such that when m ≥ l ≥ n1(ε), then
‖f(t+ ωm, x(t + ωm), x(t+ ωm − τ(t+ ωm)))
−f(t + ωl, x(t + ωm), x(t + ωm − τ(t+ ωm)))‖ < ε
2
.
Since x(t+ωi) ⊂ SB, i = m, l and from Lemma 2.2, it follows that there exists n2(ε) such
that if m ≥ l ≥ n2(ε), then
‖f(t+ ωl, x(t+ ωm), x(t + ωm − τ(t + ωm)))
−f(t + ωl, x(t + ωl), x(t + ωl − τ(t + ωl)))‖ < ε
2
.
Hence for m ≥ l ≥ n(ε), n(ε) = max n1(ε), n2(ε), we obtain
‖x∆(t+ ωm)− x∆(t+ ωl)‖ < ε,
where t+ ωi 6= tsk, i = m, l and k ∈ Z, which shows that limm→∞ x∆(t+ ωm) exists uniformly
on every compact subset of T.
Thus, limm→∞ x
∆(t+ ωm) = p
∆(t), and
p∆(t) = lim
m→∞
[f(t+ ωm, x(t+ ωm), x(t + ωm − τ(t + ωm)))]
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= f s(t, p(t), p(t− τ s(t))),
where t+ ωm 6= tsk.
On the other hand, for t + ωm = t
s
k, it follows that
p(ts+k )− p(ts−k ) = lim
m→∞
[x(tsk + ωm + 0)− x(tsk + ωm − 0)]
= lim
m→∞
Isk(x(t
s
k + ωm)) = I
s
k(p(t
s
k)).
Then we get that p(t) is a solution of (5.2).
We have to show that p(t) is an almost periodic function.
Since limm→∞ x(t+ ωm) = p(t) and x(t+ ωm) ⊂ S is bounded, then p(t) is bounded. The
function f s(t, x, z) is almost periodic in t uniformly with respect to x, z ∈ SB, then there
exists M > 0 such that |f s(t, x, z)| ≤ M . If the points t′ and t′′ belong to the same interval
of continuity and |t2 − t1| < δ = εM , since p(t) is a solution of (5.2), we have∣∣∣∣
∫ t2
t1
p∆(t)∆t
∣∣∣∣ =
∣∣∣∣
∫ t2
t1
f s(t, x(t), x(t− τ s(t)))∆t
∣∣∣∣,
then |p(t2)− p(t1)| ≤ M |t2 − t1|, thus |p(t2)− p(t1)| < ε, which shows that p(t) is uniformly
continuous in every continuous interval.
On the other hand, for any ε > 0, take large enough integer n3(ε) such that when m ≥
l ≥ n3(ε), we have
b(2B)e(−c)(ωl, (t0) <
a(ε)
4
and
|f(t+ ωm, x(t), x(t− τ(t)))− f(t+ ωl, x(t), x(t− τ(t)))| < ca(ε)
4L
.
For each fixed t ∈ T, let rε ∈ Π be a ca(ε)4L -translation number of the function f such that
t + rε ≥ 0. Now, we consider the function V (t + rε, p(t), p(t + ωm − ωl)), where t ≤ t + ωm.
Then
D+V ∆(t+ rε, p(t), p(t+ ωm − ωl))
≤ −cV (t+ rε, p(t), p(t+ ωm − ωl))
+L‖f s(t, p(t), p(t− τ s(t))− f s(t + rε, p(t), p(t− τ s(t))‖
+L‖f s(t + ωm − ωl, p(t+ ωm − ωl), p(t+ ωm − ωl − τ(t + ωm − ωl)))
−f s(t+ rε, p(t+ ωm − ωl), p(t+ ωm − ωl − τ(t + ωm − ωl)))‖
≤ −cV (t+ rε, p(t), p(t+ ωm − ωl)) + 3ca(ε)
4
.
On the other hand, from t = tk − (ωm − ωl) and (iii) it follows that
V (rε + t
s
k, p(t
s
k) + I
s
k(p(t
s
k)), p(t
s
k + ωm − ωl) + Isk(p(tsk + ωm − ωl)))
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≤ V (rε + tsk, p(tsk), p(tsk + ωm − ωl)),
then
V (t + rε + ωl, p(t+ ωl), p(t+ ωm))
≤ e(−c)(t+ rε + ωl, t0)V (t0, p(t0), p(t0 + ωm − ωl)) + 3a(ε)
4
(1− e(−c)(t+ ωl, t0))
≤ e(−c)(t+ rε + ωl, t0)V (t0, p(t0), p(t0 + ωm − ωl)) + 3a(ε)
4
≤ a(ε).
By (i), for m ≥ l ≥ n3(ε) and t ∈ T, we obtain
‖p(t+ ωm)− p(t+ ωl)‖ < ε (5.4)
and from the definition of the sequence {ωm} for m ≥ l ≥ n3(ε), it follows that
ρ(tk + ωm, tk + ωl) < ε, (5.5)
where ρ(·, ·) is an arbitrary distance in B.
From (5.4) and (5.5), we obtain that the sequence p(t + ωm) is convergent uniformly to
the function p(t). Hence, p(t) is almost periodic.
Finally, we will prove that p(t) is uniformly asymptotically stable.
Let p¯(t) be an arbitrary solution of (5.2). Set
u(t) = p¯(t)− p(t),
gs(t, u(t)) = f s(t, u(t) + p(t), u(t) + p(t− τ s(t)))− f s(t, p(t), p(t− τ s(t))),
Bsk(u) = I
s
k(u+ p)− Isk(u).
Now, we consider the system{
u∆(t) = gs(t, u(t)), t 6= tsk,
∆u(tsk) = B
s
k(u(t
s
k)), t0 ≤ t = tsk (5.6)
and let W (t, u(t)) = V (t, p(t), p(t) + u(t)).
Then from Lemma 5.1 it follows that the zero solution u(t) = 0 of system (5.6) is uni-
formly asymptotically stable, and hence p(t) is uniformly asymptotically stable. The proof is
completed.
Let (x(t), y(t)) = (x1(t), x2(t), . . . , xn(t), y1(t), y2(t), . . . , ym(t)) be any solution of system
(1.3), Ω = {(x(t), y(t)) : 0 < x∧i ≤ xi(t) ≤ x∨i }, 0 < y∧j ≤ yj(t) ≤ y∨j }. It is easy to verify that
under the conditions of Theorem 4.1, Ω is an invariant set of (1.3).
Lemma 5.3. Assume that (H1)–(H4) hold, then Ω 6= ∅.
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Proof. By the almost periodicity of bi(t), ail(t), τil(t), cih(t), δih(t), rj(t), djl(t), ξjl(t), ejh(t),
ηjh(t), i, l = 1, 2, . . . , n, j, h = 1, 2, . . . , m, there exists a sequence ω = {ωp} ⊆ Π with
ωp → +∞ as p→ +∞ such that for t 6= tk, we have
bi(t + ωp)→ bi(t), ail(t+ ωp)→ ail(t), τil(t + ωp)→ τil(t),
cih(t + ωp)→ cih(t), δih(t+ ωp)→ δih(t), rj(t+ ωp)→ rj(t),
djl(t+ ωp)→ djl(t), ξjl(t+ ωp)→ ξjl(t), ejh(t + ωp)→ ejh(t),
ηjh(t+ ωp)→ ηjh(t), tk − ωp → tk, p→ +∞,
i, l = 1, 2, . . . , n, j, h = 1, 2, . . . , m,
and there exists a subsequence {kp} of {p}, kp → +∞, p → +∞, such that dikp → dik,
djkp → djk.
In view of Lemma 3.1, for all ε > 0, there exists a t1 ∈ T and t1 ≥ t0 such that
x∧ − ε ≤ xi(t) ≤ x∨ + ε, y∧ − ε ≤ yj(t) ≤ y∨ + ε, for t ≥ t1.
Write xip(t) = xi(t + ωp), yjp(t) = yj(t + ωp) for t ≥ t1, p = 1, 2, . . .. For any positive integer
q, it is easy to see that there exist sequences {xip(t) : p ≥ q} and {yjp(t) : p ≥ q} such that
the sequences {xip(t)} and {yjp(t)} has subsequences, denoted by {xip(t)} and {yjp(t)} again,
converging on any finite interval of T as p → +∞, respectively. Thus, there are sequences
{x˜i(t)} and {y˜j(t)} defined on T such that
xip(t)→ x˜i(t), yjp(t)→ y˜j(t), for t ∈ T, as p→ +∞.
Since

x∆ip(t) = bi(t+ ωp)−
n∑
l=1
ail(t+ ωp) exp{xl(t+ ωp − τil(t+ ωp))}
−
m∑
h=1
cih(t + ωp) exp{yh(t+ ωp − δih(t + ωp))}, t 6= tk − ωp, t ∈ J,
y∆jp(t) = −rj(t+ ωp) +
n∑
l=1
djl(t+ ωp) exp{xl(t+ ωp − ξjl(t+ ωp))}
−
m∑
h=1
ejh(t+ ωp) exp{yh(t + ωp − ηjh(t+ ωp))}, t 6= tk − ωp, t ∈ J,
xi(t
+
k − ωp) = xi(tk − ωp) + ln(1 + λikp), t = tk − ωp,
yj(t
+
k − ωp) = yj(tk − ωp) + ln(1 + λjkp), t = tk − ωp, i = 1, 2, . . . , n, j = 1, 2, . . . , m,
we have

x˜∆i (t) = bi(t)−
n∑
l=1
ail(t) exp{x˜l(t− τil(t))} −
m∑
h=1
cih(t) exp{y˜h(t− δih(t))}, t 6= tk, t ∈ J,
y˜∆j (t) = −rj(t) +
n∑
l=1
djl(t) exp{x˜l(t− ξjl(t))}
−
m∑
h=1
ejh(t) exp{y˜h(t− ηjh(t))}, t 6= tk, t ∈ J,
x˜i(t
+
k ) = x˜i(tk) + ln(1 + λik), t = tk,
y˜j(t
+
k ) = y˜j(tk) + ln(1 + λjk), t = tk, i = 1, 2, . . . , n, j = 1, 2, . . . , m.
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We can easily see that (x˜(t), y˜(t)) is a solution of system (1.3) and x∧i − ε ≤ x˜i(t) ≤ x∨i + ε,
y∧j − ε ≤ y˜j(t) ≤ y∨j + ε for t ∈ J , i = 1, 2, . . . , n, j = 1, 2, . . . , m. Since ε is an arbitrary
small positive number, it follows that x∧i ≤ x˜i(t) ≤ x∨i , y∧j ≤ y˜j(t) ≤ y∨j for t ∈ J . The proof
is complete.
Theorem 5.1. Assume that (H1)–(H4) hold. Suppose further that
(H5) (x, y) ∈ Ω∗, where
Ω∗ =
{
(x, y) | x, y ∈ PC[T+,Ω],
n∑
i=1
|xi(s)|+
m∑
j=1
|yj(s)|
≤
n∑
i=1
|xi(t)|+
m∑
j=1
|yj(t)|, s ∈ (−∞, t], t ≥ 0
}
;
(H6) τ
∆ = max
1≤i,l≤n
sup
t∈T
{τ∆il (t)}, δ∆ = max
1≤i,h≤n,
sup
t∈T
{δ∆ih(t)}, ξ∆ = max
1≤j,l≤n
sup
t∈T
{ξ∆jl (t)}, η∆ =
max
1≤j,h≤n,
sup
t∈T
{η∆jh(t)}, 1− τ∆ > 0, 1− δ∆ > 0, 1− ξ∆ > 0, 1− η∆ > 0;
(H7) γ > 0 and −γ ∈ R+, where γ = min1≤i≤n,1≤j≤m{γi, γj}, and
γi =
n∑
l=1
aLlie
x∧i − 2µ¯
( n∑
l=1
aUlie
x∨i
)2
− 1
1− τ∆
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
)( n∑
l=1
aUlie
x∨i
)2
×(2τ+ − τ−)− 1
1− ξ∆
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
) m∑
j=1
cUije
y∨j
n∑
i=1
dUjie
x∨i (ξ+ + δ+ − ξ−)
−
m∑
j=1
dUjie
x∨i
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
)
− 1
1− ξ∆
m∑
j=1
dUjie
x∨i
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
)
×
m∑
h=1
eUhje
y∨j (η+ + ξ+ − ξ−)− 1
1− τ∆
m∑
j=1
dUjie
x∨i
×
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
) n∑
l=1
aUlie
x∨i (τ+ + ξ+ − τ−),
γ˜j =
m∑
h=1
eLhje
y∧j − 2µ¯
( m∑
h=1
eUhje
y∨j
)2
− 1
1− η∆
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
)( m∑
h=1
eUhje
y∨j
)2
×(2η+ − η−)− 1
1− δ∆
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
) n∑
i=1
dUjie
x∨i
m∑
j=1
cUije
y∨j (δ+ + η+ − η−)
−
n∑
i=1
cUije
y∨j
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
)
− 1
1− δ∆
n∑
i=1
cUije
y∨j
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
)
×
n∑
l=1
aUlie
x∨i (τ+ + δ+ − δ−)− 1
1− η∆
n∑
i=1
cUije
y∨j
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×
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
) m∑
h=1
eUhje
y∨j (η+ + δ+ − η−).
Then (1.3) has a unique almost periodic solution (x(t), y(t)) that is uniformly asymptotically
stable.
Proof. According to Lemma 4.1, every solution (x(t), y(t)) of system (1.3) satisfies that
x∧i ≤ xi(t) ≤ x∨i , y∧j ≤ yj(t) ≤ y∨j . Hence, |xi(t)| ≤ Ki, |yj(t)| ≤ Bi where Ki =
max{|x∨i |, |x∧i |}, Bi = max{|y∨j |, |y∧j |}, i = 1, 2, . . . , n, j = 1, 2, . . . , m. Denote ‖(x, y)‖ =
sup
t∈T
n∑
i=1
|xi(t)|+ sup
t∈T
m∑
j=1
|yj(t)|. Suppose that X1 = (x(t), y(t)), X2 = (x∗(t), y∗(t)) are any two
positive solutions of system (1.3), then ‖X1‖ ≤ C and ‖X2‖ ≤ C, where C =
n∑
i=1
Ki +
m∑
j=1
Bi.
In view of system (1.3), we have

x∆i (t) = bi(t)−
n∑
l=1
ail(t) exp{xl(t− τil(t))} −
m∑
h=1
cij(t) exp{yh(t− δih(t))}, t 6= tk, t ∈ J,
y∆j (t) = −rj(t) +
n∑
l=1
djl(t) exp{xl(t− ξjl(t))} −
m∑
h=1
ejh(t) exp{yh(t− ηjh(t))}, t 6= tk, t ∈ J,
xi(t
+
k ) = xi(tk) + ln(1 + λik), t = tk,
yj(t
+
k ) = yj(tk) + ln(1 + λjk), t = tk,
x∗i
∆(t) = bi(t)−
n∑
l=1
ail(t) exp{x∗l (t− τil(t))} −
m∑
h=1
cih(t) exp{y∗h(t− δih(t))}, t 6= tk, t ∈ J,
y∗j
∆(t) = −rj(t) +
n∑
l=1
djl(t) exp{x∗l (t− ξjl(t))} −
m∑
h=1
ejh(t) exp{y∗h(t− ηjh(t))}, t 6= tk, , t ∈ J,
x∗i (t
+
k ) = x
∗
i (tk) + ln(1 + λik), t = tk,
y∗j (t
+
k ) = y
∗
j (tk) + ln(1 + λjk), t = tk, i = 1, 2, . . . , n, j = 1, 2, . . . , m.
(5.7)
Consider the Lyapunov function V (t, X1, X2) on T
+ × Ω× Ω defined by
V (t, X1, X2) =
n∑
i=1
|xi(t)− x∗i (t)|+
m∑
j=1
|yj(t)− y∗j (t)|.
Let the norm
‖X1 −X2‖ = sup
t∈T
n∑
i=1
|xi(t)− x∗i (t)|+ sup
t∈T
m∑
j=1
|yj(t)− y∗j (t)|.
It is easy to see that there exist two constants C1 > 0, C2 > 0 such that (C1‖X1 −X2‖)2 ≤
V (t, X1, X2) ≤ (C2‖X1 − X2‖)2. Let a, b ∈ C(R+,R+), a(x) = C21x2, b(x) = C22x2, so
Condition (i) of Lemma 4.1 is satisfied. Besides,
|V (t, X1, X2)− V (t, X˜1, X˜2)|
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=∣∣∣∣
n∑
i=1
|xi(t)− x∗i (t)|+
m∑
j=1
|yj(t)− y∗j (t)| −
n∑
i=1
|x˜i(t)− x˜∗i (t)| −
m∑
j=1
|y˜j(t)− y˜∗j (t)|
∣∣∣∣
≤
∣∣∣∣
n∑
i=1
|(xi(t)− x˜i(t))− (x∗i (t)− x˜∗i (t))|+
m∑
j=1
|(yj(t)− y˜j(t))− (y∗j (t)− y˜∗j (t))|
∣∣∣∣
≤
n∑
i=1
|xi(t)− x˜i(t)|+
m∑
j=1
|yj(t)− y˜j(t)|+
n∑
i=1
|x∗i (t)− x˜∗i (t)|+
m∑
j=1
|y∗j (t)− y˜∗j (t)|
≤ L(‖X1 − X˜1‖+ ‖X2 − X˜2‖),
where L = 1, so Condition (ii) of Lemma 5.2 is also satisfied.
On the other hand for t = tk, we have
V (t+k , X(t
+
k ), Y (t
+
k )) =
n∑
i=1
|xi(t+k )− x∗i (t+k )|+
m∑
j=1
|yj(t+k )− y∗j (t+k )|
=
n∑
i=1
|xi(tk)− x∗i (tk)|+
m∑
j=1
|yi(tk)− y∗i (tk)|
= V (tk, X(tk), Y (tk)),
then Condition (iii) of Lemma 5.2 is also satisfied.
In view of system (4.2), we have

(xi(t)− x∗i (t))∆ = −
n∑
l=1
ail(t)(exp{xl(t− τil(t))} − exp{x∗l (t− τil(t))})
−
m∑
h=1
cih(t)(exp{yh(t− δih(t))} − exp{y∗h(t− δih(t))}), t 6= tk, t ∈ J,
(yj(t)− y∗j (t))∆ =
n∑
l=1
djl(t)(exp{xl(t− ξjl(t))} − exp{x∗l (t− ξjl(t))})
−
m∑
h=1
ejh(t)(exp{yh(t− ηjh(t))} − exp{y∗h(t− ηjh(t))}), t 6= tk, t ∈ J,
xi(t
+
k )− x∗i (t+k ) = xi(tk)− x∗i (tk), t = tk,
yj(t
+
k )− y∗j (t+k ) = yj(tk)− y∗j (tk), t = tk, i = 1, 2, . . . , n, j = 1, 2, . . . , m, k ∈ N.
(5.8)
Using the mean value theorem, we get

exp{xl(t− τil(t))} − exp{x∗l (t− τil(t))} = eζl(t)(xl(t− τil(t))− x∗l (t− τil(t))),
exp{xl(t− ξjl(t))} − exp{x∗l (t− ξjl(t))} = eζ∗l (t)(xl(t− ξjl(t))− x∗l (t− ξjl(t))),
exp{yh(t− δih(t))} − exp{y∗h(t− δih(t))} = eωh(t)(yh(t− δih(t))− y∗h(t− δih(t))),
exp{yh(t− ηjh(t))} − exp{y∗h(t− ηjh(t))} = eω∗h(t)(yh(t− ηjh(t))− y∗h(t− ηjh(t))),
(5.9)
where ξl(t) lies between xl(t − τil(t)) and x∗l (t − τil(t)), ξ∗l (t) lies between xl(t − ξjl(t)) and
x∗l (t−ξjl(t)), ωh(t) lies between yh(t−δih(t)) and y∗h(t−δih(t)), ω∗h(t) lies between yh(t−ηjh(t))
and y∗h(t− ηjh(t)), i, l = 1, 2, . . . , n, j, h = 1, 2, . . . , m.
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Let ui(t) = xi(t)− x∗i (t), vj(t) = yj(t)− y∗j (t), then by (5.9) and (5.8) can be written as

u∆i (t) = −
n∑
l=1
ail(t)e
ζl(t)ul(t− τil(t))−
m∑
h=1
cih(t)e
ωh(t)vh(t− δih(t)), t 6= tk, t ∈ J,
v∆j (t) =
n∑
l=1
djl(t)e
ζ∗
l
(t)ul(t− ξjl(t))−
m∑
h=1
ejh(t)e
ω∗
h
(t)vh(t− ηjh(t)), t 6= tk, t ∈ J,
ui(t
+
k ) = ui(tk), t = tk,
vj(t
+
k ) = vj(tk), t = tk, i = 1, 2, . . . , n, j = 1, 2, . . . , m, k ∈ N.
Consider a Lyapunov function
V˜ (t) =
n∑
i=1
Vi(t) +
m∑
j=1
Wj(t),
where for i = 1, 2, . . . , n, j = 1, 2, . . . , m,
Vi(t) = Vi1(t) + Vi2(t) + Vi3(t) + Vi4(t) + Vi5(t),
Wj(t) =Wj1(t) +Wj2(t) +Wj3(t) +Wj4(t) +Wj5(t),
Vi1(t) = |ui(t)|,
Vi2(t) =
1
1− τ∆
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
)( n∑
l=1
aUlie
x∨i
)2 ∫ −τ−
−2τ+
∫ t
s+t
|ui(r)|∆r∆s,
Vi3(t) =
1
1− δ∆
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
) n∑
l=1
aUlie
x∨i
m∑
j=1
cUije
y∨j
∫ −δ−
−τ+−δ+
∫ t
s+t
|vj(r)|∆r∆s,
Vi4(t) =
1
1− ξ∆
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
) m∑
j=1
cUije
y∨j
n∑
i=1
dUjie
x∨i
∫ −ξ−
−δ+−ξ+
∫ t
s+t
|ui(r)|∆r∆s,
Vi5(t) =
1
1− η∆
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
) m∑
j=1
cUije
y∨j
m∑
h=1
eUhje
y∨j
∫ −η−
−δ+−η+
∫ t
s+t
|vj(r)|∆r∆s,
Wj1(t) = |vj(t)|,
Wj2(t) =
1
1− η∆
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
)( m∑
h=1
eUhje
y∨j
)2 ∫ −η−
−2η+
∫ t
s+t
|vj(r)|∆r∆s,
Wj3(t) =
1
1− ξ∆
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
) m∑
h=1
eUhje
y∨j
n∑
i=1
dUjie
x∨i
∫ −ξ−
−η+−ξ+
∫ t
s+t
|ui(r)|∆r∆s,
Wj4(t) =
1
1− τ∆
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
) n∑
i=1
dUjie
x∨i
n∑
l=1
aUlie
x∨i
∫ −τ−
−τ+−ξ+
∫ t
s+t
|ui(r)|∆r∆s,
Wj5(t) =
1
1− δ∆
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
) n∑
i=1
dUjie
x∨i
m∑
j=1
cUije
y∨j
∫ −η−
−δ+−η+
∫ t
s+t
|vj(r)|∆r∆s.
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For i = 1, 2, . . . , n, j = 1, 2, . . . , m, we have
D+V ∆i1 (t)
≤ sign(uσi (t))u∆i (t)
= sign(uσi (t))
[
−
n∑
l=1
ail(t)e
ζl(t)ul(t− τil(t))−
m∑
h=1
cih(t)e
ωh(t)vh(t− δih(t))
]
= −sign(uσi (t))
n∑
l=1
ali(t)e
ζi(t)ui(t− τli(t))− sign(uσi (t))
m∑
h=1
cih(t)e
ωh(t)vh(t− δih(t))
=
{
− sign(uσi (t))
n∑
l=1
ali(t)e
ζi(t)[ui(t) + ui(t− τli(t))− ui(t)]
−
m∑
h=1
cih(t)e
ωh(t)uσi (t)[vh(t) + vh(t− δih(t))− vh(t)]
}
≤
{
− sign(uσi (t))
n∑
l=1
ali(t)e
ζi(t)[uσi (t)− µ(t)u∆i (t)] +
n∑
l=1
aUli e
x∨i
∫ t
t−τli(t)
|u∆i (s)|∆s
+
m∑
h=1
cUihe
y∨
h |vh(t)|+
m∑
j=1
cUije
y∨j
∫ t
t−δij (t)
|v∆j (s)|∆s
}
≤
{
−
n∑
l=1
aLlie
x∧i |ui(t)|+ 2µ¯
n∑
l=1
aUlie
x∨i |u∆i (t)|+
n∑
l=1
aUlie
x∨i
∫ t
t−τli(t)
|u∆i (s)|∆s
+
m∑
h=1
cUihe
y∨
h |vh(t)|+
m∑
j=1
cUije
y∨j
∫ t
t−δij(t)
|v∆j (s)|∆s
}
≤
{
−
n∑
l=1
aLlie
x∧i |ui(t)|+
n∑
l=1
aUlie
x∨i
∫ t
t−τli(t)
|u∆i (s)|∆s+
m∑
j=1
cUije
y∨j
∫ t
t−δij (t)
|v∆j (s)|∆s
+2µ¯
n∑
l=1
aUlie
x∨i
∣∣∣∣−
n∑
l=1
ail(t)e
ζl(t)ul(t− τil(t))
−
m∑
h=1
cih(t)e
ωh(t)vh(t− δih(t))
∣∣∣∣ +
m∑
j=1
cUije
y∨j |vj(t)|
}
≤
{
−
n∑
l=1
aLlie
x∧i |ui(t)|+
n∑
l=1
aUlie
x∨i
∫ t
t−τli(t)
|u∆i (s)|∆s+
m∑
j=1
cUije
y∨j
∫ t
t−δij (t)
|v∆j (s)|∆s+ 2µ¯
×
( n∑
l=1
aUlie
x∨i
)2
|ui(t− τli(t))|+ 2µ¯
n∑
l=1
aUlie
x∨i
m∑
j=1
cUije
y∨j |vj(t− δij(t))|+
m∑
j=1
cUije
y∨j |vj(t)|
}
≤
{
−
n∑
l=1
aLlie
x∧i |ui(t)|+
(
2µ¯
n∑
l=1
aUli e
x∨i + 1
) n∑
l=1
aUlie
x∨i
∫ t
t−τli(t)
|u∆i (s)|∆s
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+(
2µ¯
n∑
l=1
aUlie
x∨i + 1
) m∑
j=1
cUije
y∨j
∫ t
t−δij(t)
|v∆j (s)|∆s+ 2µ¯
( n∑
l=1
aUlie
x∨i
)2
|ui(t)|
+
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
) m∑
j=1
cUije
y∨j |vj(t)|
}
≤
{
−
n∑
l=1
aLlie
x∧i |ui(t)|+
(
2µ¯
n∑
l=1
aUli e
x∨i + 1
)( n∑
l=1
aUlie
x∨i
)2 ∫ t
t−τli(t)
|ui(t− τli(t))|∆s
+
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
) n∑
l=1
aUlie
x∨i
m∑
j=1
cUije
y∨j
∫ t
t−τli(t)
|vj(t− δij(t))|∆s+
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
)
×
m∑
j=1
cUije
y∨j
n∑
i=1
dUjie
x∨i
∫ t
t−δij(t)
|ui(t− ξji(t))|∆s +
(
2µ¯
n∑
l=1
aUli e
x∨i + 1
) m∑
j=1
cUije
y∨j
m∑
h=1
eUhje
y∨j
×
∫ t
t−δij(t)
|vj(s− ηhj(s))|∆s+ 2µ¯
( n∑
l=1
aUlie
x∨i
)2
|ui(t)|
+
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
) m∑
j=1
cUije
y∨j |vj(t)|
}
≤
{
−
n∑
l=1
aLlie
x∧i |ui(t)|+ 2µ¯
( n∑
l=1
aUli e
x∨i
)2
|ui(t)|+
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
) m∑
j=1
cUije
y∨j |vj(t)|
+
1
1− τ∆
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
)( n∑
l=1
aUli e
x∨i
)2 ∫ −τ−
−2τ+
|ui(t + s)|∆s
+
1
1− δ∆
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
) n∑
l=1
aUlie
x∨i
m∑
j=1
cUije
y∨j
∫ −δ−
−τ+−δ+
|vj(t + s)|∆s
+
1
1− ξ∆
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
) m∑
j=1
cUije
y∨j
n∑
i=1
dUjie
x∨i
∫ −ξ−
−δ+−ξ+
|ui(t+ s)|∆s
+
1
1− η∆
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
) m∑
j=1
cUije
y∨j
m∑
h=1
eUhje
y∨j
∫ −η−
−δ+−η+
|vj(t+ s)|∆s
}
, (5.10)
D+V ∆i2 (t) =
1
1− τ∆
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
)( n∑
l=1
aUli e
x∨i
)2 ∫ −τ−
−2τ+
[|ui(t)| − |ui(t+ s)|]∆s
=
1
1− τ∆
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
)( n∑
l=1
aUli e
x∨i
)2
(2τ+ − τ−)|ui(t)|
− 1
1− τ∆
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
)( n∑
l=1
aUlie
x∨i
)2 ∫ −τ−
−2τ+
|ui(t+ s)|∆s, (5.11)
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D+V ∆i3 (t) =
1
1− δ∆
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
) n∑
l=1
aUli e
x∨i
m∑
j=1
cUije
y∨j
∫ −δ−
−τ+−δ+
[|vj(t)| − |vj(t+ s)|]∆s
=
1
1− δ∆
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
) n∑
l=1
aUli e
x∨i
m∑
j=1
cUije
y∨j (τ+ + δ+ − δ−)|vj(t)|
− 1
1− δ∆
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
) n∑
l=1
aUlie
x∨i
m∑
j=1
cUije
y∨j
∫ −δ−
−τ+−δ+
|vj(t+ s)|∆s, (5.12)
D+V ∆i4 (t) =
1
1− ξ∆
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
) m∑
j=1
cUije
y∨j
n∑
i=1
dUjie
x∨i
∫ −ξ−
−δ+−ξ+
[|ui(t)| − |ui(t+ s)|]∆s
=
1
1− ξ∆
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
) m∑
j=1
cUije
y∨j
n∑
i=1
dUjie
x∨i (ξ+ + δ+ − ξ−)|ui(t)|
− 1
1− ξ∆
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
) m∑
j=1
cUije
y∨j
n∑
i=1
dUjie
x∨i
∫ −ξ−
−δ+−ξ+
|ui(t+ s)|∆s, (5.13)
D+V ∆i5 (t) =
1
1− η∆
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
) m∑
j=1
cUije
y∨j
m∑
h=1
eUhje
y∨j
∫ −η−
−δ+−η+
[|vj(t)| − |vj(t+ s)|]∆s
=
1
1− η∆
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
) m∑
j=1
cUije
y∨j
m∑
h=1
eUhje
y∨j (η+ + δ+ − η−)|vj(t)|
− 1
1− η∆
(
2µ¯
n∑
l=1
aUli e
x∨i + 1
) m∑
j=1
cUije
y∨j
m∑
h=1
eUhje
y∨j
∫ −η−
−η+−δ+
|vj(t+ s)|∆s, (5.14)
D+W∆j1(t)
≤ sign(vσj (t))v∆j (t)
= sign(vσj (t))
[ n∑
l=1
djl(t)e
ζ∗
l
(t)ul(t− ξjl(t))−
m∑
h=1
ejh(t)e
ω∗
h
(t)vh(t− ηjh(t))
]
= −sign(vσj (t))
m∑
h=1
ejh(t)e
ω∗
h
(t)vh(t− ηjh(t)) + sign(vσj (t))
n∑
l=1
djl(t)e
ζ∗
l
(t)ul(t− ξjl(t))
=
{
− sign(vσj (t))
m∑
h=1
ehj(t)e
ω∗j (t)[vj(t) + vj(t− ηhj(t))− vj(t)]
+
n∑
i=1
dji(t)e
ζ∗i (t)vσj (t)[ui(t) + ui(t− ξji(t))− ui(t)]
}
≤
{
−
m∑
h=1
eLhje
y∧j |vj(t)|+
m∑
h=1
eUhje
y∨j
∫ t
t−ηhj(t)
|v∆j (s)|∆s+
n∑
i=1
dUjie
x∨i
∫ t
t−ξji(t)
|u∆i (s)|∆s+ 2µ¯
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×
m∑
h=1
eUhje
y∨j
∣∣∣∣
n∑
l=1
djl(t)e
ζ∗
l
(t)ul(t− ξjl(t))−
m∑
h=1
ejh(t)e
ω∗
h
(t)vh(t− ηjh(t))
∣∣∣∣ +
n∑
i=1
dUjie
x∨i |ui(t)|
}
≤
{
−
m∑
h=1
eLhje
y∧j |vj(t)|+
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
) m∑
h=1
eUhje
y∨j
∫ t
t−ηhj (t)
|v∆j (s)|∆s
+
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
) n∑
i=1
dUjie
x∨i
∫ t
t−ξji(t)
|u∆i (s)|∆s+ 2µ¯
( m∑
h=1
eUhje
y∨j
)2
|vj(t)|
+
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
) n∑
i=1
dUjie
x∨i |ui(t)|
}
≤
{
−
m∑
h=1
eLhje
y∧j |vj(t)|+
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
)( m∑
h=1
eUhje
y∨j
)2 ∫ t
t−ηhj (t)
|vj(t− ηhj(t))|∆s
+
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
) m∑
h=1
eUhje
y∨j
n∑
i=1
dUjie
x∨i
∫ t
t−ηhj (t)
|ui(t− ξji(t))|∆s+
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
)
×
n∑
i=1
dUjie
x∨i
n∑
l=1
aUli e
x∨i
∫ t
t−ξji(t)
|ui(t− τli(t))|∆s+
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
) n∑
i=1
dUjie
x∨i
m∑
j=1
cUije
y∨j
×
∫ t
t−ξji(t)
|vj(s− δij(s))|∆s+ 2µ¯
( m∑
h=1
eUhje
y∨j
)2
|vj(t)|
+
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
) n∑
i=1
dUjie
x∨i |ui(t)|
}
≤
{
−
m∑
h=1
eLhje
y∧j |vj(t)|+ 2µ¯
( m∑
h=1
eUhje
y∨j
)2
|vj(t)|+
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
) n∑
i=1
dUjie
x∨i |ui(t)|
+
1
1− η∆
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
)( m∑
h=1
eUhje
y∨j
)2 ∫ −η−
−2η+
|vj(t+ s)|∆s
+
1
1− ξ∆
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
) m∑
h=1
eUhje
y∨j
n∑
i=1
dUjie
x∨i
∫ −ξ−
−η+−ξ+
|ui(t+ s)|∆s
+
1
1− τ∆
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
) n∑
i=1
dUjie
x∨i
n∑
l=1
aUlie
x∨i
∫ −τ−
−τ+−ξ+
|ui(t + s)|∆s
+
1
1− δ∆
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
) n∑
i=1
dUjie
x∨i
m∑
j=1
cUije
y∨j
∫ −η−
−δ+−η+
|vj(t+ s)|∆s
}
, (5.15)
D+W∆j2(t) =
1
1− η∆
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
)( m∑
h=1
eUhje
y∨j
)2 ∫ −η−
−2η+
[|vj(t)| − |vj(t+ s)|]∆s
=
1
1− η∆
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
)( m∑
h=1
eUhje
y∨j
)2
(2η+ − η−)|vj(t)|
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− 1
1 − η∆
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
)( m∑
h=1
eUhje
y∨j
)2 ∫ −η−
−2η+
|vj(t+ s)|∆s, (5.16)
D+W∆j3(t) =
1
1− ξ∆
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
) m∑
h=1
eUhje
y∨j
n∑
i=1
dUjie
x∨i
∫ −ξ−
−η+−ξ+
[|ui(t)| − |ui(t+ s)|]∆s
=
1
1− ξ∆
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
) m∑
h=1
eUhje
y∨j
n∑
i=1
dUjie
x∨i (η+ + ξ+ − ξ−)|ui(t)|
− 1
1 − ξ∆
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
) m∑
h=1
eUhje
y∨j
n∑
i=1
dUjie
x∨i
∫ −ξ−
−η+−ξ+
|ui(t+ s)|∆s, (5.17)
D+W∆j4(t) =
1
1− τ∆
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
) n∑
i=1
dUjie
x∨i
n∑
l=1
aUlie
x∨i
∫ −τ−
−τ+−ξ+
[|ui(t)| − |ui(t + s)|]∆s
=
1
1− τ∆
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
) n∑
i=1
dUjie
x∨i
n∑
l=1
aUlie
x∨i (τ+ + ξ+ − τ−)|ui(t)|
− 1
1 − τ∆
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
) n∑
i=1
dUjie
x∨i
n∑
l=1
aUlie
x∨i
∫ −τ−
−τ+−ξ+
|ui(t + s)|∆s, (5.18)
D+W∆j5(t) =
1
1− δ∆
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
) n∑
i=1
dUjie
x∨i
m∑
j=1
cUije
y∨j
∫ −η−
−δ+−η+
[|vj(t)| − |vj(t+ s)|]∆s
=
1
1− δ∆
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
) n∑
i=1
dUjie
x∨i
m∑
j=1
cUije
y∨j (δ+ + η+ − η−)|vj(t)|
− 1
1 − δ∆
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
) n∑
i=1
dUjie
x∨i
m∑
j=1
cUije
y∨j
∫ −η−
−δ+−η+
|vj(t+ s)|∆s. (5.19)
In view of (5.10)–(5.14), we can obtain for i = 1, 2, . . . , n,
D+V ∆i (t)
= D+V ∆i1 (t) +D
+V ∆i2 (t) +D
+V ∆i3 (t) +D
+V ∆i4 (t) +D
+V ∆i5 (t)
≤ −
n∑
l=1
aLlie
x∧i |ui(t)|+ 2µ¯
( n∑
l=1
aUlie
x∨i
)2
|ui(t)|+
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
) m∑
j=1
cUije
y∨j |vj(t)|
+
1
1− τ∆
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
)( n∑
l=1
aUli e
x∨i
)2
(2τ+ − τ−)|ui(t)|
+
1
1− δ∆
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
) n∑
l=1
aUlie
x∨i
m∑
j=1
cUije
y∨j (τ+ + δ+ − δ−)|vj(t)|
+
1
1− ξ∆
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
) m∑
j=1
cUije
y∨j
n∑
i=1
dUjie
x∨i (ξ+ + δ+ − ξ−)|ui(t)|
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+
1
1− η∆
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
) m∑
j=1
cUije
y∨j
m∑
h=1
eUhje
y∨j (η+ + δ+ − η−)|vj(t)|
= −
{ n∑
l=1
aLlie
x∧i − 2µ¯
( n∑
l=1
aUlie
x∨i
)2
− 1
1− τ∆
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
)( n∑
l=1
aUlie
x∨i
)2
(2τ+ − τ−)
− 1
1− ξ∆
(
2µ¯
n∑
l=1
aUli e
x∨i + 1
) m∑
j=1
cUije
y∨j
n∑
i=1
dUjie
x∨i (ξ+ + δ+ − ξ−)
}
|ui(t)|
+
{(
2µ¯
n∑
l=1
aUlie
x∨i + 1
) m∑
j=1
cUije
y∨j +
1
1− δ∆
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
) n∑
l=1
aUli e
x∨i
m∑
j=1
cUije
y∨j (τ+
+δ+ − δ−) + 1
1− η∆
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
) m∑
j=1
cUije
y∨j
m∑
h=1
eUhje
y∨j (η+ + δ+ − η−)
}
|vj(t)|.
In view of (5.15)–(5.19), we can obtain j = 1, 2, . . . , m,
D+W∆j (t)
= D+W∆j1(t) +D
+W∆j2(t) +D
+W∆j3(t) +D
+W∆j4(t) +D
+W∆j5(t)
≤ −
m∑
h=1
eLhje
y∧j |vj(t)|+ 2µ¯
( m∑
h=1
eUhje
y∨j
)2
|vj(t)|+
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
) n∑
i=1
dUjie
x∨i |ui(t)|
+
1
1− η∆
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
)( m∑
h=1
eUhje
y∨j
)2
(2η+ − η−)|vj(t)|
+
1
1− ξ∆
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
) m∑
h=1
eUhje
y∨j
n∑
i=1
dUjie
x∨i (η+ + ξ+ − ξ−)|ui(t)|
+
1
1− τ∆
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
) n∑
i=1
dUjie
x∨i
n∑
l=1
aUlie
x∨i (τ+ + ξ+ − τ−)|ui(t)|
+
1
1− δ∆
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
) n∑
i=1
dUjie
x∨i
m∑
j=1
cUije
y∨j (δ+ + η+ − η−)|vj(t)|
= −
{ m∑
h=1
eLhje
y∧j − 2µ¯
( m∑
h=1
eUhje
y∨j
)2
− 1
1− η∆
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
)( m∑
h=1
eUhje
y∨j
)2
(2η+ − η−)
− 1
1− δ∆
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
) n∑
i=1
dUjie
x∨i
m∑
j=1
cUije
y∨j (δ+ + η+ − η−)
}
|vj(t)|
+
{(
2µ¯
m∑
h=1
eUhje
y∨j + 1
) n∑
i=1
dUjie
x∨i +
1
1− ξ∆
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
) m∑
h=1
eUhje
y∨j
n∑
i=1
dUjie
x∨i (η+
+ξ+ − ξ−) + 1
1− τ∆
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
) n∑
i=1
dUjie
x∨i
n∑
l=1
aUlie
x∨i (τ+ + ξ+ − τ−)
}
|ui(t)|.
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Then for t 6= tk, we have
D+V ∆(t) ≤ D+V˜ ∆(t)
≤ −
n∑
i=1
{ n∑
l=1
aLlie
x∧i − 2µ¯
( n∑
l=1
aUlie
x∨i
)2
− 1
1− τ∆
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
)( n∑
l=1
aUlie
x∨i
)2
×(2τ+ − τ−)− 1
1− ξ∆
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
) m∑
j=1
cUije
y∨j
n∑
i=1
dUjie
x∨i (ξ+ + δ+ − ξ−)
}
|ui(t)|
+
n∑
i=1
{(
2µ¯
n∑
l=1
aUli e
x∨i + 1
) m∑
j=1
cUije
y∨j +
1
1− δ∆
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
) n∑
l=1
aUlie
x∨i
m∑
j=1
cUije
y∨j
×(τ+ + δ+ − δ−) + 1
1− η∆
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
) m∑
j=1
cUije
y∨j
m∑
h=1
eUhje
y∨j (η+ + δ+ − η−)
}
|vj(t)|
−
m∑
j=1
{ m∑
h=1
eLhje
y∧j − 2µ¯
( m∑
h=1
eUhje
y∨j
)2
− 1
1− η∆
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
)( m∑
h=1
eUhje
y∨j
)2
×(2η+ − η−)− 1
1− δ∆
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
) n∑
i=1
dUjie
x∨i
m∑
j=1
cUije
y∨j (δ+ + η+ − η−)
}
|vj(t)|
+
m∑
j=1
{(
2µ¯
m∑
h=1
eUhje
y∨j + 1
) n∑
i=1
dUjie
x∨i +
1
1− ξ∆
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
) m∑
h=1
eUhje
y∨j
n∑
i=1
dUjie
x∨i
×(η+ + ξ+ − ξ−) + 1
1− τ∆
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
) n∑
i=1
dUjie
x∨i
n∑
l=1
aUlie
x∨i (τ+ + ξ+ − τ−)
}
|ui(t)|
= −
n∑
i=1
{ n∑
l=1
aLlie
x∧i − 2µ¯
( n∑
l=1
aUlie
x∨i
)2
− 1
1− τ∆
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
)( n∑
l=1
aUlie
x∨i
)2
×(2τ+ − τ−)− 1
1− ξ∆
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
) m∑
j=1
cUije
y∨j
n∑
i=1
dUjie
x∨i (ξ+ + δ+ − ξ−)
−
m∑
j=1
dUjie
x∨i
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
)
− 1
1− ξ∆
m∑
j=1
dUjie
x∨i
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
) m∑
h=1
eUhje
y∨j (η+
+ξ+ − ξ−)− 1
1− τ∆
m∑
j=1
dUjie
x∨i
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
) n∑
l=1
aUlie
x∨i (τ+ + ξ+ − τ−)
}
|ui(t)|
−
m∑
j=1
{ m∑
h=1
eLhje
y∧j − 2µ¯
( m∑
h=1
eUhje
y∨j
)2
− 1
1− η∆
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
)( m∑
h=1
eUhje
y∨j
)2
×(2η+ − η−)− 1
1− δ∆
(
2µ¯
m∑
h=1
eUhje
y∨j + 1
) n∑
i=1
dUjie
x∨i
m∑
j=1
cUije
y∨j (δ+ + η+ − η−)
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−
n∑
i=1
cUije
y∨j
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
)
− 1
1− δ∆
n∑
i=1
cUije
y∨j
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
) n∑
l=1
aUlie
x∨i (τ+
+δ+ − δ−)− 1
1− η∆
n∑
i=1
cUije
y∨j
(
2µ¯
n∑
l=1
aUlie
x∨i + 1
) m∑
h=1
eUhje
y∨j (η+ + δ+ − η−)
}
|vj(t)|
≤ −
n∑
i=1
γi|ui(t)| −
m∑
j=1
γ˜j|vj(t)|
≤ −γV (t).
By (H5)–(H7), we see that Condition (iv) of Lemma 5.2 holds. Hence, according to Lemma
5.2, there exists a unique uniformly asymptotically stable almost periodic solution (x(t), y(t))
of system (1.3), and (x(t), y(t)) ∈ Ω. The proof is complete.
6 Examples
In this section, we present two examples to illustrate the feasibility of our results obtained
in previous sections.
Example 6.1. In system (1.3), let T = R, µ(t) = 0, J = [0,+∞)T, i, j, l, h = 1, 2 and take
coefficients as follows:
b1(t) = 9− | cos
√
2t|, b2(t) = 8 + | sin t|,
r1(t) = 0.09− 0.01| sin
√
2t|, r2(t) = 0.07 + 0.02 cos2 t,
(ail(t))2×2 =
(
2− 0.1| sin(√2t)| 0.2− 0.1| cos(√3t)|
0.3− 0.2| sin t| 2− 0.2| sin t|
)
,
(cih(t))2×2 =
(
0.015 + 0.005 sin2 t 0.02− 0.01| cos(√3t)|
0.01 + 0.01 cos2 t 0.02− 0.01 sin(√5t)
)
,
(djl(t))2×2 =
(
0.2− 0.05| cos(√2t)| 0.3 + 0.1| cos t|
0.2− 0.01| sin(√3t)| 0.2− 0.01| cos(√3t)|
)
,
(ejh(t))2×2 =
(
0.6− 0.01 cos t 0.003 + 0.002 sin t
0.004 + 0.002 sin t 0.55− 0.01 sin√2t
)
,
τil(t) = ξjl(t) = 0.003− 0.001 sin(2pit), δih(t) = ηjh(t) = 0.002− 0.001 cos(2pit),
λik = λjk = e
(0.04)
1
2k − 1, tk = k, i, j, l, h = 1, 2,
then, by a sample calculation, we have
bU1 = b
U
2 = 9, b
L
1 = b
L
2 = 8, r
U
1 = r
U
2 = 0.09,
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(ail)
U
2×2 =
(
2 0.2
0.3 2
)
, (ail)
L
2×2 =
(
1.9 0.1
0.1 1.8
)
,
(cih)
U
2×2 =
(
0.02 0.02
0.02 0.03
)
, (cih)
L
2×2 =
(
0.015 0.01
0.01 0.01
)
,
(djl)
U
2×2 =
(
0.2 0.4
0.2 0.2
)
, (djl)
L
2×2 =
(
0.15 0.3
0.19 0.19
)
,
(ejh)
U
2×2 =
(
0.61 0.005
0.006 0.56
)
, (ejh)
L
2×2 =
(
0.59 0.001
0.002 0.54
)
,
τ+ = ξ+ = 0.004, τ− = ξ− = 0.002, τ∆ = ξ∆ = 0.002,
δ+ = η+ = 0.003, δ− = η− = 0.001, δ∆ = η∆ = 0.002, r = 0.9.
By calculating, we have
x∨1 ≈ 1.591, x∨2 ≈ 1.645, y∨1 ≈ 1.653, y∨2 ≈ 1.324,
x∧1 ≈ 0.979, x∧2 ≈ 0.896, y∧1 ≈ 0.296, y∧2 ≈ 0.198,
then
γ1 ≈ 2.408, γ2 ≈ 0.466, γ˜1 ≈ 0.502, γ˜2 ≈ 0.418, γ = min{γ1, γ2, γ˜1, γ˜2} = 0.418.
Thus, conditions (H1)–(H7) are satisfied. According to Theorems 4.1 and 5.1, system
(1.3) is permanent and has a unique almost periodic solution (x(t), y(t)) that is uniformly
asymptotically stable.
Example 6.2. In system (1.3), let T = Z, µ(t) = 1, J = [0,+∞)T, i, j, l, h = 1, 2 and take
coefficients as follows:
b1(t) = 0.1, b2(t) = 0.09, r1(t) = 0.001| cos(
√
3t)|, r2(t) = 0.001| sin(
√
2t)|,
(ail(t))2×2 =
(
0.096 0.002− 0.001 sin pi
4
t
0.002 + 0.001 sin pi
3
t 0.087
)
,
(cih(t))2×2 =
(
0.001| cos(√5t)| 0.001| sin pi
4
t|
0.001| sin pi
3
t| 0.001| sin(√5t)|
)
,
(djl(t))2×2 =
(
0.05 0.03
0.04 0.03
)
, (ejh(t))2×2 =
(
0.082 0.001
0.001 0.07
)
,
τil(t) = ξjl(t) =
1 + (−1)t
1000
, δih(t) = ηjh(t) =
2 + (−1)t
1000
,
λik = λjk = e
(0.0004)
1
2k − 1, tk = k, i, j, l, h = 1, 2,
then
bU1 = b
L
1 = 0.1, b
U
2 = b
L
2 = 0.09, r
U
1 = 0.001, r
U
2 = 0.001,
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(ail)
U
2×2 =
(
0.096 0.003
0.003 0.087
)
, (ail)
L
2×2 =
(
0.096 0.001
0.001 0.087
)
,
(cih)
U
2×2 =
(
0.001 0.001
0.001 0.001
)
, (djl)
U
2×2 = (djl)
L
2×2 =
(
0.05 0.03
0.04 0.03
)
,
(ejh)
U
2×2 = (ejh)
L
2×2 =
(
0.082 0.001
0.001 0.07
)
,
τ+ = ξ+ = 0.002, τ− = ξ− = 0, τ∆ = ξ∆ = 0.001,
δ+ = η+ = 0.003, δ− = η− = 0.001, δ∆ = η∆ = 0.001, r = 2.
By calculating, we have
x∨1 ≈ 0.041, x∨2 ≈ 0.034, y∨1 ≈ 0.012, y∨2 ≈ 0.038,
x∧1 ≈ 1.374, x∧2 ≈ 1.360, y∧1 ≈ 2.724, y∧2 ≈ 2.747,
then
γ1 ≈ 0.239, γ2 ≈ 0.244, γ˜1 ≈ 1.248, γ˜2 ≈ 1.093, γ = min{γ1, γ2, γ˜1, γ˜2} = 0.239.
Thus, conditions (H1)–(H7) are satisfied. According to Theorems 4.1 and 5.1, system (1.3) is
permanent and has a unique almost periodic solution (x(t), y(t)) that is uniformly asymptot-
ically stable.
7 Conclusion
In this paper, we first proposed two types of definitions of piecewise continuous almost
periodic functions on time scales and indicated that this two types of almost periodic functions
are the same. Then, we establish some comparison theorems of dynamic equations with
impulses and delays on time scales, and, as an application, we obtain some sufficient conditions
for the permanence of (1.3) by using the comparison theorems. Finally, by Lyapunov method,
we investigate the existence and uniqueness of almost periodic solutions of impulsive dynamic
equations on time scales and as an application, we obtain some sufficient conditions for the
existence and uniformly asymptotic stability of unique positive almost periodic solution of
(1.3). Our results and methods of this paper can be used to study other types of population
models with impulses and delays.
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