: Empirical spike index (α) and empirical sparsity index (β) for the first two sparse PCs estimated by S4VDPCA. The biplot displays the projection of the samples into the two dimensional space spanned by the first two sparse PCs. The arrows show the contribution of the selected genes to the two sparse PCs, i.e. the covariance structure of the selected genes. Each arrow represents a gene and the length of the arrow reflects the size of the corresponding coefficient in the two loadings vectors. Relevant oncogenes are highlighted in red. The nodes of the two graphs above and on the right side of the biplot represent pathways significantly overrepresented by the genes selected in the first and second PC, respectively. Figure 2 : Biplot representation of the first two sparse PCs estimated by RSPCA adaptive lasso. The biplot displays the projection of the samples into the two dimensional space spanned by the first two sparse PCs. The arrows show the contribution of the selected genes to the two sparse PCs, i.e. the covariance structure of the selected genes. Each arrow represents a gene and the length of the arrow reflects the size of the corresponding coefficient in the two loadings vectors. Relevant oncogenes are highlighted in red. The nodes of the two graphs above and on the right side of the biplot represent pathways significantly overrepresented by the genes selected in the first and second PC, respectively. Table 12 : Empirical spike index (α) and empirical sparsity index (β) for the first two sparse PCs estimated by RSPCA SCAD. S4VDPCA with κ = 0.8, c) RSPCA with adaptive lasso penalty (γ = 2), d) oracle SPCA, e) S4VDPCA with κ = 0.5 and f) conventional PCA. The colors correspond to the median angle calculated over 100 simulation runs. Angles with 10 and 45 degrees of deviation are indicated by contour lines. The sparsity index β and the spike index α define the sparsity, e.g. the number of truly non-zero coefficients, and the dominance of the signal, e.g. the eigenvalue, of the simulated first PC. Further, p and n denote the number of features and samples of the simulated data sets and nsim denotes the number of simulated data sets. 
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Comparison
Empirical spike index
Given an estimated sparse PC the empirical spike indexα can be calculated by: Figure 12: Absolute differences between empirical spike index and the simulated spike index for a) RSPCA with lasso penalty, b) S4VDPCA, c) RSPCA with adaptive lasso penalty, d) oracle SPCA, e) RSPCA with SCAD penalty and f) conventional PCA. The colors correspond to the median absolute differences calculated over 100 simulation runs. Absolute differences of 0.5 and 0.25 are indicated by contour lines. The sparsity index β and the spike index α define the sparsity, e.g. the number of truly non-zero coefficients, and the dominance of the signal, e.g. the eigenvalue, of the simulated first PC. Further, p and n denote the number of features and samples of the simulated data sets and nsim denotes the number of simulated data sets. Figure 13: Absolute differences between empirical spike index and the simulated spike index for a) RSPCA with adaptive lasso penalty (γ = 0.5), b) S4VDPCA with κ = 0.8, c) RSPCA with adaptive lasso penalty (γ = 2), d) oracle SPCA, e) S4VDPCA with κ = 0.5 and f) conventional PCA. The colors correspond to the median absolute differences calculated over 100 simulation runs. Absolute differences of 0.5 and 0.25 are indicated by contour lines. The sparsity index β and the spike index α define the sparsity, e.g. the number of truly non-zero coefficients, and the dominance of the signal, e.g. the eigenvalue, of the simulated first PC. Further, p and n denote the number of features and samples of the simulated data sets and nsim denotes the number of simulated data sets.
Empirical sparsity index
Given an estimated sparse PC the empirical spike indexβ can be calculated by: Figure 14: Absolute differences between empirical sparsity index and the simulated sparsity index for a) RSPCA with lasso penalty, b) S4VDPCA, c) RSPCA with adaptive lasso penalty, d) oracle SPCA, e) RSPCA with SCAD penalty and f) conventional PCA. The colors correspond to the median absolute differences calculated over 100 simulation runs. Absolute differences of 0.5 and 0.25 are indicated by contour lines. The sparsity index β and the spike index α define the sparsity, e.g. the number of truly non-zero coefficients, and the dominance of the signal, e.g. the eigenvalue, of the simulated first PC. Further, p and n denote the number of features and samples of the simulated data sets and nsim denotes the number of simulated data sets. Figure 15: Absolute differences between empirical sparsity index and the simulated sparsity index for a) RSPCA with adaptive lasso penalty (γ = 0.5), b) S4VDPCA with κ = 0.8, c) RSPCA with adaptive lasso penalty (γ = 2), d) oracle SPCA, e) S4VDPCA with κ = 0.5 and f) conventional PCA. The colors correspond to the median absolute differences calculated over 100 simulation runs. Absolute differences of 0.5 and 0.25 are indicated by contour lines. The sparsity index β and the spike index α define the sparsity, e.g. the number of truly non-zero coefficients, and the dominance of the signal, e.g. the eigenvalue, of the simulated first PC. Further, p and n denote the number of features and samples of the simulated data sets and nsim denotes the number of simulated data sets.
3 Detailed simulation results for different combinations of simulated spike indices α and sparsity indices β 3.1 α = 0.8 β = 0.3S4VDPCA kappa=.2 S4VDPCA kappa=.5 S4VDPCA kappa=. 
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Figure 23: The boxplots display the angle between estimated and true leading eigenvector, FDR, TPR, empirical spike index and empirical sparsity index for 100 simulation runs.
