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Wstęp
Podręcznik ten ma zapoznać czytelnika z podstawowymi pojęciami i twierdze-
niami analizy funkcjonalnej. Głównym zamiarem autorów było takie przedstawienie
materiału, aby był przystępny dla odbiorcy, który po raz pierwszy spotyka się z tą
dyscypliną matematyczną, w szczególności zaś dla studentów, którzy znają podsta-
wy algebry liniowej i analizy matematycznej. W skrypcie zaprezentowano pojęcia
i twierdzenia topologii ogólnej potrzebne do zrozumienia tego wykładu.
Skrypt składa się z dwóch części. Pierwsza z nich obejmuje pięć rozdziałów.
Poświęcona jest przestrzeniom liniowym unormowanym, głównie zaś przestrzeniom
Hilberta. W drugiej części omówiono teorię przestrzeni liniowo-topologicznych, ze
szczególnym uwzględnieniem przestrzeni lokalnie wypukłych. Część pierwsza pu-
blikacji zawiera klasyczne twierdzenia dotyczące przestrzeni unormowanych: twier-
dzenie Hahna–Banacha, Banacha–Steinhausa, twierdzenie o liniowych odwzorowa-
niach otwartych i twierdzenie o wykresie domkniętym operatora liniowego. Rozdział
piąty został poświęcony takim problemom teorii operatorów liniowych, mających
zastosowania w teorii równań całkowych i różniczkowych, jak również w fizyce, jak
alternatywa Fredholma, teoria Riesza symetrycznych operatorów zwartych czy ele-
menty teorii nieograniczonych operatorów liniowych. W końcowej części tego roz-
działu została przedstawiona metoda wariacyjna Ritza–Galerkina rozwiązywania
operatorowych równań. Problemy dotyczące słabych topologii przestrzeni unormo-
wanych zostały zaprezentowane w drugiej części podręcznika, ponieważ ich omówie-
nie w pełnej formie wymaga wprowadzenia niemetryzowalnych topologii lokalnie
wypukłych. Rozdział szósty skryptu przytacza podstawowe pojęcia topologiczne
dotyczące przestrzeni liniowych, ze szczególnym uwzględnieniem roli filtrów w ba-
daniu zupełności i zwartości podzbiorów przestrzeni liniowo-topologicznych. Naj-
istotniejszą rolę w przypadku przestrzeni lokalnie wypukłych odgrywa twierdzenie
Hahna–Banacha, a przede wszystkim jego postać geometryczna. Temu twierdzeniu
i jego zastosowaniom poświęcono rozdział siódmy. W rozdziale ósmym podręcznika
autorzy przedstawiają topologie zgodne z dualnością przestrzeni lokalnie wypukłej
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i jej sprzężonej, w szczególności twierdzenie Mackeya–Arensa i problem refleksyw-
ności przestrzeni lokalnie wypukłych. Dziewiąty rozdział niniejszego skryptu został
poświęcony tworzeniu nowych przestrzeni lokalnie wypukłych, głównie zaś uzupeł-
nianiu lokalnie wypukłych przestrzeni Hausdorffa, granicom projektywnym i gra-
nicom induktywnym przestrzeni lokalnie wypukłych. Ostatni rozdział podręcznika
przytacza zastosowania teorii przestrzeni lokalnie wypukłych do teorii dystrybucji.
Twierdzenia przedstawione w niniejszej publikacji mają pełne dowody. Z tego
powodu zamieszczono wiele lematów, które uwalniają czytelnika od konieczności
szukania uzupełniających wiadomości w innych książkach lub czasopismach.
Autorzy dziękują prof. Jaroslavowi Zemánkowi za liczne cenne uwagi, głównie
dotyczące pracy [24], które niewątpliwie miały wpływ na ostateczny kształt skryp-
tu. Szczególne podziękowania składają także dr. Marianowi Podhorodyńskiemu,
który dokładnie zapoznał się z pierwszą częścią tej publikacji. W końcowej redakcji
podręcznika autorzy korzystali z Jego krytycznych spostrzeżeń i sugestii.
Władysław Kierat i Urszula Sztaba
R o z d z i a ł 1
Wstępne wiadomości o przestrzeniach liniowych
i operatorach liniowych
1.1. Przestrzenie liniowe i normy
Niech E będzie niepustym zbiorem. Na produkcie kartezjańskim E × E okre-
ślamy funkcję
E × E 3 (x, y)→ x + y ∈ E (1.1.1)
spełniającą warunki:
(1) x + y = y + x,
(2) x + (y + z) = (x + y) + z,
(3)
∨
0∈E
∧
x∈E
x + 0 = x,
(4)
∧
x∈E
∨
−x∈E
x + (−x) = 0.
Niech K będzie zbiorem liczb rzeczywistych lub zespolonych. Na zbiorze E okre-
ślamy operację zewnętrznego mnożenia elementów zbioru E przez liczby λ ∈ K
za pomocą funkcji
K × E 3 (λ, x)→ λx ∈ E (1.1.2)
spełniającej następujące warunki:
(5) λ(x + y) = λx + λy,
(6) (λ + µ)x = λx + µx,
(7) (λµ)x = λ(µx),
(8) 1 · x = x.
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Definicja 1.1.1. Zbiór E wyposażony w operacje dodawania elementów i mno-
żenia zewnętrznego przez elementy ciała K, określone funkcjami (1.1.1) i (1.1.2)
spełniającymi warunki (1)–(8), nazywamy przestrzenią liniową nad ciałem K.
W naszych rozważaniach, jeśli nie będzie istotne, czy przestrzeń liniowa jest
nad ciałem R lub C, to będziemy pisać krótko – przestrzeń liniowa.
Relację ≺ między elementami zbioru E będziemy nazywać częściowym porząd-
kiem, gdy spełnione są warunki:
(1) a ≺ a,
(2) jeśli a ≺ b i b ≺ c, to a ≺ c,
(3) jeśli a ≺ b i b ≺ a, to a = b.
Jeśli E0 jest podzbiorem zbioru częściowo uporządkowanego E spełniającym
warunek
(4)
∧
a,b∈E0
(a ≺ b lub b ≺ a),
to zbiór E0 nazywamy łańcuchem. Łańcuch M nazywamy łańcuchem maksymal-
nym w zbiorze E, gdy prawdziwa jest implikacja: jeśli E0 jest łańcuchem w zbio-
rze E i M ⊂ E0, to E0 =M .
W teorii mnogości przyjmuje się następujący
Aksjomat 1.1.1 (zasada Hausdorffa). Każdy łańcuch zbioru częściowo upo-
rządkowanego zawiera się w pewnym łańcuchu maksymalnym.
Definicja 1.1.2. Podzbiór B przestrzeni liniowej E nazywamy bazą (bazą Ha-
mela) tej przestrzeni, gdy każdy różny od zera element x ∈ E ma jednoznaczną
reprezentację x = λ1e1 + . . .+ λmem, gdzie e1, . . . , em ∈ B, m ∈ N i λ1, . . . , λm
są różnymi od zera elementami ciała K.
Zauważmy, że 0 /∈ B. Korzystając z twierdzeń teorii mnogości, dowodzi się,
że każda przestrzeń liniowa E posiada bazę. Wszystkie bazy przestrzeni E mają tę
samą moc wyrażoną liczbą kardynalną n; liczbę n nazywamy wymiarem przestrzeni
E. Jeśli n jest liczbą naturalną, to mówimy, że E jest przestrzenią skończenie
wymiarową ([22]).
Definicja 1.1.3. Podzbiór A przestrzeni liniowej E nad ciałem K nazywamy
zbiorem liniowo niezależnym, gdy prawdziwa jest następująca implikacja:∑
1¬i¬n
λixi = 0⇒ λ1 = . . . = λn = 0
dla każdego wyboru elementów xi ∈ A i λi ∈ K, i = 1, . . . , n, n ∈ N.
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Łatwo można zauważyć, że gdy A ⊂ E jest zbiorem liniowo niezależnym, to 0 /∈
A. Pokażemy teraz, że bazaB przestrzeniE jest zbiorem liniowo niezależnym. Przy-
puśćmy, że powyższa implikacja nie jest prawdziwa dla pewnego wyboru elementów
x1, . . . , xn ∈ B. Bez straty ogólności możemy założyć, że λn = 1, zatem element xn
ma dwie różne reprezentacje: xn = 1 · xn oraz xn = −λ1x1 − . . . − λn−1xn−1,
a więc zbiór B nie może być bazą.
Definicja 1.1.4. Podzbiór E0 przestrzeni liniowej E nazywamy podprzestrzenią
liniową (lub krótko – podprzestrzenią), jeśli jest spełniony następujący warunek:
x, y ∈ E0, λ, µ ∈ K ⇒ λx + µy ∈ E0.
Definicja 1.1.5. Mówimy, że zbiór A ⊂ E generuje przestrzeń liniową E nad
ciałem K, gdy każdy element x ∈ E można przedstawić w postaci x = λ1x1 +
. . .+λnxn, gdzie xi ∈ A i λi ∈ K, i = 1, . . . , n, n ∈ N. Fakt, że zbiór A generuje
przestrzeń liniową E, będziemy zapisywać w postaci E = linA.
Zauważmy, że jeśli E = linA i zbiór A ⊂ E jest liniowo niezależny, to A jest
bazą dla przestrzeni E.
Definicja 1.1.6. Funkcję
E 3 x→ ‖x‖ ∈ [0,∞), (1.1.3)
gdzie E jest przestrzenią liniową spełniającą warunki:
(1) ‖x + y‖ ¬ ‖x‖ + ‖y‖,
(2) ‖λx‖ = |λ| ‖x‖,
nazywamy półnormą. Jeśli spełnia ona dodatkowo warunek
(3) ‖x‖ = 0⇒ x = 0,
to mówimy, że jest normą.
Definicja 1.1.7. Jeśli na przestrzeni liniowej E jest określona funkcja ‖·‖ będąca
półnormą, to mówimy, że E jest przestrzenią półunormowaną; gdy funkcja ‖ ·‖ jest
normą, wtedy mówimy, że E jest przestrzenią unormowaną.
Za pomocą funkcji (1.1.3) na przestrzeni liniowej E określamy półmetrykę
lub metrykę, przyjmując
ρ(x, y) := ‖x− y‖ dla x, y ∈ E. (1.1.4)
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Niech E będzie przestrzenią półunormowaną lub unormowaną.
Definicja 1.1.8. Zbiór Br(x) = {y ∈ E : ρ(x, y) < r}, r > 0, nazywamy kulą
otwartą w przestrzeni E o środku x i promieniu r.
Definicja 1.1.9. Zbiór G ⊂ E nazywamy zbiorem otwartym, gdy dla dowolnego
x ∈ G istnieje r > 0 takie, że Br(x) ⊂ G. Zbiór F ⊂ E będziemy nazywać zbiorem
domkniętym, gdy zbiór E \ F jest zbiorem otwartym.
Traktując przestrzenie liniowe unormowane jako szczególny przypadek prze-
strzeni metrycznych, możemy określić ciągi i szeregi zbieżne w tych przestrzeniach.
Definicja 1.1.10. Mówimy, że ciąg {xn}, xn ∈ E, jest zbieżny do x, x ∈ E,
w przestrzeni E, gdy ∧
>0
∨
n0∈N
∧
n>n0
‖xn − x‖ < .
Element x nazywamy granicą ciągu {xn}.
Definicja 1.1.11. Mówimy, że ciąg {xn}, xn ∈ E, jest ciągiem Cauchy’ego (lub
spełnia warunek Cauchy’ego) w przestrzeni E, gdy
∧
>0
∨
n0∈N
∧
n,m>n0
‖xn − xm‖ < .
Jeśli ciąg {xn} jest zbieżny do elementu x, to będziemy zapisywać xn → x
albo lim
n→∞xn = x. Jeśli ciąg {xn} spełnia warunek Cauchy’ego, to będziemy pisać
xn − xm → 0, gdy n→∞ i m→∞.
Twierdzenie 1.1.1. Jeśli przestrzeń liniowa E jest przestrzenią unormowa-
ną, to ciąg {xn}, xn ∈ E, może mieć co najwyżej jedną granicę.
Dowód. Niech x i y będą granicami ciągu {xn}, wtedy dla ustalonego  > 0
mamy ‖x−xn‖ < /2 i ‖− y+xn‖ < /2 dla n ­ n0, zatem ‖x− y‖ < , a więc
x = y. 
Definicja 1.1.12. Niech E będzie przestrzenią półunormowaną lub unormowaną.
Mówimy, że szereg
∞∑
n=1
xn, xn ∈ E, jest zbieżny i jego sumą jest s ∈ E, gdy istnieje
lim
n→∞ sn = s, gdzie sn =
n∑
i=1
xi.
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Definicja 1.1.13. Niech E będzie przestrzenią półunormowaną lub unormowaną
nad ciałem K. Mówimy, że szereg
∞∑
n=1
xn, xn ∈ E, jest zbieżny bezwzględnie, gdy
jest zbieżny do pewnego elementu s ∈ E i zbieżny jest szereg liczbowy
∞∑
n=1
‖xn‖.
Niech funkcja α : N → N będzie permutacją (bijekcją) i xn ∈ E. Rozważmy
rodzinę szeregów
∞∑
n=1
xα(n). (1.1.5)
Definicja 1.1.14. Jeśli dla każdej permutacji α szereg (1.1.5) ma tę samą sumę s,
s ∈ E, to mówimy, że szereg
∞∑
n=1
xn jest zbieżny bezwarunkowo do s.
1.2. Przestrzenie unormowane zupełne
Definicja 1.2.1. Mówimy, że przestrzeń unormowana E jest przestrzenią zupeł-
ną, gdy każdy ciąg Cauchy’ego {xn}, xn ∈ E, jest zbieżny do pewnego elementu
x ∈ E. Przestrzenie unormowane zupełne będziemy nazywać przestrzeniami Bana-
cha.
Z klasycznej analizy matematycznej wiemy, że szeregi liczbowe są zbieżne bez-
względnie wtedy i tylko wtedy, gdy są zbieżne bezwarunkowo. W przypadku prze-
strzeni Banacha prawdziwe jest następujące
Twierdzenie 1.2.1 (A. Dvoretzky, C.A. Rogers [15]). Jeśli E jest przestrzenią
Banacha, to szeregi bezwarunkowo zbieżne są bezwzględnie zbieżne w E wtedy
i tylko wtedy, gdy E jest przestrzenią skończenie wymiarową.
Teraz udowodnimy ważne dla zastosowań twierdzenie wyróżniające przestrzenie
Banacha w klasie przestrzeni liniowych unormowanych.
Twierdzenie 1.2.2 (Riesza). Przestrzeń unormowana E jest zupełna wtedy
i tylko wtedy, gdy warunek
∞∑
n=1
‖xn‖ <∞
implikuje istnienie elementu s ∈ E takiego, że
∞∑
n=1
xn = s.
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Dowód warunku koniecznego. Załóżmy, że E jest przestrzenią liniową zu-
pełną i że szereg liczbowy
∞∑
n=1
‖xn‖ jest zbieżny. Niech sn =
n∑
i=1
xi. Zauważmy, że
‖sn − sm‖ ¬ ‖xm+1‖ + . . . + ‖xn‖
dla n > m. Zatem ‖sn − sm‖ <  dla n,m > n0. Ponieważ E jest przestrzenią
zupełną, istnieje element s w przestrzeni E taki, że lim
n→∞ sn = s. 
Dowód warunku wystarczającego. Załóżmy teraz, że warunek
∞∑
n=1
‖xn‖ <∞
implikuje istnienie elementu s takiego, że lim
n→∞ sn = s, gdzie sn =
n∑
i=1
xi. Dla
wykazania zupełności przestrzeni E załóżmy, że ciąg {xn} spełnia warunek Cau-
chy’ego. Z ciągu {xn} wybieramy podciąg {xnk} w następujący sposób. Wybieramy
n1 tak, by
‖xn1+p − xn1‖ <
1
2
dla p ∈ N.
Niech p1 będzie taką liczbą naturalną, że
‖xn1+p1+p − xn1+p1‖ <
1
22
dla p ∈ N.
Przyjmijmy xn2 = xn1+p1 . Następnie niech p2 będzie taką liczbą naturalną, że
‖xn2+p2+p − xn2+p2‖ <
1
23
dla p ∈ N.
Przyjmujemy xn3 = xn2+p2 . Kontynuując to postępowanie, otrzymujemy podciąg
{xnk} o własności
‖xnk+1 − xnk‖ <
1
2k
.
Zauważmy, że szereg
‖xn1‖ + ‖xn2 − xn1‖ + . . . + ‖xnk − xnk−1‖ + . . .
jest zbieżny. Stąd, na podstawie założenia, mamy
xn1 + (xn2 − xn1) + . . . + (xnk − xnk−1) + . . . = s.
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Niech sk będzie sumą częściową powyższego szeregu. Oczywiście, sk = xnk . Wobec
tego lim
k→∞
xnk = s. Ponieważ {xn} jest ciągiem Cauchy’ego, to limn→∞xn = s. 
1.3. Przestrzenie ilorazowe
Niech E będzie liniową przestrzenią unormowaną lub półunormowaną, a E0 –
podprzestrzenią liniową przestrzeni E. Niech E/E0 będzie przestrzenią ilorazową.
Elementy tej przestrzeni będziemy oznaczać symbolem [x]. Oczywiście,
[x] = x + E0 = {x + z : z ∈ E0}.
Przyjmijmy
‖ [x] ‖ = ‖x + E0‖ := inf
y∈[x]
‖y‖ = inf
z∈E0
‖x + z‖. (1.3.1)
Udowodnimy, że funkcja E/E0 3 [x] → ‖ [x] ‖ ∈ [0,∞) określona wzorem (1.3.1)
jest półnormą. Najpierw pokażemy, że
‖λ [x] ‖ = |λ| ‖ [x] ‖.
Rzeczywiście,
‖λ [x] ‖ = ‖ [λx] ‖ = inf
y∈[λx]
‖y‖ = inf
z∈[x]
‖λz‖ = |λ| inf
z∈[x]
‖z‖ = |λ| ‖ [x] ‖.
Udowodnimy teraz nierówność:
‖ [x] + [y] ‖ ¬ ‖ [x] ‖ + ‖ [y] ‖.
Zgodnie z definicją (1.3.1), mamy
‖ [x] ‖ + ‖ [y] ‖ = inf
z1∈E0
‖x + z1‖ + inf
z2∈E0
‖y + z2‖,
‖ [x] + [y] ‖ = ‖x + y + E0‖ = inf
z∈E0
‖x + y + z‖.
Oczywiście,
‖x + y + z1 + z2‖ ¬ ‖x + z1‖ + ‖y + z2‖.
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Stąd mamy
inf
z∈E0
‖x + y + z‖ = inf
z1,z2∈E0
‖x + y + z1 + z2‖ ¬ ‖x + z1‖ + ‖y + z2‖.
Wobec tego
‖ [x] + [y] ‖ ¬ ‖x + z1‖ + ‖y + z2‖.
Zatem
‖ [x] + [y] ‖ ¬ inf
z1∈E0
‖x + z1‖ + inf
z2∈E0
‖y + z2‖.
Ostatecznie
‖ [x] + [y] ‖ ¬ ‖ [x] ‖ + ‖ [y] ‖.
Lemat 1.3.1. Podzbiór A przestrzeni półmetrycznej lub metrycznej E jest
zbiorem domkniętym wtedy i tylko wtedy, gdy jest prawdziwa implikacja
(xn ∈ A, xn → x)⇒ x ∈ A. (1.3.2)
Dowód warunku koniecznego. Niech A będzie zbiorem domkniętym i niech
xn ∈ A oraz xn → x. Przypuśćmy, że x /∈ A. Wtedy dla pewnego  > 0 mamy
B(x) ∩ A = ∅, B(x) = {y : ρ(x, y) < }. Przeczy to zbieżności ciągu {xn} do
elementu x. 
Dowód warunku dostatecznego. Załóżmy, że implikacja (1.3.2) jest praw-
dziwa, i że A nie jest zbiorem domkniętym, wtedy istnieje taki element x /∈ A,
x ∈ E, że B1/n(x) ∩ A 6= ∅ dla n ∈ N. Niech xn ∈ B1/n(x) ∩ A, zatem xn ∈ A
i xn → x. W ten sposób otrzymujemy sprzeczność z (1.3.2). 
Twierdzenie 1.3.1. Jeśli E jest przestrzenią unormowaną lub półunormo-
waną i E0 jest domkniętą podprzestrzenią liniową przestrzeni E, to funkcja
‖ [·] ‖ określona na przestrzeni ilorazowej E/E0 za pomocą równości (1.3.1) jest
normą.
Dowód. Korzystając z lematu 1.3.1, możemy sprawdzić, że zbiór [x] = x + E0
jest również zbiorem domkniętym. Musimy wykazać, że ‖ [x] ‖ > 0 dla [x] 6= E0.
Skoro [x] 6= E0, zatem [x] ∩E0 = ∅, czyli 0 /∈ [x]. Wobec tego dla pewnego r > 0,
Br(0) ∩ [x] = ∅. Stąd wynika, że ‖y‖ ­ r dla y ∈ [x]. A więc ‖ [x] ‖ ­ r. 
Następny przykład pokazuje, że założenie domkniętości E0 jest istotne.
1.4. Zastosowania twierdzenia Riesza 19
Przykład 1.3.1. Niech E = R2, wtedy x = (x1, x2), x1, x2 ∈ R. Przyjmijmy
‖x‖ = |x1|. Funkcja ‖ · ‖ jest półnormą na R2. Łatwo można pokazać, że jedyną
jednowymiarową podprzestrzenią domkniętą R2 jest E0 = {(0, x2) : x2 ∈ R}.
Oczywiście, ‖ [x] ‖ = |x1| dla [x] ∈ R2/E0 i jest normą. Pozostałe jednowymiarowe
podprzestrzenie przestrzeni R2 są gęste w przestrzeni R2. Niech E1 będzie taką
podprzestrzenią. W tym przypadku dla [x] ∈ R2/E1 mamy ‖ [x] ‖ = 0.
Niech E będzie przestrzenią półunormowaną. Przyjmijmy E0 = N = {x :
‖x‖ = 0} ⊂ E. Zauważmy, że N jest podprzestrzenią liniową przestrzeni E. Poka-
żemy teraz, że N jest zbiorem domkniętym. Rzeczywiście, niech xn ∈ N i xn → x,
wtedy
‖x‖ ¬ ‖x− xn‖ + ‖xn‖ ¬ ‖x− xn‖ < 
dla n ­ n0. Zatem x ∈ N . Pozostawiamy czytelnikowi do sprawdzenia, że każda
podprzestrzeń liniowa E1 ⊂ N , E1 6= N , przestrzeni E jest zbiorem niedomknię-
tym. Przytoczone rozważania wypowiemy w postaci następującego twierdzenia.
Twierdzenie 1.3.2. Jeśli E jest przestrzenią liniową nad ciałem K półunor-
mowaną i E0 = N , to funkcja ‖ [·] ‖ określona równością (1.3.1) jest normą na
przestrzeni ilorazowej E/N .
Definicja 1.3.1. Jeśli E jest przestrzenią półunormowaną i N = {x : ‖x‖ = 0},
to przestrzeń E/N będziemy nazywać przestrzenią skojarzoną z przestrzenią E
(por. rozdz. 6.2).
1.4. Zastosowania twierdzenia Riesza
Niech X będzie dowolnym zbiorem, M – σ-ciałem podzbiorów zbioru X oraz
µ : M→ [0,∞] niech będzie miarą przeliczalnie addytywną.
Definicja 1.4.1. Mówimy, że f należy do przestrzeni L˜1µ(X), jeśli f : X → C
jest funkcją mierzalną względem σ-ciała M i ∫
X
|f |dµ <∞.
W niektórych sytuacjach będziemy pisać L˜1µ zamiast L˜
1
µ(X), jeśli to nie będzie
prowadziło do wieloznaczności. Niech
‖f‖ :=
∫
X
|f |dµ.
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Łatwo można sprawdzić, że funkcja ‖ · ‖ jest półnormą na przestrzeni liniowej L˜1µ.
Przyjmijmy
N =
{
f : f ∈ L˜1µ i ‖f‖ = 0
}
=
{
f : µ{x : f(x) 6= 0} = 0}.
Zgodnie z poprzednimi rozważaniami, L1µ(X) := L˜
1
µ(X)/N jest przestrzenią linio-
wą unormowaną i funkcja ‖ [·] ‖, ‖ [f ] ‖ = ∫
X
|f |dµ, jest normą na przestrzeni L1µ.
Twierdzenie 1.4.1. L1µ(X) jest przestrzenią zupełną.
Dowód. Zgodnie z twierdzeniem Riesza, musimy pokazać, że jeśli [fn] ∈ L1µ oraz
∞∑
n=1
‖ [fn] ‖ <∞, fn ∈ L˜1µ, (1.4.1)
to istnieje [s] ∈ L1µ, s ∈ L˜1µ takie, że
∧
>0
∨
n0∈N
(n > n0 ⇒ ‖ [sn]− [s] ‖ < ), (1.4.2)
gdzie [sn] =
n∑
i=1
[fi]. Nierówność (1.4.1) można zapisać w równoważny sposób:
∞∑
n=1
∫
X
|fn|dµ <∞, gdzie fn ∈ [fn]. (1.4.3)
Niech X∞ = {x :
∞∑
n=1
|fn(x)| = ∞}. Pokażemy, że µ(X∞) = 0. Przypuśćmy, że
µ(X∞) > 0. Do szeregu
∞∑
n=1
|fn(x)|, (1.4.4)
x ∈ X∞, zastosujemy twierdzenie Lebesgue’a o zbieżności monotonicznej. Stąd
otrzymujemy
∞ =∞ · µ(X∞) =
∫
X∞
∞∑
n=1
|fn|dµ =
∞∑
n=1
∫
X∞
|fn|dµ ¬
∞∑
n=1
∫
X
|fn|dµ <∞,
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co dowodzi, że nasze przypuszczenie (µ(X∞) > 0) prowadzi do sprzeczności. Zatem
µ(X∞) = 0. Stąd wynika, że szereg (1.4.4) jest zbieżny dla x ∈ X \ X∞, gdzie
µ(X∞) = 0. Funkcje fn możemy zastąpić funkcjami f ′n ∈ [fn], przyjmując
f ′n(x) :=
{
fn(x) dla x ∈ X \X∞,
0 dla x ∈ X∞.
Dla uproszczenia zapisu zmodyfikowaną funkcję f ′n będziemy nadal oznaczać sym-
bolem fn. Z tej uwagi wynika, że możemy brać zawsze reprezentantów elementów
[fn] tak, że szereg
∞∑
n=1
fn(x) będzie zbieżny w każdym punkcie zbioru X . Niech
sn(x) =
n∑
k=1
fk(x).
Z rozważań tych wynika, że sn(x)→: s(x) dla dowolnych x ∈ X . Pokażemy teraz,
że
∫
X
|sn − s|dµ→ 0, gdy n→∞. Zauważmy, że
∫
X
|sn − sn+p|dµ ¬
∫
X
|fn+1|dµ + . . . +
∫
X
|fn+p|dµ ¬ 
dla n > n0, p ∈ N. Stosując lemat Fatou względem wskaźnika p, otrzymujemy∫
X
|sn − s|dµ ¬  dla n > n0.
Stąd wynika, że ‖ [sn] − [s] ‖ ¬  dla n > n0. Na podstawie twierdzenia Riesza
wnioskujemy, że L1µ(X) jest przestrzenią zupełną. 
Używając twierdzenia Riesza, analogicznie można udowodnić twierdzenie o zu-
pełności przestrzeni ilorazowej.
Twierdzenie 1.4.2. Niech E będzie zupełną przestrzenią unormowaną i E0
niech będzie domkniętą podprzestrzenią przestrzeni E. Wtedy przestrzeń ilo-
razowa E/E0 jest również przestrzenią zupełną.
Dowód. Niech {[xn]} będzie ciągiem Cauchy’ego w przestrzeni ilorazowej E/E0.
Wtedy można wybrać podciąg {[xnk ]} ciągu {[xn]} taki, że
∞∑
k=1
‖ [xnk+1 ]− [xnk ] ‖ <∞.
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Dla uproszczenia zapisu przyjmujemy, że yk := xnk . Wtedy mamy
∞∑
k=1
‖ [yk+1]− [yk] ‖ <∞ (1.4.5)
lub ∞∑
k=1
‖yk+1 − yk + E0‖ <∞. (1.4.6)
Na podstawie definicji normy ‖ · ‖ w przestrzeni ilorazowej E/E0 możemy wybrać
elementy zk ∈ E tak, aby
z0 ∈ y1 + E0, ‖z0‖ ¬ ‖y1 + E0‖ + 1,
z1 ∈ y2 − y1 + E0, ‖z1‖ ¬ ‖y2 − y1 + E0‖ + 12 ,
.................................................................................
zk ∈ yk+1 − yk + E0, ‖zk‖ ¬ ‖yk+1 − yk + E0‖ + 12k .
(1.4.7)
Niech sk := z0 + z1 + . . . + zk−1. Zauważmy, że
sk ∈ [y1 + (y2 − y1) + . . . + (yk − yk−1)] = [yk]
dla k ∈ N. Równocześnie mamy zk = sk+1 − sk. Na podstawie (1.4.6) i (1.4.7)
wnioskujemy, że
∞∑
k=1
‖sk+1 − sk‖ <∞.
Ponieważ E jest przestrzenią zupełną, szereg
∞∑
k=1
(sk+1 − sk) jest zbieżny w tej
przestrzeni. Przyjmijmy
s := s0 +
∞∑
k=1
(sk+1 − sk).
Ponieważ sk = s0 +
k∑
i=0
(si+1 − si), zatem sk → s w przestrzeni E. Równocześnie
wiemy, że
‖sk − s + E0‖ ¬ ‖sk − s‖,
a więc [sk]→ [s] w przestrzeni ilorazowej E/E0. Zauważmy, że sk ∈ [yk]. Stąd wy-
nika, że [yk]→ [s] w E/E0. Ponieważ yk = xnk , podciąg {[xnk ]} ciągu {[xn]} jest
zbieżny do [s] ∈ E/E0 względem normy przestrzeni ilorazowej. Skoro {[xn]} jest
ciągiem Cauchy’ego, to również ciąg {[xn]} jest zbieżny do [s]. Tym stwierdzeniem
kończymy dowód naszego twierdzenia. 
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1.5. Szeregi funkcyjne
Niech E będzie przestrzenią liniową unormowaną i niech un : A→ E, n ∈ N,
będą funkcjami określonymi na dowolnym zbiorze A i przyjmującymi wartości
w przestrzeni E.
Definicja 1.5.1. Mówimy, że szereg
∞∑
n=1
un = u1 + u2 + . . . (1.5.1)
jest zbieżny (zbieżny punktowo) do funkcji f : A → E, gdy ciąg {fn(x)}, gdzie
fn(x) =
n∑
i=1
ui(x), jest zbieżny do f(x) dla każdego x ∈ A. Jeśli ciąg {fn} jest
zbieżny jednostajnie do funkcji f na zbiorze A, to mówimy, że szereg (1.5.1) jest
zbieżny jednostajnie do funkcji f na zbiorze A. Funkcję f nazywamy sumą szere-
gu (1.5.1).
Dla szeregu (1.5.1), podobnie jak w przypadku szeregów, których wyrazami są
funkcje zespolone lub rzeczywiste, prawdziwe są następujące twierdzenia.
Twierdzenie 1.5.1. Niech E będzie zespoloną (rzeczywistą) przestrzenią Ba-
nacha. Niech A będzie podzbiorem C (R) i niech un : A → E, n ∈ N. Załóż-
my, że
(1) istnieje granica lim
x→a∈A
un(x) = an dla n ∈ N,
(2) szereg (1.5.1) jest zbieżny jednostajnie do sumy f na zbiorze A.
Wtedy szereg
∞∑
n=1
an jest zbieżny i jeśli jego suma jest równa a, to również
lim
x→a f(x) = a.
Twierdzenie 1.5.2 (Weierstrassa). Niech E będzie zespoloną (rzeczywistą)
przestrzenią Banacha i niech A będzie ustalonym zbiorem. Załóżmy, że funkcje
un : A → E, n ∈ N, spełniają następujący warunek: istnieją liczby cn > 0,
n ∈ N takie, że ‖un(x)‖ ¬ cn dla x ∈ A oraz szereg
∞∑
n=1
cn jest zbieżny. Wtedy
szereg (1.5.1) jest zbieżny jednostajnie na zbiorze A.
Twierdzenie 1.5.3. Niech E będzie zespoloną (rzeczywistą) przestrzenią Ba-
nacha. Załóżmy, że funkcje un : A → E, n ∈ N, A ⊂ C (R), są funkcjami
ciągłymi na zbiorze A. Jeśli szereg (1.5.1) jest zbieżny jednostajnie na zbiorze
A, to f jest funkcją ciągłą na A.
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Dowody tych twierdzeń opuszczamy, ponieważ przebiegają jak dla funkcji ze-
spolonych (rzeczywistych).
Definicja 1.5.2. Niech f : Ω → E, gdzie Ω jest otwartym i spójnym podzbio-
rem C, a E – zespoloną przestrzenią Banacha. Element f ′(z) ∈ E nazywamy
pochodną funkcji f w punkcie z ∈ Ω, jeśli∥∥∥∥f(ζ)− f(z)ζ − z − f ′(z)
∥∥∥∥→ 0, gdy |ζ − z| → 0.
Definicja 1.5.3. Jeżeli funkcja f : Ω → E ma pochodną w każdym punkcie
zbioru Ω, to mówimy, że f jest funkcją analityczną na zbiorze Ω.
Ważną klasę szeregów funkcyjnych stanowią szeregi potęgowe
∞∑
n=0
an(ζ − z)n, an ∈ E, ζ, z ∈ C, (1.5.2)
gdzie E jest zespoloną przestrzenią Banacha. Dla szeregów (1.5.2) prawdziwe jest
Twierdzenie 1.5.4. Szereg (1.5.2) jest zbieżny bezwzględnie i jednostajnie na
zbiorze {ζ : |ζ − z| ¬ r′}, r′ < r, gdzie r−1 = lim
n→∞ sup ‖an‖
1/n, i rozbieżny,
jeśli |ζ − z| > r. (Jeśli lim
n→∞ sup ‖an‖
1/n = 0, to szereg (1.5.2) jest zbieżny dla
wszystkich ζ ∈ C, gdy lim
n→∞ sup ‖an‖
1/n = ∞, to szereg (1.5.2) jest zbieżny
jedynie dla ζ = z.) Funkcja
fz(·) =
∞∑
n=0
an(· − z)n
posiada wszystkie pochodne f (k)z (·), k ∈ N, na zbiorze {ζ : |ζ − z| < r} oraz
f (k)z (·) =
∞∑
n=0
(n + k)(n + k − 1) · · · (n + 1)an+k(· − z)n.
W szczególności dla ζ = z mamy f (k)z (z) = k! ak, k ­ 0.
Dowód tego twierdzenia można przeprowadzić analogicznie do przypadku sze-
regów potęgowych o współczynnikach zespolonych, korzystając z przytoczonych
twierdzeń. Zauważmy, że
fz(ζ) = f(z) +
∞∑
n=1
f (n)(z)
n!
(ζ − z)n. (1.5.3)
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Zatem szereg (1.5.3) jest szeregiem Taylora dla funkcji fz(·) w otoczeniu {ζ : |ζ −
z| < r}. Z powyższych rozważań wynika, że funkcja f : Ω → E, mająca reprezen-
tację (1.5.2) dla każdego punktu z ∈ Ω, gdy Ω jest zbiorem otwartym i spójnym
w C i E jest zespoloną przestrzenią Banacha, ma pochodną f ′(z) w każdym punk-
cie z ∈ Ω. Można udowodnić, że funkcja f : Ω → E analityczna na zbiorze Ω ma
reprezentację (1.5.2) dla każdego punktu z ∈ Ω.
1.6. Przekształcenia liniowe
Jednym z podstawowych problemów analizy funkcjonalnej jest badanie własno-
ści przekształceń liniowych. Nasze rozważania rozpoczniemy od podania definicji
przekształcenia liniowego.
Definicja 1.6.1. Niech E i F będą przestrzeniami liniowymi nad ciałem K (=
R,C). Odwzorowanie T : E → F będziemy nazywać przekształceniem liniowym,
gdy spełniony jest następujący warunek:
T (α1x1 + α2x2) = α1Tx1 + α2Tx2 (1.6.1)
dla x1, x2 ∈ E, α1, α2 ∈ K. Jeśli F = R (C), to odwzorowanie spełniające (1.6.1)
będziemy nazywać funkcjonałem liniowym. W przypadku gdy dimF > 1, bardzo
często przekształcenie spełniające (1.6.1) nazywane jest operatorem liniowym.
Niech (E, ‖ · ‖E) i (F, ‖ · ‖F ) będą przestrzeniami unormowanymi. Dla za-
stosowań analizy funkcjonalnej w różnych dziedzinach matematyki, jak również
w innych dziedzinach wiedzy, istotną rolę odgrywają przekształcenia liniowe ciągłe.
Na początku naszego wykładu ciągłość przekształcenia liniowego będziemy rozu-
mieć w sensie topologii, określonych odpowiednio za pomocą metryk
ρE(x, y) = ‖x− y‖E oraz ρF (x, y) = ‖x− y‖F .
Łatwo można zauważyć, że ciągłość przekształcenia liniowego opisuje nam nastę-
pująca
Definicja 1.6.2. Mówimy, że przekształcenie liniowe T jest ciągłe w punkcie
x ∈ E, gdy zachodzi warunek
‖xn − x‖E → 0⇒ ‖Txn − Tx‖F → 0. (1.6.2)
26 1. Wstępne wiadomości o przestrzeniach liniowych...
Dla x = 0 mamy
‖xn‖E → 0⇒ ‖Txn‖F → 0. (1.6.3)
Oczywiście, warunek (1.6.3) jest szczególnym przypadkiem warunku (1.6.2). Teraz
pokażemy, że spełnienie warunku (1.6.3) zapewnia nam spełnienie warunku (1.6.2).
Załóżmy, że spełniony jest warunek (1.6.3), wtedy
‖xn − x‖E → 0⇒ ‖T (xn − x)‖F = ‖Txn − Tx‖F → 0.
Równoważność warunków (1.6.2) i (1.6.3) oznacza, że przekształcenie T : E → F
jest ciągłe w każdym punkcie przestrzeni E, gdy jest ciągłe dla x = 0. Łatwo można
zauważyć, że jeśli dla pewnej stałej C > 0 zachodzi nierówność
‖Tx‖F ¬ C‖x‖E dla x ∈ E, (1.6.4)
to przekształcenie T jest ciągłe. Teraz pokażemy, że ciągłość przekształcenia linio-
wego T : E → F implikuje spełnienie warunku (1.6.4). Rzeczywiście, załóżmy, że
nie jest spełniony warunek (1.6.4). Będziemy się starali pokazać, że przekształcenie
T nie jest ciągłe dla x = 0. Skoro nie jest spełniony warunek (1.6.4), to można
skonstruować ciąg {xn}, xn ∈ E, taki, że będą spełnione następujące warunki:
‖xn‖E = 1 dla n ∈ N oraz
‖Tx1‖F > 1, ‖Tx2‖F > 2, . . . , ‖Txn‖F > n . . .
Stąd otrzymujemy∥∥∥T(x1
1
)∥∥∥
F
> 1,
∥∥∥T(x2
2
)∥∥∥
F
> 1, . . . ,
∥∥∥T(xn
n
)∥∥∥
F
> 1 . . .
Oczywiście, ciąg {xn/n} jest zbieżny do zera w przestrzeni E, natomiast z po-
wyższych nierówności wynika, że ciąg {T (xn/n)} nie może być zbieżny do zera
w przestrzeni F . Tym stwierdzeniem kończymy nasz dowód.
Przyjmijmy następującą definicję.
Definicja 1.6.3. Mówimy, że przekształcenie liniowe T : E → F jest operatorem
liniowym ograniczonym, gdy dla pewnego C > 0 jest spełniony warunek (1.6.4).
W wyniku przytoczonych rozważań otrzymujemy następujące
Twierdzenie 1.6.1. Niech (E, ‖·‖E) i (F, ‖·‖F ) będą przestrzeniami liniowy-
mi unormowanymi. Przekształcenie liniowe T : E → F jest przekształceniem
ciągłym wtedy i tylko wtedy, gdy jest przekształceniem liniowym ograniczonym.
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W przypadku dalszych subtelniejszych rozważań w teorii operatorów liniowych
ograniczonych ważną rolę odgrywa najmniejsza stałaC spełniającą warunek (1.6.4).
Dla podkreślenia jej roli i ze względów praktycznych wprowadzimy następującą
definicję.
Definicja 1.6.4. Niech (E, ‖ · ‖E) i (F, ‖ · ‖F ) będą przestrzeniami liniowymi
unormowanymi, a T : E → F – operatorem liniowym ograniczonym. Liczbę ‖T‖­0
określoną równością
‖T‖ = inf{C : C > 0 i ‖Tx‖F ¬ C‖x‖E , x ∈ E} (1.6.5)
będziemy nazywać normą operatora T .
W sytuacjach, w których występuje więcej operatorów liniowych działających
w różnych przestrzeniach, w celu uniknięcia wieloznaczności, piszemy ‖T‖L(E,F )
zamiast ‖T‖ (por. rozdz. 1.7).
Uwaga 1.6.1. Czytelnikowi pozostawiamy udowodnienie, że
‖T‖L(E,F ) = sup
‖x‖E=1
‖Tx‖F . (1.6.6)
Teraz podamy przykłady operatorów liniowych ograniczonych i wyznaczymy
ich normy.
Przykład 1.6.1. Niech E = L1(R), gdzie całkowanie elementu f ∈ L1(R)
rozumiane jest w sensie miary Lebesgue’a. Przyjmijmy
(Tgf)(x) =
∫
R
g(x− y)f(y)dy =: (g ∗ f)(x),
gdzie g jest ustaloną funkcją przestrzeni L1(R). Korzystając z twierdzenia Fubinie-
go, można pokazać, że zachodzi następująca nierówność:
‖Tgf‖L1(R) ¬ ‖g‖L1(R) · ‖f‖L1(R) dla f ∈ L1(R). (1.6.7)
Z nierówności (1.6.7) wynika, że Tg : L1(R) → L1(R). Jednakże z definicji opera-
tora Tg wynika, że jest on operatorem liniowym. Z nierówności (1.6.7) wynika, że
Tg jest operatorem ograniczonym, i że
‖Tg‖ = ‖Tg‖L(L1(R),L1(R)) ¬
∫
R
|g| = ‖g‖L1(R).
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Pokażemy teraz, że ‖Tg‖ = ‖g‖L1(R). W tym celu rozważmy ciąg funkcji {δn},
δn : R→ R, spełniający następujące warunki:
(1) δn jest ciągła,
(2) δn(x) = 0 dla |x| > 1n i δn(x) ­ 0 dla x ∈ R,
(3)
∫
R
δn = 1.
Niech gn = δn ∗g. Czytelnikowi pozostawiamy do sprawdzenia, że ‖gn−g‖L1(R)→
0, gdy n→∞. Stąd i z uwagi 1.6.1 wynika, że ‖Tg‖ = ‖g‖L1(R).
Przykład 1.6.2. W przestrzeni C[a, b] := {f : f : [a, b] → R, f ciągła} przyj-
mujemy normę
‖f‖ = sup
x∈[a,b]
|f(x)|.
Niech L1(a, b) będzie przestrzenią liniową funkcji f całkowalnych w sensie Lebes-
gue’a na przedziale [a, b]. Załóżmy, że g ∈ L1(a, b) i przyjmijmy
Λ f :=
b∫
a
gf dla f ∈ C[a, b].
Łatwo można sprawdzić, że Λ jest funkcjonałem liniowym na przestrzeni C[a, b],
oraz że ‖Λ‖ ¬
b∫
a
|g|. Teraz pokażemy, że ‖Λ‖ =
b∫
a
|g|. Niech
sign g(x) :=

1 dla g(x) > 0,
0 dla g(x) = 0,
−1 dla g(x) < 0.
Stąd otrzymujemy
b∫
a
|g| =
b∫
a
g sign g. Oczywiście, sign g nie należy do C[a, b]. Aby
udowodnić, że ‖Λ‖ =
b∫
a
|g|, musimy pokazać, że dla dowolnego  > 0 można zna-
leźć funkcję ϕ ∈ C[a, b] taką, że ‖ϕ‖ = 1 i |
b∫
a
g sign g −
b∫
a
gϕ| < . Funkcję ϕ
spełniającą powyższe warunki można otrzymać, stosując twierdzenie Łuzina ([8],
str. 63) do funkcji sign g (zob. zad. 2.11.23).
Rozważania dotyczące operatorów liniowych w przestrzeniach unormowanych
zakończymy uwagami o przestrzeniach ilorazowych.
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Uwaga 1.6.2. Niech E i F będą przestrzeniami liniowymi nad ciałem liczb rze-
czywistych lub zespolonych, a T : E → F – przekształceniem liniowym. Wtedy
N := {x ∈ E : Tx = 0} jest podprzestrzenią liniową przestrzeni E. Odwzorowanie
k : E → E/N, k(x) := [x],
nazywamy odwzorowaniem kanonicznym. Przyjmijmy T̂ [x] := Tx. Odwzorowanie
T̂ jest poprawnie określone, bo T przyjmuje stałą wartość na zbiorze [x] ∈ E/N .
Łatwo można zauważyć, że T̂ jest liniową iniekcją przestrzeni E/N w przestrzeń F ,
ponadto T = T̂ ◦ k.
Załóżmy teraz, że w przestrzeniach E i F określone są normy ‖ · ‖E i ‖ · ‖F .
Niech T : E → F będzie operatorem liniowym ograniczonym. Z wcześniejszych
rozważań wynika, że N jest domkniętą podprzestrzenią przestrzeni E, a funkcja
‖ [·] ‖ określona równością
‖ [x] ‖ = inf
y∈[x]
‖y‖E
jest normą na przestrzeniE/N (zob. rozdz. 1.3). JeżeliE jest przestrzenią Banacha,
to również E/N jest przestrzenią Banacha.
Na zakończenie pokażemy, że odwzorowanie kanoniczne k : E → E/N i odwzo-
rowanie T̂ : E/N → F są operatorami ograniczonymi. Ograniczoność odwzorowa-
nia k wynika z nierówności ‖ [x] ‖E/N ¬ ‖x‖E . Pokażemy teraz, że ograniczone
jest także odwzorowanie T̂ . Rzeczywiście,
‖T̂ [x] ‖F = ‖Ty‖F ¬ ‖T‖ ‖y‖E , y ∈ [x].
Stąd ‖T̂ [x] ‖F ¬ ‖T‖‖ [x] ‖E/N . Zatem mamy ‖T̂‖L(E/N,F ) ¬ ‖T‖L(E,F ). Ponie-
waż T = T̂ ◦ k, ‖k‖L(E,E/N) ¬ 1 i ‖T‖L(E,F ) ¬ ‖T̂‖L(E/N,F ) ‖k‖L(E,E/N) (zob.
zad. 1.8.39), zatem ‖T̂‖L(E/N,F ) = ‖T‖L(E,F ).
1.7. Przestrzeń L(E, F ) operatorów liniowych ograniczonych
Niech (E, ‖ · ‖E) i (F, ‖ · ‖F ) będą przestrzeniami liniowymi unormowanymi
nad ciałem K (= R,C). Zbiór wszystkich operatorów liniowych T : E → F ogra-
niczonych będziemy oznaczać symbolem L(E,F ). Rozważmy dwie funkcje
L(E,F )× L(E,F ) 3 (T1, T2)→ T1 + T2 ∈ L(E,F ),
gdzie
(T1 + T2)x = T1x + T2x dla x ∈ E (1.7.1)
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oraz
K × L(E,F ) 3 (λ, T )→ λT ∈ L(E,F ),
gdzie
(λT )x = λTx dla x ∈ E i λ ∈ K. (1.7.2)
Zbiór L(E,F ) jest przestrzenią liniową ze względu na dodawanie (1.7.1) elemen-
tów przestrzeni L(E,F ) i mnożenie elementów L(E,F ) przez skalary określone
warunkiem (1.7.2).
Teraz wykażemy, że funkcja ‖ · ‖L(E,F ) określona równością (1.6.5) lub (1.6.6)
na przestrzeni liniowej L(E,F ) jest normą. Najpierw pokażemy, że ‖T‖L(E,F ) =
0⇒ T = 0. Rzeczywiście, niech
‖T‖L(E,F ) = sup
‖x‖E=1
‖Tx‖F .
Zatem ‖Tx‖F = 0 dla ‖x‖E = 1. Ponieważ operator T i ‖ · ‖F są funkcjami
jednorodnymi, więc Tx = 0 dla x ∈ E. Zatem T = 0. Równość ‖λT‖L(E,F ) =
|λ| ‖T‖L(E,F ) pozostawiamy do sprawdzenia czytelnikowi. Udowodnimy teraz, że
‖T1 + T2‖L(E,F ) ¬ ‖T1‖L(E,F ) + ‖T2‖L(E,F ).
Z (1.6.6) mamy
‖T1 + T2‖L(E,F ) = sup
‖x‖E=1
‖(T1 + T2)x‖F
¬ sup
‖x‖E=1
(‖T1x‖F + ‖T2x‖F )
¬ ‖T1‖L(E,F ) + ‖T2‖L(E,F ).
1.8. Zadania
1.8.1. Załóżmy, że f : [−1, 1]→ R jest funkcją ciągłą. Udowodnić, że
lim
n→∞
n
2
1/n∫
−1/n
f(x)dx = f(0).
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1.8.2. Niech f : R→ R będzie funkcją ciągłą i ograniczoną. Pokazać, że
lim
n→∞
n
2
∞∫
−∞
e−n|x|f(x)dx = f(0).
1.8.3. Niech CB(R) oznacza zbiór funkcji ciągłych i ograniczonych na R. Przyj-
mijmy
‖f‖ := sup
x∈R
|f(x)|
oraz Br = {f : ‖f‖ ¬ r} ⊂ CB(R). Określamy operator liniowy
(Tgf)(x) =
∫
R
g(x− y)f(y)dy, g ∈ L1(R).
Udowodnić, że zbiór Tg(Br) tworzy rodzinę funkcji jednakowo ciągłych.
1.8.4. Niech funkcje δn : R→ R, n = 1, 2, . . . , spełniają warunki:
(i) δn ∈ C(∞)(R),
(ii) δn ­ 0,
(iii) δn(x) = 0 dla |x| ­ n → 0,
(iv)
∫
R
δn = 1.
Załóżmy, że f : R→ R jest funkcją ciągłą. Przyjmijmy
fn(x) = (f ∗ δn)(x) =
∫
R
f(x− y)δn(y)dy.
Udowodnić, że fn ∈ C(∞)(R), i że ciąg {fn} jest zbieżny niemal jednostajnie do f
na zbiorze R.
1.8.5. Niech f ∈ L1(R). Pokazać, że ciąg {f ∗ δn} jest zbieżny do f w przestrzeni
L1(R) (zob. przykład 1.6.1).
1.8.6. Udowodnić, że ciąg {fn}, fn(x) = xn, jest zbieżny do f ≡ 0 w przestrzeni
L1(0, 1), ale nie jest zbieżny jednostajnie.
1.8.7. Niech fn(x) = n2x(n2 + x2)−1. Udowodnić, że ciąg {fn} jest zbieżny
do zera jednostajnie na każdym zbiorze ograniczonym, ale nie jest zbieżny do zera
jednostajnie na R.
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1.8.8. Niech f(x) = 2x2(1 + x2)−2. Przyjmijmy fn(x) = nf(nx). Pokazać, że
ciąg {fn(x)} jest zbieżny do zera w każdym punkcie x ∈ R, ale nie jest zbieżny
w przestrzeni L1(R).
1.8.9. Niech fn ∈ L˜1(R) i f1 ­ f2 ­ . . . ­ fn ­ . . . ­ 0. Załóżmy, że
lim
n→∞
∫
R
fn = 0.
Udowodnić, że ciąg {fn} jest zbieżny do zera prawie wszędzie na R.
1.8.10. Niech E będzie nieskończenie wymiarową przestrzenią liniową unormowa-
ną. Pokazać, że istnieje nieciągły funkcjonał liniowy na przestrzeni E.
1.8.11. Niech E będzie rzeczywistą przestrzenią liniową unormowaną, a x∗ – nie-
ciągłym funkcjonałem liniowym na przestrzeni E. Udowodnić, że w każdym oto-
czeniu zera przestrzeni E funkcjonał x∗ przyjmuje wszystkie wartości rzeczywiste.
1.8.12. Niech E będzie przestrzenią liniową unormowaną, a x′ – niezerowym cią-
głym funkcjonałem liniowym na przestrzeni E. Udowodnić, że istnieje taki element
x0 ∈ E, że x′(x0) = 1 oraz ‖x′‖ = d−1, gdzie d = ρ(x0, kerx′) (ρ(x0, A) =
inf
x∈A
‖x0 − x‖).
1.8.13. Pokazać, że jeśli E jest przestrzenią liniową i x∗ jest nietrywialnym funk-
cjonałem liniowym na przestrzeni E, to E = kerx∗ ⊕ lin{a}, gdzie x∗(a) 6= 0.
1.8.14. Niech E będzie przestrzenią liniową unormowaną. Udowodnić, że dla do-
wolnych elementów x, y ∈ E zachodzi nierówność ‖x‖ ¬ max{‖x+ y‖, ‖x− y‖}.
1.8.15. Niech E będzie przestrzenią liniową unormowaną. Udowodnić, że zbiór
A ⊂ E jest zbiorem ograniczonym wtedy i tylko wtedy, gdy dla dowolnego ciągu
{λn} skalarów zbieżnego do zera i dowolnego ciągu {xn}, xn ∈ A, ciąg {λnxn}
jest również zbieżny do zera w przestrzeni E.
1.8.16. Niech E będzie przestrzenią liniową. Mówimy, że zbiórA ⊂ E jest zbiorem
wypukłym, gdy zachodzi implikacja
(x1, x2 ∈ A, λ1 + λ2 = 1, λ1, λ2 ­ 0)⇒ λ1x1 + λ2x2 ∈ A.
W przypadku gdy zachodzi implikacja
(x1, x2 ∈ A i |λ1| + |λ2| ¬ 1)⇒ λ1x1 + λ2x2 ∈ A,
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mówimy, że zbiór A jest zbiorem absolutnie wypukłym. Natomiast gdy dla zbioru
A prawdziwa jest implikacja
(x ∈ A i |λ| ¬ 1)⇒ λx ∈ A,
to zbiór A nazywamy zbiorem zbalansowanym.
Udowodnić, że zbiór A ⊂ E jest zbiorem absolutnie wypukłym wtedy i tylko
wtedy, gdy jest zbiorem wypukłym i zbalansowanym.
1.8.17. Niech E będzie przestrzenią liniową i niech A, B ⊂ E będą zbiorami
wypukłymi. Które ze zbiorów A ∩B, A ∪B i A +B są zbiorami wypukłymi?
1.8.18. Udowodnić, że domknięcie zbioru wypukłego (absolutnie wypukłego) jest
zbiorem wypukłym (absolutnie wypukłym).
1.8.19. Pokazać, że domknięcie E0 podprzestrzeni liniowej E0 przestrzeni unor-
mowanej E jest podprzestrzenią liniową.
1.8.20. Pokazać, że dla nieciągłego funkcjonału liniowego Λ na przestrzeni liniowej
E, ker Λ = E.
1.8.21. Niech E będzie przestrzenią liniową unormowaną. Załóżmy, że
∞∑
n=1
‖xn+1 − xn‖ <∞.
Udowodnić, że ciąg {xn} spełnia warunek Cauchy’ego. Czy twierdzenie odwrotne
jest prawdziwe?
1.8.22. Niech E będzie przestrzenią Banacha, a F – przestrzenią liniową unormo-
waną izomorficzną z E liniowo i topologicznie. Udowodnić, że F jest przestrzenią
Banacha.
1.8.23. Niech E i F będą przestrzeniami liniowymi unormowanymi. Załóżmy,
że odwzorowanie T : E → F jest operatorem liniowym takim, że kerT = kerT
i dimT (E) < ∞. Udowodnić, że T jest odwzorowaniem ciągłym. Czy założenie
kerT = kerT jest istotne?
1.8.24. Niech δ(f) = f(0). Udowodnić, że δ jest ciągłym funkcjonałem liniowym
na przestrzeni C[−1, 1]. Wyznaczyć normę tego funkcjonału.
1.8.25. Niech E będzie przestrzenią liniową. Mówimy, że normy ‖ · ‖1 i ‖ · ‖2
są równoważne, gdy α‖x‖1 ¬ ‖x‖2 ¬ β‖x‖1 dla x ∈ E i pewnych α, β > 0.
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Udowodnić, że wszystkie normy na ustalonej przestrzeni skończenie wymiarowej
są równoważne.
1.8.26. Udowodnić, że na przestrzeni C(R) funkcje (·)α1 , . . . , (·)αn , αi ∈ R, i =
1, 2, . . . , n, są liniowo niezależne wtedy i tylko wtedy, gdy liczby αi są parami różne.
1.8.27. Załóżmy, że K ∈ C(R2) i spełnia warunek |K(t, τ )| ¬ f(τ ), f ∈ L1(R).
Przyjmijmy
(Tx)(t) =
∫
R
K(t, τ )x(τ )dτ.
Udowodnić, że T jest ciągłym operatorem liniowym na CB(R).
1.8.28. Niech E będzie przestrzenią metryczną zupełną. Udowodnić, że jeśli A jest
zbiorem domkniętym w E, to A jest również przestrzenią zupełną.
1.8.29. Niech E będzie przestrzenią liniową półunormowaną z półnormą ‖ · ‖.
Udowodnić, że każda istotnie mniejsza podprzestrzeń liniowa E1 przestrzeni E0 =
{x ∈ E : ‖x‖ = 0} jest niedomknięta.
1.8.30. W przestrzeni R3 określamy półnormę wzorem
‖x‖ = max{|x1|, |x2|}, x = (x1, x2, x3).
a) Podać przykład dwuwymiarowej podprzestrzeni domkniętej E0 ⊂ R3 wzglę-
dem topologii wyznaczonej przez półnormę ‖ · ‖ i wyznaczyć normę przestrzeni
R3/E0.
b) Podać przykład dwuwymiarowej podprzestrzeni przestrzeni R3 niedomkniętej
w przestrzeni R3 względem topologii wyznaczonej przez półnormę ‖ · ‖ i udo-
wodnić, że jest ona gęsta w R3.
1.8.31. Niech E będzie przestrzenią liniową skończenie wymiarową i niech odwzo-
rowanie T : E → E będzie przekształceniem liniowym. Uzasadnić, że dimT (E) +
dim kerT = dimE.
1.8.32. W przestrzeni R4 dla bazy e1 = (1, 0, 0, 0), . . . , e4 = (0, 0, 0, 1) prze-
kształcenia liniowe są określone macierzami:
2 0 0 0
0 0 0 0
0 0 3 0
0 0 0 0
 ,

2 1 0 0
0 2 1 0
0 0 2 0
0 0 0 0
 ,

3 1 0 0
2 1 0 0
0 0 0 0
0 0 0 0
 .
Wyznaczyć jądra i obrazy tych przekształceń.
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1.8.33. NiechM będzie podprzestrzenią liniową skończenie wymiarową przestrze-
ni liniowej E. Mówimy, żeM ma kowymiar k (cdimM = k), jeśli istnieją elementy
x1, . . . , xk ∈ E, dla których
α1x1 + . . . + αkxk ∈M ⇒ α1 = · · · = αk = 0.
Załóżmy, że cdimM = k. Pokazać, że E =M ⊕ lin{x1, . . . , xk} i dimE/M = k.
1.8.34. Niech E będzie przestrzenią liniową oraz niech M i N będą jej podprze-
strzeniami liniowymi takimi, że E = M ⊕ N . Niech x ∈ E ma reprezentację
x = x1 + x2, x1 ∈ M i x2 ∈ N . Określamy odwzorowanie Px = x1 dla x ∈ E.
Pokazać, że P jest operatorem liniowym i spełnia warunek P 2 = P . Udowodnić,
że jeśli operator liniowy P : E → E spełnia warunek P 2x = Px dla x ∈ E, to dla
x ∈ P (E) zachodzi Px = x i E = P (E)⊕ kerP .
1.8.35. Mówimy, że funkcja f : [a, b] → E, gdzie E jest przestrzenią unormo-
waną, jest bezwzględnie ciągła, gdy dla każdego  > 0 istnieje takie δ > 0, że
gdy (α1, β1), . . . , (αk, βk) są rozłącznymi przedziałami zawartymi w [a, b], to jest
prawdziwa następująca implikacja:
k∑
i=1
(βi − αi) ¬ δ ⇒
k∑
i=1
‖f(βi)− f(αi)‖ ¬ .
Niech
Hx(t) =
{
0 dla 0 ¬ t < x,
1 dla x ¬ t ¬ 1.
Sprawdzić, że funkcja [0, 1] 3 x→ Hx ∈ L1(0, 1) jest bezwzględnie ciągła i nie ma
pochodnej w żadnym punkcie x ∈ (0, 1).
1.8.36. Niech
Cc(R) = {ϕ : ϕ ∈ C(R) i ϕ(t) = 0 dla |t| ­ aϕ},
C(k)c (R) = {ϕ : ϕ(i) ∈ Cc(R) dla i = 0, . . . , k},
D(R) =
∞⋂
k=0
C(k)c (R).
Załóżmy, że f ∈ L1loc(R) oraz g(t) =
∫
R
ϕ(t− τ )f(τ )dτ . Udowodnić, że
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a) jeśli ϕ ∈ Cc(R), to g ∈ C(R),
b) jeśli ϕ ∈ C(k)c (R), to g ∈ C(k)(R),
c) jeśli ϕ ∈ D(R), to g ∈ C(∞)(R).
1.8.37. Udowodnić, że przestrzeń
Cc(R) ⊂ C0(R) := {ϕ : ϕ ∈ C(R) i lim|t|→∞ϕ(t) = 0}
z normą ‖ϕ‖ = sup
t∈R
|ϕ(t)| jest gęsta w przestrzeni C0(R).
1.8.38. Niech E będzie przestrzenią liniową unormowaną i niech Λ będzie funk-
cjonałem liniowym określonym na tej przestrzeni takim, że dla każdego ciągu {xn},
xn ∈ E, zbieżnego do zera ciąg {Λxn} jest ciągiem ograniczonym. Udowodnić, że
Λ jest funkcjonałem ciągłym.
1.8.39. Niech E1, E2 i E3 będą przestrzeniami liniowymi unormowanymi. Za-
łóżmy, że odwzorowania S : E1 → E2 i T : E2 → E3 są liniowymi operatorami
ograniczonymi. Udowodnić, że odwzorowane TS := T ◦ S jest również operatorem
ograniczonym i zachodzi nierówność
‖TS‖L(E1,E3) ¬ ‖T‖L(E2,E3)‖S‖L(E1,E2).
1.8.40. Niech E1, E2 i E3 będą przestrzeniami liniowymi unormowanymi i niech
Sn, S ∈ L(E1, E2) i Tn, T ∈ L(E2, E3). Załóżmy, że Sn → S w przestrze-
ni L(E1, E2) i Tn → T w przestrzeni L(E2, E3). Udowodnić, że TnSn → TS
w przestrzeni L(E1, E3).
1.8.41. Niech E1, E2 i E3 będą przestrzeniami liniowymi i niech S : E1 → E2
i T : E2 → E3 będą równocześnie iniekcyjnymi i suriekcyjnymi odwzorowaniami
liniowymi. Pokazać, że (TS)−1 = S−1T−1.
1.8.42. Niech E będzie przestrzenią liniową nad ciałem K i niech E∗ będzie prze-
strzenią algebraicznie sprzężoną do przestrzeni E. Załóżmy, że elementy e1, . . . , en
przestrzeni E są liniowo niezależne. Niech elementy e∗1, . . . , e
∗
n ∈ E∗ spełniają
warunek
e∗i (ej) =
{
1 dla i = j,
0 dla i 6= j.
Pokazać, że E = lin{e1, . . . , en} ⊕
n⋂
i=1
ker e∗i .
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1.8.43. Niech E będzie przestrzenią unormowaną. Pokazać, że dla ciągłego funk-
cjonału liniowego x′ na przestrzeni E zachodzą następujące równości:
sup
‖x‖¬1
|x′(x)| = sup
‖x‖=1
|x′(x)| = sup
‖x‖<1
|x′(x)|.
1.8.44. Symbolem R[ t ] będziemy oznaczać przestrzeń liniową wielomianów, któ-
rych współczynnikami są liczby rzeczywiste. Symbolem Rn[ t ] będziemy oznaczać
przestrzeń liniową złożoną z wielomianów stopnia nie wyższego niż n− 1.
a) Pokazać, że wielomiany
(∗) 1, (t− α), . . . , (t− α)n−1
tworzą bazę dla przestrzeni Rn[ t ]. Jeśli α = 0, to bazę (∗) nazywamy bazą
naturalną przestrzeni Rn[ t ].
b) Wyznaczyć macierz przejścia od bazy (*) do bazy naturalnej.
1.8.45. Pokazać, że wielomiany Lagrange’a
Li(t) =
n∏
j=1, j 6=i
(t− αj)
( n∏
j=1, j 6=i
(αi − αj)
)−1
, αi 6= αj dla i 6= j,
spełniają warunek Li(αj) = δij (δij = 0 dla i 6= j i δij = 1 dla i = j,
i, j = 1, . . . , n) oraz tworzą bazę dla przestrzeni Rn[ t ] (układ wielomianów Li,
i = 1, . . . , n, nazywamy bazą Lagrange’a). Wyznaczyć bazę przejścia od bazy La-
grange’a do bazy naturalnej.
1.8.46. Niech C(R) będzie zbiorem rzeczywistych funkcji ciągłych. Przyjmijmy
Vp = {f : f ∈ C(R) i f(x) = f(−x)} i Vn = {f : f ∈ C(R) i f(x) = −f(−x)}.
Pokazać, że C(R) = Vp ⊕ Vn.
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Przestrzenie Hilberta
2.1. Przestrzenie unitarne
Niech H będzie przestrzenią liniową zespoloną. Rozważmy funkcję
H ×H 3 (x, y)→ 〈x, y〉 ∈ C. (2.1.1)
Będziemy zakładać, że funkcja (2.1.1) ma następujące własności:
(1) 〈x, y〉 = 〈y, x〉 dla x, y ∈ H ,
(2) 〈x + y, z〉 = 〈x, z〉 + 〈y, z〉 dla x, y, z ∈ H ,
(3) 〈αx, y〉 = α〈x, y〉 dla x, y ∈ H,α ∈ C,
(4) 〈x, x〉 ­ 0 dla x ∈ H ,
(5) 〈x, x〉 = 0⇒ x = 0 dla x ∈ H .
Funkcję 〈·, ·〉 będziemy nazywać iloczynem skalarnym. Przyjmijmy
‖x‖ := 〈x, x〉1/2. (2.1.2)
Korzystając z przytoczonych własności, udowodnimy, że funkcja ‖ · ‖ jest normą
na przestrzeni H . Istotną rolę w dalszych naszych rozważaniach będzie odgrywać
następująca nierówność Schwartza:
|〈x, y〉| ¬ ‖x‖ ‖y‖ dla x, y ∈ H. (2.1.3)
Udowodnimy teraz tę nierówność. Przyjmijmy A := ‖x‖2, B := |〈x, y〉| oraz C :=
‖y‖2. WtedyB = α〈y, x〉 dla pewnego α spełniającego równość |α| = 1. Dla każdej
liczby rzeczywistej r mamy
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〈x− rαy, x− rαy〉 = 〈x, x〉 − rα〈y, x〉 − rα〈y, x〉 + r2〈y, y〉.
Uwzględniając przyjęte oznaczenia, otrzymujemy
〈x− rαy, x− rαy〉 = 〈x, x〉 − 2rB + r2〈y, y〉.
Ostatecznie mamy 〈x − rαy, x − rαy〉 = A − 2rB + Cr2 ­ 0 dla r ∈ R. Stąd
B2 ¬ CA. Zatem nierówność (2.1.3) jest prawdziwa.
Teraz, korzystając z nierówności Schwartza, udowodnimy, że funkcja (2.1.2)
jest normą na przestrzeni H . Rzeczywiście, zachodzi
‖x + y‖2 = 〈x + y, x + y〉 = 〈x, x〉 + 〈x, y〉 + 〈y, x〉 + 〈y, y〉
¬ ‖x‖2 + 2‖x‖ ‖y‖ + ‖y‖2 = (‖x‖ + ‖y‖)2.
Stąd otrzymujemy
‖x + y‖ ¬ ‖x‖ + ‖y‖.
Z własności (3) wynika, że
‖αx‖ = |α| ‖x‖.
Własności (4) i (5) implikują
‖x‖ = 0⇒ x = 0.
Definicja 2.1.1. Przestrzeń liniową wyposażoną w normę (2.1.2) będziemy na-
zywać przestrzenią unitarną.
Twierdzenie 2.1.1. Jeśli H jest przestrzenią unitarną, to odwzorowanie
(2.1.1) jest ciągłe.
Dowód. Niech xn → x i yn → y w przestrzeniH , wtedy ‖yn‖ ¬M dla pewnego
M > 0 i n ∈ N. Stąd, na podstawie nierówności,
|〈xn, yn〉 − 〈x, y〉| ¬M‖xn − x‖ + ‖x‖ ‖yn − y‖,
wynika ciągłość odwzorowania (2.1.1). 
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2.2. Zbiory wypukłe i ortogonalne
Definicja 2.2.1. Mówimy, że elementy x, y w przestrzeni unitarnej H są ortogo-
nalne, gdy 〈x, y〉 = 0.
Jeśli elementy x i y są ortogonalne, to będziemy również pisać x⊥y. Przyjmij-
my
x⊥ := {y : y ∈ H, y⊥x}.
Łatwo można sprawdzić, że zbiór x⊥ jest liniową domkniętą podprzestrzenią prze-
strzeni H .
Definicja 2.2.2. Zbiór
A⊥ := {y : y ∈ H, 〈y, x〉 = 0 dla x ∈ A} =
⋂
x∈A
x⊥
nazywamy uzupełnieniem ortogonalnym zbioru A.
Oczywiście, zbiór A⊥ jest również domkniętą podprzestrzenią przestrzeni H .
Definicja 2.2.3. Zupełną przestrzeń unitarną będziemy nazywać przestrzenią
Hilberta.
Bardzo istotną własność zbiorów wypukłych i domkniętych w przestrzeniach
Hilberta daje nam
Twierdzenie 2.2.1. Każdy niepusty, wypukły i domknięty podzbiór przestrze-
ni Hilberta H ma dokładnie jeden element o najmniejszej normie.
Dowód. Korzystając z własności iloczynu skalarnego, można udowodnić następu-
jącą równość:
‖x + y‖2 + ‖x− y‖2 = 2(‖x‖2 + ‖y‖2). (2.2.1)
Równość tę nazywamy warunkiem równoległoboku. Niech A będzie niepustym zbio-
rem wypukłym i domkniętym, przyjmijmy δ := inf{‖x‖ : x ∈ A}. Niech x, y ∈ A.
Stąd (1/2)x + (1/2) y ∈ A. Na podstawie (2.2.1) otrzymujemy
‖x− y‖2 = 2(‖x‖2 + ‖y‖2)− 4∥∥∥∥x + y2
∥∥∥∥2.
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Zgodnie z definicją liczby δ, mamy
‖x− y‖2 ¬ 2(‖x‖2 + ‖y‖2)− 4δ2. (2.2.2)
Z tej nierówności wiemy, że w zbiorze A może być co najwyżej jeden element o nor-
mie δ. Pokażemy teraz, że istnieje element x0 ∈ A spełniający równość δ = ‖x0‖.
Z definicji liczby δ wynika, że istnieje ciąg {xn}, xn ∈ A, taki, że ‖xn‖ → δ.
Na podstawie nierówności (2.2.2) mamy
‖xn − xm‖2 ¬ 2‖xn‖2 + 2‖xm‖2 − 4δ2 → 0, gdy n,m→∞.
Zatem ciąg {xn} spełnia warunek Cauchy’ego. PonieważH jest przestrzenią zupeł-
ną i A jest zbiorem domkniętym, istnieje x0 ∈ A takie, że lim
n→∞xn = x0. Ponieważ
‖ · ‖ jest funkcją ciągłą, ‖x0‖ = lim
n→∞ ‖xn‖ = δ. 
2.3. Twierdzenie o rzucie prostopadłym
Jednym z najważniejszych twierdzeń teorii przestrzeni Hilberta jest
Twierdzenie 2.3.1 (o rzucie prostopadłym). Jeśli M jest domkniętą liniową
podprzestrzenią przestrzeni Hilberta H, to istnieje para odwzorowań
P : H → H, P (H) ⊂M
oraz
Q : H → H, Q(H) ⊂M⊥
spełniających następujące warunki:
x = Px +Qx dla x ∈ H, (2.3.1)
jeśli x ∈M, to Px = x i Qx = 0;
jeśli x ∈M⊥, to Px = 0 i Qx = x,
(2.3.2)
‖Qx‖ = ‖x− Px‖ = inf
z∈M
‖x− z‖, (2.3.3)
‖x‖2 = ‖Px‖2 + ‖Qx‖2, (2.3.4)
P i Q są operatorami liniowymi i ciągłymi. (2.3.5)
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Dowód. Zauważmy, że dla każdego x ∈ H zbiór x−M = {x− y : y ∈ M} jest
zbiorem domkniętym i wypukłym. Na podstawie twierdzenia 2.2.1 istnieje dokład-
nie jeden element x1 ∈M taki, że
‖x− x1‖ = inf
z∈M
‖x− z‖.
Przyjmijmy Px := x1 i Qx := x−x1. Pokażemy teraz, że 〈Qx, z〉 = 0 dla z ∈M .
Bez straty ogólności można dodatkowo założyć, że ‖z‖ = 1 i, dla uproszczenia
zapisu, przyjmijmyQx = x2. Wtedy łatwo można sprawdzić, że dla α ∈ C zachodzi
〈x2, x2〉 = ‖x2‖2 ¬ ‖x2 − αz‖2. Stąd mamy
‖x2‖2 ¬ 〈x2 − αz, x2 − αz〉 = ‖x2‖2 − α〈z, x2〉 − α〈x2, z〉 + |α|2.
Niech α = 〈x2, z〉. Wtedy otrzymujemy
0 ¬ −〈x2, z〉 〈z, x2〉 − αα + |α|2 = −〈x2, z〉 〈x2, z〉 = −|〈x2, z〉|2.
Zatem 〈x2, z〉 = 0 i Qx ∈ M⊥. Łatwo można zauważyć, że M ∩ M⊥ = {0}.
Ponieważ dla dowolnego x mamy x = Px+Qx, gdzie Px ∈M i Qx ∈M⊥, więc
H = M ⊕M⊥. Zatem każdy element x ∈ H ma dokładnie jedną reprezentację
x = x1+x2, gdzie x1 ∈M i x2 ∈M⊥ (zob. rys. 1). Stąd wynika własność (2.3.2).
Własność (2.3.4) jest konsekwencją równości 〈Px,Qx〉 = 0.
Pokażemy teraz, że P i Q są odwzorowaniami liniowymi. Zauważmy, że
αx + βy = P (αx + βy) +Q(αx + βy)
oraz
αx = α(Px +Qx), βy = β(Py +Qy).
Stąd otrzymujemy następującą równość:
0 = αx + βy − αx− βy
= P (αx + βy) +Q(αx + βy)− α(Px +Qx)− β(Py +Qy).
Tę równość możemy zapisać w następujący sposób:
M 3 αPx + βPy − P (αx + βy) = Q(αx + βy)− αQx− βQy ∈M⊥.
Więc P (αx + βy) = αPx + βPy oraz Q(αx + βy) = αQx + βQy. Ciągłość
operatorów P i Q wynika z równości (2.3.4). 
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x1 = (x
1, x2, 0),
x2 = (0, 0, x
3),
x = x1 + x2,
‖x2‖ = inf
z=(x1,x2,0)
‖x− z‖R3
Rysunek 1
(x1, x2, x3)
(x1, x2, 0)
(0, 0, x3)
z
Uwaga 2.3.1. Z (2.3.2) wynikają równości P 2x = Px i Q2x = Qx dla x ∈ H .
Niech Ix := x. Stąd, na podstawie (2.3.1), mamy
I = P +Q. (2.3.6)
Definicja 2.3.1. Operator liniowy T : H → H spełniający równość T 2 = T
nazywamy operatorem rzutowym.
Równość (2.3.6) nazywamy rozkładem identyczności I na sumę operatorów
rzutowych P i Q. Z poprzednich rozważań wynika, że P (H) = M , Q(H) = M⊥
oraz H =M ⊕M⊥.
2.4. Metoda ortogonalizacji Schmidta
i twierdzenie o najlepszej aproksymacji
Na wstępie podamy następującą definicję.
Definicja 2.4.1. Mówimy, że zbiór {ei : i ∈ I}, ei ∈ H , jest ortonormalny
w przestrzeni unitarnej H , gdy 〈ei, ej〉 = δij , gdzie δij = 0 dla i 6= j i δii = 1.
Teraz udowodnimy następujący
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Lemat 2.4.1. Niech H będzie przestrzenią unitarną i niech zbiór {en : n ∈ N}
będzie zbiorem ortonormalnym w przestrzeni H. Wtedy H0 := lin{e1, . . . , ek}
jest domkniętą podprzestrzenią przestrzeni H.
Dowód. Niech xn = αn1e1+· · ·+ αnkek. Załóżmy, że ciąg {xn} spełnia warunek
Cauchy’ego względem normy przestrzeni H . Pokażemy, że istnieje x ∈ H0 takie,
że lim
n→∞xn = x. Rzeczywiście,
|〈xn − xm, ei〉| ¬ ‖xn − xm‖.
Ponieważ 〈xn − xm, ei〉 = αni − αmi, więc ciągi liczbowe {αni}, i = 1, . . . , k, są
ciągami Cauchy’ego. Niech lim
n→∞αni = αi. Oczywiście, x := α1e1 + · · · + αkek ∈
H0. Ponieważ
‖xn − x‖2 =
k∑
i=1
|αni − αi|2,
zatem lim
n→∞xn = x. 
Ten lemat będziemy stosować w dowodzie następującego twierdzenia.
Twierdzenie 2.4.1. Niech H będzie nieskończenie wymiarową przestrzenią
Hilberta. Załóżmy, że elementy ϕn zbioru {ϕn : n ∈ N} są liniowo niezależne.
Wtedy istnieje zbiór ortonormalny {en : n ∈ N} taki, że lin{en : n ∈ N} =
lin{ϕn : n ∈ N}.
Dowód. Przyjmijmy
e1 :=
ϕ1
‖ϕ1‖ .
Niech M1 = lin{e1}. Na podstawie lematu 2.4.1 M1 jest domkniętą podprzestrze-
nią liniową przestrzeni H . Stąd, na podstawie twierdzenia 2.3.1, H = M1 ⊕M⊥1 .
Zatem ϕ2 = λe1 + ψ, ψ ∈M⊥1 . Zauważmy, że λ = 〈ϕ2, e1〉. Stąd, dla
e2 :=
ϕ2 − 〈ϕ2, e1〉e1
‖ϕ2 − 〈ϕ2, e1〉e1‖ ,
mamy 〈e1, e2〉 = 0, ‖e1‖ = ‖e2‖ = 1 oraz ei ∈ lin{ϕ1, ϕ2} dla i = 1, 2.
Przypuśćmy, że został skonstruowany zbiór ortonormalny {e1, . . . , ek} taki, że
ei ∈ lin{ϕ1, . . . , ϕk} dla i = 1, . . . , k. Ponieważ Mk := lin{ϕ1, . . . , ϕk} jest
domkniętą podprzestrzenią liniową przestrzeni Hilberta H , H =Mk ⊕M⊥k . Stąd
ϕk+1 = λ1e1 + · · · + λkek + ψ,
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gdzie ψ ∈ M⊥k . Zauważmy, że λ1 = 〈ϕk+1, e1〉, . . . , λk = 〈ϕk+1, ek〉. Zatem
ψ = ϕk+1 −
k∑
i=1
〈ϕk+1, ei〉ei. Przyjmijmy
ek+1 :=
ψ
‖ψ‖ =
ϕk+1 −
k∑
i=1
〈ϕk+1, ei〉ei
‖ϕk+1 −
k∑
i=1
〈ϕk+1, ei〉ei‖
.
Łatwo można zauważyć, że zbiór {e1, . . . , ek+1} jest ortonormalny, i że
ei ∈ lin{ϕ1, . . . , ϕk+1} dla i = 1, . . . , k + 1.
W ten sposób udowodniliśmy, że dla dowolnego n ∈ N istnieje zbiór ortonormalny
{e1, . . . , en} taki, że ei ∈ lin{ϕ1, . . . , ϕn} dla i = 1, . . . , n. Pokażemy teraz, że
ϕi ∈ lin{e1, . . . , en} dla i = 1, . . . , n. Ponieważ e1, . . . , en ∈ lin{ϕ1, . . . , ϕn}, to
e1 = α11ϕ1 + · · · + α1nϕn,
..........................................
en = αn1ϕ1 + · · · + αnnϕn.
(2.4.1)
Ponieważ elementy e1, . . . , en są liniowo niezależne, macierzA = [αij ] jest macierzą
odwracalną. Niech B = A−1 = [βij ], e = [e1, . . . , en]T , ϕ = [ϕ1, . . . , ϕn]T .
Równość (2.4.1) możemy zapisać w postaci macierzowej
e = Aϕ. (2.4.2)
Po pomnożeniu równości (2.4.2) stronami przez B otrzymujemy Be = BAϕ, zatem
Be = ϕ. Ostatecznie mamy
ϕ1 = β11e1 + · · · + β1nen,
.........................................
ϕn = βn1e1 + · · · + βnnen.
Zatem zbiór {en : n ∈ N} jest ortonormalny i zachodzi równość lin{en : n ∈ N} =
lin{ϕn : n ∈ N}. 
Konstruowanie ciągu {en} nazywamy metodą ortogonalizacji w sensie Schmid-
ta ciągu {ϕn}.
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Twierdzenie 2.4.2 (o najlepszej aproksymacji). Niech H będzie przestrzenią
Hilberta i niech {ei : i ∈ I} będzie zbiorem ortonormalnym w H. Niech H0 =
lin{e1, . . . , en} ⊂ H. Wtedy dla dowolnego x ∈ H istnieje dokładnie jeden
element x1 ∈ H0 taki, że
‖x− x1‖ = inf
z∈H0
‖x− z‖; (2.4.3)
ponadto
x1 =
n∑
i=1
〈x, ei〉ei. (2.4.4)
Dowód. Z twierdzenia 2.3.1 wynika, że dla x ∈ H istnieje jednoznacznie wyzna-
czona reprezentacja x = x1 + x2, gdzie x1 ∈ H0 i x2 ∈ H⊥0 , ponadto
‖x2‖ = ‖x− x1‖ = inf
z∈H0
‖x− z‖.
W ten sposób został zakończony dowód pierwszej części naszego twierdzenia. Po-
nieważ x =
n∑
i=1
λiei + x2, x2 ∈ H⊥0 , zatem postępując podobnie jak w przypadku
dowodu poprzedniego twierdzenia, otrzymujemy λ1 = 〈x, e1〉, . . . , λn = 〈x, en〉.
Stąd wynika równość (2.4.4). 
Element x1 nazywamy elementem najlepiej aproksymującym element x w prze-
strzeni H0, a liczby 〈x, ei〉, i ∈ I , współczynnikami Fouriera elementu x względem
zbioru ortonormalnego {ei : i ∈ I}. Zbiory ortonormalne będziemy często nazywać
układami ortonormalnymi.
2.5. Ciągłe funkcjonały liniowe na przestrzeni Hilberta
W klasie wszystkich przestrzeni Banacha jedynie dla przestrzeni Hilberta jest
ogólne reprezentacyjne twierdzenie dla ciągłych funkcjonałów liniowych.
Twierdzenie 2.5.1 (Riesza, o reprezentacji funkcjonałów liniowych). Niech H
będzie przestrzenią Hilberta. Dla każdego ciągłego funkcjonału liniowego Λ :
H → C istnieje dokładnie jeden element y ∈ H taki, że
Λ(x) = 〈x, y〉 dla x ∈ H i ‖Λ‖ = ‖y‖. (2.5.1)
Dowód. Niech
M = {x : Λ(x) = 0} =: ker Λ.
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Ponieważ Λ jest ciągłym funkcjonałem liniowym, M jest domkniętą podprzestrze-
nią liniową przestrzeniH . Rozważmy dwa przypadki: a) Λ(x) = 0 dla x ∈ H (wtedy
przyjmujemy y = 0) i b) Λ(x0) 6= 0 dla pewnego x0 6= 0. Skoro M jest domkniętą
podprzestrzenią liniową, zatem H =M ⊕M⊥. Element x0 ma jednoznacznie wy-
znaczoną reprezentację x0 = z0+z, gdzie z0 ∈M i z ∈M⊥. Dla dowodu załóżmy,
że ‖z‖ = 1 (w przeciwnym przypadku x0 można zastąpić innym elementem tak,
aby ten warunek był spełniony). Rozważmy element u := Λ(x)z − Λ(z)x, gdzie
x ∈ H . Łatwo można zauważyć, że u ∈M . Stąd wynika, że 〈u, z〉 = 0. Zatem
〈Λ(x)z, z〉 = Λ(z)〈x, z〉.
Przyjmijmy y = Λ(z)z. Wtedy powyższa równość przyjmuje postać Λ(x) = 〈x, y〉.
Ponieważ 〈x, y〉 = 0 dla x ∈ H implikuje y = 0, element y jest wyznaczony
jednoznacznie. Z nierówności |Λ(x)| ¬ ‖x‖ ‖y‖ wynika, że ‖Λ‖ ¬ ‖y‖. Dla x = y
mamy |Λ(y)| = 〈y, y〉 = ‖y‖ ‖y‖, zatem ‖Λ‖ = ‖y‖. 
Przykład 2.5.1. Niech x = (x1, x2, . . . , xn, . . . ), xi ∈ C dla i ∈ N oraz
l2 =
{
x :
∞∑
n=1
|xn|2 <∞
}
.
Dla x = (x1, x2, . . . , xn, . . . ), y = (y1, y2, . . . , yn, . . . ) i λ ∈ C przyjmijmy
λx = (λx1, λx2, . . . , λxn, . . . ) (2.5.2)
oraz
x + y = (x1 + y1, x2 + y2, . . . , xn + yn, . . . ). (2.5.3)
Łatwo można zauważyć, że λx ∈ l2. Niech x, y ∈ l2. Pokażemy, że x + y ∈ l2.
Zauważmy, że dla dowolnych a, b ∈ Cmamy |a+b|2 ¬ 2|a|2+2|b|2. Stąd wynika, że
∞∑
n=1
|xn + yn|2 ¬ 2
∞∑
n=1
|xn|2 + 2
∞∑
n=1
|yn|2.
Z przytoczonych rozważań wynika, że l2 jest przestrzenią liniową względem mno-
żenia elementów x ∈ l2 przez skalary λ ∈ C, określonego równością (2.5.2), i do-
dawania elementów x, y ∈ l2, określonego równością (2.5.3). Dla liczb a, b ∈ C
prawdziwa jest nierówność |a| |b| ¬ (|a|2 + |b|2)/2, z której otrzymujemy
∞∑
n=1
|xn yn| =
∞∑
n=1
|xn| |yn| ¬ 12
( ∞∑
n=1
|xn|2 +
∞∑
n=1
|yn|2
)
. (2.5.4)
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Z nierówności tej wynika, że szereg
∞∑
n=1
|xn yn|
jest zbieżny, gdy x = (x1, . . . , xn, . . . ) ∈ l2 i y = (y1, . . . , yn, . . . ) ∈ l2. Odwzo-
rowanie C× C 3 (a, b)→ a · b ma własności iloczynu skalarnego (funkcji (2.1.1)).
Przyjmijmy
〈x, y〉 :=
∞∑
n=1
xn yn dla x, y ∈ l2. (2.5.5)
Łatwo można zauważyć, że odwzorowanie
l2 × l2 3 (x, y)→ 〈x, y〉 (2.5.6)
jest iloczynem skalarnym dla przestrzeni l2. Ponieważ 〈x, x〉 =
∞∑
n=1
|xn|2 dla x =
(x1, . . . , xn, . . . ), zatem
‖x‖l2 =
( ∞∑
n=1
|xn|2
)1/2
(2.5.7)
i zachodzi nierówność (Schwartza):
∞∑
n=1
|xn yn| ¬
( ∞∑
n=1
|xn|2
)1/2( ∞∑
n=1
|yn|2
)1/2
. (2.5.8)
Pokażemy, że l2 jest przestrzenią zupełną. Załóżmy, że {xk} = {(xk1 , . . . , xkn, . . . )}
jest ciągiem Cauchy’ego w l2, dla dowolnego  > 0 mamy więc
( ∞∑
n=1
|xrn − xsn|2
)1/2
<  dla r, s > k0. (2.5.9)
Stąd wynika, że każdy ciąg liczbowy {xkn} dla ustalonego n jest ciągiem Cauchy’ego.
Niech lim
s→∞x
s
n =: xn. Łatwo można uzasadnić, że
( ∞∑
n=1
|xrn − xn|2
)1/2
¬  dla r > k0. (2.5.10)
Ponieważ xr = (xr1, . . . , x
r
n, . . . ) ∈ l2, również x ∈ l2, gdzie x = (x1, . . . , xn, . . . ).
Z (2.5.10) wynika, że lim
s→∞x
s = x, a więc l2 jest przestrzenią zupełną.
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Niech Λ będzie dowolnym ciągłym funkcjonałem liniowym na przestrzeni l2.
Na podstawie twierdzenia 2.5.1 istnieje element y ∈ l2, y = (y1, . . . , yn, . . . ),
taki, że
Λ(x) = 〈x, y〉 =
∞∑
n=1
xnyn
dla x = (x1, . . . , xn, . . . ) ∈ l2. Ponadto ‖Λ‖ = ‖y‖ =
( ∞∑
n=1
|yn|2
)1/2
.
W dalszym ciągu naszych rozważań pokażemy inne przykłady przestrzeni Hil-
berta.
2.6. Przestrzenie Lp
NiechX będzie dowolnym zbiorem. NiechM będzie σ-ciałem podzbiorów zbio-
ru X . Załóżmy, że µ : M→ [0,∞] jest miarą przeliczalnie addytywną.
Definicja 2.6.1. Niech f : X → C. Mówimy, że f należy do L˜p, p ­ 1, gdy
f jest funkcją mierzalną względem σ-ciała M i ∫
X
|f |p <∞.
Przyjmijmy
‖f‖
L˜p
:=
(∫
X
|f |p
)1/p
. (2.6.1)
Pokażemy, że L˜p jest przestrzenią liniową. W tym celu wykażemy przede wszystkim,
że funkcja ‖·‖
L˜p
jest półnormą na zbiorze L˜p względem zwykłego dodawania funkcji
i mnożenia przez skalary. Najpierw udowodnimy następującą nierówność Höldera:∫
X
|fg| ¬ ‖f‖
L˜p
‖g‖
L˜q
, (2.6.2)
gdy f ∈ L˜p, g ∈ L˜q, 1/p + 1/q = 1, p, q > 1.
Rozważmy na początek przypadek ‖f‖
L˜p
6= 0 i ‖g‖
L˜q
6= 0. Ponieważ funkcja
wykładnicza exp(·) jest funkcją wypukłą na R ([8]), zatem
es/p+t/q ¬ p−1es + q−1et dla t, s ∈ R i 1/p + 1/q = 1. (2.6.3)
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Dla uproszczenia zapisu przyjmijmy A := ‖f‖
L˜p
i B := ‖g‖
L˜q
. Dla dowolnego
x ∈ X istnieją s i t ∈ R takie, że
|f(x)|
A
= es/p oraz
|g(x)|
B
= et/q,
ponadto, zgodnie z (2.6.3), zachodzi nierówność
|f(x)|
A
|g(x)|
B
¬ p−1A−p|f(x)|p + q−1B−q|g(x)|q.
Całkując obie strony tej nierówności, otrzymujemy
A−1B−1
∫
X
|fg| ¬ 1.
Zauważmy, że jeśli A = 0 lub B = 0, to nierówność (2.6.2) jest oczywista.
Teraz udowodnimy następującą nierówność Minkowskiego:(∫
X
|f + g|p
)1/p
¬
(∫
X
|f |p
)1/p
+
(∫
X
|g|p
)1/p
(2.6.4)
dla 1 < p <∞ i f, g ∈ L˜p. Zauważmy, że
|f + g|p ¬ 2p−1(|f |p + |g|p),
|f + g|p = |f + g| |f + g|p−1 ¬ |f | |f + g|p−1 + |g| |f + g|p−1.
(2.6.5)
Na podstawie nierówności (2.6.2) otrzymujemy
∫
X
|f | |f + g|p−1 ¬
(∫
X
|f |p
)1/p(∫
X
|f + g|q(p−1)
)1/q
, 1/p + 1/q = 1.
Łatwo można sprawdzić, że (p− 1)q = p, stąd mamy
∫
X
|f | |f + g|p−1 ¬
(∫
X
|f |p
)1/p(∫
X
|f + g|p
)1/q
, 1/p + 1/q = 1.
Analogicznie można otrzymać nierówność
∫
X
|g| |f + g|p−1 ¬
(∫
X
|g|p
)1/p(∫
X
|f + g|p
)1/q
, 1/p + 1/q = 1.
2.6. Przestrzenie Lp 51
Stąd, na podstawie (2.6.5), uzyskujemy nierówność (2.6.4). Nierówność (2.6.4) mo-
żemy napisać prościej
‖f + g‖
L˜p
¬ ‖f‖
L˜p
+ ‖g‖
L˜p
dla f, g ∈ L˜p. (2.6.6)
Oczywista jest równość
‖λf‖
L˜p
= |λ| ‖f‖
L˜p
dla f ∈ L˜p i λ ∈ C. (2.6.7)
Z (2.6.6) i (2.6.7) wynika, że L˜p jest przestrzenią liniową, i że funkcja ‖ · ‖
L˜p
jest
półnormą na przestrzeni L˜p. Niech
N =
{
f : f ∈ L˜p i ‖f‖
L˜p
= 0
}
=
{
f : µ{x : f(x) 6= 0} = 0}.
N jest domkniętą podprzestrzenią liniową przestrzeni L˜p (zob. uwaga 1.3.1). Niech
Lp := L˜p/N , a [f ] niech będzie dowolnym elementem przestrzeni ilorazowej Lp.
Wtedy, zgodnie z twierdzeniem 1.3.1, półnorma ‖ · ‖
L˜p
generuje na przestrzeni Lp
normę
‖ [f ] ‖Lp = inf
ϕ∈[f ]
‖ϕ‖
L˜p
.
Łatwo można zauważyć, że ‖ [f ] ‖Lp = ‖ϕ‖L˜p , gdy ϕ ∈ [f ].
Twierdzenie 2.6.1. Przestrzeń unormowana (Lp, ‖ · ‖Lp) jest przestrzenią
zupełną, gdy 1 ¬ p <∞.
Dla p > 1 dowód twierdzenia przebiega podobnie jak dla p = 1 (twierdzenie
1.4.1). Teraz określimy przestrzenie L˜∞ i L∞.
Definicja 2.6.2. Mówimy, że f należy do L˜∞, gdy istnieje M > 0 takie, że
µ{x : |f(x)| > M} = 0.
Niech
‖f‖
L˜∞ := inf
{
M : µ{x : |f(x)| > M} = 0}. (2.6.8)
Łatwo można sprawdzić, że zbiór L˜∞ jest przestrzenią liniową ze względu na zwy-
kłe dodawanie funkcji i mnożenie funkcji przez liczby rzeczywiste lub zespolone.
Funkcja (2.6.8) jest półnormą na przestrzeni L˜∞. Niech
N =
{
f : f ∈ L˜∞ i ‖f‖
L˜∞ = 0
}
=
{
f : µ{x : f(x) 6= 0} = 0}.
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Można zauważyć, że N jest podprzestrzenią przestrzeni L˜∞. Funkcja ‖ · ‖
L˜∞ okre-
ślona równością (2.6.8) jest półnormą, a więc N jest podprzestrzenią domkniętą
(zob. uwaga 1.3.1). Przyjmujemy
L∞ := L˜∞/N.
Zauważmy, że funkcja ‖·‖
L˜∞ przyjmuje stałą wartość dla ϕ ∈ [f ] ∈ L∞/N , zatem
‖ [f ] ‖L∞ = ‖f‖L˜∞ .
Funkcja ‖ [·] ‖L∞ jest normą na przestrzeni L∞. Można udowodnić, że L∞ jest
przestrzenią zupełną względem normy ‖ [·] ‖L∞ .
Twierdzenie 2.6.2. Niech X będzie niepustym zbiorem i M niech będzie
σ-ciałem podzbiorów zbioru X. Załóżmy, że µ : M→ [0,∞) jest miarą przeli-
czalnie addytywną skończoną na X i 1 ¬ s < r ¬ ∞. Wtedy L˜r(X) ⊂ L˜s(X)
i zachodzi następująca nierówność:
‖f‖
L˜s
¬ K(r, s)‖f‖
L˜r
dla f ∈ L˜r(X), gdzie
K(r, s) =
{
µ(X)(r−s)/(sr) dla r <∞,
µ(X)1/s dla r =∞.
Dowód. Rozważmy najpierw przypadek r < ∞. Przyjmijmy p = r/s i q =
r/(r − s). Zauważmy, że p, q > 1 i 1/p + 1/q = 1. Na podstawie nierówności
Höldera mamy
∫
X
|f |sdµ ¬
(∫
X
|f |spdµ
)1/p(∫
X
1qdµ
)1/q
.
Stąd otrzymujemy
(∫
X
|f |sdµ
)1/s
¬
(∫
X
|f |spdµ
)1/(ps)(∫
X
1qdµ
)1/(qs)
.
Podstawiając ps = r i qs = (sr)/(r − s), mamy
(∫
X
|f |sdµ
)1/s
¬ (µ(X))(r−s)/(sr)(∫
X
|f |rdµ
)1/r
.
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Łatwo można sprawdzić, że dla r =∞ zachodzi nierówność
(∫
X
|f |sdµ
)1/s
¬
(∫
X
(
‖f‖
L˜∞dµ
)s)1/s
=
(
µ(X)
)1/s‖f‖
L˜∞ . 
Ponieważ N = {f : ‖f‖
L˜p
= 0} = {f : µ{x : f(x) 6= 0} = 0} dla 1 ¬ p ¬ ∞,
wobec tego prawdziwe jest analogiczne twierdzenie dla przestrzeni ilorazowych Lp
dla 1 ¬ p ¬ ∞.
Dla nas szczególnie interesująca jest przestrzeń L2. Pokażemy, że w przestrze-
ni L2 można wprowadzić iloczyn skalarny dla elementów [f ] i [g] ∈ L2 taki, że
‖ [f ] ‖2L2 = 〈[f ], [f ]〉. Dla p = 2 nierówność Höldera przyjmuje postać∣∣∣∣∫
X
fg
∣∣∣∣ ¬ ∫
X
|fg| ¬
(∫
X
|f |2
)1/2(∫
X
|g|2
)1/2
(2.6.9)
dla f , g ∈ L˜2. Zatem fg ∈ L˜1. Funkcja
L˜2 × L˜2 3 (f, g)→
∫
X
fg =: 〈f, g〉 (2.6.10)
ma następujące własności:
(i) 〈f, g〉 = 〈g, f〉 dla f , g ∈ L˜2,
(ii) 〈f + g, h〉 = 〈f, h〉 + 〈g, h〉 dla f , g, h ∈ L˜2,
(iii) 〈αf, g〉 = α〈f, g〉 dla f , g ∈ L˜2, α ∈ C,
(iv) 〈f, f〉 ­ 0 dla f ∈ L˜2.
Dla [f ], [g] ∈ L2 przyjmijmy
〈 [f ], [g] 〉 =
∫
X
ϕψ, (2.6.11)
gdzie ϕ ∈ [f ] i ψ ∈ [g]. Definicja symbolu 〈 [f ], [g] 〉 jest poprawna, ponieważ prawa
strona równości (2.6.11) ma tę samą wartość dla ϕ ∈ [f ] i ψ ∈ [g]. Funkcja (2.6.11)
jest iloczynem skalarnym na przestrzeni L2. Przestrzeń L2 jest zupełna, a więc
przestrzeń unitarna (L2, 〈 [·], [·] 〉) jest przestrzenią Hilberta.
W dalszych naszych rozważaniach będziemy wykonywać operacje na reprezen-
tantach ϕ ∈ [f ] ∈ L2 i identyfikować elementy ϕ1 i ϕ2, gdy ‖ϕ1 − ϕ2‖L˜2 = 0.
Powyższa dyskusja wskazuje na trudności metodologiczne w przypadku przestrzeni
liniowych unormowanych, których elementy są funkcjami, a normy zostały określo-
ne za pomocą całek.
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2.7. Druga nierówność Minkowskiego i twierdzenie Younga
Niech F : R2 → R (C) będzie funkcją mierzalną w sensie Lebesgue’a. Wtedy
(∫
R
(∫
R
|F (x, y)|dy
)p
dx
)1/p
¬
∫
R
(∫
R
|F (x, y)|pdx
)1/p
dy, p ­ 1, (2.7.1)
gdzie całka jest rozumiana w sensie Lebesgue’a. Przytoczoną nierówność należy
interpretować w następujący sposób: Jeśli prawa strona tej nierówności jest skoń-
czona, to również lewa strona jest skończona i zachodzi wskazana nierówność.
Dowód. Ponieważ dla p = 1 powyższa nierówność jest oczywista (twierdzenie
Fubiniego), załóżmy, że p > 1. Na początek rozważymy przypadek, gdy lewa strona
nierówności (2.7.1) jest skończona. Oczywista jest następująca równość:
∫
R
(∫
R
|F (x, y)|dy
)p
dx =
∫
R
((∫
R
|F (x, y)|dy
)p−1 ∫
R
|F (x, y)|dy
)
dx.
Dla uproszczenia zapisu przyjmijmy ψ(x) =
(∫
R
|F (x, y)|dy)p−1. Stąd otrzymujemy
następującą równość:
∫
R
(∫
R
|F (x, y)|dy
)p
dx =
∫
R
(∫
R
ψ(x)|F (x, y)|dy
)
dx.
Na podstawie twierdzenia Fubiniego mamy
∫
R
(∫
R
|F (x, y)|dy
)p
dx =
∫
R
(∫
R
ψ(x)|F (x, y)|dx
)
dy.
Stosując nierówność Höldera do całki wewnętrznej po prawej stronie powyższej
równości, otrzymujemy
∫
R
(∫
R
|F (x, y)|dy
)p
dx ¬
∫
R
(∫
R
(ψ(x))qdx
)1/q(∫
R
|F (x, y)|pdx
)1/p
dy,
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gdzie 1/p + 1/q = 1. Nierówność tę możemy teraz zapisać w następujący sposób:
∫
R
(∫
R
|F (x, y)|dy
)p
dx
¬
(∫
R
(∫
R
|F (x, y)|dy
)(p−1)q
dx
)1/q ∫
R
(∫
R
|F (x, y)|pdx
)1/p
dy.
Ostatecznie otrzymujemy
∫
R
(∫
R
|F (x, y)|dy
)p
dx
¬
(∫
R
(∫
R
|F (x, y)|dy
)p
dx
)1/q∫
R
(∫
R
|F (x, y)|pdx
)1/p
dy.
Stąd łatwo widać, że zachodzi (2.7.1).
Teraz przeprowadzimy dowód nierówności (2.7.1) w przypadku ogólnym. Niech
Fn = min{χ[−n,n]×[−n,n]|F |, n}. Ciąg {Fn} jest ciągiem rosnącym i zbieżnym do
funkcji |F | w każdym punkcie (x, y) ∈ R×R. Nierówność (2.7.1) jest prawdziwa dla
każdej funkcji Fn. Stąd, na podstawie twierdzenia Lebesgue’a o zbieżności monoto-
nicznej, wnioskujemy, że nierówność (2.7.1) jest prawdziwa dla dowolnej mierzalnej
funkcji F . 
Nierówność (2.7.1) będziemy nazywać drugą nierównością Minkowskiego. Udo-
wodnimy teraz ważne dla zastosowań następujące
Twierdzenie 2.7.1 (Young). Niech f ∈ Lp(R), g ∈ L1(R), 1 ¬ p <∞ oraz
h(x) = (g ∗ f)(x) :=
∫
R
g(x− y)f(y)dy =
∫
R
f(x− y)g(y)dy. (2.7.2)
Wtedy h ∈ Lp(R) i zachodzi nierówność
‖h‖Lp ¬ ‖g‖L1‖f‖Lp . (2.7.3)
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Dowód. Stosując drugą nierówność Minkowskiego, otrzymujemy
‖h‖Lp =
(∫
R
|h(x)|pdx
)1/p
=
(∫
R
∣∣∣∫
R
f(x− y)g(y)dy
∣∣∣pdx)1/p
¬
(∫
R
(∫
R
|f(x− y)g(y)|dy
)p
dx
)1/p
¬
∫
R
(∫
R
|f(x− y)g(y)|pdx
)1/p
dy
=
∫
R
|g(y)|dy
(∫
R
|f(x)|pdx
)1/p
= ‖g‖L1‖f‖Lp . 
Niech f ∈ Lploc(R) i g ∈ L1loc(R), gdzie Lploc(R) oznacza przestrzeń funkcji
mierzalnych w sensie Lebesgue’a i całkowalnych z p-potęgą na każdym skończonym
przedziale [a, b]. Niech χ[0,a] będzie funkcją charakterystyczną przedziału [0, a].
Zastosujemy teraz twierdzenie Younga do funkcji χ[0,a]f i χ[0,a]g. Na podstawie
nierówności (2.7.3) otrzymujemy
‖χ[0,a]f ∗ χ[0,a]g‖Lp ¬
a∫
0
|g|
( a∫
0
|f |p
)1/p
.
Łatwo można sprawdzić, że
(χ[0,a]f ∗ χ[0,a]g)(t) =
t∫
0
f(t− τ )g(τ )dτ =
t∫
0
g(t− τ )f(τ )dτ
dla t ∈ [0, a] oraz (χ[0,a]f ∗ χ[0,a]g)(t) = 0 dla t /∈ [0, 2a]. Stąd otrzymujemy
następującą nierówność:
( a∫
0
∣∣∣ t∫
0
g(t− τ )f(τ )dτ
∣∣∣pdt)1/p ¬ a∫
0
|g(τ )|dτ
( a∫
0
|f(τ )|pdτ
)1/p
. (2.7.4)
Przytoczone rozważania możemy również wypowiedzieć w inny sposób. Niech funk-
cje f ∈ Lp(0, a) i g ∈ L1(0, a) oraz
(f ∗ g)(t) :=
t∫
0
f(t− τ )g(τ )dτ =
t∫
0
g(t− τ )f(τ )dτ.
Wtedy h = g ∗ f ∈ Lp(0, a) i zachodzi nierówność
‖g ∗ f‖Lp(0,a) ¬ ‖g‖L1(0,a) ‖f‖Lp(0,a). (2.7.5)
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2.8. Zastosowania twierdzenia o rzucie prostopadłym
i twierdzenia o reprezentacji ciągłych
funkcjonałów liniowych w przestrzeni Hilberta
Pierwszym celem obecnych rozważań będzie udowodnienie twierdzenia o ope-
ratorach splotowych w przestrzeni L1loc(R+), odgrywającego ważną rolę w Miku-
sińskiego rachunku operatorów.
Nasze rozważania rozpoczniemy od przypomnienia pewnego twierdzenia Titch-
marsha.
Twierdzenie 2.8.1 (Titchmarsh, [23]). Jeśli f, g ∈ L1loc(R+) oraz
(g ∗ f)(x) :=
x∫
0
g(x− t)f(t)dt = 0
prawie wszędzie na przedziale [0, a], a > 0, to istnieją liczby a1, a2 ­ 0, a1 +
a2 ­ a takie, że f(x) = 0 prawie wszędzie na [0, a1] i g(x) = 0 prawie wszędzie
na [0, a2].
Dla funkcji f, g, h ∈ L1loc(R+) prawdziwe są następujące równości:
f ∗ g = g ∗ f, (2.8.1)
(f ∗ g) ∗ h = f ∗ (g ∗ h). (2.8.2)
Niech g ∈ L1(0, a). Na przestrzeni L2(0, a) określamy operator liniowy G, przyj-
mując
(Gf)(t) =
t∫
0
g(t− τ )f(τ )dτ. (2.8.3)
Z nierówności (2.7.5) wynika, że G : L2(0, a)→ L2(0, a) i G jest operatorem ogra-
niczonym.
Twierdzenie 2.8.2. Jeśli g ∈ L1(0, a) i
t∫
0
|g(τ )|dτ > 0 dla 0 < t ¬ a, to zbiór
G(L2(0, a)) jest gęsty w L2(0, a).
Dowód. Przypuśćmy, że G(L2(0, a)) 6= L2(0, a). Na podstawie twierdzenia o rzu-
cie prostopadłym mamy
L2(0, a) = G(L2(0, a))⊕ L20(0, a),
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gdzie L20(0, a) = G(L2(0, a))
⊥
i L20(0, a) 6= {0}. Niech v ∈ L20(0, a) oraz v 6= 0.
Wtedy
a∫
0
(g ∗ f)(τ )v(τ )dτ = 0 dla f ∈ L2(0, a). (2.8.4)
Niech h(a− τ ) := v(τ ), wtedy równość (2.8.4) można zapisać w postaci
a∫
0
(g ∗ f)(τ )h(a− τ )dτ = (h ∗ (g ∗ f))(a) = ((h ∗ g) ∗ f)(a)
=
a∫
0
(h ∗ g)(τ )f(a− τ )dτ = 0.
(2.8.5)
Zauważmy, że odwzorowanie
L2(0, a) 3 f → f(a− ·) (2.8.6)
jest izometrią w L2(0, a), więc h ∗ g = 0 prawie wszędzie na [0, a]. Na podsta-
wie twierdzenia Titchmarsha wnioskujemy, że h = 0 prawie wszędzie na prze-
dziale [0, a]. Oczywiście, wtedy również v = 0 prawie wszędzie na [0, a]. W ten
sposób otrzymujemy sprzeczność z założeniem, że v 6= 0 jako element przestrzeni
L20(0, a). 
Twierdzenie 2.8.3 (Foias). Jeśli g ∈ L1(0, a) i
t∫
0
|g(τ )|dτ > 0 dla 0 < t ¬ a,
to G(L1(0, a)) jest gęste w L1(0, a).
Dowód. Zauważmy, że
a∫
0
|f | ¬
( a∫
0
1
)1/2
·
( a∫
0
|f |2
)1/2
dla f ∈ L2[0, a]. Nierówność tę możemy zapisać w postaci
‖f‖L1(0,a) ¬
√
a ‖f‖L2(0,a). (2.8.7)
Z nierówności (2.8.7) wynika, że zanurzenie I : L2(0, a) → L1(0, a), gdzie If = f
jest ciągłe. Stąd, na podstawie twierdzenia 2.8.2, wnioskujemy, że G(L2(0, a)) jest
gęstym podzbiorem L2(0, a) względem normy ‖ · ‖L1(0,a). Z teorii całki Lebesgue’a
wiemy, że C[0, a] jest zbiorem gęstym w L1(0, a) względem normy ‖ · ‖L1(0,a).
Ponieważ C[0, a] ⊂ L2(0, a) ⊂ L1(0, a), wobec tego G(L2(0, a)) jest podzbiorem
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gęstym L1(0, a) względem normy ‖ · ‖L1(0,a). Tym bardziej zbiór G(L1(0, a)) jest
gęsty w L1(0, a) względem normy ‖ · ‖L1(0,a). 
Drugim celem naszych rozważań będzie zastosowanie twierdzenia Riesza o re-
prezentacji funkcjonałów liniowych ciągłych w teorii równań różniczkowych. Niech
P (∂) =
∑
|ν|¬m
aν∂
ν , ∂ν :=
∂|ν|
∂x ν11 ∂x
ν2
2 . . . ∂x
νn
n
,
gdzie ν = (ν1, . . . , νn), aν ∈ C i |ν| = ν1 + · · ·+ νn, νi ∈ N0, (x1, . . . , xn) ∈ Rn.
Szczególnym przypadkiem operatora P (∂) są operatory
∂
∂x1
+
∂
∂x2
+ · · · + ∂
∂xn
lub
∆ =
∂2
∂x21
+
∂2
∂x22
+ · · · + ∂
2
∂x2n
.
Niech Ω ⊂ Rn będzie zbiorem otwartym i ograniczonym oraz
D(Ω) = {ϕ : ϕ ∈ C(∞)(Rn) i suppϕ ⊂ Ω},
gdzie suppϕ := {x : ϕ(x) 6= 0}.
Teraz przedstawimy bardzo ważne twierdzenie dla teorii równań różniczkowych.
Twierdzenie 2.8.4 (Hörmander, [19]). Dla każdego ograniczonego zbioru ot-
wartego Ω ⊂ Rn i operatora P (∂) istnieje taka dodatnia stała CΩ,P , że
‖P (∂)ϕ‖L2(Ω) ­ CΩ,P ‖ϕ‖L2(Ω) dla ϕ ∈ D(Ω). (2.8.8)
Rozważmy równanie różniczkowe
P (∂)u = f, f ∈ L2(Ω). (2.8.9)
Przypuśćmy, że istnieje funkcja u ∈ C(m)(Ω) spełniająca powyższe równanie, wtedy
∫
Ω
P (∂)uϕ =
∫
Ω
fϕ dla ϕ ∈ D(Ω).
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Całkując lewą stronę tej równości przez części, otrzymujemy∫
Ω
uP ∗(∂)ϕ =
∫
Ω
fϕ dla ϕ ∈ D(Ω), (2.8.10)
gdzie P ∗(∂) :=
∑
|ν|¬m
aν(−1)|ν|∂ν .
Definicja 2.8.1. Mówimy, że funkcja u ∈ L2(Ω) spełnia równanie różniczkowe
(2.8.9) w sensie słabym (dystrybucyjnym), gdy spełnia ona równanie (2.8.10) dla
wszystkich ϕ ∈ D(Ω).
Teraz udowodnimy bardzo ogólne twierdzenie.
Twierdzenie 2.8.5. Jeśli Ω ⊂ Rn jest zbiorem otwartym i ograniczonym,
wtedy równanie (2.8.9) ma rozwiązanie słabe u ∈ L2(Ω) dla dowolnej funkcji
f ∈ L2(Ω).
Dowód. Dla dowolnej funkcji ϕ ∈ D(Ω) mamy ‖P ∗(∂)ϕ‖L2(Ω) = ‖P (∂)ϕ‖L2(Ω).
Stąd, na podstawie nierówności (2.8.8), otrzymujemy
‖P ∗(∂)ϕ‖L2(Ω) ­ CΩ,P ‖ϕ‖L2(Ω) dla ϕ ∈ D(Ω).
Zbiór Ξ := {P ∗(∂)ϕ : ϕ ∈ D(Ω)} jest podprzestrzenią liniową (niedomkniętą)
przestrzeni L2(Ω). Rozważmy następujące odwzorowanie:
Ξ 3 P ∗(∂)ϕ→ Λ(P ∗(∂)ϕ) := 〈f, ϕ〉, ϕ ∈ D(Ω). (2.8.11)
Oczywiście, powyższe odwzorowanie jest funkcjonałem liniowym. Teraz pokażemy,
że to odwzorowanie jest ciągłe. Rzeczywiście,
|Λ(P ∗(∂)ϕ)| = |〈f, ϕ〉| ¬ ‖f‖L2(Ω)‖ϕ‖L2(Ω)
¬ 1
CΩ,P
‖f‖L2(Ω)‖P ∗(∂)ϕ‖L2(Ω).
Niech Ξ będzie domknięciem zbioru Ξ w L2(Ω). Wobec tego (Ξ, 〈·, ·〉) jest prze-
strzenią Hilberta. Funkcjonał liniowy (2.8.11) przedłużymy na przestrzeń Ξ w na-
stępujący sposób. Niech θ ∈ Ξ, wtedy istnieje ciąg {ϕν}, ϕν ∈ D(Ω) taki, że
‖P ∗(∂)ϕν − θ‖L2(Ω) → 0, ‖P ∗(∂)ϕν‖L2(Ω) → ‖θ‖L2(Ω), gdy ν →∞.
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Przyjmijmy, że Λ(θ) := lim
ν→∞Λ(P
∗(∂)ϕν). Łatwo można sprawdzić, że
|Λ(θ)| ¬ 1
CΩ,P
‖f‖L2(Ω)‖θ‖L2(Ω).
Zatem rozszerzony funkcjonał Λ na Ξ jest funkcjonałem ciągłym. Na podstawie
twierdzenia 2.5.1 istnieje u ∈ Ξ takie, że Λ(ψ) = 〈u, ψ〉 dla ψ ∈ Ξ. Dla ψ ∈ Ξ
mamy ψ = P ∗(∂)ϕ dla pewnego ϕ ∈ D(Ω). Stąd
〈f, ϕ〉 = 〈u, P ∗(∂)ϕ〉 dla ϕ ∈ D(Ω).
Powyższa równość oznacza, że u jest słabym rozwiązaniem równania (2.8.9). 
2.9. Metoda sumowania uogólnionych szeregów
Niech I będzie dowolnym zbiorem indeksów, a {ui : i ∈ I} – zbiorem liczb
zespolonych.
Definicja 2.9.1. Mówimy, że szereg
∑
i∈I
ui jest sumowalny i ma sumę u oraz
piszemy
∑
i∈I
ui = u, jeśli dla dowolnego  > 0 istnieje skończony podzbiór indeksów
J zbioru I taki, że dla każdego skończonego podzbioru K ⊂ I o własności J ⊂ K
zachodzi nierówność |u− uK | < , gdzie uK = ∑
i∈K
ui ([9]).
Niech E będzie dowolną przestrzenią unormowaną i niech ‖ · ‖ będzie normą
w tej przestrzeni. Analogicznie możemy określić sumowanie szeregów
∑
i∈I
ui, gdy ui ∈ E. (2.9.1)
Definicja 2.9.2. Niech I będzie dowolnym zbiorem indeksów i ui ∈ E, i ∈ I .
Mówimy, że szereg (2.9.1) jest sumowalny i ma sumę u oraz piszemy
∑
i∈I
ui = u,
jeśli dla dowolnego  > 0 istnieje skończony podzbiór indeksów J ⊂ I taki, że dla
każdego skończonego podzbioru indeksów K, J ⊂ K ⊂ I zachodzi nierówność
‖u− uK‖ < , gdzie uK =
∑
i∈K
ui.
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Podstawowe informacje dotyczące pojęcia sumowalności uogólnionych szeregów
można znaleźć w [9] i [14]. W naszych rozważaniach będziemy jedynie korzystać
z przytoczonych wcześniej definicji.
Uwaga 2.9.1. Zwykłe szeregi
∞∑
i=1
ui o wyrazach ui ∈ R, C lub E, gdy E jest
przestrzenią Banacha, zbieżne bezwarunkowo są sumowalne w sensie definicji 2.9.2
([14], zob. również rozdz. 6.7).
2.10. Układy ortonormalne w przestrzeniach Hilberta
W rozdz. 2.2.4 pokazaliśmy, że w każdej nieskończenie wymiarowej przestrzeni
Hilberta istnieją przeliczalne zbiory ortonormalne. Teraz podamy więcej informacji
na temat układów ortonormalnych w przestrzeniach Hilberta.
Definicja 2.10.1. Niech I będzie dowolnym zbiorem indeksów. Mówimy, że zbiór
ortonormalny {ei : i ∈ I} jest układem ortonormalnym zupełnym (maksymalnym)
w przestrzeni Hilberta (w przestrzeni unitarnej) H , gdy nie istnieje element e ∈ H ,
e 6= 0 taki, że 〈ei, e〉 = 0 dla każdego i ∈ I .
Twierdzenie 2.10.1. W każdej przestrzeni Hilberta istnieje układ ortonor-
malny i zupełny.
Dowód. Niech H będzie przestrzenią Hilberta. W dowodzie będziemy korzystać
z zasady Hausdorffa. Dokładniej, pokażemy, że każdy zbiór ortonormalny B ⊂ H
jest zawarty w pewnym zbiorze ortonormalnym zupełnym w H . Niech Ω będzie ro-
dziną wszystkich zbiorów ortonormalnych C zawierających B. W rodzinie Ω wpro-
wadzamy częściowy porządek za pomocą inkluzji A ⊂ B, A, B ∈ Ω. Zgodnie
z zasadą Hausdorffa, w rodzinie Ω istnieje łańcuch maksymalny M⊂ Ω. Niech
M =
⋃
C∈M
C.
Łatwo można sprawdzić, że M jest zbiorem ortonormalnym. Oczywiście, M ∈M.
Pokażemy teraz, że M jest układem ortonormalnym zupełnym w przestrzeni H .
Przypuśćmy, że istnieje e ∈ H , e 6= 0, takie, że 〈ei, e〉 = 0, gdy ei ∈ M . Wtedy
zbiór L = M ∪ {e} jest również układem ortonormalnym, a rodzina M∪ {L} –
łańcuchem. Wobec tego M nie może być łańcuchem maksymalnym w Ω. Zatem
zbiór M zawierający B jest układem ortonormalnym zupełnym w H . 
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Twierdzenie 2.10.2 (Bessel). Jeśli zbiór {ei : i ∈ I} jest układem ortonor-
malnym w przestrzeni Hilberta H i x ∈ H, to szereg∑
i∈I
|〈x, ei〉|2 (2.10.1)
jest sumowalny w sensie definicji 2.9.1 oraz
∑
i∈I
|〈x, ei〉|2 ¬ ‖x‖2.
Dowód. Niech J ⊂ I będzie dowolnym zbiorem skończonym. Na podstawie le-
matu 2.4.1 podprzestrzeń liniowa lin{ei : i ∈ J} jest domkniętą podprzestrzenią
liniową przestrzeni H , więc H = lin{ei : i ∈ J}⊕ (lin{ei : i ∈ J})⊥. Niech x ∈ H ,
wtedy
x =
∑
j∈J
λjej + z, gdzie z ∈ (lin{ei : i ∈ J})⊥.
Łatwo można zauważyć, że λj = 〈x, ej〉. Stąd otrzymujemy
x =
∑
j∈J
〈x, ej〉ej + z. (2.10.2)
Na podstawie twierdzenia 2.3.1 mamy ‖x‖2 = ∑
j∈J
|〈x, ej〉|2+‖z‖2. Stąd otrzymu-
jemy nierówność ∑
j∈J
|〈x, ej〉|2 ¬ ‖x‖2 (2.10.3)
dla dowolnego skończonego podzbioru indeksów J ⊂ I . Zatem zachodzi
s := sup
J⊂I, J-skończonych
∑
j∈J
|〈x, ej〉|2 ¬ ‖x‖2.
Teraz pokażemy, że
∑
i∈I
|〈x, ei〉|2 = s. Z definicji liczby s wynika, że dla każdej
liczby  > 0 istnieje skończony zbiór indeksów J ⊂ I taki, że s− ∑
j∈J
|〈x, ej〉|2 < .
Oczywiście, dlaK ⊃ J również zachodzi nierówność s− ∑
j∈K
|〈x, ej〉|2 < . Zgodnie
z definicją 2.9.1 i z nierównością (2.10.3),∑
i∈I
|〈x, ei〉|2 ¬ ‖x‖2. (2.10.4)

Nierówność (2.10.4) będziemy nazywać nierównością Bessela. Następne twier-
dzenie przynosi więcej informacji o szeregu (2.10.1).
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Twierdzenie 2.10.3. Jeśli zbiór {ei : i ∈ I} jest układem ortonormalnym
w przestrzeni Hilberta H, to szereg
∑
i∈I
|〈x, ei〉|2 może zawierać co najwyżej
przeliczalną ilość składników różnych od zera.
Dowód. Niech
Φ(x) := {i : 〈x, ei〉 6= 0, i ∈ I}, Φn(x) :=
{
i : |〈x, ei〉| ­ 1
n
, i ∈ I
}
.
Oczywiście,
Φ(x) =
∞⋃
n=1
Φn(x).
Pokażemy teraz, że zbiory Φn(x) są skończone. Na podstawie nierówności (2.10.4)
mamy ∑
i∈I
|〈x, ei〉|2 ¬ ‖x‖2.
Przypuśćmy, że dla pewnego n zbiór Φn(x) jest nieskończony, wtedy
‖x‖2 ­
∑
i∈I
|〈x, ei〉|2 ­
∑
i∈Φn(x)
|〈x, ei〉|2 ­
∑
i∈Φn(x)
1
n2
=∞,
więc otrzymujemy sprzeczność. Stąd zbiór Φ(x) dla każdego elementu x ∈ H jest
co najwyżej przeliczalny. 
Niech odwzorowanie ϕx : N → Φx będzie iniekcją i suriekcją. Łatwo można
zauważyć, że
s =
∑
i∈I
|〈x, ei〉|2 =
∑
i∈Φ(x)
|〈x, ei〉|2,
zatem
s =
∑
i∈Φ(x)
|〈x, ei〉|2 =
∞∑
i=1
|〈x, eϕx(i)〉|2.
Z rozważań tych wynika, że nierówność (2.10.4) możemy zapisać w postaci
∞∑
i=1
|〈x, eϕx(i)〉|2 ¬ ‖x‖2. (2.10.5)
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Twierdzenie 2.10.4. Jeśli zbiór {ei : i ∈ I} jest układem ortonormalnym
w przestrzeni Hilberta H i x ∈ H, to szereg
∞∑
i=1
〈x, eϕx(i)〉eϕx(i) (2.10.6)
jest zbieżny do pewnego elementu x0 ∈ H.
Dowód. Niech σn =
n∑
i=1
〈x, eϕx(i)〉eϕx(i). Na podstawie (2.10.5) mamy
‖σn − σm‖2 = ‖
n∑
i=m+1
〈x, eϕx(i)〉eϕx(i)‖2 =
n∑
i=m+1
|〈x, eϕx(i)〉|2 < 
dla n,m ­ n0. Ponieważ H jest przestrzenią zupełną, istnieje x0 ∈ H takie, że
∞∑
i=1
〈x, eϕx(i)〉eϕx(i) = x0. 
Uwaga 2.10.1. Można pokazać, że szereg (2.10.6) jest zbieżny bezwarunkowo
(zob. zad. 3.5.16).
Twierdzenie 2.10.4 nasuwa pytanie, jaką własność musi mieć zbiór ortonormalny
{ei : i ∈ I} ⊂ H , aby dla każdego x ∈ H zachodziła równość
x =
∑
i∈I
〈x, eϕx(i)〉eϕx(i). (2.10.7)
Odpowiedź na nie daje
Twierdzenie 2.10.5. Niech {ei : i ∈ I} będzie układem ortonormalnym
w przestrzeni Hilberta H. Wtedy następujące warunki są równoważne:
(i) {ei : i ∈ I} jest układem zupełnym.
(ii) lin{ei : i ∈ I} = H.
(iii) Jeśli 〈x, ei〉 = 0 dla i ∈ I, to x = 0.
(iv) x =
∞∑
i=1
〈x, eϕx(i)〉eϕx(i) dla każdego x ∈ H.
(v) ‖x‖2 =
∞∑
i=1
|〈x, eϕx(i)〉|2 dla każdego x ∈ H.
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Dowód. Najpierw udowodnimy, że (i)⇒(ii). Rzeczywiście, lin{ei : i ∈ I} jest
podprzestrzenią liniową przestrzeni H . Zatem lin{ei : i ∈ I} jest również podprze-
strzenią liniową przestrzeni H (zob. zad. 1.8.18). Przypuśćmy, że lin{ei : i ∈ I} 6=
H . Wtedy, na podstawie twierdzenia 2.3.1, istnieje element e, ‖e‖ = 1 i e ∈
lin{ei : i ∈ I}⊥. Stąd wynika, że układ {ei : i ∈ I} nie mógłby być układem zupeł-
nym, zatem prawdziwa jest implikacja (i)⇒(ii).
Teraz pokażemy, że (ii)⇒(iii). Skoro 〈x, ei〉 = 0 dla i ∈ I , to 〈x, y〉 = 0
dla y ∈ lin{ei : i ∈ I}. Wiemy, że odwzorowanie H 3 y → 〈x, y〉 jest ciągłym
funkcjonałem liniowym, zatem 〈x, y〉 = 0 dla y ∈ H . Stąd wynika, że x = 0.
Aby uzasadnić implikację (iii)⇒(iv), skorzystamy z twierdzenia 2.10.4. Zgodnie
z nim istnieje element x0 ∈ H taki, że
x0 =
∞∑
i=1
〈x, eϕx(i)〉eϕx(i).
Zauważmy, że 〈x, eϕx(i)〉 = 〈x0, eϕx(i)〉 dla i ∈ N. Zatem 〈x− x0, ei〉 = 0 dla i ∈
Φ(x). Oczywiście, dla i ∈ I \ Φ(x), 〈x, ei〉 = 〈x0, ei〉 = 0. A więc 〈x− x0, ej〉 = 0
dla j ∈ I . Stąd wnioskujemy, że x = x0.
Załóżmy teraz, że spełniony jest warunek (iv). Pokażemy, że spełniony jest
również warunek (v). Ponieważ odwzorowanie H 3 x→ ‖x‖ jest funkcją ciągłą,∥∥∥∥ n∑
i=1
〈x, eϕx(i)〉eϕx(i)
∥∥∥∥2 = n∑
i=1
|〈x, eϕx(i)〉|2 → ‖x‖2.
Zatem ∞∑
i=1
|〈x, eϕx(i)〉|2 = ‖x‖2.
Dla dowodu implikacji (v)⇒(i) przypuśćmy, że zbiór ortonormalny {ei : i ∈ I}
nie jest zbiorem zupełnym. Wtedy istnieje e ∈ H , ‖e‖ = 1, 〈e, ei〉 = 0, i ∈ I , oraz
1 = ‖e‖2 =
∞∑
i=1
|〈e, eϕe(i)〉|2 = 0.
Otrzymana sprzeczność dowodzi prawdziwości implikacji (v)⇒(i). 
Ponieważ szeregi x =
∞∑
i=1
〈x, eϕx(i)〉eϕx(i) są zbieżne bezwarunkowo, równości
(iv) oraz (v) możemy zapisać w następującej postaci:
(iv’) x =
∑
i∈I
〈x, ei〉ei,
(v’) ‖x‖2 = ∑
i∈I
|〈x, ei〉|2, gdzie szeregi występujące w tych równościach są zbieżne
w sensie definicji 2.9.2.
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Teraz podamy przykład przestrzeni unitarnej posiadającej nieprzeliczalny układ
ortonormalny.
Przykład 2.10.1. Niech H = lin{eır(·) : r ∈ R}. Wtedy dla f ∈ H oraz g ∈ H
mamy reprezentacje
f =
∑
j∈J
αje
ırj(·), g =
∑
k∈K
βke
ısk(·),
gdzie αj , βk ∈ C oraz J i K są skończonymi zbiorami indeksów. Przyjmijmy
〈f, g〉H := lim
T→∞
1
2T
T∫
−T
f(x)g(x)dx. (2.10.8)
Pokażemy, że dla f , g ∈ H zawsze istnieje granica po prawej stronie równości
(2.10.8). Rzeczywiście,
lim
T→∞
1
2T
T∫
−T
f(x)g(x)dx =
∑
j∈J
∑
k∈K
αjβk lim
T→∞
1
2T
T∫
−T
eı(rj−sk)xdx. (2.10.9)
Bardzo łatwo można sprawdzić, że
lim
T→∞
1
2T
T∫
−T
eı(rj−sk)xdx =
{
1 gdy rj = sk,
0 gdy rj 6= sk.
Funkcja
H ×H 3 (f, g)→ 〈f, g〉H (2.10.10)
jest iloczynem skalarnym dla przestrzeni H . Elementy eır(·) tworzą układ orto-
normalny w przestrzeni H . Stąd wynika, że zbiór {eır(·) : r ∈ R} jest liniowo
niezależny i stanowi bazę Hamela dla przestrzeni H . Każdy element f ∈ H ma
dokładnie jedną reprezentację postaci
f =
∑
j∈J
αje
ırj(·),
gdzie J jest skończonym zbiorem indeksów. Z równości (2.10.9) wynika, że
〈f, g〉H =
∑
j∈J
∑
k∈K
αjβk, (2.10.11)
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przy czym suma rozciąga się na takie pary (j, k), dla których rj = sk. Jeśli zbio-
ry {rj : j ∈ J} i {sk : k ∈ K} są rozłączne, to elementy f i g są ortogonalne.
Z równości (2.10.11) wynika, że
‖f‖2H =
∑
j∈J
|αj |2. (2.10.12)
Zbiór {eır(·) : r ∈ R} jest nieprzeliczalnym układem ortonormalnym w przestrzeni
H . Pokażemy teraz, że H nie jest przestrzenią zupełną względem normy ‖ · ‖H .
Niech τhf(x) := f(x− h). Przyjmijmy (por. rys. 2)
f =
∑
h∈Z
τ2hpi
(
χ[0,2pi] ·
(
pi − ·
2
)2)
.
−4pi −2pi 0 2pi 4pi Rysunek 2
Szereg
pi2
12
+
∞∑
n=1
cosn(·)
n2
(2.10.13)
jest szeregiem Fouriera dla funkcji f jednostajnie zbieżnym do niej. Szereg (2.10.13)
możemy też zapisać w postaci
pi2
12
+
∑
n∈Z
eın(·)
n2
.
Ponieważ ‖eın(·)‖H = 1, zatem
pi2
12
+
∞∑
n=1
∥∥∥∥eın(·)n2
∥∥∥∥
H
<∞.
Łatwo można sprawdzić, że szereg (2.10.13) jest zbieżny do funkcji f względem
normy ‖ ·‖H . Oczywiście, f nie należy do H . Stąd, na podstawie twierdzenia 1.2.2,
wynika, żeH nie jest przestrzenią zupełną. Uzupełnieniem przestrzeniH względem
normy ‖·‖H jest przestrzeń funkcji prawie okresowych w sensie Besicovitcha. W tej
przestrzeni zbiór {eır(·) : r ∈ R} jest zbiorem ortonormalnym zupełnym.
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Przykład 2.10.2. W przestrzeni L2(−pi, pi) układ ortonormalny zupełny tworzą
funkcje ψn, n ∈ Z, dane wzorem
ψn(x) =
eınx√
2pi
.
Przykład 2.10.3. W przestrzeni L2(−1, 1) układ ortonormalny zupełny tworzą
funkcje ψn, n = 0, 1, . . . , dane wzorem
ψn(x) =
√
n + 1
2
Pn(x),
gdzie Pn są wielomianami Legendre’a,
Pn(x) = 2
−n
[n/2]∑
m=0
(−1)m
(
n
m
)(
2n− 2m
n
)
xn−2m.
Symbol [n/2] oznacza tu całkowitą część liczby n/2.
Przykład 2.10.4. W przestrzeni L2(−1, 1) układ ortonormalny zupełny tworzą
funkcje ψn, n = 0, 1, . . . , gdzie
ψn(x) =
√
2/pi(1− x2)−1/4Tn(x).
Funkcje Tn są wielomianami Czebyszewa danymi wzorem
Tn(x) =
n
2
[n/2]∑
m=0
(−1)m(n−m− 1)!
m!(n− 2m)! (2x)
n−2m.
Przykład 2.10.5. W przestrzeni L2(0,∞) układ ortonormalny zupełny tworzą
funkcje ψn, n = 0, 1, . . . , ψn(x) = e−x/2Ln(x), gdzie Ln są wielomianami La-
guerre’a
Ln(x) =
n∑
m=0
(
n
n−m
)
(−x)m
m!
.
Przykład 2.10.6. W przestrzeni L2(R) układ ortonormalny zupełny tworzą
funkcje ψn, n = 0, 1, . . . ,
ψn(x) =
e−x
2/2Hn(x)
(2nn!
√
pi)1/2
,
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gdzie Hn są wielomianami Hermite’a,
Hn(x) =
[n/2]∑
m=0
(−1)m
m!(n− 2m)! (2x)
n−2m.
Przykład 2.10.7 ([19]). W przestrzeni L2(R) układ ortonormalny zupełny two-
rzą funkcje Wienera ψn, n ∈ Z,
ψn(x) =
1√
2pi
(−ıx− 1/2)n
(−ıx + 1/2)n+1 .
2.11. Zadania
2.11.1. Niech E będzie zespoloną przestrzenią liniową wyposażoną w normę speł-
niającą warunek ‖x+y‖2+‖x−y‖2 = 2(‖x‖2+‖y‖2). Udowodnić, że odwzorowanie
E ×E 3 (x, y)→ 〈x, y〉 := 1
4
(‖x+ y‖2 − ‖x− y‖2) + ı
4
(‖x+ ıy‖2 − ‖x− ıy‖2)
jest iloczynem skalarnym dla przestrzeni E, i że zachodzi 〈x, x〉 = ‖x‖2.
2.11.2. Niech H będzie przestrzenią Hilberta. Załóżmy, że ciągi {xn} i {yn}
spełniają warunek:
〈xi, yj〉 =
{
1 dla i = j,
0 dla i 6= j.
Udowodnić, że zbiory {xn : n ∈ N} i {yn : n ∈ N} są liniowo niezależne.
2.11.3. Niech H będzie przestrzenią Hilberta i niech H0 ⊂ H będzie domkniętą
podprzestrzenią liniową przestrzeni H . Udowodnić, że element x ∈ H jest ortogo-
nalny do podprzestrzeni H0 wtedy i tylko wtedy, gdy ‖x‖ ¬ ‖x− y‖ dla y ∈ H0.
2.11.4. Niech H będzie przestrzenią Hilberta, a M – podzbiorem przestrzeni H .
Udowodnić, że M ⊂ (M⊥)⊥. Pokazać, że M = (M⊥)⊥ wtedy i tylko wtedy, gdy
M jest domkniętą podprzestrzenią liniową przestrzeni H .
2.11.5. Podać przykład podprzestrzeni liniowej M przestrzeni l2 takiej, że M +
M⊥ 6= l2.
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2.11.6. Niech
Λx :=
1∫
0
t−1/3x(t)dt.
Udowodnić, że Λ jest ciągłym funkcjonałem liniowym na przestrzeni L2(0, 1) i wy-
znaczyć normę tego funkcjonału.
2.11.7. Przestrzeń unormowaną (E, ‖ · ‖) nazywamy jednostajnie wypukłą, gdy
dla każdego  > 0 istnieje takie δ > 0, że dla dowolnych elementów x, y ∈ E
o własnościach ‖x‖ = ‖y‖ = 1 i ‖x− y‖ >  zachodzi nierówność
∥∥∥∥x + y2
∥∥∥∥ ¬ 1− δ.
Udowodnić, że przestrzeń unitarna jest przestrzenią jednostajnie wypukłą.
2.11.8. Niech
(Tf)(x) =
∞∫
−∞
K(x, t)f(t)dt, K ∈ L2(R2).
Udowodnić, że T : L2(R) → L2(R) jest ciągłym operatorem liniowym i pokazać,
że ‖T‖ ¬ ‖K‖L2(R2).
2.11.9. Niech H1 i H2 będą przestrzeniami Hilberta. Przyjmijmy
H1 ⊕H2 = {(x, y) : x ∈ H1, y ∈ H2}.
Element (x, y) ∈ H1⊕H2 będziemy oznaczać symbolem x⊕y. W zbiorze H1⊕H2
określamy dodawanie
(x1 ⊕ y1) + (x2 ⊕ y2) := (x1 + x2)⊕ (y1 + y2)
i mnożenie elementów x⊕ y ∈ H1 ⊕H2 przez liczby zespolone λ
λ · (x⊕ y) := (λx)⊕ (λy).
Niech
(∗) 〈x1 ⊕ y1, x2 ⊕ y2〉 := 〈x1, x2〉 + 〈y1, y2〉.
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Udowodnić, że H1 ⊕H2 jest przestrzenią liniową względem określonych wcześniej
działań, funkcja (∗) jest iloczynem skalarnym dla H1 ⊕ H2 i H1 ⊕ H2 jest prze-
strzenią Hilberta względem iloczynu skalarnego (∗).
Przestrzeń H1 ⊕H2 nazywamy sumą prostą przestrzeni H1 i H2.
2.11.10. Pokazać, że proces ortogonalizacji Schmidta zbioru funkcji {tn : n ∈ N0}
w przestrzeni L2(−1, 1) prowadzi do układu funkcji (zob. rozdz. 2.10)
√
2n + 1√
2
Pn, gdzie Pn(t) =
1
n!2n
dn
dtn
(
(t2 − 1)n
)
.
2.11.11. Udowodnić, że w przestrzeni l2 układem ortonormalnym zupełnym jest
zbiór {en : n ∈ N}, gdzie en = (0, . . . , 0, 1, 0, . . . ) (1 na n-tym miejscu).
2.11.12. Niech M będzie zbiorem funkcji f ∈ L1(0, 1) takich, że
1∫
0
f(t)dt = 1.
Pokazać, że M jest zbiorem wypukłym i domkniętym w przestrzeni L1(0, 1) oraz
zawiera nieskończenie wiele elementów o najmniejszej normie.
2.11.13. Udowodnić, że ciąg {xn}, xn(t) = n2te−nt, jest zbieżny w każdym
punkcie t ∈ [0, 1], ale nie jest zbieżny w przestrzeni L2(0, 1).
2.11.14. Udowodnić, że zbiór M wielomianów P o własności P (1) = 0 jest zbio-
rem wypukłym i gęstym w przestrzeni L2(0, 1).
2.11.15. Udowodnić, że zbiór
M =
{
f : f ∈ L2(0, 1) i
1∫
0
f(t)dt = 0
}
jest domkniętą podprzestrzenią przestrzeni L2(0, 1). Wyznaczyć podprzestrzeńM⊥.
2.11.16. Niech M będzie domkniętą podprzestrzenią liniową przestrzeni Hilber-
taH . Pokazać, że przestrzenieM⊥ iH/M są izomorficzne i izometryczne względem
naturalnych norm tych przestrzeni.
2.11.17. Niech X będzie dowolnym niepustym zbiorem, a M – σ-ciałem pod-
zbiorów zbioru X i niech odwzorowanie µ : M → [0,∞) będzie miarą przeliczal-
nie addytywną. Załóżmy, że Φ jest ciągłym funkcjonałem liniowym na przestrzeni
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L1µ(X). Przyjmijmy ϕ(A) := Φ(χA), gdzie χA jest funkcją charakterystyczną zbio-
ru A , A ∈ M. Udowodnić, że odwzorowanie ϕ : M→ R jest miarą przeliczalnie
addytywną.
2.11.18. Wiedząc, że funkcje
1√
2pi
,
sin t√
pi
,
cos t√
pi
,
sin 2t√
pi
,
cos 2t√
pi
, . . .
tworzą układ ortonormalny w przestrzeni L2(−pi, pi), udowodnić, że dla funkcji
ϕ ∈ C(1)[−pi, pi]
lim
n→∞
1
2pi
pi∫
−pi
sin(n + 12 )t
sin t2
ϕ(t)dt = ϕ(0).
2.11.19. Niech M = {x : x ∈ l2, x = (x1, x2, . . . ),
∞∑
k=1
xk = 0}. Udowodnić, że
M = l2.
2.11.20. Pokazać, że w każdej nieskończenie wymiarowej przestrzeni unitarnej H
istnieje podprzestrzeń liniowa H0 taka, że H0 ⊕H⊥0 6= H .
2.11.21. Udowodnić, że dla ustalonego n ∈ N zbiór
M =
{
x : x ∈ l2, x = (x1, x2, . . . ),
n∑
k=1
xk = 0
}
jest domkniętą podprzestrzenią liniową przestrzeni l2. Wyznaczyć M⊥.
2.11.22. Niech
M =
{
f : f ∈ L2(0, 1) i
1∫
0
f(t)dt = 0
}
.
Wyznaczyć odległość funkcji g, g(t) = t2, od podprzestrzeni M w przestrzeni
L2(0, 1).
2.11.23. Załóżmy, że f ∈ L1µ(X). Udowodnić, że dla każdego  > 0 istnieje δ > 0
takie, że jeśli A ⊂ X , µ(A) < δ, to ∫
A
|f |dµ < .
2.11.24. Udowodnić, że jeśli A jest mierzalnym podzbiorem odcinka [−pi, pi], to
lim
n→∞
∫
A
cosnt dt = lim
n→∞
∫
A
sinnt dt = 0.
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2.11.25. Niech M będzie zbiorem wszystkich funkcji f ∈ C[0, 1] takich, że
1/2∫
0
f(t)dt−
1∫
1/2
f(t)dt = 1.
Udowodnić, że M jest zbiorem domkniętym i wypukłym w C[0, 1], ale nie zawiera
elementu o najmniejszej normie.
2.11.26. Niech H będzie przestrzenią Hilberta, a odwzorowanie T : H → H –
odwzorowaniem liniowym spełniającym warunki T (H) = T (H) i T 2 = T . Udo-
wodnić, że:
a) T jest operatorem ciągłym i ‖T‖ = 1, gdy T 6= 0,
b) 〈Tx, y〉 = 〈x, Ty〉 dla x, y ∈ H ,
c) 0 ¬ 〈Tx, x〉 ¬ ‖x‖2 dla x ∈ H .
2.11.27. Niech f ∈ L˜p(R), p ­ 1. Załóżmy, że fn ∈ L˜p(R) oraz ‖fn−f‖L˜p(R)→
0, gdy n → ∞. Pokazać, że istnieje podciąg {fnk} ciągu {fn} taki, że fnk → f
prawie wszędzie na R.
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Ciągłe funkcjonały liniowe
3.1. Twierdzenie Hahna–Banacha
Twierdzenie 3.1.1 (Hahna–Banacha). Niech E będzie rzeczywistą lub zespo-
loną przestrzenią liniową unormowaną, a funkcja ‖ · ‖ – jej normą. Załóżmy,
że E0 jest podprzestrzenią liniową przestrzeni E. Niech Λ: E0 → R (C) będzie
ciągłym funkcjonałem liniowym i niech ‖Λ‖E0 będzie jego normą na podprze-
strzeni E0. Wtedy istnieje ciągły funkcjonał liniowy Λ˜ : E → R (C) taki, że
(i) |Λ˜(x)| ¬ ‖Λ‖E0 ‖x‖ dla x ∈ E,
(ii) Λ˜(x) = Λ(x) dla x ∈ E0 i ‖Λ˜‖E = ‖Λ‖E0 .
Dowód. Najpierw dowód przeprowadzimy przy założeniu, że E jest rzeczywistą
przestrzenią unormowaną. Jeśli Λ(x) = 0 dla x ∈ E0, to przyjmujemy Λ˜(x) = 0 dla
x ∈ E. Oczywiście, w tym przypadku ‖Λ‖E = 0. Załóżmy teraz, że dla pewnego
y ∈ E0, Λ(y) 6= 0. Niech z ∈ E \ E0. Rozważmy przestrzeń liniową lin{E0, z}.
Zauważmy, że lin{E0, z} = E0⊕ lin{z}. Rzeczywiście, niech B będzie bazą Hamela
dla E0, wtedy zbiór B ∪ {z} jest liniowo niezależny, a więc E0 ∩ lin{z} = {0}.
Zatem każdy element x ∈ lin{E0, z}, x /∈ E0, ma dokładnie jedną reprezentację
x = −α(x0 − z), gdzie α 6= 0 i x0 ∈ E0.
Zauważmy, że Λ = AΛ1, gdzie A = ‖Λ‖ i ‖Λ1‖ = 1. Zatem wystarczy pokazać,
że istnieje rozszerzenie Λ˜1 dla funkcjonału liniowego Λ1, ‖Λ1‖ = 1, i przyjąć Λ˜ =
AΛ˜1. Można w takim razie przyjąć, że ‖Λ‖ = 1. Załóżmy, że dla z można dobrać
liczbę λ(z) tak, by była spełniona nierówność
|Λ(x0)− λ(z)| ¬ ‖x0 − z‖ dla x0 ∈ E0. (3.1.1)
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Przyjmijmy
Λ˜(x) :=
{
Λ(x) dla x ∈ E0,
−α(Λ(x0)− λ(z)) dla x ∈ lin{E0, z}, x /∈ E0.
Stąd, na mocy (3.1.1), mamy
|Λ˜(x)| = |α| |Λ(x0)− λ(z)| ¬ |α| ‖x0 − z‖ = ‖x‖.
Zatem zachodzą warunki (i) oraz (ii) dla x ∈ lin{E0, z}. Teraz pokażemy, jak
można wyznaczyć liczbę λ(z), tak by była spełniona nierówność (3.1.1). Niech y1
i y2 ∈ E0, wtedy mamy
Λ(y1)− Λ(y2) = Λ(y1 − y2) ¬ ‖y1 − y2‖ ¬ ‖y1 − z‖ + ‖y2 − z‖.
Stąd otrzymujemy Λ(y1)−‖y1− z‖ ¬ Λ(y2)+‖y2− z‖ dla y1 i y2 ∈ E0. A zatem
zachodzi
a := sup
y1∈E0
(Λ(y1)− ‖y1 − z‖) ¬ inf
y2∈E0
(Λ(y2) + ‖y2 − z‖) =: b.
Zauważmy, że jeśli λ(z) ∈ [a, b], to zachodzi warunek (3.1.1). W ten sposób zostało
pokazane, że funkcję Λ można rozszerzyć na podprzestrzeń lin{E0, z} z zachowa-
niem warunków (i) oraz (ii).
W drugiej części dowodu wykażemy, że funkcjonał Λ można rozszerzyć na całą
przestrzeń E, zachowując warunki (i) oraz (ii). Niech P będzie rodziną wszystkich
takich par (F, Λ˜), że F jest podprzestrzenią liniową spełniającą warunek E0 ⊂
F ⊂ E, a Λ˜ : F → R – funkcjonałem liniowym spełniającym warunki (i) oraz (ii).
W rodzinie P wprowadzimy częściowy porządek:
(F1, Λ˜1) ≺ (F2, Λ˜2), gdy F1 ⊂ F2 i Λ˜2|F1 = Λ˜1.
NiechM będzie łańcuchem maksymalnym w rodzinie P . Istnienie łańcuchaM za-
pewnia nam zasada Hausdorffa. Niech Φ będzie rodziną wszystkich podprzestrzeni
liniowych F takich, że (F, Λ˜) ∈M. Przyjmijmy
E˜ =
⋃
F∈Φ
F.
Ponieważ M jest łańcuchem, więc E˜ jest podprzestrzenią przestrzeni E. Na prze-
strzeni E˜ określamy funkcjonał Λ˜, przyjmując Λ˜(x) = Λ˜α(x), gdy x ∈ Fα. Zauważ-
my, że para (E˜, Λ˜) ∈ M. Pokażemy, że E˜ = E. Przypuśćmy, że E˜ 6= E, wtedy,
korzystając z pierwszej części dowodu, dla pewnego z /∈ E˜ można skonstruować
funkcjonał liniowy Λ˜ : lin{E˜, z} → R spełniający warunki (i) oraz (ii). Ponieważ
lin{E˜, z} ⊃ E˜ i lin{E˜, z} 6= E˜, otrzymujemy sprzeczność z założeniem, że M jest
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łańcuchem maksymalnym. Z definicji normy funkcjonału i warunku (i) wynika, że
‖Λ˜‖E = ‖Λ‖E0 .
Teraz przeprowadzimy dowód twierdzenia w przypadku, gdy E jest zespoloną
przestrzenią liniową unormowaną.
Będziemy mówili, że funkcjonał addytywny µ : E → R, gdzie E jest zespoloną
przestrzenią liniową, jest funkcjonałem liniowym rzeczywistym, gdy
µ(αx) = αµ(x) dla α ∈ R i x ∈ E.
Łatwo można sprawdzić, że jeśli µ jest rzeczywistym funkcjonałem liniowym na
zespolonej przestrzeni liniowej E, to Λ(x) := µ(x)− ıµ(ıx) jest zespolonym funk-
cjonałem liniowym – to jest Λ(αx) = αΛ(x) dla x ∈ E i α ∈ C. Odwrotnie, jeśli
Λ jest zespolonym funkcjonałem liniowym, to Λ(x) = <Λ(x)− ı<Λ(ıx).
Niech Λ będzie zespolonym ciągłym funkcjonałem liniowym na podprzestrzeni
E0 przestrzeni E. Przyjmijmy µ(x) = <Λ(x). Pokażemy, że
‖µ‖E0 = ‖Λ‖E0 .
Dla każdego x ∈ E0 znajdziemy liczbę zespoloną αx taką, że |Λ(x)| = αxΛ(x)
i |αx| = 1. Stąd otrzymujemy
0 ¬ |Λ(x)| = αxΛ(x) = Λ(αxx) = <Λ(αxx) = µ(αxx) ¬ ‖µ‖E0‖x‖E0 .
Zatem ‖µ‖E0 ­ ‖Λ‖E0 . Jednakże wiemy, że |µ(x)| = |<Λ(x)| ¬ |Λ(x)| ¬
‖Λ‖E0‖x‖E0 , a więc ‖µ‖E0 ¬ ‖Λ‖E0 .
Teraz możemy przejść do właściwej części dowodu naszego twierdzenia dla
zespolonej przestrzeni unormowanej E. Korzystając z rzeczywistej wersji nasze-
go twierdzenia, funkcjonał µ = <Λ przedłużymy na przestrzeń E. W ten sposób
otrzymamy funkcjonał µ˜ określony na E i spełniający warunki (i) i (ii). Przyjmijmy
Λ˜(x) := µ˜(x) − ıµ˜(ıx). Funkcjonał Λ˜ jest zespolonym funkcjonałem liniowym na
przestrzeni E i spełnia warunki (i) i (ii). 
3.2. Zastosowania twierdzenia Hahna–Banacha
Twierdzenie 3.2.1. Niech E0 będzie podprzestrzenią unormowanej przestrze-
ni liniowej rzeczywistej lub zespolonej E. Niech x0 /∈ E0 oraz niech ρ(x0, E0) =
inf
x∈E0
‖x0 − x‖ = δ > 0, wtedy istnieje ciągły funkcjonał liniowy Λ taki, że
Λ(x0) = 1, ‖Λ‖ = 1
δ
i Λ(x) = 0 dla x ∈ E0. (3.2.1)
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Dowód. Niech E˜ = lin{E0, x0} = E0⊕ lin{x0}. Załóżmy, że x ∈ E˜, wtedy x ma
dokładnie jedną reprezentację postaci x = y + µxx0, gdzie y ∈ E0. Przyjmijmy
Λ(x) := µx. Stąd otrzymujemy
‖x‖ = ‖µxx0 + y‖ = |µx| ‖x0 + µ−1x y‖ ­ |µx|δ = |Λ(x)|δ
dla x ∈ E˜ i x /∈ E0. Zatem |Λ(x)| ¬ 1/δ ‖x‖ dla x ∈ E˜, x /∈ E0 i Λ(x) = 0 dla
x ∈ E0. Wobec tego ‖Λ‖E˜ ¬ 1/δ. Równocześnie
1 = Λ(x0) = Λ(x0 − y) ¬ ‖Λ‖E˜ ‖x0 − y‖
dla y ∈ E0, zatem 1 ¬ ‖Λ‖E˜ δ. W takim razie ‖Λ‖E˜ = 1/δ. Zgodnie z twierdzeniem
Hahna–Banacha funkcjonał Λ możemy przedłużyć na E z zachowaniem warunków
(i) oraz (ii) poprzedniego twierdzenia. 
Jako wniosek z twierdzenia 3.2.1 otrzymujemy następujące
Twierdzenie 3.2.2. Niech E0 będzie podprzestrzenią unormowanej przestrze-
ni liniowej rzeczywistej lub zespolonej E. Element x0 ∈ E należy do E0 wtedy
i tylko wtedy, gdy nie istnieje ciągły funkcjonał liniowy przyjmujący wartość
zero dla elementów podprzestrzeni E0 i wartość różną od zera dla x0.
Dowód. Niech x0 /∈ E0, więc ρ(x0, E0) = δ > 0. Stąd, na podstawie twier-
dzenia 3.2.1, istnieje funkcjonał liniowy ciągły Λ taki, że Λ(x0) = 1, ‖Λ‖ = 1/δ
i Λ(x) = 0 dla x ∈ E0. W ten sposób został zakończony dowód warunku dosta-
tecznego. Konieczność warunku jest oczywista. 
Szczególnym przypadkiem tego twierdzenia jest
Wniosek 3.2.1. Niech E0 będzie podprzestrzenią liniowej przestrzeni unor-
mowanej rzeczywistej lub zespolonej E. E0 = E wtedy i tylko wtedy, gdy praw-
dziwa jest implikacja
Λ(x) = 0 dla x ∈ E0 ⇒ Λ(x) = 0 dla x ∈ E.
Twierdzenie 3.2.3. Niech E będzie rzeczywistą lub zespoloną przestrzenią
liniową i jej normą niech będzie ‖ · ‖, wtedy dla każdego x0 6= 0, x0 ∈ E,
istnieje ciągły funkcjonał liniowy Λ taki, że
Λ(x0) = ‖x0‖ i ‖Λ‖ = 1. (3.2.2)
Dowód. Niech E0 = lin{x0}. Przyjmijmy Λ(αx0) := α‖x0‖. Wtedy
|Λ(αx0)| = |α| ‖x0‖ = ‖αx0‖,
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zatem ‖Λ‖ ¬ 1. Ponieważ Λ(x0) = ‖x0‖, a więc ‖Λ‖ = 1. Korzystając z twier-
dzenia Hahna–Banacha, funkcjonał Λ możemy przedłużyć na całą przestrzeń E
z zachowaniem warunków (3.2.2). 
Zbiór wszystkich funkcjonałów liniowych ciągłych określonych na przestrzeni
liniowej E będziemy oznaczać symbolem E′.
Definicja 3.2.1. Niech A ⊂ E′. Mówimy, że rodzina A rozdziela punkty prze-
strzeni E, gdy dla dowolnych x1, x2 ∈ E i x1 6= x2 istnieje Λ ∈ A takie, że
Λ(x1) 6= Λ(x2).
Twierdzenie 3.2.4. Jeśli E jest przestrzenią liniową unormowaną, to E′
rozdziela punkty przestrzeni E.
Dowód. Niech x0 = x1−x2 6= 0. Zgodnie z twierdzeniem 3.2.3, istnieje funkcjonał
Λ ∈ E′ taki, że Λ(x0) 6= 0 i ‖Λ‖ = 1. Wobec tego Λ(x1) 6= Λ(x2). 
Niech E będzie dowolną przestrzenią liniową nad ciałem liczb rzeczywistych
lub zespolonych. Symbolem E∗ będziemy oznaczać zbiór wszystkich funkcjonałów
liniowych określonych na przestrzeni E. Ze względu na zwykłe dodawanie funkcji
i mnożenie funkcji przez liczby E∗ jest przestrzenią liniową nad ciałem liczb rzeczy-
wistych lub zespolonych. Jeśli E jest przestrzenią unormowaną, to E′ jest również
przestrzenią unormowaną i E′ ⊂ E∗. Dla dalszych naszych rozważań wygodnie
będzie elementy przestrzeni E, E′ i E∗ oznaczać odpowiednio: x, x′ i x∗.
Przestrzeń E′ będziemy nazywać przestrzenią sprzężoną (topologicznie sprzę-
żoną) do przestrzeni E, przestrzeń E∗ – przestrzenią algebraicznie sprzężoną do
przestrzeni E.
Lemat 3.2.1. Niech E będzie przestrzenią liniową nad ciałem liczb rzeczywi-
stych lub zespolonych i E∗ przestrzenią algebraicznie sprzężoną do przestrzeni
E. Załóżmy, że x∗1, . . . , x∗n ∈ E∗ i x∗i 6= 0 dla i = 1, . . . , n. Element x∗ ∈ E∗
jest kombinacją liniową elementów x∗1, . . . , x∗n wtedy i tylko wtedy, gdy
kerx∗ ⊃
n⋂
i=1
kerx∗i . (3.2.3)
Dowód. Konieczność warunku (3.2.3) jest oczywista. Podamy teraz dowód wa-
runku dostatecznego. Dla n = 1 mamy x∗1(x − x∗1(x)e1) = 0 dla x ∈ E i dla
pewnego e1 spełniającego warunek x∗1(e1) = 1. Łatwo można zauważyć, że
kerx∗1 = {x− x∗1(x)e1 : x ∈ E}.
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Niech będzie spełniony warunek (3.2.3). Wtedy x∗(x − x∗1(x)e1) = 0, czyli x∗ =
x∗(e1)x∗1. Załóżmy, że n > 1, i że nasz lemat jest prawdziwy dla n − 1. Niech
x∗n 6= 0 i x∗n(en) = 1 dla pewnego en ∈ E. Rozważmy teraz funkcjonały
y∗ := x∗ − x∗(en)x∗n, y∗i := x∗i − x∗i (en)x∗n, i = 1, . . . , n− 1. (3.2.4)
Przypuśćmy, że zachodzi inkluzja (3.2.3). Pokażemy, że prawdziwa jest inkluzja
ker y∗ ⊃
n−1⋂
i=1
ker y∗i . (3.2.5)
Niech x ∈
n−1⋂
i=1
ker y∗i i przyjmijmy y := x− x∗n(x)en. Pokażemy, że
y ∈
n⋂
i=1
kerx∗i . (3.2.6)
Rzeczywiście,
x∗i (y) = x
∗
i (x)− x∗n(x)x∗i (en) = y∗i (x) = 0 dla i = 1, . . . , n− 1.
Zauważmy teraz, że x∗n(y) = x
∗
n(x)− x∗n(x)x∗n(en) = 0. Stąd wynika, że zachodzi
(3.2.6). Na podstawie (3.2.3) mamy x∗(y) = 0. Wobec tego x∗(x− x∗n(x)en) = 0,
zatem x∗(x) − x∗n(x)x∗(en) = 0. Zgodnie z (3.2.4), y∗(x) = 0. Zachodzi więc
inkluzja (3.2.5). Stąd, na podstawie założenia indukcyjnego, wnioskujemy, że
y∗ = α1y∗1 + . . . + αn−1y
∗
n−1.
Biorąc pod uwagę (3.2.4), ostatecznie otrzymujemy
x∗ = β1x∗1 + . . . + βnx
∗
n. 
Lemat 3.2.2. Niech E będzie przestrzenią liniową nad ciałem liczb rzeczy-
wistych lub zespolonych i niech E∗ będzie przestrzenią algebraicznie sprzężoną
do przestrzeni E. Załóżmy, że x∗1, . . . , x∗n ∈ E∗ są elementami liniowo nieza-
leżnymi, wtedy istnieją elementy e1, . . . , en ∈ E takie, że
x∗i (ej) = δij (δij = 1, gdy i = j i δij = 0, gdy i 6= j).
Dowód. Dla n = 1 niech x∗1(e1) = 1 dla pewnego e1 ∈ E. Przypuśćmy, że lemat
jest prawdziwy dla k = 1, . . . , n. Pokażemy, że istnieje element x 6= 0 taki, że
x∗i (x) = 0 dla i = 1, . . . , n i x
∗
n+1(x) 6= 0. Gdyby nie istniał taki element x, to
kerx∗n+1 ⊃
n⋂
i=1
kerx∗i .
Stąd, na podstawie lematu 3.2.1, x∗n+1 = α1x
∗
1+ . . .+αnx
∗
n. Wobec tego elementy
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x∗1, . . . , x
∗
n, x
∗
n+1 nie mogą być liniowo niezależne. Zatem rzeczywiście istnieje ele-
ment x ∈ E taki, że x∗i (x) = 0 dla i = 1, . . . , n i x∗n+1(x) 6= 0. Przyjmijmy
en+1 = x/x∗n+1(x). Tym stwierdzeniem kończymy dowód lematu. 
Zauważmy, że odwzorowanie E′ 3 x′ → x′(x) =: κx(x′), gdzie x jest ustalo-
nym elementem przestrzeni E, jest funkcjonałem liniowym na przestrzeni E′, a więc
κx ∈ E′∗, gdzie E′∗ jest przestrzenią algebraicznie sprzężoną do przestrzeni E′.
Korzystając z lematu 3.2.2, udowodnimy ważne dla zastosowań
Twierdzenie 3.2.5. Niech E będzie rzeczywistą lub zespoloną przestrzenią
liniową unormowaną, a E′ – jej przestrzenią sprzężoną (topologicznie sprzę-
żoną). Załóżmy, że elementy e1, . . . , en ∈ E są liniowo niezależne. Wtedy
istnieją elementy x′1, . . . , x′n ∈ E′ takie, że x′k(ei) = δik dla i, k = 1, . . . , n.
Dowód. Zgodnie z poprzednimi oznaczeniami κei(x′) := x′(ei) dla x′ ∈ E′, ma-
my κei ∈ E′∗. Pokażemy teraz, że elementy κei są liniowo niezależne. Rzeczywiście,
niech
α1κe1(x′) + . . . + αnκen(x′) = 0 dla x′ ∈ E′.
Stąd x′(α1e1 + . . . + αnen) = 0 dla x′ ∈ E′. Na podstawie twierdzenia 3.2.4
α1e1 + . . . + αnen = 0, a więc α1 = . . . = αn = 0. Zastosujemy teraz lemat 3.2.2
do funkcjonałów κei ∈ E′∗. Zgodnie z tym lematem, istnieją elementy x′1, . . . , x′n ∈
E′ takie, że κei(x′k) = x′k(ei) = δik dla i, k = 1, . . . , n. 
Twierdzenie 3.2.6. Skończenie wymiarowe podprzestrzenie liniowej prze-
strzeni unormowanej rzeczywistej lub zespolonej są zbiorami domkniętymi.
Dowód. Niech E0 będzie skończenie wymiarową podprzestrzenią unormowanej
przestrzeni liniowej E. Niech zbiór {ei : i = 1, . . . , n} będzie bazą podprzestrzeni
E0. Załóżmy, że xν ∈ E0 i ‖xν − x‖ → 0, gdy ν → ∞. Pokażemy, że x ∈ E0.
Oczywiście, {xν} jest ciągiem Cauchy’ego względem normy ‖ · ‖ przestrzeni E.
Zgodnie z poprzednim twierdzeniem, istnieją funkcjonały x′1, . . . , x
′
n ∈ E′ takie,
że x′k(ei) = δik dla i, k = 1, . . . , n. Niech xν = ξ1νe1 + . . . + ξnνen, wtedy
x′k(xν) = ξkν dla k = 1, . . . , n. Wobec tego
|ξkν − ξkµ| = |x′k(xν)− x′k(xµ)| ¬ ‖x′k‖E′‖xν − xµ‖ → 0,
gdy µ i ν → ∞. Zatem ciągi {ξkν}, k = 1, . . . , n, są ciągami Cauchy’ego. Niech
lim
ν→∞ ξkν = ξk. Oczywiście, element x = ξ1e1 + . . . + ξnen ∈ E0. Zauważmy, że
‖xν − x‖ ¬M (|ξ1ν − ξ1| + . . . + |ξnν − ξn|)→ 0,
gdy ν →∞ (M = max
k=1,...,n
‖ek‖). Zatem lim
ν→∞xν = x, a więc x = x i x ∈ E0. 
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3.3. Zbiory ograniczone
w przestrzeniach liniowych unormowanych
Definicja 3.3.1. Niech E będzie przestrzenią liniową unormowaną i niech funkcja
‖·‖ będzie jej normą. Mówimy, że zbiór A ⊂ E jest ograniczony, gdy istniejeM > 0
takie, że ‖x‖ ¬M dla x ∈ A.
Twierdzenie Weierstrassa mówi, że z każdego ograniczonego ciągu {xn} ele-
mentów xn ∈ R lub xn ∈ C można wybrać podciąg Cauchy’ego.
Przykład 3.3.1. Niech H będzie nieskończenie wymiarową przestrzenią Hilberta
i niech zbiór {en : n ∈ N} będzie układem ortonormalnym w przestrzeni H . Za-
uważmy, że ‖en − em‖2 = 2, gdy n 6= m. Stąd wynika, że z ciągu {en} nie można
wybrać podciągu Cauchy’ego.
Celem naszych obecnych rozważań będzie pokazanie, że jeśli z każdego ogra-
niczonego ciągu {xn}, xn ∈ E, można wybrać podciąg Cauchy’ego, to przestrzeń
unormowana E musi być przestrzenią skończenie wymiarową.
Twierdzenie 3.3.1 (Riesza, o elemencie prawie prostopadłym do podprzestrze-
ni). Niech E będzie przestrzenią liniową unormowaną, a E0 – właściwą pod-
przestrzenią domkniętą przestrzeni E. Wtedy dla każdego , 0 <  < 1, istnieje
element x0 ∈ E, x0 /∈ E0, ‖x0‖ = 1 taki, że
ρ(x0, E0) := inf
x∈E0
‖x0 − x‖ ­ 1− . (3.3.1)
Dowód. Skoro E0 jest zbiorem domkniętym i E0 6= E, to istnieje element x ∈ E
taki, że ρ(x,E0) = d > 0. Zgodnie z definicją symbolu ρ(x,E0), istnieje pewien
element x′ ∈ E0 taki, że ‖x− x′‖ < d/(1− ), przy czym  ∈ (0, 1). Przyjmijmy
x0 =
x− x′
‖x− x′‖ ,
wtedy mamy ‖x0‖ = 1. Pokażemy, że ‖x0 − x‖ ­ 1 −  dla x ∈ E0. Niech
α := ‖x− x′‖−1 > (1− )d−1. Na podstawie (3.3.1) otrzymujemy
‖x− x0‖ = ‖x− α(x− x′)‖ = α‖(α−1x + x′)− x‖ ­ αd > 1− . 
Twierdzenie 3.3.1 dla przestrzeni Hilberta przyjmuje następującą postać.
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Twierdzenie 3.3.2. Niech H będzie przestrzenią Hilberta. Załóżmy, że H0
jest domkniętą podprzestrzenią przestrzeni H. Wtedy istnieje element x0 ∈ H,
‖x0‖ = 1, x0⊥H0 oraz
ρ(x0,H0) = inf
x∈H0
‖x0 − x‖ = 1. (3.3.2)
Dowód. Niech x /∈ H0. Zgodnie z twierdzeniem 2.3.1, istnieje dokładnie jeden
element x′ ∈ H0 taki, że
‖x− x′‖ = inf
x∈H0
‖x− x‖ i (x− x′)⊥H0.
Stąd otrzymujemy
1 = inf
x∈H0
∥∥∥∥ x− x′‖x− x′‖ − x− x′‖x− x′‖
∥∥∥∥ .
Przyjmijmy
x0 =
x− x′
‖x− x′‖ ,
wtedy mamy inf
x∈H0
‖x0 − x‖ = 1 i x0⊥H0. 
Teza twierdzenia 3.3.2 usprawiedliwia przyjęcie nazwy dla twierdzenia 3.3.1.
Twierdzenie 3.3.3. Jeśli E jest taką przestrzenią liniową unormowaną, że
z każdego ograniczonego ciągu {xn} można wybrać podciąg Cauchy’ego, to E
jest przestrzenią skończenie wymiarową.
Dowód. Przypuśćmy, że E jest nieskończenie wymiarową przestrzenią unormowa-
ną. Niech x1 ∈ E i ‖x1‖ = 1. Przyjmijmy E1 = lin{x1}, E1 jest podprzestrzenią
domkniętą. Na podstawie twierdzenia 3.3.1 istnieje element x2 ∈ E, ‖x2‖ = 1
i ρ(x2, E1) > 1/2. Niech E2 = lin{x1, x2}, wtedy istnieje element x3 ∈ E,
‖x3‖ = 1 i ρ(x3, E2) > 1/2. Kontynuując postępowanie, otrzymujemy ciąg {En}
domkniętych podprzestrzeni E,
E1 ⊂ E2 ⊂ . . . ⊂ En ⊂ . . . ,
i ciąg {xn} elementów tej przestrzeni taki, że
‖xn‖ = 1 i ρ(xn+1, En) > 12 .
Stąd wynika, że
‖xn − xm‖ > 12 dla n > m.
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Wobec tego żaden podciąg {xnk} ciągu {xn} nie jest ciągiem Cauchy’ego. W ten
sposób pokazaliśmy, że w każdej nieskończenie wymiarowej przestrzeni unormowa-
nej można skonstruować ciąg {xn} ograniczony i nie posiadający podciągu Cau-
chy’ego. Stąd wynika teza naszego twierdzenia. 
3.4. Przestrzenie sprzężone
W rozdz. 1.5 i 1.6 określiliśmy normę ‖ · ‖E′ dla elementów x′ przestrzeni
sprzężonej E′ następującym wzorem
‖x′‖E′ = sup
‖x‖E=1
|x′(x)|
i sprawdziliśmy, że dla x′, y′ ∈ E′ zachodzi:
(i) ‖x′ + y′‖E′ ¬ ‖x′‖E′ + ‖y′‖E′ ,
(ii) ‖λx′‖E′ = |λ| ‖x′‖E′ ,
(iii) ‖x′‖E′ = 0⇔ x = 0.
Wobec tego E′ jest również przestrzenią liniową unormowaną. Oczywista jest in-
kluzja E′ ⊂ E∗.
Twierdzenie 3.4.1. Przestrzeń E′ jest przestrzenią zupełną ze względu na
normę ‖ · ‖E′ .
Dowód. Niech {x′n}, x′n ∈ E′, będzie ciągiem Cauchy’ego ze względu na normę
‖ · ‖E′ . Dla x ∈ E mamy
|x′n(x)− x′m(x)| ¬ ‖x′n − x′m‖E′ ‖x‖E ¬ ‖x‖E dla n,m > n0.
Stąd wynika, że ciągi liczbowe {x′n(x)}, x ∈ E, są ciągami Cauchy’ego. Niech
x′(x) := lim
n→∞x
′
n(x). Łatwo można sprawdzić, że x
′ jest funkcjonałem liniowym
na przestrzeni E. Zauważmy, że
|x′(x)− x′m(x)| = | limn→∞x
′
n(x)− x′m(x)| = limn→∞ |x
′
n(x)− x′m(x)| ¬ ‖x‖E
dla m > n0. Zatem
‖x′ − x′m‖E′ ¬  dla m > n0. (3.4.1)
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Z powyższej nierówności wynika, że x′ − x′m ∈ E′. Wobec tego x′ ∈ E′. Z nierów-
ności (3.4.1) wynika również, że ‖x′ − x′m‖E′ → 0, gdy m → ∞, zatem E′ jest
przestrzenią zupełną względem normy ‖ · ‖E′ . 
Uwaga 3.4.1. Przestrzeń E′ jest zupełna niezależnie od tego, czy E jest prze-
strzenią zupełną.
W naszych dalszych rozważaniach będziemy się interesować przestrzeniami
sprzężonymi do E′. Niech E′∗ będzie przestrzenią algebraicznie sprzężoną do prze-
strzeni E′. Elementy tej przestrzeni będziemy oznaczać symbolem x′∗. Symbolem
E′′ będziemy oznaczać przestrzeń sprzężoną (topologicznie sprzężoną) do przestrze-
ni E′. Oczywiście, E′′ ⊂ E′∗. Podamy teraz przykład funkcjonału x′′ ∈ E′′. Przyj-
mijmy κx(x′) := x′(x). Z definicji normy funkcjonału x′ wynika nierówność
|κx(x′)| = |x′(x)| ¬ ‖x′‖E′‖x‖E .
Zauważmy, że κx ∈ E′∗. Z nierówności tej wynika, że κx ∈ E′′ i ‖κx‖E′′ ¬ ‖x‖E .
Na podstawie twierdzenia 3.2.3 wnioskujemy, że
‖κx‖E′′ = ‖x‖E . (3.4.2)
Twierdzenie 3.4.2. Funkcja κ : E → E′′ ⊂ E′∗ jest izometryczną iniekcją
liniową.
Dowód. Liniowość odwzorowania κ jest oczywista. Pokażemy teraz, że funkcja
κ : E → E′∗ jest odwzorowaniem różnowartościowym. Niech κx(x′) = κy(x′) dla
x′ ∈ E′, wtedy x′(x) = x′(y) dla x′ ∈ E′. Na podstawie twierdzenia 3.2.4 x = y.
Równość (3.4.2) mówi nam, że κ jest izometrią. 
Uwaga 3.4.2. Łatwo można sprawdzić, że liniowa izometria przeprowadza prze-
strzenie liniowe zupełne w przestrzenie liniowe zupełne.
Gdyby κ(E) = E′′, to zgodnie z powyższą uwagą i twierdzeniem 3.4.1 prze-
strzeń E musi być zupełna. Wobec tego, jeśli E′′ = κ(E), to E jest przestrzenią
Banacha. W związku z tą uwagą nasuwa się pytanie: Jakie warunki musi spełniać
przestrzeń Banacha E, aby E′′ = κ(E)? Odpowiedź na nie jest trudna; udzielimy
jej później. Przestrzenie Banacha mające tę własność są ważne dla zastosowań.
Definicja 3.4.1. Mówimy, że przestrzeń Banacha E jest przestrzenią refleksywną,
gdy E′′ = κ(E).
Niech H będzie przestrzenią Hilberta, a H ′ – przestrzenią sprzężoną do H .
Zgodnie z twierdzeniem 3.4.1, H ′ jest przestrzenią zupełną. Z twierdzenia 2.5.1
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wynika, że dla każdego x′ ∈ H ′ istnieje dokładnie jeden element σ(x′) ∈ H taki, że
x′(x) = 〈x, σ(x′)〉H dla x ∈ H (3.4.3)
oraz
‖x′‖H′ = ‖σ(x′)‖H . (3.4.4)
Rozważmy teraz odwzorowanie σ : H ′ → H określone równością (3.4.3). Łatwo
można sprawdzić, że
σ(x′ + y′) = σ(x′) + σ(y′) i σ(λx′) = λσ(x′).
Z równości (3.4.4) wynika, że σ jest izometrią. Na iloczynie kartezjańskim H ′×H ′
określamy funkcję 〈·, ·〉H′ przyjmując
〈x′, x′1〉H′ := 〈σ(x′1), σ(x′)〉H . (3.4.5)
Można sprawdzić, że funkcja 〈·, ·〉H′ jest iloczynem skalarnym dla przestrzeni H ′.
Pokażemy teraz, że
‖x′‖2H′ = 〈x′, x′〉H′ . (3.4.6)
Rzeczywiście, zgodnie z (3.4.4), mamy
〈x′, x′〉H′ = 〈σ(x′), σ(x′)〉H = ‖σ(x′)‖2H = ‖x′‖2H′ .
Zatem H ′ wyposażona w iloczyn skalarny 〈·, ·〉H′ jest przestrzenią Hilberta.
Twierdzenie 3.4.3. Każda przestrzeń Hilberta jest przestrzenią refleksywną.
Dowód. Niech x′′1 ∈ H ′′, wtedy
x′′1 (x
′) = 〈x′, σ(x′′1 )〉H′ dla x′ ∈ H ′.
Przyjmijmy σ(x′′1 ) =: x
′
1, zatem
x′′1 (x
′) = 〈x′, x′1〉H′ dla x′ ∈ H ′.
Zgodnie z (3.4.5), zachodzi
x′′1 (x
′) = 〈σ(x′1), σ(x′)〉H dla x′ ∈ H ′.
Niech σ(x′1) =: x1, wtedy
x′′1 (x
′) = 〈x1, σ(x′)〉H dla x′ ∈ H ′.
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Stąd, na podstawie (3.4.3), mamy
x′′1 (x
′) = x′(x1) = κx1(x′) dla x′ ∈ H ′.
W ten sposób dla x′′1 ∈ H ′′ wyznaczyliśmy element x1 ∈ H taki, że x′′1 (x′) =
κx1(x′) dla x′ ∈ H ′. Wobec tego κ(H) = H ′′. 
Aby przybliżyć treść pojęcia refleksywność, podamy dwa przykłady.
Przykład 3.4.1. l2 jest przestrzenią refleksywną.
Przestrzeń l2 jest szczególnym przypadkiem przestrzeni lp, 1 ¬ p < ∞. Nie-
równości Höldera i Minkowskiego udowodnione dla całek w rozdz. 2.6 są również
prawdziwe dla szeregów:
∞∑
n=1
|xnyn| ¬
( ∞∑
n=1
|xn|p
)1/p( ∞∑
n=1
|yn|q
)1/q
, (3.4.7)
gdzie 1 < p, q <∞, 1/p + 1/q = 1 oraz
( ∞∑
n=1
|xn + yn|p
)1/p ¬ ( ∞∑
n=1
|xn|p
)1/p
+
( ∞∑
n=1
|yn|p
)1/p
, (3.4.8)
gdy p ­ 1. Niech
lp :=
{
x : x = (x1, x2, . . . ), xn ∈ C i
∞∑
n=1
|xn|p <∞
}
, 1 ¬ p <∞,
oraz
l∞ :=
{
x : x = (x1, x2, . . . ), xn ∈ C i sup
n∈N
|xn| <∞
}
.
Z nierówności (3.4.7) i (3.4.8) wynika, że zbiory lp ze względu na zwykłe dodawanie
ciągów i mnożenie przez liczby są przestrzeniami liniowymi. Funkcje ‖ · ‖lp ,
‖x‖lp :=
( ∞∑
n=1
|xn|p
)1/p
dla x = (x1, x2, . . . ),
gdy 1 ¬ p <∞ oraz
‖x‖l∞ := sup
n∈N
|xn| dla x = (x1, x2, . . . ),
gdy p =∞, są normami. Łatwo można również udowodnić, że przestrzeń liniowa lp
ze względu na normę ‖ · ‖lp jest przestrzenią zupełną dla 1 ¬ p ¬ ∞.
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Przedstawimy teraz twierdzenie reprezentacyjne dla ciągłych funkcjonałów li-
niowych na przestrzeni lp, 1 ¬ p <∞.
Twierdzenie 3.4.4. Dla dowolnego x′ ∈ (lp)′, 1 ¬ p < ∞, istnieje element
y ∈ lq, y = (y1, y2, . . . ), 1/p + 1/q = 1 taki, że
x′(x) =
∞∑
n=1
xnyn, x = (x1, x2, . . . ) ∈ lp (3.4.9)
oraz
‖x′‖(lp)′ = ‖y‖lq . (3.4.10)
Dowód. Niech ek = (0, . . . , 0, 1, 0 . . . , 0) (1 na k-tym miejscu), x = (x1, x2, . . . )
i xn =
n∑
k=1
xkek. Zauważmy, że dla każdego  > 0 istnieje n0 ∈ N takie, że
‖x− xn‖lp <  dla n > n0. (3.4.11)
Dla x′ ∈ (lp)′ mamy
x′(xn) =
n∑
k=1
xkx
′(ek)→ x′(x).
Stąd otrzymujemy następującą reprezentację dla x′ ∈ (lp)′:
x′(x) =
∞∑
n=1
xnyn, gdzie yn := x′(en). (3.4.12)
Pokażemy teraz, że y = (y1, y2, . . . ) ∈ lq, gdzie 1p + 1q = 1. Dla p = 1 mamy
|yn| = |x′(en)| ¬ ‖x′‖(l1)′‖en‖l1 = ‖x′‖(l1)′ ,
zatem y ∈ l∞ oraz ‖y‖l∞ ¬ ‖x′‖(l1)′ . Jednakże
|x′(x)| ¬
∞∑
n=1
|xnyn| ¬ ‖y‖l∞‖x‖l1 , a więc ‖y‖l∞ ­ ‖x′‖(l1)′ .
Ostatecznie mamy (3.4.10) dla p = 1. Załóżmy teraz, że 1 < p < ∞. Dla x′ = 0
nasze twierdzenie jest oczywiste. Przypuśćmy, że x′ 6= 0. Ponieważ dla każdego
x ∈ lp mamy x = lim
n→∞x
n, zatem x′(ek0) 6= 0 dla pewnego k0 ∈ N. Załóżmy, że
n > k0 i przyjmijmy
zn :=
( n∑
k=1
|yk|q
)−1/p · n∑
k=1
yk|yk|q−2ek, 1
p
+
1
q
= 1.
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Łatwo można sprawdzić, że ‖zn‖lp = 1. Zauważmy, że
x′(zn) =
( n∑
k=1
|yk|q
)−1/p · n∑
k=1
yk|yk|q−2yk
=
( n∑
k=1
|yk|q
)−1/p · n∑
k=1
|yk|q =
( n∑
k=1
|yk|q
)1/q
.
Zatem
|x′(zn)| =
( n∑
k=1
|yk|q
)1/q ¬ ‖x′‖(lp)′‖zn‖lp = ‖x′‖(lp)′ .
Wobec tego y ∈ lq oraz ‖y‖lq ¬ ‖x′‖(lp)′ . Na podstawie (3.4.12) i (3.4.7) mamy
‖y‖lq ­ ‖x′‖(lp)′ . Stąd otrzymujemy (3.4.10). 
Przykład 3.4.2. Zauważmy, że powyższej metody nie można zastosować w przy-
padku przestrzeni l∞, bo nie zachodzi warunek (3.4.11), gdy p = ∞. Twierdzenie
reprezentacyjne dla x′ ∈ (l∞)′ ma zupełnie inną postać ([21]). Mimo że nie wyzna-
czyliśmy tu struktury przestrzeni (l∞)′, pokażemy, że przestrzeń l1 jest przestrzenią
nierefleksywną. W tym celu rozważmy podprzestrzeń c0 postaci
c0 = {x : x = (x1, x2, . . . ), xn ∈ C i lim
n→∞xn = 0}
przestrzeni l∞. Łatwo można zauważyć, że c0 6= l∞, i że c0 jest domkniętą podprze-
strzenią przestrzeni l∞. Na podstawie twierdzenia 3.2.2 istnieje funkcjonał liniowy
x′0 ∈ (l∞)′ taki, że x′0(x) = 0 dla x ∈ c0 i x′0(x0) 6= 0 dla pewnego x0 /∈ c0.
Pokażemy teraz, że funkcjonał x′0 /∈ κ(l1). Przypuśćmy, że x′0 ∈ κ(l1). Wtedy
x′0(x) =
∞∑
n=1
xnyn
dla pewnego y = (y1, y1, . . . ) ∈ l1 i x = (x1, x2, . . . ) ∈ l∞. Ponieważ en ∈ c0,
więc x′0(en) = 0. Stąd wynika, że yn = 0 dla dowolnego n ∈ N. Wobec tego
otrzymujemy sprzeczność, bo x′0 6= 0, zatem l1 nie jest przestrzenią refleksywną.
3.5. Zadania
3.5.1. NiechE będzie przestrzenią liniową unormowaną i niech x ∈ E. Udowodnić,
że ‖x‖ = sup
x′∈E′, ‖x′‖E′=1
|x′(x)|.
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3.5.2. Niech E będzie przestrzenią liniową unormowaną i niech x0 ∈ E. Załóżmy,
że dla x′ ∈ E′, ‖x′‖E′ = 1, zachodzi nierówność ‖x′(x0)‖ ¬ 1. Udowodnić, że
‖x0‖ ¬ 1.
3.5.3. Niech E będzie przestrzenią liniową unormowaną oraz T ∈ L(E,E). Udo-
wodnić, że ‖T‖L(E,E) = sup
x∈E, x′∈E′, ‖x‖E=1, ‖x′‖E′=1
|x′(Tx)|.
3.5.4. Udowodnić, że jeśli E jest nieskończenie wymiarową przestrzenią liniową
unormowaną, to E′ jest również nieskończenie wymiarową przestrzenią liniową.
3.5.5. Niech E będzie przestrzenią unormowaną, aM – podzbiorem przestrzeni E.
Udowodnić, że zbiór polarny M0 := {x′ : x′ ∈ E′ i |x′(x)| ¬ 1 dla x ∈ M} jest
zbiorem domkniętym i wypukłym w przestrzeni E′.
3.5.6. Przestrzeń unormowaną E nazywamy przestrzenią ośrodkową, gdy istnieje
taki przeliczalny zbiór A ⊂ E, że A = E.
Pokazać, że jeśli E jest przestrzenią unormowaną i E′ jest przestrzenią ośrod-
kową, to E jest również przestrzenią ośrodkową.
3.5.7. Niech E będzie przestrzenią Banacha i niech E0 ⊂ E będzie domknię-
tą podprzestrzenią liniową przestrzeni E. Element x ∈ E nazywamy elementem
-prostopadłym do podprzestrzeni E0, gdy dla y ∈ E0 zachodzi nierówność
‖x + y‖ ­ (1− )‖x‖.
Udowodnić, że dla  > 0 i dowolnej właściwej domkniętej podprzestrzeni liniowejE0
przestrzeni E istnieje -prostopadły element x 6= 0 do tej podprzestrzeni.
3.5.8. Niech E będzie przestrzenią liniową unormowaną i niech K będzie pod-
zbiorem przestrzeni E. Przyjmijmy K⊥ := {x′ ∈ E′ : x′(x) = 0 dla x ∈ K}.
Udowodnić, że:
a) K⊥ jest domkniętą podprzestrzenią przestrzeni E′,
b) K⊥ = {0} wtedy i tylko wtedy, gdy linK = E.
3.5.9. Uzasadnić, że L1(R) nie jest przestrzenią refleksywną.
3.5.10. Pokazać, że jeśli E jest refleksywną przestrzenią Banacha, to każdy ciągły
funkcjonał liniowy osiąga normę na kuli jednostkowej przestrzeni E.
3.5.11. Niech 0 < |a| < 1. Udowodnić, że w przestrzeni lp, 1 ¬ p <∞, elementy
xk = (1, ak, a2k, . . . , ank, . . . ), k ∈ N, tworzą zbiór liniowo gęsty.
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3.5.12. Wyznaczyć przestrzeń sprzężoną do przestrzeni c0.
3.5.13. Wyznaczyć przestrzeń sprzężoną do przestrzeni lp, 0 < p < 1.
3.5.14. Niech E będzie przestrzenią unormowaną, a F – przestrzenią Banacha.
Udowodnić, że przestrzeń L(E,F ) jest przestrzenią Banacha.
3.5.15. Niech E będzie przestrzenią Banacha, a odwzorowanie f : [a, b] → E –
funkcją ciągłą. Symbolem
b∫
a
f(t)dt będziemy oznaczać całkę Riemanna funkcji f
na przedziale [a, b]. Udowodnić, że jeśli
τ∫
a
f(t)dt = 0 dla każdego τ ∈ [a, b], to
f(τ ) = 0 dla każdego τ ∈ [a, b].
3.5.16. Niech zbiór {ei : i ∈ N} będzie układem ortonormalnym w przestrzeni
HilbertaH . Pokazać, że dla każdego elementu x ∈ H szereg
∞∑
i=1
〈x, ei〉ei jest zbieżny
bezwarunkowo.
3.5.17. Jeżeli µ jest rzeczywistym funkcjonałem liniowym na zespolonej prze-
strzeni liniowej E, to Λ(·) = µ(·)− ıµ(ı·) jest zespolonym funkcjonałem liniowym
na przestrzeni E; jeśli Λ jest zespolonym funkcjonałem liniowym na przestrzeni E,
to Λ(·) = <Λ(·)− ı<Λ(ı·)
R o z d z i a ł 4
Twierdzenie Baire’a i jego zastosowania
4.1. Twierdzenie Baire’a
Niech X będzie przestrzenią metryczną z metryką ρ.
Definicja 4.1.1. Mówimy, że zbiór A ⊂ X jest zbiorem nigdziegęstym w prze-
strzeni X , gdy domknięcie A zbioru A w X nie zawiera żadnego niepustego zbioru
otwartego.
Niech A będzie zbiorem nigdziegęstym w przestrzeni metrycznej X , wtedy
dopełnienie Ac zbioru A do przestrzeni X ma następującą własność: każda kula
otwarta Br(x), x ∈ X , r > 0, zawiera punkty zbioru Ac. To oznacza, że zbiór Ac
jest zbiorem gęstym w przestrzeni X .
Twierdzenie 4.1.1 (Baire’a). Niech Gn, n = 1, 2, . . . , będą zbiorami otwar-
tymi i gęstymi w przestrzeni metrycznej zupełnej X, wtedy zbiór
G =
∞⋂
n=1
Gn
jest również zbiorem gęstym w przestrzeni X.
Dowód. Niech Br1(x1) będzie dowolną kulą otwartą w X . Pokażemy, że zawiera
ona punkty zbioru G. Ponieważ G1 i Br1(x1) są zbiorami otwartymi i G1 jest
zbiorem gęstym w X , istnieje kula Br2(x2) taka, że
Br2(x2) ⊂ Br1(x1) ∩G1.
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Analogicznie istnieje kula Br3(x3) taka, że
Br3(x3) ⊂ Br2(x2) ∩G2.
Indukcyjnie można skonstruować ciąg kul otwartych Brk(xk), k ­ 2, takich, że
Brk(xk) ⊂ Brk−1(xk−1) ∩Gk−1.
Możemy również założyć, że lim
n→∞ rn = 0. Zatem ciąg {xn} jest ciągiem Cau-
chy’ego. Ponieważ X jest przestrzenią zupełną, istnieje x ∈ X takie, że lim
n→∞xn =
x. Zauważmy, że x musi należeć do każdej kuli Brn(xn), jak również do każdego
zbioru Gn, n = 1, 2, . . . Zatem x ∈ G. 
Z twierdzenia 4.1.1 jako wniosek otrzymujemy następujące
Twierdzenie 4.1.2. Przestrzeń metryczna zupełna X nie jest przeliczalną
sumą zbiorów domkniętych nigdziegęstych.
Dowód. Przypuśćmy, że
X =
∞⋃
n=1
Fn, Fn = Fn
i Fn jest zbiorem nigdziegęstym dla n = 1, 2, . . . Wtedy
∞⋂
n=1
F cn = ∅. (4.1.1)
Ale zbiory F cn są zbiorami otwartymi i gęstymi w X , zatem – zgodnie z twierdze-
niem Baire’a – nie zachodzi (4.1.1). Tym stwierdzeniem kończymy dowód naszego
twierdzenia. 
4.2. Operatory algebraiczne i lokalnie algebraiczne
w przestrzeniach Banacha
Definicja 4.2.1. Niech E będzie przestrzenią liniową nad ciałem K liczb rzeczy-
wistych lub zespolonych, a symbol K[ ξ ] niech oznacza pierścień wielomianów nad
ciałemK. Mówimy, że operator liniowy T : E → E jest operatorem algebraicznym,
gdy istnieje wielomian P ∈ K[ ξ ], P 6= 0, taki, że P (T )x = 0 dla x ∈ E.
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Analogicznie mówimy, że operator liniowy T : E → E jest operatorem lokalnie
algebraicznym, gdy dla każdego elementu x ∈ E istnieje wielomian P ∈ K[ ξ ],
P 6= 0, taki, że P (T )x = 0.
Twierdzenie 4.2.1. Jeśli E jest przestrzenią Banacha, a T : E → E – cią-
głym operatorem liniowym lokalnie algebraicznym, to T jest operatorem alge-
braicznym.
Dowód. Niech Ek będzie zbiorem wszystkich elementów x przestrzeni E takich,
że P (T )x = 0 dla pewnego niezerowego wielomianu P ∈ K[ ξ ], którego stopień
jest niższy lub równy k. Pokażemy, że Ek jest zbiorem domkniętym w E. Niech
xn ∈ Ek, n = 1, 2, . . . i xn → x. Pokażemy, że x ∈ Ek. Niech
Pn(ξ) = aknξ
k + ak−1,nξk−1 + . . . + a1nξ + a0n
i Pn(T )xn = 0. Możemy założyć, że |ain| ¬ 1 dla i = 0, . . . , k, n = 1, 2, . . .
Możemy również założyć (przechodząc ewentualnie do podciągów), że lim
n→∞ ain =
ai dla i = 0, . . . , k. Ponieważ T jest operatorem liniowym i ciągłym,
0 = aknT
kxn + ak−1,nT k−1xn + . . . + a1nTxn + a0nxn
→ akT kx + ak−1T k−1x + . . . + a1Tx + a0x.
Stąd wynika, że P (T )x = 0, gdzie P (ξ) = akξk + ak−1ξk−1 + . . . + a1ξ + a0.
Wobec tego x ∈ Ek. Zauważmy, że
E =
∞⋃
k=1
Ek.
Stąd, na podstawie twierdzenia 4.1.2, wnioskujemy, że przynajmniej jeden ze zbio-
rów Ek zawiera kulę otwartą Br(x). Niech tym zbiorem będzie zbiór Ek0 . Oczywi-
ście, Br(x) = x+Br(0). Załóżmy teraz, że y jest dowolnym elementem przestrzeni
E, wtedy λy ∈ Br(0) dla pewnego λ ∈ K. Stąd x + λy ∈ Br(x) ⊂ Ek0 . Wo-
bec tego istnieją wielomiany niezerowe Q i R stopnia k0 lub niższego takie, że
Q(T )(x + λy) = 0 i R(T )x = 0. Zauważmy, że Q(T )R(T )y = 0. Stąd wynika, że
dla każdego elementu y ∈ E istnieje wielomian niezerowy P stopnia n = 2k0 lub
niższego taki, że P (T )y = 0.
Pokażemy teraz, że istnieje wielomian P stopnia n taki, że P (T )x = 0 dla
x ∈ E. W tym celu przypomnimy ważny fakt dotyczący operatorów liniowych
w skończenie wymiarowych przestrzeniach liniowych.
NiechE będzie skończenie wymiarową przestrzenią liniową nad ciałemK, a T :
E → E – operatorem liniowym. Zauważmy, że zbiór wielomianów
IE := {P : P (T )x = 0 dla x ∈ E, P ∈ K[ ξ ]}
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jest ideałem w pierścieniu K[ ξ ]. Analogicznie, zbiór wielomianów
Ix := {P : P (T )x = 0, P ∈ K[ ξ ]}
jest również ideałem w pierścieniu K[ ξ ]. Oczywiście, IE ⊂ Ix dla każdego x ∈ E.
Niech PE będzie generatorem ideału IE (wielomianem minimalnym operatora T
w E), a Px – generatorem ideału Ix. W algebrze liniowej dowodzi się, że istnieje
element x ∈ E taki, że Px = PE ([17]).
Teraz będziemy mogli zakończyć dowód naszego twierdzenia. Niech x0 będzie
elementem przestrzeni E i Px0 takim wielomianem stopnia n, że Px0(T )x0 = 0
oraz R(T )x0 6= 0, gdy stopień R < n i R nie jest wielomianem zerowym. Niech x
będzie dowolnym elementem przestrzeni E oraz
Ex = lin{x0, x, Tx0, Tx, T 2x0, T 2x, . . . }.
Ponieważ T jest operatorem liniowym lokalnie algebraicznym, Ex jest przestrzenią
skończenie wymiarową i niezmienniczą ze względu na operator T . Niech x ∈ Ex
będzie takim elementem przestrzeni Ex, że
Px = PEx ,
gdzie PEx jest minimalnym wielomianem operatora T w Ex. Pokażemy, że wie-
lomian PEx dzieli wielomian Px0 . Ponieważ dla każdego elementu x ∈ E istnieje
wielomian P ∈ K[ ξ ] stopnia n lub niższego taki, że P (T )x = 0, więc z poprzednich
rozważań wynika, że wielomian minimalny PEx operatora T w przestrzeni Ex ma
również stopień n lub niższy. Stąd mamy Px0 = QPEx +R, gdzie stopień R < n.
Wobec tego
Px0(T )x0 = Q(T )PEx(T )x0 +R(T )x0.
Zatem Px0 = QPEx , gdzie Q jest wielomianem niezerowym. Przyjmijmy P := Px0 .
Ostatecznie mamy P (T )x = 0. Ponieważ x jest dowolnym elementem przestrzeni
E, zatem P (T )x = 0 dla x ∈ E. 
4.3. Twierdzenie Banacha–Steinhausa
Niech E1 i E2 będą przestrzeniami liniowymi, a ‖ · ‖E1 i ‖ · ‖E2 – ich normami.
Niech Φ będzie rodziną funkcji ϕ : E1 → E2.
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Definicja 4.3.1. Mówimy, że rodzina Φ jest punktowo ograniczona, gdy∧
x∈E1
∨
Mx>0
∧
ϕ∈Φ
‖ϕ(x)‖E2 ¬Mx.
Definicja 4.3.2. Niech Φ będzie rodziną liniowych operatorów T : E1 → E2
ograniczonych. Mówimy, że rodzina Φ jest jednostajnie ograniczona, gdy∨
M>0
∧
T∈Φ
‖T‖L(E1,E2) ¬M.
Twierdzenie 4.3.1 (Banacha–Steinhausa). Niech E1 będzie przestrzenią Ba-
nacha i E2 przestrzenią liniową unormowaną. Załóżmy, że rodzina Φ opera-
torów liniowych T : E1 → E2 ograniczonych jest punktowo ograniczona, wtedy
jest ona jednostajnie ograniczona.
Dowód. Niech Ak = {x : ‖Tx‖E2 ¬ k dla T ∈ Φ}. Ponieważ rodzina Φ jest
punktowo ograniczona,
E1 =
∞⋃
k=1
Ak.
Zauważmy, że zbiory Ak są zbiorami domkniętymi w przestrzeni E1. Rzeczywiście,
niech xn ∈ Ak dla n ∈ N i xn → x w przestrzeni E1, zatem
‖Txn‖E2 = (‖ · ‖E2 ◦ T )(xn)→ (‖ · ‖E2 ◦ T )(x),
bo ‖·‖ i T są funkcjami ciągłymi. Ponieważ ‖Txn‖E2 ¬ k dla T ∈ Φ, to ‖Tx‖E2 ¬
k, wobec tego x ∈ Ak. Na podstawie twierdzenia 4.1.2 wnioskujemy, że istnieje kula
otwarta Br(x0) ⊂ Ak0 dla pewnego k0 ∈ N. Oczywiście, x0 − Br(x0) = Br(0).
Niech x ∈ Br(0), wtedy x = x0 − y, y ∈ Br(x0). Stąd
‖Tx‖E2 ¬ ‖Tx0‖E2 + k0 =:M.
Zatem prawdziwa jest następująca implikacja:
‖x‖E1 ¬ 1⇒ ‖Tx‖E2 ¬Mr−1 dla T ∈ Φ.
Stąd wynika, że ‖T‖L(E1,E2) ¬Mr−1 dla T ∈ Φ. 
Definicja 4.3.3. Niech E1 i E2 będą przestrzeniami liniowymi, a ‖ · ‖E1 i ‖ · ‖E2
ich normami. Niech Φ oznacza rodzinę funkcji ϕ : E1 → E2. Mówimy, że rodzina
Φ jest jednakowo ciągła w punkcie x0 ∈ E1, gdy
4.3. Twierdzenie Banacha–Steinhausa 97∧
>0
∨
δ>0
∧
ϕ∈Φ
∧
x∈E1
(‖x− x0‖E1 < δ ⇒ ‖ϕ(x)− ϕ(x0)‖E2 < ).
Załóżmy teraz, że elementami rodziny Φ są operatory liniowe T : E1 → E2.
Zauważmy, że w tym przypadku rodzina Φ jest jednakowo ciągła w każdym punkcie
x ∈ E1, gdy jest jednakowo ciągła w punkcie x = 0. Warunek:
‖T‖L(E1,E2) ¬M dla T ∈ Φ
można zapisać w postaci
‖Tx‖E2 ¬M‖x‖E1 dla T ∈ Φ i x ∈ E1.
Łatwo można sprawdzić, że ten warunek jest równoważny jednakowej ciągłości ro-
dziny Φ w punkcie x = 0. Na podstawie tych uwag twierdzenie 4.3.1 można sfor-
mułować w inny sposób.
Twierdzenie 4.3.2. Niech E1 będzie przestrzenią Banacha, E2 – przestrzenią
liniową unormowaną, a Φ – rodziną ciągłych operatorów liniowych T : E1 →
E2 punktowo ograniczoną, wtedy rodzina Φ jest jednakowo ciągła w każdym
punkcie x ∈ E1.
Twierdzenie 4.3.3. Niech E1 będzie przestrzenią Banacha, a E2 – prze-
strzenią liniową unormowaną. Symbolami ‖ · ‖E1 i ‖ · ‖E2 oznaczamy normy
w tych przestrzeniach. Załóżmy, że ciąg {Tn} ciągłych operatorów liniowych
Tn : E1 → E2 jest zbieżny w każdym punkcie x ∈ E1 do funkcji T . Wtedy T
jest również ciągłym operatorem liniowym.
Dowód. Łatwo można sprawdzić, że T jest operatorem liniowym, i że rodzina
{Tn : n ∈ N} jest punktowo ograniczona. Zgodnie z twierdzeniem 4.3.2, jest ona
jednakowo ciągła. Wobec tego dla każdego  > 0 istnieje δ > 0 takie, że
‖x‖E1 < δ ⇒ ‖Tnx‖E2 <  dla n = 1, 2, . . .
Stąd
‖x‖E1 < δ ⇒ ‖Tx‖E2 ¬ .
Ostatnia implikacja oznacza, że T jest operatorem ciągłym dla x = 0. Ponieważ T
jest operatorem liniowym, jest on ciągły w każdym punkcie x ∈ E1. 
Dla zastosowań pożyteczne jest następujące
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Twierdzenie 4.3.4. Niech E1 i E2 będą przestrzeniami Banacha, ‖ · ‖E1
i ‖·‖E2 – ich normami, a {Tn : E1 → E2 : n ∈ N} – rodziną ciągłych operatorów
liniowych. Ciąg {Tn} jest zbieżny do pewnego operatora liniowego T : E1 → E2
w każdym punkcie przestrzeni E1 wtedy i tylko wtedy, gdy:
(i) rodzina {Tn : n ∈ N} jest jednakowo ciągła,
(ii) ciąg {Tnx} jest ciągiem Cauchy’ego dla x ∈ A oraz linA = E1.
Dowód. Konieczność warunku (ii) jest oczywista. Konieczność warunku (i) wyni-
ka z twierdzenia 4.3.2. Podamy teraz dowód warunku dostatecznego. Łatwo zauwa-
żyć, że jeśli zachodzi (ii), to ciąg {Tnx} jest ciągiem Cauchy’ego dla x ∈ linA. Na
podstawie (i) otrzymujemy
‖Tnx‖E2 <

3
dla ‖x‖E1 < δ i n = 1, 2, . . .
Niech x ∈ E1, wtedy – zgodnie z (ii) – istnieje x1 ∈ linA takie, że
‖x− x1‖E1 < δ i ‖Tnx1 − Tmx1‖E2 <

3
dla n,m > n0.
Stąd otrzymujemy
‖Tnx− Tmx‖E2 ¬ ‖Tn(x− x1)‖E2 + ‖Tnx1 − Tmx1‖E2 + ‖Tm(x1 − x)‖E2 ¬ 
dla n,m > n0. Ponieważ E2 jest przestrzenią zupełną, dla każdego x ∈ E1 mamy
lim
n→∞Tnx =: Tx.
Z twierdzenia 4.3.3 wnioskujemy, że T jest operatorem liniowym i ciągłym. 
4.4. Odwzorowania otwarte
Definicja 4.4.1. NiechX będzie przestrzenią metryczną. Zbiór A ⊂ X będziemy
nazywać zbiorem pierwszej kategorii Baire’a, gdy
A =
∞⋃
n=1
An,
gdzie An są zbiorami nigdziegęstymi w X . Zbiór A ⊂ X , który nie jest zbiorem
pierwszej kategorii Baire’a, będziemy nazywać zbiorem drugiej kategorii Baire’a.
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Twierdzenie 4.1.2 mówi, że przestrzeń metryczna zupełna jest zbiorem drugiej
kategorii Baire’a.
Niech E1 i E2 będą przestrzeniami liniowymi unormowanymi, a ‖·‖E1 i ‖·‖E2 –
ich normami. Oznaczmy symbolemBE1r (x0) kulę otwartą w przestrzeniE1 o środku
w punkcie x0 i promieniu r. Analogicznie, niech symbol BE2r (y0) oznacza kulę
otwartą w przestrzeni E2 o środku y0 i promieniu r.
Lemat 4.4.1. Jeśli T : E1 → E2 jest operatorem liniowym i T (E1) jest zbio-
rem drugiej kategorii Baire’a w przestrzeni E2, to istnieje r > 0 takie, że
T (BE11 (0)) ⊃ BE2r (0). (4.4.1)
Dowód. Zauważmy, że
T (E1) =
∞⋃
n=1
T (BE1n (0)).
Ponieważ zbiór T (E1) jest zbiorem drugiej kategorii Baire’a w przestrzeni E2, ist-
nieje n, y0 i r′ > 0 takie, że
T (BE1n (0)) ⊃ BE2r′ (y0) = y0 +BE2r′ (0).
Zbiór T (BE1n (0)) jest zbiorem absolutnie wypukłym. Zatem
−y0 +BE2r′ (0) ⊂ T (BE1n (0)).
Niech y ∈ BE2r′ (0), wtedy
(y0 + y) + (−y0 + y)
2
∈ T (BE1n (0)).
Wobec tego BE2r′ (0) ⊂ T (BE1n (0)). Stąd wynika, że BE2r (0) ⊂ T (BE11 (0)), gdzie
r = r′/n. 
Lemat 4.4.2. Niech E1 będzie przestrzenią Banacha, a E2 – przestrzenią
unormowaną. Załóżmy, że T : E1 → E2 jest ciągłym operatorem liniowym.
Wtedy, gdy dla pewnego r > 0 zachodzi inkluzja
T (BE11 (0)) ⊃ BE2r (0), (4.4.2)
to również zachodzi inkluzja
T (BE11 (0)) ⊃ BE2r2 (0) (4.4.3)
oraz T (E1) = E2.
100 4. Twierdzenie Baire’a i jego zastosowania
Dowód. Niech 0 = 1, k > 0 i
∞∑
k=1
k ¬ 1. Załóżmy, że y ∈ BE2r (0), wtedy
istnieje y1 ∈ T (BE11 (0)) takie, że ‖y − y1‖E2 ¬ 1r, y1 = Tx1 dla pewnego x1 ∈
BE11 (0). Biorąc pod uwagę (4.4.2), widzimy, że również jest prawdziwa inkluzja
T (BE1h (0)) ⊃ BE2h·r(0) dla h > 0.
Oczywiście, możemy założyć, że rozważane kule są kulami domkniętymi. Przyjmij-
my teraz h := 1, wtedy otrzymamy
T (BE11 (0)) ⊃ BE21·r(0) 3 y − y1.
Powtarzając poprzedni etap naszych rozważań dla elementu y − y1, wnioskujemy,
że istnieje element x2 ∈ BE11 (0) taki, że dla y2 = Tx2 będzie zachodzić nierówność‖y − (y1 + y2)‖E2 ¬ 2r. Stąd otrzymujemy
T (BE12 (0)) ⊃ BE22·r(0) 3 y − (y1 + y2).
Kontynuując to postępowanie, otrzymujemy ciągi {xn} i {yn} takie, że
xn ∈ BE1n−1(0), yn = Txn i y − (y1 + . . . + yn) ∈ BE2n·r(0).
Zatem zachodzi
‖xn‖E1 ¬ n−1 i ‖y − (y1 + . . . + yn)‖E2 ¬ nr. (4.4.4)
Ponieważ E1 jest przestrzenią zupełną, dla pewnego x ∈ E1 mamy x =
∞∑
n=1
xn.
Stąd
Tx =
∞∑
n=1
Txn =
∞∑
n=1
yn.
Biorąc pod uwagę (4.4.4), otrzymujemy Tx = y. Zauważmy, że
∞∑
n=1
‖xn‖E1 ¬ 1 +
∞∑
n=1
n ¬ 2,
zatem x ∈ BE12 (0). W ten sposób pokazaliśmy, że dla dowolnego y ∈ BE2r (0)
istnieje x ∈ BE12 (0) takie, że y = Tx. Stąd wnioskujemy, że zachodzi inkluzja
(4.4.3). Równość E2 = T (E1) jest konsekwencją tej inkluzji. 
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Definicja 4.4.2. Niech X1 i X2 będą przestrzeniami metrycznymi. Mówimy,
że funkcja T : X1 → X2 jest odwzorowaniem otwartym, gdy T (G) jest zbiorem
otwartym w przestrzeni X2 dla każdego zbioru otwartego G w przestrzeni X1.
Twierdzenie 4.4.1 (o odwzorowaniu otwartym). Niech E1 będzie przestrzenią
Banacha, a E2 – przestrzenią liniową unormowaną. Załóżmy, że odwzorowa-
nie T : E1 → E2 jest operatorem liniowym i ciągłym. Jeśli T (E1) jest zbiorem
drugiej kategorii Baire’a w przestrzeni E2, to T jest odwzorowaniem otwartym.
Dowód. W tym celu wystarczy pokazać, że dla każdego x ∈ E1 i r > 0 istnieje
r1 > 0 i T (BE1r (x)) ⊃ BE2r1 (Tx). Ponieważ T jest operatorem liniowym, wystarczy
jedynie pokazać, że istnieje r > 0 takie, że T (BE11 (0)) ⊃ BE2r (0). Na podstawie
lematu 4.4.1 istnieje r′ > 0 takie, że
T (BE11 (0)) ⊃ BE2r′ (0).
Z lematu 4.4.2 wynika, że zachodzi inkluzja
T (BE11 (0)) ⊃ BE2r′
2
(0).
Przyjmijmy r = r′/2. Tym stwierdzeniem kończymy dowód twierdzenia. 
Z twierdzenia 4.1.2 wynika, że przestrzeń metryczna zupełna jest zbiorem dru-
giej kategorii Baire’a. Stąd otrzymujemy
Twierdzenie 4.4.2. Jeśli E1 i E2 są przestrzeniami Banacha, a odwzoro-
wanie T : E1 → E2 – ciągłym suriekcyjnym operatorem liniowym, to T jest
odwzorowaniem otwartym.
Twierdzenie 4.4.3. Niech E1 i E2 będą przestrzeniami Banacha. Załóżmy,
że funkcja T : E1 → E2 jest różnowartościowym suriekcyjnym operatorem li-
niowym ciągłym. Wtedy operator T−1 jest ciągłym operatorem liniowym.
Dowód. Niech y ∈ E2 i y 6= 0. Dla
y0 :=
ry
2‖y‖E2
mamy ‖y0‖E2 = 1. Na podstawie (4.4.3) istnieje x0 ∈ BE11 (0) takie, że y0 = Tx0,
więc x0 = T−1y0. Zauważmy, że prawdziwa jest następująca implikacja:
‖y0‖E2 =
r
2
⇒ ‖T−1y0‖E1 ¬ 1.
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Podstawmy y0 = zr/2. Stąd widać, że powyższa implikacja jest równoważna na-
stępującej:
‖z‖E2 = 1⇒ ‖T−1z‖E1 ¬
2
r
.
Wobec tego ‖T−1‖L(E2,E1) ¬ 2r−1, zatem T−1 jest operatorem ograniczonym.
Liniowość operatora T−1 jest łatwa do sprawdzenia. 
Twierdzenie 4.4.4. Niech E będzie przestrzenią liniową. Na przestrzeni E
określamy normy ‖·‖1 i ‖·‖2. Załóżmy, że E jest przestrzenią zupełną względem
każdej z tych norm oraz ‖x‖1 ¬ β‖x‖2 dla x ∈ E, wtedy istnieje α > 0 takie,
że α‖x‖2 ¬ ‖x‖1 dla x ∈ E.
Dowód. Twierdzenie to jest bezpośrednim wnioskiem z poprzedniego twierdzenia,
gdy przyjmiemy T := I , I(x) := x dla x ∈ E. 
Twierdzenie 4.4.4 mówi, że normy ‖·‖1 i ‖·‖2 są równoważne (zob. zad. 1.8.25).
4.5. Twierdzenie o domkniętym wykresie
operatora liniowego
Niech E1 i E2 będą przestrzeniami liniowymi unormowanymi nad ciałem K =
R (C). Normy tych przestrzeni oznaczamy odpowiednio symbolami ‖ · ‖E1 i ‖ · ‖E2 .
Niech T będzie odwzorowaniem przestrzeni E1 w E2. Zbiór
GT = {(x, Tx) : x ∈ E1} ⊂ E1 × E2 (4.5.1)
będziemy nazywać wykresem funkcji T . W zbiorze E1 × E2 określamy strukturę
liniową, przyjmując
(x1, x2)+(y1, y2) := (x1+y1, x2+y2) dla (x1, x2) i (y1, y2) ∈ E1×E2 (4.5.2)
oraz
λ(x1, x2) := (λx1, λx2) dla (x1, x2) ∈ E1 × E2 i λ ∈ K. (4.5.3)
Na przestrzeni liniowej E1 × E2 określamy normę za pomocą równości
‖(x1, x2)‖E1×E2 := ‖x1‖E1 + ‖x2‖E2 . (4.5.4)
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Definicja 4.5.1. Mówimy, że odwzorowanie T jest domknięte, gdy zbiór (4.5.1)
jest domknięty w przestrzeni E1 × E2 wyposażonej w normę (4.5.4).
Zauważmy, że zbiór (4.5.1) jest domknięty w przestrzeni E1×E2 wtedy i tylko
wtedy, gdy jest spełniony następujący warunek:
xn → x i Txn → y ⇒ y = Tx. (4.5.5)
Twierdzenie 4.5.1 (o domkniętym wykresie). Niech E1 i E2 będą przestrzenia-
mi Banacha względem norm ‖ ·‖E1 i ‖ ·‖E2 . Jeśli T : E1 → E2 jest operatorem
liniowym domkniętym, to T jest operatorem ciągłym.
Dowód. Zauważmy, że funkcja ‖ · ‖T określona równością
‖x‖T = ‖x‖E1 + ‖Tx‖E2
dla x ∈ E1 jest normą na przestrzeni E1. Pokażemy, że E1 jest przestrzenią zupełną
względem tej normy. Rzeczywiście, niech ‖xn − xm‖T <  dla n,m > n0. Stąd
wynika, że
‖xn − xm‖E1 <  i ‖Txn − Txm‖E2 <  dla n,m > n0.
Ponieważ E1 i E2 są przestrzeniami zupełnymi, istnieją elementy x0 ∈ E1 oraz
y0 ∈ E2 takie, że lim
n→∞xn = x0 i limn→∞Txn = y0. Ponieważ T ma domknięty
wykres, Tx0 = y0. Stąd otrzymujemy
‖xn − x0‖T = ‖xn − x0‖E1 + ‖Txn − Tx0‖E2 → 0, gdy n→∞.
Wobec tego E1 jest przestrzenią zupełną względem normy ‖·‖T . Biorąc pod uwagę
twierdzenie 4.4.4 i nierówność ‖x‖E1 ¬ ‖x‖T dla x ∈ E1, wnioskujemy, że dla
pewnego β > 0 zachodzi ‖Tx‖E2 ¬ ‖x‖T ¬ β‖x‖E1 dla x ∈ E1. Zatem T jest
operatorem ciągłym. 
Przykład 4.5.1. Niech T : L1(R)→ L1(R) będzie odwzorowaniem spełniającym
warunek
T (f ∗ g) = Tf ∗ g = f ∗ Tg,
gdzie
(f ∗ g)(x) =
∫
R
f(x− y)g(y)dy.
Pokażemy, że T jest odwzorowaniem liniowym i ciągłym. Niech {δn} będzie ciągiem
jak w przykładzie 1.6.1, niech f1, f2 ∈ L1(R) oraz λ ∈ K. Wiemy, że δn ∗ f → f
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w przestrzeni L1(R). Najpierw pokażemy, że T jest funkcją jednorodną. Rzeczywi-
ście,
T (λf ∗ δn)(x) = ((λf) ∗ Tδn)(x) = λ(Tf ∗ δn)(x).
Jednakże mamy
T (λf ∗ δn)(x) = (T (λf) ∗ δn)(x).
Zatem zachodzi
λ(Tf ∗ δn)(x) = (T (λf) ∗ δn)(x).
Przechodząc do granicy ze względu na indeks n, otrzymujemy λ(Tf) = T (λf).
Pokażemy teraz, że operator T jest addytywny. Zauważmy, że
T (f + g) ∗ δn = (f + g) ∗ Tδn = f ∗ Tδn + g ∗ Tδn
= Tf ∗ δn + Tg ∗ δn = (Tf + Tg) ∗ δn.
Przechodząc do granicy ze względu na indeks n, mamy T (f + g) = Tf + Tg.
Udowodnimy, że T ma domknięty wykres. Niech fn → f w przestrzeni L1(R) oraz
Tfn → g w przestrzeni L1(R). Pokażemy, że g = Tf . Zgodnie z założeniem, mamy
następującą równość:
Tfn ∗ δν = fn ∗ Tδν . (4.5.6)
Z nierówności Younga (twierdzenie 2.7.1) ‖f ∗g‖L1(R) ¬ ‖f‖L1(R) ‖g‖L1(R) wynika
ciągłość odwzorowania
L1(R)× L1(R) 3 (f, g)→ f ∗ g ∈ L1(R). (4.5.7)
A zatem również ciągłe są odwzorowania
L1(R) 3 f → f ∗ g ∈ L1(R) dla ustalonego g ∈ L1(R) (4.5.8)
oraz
L1(R) 3 g → f ∗ g ∈ L1(R) dla ustalonego f ∈ L1(R). (4.5.9)
Przechodząc do granicy w (4.5.6), ze względu na indeks n przy ustalonym ν, otrzy-
mujemy
g ∗ δν = f ∗ Tδν = Tf ∗ δν .
Teraz, przechodząc w tej równości do granicy ze względu na indeks ν, mamy g =
Tf . Na podstawie twierdzenia 4.5.1 wnioskujemy, że T jest operatorem ciągłym.
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Twierdzenie 4.5.2. Niech E będzie przestrzenią Banacha ze względu na nor-
mę ‖ · ‖1, a ‖ · ‖2 – pewną normą określoną na E o własności ‖x‖2 ¬ β‖x‖1
dla x ∈ E i pewnego β > 0. Załóżmy, że odwzorowanie T : E → E jest od-
wzorowaniem liniowym i ciągłym względem normy ‖ · ‖2, wtedy T jest również
ciągłym odwzorowaniem względem normy ‖ · ‖1.
Dowód. Niech xn → x i Txn → y w sensie normy ‖ · ‖1. Pokażemy, że y = Tx.
Rzeczywiście, skoro xn → x w sensie normy ‖ · ‖1, więc tym bardziej xn → x
w sensie normy ‖·‖2. Ponieważ operator T jest ciągły względem normy ‖·‖2, zatem
Txn → Tx w sensie normy ‖ · ‖2, wobec tego y = Tx. W ten sposób pokazaliśmy,
że operator T ma domknięty wykres w przestrzeni E względem normy ‖ · ‖1. Na
podstawie twierdzenia 4.5.1 wnioskujemy, że operator liniowy T jest operatorem
ciagłym względem normy ‖ · ‖1. 
4.6. Zbiór punktów regularnych, rezolwenta
i widmo operatora liniowego
Niech E będzie zespoloną przestrzenią Banacha, D(T ) podprzestrzenią liniową
przestrzeni E, a odwzorowanie T : E → E – operatorem liniowym z dziedziną
D(T ). Rozważmy operator liniowy T − λI , gdzie λ ∈ C oraz Ix = x dla x ∈ E.
Definicja 4.6.1. Jeśli dla liczby λ ∈ C zachodzi równość (T−λI)D(T ) = E oraz
operator T − λI posiada operator odwrotny (T − λI)−1 ograniczony, to liczbę λ
nazywamy wartością regularną operatora T . Zbiór wszystkich wartości regularnych
operatora T nazywamy zbiorem rezolwentnym operatora T i oznaczamy symbolem
ρ(T ). Funkcję operatorową
ρ(T ) 3 λ→ R(λ, T ) := (T − λI)−1
nazywamy rezolwentą operatora T . Zbiór
σ(T ) := C \ ρ(T )
nazywamy widmem operatora T .
Twierdzenie 4.6.1. Zbiór rezolwentny ρ(T ) operatora liniowego T jest zbio-
rem otwartym w C i rezolwenta jest funkcją analityczną na zbiorze ρ(T ).
Dowód. Niech λ0 ∈ ρ(T ). Łatwo można sprawdzić, że
T − λI = (T − λ0I)− (λ− λ0)I = (T − λ0I) (I − (λ− λ0)R(λ0, T )) . (4.6.1)
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Zgodnie z definicją 4.6.1, operator R(λ0, T ) : E → D(T ) jest operatorem liniowym
ograniczonym. Niech
A := {λ : |λ− λ0| ‖R(λ0, T )‖ < 1}, (4.6.2)
wtedy szereg
I+(λ−λ0)R(λ0, T )+(λ−λ0)2R2(λ0, T )+. . .+(λ−λ0)nRn(λ0, T )+. . . =: S(λ, T )
jest zbieżny w L(E,E) dla λ ∈ A i operator S(λ, T ) : E → E, λ ∈ A, jest
liniowym operatorem ograniczonym (por. zad. 1.8.39). Zauważmy, że
S(λ, T )R(λ0, T ) = R(λ0, T )S(λ, T ) : E → E, λ ∈ A,
jest liniowym operatorem ograniczonym. Łatwo można sprawdzić, że jest on opera-
torem odwrotnym do operatora T − λI , więc λ ∈ ρ(T ). Zatem ρ(T ) jest zbiorem
otwartym w C oraz
R(λ, T ) = R(λ0, T ) + (λ− λ0)R2(λ0, T ) + (λ− λ0)2R3(λ0, T )
+ . . . + (λ− λ0)nRn+1(λ0, T ) + . . .
(4.6.3)
Stąd wnioskujemy, na podstawie twierdzenia 1.5.4, że rezolwenta R(·, T ) jest funk-
cją analityczną na ρ(T ). 
Twierdzenie 4.6.2. Jeśli E jest zespoloną przestrzenią Banacha i operator
T ∈L(E,E), to {λ : |λ| > ‖T‖} ⊂ ρ(T ).
Dowód. Zauważmy, że T −λI = −λ(I−λ−1T ) dla λ 6= 0. Zatem dla |λ| > ‖T‖
zachodzi ‖λ−1T‖ < 1. Wobec tego istnieje operator (T −λI)−1 : E → D(T ) i jest
to operator ograniczony (zob. zad. 1.7.38). 
Z twierdzenia 4.6.1 wynika, że widmo σ(T ) operatora liniowego T jest zbiorem
domkniętym. Na podstawie twierdzenia 4.6.2 wnioskujemy, że jeśli T ∈ L(E,E), to
σ(T ) ⊂ {λ : |λ| ¬ ‖T‖}.
Ogólnie, jeśli λ ∈ σ(T ), to zachodzi jeden z trzech przypadków:
(i) Operator T − λI : D(T )→ E nie jest iniekcją.
(ii) Operator T − λI : D(T )→ E jest iniekcją, ale (T − λI)D(T ) 6= E.
(iii) Operator T − λI : D(T )→ E jest iniekcją, (T − λI)D(T ) = E, ale operator
(T − λI)−1 nie jest operatorem ograniczonym.
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Uwaga 4.6.1. Z twierdzenia 4.4.3 wynika, że przypadek (iii) nie zachodzi, gdy
T ∈ L(E,E). Jeśli λ jest wartością własną operatora T , to mamy sytuację (i).
Z twierdzenia 4.6.2 wynika, że dla ograniczonego operatora liniowego T określo-
nego na przestrzeni Banacha E zbiór ρ(T ) punktów regularnych nie jest pusty. Każ-
dy operator liniowy ciągły na całej przestrzeni Banacha jest operatorem domknię-
tym. W tym przypadku również twierdzenie odwrotne jest prawdziwe. W teorii
równań różniczkowych (Abstrakcyjny Problem Cauchy’ego) rozważane operatory
liniowe nie są operatorami ciągłymi ani określonymi na całej przestrzeni Banacha.
Ta sytuacja wskazuje na potrzebę określenia operatora liniowego (również nielinio-
wego) domkniętego również wtedy, gdy D(T ) 6= E. W tym przypadku operator
liniowy domknięty T : D(T )→ E może nie być ciągły.
4.7. Operatory liniowe domknięte i domykalne
Definicje zamieszczone w rozdz. 4.5 rozszerzymy tak, by również obejmowały
przypadek, gdy funkcja T nie jest określona na całej przestrzeni E. Niech E i F
będą rzeczywistymi lub zespolonymi przestrzeniami Banacha i niech funkcje ‖ · ‖E
i ‖·‖F będą ich normami. NiechD(T ) będzie podzbiorem przestrzeni E. Rozważmy
funkcję T : D(T )→ F . Zbiór
GT = {(x, Tx) : x ∈ D(T )} ⊂ E × F (4.7.1)
będziemy nazywać wykresem funkcji T .
Definicja 4.7.1. Mówimy, że funkcja T jest domknięta, gdy zbiórGT jest zbiorem
domkniętym w iloczynie kartezjańskim E × F przestrzeni E i F wyposażonym
w normę produktową
‖( ·, · )‖E×F = ‖ · ‖E + ‖ · ‖F .
Łatwo można zauważyć, że funkcja T jest domknięta wtedy i tylko wtedy, gdy
spełniona jest następująca implikacja:
xn ∈ D(T ), ‖xn−x‖E → 0 i ‖Txn−y‖F → 0⇒ x ∈ D(T ) i y = Tx. (4.7.2)
Przykład 4.7.1. Niech E = C[a, b], T = ddx i D(T ) = C
(1)[a, b] ⊂ C[a, b].
Przestrzeń C[a, b] wyposażamy w normę
‖f‖ = sup
x∈[a,b]
|f(x)|.
Odwzorowanie T : C(1)[a, b]→ C[a, b] jest liniowym operatorem domkniętym.
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W niektórych przypadkach domknięcie GT wykresu GT funkcji T w E × F
względem normy produktowej ‖( ·, · )‖E×F nie jest wykresem funkcji. To oznacza,
że istnieją pary (x, y1) i (x, y2) ∈ GT takie, że y1 6= y2.
Niech D(T ) ⊂ D(S) ⊂ E oraz T : D(T ) → F i S : D(S) → F . Jeśli S(x) =
T (x) dla x ∈ D(T ), to mówimy, że funkcja S jest rozszerzeniem funkcji T i piszemy
T ≺ S. Zauważmy, że funkcja S jest rozszerzeniem funkcji T wtedy i tylko wtedy,
gdy GT ⊂ GS .
Definicja 4.7.2. Mówimy, że funkcja T : D(T )→ F , D(T ) ⊂ E, jest domykal-
na, gdy dla funkcji T istnieje domknięte rozszerzenie S.
Łatwo można sprawdzić, że funkcja T : D(T )→ F ,D(T ) ⊂ E, jest domykalna
wtedy i tylko wtedy, gdy dla dowolnych ciągów {x1n} i {x2n}, x1n, x2n ∈ D(T ),
prawdziwa jest implikacja
(‖x1n − x‖E → 0 i ‖x2n − x‖E → 0 oraz
‖Tx1n−y1‖F → 0 i ‖Tx2n − y2‖F → 0)⇒ y1 = y2.
(4.7.3)
Niech D(T ) ⊂ E będzie podprzestrzenią liniową, a odwzorowanie T : D(T ) → F
– operatorem liniowym. Warunek (4.7.3) jest równoważny następującemu warun-
kowi: jeśli xn ∈ D(T ), ‖xn‖E → 0 i {Txn} jest ciągiem Cauchy’ego w F , to
‖Txn‖F → 0.
Definicja 4.7.3. Jeśli funkcja T : D(T ) → F , D(T ) ⊂ E, jest domykalna, to
najmniejsze domknięte rozszerzenie funkcji T nazywamy domknięciem funkcji T
i oznaczamy symbolem T .
Oczywiście, jest prawdziwa następująca równość:
GT =
⋂
T≺S,GS=GS
GS .
Łatwo można zauważyć, że
D(T ) = {x ∈ E :
∨
{xn}
, xn ∈ D(T ), ‖xn − x‖E → 0
i ciąg {T (xn)} jest ciągiem Cauchy’ego w F }.
Wtedy zachodzi T (x) = lim
n→∞T (xn).
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Przykład 4.7.2. Niech E = F = L1(0, 1), (Tf)(x) = xf(1) i D(T ) = C[0, 1].
Pokażemy, że odwzorowanie T nie spełnia warunku (4.7.3). Rzeczywiście, niech
f1n(x) = 1 + x
n i f2n(x) = 1− xn,
wtedy f1n → 1 i f2n → 1 w przestrzeni L1(0, 1), ale (Tf1n)(x)→ 1, a (Tf2n)(x)→ 0
w przestrzeni L1(0, 1). Zatem odwzorowanie T nie jest domykalne.
Przykład 4.7.3. Niech E = L2(R) i niech T = ddx . Przyjmijmy D(T ) = D(R).
Operator T jest domykalny i D(T ) = W 12(R), gdzie W 12(R) jest przestrzenią
Sobolewa, a T – słabą pochodną (zob. rozdz. 10.4).
Twierdzenie 4.7.1. Jeśli operator liniowy T : D(T )→ E, gdzie E jest prze-
strzenią Banacha, ma niepusty zbiór ρ(T ) punktów regularnych, to T jest ope-
ratorem domkniętym.
Dowód. Niech λ ∈ ρ(T ), wtedy R(λ, T ) = (T − λI)−1 : E → D(T ) jest różno-
wartościowym operatorem ciągłym. Zgodnie z zadaniem 4.8.15, T − λI jest opera-
torem domkniętym. Stąd wynika, że T jest również operatorem domkniętym. 
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Niech X będzie zupełną przestrzenią metryczną (zob. przykład 6.1.1) z me-
tryką ρ. Funkcję Φ: X → X będziemy nazywać odwzorowaniem zwężającym, gdy
spełniony jest następujący warunek:
ρ(Φ(x1),Φ(x2)) ¬ Kρ(x1, x2) dla x1, x2 ∈ X, 0 < K < 1. (4.8.1)
Niech Φm oznacza m-tą iteratę funkcji Φ, wtedy
ρ(Φm(x1),Φ
m(x2)) ¬ Kmρ(x1, x2) dla x1, x2 ∈ X. (4.8.2)
Na podstawie nierówności trójkąta mamy
ρ(x1, x2) ¬ ρ(x1,Φ(x1)) + ρ(Φ(x1),Φ(x2)) + ρ(x2,Φ(x2)).
Uwzględniając warunek (4.8.1), otrzymujemy
ρ(x1, x2) ¬ 11−K
(
ρ(x1,Φ(x1)) + ρ(x2,Φ(x2))
)
. (4.8.3)
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Dla x1 = Φn(x) i x2 = Φm(x), zgodnie z (4.8.2) i (4.8.3), mamy
ρ(Φn(x),Φm(x)) ¬ 1
1−K
(
ρ(Φn(x),Φ(Φn(x)))
+ ρ(Φm(x),Φ(Φm(x)))
)
¬ K
n +Km
1−K ρ(x,Φ(x)).
(4.8.4)
Skoro 0 < K < 1, ciąg {Φn(x)} jest ciągiem Cauchy’ego dla dowolnego x ∈ X .
Zatem istnieje ξx ∈ X takie, że lim
n→∞Φ
n(x) = ξx, inaczej lim
n→∞ ρ(Φ
n(x), ξx) = 0.
Z nierówności (4.8.1) wynika, że funkcja Φ jest jednostajnie ciągła na X . Zatem
lim
n→∞ ρ(Φ
n+1(x), ξx) = ρ(Φ( lim
n→∞Φ
n(x)), ξx) = 0,
to jest
Φ(ξx) = ξx. (4.8.5)
Punkt ξx nazywamy punktem stałym odwzorowania Φ. Na podstawie (4.8.3) mamy
ρ(ξx1 , ξx2) = 0 dla dowolnych x1, x2 ∈ X . Zatem istnieje punkt z ∈ X taki, że
Φ(z) = z i lim
n→∞Φ
n(x) = z dla każdego x ∈ X . Powyższe rozważania można
wyrazić w postaci następującego twierdzenia.
Twierdzenie 4.8.1 (Banacha o punkcie stałym). Jeśli X jest przestrzenią
metryczną zupełną i funkcja Φ: X → X spełnia warunek (4.8.1), to istnie-
je dokładnie jeden punkt z ∈ X taki, że Φ(z) = z i dla każdego x ∈ X
lim
n→∞Φ
n(x) = z.
Niech z będzie punktem stałym odwzorowania Φ; na podstawie (4.8.3) mamy
ρ(Φn(x), z) = ρ(Φn(x),Φn(z))
¬ 1
1−K
(
ρ(Φn(x),Φn+1(x)) + ρ(z,Φ(z))
)
¬ K
n
1−Kρ(x,Φ(x)).
Ostatecznie otrzymujemy nierówność
ρ(Φn(x), z) ¬ K
n
1−Kρ(x,Φ(x)). (4.8.6)
Ustalmy punkt x ∈ X ,  > 0 i przyjmijmy ρ(Φ(x), x) = d. Z nierówności (4.8.6)
wyznaczymy n tak, aby ρ(Φn(x), z) < . Zatem element Φn(x) będzie przybliżał
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punkt stały z odwzorowania Φ z dokładnością do . Logarytmując obie strony
nierówności (4.8.6), otrzymujemy
n >
log  + log (1−K)− log d
logK
, (4.8.7)
zatem ρ(Φn(x), z) < , gdy zachodzi (4.8.7), gdzie d = ρ(Φ(x), x).
Uwaga 4.8.1. Zaprezentowany wcześniej dowód twierdzenia Banacha został za-
czerpnięty z [24].
Twierdzenie Banacha znajdzie zastosowanie w dowodzie następnego twierdze-
nia.
Twierdzenie 4.8.2 (Picarda–Lindelöfa). Niech f(·, ·) : R × R → R będzie
funkcją ciągłą na zbiorze Q = {(t, x) : |t − t0| ¬ a i |x − x0| ¬ b} i M =
sup
(t,x)∈Q
|f(t, x)|. Załóżmy, że funkcja f spełnia warunek Lipschitza względem
zmiennej x w Q, to znaczy, że istnieje L > 0 takie, że
|f(t, x1)− f(t, x2)| ¬ L|x1 − x2| (4.8.8)
dla t ∈ [t0 − a, t0 + a], x1, x2 ∈ [x0 − b, x0 + b]. Niech α < min (a, b/M, 1/L).
Wtedy problem Cauchy’ego
x′ = f(t, x), x(t0) = x0 (4.8.9)
ma dokładnie jedno rozwiązanie na przedziale [t0 − α, t0 + α].
Dowód. W przestrzeni C[t0 − α, t0 + α] wprowadzamy metrykę ρ,
ρ(x, y) = sup
|t−t0|¬α
|x(t)− y(t)|. (4.8.10)
Zbiór C[t0 − α, t0 + α] jest zupełną przestrzenią metryczną względem metryki
(4.8.10). Niech
X = {x ∈ C[t0 − α, t0 + α] : x(t0) = x0, |x(t)− x0| ¬ b dla t ∈ [t0 − α, t0 + α]}.
Zbiór X jest również zupełną przestrzenią metryczną względem metryki (4.8.10).
Pokażemy teraz, że funkcja x ∈ X jest rozwiązaniem problemu Cauchy’ego (4.8.9)
wtedy i tylko wtedy, gdy x jest punktem stałym odwzorowania Φ: X → X , gdzie
Φ(x)(t) = x0 +
t∫
t0
f(τ, x(τ ))dτ. (4.8.11)
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Rzeczywiście, załóżmy, że funkcja x ∈ X jest rozwiązaniem problemu (4.8.8), to
jest x′(t) = f(t, x(t)) dla t ∈ [t0 − α, t0 + α] oraz x(t0) = x0. Całkując powyższą
równość, otrzymujemy
Φ(x)(t) = x(t0) +
t∫
t0
f(τ, x(τ ))dτ.
Odwrotnie, niech x ∈ X będzie punktem stałym odwzorowania (4.8.11). Ponieważ
f(·, ·) : Q→ R jest funkcją ciągłą, zatem x′ jest również funkcją ciągłą, a więc
x′(t) =
d
dt
(x0 +
t∫
t0
f(τ, x(τ ))dτ ) = f(t, x(t)) oraz x(t0) = x0.
Pokażemy teraz, że Φ: X → X . Przeprowadzimy następujące oszacowanie:
sup
|t−t0|¬α
|Φ(x)(t)− x0| = sup
|t−t0|¬α
∣∣∣ t∫
t0
f(τ, x(τ ))dτ
∣∣∣
¬ sup
|t−t0|¬α
∣∣∣ t∫
t0
sup
|τ−t0|¬α
|f(τ, x(τ ))|dτ
∣∣∣ ¬ αM ¬ b.
Aby zakończyć dowód twierdzenia, wystarczy pokazać, że Φ jest odwzorowaniem
zwężającym. W tym celu wykonamy następujące oszacowanie:
ρ(Φ(x1),Φ(x2)) = sup
|t−t0|¬α
|Φ(x1)(t)− Φ(x2)(t)|
¬ sup
|t−t0|¬α
∣∣∣ t∫
t0
(f(τ, x1(τ ))− f(τ, x2(τ )))dτ
∣∣∣
¬ sup
|t−t0|¬α
∣∣∣ t∫
t0
sup
|τ−t0|¬α
|x1(τ )− x2(τ )|dτ
∣∣∣ ¬ Lαρ(x1, x2).
Zauważmy, że K := αL < 1, gdyż α < 1/L, co kończy dowód. 
Niech funkcja z ∈ X będzie punktem stałym odwzorowania Φ. Przyjmijmy
x(t) = x0 dla t ∈ [t0 − α, t0 + α]. Wtedy
Φ(x)(t) = x0 +
t∫
t0
f(τ, x0)dτ,
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więc ρ(x,Φ(x)) = sup
|t−t0|¬α
|
t∫
t0
f(τ, x0)dτ | = d = αM i K = αL. Zgodnie z (4.8.7),
mamy ρ(Φn(x), z) < , gdy n > (log  + log (1− αL) − log(αM ))/ log(αL) dla
x(t) = x0 i t ∈ [t0 − α, t0 + α].
Do badań problemów ekonomicznych często stosuje się następujące
Twierdzenie 4.8.3 (Brouwera). Niech X ⊂ Rn będzie zbiorem ograniczonym,
wypukłym i domkniętym, a funkcja Φ: X → X – odwzorowaniem ciągłym,
wtedy istnieje przynajmniej jeden punkt z ∈ X taki, że Φ(z) = z.
Teraz zastosujemy twierdzenie Brouwera do badania istnienia równowag Nasha
w „grach partnerstwa”.
Gra partnerstwa ([10] i [30])
Zespół n partnerów zakłada przedsiębiorstwo, które zamierza wytwarzać pe-
wien produkt. Każdy członek tego zespołu wkłada w przedsięwzięcie kapitał lub
inną pracę. Niech xi ∈ Ii = [ai, bi], ai < bi, i = 1, . . . , n, będzie wartością wkła-
du i-tego partnera. Liczbę xi ∈ Ii będziemy nazywać strategią i-tego partnera.
Wektor x ∈ I = I1 × · · · × In, x = (x1, . . . , xn), będziemy nazywać profilem
strategii partnerów zespołu. Każdy z partnerów będzie uzyskiwał zysk, zależny od
wkładów wszystkich uczestników zespołu. Niech ui : I → R+ będzie funkcją wy-
płat dla i-tego partnera. Załóżmy, że i-ty partner zespołu przypuszcza, że pozostali
partnerzy wybrali profil strategii x−i = (x1, . . . , xi−1, xi+1, . . . , xn) ∈ I−i =
I1 × . . .× Ii−1 × Ii+1 × . . .× In. Racjonalnym zachowaniem i-tego partnera jest
wybranie strategii xi ∈ Ii tak, aby uzyskać maksymalny zysk.
Przyjmijmy następującą definicję.
Definicja 4.8.1. Strategię xi ∈ Ii nazywamy najlepszą odpowiedzią partnera i
na profil strategii x−i ∈ I−i pozostałych partnerów, gdy spełnia warunek
ui(xi, x−i) ­ ui(ξi, x−i) dla ξi ∈ Ii, (ξi, x−i) ∈ Ii × I−i. (4.8.12)
Przyjmijmy
BRi(x−i) =
{
xi ∈ Ii : ui(xi, x−i) ­ ui(ξi, x−i) dla ξi ∈ Ii
}
.
Zbiór BRi(x−i) zawiera wszystkie najlepsze odpowiedzi na ustalony profil x−i
współpartnerów.
Definicja 4.8.2. Zbiór BRi(x−i) będziemy nazywać zbiorem najlepszych odpo-
wiedzi (best response) i-tego partnera na profil x−i pozostałych partnerów.
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Mówimy, że profil x = (x1, . . . , xn), Xi ∈ Ii, jest równowagą Nasha gry part-
nerstwa, gdy xi spełniają warunek
xi ∈ BRi(x−i) dla i = 1, . . . , n. (4.8.13)
Celem naszych rozważań jest przedstawienie twierdzeń dotyczących istnienia rów-
nowag Nasha w grach partnerskich. Aby uzyskać pozytywne wyniki na postawione
pytanie, będziemy przyjmować pewne założenia dotyczące funkcji wypłat zysku.
Na początek załóżmy, że ui ∈ C(2)(I) i przyjmijmy, że spełnione są następujące
warunki:
(i) dla każdego x−i ∈ I−i istnieje xi ∈ Ii takie, że ∂∂xiui(xi, x−i) = 0 dla i =
1, . . . , n,
(ii) ∂
2
∂x2i
ui(x) < 0 dla x ∈ I .
Warunki (i) oraz (ii) zapewniają istnienie dokładnie jednego punktu xi ∈ Ii
takiego, że funkcja ui(·, x−i), x−i ∈ I−i, ma w tym punkcie maksimum globalne,
to jest BRi(x−i) = {xi}. Stąd wynika istnienie funkcji uwikłanej ϕi : I−i → Ii,
xi = ϕi(x−i), spełniającej równość
∂
∂xi
ui(ϕi(x−i), x−i) = 0 dla x−i ∈ I−i. (4.8.14)
Z teorii funkcji uwikłanych wynika, że ϕi ∈ C(1)(I−i), i = 1, . . . , n oraz
∂
∂xj
ϕi(x−i) = −
∂2
∂xj∂xi
ui(ϕi(x−i), x−i)
∂2
∂x2i
ui(ϕi(x−i), x−i)
dla x−i ∈ I−i, i 6= j. (4.8.15)
W dalszym ciągu naszych rozważań będziemy potrzebowali jeszcze jednego założe-
nia dotyczącego funkcji ui, mianowicie
(iii) ∂
2
∂xj∂xi
ui(x) > 0 dla x ∈ I , i 6= j, i, j = 1, . . . , n.
Na podstawie założeń (i), (ii) oraz (iii) wnioskujemy, że ϕi : I−i → Ii, ϕi ∈
C(1)(I−i), jest funkcją rosnącą ze względu na każdą zmienną. Przyjmijmy
Bi =
⋃
x−i∈I−i
BRi(x−i). (4.8.16)
Z założenia (iii) wynika, Bi ⊂ Ii, Bi = [αi, βi], gdzie αi = ϕi(a−i), a−i =
(a1, . . . , ai−1, ai+1, . . . , an) oraz βi = ϕi(b−i), b−i = (b1, . . . , bi−1, bi+1, . . . , bn).
Funkcje ϕi : I−i → Ii możemy również interpretować jako funkcje ϕi : I → Ii
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niezależne od zmiennej xi, zatem ϕi(I) = Bi, i = 1, . . . , n. Rozważmy teraz funkcję
Φ: I → I , przyjmując
Φ(x) = (ϕ1(x), . . . , ϕn(x)), x ∈ I. (4.8.17)
Z przytoczonych rozważań wynika, że każdy punkt stały x = (x1, . . . , xn) odwzo-
rowania Φ jest równowagą Nasha gry partnerstwa i spełnia układ równań
∂
∂xi
ui(x) = 0, i = 1, . . . , n. (4.8.18)
Zgodnie z twierdzeniem Brouwera, prawdziwe jest następujące
Twierdzenie 4.8.4. Jeżeli funkcje ui ∈ C(2)(I) i spełniają warunki (i), (ii)
oraz (iii), to gra partnerstwa posiada przynajmniej jedną równowagę Nasha
x = (x1, . . . , xn) spełniającą układ równań (4.8.18).
Przedstawimy teraz warunki dotyczące funkcji ui zapewniające istnienie do-
kładnie jednej równowagi Nasha gry partnerstwa. W przestrzeni Rn wprowadzamy
normę ‖ · ‖,
‖x‖ = max(|x1|, . . . , |xn)|), x = (x1, . . . , xn).
Na koniec naszych rozważań przyjmijmy jeszcze jedno założenie
(iv) −
∂2
∂xj∂xi
ui(x)
∂2
∂x2
i
ui(x)
< γ dla x ∈ I , j 6= i, j, i = 1, . . . , n, gdzie (n− 1)γ < 1.
Pokażemy, że założenia (i), (ii), (iii) oraz (iv) zapewniają, że Φ: I → I jest od-
wzorowaniem zwężającym. Rzeczywiście, niech x = (x1, . . . , xn) i y = (y1, . . . , yn).
Wtedy
Φ(x)− Φ(y) = (ϕ1(x)− ϕ1(y), . . . , ϕn(x)− ϕn(y)).
Zgodnie ze wzorem Taylora, mamy
ϕi(y) = ϕi(x) +
∑
ν∈−i
∂
∂xν
ϕi(ξ)(yν − xν)
dla ξ, x−i, y−i ∈ I−i, x−i < ξ < y−i, −i = (1, . . . , i − 1, i + 1, . . . , n). Na
podstawie (iv) wnioskujemy, że
|ϕi(x)− ϕi(y)| ¬ (n− 1)γ‖x− y‖, i = 1, . . . , n.
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Ostatecznie otrzymujemy
‖Φ(x)− Φ(y)‖ ¬ (n− 1)γ‖x− y‖ dla x, y ∈ I.
Ponieważ (n − 1)γ < 1, zatem Φ jest odwzorowaniem zwężającym. Jako wniosek
z twierdzenia 4.8.1 otrzymujemy
Twierdzenie 4.8.5. Jeśli funkcje ui, i = 1, . . . , n, spełniają warunki (i), (ii),
(iii) oraz (iv), to gra partnerstwa posiada dokładnie jedną równowagę Nasha x
spełniającą układ równań (4.8.18).
Przykład 4.8.1 (Model duopolu Cournota). Niech I = I1 × I2 = [0, 4] × [0, 4]
oraz niech u1, u2 będą funkcjami wypłat, gdzie u1(x1, x2) = 2(x1 +Cx1x2)− x21
i u2(x1, x2) = 2(x2+Cx1x2)−x22. Zauważmy, że u1, u2 ∈ C(2)(I) i dla 0 ¬ C ¬
3/4 spełniają warunki (i), (ii) oraz (iii). Rozważmy układ równań
∂
∂x1
u1(x1, x2) = 2 + 2Cx2 − 2x1 = 0
∂
∂x2
u2(x1, x2) = 2 + 2Cx1 − 2x2 = 0
(4.8.19)
Układ (4.8.19) wyznacza funkcje ϕ1 i ϕ2, x1 = Cx2 + 1, x2 = Cx1 + 1. Na pod-
stawie twierdzenia 4.8.3 profil (s1, s2) =
( 1
1− C ,
1
1− C
)
jest równowagą Nasha
dla modelu duopolu Cournota. Fakt ten ilustrujemy za pomocą rysunków.
(4, 4)
(1, 0)
(0, 1)
ϕ1
ϕ2
C = 34
(s1, s2) = (4, 4)
B1 = B2 = [1, 4]
Φ(I) = [1, 4]× [1, 4]
Rysunek 1
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C = 12
(s1, s2) = (2, 2)
B1 = B2 = [1, 3]
Φ(I) = [1, 3]× [1, 3]
Rysunek 2
(4, 4)
(1, 0)
(0, 1)
ϕ2
ϕ1
C = 0
(s1, s2) = (1, 1)
B1 = B2 = {1}
Φ(I) = {(1, 1)}
Rysunek 3
(4, 4)
(1, 1)
ϕ2
ϕ1
4.9. Zadania
4.9.1. Niech E będzie przestrzenią liniową unormowaną nieskończenie wymiarową
taką, że
E =
∞⋃
n=1
En,
gdzieEn są podprzestrzeniami skończenie wymiarowymi przestrzeniE. Udowodnić,
że E nie jest przestrzenią zupełną.
4.9.2. Uzasadnić, że twierdzenie Banacha–Steinhausa jest prawdziwe, gdy prze-
strzeń argumentów odwzorowania jest zbiorem drugiej kategorii Baire’a.
Zastosować te informacje do rozwiązania następującego zadania. Załóżmy, że
f ∈ L2(−pi, pi). Przyjmijmy
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f̂(u) :=
1
2pi
pi∫
−pi
f(x)eıuxdx oraz Λn(f) :=
k=n∑
k=−n
f̂(k), n ∈ N.
a) Wykazać, że Λn są ciągłymi funkcjonałami liniowymi na przestrzeni L2(−pi, pi).
b) Niech A = {f : f ∈ L2(−pi, pi) i istnieje lim
n→∞Λn(f)}. Udowodnić, że A jest
zbiorem gęstym w L2(−pi, pi).
c) Udowodnić, że A jest zbiorem pierwszej kategorii w przestrzeni L2(−pi, pi).
4.9.3. Pokazać, że zbiór A = {f : f ∈ Lq(0, 1) i ‖f‖Lq ¬ n} jest zbiorem do-
mkniętym w Lp(0, 1), gdy 1 ¬ p < q i nie zawiera zbioru otwartego przestrzeni
Lp(0, 1).
4.9.4. Załóżmy, że szereg
∞∑
k=1
λkxk
jest zbieżny dla wszystkich x ∈ lp, gdy 1 ¬ p <∞, x = (x1, x2, . . . ). Udowodnić,
że λ ∈ lq, λ = (λ1, λ2, . . . ), przy czym 1/p+1/q = 1 dla p > 1 i q =∞ dla p = 1.
4.9.5. Niech E będzie rzeczywistą przestrzenią Banacha, a α : E×E → R – formą
dwuliniową. Załóżmy, że odwzorowania
E 3 x→ α(x, y), y – ustalone,
E 3 y → α(x, y), x – ustalone
są ciągłe. Udowodnić, że odwzorowanie
E × E 3 (x, y)→ α(x, y)
jest również ciągłe.
4.9.6. Niech T = ddt i niech D(0, 1) będzie dziedziną operatora T . Wyznaczyć
domknięcie T operatora T w przestrzeni L2(0, 1) (zob. rozdz. 10.1).
4.9.7. Niech {xi : i ∈ I} będzie podzbiorem przestrzeni unormowanej E. Pokazać,
że jeśli |x′(xi)| ¬ Mx′ dla x′ ∈ E′ oraz i ∈ I , to dla pewnego M > 0 mamy
‖xi‖E ¬M dla i ∈ I .
4.9.8. Niech E będzie nierefleksywną przestrzenią Banacha, a κ : E → E′′ wyraża
się wzorem κ(x)(x′) := x′(x) dla x ∈ E i x′ ∈ E′. Udowodnić, że zbiór κ(E) jest
zbiorem pierwszej kategorii Baire’a w przestrzeni E′′.
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4.9.9. Niech T będzie liniowym odwzorowaniem przestrzeni Banacha E w prze-
strzeń Banacha F takim, że dla y′ ∈ F ′ funkcjonał liniowy x′, x′(x) := y′(Tx),
jest ciągłym funkcjonałem na przestrzeni E. Udowodnić, że T jest odwzorowaniem
ciągłym.
4.9.10. Niech E i F będą przestrzeniami Banacha, a odwzorowanie T : E → F –
operatorem liniowym ciągłym. Załóżmy, że T (E) = T (E). Pokazać, że przestrzenie
E/ kerT i T (E) są izomorficzne algebraicznie i topologicznie.
4.9.11. Pokazać, że odwzorowanie
(Tx)(t) = x(t) +
1∫
0
es+tx(s)ds
przekształca przestrzeń C[0, 1] w przestrzeń C[0, 1], i że T jest ciągłym operatorem
liniowym. Wyznaczyć operator T−1 i wykazać, że jest on operatorem ciągłym.
4.9.12. Niech H będzie przestrzenią Hilberta, a D(T ) – podprzestrzenią liniową
przestrzeni H . Rozważmy operator liniowy T : D(T )→ H . Udowodnić, że wykres
GT = {(x, Tx) : x ∈ D(T )} operatora T jest podprzestrzenią liniową przestrzeni
H⊕H , i że elementy 0⊕x, x 6= 0, nie należą do GT . Odwrotnie, pokazać, że każda
podprzestrzeń liniowa przestrzeniH⊕H , która nie zawiera elementów postaci 0⊕x,
gdzie x 6= 0, jest wykresem pewnego operatora liniowego w przestrzeni H .
4.9.13. Pokazać, że odwzorowanie T : C[0, 1]→ C[0, 1],
(Tf)(t) =
t∫
0
f(τ )dτ,
jest ciągłym operatorem liniowym oraz równanie f − Tf = g, g ∈ C[0, 1], ma
dokładnie jedno rozwiązanie w przestrzeni C[0, 1]. Wyznaczyć operator odwrotny
do operatora I − T .
4.9.14. Niech E1 i E2 będą przestrzeniami unormowanymi, a D(T ) – podprze-
strzenią liniową przestrzeni E1. Pokazać, że wykres GT operatora liniowego T :
D(T )→ E2 jest zbiorem domkniętym w przestrzeni E1×E2 wtedy i tylko wtedy,
gdy spełniony jest następujący warunek (zob. rozdz. 4.7):
(xn ∈ D(T ), xn → x w E1 i Txn → y w E2)⇒ x ∈ D(T ) i Tx = y.
4.9.15. Niech E będzie przestrzenią unormowaną, D(T ) jej podprzestrzenią li-
niową, a T : D(T ) → E, D(T ) ⊂ E – operatorem liniowym iniekcyjnym i suriek-
cyjnym. Udowodnić, że gdy T−1 jest operatorem ciągłym, to T jest operatorem
domkniętym.
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4.9.16. Niech E będzie przestrzenią Banacha, D(T ) jej podprzestrzenią liniową,
a T : D(T ) → E – domkniętym operatorem liniowym. Pokazać, że D(T ) jest
przestrzenią zupełną względem normy ‖ · ‖T = ‖ · ‖ + ‖T · ‖.
4.9.17. Niech E będzie przestrzenią Banacha, D(T ) jej podprzestrzenią liniową,
a T : D(T ) → E – iniekcyjnym operatorem liniowym i domkniętym. Pokazać, że
R(T ) = T (D(T )) jest przestrzenią zupełną względem normy ‖ · ‖T−1 = ‖ · ‖ +
‖T−1 · ‖.
4.9.18. Niech (E, ‖ · ‖) będzie przestrzenią Banacha, a podprzestrzeń E0 ⊂ E
będzie wyposażona w normę ‖·‖0. Załóżmy, że ‖x‖ ¬ ‖x‖0 dla x ∈ E0, oraz że od-
wzorowanie identycznościowe I : (E0, ‖·‖)→ (E0, ‖·‖0) jest domykalne. Pokazać,
że uzupełnienie Ê0 przestrzeni E0 względem normy ‖·‖0 można utożsamić z pewną
podprzestrzenią przestrzeni E i scharakteryzować elementy tej podprzestrzeni.
4.9.19. Niech E będzie przestrzenią Banacha, a D(T ) będzie podprzestrzenią
liniową przestrzeni E. Załóżmy, że odwzorowanie T : D(T ) → E jest operatorem
liniowym domkniętym. PodprzestrzeńD(T ) wyposażamy w normę wykresu ‖·‖T =
‖ · ‖+ ‖T · ‖ i będziemy ją oznaczać symbolem [D(T )]. Udowodnić, że [D(T )] jest
przestrzenią zupełną. Pokazać, że operator T : [D(T )]→ E jest ciągły.
4.9.20. Niech E będzie przestrzenią Banacha, aD(S) iD(T ) – podprzestrzeniami
liniowymi przestrzeni E. Załóżmy, że odwzorowania S : D(S) → E i T : D(T ) →
E są liniowymi operatorami domkniętymi. Przyjmijmy D(V ) = D(S) ∩ D(T )
oraz V = S + T . Udowodnić, że wykres operatora V : D(V ) → E jest zbiorem
domkniętym w [D(S)]× E (zob. zad. 4.8.19).
4.9.21. Niech E będzie przestrzenią liniową unormowaną, a odwzorowania S :
D(S) → E i T : D(T ) → E, D(S) ⊂ D(T ) ⊂ E – operatorami liniowymi.
Załóżmy, że S jest operatorem domkniętym, a T – operatorem ciągłym. Udowodnić,
że S + T jest operatorem domkniętym.
4.9.22. Niech P będzie zbiorem wielomianów (P traktujemy jako podprzestrzeń
przestrzeni C[0, 1]). Niech I : P → C[0, 1], Ix = x. Udowodnić, że nie istnieje
domknięta podprzestrzeń E, P ⊂ E ⊂ C[0, 1] taka, że wykres GI = {(x, Ix) :
x ∈ P} operatora I jest zbiorem domkniętym w E×C[0, 1]. Wyznaczyć domknięcie
operatora I w przestrzeni C[0, 1].
4.9.23. NiechE i F będą przestrzeniami Banacha,D(T ) – podprzestrzenią liniową
przestrzeni E, a odwzorowanie T : D(T ) → F – ciągłym operatorem liniowym.
Udowodnić, że T jest operatorem domkniętym wtedy i tylko wtedy, gdy D(T ) =
D(T ).
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4.9.24. Niech E i F będą przestrzeniami Banacha, a D(T ) – podprzestrzenią
liniową przestrzeni E. Odwzorowanie liniowe T : D(T )→ F jest operatorem linio-
wym domkniętym wtedy i tylko wtedy, gdy [D(T )] jest przestrzenią zupełną (zob.
zad. 4.8.19).
4.9.25. NiechH będzie przestrzenią unitarną, a S, T : H → H – odwzorowaniami
spełniającymi warunek 〈Sx, y〉 = 〈x, Ty〉 dla x, y ∈ H .
a) Udowodnić, że S i T są operatorami liniowymi.
b) Pokazać, że jeśli H jest przestrzenią Hilberta, to S i T są operatorami ciągłymi.
4.9.26. Niech D(T ) = {x : x ∈ C[0, 1] i lim
t→0+
t−1x(t) < ∞}. Przyjmijmy
(Tx)(t) = t−1x(t). Pokazać, że odwzorowanie T : D(T ) → C[0, 1] jest liniowym
operatorem domkniętym.
4.9.27. Niech E będzie przestrzenią Banacha, a D(T ) – podprzestrzenią liniową
przestrzeni E. Załóżmy, że odwzorowanie T : D(T )→ E jest liniowym operatorem
domkniętym. Przyjmijmy również, że funkcje f : [a, b] → D(T ) i Tf : [a, b] → E
są ciągłe. Pokazać, że całka Riemanna
b∫
a
f(t)dt ∈ D(T ) i zachodzi równość
T
( b∫
a
f(t)dt
)
=
b∫
a
(Tf)(t)dt.
4.9.28. Niech E będzie przestrzenią liniową unormowaną. Załóżmy, że odwzoro-
wanie T : E → E jest operatorem liniowym. Udowodnić, że jeśli szereg
∞∑
k=0
T kx
jest zbieżny w przestrzeni E dla każdego x ∈ E, to operator I−T posiada operator
odwrotny (I −T )−1. Ponadto, gdy T jest operatorem ciągłym, to (I −T )E = E i
(I − T )−1x =
∞∑
k=0
T kx dla x ∈ E.
Jeśli dodatkowo założymy, że E jest przestrzenią Banacha i T jest operatorem
ciągłym, to (I − T )−1 jest również operatorem ciągłym.
4.9.29. Niech E będzie przestrzenią Banacha, T ∈ L(E,E) i ‖I − T‖ < 1.
Udowodnić, że operator T ma ciągły operator odwrotny.
4.9.30. Niech D(T ) = C(1)[0, 1]. Przyjmijmy T = ddt . Udowodnić, że odwzoro-
wanie T : C(1)[0, 1]→ C[0, 1] jest liniowym operatorem domkniętym i pokazać, że
każda liczba λ ∈ C jest wartością własną tego operatora.
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4.9.31. Niech T = ddt i D(T ) = {x : x ∈ C(1)[0, 1], x(0) = 0}. Udowodnić, że od-
wzorowanie T : D(T )→ C[0, 1] jest liniowym operatorem domkniętym. Wyznaczyć
rezolwentę tego operatora.
4.9.32. Niech T = ddt i D(T ) = {x : x ∈ C(1)[0, 1], x(0) = x(1) = 0}. Udowod-
nić, że odwzorowanie T : D(T )→ C[0, 1]:
a) jest liniowym operatorem domkniętym,
b) nie ma wartości własnych.
4.9.33. Niech D(T ) = {x : x ∈ C(2)[0, 1], x(0) = x′(0) = 0}, a odwzorowa-
nie T : D(T ) → C[0, 1] niech będzie określone wzorem (Tx)(t) =
(
d2
dt2 + I
)
x(t).
Pokazać, że:
a) T jest liniowym operatorem różnowartościowym i domkniętym,
b) T (D(T )) = C[0, 1],
c) T jest operatorem nieciągłym,
d) wyznaczyć operator T−1 i udowodnić, że jest on operatorem ciągłym.
4.9.34. Dla x ∈ C[0, 1] przyjmijmy
Tx(t) =
t∫
0
x(τ )dτ.
Pokazać, że odwzorowanie T : C[0, 1]→ C[0, 1] jest ciągłym liniowym operatorem.
Wyznaczyć widmo operatora T , jego zbiór rezolwentny oraz rezolwentę.
4.9.35. Niech H będzie przestrzenią Hilberta, a H0 – gęstą podprzestrzenią prze-
strzeni H . Załóżmy, że T : H0 → H spełnia warunek 〈Tx, y〉 = 〈x, Ty〉 dla x,
y ∈ H0. Pokazać, że T jest liniowym operatorem domykalnym w H .
4.9.36. Niech T : D(R)→ L1(R) spełnia warunek T (x∗y) = Tx∗y = x∗Ty dla
x, y ∈ D(R). Pokazać, że T jest liniowym operatorem domykalnym, i że operator
d
dt ma przytoczone własności (por. przykład 4.5.1).
4.9.37. Niech E będzie nieskończenie wymiarową przestrzenią unormowaną. Po-
kazać, że przestrzeń sprzężona E′ nie może mieć przeliczalnej bazy Hamela.
4.9.38. Niech E będzie przestrzenią Banacha. Załóżmy, że T ∈ L(E,E) oraz
‖T‖L(E,E) < 1. Udowodnić, że szereg I + T + T 2 + . . . + Tn + . . . jest zbieżny
w przestrzeni L(E,E), i że operator liniowy S := I +T +T 2 + . . .+Tn + . . . jest
operatorem odwrotnym do operatora I − T oraz ‖S‖L(E,E) ¬ 11−‖T‖L(E,E) .
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4.9.39. Załóżmy, że macierz A = [aij ]n×n, aij ∈ R, spełnia warunki:
(i) aij > 0,
(ii)
n∑
i=1
aij < 1, j = 1, . . . , n.
Udowodnić, że I − A jest macierzą nieosobliwą i pokazać, że macierz (I − A)−1
ma wszystkie elementy dodatnie. (W s k a z ó w k a: Przestrzeń Rn wyposażyć
w normę ‖x‖ =
n∑
i=1
|xi| i pokazać, że ‖A‖L(Rn,Rn) < 1.)
Macierze spełniające warunki (i) oraz (ii) nazywamy macierzami Leontiefa.
Macierze Leontiefa mają zastosowanie w ekonometrii.
R o z d z i a ł 5
Teoria operatorów liniowych
5.1. Operatory sprzężone
Niech E i F będą przestrzeniami liniowymi nad ciałem liczb rzeczywistych lub
zespolonych. Symbolami ‖ · ‖E i ‖ · ‖F oznaczamy normy tych przestrzeni. Załóż-
my, że odwzorowanie T : E → F jest ciągłym operatorem liniowym. Przestrzenie
sprzężone do przestrzeni E i F będziemy oznaczać odpowiednio symbolami E′ i F ′.
Operator T w naturalny sposób wyznacza operator liniowy T ∗ : F ′ → E′ określony
następującą równością:
(T ∗y′)(x) = y′(Tx), (5.1.1)
gdzie x ∈ E i y′ ∈ F ′. Łatwo można zauważyć, że odwzorowanie
E 3 x→ y′(Tx) (5.1.2)
dla ustalonego y′ ∈ F ′ jest ciągłym funkcjonałem liniowym na przestrzeni E.
Zatem równość (5.1.1) wyznacza odwzorowanie
F ′ 3 y′ → T ∗y′ ∈ E′.
Twierdzenie 5.1.1. Odwzorowanie T ∗ : F ′ → E′ określone równością (5.1.1)
jest ciągłym operatorem liniowym oraz
‖T ∗‖L(F ′,E′) = ‖T‖L(F,E). (5.1.3)
Dowód. Najpierw pokażemy, że T ∗ jest odwzorowaniem liniowym. Rzeczywiście,
zgodnie z (5.1.1), mamy
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T ∗(λ1y′1 + λ2y
′
2)
)
(x) = (λ1y
′
1 + λ2y
′
2)(Tx)
= λ1y
′
1(Tx) + λ2y
′
2(Tx) = λ1(T
∗y′1)(x) + λ2(T
∗y′2)(x),
więc T ∗(λ1y′1 + λ2y
′
2) = λ1T
∗y′1 + λ2T
∗y′2. Udowodnimy teraz równość (5.1.3).
Zauważmy, że prawdziwe są następujące nierówności:
|(T ∗y′)(x)| = |y′(Tx)| ¬ ‖y′‖F ′‖Tx‖F ¬ ‖y′‖F ′‖T‖L(E,F )‖x‖E
dla x ∈ E i y′ ∈ F ′. Stąd otrzymujemy ‖T ∗y′‖E′ ¬ ‖y′‖F ′‖T‖L(E,F ). Zatem
‖T ∗‖L(F ′,E′) ¬ ‖T‖L(E,F ).
Pokażemy teraz, że zachodzi nierówność przeciwna. Niech x0 ∈ F i Tx0 6= 0, wtedy,
zgodnie z twierdzeniem 3.2.3, dla pewnego y′ ∈ F ′ mamy y′(Tx0) = ‖Tx0‖F
i ‖y′‖F ′ = 1. Stąd otrzymujemy
‖Tx0‖F = y′(Tx0) = (T ∗y′)(x0) ¬ ‖T ∗y′‖E′‖x0‖E
¬ ‖T ∗‖‖y′‖E′‖x0‖E = ‖T ∗‖E′‖x0‖E .
Zatem zachodzi nierówność
‖T‖L(E,F ) ¬ ‖T ∗‖L(F ′,E′).
Z przytoczonych rozważań wynika, że prawdziwa jest równość (5.1.3). 
Definicja 5.1.1. Operator liniowy T ∗ : F ′ → E′ określony równością (5.1.1)
nazywamy operatorem sprzężonym do operatora T .
Twierdzenie 5.1.2. Niech E i F będą unormowanymi przestrzeniami linio-
wymi nad ciałem liczb rzeczywistych lub zespolonych. Załóżmy, że T : E → F
jest ciągłym operatorem liniowym. Operator sprzężony T ∗ : F ′ → E′ jest ope-
ratorem różnowartościowym wtedy i tylko wtedy, gdy T (E) = F .
Dowód warunku dostatecznego. Niech T (E) = F , y′ ∈ F ′ oraz T ∗y′ = 0.
Musimy pokazać, że y′ = 0. Równość T ∗y′ = 0 mówi, że (T ∗y′)(x) = y′(Tx) = 0
dla x ∈ E. Ponieważ F = T (E), zatem y′(y) = 0 dla y ∈ F , więc y′ = 0. 
Dowód warunku koniecznego. Przypuśćmy teraz, że T (E) 6= F . Wtedy,
zgodnie z twierdzeniem 3.2.1, dla pewnego y0 /∈ T (E) istnieje funkcjonał y′0 ∈ F ′
taki, że y′0(y0) = 1 i y
′
0(Tx) = 0 dla x ∈ E. Ten fakt jest sprzeczny z założeniem,
a więc T (E) = F . 
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Przedstawionych wcześniej faktów użyjemy do wyznaczania przestrzeni sprzę-
żonych do przestrzeni ilorazowych i domkniętych podprzestrzeni przestrzeni unor-
mowanych.
Niech E będzie przestrzenią liniową unormowaną i M jej domkniętą podprze-
strzenią liniową. Niech k∗ : [E/M ]′ → E′ ([E/M ]′ jest przestrzenią sprzężoną do
unormowanej przestrzeni E/M ) będzie operatorem sprzężonym do operatora ka-
nonicznego k : E → E/M . Z poprzedniego twierdzenia wynika, że k∗ jest liniowym
operatorem różnowartościowym. Elementy przestrzeni [E/M ]′ będziemy oznaczać
symbolami [x]′. Niech
M⊥ = {x′ : x′ ∈ E′ i x′(x) = 0 dla x ∈M}.
Pokażemy, że k∗([E/M ]′) ⊂ M⊥. Rzeczywiście, niech x′ ∈ k∗([E/M ]′), wtedy
x′(x) = (k∗[x]′)(x) dla pewnego [x]′ ∈ [E/M ]′ i x ∈ E. Zatem x′ = [x]′ ◦ k. Stąd
wynika, że x′(x) = [x]′(kx) = 0, gdy x ∈M , zatem x′ ∈M⊥. Pokażemy teraz, że
k∗([E/M ]′) ⊃M⊥. Niech x′ ∈M⊥, wtedy x′(x) = x′(y) dla y ∈ [x]. Przyjmijmy
[x]′(kx) = [x]′([x]) := x′(x). Zauważmy, że odwzorowanie E/M 3 [x] → [x]′([x])
jest ciągłym funkcjonałem liniowym (zob. uwaga 1.6.2) i x′(x) = (k∗([x]′))(x).
Zatem k∗([E/M ]′) =M⊥.
Niech x′(x) = k∗([x]′)(x) = [x]′(k x) = [x]′([x]) = 0 dla x ∈ E, więc [x]′ = 0.
Stąd wynika, że k∗ jest iniekcją. Pokażemy teraz, że k∗ jest izometrią. Niech [x]′ ∈
[E/M ]′, [x] ∈ E/M i ‖ [x] ‖E/M = 1; wtedy dla dowolnego γ > 1, zgodnie z defi-
nicją normy w przestrzeni ilorazowej, istnieje x0 ∈ [x] ([x] = k(x0)) spełniające wa-
runek ‖x0‖ < γ, zatem | [x]′([x])| = | [x]′(k x)| = |k∗([x]′)(x0)| ¬ γ‖k∗([x]′)‖E′ .
Stąd wynika, że ‖ [x]′ ‖[E/M ]′ ¬ γ‖k∗([x]′)‖E′ . Skoro γ jest dowolną liczbą speł-
niającą warunek γ > 1, to ‖ [x]′ ‖[E/M ]′ ¬ ‖k∗([x]′)‖E′ .
Pokażemy teraz nierówność przeciwną. Z nierówności ‖k x‖E/M ¬ ‖x‖E wy-
nika, że |k∗([x]′)(x)| = | [x]′(k x))| ¬ ‖ [x]′ ‖[E/M ]′‖x‖E , a więc ‖ [x]′ ‖[E/M ]′ ­
‖k∗([x]′)‖E′ . Ostatecznie mamy ‖ [x]′ ‖[E/M ]′ = ‖k∗([x]′)‖E′ .
Z przytoczonych rozważań wynika
Twierdzenie 5.1.3. Jeśli M jest domkniętą podprzestrzenią liniową prze-
strzeni unormowanej E, to operator sprzężony k∗ : [E/M ]′ → E′ do odwzoro-
wania kanonicznego k : E → E/M jest izometrią liniową przestrzeni [E/M ]′
i M⊥.
Niech M będzie podprzestrzenią liniową liniowej przestrzeni unormowanej E.
Niech odwzorowanie iM : M → E, iM (x) = x, będzie zanurzeniem przestrzeni M
w E i niech odwzorowanie i∗M : E
′ →M ′ będzie operatorem sprzężonym do opera-
tora iM . Na podstawie twierdzenia 3.1.1 każdy ciągły funkcjonał liniowy x′M ∈M ′
ma rozszerzenie x′E na E. Odwrotnie, każdy funkcjonał liniowy x
′
E ∈ E′ jest roz-
szerzeniem funkcjonału x′M = x
′
E |M , zatem i∗M (E′) = M ′. Niech i∗M (x′E) = 0,
a więc x′E(iM (x)) = x
′
E(x) = 0 dla x ∈ M . Stąd wynika, że ker i∗M = M⊥,
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M⊥ jest domkniętą podprzestrzenią liniową przestrzeni E′ (zob. zad. 3.5.8). Ope-
rator î∗M : E
′/M⊥ → M ′ (i∗M = î∗M ◦ k, k : E′ → E′/M⊥) jest izomorfizmem
algebraicznym (zob. uwagę 1.6.2).
Teraz pokażemy, że operator î∗M jest izometrią. Operator î
∗
M przyporządko-
wuje warstwie [x′] ∈ E′/M⊥ restrykcję x′|M funkcjonału x′ ∈ E′ (jeśli x′1,
x′2 ∈ [x′], to x′1|M = x′2|M ). Niech x′M ∈ M ′, wtedy, zgodnie z twierdzeniem
3.1.1, istnieje x′ ∈ E′ takie, że x′M = x′|M i ‖x′M‖M ′ = ‖x′‖E′ . Ponieważ
‖ [x′] ‖E′/M⊥ ¬ ‖x′‖E′ = ‖x′M‖M ′ , więc ‖ [x′] ‖E′/M⊥ ¬ ‖î∗M ([x′])‖M ′ . Zgod-
nie z definicją normy dla przestrzeni ilorazowej, dla każdej liczby  > 0 istnieje
x′0 ∈ [x′] takie, że ‖x′0‖E′ −  ¬ ‖ [x′] ‖E′/M⊥ . Jednakże jeśli x′1, x′2 ∈ [x′], to
‖x′1|M‖M ′ = ‖x′2|M‖M ′ , zatem ‖ [x′] ‖E′/M⊥ ­ ‖î∗M ([x′])‖M ′ . Ostatecznie mamy
równość norm ‖ [x′] ‖E′/M⊥ = ‖î∗M ([x′])‖M ′ .
Otrzymujemy więc następujące
Twierdzenie 5.1.4. Jeśli M jest podprzestrzenią liniową unormowanej li-
niowej przestrzeni E, to operator î∗M : E
′/M⊥ →M ′ jest izometrią liniową.
Uwaga 5.1.1. Jeśli rozważamy przestrzenie Hilberta, to zwykle używamy innego
pojęcia operatora sprzężonego do ciągłego operatora liniowego niż to, które daje
nam definicja 5.1.1. NiechH będzie przestrzenią Hilberta i T : H → H niech będzie
ciągłym operatorem liniowym. Zgodnie z definicją 5.1.1, dla operatora sprzężonego
T ∗ : H ′ → H ′ dziedziną jest przestrzeńH ′ i T ∗(H ′) ⊂ H ′. Zgodnie z twierdzeniem
2.5.1, funkcja σ : H ′ → H określona równością
x′(x) = 〈x, σ(x′)〉 dla x ∈ H i x′ ∈ H ′
jest izometrią przestrzeni H ′ na przestrzeń H . Ten fakt pozwala nam w natural-
ny sposób wprowadzić inne pojęcie operatora sprzężonego T ∗ : H → H , którego
dziedziną będzie H i T ∗(H) ⊂ H . Rzeczywiście, na podstawie równości (5.1.1),
otrzymujemy
x′(Tx) = 〈Tx, σ(x′)〉 = 〈x, σ(T ∗x′)〉 dla x ∈ H i x′ ∈ H ′.
Przyjmijmy y := σ(x′), wtedy powyższą równość możemy zapisać w następującej
postaci:
〈Tx, y〉 = 〈x, (σ ◦ T ∗ ◦ σ−1)y〉.
Dla operatora T ∗H := σ ◦ T ∗ ◦ σ−1 : H → H zachodzi równość
〈Tx, y〉 = 〈x, T ∗Hy〉 dla x, y ∈ H. (5.1.4)
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Oczywiście, T ∗H jest ciągłym operatorem w H . Biorąc pod uwagę (5.1.4), łatwo
można sprawdzić, że T ∗H jest operatorem liniowym w przestrzeniH . Zgodnie z przy-
jętym zwyczajem, operator T ∗H będziemy nazywać operatorem sprzężonym do ope-
ratora T . Operator T ∗H będziemy również oznaczać symbolem T
∗. Wtedy równość
(5.1.4) zapiszemy jako
〈Tx, y〉 = 〈x, T ∗y〉 dla x, y ∈ H. (5.1.5)
Z poprzednich rozważań wynika, że dla ciągłego operatora liniowego T : H → H ,
gdzie H jest przestrzenią Hilberta, i operatora T ∗ : H → H prawdziwe są twier-
dzenia 5.1.1 i 5.1.2.
Definicja 5.1.2. Niech H będzie przestrzenią Hilberta, a T : H → H – ciągłym
operatorem liniowym. Jeśli T ∗ = T , to mówimy, że operator T jest operatorem
samosprzężonym.
Definicja 5.1.3. Mówimy, że operator T : H → H jest operatorem symetrycz-
nym w przestrzeni Hilberta, gdy 〈Tx, y〉 = 〈x, Ty〉 dla x, y ∈ H .
Łatwo można udowodnić, że operator symetryczny jest operatorem liniowym.
Używając twierdzenia 4.5.1, można pokazać, że T jest operatorem ciągłym i zauwa-
żyć, że T = T ∗.
Dla operatorów sprzężonych zachodzi następujące
Twierdzenie 5.1.5. Niech H będzie przestrzenią Hilberta, a T,U : H → H –
ciągłymi operatorami liniowymi. Wtedy zachodzą następujące równości:
(a) (T + U)∗ = T ∗ + U∗,
(b) (T ◦ U)∗ = U∗ ◦ T ∗,
(c) (αT )∗ = αT ∗,
(d) I∗ = I, gdzie I(x) = x,
(e) T ∗∗ = T ,
( f) ‖T ∗‖ = ‖T‖.
Łatwe dowody tych równości opuszczamy.
Przykład 5.1.1. Niech H = L2(0, a) oraz
(Gϕ)(x) =
x∫
0
g(x− y)ϕ(y)dy,
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gdzie g ∈ L1(0, a) i
x∫
0
|g(y)|dy > 0 dla x > 0. Na podstawie twierdzenia 2.8.2
wiemy, że
G(L2(0, a)) = L2(0, a).
Stąd wynika, zgodnie z twierdzeniem 5.1.2, różnowartościowość operatora sprzężo-
nego G∗ : L2(0, a)→ L2(0, a).
Podamy teraz inny dowód twierdzenia 2.8.2. Operator G jest ciągłym operato-
rem w przestrzeni L2(0, a). Określimy teraz nowy operator V : L2(0, a)→ L2(0, a),
przyjmując (V ϕ)(x) := ϕ(a − x). Łatwo można zauważyć, że V jest liniową izo-
metrią przestrzeni L2(0, a). Zgodnie z równością (2.8.1), mamy
a∫
0
V f g =
a∫
0
f V g.
Biorąc pod uwagę (2.8.1) i (2.8.2), otrzymujemy
a∫
0
h(a− x)
( x∫
0
g(x− y)f(y)dy
)
dx =
a∫
0
f(a− x)
( x∫
0
g(x− y)h(y)dy
)
dx.
Korzystając ponownie z (2.8.1), uzyskujemy
a∫
0
h(x)
( a−x∫
0
g(a− x− y)f(y)dy
)
dx =
a∫
0
f(x)
( a−x∫
0
g(a− x− y)h(y)dy
)
dx.
Tę równość możemy zapisać w prostszej postaci
〈h, (V ◦G)f〉L2(0,a) = 〈f, (V ◦G)h〉L2(0,a).
Zatem V ◦G jest operatorem symetrycznym w przestrzeni Hilberta L2(0, a). Z po-
przednich rozważań wynika, że (V ◦ G)∗ = V ◦ G. Z twierdzenia 2.8.1 wiemy, że
V ◦ G jest operatorem różnowartościowym. Stąd, na podstawie twierdzenia 5.1.2,
wnioskujemy, że
(V ◦G)(L2(0, a)) = L2(0, a).
Ponieważ V jest izometrią przestrzeni L2(0, a), zatem G(L2(0, a)) = L2(0, a).
130 5. Teoria operatorów liniowych
5.2. Przestrzeń C(X)
Niech X będzie przestrzenią topologiczną Hausdorffa. Symbolem C(X) bę-
dziemy oznaczać przestrzeń liniową ciągłych funkcji rzeczywistych lub zespolonych
określonych na przestrzeni X . Przypomnimy teraz definicję rodziny funkcji jedna-
kowo ciągłych.
Definicja 5.2.1. Mówimy, że zbiór M ⊂ C(X) jest zbiorem funkcji jednakowo
ciągłych (zbiorem jednakowo ciągłym), jeśli dla każdego  > 0 każdy punkt x ∈ X
ma otoczenie U x w przestrzeni X takie, że |f(x)− f(y)| <  dla y ∈ U x i f ∈M .
Załóżmy, że X jest zwartą przestrzenią topologiczną Hausdorffa (zob. definicję
6.5.12). Wtedy w przestrzeni liniowej C(X) możemy określić normę, przyjmując
‖f‖ = sup
x∈X
|f(x)|. (5.2.1)
Twierdzenie 5.2.1 (Ascoliego). Niech X będzie zwartą przestrzenią topolo-
giczną Hausdorffa. Załóżmy, że zbiór M ⊂ C(X) jest zbiorem jednakowo cią-
głym, i że dla każdego x ∈ X istnieje γx > 0 takie, że |f(x)| < γx dla f ∈M .
Wtedy zbiór M jest zwarty w przestrzeni C(X) wyposażonej w normę (5.2.1).
Dowód. Ponieważ C(X) jest przestrzenią zupełną, wystarczy pokazać, że dla każ-
dego  > 0 istnieją funkcje f1, . . . , fn ∈ M takie, że dla każdej funkcji f ∈ M
istnieje wskaźnik i ∈ {1, . . . , n} taki, że ‖f − fi‖ <  (zob. definicję 6.5.16 i twier-
dzenie 6.5.17). Skoro X jest przestrzenią topologiczną zwartą, to dla ustalonego
 > 0 istnieją punkty x1, . . . , xm ∈ X i otoczenia U xk tych punktów takie, że
X =
m⋃
k=1
U xk . (5.2.2)
Ponieważ M jest rodziną jednakowo ciągłą, możemy wybrać punkty x1, . . . , xm
tak, by
|f(x)− f(xk)| < 3 dla x ∈ U

xk
, k = 1, . . . ,m i f ∈M.
Niech Φ: C(X) → Rm (Cm), gdzie Φ(f) = (f(x1), . . . , f(xm)). Zauważmy, że
Φ(M ) ⊂ Rm (Cm) jest zbiorem ograniczonym, zatem Φ(M ) jest zbiorem warunko-
wo zwartym. (Mówimy, że zbiór jest warunkowo zwarty, jeśli jego domknięcie jest
zbiorem zwartym.) Można więc wybrać funkcje f1, . . . , fn ∈M tak, by dla każdej
funkcji f ∈M istniał wskaźnik i ∈ {1, . . . , n} taki, że
|f(xk)− fi(xk)| < 3 dla k = 1, . . . ,m.
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Stąd otrzymujemy następujące nierówności:
|f(x)− fi(x)| ¬ |f(x)− f(xk)| + |f(xk)− fi(xk)| + |fi(xk)− fi(x)| < 
dla x ∈ U xk . Ze względu na (5.2.2) mamy |f(x) − fi(x)| <  dla x ∈ X . Stąd
wnioskujemy, że ‖f − fi‖ < . 
Jako wniosek z twierdzenia 5.2.1 otrzymujemy następujące
Twierdzenie 5.2.2. Jeśli M ⊂ C(X) jest zbiorem ograniczonym i jednakowo
ciągłym, to jest on zbiorem warunkowo zwartym.
Uwaga 5.2.1. Dobrze jest znany fakt, że zbiór A jest warunkowo zwarty w prze-
strzeni metrycznej zupełnej wtedy i tylko wtedy, gdy każdy ciąg {xn} elemen-
tów zbioru A zawiera podciąg spełniający warunek Cauchy’ego (zob. twierdzenie
6.5.20).
5.3. Liniowe operatory zwarte
Niech E i F będą przestrzeniami Banacha nad ciałem R lub C.
Definicja 5.3.1. Operator liniowy T : E → F nazywamy operatorem zwartym,
gdy zbiór T (BE1 (0)) jest zbiorem warunkowo zwartym w F .
Twierdzenie 5.3.1. Niech E i F będą przestrzeniami Banacha nad ciałem
R lub C. Jeśli odwzorowanie T : E → F jest liniowym operatorem zwartym,
to T jest operatorem ciągłym.
Dowód. Ponieważ zbiór T (BE1 (0)) jest zbiorem zwartym w F , istnieją elementy
y1, . . . , ym ∈ F takie, że
T (BE1 (0)) ⊂ T (BE1 (0)) ⊂ (y1 +BF1 (0)) ∪ . . . ∪ (ym +BF1 (0)).
Zatem dla x ∈ BE1 (0) mamy
‖Tx‖F ¬ max
i=1,...,m
(‖yi‖F + 1) =:M,
a więc ‖T‖ ¬M . Wobec tego T jest operatorem ciągłym. 
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Twierdzenie 5.3.2. Niech E i F będą przestrzeniami Banacha nad ciałem
R lub C. Operator liniowy T : E → F jest operatorem zwartym wtedy i tylko
wtedy, gdy przekształca zbiory ograniczone przestrzeni E w zbiory warunkowo
zwarte przestrzeni F .
Dowód. Prawdziwość warunku dostatecznego jest oczywista. Pozostaje udowod-
nić, że jeśli T jest liniowym operatorem zwartym, to przeprowadza zbiory ogra-
niczone przestrzeni E w zbiory warunkowo zwarte przestrzeni F . Niech A będzie
zbiorem niepustym i ograniczonym przestrzeni E. Zatem istnieje liczba M > 0
taka, że ‖x‖E < M dla x ∈ A. Niech x ∈ A, wtedy M−1x ∈ BE1 (0). Stąd
M−1T (A) ⊂ T (BE1 (0)).
Ponieważ M−1T (A) jest zbiorem domkniętym w F , jest zbiorem zwartym w F .
Zatem T (A) jest również zbiorem zwartym w F . 
Twierdzenie 5.3.3. Niech E będzie przestrzenią Banacha nad ciałem R lub
C. Załóżmy, że odwzorowanie S : E → E jest ciągłym operatorem liniowym,
i że odwzorowanie T : E → E jest zwartym operatorem liniowym. Wtedy ope-
ratory S ◦ T i T ◦ S są operatorami zwartymi.
Dowód. Oczywiście, S◦T i T ◦S są ciągłymi operatorami liniowymi w przestrzeni
E. Pokażemy teraz, że T ◦ S jest operatorem zwartym. Zbiór S(BE1 (0)) jest zbio-
rem ograniczonym w przestrzeni E, a więc – zgodnie z twierdzeniem 5.3.2 – zbiór
T (S(BE1 (0))) jest zbiorem warunkowo zwartym, wobec tego T ◦S jest operatorem
zwartym.
Przechodzimy do dowodu zwartości operatora S◦T . Niech zn ∈ (S◦T )(BE1 (0)).
Wtedy dla pewnego xn ∈ BE1 (0) mamy zn = S(Txn). Ponieważ T jest operatorem
zwartym, można wybrać podciąg {xnk} ciągu {xn} taki, że ciąg {Txnk} będzie cią-
giem Cauchy’ego w przestrzeni E. Oczywiście, wtedy {(S ◦T )xnk} będzie również
ciągiem Cauchy’ego w przestrzeni E, a więc S ◦ T jest operatorem zwartym. 
Na zakończenie naszych rozważań dotyczących operatorów liniowych zwartych
w przestrzeniach Banacha udowodnimy twierdzenie bardzo ważne dla zastosowań
teorii operatorów do równań całkowych i różniczkowych.
Twierdzenie 5.3.4 (Schaudera). Niech E i F będą przestrzeniami Banacha
nad ciałem R lub C. Operator liniowy T : E → F jest operatorem zwartym
wtedy i tylko wtedy, gdy operator sprzężony T ∗ : F ′ → E′ jest operatorem
zwartym.
Dowód warunku koniecznego. Zgodnie z założeniem, T (BE1 (0)) jest zbiorem
zwartym w przestrzeni F . Niech y′ ∈ BF ′1 (0), wtedy |y′(y1)−y′(y2)| ¬ ‖y1−y2‖F
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dla y1, y2 ∈ F . Stąd wynika, że kula BF ′1 (0) jest zbiorem jednakowo ciągłym w F ′.
Niech
y′|
T (BE1 (0))
oznacza restrykcję funkcji y′ do zbioru T (BE1 (0)). Rozważmy zbiór
M = {y′|
T (BE1 (0))
: y′ ∈ BF ′1 (0)} ⊂ C(T (BE1 (0))).
Na podstawie twierdzenia 5.2.2 i uwagi 5.2.1 wnioskujemy, że istnieje podciąg {y′nk}
ciągu {y′n} ⊂M taki, że ciąg {
y′nk |T (BE1 (0))
}
jest ciągiem Cauchy’ego w przestrzeni C(T (BE1 (0))). Zatem jest prawdziwe nastę-
pujące oszacowanie:
‖T ∗y′nν − T ∗y′nµ‖E′ = sup‖x‖E=1
|(y′nν − y′nµ)(Tx)| < 
dla ν, µ > µ0. Wobec tego ciąg {T ∗y′nν} jest ciągiem Cauchy’ego w przestrzeni
E′, zatem operator sprzężony T ∗ : F ′ → E′ jest operatorem zwartym. 
Dowód warunku dostatecznego poprzedzimy wprowadzeniem operatora T ∗∗ po-
dwójnie sprzężonego do operatora T . Operator T ∗∗ : E′′ → F ′′ podwójnie sprzę-
żony do operatora T : E → F określimy jako operator sprzężony do operatora
T ∗ : F ′ → E′. Przyjmijmy
(T ∗∗x′′)(y′) := x′′(T ∗y′) dla y′ ∈ F ′ i x′′ ∈ E′′. (5.3.1)
Zauważmy, że odwzorowanie
F ′ 3 y′ → (x′′ ◦ T ∗)(y′)
jest ciągłym funkcjonałem liniowym na przestrzeni F ′, zatem T ∗∗x′′ ∈ F ′′. Zgodnie
z oznaczeniami przyjętymi w rozdz. 3.4, mamy
κE(x)(x′) := x′(x) dla x ∈ E i x′ ∈ E′,
κF (y)(y′) := y′(y) dla y ∈ F i y′ ∈ F ′.
Udowodnimy teraz, że
T ∗∗ ◦ κE = κF ◦ T. (5.3.2)
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Ponieważ κE(x) ∈ E′′, zgodnie z (5.3.1), mamy
(T ∗∗(κE(x)) )(y′) = (κE(x) )(T ∗y′) (5.3.3)
dla x ∈ E i y′ ∈ F ′. Prawą stronę równości (5.3.3) możemy przekształcić w nastę-
pujący sposób:
(κE(x) )(T ∗y′) = (T ∗y′)(x) = y′(Tx) = (κF (Tx) )(y′).
Stąd otrzymujemy (T ∗∗◦κE)(x) = (κF ◦T )(x). Biorąc pod uwagę równość (5.3.3),
otrzymujemy równość (5.3.2).
Dowód warunku dostatecznego. Zakładając, że operator T ∗ : F ′ → E′ jest
operatorem zwartym, na podstawie pierwszej części naszego dowodu wnioskujemy,
że operator T ∗∗ : E′′ → F ′′ jest operatorem zwartym. Niech xn ∈ BE1 (0). Przyj-
mijmy
y′′n := (T
∗∗ ◦ κE)(xn) = (κF ◦ T )(xn) ∈ κF (F ).
Ponieważ κE(xn) ∈ BE′′1 (0) i T ∗∗ jest operatorem zwartym, istnieje podciąg {y′′nk}
ciągu {y′′n} spełniający warunek Cauchy’ego w przestrzeni F ′′. Ponieważ κF jest
izometrią przestrzeni F i κF (F ), podciąg {κ−1F (y′′nk)} jest ciągiem Cauchy’ego
w przestrzeni F . Zgodnie z równością (5.3.2), mamy
κ−1F (y
′′
nk
) = Txnk .
Stąd wynika, że T jest operatorem zwartym. 
5.4. Operatory typu FA (finite ascent operators)
i operatory typu FD (finite descent operators)
Niech E będzie przestrzenią liniową nad ciałem liczb rzeczywistych lub zespo-
lonych. Załóżmy, że odwzorowanie T : E → E jest operatorem liniowym. Niech
Nn := kerT
n, En := T
n(E), n = 0, 1, . . . ,
gdzie T 0 = I . Łatwo można sprawdzić, że prawdziwe są następujące implikacje:
Nn+1 = Nn ⇒ Nn+k = Nn dla k ∈ N, (5.4.1)
En+1 = En ⇒ En+k = En dla k ∈ N. (5.4.2)
5.4. Operatory typu FA i operatory typu FD 135
W dalszych naszych rozważaniach dotyczących liniowych operatorów zwartych
w przestrzeniach Banacha będą nam potrzebne dwa lematy mające charakter czysto
algebraiczny.
Lemat 5.4.1. Niech r = 0, 1, . . . , s = 1, 2, . . . będą ustalonymi liczbami.
Nr = Nr+s, (5.4.3)
wtedy i tylko wtedy, gdy Er ∩Ns = {0}.
Es = Es+r, (5.4.4)
wtedy i tylko wtedy, gdy Er +Ns = E.
Dowód warunku (5.4.3). Załóżmy, że Nr = Nr+s. Ta równość jest równo-
ważna następującej implikacji:
T s(T rx) = 0⇒ T rx = 0.
Stąd wynika, że Er ∩Ns = {0}. Załóżmy teraz, że Er ∩Ns = {0}. Niech y ∈ Er,
wtedy y = T rx dla pewnego x ∈ E. Ponieważ
T sy = 0⇒ y = 0,
więc
T s(T rx) = 0⇒ T rx = 0.
Wobec tego Nr ⊃ Nr+s, zatem Nr = Nr+s. 
Dowód warunku (5.4.4). Załóżmy, że Es = Es+r, więc Es ⊂ Es+r. Niech
z ∈ E i y := T sz. Z inkluzji tej wynika, że dla pewnego x ∈ E mamy T sz =
T s(T rx), czyli T s(z − T rx) = 0, a więc z − T rx ∈ Ns. Zatem istnieje ν ∈ Ns
takie, że z = T rx + ν, więc E = Er + Ns. Załóżmy teraz, że E = Er + Ns.
Wtedy dla dowolnego x ∈ E istnieje x1 ∈ Er oraz x2 ∈ Ns i x = x1 + x2. Stąd
mamy T sx = T sx1. Ponieważ x1 ∈ Er, więc x1 = T rz dla pewnego z ∈ E. Zatem
T sx = T s+rz, a więc Es ⊂ Es+r. 
Lemat 5.4.2. Niech n ∈ N0 będzie najmniejszą liczbą taką, że Nn = Ns+n
dla s ∈ N i niech m ∈ N0 będzie najmniejszą liczbą taką, że Em = Em+r dla
r ∈ N. Wtedy n = m, E = En⊕Nn, podprzestrzenie En i Nn są niezmiennicze
ze względu na transformację T , a restrykcja T |En operatora T do podprzestrze-
ni En jest operatorem różnowartościowym.
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Dowód. Przypuśćmy, że m < n, wtedy dla m = n − 1 mamy En−1 = En.
Stąd, na podstawie (5.4.4), Nn−1 + E1 = E. Pokażemy teraz, że prawdziwa jest
następująca implikacja:
Nn−1 + E1 = E ⇒ Nn−1 = Nn.
Rzeczywiście, niech x ∈ Nn, wtedy x = x1 + Tx2 i Tn−1x1 = 0. Pokażemy teraz,
że Tnx2 = 0. W tym celu wystarczy zauważyć, że 0 = Tnx = Tn+1x2. Ponieważ
Nn+1 = Nn, więc Tnx2 = 0. Równość Nn−1 = Nn przeczy definicji liczby n.
Przypuśćmy teraz, że n < m. Zgodnie z (5.4.4), mamy Nm + E1 = E. Jed-
nakże na podstawie (5.4.3), otrzymujemy Em−1 ∩ N1 = {0}. Pokażemy teraz,
że ta równość implikuje następującą równość: Nm−1 + E1 = E. Każdy element
x ∈ E, zgodnie z naszym założeniem, możemy zapisać w postaci x = x1 + Tx2,
gdzie Tmx1 = 0. Pokażemy, że Tm−1x1 = 0. Ponieważ Em−1 ∩N1 = {0}, zatem
Tmx1 = T (T
m−1x1) = 0
implikuje Tm−1x1 = 0. Stąd wynika, że x ∈ Nm−1+E1, a więc E = Nm−1+E1.
W takim razie, zgodnie z (5.4.4), Em−1 = Em. Ta równość przeczy definicji liczby
m. Z przytoczonych rozważań wynika, że n = m.
Przechodzimy teraz do dowodu równości E = En ⊕ Nn. Zgodnie z (5.4.4),
dla r = s = n mamy E = En + Nn. Dla r = s = n, na podstawie (5.4.3),
otrzymujemy En ∩Nn = {0}. Stąd wnioskujemy, że E = En ⊕Nn.
Prosty dowód faktu, że podprzestrzenie En i Nn są niezmiennicze ze względu
na transformację T pozostawiamy do przeprowadzenia czytelnikowi.
Pokażemy teraz, że restrykcja T |En operatora T do podprzestrzeni En jest
operatorem różnowartościowym. Rzeczywiście, z równości Nn+1 = Nn, na podsta-
wie (5.4.3), wnioskujemy, że dla x ∈ En i Tx = 0 mamy x = 0. 
Niech E będzie przestrzenią liniową nad ciałem R lub C, a odwzorowanie
T : E → E – operatorem liniowym.
Definicja 5.4.1. Mówimy, że operator T jest operatorem typu FA (finite ascent
operator), gdy istnieje n ∈ N0 takie, że Nn = Nn+1.
Definicja 5.4.2. Mówimy, że operator T jest operatorem typu FD (finite de-
scent operator), gdy istnieje n ∈ N0 takie, że En = En+1.
Łatwo można zauważyć, że gdy E jest przestrzenią skończenie wymiarową,
to każdy operator liniowy T : E → E jest operatorem równocześnie typu FA i FD.
Gdy E jest nieskończenie wymiarową przestrzenią Banacha, to istnieją operatory
liniowe ciągłe, które nie są operatorami ani typu FA, ani typu FD.
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Teraz przedstawimy twierdzenie, które jest interesującą interpretacją lematu
5.4.2, gdy n = 0.
Twierdzenie 5.4.1. Niech T będzie operatorem typu FD i FA. Równanie
Tx = y, y ∈ E (5.4.5)
ma rozwiązanie w przestrzeni E dla dowolnego y ∈ E wtedy i tylko wtedy, gdy
jedynym rozwiązaniem równania
Tx = 0 (5.4.6)
jest element x = 0.
Łatwy dowód opuszczamy. Teraz najważniejszym naszym celem będzie wyróż-
nienie klasy tych liniowych ciągłych operatorów w przestrzeniach Banacha, które
są równocześnie operatorami typu FA i FD. Niech E będzie dowolną przestrzenią
Banacha nad ciałem liczb rzeczywistych lub zespolonych i niech U : E → E będzie
liniowym operatorem zwartym. Pokażemy, że operator T = I−U jest równocześnie
typu FA i typu FD.
Twierdzenie 5.4.2. Niech E będzie przestrzenią Banacha nad ciałem R lub
C. Załóżmy, że U : E → E jest zwartym operatorem liniowym i niech T =
I − U , wtedy T (E) = T (E).
Dowód. Niech y ∈ T (E), yn ∈ T (E) i yn → y w przestrzeni E. Pokażemy, że
y ∈ T (E). Ponieważ T = I − U jest operatorem ciągłym na przestrzeni E, więc
N1 = kerT jest domkniętą podprzestrzenią przestrzeni E. Zgodnie z uwagą 1.6.2,
istnieje ciąg { [xn] } ⊂ E/N1 taki, że T̂ [xn] = yn. Z definicji normy ‖ [ · ] ‖E/N1
wynika, że istnieją elementy zn ∈ [xn] takie, że
1
2
‖zn‖E ¬ ‖ [xn ] ‖E/N1 i k(zn) = [ zn ],
gdzie k jest odwzorowaniem kanonicznym przestrzeni E na E/N1. Udowodnimy te-
raz, że ciąg { [xn] } jest ciągiem ograniczonym w przestrzeni E/N1. W przeciwnym
przypadku, bez straty ogólności, możemy założyć, że cn = ‖ [xn ] ‖E/N1 → ∞.
Ponieważ
1 =
∥∥∥ [xn ]
cn
∥∥∥
E/N1
­ ‖zn‖E
2cn
,
dlatego ciąg {c−1n zn} jest ciągiem ograniczonym w E. Zauważmy, że T (zn) =
T̂ ( [xn] ) = yn. Skoro I = T + U , to
zn
cn
= U
(zn
cn
)
+ T
(zn
cn
)
= U
(zn
cn
)
+
yn
cn
. (5.4.7)
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Ponieważ ciąg {c−1n zn} jest ciągiem ograniczonym i U jest operatorem zwartym,
możemy założyć, że
U
(zn
cn
)
→: z ∈ E.
Skoro yn → y i cn → ∞, to c−1n yn → 0. Na podstawie (5.4.7) wnioskujemy, że
c−1n zn → z. Wobec tego
T (z) = lim
n→∞T
(zn
cn
)
= lim
n→∞
yn
cn
= 0,
więc z ∈ N1. Jednocześnie mamy
[xn ]
cn
= k
(
zn
cn
)
→ k(z) = 0.
W ten sposób otrzymujemy sprzeczność, bo ‖ [xn ] ‖E/N1 = cn. Zatem ciąg {cn}
jest ciągiem ograniczonym. Ponieważ
cn = ‖ [xn ] ‖E/N1 ­
1
2
‖zn‖E ,
również ciąg {zn} jest ciągiem ograniczonym w przestrzeni E. Ponieważ U jest
operatorem zwartym, możemy założyć, że U(zn)→: z0 ∈ E. Jednocześnie zachodzi
zn = Tzn+Uzn = yn+Uzn, zatem zn → y+z0 =: x ∈ E. Stąd yn = Tzn → Tx.
Ponieważ yn → y, więc y = Tx ∈ T (E). 
Twierdzenie 5.4.3. Jeśli E jest przestrzenią Banacha i U – liniowym ope-
ratorem zwartym, to T = I −U jest równocześnie operatorem typu FA i FD.
Dowód. Przypuśćmy, że T nie jest operatorem typu FA, wtedy
N0 ⊂ N1 ⊂ . . . ⊂ Nn ⊂ . . .
i wszystkie inkluzje są właściwe. Na podstawie twierdzenia 3.3.1 istnieją elementy
xn ∈ Nn takie, że
ρ(xn+1, Nn) >
1
2
i ‖xn‖ = 1 dla n = 0, 1 . . . .
Załóżmy, że m < n, wtedy
Uxn − Uxm = xn − Txn − (xm − Txm) = xn − x∗nm,
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gdzie x∗nm = Txn + xm − Txm. Łatwo można sprawdzić, że x∗nm ∈ Nn−1. Stąd
otrzymujemy
‖Uxn − Uxm‖ = ‖xn − x∗nm‖ >
1
2
.
Zatem z ciągu {Uxn} nie można wybrać podciągu Cauchy’ego. To stwierdzenie
przeczy zwartości operatora U .
Pokażemy teraz, że T jest operatorem typu FD. Zgodnie z twierdzeniem 5.4.2,
podprzestrzeń E1 = T (E) jest zbiorem domkniętym w przestrzeni E. Pokażemy,
że podprzestrzenie E2, E3, . . . są również zbiorami domkniętymi w przestrzeni E.
Rzeczywiście,
T 2 = (I − U)(I − U) = I − 2U + U2 = I − U1, gdzie U1 = 2U − U2.
Z twierdzenia 5.4.2 E2 = T 2(E) jest zbiorem domkniętym w E. Ogólnie można
pokazać, że Tn = I − Un, gdzie Un jest operatorem zwartym. Przypuśćmy, że T
nie jest operatorem typu FD. Wtedy
E = E0 ⊃ E1 ⊃ . . . ⊃ En ⊃ . . . ,
wszystkie inkluzje są właściwe i En, n = 0, 1, . . . , są domkniętymi podprzestrzenia-
mi przestrzeni E. Na podstawie twierdzenia 3.3.1 możemy skonstruować ciąg {xn}
o własnościach xn ∈ En, ρ(xn, En+1) > 12 i ‖xn‖ = 1 dla n = 0, 1 . . . Dalszy ciąg
jest taki, jak w pierwszej części naszego dowodu. 
Korzystając z lematu 5.4.2, udowodnimy następujące
Twierdzenie 5.4.4. Niech E będzie przestrzenią Banacha nad ciałem R
lub C, odwzorowanie U : E → E niech będzie zwartym operatorem liniowym
i T = I − U . Wtedy istnieje n ∈ N0 takie, że
E = En ⊕Nn, gdzie En = Tn(E) i Nn = kerTn.
En i Nn są domkniętymi podprzestrzeniami przestrzeni E. Podprzestrzeń Nn
jest podprzestrzenią skończenie wymiarową. Restrykcja T |En operatora T do
podprzestrzeni En jest operatorem różnowartościowym.
Dowód. Z twierdzenia 5.4.3 wynika, że T jest jednocześnie operatorem typu FA
i typu FD, ponadto En i Nn są domkniętymi podprzestrzeniami przestrzeni E.
Na podstawie lematu 5.4.2 wnioskujemy, że E = En ⊕ Nn, i że T |En jest ope-
ratorem różnowartościowym. Pokażemy teraz, że Nn jest przestrzenią skończenie
wymiarową. Rzeczywiście, zauważmy, że
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T n = I −
(
n
1
)
U +
(
n
2
)
U2 + . . . + (−1)n
(
n
n
)
Un.
Przyjmijmy
Un =
(
n
1
)
U −
(
n
2
)
U2 − . . .− (−1)n
(
n
n
)
Un,
więc T n = I − Un. Oczywiście, Un jest operatorem zwartym. Dla x ∈ Nn mamy
T nx = 0, zatem x = Unx, więc operator I|Nn jest operatorem zwartym. Stąd,
na podstawie twierdzeń 5.3.2 i 3.3.3, wnioskujemy, że Nn jest przestrzenią skończe-
nie wymiarową. 
Z twierdzenia 5.4.1 jako wniosek otrzymujemy następujące
Twierdzenie 5.4.5. Załóżmy, że E jest przestrzenią Banacha nad ciałem R
lub C. Niech odwzorowanie U : E → E będzie liniowym operatorem zwartym.
Równanie
x− Ux = y, y ∈ E (5.4.8)
ma rozwiązanie w przestrzeni E dla dowolnego y ∈ E wtedy i tylko wtedy, gdy
równanie
x− Ux = 0 (5.4.9)
ma tylko rozwiązanie trywialne x = 0.
Twierdzenie 5.4.5 możemy wypowiedzieć również w inny sposób.
Twierdzenie 5.4.6. Załóżmy, że E jest przestrzenią Banacha nad ciałem R
lub C. Niech odwzorowanie U : E → E będzie liniowym operatorem zwartym,
a T = I − U . kerT = {0} wtedy i tylko wtedy, gdy T (E) = E.
Na podstawie twierdzenia 5.3.4 operator sprzężony U∗ do zwartego operatora
U jest operatorem zwartym w przestrzeni E′. Zatem prawdziwe jest następujące
Twierdzenie 5.4.7. Załóżmy, że E jest przestrzenią Banacha nad ciałem R
lub C. Niech odwzorowanie U : E → E będzie liniowym operatorem zwartym,
a T = I − U . kerT ∗ = {0} wtedy i tylko wtedy, gdy T ∗(E′) = E′.
Niech odwzorowanie T : E → E będzie ciągłym operatorem liniowym, a od-
wzorowanie T ∗ : E′ → E′ – operatorem sprzężonym do operatora T .
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Definicja 5.4.3. Mówimy, że element x ∈ E jest ortogonalny do kerT ∗, gdy
x′(x) = 0 dla x′ ∈ kerT ∗ i wtedy piszemy x⊥ kerT ∗.
Definicja 5.4.4. Mówimy, że element x′ ∈ E′ jest ortogonalny do kerT , gdy
x′(x) = 0 dla x ∈ kerT i wtedy piszemy x′⊥ kerT .
Następne dwa interesujące twierdzenia są uogólnieniem twierdzeń 5.4.6 i 5.4.7.
Twierdzenie 5.4.8. Niech E będzie przestrzenią Banacha nad ciałem R lub C
i niech odwzorowanie U : E → E będzie liniowym operatorem zwartym. Przyj-
mijmy T = I − U . Równanie
Tx = y, y ∈ E (5.4.10)
ma rozwiązanie w przestrzeni E wtedy i tylko wtedy, gdy
y⊥ kerT ∗. (5.4.11)
Dowód. Niech x′ ∈ E′, wtedy x′(Tx) = x′(y). Stąd mamy (T ∗x′)(x) = x′(y)
dla x′ ∈ E′. Zakładając, że x′ ∈ kerT ∗, otrzymujemy x′(y) = 0, zatem y⊥ kerT ∗.
Dowód warunku dostatecznego przeprowadzimy metodą „nie wprost”. Przypuśćmy,
że y /∈ T (E). Wiemy, że T (E) = T (E), więc – podstawie twierdzenia 3.2.2 –
istnieje x′0 ∈ E′ takie, że x′0(Tx) = 0 dla x ∈ E i x′0(y) = 1. Ponieważ x′0(Tx) =
(T ∗x′0)(x) dla x ∈ E, więc T ∗x′0 = 0. Zatem, zgodnie z założeniem, powinna
zachodzić równość x′0(y) = 0, ale przeczy ona definicji x
′
0. Otrzymana sprzeczność
dowodzi, że równanie Tx = y ma rozwiązanie w przestrzeni E. 
Twierdzenie 5.4.9. Niech E będzie przestrzenią Banacha nad ciałem R lub C
i niech E′ będzie przestrzenią sprzężoną do niej. Załóżmy, że odwzorowanie
U : E → E jest liniowym operatorem zwartym. Przyjmijmy T = I − U . Niech
T ∗ : E′ → E′ będzie operatorem sprzężonym do operatora T . Równanie
T ∗x′ = y′, y′ ∈ E′ (5.4.12)
ma rozwiązanie w przestrzeni E′ wtedy i tylko wtedy, gdy
y′⊥ kerT. (5.4.13)
Dowód warunku koniecznego. Załóżmy, że równanie (5.4.12) ma rozwiąza-
nie x′ w przestrzeni E′. Zatem (T ∗x′)(x) = y′(x) dla x ∈ E, więc x′(Tx) = y′(x).
Niech x ∈ kerT , wtedy y′(x) = 0 i y′⊥ kerT . 
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Dowód warunku dostatecznego. Zostanie przeprowadzony jedynie przy do-
datkowym założeniu, że E jest przestrzenią refleksywną (pełny dowód znajduje
się w [18]). Dowód przeprowadzimy metodą „nie wprost”. Załóżmy, że y′⊥ kerT
i przypuśćmy, że y′ /∈ T ∗(E′). Ponieważ T ∗(E′) = T ∗(E′), więc – na podsta-
wie twierdzenia 3.2.2 – istnieje x′′0 ∈ E′′ takie, że x′′0 (T ∗x′) = 0 dla x′ ∈ E′
i x′′0 (y
′) = 1. Skoro E jest przestrzenią refleksywną, to x′′0 = κ(x0) dla pewnego
x0 ∈ E. Zatem
κ(x0)(T ∗x′) = (T ∗x′)(x0) = x′(Tx0) = 0
dla x′ ∈ E′, więc x0 ∈ kerT . Jednakże κ(x0)(y′) = y′(x0) = 1. Otrzymana
sprzeczność kończy dowód naszego twierdzenia. 
5.5. Alternatywa Fredholma
Niech E będzie przestrzenią Banacha nad ciałem K (R lub C) i niech odwzo-
rowanie T : E → E będzie ciągłym operatorem liniowym. Oznaczmy symbolem E′
przestrzeń sprzężoną do przestrzeni E, a symbolem T ∗ – operator sprzężony do
operatora T . Rozważmy równania
Tx = y, y ∈ E, (5.5.1)
T ∗x′ = y′, y′ ∈ E′, (5.5.2)
Tx = 0, (5.5.3)
T ∗x′ = 0. (5.5.4)
Definicja 5.5.1. Mówimy, że dla operatora T zachodzi alternatywa Fredholma,
gdy
(I) równania (5.5.1) i (5.5.2) mają rozwiązania x ∈ E i x′ ∈ E′ dla dowolnego
y ∈ E i y′ ∈ E′ i wtedy równania (5.5.3) i (5.5.4) mają tylko rozwiązania
trywialne x = 0 i x′ = 0
albo
(II) podprzestrzenie kerT i kerT ∗ są nietrywialnymi podprzestrzeniami skończe-
nie wymiarowymi i dim kerT = dim kerT ∗; równanie (5.5.1) ma rozwiązanie
w przestrzeni E wtedy i tylko wtedy, gdy y⊥ kerT ∗, a równanie (5.5.2) ma
rozwiązanie w przestrzeni E′ wtedy i tylko wtedy, gdy y′⊥ kerT .
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Niech elementy x1, . . . , xn tworzą bazę przestrzeni kerT , a x′1, . . . , x
′
n – bazę
przestrzeni kerT ∗, wtedy ogólne rozwiązanie równania (5.5.1) ma postać
x = x0 + c1x1 + . . . + cnxn, (5.5.5)
a ogólne rozwiązanie równania (5.5.2) przyjmuje postać
x′ = x′0 + γ1x
′
1 + . . . + γnx
′
n, (5.5.6)
gdzie x0 jest szczególnym rozwiązaniem równania (5.5.1), a x′0 – szczególnym roz-
wiązaniem równania (5.5.2), ci, γi ∈ K dla i = 1, . . . , n.
Twierdzenie 5.5.1. Niech E będzie przestrzenią Banacha nad ciałem R
lub C. Załóżmy, że odwzorowanie U : E → E jest liniowym operatorem zwar-
tym. Przyjmijmy T = I − U . Wtedy dla operatora T zachodzi alternatywa
Fredholma.
Dowód. Na podstawie twierdzenia 5.4.3 wnioskujemy, że operator T jest równo-
cześnie typu FA i typu FD. Ponieważ T ∗ = I − U∗, więc z twierdzenia 5.3.4
i twierdzenia 5.3.2 wynika, że operator T ∗ jest również operatorem typu FA i ty-
pu FD. Na podstawie twierdzeń 5.1.2 i 5.4.2 oraz lematu 5.4.2 wnioskujemy, że
kerT = {0} i kerT ∗ = {0} albo kerT 6= {0} i jednocześnie kerT ∗ 6= {0}. Zgod-
nie z twierdzeniem 5.4.4, przestrzenie kerT i kerT ∗ są przestrzeniami skończenie
wymiarowymi. Wiadomo, że dim kerT = dim kerT ∗ ([18]). Niech n ∈ N0 bę-
dzie najmniejszą z liczb taką, że kerTn = kerTn+1, wtedy, gdy n = 0, zgodnie
z twierdzeniem 5.4.6, zachodzi (I); jeśli n ­ 1, to – na podstawie twierdzenia 5.4.8
i twierdzenia 5.4.9 – wnioskujemy, że zachodzi (II). 
W przypadku, gdy E = H , gdzie H jest przestrzenią Hilberta, operator sprzę-
żony T ∗ : H → H spełnia równość (5.1.5). Wtedy alternatywa Fredholma ma
następującą wypowiedź.
Niech odwzorowanie T : H → H będzie liniowym operatorem ciągłym. Roz-
ważmy równania
Tx = y, y ∈ H, (5.5.7)
T ∗x = y, y ∈ H, (5.5.8)
Tx = 0, (5.5.9)
T ∗x = 0. (5.5.10)
Mówimy, że dla operatora T zachodzi alternatywa Fredholma, gdy:
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(I) równania (5.5.7) i (5.5.8) mają rozwiązania w przestrzeni H dla dowolnego
y ∈ H i wtedy równania (5.5.9) i (5.5.10) mają tylko rozwiązania trywialne
x = 0
albo
(II) podprzestrzenie kerT i kerT ∗ są skończenie wymiarowymi nietrywialnymi pod-
przestrzeniami przestrzeni H i dim kerT = dim kerT ∗; równanie (5.5.7) ma
rozwiązanie x ∈ H wtedy i tylko wtedy, gdy
〈y, x〉 = 0 dla x ∈ kerT ∗, (5.5.11)
a równanie (5.5.8) ma rozwiązanie x ∈ H wtedy i tylko wtedy, gdy
〈y, x〉 = 0 dla x ∈ kerT. (5.5.12)
Niech elementy x1, . . . , xn tworzą bazę przestrzeni kerT , a z1, . . . , zn – bazę
przestrzeni kerT ∗. Ogólne rozwiązanie równania (5.5.7) ma postać
x = x0 + c1x1 + . . . + cnxn, (5.5.13)
a ogólne rozwiązanie równania (5.5.8) przyjmuje postać
x = z0 + γ1z1 + . . . + γnzn, (5.5.14)
gdzie x0 jest szczególnym rozwiązaniem równania (5.5.7), a z0 – szczególnym roz-
wiązaniem równania (5.5.8), ci, γi ∈ K dla i = 1, . . . , n.
5.6. Operatory symetryczne w przestrzeniach Hilberta
(teoria Riesza)
Zbiór Cn := {x : x = (x1, . . . , xn), xi ∈ C, i = 1, 2, . . . , n} możemy inter-
pretować jako domkniętą podprzestrzeń liniową przestrzeni liniowej l2 (przykład
2.5.1). Wtedy dla x, y ∈ Cn mamy
〈x, y〉 =
n∑
i=1
xiyi,
gdzie x = (x1, . . . , xn) i y = (y1, . . . , yn).
Niech odwzorowanie T : Cn → Cn będzie operatorem symetrycznym. W al-
gebrze liniowej dowodzi się, że istnieje baza ortonormalna {a1, . . . , an} złożona
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z wektorów własnych ai, i = 1, . . . , n, operatora T . Wartościami własnymi są rze-
czywiste liczby µ1, . . . , µn. Operator T ma następującą reprezentację spektralną:
Tx = µ1〈x, a1〉a1 + . . . + µn〈x, an〉an. (5.6.1)
Celem naszych obecnych rozważań będzie pokazanie, że analogiczne własności mają
symetryczne operatory zwarte w dowolnej przestrzeni Hilberta. Wiemy, że w każdej
przestrzeni HilbertaH symetryczny operator T : H → H jest operatorem liniowym
i ciągłym.
Twierdzenie 5.6.1. Niech H będzie przestrzenią Hilberta i niech odwzoro-
wanie T : H → H będzie operatorem symetrycznym. Wtedy funkcja
H 3 x→ 〈Tx, x〉 (5.6.2)
przyjmuje jedynie wartości rzeczywiste.
Dowód. Ponieważ 〈Tx, y〉 = 〈x, Ty〉 = 〈Ty, x〉, więc dla x = y mamy 〈Tx, x〉 =
〈Tx, x〉. Zatem 〈Tx, x〉 ∈ R. 
Pokażemy teraz, że gdy µ jest wartością własną symetrycznego operatora T
w przestrzeni Hilberta H , to µ jest liczbą rzeczywistą. Ponieważ Tx = µx dla pew-
nego x 6= 0, więc 〈Tx, x〉 = µ〈x, x〉. Stąd, na podstawie poprzedniego twierdzenia,
wnioskujemy, że µ jest liczbą rzeczywistą.
Przykład 5.6.1. Niech H = L2(0, 1). Przyjmijmy (Tϕ)(x) := xϕ(x) dla ϕ ∈
L2(0, 1). Łatwo można zauważyć, że T jest operatorem symetrycznym w L2(0, 1),
a więc jest również operatorem liniowym i ciągłym. Operator T nie ma wartości
własnych.
Przykład 5.6.2. Niech T : Cn → Cn będzie operatorem symetrycznym i niech
µk0 będzie największą co do wartości bezwzględnej wartością własną operatora T ,
wtedy
|µk0 | = ‖T‖ = sup
‖x‖=1
|〈Tx, x〉|.
Rzeczywiście, zgodnie z (5.6.1), mamy
〈Tx, x〉 =
〈 n∑
k=1
µk〈x, ak〉ak,
n∑
k=1
〈x, ak〉ak
〉
=
n∑
k=1
µk|〈x, ak〉|2 ¬ |µk0 | ‖x‖2.
146 5. Teoria operatorów liniowych
Stąd wynika, że ∣∣∣∣〈T x‖x‖ , x‖x‖〉
∣∣∣∣ ¬ |µk0 | dla x ∈ H.
Wobec tego
sup
‖x‖=1
|〈Tx, x〉| ¬ |µk0 |.
Dla x = ak0 mamy |〈Tak0 , ak0〉| = |µk0 |, więc
sup
‖x‖=1
|〈Tx, x〉| = |µk0 |.
Pokażemy teraz, że ‖T‖ = |µk0 |. Rzeczywiście, |〈Tx, x〉| ¬ ‖T‖ ‖x‖2. Zatem
sup
‖x‖=1
|〈Tx, x〉| ¬ ‖T‖.
Ponieważ ‖Tak0‖ ¬ |µk0 |, więc ‖T‖ ¬ |µk0 |. Ostatecznie mamy
|µk0 | = ‖T‖ = sup
‖x‖=1
|〈Tx, x〉|.
Wykażemy teraz, że symetryczne operatory zwarte w dowolnej przestrzeni Hil-
berta mają wartości własne.
Twierdzenie 5.6.2 (Riesza). Niech H będzie przestrzenią Hilberta, a odwzo-
rowanie T : H → H – operatorem symetrycznym, wtedy
‖T‖ = sup
‖x‖=1
|〈Tx, x〉|.
Jeśli ponadto T jest operatorem zwartym, to ‖T‖ lub −‖T‖ jest wartością
własną operatora T .
Dowód. Rozważania dotyczące przykładu 5.6.2 sugerują naturalną metodę dowo-
du naszego twierdzenia. Najpierw udowodnimy równość
‖T‖ = sup
‖x‖=1
|〈Tx, x〉|.
Niech NT = inf{M : |〈Tx, x〉| ¬M‖x‖2}. Zauważmy, że NT ¬ ‖T‖. Niech λ ∈ R
i λ 6= 0. Przeprowadzając proste przekształcenia, możemy sprawdzić, że
〈Tx, Tx〉 = 1
4
(
〈T (λx + 1
λ
Tx), λx +
1
λ
Tx〉 − 〈T (λx− 1
λ
Tx), λx− 1
λ
Tx〉
)
.
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Stąd otrzymujemy
〈Tx, Tx〉 ¬ 1
4
NT
(
‖λx + 1
λ
Tx‖2 + ‖λx− 1
λ
Tx‖2
)
=
1
2
NT
(
‖λx‖2 + ‖ 1
λ
Tx‖2
)
.
Załóżmy teraz, że Tx 6= 0. Prosty rachunek pokazuje nam, że funkcja
ϕ(λ) =
1
2
(
‖λx‖2 + ‖ 1
λ
Tx‖2
)
osiąga minimum dla λ2 = ‖x‖−1‖Tx‖. Zatem
〈Tx, Tx〉 ¬ 1
2
NT (‖Tx‖ ‖x‖ + ‖Tx‖ ‖x‖) = NT ‖Tx‖ ‖x‖.
Ostatecznie mamy ‖Tx‖2 ¬ NT ‖Tx‖ ‖x‖, więc ‖T‖ ¬ NT . Wobec tego
‖T‖ = sup
‖x‖=1
|〈Tx, x〉|.
Pokażemy teraz, że prawdziwa jest druga część tezy naszego twierdzenia. Z udo-
wodnionej równości wynika, że istnieje ciąg {xn}, ‖xn‖ = 1 taki, że
lim
n→∞ |〈Txn, xn〉| = ‖T‖.
Zauważmy, że {xn} może być tak wybrany, by również ciąg {〈Txn, xn〉} był zbież-
ny, bo jest to ciąg ograniczony. Przyjmijmy zatem
µ1 := lim
n→∞〈Txn, xn〉.
Łatwo zauważyć, że µ1 = ‖T‖ lub µ1 = −‖T‖. Oczywiście, zachodzą następujące
relacje:
〈Txn − µ1xn, Txn − µ1xn〉 = 〈Txn, Txn〉 − 2µ1〈Txn, xn〉 + µ21 ­ 0. (5.6.3)
Stąd otrzymujemy
‖Txn − µ1xn‖2 = ‖Txn‖2 − 2µ1〈Txn, xn〉 + µ21 ­ 0.
Ponieważ ‖xn‖ = 1, więc
‖Txn − µ1xn‖2 ¬ ‖T‖2 − µ1〈Txn, xn〉 − µ1〈Txn, xn〉 + µ21.
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Zauważmy, że µ1〈Txn, xn〉 → µ21, gdy n → ∞, zatem ‖Txn − µ1xn‖ → 0, gdy
n → ∞. Ten fakt możemy interpretować tak, że xn jest przybliżonym rozwiąza-
niem równania Tx− µ1x = 0 (gdy to równanie ma rozwiązanie). Ponieważ T jest
liniowym operatorem zwartym, więc możemy założyć, że ciąg {Txn} jest ciągiem
zbieżnym. Przyjmijmy y := lim
n→∞Txn. Ponieważ limn→∞(Txn−µ1xn) = 0, więc ciąg
{xn} jest zbieżny. Przyjmijmy x := lim
n→∞xn. Oczywiście, ‖xn‖ = 1. Ponieważ T
jest operatorem ciągłym, więc y = Tx. Stąd wnioskujemy, że Tx = µ1x. Wcześniej
zostało ustalone, że µ1 = ‖T‖ albo µ1 = −‖T‖. Tym stwierdzeniem kończymy
dowód naszego twierdzenia. 
Niech
Hµ1 = {x : x ∈ H, Tx = µ1x}.
Oczywiście,Hµ1 jest podprzestrzenią liniową przestrzeniH niezmienniczą ze wzglę-
du na T . Teraz pokażemy, że Hµ1 jest przestrzenią skończenie wymiarową. Przy-
puśćmy, że Hµ1 nie jest przestrzenią skończenie wymiarową. Wobec tego istnieje
zbiór ortonormalny {en : n ∈ N} ⊂ Hµ1 . Ponieważ T jest liniowym operatorem
zwartym, więc można by wybrać podciąg Cauchy’ego {Tenk} ciągu {Ten}, ale to
przeczy równości ‖Tenν − Tenµ‖ = |µ1|
√
2 dla ν 6= µ. Zatem Hµ1 jest przestrze-
nią liniową skończenie wymiarową. Oczywiście,Hµ1 jest podprzestrzenią domkniętą
przestrzeni H . Niech
H = Hµ1 ⊕H⊥µ1 .
Jeśli H jest nieskończenie wymiarową przestrzenią Hilberta, to H⊥µ1 6= {0} i H⊥µ1
jest podprzestrzenią domkniętą przestrzeni H . Łatwo można sprawdzić, że H⊥µ1
jest również podprzestrzenią niezmienniczą ze względu na T . Wobec tego H⊥µ1 jest
przestrzenią Hilberta i T : H⊥µ1 → H⊥µ1 . Zatem dla operatora T i przestrzeni H⊥µ1
możemy zastosować twierdzenie 5.6.2. Wobec tego istnieją x2 ∈ H⊥µ1 i µ2 ∈ R
takie, że
Tx2 = µ2x2 i |µ2| = sup
x∈H⊥µ1 , ‖x‖=1
|〈Tx, x〉|.
Stąd wynika, że |µ1| ­ |µ2|. Niech
Hµ2 = {x : x ∈ H⊥µ1 , Tx = µ2x}.
Wtedy
H⊥µ1 = Hµ2 ⊕H⊥µ2 i H = Hµ1 ⊕ (Hµ2 ⊕H⊥µ2).
Oczywiście,H⊥µ2⊥Hµ1 iH⊥µ2⊥Hµ2 . Zatem każdy element x ∈ H ma jednoznacznie
wyznaczoną reprezentację x = x1 + x2 + x3, x1 ∈ Hµ1 , x2 ∈ Hµ2 i x3 ∈ H⊥µ2 .
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Kontynuując to postępowanie, otrzymujemy rozkład przestrzeni H w postaci sumy
prostej
H = Hµ1 ⊕Hµ2 ⊕ . . .⊕Hµn ⊕H⊥µn , (5.6.4)
gdzie
H⊥µk−1 = Hµk ⊕H⊥µk dla k = 2, . . . , n i |µ1| ­ |µ2| ­ · · · ­ |µn|.
Jeśli H jest przestrzenią skończenie wymiarową, to dla pewnego n mamy H⊥µn =
{0}. Wtedy
H = Hµ1 ⊕Hµ2 ⊕ . . .⊕Hµn .
Jeśli H jest nieskończenie wymiarową przestrzenią Hilberta, to nasze postępowanie
się nie kończy. Oczywiście,
|µ1| ­ |µ2| ­ . . . ­ |µn| ­ . . . .
Pokażemy teraz, że lim
n→∞µn = 0. Oczywiście, ciąg {|µn|} jest ciągiem zbież-
nym. Przypuśćmy, że lim
n→∞ |µn| > 0. Niech xn ∈ Hµn i ‖xn‖ = 1, wtedy ciąg
{xn/µn} jest ciągiem ograniczonym. Ponieważ T jest liniowym operatorem zwar-
tym, więc istnieje podciąg Cauchy’ego {T (xnk/µnk)} ciągu {T (xn/µn)}. Oczy-
wiście, T (xn/µn) = xn. Możemy założyć, że zbiór {xn : n ∈ N} jest zbiorem
ortonormalnym, zatem ‖xnν − xnµ‖ =
√
2 dla ν 6= µ. W ten sposób otrzymujemy
sprzeczność. Wobec tego lim
n→∞µn = 0.
Z przytoczonych rozważań wynika, że dla ustalonego n i x ∈ H istnieje do-
kładnie jedna reprezentacja
x =
n∑
i=1
xi + yn, (5.6.5)
gdzie xi ∈ Hµi i yn ∈ H⊥µn . Z konstrukcji ciągu {Hµn} wynika, że elementy xi
nie zmieniają się w reprezentacji (5.6.5) dla i ¬ n, gdy w reprezentacji (5.6.5) n
zastąpimy przez n + 1. Pokażemy teraz, że ‖Tyn‖ ¬ |µn+1| ‖x‖. Rzeczywiście,∥∥∥∥T yn‖yn‖
∥∥∥∥ ¬ ‖T‖H⊥µ = sup
x∈H⊥µ , ‖x‖=1
|〈Tx, x〉| = |µn+1|.
Stąd otrzymujemy nierówność ‖Tyn‖ ¬ |µn+1| ‖yn‖. Ponieważ
‖x‖2 =
n∑
i=1
‖xi‖2 + ‖yn‖2,
więc ‖Tyn‖ ¬ |µn+1| ‖x‖. Zatem
Tyn → 0, gdy n→∞. (5.6.6)
150 5. Teoria operatorów liniowych
Niech zbiór {enk : k = 1, . . . , rn} będzie bazą ortonormalną dla przestrzeni Hµn .
Wtedy element x ∈ Hµn ma reprezentację
xn =
rn∑
k=1
〈xn, enk〉enk.
Na podstawie (5.6.5) wnioskujemy, że 〈xn, enk〉 = 〈x, enk〉. Zatem element xn ma
jednoznacznie wyznaczoną reprezentację
xn =
rn∑
k=1
〈x, enk〉enk. (5.6.7)
Zauważmy, że zbiór
∞⋃
n=1
{enk : k = 1, . . . , rn} jest zbiorem ortonormalnym w prze-
strzeni H . Zgodnie z (5.6.5) i (5.6.7), element x ∈ H dla ustalonego n ma jedno-
znacznie wyznaczoną reprezentację postaci
x =
n∑
ν=1
rν∑
k=1
〈x, eνk〉eνk + yn, (5.6.8)
gdzie eνk ∈ Hµν i yn⊥Hµν dla ν = 1, . . . , n. Zatem
‖x‖2 =
n∑
ν=1
rν∑
k=1
|〈x, eνk〉|2 + ‖yn‖2.
Stąd dla każdego n otrzymujemy nierówność
n∑
ν=1
rν∑
k=1
|〈x, eνk〉|2 ¬ ‖x‖2. (5.6.9)
Elementy zbioru
∞⋃
n=1
{enk : k = 1, . . . rn} możemy ustawić w następujący sposób:
e11, . . . , e1r1 , e21, . . . , e2r2 , . . . , en1, . . . , enrn , . . .
i następnie ponumerować liczbami naturalnymi. W rezultacie otrzymujemy ciąg
e1, . . . , en, . . . . Każdy element x ∈ H możemy przedstawić w postaci
x =
n∑
ν=1
〈x, eν〉eν + zn. (5.6.10)
Na podstawie (5.6.9) wnioskujemy, że szereg
∞∑
ν=1
〈x, eν〉eν (5.6.11)
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jest bezwarunkowo zbieżny (zob. zad. 3.5.16). Zgodnie z (5.6.10), mamy
Tx =
n∑
ν=1
〈x, eν〉Teν + Tzn.
Biorąc pod uwagę (5.6.6), (5.6.11) i (5.6.8), wnioskujemy, że Tzn → 0, gdy n→∞.
Stąd otrzymujemy
Tx =
∞∑
ν=1
〈x, eν〉Teν . (5.6.12)
Jeśli element eν ∈ Hµn , to mamy Teν = µνeν , gdzie µν jest wartością własną od-
powiadającą wektorowi własnemu eν . Równość (5.6.12) możemy zapisać w postaci
Tx =
∞∑
ν=1
µν〈x, eν〉eν . (5.6.13)
Zgodnie z (5.6.11), każdy element x ∈ H możemy zapisać w postaci
x =
∞∑
ν=1
〈x, eν〉eν + x0.
Ponieważ T jest operatorem ciągłym, więc – zgodnie z (5.6.13) – Tx0 = 0.
Rozważania te dają następujące
Twierdzenie 5.6.3 (o reprezentacji spektralnej symetrycznych operatorów zwar-
tych). Niech H będzie przestrzenią Hilberta, a T : H → H – symetrycznym
operatorem zwartym. Wtedy istnieje układ ortonormalny {eν : ν ∈ N} złożony
z wektorów własnych eν operatora T i operator T ma następującą reprezentację
spektralną:
Tx =
∞∑
ν=1
µν〈x, eν〉eν , (5.6.14)
gdzie µν jest wartością własną operatora T , odpowiadającą wektorowi własne-
mu eν . Szereg (5.6.14) jest bezwarunkowo zbieżny. Wartości własne operatora T
są liczbami rzeczywistymi i lim
ν→∞µν = 0. Ponadto, jeśli µ = 0 nie jest war-
tością własną operatora T , to układ ortonormalny {eν : ν ∈ N} jest układem
ortonormalnym zupełnym w przestrzeni H.
Zastosujemy teraz twierdzenie 5.6.3 do wyznaczania rozwiązań operatorowych
równań liniowych. Niech H będzie przestrzenią Hilberta, a T : H → H – syme-
trycznym operatorem zwartym. Załóżmy, że µ = 0 nie jest wartością własną ope-
ratora T . Rozważmy równanie
x− λTx = y. (5.6.15)
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Na podstawie twierdzenia 5.6.3 każdy element x ∈ H ma reprezentację
x =
∞∑
n=1
〈x, en〉en,
gdzie en są wektorami własnymi operatora T i tworzą zupełny układ ortonormalny
{en : n ∈ N} w przestrzeni H . Zatem równanie (5.6.15) możemy zapisać w postaci:
∞∑
n=1
〈x, en〉en − λ
∞∑
n=1
µn〈x, en〉en = y, (5.6.16)
gdzie µn jest wartością własną operatora T , odpowiadającą wektorowi własnemu
en. Obie strony równości (5.6.16) mnożymy skalarnie przez ei i otrzymujemy
〈x, ei〉 − λµi〈x, ei〉 = 〈y, ei〉. (5.6.17)
Rozważmy teraz dwa przypadki:
(a) λµn 6= 1 dla n ∈ N,
(b) dla pewnego n0 λµn0 = 1.
W przypadku (a) mamy
〈x, ei〉 = 〈y, ei〉1− λµi
dla dowolnego i ∈ N. Stąd otrzymujemy formalny szereg
∞∑
n=1
〈y, en〉
1− λµn en. (5.6.18)
Udowodnimy, że szereg ten jest bezwarunkowo zbieżny w przestrzeni H . Najpierw
pokażemy, że
sup
n∈N
1
|1− λµn| <∞.
Rzeczywiście, na podstawie twierdzenia 5.6.3, lim
n→∞µn = 0. Stąd, dla pewnego
n0 ∈ N i wszystkich n ­ n0, zachodzi nierówność |1− λµn| > 1/2. Wobec tego
sup
n­n0
1
|1− λµn| ¬ 2 dla n ­ n0.
Zatem szereg (5.6.18) jest bezwarunkowo zbieżny w przestrzeni H . Łatwo można
sprawdzić, że element
x =
∞∑
n=1
〈y, en〉
1− λµn en
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jest jedynym rozwiązaniem równania (5.6.15). Rozważmy teraz przypadek (b).
Niech dla pewnego n0 zachodzi λµn0 = 1, wtedy
Hµn0 = lin{es, . . . , es+r−1} i dimHµn0 = r.
Załóżmy, że element
x =
∞∑
n=1
〈x, en〉en
spełnia równanie (5.6.15), wtedy
0 = (1− λµn0)〈x, ei〉 = 〈y, ei〉 (5.6.19)
dla i = s, . . . , s+r−1. Zatem warunkiem koniecznym do tego, aby równanie (5.6.15)
miało rozwiązanie, jest to, by y⊥Hµn0 . Łatwo można sprawdzić, że element
x = xµn0 +
∑
ν /∈{s,...,s+r−1}
〈y, eν〉
1− λµν eν ,
gdzie xµn0 ∈ Hµn0 jest ogólnym rozwiązaniem równania (5.6.15).
5.7. Ogólne pojęcie operatora sprzężonego
do operatora liniowego
w unormowanych przestrzeniach liniowych
Najpierw zajmiemy się rozszerzeniem definicji operatora sprzężonego T ∗ do
operatora liniowego T w sensie uwagi 5.1.1, gdy operator T ma gęstą dziedzinę
D(T ) w przestrzeni Hilberta H .
Niech H będzie przestrzenią Hilberta. W rozdz. 5.1 pokazaliśmy, że dla do-
wolnego operatora liniowego T : H → H ciągłego istnieje ciągły operator liniowy
T ∗ : H → H taki, że
〈Tx, y〉 = 〈x, T ∗y〉 dla x, y ∈ H.
W różnych dziedzinach matematyki i fizyki spotykamy operatory liniowe określone
na gęstej podprzestrzeni liniowej przestrzeni L2(Ω) i nieciągłe. Takimi operatorami
są liniowe operatory różniczkowe. Teraz wykażemy, że dla tego typu operatorów
można wprowadzić pojęcie operatora sprzężonego.
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Niech H będzie przestrzenią Hilberta, a D(T ) – gęstą podprzestrzenią liniową
przestrzeni H . Załóżmy, że odwzorowanie T : D(T ) → H jest operatorem linio-
wym. Odwzorowanie
D(T ) 3 x→ 〈Tx, y〉 ∈ C, (5.7.1)
gdzie y jest ustalonym elementem przestrzeni H , jest funkcjonałem liniowym na
D(T ). Dla pewnych elementów y ∈ H funkcjonał (5.7.1) może być ciągły, a dla
innych – nieciągły. Jeśli y ∈ H jest takim elementem przestrzeni H , że funkcjonał
(5.7.1) jest funkcjonałem ciągłym, to możemy go jednoznacznie przedłużyć na całą
przestrzeńH z zachowaniem ciągłości (por. dowód twierdzenia 2.8.5). Na podstawie
twierdzenia 2.5.1 wnioskujemy, że istnieje dokładnie jeden element y∗ ∈ H taki, że
〈Tx, y〉 = 〈x, y∗〉 dla x ∈ D(T ). (5.7.2)
Przyjmijmy T ∗(y) := y∗. Symbolem D(T ∗) będziemy oznaczać zbiór tych ele-
mentów y przestrzeni H , dla których funkcjonał (5.7.1) jest ciągły. Łatwo można
sprawdzić, że D(T ∗) jest podprzestrzenią liniową przestrzeni H , i że odwzorowanie
T ∗ : D(T ∗)→ H jest operatorem liniowym.
Definicja 5.7.1. Operator liniowy T ∗ : D(T ∗)→ H wyżej określony nazywamy
operatorem sprzężonym do liniowego operatora T .
Twierdzenie 5.7.1. Niech H będzie przestrzenią Hilberta, a D(T ) – gęstą
podprzestrzenią liniową przestrzeni H. Załóżmy, że odwzorowanie T : D(T )→
H jest operatorem liniowym. Wtedy odwzorowanie T ∗ : D(T ∗)→ H jest linio-
wym operatorem domkniętym.
Dowód. W związku z wcześniejszymi rozważaniami pozostało nam jedynie udo-
wodnić, że odwzorowanie T ∗ jest domknięte. Niech yn ∈ D(T ∗) i yn → y w prze-
strzeni H oraz T ∗yn → y∗ w przestrzeni H . Ponieważ
〈Tx, yn〉 = 〈x, T ∗yn〉 dla x ∈ D(T ),
więc
〈Tx, y〉 = 〈x, y∗〉 dla x ∈ D(T ).
Stąd wynika, że odwzorowanie D(T ) 3 x → 〈Tx, y〉 jest ciągłym funkcjonałem
liniowym, zatem y ∈ D(T ∗) i T ∗y = y∗. Wobec tego T ∗ jest operatorem do-
mkniętym. 
Z powyższych rozważań wynika, że
〈Tx, y〉 = 〈x, T ∗y〉 dla x ∈ D(T ) i y ∈ D(T ∗). (5.7.3)
Stąd otrzymujemy następujący
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Wniosek 5.7.1. Operator liniowy T : D(T ) → H jest operatorem ciągłym
wtedy i tylko wtedy, gdy D(T ∗) = H.
Dowód. Konieczność warunku jest oczywista. Załóżmy teraz, że D(T ∗) = H .
Na podstawie twierdzenia 5.7.1 i twierdzenia 4.5.1 wnioskujemy, że T ∗ jest opera-
torem ciągłym. Zatem
|〈Tx, y〉| ¬ ‖x‖‖T ∗‖‖y‖.
Dla y 6= 0 otrzymujemy ∣∣∣〈Tx, y‖y‖〉
∣∣∣ ¬ ‖T ∗‖‖x‖.
Stąd, na podstawie twierdzenia 3.2.3, dla Tx 6= 0 istnieje y ∈ H takie, że
‖Tx‖ =
∣∣∣〈Tx, y‖y‖〉
∣∣∣¬ ‖T ∗‖‖x‖.
Zatem ‖T‖ ¬ ‖T ∗‖. 
Twierdzenie 5.7.2. Niech H będzie przestrzenią Hilberta, a D(T ) – pod-
przestrzenią liniową przestrzeni H. Niech T : D(T ) → H będzie operatorem
liniowym. Zbiór wartości T (D(T )) operatora T jest gęsty w przestrzeni H
wtedy i tylko wtedy, gdy operator T ∗ : D(T ∗) → H jest liniowym operatorem
różnowartościowym.
Dowód warunku koniecznego. Załóżmy, że T (D(T )) = H i niech T ∗y =
0. Musimy pokazać, że y = 0. Z definicji operatora sprzężonego T ∗ wynika, że
〈Tx, y〉 = 0 dla x ∈ D(T ). Uwzględniając założenie, otrzymujemy 〈z, y〉 = 0 dla
z ∈ H , więc y = 0. 
Dowód warunku dostatecznego. Załóżmy, że prawdziwa jest implikacja
T ∗y = 0⇒ y = 0.
Pokażemy, że T (D(T )) = H . Przypuśćmy, że nie zachodzi ta równość, zatem
H = T (D(T ))⊕H0 i H0 6= {0}.
Niech 0 6= y0 ∈ H0, wtedy
0 = 〈Tx, y0〉 = 〈x, T ∗y0〉 dla x ∈ D(T ).
Ponieważ D(T ) = H , to T ∗y0 = 0, więc y0 = 0. Nasze przypuszczenie doprowa-
dziło nas do sprzeczności, zatem T (D(T )) = H . 
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Niech H będzie przestrzenią Hilberta i niech zbiór D(T ) będzie gęstą podprze-
strzenią liniową przestrzeni H .
Definicja 5.7.2. Niech odwzorowanie T : D(T ) → H będzie operatorem linio-
wym. Mówimy, że operator T jest operatorem symetrycznym, gdy
〈Tx, y〉 = 〈x, Ty〉 dla x, y ∈ D(T ). (5.7.4)
Twierdzenie 5.7.3. Niech H będzie przestrzenią Hilberta, a zbiór D(T ) –
gęstą podprzestrzenią liniową przestrzeni H. Załóżmy, że odwzorowanie T :
D(T )→ H jest liniowym operatorem symetrycznym. Wtedy T jest operatorem
domykalnym i operator sprzężony T ∗ jest rozszerzeniem operatora T .
Dowód. Z warunku (5.7.4) wynika, że dla y ∈ D(T ) funkcjonał liniowy D(T ) 3
x → 〈Tx, y〉 jest ciągły, a więc D(T ) ⊂ D(T ∗) i T ∗x = Tx dla x ∈ D(T ). Tym
stwierdzeniem kończymy dowód naszego twierdzenia. 
Łatwo można sprawdzić, że domknięcie T operatora symetrycznego T jest rów-
nież operatorem symetrycznym.
Definicja 5.7.3. Niech H będzie przestrzenią Hilberta i niech zbiór D(T ) będzie
gęstą podprzestrzenią liniową przestrzeniH . Niech T : D(T )→ H będzie liniowym
operatorem symetrycznym. Mówimy, że operator T jest samosprzężony, gdy T =
T ∗ (GT = GT∗).
Przykład 5.7.1. Niech H = L2(0, 1) i niech D(T ) = D(0, 1). Przyjmijmy
(Tf)(x) = ı
d
dx
.
Łatwo można sprawdzić, że T jest operatorem liniowym i symetrycznym w L2(0, 1).
Można udowodnić, że D(T ) =W 120 (0, 1) (zob. rozdz. 10.4 i zad. 5.11.29). Operator
T nie jest samosprzężony.
Twierdzenie 5.7.4. Niech H będzie przestrzenią Hilberta, a zbiór D(T ) –
gęstą podprzestrzenią liniową przestrzeni H. Załóżmy, że odwzorowanie T :
D(T )→ H jest liniowym operatorem symetrycznym, i że T (D(T )) = H. Wte-
dy T jest operatorem samosprzężonym.
Dowód. Ponieważ T jest operatorem liniowym i symetrycznym, więc T ∗ jest roz-
szerzeniem operatora T , zatem D(T ) ⊂ D(T ∗). Teraz pokażemy, że zachodzi in-
kluzja przeciwna. Niech y ∈ D(T ∗) i niech y∗ = T ∗y. Skoro T (D(T )) = H , to
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istnieje element x ∈ D(T ) taki, że Tx = y∗. Zatem dla dowolnego z ∈ D(T ) mamy
〈Tz, y〉 = 〈z, y∗〉 = 〈z, Tx〉 = 〈Tz, x〉,
więc x = y. Oznacza to, że D(T ) ⊃ D(T ∗). Wobec tego T jest operatorem samo-
sprzężonym. 
Teraz wprowadzimy pojęcie operatora sprzężonego T ∗ dla dowolnego operatora
liniowego T : E → F , gdzie E i F są unormowanymi przestrzeniami liniowymi
oraz D(T ) = E. Niech E i F będą unormowanymi przestrzeniami liniowymi, a E′
i F ′ – odpowiednio ich przestrzeniami sprzężonymi. Załóżmy, że podprzestrzeń
liniowa D(T ) jest gęstą dziedziną operatora liniowego T : E → F . Przyjmijmy
x∗y′(x) := y
′(Tx) dla x ∈ D(T ) i y′ ∈ F ′. (5.7.5)
Odwzorowanie
D(T ) 3 x→ T ∗y′(x) := x∗y′(x) = y′(Tx) (5.7.6)
jest funkcjonałem liniowym na podprzestrzeni D(T ). Niech D(T ∗) będzie zbio-
rem elementów y′ ∈ F ′ takich, że odwzorowanie (5.7.6) jest ciągłe. Ponieważ
D(T ) = E, więc funkcjonał liniowy (5.7.6) możemy jednoznacznie przedłużyć naE.
Przedłużony funkcjonał będziemy również oznaczać symbolem x∗y′ . Teraz możemy
określić odwzorowanie T ∗ : D(T ∗)→ E′, przyjmując
T ∗y′ := x∗y′ dla y
′ ∈ D(T ∗). (5.7.7)
Definicja 5.7.4. Odwzorowanie T ∗ określone równością (5.2.7) nazywamy ope-
ratorem sprzężonym do operatora T .
Łatwo można zauważyć, że T ∗ jest operatorem liniowym.
Twierdzenie 5.7.5. Odwzorowanie T ∗ jest domkniętym operatorem linio-
wym.
Dowód. Niech y′n ∈ D(T ∗) i y′n → y′ w sensie normy ‖ · ‖F . Załóżmy teraz,
że T ∗y′n → x∗ w sensie normy ‖ · ‖E′ . Zatem y′n(Tx) → x∗(x) dla x ∈ D(T ).
Jednakże y′n(Tx) → y′(Tx) dla x ∈ D(T ), więc y′(Tx) = x∗(x) dla x ∈ D(T ).
Ponieważ x∗ ∈ E′, zatem y′ ∈ D(T ∗) i T ∗y′ = x∗. Stąd wynika, że T ∗ jest
operatorem domkniętym. 
Wniosek 5.7.2. Operator liniowy T : D(T ) → F jest ciągły wtedy i tylko
wtedy, gdy D(T ∗) = F ′.
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Dowód. Konieczność warunku D(T ∗) = F ′ jest oczywista. Ciągłość operatora
T ∗ wynika z twierdzenia 4.5.1, twierdzenia 3.4.1 i twierdzenia 5.7.5. Zatem
|y′(Tx)| = |T ∗y′(x)| ¬ ‖T ∗y′‖ ‖x‖ ¬ ‖T ∗‖ ‖y′‖ ‖x‖
dla x ∈ D(T ) i y′ ∈ F ′. Dla y′ 6= 0 mamy
‖y′‖−1|y′(Tx)| ¬ ‖T ∗‖ ‖x‖.
Na podstawie twierdzenia 3.2.3 dla Tx 6= 0 istnieje y′ 6= 0 takie, że ‖Tx‖ =
‖y′‖−1y′(Tx). Zatem ‖Tx‖ ¬ ‖T ∗‖ ‖x‖ dla x ∈ D(T ), więc
‖T‖L(D(T ),F ) ¬ ‖T ∗‖L(F ′,E′).
Można pokazać, że zachodzi równość (zob. twierdzenie 5.1.1). 
5.8. Liniowe operatory symetryczne dodatnio określone
NiechH będzie przestrzenią Hilberta i niechD(T ) będzie gęstą podprzestrzenią
liniową przestrzeni H . Załóżmy, że odwzorowanie T : D(T ) → H jest liniowym
operatorem symetrycznym, wtedy 〈Tx, x〉 ∈ R (por. dowód twierdzenia 5.6.1).
Definicja 5.8.1. Mówimy, że symetryczny operator T jest dodatnio określony,
jeśli istnieje C > 0 takie, że
C〈x, x〉 ¬ 〈Tx, x〉 dla x ∈ D(T ). (5.8.1)
W dalszych rozważaniach dla wygody zapisu przyjmujemy C = 1.
Twierdzenie 5.8.1. Niech H będzie przestrzenią Hilberta, a D(T ) – gęstą
podprzestrzenią liniową przestrzeni H. Załóżmy, że odwzorowanie T : D(T )→
H jest liniowym operatorem symetrycznym dodatnio określonym, i że opera-
tor sprzężony T ∗ jest operatorem różnowartościowyn. Wtedy domknięcie T
operatora T jest operatorem samosprzężonym.
Dowód. Najpierw pokażemy, że 〈x, x〉 ¬ 〈Tx, x〉 dla x ∈ D(T ). Rzeczywiście,
niech x ∈ D(T ), wtedy, zgodnie z definicją operatora T , istnieje ciąg {xn}, xn ∈
D(T ) taki, że xn → x w przestrzeni H , ponadto istnieje y ∈ H takie, że Txn → y
w przestrzeni H oraz Tx = y. Ponieważ 〈xn, xn〉 ¬ 〈Txn, xn〉, więc
〈x, x〉 ¬ 〈Tx, x〉.
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Teraz pokażemy, że T (D(T )) = T (D(T ). Skoro ‖x‖2 ¬ 〈Tx, x〉 ¬ ‖Tx‖ ‖x‖ dla
x ∈ D(T ), to
‖x‖ ¬ ‖Tx‖ dla x ∈ D(T ). (5.8.2)
Niech yn ∈ T (D(T )) i niech yn → y w przestrzeni H . Pokażemy, że y ∈ T (D(T )).
Ponieważ yn = T (xn), gdzie xn ∈ D(T ), to na podstawie (5.8.2) wnioskujemy, że
xn → x dla pewnego x ∈ H . Na mocy definicji operatora T wnioskujemy, że x ∈
D(T ) i y = T (x). Wobec tego T (D(T )) jest zbiorem domkniętym w przestrzeni H .
Ponieważ kerT ∗ = {0}, więc, zgodnie z twierdzeniem 5.7.2,
T (D(T )) = H.
Z drugiej strony mamy T (D(T )) ⊂ T (D(T )) = T (D(T )), zatem zachodzi równość
T (D(T )) = H . Na podstawie twierdzenia 5.7.4 wnioskujemy, że T jest operatorem
samosprzężonym. 
Przykład 5.8.1 (H. Weyl). NiechH = L2(R) i niechD(T ) = D(R). Przyjmijmy
(Tϕ)(x) := −ϕ′′(x) + q(x)ϕ(x),
gdzie q ∈ C(∞)(R) i q(x) ­ 1 dla x ∈ R. W ten sposób określony operator T
nazywamy operatorem Sturma–Liouville’a. Łatwo można sprawdzić, że
〈Tϕ, ψ〉 = 〈ϕ, Tψ〉 dla ϕ,ψ ∈ D(R) (5.8.3)
oraz
〈ϕ,ϕ〉 ¬ 〈Tϕ, ϕ〉 dla ϕ ∈ D(R). (5.8.4)
Pokażemy, że operator liniowy T jest operatorem samosprzężonym w L2(R). Niech
T ∗ będzie operatorem sprzężonym do operatora T w L2(R) i ψ ∈ D(T ∗). Wtedy∫
R
T ∗ψϕdx =
∫
R
ψ(−ϕ′′ + qϕ)dx = −
∫
R
ψϕ′′dx +
∫
R
qψϕdx.
Zatem wartość T ∗ψ operatora sprzężonego T ∗ w punkcie ψ wyznacza nam dystry-
bucję (rozdz. 10.2)
u(ϕ) := −
∫
R
ψϕ′′dx +
∫
R
qψϕdx dla ϕ ∈ D(R).
Stąd wynika, że funkcja ψ ∈ L2(R) należy do kerT ∗ wtedy i tylko wtedy, gdy ψ
jest słabym (dystrybucyjnym) rozwiązaniem równania
−u′′ + qu = 0 (5.8.5)
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(por. rozdz. 2.8 i 10.4). Na podstawie twierdzenia 10.5.3 wiemy, że wszystkie dys-
trybucyjne rozwiązania równania (5.8.5) są klasy C(∞)(R). Zatem, aby pokazać
równość kerT ∗ = {0}, musimy udowodnić, że żadne klasyczne niezerowe rozwiąza-
nie równania (5.8.5) nie należy do L2(R). Bez straty ogólności możemy ograniczyć
się do rozważania rozwiązań rzeczywistych tego równania. Najpierw pokażemy, że
nietrywialne rozwiązanie ψ równania (5.8.5) przyjmuje wartość 0 w co najwyżej
jednym punkcie. Rzeczywiście, przypuśćmy, że ψ(x1) = ψ(x2) = 0 i x1 < x2.
Wtedy mamy
x2∫
x1
(−ψ′′ + qψ)ψdx =
x2∫
x1
((ψ′)2 + qψ2)dx = 0.
Zatem ψ(x) = 0 dla x ∈ [x1, x2]. Stąd wnioskujemy, że ψ(x) = 0 dla x ∈ R.
Otrzymana sprzeczność mówi nam, że nasze przypuszczenie jest niewłaściwe. Ko-
rzystając z tego faktu, można pokazać, że ψ /∈ L2(R). Z twierdzenia 5.8.1 wynika,
że T jest operatorem samosprzężonym.
5.9. Twierdzenie Ritza
Niech E będzie rzeczywistą przestrzenią liniową.
Definicja 5.9.1. Odwzorowanie α : E × E → R spełniające warunki:
α(ξx + ηy, z) = ξ α(x, z) + η α(y, z), (5.9.1)
α(z, ξx + ηy) = ξ α(z, x) + η α(z, y) (5.9.2)
dla x, y, z ∈ E i ξ, η ∈ R będziemy nazywać formą dwuliniową. Jeśli spełniona jest
równość
α(x, y) = α(y, x) (5.9.3)
dla x, y ∈ E, to mówimy, że forma dwuliniowa α( ·, · ) jest formą dwuliniową sy-
metryczną. Natomiast, jeśli jeszcze dodatkowo zachodzi warunek
α(x, x) > 0 dla x 6= 0, x ∈ E, (5.9.4)
to formę dwuliniową symetryczną nazywamy dodatnio określoną.
Twierdzenie 5.9.1 (Ritza). Niech E będzie rzeczywistą przestrzenią liniową
i niech odwzorowanie α : E × E → R będzie dwuliniową formą symetryczną
dodatnio określoną. Załóżmy, że odwzorowanie ϕ : E → R jest funkcjonałem
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liniowym. Niech G(x) := α(x, x) − 2ϕ(x) dla x ∈ E. Wtedy, jeśli dla x0 ∈ E
zachodzi równość
α(x, x0) = ϕ(x) dla x ∈ E, (5.9.5)
to
G(x0) = inf
x∈E
G(x). (5.9.6)
Odwrotnie, jeśli element x0 ∈ E spełnia równość (5.9.6), to x0 spełnia również
równość (5.9.5).
Dowód. Łatwo zauważyć, że w przestrzeni E istnieje co najwyżej jeden element
x0 spełniający warunek (5.9.5). Załóżmy teraz, że element x0 spełnia warunek
(5.9.5), wtedy
G(x)−G(x0) = G(x0 + (x− x0))−G(x0)
= α(x0 + (x− x0), x0 + (x− x0))
− 2ϕ(x0 + (x− x0))− α(x0, x0) + 2ϕ(x0).
Wykonując proste przekształcenia, otrzymujemy
G(x)−G(x0) = 2(α(x− x0, x0)− ϕ(x− x0)) + α(x− x0, x− x0).
Ponieważ, zgodnie z założeniem, x0 spełnia warunek (5.9.5), więc
G(x)−G(x0) = α(x− x0, x− x0) ­ 0
dla x ∈ E. Stąd wynika, że G(x0) = inf
x∈E
G(x).
Załóżmy teraz, że x0 spełnia warunek (5.9.6). Pokażemy, że x0 spełnia warunek
(5.9.5). Rzeczywiście, dla λ ∈ R i x ∈ E mamy
G(x0 + λx) = α(x0 + λx, x0 + λx)− 2ϕ(x0 + λx)
= G(x0) + λ
2α(x, x) + 2λα(x0, x)− 2λϕ(x).
Zgodnie z założeniem, zachodzi nierówność G(x0 + λx) ­ G(x0). Wobec tego
λ2α(x, x) + 2λ(α(x, x0)− ϕ(x)) ­ 0.
Stąd dla λ > 0 i x ∈ E mamy λα(x, x) + 2(α(x, x0)− ϕ(x)) ­ 0. Zatem
lim
λ→0+
(λα(x, x) + 2(α(x, x0)− ϕ(x))) = 2(α(x, x0)− ϕ(x)) ­ 0.
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Przyjmijmy teraz, że λ < 0, zatem λα(x, x)+2(α(x, x0)−ϕ(x)) ¬ 0. Wobec tego
lim
λ→0−
(λα(x, x) + 2(α(x, x0)− ϕ(x))) = 2(α(x, x0)− ϕ(x)) ¬ 0
dla x ∈ E. Stąd wynika, że spełniony jest warunek (5.9.5). 
Niech E będzie rzeczywistą przestrzenią liniową, a odwzorowanie α : E×E →
R – dwuliniową formą symetryczną dodatnio określoną. W przestrzeni E określamy
normę ‖ · ‖α, przyjmując
‖x‖2α = α(x, x) dla x ∈ E. (5.9.7)
Załóżmy, że dla x0 ∈ E zachodzi równość G(x0) = inf
x∈E
G(x). Wtedy, na pod-
stawie twierdzenia Ritza, wnioskujemy, że α(x, x0) = ϕ(x) dla x ∈ E. Wcześniej
pokazaliśmy, że
G(x)−G(x0) = α(x− x0, x− x0) = ‖x− x0‖2α (5.9.8)
dla x ∈ E. Niech En będzie skończenie wymiarową podprzestrzenią liniową prze-
strzeni E. Pokażemy, że istnieje element xn0 ∈ En taki, że
G(xn0 ) = inf
x∈En
G(x).
Załóżmy, że elementy a1, . . . , an tworzą bazę dla przestrzeni En, wtedy element
x ∈ En ma reprezentację x = ξ1a1 + . . . + ξnan, ξi ∈ R dla i = 1, . . . , n. Stąd
otrzymujemy
G(x) =
n∑
i=1
n∑
j=1
α(ai, aj)ξiξj − 2
n∑
i=1
ϕ(ai)ξi.
Ta równość wyznacza funkcję F : Rn → R, gdzie F (ξ) = F (ξ1, . . . , ξn) := G(x).
Zauważmy, że
G(xn0 ) = inf
x∈En
G(x)
wtedy i tylko wtedy, gdy
∂
∂ξi
F (ξ10, . . . , ξn0) = 0
dla i = 1, . . . , n i xn0 = ξ10a1 + . . . + ξn0an. Wektor ξ0 = (ξ10, . . . , ξn0) spełnia
powyższą równość wtedy i tylko wtedy, gdy spełnia równanie
Aξ0 = b, (5.9.9)
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gdzie
A =
α(a1, a1) . . . α(a1, an)... . . . ...
α(an, a1) . . . α(an, an)
 oraz b =
ϕ(a1)...
ϕ(an)
 .
Ponieważ odwzorowanie α(·, ·) jest dwuliniową formą symetryczną dodatnio okre-
śloną, więc detA > 0. Wobec tego równanie (5.9.9) ma dokładnie jedno rozwiązanie
ξ0 = (ξ10, . . . , ξn0). Oczywiście, element xn0 = ξ10a1+ . . .+ξn0an spełnia warunek
G(xn0 ) = inf
x∈En
G(x).
Dla zastosowań twierdzenia Ritza w teorii równań różniczkowych i całkowych istot-
ne znaczenie ma następująca nierówność:
‖x0 − xn0‖α ¬ ‖x− x0‖α dla x ∈ En. (5.9.10)
Teraz udowodnimy tę nierówność. Na podstawie (5.9.8) mamy
‖x− x0‖2α = G(x)−G(x0) = G(x)−G(xn0 ) +G(xn0 )−G(x0)
dla x ∈ En. Stąd otrzymujemy
‖x− x0‖2α = ‖x− xn0‖2α + ‖xn0 − x0‖2α
dla x ∈ En. Zatem prawdziwa jest nierówność (5.9.10). Nierówność (5.9.10) mówi,
że element xn0 ∈ En najlepiej aproksymuje element x0 w przestrzeni En w sensie
normy ‖ · ‖α. Łatwo zauważyć, że dla n ∈ N zachodzą następujące nierówności:
G(x0) ¬ G(xn+10 ) ¬ G(xn0 ), gdy En ⊂ En+1. (5.9.11)
Definicja 5.9.2. Niech E będzie rzeczywistą przestrzenią liniową, a odwzorowa-
nie α : E × E → R – dwuliniową formą symetryczną dodatnio określoną. Formę
dwuliniową α(·, ·) będziemy nazywać iloczynem skalarnym dla przestrzeni E. Prze-
strzeń E będziemy nazywać przestrzenią Euklidesa.
W przypadku, gdy przestrzeń E jest przestrzenią zupełną względem normy
‖ · ‖α = α( ·, · )1/2,
E nazywamy rzeczywistą przestrzenią Hilberta. Łatwo można sprawdzić, że dla
rzeczywistej przestrzeni Hilberta również prawdziwe jest twierdzenie 2.5.1.
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Twierdzenie 5.9.2. Niech (E,α( ·, · )) będzie rzeczywistą przestrzenią Hilber-
ta. Załóżmy, że elementy an, n = 1, 2 . . . tworzą układ ortonormalny zupeł-
ny w przestrzeni E względem iloczynu skalarnego α( ·, · ). Niech odwzorowanie
ϕ : E → R będzie ciągłym funkcjonałem liniowym względem normy ‖·‖α, wtedy
istnieje dokładnie jeden element x0 ∈ E taki, że
α(x, x0) = ϕ(x) dla x ∈ E. (5.9.12)
Ponadto, jeśli En = lin{a1, . . . , an} i G(xn0 ) = inf
x∈En
G(x), gdzie G(x) =
α(x, x)− 2ϕ(x), to lim
n→∞ ‖x
n
0 − x0‖α = 0.
Dowód. Ponieważ ϕ jest ciągłym funkcjonałem liniowym na przestrzeni E wzglę-
dem normy ‖ · ‖α, więc, na podstawie twierdzenia 2.5.1, istnieje dokładnie jeden
element x0 ∈ E spełniający warunek (5.9.12). Zgodnie z twierdzeniem 5.9.1, mamy
G(x0) = inf
x∈E
G(x). Stąd, na podstawie nierówności (5.9.10), zachodzi
‖x0 − xn0‖α ¬ ‖x0 − v‖α dla v ∈ En.
Ponieważ układ {an : n ∈ N} jest układem ortonormalnym zupełnym w przestrzeni
Hilberta (E,α(·, ·)), dla każdej liczby  > 0 można dobrać liczbę n0 tak, by
‖x0 − xn0+k0 ‖α ¬  dla k ∈ N.
Zatem lim
n→∞ ‖x
n
0 − x0‖α = 0. 
Definicja 5.9.3. Element xn0 nazywamy przybliżeniem Ritza–Galerkina rozwią-
zania x0 równania (5.9.12).
5.10. Normy energetyczne i przestrzenie energetyczne
Twierdzenie 5.9.2 jest podstawą wariacyjnej metody efektywnego wyznacza-
nia słabych rozwiązań pewnych typów równań różniczkowych. Przedstawienie tej
metody poprzedzimy wprowadzeniem pojęcia normy energetycznej i przestrzeni
energetycznej dla liniowego operatora symetrycznego T , określonego na gęstej pod-
przestrzeni liniowej D(T ) rzeczywistej przestrzeni Hilberta E.
Niech E będzie rzeczywistą przestrzenią liniową i niech 〈 ·, · 〉 : E × E → R
będzie dwuliniową formą symetryczną dodatnio określoną. Przyjmijmy
‖ · ‖2 = 〈 ·, · 〉
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i załóżmy, że E jest przestrzenią zupełną względem normy ‖ · ‖. Wtedy parę
(E, 〈 ·, · 〉) możemy traktować jako rzeczywistą przestrzeń Hilberta. Niech odwzo-
rowanie T : D(T )→ E będzie operatorem liniowym spełniającym warunki:
〈Tx, y〉 = 〈x, Ty〉 dla x, y ∈ D(T ), (5.10.1)
〈Tx, x〉 ­ C〈x, x〉 dla x ∈ D(T ) i pewnego C > 0. (5.10.2)
Odwzorowanie D(T )×D(T ) 3 (x, y)→ 〈Tx, y〉 =: 〈x, y〉T jest formą dwuliniową
symetryczną i dodatnio określoną. Przyjmijmy
‖x‖2T := 〈x, x〉T dla x ∈ D(T ). (5.10.3)
Funkcja ‖ · ‖T jest normą na podprzestrzeni D(T ).
Definicja 5.10.1. Normę określoną warunkiem (5.10.3) będziemy nazywać normą
energetyczną operatora T .
Podprzestrzeń D(T ) zwykle nie jest przestrzenią zupełną względem normy
energetycznej ‖ · ‖T . Posługując się konstrukcją Cantora uzupełniania przestrze-
ni metrycznych, pokażemy, że uzupełnienie D̂(T ) podprzestrzeni D(T ) względem
normy energetycznej ‖ ·‖T można identyfikować z pewną podprzestrzenią ET prze-
strzeni E.
Niech E będzie zbiorem ciągów Cauchy’ego {xn}, xn ∈ D(T ), względem normy
‖ · ‖T . Ciągi {x1n} i {x2n} będziemy nazywać równoważnymi, gdy
lim
n→∞ ‖x
1
n − x2n‖T = 0.
Niech [ {xn} ] będzie klasą abstrakcji wyznaczoną przez ciąg {xn} względem tak
określonej relacji równoważności. Zbiór klas [ {xn} ] będziemy oznaczać symbolem
Ê . W zbiorze Ê wprowadzamy strukturę przestrzeni liniowej, przyjmując
[ {xn} ] + [ {yn} ] = [ {xn + yn} ],
λ[ {xn} ] = [ {λxn} ].
Pokażemy, że przestrzeń liniową Ê można zanurzyć w przestrzeni E. W tym celu
udowodnimy następujący
Lemat 5.10.1. Niech xn ∈ D(T ). Jeśli lim
n→∞ ‖xn‖ = 0 i ciąg {xn} spełnia
warunek Cauchy’ego względem normy ‖ · ‖T , to lim
n→∞ ‖xn‖T = 0.
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Dowód. Zauważmy, że
‖xn‖2T = 〈Txn, xn〉 = 〈T (xn − xm), xn〉 + 〈Txm, xn〉
= 〈xn − xm, xn〉T + 〈Txm, xn〉
¬ ‖xn − xm‖T ‖xn‖T + ‖Txm‖ ‖xn‖.
Ponieważ ciąg {xn} jest ciągiem Cauchy’ego względem normy ‖ · ‖T , to ciąg
{‖xn‖T } jest ograniczony. Zatem lim
n→∞ ‖xn‖T = 0. 
Niech [ {xn} ] ∈ Ê . Na podstawie (5.10.2) wnioskujemy, że ciąg {xn} jest cią-
giem Cauchy’ego względem normy ‖·‖. Ponieważ E jest przestrzenią liniową zupeł-
ną względem normy ‖ · ‖, istnieje element x ∈ E taki, że lim
n→∞xn = x. Przyjmijmy
S([ {xn} ]) := x. Odwzorowanie S : Ê → E jest poprawnie określone i jest ope-
ratorem liniowym. Pokażemy teraz, że S jest iniekcją. Wystarczy wykazać, że dla
[ {xn} ] 6= 0 mamy S([ {xn} ]) 6= 0. Skoro [ {xn} ] 6= 0, to lim
n→∞ ‖xn‖T > 0. Z lema-
tu 5.10.1 wynika, że lim
n→∞ ‖xn‖ > 0, a więc x = limn→∞xn 6= 0, czyli S([ {xn} ]) 6= 0.
Zatem odwzorowanie S : Ê → E jest iniekcją liniową. Podprzestrzeń S(Ê) ⊂ E mo-
żemy traktować jako uzupełnienie przestrzeni D(T ) względem normy ‖ · ‖T .
Definicja 5.10.2. Podprzestrzeń S(Ê) przestrzeni E będziemy nazywać prze-
strzenią energetyczną operatora T i oznaczać symbolem ET .
Uwaga 5.10.1. Element x ∈ E należy do przestrzeni ET , gdy istnieje ciąg {xn}
spełniający warunek Cauchy’ego względem normy ‖ · ‖T i zbieżny do x względem
normy ‖ · ‖.
Przedłużymy normę ‖ ·‖T na przestrzeń ET , przyjmując ‖x‖T = lim
n→∞ ‖xn‖T ,
gdy x = S([ {xn} ]). Łatwo można sprawdzić, że
〈x, y〉T = 14
(‖x + y‖2T − ‖x− y‖2T ) dla x, y ∈ D(T ). (5.10.4)
Formę dwuliniową 〈·, ·〉T przedłużamy ze zbioru D(T )×D(T ) na zbiór ET ×ET ,
przyjmując dla (x, y) ∈ ET × ET
〈x, y〉T := lim
n→∞
1
4
(‖xn + yn‖2T − ‖xn − yn‖2T ) , (5.10.5)
gdzie x = S([ {xn} ]) i y = S([ {yn} ]). Równość (5.10.5) określa nam rzeczywisty
iloczyn skalarny na przestrzeni ET . Łatwo można zauważyć, że ‖x‖2T = 〈x, x〉T dla
x ∈ ET . Pokażemy teraz, że
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〈x, y〉T = 〈Tx, y〉 dla x ∈ D(T ) i y ∈ ET . (5.10.6)
Rzeczywiście, niech y = S([ {yn} ]), yn ∈ D(T ), wtedy 〈x, yn〉T = 〈Tx, yn〉 →
〈Tx, y〉. Jednakże, zgodnie z (5.10.5), mamy
〈x, y〉T = lim
n→∞〈x, yn〉T .
Zatem spełniony jest warunek (5.10.6).
Rozważmy równanie
Tz = y, y ∈ E. (5.10.7)
Przypuśćmy, że istnieje element z ∈ D(T ) taki, że Tz = y. Wtedy
〈x, Tz〉 = 〈x, y〉 dla x ∈ ET . (5.10.8)
Zgodnie z (5.10.6), powyższy warunek możemy zapisać w następujący sposób:
〈x, z〉T = 〈x, y〉 dla x ∈ ET . (5.10.9)
Definicja 5.10.3. Jeśli element z ∈ ET spełnia warunek (5.10.9), to mówimy,
że z jest słabym rozwiązaniem równania (5.10.7).
Oczywiście, gdy element z jest rozwiązaniem równania (5.10.7) w zwykłym
sensie, to z jest również rozwiązaniem tego równania w sensie słabym.
Twierdzenie 5.10.1. Równanie (5.10.7) dla dowolnego y ∈ E ma dokładnie
jedno słabe rozwiązanie z należące do ET .
Dowód. Na mocy (5.10.2), zgodnie z (5.10.6), mamy 〈xn, xn〉T ­ C〈xn, xn〉
dla xn ∈ D(T ). Niech x ∈ ET i niech x = S([ {xn} ]) wtedy, zgodnie z defini-
cją symbolu 〈x, x〉T , mamy 〈x, x〉T ­ C〈x, x〉. Zatem ‖x‖ ¬ C−1/2‖x‖T . Stąd
otrzymujemy
|〈x, y〉| ¬ 1√
C
‖x‖T ‖y‖.
Zatem odwzorowanie ET 3 x → 〈x, y〉 jest liniowym ciągłym funkcjonałem na
przestrzeni Hilberta (ET , 〈·, ·〉T ). Na podstawie twierdzenia 2.5.1 wynika, że istnieje
dokładnie jeden element z ∈ ET spełniający warunek (5.10.9). 
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Zauważmy, że twierdzenie 5.10.1 pozostaje prawdziwe, gdy funkcjonał ET 3
x→ 〈x, y〉 zastąpimy dowolnym funkcjonałem liniowym µ ciągłym na przestrzeni
ET . Pokażemy teraz, że do efektywnego wyznaczenia słabego rozwiązania równania
(5.10.7) można zastosować metody przedstawione w rozdz. 5.9. Rzeczywiście, niech
G(x) = 〈x, x〉T − 2µ(x).
Na podstawie twierdzenia 5.10.1 istnieje z ∈ ET takie, że 〈x, z〉T = µ(x) dla
x ∈ ET , zatem, zgodnie z twierdzeniem 5.9.1,
G(z) = inf
x∈ET
G(x).
Niech an ∈ ET . Załóżmy, że układ {an : n ∈ N} jest liniowo niezależny, i że
lin{an : n ∈ N} = ET
w sensie normy ‖·‖T . Przyjmijmy, że ξn = (ξn1 , . . . , ξnn) jest rozwiązaniem równania
Aξn = b, gdzie
A =
〈a1, a1〉T . . . 〈a1, an〉T... . . . ...
〈an, a1〉T . . . 〈an, an〉T
 i b =
µ(a1)...
µ(an)
 .
Wtedy, biorąc pod uwagę twierdzenie 5.9.2 i przyjmując zn = ξn1 a1 + . . . + ξ
n
nan,
otrzymujemy lim
n→∞ ‖zn − z‖T = 0.
5.11. Zadania
5.11.1. Niech E będzie przestrzenią unormowaną i niech T , S ∈ L(E,E). Udo-
wodnić, że (TS)∗ = S∗T ∗.
5.11.2. Niech E będzie refleksywną przestrzenią Banacha, a F – przestrzenią
unormowaną. Załóżmy, że T ∈ L(E,F ). Udowodnić, że (T ∗)∗(E) ⊂ F i (T ∗)∗ = T .
5.11.3. Wyznaczyć operator sprzężony do operatora zanurzenia I: l2→ c0, Ix=x.
5.11.4. Niech H będzie przestrzenią Hilberta i T ∈ L(H,H). Pokazać, że:
a) T (H)⊥ = kerT ∗,
b) T ∗(H)⊥ = kerT ,
c) (kerT )⊥ = T ∗(H),
d) (kerT ∗)⊥ = T (H).
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5.11.5. Niech fn ∈ C[a, b]. Załóżmy, że rodzina {fn : n ∈ N} jest jednakowo
ciągła, i że fn(x)→ f(x) dla x ∈ [a, b]. Udowodnić, że f ∈ C[a, b].
5.11.6. Niech M ⊂ C[a, b] będzie zbiorem ograniczonym. Udowodnić, że zbiór
{f : f(x) =
x∫
a
ϕ(t)dt, ϕ ∈M}
jest zbiorem warunkowo zwartym w przestrzeni C[a, b].
5.11.7. Udowodnić, że ograniczony zbiórM ⊂ C[a, b] funkcji spełniających waru-
nek Lipschitza ze stałą K jest zbiorem warunkowo zwartym w przestrzeni C[a, b].
5.11.8. Niech E i F będą unormowanymi przestrzeniami liniowymi, a odwzoro-
wanie T : E → F – operatorem liniowym. Rozważmy trzy przypadki:
a) F jest przestrzenią skończenie wymiarową,
b) E jest przestrzenią skończenie wymiarową,
c) F jest przestrzenią skończenie wymiarową i T ∈ L(E,F ).
W którym z wymienionych przypadków T jest operatorem zwartym?
5.11.9. Pokazać, że zbiór {(·)n : n ∈ N} ⊂ C[0, 1] nie jest zbiorem warunkowo
zwartym w przestrzeni C[0, 1].
5.11.10. Udowodnić, że w nieskończenie wymiarowej przestrzeni unormowanej
liniowy operator zwarty nie ma operatora odwrotnego ciągłego.
5.11.11. Niech (Tf)(t) := tf(t). Pokazać, że T : C[0, 1]→ C[0, 1] jest operatorem
liniowym ciągłym, ale nie jest operatorem zwartym.
5.11.12. Niech f ∈ C[0, 1] oraz
(Tϕ)(t) :=
t∫
0
f(t− τ )ϕ(τ )dτ + ϕ(t).
Udowodnić, że odwzorowanie T jest ciągłym operatorem liniowym na przestrzeni
C[0, 1] i ma ciągły operator odwrotny T−1.
5.11.13. Udowodnić, że każdy operator symetryczny z gęstą dziedziną w prze-
strzeni Hilberta jest domykalny.
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5.11.14 (Hörmander). Niech Ei, i = 0, 1, 2 będą przestrzeniami Banacha i niech
odwzorowania T1 : E0 → E1 i T2 : E0 → E2 będą operatorami liniowymi. Załóżmy,
że T1 jest operatorem domkniętym, T2 – operatorem domykalnym iD(T1) ⊂ D(T2)
(D(T1) i D(T2) są dziedzinami operatora T1 i T2). Udowodnić, że istnieje stała c
taka, że ‖T2x‖2E2 ¬ c(‖T1x‖2E1 + ‖x‖2E0) dla x ∈ D(T1).
5.11.15. Mówimy, że funkcja g ∈ L1loc(R) jest słabą pochodną funkcji f ∈
L1loc(R), gdy ∫
R
gϕ = −
∫
R
fϕ′ dla ϕ ∈ D(R).
Wyznaczyć słabą pochodną funkcji f(x) = |x|.
5.11.16. Sprawdzić, że funkcja określona wzorami H(t) = 1 dla t > 0 i H(t) = 0
dla t < 0 nie ma słabej pochodnej.
5.11.17. W przestrzeni L2(0, 1) określamy operator (Sf)(t) = f ′(t). Załóżmy, że
dziedziną D(S) tego operatora jest D(0, 1). Wyznaczyć domknięcie S operatora S.
5.11.18. Niech H będzie przestrzenią Hilberta. W przestrzeni H ⊕H określamy
odwzorowanie S : x ⊕ y → −y ⊕ x. Niech T : D(T ) → H , gdzie D(T ) jest gęstą
podprzestrzenią przestrzeni H , będzie operatorem liniowym i niech T ∗ będzie ope-
ratorem sprzężonym do operatora T . Symbolami ΓT i ΓT∗ oznaczmy odpowiednio
wykresy operatorów T i T ∗. Udowodnić, że ΓT∗ = S(ΓT )⊥ (por. zad. 2.11.9).
5.11.19. Niech funkcja K ∈ C([a, b]× [a, b]). Udowodnić, że operator
(Tϕ)(x) :=
b∫
a
K(x, y)ϕ(y)dy
jest operatorem zwartym w każdej przestrzeni Lp(a, b), 1 ¬ p ¬ ∞.
5.11.20. Niech T : L2(R)→ L2(R), gdzie (Tϕ)(x) = −ϕ′′(x)+ q(x)ϕ(x), q ­ 1,
q ∈ C(∞)(R). Przyjmijmy D(T ) = D(R). Wyznaczyć D(T ) i R(T ) (zob. przykład
5.8.1).
5.11.21. Pokazać, że zbiór A = {ϕ ∈ C(1)[a, b] : |ϕ′(x)| ¬M i |ϕ(a)| ¬ K} jest
zbiorem warunkowo zwartym w przestrzeni C[a, b].
5.11.22. Dowieść, że operator
(Tϕ)(x) :=
x∫
0
ϕ(t)dt
jest operatorem zwartym w przestrzeni C[0, a]. Czy zwarty jest operator I + T ?
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5.11.23. Niech F będzie rodziną funkcji jednakowo ciągłych w przestrzeni Lp(R),
1 ¬ p <∞ (to jest takich funkcji, że funkcje
R 3 h→ τhϕ, τhϕ(x) := ϕ(x− h)
są jednakowo ciągłe). Załóżmy, że g ∈ L1(R). Określmy operator T : Lp(R) →
Lp(R) wzorem Tϕ = g ∗ϕ = ϕ ∗ g. Udowodnić, że zbiór T (F) jest rodziną funkcji
jednakowo ciągłych w przestrzeni Lp(R).
5.11.24. Niech g ∈ C[0, 1], g(0) = 0 i
x∫
0
|g(t)|dt > 0 dla x > 0. Przyjmijmy
(Tϕ)(x) = (g ∗ ϕ)(x) =
x∫
0
g(x− t)ϕ(t)dt.
Udowodnić, że operator T nie ma wektorów własnych.
5.11.25. Niech S będzie operatorem symetrycznym w przestrzeni Cn. Udowodnić,
że ‖S‖ = |µ1|, gdzie µ1 jest największą co do bezwzględnej wartości wartością
własną operatora S.
5.11.26. Niech A = [aij ][n,n] będzie macierzą operatora symetrycznego S wzglę-
dem pewnej bazy przestrzeni Cn. Udowodnić, że
‖S‖ = sup
‖x‖=1
∣∣∣ n∑
i=1
( n∑
j=1
aijξjξi
)∣∣∣,
gdzie ξ1, . . . , ξn są współrzędnymi wektora x względem tej bazy.
5.11.27. Niech
G(x, y) =
{
x(1− y) dla 0 ¬ x ¬ y ¬ 1,
y(1− x) dla 0 ¬ y ¬ x ¬ 1.
Określmy operator
(∗) (Tϕ)(x) =
1∫
0
G(x, y)ϕ(y)dy.
Udowodnić, że T jest zwartym operatorem liniowym w przestrzeni C[0, 1]. Pokazać,
że (Tϕ)(0) = (Tϕ)(1) = 0, oraz że (Tϕ)′′(x) = −ϕ(x) dla ϕ ∈ C[0, 1]. Wyznaczyć
wartości własne i funkcje własne operatora T .
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5.11.28. Pokazać, że operator T określony wzorem (∗) jest operatorem zwartym
i symetrycznym w przestrzeni L2(0, 1). Wyznaczyć reprezentację spektralną tego
operatora.
5.11.29. Niech
T = ı
d
dt
, D(T ) = D(0, 1).
a) Udowodnić, że T jest operatorem symetrycznym w przestrzeni L2(0, 1).
b) Wyznaczyć domknięcie T operatora T w przestrzeni L2(0, 1).
c) Pokazać, że T jest operatorem symetrycznym, ale nie jest operatorem samo-
sprzężonym.
5.11.30. Używając jedynie metod algebry liniowej, udowodnić, że alternatywa
Fredholma jest prawdziwa dla każdego operatora liniowego w przestrzeni Rn.
5.11.31. Niech
(Tf)(t) =
t∫
0
h(t− τ )f(τ )dτ,
gdzie h ∈ C[0, 1], h(0) = 0. Pokazać, że T jest operatorem zwartym w przestrzeni
C[0, 1]. Wyznaczyć zbiór rezolwentny dla operatora T .
5.11.32. Niech E będzie przestrzenią Banacha i T ∈ L(E,E). Załóżmy, że M ⊂
E i przyjmijmyM⊥ := {x′ ∈ E′ : x′(x) = 0 dla x ∈M}. Udowodnić, że T (E)⊥ =
kerT ∗.
5.11.33. Niech k ∈ L1(R). Przyjmijmy (Tx)(t) = (k ∗ x)(t). Pokazać, że T :
L1(R)→ L1(R). Wyznaczyć normę operatora T i operator sprzężony T ∗.
5.11.34. Niech
Tx(t) =
t∫
0
x(τ )dτ.
Pokazać, że T : L2(0, 1)→ L2(0, 1), i że T jest operatorem ograniczonym. Wyzna-
czyć operator sprzężony T ∗.
5.11.35. Niech Tx(t) = tx(t). Pokazać, że T : L2(0, 1) → L2(0, 1) jest operato-
rem liniowym i ciągłym oraz wyznaczyć operator sprzężony T ∗.
5.11.36. Niech x = (x1, x2, . . . ), xi ∈ R(C), Tx := (x1, . . . , xn, 0, 0, . . . ). Po-
kazać, że odwzorowanie T : l1 → l1 jest operatorem ograniczonym. Wyznaczyć
operator sprzężony T ∗.
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5.11.37. Niech x = (x1, x2, . . . ), xi ∈ R(C), Tnx := (xn+1, xn+2, . . . ). Pokazać,
że Tn : l2 → l2. Wyznaczyć normę operatora Tn i operator sprzężony T ∗n . Spraw-
dzić, że dla każdego x ∈ l2 Tnx → 0 w przestrzeni l2, i że T ∗nx nie zmierza do 0,
gdy x 6= 0.
5.11.38. Niech H będzie przestrzenią Hilberta, a y i z – ustalonymi elementa-
mi tej przestrzeni. Przyjmijmy Tx = 〈x, y〉z. Udowodnić, że T jest operatorem
ograniczonym i wyznaczyć jego normę. Znaleźć operator sprzężony T ∗.
5.11.39. Niech H będzie przestrzenią Hilberta. Załóżmy, że H0 jest gęstą pod-
przestrzenią liniową przestrzeni H . Niech odwzorowanie T : H0 → H będzie sa-
mosprzężonym liniowym operatorem spełniającym warunek dodatniej określoności
(〈Tx, x〉 ­ 0 dla x ∈ H0). Udowodnić, że następujące warunki są równoważne:
a) T (H0) = H ,
b) kerT = {0},
c) 〈Tx, x〉 > 0 dla x 6= 0.
5.11.40. Niech H będzie przestrzenią Hilberta, a odwzorowanie T : H → H –
liniowym operatorem ciągłym. Udowodnić, że TT ∗, T ∗T są operatorami syme-
trycznymi dodatnio określonymi.
5.11.41. Niech T będzie liniowym operatorem domykalnym w przestrzeni Hilberta
H z gęstą dziedziną D(T ). Pokazać, że T ∗ = (T )∗.
5.11.42. Niech l20 będzie podprzestrzenią liniową przestrzeni l2 złożoną z cią-
gów zawierających tylko skończoną liczbę elementów różnych od zera. Elementy
{ei : i ∈ N} tworzą bazę dla przestrzeni l20. Przyjmijmy Ten = ne1 i rozszerzmy
odwzorowanie T na l20 tak, aby było ono odwzorowaniem liniowym. Pokazać, że T
jest operatorem niedomykalnym w l2.
5.11.43. Niech T : D(Rn) → L1(R). Załóżmy, że T (f ∗ g) = Tf ∗ g = f ∗ Tg.
Pokazać, że T jest operatorem liniowym i domykalnym.
5.11.44. Które z następujących zbiorów:
a) {tn : n ∈ N0},
b) {sinnt : n ∈ N0},
c) {sin(t + n) : n ∈ N0},
d) {sinαt : α ∈ [a, b]},
e) {et−α : α ­ 0}
są zbiorami warunkowo zwartymi w przestrzeni C[0, 1]?
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5.11.45. Udowodnić, że zbiór
{f : f ∈ C(1)[a, b], |f(a)| ¬M1 i
b∫
a
|f ′(t)|2dt ¬M2}
jest zbiorem zwartym w przestrzeni C[a, b].
5.11.46. Niech T = ddt . Pokazać, że odwzorowanie T : C
(1)[0, 1] → C[0, 1] jest
operatorem ciągłym, ale nie jest operatorem zwartym.
5.11.47. Niech E będzie przestrzenią liniową unormowaną, a T : E → E – li-
niowym operatorem ciągłym. Udowodnić, że jeśli x′(xn) → x′(x) dla x′ ∈ E′, to
x′(Txn)→ x′(Tx) dla x′ ∈ E′ (zob. rozdz. 5.1).
R o z d z i a ł 6
Definicje i elementarne własności
przestrzeni liniowo-topologicznych
6.1. Przestrzenie topologiczne i odwzorowania ciągłe
Niech E będzie ustalonym zbiorem.
Definicja 6.1.1. Mówimy, że rodzina T podzbiorów zbioru E jest topologią na
zbiorze E, gdy ma następujące własności:
(O1) jeśli Vi ∈ T dla każdego i ∈ I , gdzie I jest dowolnym zbiorem wskaźników,
to
⋃
i∈I
Vi ∈T ,
(O2) jeśli Vi ∈ T dla i ∈ J , gdzie J jest dowolnym skończonym zbiorem wskaźni-
ków, to
⋂
i∈J
Vi ∈ T ,
(O3) ∅ ∈ T i E ∈ T .
Definicja 6.1.2. Zbiór V ∈ T będziemy nazywać zbiorem otwartym.
Definicja 6.1.3. Zbiór E będziemy nazywać przestrzenią topologiczną względem
topologii T .
Definicja 6.1.4. Mówimy, że podzbiór U ⊂ E jest otoczeniem punktu x ∈ E,
gdy istnieje zbiór V ∈ T taki, że x ∈ V ⊂ U .
Definicja 6.1.5. Mówimy, że punkt x ∈ A ⊂ E jest punktem wewnętrznym
zbioru A, gdy istnieje otoczenie U punktu x zawarte w zbiorze A.
Zauważmy, że zbiór A ⊂ E jest zbiorem otwartym wtedy i tylko wtedy, gdy
każdy jego punkt jest jego punktem wewnętrznym.
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Definicja 6.1.6. Zbiór A ⊂ E będziemy nazywać zbiorem domkniętym w prze-
strzeni topologicznej E, gdy dopełnienie Ac zbioru A do przestrzeni E jest zbiorem
otwartym.
Niech F oznacza rodzinę wszystkich zbiorów domkniętych w przestrzeni topo-
logicznej E. Rodzina F ma następujące własności:
(C1) jeśli Fi ∈ F dla każdego i ∈ I , gdzie I jest dowolnym zbiorem wskaźników,
to
⋂
i∈I
Fi ∈ F ,
(C2) jeśli Fi ∈ F dla i ∈ J , gdzie J jest dowolnym skończonym zbiorem wskaźni-
ków, to
⋃
i∈J
Fi ∈ F ,
(C3) ∅ ∈ F i E ∈ F .
Definicja 6.1.7. Mówimy, że punkt x ∈ E jest punktem skupienia dla zbioru
A ⊂ E, gdy każde otoczenie U punktu x zawiera punkty zbioru A.
Łatwo można sprawdzić, że zbiór punktów skupienia zbioru A przestrzeni to-
pologicznej E jest zbiorem domkniętym. Ten zbiór będziemy oznaczać symbolem A
i nazywać domknięciem zbioru A. Oczywiście, zbiór A jest zbiorem domkniętym
wtedy i tylko wtedy, gdy A = A.
Niech A i B będą dowolnymi podzbiorami przestrzeni topologicznej E.
Definicja 6.1.8. Mówimy, że zbiór A ⊂ B jest zbiorem gęstym w zbiorze B, gdy
B ⊂ A.
Niech Nx oznacza rodzinę wszystkich otoczeń U punktu x w przestrzeni topo-
logicznej E. Zauważmy, że prawdziwe jest
Twierdzenie 6.1.1. Rodzina Nx otoczeń punktu x w przestrzeni topologicznej
E ma następujące własności:
(N1) x ∈ U dla U ∈ Nx,
(N2) jeśli U1 ∈ Nx i U2 ∈ Nx, to U1 ∩ U2 ∈ Nx,
(N3) jeśli U ∈ Nx i U ⊂ V , to V ∈ Nx,
(N4) jeśli U ∈ Nx, to istnieje V ∈ Nx takie, że U ∈ Ny dla dowolnego y ∈ V .
Zauważmy, że jako V można wziąć zbiór punktów wewnętrznych otoczenia U .
Rozważmy teraz następującą sytuację. Niech dla każdego punktu x ∈ E, gdzie
E jest ustalonym zbiorem, będzie określona niepusta rodzina Nx podzbiorów zbio-
ru E. Załóżmy, że rodziny Nx, x ∈ E, spełniają warunki (N1), (N2), (N3) i (N4).
Przyjmijmy następującą definicję.
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Definicja 6.1.9. Mówimy, że zbiór A ⊂ E jest zbiorem otwartym, gdy spełniony
jest następujący warunek:
jeśli x ∈ A, to istnieje zbiór U ∈ Nx taki, że U ⊂ A. (6.1.1)
Teraz pokażemy, że rodzina T podzbiorów zbiorów A ⊂ E otwartych w sensie
definicji 6.1.9 tworzy topologię dla zbioru E. Na podstawie (6.1.1) wnioskujemy, że
∅ ∈ T i E ∈ T . Niech Ai, i ∈ I , gdzie I jest dowolnym zbiorem wskaźników, będą
zbiorami otwartymi oraz x ∈ A, gdzie
A =
⋃
i∈I
Ai.
Wtedy x ∈ Ai dla pewnego wskaźnika i ∈ I , istnieje więc otoczenie U punktu x
zawarte w zbiorze Ai ⊂ A. Wobec tego zbiór A jest zbiorem otwartym. Załóżmy
teraz, że Ai, i = 1, . . . , n, są zbiorami otwartymi, oraz że
A =
⋂
1¬i¬n
Ai.
Niech x ∈ A, a Ui niech będzie otoczeniem punktu x zawartym w zbiorze Ai. Na
podstawie (N2) wnioskujemy, że
U =
⋂
1¬i¬n
Ui
jest otoczeniem punktu x. Oczywiście, U ⊂ A. Na koniec załóżmy, że x jest do-
wolnym punktem zbioru E i niech U będzie pewnym otoczeniem punktu x, wtedy
x ∈ U ⊂ E. Zgodnie z definicją 6.1.9, zbiór E jest zbiorem otwartym. W ten
sposób pokazaliśmy, że T jest topologią dla zbioru E.
Definicja 6.1.10. NiechE będzie ustalonym zbiorem. Załóżmy, że rodziny T1 i T2
są topologiami określonymi na zbiorze E. Mówimy, że topologia T2 jest silniejsza
niż topologia T1, gdy T1 ⊂ T2.
Biorąc pod uwagę wymienione fakty, otrzymujemy następujące
Twierdzenie 6.1.2. Rodzina T zbiorów otwartych w sensie definicji 6.1.9 jest
najsłabszą topologią na zbiorze E, względem której zbiory Nx tworzą rodziny
otoczeń punktów x ∈ E.
Definicja 6.1.11. Podrodzinę Bx rodziny Nx otoczeń punktu x ∈ E nazywamy
bazą zbioru otoczeń punktu x, gdy dla dowolnego U ∈ Nx istnieje V ∈ Bx takie,
że V ⊂ U .
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Przykład 6.1.1. Niech E będzie ustalonym zbiorem. Na zbiorze E×E określamy
funkcję ρ : E × E → [0,∞) mającą następujące własności:
(M1) ρ(x, y) = 0⇐⇒ x = y dla x, y ∈ E,
(M2) ρ(x, y) = ρ(y, x) dla x, y ∈ E,
(M3) ρ(x, y) ¬ ρ(x, z) + ρ(z, y) dla x, y, z ∈ E.
Funkcję ρ nazywamy metryką dla zbioru E. Zbiór E z metryką ρ nazywamy
przestrzenią metryczną. Przyjmijmy B(x) = {y ∈ E : ρ(x, y) < }. Niech Nx =
{U : B(x) ⊂ U dla pewnego  > 0}. Zauważmy, że rodziny Nx, x ∈ E, mają
własności (N1), (N2), (N3) i (N4) oraz wyznaczają topologię T na zbiorze E.
Zbiory
B 1
n
(x) =
{
y : ρ(x, y) <
1
n
}
, n ∈ N,
tworzą bazę zbioru otoczeń punktu x względem topologii T .
Definicja 6.1.12. Mówimy, że przestrzeń topologiczna E jest przestrzenią Haus-
dorffa względem topologii T , gdy dla punktów x, y ∈ E i x 6= y istnieją otoczenia
U1 ∈ Nx i U2 ∈ Ny takie, że U1 ∩ U2 = ∅.
Przestrzeń topologiczna E wyznaczona przez rodzinę otoczeń Nx punktów x ∈
E w przykładzie 6.1.1 jest przestrzenią Hausdorffa.
Podamy teraz definicję odwzorowania ciągłego przestrzeni topologicznej E1
w przestrzeń topologiczną E2.
Definicja 6.1.13. Mówimy, że funkcja f : E1 → E2 jest ciągłym odwzorowaniem
przestrzeni topologicznej E1 wyposażonej w topologię T1 w przestrzeń topologicz-
ną E2 wyposażoną w topologię T2 w punkcie x ∈ E1, gdy dla każdego otoczenia
U2 ∈ Nf(x) istnieje otoczenie U1 ∈ Nx takie, że f(U1) ⊂ U2.
Jeśli odwzorowanie f jest ciągłe w każdym punkcie x ∈ E1, to mówimy, że
f jest odwzorowaniem ciągłym na przestrzeni topologicznej E1.
Łatwo można udowodnić następujące
Twierdzenie 6.1.3. Odwzorowanie f : E1 → E2 jest ciągłe na przestrzeni E1
wtedy i tylko wtedy, gdy dla każdego zbioru U ∈ T2 istnieje zbiór V ∈ T1 taki,
że f(V ) ⊂ U .
Analogicznie określamy ciągłe odwzorowanie f : E1 × E2 → E3, gdzie zbiory
E1, E2 i E3 są wyposażone odpowiednio w topologie T1, T2 i T3.
Definicja 6.1.14. Mówimy, że funkcja f : E1 × E2 → E3 jest odwzorowaniem
ciągłym w punkcie (x1, x2) ∈ E1×E2, gdy dla dowolnego otoczenia U ∈ Nf(x1,x2)
istnieją otoczenia V1 ∈ Nx1 i V2 ∈ Nx2 takie, że f(V1 × V2) ⊂ U .
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Funkcję f ciągłą w każdym punkcie (x1, x2) ∈ E1 × E2 nazywamy ciągłą
na E1 × E2.
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Celem naszych obecnych rozważań będzie przedstawienie struktury rodzin Nx
otoczeń punktów x ∈ E, gdzie E jest przestrzenią liniową nad ciałem K( = R,C),
wyposażoną w topologię T zapewniającą ciągłość funkcji
K × E 3 (λ, x)→ λx ∈ E (6.2.1)
oraz
K × E 3 (x1, x2)→ x1 + x2 ∈ E, (6.2.2)
gdy ciała R lub C są wyposażone w naturalne topologie. Na początek wyprowadzi-
my pewne wnioski dotyczące otoczeń punktów w przestrzeni E, wynikające z cią-
głości funkcji (6.2.1) i (6.2.2).
Niech x0, y0 będą ustalonymi elementami przestrzeni E. Z ciągłości funkcji
(6.2.2) wnioskujemy, że dla U ∈ Nx0+y0 istnieją otoczenia V1 ∈ Nx0 i V2 ∈ Ny0
takie, że dla x ∈ V1 i y ∈ V2 mamy x+ y ∈ U . W szczególności mamy x+ y0 ∈ U
dla x ∈ V1. Zatem funkcja fy0(·), fy0(x) = x + y0, jest ciągła w punkcie x0.
Ponieważ x0 może być dowolnym punktem przestrzeni E, funkcja fy0(·) jest ciągła
na przestrzeniE. Funkcja odwrotna f−1y0 (·) do funkcji fy0(·), gdzie f−1y0 (x) = x−y0,
jest również funkcją ciągłą na E. Stąd otrzymujemy następujące
Twierdzenie 6.2.1. Funkcja fy0(·) jest homeomorfizmem przestrzeni E.
Niech U będzie zbiorem otwartym przestrzeni E zawierającym punkt y0. Wte-
dy, zgodnie z twierdzeniem 6.2.1, zbiór
f−1y0 (U) = {x : x + y0 ∈ U} = U − y0
jest również zbiorem otwartym. Ponieważ y0 ∈ U , więc 0 ∈ f−1y0 (U). Zatem ist-
nieje otwarte otoczenie V ∈ N0 takie, że U − y0 ⊃ V , czyli U ⊃ y0 + V . Stąd
otrzymujemy następujące
Twierdzenie 6.2.2. Zbiór Bx = {x + V : V ∈ B0}, gdzie B0 jest bazą zbioru
otoczeń zera w przestrzeni E, tworzy bazę zbioru otoczeń punktu x w przestrze-
ni E.
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Obecnie będziemy się zajmować strukturą rodziny N0 otoczeń punktu 0. Nasze
rozważania rozpoczniemy od podania definicji zbioru pochłaniającego.
Definicja 6.2.1. Niech E będzie przestrzenią liniową nad ciałem K( = R,C).
Mówimy, że zbiór A ⊂ E jest zbiorem pochłaniającym, gdy dla każdego x ∈ E
istnieje λ0 > 0 takie, że x ∈ λA dla |λ| ­ λ0, λ ∈ K.
Definicja 6.2.2. Niech E będzie przestrzenią liniową nad ciałem K( = R,C).
Mówimy, że zbiór A ⊂ E jest zbiorem zbalansowanym, gdy prawdziwa jest impli-
kacja
x ∈ A⇒ λx ∈ A dla |λ| ¬ 1, λ ∈ K.
Teraz pokażemy, że dowolne otoczenie U punktu 0 jest zbiorem pochłaniają-
cym. Rzeczywiście, niech x0 będzie dowolnym elementem przestrzeni E. Ponieważ
funkcja (6.2.1) jest ciągła w punkcie (0, x0) ∈ K×E, zatem dla dowolnego U ∈ N0
istnieje  > 0 i W ∈ Nx0 takie, że λx ∈ U , gdy |λ| ¬  i x ∈W . W szczególności
λx0 ∈ U , gdy |λ| ¬ . Stąd wynika, że x0 ∈ λU , gdy |λ| ­ 1/. To oznacza, że
otoczenie U pochłania punkt x0.
Przedstawimy teraz bardzo ważną konsekwencję ciągłości funkcji (6.2.2). Mia-
nowicie pokażemy, że dla dowolnego otoczenia zera U istnieje otoczenie zera V takie,
że V + V ⊂ U . Ponieważ funkcja (6.2.2) jest ciągła w punkcie (0, 0) ∈ E ×E, dla
dowolnego otoczenia zera U istnieją takie otoczenia V1, V2 ∈ N0, że V1 + V2 ⊂ U .
Wtedy dla pewnego V ∈ N0 mamy V ⊂ V1 ∩ V2, zatem V + V ⊂ U .
Teraz udowodnimy, że dla dowolnego otoczenia U ∈ N0, λU ∈ N0, gdy λ 6= 0.
Rzeczywiście, ponieważ funkcja (6.2.1) jest ciągła w punkcie (λ−1, 0) ∈ K × E,
istnieje  > 0 i V ∈ N0 takie, że µx ∈ U , gdy
∣∣µ− λ−1∣∣ ¬  i x ∈ V . Dla µ = λ−1
mamy λ−1x ∈ U , gdy x ∈ V . Stąd wnioskujemy, że V ⊂ λU . Zatem λU ∈ N0.
Na koniec naszych rozważań udowodnimy, że dowolne otoczenie U zera zawiera
otoczenie zera V zbalansowane. Z ciągłości funkcji (6.2.1) w punkcie (0, 0) ∈ K×E
wynika, że istnieją otoczenie zera W i liczba  > 0 takie, że λx ∈ U , gdy |λ| ¬ 
oraz x ∈W . Przyjmijmy
V :=
⋃
|λ|¬
λW.
Pokażemy, że V jest zbiorem zbalansowanym. Rzeczywiście, niech x ∈ V i niech
|µ| ¬ 1. Pokażemy, że µx ∈ V . Skoro x ∈ V , to x = λx0 dla pewnego x0 ∈ W
i |λ| ¬ . Zatem µx = µλx0. Ponieważ |µ| ¬ 1 i |λ| ¬ , więc |µλ| ¬ , wobec
tego µx ∈ V .
Nasze rozważania możemy wyrazić w postaci następującego twierdzenia.
Twierdzenie 6.2.3. Jeśli przestrzeń liniowa E nad ciałem K( = R,C) wy-
posażona jest w topologię T zapewniającą ciągłość funkcji (6.2.1) i (6.2.2), to
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istnieje baza B0 zbioru otoczeń zera dla topologii T złożona ze zbiorów zbalan-
sowanych, mająca następujące własności:
(B1) jeśli U1, U2 ∈ B0, to istnieje U ∈ B0 takie, że U ⊂ U1 ∩ U2,
(B2) każdy zbiór U ∈ B0 jest zbiorem pochłaniającym,
(B3) jeśli U ∈ B0, to istnieje V ∈ B0 takie, że V + V ⊂ U ,
(B4) jeśli U ∈ B0, to λU ∈ B0 dla λ 6= 0.
Zbiory {x + U : U ∈ B0} tworzą bazę Bx zbioru otoczeń punktu x.
Definicja 6.2.3. Jeśli przestrzeń liniowa E wyposażona jest w topologię T za-
pewniającą ciągłość funkcji (6.2.1) i (6.2.2), to przestrzeń E nazywamy przestrzenią
liniowo-topologiczną.
Następne twierdzenie opisuje sytuację odwrotną do tej przedstawionej w twier-
dzeniu 6.2.3.
Twierdzenie 6.2.4. Niech E będzie przestrzenią liniową nad ciałem K( =
R,C). Załóżmy, że została wyróżniona rodzina B0 podzbiorów zbalansowanych
U przestrzeni E spełniających warunki (B1), (B2), (B3) i (B4). Wtedy rodziny
Bx = {x+U : U ∈ B0} tworzą bazy zbiorów otoczeń punktów x ∈ E dla pewnej
topologii T przestrzeni E, względem której ciągłe są funkcje (6.2.1) i (6.2.2).
Dowód. Najpierw udowodnimy, że ciągła jest funkcja (6.2.2). Dla ustalonej pary
(x0, y0) ∈ E × E niech U będzie otoczeniem punktu x0 + y0. Zgodnie z (B3),
istnieją otoczenia V i W ∈ B0 takie, że V + V ⊂W i x0 + y0 +W ⊂ U . Zatem
(x0 + V ) + (y0 + V ) ⊂ x0 + y0 +W ⊂ U.
Pokażemy teraz, że funkcja (6.2.1) jest ciągła w punkcie (λ0, x0) ∈ K×E. Niech U
będzie otoczeniem punktu λ0x0 w przestrzeni E. Na podstawie (B3) istnieją oto-
czenia zera V iW ∈ B0 takie, że λ0x0+V +V ⊂ λ0x0+W ⊂ U . Zgodnie z (B4),
ciągłość funkcji (6.2.1) w punkcie (λ0, x0) będzie udowodniona, gdy wyznaczymy
liczby δ i η > 0 tak, aby λx − λ0x0 ∈ W , gdy |λ − λ0| < η i x − x0 ∈ δV .
Na podstawie (B2) zbiór V jest pochłaniający, zatem dla pewnego µ ­ 1 mamy
x0 ∈ µV . Wybieramy η tak, aby 0 < η < µ−1. Niech δ będzie liczbą rzeczywistą
spełniającą nierówność 0 < δ < (|λ0| + η)−1, wtedy
λx− λ0x0 = λ(x− x0) + (λ− λ0)x0
∈ λδV + ηµV ⊂ λ(|λ0| + η)−1V + µ−1µV.
Skoro |λ−λ0| < η, to |λ| ¬ |λ0|+η. Stąd wynika, że λx−λ0x0 ∈ V +V ⊂W . 
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Definicja 6.2.4. Jeśli w przestrzeni liniowo-topologicznej E istnieje baza B0
zbioru otoczeń zera dla topologii T złożona ze zbiorów wypukłych, to przestrzeń
E będziemy nazywać przestrzenią lokalnie wypukłą.
Można pokazać, że jeśli U jest wypukłym otoczeniem zera w przestrzeni liniowo-
-topologicznej E, to zawiera ono pewne absolutnie wypukłe otoczenie zera W .
Twierdzenie 6.2.5. W każdej przestrzeni lokalnie wypukłej E nad ciałem
K( = R,C) istnieje baza B0 zbioru otoczeń zera, mająca własności:
(LC1) jeśli U1, U2 ∈ B0, to istnieje U ∈ B0 takie, że U ⊂ U1 ∩ U2,
(LC2) jeśli U ∈ B0, to λU ∈ B0 dla λ ∈ K, λ 6= 0,
(LC3) każdy zbiór U ∈ B0 jest zbiorem absolutnie wypukłym i pochłaniającym.
Powyższe twierdzenie wskazuje naturalny sposób określania topologii lokalnie
wypukłych dla dowolnej przestrzeni liniowej E nad ciałem K ( = R,C).
Wniosek 6.2.1. Niech V = {Vi : i ∈ I} będzie dowolną rodziną zbiorów ab-
solutnie wypukłych i pochłaniających w przestrzeni liniowej E nad ciałem K
( = R,C). Wtedy istnieje najsłabsza topologia T przestrzeni E, względem któ-
rej są ciągłe funkcje (6.2.1) i (6.2.2), oraz każdy zbiór V ∈ V jest otoczeniem
zera w tej topologii. Bazę B0 zbioru otoczeń zera topologii T tworzą zbiory

⋂
i∈J⊂I
Vi, (6.2.3)
gdzie  > 0 i J jest zbiorem skończonym.
Dowód. Zgodnie z definicją rodziny B0, jest ona najmniejszą rodziną zawierającą
rodzinę V i spełniającą warunki (LC1), (LC2) i (LC3). Wobec tego jest bazą
najsłabszej topologii lokalnie wypukłej na przestrzeni E, względem której zbiory
V ∈ V są otoczeniami zera. 
Definicja 6.2.5. Topologię lokalnie wypukłą T przestrzeni liniowej E nad ciałem
K (= R,C), której bazę zbioru otoczeń zera tworzą zbiory postaci (6.2.3), będziemy
nazywać topologią lokalnie wypukłą przestrzeni E generowaną przez rodzinę V .
W dalszych naszych rozważaniach istotną rolę odgrywa następujące
Twierdzenie 6.2.6. W przestrzeni liniowo-topologicznej E nad ciałem K
( = R,C) domknięcie zbioru wypukłego jest zbiorem wypukłym, domknięcie
zbioru zbalansowanego – zbiorem zbalansowanym, a domknięcie zbioru abso-
lutnie wypukłego – zbiorem absolutnie wypukłym.
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Dowód. Niech A będzie zbiorem absolutnie wypukłym, a x0, y0 ∈ A oraz |λ| +
|µ| ¬ 1. Przyjmijmy, że U jest otoczeniem punktu λx0 + µy0, wtedy istnieją
zbalansowane otoczenia zera V i W takie, że
V + V ⊂W i λx0 + µy0 +W ⊂ U.
Skoro x0, y0 ∈ A, to istnieją punkty x, y ∈ A takie, że
x ∈ A ∩ (x0 + V ) i y ∈ A ∩ (y0 + V ).
Stąd otrzymujemy
λx + µy ∈ (λA + µA) ∩ (λx0 + µy0 + λV + µV )
⊂ A ∩ (λx0 + µy0 + V + V ) ⊂ A ∩ (λx0 + µy0 +W ) ⊂ A ∩ U.
Zatem λx0+µy0 ∈ A. Analogicznie można przeprowadzić dowód twierdzenia, gdy
zbiór A jest wypukły albo zbalansowany. 
Teraz udowodnimy twierdzenie, które daje nam skuteczne narzędzie dla dowo-
dzenia różnych twierdzeń teorii przestrzeni liniowo-topologicznych.
Twierdzenie 6.2.7. W każdej przestrzeni liniowo-topologicznej E istnieje
baza B0 zbioru otoczeń zera złożona ze zbiorów domkniętych zbalansowanych,
spełniających warunki (B1), (B2), (B3) i (B4). Jeśli E jest przestrzenią lo-
kalnie wypukłą, to istnieje baza B0 zbioru otoczeń zera złożona ze zbiorów
domkniętych, spełniających warunki (LC1), (LC2) i (LC3).
Dowód. Biorąc pod uwagę twierdzenia 6.2.5 i 6.2.6, wystarczy pokazać, że dla
każdego otoczenia zera U istnieje zbalansowane otoczenie zera V takie, że V ⊂ U .
Niech U będzie dowolnym otoczeniem zera, wtedy istnieje zbalansowane otoczenie
zera V takie, że V + V ⊂ U . Pokażemy, że V ⊂ U . Rzeczywiście, niech x ∈ V ,
wtedy (x + V ) ∩ V 6= ∅. Zatem x ∈ V − V = V + V ⊂ U . 
Następne twierdzenie daje nam charakteryzację przestrzeni liniowo-topologicz-
nych Hausdorffa.
Twierdzenie 6.2.8. Niech B0 będzie bazą zbioru otoczeń zera przestrzeni
liniowo-topologicznej E. Przestrzeń E jest przestrzenią Hausdorffa wtedy i tyl-
ko wtedy, gdy ⋂
U∈B0
U = {0}. (6.2.4)
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Dowód warunku koniecznego. Załóżmy, że E jest przestrzenią Hausdorffa
i niech x 6= 0, wtedy istnieje takie otoczenie U ∈ B0, że x /∈ U . Zatem zachodzi
warunek (6.2.4). 
Dowód warunku dostatecznego. Niech x 6= y i załóżmy, że spełniony jest
warunek (6.2.4). Wtedy istnieje otoczenie U ∈ B0 takie, że x − y /∈ U . Zgodnie
z twierdzeniem 6.2.3, istnieje zbalansowane otoczenie zera V takie, że V +V ⊂ U .
Łatwo można sprawdzić, że (x + V ) ∩ (y + V ) = ∅. 
Z twierdzenia 6.2.8 wynika, że jeśli przestrzeń liniowo-topologiczna E jest prze-
strzenią Hausdorffa, to zbiory jednopunktowe {x}, x ∈ E, są zbiorami domknię-
tymi, w szczególności domknięta jest podprzestrzeń trywialna {0}. Jeśli E nie jest
przestrzenią Hausdorffa, to podprzestrzeń trywialna {0} nie jest zbiorem domknię-
tym.Wskażemy teraz w pewnym sensie najmniejszą podprzestrzeń liniową domknię-
tą w przestrzeni liniowo-topologicznej E.
Twierdzenie 6.2.9. Niech N0 będzie rodziną wszystkich otoczeń zera prze-
strzeni liniowo-topologicznej E nad ciałem K ( = R,C) i niech
E0 =
⋂
U∈N0
U. (6.2.5)
Wtedy E0 jest domkniętą podprzestrzenią liniową przestrzeni E. Każda istot-
nie mniejsza podprzestrzeń liniowa przestrzeni E0 nie jest zbiorem domknię-
tym w E.
Dowód. Niech λ, µ ∈ K i niech x, y ∈ E0. Pokażemy, że λx+µy ∈ E0. Niech U
będzie dowolnym otoczeniem zera, wtedy istnieje zbalansowane otoczenie zera V
takie, że V +V ⊂ U . Wiemy, że odwzorowanie (6.2.1) jest ciągłe w każdym punkcie
(λ, x) ∈ K×E, w szczególności w punkcie (λ, 0). Zatem istnieje otoczenie zeraW ,
x ∈ W i otoczenie {τ : |τ − λ| < } liczby λ w K takie, że dla τ spełniających
warunek |τ − λ| <  mamy τx ∈ V . Zatem λx ∈ V . Analogicznie można uza-
sadnić, że µy ∈ V . Stąd wnioskujemy, że λx + µy ∈ U . Ponieważ U może być
dowolnym otoczeniem zera, λx + µy ∈ E0. Stąd, na podstawie twierdzenia 6.2.7,
wnioskujemy, żeE0 jest domkniętą podprzestrzenią liniową przestrzeniE. NiechE1
będzie istotnie mniejszą podprzestrzenią liniową przestrzeni E0 oraz niech x0 ∈ E0
i x0 /∈ E1. Załóżmy, że U jest dowolnym otoczeniem punktu x0 w przestrzeni E,
wtedy U ⊃ x0 +V , gdzie V jest pewnym otoczeniem zera w przestrzeni E. Zatem
U ⊃ x0 + V ⊃ x0 + E0 = E0 ⊃ E1. Stąd wynika, że dopełnienie podprzestrzeni
liniowej E1 w przestrzeni E nie jest zbiorem otwartym. Wobec tego E1 nie może
być zbiorem domkniętym. 
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Zauważmy, że gdy przestrzeń E ma własność (6.2.4), wtedy E0 = {0}. Oczy-
wiście, jeśli E0 6= {0}, to przestrzeń liniowo-topologiczna E nie jest przestrzenią
Hausdorffa. W tym przypadku w naturalny sposób możemy otrzymać przestrzeń
liniowo-topologiczną Hausdorffa, konstruując odpowiednią przestrzeń ilorazową.
Niech E będzie przestrzenią liniowo-topologiczną nad ciałem K ( = R,C)
względem topologii T i niech B0 będzie bazą zbioru otoczeń zera złożoną ze zbio-
rów V zbalansowanych, spełniających warunki (B1), (B2), (B3) i (B4). Dla pod-
przestrzeni E0 ⊂ E tworzymy podprzestrzeń ilorazową E/E0. Niech k : E →
E/E0, k(x) = [x] będzie odwzorowaniem kanonicznym. Na przestrzeni E/E0 okre-
ślimy topologię tak, by były ciągłe odwzorowania (6.2.1) i (6.2.2) oraz odwzorowa-
nie k było ciągłe i otwarte. Niech V ∈ B0, przyjmijmy [V ] := {[x ] : x ∈ V }
i B0(E/E0) := {[V ] : V ∈ B0}. Łatwo można sprawdzić, że każdy zbiór [V ] ∈
B0(E/E0) jest zbiorem zbalansowanym, i że rodzina B0(E/E0)ma własności (B1),
(B2), (B3) i (B4). Przyjmijmy
B[x](E/E0) := {[x] + [V ] : [V ] ∈ B0(E/E0)}.
Symbolem TE/E0 będziemy oznaczać topologię przestrzeniE/E0 wyznaczoną przez
bazy B[x] zbiorów otoczeń punktów [x] ∈ E/E0. Z poprzednich rozważań wynika,
że funkcje (6.2.1) i (6.2.2) są ciągłe względem tej topologii. Z definicji zbioru [V ],
V ∈ B0, wynika, że k jest odwzorowaniem ciągłym i otwartym. Łatwo można rów-
nież zauważyć, że topologia TE/E0 jest najmocniejszą topologią przestrzeni E/E0,
względem której ciągłe jest odwzorowanie k.
Definicja 6.2.6. Topologię TE/E0 wyżej określoną nazywamy topologią prze-
strzeni ilorazowej E/E0.
Z definicji 6.2.6 wynika, że topologia TE/E0 jest najsilniejszą topologią na
przestrzeni E/E0, względem której jest ciągłe odwzorowanie kanoniczne k : E →
E/E0, k(x) = [x]. Zauważmy, że k jest również odwzorowaniem otwartym (zob.
definicję 4.4.2), gdy przestrzeń E/E0 jest wyposażona w topologię TE/E0 .
Twierdzenie 6.2.10. Niech E i F będą przestrzeniami liniowo-topologicz-
nymi nad ciałem K ( = R,C), a odwzorowanie T : E → F niech będzie ciągłym
operatorem liniowym. Wtedy istnieje ciągły operator liniowy T̂ : E/ kerT → F
o własności T = T̂ ◦ k, gdzie k jest odwzorowaniem kanonicznym przestrzeni
E na E/ kerT .
Dowód. Przyjmijmy T̂ [x] := Tx. Odwzorowanie T̂ jest poprawnie określone, bo
Ty = Tx, gdy y ∈ [x]. Łatwo można zauważyć, że T̂ jest odwzorowaniem liniowym.
Ciągłość operatora T̂ jest konsekwencją ciągłości odwzorowania T i otwartości od-
wzorowania k (por. uwaga 1.6.2). 
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Twierdzenie 6.2.11. Niech E będzie przestrzenią liniowo-topologiczną nad
ciałem K ( = R,C) względem topologii T i niech E0 będzie domkniętą podprze-
strzenią liniową przestrzeni E. Wtedy przestrzeń ilorazowa E/E0 jest prze-
strzenią Hausdorffa względem topologii TE/E0 .
Dowód. Niech [x], [y] ∈ E/E0 i [x] 6= [y], wtedy x − y /∈ E0. Ponieważ E0 jest
domkniętą podprzestrzenią przestrzeni E, istnieje zbalansowane otoczenie zera U
takie, że (x−y+U)∩E0 = ∅. Jednakże wiemy, że istnieje zbalansowane otoczenie
zera V takie, że V − V ⊂ U . Stąd wnioskujemy, że
((x + V )− (y + V )) ∩ E0 = ∅.
Powyższa równość oznacza, że
(x + z1)− (y + z2) /∈ E0 dla z1, z2 ∈ V.
Stąd wynika, że
[x + z1] 6= [y + z2] dla z1, z2 ∈ V,
więc
[x] + [z1] 6= [y] + [z2] dla z1, z2 ∈ V.
Wobec tego ([x]+[V ])∩([y]+[V ]) = ∅. Zatem E/E0 jest przestrzenią Hausdorffa
względem topologii TE/E0 . 
Jako wniosek z twierdzenia 6.2.9 i twierdzenia 6.2.11 otrzymujemy
Twierdzenie 6.2.12. Niech E będzie przestrzenią liniowo-topologiczną wzglę-
dem topologii T i niech
E0 =
⋂
U∈N0
U,
gdzie N0 jest zbiorem wszystkich otoczeń zera względem topologii T . Wte-
dy przestrzeń ilorazowa E/E0 jest przestrzenią Hausdorffa względem topo-
logii TE/E0 .
Definicja 6.2.7. Przestrzeń ilorazową E/E0 nazywamy przestrzenią skojarzoną
(associated space) z przestrzenią E ([13], por. twierdzenie 1.3.2).
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6.3. Przestrzenie lokalnie wypukłe i półnormy
Niech E będzie przestrzenią liniową nad ciałem K ( = R,C).
Definicja 6.3.1. Funkcję p : E → R spełniającą warunki:
p(x) ­ 0 dla x ∈ E, (6.3.1)
p(µx) = |µ|p(x) dla x ∈ E i µ ∈ K, (6.3.2)
p(x + y) ¬ p(x) + p(y) dla x, y ∈ E (6.3.3)
będziemy nazywać półnormą na przestrzeni E.
Twierdzenie 6.3.1. Jeśli funkcja p jest półnormą na przestrzeni liniowej E,
to zbiory A = {x ∈ E : p(x) < } i B = {x ∈ E : p(x) ¬ },  > 0, są zbiorami
absolutnie wypukłymi i pochłaniającymi.
Dowód. Prosty dowód absolutnej wypukłości zbiorów A i B opuszczamy, ograni-
czymy się tylko do pokazania, że zbiór A jest zbiorem pochłaniającym. Rzeczywi-
ście, jeśli p(x) = 0, to p(x) <  dla dowolnego  > 0 i x ∈ λA dla |λ| ­ . Załóżmy
teraz, że 0 < p(x) < µ, wtedy p
(
µ−1x
)
< 1. Łatwo można sprawdzić, że x ∈ λA,
gdy |λ| ­ −1µ. 
Pokażemy teraz, że każdy zbiór absolutnie wypukły i pochłaniający A ⊂ E
wyznacza półnormę pA na przestrzeni E. Przyjmijmy
pA(x) := inf{λ : λ > 0 i x ∈ λA}. (6.3.4)
Definicja 6.3.2. Funkcję pA określoną równością (6.3.4) nazywamy funkcjonałem
Minkowskiego zbioru A.
Twierdzenie 6.3.2. Niech E będzie przestrzenią liniową nad ciałem K ( =
R,C), a A niech będzie podzbiorem absolutnie wypukłym i pochłaniającym
przestrzeni E. Wtedy funkcjonał Minkowskiego pA jest półnormą na prze-
strzeni E.
Dowód. Najpierw pokażemy, że pA(µx) = |µ|p(x) dla x ∈ E i µ ∈ K. Rzeczy-
wiście, niech µ 6= 0, wtedy
pA(µx) = inf{λ : λ > 0 i µx ∈ λA}.
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Ponieważ zbiór A jest zbalansowany, powyższa równość jest równoważna następu-
jącej równości:
pA(µx) = inf{λ : λ > 0 i |µ|x ∈ λA}.
Przyjmijmy λ = γ|µ|, wtedy mamy
pA(µx) = inf{γ|µ| : γ > 0 i x ∈ γA}.
Ostatecznie otrzymujemy pA(µx) = |µ|p(x). Dla µ = 0 równość pA(µx) = |µ|p(x)
jest oczywista.
Pokażemy teraz, że pA(x + y) ¬ pA(x) + pA(y) dla x, y ∈ E. Niech x ∈ λA,
y ∈ µA dla λ, µ > 0. Ponieważ A jest zbiorem absolutnie wypukłym,
x + y ∈ λA + µA = (λ + µ)A.
Stąd otrzymujemy
inf{λ + µ : λ > 0, µ > 0 i x + y ∈ (λ + µ)A} ¬ λ + µ,
gdy x ∈ λA i y ∈ µA, więc pA(x + y) ¬ λ + µ, gdy x ∈ λA i y ∈ µA, λ, µ > 0.
Zatem pA(x + y) ¬ pA(x) + pA(y). 
Zauważmy, że prawdziwe są następujące inkluzje:
{x : pA(x) < 1} ⊂ A ⊂ {x : pA(x) ¬ 1}. (6.3.5)
Twierdzenie 6.3.3. Niech E będzie przestrzenią liniową nad ciałem K( =
R,C). Załóżmy, że A i B są zbiorami absolutnie wypukłymi i pochłaniającymi
zawartymi w przestrzeni E, wtedy:
jeśli x ∈ A, to pA(x) ¬ 1 i jeśli pA(x) > 1, to x /∈ A, (6.3.6)
jeśli α 6= 0, to pαA(x) = |α−1|pA(x) dla x ∈ E, (6.3.7)
pA∩B(x) = max{pA(x), pB(x)} dla x ∈ E, (6.3.8)
jeśli A ⊂ B, to pB(x) ¬ pA(x) dla x ∈ E. (6.3.9)
Wymienione własności pozostawiamy do sprawdzenia czytelnikowi.
Dalsze rozważania będą związane z ciągłością półnorm i funkcjonałów Minkow-
skiego, gdy przestrzeń E jest przestrzenią liniowo-topologiczną.
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Twierdzenie 6.3.4. Niech E będzie przestrzenią liniowo-topologiczną nad
ciałem K ( = R,C). Załóżmy, że funkcja p jest półnormą na przestrzeni E.
Półnorma p jest funkcją ciągłą na przestrzeni E wtedy i tylko wtedy, gdy jest
ona ciągła w punkcie zero.
Dowód. Prawdziwość warunku koniecznego jest oczywista. Załóżmy teraz, że
p jest funkcją ciągłą w punkcie x = 0. Zatem dla dowolnego  > 0 istnieje otoczenie
zera W w przestrzeni E takie, że p(x) <  dla x ∈W . Niech x0 będzie ustalonym
punktem przestrzeni E. Pokażemy, że dla dowolnego  > 0 istnieje otoczenie U
punktu x0 takie, że |p(x) − p(x0)| <  dla x ∈ U . Przyjmijmy U = x0 + W ,
wtedy każdy element x ∈ U ma postać x = x0 + y, gdzie y ∈W . Aby udowodnić
twierdzenie, wystarczy pokazać, że |p(x0 + y)− p(x0)| <  dla y ∈W . Rozważmy
układ dwóch nierówności:
(a) −  < p(x0 + y)− p(x0) i (b) p(x0 + y)− p(x0) < .
W przypadku (b) otrzymujemy p(x0+y)−p(x0) ¬ p(y) <  dla y ∈W . Rozważmy
teraz przypadek (a). Zauważmy, że
p(x0 + y) + p(y) = p(x0 + y) + p(−y) ­ p(x0).
Stąd otrzymujemy p(x0 + y) − p(x0) ­ −p(y) > − dla y ∈ W . Zatem |p(x0 +
y)− p(x0)| <  dla y ∈W . 
Twierdzenie 6.3.5. Niech E będzie przestrzenią liniowo-topologiczną nad
ciałem K ( = R,C). Załóżmy, że A jest zbiorem absolutnie wypukłym i po-
chłaniającym zawartym w przestrzeni E. Funkcjonał Minkowskiego pA jest
półnormą ciągłą wtedy i tylko wtedy, gdy A jest otoczeniem zera w przestrzeni
E. Wtedy
A = {x : pA(x) ¬ 1}. (6.3.10)
Dowód. Z ciągłości funkcjonału Minkowskiego pA w punkcie zero wynika, że
A jest otoczeniem zera w przestrzeni E. Załóżmy, że A jest otoczeniem zera w prze-
strzeni E. Na podstawie twierdzenia 6.3.2, własności (6.3.6) i twierdzenia 6.3.4
wnioskujemy, że funkcjonał Minkowskiego pA jest funkcją ciągłą na przestrzeni E.
Pokażemy teraz, że zachodzi równość (6.3.10). Ponieważ pA jest funkcjonałem cią-
głym, zbiór {x : pA(x) ¬ 1} jest domknięty. Niech A0 := {x : pA(x) < 1}, wtedy,
zgodnie z (6.3.5), mamy
A0 ⊂ A ⊂ {x : pA(x) ¬ 1}.
Aby zakończyć dowód twierdzenia, wystarczy sprawdzić, że dla dowolnego elementu
z ∈ {x : pA(x) ¬ 1} oraz dowolnego otoczenia zera V zachodzi (z + V ) ∩A0 6= ∅.
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Ponieważ V jest zbiorem pochłaniającym, dla dostatecznie małego λ, 0 < λ < 1,
−λz ∈ V . Stąd (1− λ)z ∈ z + V . Zatem pA((1− λ)z) = (1− λ)pA(z) < 1, więc
(1− λ)z ∈ A0. 
Wniosek 6.2.1 sugeruje nam metodę określania topologii lokalnie wypukłej na
przestrzeniach liniowych za pomocą rodziny półnorm.
Twierdzenie 6.3.6. Niech E będzie przestrzenią liniową nad ciałem K ( =
R,C). Na przestrzeni E określamy rodzinę P = {pi : i ∈ I} półnorm pi, gdzie I
jest zbiorem wskaźników. Wtedy istnieje najsłabsza topologia lokalnie wypukła
T przestrzeni E, względem której są ciągłe półnormy pi, i ∈ I.
Dowód. Aby określić topologię T , wystarczy wyznaczyć pewną bazę B0 zbioru
otoczeń zera tej topologii. Niech Vpi = {x : pi(x) ¬ 1}. Wiemy, że Vpi jest zbiorem
absolutnie wypukłym i pochłaniającym. Niech
U = 
⋂
i∈J⊂I
Vpi , (6.3.11)
gdzie J jest dowolnym zbiorem skończonym i  > 0. Zgodnie z wnioskiem 6.2.1,
rodzina B0 złożona ze zbiorów postaci (6.3.11) tworzy bazę zbioru otoczeń zera
topologii T generowanej przez rodzinę V = {Vpi : i ∈ I}. Łatwo można zauważyć,
że T jest najsłabszą topologią przestrzeni E, względem której ciągłe są półnormy
pi, i ∈ I . 
Przykład 6.3.1. Niech E = C(R) będzie zbiorem wszystkich funkcji ciągłych
określonych na R. Jest to przestrzeń liniowa nad ciałem R względem naturalnego
dodawania funkcji i mnożenia funkcji przez liczby. Przyjmijmy
pi(f) := max|x|¬i
|f(x)|, i ∈ N.
Funkcje pi są półnormami na przestrzeni E. Zauważmy, że zbiory określone rów-
nością (6.3.11) w naszym przypadku mają postać:
{f : max
|x|¬k
|f(x)| ¬ }, k ∈ N.
Ciąg {fn} elementów fn ∈ C(R) jest zbieżny do funkcji f ∈ C(R) w przestrzeni
C(R) względem topologii wyznaczonej przez półnormy pi, i ∈ N, gdy pi(fn−f)→
0, przy n→∞. Ten fakt możemy również wypowiedzieć w inny sposób. Ciąg {fn}
jest zbieżny do funkcji f wtedy i tylko wtedy, gdy jest on zbieżny jednostajnie
na każdym podzbiorze zwartym zbioru R.
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Twierdzenie 6.3.7. Przestrzeń lokalnie wypukła E nad ciałem K ( = R,C),
której topologia lokalnie wypukła T jest określona przez rodzinę P = {pi :
i ∈ I} półnorm pi, jest przestrzenią Hausdorffa wtedy i tylko wtedy, gdy dla
każdego elementu x ∈ E, x 6= 0, istnieje wskaźnik i ∈ I taki, że pi(x) > 0.
Dowód. Niech x ∈ E i x 6= 0. Załóżmy, że pi(x) > γ > 0 dla pewnego i ∈ I ,
wtedy V = {y : pi(y) ¬ γ} ∈ B0. Zgodnie z (6.3.6), x /∈ V , więc⋂
U∈B0
U = {0}.
Zatem E jest przestrzenią Hausdorffa.
Załóżmy teraz, że E jest przestrzenią lokalnie wypukłą Hausdorffa względem
topologii T wyznaczonej przez rodzinę P półnorm pi, i ∈ I . Niech x ∈ E, x 6= 0,
wtedy istnieje absolutnie wypukłe domknięte otoczenie zera V postaci
V =
{
y : max
i∈J⊂I
pi(y) ¬ 
}
,
gdzie J jest dowolnym zbiorem skończonym oraz x /∈ V . Zatem dla pewnego i, 1 ¬
i ¬ k, pi(x) > . Tym stwierdzeniem kończymy dowód naszego twierdzenia. 
Uwaga 6.3.1. Niech E będzie przestrzenią lokalnie wypukłą, której topologia T
jest wyznaczona przez rodzinę P półnorm pi, i ∈ I . Wtedy zbiór
E0 =
⋂
U∈B0
U = {x : pi(x) = 0, i ∈ I}
jest domkniętą podprzestrzenią liniową przestrzeni E (por. twierdzenie 6.2.9). Prze-
strzeń E jest przestrzenią Hausdorffa wtedy i tylko wtedy, gdy E0 = {0}.
Szczególnym przypadkiem przestrzeni lokalnie wypukłych Hausdorffa są prze-
strzenie unormowane. Wtedy rodzina P jest zbiorem jednopunktowym, P = {‖·‖}.
W tym przypadku możemy określić metrykę na przestrzeni unormowanej E, przyj-
mując ρ(x, y) = ‖x − y‖ dla x, y ∈ E. Łatwo można zauważyć, że metryka ρ ma
następującą własność:
ρ(x + z, y + z) = ρ(x, y) dla x, y, z ∈ E. (6.3.12)
Zbiory
Vk =
{
x : ρ(0, x) ¬ 1
k
}
, k ∈ N (6.3.13)
tworzą bazę zbioru otoczeń zera przestrzeni E.
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Definicja 6.3.3. Niech E będzie przestrzenią liniowo-topologiczną nad ciałem
K ( = R,C) względem topologii T . Jeśli istnieje metryka ρ na przestrzeni E speł-
niająca warunek (6.3.12) i zbiory (6.3.13) tworzą bazę zbioru otoczeń zera dla to-
pologii T , to mówimy, że przestrzeń E jest metryzowalna i funkcję ρ nazywamy
metryką przestrzeni E.
Twierdzenie 6.3.8. Niech E będzie przestrzenią lokalnie wypukłą Hausdorffa
względem topologii T posiadającej przeliczalną bazę B0 zbioru otoczeń zera.
Wtedy istnieje metryka ρ na przestrzeni E mająca własność (6.3.12) i zbiory
(6.3.13) tworzą pewną bazę zbioru otoczeń zera dla przestrzeni E względem
topologii T .
Dowód. Niech zbiory absolutnie wypukłe i pochłaniające Un, n ∈ N, tworzą ba-
zę B0 zbioru otoczeń zera topologii T . Niech pn będzie funkcjonałem Minkowskiego
dla zbioru Un. Ponieważ Un jest otoczeniem zera dla topologii T , funkcjonał pn jest
ciągłą półnormą na przestrzeni E. Zauważmy, że funkcja ρn(x) := min{pn(x), 1}
jest funkcją ciągłą. Przyjmijmy
f(x) :=
∞∑
n=1
2−nρn(x) dla x ∈ E. (6.3.14)
Oczywiście, f jest również funkcją ciągłą. Zauważmy, że gdy f(x) = 0, to pn(x) = 0
dla n ∈ N. Ponieważ przestrzeń E względem topologii T jest przestrzenią Haus-
dorffa, więc, zgodnie z twierdzeniem 6.3.7, x = 0. Łatwo można sprawdzić, że funk-
cja ρ, ρ(x, y) = f(x−y), jest metryką dla przestrzeni E, mającą własność (6.3.12).
Przyjmijmy
Vn =
{
x : ρ(0, x) <
1
2n
}
=
{
x : f(x) <
1
2n
}
, n ∈ N. (6.3.15)
Oczywiście, Vn ∈ T . Zauważmy, że Vn ⊂ Un. Stąd wynika, że topologia Tρ, której
bazą zbioru otoczeń zera są zbiory Vn i zbiory x + Vn tworzą bazę zbioru otoczeń
punktu x, jest topologią nie słabszą niż topologia T . Względem topologii Tρ prze-
strzeń E jest liniowo-topologiczna. Ponieważ Vn są zbiorami otwartymi w topologii
T , topologie Tρ i T są identyczne. 
W pewnych przestrzeniach liniowych można określić metrykę ρ mającą wła-
sność (6.3.12) tak, by zbiory (6.3.13) nie zawierały zbiorów wypukłych i pochłania-
jących (por. zad. 6.8.6). W tym przypadku metryka ρ wyznacza topologię Haus-
dorffa Tρ, względem której ciągłe są funkcje (6.2.1) i (6.2.2), ale ta przestrzeń nie
jest przestrzenią lokalnie wypukłą względem tej topologii.
6.4. Zbiory ograniczone w przestrzeniach liniowo-topologicznych 193
6.4. Zbiory ograniczone
w przestrzeniach liniowo-topologicznych
Niech E będzie przestrzenią liniowo-topologiczną nad ciałem K ( = R,C).
Definicja 6.4.1. Mówimy, że zbiór B ⊂ E pochłania zbiór A ⊂ E, gdy istnieje
liczba λ0 > 0 taka, że A ⊂ λB dla λ ∈ K i |λ| ­ λ0.
Definicja 6.4.2. Jeśli A ⊂ E jest pochłaniany przez każde otoczenie zera, to
nazywamy go zbiorem ograniczonym.
Teraz podamy charakteryzację zbiorów ograniczonych w przestrzeniach lokalnie
wypukłych.
Twierdzenie 6.4.1. Niech E będzie przestrzenią lokalnie wypukłą nad ciałem
K ( = R,C), której topologia T jest wyznaczona przez rodzinę P półnorm pi,
i ∈ I. Zbiór A ⊂ E jest zbiorem ograniczonym wtedy i tylko wtedy, gdy zbiory
{pi(x) : x ∈ A} są ograniczone dla wszystkich i ∈ I.
Dowód warunku koniecznego. Wiemy, że zbiory postaci

⋂
i∈J⊂I
{x : pi(x) ¬ 1},
gdzie J jest dowolnym zbiorem skończonym i  > 0, tworzą bazę B0 zbioru otoczeń
zera przestrzeni E. Niech A będzie zbiorem ograniczonym, wtedy istnieje λ0 > 0
takie, że
A ⊂ λ
⋂
i∈J⊂I
{x : pi(x) ¬ 1}
dla |λ| > λ0. Zatem pi(x) ¬ λ0 dla x ∈ A oraz i należących do dowolnego
skończonego zbioru J ⊂ I . 
Dowód warunku dostatecznego. Załóżmy, że pi(x) ¬ µi dla x ∈ A i i ∈ I .
Zatem A ⊂ {x : pi(x) ¬ µ}, gdzie µ = max
i∈J⊂I
µi. Stąd otrzymujemy
A ⊂ µ

· 
⋂
i∈J⊂I
{x : pi(x) ¬ 1}.
Przyjmijmy λ0 = −1µ. Stąd wynika, że
A ⊂ λ
(

⋂
i∈J⊂I
{x : pi(x) ¬ 1}
)
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dla |λ| > λ0. Ponieważ zbiory  ⋂
i∈J⊂I
{x : pi(x) ¬ 1} tworzą bazę zbioru otoczeń
zera dla przestrzeni E, A jest zbiorem ograniczonym. 
Definicja 6.4.3. Mówimy, że przestrzeń liniowo-topologiczna E nad ciałem K
( = R,C) względem topologii T jest przestrzenią normowalną, gdy istnieje norma
‖ · ‖ określona na przestrzeni E i zbiory {x : ‖x‖ < },  > 0, tworzą bazę zbioru
otoczeń zera topologii T .
Twierdzenie 6.4.2 (Kołmogorow). Przestrzeń lokalnie wypukła Hausdorffa E
nad ciałem K( = R,C) względem topologii T jest przestrzenią normowalną
wtedy i tylko wtedy, gdy posiada ograniczone otoczenie zera V .
Dowód. Bez szkody dla ogólności możemy założyć, że V jest zbiorem absolutnie
wypukłym i domkniętym. Niech U będzie dowolnym otoczeniem zera. Ponieważ V
jest zbiorem ograniczonym, istnieje λ0 > 0 takie, że V ⊂ λU dla |λ| > λ0. Zauważ-
my, że zbiory λ−1V dla |λ| > λ0 tworzą bazę B0 zbioru otoczeń zera dla topolo-
gii T . Dla elementów x ∈ E przyjmijmy ‖x‖ := pV (x), gdzie pV jest funkcjonałem
Minkowskiego dla zbioru V . Zgodnie z twierdzeniem 6.3.5, V = {x : pV (x) ¬ 1}.
Zatem zbiory {x : pV (x) ¬ },  > 0, tworzą bazę zbioru otoczeń zera dla to-
pologii T . Aby zakończyć dowód naszego twierdzenia, musimy jeszcze pokazać, że
równość ‖x‖ = 0 implikuje równość x = 0. Ponieważ E jest przestrzenią Hausdorffa
względem topologii T , więc ⋂
>0
V = {0}.
Niech ‖x‖ = 0, wtedy ‖x‖ <  dla dowolnego  > 0. Stąd wynika, że x ∈ V dla
dowolnego  > 0. Zatem x = 0. 
Uwaga 6.4.1. Pokażemy, że przestrzeń lokalnie wypukła rozważana w przykła-
dzie 6.3.1 jest nienormowalna. Bazę zbioru otoczeń zera tej przestrzeni tworzą zbio-
ry postaci
Vk =
1
k
{
f : pk(f) ¬ 1
}
, pk(f) = sup
|x|¬k
|f(x)|. (6.4.1)
Pokażemy, że otoczenie V1 = {f : p1(f) ¬ 1} jest zbiorem nieograniczonym. Niech
fn(x) = xn. Wtedy mamy A := {fn : n ∈ N} ⊂ V1. Wystarczy pokazać, że zbiór
A jest nieograniczony. Zauważmy, że pk(fn) = kn, k, n ∈ N. Stąd, na podstawie
twierdzenia 6.4.1, wnioskujemy, że zbiór A jest nieograniczony. Analogicznie można
pokazać, że nie są ograniczone otoczenia (6.4.1) dla k = 2, 3, . . .
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Ciąg {an} w przestrzeni topologicznej E nazywa się ciągiem zbieżnym do ele-
mentu a ∈ E, gdy dla każdego otoczenia U punktu a istnieje wskaźnik n0 ∈ N
taki, że an ∈ U dla n ­ n0. Niech E będzie przestrzenią metryczną i niech A
będzie pewnym podzbiorem E. Wiemy, że a ∈ A wtedy i tylko wtedy, gdy istnieje
ciąg {an}, an ∈ A, taki, że an → a. Analogicznie, funkcja f : E → E jest ciągła
w punkcie a ∈ E wtedy i tylko wtedy, gdy prawdziwa jest implikacja
an → a⇒ f(an)→ f(a).
W dowolnych przestrzeniach topologicznych pojęcie ciągu musimy zastąpić silniej-
szym pojęciem.
Definicja 6.5.1. Niech E będzie dowolnym zbiorem niepustym. Niepustą rodzinę
A niepustych podzbiorów A zbioru E nazywamy filtrem, gdy spełnia ona następu-
jące dwa warunki:
(F1) jeśli A ∈ A i B ∈ A, to A ∩B ∈ A,
(F2) jeśli A ∈ A i A ⊂ B, to B ∈ A.
Niech A będzie dowolnym niepustym podzbiorem E. Rodzina A wszystkich
podzbiorów zbioru E zawierających podzbiór A jest filtrem. Jeśli E jest przestrze-
nią topologiczną, to rodzina Na otoczeń punktu a ∈ E jest również filtrem. Bardzo
ważną rolę w teorii filtrów odgrywa pojęcie bazy filtru.
Definicja 6.5.2. Niepusta podrodzina B filtru A nazywa się bazą filtru A, gdy
spełniony jest warunek:
(FB) dla dowolnych A ∈ B i B ∈ B istnieje C ∈ B takie, że C ⊂ A ∩B.
Ponadto, dla każdego A ∈ A istnieje B ∈ B takie, że B ⊂ A.
Definicja 6.5.3. Niech B będzie niepustą rodziną niepustych zbiorów A ⊂ E
spełniających warunek (FB). Wtedy rodzina wszystkich podzbiorów zbioru E ta-
kich, że każdy z nich zawiera pewien zbiór A rodziny B tworzy filtr. Ten filtr
nazywamy filtrem generowanym przez rodzinę B.
Niech E i F będą dowolnymi niepustymi zbiorami, a odwzorowanie f : E →
F niech będzie funkcją. Załóżmy, że A jest filtrem w zbiorze E, wtedy rodzina
{f(A) : A ∈ A} tworzy bazę pewnego filtru w zbiorze F . Rzeczywiście, wystarczy
zauważyć, że f(A ∩B) ⊂ f(A) ∩ f(B).
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Definicja 6.5.4. Niech E będzie dowolnym zbiorem i niech A1 i A2 będą filtrami
w E. Mówimy, że filtr A2 majoryzuje filtr A1, gdy A1 ⊂ A2.
Definicja 6.5.5. Niech E będzie przestrzenią topologiczną. Mówimy, że filtr A
podzbiorów A przestrzeni E jest zbieżny do elementu a ∈ E i piszemy A → a, gdy
dla każdego otoczenia U ∈ Na istnieje A ∈ A takie, że A ⊂ U .
Zauważmy, że filtr A → a wtedy i tylko wtedy, gdy filtr A majoryzuje filtr Na.
Stąd wynika, że jeśli A → a, to a ∈ A dla każdego A ∈ A, gdyż A ∩ U 6= ∅
dla U ∈ Na.
Twierdzenie 6.5.1. Jeśli E jest przestrzenią topologiczną Hausdorffa, to
filtr A w przestrzeni E może być zbieżny do co najwyżej jednego punktu a ∈ E.
Dowód. Przypuśćmy, żeA → a1 iA → a2 oraz a1 6= a2, wtedy istnieje otoczenie
U1 ∈ Na1 i U2 ∈ Na2 takie, że U1∩U2 = ∅. Jednakże istnieją zbiory A1 i A2 ∈ A
takie, że A1 ⊂ U1 i A2 ⊂ U2, więc A1 ∩ A2 6= ∅. W ten sposób otrzymujemy
sprzeczność. 
Twierdzenie 6.5.2. Niech E będzie przestrzenią topologiczną i niech A będzie
podzbiorem przestrzeni E. Punkt a ∈ A wtedy i tylko wtedy, gdy istnieje filtr A
o własnościach A ∈ A i A → a.
Dowód. Skoro A → a, to Na ⊂ A, zatem dla dowolnego U ∈ Na mamy U ∩A 6=
∅, więc a ∈ A. Załóżmy teraz, że a ∈ A. Zbudujemy filtr A 3 A zbieżny do
elementu a. Rozważmy rodzinę {U ∩A : U ∈ Na}. Ta rodzina ma własność (FB).
Niech A będzie filtrem generowanym przez rodzinę {U ∩A : U ∈ Na}. Zauważmy,
że filtr A → a. 
Niech E będzie przestrzenią topologiczną. Dla ciągu {an}, an ∈ E, przyjmijmy
Ak = {an : n ­ k}. Łatwo można zauważyć, że zbiory Ak mają własność (FB).
Niech A będzie filtrem generowanym przez zbiory Ak.
Twierdzenie 6.5.3. Filtr A → a wtedy i tylko wtedy, gdy an → a.
Dowód. Niech A → a, wtedy Ak ∈ A, więc a ∈ Ak. Zatem każde otoczenie
U ∈ Na zawiera pewien zbiór Ak, więc an → a. Niech an → a, wtedy każde
otoczenie U ∈ Na zawiera pewien zbiór Ak. Ponieważ zbiory Ak tworzą bazę
filtru A, to A → a. 
Niech E będzie przestrzenią metryczną. Przyjmijmy
d = sup
x,y∈A
ρ(x, y),
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gdzie ρ jest metryką przestrzeni E. Jeśli d < ∞, to mówimy, że zbiór A jest
ograniczony i jego średnicą jest liczba d. Mówimy, że zbiór A jest mały, gdy jego
średnica d jest małą liczbą. Pojęcia zbiorów małych nie można wprowadzić w do-
wolnej przestrzeni topologicznej. W dalszym ciągu naszych rozważań ograniczymy
się do przestrzeni liniowo-topologicznych.
Definicja 6.5.6. Niech E będzie przestrzenią liniowo-topologiczną i niech U bę-
dzie otoczeniem zera w przestrzeni E. Mówimy, że zbiór A ⊂ E jest mały rzędu U ,
gdy A−A ⊂ U .
Definicja 6.5.7. Niech E będzie przestrzenią liniowo-topologiczną. Mówimy, że
filtr A w tej przestrzeni jest filtrem Cauchy’ego, gdy dla dowolnego otoczenia U ∈
N0 istnieje zbiór A ∈ A mały rzędu U .
Twierdzenie 6.5.4. Jeśli A → a, to A jest filtrem Cauchy’ego.
Dowód. Niech U będzie otoczeniem zera i niech V będzie zbalansowanym oto-
czeniem zera takim, że V + V ⊂ U . Skoro A → a, to istnieje A ∈ A ta-
kie, że A ⊂ a + V , zatem A − a ∈ V i a − A ∈ V . Stąd wnioskujemy, że
A−A ⊂ V + V ⊂ U . 
Lemat 6.5.1. Niech E i F będą przestrzeniami topologicznymi, a ϕ : E → F
niech będzie funkcją ciągłą w punkcie a. Załóżmy, że A → a oraz ϕ(A) :=
{ϕ(A) : A ∈ A}. Wtedy rodzina ϕ(A) spełnia warunek (FB) i filtr B genero-
wany przez rodzinę ϕ(A) jest zbieżny do ϕ(a).
Dowód. Niech V ∈ Nϕ(a), wtedy istnieje otoczenie U ∈ Na takie, że ϕ(U) ⊂ V
oraz zbiór A ∈ A taki, że A ⊂ U . Zatem ϕ(A) ⊂ V , więc B → ϕ(a). 
Lemat 6.5.2. Niech E i F będą przestrzeniami liniowo-topologicznymi i niech
funkcja ϕ : E → F będzie ciągłym liniowym odwzorowaniem. Jeśli A jest fil-
trem Cauchy’ego w przestrzeni E, to ϕ(A) jest bazą filtru Cauchy’ego w prze-
strzeni F .
Dowód. Niech B będzie filtrem generowanym przez ϕ(A). Dla dowolnego V ∈
N0, V ⊂ F , istnieje otoczenie U ∈ N0, U ⊂ E, takie, że ϕ(U) ⊂ V . Ponieważ A
jest filtrem Cauchy’ego w przestrzeni E, istnieje zbiór A ∈ A taki, że A−A ⊂ U .
Zatem ϕ(A)− ϕ(A) = ϕ(A−A) ⊂ V , więc B jest filtrem Cauchy’ego. 
Definicja 6.5.8. Niech E będzie przestrzenią liniowo-topologiczną. Jeśli dla każ-
dego filtru Cauchy’ego A istnieje element a ∈ E taki, że A → a, to mówimy, że E
jest przestrzenią zupełną.
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Definicja 6.5.9. Niech E i F będą przestrzeniami liniowo-topologicznymi i niech
odwzorowanie ϕ : E → F będzie liniowym izomorfizmem. Jeśli ϕ i ϕ−1 są odwzo-
rowaniami ciągłymi, to mówimy, że ϕ jest liniowym izomorfizmem topologicznym.
Twierdzenie 6.5.5. Niech E i F będą przestrzeniami liniowo-topologicznymi,
a odwzorowanie ϕ : E → F – liniowym izomorfizmem topologicznym. Jeśli
F jest przestrzenią zupełną, to E jest również przestrzenią zupełną.
Dowód. Niech A będzie filtrem Cauchy’ego w przestrzeni E, wtedy rodzina ϕ(A)
spełnia warunek (FB). Niech B będzie filtrem generowanym przez rodzinę ϕ(A).
Zgodnie z lematem 6.5.2, B jest filtrem Cauchy’ego w przestrzeni F , istnieje więc
element b ∈ F taki, że B → b. Jednakże zbiór ϕ−1(B) spełnia również waru-
nek (FB). Niech A˜ będzie filtrem generowanym przez rodzinę ϕ−1(B). Zgodnie
z lematem 6.5.1, A˜ → a := ϕ−1(b). Zauważmy, że (ϕ−1 ◦ ϕ)(A) = A. Zatem
filtr A˜ majoryzuje filtr A. Pokażemy teraz, że filtr A → a. Rzeczywiście, niech
U będzie otoczeniem zera w przestrzeni E. Wtedy istnieje zbalansowane otoczenie
zera V takie, że V + V ⊂ U . Skoro A˜ → a, to istnieje zbiór A˜ ∈ A˜ taki, że
A˜ ⊂ a + V . Ponieważ A jest filtrem Cauchy’ego, istnieje zbiór A ∈ A taki, że
A − A ⊂ V . Pokażemy, że A ⊂ a + U . Niech x ∈ A, wtedy dla y ∈ A ∩ A˜ ⊂ A.
Stąd (x− y) + y ∈ V + a + V ⊂ a + U , więc A → a. 
Definicja 6.5.10. Mówimy, że podzbiór A przestrzeni topologicznej E jest zbio-
rem zupełnym, gdy dla każdego filtru Cauchy’ego A zawierającego zbiór A istnieje
element a ∈ A taki, że A → a.
Twierdzenie 6.5.6. Każdy zbiór domknięty w zupełnej przestrzeni liniowo-
-topologicznej E jest zbiorem zupełnym.
Dowód. Niech A ⊂ E, A = A i niech A będzie filtrem Cauchy’ego zawierającym
zbiór A, wtedy istnieje element a taki, że A → a ∈ A = A. Zatem A jest zbiorem
zupełnym. 
Twierdzenie 6.5.7. Każdy zbiór zupełny A w przestrzeni liniowo-topologicz-
nej Hausdorffa E jest zbiorem domkniętym.
Dowód. Niech a ∈ A, wtedy istnieje filtr A, A 3 A, taki, że A → a. Oczywiście,
A jest filtrem Cauchy’ego, istnieje więc element b ∈ A taki, że A → b. Ponieważ
E jest przestrzenią Hausdorffa, więc a = b. 
Teraz przedstawimy pewne związki dotyczące filtrów i zbiorów zwartych w prze-
strzeniach liniowo-topologicznych.
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Definicja 6.5.11. Niech E będzie przestrzenią topologiczną. Pokryciem zbioru
A ⊂ E nazywamy rodzinę {Ai : i ∈ I} podzbiorów Ai zbioru E takich, że
A ⊂
⋃
i∈I
Ai.
Jeśli zbiory Ai są otwarte w przestrzeni E, to mówimy, że pokrycie {Ai : i ∈ I}
jest pokryciem otwartym. Pokrycie {Aj : j ∈ J ⊂ I} nazywamy podpokryciem
pokrycia {Ai : i ∈ I}. Jeśli J jest zbiorem skończonym, to mówimy, że podpokrycie
{Aj : j ∈ J ⊂ I} jest podpokryciem skończonym pokrycia {Ai : i ∈ I}.
Definicja 6.5.12. Mówimy, że podzbiór A przestrzeni topologicznej E jest zbio-
rem zwartym, gdy każde pokrycie {Ai : i ∈ I} otwarte zbioru A zawiera podpo-
krycie skończone {Aj : j ∈ J ⊂ I}.
W szczególności dla A = E przyjmujemy następującą definicję.
Definicja 6.5.13. Mówimy, że przestrzeń topologiczna E jest przestrzenią zwar-
tą, gdy każde pokrycie otwarte {Ai : i ∈ I} (E = ⋃
i∈I
Ai) przestrzeni E zawiera
podpokrycie skończone {Aj : j ∈ J ⊂ I} (E = ⋃
j∈J
Aj).
Korzystając z praw de Morgana, otrzymujemy następującą charakteryzację
zbiorów zwartych i przestrzeni topologicznych zwartych.
Twierdzenie 6.5.8. Podzbiór A przestrzeni topologicznej E jest zbiorem zwar-
tym wtedy i tylko wtedy, gdy dla każdej rodziny {Ai : i ∈ I, Ai = Ai} o własno-
ści
( ⋂
i∈I
Ai
)∩A = ∅ istnieje skończony podzbiór J ⊂ I taki, że ( ⋂
j∈J
Aj
)∩A = ∅.
Zauważmy, że to twierdzenie ma również inną wypowiedź.
Twierdzenie 6.5.9. Podzbiór A przestrzeni topologicznej E jest zbiorem zwar-
tym wtedy i tylko wtedy, gdy jest spełniona następująca implikacja:
(⋂
j∈J
Aj
)
∩A 6= ∅ ⇒
(⋂
i∈I
Ai
)
∩A 6= ∅, (6.5.1)
gdzie Ai = Ai oraz J przebiega rodzinę wszystkich podzbiorów skończonych
zbioru I.
Dla A = E twierdzenie 6.5.9 ma następującą wypowiedź.
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Twierdzenie 6.5.10. Przestrzeń topologiczna E jest przestrzenią zwartą wte-
dy i tylko wtedy, gdy dla zbiorów Ai spełniających warunki Ai = Ai, i ∈ I,
oraz
⋂
i∈I
Ai = ∅ istnieje skończony podzbiór J ⊂ I taki, że ⋂
j∈J
Aj = ∅.
Definicja 6.5.14. Mówimy, że rodzina {Ai : i ∈ I} podzbiorów przestrzeniE jest
rodziną scentrowaną, gdy dla każdego skończonego podzbioru J ⊂ I , ⋂
j∈J
Aj 6= ∅.
Używając tej definicji, twierdzenie 6.5.10 możemy podać w następującej formie.
Twierdzenie 6.5.11. Przestrzeń topologiczna E jest przestrzenią zwartą wte-
dy i tylko wtedy, gdy dla każdej scentrowanej rodziny {Ai : i ∈ I} zbiorów
domkniętych Ai mamy ⋂
i∈I
Ai 6= ∅.
Teraz podamy charakteryzację zbiorów zwartych, używając filtrów.
Definicja 6.5.15. Filtr, który nie jest majoryzowany przez żaden inny filtr różny
od niego, nazywamy ultrafiltrem.
Twierdzenie 6.5.12. Każdy filtr zbioru E jest majoryzowany przez pewien
ultrafiltr.
Dowód. W rodzinie wszystkich filtrów zbioru E wprowadzamy częściowy porzą-
dek: filtr A1 poprzedza filtr A2 (A1 ≺ A2), gdy A1 ⊂ A2. Niech {A} będzie
trywialnym łańcuchem złożonym z filtru A. Zgodnie z zasadą Hausdorffa, istnieje
łańcuch maksymalny M filtrów F zbioru E o własności {A} ⊂M. Niech
A˜ =
⋃
F∈M
F .
Pokażemy, że rodzina A˜ jest ultrafiltrem w E. Rzeczywiście, niech A1 i A2 ∈ A˜,
wtedy A1 ∈ A1 i A2 ∈ A2. Załóżmy, że A1 ≺ A2, więc A1 i A2 ∈ A2, zatem
A1 ∩ A2 ∈ A2, więc A1 ∩ A2 ∈ A˜. Łatwo można zauważyć, że gdy A ∈ A˜
i A ⊂ B, to B ∈ A˜. Oczywiście, A˜ ∈ M. Gdyby rodzina A˜ nie była ultrafiltrem,
wtedy istniałby filtr F , F ⊃ A˜ i różny od A˜ . Ten fakt przeczy maksymalności
łańcucha M. 
Przedstawimy teraz dwie bardzo ważne własności ultrafiltrów.
Twierdzenie 6.5.13. Jeśli A jest ultrafiltrem zbioru E, to dla dowolnego
podzbioru A ⊂ E mamy A ∈ A albo Ac ∈ A, gdzie Ac oznacza dopełnienie
zbioru A do zbioru E.
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Dowód. Załóżmy, że A /∈ A. Zatem rodzina A nie może zawierać podzbiorów
zbioru A, więc B ∩Ac 6= ∅ dla B ∈ A. Zauważmy, że zbiory B ∩Ac, B ∈ A, mają
własność (FB). Niech A˜ będzie filtrem generowanym przez zbiory B∩Ac, B ∈ A.
Ponieważ A jest filtrem maksymalnym, A ⊃ A˜. Jednocześnie Ac∩B ⊂ Ac, zatem
Ac ∈ A. 
Twierdzenie 6.5.14. Jeśli A jest ultrafiltrem zbioru E i ⋃
1¬i¬k
Ai ∈ A, to
Ai ∈ A dla pewnego i ∈ {1, . . . , k}.
Dowód. Przypuśćmy, że Ai /∈ A dla każdego i = 1, . . . , k, zatem
∅ =
( ⋃
1¬i¬k
Ai
)
∩
( ⋃
1¬i¬k
Ai
)c
=
( ⋃
1¬i¬k
Ai
)
∩
( ⋂
1¬i¬k
Aci
)
∈ A,
bo Aci ∈ A oraz ⋃
1¬i¬k
Ai ∈ A,
otrzymujemy więc sprzeczność. Zatem Ai ∈ A dla pewnego i ∈ {1, . . . , k}. 
Twierdzenie 6.5.15. Niech E będzie przestrzenią topologiczną. Podzbiór A ⊂
E jest zbiorem zwartym wtedy i tylko wtedy, gdy każdy filtr A, A 3 A, jest
majoryzowany przez pewien filtr A˜ zbieżny do pewnego elementu a ∈ A.
Dowód warunku koniecznego. Załóżmy, że A jest zbiorem zwartym i niech
rodzina A 3 A będzie filtrem. Przypuśćmy, że
A ∩
( ⋂
B∈A
B
)
= ∅,
wtedy dla pewnej skończonej rodziny {Bj : j = 1, . . . , k} mamy
A ∩
( ⋂
1¬j¬k
Bj
)
= ∅
(twierdzenie 6.5.8). To stwierdzenie prowadzi nas do sprzeczności, bo A ∈ A oraz
Bi ∈ A dla 1 ¬ i ¬ k. Zatem istnieje a ∈ A takie, że a ∈ ⋂
B∈A
B. Niech U ∈ Na,
wtedy U ∩ B 6= ∅ dla B ∈ A. Zauważmy, że rodzina {U ∩ B : U ∈ Na i B ∈ A}
jest bazą filtru A˜, który majoryzuje zarówno filtr Na, jak i filtr A. Wobec tego
A˜ → a. 
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Dowód warunku dostatecznego. Załóżmy, że każdy filtr A 3 A jest majo-
ryzowany przez pewien filtr A˜ zbieżny do pewnego elementu a ∈ A. Pokażemy,
że A jest zbiorem zwartym. Załóżmy, że {Bi : i ∈ I, Bi = Bi} jest rodziną taką,
że A ∩ ( ⋂
j∈J
Bj
) 6= ∅ dla dowolnego skończonego podzbioru J ⊂ I . Zauważmy,
że zbiory A ∩ ( ⋂
j∈J
Bj
)
, gdzie J przebiega rodzinę podzbiorów skończonych zbio-
ru I , spełniają warunek (FB). Niech A będzie filtrem generowanym przez zbiory
A ∩ ( ⋂
j∈J
Bj
)
. Zgodnie z założeniem, istnieją filtr A˜ ⊃ A i element a ∈ A o wła-
sności A˜ → a. Ponieważ zbiory Bi ∈ A˜ dla i ∈ I , więc a ∈ Bi = Bi dla i ∈ I ,
zatem A ∩ ( ⋂
j∈I
Bj
) 6= ∅. Stąd, na podstawie twierdzenia 6.5.9, wnioskujemy, że
A jest zbiorem zwartym. 
Obecnie będziemy się zajmować pojęciem, które ma bliski związek z pojęciem
zwartości, gdy E jest przestrzenią liniowo-topologiczną.
Definicja 6.5.16. Podzbiór A przestrzeni liniowo-topologicznej E nazywamy
zbiorem prezwartym, jeśli dla każdego otoczenia zera U ∈ N0 istnieje pokrycie
skończone {ai + U : ai ∈ E, i = 1, . . . , k} zbioru A.
Twierdzenie 6.5.16. Podzbiór A przestrzeni liniowo-topologicznej E jest
zbiorem prezwartym wtedy i tylko wtedy, gdy każdy filtr A 3 A jest majo-
ryzowany przez pewien filtr Cauchy’ego.
Dowód warunku koniecznego. Załóżmy, że A jest zbiorem prezwartym, i że
A 3 A jest ultrafiltrem na przestrzeni E. Pokażemy, że A jest filtrem Cau-
chy’ego. Niech V będzie otoczeniem zera w przestrzeni E, zatem istnieją elementy
a1, . . . , ak ∈ E takie, że A ⊂ ⋃
1¬i¬k
(ai + V ). Wobec tego
⋃
1¬i¬k
(ai + V ) ∈ A.
Skoro A jest ultrafiltrem, to dla pewnego i ∈ {1, . . . , k}, ai + V ∈ A. Niech U
będzie dowolnym otoczeniem zera w przestrzeni E i niech V będzie otoczeniem
zbalansowanym zera takim, że V + V ⊂ U . Zgodnie z poprzednimi rozważania-
mi, istnieje element a ∈ E taki, że a + V ∈ A. Niech B := a + V ∈ A. Stąd
V = B − a = a− B. Zauważmy, że B − B = (B − a) + (a− B) = V + V ⊂ U ,
zatem A jest filtrem Cauchy’ego. 
Dowód warunku dostatecznego. Załóżmy, że dla każdego filtru A 3 A ist-
nieje filtr Cauchy’ego A˜ ⊃ A. Pokażemy, że A jest zbiorem prezwartym. Przypu-
śćmy, że A nie jest zbiorem prezwartym. Wtedy istnieje pewne otoczenie zera U
takie, że zbioru A nie można pokryć skończoną liczbą zbiorów ai +U . Niech B bę-
dzie rodziną wszystkich podzbiorów B przestrzeni E, dla których istnieją skończone
pokrycia. Zauważmy, że A∩Bc 6= ∅ dla B ∈ B. Pokażemy, że zbiory A∩Bc, gdzie
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B ∈ B, mają własność (FB). Rzeczywiście, zbiór A /∈ B, zatem A ⊃ A ∩Bc 6= ∅
dla B ∈ B. Zauważmy, że
(A ∩Bc1) ∩ (A ∩Bc2) = A ∩ (Bc1 ∩Bc2).
Jednakże Bc1 ∩Bc2 = (B1 ∪B2)c, a więc
(A ∩Bc1) ∩ (A ∩Bc2) = A ∩ (B1 ∪B2)c.
Oczywiście, B1 ∪B2 ∈ B. Filtr A generowany przez zbiory A ∩Bc, gdzie B ∈ B,
zawiera zbiór A. Zgodnie z założeniem, A˜ ⊃ A dla pewnego filtru Cauchy’ego A˜.
Zatem dla pewnego C ∈ A˜ mamy C − C ⊂ U , więc C ⊂ a + U dla a ∈ C.
Stąd wynika, że C ∈ B, a więc A ∩ Cc ∈ A, zatem Cc ∈ A ⊂ A˜. Wobec tego
∅ = C ∩ Cc ∈ A˜. Przypuszczenie hipotetyczne doprowadziło nas do sprzeczności,
więc A jest zbiorem prezwartym. 
Przedstawimy teraz interesujące twierdzenie ze względu na jego zastosowania.
Twierdzenie 6.5.17. Podzbiór przestrzeni liniowo-topologicznej E jest zbio-
rem zwartym wtedy i tylko wtedy, gdy jest zbiorem prezwartym i zupełnym.
Dowód warunku koniecznego. Niech A będzie filtrem zawierającym zbiór
zwarty A. Wtedy, zgodnie z twierdzeniem 6.5.15, istnieje filtr A˜ zbieżny do pew-
nego elementu a ∈ A, A ⊂ A˜. Oczywiście, A˜ jest filtrem Cauchy’ego, więc A jest
zbiorem prezwartym. Pokażemy, że A jest zbiorem zupełnym. Ponieważ A jest zbio-
rem zwartym, istnieje filtr A˜ ⊃ A taki, że A˜ → a ∈ A. Można pokazać, że A → a
(zob. dowód twierdzenia 6.5.5). 
Dowód warunku dostatecznego. Załóżmy teraz, że A jest zbiorem prezwar-
tym i zupełnym. Niech A będzie filtrem zawierającym zbiór A, zatem istnieje filtr
Cauchy’ego A˜ ⊃ A. PonieważA jest zbiorem zupełnym, A˜ → a, gdzie a ∈ A. Stąd,
na podstawie twierdzenia 6.5.15, wnioskujemy, że A jest zbiorem zwartym. 
Pokażemy teraz, że gdy E jest metryzowalną przestrzenią liniowo-topologiczną,
to twierdzenie 6.5.17 można wypowiedzieć, używając ciągów.
Niech E będzie przestrzenią liniowo-topologiczną, której topologia jest określo-
na za pomocą metryki ρ spełniającej warunek:
ρ(x + z, y + z) = ρ(x, y) dla x, y, z ∈ E. (6.5.2)
Twierdzenie 6.5.18. Podzbiór A przestrzeni liniowo-topologicznej E metry-
zowalnej za pomocą metryki spełniającej warunek (6.5.2) jest zbiorem zupełnym
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wtedy i tylko wtedy, gdy dla każdego ciągu Cauchy’ego {xn}, xn ∈ A, istnieje
taki element x ∈ A, że xn → x.
Dowód warunku koniecznego. Załóżmy, że A jest zbiorem zupełnym i niech
ciąg {xn}, xn ∈ A, będzie ciągiem Cauchy’ego. Zbiory
Un =
{
x : ρ(0, x) <
1
n
}
tworzą bazę zbioru otoczeń zera przestrzeni E. Niech An := {xk : k ­ n}, a A
niech będzie filtrem generowanym przez zbiory An, n ∈ N. Oczywiście, A ∈ A
i dla każdego n istnieje n0 takie, że xν − xν+l ∈ Un dla ν > n0 i l ∈ N. Zatem
Aν−Aν ⊂ Un dla ν > n0. Stąd wynika, że A jest filtrem Cauchy’ego, więc istnieje
element x ∈ A taki, że A → x. Oznacza to, że xn → x. 
Dowód warunku dostatecznego. Załóżmy teraz, że każdy ciąg Cauchy’ego
{xn}, xn ∈ A, jest zbieżny do pewnego elementu x ∈ A. Pokażemy, że każdy filtr
Cauchy’ego A 3 A jest zbieżny do pewnego elementu x ∈ A. Rzeczywiście, niech
A będzie filtrem Cauchy’ego i niech A ∈ A, więc dla ustalonego n ∈ N istnieje
zbiór An ∈ A taki, że An−An ⊂ Un. Niech xn ∈ An∩A. Pokażemy, że ciąg {xn}
spełnia warunek Cauchy’ego. Rzeczywiście, niech a ∈ An ∩ An+l, l ∈ N, wtedy
mamy xn − xn+l = (xn − a) + (a− xn+l), zatem
ρ(xn, xn+l) ¬ ρ(xn, a) + ρ(a, xn+l) < 1
n
+
1
n + l
<
2
n
.
Na podstawie założenia xn → x ∈ A. Pokażemy teraz, że A → x. Zauważmy, że
x2n−a ∈ A2n−A2n ⊂ U2n dla a ∈ A2n. Oczywiście, Aν−Aν ⊂ U2n dla ν ­ 2n,
więc a − xν ∈ U2n dla a ∈ Aν i ν ­ 2n. Ponieważ xν → x, zatem dla pewnego
ν0 ­ 2n, x − xν ∈ U2n i a − xν ∈ U2n, gdy a ∈ Aν i ν ­ n0. Stąd wynika, że
a− x ∈ Un dla a ∈ Aν . Wobec tego A → x. 
Teraz podamy charakteryzację zbiorów prezwartych w metryzowalnych prze-
strzeniach liniowo-topologicznych (faktycznie metrycznych). Niech E będzie prze-
strzenią liniowo-topologiczną z metryką ρ. Zbiór A ⊂ E jest prezwarty, gdy dla
dowolnego  > 0 istnieją elementy x1, . . . , xk takie, że
A ⊂
⋃
1¬i¬k
B(xi), gdzie B(xi) = {x : ρ(x, xi) < }.
Rodzinę {B(xi) : i = 1, . . . , k} nazywamy skończoną -siecią dla zbioruA. Dla me-
tryzowalnych przestrzeni liniowo-topologicznych twierdzenie 6.5.16 przyjmuje na-
stępującą formę.
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Twierdzenie 6.5.19. Podzbiór A metryzowalnej przestrzeni liniowo-topolo-
gicznej E jest zbiorem prezwartym wtedy i tylko wtedy, gdy każdy ciąg {xn},
xn ∈ A, zawiera podciąg Cauchy’ego {xnk}.
Dowód warunku dostatecznego. Przypuśćmy, że dla pewnego 0 > 0 nie
istnieje skończona 0-sieć zbioru A, wtedy
∧
{x1,...,xk}
∨
x∈A
x /∈
⋃
1¬i¬k
B0(xi). (6.5.3)
Niech x1 będzie dowolnym elementem zbioru A. Zgodnie z (6.5.3), istnieje taki
element x2 ∈ A, że x2 /∈ B0(x1). Następnie, istnieje element x3 ∈ A taki, że
x3 /∈ B0(x1)∪B0(x2). Postępując w ten sposób, otrzymujemy nieskończony ciąg
{xn}, xn ∈ A taki, że ρ(xn, xm) ­ 0 dla n,m ∈ N. Oczywiście, z ciągu {xn} nie
można wybrać podciągu Cauchy’ego. 
Dowód warunku koniecznego. Załóżmy, że dla każdego  > 0 istnieje skoń-
czona -sieć i niech {xn} będzie dowolnym ciągiem elementów zbioru A. Dla  = 1
mamy
A ⊂
⋃
1¬i¬k1
B1(xi,1).
Przynajmniej jedna z kulB1(xi,1) zawiera nieskończenie wiele wyrazów ciągu {xn}.
Przyjmijmy, że tą kulą jestB1(x1,1). Wybieramy pewien wyraz ciągu {xn} należący
do tej kuli i oznaczamy go symbolem xn1 . Dla  = 1/2 mamy
A ∩B1(x1,1) ⊂
⋃
1¬i¬k2
B1/2(xi,2).
Przyjmijmy, że kula B1/2(x1,2) zawiera nieskończenie wiele wyrazów ciągu {xn},
n ­ n1. Wybieramy jeden z nich i oznaczamy symbolem xn2 . To postępowanie
można kontynuować. Łatwo można zauważyć, że w ten sposób otrzymany podciąg
{xnk} spełnia warunek Cauchy’ego. 
Z twierdzeń 6.5.6 i 6.5.17–6.5.19 jako bezpośredni wniosek otrzymujemy
Twierdzenie 6.5.20. Podzbiór A przestrzeni liniowo-topologicznej metryzo-
walnej i zupełnej jest warunkowo zwarty wtedy i tylko wtedy, gdy każdy ciąg
{xn}, xn ∈ A, zawiera pewien podciąg Cauchy’ego.
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6.6. Produkty przestrzeni topologicznych
Niech Ei, i ∈ I , będą przestrzeniami topologicznymi względem topologii Ti.
Symbolem P = Xi∈I Ei będziemy oznaczać zbiór funkcji x : I → ⋃
i∈I
Ei takich, że
x(i) = xi ∈ Ei. Funkcję x będziemy również oznaczać symbolem (xi) i pisać (xi) ∈
P lub (xi) ∈ Xi∈I Ei. Zbiór P nazywamy produktem przestrzeni Ei. Przyjmijmy
Πk( (xi) ) := xk ∈ Ek. Odwzorowanie Πk : P → Ek, k ∈ I , będziemy nazywać
rzutowaniem przestrzeni P na przestrzeń Ek. Na zbiorze P określamy najsłabszą
topologię, względem której będą ciągłe odwzorowania Πi, i ∈ I . W tym celu dla
każdego punktu (xi) ∈ P określamy bazę B(xi) zbioru otoczeń N(xi) punktu (xi).
Niech Bxi będzie bazą zbioru otoczeń punktu xi ∈ Ei, wtedy zbiory
U(xi) = {(yi) : yi ∈ Uxi , i ∈ I i Uxi = Ei dla i ∈ I − J},
gdzie Uxi ∈ Bxi i J , które przebiega rodzinę wszystkich skończonych podzbiorów
zbioru I , tworzą bazę B(xi) otoczeń punktu (xi). Zauważmy, że (por. rozdz. 6.2)
U(xi) =
⋂
j∈J
Π−1j (Uxj ), Uxj ∈ Bxj , J ⊂ I, J − skończony.
Definicja 6.6.1. Topologię wyznaczoną przez bazy B(xi) zbiorów otoczeń punk-
tów (xi) ∈ P nazywamy topologią Tichonowa lub topologią produktową. Tę topo-
logię będziemy oznaczać symbolem σP .
Łatwo można zauważyć, że prawdziwe jest następujące
Twierdzenie 6.6.1. Przestrzeń P jest przestrzenią Hausdorffa względem to-
pologii σP wtedy i tylko wtedy, gdy przestrzenie Ei, i ∈ I, są przestrzeniami
Hausdorffa względem topologii Ti.
Głównym celem naszych obecnych rozważań będzie problem zwartości w pro-
dukcie Xi∈I Ei przestrzeni topologicznych Ei.
Definicja 6.6.2. Mówimy, że rodzina scentrowana F podzbiorów zbioru E jest
rodziną scentrowaną maksymalną, gdy prawdziwa jest implikacja: jeśli G jest ro-
dziną scentrowaną zbioru E i F ⊂ G, to F = G.
Pokażemy, że każda rodzina scentrowana A podzbiorów zbioru E zawiera się
w pewnej maksymalnej rodzinie scentrowanej. W zbiorze wszystkich rodzin scen-
trowanych wprowadzamy częściowy porządek:
F1 ≺ F2, gdy F1 ⊂ F2.
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NiechM będzie łańcuchem maksymalnym w zbiorze wszystkich rodzin scentrowa-
nych F ⊃ A. Niech A˜ będzie rodziną podzbiorów zbioru E, z których każdy należy
do pewnej rodziny F należącej do łańcucha M (A˜ = ⋃
F∈M
F). Rodzina A˜ jest
maksymalną rodziną scentrowaną zawierającą rodzinę A. Zauważmy, że rodzina A˜
ma następujące własności:
(i) jeśli A ⊂ E i A ∩B 6= ∅ dla B ∈ A˜, to A ∈ A˜,
(ii) jeśli Aj ∈ A˜ dla j ∈ J , to ⋂
j∈J
Aj ∈ A˜, gdy J jest skończonym zbiorem
wskaźników.
Rzeczywiście, zauważmy, że zbiory A ⊂ E takie, że A ∩ B 6= ∅ dla B ∈ A˜,
tworzą rodzinę scentrowaną, która zawiera rodzinę A˜, wobec tego jest ona równa
tej rodzinie. Zatem A ∈ A˜. Skoro Aj ∈ A˜ dla j ∈ J , to ⋂
j∈J
Aj 6= ∅, gdy J
jest zbiorem skończonym. Zauważmy, że zbiory
⋂
j∈J
Aj , gdy Aj ∈ A˜ i J przebiega
rodzinę wszystkich zbiorów skończonych, tworzą rodzinę scentrowaną zawierającą
rodzinę A˜. Stąd wnioskujemy, że ⋂
j∈J
Aj ∈ A˜.
Twierdzenie 6.6.2 (Tichonow). Produkt P przestrzeni topologicznych zwar-
tych Ei, i ∈ I, jest przestrzenią topologiczną zwartą względem topologii Ticho-
nowa σP .
Dowód. Zgodnie z twierdzeniem 6.5.11, wystarczy pokazać, że dla każdej mak-
symalnej rodziny scentrowanej A podzbiorów przestrzeni P spełniony jest waru-
nek
⋂
A∈A
A 6= ∅. Załóżmy, że A jest rodziną scentrowaną w przestrzeni P . Skoro
(xi) = (yi) wtedy i tylko wtedy, gdy Πk( (xi) ) = xk = yk = Πk( (yi) ) dla
k ∈ I , dla każdego i ∈ I rodzina {Πi(A) : A ∈ A} jest rodziną scentrowaną
w przestrzeni Ei. Ponieważ Ei jest przestrzenią zwartą, istnieje element xi ∈ Ei
i xi ∈ ⋂
A∈A
Πi(A). Niech Bxi będzie bazą zbioru otoczeń punktu xi w przestrzeni
Ei. Niech Ui ∈ Bxi , więc Ui ∩ Πi(A) 6= ∅ dla A ∈ A. Zatem Π−1i (Ui) ∩ A 6= ∅
dla A ∈ A. Na podstawie (i) wnioskujemy, że Π−1i (Ui) ∈ A. Zgodnie z (ii), mamy⋂
j∈J
Π−1i (Uj) ∈ A, gdy J jest skończonym podzbiorem wskaźników zbioru I . Zbio-
ry
⋂
j∈J
Π−1j (Uj) tworzą bazę B(xi) zbioru otoczeń punktu (xi), gdy J przebiega
wszystkie skończone podzbiory zbioru I i Ui przebiega bazę Bxi w przestrzeni Ei.
Zatem (xi) ∈ ⋂
j∈J
Π−1j (Uj)∩A. Stąd wnioskujemy, że (xi) ∈ A, gdy A ∈ A, a więc⋂
A∈A
A 6= ∅. Tym stwierdzeniem kończymy dowód naszego twierdzenia. 
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6.7. Uogólnione szeregi
w przestrzeniach liniowo-topologicznych
Niech E będzie przestrzenią liniowo-topologiczną Hausdorffa, a I – dowolnym
nieskończonym zbiorem wskaźników.
Definicja 6.7.1. Mówimy, że szereg
∑
i∈I
xi, xi ∈ E, jest szeregiem zbieżnym i jego
sumą jest element s ∈ E, gdy dla każdego otoczenia zera V istnieje zbiór skończony
J0 ⊂ I taki, że dla każdego skończonego zbioru J , J0 ⊂ J ⊂ I , ∑
i∈J
xi ∈ s + V .
Wtedy piszemy
∑
i∈I
xi = s.
Definicja 6.7.2. Mówimy, że szereg
∑
i∈I
xi, xi ∈ E, spełnia warunek Cauchy’ego,
gdy dla każdego otoczenia zera V istnieje zbiór skończony J0 ⊂ I taki, że dla
każdego zbioru K ⊂ I , K ∩ J0 = ∅, ∑
i∈K
xi ∈ V .
Twierdzenie 6.7.1. Jeżeli szereg
∑
i∈I
xi jest sumowalny, to spełnia warunek
Cauchy’ego. Odwrotnie, jeśli E jest przestrzenią zupełną i szereg
∑
i∈I
xi spełnia
warunek Cauchy’ego, to jest szeregiem zbieżnym do pewnego elementu s ∈ E.
Dowód warunku koniecznego. Niech
∑
i∈I
xi = s. Wiemy, że dla każdego oto-
czenia zera V istnieje zbalansowane otoczenie zera W takie, że W + W ⊂ V .
Dla otoczenia V dobieramy J0 tak, aby dla J0 ⊂ J ⊂ I , ∑
i∈J
xi ∈ s +W . Niech
J = K ∪ J0 i J = K ∩ J0 = ∅, wtedy mamy ∑
i∈K
xi =
∑
i∈J
xi − ∑
i∈J0
xi ∈
(s +W )− (s +W ) =W −W =W +W ⊂ V . 
Dowód warunku wystarczającego. Niech J ⊂ I będzie dowolnym zbiorem
skończonym. Przyjmijmy
AJ =
{∑
i∈J
xi +
∑
i∈K
xi : K − skończony i K ∩ J = ∅
}
.
Zauważmy, że AJ1∪J2 ⊂ AJ1 ∩ AJ2 . Pokażemy, że rodzina zbiorów AJ dla J ⊂
I i skończonych tworzy bazę dla pewnego filtru Cauchy’ego A w przestrzeni E.
Rzeczywiście, dla otoczenia zera V dobieramy otoczenie zbalansowane W takie, że
W +W ⊂ V . Ponieważ szereg ∑
i∈I
xi spełnia warunek Cauchy’ego, istnieje zbiór
skończony J ⊂ I taki, że ∑
i∈K
xi ∈ W , gdy K ∩ J = ∅. Niech K1 ∩ J = ∅
i K2 ∩ J = ∅, wtedy
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i∈J
xi +
∑
i∈K1
xi
)
−
(∑
i∈J
xi +
∑
i∈K2
xi
)
=
∑
i∈K1
xi −
∑
i∈K2
xi ∈W −W =W +W ⊂ V.
Zatem AJ −AJ ⊂ V . Wobec tego filtr A generowany przez zbiory AJ jest filtrem
Cauchy’ego. Ponieważ E jest przestrzenią zupełną, istnieje s ∈ E takie, że A → s.
Zatem dla dowolnego otoczenia zera V istnieje skończony zbiór J0 ⊂ I taki, że
AJ0 ⊂ s + V . Co wskazuje, że∑
i∈J0
xi +
∑
i∈K
xi ∈ s + V,
gdy K ∩ J0 = ∅. Zatem dla J ⊃ J0, ∑
i∈J
xi ∈ s + V . Ten fakt oznacza, że szereg∑
i∈I
xi jest zbieżny w sensie definicji 6.7.1 do s. 
Rozważmy teraz szczególny przypadek, zakładając, że przestrzeń E ma prze-
liczalną bazę zbioru otoczeń zera. Załóżmy, że szereg
∑
i∈I
xi jest zbieżny w sensie
definicji 6.7.1, spełnia więc warunek Cauchy’ego. Stąd wynika, że każde otoczenie
zera zawiera wszystkie elementy zbioru {xi : i ∈ I}, z wyjątkiem skończonej liczby.
Niech otoczenia zera Vn, n ∈ N, tworzą bazę zbioru otoczeń zera dla przestrzeni
E. Niech Hn = {i : xi /∈ Vn}. Zatem
∞⋃
n=1
Hn jest zbiorem przeliczalnym. Skoro E
jest przestrzenią Hausdorffa, to
∞⋂
n=1
Vn = {0}. Jeśli xi 6= 0, to i ∈ Hn dla pewnego
n. Zatem prawdziwe jest następujące
Twierdzenie 6.7.2. Jeśli E jest przestrzenią liniowo-topologiczną Hausdorffa
mającą przeliczalną bazę zbioru otoczeń zera i szereg
∑
i∈I
xi jest zbieżny, to
xi 6= 0 dla co najwyżej przeliczalnej ilości wskaźników i.
Twierdzenie 6.7.3. Szereg
∑
i∈N
xi jest zbieżny w sensie definicji 6.7.1 do pew-
nego elementu s w przestrzeni liniowo-topologicznej zupełnej E wtedy i tylko
wtedy, gdy dla każdej permutacji σ jest zbieżny zwykły szereg
∞∑
i=1
xσ(i). Wtedy
mamy
∞∑
i=1
xσ(i) = s.
Dowód warunku koniecznego. Skoro
∑
i∈N
xi = s, to dla każdego otoczenia
zera V istnieje zbiór skończony J0 taki, że
∑
i∈J
xi ∈ s + V , gdy J0 ⊂ J . Zatem
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istnieje n0 takie, że
n0∑
i=1
xσ(i) ∈ s+V , gdy {σ(i) : i = 1, . . . , n0} ⊃ J0. Oczywiście,
n∑
i=1
xσ(i) ∈ s + V , gdy n > n0, zatem
∞∑
i=1
xσ(i) = s. 
Dowód warunku dostatecznego. Załóżmy, że dla każdej permutacji σ jest
zbieżny szereg
∞∑
i=1
xσ(i) i
∞∑
i=1
xσ(i) = sσ. Pokażemy, że istnieje s ∈ E takie, że∑
i∈N
xi = s. Przypuśćmy, że tak nie jest. Wtedy dla pewnego otoczenia zera V0 i każ-
dego zbioru skończonego J ⊂ N istnieje zbiór K taki, że J ∩K = ∅ i ∑
i∈K
xi /∈ V0
(zaprzeczenie warunku Cauchy’ego). Niech K1 będzie zbiorem skończonym, wtedy
istnieje zbiór skończony K2 taki, że K1 ∩ K2 = ∅ i ∑
i∈K2
xi /∈ V0. Analogicznie
istnieje zbiór K3 taki, że K3 ∩ (K1 ∪ K2) = ∅ i ∑
i∈K3
xi /∈ V0. Kontynuując po-
stępowanie, otrzymujemy ciąg {Kn} zbiorów skończonych, rozłącznych i takich, że∑
ν∈Kn
xν /∈ V0, n = 1, 2, . . . Rozważmy dwa przypadki:
(a)
∞⋃
n=1
Kn = N,
(b)
∞⋃
n=1
Kn 6= N.
W przypadku (a) budujemy szereg
(
xσ(1) + xσ(2) + . . . + xσ(l1)
)
+
(
xσ(l1+1) + xσ(l1+2) + . . . + xσ(l2)
)
+ . . . ,
gdzie σ(1), σ(2), . . . , σ(l1) ∈ K1, σ(l1+1), σ(l1+2), . . . , σ(l2) ∈ K2 . . . Zauważmy,
że zwykły szereg
∞∑
i=1
xσ(i) nie spełnia warunku Cauchy’ego, zatem nie może być
zbieżny. W przypadku (b) mamy
{xn : n ∈ N} \
( ∞⋃
n=1
{xi : i ∈ Kn}
)
= {xn1 , xn1 , . . . }.
Tworzymy szereg
(
xσ(1) + xσ(2) + . . . + xσ(l1)
)
+ xn1
+
(
xσ(l1+1) + xσ(l1+2) + . . . + xσ(l2)
)
+ xn2 + . . .
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Szereg
∞∑
i=1
xσ(i) również nie spełnia warunku Cauchy’ego, zatem nie może być zbież-
ny. Musi więc istnieć s takie, że
∑
i∈N
xi = s w sensie definicji 6.7.1. Z pierwszej części
dowodu wynika, że sσ = s dla dowolnego σ. 
Wniosek 6.7.1. Jeśli E jest przestrzenią Hilberta, to klasa szeregów
∑
i∈N
xi
zbieżnych w sensie definicji 6.7.1 jest identyczna z klasą szeregów
∞∑
i=1
xi zbież-
nych bezwarunkowo.
Rozważmy teraz problem uogólnionych szeregów ortogonalnych w przestrze-
niach Hilberta. Niech H będzie przestrzenią Hilberta i {ei : i ∈ I} – układem
ortonormalnym. Na podstawie twierdzenia 2.10.2 dla x ∈ H szereg ∑
i∈I
|〈x, ei〉|2
jest zbieżny. Zatem dla każdego  > 0 istnieje skończony zbiór J ⊂ I taki, że dla
każdego zbioru skończonego K, K ∩ J = ∅, ∑
i∈K
|〈x, ei〉|2 < 2, zatem
‖
∑
i∈K
〈x, ei〉ei‖2 =
∑
i∈K
|〈x, ei〉|2 < 2.
Stąd wynika, że dla każdego  > 0 istnieje zbiór skończony J ⊂ I taki, że
‖ ∑
i∈K
〈x, ei〉ei‖ < , gdyK∩J = ∅. PonieważH jest przestrzenią zupełną, na pod-
stawie twierdzenia 6.7.1 istnieje x˜ ∈ H takie, że ∑
i∈I
〈x, ei〉ei = x˜. Ponieważ H ma
przeliczalną bazę zbioru otoczeń zera, na podstawie twierdzenia 6.7.2 wnioskujemy,
że istnieje przeliczalny zbiór Φx wskaźników i taki, że∑
i∈I
〈x, ei〉ei =
∑
i∈Φx
〈x, ei〉ei.
Niech ϕ : N→ Φx będzie bijekcją, wtedy mamy
∑
i∈I
〈x, ei〉ei =
∞∑
i=1
〈x, eϕ(i)〉eϕ(i).
Na podstawie twierdzenia 6.7.3 wnioskujemy, że szereg
∞∑
i=1
〈x, eϕ(i)〉eϕ(i) jest zbież-
ny bezwarunkowo.
Twierdzenie 6.7.4. Niech {ei : i ∈ I} będzie układem ortonormalnym w prze-
strzeni Hilberta H. Wtedy następujące warunki są równoważne:
(i) {ei : i ∈ I} jest układem zupełnym.
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(ii) lin{ei : i ∈ I} = H.
(iii) Jeśli 〈x, ei〉 = 0 dla i ∈ I, to x = 0.
(iv) x =
∑
i∈I
〈x, ei〉ei dla każdego x ∈ H.
(v) ‖x‖2 = ∑
i∈I
|〈x, ei〉|2 dla każdego x ∈ H.
Dowód. Najpierw udowodnimy, że (i)⇒(ii). Rzeczywiście, lin{ei : i ∈ I} jest
podprzestrzenią liniową przestrzeni H . Zatem lin{ei : i ∈ I} jest również podprze-
strzenią liniową przestrzeni H (zob. zad. 1.8.18). Przypuśćmy, że lin{ei : i ∈ I} 6=
H . Wtedy, na podstawie twierdzenia 2.3.1, istnieje element e, ‖e‖ = 1, i e ∈
lin{ei : i ∈ I}⊥. Stąd wynika, że układ {ei : i ∈ I} nie mógłby być układem zupeł-
nym, zatem prawdziwa jest implikacja (i)⇒(ii).
Teraz pokażemy, że (ii)⇒(iii). Skoro 〈x, ei〉 = 0 dla i ∈ I , to 〈x, y〉 = 0
dla y ∈ lin{ei : i ∈ I}. Wiemy, że odwzorowanie H 3 y → 〈x, y〉 jest ciągłym
funkcjonałem liniowym, więc 〈x, y〉 = 0 dla y ∈ H . Stąd wynika, że x = 0.
Teraz uzasadnimy prawdziwość implikacji (iii)⇒(iv). Wcześniej pokazaliśmy,
że istnieje x˜ takie, że ∑
i∈I
〈x, ei〉ei = x˜.
Pozostaje wykazać, że x = x˜. Zauważmy, że
〈x˜, ei〉 =
〈∑
j∈I
Cej , ei
〉
= 〈
∞∑
j=1
〈x, eϕ(j)〉eϕ(j), ei〉
=
∞∑
j=1
〈x, eϕ(j)〉〈eϕ(j), ei〉 = 〈x, ei〉.
Wobec tego x = x˜.
Przejdźmy teraz do dowodu implikacji (iv)⇒(v). Zgodnie z (iv), mamy
x =
∞∑
i=1
〈x, eϕ(i)〉eϕ(i).
Ponieważ odwzorowanie H 3 x→ ‖x‖2 jest funkcją ciągłą, zachodzi (v).
Na koniec pokażemy, że (v)⇒(i). Przypuśćmy, że zbiór ortonormalny {ei : i ∈
I} nie jest zbiorem zupełnym, wtedy istnieje element e ∈ H , ‖e‖ = 1 i 〈e, ei〉 = 0
dla i ∈ I . Zgodnie z (v), mamy
1 = ‖e‖2 =
∑
i∈I
|〈e, ei〉|2 = 0.
Otrzymana sprzeczność daje prawdziwość implikacji (v)⇒(i). 
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6.8. Zadania
6.8.1. Mówimy, że zbiór U jest otoczeniem zbioru A w przestrzeni topologicznej
E, gdy istnieje zbiór otwarty V taki, że A ⊂ V ⊂ U .
Niech E będzie przestrzenią liniową topologiczną nad ciałem K( = R,C). Za-
łóżmy, że A jest zbiorem domkniętym i a /∈ A. Pokazać, że istnieją otoczenia
rozłączne zbioru A i punktu a.
6.8.2. Udowodnić, że jeśli A jest zbiorem otwartym, a B jest dowolnym zbiorem
w przestrzeni liniowo-topologicznej, to A +B jest zbiorem otwartym.
6.8.3. Niech E będzie przestrzenią liniową nad ciałem K ( = R,C). Określić na
przestrzeni E topologię lokalnie wypukłą Hausdorffa tak, aby przestrzeń algebra-
icznie sprzężona E∗ do przestrzeni E była również topologicznie sprzężona do tej
przestrzeni.
6.8.4. Niech RN będzie przestrzenią liniową złożoną ze wszystkich ciągów liczb
rzeczywistych. W przestrzeni RN określamy topologię lokalnie wypukłą Hausdorf-
fa, dającą zbieżność ciągów po współrzędnych. Pokazać, że ta topologia nie jest
normowalna.
6.8.5. Niech E będzie przestrzenią liniową topologiczną nad ciałem K ( = R,C).
Udowodnić, że funkcjonał liniowy x∗ na przestrzeni E jest ciągły wtedy i tylko
wtedy, gdy istnieją zbiór otwarty U i liczba γ ∈ K taka, że γ /∈ x∗(U).
6.8.6. Niech 0 < p < 1. Rozważmy zbiór
lp =
{
x : x = (x1, x2, . . . ), xi ∈ R i
∞∑
n=1
|xn|p <∞
}
.
Korzystając z nierówności
∞∑
n=1
|xn + yn|p ¬
∞∑
n=1
|x|p +
∞∑
n=1
|y|p,
określić topologię metryczną na przestrzeni lp. Pokazać, że naturalne działania
dodawania ciągów i mnożenia ciągów przez liczby są ciągłe. Udowodnić, że zbiory
Vk =
{
x :
∞∑
n=1
|xn| ¬ 1
k
}
, k ∈ N,
nie są zbiorami wypukłymi.
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6.8.7. Niech E będzie przestrzenią liniową nad ciałem K( = R,C). Załóżmy, że
A jest rodziną zbiorów absolutnie wypukłych i pochłaniających spełniających wa-
runek: dla dowolnego x 6= 0 istnieją U ∈ A i λ > 0 takie, że x /∈ λU . Niech B0
będzie rodziną zbiorów postaci

⋂
1¬i¬k
Vi,  > 0 i Vi ∈ A.
Udowodnić, że B0 jest bazą zbioru otoczeń zera topologii lokalnie wypukłej Haus-
dorffa na przestrzeni E.
6.8.8. Niech E będzie przestrzenią liniowo-topologiczną nad ciałem K ( = R,C).
Udowodnić, że podzbiór B przestrzeni E jest ograniczony wtedy i tylko wtedy, gdy
spełniona jest implikacja (an ∈ B, λn → 0)⇒ λnan → 0.
6.8.9. Niech E będzie przestrzenią liniowo-topologiczną nad ciałem K( = R,C).
Załóżmy, że przestrzeń E ma nietrywialną przestrzeń sprzężoną E′. Niech U bę-
dzie otoczeniem zera w przestrzeni E oraz E′U := linU
0, gdzie U0 := {x′ : x′ ∈
E′, |x′(x)| ¬ 1 dla x ∈ U}. Udowodnić, że:
a) U0 jest zbiorem absolutnie wypukłym,
b) U0 jest zbiorem pochłaniającym w E′U ,
c) funkcjonał Minkowskiego pU0 na przestrzeni E′U jest normą,
d) przestrzeń E′U względem normy pU0 jest przestrzenią zupełną,
e) jeśli U jest ograniczonym otoczeniem zera w przestrzeni E, to E′U = E
′,
f) pU0(x′) = sup
x∈U
|x′(x)|.
6.8.10. Pokazać, że zbiór prezwarty w przestrzeni lokalnie wypukłej jest zbiorem
ograniczonym.
6.8.11. Niech E będzie nieskończonym zbiorem. Pokazać, że rodzina {A : E \
A jest zbiorem skończonym} jest filtrem.
6.8.12. Niech A będzie filtrem podzbiorów zbioru E mającym następującą wła-
sność: dla każdego podzbioru A zbioru E, A ∈ A albo E \ A ∈ A. Pokazać, że
A jest ultrafiltrem.
6.8.13. Niech E i F będą przestrzeniami topologicznymi. Załóżmy, że odwzoro-
wanie T : E → F jest funkcją ciągłą. Udowodnić, że jeśli A ⊂ E jest zbiorem
zwartym w przestrzeni E, to T (A) jest zbiorem zwartym w przestrzeni F .
6.8.14. Niech E będzie przestrzenią liniowo-topologiczną nad ciałemK ( = R,C),
a U – otoczeniem zera. Korzystając z ciągłości funkcji (6.2.1) w punkcie (0, 0),
udowodnić, że W =
⋂
|µ|­1
µU jest zbalansowanym otoczeniem zera.
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6.8.15. Niech A będzie niepustym absolutnie wypukłym zbiorem w przestrzeni
liniowej E nad ciałem K ( = R,C). Pokazać, że:
a) 0 ∈ A,
b) λA ⊂ µA dla |λ| ¬ |µ|, λ, µ ∈ K,
c)
n∑
i=1
λiA =
( n∑
i=1
|λi|
)
A dla dowolnych λ1, . . . , λn ∈ K.
6.8.16. Niech Ai, i ∈ J – zbiór skończony będą zbiorami pochłaniającymi w prze-
strzeni liniowej nad ciałem K ( = R,C). Pokazać, że
⋂
i∈J
Ai jest również zbiorem
pochłaniającym.
6.8.17. Niech A będzie zbiorem zbalansowanym w przestrzeni liniowej E nad
ciałem K ( = R,C). Udowodnić, że A jest zbiorem pochłaniającym wtedy i tylko
wtedy, gdy E =
∞⋃
n=1
nA.
6.8.18. Niech A będzie zbiorem absolutnie wypukłym w przestrzeni liniowej E
nad ciałem K ( = R,C). Załóżmy, że E = linA. Pokazać, że A jest zbiorem
pochłaniającym.
6.8.19. W przestrzeni liniowej lp, 0 < p < 1, wyposażonej w metrykę
ρ(x, y) =
∞∑
i=1
(xi − yi)p, x = (x1, x2, . . . ), y = (y1, y2, . . . ),
zbiory {x : ρ(x, 0) < 1/n} tworzą bazę zbioru otoczeń zera. Udowodnić, że każdy
z tych zbiorów jest zbiorem ograniczonym.
6.8.20. Niech E będzie przestrzenią liniowo-topologiczną. Udowodnić, że zbiór
A ⊂ E jest zbiorem zwartym wtedy i tylko wtedy, gdy każdy ultrafiltr A 3 A jest
zbieżny do pewnego elementu a ∈ A.
6.8.21. Niech E będzie przestrzenią liniowo-topologiczną. Udowodnić, że zbiór
A ⊂ E jest zbiorem prezwartym wtedy i tylko wtedy, gdy każdy ultrafiltr A 3 A
jest filtrem Cauchy’ego.
6.8.22. Niech A będzie filtrem podzbiorów zbioru E mającym następującą wła-
sność: jeśli A1∪A2 ∈ A, to A1 ∈ A lub A2 ∈ A. Udowodnić, żeA jest ultrafiltrem.
6.8.23. Udowodnić, że podzbiór zwarty przestrzeni topologicznej Hausdorffa jest
zbiorem domkniętym.
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6.8.24. Udowodnić, że podzbiór domknięty zwartego zbioru dowolnej przestrzeni
topologicznej jest zbiorem zwartym.
6.8.25. Niech E będzie podzbiorem zbioru F wyposażonego w topologię T . Zbiór
E wyposażamy w topologię indukowaną T |E . Załóżmy, że A ⊂ E jest zbiorem
zwartym względem topologii T |E . Pokazać, że A jest zbiorem zwartym również
w topologii T .
6.8.26. Niech E będzie przestrzenią topologiczną zwartą względem topologii T2
i przestrzenią topologiczną Hausdorffa względem topologii T1. Pokazać, że jeśli
T1 ⊂ T2, to T1 = T2.
6.8.27. Niech E i F będą przestrzeniami liniowymi, a funkcja T : E → F –
operatorem liniowym. Pokazać, że jeśli q jest półnormą określoną na przestrzeni F ,
to q ◦ T jest półnormą na przestrzeni E.
6.8.28. Pokazać, że odwzorowanie liniowe T : E → F , gdzie E i F są przestrzenia-
mi lokalnie wypukłymi, jest odwzorowaniem ciągłym wtedy i tylko wtedy, gdy dla
każdej ciągłej półnormy q określonej na przestrzeni F , q ◦ T jest ciągłą półnormą
na przestrzeni E.
6.8.29. Niech PE i PF będą odpowiednio rodzinami półnorm wyznaczających
topologie lokalnie wypukłe w przestrzeniach liniowych E i F . Udowodnić, że od-
wzorowanie liniowe T : E → F jest ciągłe wtedy i tylko wtedy, gdy dla każdej
półnormy q ∈ PF istnieje skończona liczba półnorm p1, . . . , pn ∈ PE i liczby
dodatnie c1, . . . , cn takie, że q(Tx) ¬ c1p1(x) + . . . + cnpn(x) dla x ∈ E.
R o z d z i a ł 7
Twierdzenie Hahna–Banacha i słabe topologie
7.1. Twierdzenie Hahna–Banacha
Na początek udowodnimy dwa lematy.
Lemat 7.1.1. Niech E będzie rzeczywistą przestrzenią lokalnie wypukłą i niech
A będzie wypukłym i otwartym podzbiorem przestrzeni E. JeśliM jest podprze-
strzenią liniową przestrzeni E rozłączną ze zbiorem A, to lin{M,a} = E dla
a /∈M albo lin{M,a} ∩A = ∅ dla pewnego a /∈M .
Dowód. Niech C =M +
⋃
λ>0
λA. Zauważmy, że
−C =M +
⋃
λ<0
λA.
Łatwo można sprawdzić, że (−C) ∩ C = ∅. Dla zbioru C mogą zaistnieć dwie
sytuacje:
(i) M ∪ (−C) ∪ C 6= E,
(ii) M ∪ (−C) ∪ C = E.
Najpierw będziemy rozważać przypadek (i). Niech a /∈ M , a /∈ C i a /∈ (−C).
Pokażemy, że lin{M,a}∩A = ∅. Przypuśćmy, że istnieje element x ∈ lin{M,a}∩A,
x /∈M , wtedy x = λa + h, gdzie h ∈M , λ 6= 0. Zatem
a = − 1
λ
h +
1
λ
x.
Ponieważ x ∈ A, to a ∈ C albo a ∈ (−C), zatem otrzymujemy sprzeczność.
Rozważmy teraz sytuację (ii). Dla ustalenia uwagi załóżmy, że a ∈ C. Pokażemy,
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że lin{M,a} = E. Przypuśćmy, że tak nie jest, wtedy istnieje element b ∈ E taki, że
b /∈ lin{M,a}. Zauważmy, że wtedy można założyć, że b ∈ (−C), bo w przeciwnym
przypadku (−C) ⊂ lin{M,a}, więc również C ⊂ lin{M,a}, i wtedy warunek (ii)
jest spełniony. Rozważmy funkcję
f : [0, 1]→ E, f(λ) = (1− λ)a + λb.
Oczywiście, f jest funkcją ciągłą. Niech I = f−1(C) i J = f−1(−C). Zbiory C
i (−C) są zbiorami otwartymi w przestrzeni E (por. zad. 6.8.2), wobec tego zbiory
I i J są zbiorami otwartymi w naturalnej topologii przedziału [0, 1]. Zauważmy, że
0 ∈ I i 1 ∈ J . Niech α := sup{λ : λ ∈ I}. Zatem α ∈ I i α ∈ [0, 1] − I =: I ′.
Jednakże I ⊂ [0, 1] − J =: J ′, więc I ′ ⊂ J ′. Wobec tego α ∈ J ′ ∩ I ′. Ponieważ
I ′ i J ′ są zbiorami domkniętymi, więc α ∈ J ′ ∩ I ′. Zatem f(α) /∈ (−C) ∪C, więc
f(α) ∈M , czyli c := (1− α)a + αb ∈M . Wobec tego
b =
c
α
+
(1− α)a
α
∈ lin{a,M}.
W ten sposób otrzymujemy sprzeczność z naszym hipotetycznym założeniem, a więc
lin{M,a} = E. 
Lemat 7.1.2. Jeśli M jest podprzestrzenią liniową przestrzeni liniowo-topo-
logicznej E, to domknięcie M zbioru M jest również podprzestrzenią liniową
przestrzeni E.
Dowód. Niech x, y ∈M i λ, µ ∈ K. Musimy pokazać, że dla dowolnego otoczenia
zera U , (λx+ µy +U) ∩M 6= ∅. Niech V będzie zbalansowanym otoczeniem zera
takim, że V + V ⊂ U . Ponieważ x, y ∈M ,(
x +
1
|λ| + |µ|V
)
∩M 6= ∅ i
(
y +
1
|λ| + |µ|V
)
∩M 6= ∅,
zatem (λx + µy + U) ∩M 6= ∅. 
Definicja 7.1.1. Mówimy, że podprzestrzeń liniowa H jest hiperpodprzestrzenią
przestrzeni E, gdy dla pewnego a /∈ H , lin{H, a} = E.
Można pokazać, że jeśli H jest hiperpodprzestrzenią przestrzeni E, to dla do-
wolnego a /∈ H mamy lin{H, a} = E.
Twierdzenie 7.1.1. Jeśli H jest hiperpodprzestrzenią przestrzeni liniowo-
-topologicznej E, to H = H lub H = E.
Dowód. Przypuśćmy, że H 6= H . Wtedy istnieje element a /∈ H i a ∈ H , zatem
– zgodnie z lematem 7.1.2 – lin{H, a} ⊂ H ⊂ E. Ponieważ lin{H, a} = E,
H = E. 
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Wiemy, że jeśli E jest przestrzenią liniową i x∗ jest nietrywialnym funkcjonałem
liniowym na przestrzeni E, to E = kerx∗⊕lin{a}, gdy zachodzi warunek x∗(a) 6= 0
(por. zad. 1.8.13). Zatem kerx∗ jest hiperpodprzestrzenią liniową przestrzeni E,
gdy x∗ jest nietrywialnym funkcjonałem liniowym.
Z przytoczonych rozważań wynika prawdziwość następującego twierdzenia.
Twierdzenie 7.1.2. Jeśli E jest przestrzenią liniowo-topologiczną i x∗ jest
nietrywialnym funkcjonałem liniowym na przestrzeni E, to
kerx∗ = kerx∗ albo kerx∗ = E.
Twierdzenie 7.1.3 (Hahna–Banacha, postać geometryczna). Niech E będzie
przestrzenią lokalnie wypukłą nad ciałem K ( = R,C). Załóżmy, że M jest
podprzestrzenią liniową przestrzeni E, a A – zbiorem wypukłym, otwartym
i rozłącznym z podprzestrzenią M . Wtedy istnieje domknięta hiperpodprze-
strzeń H przestrzeni E taka, że M ⊂ H i H ∩A = ∅.
Dowód. Na początek załóżmy, że K = R. Niech M będzie rodziną wszystkich
podprzestrzeni liniowych N przestrzeni E zawierających podprzestrzeń M i roz-
łącznych ze zbiorem A. W rodzinie M wprowadzimy częściowy porządek:
N1 ≺ N2, gdy N1 ⊂ N2.
Niech N będzie łańcuchem maksymalnym w rodzinieM ze względu na ten porzą-
dek. Przyjmijmy
H =
⋃
N∈N
N.
Pokażemy, że H jest domkniętą hiperpodprzestrzenią przestrzeni E. Przypuśćmy,
że tak nie jest, wtedy – na podstawie lematu 7.1.1 – istnieje element a /∈ H taki,
że lin{H, a} ∩ A = ∅. Zauważmy, że M ⊂ H ⊂ lin{H, a} i lin{H, a} ∈ N .
Zatem rodzina N nie mogła być łańcuchem maksymalnym w rodzinie M. Stąd
wynika, że H jest hiperpodprzestrzenią przestrzeni E. Ponieważ A jest zbiorem
otwartym iH∩A = ∅, więc – zgodnie z twierdzeniem 7.1.1 –H jest podprzestrzenią
domkniętą.
Załóżmy teraz, że K = C. Zawężając ciało współczynników K do R, można
przestrzeń E traktować jako rzeczywistą przestrzeń liniową. Ponieważ M ∩A = ∅,
istnieje rzeczywista hiperpodprzestrzeń HR rzeczywistej przestrzeni E i M ⊂ HR
oraz HR ∩ A = ∅. Niech H := HR ∩ ıHR. Oczywiście, H ∩ A = ∅. Pokażemy, że
H jest zespoloną hiperpodprzestrzenią zespolonej przestrzeni liniowej E. Niech x′R
będzie rzeczywistym funkcjonałem liniowym takim, że kerx′R = HR. Przyjmijmy
x′(x) := x′R(x)− ıx′R(ıx) dla x ∈ E
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(por. twierdzenie 3.1.1). Funkcjonał x′ jest zespolonym funkcjonałem liniowym
na przestrzeniE. Pokażemy, że kerx′ = H . Rzeczywiście, niech x ∈ H = HR∩ıHR,
zatem ıx ∈ (−HR) = HR, wobec tego x′(x) = 0. Załóżmy teraz, że x ∈ kerx′,
wtedy x ∈ HR i ıx ∈ HR, więc x ∈ HR ∩ ıHR. W ten sposób stwierdzono, że
kerx′ = H . Zatem H jest zespoloną hiperpodprzestrzenią zespolonej przestrze-
ni E. Pokażemy teraz, że M ⊂ H . Rzeczywiście, wiemy, że M ⊂ HR. Niech
x ∈M = ıM ⊂ ıHR, zatem x ∈ H . Tym stwierdzeniem kończymy dowód naszego
twierdzenia. 
Twierdzenie 7.1.4. Niech E będzie przestrzenią liniową, a M – podprze-
strzenią liniową przestrzeni E. Na podprzestrzeni M określamy funkcjonał
liniowy x∗ spełniający warunek: |x∗(x)| ¬ p(x) dla x ∈M , gdzie p jest pewną
półnormą na przestrzeni E. Wtedy istnieje funkcjonał liniowy x˜∗ określony
na przestrzeni E taki, że |x˜∗(x)| ¬ p(x) dla x ∈ E i x˜∗(x) = x∗(x) dla x ∈M .
Dowód. Niech U := {x : p(x) < 1}. Zbiory n−1U , n ∈ N, są zbiorami absolutnie
wypukłymi pochłaniającymi i stanowią bazę zbioru otoczeń zera dla topologii lo-
kalnie wypukłej T na przestrzeni E. T jest najsłabszą topologią lokalnie wypukłą,
względem której ciągła jest półnorma p. Rozważmy dwa przypadki:
(i) x∗(x) = 0 dla x ∈M ,
(ii) x∗(a) 6= 0 dla pewnego a ∈M .
W przypadku (i) przyjmijmy x˜∗(x) = 0 dla x ∈ E. W przypadku (ii) bez straty
ogólności możemy założyć, że x∗(a) = 1. Zauważmy, że zbiór A = a + U jest
zbiorem wypukłym i otwartym względem topologii T . Niech
N = {x : x ∈M i x∗(x) = 0}.
Zauważmy, że N ∩A = ∅. Stąd, na podstawie twierdzenia 7.1.3, istnieje domknięta
hiperpodprzestrzeń H przestrzeni E rozłączna ze zbiorem A i E = H ⊕ lin{a},
N ⊂ H . Każdy element x ∈ E ma jednoznacznie wyznaczoną reprezentację x =
λa+y, y ∈ H . Przyjmijmy x˜∗(x) = λ. Czytelnikowi pozostawiamy do sprawdzenia,
że x˜∗(x) = x∗(x) dla x ∈M .
Pokażemy teraz, że |x˜∗(x)| ¬ p(x) dla x ∈ E. Wiemy, że ker x˜∗ = H , i że
H ∩A = ∅, gdzie A = a+U . Oczywiście, U jest zbiorem zbalansowanym. Pokaże-
my, że |x˜∗(x)| < 1, gdy x ∈ U . Przypuśćmy, że dla pewnego x ∈ U mamy
|x˜∗(x)| ­ 1. Niech y := −(x˜∗(x))−1x. Oczywiście, y ∈ U . Zauważmy, że wtedy
a + y ∈ H , ale to nie jest możliwe, bo (a + U) ∩ H = ∅. Zatem prawdziwa jest
implikacja
p(x) < 1⇒ |x˜∗(x)| < 1.
Stąd wynika, że prawdziwa jest nierówność |x˜∗(x)| ¬ p(x) dla x ∈ E. 
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Jako wniosek z twierdzenia 7.1.4 otrzymujemy
Twierdzenie 7.1.5. Niech E będzie przestrzenią lokalnie wypukłą Hausdorf-
fa. Wtedy dla dowolnego elementu x0 ∈ E, x0 6= 0, istnieją ciągła półnorma
p na przestrzeni E i ciągły funkcjonał liniowy x˜′ na przestrzeni E taki, że
x˜′(x0) = p(x0) > 0 oraz |x˜′(x)| ¬ p(x) dla x ∈ E.
Dowód. Ponieważ E jest przestrzenią lokalnie wypukłą Hausdorffa, dla każdego
elementu x0 ∈ E, x0 6= 0, istnieje ciągła półnorma p taka, że p(x0) > 0 (por.
twierdzenie 6.3.7). Niech M = lin{x0}. Każdy element x ∈ M ma reprezentację
x = λx0, λ ∈ K(= R, C). Przyjmijmy x′(x) = λp(x0). Zauważmy, że
|x′(x)| = |λ|p(x0) = p(x) dla x ∈M.
Z poprzedniego twierdzenia wynika, że istnieje funkcjonał liniowy x˜′ określony na
przestrzeni E, którego restrykcja x˜′|M = x′ i |x˜′(x)| ¬ p(x) dla x ∈ E. Zatem
{x : p(x) < 1} ⊂ {x : |x′(x)| < 1},
więc zbiór {x : |x˜′(x)| < 1} jest otoczeniem zera względem topologii T . Stąd wy-
nika, że x˜′ jest ciągłym funkcjonałem względem topologii T . 
7.2. Twierdzenia o rozdzielaniu punktów i zbiorów
przez ciągłe funkcjonały liniowe
Przestrzeń liniową złożoną ze wszystkich ciągłych funkcjonałów liniowych na
przestrzeni lokalnie wypukłej E, podobnie jak w przypadku przestrzeni liniowych
unormowanych, będziemy oznaczać symbolem E′ i nazywać przestrzenią sprzężoną
lub dualną do przestrzeni E.
Twierdzenie 7.2.1. Niech E będzie przestrzenią lokalnie wypukłą Hausdorf-
fa. Wtedy dla dowolnych elementów x, y ∈ E, x 6= y, istnieje funkcjonał
liniowy x′ ∈ E′ taki, że x′(x) 6= x′(y).
Dowód. Niech x0 = x − y. Wtedy, zgodnie z poprzednim twierdzeniem, istnieje
funkcjonał liniowy x′ ∈ E′ taki, że x′(x0) 6= 0. Zatem x′(x) 6= x′(y). 
Definicja 7.2.1. Niech E będzie przestrzenią liniowo-topologiczną i niech E′
będzie przestrzenią sprzężoną do przestrzeni E. Jeśli dla dowolnych elementów x,
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y ∈ E, x 6= y, istnieje funkcjonał x′ ∈ E′ taki, że x′(x) 6= x′(y), to mówimy, że
funkcjonały liniowe i ciągłe rozdzielają elementy przestrzeni E.
Istnieją przestrzenie liniowo-topologiczne Hausdorffa nie będące lokalnie wy-
pukłymi przestrzeniami i takie, że ciągłe na nich funkcjonały liniowe rozdzielają
punkty tych przestrzeni (zob. zad. 7.5.15).
Twierdzenie 7.2.2. Niech E będzie przestrzenią lokalnie wypukłą, A – zbio-
rem wypukłym i otwartym, a B – zbiorem wypukłym. Załóżmy, że A∩B = ∅.
Wtedy istnieje funkcjonał liniowy x′ ∈ E′ taki, że x′(A) ∩ x′(B) = ∅.
Dowód. Zauważmy, że A−B jest zbiorem wypukłym i otwartym oraz 0 /∈ A−B.
Niech M = {0}. Na podstawie twierdzenia 7.1.3 istnieje domknięta hiperpod-
przestrzeń H taka, że H ∩ (A − B) = ∅. Niech x′ ∈ E∗ i kerx′ = H . Wtedy
0 /∈ x′(A − B), zatem x′(A) ∩ x′(B) = ∅. Ponieważ H = H , więc x′ ∈ E′ (por.
zad. 7.5.4). 
Lemat 7.2.1. Niech E będzie przestrzenią liniowo-topologiczną. Wtedy każdy
nietrywialny funkcjonał liniowy x∗ (nie zakładamy ciągłości) jest odwzorowa-
niem otwartym.
Dowód. NiechA będzie zbiorem otwartym w przestrzeniE. Dla x ∈ A zbiórA−x
jest otoczeniem zera w przestrzeni E. Zatem A− x jest zbiorem pochłaniającym.
Wtedy dla dowolnego a ∈ E, x+ λa ∈ A dla |λ| ¬ λ0 dla pewnego λ0 > 0. Niech
x∗(a) = 1, więc x∗(x + λa) = x∗(x) + λ ⊂ x∗(A) dla |λ| ¬ λ0. Stąd wynika, że
funkcjonał x∗ jest odwzorowaniem otwartym. 
Twierdzenie 7.2.3. Niech E będzie przestrzenią lokalnie wypukłą, a B –
podzbiorem wypukłym przestrzeni E. Załóżmy, że a /∈ B. Wtedy istnieje funk-
cjonał x′ ∈ E′ taki, że x′(a) /∈ x′(B).
Dowód. Skoro a /∈ B, to dla pewnego otoczenia zera V mamy (a+ V ) ∩B = ∅,
więc (a+V )∩B = ∅. Na podstawie twierdzenia 7.2.2 mamy x′(a+V )∩x′(B) = ∅
dla pewnego x′ ∈ E′. Zgodnie z lematem 7.2.1, zbiór x′(a + V ) jest zbiorem
otwartym, zatem x′(a) /∈ x′(B). 
Twierdzenie 7.2.4. Niech E będzie zespoloną przestrzenią lokalnie wypukłą,
B – zbiorem wypukłym, a A – zbiorem wypukłym i otwartym. Załóżmy, że
A ∩ B = ∅. Wtedy istnieje funkcjonał liniowy x′ ∈ E′ i liczba α ∈ R taka, że
<x′(x) < α ¬ <x′(y) dla x ∈ A i y ∈ B.
Dowód. Na początek zbiór E potraktujemy jako przestrzeń rzeczywistą. Wtedy,
na podstawie twierdzenia 7.2.2, istnieje ciągły rzeczywisty funkcjonał liniowy x′R
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taki, że x′R(B) ∩ x′R(A) = ∅. Zbiór x′R(A) jest zbiorem wypukłym i otwartym
w R, zatem jest otwartym przedziałem w R (niekoniecznie ograniczonym). Bez
straty ogólności możemy założyć, że zbiór x′R(A) poprzedza zbiór x
′
R(B) na osi
rzeczywistej R. Przyjmijmy α = inf x′R(B), wtedy mamy x′R(x) < α dla x ∈ A, bo
x′R jest odwzorowaniem otwartym. Zatem x
′
R(x) < α ¬ x′R(y) dla x ∈ A i y ∈ B.
Przyjmijmy x′(x) := x′R(x)− ıx′R(ıx). 
Twierdzenie 7.2.5. Niech E będzie zespoloną przestrzenią lokalnie wypukłą
i niech B będzie zbiorem absolutnie wypukłym i domkniętym. Jeśli a /∈ B, to
istnieje zespolony ciągły funkcjonał liniowy x′ taki, że <x′(x) ¬ 1 dla x ∈ B
i <x′(a) > 1.
Dowód. Na początek traktujmy zbiór E jako liniową przestrzeń rzeczywistą. Na
podstawie twierdzenia 7.2.3 istnieje rzeczywisty ciągły funkcjonał liniowy x′R taki,
że x′R(a) /∈ x′R(B). Ponieważ B jest zbiorem absolutnie wypukłym, zbiór x′R(B)
jest symetrycznym przedziałem względem zera. Jeśli x′R(B) = {0}, to funkcjonał
x′R możemy zastąpić takim funkcjonałem liniowym rzeczywistym ciągłym y
′, że
y′(B) = {0} i y′(a) > 1
i wtedy funkcjonał x′(x) := y′(x) − ıy′(ıx) spełnia żądane warunki. Załóżmy te-
raz, że x′R(B) 6= {0}. Wtedy x′R(B) = [−α, α] i x′R(a) /∈ [−α, α]. Łatwo można
skonstruować liniowy funkcjonał rzeczywisty ciągły y′ taki, że y′(x) ¬ 1 dla x ∈ B
i y′(a) > 1. Przyjmijmy x′(x) := y′(x) − ıy′(ıx). Funkcjonał x′ ma żądane wła-
sności. 
Twierdzenie 7.2.6. Niech E będzie przestrzenią liniowo-topologiczną, A –
podzbiorem zwartym przestrzeni E, a B – podzbiorem domkniętym przestrze-
ni E. Załóżmy, że A ∩B = ∅, wtedy istnieje otoczenie zera U takie, że
(A + U) ∩ (B + U) = ∅.
Jeśli E jest przestrzenią lokalnie wypukłą, to U jest zbiorem absolutnie wypu-
kłym.
Dowód. Niech x ∈ A, wtedy x /∈ B = B. Zatem istnieje otwarte zbalansowane
otoczenie zera V takie, że (x+ V + V + V )∩B = ∅. Ten warunek można również
zapisać w postaci równości (x+V +V )∩ (B+V ) = ∅. Wybór otoczenia V zależy
od punktu x. Ponieważ zbiór A jest zbiorem zwartym, można wybrać skończony
ciąg punktów x1, . . . , xk ∈ A oraz skończoną liczbę otoczeń zera zbalansowanych
i otwartych V1, . . . , Vk tak, aby
(i)
⋃
1¬i¬k
(xi + Vi) ⊃ A,
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(ii) (xi + Vi + Vi) ∩ (B + Vi) = ∅ dla i = 1, . . . , k.
Przyjmijmy U =
⋂
1¬i¬k
Vi. Zauważmy, że zachodzą następujące inkluzje:
A + U ⊂
⋃
1¬i¬k
(xi + U + Vi) ⊂
⋃
1¬i¬k
(xi + Vi + Vi).
Ponieważ (xi + Vi + Vi) ∩ (B + U) = ∅ dla i = 1, . . . , k, to
( ⋃
1¬i¬k
(xi + Vi + Vi)
)
∩ (B + U) = ∅,
więc (A + U) ∩ (B + U) = ∅. 
Nasze rozważania dotyczące rozdzielania zbiorów przez ciągłe funkcjonały linio-
we w przestrzeniach lokalnie wypukłych zakończymy twierdzeniem bardzo ważnym
dla zastosowań.
Twierdzenie 7.2.7. Niech E będzie zespoloną przestrzenią lokalnie wypukłą.
Załóżmy, że A jest zbiorem wypukłym i zwartym oraz niech B będzie zbiorem
wypukłym i domkniętym. Jeśli A ∩ B = ∅, to istnieje zespolony funkcjonał
liniowy ciągły x′ na przestrzeni E i liczby rzeczywiste γ1, γ2 takie, że
<x′(x) < γ1 < γ2 < <x′(y) (7.2.1)
dla x ∈ A i y ∈ B.
Dowód. Na podstawie twierdzenia 7.2.6 istnieje absolutnie wypukłe otwarte oto-
czenie zera U takie, że (A + U) ∩ (B + U) = ∅. Zgodnie z twierdzeniem 7.2.2,
istnieje rzeczywisty ciągły funkcjonał liniowy x′R taki, że
x′R(A + U) ∩ x′R(B + U) = ∅.
Zbiory (A + U) i (B + U) są zbiorami wypukłymi otwartymi, dlatego x′R(A +
U) = (α, β) i x′R(B + U) = (µ, ν). Przedziały te mogą być nieograniczone. Bez
straty ogólności możemy założyć, że β ¬ µ. Ponieważ A jest zbiorem zwartym,
dla pewnego x0 ∈ A mamy x′R(x0) = sup
x∈A
x′R(x), zatem x
′
R(x0) < β ¬ µ. Niech
x′R(x0) < γ1 < γ2 < µ. Przyjmijmy x
′(x) := x′R(x) − ıx′R(ıx) dla x ∈ E.
Funkcjonał x′ ma żądane własności. 
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Niech E będzie przestrzenią lokalnie wypukłą Hausdorffa względem pewnej
topologii T0, a E′ – przestrzenią sprzężoną do przestrzeni E. Rozważmy rodzinę
P = {|x′(x)| : x′ ∈ E′}
półnorm |x′(·)|. Symbolem σ(E,E′) będziemy oznaczać topologię lokalnie wypu-
kłą wyznaczoną przez rodzinę P . Zgodnie z twierdzeniem 6.3.6, jest to najsłabsza
topologia na przestrzeni E, względem której ciągłe są półnormy rodziny P . Za-
uważmy, że topologia σ(E,E′) jest najsłabszą topologią na przestrzeni E, wzglę-
dem której ciągłe są funkcjonały liniowe należące do przestrzeni E′. Wobec tego
σ(E,E′) ⊂ T0. Zgodnie z twierdzeniem 7.1.5, przestrzeń E względem topologii
σ(E,E′) jest również przestrzenią Hausdorffa. Pokażemy, że każdy funkcjonał li-
niowy x∗ ∈ E∗, gdzie E∗ jest przestrzenią algebraicznie sprzężoną do przestrzeni
E, ciągły względem topologii σ(E,E′) jest kombinacją liniową funkcjonałów na-
leżących do przestrzeni E′. Rzeczywiście, niech x∗ będzie ciągłym funkcjonałem
liniowym na przestrzeni E względem topologii σ(E,E′), wtedy jest on ograniczo-
ny na pewnym otoczeniu zera tej topologii postaci
U = {x : |x′i(x)| ¬ , i = 0, . . . , k}.
Niech |x∗(x)| ¬ m dla x ∈ U . Pokażemy, że ten fakt implikuje prawdziwość inkluzji
kerx∗ ⊃
⋂
1¬i¬k
kerx′i. (7.3.1)
Rzeczywiście, przypuśćmy, że powyższa inkluzja nie zachodzi, wtedy dla pewnego
elementu x0 ∈ E, x0 6= 0, zachodzi x∗(x0) = µ > 0 i x′i(x0) = 0 dla i =
0, . . . , k. Niech x = γµ−1x0 i γ > m. Wtedy x ∈ U i x∗(x) = γ > m. W ten
sposób otrzymujemy sprzeczność. Zatem musi zachodzić inkluzja (7.3.1). Stąd, na
podstawie lematu 3.2.1, mamy
x∗ = α1x′1 + . . . + αkx
′
k.
Przytoczone rozważania pokazują, że prawdziwe jest
Twierdzenie 7.3.1. Niech E będzie przestrzenią liniową, a E∗ – przestrzenią
algebraicznie sprzężoną do przestrzeni E. Załóżmy, że E′ jest podprzestrzenią
liniową przestrzeni E∗, i że funkcjonały liniowe x′ ∈ E′ rozdzielają punk-
ty przestrzeni E. Wtedy topologia σ(E,E′) jest najsłabszą topologią lokalnie
wypukłą Hausdorffa na przestrzeni E, względem której E′ jest przestrzenią
sprzężoną (to jest każdy funkcjonał liniowy x ∈ E′ jest ciągły w topologii
σ(E,E′), i jeśli x∗ ∈ E∗ jest ciągły w topologii σ(E,E′), to x∗ ∈ E′).
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Definicja 7.3.1. Topologię σ(E,E′) nazywamy słabą topologią przestrzeni E.
Niech E będzie przestrzenią lokalnie wypukłą Hausdorffa względem pewnej
topologii T0 i niech E′ będzie przestrzenią sprzężoną do przestrzeni E względem tej
topologii. Przestrzeń E′ nazywamy również przestrzenią dualną do przestrzeni E.
Definicja 7.3.2. Mówimy, że topologia lokalnie wypukła T określona na prze-
strzeni E jest zgodna z dualnością przestrzeni E i E′, gdy E′ jest również prze-
strzenią sprzężoną do przestrzeni E względem topologii T .
Jak wynika z twierdzenia 7.3.1, topologia σ(E,E′) jest najsłabszą topologią
lokalnie wypukłą zgodną z dualnością przestrzeni E i E′.
Analogicznie można wprowadzić topologię słabą w przestrzeni E′. Niech E bę-
dzie przestrzenią lokalnie wypukłą Hausdorffa względem pewnej topologii i niech E′
będzie przestrzenią sprzężoną względem tej topologii do przestrzeni E. Zauważmy,
że odwzorowanie E′ 3 x′ → x′(x), gdzie x jest ustalonym elementem przestrzeni
E, jest funkcjonałem liniowym na przestrzeni E′. Funkcja
E′ 3 x′ → |x′(x)| (7.3.2)
dla ustalonego elementu x ∈ E jest półnormą na przestrzeni E′. Na przestrzeni
sprzężonej E′ określamy topologię lokalnie wypukłą za pomocą rodziny
P ′ = {|x′(x)| : x ∈ E}
półnorm | ·′ (x)|. Tę topologię będziemy oznaczać symbolem σ(E′, E). Ponieważ
|x′(x)| = 0 dla x ∈ E oznacza, że x′ = 0, przestrzeń E′ względem topologii
σ(E′, E) jest przestrzenią Hausdorffa.
Definicja 7.3.3. Topologię σ(E′, E) nazywamy słabą topologią przestrzeni sprzę-
żonej E′.
Uwaga 7.3.1. Jeśli E′ jest wyposażona w topologię σ(E′, E), to przestrzenią
sprzężoną do przestrzeni E′ jest przestrzeń κ(E) (zob. rozdz. 3.4). Rzeczywiście,
zbiory
U = {x′ ∈ E′ : |x′(xi)| ¬  dla xi ∈ E, i ∈ J},
gdzie J są zbiorami skończonymi, tworzą bazę zbioru otoczeń zera w topologii
σ(E′, E). Niech x
′∗ ∈ E′∗ i |x′∗(x′)| ¬ m dla x′ ∈ U . Można sprawdzić, że
kerx
′∗ ⊃
⋂
i∈J
kerκ(xi).
Zgodnie z lematem 3.2.1, mamy x
′∗ =
∑
i∈J
αiκ(xi), więc x
′∗ ∈ κ(E).
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Twierdzenie 7.4.1. Niech E będzie przestrzenią lokalnie wypukłą Hausdorf-
fa, a E′ – przestrzenią sprzężoną do przestrzeni E. Wtedy każda skończenie
wymiarowa podprzestrzeń M przestrzeni E jest zbiorem domkniętym.
Dowód. Niech elementy e1, . . . , ek tworzą bazę podprzestrzeni M . Aby udowod-
nić twierdzenie, wystarczy pokazać, że M jest zbiorem domkniętym w topologii
σ(E,E′). Zauważmy, że twierdzenie 3.2.5 jest prawdziwe dla przestrzeni lokalnie
wypukłych Hausdorffa. Niech a /∈ M , więc elementy a, e1, . . . , ek są liniowo nie-
zależne. Zatem, zgodnie z twierdzeniem 3.2.5, istnieje element x′ ∈ E′ taki, że
x′(a) = 1 i x′(e1) = · · · = x′(ek) = 0. Zbiór V = {x : |x′(x)| < 1} jest otoczeniem
zera w przestrzeni E względem topologii σ(E,E′). Oczywiście, zbiór a + V jest
otoczeniem punktu a. Ponieważ x′(a) = 1, więc (a+ V ) ∩M = ∅. Wobec tego M
jest zbiorem domkniętym. 
Twierdzenie 7.4.2 (Mazur). Niech E będzie przestrzenią lokalnie wypukłą
Hausdorffa względem pewnej topologii. Jeśli A jest zbiorem wypukłym i do-
mkniętym, to A jest zbiorem domkniętym w topologii σ(E,E′).
Dowód. Przypuśćmy, że zbiór A nie jest domknięty w topologii σ(E,E′). Niech
Aσ oznacza domknięcie zbioru A w topologii σ(E,E′), wtedy istnieje a /∈ A i a ∈
Aσ. Stąd, na podstawie twierdzenia 7.2.3, istnieje ciągły funkcjonał liniowy x′ taki,
że x′(a) /∈ x′(A). Niech
δ = inf
η∈x′(A)
|x′(a)− η|,
wtedy |x′(a)− x′(x)| ­ δ dla x ∈ A. Niech
V =
{
x : |x′(x)| < δ
2
}
.
Zbiór a + V jest otoczeniem punktu a w topologii σ(E,E′). Łatwo można spraw-
dzić, że (a + V ) ∩ A = ∅. W ten sposób otrzymujemy sprzeczność z założeniem
hipotetycznym. Zatem A = Aσ. 
Jako wniosek otrzymujemy
Twierdzenie 7.4.3. Niech E będzie przestrzenią lokalnie wypukłą Hausdorffa
i niech E′ będzie przestrzenią sprzężoną do przestrzeni E. Domknięcia zbiorów
wypukłych w topologiach zgodnych z dualnością są takie same.
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W teorii przestrzeni lokalnie wypukłych ważną rolę odgrywają zbiory polarne
i zbiory bipolarne. Niech E będzie przestrzenią lokalnie wypukłą Hausdorffa wzglę-
dem pewnej topologii i niech E′ będzie przestrzenią sprzężoną do przestrzeni E.
Definicja 7.4.1. Najmniejszy absolutnie wypukły podzbiór przestrzeni E zawie-
rający zbiór A będziemy nazywać absolutnie wypukłą powłoką zbioru A i oznaczać
symbolem a. c. h. A (absolute convex hull).
Definicja 7.4.2. Niech A będzie dowolnym podzbiorem przestrzeni E. Zbiór
A0 = {x′ : x′ ∈ E′ i |x′(x)| ¬ 1 dla x ∈ A}
będziemy nazywać zbiorem polarnym zbioru A w przestrzeni E′.
Definicja 7.4.3. Zbiór
A00 = {x : x ∈ E i |x′(x)| ¬ 1 dla x′ ∈ A0}
będziemy nazywać zbiorem bipolarnym zbioru A.
Zbiór A00 jest zbiorem polarnym zbioru A0 ⊂ E′ w przestrzeni E. Zbiór
{x′ : |x′(x)| ¬ 1} jest domknięty względem topologii σ(E′, E). Ponieważ
A0 =
⋂
x∈A
{x′ : |x′(x)| ¬ 1},
zbiór polarny A0 jest również domknięty w topologii σ(E′, E). Łatwo można spraw-
dzić, że A0 jest zbiorem absolutnie wypukłym. Ponieważ A00 jest zbiorem polar-
nym zbioru A0 ⊂ E′, więc A00 jest zbiorem σ(E,E′) domkniętym i absolutnie
wypukłym w przestrzeni E. Zatem
A ⊂ a. c. h. A ⊂ (a. c. h. A)σ = a. c. h. A,
gdzie (a. c. h. A)σ oznacza domknięcie zbioru a. c. h. A w topologii σ(E,E′) (por.
twierdzenie 7.4.3).
Następne twierdzenie daje nam bardzo skuteczne narzędzie dowodzenia twier-
dzeń teorii przestrzeni lokalnie wypukłych.
Twierdzenie 7.4.4 (o zbiorach bipolarnych). Niech E będzie przestrzenią lo-
kalnie wypukłą Hausdorffa i niech E′ będzie przestrzenią sprzężoną do prze-
strzeni E. Dla dowolnego podzbioru A przestrzeni E zachodzi równość
A00 = (a. c. h. A)σ.
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Dowód. Zauważmy, że A ⊂ a. c. h. A ⊂ (a. c. h. A)σ. Zgodnie z poprzednimi
rozważaniami, A00 jest zbiorem absolutnie wypukłym i σ(E,E′) domkniętym. Po-
nieważ
A ⊂ A00, więc (a. c. h. A)σ ⊂ A00.
Pokażemy, że zachodzi inkluzja odwrotna. Przypuśćmy, że nie jest tak, wtedy ist-
nieje element a /∈ (a. c. h. A)σ i a ∈ A00. Ponieważ topologia σ(E,E′) jest zgodna
z dualnością przestrzeni E i E′, istnieje funkcjonał x′ ∈ E′ taki, że <x′(x) ¬ 1
dla x ∈ (a. c. h. A)σ i <x′(a) > 1 (twierdzenie 7.2.5). Niech x := e−ıθyy, θy jest
argumentem liczby x′(y). Stąd otrzymujemy x′(x) = |x′(y)| = <x′(x). Zauważmy,
że odwzorowanie x → y jest iniekcją i suriekcją w zbiorze (a. c. h. A)σ. Stąd wy-
nika, że |x′(y)| ¬ 1 dla y ∈ (a. c. h. A)σ, ale <x′(a) > 1, zatem a /∈ A00. W ten
sposób otrzymujemy sprzeczność z naszym hipotetycznym założeniem. 
Twierdzenie 7.4.5. Niech E będzie przestrzenią lokalnie wypukłą Hausdorf-
fa, a E′ – przestrzenią sprzężoną do przestrzeni E. Jeśli A jest absolutnie
wypukłym i domkniętym podzbiorem przestrzeni E, to A00 = A.
Dowód. Na podstawie twierdzenia 7.4.2 mamy Aσ = A. Z poprzedniego twier-
dzenia wynika równość A00 = Aσ, więc A00 = A. 
Twierdzenie 7.4.6 (Mackey). Niech E będzie przestrzenią lokalnie wypukłą
Hausdorffa, a E′ – przestrzenią sprzężoną do przestrzeni E. Podzbiór B prze-
strzeni E jest ograniczony wtedy i tylko wtedy, gdy jest ograniczony w topologii
σ(E,E′).
Dowód. Wystarczy jedynie pokazać, że każdy zbiór B ograniczony w topologii
σ(E,E′) jest ograniczony w przestrzeni E. Załóżmy, że zbiór B jest ograniczony
w topologii σ(E,E′). Wtedy, zgodnie z twierdzeniem 6.4.1, dla każdego x′ ∈ E′
istniejeMx′ takie, że |x′(x)| ¬Mx′ dla x ∈ B. Wystarczy pokazać, że każde abso-
lutnie wypukłe domknięte otoczenie zera pochłania zbiór B. Niech U będzie takim
otoczeniem. Musimy pokazać, że istnieje λU > 0 takie, że B ⊂ λU dla |λ| > λU .
Niech pU będzie funkcjonałem Minkowskiego zbioru U . Funkcjonał pU jest ciągłą
półnormą na przestrzeni E. Na przestrzeni E określamy topologię TU wyznaczoną
przez półnormę pU . Oczywiście, zbiór N = {x : pU (x) = 0} jest zbiorem domknię-
tym i również zbiorem domkniętym w topologii TU . Zgodnie z twierdzeniem 1.3.1,
przestrzeń E/N jest przestrzenią unormowaną oraz
‖ [x] ‖ = inf
y∈[x]
pU (y) = pU (x), [x] ∈ E/N. (7.4.1)
Przestrzeń sprzężoną do przestrzeni E/N będziemy oznaczać symbolem [E/N ]′,
a elementy przestrzeni [E/N ]′ – symbolami [x]′. Zgodnie z twierdzeniem 3.4.1,
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przestrzeń [E/N ]′ jest przestrzenią zupełną. Ponieważ topologia TU jest słabsza
od topologii przestrzeni E, odwzorowanie kanoniczne k : E → E/N jest ciągłe.
Niech [x]′ ∈ [E/N ]′. Przyjmijmy x′(x) := [x]′([x]). Oczywiście, x′ ∈ E′. Dla
odwzorowania
[x]′ → [x]′([x]) =: κ([x])([x]′), κ([x]) ∈ [E/N ]′′, (7.4.2)
zgodnie z twierdzeniem 3.4.2, mamy
‖κ([x])‖[E/N ]′′ = ‖ [x] ‖E/N .
Ponieważ [x]′([x]) = x′(x), więc |[x]′([x])| ¬Mx′ dla [x], gdy x ∈ B. Na podstawie
twierdzenia 4.3.1 istnieje M > 0 takie, że
‖κ([x])‖[E/N ]′′ = ‖ [x] ‖E/N ¬M,
gdy x ∈ B. Wobec tego pU (M−1x) ¬ 1 dla x ∈ B. Zatem B ⊂ λU dla |λ| >
λU :=M . Tym stwierdzeniem kończymy dowód naszego twierdzenia. 
To twierdzenie można wyrazić również w następujący sposób:
Twierdzenie 7.4.7. Niech E będzie przestrzenią lokalnie wypukłą Hausdorf-
fa i niech E′ będzie przestrzenią sprzężoną do przestrzeni E. Rodzina zbiorów
ograniczonych w E jest taka sama dla wszystkich topologii zgodnych z dualno-
ścią przestrzeni E i E′.
Dalsze nasze rozważania będą miały charakter geometryczny i będą dotyczyć
punktów ekstremalnych wypukłych zbiorów zwartych w przestrzeniach liniowo-to-
pologicznych.
Niech A będzie dowolnym podzbiorem przestrzeni liniowej E nad ciałem K
( = R,C).
Definicja 7.4.4. Mówimy, że podzbiór S zbioru A jest zbiorem ekstremalnym
dla zbioru A, gdy spełniony jest warunek: jeśli x1, x2 ∈ A i tx1 + (1 − t)x2 ∈ S
dla pewnego t, 0 < t < 1, to x1, x2 ∈ S.
Zbiór [x1, x2] := {x : x = tx1 + (1 − t)x2, 0 ¬ t ¬ 1} nazywamy odcinkiem,
a punkt z = tx1+(1− t)x2, gdy 0 < t < 1, nazywamy punktem wewnętrznym od-
cinka [x1, x2]. Zbiór punktów wewnętrznych odcinka będziemy oznaczać symbolem
(x1, x2).
Zauważmy, że zbiór S jest zbiorem ekstremalnym dla zbioru A wtedy i tylko
wtedy, gdy spełniony jest warunek: jeśli x1, x2 ∈ A i x1 /∈ S lub x2 /∈ S, to
(x1, x2) ∩ S = ∅. Stąd wynika, że jeśli S jest zbiorem ekstremalnym dla zbioru A
i odcinek [x1, x2] ⊂ A oraz (x1, x2) ∩ S 6= ∅, to [x1, x2] ⊂ S.
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Definicja 7.4.5. Jeśli zbiór jednopunktowy {x}, x ∈ A, jest zbiorem ekstremal-
nym dla zbioru A, to będziemy mówić, że x jest punktem ekstremalnym zbioru A.
Punkt x ∈ A jest punktem ekstremalnym zbioru A wtedy i tylko wtedy, gdy
spełniony jest warunek: jeśli x1, x2 ∈ A i x = tx1 + (1− t)x2 dla pewnego t, 0 <
t < 1, to x = x1 = x2. Punkt x ∈ A jest punktem ekstremalnym zbioru A wtedy
i tylko wtedy, gdy nie jest on punktem wewnętrznym żadnego odcinka [x1, x2] ⊂ A,
kiedy x1 6= x2.
Przykład 7.4.1. Niech E = R2, A = {(x1, x2) : x21 + x22 < 1}. Zbiór A nie ma
punktów ekstremalnych.
Przykład 7.4.2. Niech E = R2, A = {(x1, x2) : x21 + x22 ¬ 1}. Zbiór S =
{(x1, x2) : x21+x22 = 1} jest właściwym podzbiorem ekstremalnym zbioru A. Każdy
punkt zbioru S jest punktem ekstremalnym zbioru A.
Przykład 7.4.3. NiechE = R2. Odcinki [A1, A2], [A2, A3] i [A3, A1] są zbiorami
ekstremalnymi dla zbioruA. Brzeg ∂A zbioruA jest również zbiorem ekstremalnym
dla zbioru A. Punkty A1, A2 i A3 są punktami ekstremalnymi zbioru A (por.
rysunek 1).
A1 A3
A2
A
Rysunek 1
Przykład 7.4.1 pokazuje, że zbiór wypukły i ograniczony w przestrzeni liniowej
może nie mieć punktów ekstremalnych. Przykłady 7.4.2 i 7.4.3 dowodzą, że dla
zbiorów wypukłych domkniętych i ograniczonych w R2 powłoki wypukłe punktów
ekstremalnych tych zbiorów pokrywają się z tymi zbiorami. Te przykłady sugerują
następujące
Twierdzenie 7.4.8 (Krein, Milmann). Niech E będzie przestrzenią liniowo-
-topologiczną i niech E′ będzie przestrzenią sprzężoną do przestrzeni E. Zakła-
damy, że funkcjonały liniowe x′ ∈ E′ rozdzielają punkty przestrzeni E. Wtedy
dla dowolnego wypukłego i zwartego podzbioru A przestrzeni E mamy
A = cov{ei : i ∈ I}, (7.4.3)
gdzie cov{e1 : i ∈ I} jest powłoką wypukłą wszystkich punktów ekstremalnych
zbioru A.
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Dowód. Oczywiście, część wspólna dowolnej liczby zbiorów ekstremalnych zbioru
A, jeśli nie jest pusta, jest również zbiorem ekstremalnym zbioru A. Na początek
pokażemy, że każdy zbiór ekstremalny zwarty S zbioru zwartego A zawiera punkty
ekstremalne zbioru A. Oczywiście, A jest zbiorem ekstremalnym dla samego siebie.
Niech S będzie rodziną wszystkich zbiorów ekstremalnych zwartych zbioruA. Niech
S ∈ S i x′ ∈ E′. Przyjmijmy
µ = sup
x∈S
<x′(x).
Zauważmy, że zbiór Sx′ := {x : x ∈ S i <x′(x) = µ} jest niepustym domkniętym
podzbiorem zbioru S, jest więc zbiorem zwartym. Pokażemy teraz, że Sx′ ∈ S.
Niech z = tx + (1 − t)y, x, y ∈ A, 0 < t < 1. Załóżmy, że z ∈ Sx′ ⊂ S,
więc x, y ∈ S. Zatem <x′(x) ¬ µ i <x′(y) ¬ µ. Stąd otrzymujemy µ =
t<x′(x) + (1 − t)<x′(y) ¬ µ. A więc <x′(x) = <x′(y) = µ. Wobec tego x,
y ∈ Sx′ , zatem zbiór Sx′ jest zbiorem ekstremalnym dla zbioru A. Niech S będzie
ustalonym zbiorem rodziny S. Pokażemy, że zbiór S zawiera punkty ekstremalne
zbioru A. Niech S ′ będzie podrodziną rodziny S, złożoną ze wszystkich zbiorów
rodziny S zawartych w S. Zauważmy, że topologia σ(E,E′) jest słabsza niż wyj-
ściowa topologia przestrzeni E. Przestrzeń E wyposażona w topologię σ(E,E′)
jest przestrzenią Hausdorffa. Oczywiście, E jest również przestrzenią Hausdorffa
względem topologii wyjściowej. W rodzinie S ′ wprowadzamy częściowy porządek
za pomocą inkluzji:
S1 ≺ S2, gdy S1 ⊂ S2.
Niech N będzie łańcuchem maksymalnym w rodzinie S ′. Ponieważ E jest prze-
strzenią Hausdorffa, zbiory rodziny S ′ są zbiorami domkniętymi. Łatwo można
zauważyć, że N jest rodziną scentrowaną. Zatem
M :=
⋂
N∈N
N 6= ∅.
Zauważmy, żeM ∈ S ′. PonieważN jest łańcuchem maksymalnym, zbiórM nie za-
wiera właściwego podzbioru należącego do S ′. Stąd wynika, że dla każdego x′ ∈ E′
mamyMx′ =M . Zatem dla pewnego c ∈ R, x′(x) = c dla x ∈M i x′ ∈ E′. Ponie-
waż funkcjonały liniowe x′ ∈ E′ rozdzielają punkty przestrzeni E, zbiór M = {x}
dla pewnego x ∈ A, wobec tego x jest punktem ekstremalnym zbioru A.
Zauważmy, że w naszych dotychczasowych rozważaniach nie korzystaliśmy z za-
łożenia, że A jest zbiorem wypukłym. Niech B := {ek : k ∈ I} będzie zbiorem
wszystkich punktów ekstremalnych zbioru A. Przyjmijmy C = covB. Ponieważ
każdy zbiór S ∈ S zawiera punkty ekstremalne zbioru A, więc C ∩ S 6= ∅. Za-
uważmy, że A = A, zatem C ⊂ A. Oczywiście, C jest również zbiorem zwartym
w topologii wyjściowej, tym bardziej jest zwarty w topologii σ(E,E′). Wykażemy,
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że C = A. Przypuśćmy, że tak nie jest; wtedy istnieje element a /∈ C i a ∈ A. Do
zbioru C i {a} stosujemy twierdzenie 7.2.7 ze względu na topologię σ(E,E′). Poka-
żemy, że hipotetyczne założenie a /∈ C doprowadzi do sprzeczności. Na podstawie
tego twierdzenia istnieje funkcjonał liniowy x′ ∈ E′ taki, że
sup
x∈C
<x′(x) < <x′(a).
Oczywiście, zbiór A ∈ S i dla y ∈ Ax′ mamy <x′(a) ¬ <x′(y). Stąd otrzymujemy
<x′(x) < <x′(y), gdy x ∈ C i y ∈ Ax′ . Zatem C ∩ Ax′ = ∅. W ten sposób
otrzymujemy sprzeczność. 
Rozważania tego rozdziału zakończymy zastosowaniem topologii σ(E′, E) do
badania zwartości zbiorów w przestrzeni sprzężonej E′ do przestrzeni liniowo-to-
pologicznej E.
Twierdzenie 7.4.9 (Alaoglu, Banach, Bourbaki, Kakutani). Niech E będzie
przestrzenią liniowo-topologiczną nad ciałem K ( = R,C), a E′ – przestrzenią
sprzężoną do przestrzeni E. Wtedy dla dowolnego otoczenia zera U w prze-
strzeni E zbiór polarny U0 w przestrzeni E′ jest σ(E′, E) zwarty. (Interesujący
jest przypadek, gdy E′ jest przestrzenią nietrywialną).
Dowód. Skoro U jest otoczeniem zera w przestrzeni E, to jest zbiorem pochłania-
jącym. Zatem dla każdego x ∈ E istnieje λx > 0 takie, że x ∈ λxU , więc x = λxy,
y ∈ U . Stąd wynika, że |x′(x)| ¬ λx dla x′ ∈ U0. Przyjmijmy Ix = {z : |z| ¬ λx},
gdy K = C oraz Ix = [−λx, λx], gdy K = R. Zbiór Ix jest przestrzenią zwartą
w naturalnej topologii. Niech P = Xx∈E Ix będzie produktem kartezjańskim prze-
strzeni Ix. Niech σP będzie topologią Tichonowa na przestrzeni P . Z twierdzenia
6.6.2 wynika, że przestrzeń P z topologią Tichonowa σP jest przestrzenią zwartą.
Z wcześniejszych naszych rozważań wynika, że gdy x′ ∈ U0, to x′ ∈ P . Przestrzeń
E′ wyposażamy w topologię σ(E′, E). Aby udowodnić twierdzenie, wystarczy po-
kazać, że
(i) σ(E′, E)|U0 = σP |U0 ,
(ii) zbiór U0 jest domknięty w topologii σP .
Niech x′0 ∈ U0. Zbiory
A = {x′ : x′ ∈ U0, |x′(xj)− x′0(xj)| < , xj ∈ F}
i zbiory
B = {f : f ∈ P, |f(xj)− x′0(xj)| < , xj ∈ F},
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gdzie F przebiega rodzinę wszystkich skończonych podzbiorów przestrzeni E i 
przebiega zbiór liczb rzeczywistych dodatnich, tworzą odpowiednio bazy zbioru
otoczeń punktu x′0 w przestrzeni E
′∩U0 i przestrzeni P . Zauważmy, że B|U0 = A,
zatem prawdziwa jest równość (i).
Udowodnimy, że zbiór U0 jest domkniętym podzbiorem przestrzeni P w topo-
logii σP . Symbolem (U0)σP będziemy oznaczać domknięcie zbioru U
0 w przestrzeni
P względem topologii σP . Niech x∗ ∈ (U0)σP . Pokażemy, że x∗ ∈ U0. Najpierw
wykażemy, że x∗ jest funkcjonałem liniowym na przestrzeni E. Niech x, y ∈ E
oraz α i β ∈ K, wtedy dla ustalonego  > 0 zbiór
V = {f ∈ P : |f(x)− x∗(x)| < , |f(y)− x∗(y)| < ,
|f(αx + βy)− x∗(αx + βy)| <  }
jest otoczeniem punktu x∗ w przestrzeni P względem topologii σP . Wobec tego
istnieje x′ ∈ U0 takie, że
|αx∗(x) + βx∗(y)− x∗(αx + βy)− (αx′(x) + βx′(x)− x′(αx + βy))| ¬
¬ (|α| + |β| + 1).
Ponieważ  może być dowolną liczbą dodatnią, x∗(αx + βy) = αx∗(x) + βx∗(y).
Pokażemy teraz, że x∗ ∈ U0. Każdy zbiór postaci
{f : f ∈ P i |f(x)− x∗(x)| < , x− ustalone}
jest otoczeniem punktu x∗ w przestrzeni P względem topologii σP . Skoro x∗ ∈
(U0)σP , to dla dowolnego  > 0 i x ∈ U istnieje x′ ∈ U0 takie, że |x′(x)−x∗(x)| <
. Jednakże wiemy, że |x′(x)| ¬ 1 dla x ∈ U i x′ ∈ U0, zatem |x∗(x)| ¬ 1 dla
x ∈ U , więc x∗ ∈ U0. 
Następne twierdzenie jest bardzo ważne dla zastosowań.
Twierdzenie 7.4.10. Niech E będzie przestrzenią liniowo-topologiczną ośrod-
kową nad ciałem K ( = R,C) i niech E′ będzie przestrzenią sprzężoną do prze-
strzeni E. Jeśli A ⊂ E′ jest zbiorem σ(E′, E) zwartym, to A jest przestrzenią
topologiczną metryzowalną w topologii σ(E′, E)|A.
Dowód. Niech xn ∈ E i {xn : n ∈ N} = E. Na przestrzeni E′ określamy funk-
cjonały liniowe x
′∗
n , x
′∗
n ∈ (E′)∗, przyjmując
x
′∗
n (x
′) := x′(xn) dla x′ ∈ E′.
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Łatwo można sprawdzić, że funkcjonały x
′∗
n są ciągłymi funkcjonałami liniowymi na
przestrzeniE′ względem topologii σ(E′, E). Pokażemy teraz, że funkcjonały liniowe
x
′∗
n , n ∈ N, rozdzielają punkty przestrzeni E′. Wystarczy pokazać, że prawdziwa
jest implikacja:
(x
′∗
n (x
′) = x
′∗
n (y
′), n ∈ N)⇒ x′ = y′
dla x′, y′ ∈ E′. Skoro x′(xn) = y′(xn) i {xn : n ∈ N} = E, to x′(x) = y′(x)
dla x ∈ E; w takim razie powyższa implikacja jest prawdziwa. Zatem topologia na
przestrzeni E′ określona przez rodzinę P = {|x′∗n (·)| : n ∈ N} półnorm |x
′∗
n (·)| jest
lokalnie wypukłą topologią Hausdorffa. Na zbiorze A określamy topologię metrycz-
ną Tρ, przyjmując
ρ(x′, y′) := f(x′ − y′), gdzie f(x′) =
∞∑
n=1
2−nmin(|x′∗n (x′)|, 1),
dla x′, y′ ∈ E′. Wiemy, że funkcje |x′∗n | są ciągłe na przestrzeni E′ w topolo-
gii σ(E′, E), ciągła jest więc również funkcja f w tej topologii (por. rozdz. 6.3).
Funkcja ρ jest metryką na przestrzeni E′. Zbiór
V(x
′) = {y′ : y′ ∈ E′ i ρ(y′, x′) < }
jest otoczeniem punktu x′ w topologii Tρ. Zatem topologia σ(E′, E)|A indukowana
przez topologię σ(E′, E) jest mocniejsza niż topologia Tρ|A. Łatwo można udowod-
nić następujący fakt: Jeśli zbiór A jest wyposażony w dwie topologie T1 i T2 oraz
T1 ⊂ T2, A jest przestrzenią topologiczną Hausdorffa względem topologii T1 i A
jest przestrzenią zwartą względem topologii T2, to T1 = T2 (zob. zad. 6.8.27). Stąd
wnioskujemy, że σ(E′, E)|A = Tρ|A. 
Jako wniosek z twierdzenia 7.4.10 otrzymujemy następujące
Twierdzenie 7.4.11. Niech E będzie przestrzenią liniowo-topologiczną ośrod-
kową. Jeśli U jest otoczeniem zera i x′n ∈ U0, gdzie U0 jest zbiorem polarnym
zbioru U w przestrzeni sprzężonej E′ do przestrzeni E (naturalnie zakładamy,
że E′ jest przestrzenią nietrywialną), to istnieje podciąg {x′nk} ciągu {x′n}
i element x′ ∈ E′ taki, że x′(x) = lim
k→∞
x′nk(x) dla x ∈ E.
Dowód. Ponieważ zbiór U0 jest zbiorem zwartym w topologii Tρ, można wybrać
podciąg {x′nk} ciągu {x′n} zbieżny w topologii Tρ do elementu x′ ∈ U0. Ponieważ
σ(E′, E)|U0 = Tρ|U0 , więc lim
k→∞
x′nk(x) = x
′(x) dla x ∈ E. 
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Twierdzenie 7.4.12. Niech E będzie unormowaną i ośrodkową przestrze-
nią liniową, a E′ – przestrzenią sprzężoną do przestrzeni E. Niech x′n ∈ E′
i ‖x′n‖E′ < M , wtedy istnieje podciąg {x′nk} ciągu {x′n} i element x′ ∈ E′
taki, że x′(x) = lim
k→∞
x′nk(x) dla x ∈ E.
Dowód. Twierdzenie 7.4.12 jest prostym wnioskiem z twierdzenia 7.4.11. 
Definicja 7.4.6. Mówimy, że ciąg {x′n} funkcjonałów liniowych x′n jest zbieżny
słabo do funkcjonału x′, gdy lim
n→∞x
′
n(x) = x
′(x) dla x ∈ E.
Twierdzenie 7.4.12 mówi nam, że z każdego ograniczonego ciągu {x′n} funk-
cjonałów liniowych ciągłych x′n na unormowanej i ośrodkowej przestrzeni liniowej
E można wybrać podciąg {x′nk} słabo zbieżny do pewnego ciągłego funkcjonału
liniowego x′ na przestrzeni E.
7.5. Zadania
7.5.1. Niech E będzie przestrzenią liniową nad ciałem K ( = R,C). Pokazać, że
a. c. h. A =
{ n∑
i=1
λiyi : yi ∈ A, λi ∈ K,
n∑
i=1
|λi|2 ¬ 1, n ∈ N
}
.
7.5.2. Pokazać, że jeśli kula jednostkowa w nieskończenie wymiarowej przestrzeni
Banacha E ma tylko skończoną liczbę punktów ekstremalnych, to E nie może być
przestrzenią sprzężoną do żadnej przestrzeni unormowanej.
7.5.3. Pokazać, że jeśli x∗ jest nieciągłym funkcjonałem liniowym na przestrze-
ni liniowo-topologicznej E nad ciałem K ( = C,R) i A jest dowolnym zbiorem
otwartym, to x∗(A) = K.
7.5.4. Niech E będzie przestrzenią liniowo-topologiczną. Pokazać, że funkcjonał
liniowy x∗ określony na przestrzeni E jest ciągły wtedy i tylko wtedy, gdy kerx∗ =
kerx∗.
7.5.5. Udowodnić, że w przestrzeni Lp, 0 < p < 1, każda podprzestrzeń M ,
cdimM <∞ jest gęsta.
7.5.6. Niech E będzie przestrzenią liniową unormowaną i xn → x w topologii
σ(E,E′). Pokazać, że istnieje ciąg {x˜n} kombinacji liniowych wypukłych elemen-
tów zbioru {xn : n ∈ N} zbieżny do x w sensie normy przestrzeni E. Zastosować
twierdzenie Mazura do zbioru cov{xn : n ∈ N}.
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7.5.7. Niech E będzie przestrzenią lokalnie wypukłą Hausdorffa i niech M będzie
skończenie wymiarową podprzestrzenią przestrzeni E. Pokazać, że istnieje domknię-
ta podprzestrzeń N przestrzeni E taka, że E =M ⊕N .
7.5.8. Niech E1 i E2 będą przestrzeniami unormowanymi,D(T ) – podprzestrzenią
przestrzeni E1, a G – wykresem operatora liniowego T : D(T )→ E2. Udowodnić,
że G jest zbiorem domkniętym w E1 ×E2, gdy jest spełniony warunek: jeśli xn ∈
D(T ), xn → x w E1 i Txn → y w topologii σ(E2, E′2), to x ∈ D(T ) i Tx = y.
7.5.9. Niech E będzie przestrzenią liniową unormowaną. Pokazać, że jeśli x′′′ jest
ciągłym funkcjonałem liniowym na przestrzeni E′′ względem topologii σ(E′′, E′),
to istnieje element x′ ∈ E′ taki, że x′′′(x′′) = x′′(x′) dla x′′ ∈ E′′.
7.5.10 (Goldstin). Niech E będzie przestrzenią liniową unormowaną. Normy prze-
strzeni E, E′ i E′′ będziemy oznaczać odpowiednio ‖ · ‖E , ‖ · ‖E′ i ‖ · ‖E′′ . Niech
BE1 (0) = {x : x ∈ E, ‖x‖E ¬ 1} i BE
′′
1 (0) = {x′′ : x′′ ∈ E′′, ‖x′′‖E′′ ¬ 1}.
Pokazać, że (
κ(BE1 (0))
)
σ(E′′,E′)
= BE
′′
1 (0).
7.5.11. Niech E i F będą przestrzeniami lokalnie wypukłymi Hausdorffa. Załóż-
my, że odwzorowanie T : E → F jest ciągłym operatorem liniowym. Pokazać, że
T jest również ciągłym operatorem liniowym, gdy przestrzenie E i F wyposażymy
odpowiednio w topologie σ(E,E′) i σ(F, F ′).
7.5.12. Niech H będzie przestrzenią Hilberta. Podać przykład zbioru A ⊂ H
takiego, że Aσ 6= A, gdzie A jest domknięciem w sensie normy przestrzeni H .
7.5.13. NiechE i F będą przestrzeniami lokalnie wypukłymi Hausdorffa. Załóżmy,
że odwzorowanie T : E → F jest ciągłym operatorem liniowym. Pokazać, że T jest
również ciągłym operatorem, gdy przestrzenie E i F wyposażymy odpowiednio
w topologie σ(E,E′) i σ(F, F ′).
7.5.14. Niech M będzie podprzestrzenią liniową przestrzeni liniowej lokalnie wy-
pukłej E. Pokazać, że M0 = M⊥, gdzie M0 jest zbiorem polarnym zbioru M
w przestrzeni E′ i M⊥ jest podprzestrzenią przestrzeni E′ ortogonalną do pod-
przestrzeni M .
7.5.15. Pokazać, że w przestrzeni lp, 0 < p < 1 (por. zad. 6.8.6), ciągłe funkcjo-
nały liniowe rozdzielają punkty tej przestrzeni. Skorzystać z nierówności Jensena
( ∞∑
n=1
|xn|p
) 1
p
­
( ∞∑
n=1
|xn|q
) 1
q
, gdy 0 < p < q < 1.
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7.5.16. Niech E będzie podprzestrzenią liniową przestrzeni F . Załóżmy, że V ⊂ E
i W ⊂ F . Udowodnić, że a. c. h.(V ∪ (W ∩ E)) = a. c. h.((V ∪W ) ∩ E).
7.5.17. Niech
B =
{
x : x = (x1, . . . , xn),
∞∑
i=1
|xi|p < , 0 < p < 1
}
.
Pokazać, że zbiór a. c. h. B jest zbiorem nieograniczonym w lp.
7.5.18. Niech E będzie przestrzenią lokalnie wypukłą nad ciałem K ( = R,C)
i niech A ⊂ E będzie zbiorem ograniczonym. Udowodnić, że absolutnie wypukła
powłoka zbioru A jest również zbiorem ograniczonym.
7.5.19. Udowodnić, że jedynymi wypukłymi i otwartymi zbiorami w przestrzeni
Lp(0, 1), 0 < p < 1, są zbiór pusty i Lp(0, 1).
7.5.20. Udowodnić, że na przestrzeni Lp(0, 1), 0 < p < 1, nie ma nietrywialnych
ciągłych funkcjonałów liniowych.
7.5.21. Niech E będzie przestrzenią unormowaną z normą ‖ · ‖ i niech BE1 (0) =
{x : ‖x‖ ¬ 1}. Pokazać, że zbiór ∂BE1 (0) = {x : ‖x‖ = 1} jest zbiorem ekstre-
malnym dla BE1 (0). Udowodnić, że żaden punkt x, gdy ‖x‖ < 1, nie jest punktem
ekstremalnym zbioru BE1 (0). Pokazać, że gdy E jest przestrzenią unitarną, to każ-
dy punkt x ∈ ∂BE1 (0) jest punktem ekstremalnym zbioru BE1 (0). Podać przykład
przestrzeni unormowanej E, w której nie każdy punkt x ∈ ∂BE1 (0) jest punktem
ekstremalnym zbioru ∂BE1 (0).
7.5.22. Niech E′′ będzie przestrzenią sprzężoną do przestrzeni unormowanej E′
i niech BE
′′
1 (0) = {x′′ : ‖x′′‖E′′ ¬ 1}. Pokazać, że BE
′′
1 (0) jest zbiorem domknię-
tym w topologii σ(E′′, E′).
7.5.23. Niech E będzie przestrzenią Banacha. Udowodnić, że E jest przestrzenią
refleksywną wtedy i tylko wtedy, gdy kula BE1 (0) jest zwarta względem topologii
σ(E,E′).
7.5.24. Pokazać, że jeśli podzbiór A przestrzeni lokalnie wypukłej E jest ograni-
czony, to również a. c. h. A jest zbiorem ograniczonym w E.
7.5.25. Niech E będzie przestrzenią liniowo-topologiczną Hausdorffa. Załóżmy,
że przestrzeń E posiada wypukłe i ograniczone otoczenie zera. Pokazać, że E jest
przestrzenią normowalną.
7.5.26. Pokazać, że skończenie wymiarowe przestrzenie liniowe mają dokładnie
jedną topologię lokalnie wypukłą Hausdorffa.
R o z d z i a ł 8
Dualność w przestrzeniach lokalnie wypukłych
8.1. Topologia jednostajnej zbieżności
na zbiorach ograniczonych przestrzeni sprzężonej
Niech E będzie przestrzenią lokalnie wypukłą Hausdorffa względem topologii T
i niech E′ będzie przestrzenią sprzężoną do przestrzeni E. Niech A będzie rodziną
podzbiorów przestrzeni E′ spełniającą następujące warunki:
Każdy zbiór A ∈ A jest zbiorem ograniczonym w topologii σ(E′, E). (8.1.1)
Jeśli A1 i A2 ∈ A, to istnieje zbiór A ∈ A taki, że A1 ∪A2 ⊂ A. (8.1.2)
Jeśli A ∈ A, to λA ∈ A dla λ 6= 0. (8.1.3)
⋃
A∈A
A = E′. (8.1.4)
Niech A0 będzie zbiorem polarnym zbioru A w przestrzeni E.
Twierdzenie 8.1.1. Rodzina A0 = {A0 : A ∈ A} ma następujące własności:
Każdy zbiór A0 ∈ A0 jest absolutnie wypukły i domknięty
w topologii σ(E,E′).
(8.1.5)
Każdy zbiór A0 ∈ A0 jest zbiorem pochłaniającym. (8.1.6)
Dla A01 i A
0
2 ∈ A0 istnieje zbiór A0 ∈ A0 taki, że A0 ⊂ A01 ∩A02. (8.1.7)
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Jeśli A0 ∈ A0, to λA0 ∈ A0 dla λ 6= 0. (8.1.8)
⋂
A0∈A0
A0 = {0}. (8.1.9)
Dowód. Łatwo można sprawdzić, że
(A1 ∪A2)0 = A01 ∩A02 i (λA)0 =
1
λ
A0
dla λ 6= 0. Ponadto, jeśli A ⊂ B, to B0 ⊂ A0. Czytelnikowi pozostawiamy do
sprawdzenia, że zbiór A0 jest zbiorem absolutnie wypukłym. Dla dowodu drugiej
części (8.1.5) zob. rozdz. 7.4. Udowodnimy teraz, że zbiór A0 jest zbiorem po-
chłaniającym w przestrzeni E. Skoro A jest zbiorem ograniczonym w topologii
σ(E′, E), to dla x ∈ E mamy |x′(x)| ¬ λx dla x′ ∈ A. Zatem
∣∣x′ (λ−1x x)∣∣ ¬ 1 dla
x′ ∈ A, więc λ−1x x ∈ A0. Ponieważ zbiór A0 jest zbiorem absolutnie wypukłym,
to x ∈ λA0 dla |λ| ­ λx. Pokażemy teraz, że zachodzi własność (8.1.9). Niech
x ∈
⋂
A0∈A0
A0,
więc x należy do każdego zbioru A0, A0 ∈ A0, zatem |x′(x)| ¬ 1 dla x′ ∈ A,
A ∈ A. Ponieważ ⋃
A∈A
A = E′,
więc |x′(x)| ¬ 1 dla x′ ∈ E′. Zauważmy, że odwzorowanie x′ → x′(x) jest funk-
cjonałem liniowym na E′, więc x = 0. 
Twierdzenie 8.1.1 mówi, że rodzina A0 jest bazą zbioru otoczeń zera dla pewnej
topologii lokalnie wypukłej Hausdorffa na przestrzeni E. Zauważmy, że rodzina A
złożona ze wszystkich zbiorów skończonych przestrzeni E′ spełnia warunki (8.1.1)–
(8.1.4) i wyznacza bazę zbioru otoczeń zera dla topologii σ(E,E′). Zwróćmy rów-
nież uwagę, że gdy filtr F przestrzeni E jest zbieżny do pewnego elementu a ∈ E
w topologii wyznaczonej przez zbiory polarne A0 zbiorów A ∈ A, to jest zbieżny
jednostajnie na zbiorach A. Ta uwaga jest motywacją do przyjęcia następującej
definicji.
Definicja 8.1.1. Topologię T przestrzeni E, której bazą zbioru otoczeń zera są
zbiory polarne A0 zbiorów A ∈ A spełniających warunki (8.1.1)–(8.1.4), będziemy
nazywać topologią jednostajnej zbieżności na zbiorach A rodziny A (topology of
uniform convergence on sets of A, or topology of A-convergence).
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Zauważmy, że topologia T jednostajnej zbieżności na zbiorach rodziny A może
być określona za pomocą funkcjonałów Minkowskiego zbiorów polarnych A0 zbio-
rów A ∈ A.
8.2. Topologie zgodne z dualnością
Niech E będzie przestrzenią lokalnie wypukłą Hausdorffa względem pewnej
topologii T i niechE′ będzie przestrzenią sprzężoną do przestrzeniE. PrzestrzeńE′
nazywamy również przestrzenią dualną do przestrzeni E.
Twierdzenie 7.3.1 mówi, że topologia słaba σ(E,E′) jest najsłabszą topologią
lokalnie wypukłą Hausdorffa na przestrzeni E, względem której E′ jest przestrzenią
dualną do przestrzeni E. Zauważmy, że zbiory zwarte w topologii σ(E′, E) są rów-
nocześnie zbiorami ograniczonymi w topologii σ(E′, E) (zob. zad. 6.8.10). Można
pokazać, że zbiory
a. c. h.{x′i : i = 1, . . . , k}
są zbiorami zwartymi w topologii σ(E′, E), i że zbiory polarne
(a. c. h.{x′i : i = 1, . . . , k})0
tworzą bazę zbioru otoczeń zera dla topologii σ(E,E′) (zob. zad. 8.7.3). Udowod-
nimy obecnie, że taka sytuacja występuje również w przypadku dowolnej topologii
lokalnie wypukłej Hausdorffa T , zgodnej z dualnością przestrzeni E i E′.
Twierdzenie 8.2.1. Każda topologia lokalnie wypukła Hausdorffa na prze-
strzeni E zgodna z dualnością przestrzeni E i E′ jest topologią jednostajnej
zbieżności na pewnej rodzinie A zbiorów absolutnie wypukłych zwartych w to-
pologii σ(E′, E).
Dowód. Niech T będzie topologią lokalnie wypukłą Hausdorffa zgodną z dual-
nością przestrzeni E i E′. Niech B0 będzie bazą zbioru otoczeń zera topologii T ,
złożoną ze zbiorów V absolutnie wypukłych i domkniętych w topologii T . Zgodnie
z twierdzeniem 7.4.2, V jest zbiorem domkniętym w topologii σ(E,E′). Na pod-
stawie twierdzenia 7.4.5 wnioskujemy, że V 00 = V . Przyjmijmy A := V 0 ⊂ E′,
zatem V = A0. Oczywiście, A jest zbiorem absolutnie wypukłym w przestrzeni E′.
Zgodnie z twierdzeniem 7.4.9, zbiór A jest zbiorem zwartym w topologii σ(E′, E).
Zauważmy, że topologia T jest topologią jednostajnej zbieżności na zbiorach A,
A := V 0, V ∈ B0. 
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Zwróćmy uwagę, że V 0 ⊂ E′ jest zbiorem funkcjonałów liniowych jednakowo
ciągłych na E, zatem każda topologia lokalnie wypukła Hausdorffa zgodna z dual-
nością przestrzeni E i E′ jest topologią jednostajnej zbieżności na pewnej rodzinie
A podzbiorów jednakowo ciągłych funkcjonałów liniowych przestrzeni dualnej E′
(topology of uniform convergence of equicontinuous subsets of the dual space).
Nasuwa się naturalne przypuszczenie, że rodzina A podzbiorów przestrzeni E′, zło-
żona ze wszystkich zbiorów absolutnie wypukłych zwartych w topologii σ(E′, E),
wyznacza najmocniejszą topologię lokalnie wypukłą na przestrzeni E, zgodną z du-
alnością przestrzeni E i E′.
Definicja 8.2.1. Topologię jednostajnej zbieżności na wszystkich zbiorach ab-
solutnie wypukłych zwartych w topologii σ(E′, E) nazywamy topologią Mackeya
i oznaczamy symbolem τ (E,E′).
Twierdzenie 8.2.2 (Mackey, Arens). Niech E będzie przestrzenią lokalnie wy-
pukłą Hausdorffa względem topologii T0 i niech E′ będzie przestrzenią sprzężo-
ną do przestrzeni E względem topologii T0. Każda topologia lokalnie wypukła
Hausdorffa T , zgodna z dualnością przestrzeni E i E′, spełnia inkluzje
σ(E,E′) ⊂ T ⊂ τ (E,E′)
i τ (E,E′) jest topologią zgodną z dualnością przestrzeni E i E′.
Dowód. Załóżmy, że topologia T jest zgodna z dualnością przestrzeni E i E′.
Niech B0 będzie bazą zbioru otoczeń zera tej topologii złożoną ze zbiorów abso-
lutnie wypukłych i domkniętych w topologii T . Z poprzednich rozważań wynika,
że σ(E,E′) ⊂ T ⊂ τ (E,E′). Pozostaje jedynie pokazać, że topologia Mackeya
τ (E,E′) jest zgodna z dualnością przestrzeni E i E′. Niech E′τ , E
′
τ ⊂ E∗, bę-
dzie przestrzenią sprzężoną do przestrzeni E względem topologii τ (E,E′) (E∗ jest
przestrzenią algebraicznie sprzężoną do przestrzeni E). Oczywiście, E′τ ⊃ E′. Po-
każemy teraz, że E′τ = E
′. Rzeczywiście, niech x̂ ∈ E′τ . Przyjmijmy
Vx̂ = {x : x ∈ E i |x̂(x)| ¬ 1}.
Zbiór Vx̂ jest otoczeniem zera w przestrzeni E ze względu topologię τ (E,E
′).
Niech A będzie absolutnie wypukłym podzbiorem przestrzeni E′ i zwartym w to-
pologii σ(E′, E). Zauważmy, że A jest podzbiorem przestrzeni E′τ zwartym wzglę-
dem topologii σ(E′τ , E), bo σ(E
′
τ , E)|E′ = σ(E′, E). Zbiór A jest również do-
mknięty w przestrzeni E′τ względem topologii σ(E
′
τ , E) (zob. zad. 6.8.23). Za-
tem pokazaliśmy, że jeśli A ⊂ E′ jest zbiorem absolutnie wypukłym i zwartym
w topologii σ(E′, E), to jest również podzbiorem domkniętym w przestrzeni E′τ
względem topologii σ(E′τ , E). Zauważmy, że (A
0
E)
0 = (A0κ(E))
0 ⊂ E′τ , gdzie
A0E ⊂ E, A0κ(E) ⊂ κ(E) (zob. rozdz. 3.4). Przestrzeń E′τ wyposażamy w topologię
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σ(E′τ , E). Wtedy, zgodnie z uwagą 7.3.1, mamy (E
′
τ )
′ = κ(E). Do przestrzeni E′τ
wyposażonej w topologię σ(E′τ ,κ(E)) stosujemy twierdzenie 7.4.4 i otrzymujemy
(A0κ(E))
0 = A. Zatem (A0E)
0 = A.
Przedstawione rozważania pozwalają nam zakończyć dowód twierdzenia. Po-
nieważ Vx̂ jest otoczeniem zera ze względu na topologię τ (E,E
′), istnieje zbiór A
absolutnie wypukły i zwarty w topologii σ(E′, E), A ⊂ E′ taki, że A0E ⊂ Vx̂, więc
V 0
x̂
⊂ (A0)0 = A. Ponieważ x̂ ∈ V 0
x̂
⊂ A, zatem x̂ ∈ E′. 
Definicja 8.2.2. Niech Aβ będzie rodziną wszystkich podzbiorów przestrzeni E′
ograniczonych w topologii σ(E′, E). Topologię jednostajnej zbieżności na zbio-
rach A rodziny Aβ będziemy nazywać topologią mocną przestrzeni E i oznaczać
symbolem β(E,E′).
Oczywiście, zachodzi inkluzja τ (E,E′) ⊂ β(E,E′).
8.3. Topologie bornologiczne i przestrzenie bornologiczne
Niech E będzie przestrzenią lokalnie wypukłą Hausdorffa względem topolo-
gii T0, a E′ – przestrzenią sprzężoną do przestrzeni E wyposażonej w topologię T0.
Definicja 8.3.1. Topologię przestrzeni E, której bazą zbioru otoczeń zera są
wszystkie podzbiory przestrzeni E absolutnie wypukłe i pochłaniające zbiory ogra-
niczone względem topologii T0, będziemy nazywać topologią bornologiczną (borno-
logical topology) przestrzeni E.
Zauważmy, że topologia bornologiczna jest taka sama dla wszystkich topolo-
gii T zgodnych z dualnością przestrzeni E i E′, zatem możemy ją oznaczyć symbo-
lem η(E,E′). Mimo że powyższa definicja ma sens również dla przestrzeni, które
nie są przestrzeniami Hausdorffa, będziemy to pojęcie stosować tylko dla przestrzeni
Hausdorffa. Oczywiste są inkluzje: T0 ⊂ τ (E,E′) ⊂ η(E,E′).
Definicja 8.3.2. Niech E1 i E2 będą przestrzeniami liniowo-topologicznymi
względem topologii T1 i T2. Odwzorowanie T : E1 → E2 nazywamy odwzoro-
waniem ograniczonym, jeśli dla każdego zbioru ograniczonego A przestrzeni E1
zbiór T (A) jest również ograniczony w przestrzeni E2.
Zauważmy, że gdy T jest liniowym odwzorowaniem ciągłym, to T jest odwzo-
rowaniem ograniczonym.
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Twierdzenie 8.3.1. Niech E1 będzie przestrzenią lokalnie wypukłą Hausdorf-
fa względem topologii bornologicznej T1 i niech E′1 będzie przestrzenią sprzę-
żoną do E1 względem topologii T1. Jeśli E2 jest przestrzenią lokalnie wypukłą
względem topologii T2, to każde odwzorowanie liniowe ograniczone T : E1 → E2
jest ciągłe.
Dowód. Niech odwzorowanie liniowe T : E1 → E2 będzie ograniczone i niech V
będzie absolutnie wypukłym otoczeniem zera w przestrzeniE2, wtedy zbiór T−1(V )
jest zbiorem absolutnie wypukłym w przestrzeni E1. Pokażemy, że zbiór T−1(V )
pochłania zbiory ograniczone przestrzeni E1. Rzeczywiście, niech A będzie zbiorem
ograniczonym w przestrzeni E1, wtedy T (A) ⊂ nV dla pewnego n. Równocześnie
mamy A ⊂ T−1(T (A)) ⊂ nT−1(V ). Stąd łatwo wynika, że zbiór T−1(V ) po-
chłania zbiór A. Zatem, zgodnie z definicją topologii η(E1, E′1), zbiór T
−1(V ) jest
otoczeniem zera w przestrzeni E1 względem topologii η(E1, E′1), a więc T jest
odwzorowaniem ciągłym. 
Twierdzenie 8.3.2. Niech E1 będzie przestrzenią lokalnie wypukłą Haus-
dorffa względem topologii T1 i niech E′1 będzie jej przestrzenią sprzężoną. Jeśli
każde odwzorowanie liniowe i ograniczone T : E1 → E2, gdzie E2 jest dowolną
przestrzenią lokalnie wypukłą, jest ciągłe, to T1 = τ (E1, E′1) = η(E1, E′1).
Dowód. Przyjmijmy E2 = E1 i wyposażmy E2 w topologię η(E1, E′1). Zgodnie
z założeniem, odwzorowanie I : E1 → E2, I(x) = x, jest odwzorowaniem ciągłym,
więc η(E1, E′1) ⊂ T1. Zatem T1 = τ (E1, E′1) = η(E1, E′1). 
Definicja 8.3.3. Przestrzeń lokalnie wypukłą Hausdorffa wyposażoną w topologię
η(E,E′) nazywamy przestrzenią bornologiczną (bornological space).
Biorąc pod uwagę twierdzenia 8.3.1 i 8.3.2, otrzymujemy
Twierdzenie 8.3.3 (Mackey). Przestrzeń lokalnie wypukła Hausdorffa Ewzglę-
dem topologii T0 jest przestrzenią bornologiczną wtedy i tylko wtedy, gdy każde
ograniczone odwzorowanie liniowe T : E → F , gdzie F jest dowolną przestrze-
nią lokalnie wypukłą, jest ciągłe.
Twierdzenie 8.3.4. Niech E będzie przestrzenią lokalnie wypukłą Hausdorffa
względem topologii T0 i niech E′ będzie przestrzenią sprzężoną do E wyposa-
żonej w topologię T0. Symbolem E′η będziemy oznaczać przestrzeń sprzężoną
do E wyposażonej w topologię η(E,E′). E′η = E′ wtedy i tylko wtedy, gdy
η(E,E′) = τ (E,E′).
Dowód. Skoro E′η = E′, to topologia η(E,E′) jest zgodna z dualnością przestrze-
ni E i E′, więc η(E,E′) ⊂ τ (E,E′), zatem η(E,E′) = τ (E,E′). Druga część tezy
jest oczywista. 
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Twierdzenie 8.3.5. Każda przestrzeń lokalnie wypukła metryzowalna jest
przestrzenią bornologiczną.
Dowód. NiechE1 będzie przestrzenią lokalnie wypukłą metryzowalną i niech zbio-
ry Un, Un+1 ⊂ Un, n = 1, 2 . . . tworzą bazę zbioru otoczeń zera dla topologii T1
przestrzeni E1. Niech E2 będzie pewną przestrzenią lokalnie wypukłą względem
topologii T2. Załóżmy, że odwzorowanie T : E1 → E2 jest liniowym odwzorowa-
niem ograniczonym. Przypuśćmy, że T nie jest operatorem ciągłym. Wtedy istnie-
je otoczenie zera V w przestrzeni E2 takie, że T−1(V ) nie jest otoczeniem zera
w przestrzeni E1. Zatem Un nie zawiera się w T−1(V ) dla n ∈ N i  > 0, więc
możemy wybrać elementy xn ∈ Un tak, że T (xn) /∈ nV . Zauważmy, że {xn} ⊂ Uk
dla k = 1, 2 . . . , więc zbiór {xn} jest zbiorem ograniczonym; zatem nie może być
spełniony warunek T (xn) /∈ nV , bo T jest odwzorowaniem ograniczonym. Stąd
wynika, że T jest odwzorowaniem ciągłym, a więc E1 jest przestrzenią bornologicz-
ną. 
Twierdzenie 8.3.6. Niech E będzie przestrzenią bornologiczną i niech F bę-
dzie dowolną przestrzenią liniowo-topologiczną. Operator liniowy T : E → F
jest ciągły wtedy i tylko wtedy, gdy prawdziwa jest implikacja
xn → 0⇒ Txn → 0.
Dowód. Załóżmy, że E jest przestrzenią bornologiczną, i że prawdziwa jest po-
wyższa implikacja. Niech A będzie zbiorem ograniczonym w przestrzeni E. Po-
każemy, że T (A) jest zbiorem ograniczonym w przestrzeni F . Niech yn ∈ T (A)
i λn → 0 (zob. zad. 6.8.8), wtedy istnieje ciąg {xn}, xn ∈ A i yn = T (xn). Po-
nieważ A jest zbiorem ograniczonym, λnxn → 0. Zatem, zgodnie z założeniem,
T (λnxn) = λnyn → 0, więc T (A) jest zbiorem ograniczonym. Ponieważ E jest
przestrzenią bornologiczną, T jest operatorem ciągłym. Druga część tezy jest oczy-
wista. 
8.4. Topologie beczkowe i przestrzenie beczkowe
Niech E będzie przestrzenią lokalnie wypukłą względem topologii T0.
Definicja 8.4.1. Podzbiór B przestrzeni E absolutnie wypukły, domknięty i po-
chłaniający będziemy nazywać beczką.
Twierdzenie 8.4.1. Podzbiór B przestrzeni lokalnie wypukłej Hausdorffa E
względem topologii T0, której przestrzenią sprzężoną jest przestrzeń E′, jest
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beczką wtedy i tylko wtedy, gdy istnieje podzbiór A przestrzeni E′ absolutnie
wypukły i ograniczony w topologii σ(E′, E) taki, że B = A0, gdzie A0 jest
zbiorem polarnym zbioru A.
Dowód. Najpierw pokażemy, że dla dowolnego podzbioru A przestrzeni E′ ogra-
niczonego w topologii σ(E′, E) zbiór polarny A0 jest beczką w przestrzeni E. Skoro
zbiór A jest zbiorem ograniczonym w topologii σ(E′, E), to – zgodnie z twierdze-
niem 8.1.1 – zbiór A0 jest zbiorem pochłaniającym, absolutnie wypukłym i do-
mkniętym w topologii σ(E,E′). Tym bardziej jest zbiorem domkniętym w topo-
logii T0. Załóżmy teraz, że B jest beczką. Wobec tego B jest zbiorem wypukłym
i domkniętym w topologii T0, zatem, zgodnie z twierdzeniem 7.4.2, jest również
zbiorem domkniętym w topologii σ(E,E′). Przyjmijmy A := B0 ⊂ E′. Na pod-
stawie twierdzenia 7.4.4 mamy A0 = B00 = B. Oczywiście, zbiór A jest zbiorem
domkniętym w topologii σ(E′, E). Pokażemy teraz, że zbiór A jest σ(E′, E) ogra-
niczony. Skoro B jest beczką w przestrzeni E, to B jest zbiorem pochłaniającym.
Zatem x ∈ λB dla |λ| > λx > 0, więc λ−1x ∈ B dla |λ| > λx. Stąd mamy
|x′(x)| ¬ λx dla x′ ∈ A = B0, a więc A jest zbiorem σ(E′, E) ograniczonym. 
Definicja 8.4.2. Topologię lokalnie wypukłą na przestrzeni E, której bazą zbioru
otoczeń zera są beczki przestrzeni E, nazywamy topologią beczkową przestrzeni E
(barrelled topology).
Niech E będzie przestrzenią lokalnie wypukłą względem topologii T0. Mimo że
definicja 8.4.2 ma sens również dla przestrzeni, które nie są przestrzeniami Haus-
dorffa, będziemy to pojęcie stosować tylko dla przestrzeni Hausdorffa. Gdy E jest
przestrzenią lokalnie wypukłą Hausdorfa względem topologii T0, to topologią becz-
kową dla przestrzeni E jest β(E,E′) oraz T0 ⊂ τ (E,E′) ⊂ β(E,E′).
Definicja 8.4.3. Jeśli E jest przestrzenią lokalnie wypukłą względem topologii
T0 i topologia T0 jest topologią beczkową, to przestrzeń E nazywamy przestrzenią
beczkową (barrelled space).
Zauważmy, że prawdziwe jest następujące
Twierdzenie 8.4.2. Niech E będzie przestrzenią lokalnie wypukłą Hausdorffa
względem topologii T0 i niech E′ będzie przestrzenią sprzężoną do przestrzeni
E wyposażonej w topologię T0. Przestrzeń E jest przestrzenią beczkową wtedy
i tylko wtedy, gdy
T0 = τ (E,E′) = β(E,E′).
Definicja 8.4.4. Symbolem E′β będziemy oznaczać przestrzeń sprzężoną do prze-
strzeni E wyposażonej w topologię β(E,E′).
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Twierdzenie 8.4.3. Niech E będzie przestrzenią lokalnie wypukłą Hausdorffa
względem topologii T0, a E′ – przestrzenią sprzężoną do przestrzeni E wypo-
sażonej w topologię T0. E′β = E′ wtedy i tylko wtedy, gdy β(E,E′) = τ (E,E′).
Dowód. Skoro E′β = E
′, to topologia β(E,E′) jest zgodna z dualnością prze-
strzeni E i E′, zatem β(E,E′) ⊂ τ (E,E′), czyli β(E,E′) = τ (E,E′). Druga
część tezy jest oczywista. 
Definicja 8.4.5. Niech E będzie przestrzenią topologiczną. Mówimy, że funkcja
f : E → R jest półciągła z dołu, gdy zbiór {x : f(x) ¬ c} jest zbiorem domkniętym
dla dowolnego c ∈ R.
Twierdzenie 8.4.4 (Bourbaki). Przestrzeń lokalnie wypukła jest przestrzenią
beczkową wtedy i tylko wtedy, gdy każda półnorma p : E → R półciągła z dołu
jest ciągła.
Dowód. Niech E będzie przestrzenią beczkową. Załóżmy, że funkcja p : E → R
jest półnormą półciągłą z dołu. Stąd wynika, że zbiór {x : p(x) ¬ } jest absolutnie
wypukły, pochłaniający i domknięty. Wobec tego jest otoczeniem zera, zatem p jest
funkcją ciągłą.
Przyjmijmy teraz, że każda półnorma p : E → R półciągła z dołu w topologii T0
jest ciągła w topologii T0. Załóżmy, że B jest beczką w przestrzeni E. Niech pB
będzie funkcjonałem Minkowskiego zbioru B, wtedy
B = B = {x : pB(x) ¬ 1}.
Łatwo pokazać, że λB, λ 6= 0, jest również zbiorem domkniętym. Równocześnie
mamy B = {x : pB(x) ¬ }, więc pB jest półnormą półciągłą z dołu. Zgodnie
z założeniem, pB jest funkcją ciągłą, zatem V = {x : pB(x) < 1} jest otoczeniem
zera. Stąd wynika, że B jest również otoczeniem zera, więc E jest przestrzenią
beczkową. 
Definicja 8.4.6. Przestrzeń lokalnie wypukłą metryzowalną zupełną będziemy
nazywać przestrzenią Frecheta.
Twierdzenie 8.4.5. Każda przestrzeń Frecheta jest przestrzenią beczkową.
Dowód. Niech E będzie przestrzenią Frecheta i niech funkcja p : E → R bę-
dzie półnormą półciągłą z dołu. Zatem zbiór An = {x : p(x) ¬ n} jest zbiorem
domkniętym oraz
E =
∞⋃
n=1
An.
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Na podstawie twierdzenia 4.1.1 wnioskujemy, że dla pewnego n istnieje otoczenie
zera V i element x0 ∈ E takie, że x0 + V ⊂ An. Wobec tego V ⊂ −x0 + An.
Dla x ∈ V mamy p(x) = p(−x0 + y), y ∈ An. Stąd p(x) ¬ p(−x0) + n. Zatem
półnorma p jest ograniczona na otoczeniu V , jest więc funkcją ciągłą. 
8.5. Semirefleksywność i refleksywność
Niech E będzie przestrzenią lokalnie wypukłą Hausdorffa względem topologii
T0 i niech E′ będzie przestrzenią sprzężoną do przestrzeni E wyposażonej w topo-
logię T0. Przyjmijmy
κ(x)(x′) := x′(x) dla x′ ∈ E′, (8.5.1)
gdzie x jest ustalonym elementem przestrzeni E (zob. rozdz. 3.4). Łatwo można
zauważyć, że κ(x) jest ciągłym funkcjonałem liniowym na przestrzeni E′, gdy
przestrzeń E′ jest wyposażona w topologię σ(E′, E) (zob. rozdz. 7.3). Zgodnie
z uwagą 7.3.1, prawdziwe jest następujące
Twierdzenie 8.5.1 (Banach). Jeśli x′∗ ∈ E′∗, gdzie E′∗ oznacza przestrzeń
liniową algebraicznie sprzężoną do przestrzeni E′, i x′∗ jest ciągłym funkcjo-
nałem w topologii σ(E′, E), to x′∗ ∈ κ(E).
Twierdzenie 8.5.1 mówi, że κ(E) ⊂ E′∗ jest przestrzenią sprzężoną do E′, gdy
przestrzeń E′ jest wyposażona w topologię σ(E′, E).
Definicja 8.5.1. Przestrzeń κ(E) wyposażoną w topologię σ(κ(E), E′) będzie-
my oznaczać symbolem κ(E)σ.
Definicja 8.5.2. Przestrzeń E wyposażoną w topologię σ(E,E′) będziemy ozna-
czać symbolem Eσ.
Z równości (8.5.1) wynika, że odwzorowanie
κ : Eσ → κ(E)σ (8.5.2)
jest izomorfizmem topologicznym.
Na przestrzeni liniowejE′możemy określić topologie σ(E′, E) oraz σ(E′,κ(E)).
Z (8.5.1) również wynika następująca równość:
σ(E′, E) = σ(E′,κ(E)). (8.5.3)
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Podobnie możemy określić topologie τ (E′, E) oraz τ (E′,κ(E)) na przestrzeni E′.
Definicja 8.5.3. Symbolem τ (E′, E) będziemy oznaczać topologię przestrzeniE′,
której baza zbioru otoczeń zera jest złożona ze wszystkich zbiorów polarnych A0
wszystkich zbiorów A ⊂ E absolutnie wypukłych i zwartych w topologii σ(E,E′).
Definicja 8.5.4. Symbolem τ (E′,κ(E)) będziemy oznaczać topologię przestrze-
ni E′, której baza otoczeń zera jest złożona ze wszystkich zbiorów polarnych A0
zbiorów A ⊂ κ(E) absolutnie wypukłych i zwartych w topologii σ(κ(E), E′).
Ponieważ odwzorowanie (8.5.2) jest izomorfizmem topologicznym, zbiór κ(A)
jest zwarty w κ(E)σ wtedy i tylko wtedy, gdy zbiór A jest zwarty w przestrzeni Eσ.
Stąd wynika, że
τ (E′, E) = τ (E′,κ(E)). (8.5.4)
Na przestrzeni liniowej κ(E) możemy określić również topologię τ (κ(E), E′).
Definicja 8.5.5. Symbolem τ (κ(E), E′) będziemy oznaczać topologię przestrze-
ni κ(E), której baza zbioru otoczeń zera jest złożona ze wszystkich zbiorów polar-
nych A0 ⊂ κ(E) zbiorów A ⊂ E′ absolutnie wypukłych i zwartych w topologii
σ(E′, E) (σ(E′,κ(E))).
Definicja 8.5.6. Przestrzeń E wyposażoną w topologię τ (E,E′) będziemy ozna-
czać symbolem Eτ , a przestrzeń κ(E) wyposażoną w topologię τ (κ(E), E′) – sym-
bolem κ(E)τ .
Biorąc pod uwagę przytoczone definicje, otrzymujemy następujące
Twierdzenie 8.5.2. Niech E będzie przestrzenią lokalnie wypukłą Hausdorffa
względem topologii T0 i niech E′ będzie przestrzenią sprzężoną do przestrzeni E
wyposażonej w topologię T0. Wtedy odwzorowanie
κ : Eτ → κ(E)τ (8.5.5)
jest izomorfizmem topologicznym.
Definicja 8.5.7. Symbolem β(E′, E) będziemy oznaczać topologię przestrzeniE′,
której baza zbioru otoczeń zera jest złożona ze zbiorów polarnych A0 zbiorów A ⊂
E ograniczonych w topologii σ(E,E′) (oczywiście, również w topologii T0).
Jeśli E jest przestrzenią unormowaną, to topologia β(E′, E) wyznaczona jest
przez normę ‖ · ‖E′ (zob. zad. 8.7.8).
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Uwaga 8.5.1. Zbiór A ⊂ E′ ograniczony w sensie topologii β(E′, E) będziemy
nazywać mocno ograniczonym. Rodzina zbiorów mocno ograniczonych jest na ogół
węższa niż rodzina zbiorów σ(E′, E) ograniczonych (słabo ograniczonych).
Definicja 8.5.8. Przestrzeń sprzężoną do przestrzeni E′ wyposażonej w topologię
β(E′, E) będziemy oznaczać symbolem E′′ lub E′′β , E
′′ ⊂ E′∗.
Oczywista jest inkluzja: E′′ ⊃ κ(E).
Definicja 8.5.9. Niech E będzie przestrzenią lokalnie wypukłą Hausdorffa wzglę-
dem topologii T0 i niech E′ będzie przestrzenią sprzężoną do przestrzeni E wypo-
sażonej w topologię T0. Jeśli E′′ = κ(E), to mówimy, że przestrzeń E jest prze-
strzenią semirefleksywną.
Uwaga 8.5.2. Niech E′′σ będzie przestrzenią sprzężoną do przestrzeni E′, gdy
jest ona wyposażona w topologię σ(E′, E). Na podstawie twierdzenia 8.5.1 wnio-
skujemy, że E′′σ = κ(E). Z twierdzenia 8.2.2 wynika, że przestrzenią sprzężoną
do E′ wyposażonej w topologię τ (E′,κ(E)) jest również przestrzeń κ(E). Ponie-
waż τ (E′,κ(E)) = τ (E′, E), przestrzenią sprzężoną do przestrzeni E′ wyposażonej
w topologię τ (E′, E) jest również przestrzeń κ(E).
Uwaga 8.5.3. Jeśli E′ jest przestrzenią sprzężoną do przestrzeni lokalnie wypu-
kłej Hausdorffa, to zbiór A ⊂ E′ jest mocno ograniczony wtedy i tylko wtedy, gdy
jest ograniczony w topologii σ(E′, E′′) (zob. twierdzenie 7.4.6).
Twierdzenie 8.5.3. Przestrzeń lokalnie wypukła Hausdorffa E jest semire-
fleksywna wtedy i tylko wtedy, gdy β(E′, E) = τ (E′, E).
Dowód. Skoro τ (E′, E) = β(E′, E), to, zgodnie z warunkiem (8.5.4), mamy
τ (E′,κ(E)) = β(E′, E). Na podstawie uwagi 8.5.2 wnioskujemy, że κ(E) jest rów-
nież przestrzenią sprzężoną do E′, gdy jest ona wyposażona w topologię β(E′, E).
Przyjmijmy teraz, że E′′ = E′′β = κ(E), wtedy mamy β(E′, E) = τ (E′,κ(E)) =
τ (E′, E). 
Obecnie będziemy zajmować się naturalną topologią przestrzeni E′′. Określimy
topologię w przestrzeni E′′ tak, aby w przypadku, gdy E jest przestrzenią unormo-
waną, dawała topologię wyznaczoną przez normę ‖·‖E′′ . Zbiory mocno ograniczone
w przestrzeni sprzężonej E′ do przestrzeni lokalnie wypukłej Hausdorffa E, w przy-
padku gdy E jest przestrzenią unormowaną, są zbiorami ograniczonymi w sensie
normy ‖ · ‖E′ .
Definicja 8.5.10. Symbolem β(E′′, E′) oznaczymy topologię przestrzeniE′′, któ-
rej bazą zbioru otoczeń zera są zbiory polarne A0 ⊂ E′′ wszystkich zbiorów A ⊂ E′
absolutnie wypukłych i mocno ograniczonych.
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Definicja 8.5.11. Przestrzeń liniową E′′ wyposażoną w topologię β(E′′, E′) bę-
dziemy również oznaczać symbolem E′′ lub E′′β .
Zauważmy, że jeśli E jest przestrzenią unormowaną, to topologia β(E′′, E′) jest
wyznaczona przez normę ‖ · ‖E′′ .
Definicja 8.5.12. NiechE będzie przestrzenią lokalnie wypukłą Hausdorffa wzglę-
dem topologii T0 i niech E′ będzie przestrzenią sprzężoną do przestrzeni E wypo-
sażonej w topologię T0. Mówimy, że przestrzeń E jest przestrzenią refleksywną, gdy
E jest przestrzenią semirefleksywną i odwzorowanie
κ : ET0 → κ(E)β (8.5.6)
jest izomorfizmem topologicznym.
Twierdzenie 8.5.4. Niech E będzie przestrzenią lokalnie wypukłą Hausdorffa
względem topologii T0 i niech E′ będzie przestrzenią sprzężoną do przestrzeni E
wyposażonej w topologię T0. Przestrzeń semirefleksywna E jest przestrzenią
refleksywną wtedy i tylko wtedy, gdy E jest przestrzenią beczkową względem
topologii T0.
Dowód. SkoroE′′ = κ(E), to σ(E′, E′′) = σ(E′, E). Zgodnie z uwagą 8.5.3, klasy
zbiorów słabo i mocno ograniczonych w przestrzeni E′ są identyczne. Stąd, na mocy
twierdzenia 8.4.1 i uwagi 8.5.3, wynika, że odwzorowanie (8.5.6) jest izomorfizmem
topologicznym wtedy i tylko wtedy, gdy T0 jest topologią beczkową. 
Dla refleksywnej przestrzeni lokalnie wypukłej E odwzorowanie
κ : Eβ → E′′β (8.5.7)
jest izomorfizmem topologicznym (zob. twierdzenie 8.4.2).
Wniosek 8.5.1. Przestrzeń unormowana E semirefleksywna jest przestrzenią
refleksywną wtedy i tylko wtedy, gdy jest przestrzenią zupełną (zob. zad. 8.7.10).
Następne twierdzenie daje praktyczne kryterium semirefleksywności przestrzeni
lokalnie wypukłych.
Twierdzenie 8.5.5. Niech E będzie przestrzenią lokalnie wypukłą Hausdorffa
względem topologii T0 i niech E′ będzie przestrzenią sprzężoną do przestrzeni E
wyposażonej w topologię T0. β(E′, E) = τ (E′, E) wtedy i tylko wtedy, gdy
każdy zbiór A ⊂ E ograniczony i domknięty w topologii σ(E,E′) (więc również
w topologii T0) jest zwarty w topologii σ(E,E′).
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Dowód warunku koniecznego. Niech B ⊂ E będzie zbiorem ograniczonym
w topologii σ(E,E′). Wtedy B0 ⊂ E′ jest otoczeniem zera w przestrzeni E′ wzglę-
dem topologii β(E′, E). Zgodnie z założeniem, B0 jest również otoczeniem zera
w topologii τ (E,E′), zatem istnieje zbiór A ⊂ E absolutnie wypukły i zwarty
w topologii σ(E,E′) taki, że A0 = B0. Na podstawie twierdzenia 7.4.4 wnioskuje-
my, że A = A00 = B00 ⊃ B, a więc B = (B)σ(E,E′) ⊂ A. Zatem B jest zbiorem
zwartym w topologii σ(E,E′). 
Dowód warunku dostatecznego. Załóżmy, że każdy zbiór B ⊂ E ograniczo-
ny i domknięty względem topologii σ(E,E′) jest zbiorem zwartym w tej topolo-
gii. Wtedy a. c. h. B jest również zbiorem ograniczonym i domkniętym w topologii
σ(E,E′) (zob. zad. 7.5.18). Zatem a. c. h. B jest również zbiorem zwartym wzglę-
dem topologii σ(E,E′), więc (a. c. h. B)0 jest otoczeniem zera w przestrzeni E′
względem topologii τ (E′, E). Ponieważ B ⊂ a. c. h. B, tym bardziej B0 jest oto-
czeniem zera w E′ względem topologii τ (E′, E), zatem β(E′, E) ⊂ τ (E′, E). Stąd
wnioskujemy, że β(E′, E) = τ (E′, E). 
Twierdzenie 8.5.6 (Banach, Bourbaki). Niech E będzie przestrzenią lokalnie
wypukłą Hausdorffa względem topologii T0 i niech E′ będzie przestrzenią sprzę-
żoną do przestrzeni E wyposażonej w topologię T0. Przestrzeń E jest przestrze-
nią semirefleksywną wtedy i tylko wtedy, gdy każdy zbiór B ⊂ E domknięty
i ograniczony w topologii σ(E,E′) (również ograniczony w topologii T0) jest
zwarty w topologii σ(E,E′). Przestrzeń E jest refleksywna wtedy i tylko wtedy,
gdy jest semirefleksywna i beczkowa.
Twierdzenie to jest bezpośrednim wnioskiem z twierdzeń 8.5.3–8.5.5. Dla prze-
strzeni liniowych unormowanych można je sformułować w następujący sposób.
Twierdzenie 8.5.7. Jeśli E jest przestrzenią liniową unormowaną i E′ jest
jej przestrzenią sprzężoną, to E jest przestrzenią semirefleksywną wtedy i tyl-
ko wtedy, gdy kula BE1 (0) jest zbiorem zwartym w topologii σ(E,E′) i E jest
przestrzenią refleksywną wtedy i tylko wtedy, gdy E jest przestrzenią semire-
fleksywną i zupełną.
Dowód. Aby udowodnić warunek dostateczny, zauważmy, że skoro BE1 (0) jest
zbiorem zwartym w topologii σ(E,E′), to λBE1 (0), λ 6= 0, jest również zbiorem
zwartym w tej topologii. Załóżmy teraz, że A jest zbiorem ograniczonym i do-
mkniętym w sensie topologii σ(E,E′). Ponieważ A ⊂ λBE1 (0) dla pewnego λ 6= 0,
zbiór A jest zwarty w topologii σ(E,E′) (zob. zad. 6.8.25). Zatem E jest prze-
strzenią semirefleksywną. Skoro E jest przestrzenią zupełną, to jest przestrzenią
beczkową. Zgodnie z poprzednim twierdzeniem, E jest przestrzenią refleksywną.
Konieczność warunku jest oczywista. 
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Wniosek 8.5.2. Domknięta podprzestrzeń E0 refleksywnej przestrzeni Bana-
cha E jest refleksywną przestrzenią Banacha.
Dowód. Skoro E jest przestrzenią refleksywną, to kula BE1 (0) jest zbiorem zwar-
tym w topologii σ(E,E′). Ponieważ E0 jest domkniętą podprzestrzenią przestrzeni
E, a więc, zgodnie z twierdzeniem 7.4.2, jest zbiorem domkniętym w sensie topo-
logii σ(E,E′). Na podstawie twierdzenia 3.1.1 wnioskujemy, że dla funkcjonału
z′ ∈ E′0 istnieje funkcjonał x′ ∈ E′ taki, że x′|E0 = z′ i ‖x′‖E′ = ‖z′‖E′0 . Stąd
wynika, że kula BE01 (0) jest zbiorem zwartym w sensie topologii σ(E0, E
′
0). Skoro
E0 jest zbiorem domkniętym, to E0 jest podprzestrzenią zupełną, zatem, zgodnie
z poprzednim twierdzeniem, jest przestrzenią refleksywną. 
Wniosek 8.5.3. Jeśli E jest refleksywną przestrzenią Banacha, to również
E′ jest refleksywną przestrzenią Banacha.
Dowód. Zauważmy, żeBE
′
1 (0) =
(
BE1 (0)
)0
. Stąd, na podstawie twierdzenia 7.4.9,
wnioskujemy, żeBE
′
1 (0) jest zbiorem zwartym w sensie topologii σ(E
′, E). Ponieważ
σ(E′, E′′) = σ(E′,κ(E)) = σ(E′, E), więc BE′1 (0) jest zbiorem zwartym względem
topologii σ(E′, E′′). Skoro E′ jest przestrzenią zupełną, to E′ jest przestrzenią
refleksywną. 
Wniosek 8.5.4. Jeśli E0 jest domkniętą podprzestrzenią refleksywnej prze-
strzeni Banacha E, to przestrzeń ilorazowa E/E0 jest również refleksywną
przestrzenią Banacha.
Dowód. Skoro odwzorowanie kanoniczne k : E → E/E0 jest odwzorowaniem
ciągłym, to odwzorowanie k jest również ciągłe, gdy przestrzeń E wyposażymy
w topologię σ(E,E′), a przestrzeń E/E0 – w topologię σ(E/E0, [E/E0 ]′) (zob.
zad. 8.7.7). Stąd wynika, że kula BE/E01 (0) jest zbiorem zwartym względem topolo-
gii σ(E/E0, [E/E0 ]′). Na podstawie twierdzenia 1.4.2 wnioskujemy, że E/E0 jest
przestrzenią zupełną, zatem przestrzeń E/E0 jest przestrzenią refleksywną. 
Definicja 8.5.13. NiechE będzie przestrzenią topologiczną Hausdorffa. Mówimy,
że zbiór A ⊂ E jest ciągowo warunkowo zwarty, gdy z każdego ciągu {xn}, xn ∈ A,
można wybrać podciąg Cauchy’ego {xnk} (por. twierdzenie 6.5.20).
Twierdzenie 8.5.8 (Gantmacher–Sˇmulian). Jeśli E jest refleksywną przestrze-
nią Banacha, to każdy ograniczony zbiór A ⊂ E jest ciągowo warunkowo
zwarty w topologii σ(E,E′).
Dowód. Niech A będzie zbiorem ograniczonym w przestrzeni E i niech xn ∈ A,
n ∈ N. Przyjmijmy
M = lin{xn : n ∈ N}.
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Łatwo można sprawdzić, żeM jest ośrodkową przestrzenią Banacha. Zgodnie z po-
przednim twierdzeniem, M jest przestrzenią refleksywną. Stąd wnioskujemy, że
M ′′ = κ(M ) jest również przestrzenią ośrodkową. Zatem M ′ jest przestrzenią
ośrodkową (zob. zad. 3.5.6). Z twierdzenia 7.4.10 wynika, że kula BM
′′
r (0) jest
przestrzenią metryzowalną w topologii σ(M ′′,M ′)|BM′′r (0), gdyż BM
′′
r (0) jest zbio-
rem zwartym w topologii σ(M ′′,M ′) (twierdzenie 7.4.9). Zauważmy, że κ(xn) ∈
BM
′′
r (0) dla pewnego r > 0, zatem ciąg {κ(xnk)} dla pewnego podciągu {xnk}
ciągu {xn} jest ciągiem Cauchy’ego w topologii σ(M ′′,M ′)|BM′′r (0) (twierdze-
nie 6.5.19). Wobec tego ciąg {xnk} jest ciągiem Cauchy’ego w topologii σ(M,M ′).
Pokażemy teraz, że ciąg {xnk} jest ciągiem Cauchy’ego w topologii σ(E,E′). Rze-
czywiście, niech x′ ∈ E′, wtedy x′(xnk) = x′|M (xnk). Oczywiście, ciąg liczbowy
{x′|M (xnk)} jest ciągiem Cauchy’ego. Stąd wynika, że zbiór A jest ciągowo wa-
runkowo zwarty w topologii σ(E,E′). 
Twierdzenie 8.5.9 (Riesz). Niech E będzie przestrzenią liniową unormowaną
i niech odwzorowanie T : E → E będzie liniowym operatorem zwartym. Wtedy,
jeśli ciąg {xn} jest zbieżny do x w topologii σ(E,E′), to ciąg {Txn} jest zbieżny
względem normy przestrzeni E do Tx.
Dowód. Niech T ∗ : E′ → E′ będzie operatorem sprzężonym do operatora T . Za-
łóżmy, że xn → x względem topologii σ(E,E′) i niech x′ ∈ E′, wtedy T ∗x′(xn)→
T ∗x′(x), więc x′(Txn)→ x′(Tx). Zatem Txn → Tx względem topologii σ(E,E′).
Zgodnie z twierdzeniem 7.4.6, zbiór {xn : n ∈ N} jest zbiorem ograniczonym. Skoro
T jest operatorem zwartym, to istnieje podciąg {xnk} ciągu {xn} i element y taki,
że Txnk → y względem normy przestrzeni E.
Aby zakończyć dowód twierdzenia, należy pokazać, że y = Tx i Txn → Tx
względem normy przestrzeni E. Łatwo można sprawdzić, że jeśli każdy podciąg
{xnk} ciągu {xn} elementów xn przestrzeni topologicznej Hausdorffa E posiada
podciąg {xnki}, który jest zbieżny do x, to ciąg {xn} jest również zbieżny do x (wa-
runek Urysohna). Z rozważań tych wynika, że dowolny podciąg {xnk} ciągu {xn}
ma podciąg {xnki} taki, że ciąg {Txnki} jest zbieżny do pewnego elementu z
w sensie normy przestrzeni E. Wystarczy jeszcze pokazać, że z = Tx. Oczywiście,
xnki → x względem topologii σ(E,E′), a więc również Txnki → Tx względem
topologii σ(E,E′). Stąd wynika, że z = Tx. Zatem Txn → Tx względem normy
przestrzeni E. 
Pokażemy teraz, że gdy E jest refleksywną przestrzenią Banacha, to prawdziwe
jest także twierdzenie odwrotne do twierdzenia 8.5.9.
Twierdzenie 8.5.10 (Riesz). Niech E będzie refleksywną przestrzenią Ba-
nacha. Jeśli dla liniowego operatora T : E → E prawdziwa jest implikacja:
xn → x względem topologii σ(E,E′)⇒ Txn → Tx względem normy przestrze-
ni E, to T jest operatorem zwartym.
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Dowód. Niech A będzie zbiorem ograniczonym. Na podstawie twierdzenia 8.5.8
istnieje podciąg {xnk} zbieżny do pewnego elementu x względem topologii σ(E,E′).
Zgodnie z założeniem, Txnk → Tx względem normy przestrzeni E. Zatem T jest
operatorem zwartym. 
8.6. Twierdzenie Banacha–Steinhausa
Niech E1 i E2 będą przestrzeniami liniowo-topologicznymi względem topologii
T1 i T2.
Definicja 8.6.1. Mówimy, że rodzina {Ti : i ∈ I} operatorów liniowych Ti :
E1 → E2 jest punktowo ograniczona, gdy zbiór {Tix : i ∈ I} jest zbiorem ograni-
czonym w przestrzeni E2 dla dowolnego x ∈ E1.
Definicja 8.6.2. Mówimy, że rodzina {Ti : i ∈ I} operatorów liniowych Ti :
E1 → E2 jest jednakowo ciągła w punkcie x ∈ E1, gdy dla każdego otoczenia
zera V w przestrzeni E2 istnieje otoczenie zera U w przestrzeni E1 takie, że jeśli
y − x ∈ U , to Tiy − Tix = Ti(y − x) ∈ V , gdy i ∈ I .
Zauważmy, że rodzina {Ti : i ∈ I} operatorów liniowych Ti : E1 → E2 jest
jednakowo ciągła w każdym punkcie x ∈ E1 wtedy i tylko wtedy, gdy jest jednakowo
ciągła w punkcie x = 0. Ponadto, każdy operator Ti : E1 → E2, i ∈ I , jest ciągły.
Twierdzenie 8.6.1 (Banacha–Steinhausa). Niech E1 będzie beczkową prze-
strzenią lokalnie wypukłą Hausdorffa względem pewnej topologii T1, a E2 –
dowolną przestrzenią lokalnie wypukłą Hausdorffa względem topologii T2. Jeśli
rodzina {Ti : i ∈ I} operatorów liniowych ciągłych Ti : E1 → E2 jest punktowo
ograniczona, to rodzina {Ti : i ∈ I} jest jednakowo ciągła w każdym punk-
cie x ∈ E1.
Dowód. Niech V będzie absolutnie wypukłym i domkniętym otoczeniem zera
w przestrzeni E2. Przyjmijmy
B =
⋂
i∈I
T−1i (V ).
Zbiór B jest zbiorem absolutnie wypukłym i domkniętym w przestrzeni E1. Teraz
pokażemy, że zbiór B jest zbiorem pochłaniającym. Rzeczywiście, zgodnie z zało-
żeniem, zbiór {Tix : i ∈ I} jest zbiorem ograniczonym w przestrzeni E2 dla dowol-
nego x ∈ E1, więc {Tix : i ∈ I} ⊂ λU dla |λ| ­ λx. Zatem x ∈ λB dla |λ| ­ λx,
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więc B jest zbiorem pochłaniającym w przestrzeni E1. Skoro E1 jest przestrze-
nią beczkową, to zbiór B jest otoczeniem zera w przestrzeni E1. Zauważmy, że
Ti(B) ⊂ V dla i ∈ I . Zatem rodzina {Ti : i ∈ I} jest jednakowo ciągła w punkcie
x = 0. Wobec tego jest ona jednakowo ciągła w każdym punkcie x ∈ E1. 
Twierdzenie 8.6.2. Niech E1 będzie beczkową przestrzenią lokalnie wypukłą
Hausdorffa względem pewnej topologii T1, a E2 – dowolną przestrzenią lokalnie
wypukłą Hausdorffa względem topologii T2. Jeśli ciąg {Tn} operatorów linio-
wych ciągłych Tn : E1 → E2 jest punktowo zbieżny do operatora T , to T jest
operatorem liniowym i ciągłym, ponadto ciąg {Tn} jest zbieżny jednostajnie
na każdym prezwartym zbiorze A ⊂ E1 (zob. rozdz. 6.5).
Dowód. Zauważmy, że zbiór {Tnx : n ∈ N} jest zbiorem ograniczonym w prze-
strzeni E2 dla dowolnego x ∈ E1. Z twierdzenia 8.6.1 wynika, że dla dowolnego
absolutnie wypukłego otoczenia zera V w przestrzeni E2 istnieje absolutnie wypu-
kłe otoczenie zera U w przestrzeni E1 takie, że Tn(U) ⊂ V dla n ∈ N. Zatem
lim
n→∞Tnx =: Tx ⊂ V = V dla x ∈ U,
więc T jest operatorem ciągłym w punkcie x = 0. Łatwo można sprawdzić, że T jest
operatorem liniowym, a więc ciągłym w każdym punkcie x ∈ E1. Niech A ⊂ E1
będzie zbiorem prezwartym. Zatem dla dowolnego otoczenia U istnieją elementy
x1, . . . , xk ∈ E1 takie, że
A ⊂
⋃
1¬i¬k
(
xi +
1
3
U
)
oraz liczby naturalne ni takie, że Tnxi − Txi ⊂ 13V dla n ­ ni. Niech
n0 = max
1¬i¬k
ni,
wtedy dla x ∈ A istnieje i ∈ {1, . . . , k} takie, że x− xi ∈ 13U , więc
Tnx− Tx = Tn(x− xi) + (Tnxi − Txi) + T (xi − x)
∈ Tn
(1
3
U
)
+
1
3
V + T
(1
3
U
)
⊂ V
dla n > n0. Zatem dla x ∈ A mamy Tnx− Tx ∈ V dla n > n0. Wobec tego ciąg
{Tn} jest zbieżny jednostajnie na zbiorze A (por. twierdzenie 4.3.4). 
Definicja 8.6.3. Mówimy, że liniowo-topologiczna przestrzeń Hausdorfa E jest
ciągowo zupełna, gdy każdy ciąg Cauchy’ego {xn}, xn ∈ E, jest zbieżny do pew-
nego x ∈ E.
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Jako wniosek z twierdzenia 8.6.2 otrzymujemy
Twierdzenie 8.6.3. Jeśli przestrzeń lokalnie wypukła Hausdorffa E jest prze-
strzenią beczkową, to przestrzeń sprzężona E′ jest przestrzenią ciągowo zupeł-
ną w topologii σ(E′, E).
Definicja 8.6.4. Lokalnie wypukłą przestrzeń beczkową Hausdorffa, której każdy
zbiór ograniczony domknięty jest zwarty, nazywamy przestrzenią Montela.
Zauważmy, że dla przestrzeni Montela twierdzenie 8.6.2 można podać w nastę-
pującej formie.
Twierdzenie 8.6.4. Niech E1 będzie przestrzenią Montela względem topo-
logii T1, a E2 – dowolną przestrzenią lokalnie wypukłą Hausdorffa względem
topologii T2. Jeśli ciąg {Tn} operatorów liniowych ciągłych Tn : E1 → E2 jest
punktowo zbieżny do operatora T , to T jest operatorem liniowym ciągłym,
ponadto ciąg {Tn} jest zbieżny jednostajnie na każdym zbiorze ograniczonym
A ⊂ E1.
Dowód. Niech A będzie zbiorem ograniczonym w przestrzeni E1, wtedy A jest
również zbiorem ograniczonym. Ponieważ E1 jest przestrzenią Montela, A jest zbio-
rem prezwartym. Tym stwierdzeniem kończymy dowód naszego twierdzenia. 
Jako wniosek z twierdzenia 8.6.4 otrzymujemy
Twierdzenie 8.6.5. Niech E będzie przestrzenią Montela. Ciąg {x′n}, x′n ∈
E′, jest zbieżny do pewnego x′ ∈ E′ w topologii β(E′, E) wtedy i tylko wtedy,
gdy jest zbieżny w topologii σ(E′, E).
Twierdzenie 8.6.6. Każda przestrzeń Montela jest przestrzenią refleksywną.
Dowód. NiechE będzie przestrzenią Montela względem topologii T . ZatemE jest
przestrzenią beczkową względem topologii T . Skoro każdy zbiór A ograniczony
i domknięty względem topologii T jest zwarty względem tej topologii, to – zgodnie
z twierdzeniem 7.4.6 – każdy zbiór A ograniczony i domknięty w topologii σ(E,E′)
jest również ograniczony i domknięty w topologii T , jest więc zwarty w topologii T
i tym bardziej zwarty w topologii σ(E,E′). Zatem E jest przestrzenią semireflek-
sywną. Ponieważ E jest przestrzenią beczkową, E jest przestrzenią refleksywną. 
Przykład 8.6.1. Niech B1(0) = {z ∈ C : |z| < 1}. Symbolem H (B1(0)) bę-
dziemy oznaczać zbiór wszystkich funkcji holomoficznych na zbiorze B1(0). Zbiór
H (B1(0)) jest przestrzenią liniową zespoloną ze względu na zwykłe dodawanie
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funkcji i mnożenie funkcji przez liczby zespolone. Na przestrzeni H (B1(0)) okre-
ślamy normy
‖f‖n = sup
|z|¬1−1/n
|f(z)|, n ­ 2.
Te normy wyznaczają topologię lokalnie wypukłą Hausdorffa T na przestrzeni
H (B1(0)). Przestrzeń H (B1(0)) jest przestrzenią metryzowalną. Łatwo można
udowodnić, że H (B1(0)) jest przestrzenią zupełną. Zatem H (B1(0)) jest prze-
strzenią beczkową (twierdzenie 8.4.5) względem wprowadzonej topologii T . Na pod-
stawie twierdzenia Montela ([3]) wnioskujemy, że z każdego ciągu {fn}, fn ∈
H (B1(0)), ograniczonego względem topologii T można wybrać podciąg {fnk}
zbieżny do pewnej funkcji f ∈ H (B1(0)). Zatem każdy zbiór A ograniczony i do-
mknięty w topologii T jest zbiorem zwartym w tej topologii. A więc H (B1(0)) jest
przestrzenią Montela.
Przykład 8.6.2. SymbolemD[a,b]będziemy oznaczać podprzestrzeń liniową prze-
strzeni liniowej C(∞)(a, b) złożoną z funkcji f spełniających warunek:
lim
x→a+
f (n)(x) = lim
x→b−
f (n)(x) = 0 dla n = 0, 1, . . .
Na przestrzeni D[a,b] określamy normy
‖f‖n = max
0¬k¬n
sup
x∈[a,b]
|f (n)(x)|.
Niech T będzie topologią na przestrzeni D[a,b] wyznaczoną przez normy ‖ · ‖n,
n ∈ N. Korzystając z twierdzenia Ascoliego (twierdzenie 5.2.1), można pokazać, że
przestrzeń D[a,b] jest przestrzenią Montela względem topologii T .
8.7. Zadania
8.7.1. Pokazać, że w przestrzeni Hilberta każda kula domknięta jest słabo zwarta.
8.7.2. Pokazać, że w nieskończenie wymiarowej przestrzeni unormowanej E mamy
σ(E,E′) 6= β(E,E′).
8.7.3. Udowodnić, że zbiory a. c. h.{x′i : i = 1, . . . , k} (absolutnie wypukła powło-
ka zbioru {x′i : i = 1, . . . , k}) są zbiorami σ(E′, E) zwartymi, i że zbiory polarne
(a. c. h.{x′i : i = 1, . . . , k})0 tworzą bazę dla topologii σ(E,E′).
8.7. Zadania 259
8.7.4. Niech H będzie nieskończenie wymiarową przestrzenią Hilberta. Przestrzeń
H wyposażamy w topologię σ(H,H ′). Pokazać, że przestrzeń H wyposażona w tę
topologię jest nierefleksywna. Czy H jest przestrzenią semirefleksywną?
8.7.5. Niech E będzie przestrzenią liniową unormowaną, E′ – przestrzenią sprzę-
żoną do przestrzeni E, a E′′ – przestrzenią sprzężoną do przestrzeni E′. Udowodnić,
że odwzorowanie κ : E → E′′, κ(x)(x′) := x′(x) dla x′ ∈ E′, jest ciągłym od-
wzorowaniem, gdy E jest wyposażona w topologię σ(E,E′), a E′′ – w topologię
σ(E′′, E′).
8.7.6. Niech E będzie przestrzenią lokalnie wypukłą bornologiczną i niech F bę-
dzie dowolną przestrzenią lokalnie wypukłą Hausdorffa. Załóżmy, że odwzorowanie
liniowe T : E → F jest ciągłe, gdy przestrzenie E i F wyposażymy odpowiednio
w topologie σ(E,E′) i σ(F, F ′). Udowodnić, że T jest odwzorowaniem ciągłym.
8.7.7. Niech E i F będą przestrzeniami lokalnie wypukłymi Hausdorffa, a E′ i F ′
– ich przestrzeniami sprzężonymi. Załóżmy, że odwzorowanie T : E → F jest cią-
głym operatorem liniowym. Wtedy dla każdego y′ ∈ F ′, y′ ◦ T ∈ E′. Zauważmy,
że odwzorowanie T ∗ : F ′ → E′, gdzie T ∗(y′) = y′ ◦ T , jest operatorem liniowym.
Operator T ∗ nazywamy operatorem sprzężonym do operatora T . Udowodnić, że
T ∗ jest odwzorowaniem ciągłym, gdy przestrzenie E′ i F ′ wyposażymy odpowied-
nio w topologie σ(E′, E) i σ(F ′, F ).
8.7.8. Udowodnić, że jeśli E jest przestrzenią liniową unormowaną, to topologia
β(E′, E) w przestrzeni E′ jest wyznaczona przez normę ‖ · ‖E′ .
8.7.9. Udowodnić, że jeśli E jest przestrzenią Banacha, to każdy zbiór A′ ⊂ E′
słabo ograniczony jest również mocno ograniczony.
8.7.10. Udowodnić, że jeśli E jest przestrzenią unormowaną zupełną, to topologia
β(E,E′) w przestrzeni E jest wyznaczona przez normę ‖ · ‖E .
8.7.11. Niech E będzie refleksywną przestrzenią Banacha. Pokazać, że E jest
przestrzenią ciągowo zupełną w topologii σ(E,E′) (zob. definicja 8.6.3).
8.7.12. Pokazać, że przestrzeń lokalnie wypukła Haudorffa jest przestrzenią bor-
nologiczną wtedy i tylko wtedy, gdy każda półnorma ograniczona na każdym zbiorze
ograniczonym jest ciągła.
R o z d z i a ł 9
Tworzenie nowych przestrzeni
lokalnie wypukłych
9.1. Uzupełnienia przestrzeni lokalnie wypukłych
Wiele twierdzeń analizy funkcjonalnej dotyczących przestrzeni liniowo-topolo-
gicznych jest prawdziwych jedynie dla przestrzeni zupełnych. Obecnie przedstawi-
my pewną metodę uzupełniania przestrzeni lokalnie wypukłych Hausdorffa i równo-
cześnie podamy kryteria zupełności dla przestrzeni lokalnie wypukłych Hausdorffa.
Twierdzenie 9.1.1. Niech E będzie dowolną przestrzenią liniową nad ciałem
K ( = C,R) i niech E∗ będzie przestrzenią algebraicznie sprzężoną do prze-
strzeni E. Przestrzeń E∗ wyposażona w topologię σ(E∗, E) jest przestrzenią
zupełną.
Dowód. NiechA∗ będzie filtrem Cauchy’ego w przestrzeni E∗. Zatem dla każdego
x ∈ E i  > 0 istnieje zbiór A∗ ∈ A∗ taki, że |x∗1(x)−x∗2(x)| ¬  dla x∗1, x∗2 ∈ A∗.
Zauważmy, że zbiory A∗(x) := {x∗(x) : x∗ ∈ A∗} tworzą bazę pewnego filtru
Cauchy’ego w ciele K. Ten filtr oznaczymy symbolem A∗(x). Ponieważ K jest
przestrzenią zupełną, istnieje liczba f(x) taka, że A∗(x) → f(x). Pokażemy, że
funkcja f jest funkcjonałem liniowym na przestrzeni E. Rzeczywiście, dla x, y,
λx + µy ∈ E istnieją odpowiednio zbiory A∗, B∗, C∗ ∈ A∗ takie, że
|f(x)− x∗(x)| ¬  dla x∗ ∈ A∗,
|f(y)− x∗(y)| ¬  dla x∗ ∈ B∗,
|f(λx + µy)− x∗(λx + µy)| ¬  dla x∗ ∈ C∗.
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Zatem dla x∗ ∈ A∗ ∩B∗ ∩ C∗ mamy
|f(λx + µy)− λf(x)− µf(y)− x∗(λx + µy) + λx∗(x) + µx∗(y)| ¬
¬ (|λ| + |µ| + 1),
więc |f(λx + µy) − λf(x) − µf(y)| ¬ (|λ| + |µ| + 1). Stąd wynika, że f ∈ E∗.
Z drugiej strony dla dowolnego x ∈ E, A∗(x) → f(x), więc A∗ → f w sensie
topologii σ(E∗, E). 
Lemat 9.1.1. Niech E będzie przestrzenią liniową nad ciałem K ( = C,R)
i niech E∗ będzie przestrzenią algebraicznie sprzężoną do przestrzeni E. Przyj-
mijmy, że B jest rodziną podzbiorów B przestrzeni E spełniających warunki
(8.1.2)–(8.1.4). Symbolem B0 oznaczymy zbiór polarny zbioru B w przestrze-
ni E∗. Niech E′ ⊂ E∗ będzie dowolną podprzestrzenią liniową przestrzeni E∗.
Wtedy zbiór
Ê′ =
⋂
B∈B
(E′ +B0)
jest podprzestrzenią liniową przestrzeni E∗.
Dowód. Niech x∗1 i x∗2 ∈ Ê′ oraz λ1, λ2 ∈ K, wtedy dla ustalonego zbioru B ∈ B
mamy x∗1 = x
′
1 + z
∗
1 i x
∗
2 = x
′
2 + z
∗
2 , gdzie x
′
1 i x
′
2 ∈ E′ oraz z∗1 i z∗2 ∈ B0. Zatem
λ1x
∗
1 + λ2x
∗
2 = λ1x
′
1 + λ2x
′
2 + (|λ1| + |λ2|)
(
λ1
|λ1| + |λ2|z
∗
1 +
λ2
|λ1| + |λ2|z
∗
2
)
,
więc λ1z∗1 + λ2z
∗
2 = x
′ + z∗, gdzie x′ ∈ E′ i z∗ ∈ ((|λ1| + |λ2|)−1B)0. Ponieważ
rodzina B spełnia warunek (8.1.3), zatem λ1x∗1 + λ2x∗2 ∈ Ê′. 
Definicja 9.1.1. Mówimy, że przestrzeń liniowo-topologiczna Ê jest uzupełnie-
niem przestrzeni liniowo-topologicznej E, gdy istnieje liniowe odwzorowanie iniek-
cyjne ϕ : E → Ê takie, że ϕ(E) = Ê, Ê jest przestrzenią zupełną oraz odwzoro-
wanie ϕ jest izomorfizmem topologicznym przestrzeni E i ϕ(E).
Na przestrzeni E∗ naturalną topologią jest topologia σ(E∗, E). Załóżmy te-
raz, że E jest przestrzenią lokalnie wypukłą Hausdorffa, i że E′ jest jej przestrzenią
sprzężoną. Przyjmijmy, że B jest rodziną podzbiorów ograniczonych przestrzeni E
spełniającą warunki (8.1.2)–(8.1.4). Na przestrzeni Ê′ określamy topologię jedno-
stajnej zbieżności na zbiorach B rodziny B (zob. rozdz. 8.1).
Twierdzenie 9.1.2. Jeśli E jest przestrzenią lokalnie wypukłą Hausdorffa
i E′ jest jej przestrzenią sprzężoną wyposażoną w topologię TE′ jednostajnej
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zbieżności na zbiorach rodziny B złożonej ze zbiorów ograniczonych i spełnia-
jących warunki (8.1.2)–(8.1.4), to przestrzeń Ê′, E′ ⊂ Ê′ ⊂ E∗ jest uzupeł-
nieniem przestrzeni E′, gdy Ê′ jest wyposażona w topologię T
Ê′ jednostajnej
zbieżności na zbiorach B rodziny B.
Dowód. Bazę zbioru otoczeń zera topologii T
Ê′ tworzą zbiory B
0 ∩ Ê′, gdzie B0
jest zbiorem polarnym zbioru B w przestrzeni E∗. Wiemy, że zbiór B ∈ B jest
również ograniczony w każdej topologii zgodnej z dualnością przestrzeni E i E′
(twierdzenie 7.4.6), w szczególności w topologii σ(E,E′). Pokażemy teraz, że zbiór
B jest również ograniczony w topologii σ(E, Ê′). Rzeczywiście, niech z∗ ∈ Ê′,
wtedy z∗ ∈ x′+B0 dla pewnego x′ ∈ E′. Dla x ∈ B mamy |z∗(x)| ¬ γx′+1, więc
zbiór B jest ograniczony w topologii σ(E, Ê′). Z (8.1.2) i (8.1.4) wynika, że zbiory
polarne skończonych podzbiorów przestrzeni E w przestrzeni Ê′ są otoczeniami
zera w topologii T
Ê′ . Zatem topologia σ(Ê
′, E) jest majoryzowana przez topologię
T
Ê′ . Oczywiście, σ(Ê
′, E) = σ(E∗, E)|
Ê′ . Pokażemy teraz, że E
′ jest zbiorem
gęstym w przestrzeni Ê′ wyposażonej w topologię T
Ê′ . Istotnie, niech z
∗ ∈ Ê′
i B ∈ B, wtedy istnieje x′ ∈ E′ takie, że z∗ ∈ x′ + B0, więc x′ ∈ z∗ + B0 (B0
jest zbiorem absolutnie wypukłym). Zauważmy również, że x′ ∈ z∗ + (B0 ∩ Ê′).
Zatem E′ jest gęstą podprzestrzenią przestrzeni Ê′. Topologia TE′ jest identyczna
z topologią indukowaną przez topologię T
Ê′ na przestrzeń E
′.
Aby zakończyć dowód naszego twierdzenia, musimy pokazać, że Ê′ jest prze-
strzenią zupełną względem topologii T
Ê′ . NiechA będzie filtrem Cauchy’ego w prze-
strzeni Ê′. Wiemy, że topologia T
Ê′ majoryzuje topologię σ(Ê
′, E), wobec tego
filtr A jest bazą pewnego filtru Cauchy’ego A∗ w przestrzeni E∗ względem topo-
logii σ(E∗, E). Na podstawie twierdzenia 9.1.1 istnieje x∗ ∈ E∗ i A∗ → x∗. Skoro
A jest filtrem Cauchy’ego w przestrzeni Ê′ względem topologii T
Ê′ , to dla dowol-
nego B ∈ B istnieje zbiór A ∈ A taki, że A − A ⊂ B0 ∩ Ê′ ⊂ B0. Wobec tego
A ⊂ z+B0 dla dowolnego z ∈ A. Zauważmy, że zbiór z+B0 jest zbiorem σ(E∗, E)
domkniętym (zob. rozdz. 7.4). Oczywiście, z+B0 ∈ A∗. Zatem x∗ ∈ z+B0 (zob.
rozdz. 6.5). Stąd otrzymujemy x∗ ∈ z +B0 ⊂ E′ +B0 +B0 = E′ + 2B0, wobec
tego x∗ ∈ Ê′. Pokażemy teraz, że A → x∗ w sensie topologii T
Ê′ . Stwierdziliśmy,
że x∗ ∈ z +B0, gdy z ∈ A. Ponieważ x∗ ∈ Ê′, również x∗ ∈ (z +B0) ∩ Ê′. Stąd
wynika, że z ∈ (x∗ +B0) ∩ Ê′ dla z ∈ A. Zatem A → x∗. 
Wniosek 9.1.1. Niech E będzie lokalnie wypukłą przestrzenią Hausdorffa
i niech E′ będzie jej przestrzenią sprzężoną. Ustalmy dwie rodziny B1 i B2
podzbiorów ograniczonych przestrzeni E spełniających warunki (8.1.2)–(8.1.4).
Przestrzeń E′ wyposażamy odpowiednio w topologie T ′1 i T ′2 jednostajnej zbież-
ności odpowiednio na zbiorach rodziny B1 i na zbiorach rodziny B2. Jeśli
B1 ⊂ B2, to Ê′T ′2 ⊂ Ê′T ′1 . Jeśli E′ jest przestrzenią zupełną w topologii T ′1 , to
E′ jest przestrzenią zupełną w topologii T ′2 .
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Dowód. Inkluzja Ê′T ′2 ⊂ Ê′T ′1 jest oczywistym wnioskiem z definicji tych prze-
strzeni. Zatem, jeśli Ê′T ′1 = E
′, to Ê′T ′2 = E
′. 
W rozdz. 3.4 pokazano, że przestrzeń sprzężona do dowolnej przestrzeni liniowej
unormowanej jest przestrzenią zupełną. Wykażemy teraz, że analogiczna sytuacja
ma miejsce, gdy E jest bornologiczną przestrzenią lokalnie wypukłą Hausdorffa i jej
przestrzeń sprzężona E′ jest wyposażona w topologię β(E′, E).
Twierdzenie 9.1.3. Niech E będzie bornologiczną przestrzenią lokalnie wy-
pukłą Hausdorffa i niech E′ będzie przestrzenią sprzężoną do przestrzeni E
wyposażoną w topologię β(E′, E). Wtedy E′ jest przestrzenią zupełną.
Dowód. Wiemy, że E′ ⊂ Ê′. Musimy pokazać, że E′ = Ê′. Ponieważ E jest
przestrzenią bornologiczną, wystarczy pokazać, że każdy funkcjonał z∗ ∈ Ê′ jest
ograniczony na każdym zbiorze ograniczonym przestrzeni E. W naszym przypadku
rodzinę B tworzą wszystkie zbiory ograniczone przestrzeni E. Z rozważań prowa-
dzonych w dowodzie poprzedniego twierdzenia wynika, że funkcjonały z∗ ∈ Ê′
są ograniczone na każdym zbiorze B ∈ B, zatem z∗ ∈ E′. 
Wniosek 9.1.2. Przestrzeń sprzężona E′ do przestrzeni lokalnie wypukłej
metryzowalnej E wyposażona w topologię β(E′, E) jest przestrzenią zupeł-
ną. W szczególności przestrzeń sprzężona do przestrzeni liniowej unormowa-
nej jest przestrzenią zupełną (bo topologia β(E′, E) jest wyznaczona przez nor-
mę ‖ · ‖E′).
Lemat 9.1.2. Jeśli A jest zbiorem prezwartym w przestrzeni lokalnie wy-
pukłej E nad ciałem K ( = C,R), to a. c. h. A jest również zbiorem prezwar-
tym w E.
Dowód. Skoro A jest zbiorem prezwartym, to dla każdego absolutnie wypukłego
otoczenia zera V istnieją elementy y1, . . . , yn ∈ E takie, że
A ⊂
⋃
1¬i¬n
(yi + V ).
Zauważmy, że dla dowolnego elementu yi istnieje element xi ∈ A taki, że yi −
xi ∈ V . Niech x ∈ A, wtedy x ∈ yi + V dla pewnego i ∈ {1, . . . , n}. Stąd
x ∈ yi + V = yi − xi + xi + V ⊂ xi + 2V . Zatem gdy A jest zbiorem prezwartym
w przestrzeni E, istnieją elementy x1, . . . , xn ∈ A takie, że
A ⊂
⋃
1¬i¬n
(xi + V ).
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Zauważmy, że funkcja Kn 3 (λ1, . . . , λn) → λ1x1 + . . . + λnxn ∈ E jest odwzo-
rowaniem ciągłym. Ponieważ zbiór{
(λ1, . . . , λn) :
n∑
n=1
|λi| ¬ 1
}
jest zbiorem zwartym w przestrzeni Kn, więc a. c. h.{x1, . . . , xn} jest zbiorem
zwartym w E. Zbiór a. c. h.{x1, . . . , xn} + V jest zbiorem absolutnie wypukłym,
zatem a. c. h. A ⊂ a. c. h.{x1, . . . , xn}+V . Ponieważ a. c. h.{x1, . . . , xn} jest zbio-
rem zwartym, jest również zbiorem prezwartym (zob. rozdz. 6.5). Zatem istnieją
elementy y1, . . . , ym ∈ E takie, że
a. c. h. A ⊂
⋃
1¬i¬m
(yi + V ) + V =
⋃
1¬i¬m
(yi + 2V ),
więc a. c. h. A jest zbiorem prezwartym. Każda przestrzeń lokalnie wypukła ma bazę
zbioru otoczeń zera złożoną ze zbiorów absolutnie wypukłych i domkniętych, więc
a. c. h. A jest również zbiorem prezwartym. 
Twierdzenie 9.1.4. Niech E będzie zupełną bornologiczną przestrzenią lo-
kalnie wypukłą Hausdorffa i niech E′ będzie jej przestrzenią sprzężoną wypo-
sażoną w topologię Mackeya τ (E′, E), wtedy E′ jest przestrzenią zupełną.
Dowód. Analogicznie do dowodu poprzedniego twierdzenia musimy pokazać, że
dowolny funkcjonał liniowy z∗ ∈ Ê′ jest funkcjonałem ograniczonym na każdym
zbiorze ograniczonym przestrzeni E. W naszej obecnej sytuacji rodzina B jest zło-
żona ze wszystkich podzbiorów B absolutnie wypukłych przestrzeni E i zwartych
w topologii σ(E,E′). Ponieważ z∗ ∈ x′ + B0 dla pewnego x′ ∈ E′ (zob. do-
wód twierdzenia 9.1.2), z∗ jest funkcjonałem ograniczonym na każdym zbiorze
B ∈ B. Przypuśćmy, że funkcjonał z∗ ∈ Ê′ jest nieograniczony na pewnym zbiorze
ograniczonym A przestrzeni E, wtedy dla pewnego ciągu {xn}, xn ∈ A, mamy
|z∗(xn)| > n2. Skoro A jest zbiorem ograniczonym, to n−1xn → 0 (zob. zad.
6.8.8). Zauważmy, że zbiór
C := {0} ∪ {n−1xn : n ∈ N}
jest zbiorem zwartym w przestrzeni E. Na podstawie lematu 9.1.2 a. c. h. C jest
zbiorem prezwartym w E. Skoro E jest przestrzenią zupełną, to zbiór a. c. h. C
jest zbiorem zupełnym (twierdzenie 6.5.6). Stąd, na podstawie twierdzenia 6.5.17,
wnioskujemy, że a. c. h. C jest zbiorem zwartym. Tym bardziej zbiór a. c. h. C jest
zwarty w topologii σ(E,E′), więc a. c. h. C ∈ B. Oczywiście, funkcjonał z∗ jest
nieograniczony na zbiorze a. c. h. C. W ten sposób otrzymujemy sprzeczność. Tym
stwierdzeniem kończymy dowód naszego twierdzenia. 
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Wniosek 9.1.3. Przestrzeń sprzężona E′ do przestrzeni Frecheta E jest prze-
strzenią zupełną w topologii τ (E′, E).
Lemat 9.1.3. Niech E będzie przestrzenią liniowo-topologiczną. Jeśli A jest
zbiorem zwartym w przestrzeni E i B jest zbiorem domkniętym w przestrze-
ni E, to A +B jest zbiorem domkniętym w przestrzeni E.
Dowód. Niech a /∈ A+B. Ponieważ dla każdego x ∈ A zbiór x+B jest zbiorem
domkniętym, istnieje otwarte otoczenie zera Ux takie, że (a + Ux) ∩ (x +B) = ∅.
Dla Ux istnieje otwarte otoczenie zera Vx takie, że Vx + Vx ⊂ Ux. Stąd mamy
(a+ Vx) ∩ (x+ Vx +B) = ∅. Zauważmy, że zbiory x+ Vx, x ∈ A, tworzą otwarte
pokrycie zbioru A. Ponieważ A jest zbiorem zwartym,
A ⊂
⋃
1¬i¬n
(xi + Vxi) , xi ∈ A.
Przyjmijmy V =
⋂
1¬i¬n
Vxi , wtedy (a+V )∩(xi+Vxi+B) = ∅ dla i = 1, . . . , n, więc
(a + V ) ∩
( n⋃
i=1
(xi + Vxi)
)
= ∅,
wobec tego (a + V ) ∩ (A +B) = ∅. 
Lemat 9.1.4. Niech Ai, i ∈ I, będą zbiorami absolutnie wypukłymi i do-
mkniętymi w topologii σ(E,E∗) przestrzeni E i niech A0i , i ∈ I, będą zbiorami
polarnymi zbiorów Ai w przestrzeni E∗. Wtedy(⋂
i∈I
Ai
)0
= a. c. h.
(⋃
i∈I
A0i
)
, (9.1.1)
gdzie domknięcie a. c. h.
( ⋃
i∈I
A0i
)
zbioru a. c. h.
( ⋃
i∈I
A0i
)
bierzemy w sensie to-
pologii σ(E∗, E).
Dowód. Zgodnie z twierdzeniem 7.4.5, mamy(⋃
i∈I
A0i
)0
=
⋂
i∈I
A00i =
⋂
i∈I
Ai,
więc (⋃
i∈I
A0i
)00
=
(⋂
i∈I
Ai
)0
.
Na podstawie twierdzenia 7.4.4 otrzymujemy (9.1.1). 
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Lemat 9.1.5. Niech E i F będą przestrzeniami lokalnie wypukłymi i niech A
będzie podzbiorem absolutnie wypukłym E. Odwzorowanie liniowe T : E → F
jest ciągłe w topologii indukowanej na zbiór A wtedy i tylko wtedy, gdy jest
ciągłe w punkcie x = 0.
Dowód. Załóżmy, że odwzorowanie T jest ciągłe w punkcie x = 0. Niech a ∈ A
i niech V będzie otoczeniem zera w F , wtedy istnieje absolutnie wypukłe otoczenie
zera U w przestrzeni E takie, że T (U ∩ A) ⊂ 12V . Niech x ∈ (a + U) ∩ A, więc
x− a ∈ A−A i x− a ∈ 2U . Zatem
x− a ∈ (2U) ∩ (A−A) ⊂ 2(U ∩A),
więc Tx ∈ Ta + V . 
Twierdzenie 9.1.5. Niech E będzie przestrzenią lokalnie wypukłą Hausdorffa
względem topologii T i niech E′ będzie jej przestrzenią sprzężoną. Rozważmy
rodzinę B podzbiorów B przestrzeni E absolutnie wypukłych, ograniczonych
i domkniętych spełniających warunki (8.1.2)–(8.1.4). Symbolem Ê′ będziemy
oznaczać uzupełnienie przestrzeni E′ względem topologii jednostajnej zbieżno-
ści na zbiorach B ∈ B. Funkcjonał liniowy x∗ ∈ E∗ należy do Ê′ wtedy i tylko
wtedy, gdy jest ciągły na każdym zbiorze B ∈ B w topologii indukowanej T |B.
Dowód. Niech U będzie bazą zbioru otoczeń zera przestrzeniE złożoną ze zbiorów
absolutnie wypukłych i domkniętych. Symbolem U0, U ∈ U , oznaczymy zbiór
polarny zbioru U w przestrzeni E∗ (faktycznie w E′). Wiemy, że
Ê′ =
⋂
B∈B
(E′ +B0),
gdzie B0 jest zbiorem polarnym zbioru B w przestrzeni E∗. Zauważmy, że
E′ =
⋃
U∈U
U0.
Istotnie, niech x′ ∈ E′, wtedy istnieje otoczenie U ∈ U takie, że |x′(x)| < γU dla
x ∈ U , więc x′ ∈ ((γU )−1U)0. Stąd wynika, że x∗ ∈ Ê′ wtedy i tylko wtedy, gdy
dla każdego zbioru B ∈ B istnieje otoczenie U ∈ U takie, że x∗ ∈ U0 +B0.
Teraz możemy rozpocząć dowód warunku koniecznego. Ustalmy zbiór B ∈ B
i x∗ ∈ Ê′; wtedy dla 2−1B,  > 0, istnieje otoczenie 2−1U ∈ U takie, że
x∗ ∈ (2−1U)0 + (2−1B)0. Zauważmy, że
(
2−1U
)0
+
(
2−1B
)0
= /2
(
U0 +B0
)
.
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Pokażemy teraz, że U0+B0 ⊂ 2(U ∩B)0. Rzeczywiście, U ∩B ⊂ U i U ∩B ⊂ B,
więc B0 ⊂ (U ∩B)0 i U0 ⊂ (U ∩B)0, zatem U0+B0 ⊂ 2(U ∩B)0. Stąd wynika,
że /2(U0 + B0) ⊂ (U ∩ B)0. Wobec tego x∗ ∈ (U ∩ B)0, więc |x∗(x)| < 
dla x ∈ U ∩ B. Ten fakt oznacza, że x∗ jest ciągłym funkcjonałem w punkcie
x = 0 w topologii indukowanej T |B . Zgodnie z lematem 9.1.5, x∗ jest ciągłym
funkcjonałem na B w topologii T |B .
Dowód warunku wystarczającego poprzedzimy dowodem następującej inkluzji:
(
U ∩B)0 ⊂ U0 +B0.
Na podstawie twierdzenia 7.4.9 zbiór U0 jest zbiorem zwartym w topologii σ(E∗, E).
Zbiór B0 jest zbiorem domkniętym w topologii σ(E∗, E) (zob. rozdz. 7.4). Z lema-
tu 9.1.3 wynika, że zbiór U0 + B0 jest również domknięty w topologii σ(E∗, E).
Ponieważ zbiory U i B są absolutnie wypukłe i domknięte w przestrzeni E, są rów-
nież domknięte w topologii σ(E,E′) (twierdzenie 7.4.2), tym bardziej są domknięte
w topologii σ(E,E∗). Stąd, na podstawie lematu 9.1.4, wnioskujemy, że
(U ∩B)0 = a. c. h.(U0 ∪B0) ⊂ U0 +B0.
Przechodzimy teraz do dowodu warunku wystarczającego. Niech z∗ ∈ E∗ i za-
łóżmy, że z∗ jest liniowym i ciągłym funkcjonałem liniowym na każdym zbiorze
B ∈ B w topologii T |B . Zatem dla każdego B ∈ B istnieje U ⊂ U takie, że
z∗ ∈ (U ∩B)0 ⊂ U0 +B0. Zgodnie z wcześniejszymi rozważaniami, z∗ ∈ Ê′. 
Wniosek 9.1.4. Niech E będzie przestrzenią lokalnie wypukłą Hausdorffa
względem topologii T i niech E′ będzie jej przestrzenią sprzężoną. Rozważmy
rodzinę B podzbiorów B przestrzeni E absolutnie wypukłych ograniczonych
i domkniętych spełniających warunki (8.1.2)–(8.1.4). Jeśli każdy funkcjonał li-
niowy x∗ ∈ E∗ ciągły na każdym zbiorze B ∈ B w topologii T |B jest ciągłym
funkcjonałem liniowym na przestrzeni E w topologii T , to przestrzeń E′ jest
przestrzenią zupełną względem topologii jednostajnej zbieżności na zbiorach B
rodziny B.
Dotychczas nasze rozważania dotyczyły jedynie przestrzeni lokalnie wypukłych
Hausdorffa, które są przestrzeniami sprzężonymi do lokalnie wypukłych przestrzeni
Hausdorffa. Teraz idee przedstawione w poprzednich rozważaniach wykorzystamy
do wyznaczenia uzupełnienia dowolnej przestrzeni lokalnie wypukłej Hausdorffa.
Niech E będzie przestrzenią lokalnie wypukłą Hausdorffa i niech U będzie bazą
zbioru otoczeń zera topologii T złożoną ze zbiorów absolutnie wypukłych i do-
mkniętych. Przyjmijmy B := {U0 : U ∈ U}, gdzie U0 jest zbiorem polarnym
zbioru U w przestrzeni E∗ (faktycznie U0 ⊂ E′). Dla przestrzeni κ(E) ⊂ E′∗ wy-
posażonej w topologię σ(κ(E), E′) konstruujemy uzupełnienie κ̂(E). Pokażemy,
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że przestrzeń κ̂(E) jest uzupełnieniem przestrzeni E w sensie definicji 9.1.1. Z po-
przednich rozważań wynika, że dla U , U1, U2 ∈ U zachodzą następujące relacje:
(i) U01 ∪ U02 ⊂ (U1 ∩ U2)0,
(ii) λU0 =
( 1
λ
U
)0
, λ 6= 0,
(iii) E′ =
⋃
U∈U
U0,
(iv) U0 jest zbiorem absolutnie wypukłym i zwartym w topologii σ(E′, E) (twier-
dzenie 7.4.9).
Przestrzeń E możemy zanurzyć w przestrzeni E′∗ (zob. rozdz. 3.4) za pomocą
odwzorowania κ : E → E′∗, gdzie κ(x)(x′) = x(x′) dla x′ ∈ E′. Niech
Ê :=
⋂
U∈U
(κ(E) + U00),
gdzie U00 = (U0)0 oraz (U0)0 jest zbiorem polarnym zbioru U0 w przestrzeni E′∗.
Z (i), (ii), (iii) i (iv) wynika, że rodzina B = {U0 : U ∈ U} ma własności (8.1.1)–
(8.1.4). Zatem na przestrzeni Ê ⊂ E′∗ można określić topologię T
Ê
jednostajnej
zbieżności na zbiorach U0, U ∈ U , przestrzeni E′. Zbiory U00 ∩ Ê tworzą bazę
zbioru otoczeń zera tej topologii.
Twierdzenie 9.1.6. Niech E będzie przestrzenią lokalnie wypukłą Hausdorffa
i niech E′ będzie jej przestrzenią sprzężoną. Przestrzeń
Ê :=
⋂
U∈U
(κ(E) + U00)
jest uzupełnieniem przestrzeni E w sensie definicji 9.1.1.
Dowód. Analogicznie do twierdzenia 9.1.2 można pokazać, że Ê jest uzupełnie-
niem przestrzeni κ(E) w topologii jednostajnej zbieżności na zbiorach U0, U ∈ U .
Pokażemy teraz, że przestrzeń Ê jest uzupełnieniem przestrzeni E w sensie defi-
nicji 9.1.1. Zbiory U00 ∩ κ(E) tworzą bazę zbioru otoczeń zera przestrzeni κ(E)
w topologii indukowanej z przestrzeni Ê przez topologię T
Ê
. Zauważmy, że
κ(U) = U00 ∩ κ(E)
(twierdzenie 7.4.5). Zatem odwzorowanie κ : E → κ(E) jest izomorfizmem topo-
logicznym, gdy przestrzeń κ(E) jest wyposażona w topologię indukowaną przez
topologię T
Ê
. 
Następne twierdzenie jest odpowiednikiem twierdzenia 9.1.5 dla przestrzeni Ê.
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Twierdzenie 9.1.7. Niech E będzie przestrzenią lokalnie wypukłą Hausdorffa
względem topologii T . Element x′∗ ∈ E′∗ należy do Ê wtedy i tylko wtedy, gdy
jest ciągłym funkcjonałem liniowym na każdym zbiorze U0, U ∈ U , w topologii
σ(E′, E)|U0 .
Dowód. Niech U ′σ będzie bazą zbioru otoczeń zera przestrzeni E′ w topologii
σ(E′, E), złożoną ze zbiorów absolutnie wypukłych domkniętych U ′. Niech (U ′)0
będzie zbiorem polarnym zbioru U ′ ∈ U ′σ w przestrzeni E′∗, wtedy, na podstawie
twierdzenia 8.5.1 (zob. dowód twierdzenia 9.1.5), mamy
κ(E) =
⋃
U ′∈U ′σ
(U ′)0.
Zatem x′∗ ∈ Ê wtedy i tylko wtedy, gdy dla każdego U ∈ U istnieje otoczenie
U ′ ∈ U ′σ takie, że x′∗ ∈ (U ′)0+U00. Dalsza część dowodu tego twierdzenia jest taka
sama, jak w dowodzie twierdzenia 9.1.5, gdy zbiór B zastąpimy zbiorem U0. 
Nasze rozważania zakończymy podaniem interesującego twierdzenia charakte-
ryzującego przestrzenie lokalnie wypukłe zupełne.
Twierdzenie 9.1.8. Niech E będzie przestrzenią lokalnie wypukłą Hausdorffa
i niech U będzie bazą zbioru otoczeń zera przestrzeni E, złożoną ze zbiorów
absolutnie wypukłych i domkniętych. Przestrzeń E jest przestrzenią zupełną
wtedy i tylko wtedy, gdy każdy funkcjonał liniowy na przestrzeni sprzężonej E′
do przestrzeni E ciągły w topologii σ(E′, E)|U0 na każdym zbiorze U0, U ∈ U ,
jest ciągły w topologii σ(E′, E) na E′.
Dowód. Warunek dostateczny jest konsekwencją twierdzenia 8.5.1 i twierdze-
nia 9.1.7. Ponieważ każdy funkcjonał x′∗ ∈ κ(E) jest ciągły w topologii σ(E′, E),
więc wymieniony warunek jest również konieczny. 
Wniosek 9.1.5. Niech E będzie zupełną przestrzenią lokalnie wypukłą Haus-
dorffa i niech U będzie bazą zbioru otoczeń zera przestrzeni E, złożoną ze
zbiorów absolutnie wypukłych i domkniętych. Jeśli funkcjonał liniowy x′∗ jest
ciągły w topologii σ(E′, E)|U0 na każdym zbiorze U0, U ∈ U , to x′∗ ∈ κ(E).
Wniosek 9.1.6 (Bourbaki). Niech E będzie ośrodkową przestrzenią Banacha.
Funkcjonał liniowy x′∗ ∈ E′∗ jest ciągły w topologii σ(E′, E) na przestrze-
ni E′, gdy dla każdego ciągu {x′n}, x′n ∈ E′, ‖x′n‖E′ ¬ 1, zbieżnego do zera
w topologii σ(E′, E) na E′, ciąg {x′∗(x′n)} jest również zbieżny do zera (zob.
twierdzenie 7.4.10).
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Rozważania w tym rozdziale zakończymy przedstawieniem kryteriów zwarto-
ści zbiorów przestrzeni lokalnie wypukłych Hausdorffa, używając jedynie zwykłych
ciągów elementów rozważanej przestrzeni.
Definicja 9.1.2. Niech E będzie przestrzenią liniowo-topologiczną Hausdorffa.
Mówimy, że element x ∈ E jest punktem skupienia ciągu {xn}, gdy dla każdego
otoczenia zera U w przestrzeni E i każdego m ∈ N istnieje liczba n ­ m taka, że
xn ∈ x + U .
Łatwo można zauważyć, że jeśli E jest przestrzenią liniowo-topologiczną me-
tryzowalną i x jest punktem skupienia ciągu {xn}, to istnieje podciąg {xnk} ciągu
{xn} zbieżny do elementu x.
Lemat 9.1.6. Niech E będzie przestrzenią liniowo-topologiczną Hausdorffa.
Jeśli każdy ciąg {xn}, xn ∈ A, ma punkt skupienia, to A jest zbiorem pre-
zwartym.
Dowód. Niech U oznacza rodzinę otoczeń zera w przestrzeni E. Przypuśćmy, że
A nie jest zbiorem prezwartym, wtedy∨
U∈U
∧
n∈N
∧
x1,...,xn∈A
∨
x∈A
x /∈
⋃
1¬i¬n
(xi + U) . (9.1.2)
Niech x1 będzie dowolnym elementem zbioru A. Zgodnie z (9.1.2), istnieje x2 ∈ A
takie, że x2 /∈ x1 + U . Korzystając jeszcze raz z warunku (9.1.2), możemy wybrać
element x3 ∈ A taki, że
x3 /∈
⋃
1¬i¬2
(xi + U) .
Kontynuując to postępowanie, zbudujemy ciąg {xn} taki, że xn ∈ A oraz
xn /∈
⋃
1¬i¬n−1
(xi + U) .
Zatem xn − x1 /∈ U, . . . , xn − xn−1 /∈ U dla n ∈ N, więc∧
n,m∈N, n 6=m
xn − xm /∈ U. (9.1.3)
Pokażemy teraz, że ciąg {xn} nie ma punktu skupienia. Niech V będzie zbalan-
sowanym otoczeniem zera takim, że V + V ⊂ U . Przypuśćmy, że x jest punktem
skupienia ciągu {xn}, wtedy dla n0 ∈ N istnieją wskaźniki n, m ­ n0 takie, że
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xn − x ∈ V i xm − x ∈ V . Zatem xn − xm ∈ U . W ten sposób otrzymuje-
my sprzeczność z warunkiem (9.1.3). Tym stwierdzeniem kończymy dowód naszego
lematu. 
Twierdzenie 9.1.9 (Eberlein). Niech E będzie zupełną przestrzenią lokalnie
wypukłą Hausdorffa i niech E′ będzie jej przestrzenią sprzężoną. Dla dowol-
nego zbioru A ⊂ E domknięcie Aσ w topologii σ(E,E′) zbioru A jest zbiorem
zwartym w topologii σ(E,E′) wtedy i tylko wtedy, gdy każdy ciąg {xn}, xn ∈ A,
ma punkt skupienia x ∈ E w topologii σ(E,E′).
Dowód warunku koniecznego. Niech xn ∈ A, n ∈ N. Skoro zbiór Aσ jest
zbiorem zwartym w topologii σ(E,E′), to filtr A generowany przez zbiory An =
{xk : k ­ n} jest majoryzowany przez filtr A˜ zawierający zbiór Aσ i zbieżny do
pewnego elementu x ∈ Aσ (twierdzenie 6.5.15). Wobec tego x ∈ An dla n ∈ N.
Zatem x jest punktem skupienia ciągu {xn}. 
Dowód warunku dostatecznego. Niech κ : E → E′∗ będzie zanurzeniem
przestrzeni E w E′∗. Zgodnie z lematem 9.1.6, zbiór κ(A) jest zbiorem prezwartym
w topologii σ(E′∗, E′). Na podstawie twierdzenia 9.1.1 (zob. również twierdzenie
6.5.6) wnioskujemy, że zbiór κ(A)σ jest zbiorem zupełnym w topologii σ(E′∗, E′)
(symbol κ(A)σ oznacza domknięcie zbioru κ(A) w topologii σ(E′∗, E′)). Z twier-
dzenia 6.5.17 wynika, że κ(A)σ jest zbiorem zwartym w topologii σ(E′∗, E′). Poka-
żemy teraz, że jeśli x′∗ ∈ κ(A)σ, to x′∗ ∈ κ(E). Najpierw wykażemy, że funkcjonał
x′∗ jest ciągłym funkcjonałem liniowym w topologii σ(E′, E) na każdym zbiorze
polarnym U0 ⊂ E′, gdzie U jest dowolnym absolutnie wypukłym i domkniętym
otoczeniem zera w topologii wyjściowej przestrzeni E. Symbolem U ′σ będziemy
oznaczać bazę zbioru otoczeń zera przestrzeni E′ w topologii σ(E′, E), złożoną
ze zbiorów absolutnie wypukłych i domkniętych w tej topologii. Przypuśćmy, że
restrykcja x′∗|U0 funkcjonału x′∗ nie jest ciągła w punkcie x = 0 dla pewnego
otoczenia U , wtedy istnieje  > 0 takie, że dla każdego otoczenia V ′ ∈ U ′σ istnieje
element x′ ∈ U0 ∩ V ′ taki, że |x′∗(x′)| > . Niech x′1 będzie dowolnym elementem
zbioru U0. Ponieważ x′∗ ∈ κ(A)σ, istnieje element x1 ∈ A taki, że
|(x′∗ − κ(x1))(x′1)| <
1
6
.
Zgodnie z naszym hipotetycznym założeniem, istnieje x′2 ∈ U0 ∩ {x′ : |x′(x1)| <
/6} i |x′∗(x′2)| > . Następnie wybierzemy x2 ∈ A tak, aby
|(x′∗ − κ(x2))(x′1)| <
1
6
 i |(x′∗ − κ(x2))(x′2)| <
1
6
.
Wtedy istnieje x′3 ∈ U0= {x′ : |x′(x1)| < /6 i |x′(x′2)| < /6} oraz |x′∗(x′3)| > .
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Kontynuując naszą konstrukcję, otrzymujemy dwa ciągi {x′n}, x′n ∈ U0 i {xn},
xn ∈ A, spełniające warunki:
|κ(xm)(x′n)| = |x′n(xm)| <
1
6
 dla m < n, (9.1.4)
|x′∗(x′n)− x′n(xm)| <
1
6
 dla m ¬ n, (9.1.5)
|x′∗(x′n)| >  dla n ­ 2. (9.1.6)
Ponieważ U0 jest zbiorem zwartym w topologii σ(E′, E) (twierdzenie 7.4.9), ciąg
{x′n} ma punkt skupienia x′ ∈ U0. Ustalmy m, wtedy dla pewnego n > m mamy
|x′n(xm)− x′(xm)| <
1
6
. (9.1.7)
Stąd, na podstawie (9.1.5), wnioskujemy, że |x′∗(x′m)−x′(xm)| < /3. Biorąc pod
uwagę (9.1.6), otrzymujemy
 < |x′∗(x′n)| = |x′∗(x′n)− x′(xm) + x′(xm)|,
zatem
|x′(xm)| > 23. (9.1.8)
Niech (zgodnie z założeniem) x będzie punktem skupienia ciągu {xm} w topologii
σ(E,E′), wtedy dla pewnego m
|x′(xm)− x′(x)| < 19. (9.1.9)
Wobec tego
|x′(x)| = |x′(x)− x′(xm) + x′(xm)| > 59. (9.1.10)
Zgodnie z (9.1.4) i (9.1.7), dla ustalonego m istnieje n ­ m takie, że |x′n(xm)| <
/6 i |(x′n(xm)− x′(xm)| < /6, więc
|x′(xm)| = |x′(xm)− x′n(xm) + x′n(xm)| <
1
3
.
Stąd, na podstawie (9.1.9), otrzymujemy
|x′(x)| = |x′(x)− x′(xm) + x′(xm)| < 49.
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W ten sposób otrzymujemy sprzeczność z (9.1.10). Zatem restrykcja x′∗|U0 funk-
cjonału x′∗ jest funkcją ciągłą w punkcie x = 0. Stąd, na podstawie lematu 9.1.5,
wnioskujemy, że funkcjonał x′∗ jest ciągłym funkcjonałem liniowym na zbiorze U0
w topologii σ(E′, E). Na podstawie wniosku 9.1.5 mamy x′∗ ∈ κ(E). Stąd wyni-
ka, że
κ(A)σ(E′∗,E′) ⊂ κ(E) i κ(A)σ(E′∗,E′) = κ(A)σ(κ(E),E′).
Zauważmy, że zbiór κ(A)σ(κ(E),E′) jest zbiorem zwartym w topologii σ(κ(E), E′),
zatem Aσ(E,E′) jest zbiorem zwartym w topologii σ(E,E′). 
Następne twierdzenie daje nam proste kryterium dla refleksywności przestrzeni
Banacha.
Twierdzenie 9.1.10. Niech E będzie przestrzenią Banacha. Jeśli z każdego
ciągu {xn}, xn ∈ BE1 (0) = {x : ‖x‖E ¬ 1}, można wybrać podciąg {xnk}
zbieżny do pewnego elementu x przestrzeni E w topologii σ(E,E′), to E jest
przestrzenią refleksywną.
Dowód. Z założenia wynika, że każdy ciąg {xn}, xn ∈ BE1 (0), ma przynajmniej
jeden punkt skupienia. Na podstawie twierdzenia 9.1.9 BE1 (0)σ jest zbiorem zwar-
tym w topologii σ(E,E′). Zgodnie z twierdzeniem 7.4.2, BE1 (0)σ = B
E
1 (0). Zatem
kula BE1 (0) jest zbiorem zwartym w topologii σ(E,E
′). Niech A ⊂ E będzie do-
wolnym zbiorem ograniczonym, wtedy Aσ ⊂ BEr (0) dla pewnego r. Stąd wynika,
że zbiór Aσ jest zbiorem zwartym w topologii σ(E,E′). Na podstawie twierdzenia
8.5.6 wnioskujemy, że E jest przestrzenią refleksywną. 
9.2. Granice projektywne i granice induktywne
przestrzeni lokalnie wypukłych
Niech E będzie przestrzenią liniową nad ciałem K ( = C,R) i niech rodzi-
na {Ei : i ∈ I} będzie zbiorem przestrzeni lokalnie wypukłych Ei nad ciałem K
względem topologii Ti. Rozważmy rodzinę {Πi : i ∈ I} odwzorowań liniowych
Πi : E → Ei spełniających warunek:⋂
i∈I
kerΠi = {0}. (9.2.1)
Celem naszych rozważań będzie określenie najsłabszej topologii lokalnie wypukłej
T na przestrzeni E tak, aby odwzorowania Πi : E → Ei były ciągłe.
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Twierdzenie 9.2.1. Niech E będzie przestrzenią liniową nad ciałem K ( =
C,R). Dla rodziny {Ei : i ∈ I} przestrzeni lokalnie wypukłych określamy od-
wzorowania liniowe {Πi : i ∈ I}, Πi : E → Ei, spełniające warunek (9.2.1).
Wtedy istnieje najsłabsza topologia lokalnie wypukła T na przestrzeni E taka,
że odwzorowania Πi, i ∈ I, są ciągłe.
Jeśli Vi jest bazą zbioru otoczeń zera w przestrzeni Ei względem topologii Ti
złożoną ze zbiorów absolutnie wypukłych, to zbiory
⋂
j∈J
Π−1j (Vj), gdzie Vi ∈ Vi
i J jest dowolnym skończonym podzbiorem zbioru I, tworzą bazę zbioru otoczeń
zera topologii T .
Dowód. Zbiory
⋂
j∈J
Π−1j (Vj) tworzą bazę najsłabszej topologii lokalnie wypukłej
na przestrzeni E, względem której zbiory V zawierające zbiory
⋂
j∈J
Π−1j (Vj) są oto-
czeniami zera w przestrzeni E (wniosek 6.2.1). Łatwo zauważyć, że odwzorowania
{Πi : i ∈ I} są ciągłe w tej topologii. 
Definicja 9.2.1. Przestrzeń liniowąE wyposażoną we wcześniej określoną topolo-
gię T nazywamy granicą projektywną przestrzeni Ei, i ∈ I , względem odwzorowań
Πi : E → Ei i zapisujemy
E = lim←−Ei.
Twierdzenie 9.2.2. Niech F będzie dowolną przestrzenią lokalnie wypukłą
i niech E = lim←−Ei, i ∈ I, będzie granicą projektywną przestrzeni Ei względem
odwzorowań liniowych Πi. Odwzorowanie liniowe T : F → E jest ciągłe wtedy
i tylko wtedy, gdy dla każdego i ∈ I jest ciągłe odwzorowanie Πi ◦ T : F → Ei.
Dowód. Treść tego twierdzenia ilustruje diagram 1:
E
Πi

F
T
oo
Πi◦T~~ ~
~~
~~
~
Ei
T jest ciągłe ⇔ Πi ◦ T jest ciągłe dla i ∈ I.
Niech Vi będzie absolutnie wypukłym otoczeniem zera w przestrzeni Ei. Zauważ-
my, że
T−1(Π−1i (Vi)) = (Πi ◦ T )−1(Vi).
Zatem jeśli Πi ◦ T jest odwzorowaniem ciągłym, to T−1(Π−1i (Vi)) jest otoczeniem
zera w przestrzeni F . Ponieważ Π−1i (Vi) jest otoczeniem zera w E, więc T jest
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odwzorowaniem ciągłym. Załóżmy teraz, że T jest odwzorowaniem ciągłym, zatem
(Πi◦T )−1(Vi) jest otoczeniem zera w przestrzeni F , więc Πi◦T jest odwzorowaniem
ciągłym. 
Twierdzenie 9.2.3. Niech Ei, i ∈ I, będą przestrzeniami lokalnie wypukłymi
Hausdorffa wyposażonymi w topologie Ti. Przyjmijmy, że przestrzeń liniowa
E = lim←−Ei, i ∈ I, wyposażona w topologię T jest granicą projektywną prze-
strzeni Ei względem odwzorowań liniowych Πi : E → Ei spełniających warunek
(9.2.1). Wtedy E jest również przestrzenią Hausdorffa.
Dowód. Bazę V topologii T tworzą zbiory⋂
j∈J
Π−1j (Vj), Vj ∈ Vj ,
gdzie Vj jest bazą zbioru otoczeń zera w przestrzeni Ej , a J – skończonym pod-
zbiorem zbioru I . Musimy pokazać, że
⋂
V ∈V
V =
⋂
J⊂I
(⋂
j∈J
Π−1j (Vj)
)
= {0}
(twierdzenie 6.2.8). Skoro Ei jest przestrzenią Hausdorffa dla każdego i ∈ I , to⋂
V ∈Vi
V = {0}.
Zatem ⋂
J⊂I
(⋂
j∈J
Π−1j (Vj)
)
=
⋂
i∈I
kerΠi.
Stąd, na podstawie (9.2.1), wnioskujemy, że E jest przestrzenią Hausdorffa. 
Twierdzenie 9.2.4. Niech przestrzeń liniowa E = lim←−Ei, i ∈ I, wyposażona
w topologię T będzie granicą projektywną przestrzeni lokalnie wypukłych Ei
spełniających warunek (9.2.1) względem odwzorowań liniowych Πi : E → Ei.
Podzbiór A ⊂ E jest zbiorem ograniczonym (prezwartym) wtedy i tylko wtedy,
gdy dla każdego i ∈ I podzbiór Πi(A) jest zbiorem ograniczonym (prezwartym)
w przestrzeni Ei.
Dowód. Konieczność warunku jest konsekwencją ciągłości odwzorowań Πi. Za-
łóżmy teraz, że zbiór Πi(A), i ∈ I , jest ograniczony w przestrzeni Ei. Zatem
Πi(A) ⊂ λVi dla |λ| ­ λi dla każdego absolutnie wypukłego otoczenia zera Vi
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w przestrzeni Ei. Stąd mamy A ⊂ λΠ−1i (Vi) dla |λ| ­ λi. Łatwo można pokazać,
że istnieje λ0 > 0 takie, że
A ⊂ λ
⋂
j∈J
Π−1j (Vj) dla |λ| ­ λ0,
gdzie J jest skończonym podzbiorem zbioru I . Zatem A jest zbiorem ograniczonym
w przestrzeni E. Analogicznie można przeprowadzić dowód, gdy A jest zbiorem
prezwartym. 
Przykład 9.2.1. NiechE będzie przestrzenią lokalnie wypukłą Hausdorffa, aE′ –
jej przestrzenią sprzężoną. Przyjmijmy Πx′ : E → K ( = C,R), Πx′(x) = x′(x).
Przestrzeń E wyposażamy w topologię σ(E,E′), wtedy E = lim←−Ex
′ , Ex′ = K,
x′ ∈ E′, jest granicą projektywną przestrzeni Ex′ ze względu na odwzorowania Πx′.
Przykład 9.2.2. Niech Ei, i ∈ I , będą przestrzeniami lokalnie wypukłymi. Pro-
dukt P = Xi∈I Ei przestrzeni Ei wyposażamy w strukturę liniową (rozdz. 6.6),
przyjmując
(xi) + (yi) = (xi + yi)
oraz
λ(xi) = (λxi).
Przestrzeń Xi∈I Ei wyposażona w topologię produktową σP jest granicą projek-
tywną przestrzeni Ei ze względu na odwzorowania Πi : P → Ei, Πi(xj) = xi.
Twierdzenie 9.2.5. Każda przestrzeń lokalnie wypukła Hausdorffa jest gra-
nicą projektywną pewnej rodziny przestrzeni unormowanych.
Dowód. Niech rodzina {pi : i ∈ I} półnorm pi wyznacza topologię T przestrze-
ni E. Łatwo można zauważyć, że ker pi jest zbiorem domkniętym w przestrzeni E,
gdy przestrzeń E wyposażymy w topologię wyznaczoną przez półnormy pi. Stąd
wynika, że przestrzeń ilorazowa E/ ker pi jest przestrzenią unormowaną (twierdze-
nie 1.3.1) oraz
‖ [x] ‖E/ ker pi = pi(x).
Niech ki : E → E/ ker pi, i ∈ I , będzie odwzorowaniem kanonicznym. Skoro E jest
przestrzenią Hausdorffa, to
⋂
i∈I
ker pi =
⋂
i∈I
ker ki = {0}
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(uwaga 6.3.1). Zauważmy, że topologia T jest najsłabszą topologią przestrzeni E,
względem której ciągłe są odwzorowania ki, i ∈ I (zob. rozdz. 6.2). Zatem E =
lim←−E/ ker pi jest granicą projektywną przestrzeni E/ ker pi względem odwzorowań
kanonicznych ki, i ∈ I . 
Obecnie będziemy zajmować się pojęciem dualnym do pojęcia granicy projek-
tywnej przestrzeni lokalnie wypukłych. Niech E będzie przestrzenią liniową nad
ciałem K ( = R,C). Rozważmy rodzinę {Ei : i ∈ I} podprzestrzeni liniowych Ei
przestrzeni E wyposażonych w topologie lokalnie wypukłe Ti. Załóżmy, że
E = lin{
⋃
i∈I
Ei}.
Celem naszych rozważań będzie określenie topologii lokalnie wypukłej T na prze-
strzeniE tak, aby dowolne odwzorowanie liniowe T : E → E było ciągłe w topologii
T wtedy i tylko wtedy, gdy dla każdego i ∈ I restrykcja T |Ei jest ciągła w topologii
Ti na przestrzeni Ei.
Rozważmy ogólniejszą sytuację. Niech Ei, i ∈ I , będą przestrzeniami lokal-
nie wypukłymi względem topologii Ti i niech ϕi : Ei → E będą odwzorowaniami
liniowymi. Załóżmy, że
E = lin
{⋃
i∈I
ϕi(Ei)
}
.
Twierdzenie 9.2.6. W przestrzeni E istnieje najmocniejsza topologia lokal-
nie wypukła T taka, że dla każdego i ∈ I odwzorowania liniowe ϕi : Ei → E są
ciągłe. Bazę zbioru otoczeń zera topologii T tworzą wszystkie zbiory absolutnie
wypukłe V przestrzeni E takie, że ϕ−1i (V ) jest otoczeniem zera w przestrze-
ni Ei względem topologii Ti, i ∈ I.
Dowód. Niech T H będzie dowolną topologią lokalnie wypukłą przestrzeni E taką,
że odwzorowania ϕi, i ∈ I , są ciągłe. Stąd wynika, że dla każdego absolutnie wypu-
kłego otoczenia zera V przestrzeni E względem topologii T H zbiór ϕ−1i (V ) jest ab-
solutnie wypukłym otoczeniem zera w przestrzeni Ei względem topologii Ti. Zatem
topologia przestrzeni Ei generowana przez otoczenia ϕ−1i (V ), gdzie V przebiega
bazę zbioru otoczeń zera topologii T H, złożona ze zbiorów absolutnie wypukłych
jest nie mocniejsza niż topologia Ti. To spostrzeżenie wskazuje sposób określenia
topologii T . Niech U będzie rodziną wszystkich zbiorów absolutnie wypukłych U
w przestrzeni E takich, że ϕ−1i (U) jest otoczeniem zera w przestrzeni Ei wzglę-
dem topologii Ti dla i ∈ I . Stąd wynika, że ϕ−1i (U) jest zbiorem pochłaniającym
w przestrzeni Ei, więc U pochłania elementy przestrzeni ϕi(Ei) ⊂ E dla i ∈ I .
Ponieważ
E = lin
{⋃
i∈I
ϕi(Ei)
}
,
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zatem U jest zbiorem pochłaniającym w przestrzeni E. Stąd wynika, że zbiory
U ∈ U mają własność (LC3) (twierdzenie 6.2.5). Pokażemy teraz, że mają one rów-
nież własności (LC1) i (LC2). Rzeczywiście, niech U1, U2 ∈ U , wtedy U1∩U2 ∈ U ,
bo U1∩U2 jest zbiorem absolutnie wypukłym i ϕ−1i (U1∩U2) ⊃ ϕ−1i (U1)∩ϕ−1i (U2)
oraz λϕ−1i (U) = ϕ
−1
i (λU ). Stąd wynika, że rodzina U jest bazą pewnej topologii
lokalnie wypukłej T w przestrzeni E. Zauważmy, że topologia T jest najmocniej-
szą topologią lokalnie wypukłą przestrzeni E gwarantującą ciągłość odwzorowań
ϕi : Ei → E, i ∈ I . 
Następne twierdzenie daje nam praktyczną metodę wyznaczania bazy dla to-
pologii T .
Twierdzenie 9.2.7. Niech Vi, i ∈ I, będzie bazą zbioru otoczeń zera prze-
strzeni Ei złożoną ze zbiorów absolutnie wypukłych Vi. Przyjmijmy
V := a. c. h.
(⋃
i∈I
ϕi(Vi)
)
, Vi ∈ Vi. (9.2.2)
Zbiory (9.2.2) tworzą bazę zbioru otoczeń zera topologii T .
Dowód. Zauważmy, że zbiory (9.2.2) należą do rodziny U określonej w twierdzeniu
9.2.6, bo ϕ−1i (V ) ⊃ Vi, gdy Vi ∈ Vi. Łatwo można również zauważyć, że każde
otoczenie U ∈ U zawiera pewien zbiór postaci (9.2.2). 
Definicja 9.2.2. Przestrzeń liniową E wyposażoną w topologię T określoną
w twierdzeniu (9.2.6) nazywamy granicą induktywną przestrzeni Ei, i ∈ I , wzglę-
dem odwzorowań ϕi : Ei → E i zapisujemy
E = lim−→Ei.
Uwaga 9.2.1. W danej przestrzeni liniowej E nad ciałem C(R) możemy określić
topologię lokalnie wypukłą ξ, używając różnych rodzin {Eγ : γ ∈ Γ} podprzestrzeni
liniowych Eγ wyposażonych w topologie lokalnie wypukłe ξγ . Podamy teraz wa-
runki, które powinny spełniać rodziny {Eγ : γ ∈ Γ} i topologie ξγ , aby topologia
granicy induktywnej E = lim−→Eγ , γ ∈ Γ, dla tych rodzin była taka sama.
Niech E będzie przestrzenią liniową nad ciałem C(R) i niech Eγ , γ ∈ Γ, będą
podprzestrzeniami liniowymi przestrzeni E wyposażonymi w topologie ξγ i speł-
niającymi warunek
(i) E = lin
{ ⋃
γ∈Γ
Eγ
}
.
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Niech E = lim−→Eγ , γ ∈ Γ, względem topologii ξ. Weźmy teraz drugą rodzinę Eδ,
δ ∈ ∆, podprzestrzeni liniowych Eδ przestrzeni E wyposażonych w topologie ηδ
i spełniających również warunek (i). Przyjmijmy, że E = lim−→Eδ, δ ∈ ∆, względem
topologii η. Załóżmy, że wymienione rodziny spełniają następujący warunek:
(ii) dla każdego γ ∈ Γ istnieje δ ∈ ∆ takie, że Eγ ⊂ Eδ i topologia indukowana
ηδ|Eγ jest nie mocniejsza niż topologia ξγ .
Pokażemy teraz, że topologia η jest nie mocniejsza niż topologia ξ. Rzeczywiście,
z definicji topologii η wynika, że topologia indukowana η|Eδ jest nie mocniejsza
niż topologia ηδ, zatem topologia η|Eγ jest nie mocniejsza niż topologia ηδ|Eγ .
Na podstawie (ii) wnioskujemy, że topologia η|Eγ jest nie mocniejsza niż topo-
logia ξγ . Z drugiej strony topologia ξ jest najmocniejszą topologią przestrzeni E
dającą topologię indukowaną ξ|Eξ nie mocniejszą niż ξγ . Zatem topologia η jest
nie mocniejsza niż topologia ξ.
Rozważmy teraz szczególny przypadek sytuacji przedstawionej wcześniej. Niech
rodzina Eγ , γ ∈ Γ, podprzestrzeni liniowych Eγ przestrzeni E wyposażonych w to-
pologie ξγ spełnia warunek (i). Przyjmijmy, że E = lim−→Eγ , γ ∈ Γ, względem
topologii ξ. Niech ∆ ⊂ Γ i niech dla każdego γ ∈ Γ istnieje δ ∈ ∆ takie, że
Eγ ⊂ Eδ. Załóżmy teraz, że topologia indukowana ξδ|Eγ jest nie mocniejsza niż
topologia ξγ . Przyjmijmy, że E = lim−→Eδ, δ ∈ ∆, względem topologii η. Pokażemy,
że ξ = η. Z wcześniejszych rozważań wynika, że topologia η jest nie mocniejsza
niż topologia ξ. Z definicji topologii ξ wynika, że topologia indukowana ξ|Eδ jest
nie mocniejsza niż topologia ξδ. Z drugiej strony topologia η jest najmocniejszą
topologią lokalnie wypukłą dającą topologię indukowaną η|Eδ nie mocniejszą niż
topologia ξδ, więc ξ = η.
Twierdzenie 9.2.8. Niech E = lim−→Ei, i ∈ I, będzie granicą induktywną
przestrzeni lokalnie wypukłych Ei ze względu na odwzorowania ϕi : Ei → E.
Niech F będzie dowolną przestrzenią lokalnie wypukłą. Odwzorowanie liniowe
T : E → F jest ciągłe wtedy i tylko wtedy, gdy dla każdego i ∈ I jest ciągłe
odwzorowanie T ◦ ϕi : Ei → F .
Dowód. Twierdzenie 9.2.8 możemy zilustrować diagramem 2:
E
T
// F
Ei
ϕi
OO
T◦ϕi
>>~~~~~~~
T jest ciągłe ⇔ T ◦ ϕi jest ciągłe dla i ∈ I.
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Niech V będzie absolutnie wypukłym otoczeniem zera w przestrzeni F . Zauważ-
my, że
ϕ−1i
(
T−1(V )
)
= (T ◦ ϕi)−1(V ).
Załóżmy, że odwzorowanie T ◦ ϕi : Ei → F jest ciągłe, zatem ϕ−1i
(
T−1(V )
)
jest otoczeniem zera w przestrzeni Ei dla i ∈ Ei. Ponieważ T−1(V ) jest zbiorem
absolutnie wypukłym, a więc, zgodnie z definicją topologii T w przestrzeni E, jest
otoczeniem zera w przestrzeni E, zatem T : E → F jest odwzorowaniem ciągłym.
Załóżmy teraz, że odwzorowanie T : E → F jest odwzorowaniem ciągłym. Wobec
tego T−1(V ) jest otoczeniem zera w przestrzeni E. Stąd wynika, że ϕ−1i
(
T−1(V )
)
jest otoczeniem zera w przestrzeni Ei dla i ∈ I . Zatem odwzorowanie T ◦ϕi : Ei →
F jest ciągłe. 
Uwaga 9.2.2. Jeśli założymy, że Ei, i ∈ I , są podprzestrzeniami liniowymi prze-
strzeni E, E = lin{⋃
i∈I
Ei}, położymy F = E oraz ϕi := Ii, gdzie Ii : Ei → E
jest naturalnym zanurzeniem przestrzeni Ei w przestrzeń E oraz T = IE , to twier-
dzenie 9.2.8 daje nam pozytywne rozwiązanie problemu postawionego na początku
naszych rozważań.
Twierdzenie 9.2.9. Niech E = lim−→Ei, i ∈ I, będzie granicą induktyw-
ną przestrzeni lokalnie wypukłych Ei ze względu na odwzorowania ϕi : Ei →
E. Rozważmy rodzinę {Tω : ω ∈ Ω} odwzorowań liniowych Tω przestrzeni E
w przestrzeń lokalnie wypukłą F . Rodzina {Tω : ω ∈ Ω} jest jednakowo cią-
gła wtedy i tylko wtedy, gdy dla każdego i ∈ I jednakowo ciągła jest rodzina
{Tω ◦ ϕi : ω ∈ Ω}.
Dowód. Dowód przebiega podobnie do dowodu twierdzenia 9.2.8. 
Przykład 9.2.3. Niech E będzie przestrzenią lokalnie wypukłą względem topolo-
gii T i niech E0 będzie podprzestrzenią liniową przestrzeni E. Przestrzeń ilorazową
E/E0 wyposażamy w jej naturalną topologię TE/E0 (definicja 6.2.6). Wtedy prze-
strzeń ilorazowa E/E0 jest granicą induktywną jednoelementowej rodziny {E}
ze względu na odwzorowanie kanoniczne k : E → E/E0. Zatem E/E0 = lim−→E
(zob. rozdz. 6.2).
Przykład 9.2.4. Niech
⊕
i∈I
Ei będzie podprzestrzenią liniową przestrzeni Xi∈I Ei
(zob. przykład 9.2.2) złożoną ze wszystkich funkcji (xi) ∈ Xi∈I Ei o nośnikach
skończonych (to jest xj 6= 0 jedynie dla j ∈ J , gdzie J jest skończonym podzbiorem
zbioru I). Niech
ψi : Ei → X
i∈I
Ei, ψi(xi) = (xj) dla xi ∈ Ei, gdzie (xj) =
{
xi dla j = i,
0 dla j 6= i.
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Zauważmy, że
⊕
i∈I
Ei = lin
{⋃
i∈I
ψi(Ei)
}
i ψi(Ei) ∩
(⋃
j 6=i
ψj(Ej)
)
= {0}.
Stąd wynika, że każdy element przestrzeni
⊕
i∈I
Ei można jednoznacznie przedstawić
w postaci
∑
j∈J
ψj(xj), gdzie xj ∈ Ej i J jest skończonym podzbiorem I . W prze-
strzeni
⊕
i∈I
Ei wprowadzamy najmocniejszą topologię T , względem której ciągłe są
odwzorowania ψi, i ∈ I . Zatem przestrzeń liniowa ⊕
i∈I
Ei = lim−→Ei, i ∈ I , jest gra-
nicą induktywną przestrzeni lokalnie wypukłych Ei ze względu na odwzorowania
ψi. Przestrzeń
⊕
i∈I
Ei będziemy nazywać sumą prostą przestrzeni Ei.
Niech E = lim−→Ei, i ∈ I , będzie granicą induktywną przestrzeni Ei ze względu
na odwzorowania ϕi : Ei → E. Udowodnimy teraz interesujące twierdzenie, które
mówi, że każda granica induktywna przestrzeni lokalnie wypukłych powstaje jako
wynik złożenia konstrukcji przedstawionych w przykładach 9.2.4 i 9.2.3. W tym
celu będziemy analizować diagram 3:
⊕
i∈I
Ei
k
//
Ti
))SSS
SSSS
SSSS
SSSS
SSSS
SSSS
SSSS
SSS
⊕
i∈I
Ei/ kerT
T̂

Ei
ϕi
//
ψi
OO
T
55kkkkkkkkkkkkkkkkkkkkkkkkkkkk
E
T̂−1
OO
Niech
T ( (xi) ) :=
∑
j∈J
ϕj(xj), gdy (xi) =
∑
j∈J
ψj(xj), xj ∈ Ej .
Zauważmy, że T jest odwzorowaniem liniowym. Przyjmijmy Ti := k ◦ ψi. Z wcze-
śniejszych ustaleń wiemy, że:
(10) E = lim−→Ei, i ∈ I , ze względu na odwzorowania ϕi,
(20)
⊕
i∈I
Ei = lim−→Ei, i ∈ I , ze względu na odwzorowania ψi,
(30)
⊕
i∈I
Ei/ kerT = lim−→
⊕
i∈I
Ei, ze względu na odwzorowanie kanoniczne k.
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Twierdzenie 9.2.10. Odwzorowanie T̂ :
⊕
i∈I
Ei/ kerT → E jest izomorfizmem
algebraicznym i topologicznym.
Dowód. Ponieważ
T
(⊕
i∈I
Ei
)
= E,
T̂ jest izomorfizmem algebraicznym (zob. uwaga 1.6.2). Skoro ϕi = T ◦ ψi, i ∈ I ,
wobec tego na podstawie (20) i twierdzenia 9.2.8 wnioskujemy, że T jest odwzoro-
waniem ciągłym. Oczywiście, Ti są również odwzorowaniami ciągłymi. Zauważmy,
że Ti = T̂−1 ◦ ϕi. Stąd, na podstawie (10) i twierdzenia 9.2.8, wnioskujemy, że
odwzorowanie liniowe T̂−1 jest ciągłe. Skoro T = T̂ ◦k, to z (30) i twierdzenia 9.2.8
wynika, że T̂ jest odwzorowaniem ciągłym. Tym stwierdzeniem kończymy dowód
naszego twierdzenia. 
Twierdzenie 9.2.11. Jeśli przestrzeń lokalnie wypukła E wyposażona w topo-
logię T jest granicą induktywną przestrzeni lokalnie wypukłych beczkowych Ei
ze względu na odwzorowania ϕi, i ∈ I, to E jest przestrzenią beczkową.
Dowód. Niech V będzie absolutnie wypukłym i domkniętym podzbiorem prze-
strzeni E, wtedy ϕ−1i (V ) jest zbiorem absolutnie wypukłym i domkniętym w prze-
strzeni Ei. Wobec tego ϕ−1i (V ) jest otoczeniem zera w przestrzeni Ei. Zgodnie
z definicją topologii T , zbiór V jest otoczeniem zera w przestrzeni E. Wobec tego
E jest przestrzenią beczkową. 
Twierdzenie 9.2.12. Jeśli przestrzeń lokalnie wypukła E wyposażona w to-
pologię T jest granicą induktywną przestrzeni lokalnie wypukłych bornologicz-
nych Ei ze względu na odwzorowania ϕi, i ∈ I, to E jest również przestrzenią
bornologiczną.
Dowód. Niech F będzie dowolną przestrzenią lokalnie wypukłą, a T : E → F –
odwzorowaniem liniowym ograniczonym, wtedy odwzorowanie T ◦ϕi : Ei → F , i ∈
I , jest również odwzorowaniem ograniczonym. Stąd, na podstawie twierdzenia 8.3.3,
wnioskujemy, że odwzorowanie T ◦ ϕi jest ciągłe. Zgodnie z twierdzeniem 9.2.8,
odwzorowanie T też jest ciągłe. Wobec tego E jest przestrzenią bornologiczną. 
Teraz będziemy zajmować się relacjami między przestrzeniami lokalnie wypu-
kłymi bornologicznymi a przestrzeniami lokalnie wypukłymi beczkowymi.
Niech E będzie lokalnie wypukłą przestrzenią Hausdorffa względem topolo-
gii T0. Zauważmy, że gdy A jest zbiorem ograniczonym w E, to a. c. h. A ⊃ A jest
również zbiorem ograniczonym. Niech A będzie rodziną wszystkich zbiorów A ⊂ E
absolutnie wypukłych, domkniętych i ograniczonych. Przyjmijmy, że B0 jest bazą
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dla rodziny U0 zbioru otoczeń zera U , złożoną ze zbiorów absolutnie wypukłych
i domkniętych. Niech EA := linA, wtedy
E = lin
( ⋃
A∈A
EA
)
i A ⊂ λU (EA ∩ U) dla pewnego λU > 0 i U ∈ B0 (zob. rozdz. 6.4). Dla funk-
cjonałów Minkowskiego mamy pA(x) ­ (λU )−1pEA∩U (x) dla x ∈ EA i U ∈ B0.
Stąd wynika, że pA jest normą na podprzestrzeni EA (zob. rozdz. 6.3). Niech ω
będzie topologią lokalnie wypukłą Hausdorffa dla przestrzeni E, zachowującą klasę
zbiorów ograniczonych względem topologii T0. Symbolem Bω0 będziemy oznaczać
bazę rodziny Uω0 zbioru otoczeń zera dla topologii ω, złożoną ze zbiorów absolut-
nie wypukłych i domkniętych. Zauważmy, że A ⊂ λU (EA ∩ U) dla pewnego
λU > 0,  > 0, A ∈ A i U ∈ Bω0 . Zatem topologia podprzestrzeni EA wy-
znaczona przez normę pA nie jest słabsza niż topologia indukowana ω|EA oraz
odwzorowania IEA : EA → E, IA(x) = x, są ciągłe, gdy E jest wyposażona w to-
pologię ω. Jednakże topologia bornologiczna η(E,E′) jest najsilniejszą topologią
lokalnie wypukłą Hausdorffa przestrzeni E zachowującą klasę zbiorów ograniczo-
nych w topologii T0, a więc najsilniejszą topologią lokalnie wypukłą zachowującą
ciągłość odwzorowań IEA dla A ∈ A. To oznacza, że E = lim−→EA dla A ∈ A,
gdy E jest wyposażona w topologię η(E,E′) i podprzestrzenie EA są wyposażone
w topologie wyznaczone przez normy pA.
Dla przestrzeni bornologicznych mamy T0 = ξ(E,E′) = η(E,E′) (zob. rozdz.
8.3). Zatem prawdziwe jest następujące
Twierdzenie 9.2.13. Jeśli E jest bornologiczną lokalnie wypukłą przestrzenią
Hausdorffa, to E = lim−→EA, A ∈ A, gdy podprzestrzenie EA są wyposażone
w topologie wyznaczone przez normy pA.
Twierdzenie 9.2.14. Jeśli E jest bornologiczną lokalnie wypukłą przestrzenią
Hausdorffa i ciągowo zupełną, to E = lim−→EA, A ∈ A. Podprzestrzenie EA
są zupełne ze względu na normy pA.
Dowód. Niech {xn} będzie ciągiem Cauchy’ego w EA. Oczywiście, {xn} jest
ciągiem Cauchy’ego w przestrzeni E. Zbiór A jest zbiorem domkniętym w E.
Jednakże xn− xm ∈ A, gdy n,m > n0(). Przechodząc do granicy w przestrzeni
E, otrzymujemy lim
m→∞(xn − xm) = xn − x ∈ A dla n > n0(), więc x ∈
xn + A ⊂ EA. Zatem podprzestrzeń EA jest przestrzenią zupełną ze względu na
normę pA. 
Jako wniosek z twierdzeń 8.4.5, 9.2.11 i 9.2.13 otrzymujemy następujące natu-
ralne uogólnienie twierdzenia 8.4.5.
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Twierdzenie 9.2.15. Bornologiczna lokalnie wypukła przestrzeń Hausdorffa
ciągowo zupełna jest przestrzenią beczkową.
Przedstawione pojęcie granicy induktywnej przestrzeni lokalnie wypukłych jest
zbyt ogólne i nie daje skutecznych narzędzi dla zastosowań. Z tego powodu na
przestrzenie lokalnie wypukłe tworzące granicę induktywną będziemy nakładać do-
datkowe warunki. Wygodne narzędzie do dalszych badań przedstawia następujący
lemat.
Lemat 9.2.1. Niech F będzie przestrzenią lokalnie wypukłą względem topo-
logii T i niech E będzie podprzestrzenią liniową przestrzeni F wyposażoną
w topologię indukowaną T |E. Wtedy dla każdego absolutnie wypukłego oto-
czenia zera V w przestrzeni E istnieje absolutnie wypukłe otoczenie zera U
w przestrzeni F takie, że U ∩ E = V . Jeśli E jest domkniętą podprzestrzenią
liniową przestrzeni F , to dla x /∈ E można wybrać otoczenie U tak, że x /∈ U .
Dowód. Niech V będzie absolutnie wypukłym otoczeniem zera w przestrzeni E.
Wtedy istnieje absolutnie wypukłe otoczenie zera W w przestrzeni F takie, że
W ∩ E ⊂ V . Przyjmijmy U := a. c. h.(W ∪ V ). Zauważmy, że U jest otoczeniem
zera w przestrzeni F . Wiemy, że
a. c. h.
(
V ∪ (W ∩ E)) = a. c. h.(V ∪W ) ∩ E
(zob. zad. 7.5.16). Ponieważ V jest zbiorem absolutnie wypukłym, U∩E ⊂ V . Stąd
wnioskujemy, że U ∩E = V . Jeśli E jest domkniętą podprzestrzenią przestrzeni F ,
to x+E jest zbiorem domkniętym w F i 0 /∈ x+E. Zatem można wybrać otoczenie
zera W tak, aby W ∩ (x + E) = ∅. Pokażemy teraz, że x /∈ U . Gdyby x ∈ U ,
wtedy x = x1 + x2, x1 ∈W i x2 ∈ V . W przestrzeni ilorazowej F/E mamy [x] =
[x1] + [x2] = [x1]. Stąd wynika, że x1 ∈ x + E. Ten fakt jest sprzeczny z naszym
hipotetycznym założeniem. Tym stwierdzeniem kończymy dowód lematu. 
Niech E będzie przestrzenią liniową nad ciałem K ( = C,R) i niech {En : n ∈
N} będzie rodziną podprzestrzeni liniowych En przestrzeni E spełniających wa-
runki:
(i) En ⊂ En+1, En 6= En+1 dla n ∈ N,
(ii) E =
∞⋃
n=1
En,
(iii) każda przestrzeń En jest wyposażona w topologię lokalnie wypukłą Tn oraz
Tn+1|En = Tn dla n ∈ N.
Definicja 9.2.3. Jeśli podprzestrzenieEn przestrzeniE spełniają warunki (i), (ii)
oraz (iii), to granicę induktywną E = lim−→En nazywamy ścisłą granicą induktywną
podprzestrzeni En ze względu na naturalne zanurzenia In, n ∈ N.
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Twierdzenie 9.2.16. Jeśli przestrzeń liniowa E wyposażona w topologię T
jest ścisłą granicą induktywną przestrzeni En, n ∈ N, względem topologii
Tn, to:
(10) T |En = Tn,
(20) przestrzeń E jest przestrzenią Hausdorffa wtedy i tylko wtedy, gdy każda
przestrzeń En jest przestrzenią Hausdorffa.
Dowód. Pokażemy najpierw, że T |En = Tn. Niech Vn będzie bazą zbioru oto-
czeń zera topologii Tn złożoną ze zbiorów absolutnie wypukłych i niech Vn ∈ Vn.
Ponieważ Tn+1|En = Tn, na podstawie lematu 9.2.1 istnieje absolutnie wypukłe
otoczenie zera Vn+1 w En+1 takie, że Vn+1 ∩ En = Vn. Stosując wielokrotnie ten
lemat, skonstruujemy absolutnie wypukłe otoczenia zera Vn+1, . . . , Vn+p tak, że
Vn+1 ∩ En = Vn dla p ­ 1. Niech
V :=
⋃
p­1
Vn+p,
wtedy V jest absolutnie wypukłym otoczeniem zera w E (twierdzenie 9.2.7). Poka-
żemy, że V ∩En = Vn. Niech x ∈ V ∩En, wtedy x ∈ Vn+k ∩En dla pewnego k,
więc x ∈ Vn. Stąd wynika, że T |En = Tn.
Udowodnimy teraz, że prawdziwa jest równoważność (20). Niech x ∈ E i x 6= 0,
wtedy x ∈ En dla pewnego n. Ponieważ En jest przestrzenią Hausdorffa, dla
pewnego Vn ∈ Vn, x /∈ Vn. Na mocy (10), na podstawie lematu 9.2.1, istnieje
absolutnie wypukłe otoczenie zera V takie, że V ∩ En = Vn, więc x /∈ V , zatem
E jest przestrzenią Hausdorffa. Konieczność warunku (20) jest również łatwa do
sprawdzenia. 
W zastosowaniach szczególnie istotną rolę odgrywa ścisła granica induktyw-
na E = lim−→En, n ∈ N, przestrzeni lokalnie wypukłych En, gdy spełniają one
dodatkowy warunek:
(iv) En jest domkniętą podprzestrzenią przestrzeni En+1 dla każdego n ∈ N.
Twierdzenie 9.2.17. Niech E będzie ścisłą granicą induktywną przestrzeni
lokalnie wypukłych En spełniających warunek (iv), wtedy En jest domkniętą
podprzestrzenią przestrzeni E.
Podzbiór B ⊂ E jest zbiorem ograniczonym wtedy i tylko wtedy, gdy B ⊂
En dla pewnego n i jest on zbiorem ograniczonym w przestrzeni En.
Dowód. Ponieważ En jest domkniętą podprzestrzenią przestrzeni En+1, na pod-
stawie lematu 9.2.1 można wywnioskować, że En jest domkniętą podprzestrzenią
w każdej przestrzeni En+p dla p ­ 1. Niech x ∈ E i x /∈ En, wtedy istnieje p ­ 1
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takie, że x ∈ En+p. Wobec tego istnieje absolutnie wypukłe otoczenie zera Vn+p
w przestrzeni En+p takie, że (x+Vn+p)∩En = ∅. Ponieważ T |En+p = Tn+p, istnie-
je absolutnie wypukłe otoczenie zera V w przestrzeni E takie, że V ∩En+p = Vn+p.
Stąd x + (V ∩ En+p) = x + Vn+p, a więc
(x + (V ∩ En+p)) ∩ En = (x + Vn+p) ∩ En.
Zatem (x + V ) ∩ En = (x + Vn+p) ∩ En = ∅. Wobec tego podprzestrzeń En jest
domkniętą podprzestrzenią przestrzeni E.
Przechodzimy do dowodu drugiej części naszego twierdzenia. Niech B będzie
zbiorem ograniczonym w przestrzeni E. Przypuśćmy, że B nie jest zawarte w En
dla każdego n ∈ N, wtedy dla pewnego podciągu {nk} ciągu {n} istnieją ele-
menty xnk ∈ B takie, że xnk /∈ Enk i xnk ∈ Enk+1 . Skoro En jest domkniętą
podprzestrzenią przestrzeni En+1 dla n ∈ N, to Enk jest również domkniętą pod-
przestrzenią przestrzeni Enk+1 dla k ∈ N. Zauważmy, że E = lim−→Enk (zob. uwaga
9.2.1). Na podstawie lematu 9.2.1 wnioskujemy, że istnieją absolutnie wypukłe oto-
czenia Unk w przestrzeniach Enk takie, że k
−1xnk /∈ Unk+1 i Unk+1 ∩Enk = Unk .
Zbiór
U =
⋃
k∈N
Unk
jest absolutnie wypukłym otoczeniem zera w przestrzeniE (twierdzenie 9.1.13) oraz
U ∩ Enk+1 = Unk+1 . Stąd wynika, że k−1xnk /∈ U , wobec tego U nie pochłania
zbioru B. Zatem jeśli B jest zbiorem ograniczonym w przestrzeni E, to B ⊂ En
dla pewnego n ∈ N. Gdyby zbiór B nie był ograniczony w przestrzeni En, wtedy
pewne absolutnie wypukłe otoczenie zera Un w przestrzeni En nie pochłaniałoby
zbioru B. Zgodnie z poprzednimi rozważaniami, można skonstruować absolutnie
wypukłe otoczenie zera U w przestrzeni E takie, że U ∩ En = Un. Łatwo moż-
na zauważyć, że otoczenie U również nie pochłania zbioru B. Załóżmy teraz, że
B ⊂ En dla pewnego n ∈ N, i że zbiór B jest ograniczony w przestrzeni En. Czy-
telnikowi pozostawiamy do sprawdzenia, że każde otoczenie zera U w przestrzeni E
pochłania zbiór B. 
Twierdzenie 9.2.18. Niech E = lim−→En, n ∈ N, będzie ścisłą granicą induk-
tywną przestrzeni lokalnie wypukłych En spełniających warunek (iv) względem
topologii T , wtedy topologia T jest niemetryzowalna.
Dowód. Niech zbiór {Un : n ∈ N}, Un ⊃ Un+1 dla n ∈ N, będzie rodziną
absolutnie wypukłych otoczeń zera w przestrzeni E, wtedy można skonstruować
ciąg {xn}, xn ∈ Un, taki, że xn /∈ En, xn ∈ En+1. Zauważmy, że zbiór {xn : n ∈
N} jest pochłaniany przez każde otoczenie Un, ale zbiór {xn : n ∈ N} nie jest
zawarty w przestrzeni En dla żadnego n ∈ N, zgodnie z twierdzeniem 9.2.17,
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zbiór {xn : n ∈ N} jest nieograniczony w przestrzeni E. Zatem żadna przeliczalna
rodzina {Un : n ∈ N} absolutnie wypukłych otoczeń zera topologii T nie może być
bazą tej topologii. Wobec tego T nie może być topologią metryzowalną. 
Nasze rozważania zakończymy przedstawieniem bardzo ważnego twierdzenia
dla zastosowań.
Twierdzenie 9.2.19. Niech przestrzeń liniowa E = lim−→En, n ∈ N, wypo-
sażona w topologię T będzie ścisłą granicą induktywną zupełnych przestrzeni
lokalnie wypukłych Hausdorffa En. Wtedy E jest zupełną przestrzenią lokalnie
wypukłą Hausdorffa.
Dowód. Na podstawie twierdzenia 6.5.7 wnioskujemy, że przestrzenie κ(En) speł-
niają warunek (iv). Przypuśćmy, że uzupełnienie Ê przestrzeniE jest różne od κ(E)
(zob. definicja 9.1.1 i twierdzenie 9.1.6). Niech z ∈ Ê i z /∈ κ(E), wtedy z /∈ κ(En)
dla każdego n ∈ N. Na podstawie twierdzenia 9.2.17 wnioskujemy, że κ(En) jest
domkniętą podprzestrzenią przestrzeni κ(E). Zatem w przestrzeni κ(E)można wy-
brać absolutnie wypukłe otoczenie zeraWn tak, że (z+Wn)∩κ(En) = ∅. Zauważ-
my, iż nie tracąc ogólności, możemy założyć, że Wn+1 ⊂ Wn dla n ∈ N. Na pod-
stawie twierdzenia 9.2.16 mamy T |κ(En) = Tκ(En). Zatem zbiór Wn ∩ κ(En) jest
otoczeniem zera w przestrzeni κ(En). Stąd wynika, że zbiór
V :=
∞⋃
n=1
1
2
Wn ∩ κ(En)
jest otoczeniem zera w przestrzeni κ(E) (twierdzenie 9.2.7).
Można pokazać, że domknięcie V zbioru V w przestrzeni κ̂(En) jest otoczeniem
zera w tej przestrzeni. Ponieważ κ(E) jest zbiorem gęstym w przestrzeni Ê, to
(z + V ) ∩ κ(En) 6= ∅ dla pewnego n ∈ N.
Pokażemy teraz, że dla każdego n ∈ N zachodzi inkluzja V ⊂ Wn + κ(En).
Oczywiście, V ⊂ V + 12Wn. Dla x ∈ V mamy reprezentację
x =
∑
1¬i¬k
λiκ(xi), xi ∈ Ei,
gdzie κ(xi) ∈ 12Wi ∩ κ(Ei) oraz
∑
1¬i¬k
|λi| ¬ 1. Zauważmy, że
∑
1¬i¬n
λiκ(xi) ⊂
∑
1¬i¬n
λiκ(Ei) ⊂ κ(En).
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Element x możemy również przedstawić w postaci
x =
∑
1¬i¬n
λiκ(xi) +
∑
n<i¬k
λiκ(xi).
Skoro Wn+1 ⊂Wn, to
x ∈ κ(En) +
∑
1¬i¬k
λiκ(xi) ⊂ κ(En) + 12Wn.
Stąd otrzymujemy V ⊂ κ(En) + 12Wn. Zatem
V ⊂ κ(En) + 12Wn +
1
2
Wn = κ(En) +Wn.
Ponieważ (z+V )∩κ(En) 6= ∅ dla pewnego n ∈ N, (z+Wn)∩κ(En) 6= ∅. W ten
sposób otrzymujemy sprzeczność z definicją otoczenia Wn. Zatem Ê = κ(E), więc
E jest przestrzenią zupełną. Zgodnie z twierdzeniem 9.2.16, E jest przestrzenią
Hausdorffa. 
Twierdzenie 9.2.20. Jeśli przestrzeń liniowa E = lim−→En, n ∈ N, jest ścisłą
granicą induktywną przestrzeni Montela En spełniających warunek (iv), to E
jest również przestrzenią Montela.
Dowód. Twierdzenie jest bezpośrednim wnioskiem z twierdzeń 9.2.11 i 9.2.16. 
Twierdzenie 9.2.21. Jeśli przestrzeń liniowa E = lim−→En, n ∈ N, jest ści-
słą granicą induktywną zupełnych przestrzeni Montela En, to E jest również
zupełną przestrzenią Montela.
Dowód. Zupełność wynika bezpośrednio z twierdzeń 9.2.11, 9.2.16 i 9.2.19. 
9.3. Zadania
9.3.1. Niech E będzie przestrzenią unormowaną. Pokazać, że jeśli podzbiór A
przestrzeni E jest zbiorem zwartym, to z każdego ciągu {xn}, xn ∈ A, można
wybrać podciąg {xnk} zbieżny do pewnego elementu x ∈ A.
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9.3.2. Pokazać, że przestrzeń unormowana E jest przestrzenią refleksywną wtedy
i tylko wtedy, gdy kula B1(0) = {x : ‖x‖ ¬ 1} jest zbiorem zwartym w topologii
σ(E,E′).
9.3.3. Niech E będzie przestrzenią Banacha. Udowodnić, że E jest przestrzenią
refleksywną wtedy i tylko wtedy, gdy kula BE1 (0) jest ciągowo warunkowo zwarta
w topologii σ(E,E′).
9.3.4. Niech En będzie przestrzenią liniową złożoną z wielomianów rzeczywistych
stopnia nie większego niż n. Dla elementów f ∈ En określamy normę
‖f‖ = max
0¬t¬1
|f(t)|.
Niech E =
∞⋃
n=0
En i niech E = lim−→En, n ∈ N, względem topologii ξ. Pokazać,
że E względem topologii ξ jest zupełną przestrzenią lokalnie wypukłą Hausdorffa
pierwszej kategorii Baire’a. Przyjmijmy Tf(t) = ddtf(t). Pokazać, że T jest lokalnie
algebraicznym liniowym operatorem ciągłym w przestrzeni E względem topologii ξ,
ale nie jest operatorem algebraicznym.
9.3.5. Podać przykład, że założenie o domkniętości podprzestrzeni E w przestrze-
ni F jest istotne dla drugiej części lematu 9.2.1.
9.3.6. Udowodnić, że lokalnie wypukła przestrzeń Hausdorffa drugiej kategorii
Baire’a jest przestrzenią beczkową. Czy twierdzenie odwrotne jest prawdziwe?
R o z d z i a ł 10
Dystrybucje
10.1. Przestrzeń D(Ω)
Niech Ω ⊂ Rn będzie zbiorem otwartym i niech ϕ będzie funkcją rzeczywistą
(zespoloną).
Definicja 10.1.1. Mówimy, że funkcja ϕ ∈D(Ω), gdy ϕ∈C(∞)(Ω) i suppϕ⊂Ω.
Przykład 10.1.1. Przyjmijmy
ϕ(t) =
{
exp(|t|2 − 1)−1 dla |t| < 1,
0 dla |t| ­ 1, |t| = (t
2
1 + . . . + t
2
n)
1
2 .
Łatwo można sprawdzić, że ϕ ∈ D(Rn).
Zbiór D(Ω) jest rzeczywistą (zespoloną) przestrzenią liniową ze względu na
naturalne działania.
Niech K będzie niepustym zbiorem zwartym takim, że dla pewnego zbioru
otwartego Ω′ ⊂ Ω, K = Ω′.
Definicja 10.1.2. Mówimy, że funkcja ϕ ∈D(K), gdy ϕ∈C(∞)(Ω) i suppϕ⊂K.
Oczywiście, D(K) jest podprzestrzenią liniową przestrzeni D(Ω). Dla funkcji
ϕ ∈D(K) określamy normy ‖ · ‖m,K , m ∈ N0, przyjmując
‖ϕ‖m,K = max|α|¬m supt∈K
∣∣∣∣∣∂|α|∂tα ϕ(t)
∣∣∣∣∣ ,
gdzie α = (α1, α2, . . . , αn), α ∈ Nn0 , |α| = |α1| + |α2| + . . . + |αn|.
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Twierdzenie 10.1.1. Przestrzeń liniowa D(K) jest równocześnie przestrze-
nią Frecheta i przestrzenią Montela ze względu na topologię wyznaczoną przez
normy ‖ · ‖m,K , m ∈ N0.
Dowód pozostawiamy czytelnikowi (zob. przykład 8.6.2).
Przyjmijmy
Ωk =
{
t : t ∈ Ω, |t| < k i dist(x,Ωc) < 1
k
}
, (10.1.1)
gdzie Ωc = Rn\Ω. Zbiory Ωk, k ∈ N, są otwarte i Ω = ⋃
k∈N
Ωk. W przestrzeniD(Ωk)
określamy topologię za pomocą norm ‖ · ‖m,Ωk , m ∈ N0. Zgodnie z twierdzeniem
10.1.1, D(Ωk) jest zupełną przestrzenią Montela. Przestrzeń D(Ω) wyposażamy
w topologię ηD(Ω) granicy induktywnej przestrzeni D(Ωk), k ∈ N. Przestrzenie
D(Ωk) spełniają warunki (i), (ii), (iii) oraz (iv) z rozdz. 9.2. Symbol G ⊂⊂ Ω
będzie oznaczał, że G jest zbiorem otwartym, G – zbiorem zwartym i G ⊂ Ω.
Niech K = {G : G ⊂⊂ Ω}. Zauważmy, że Ωk ∈ K dla k ∈ N; ponadto, dla
każdego G ∈ K mamy D(G) ⊂ D(Ωk) dla pewnego k ∈ N. Dla przestrzeni D(G)
określamy topologię za pomocą norm ‖ · ‖m,G, m ∈ N0. Łatwo można zauważyć,
że przestrzenie D(G), G ∈ K, spełniają warunki (ii), (iii) oraz (iv) z rozdz. 9.2.
Przestrzeń D(Ω) wyposażamy w topologię ξD(Ω) granicy induktywnej przestrzeni
D(G), G ∈ K. Zgodnie z uwagą 9.2.1, mamy ξD(Ω) = ηD(Ω). Przestrzeń D(Ω) jest
ścisłą granicą induktywną przestrzeni D(Ωk), k ∈ N, spełniających warunek (iv).
Twierdzenie 10.1.2. Przestrzeń D(Ω) względem topologii ξD(Ω) jest:
a) przestrzenią lokalnie wypukłą Hausdorffa,
b) przestrzenią niemetryzowalną,
c) przestrzenią zupełną,
d) przestrzenią beczkową,
e) przestrzenią bornologiczną,
f) przestrzenią Montela,
g) przestrzenią refleksywną.
Dowód. Poszczególne tezy naszego twierdzenia są konsekwencjami:
a) twierdzeń 10.1.1 i 9.2.16,
b) twierdzeń 10.1.1 i 9.2.18,
c) twierdzeń 10.1.1 i 9.2.19,
d) twierdzeń 10.1.1, 8.4.5 i 9.2.11,
e) twierdzeń 10.1.1, 8.3.5 i 9.2.12,
f) twierdzeń 10.1.1 i 9.2.21,
g) twierdzenia 8.6.6 i (f). 
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Twierdzenie 10.1.3. Podzbiór A przestrzeni D(Ω) jest zbiorem ograniczo-
nym wtedy i tylko wtedy, gdy istnieje zbiór K ∈ K taki, że A ⊂ D(K) i istnieje
ciąg {γn : γn > 0, n ∈ N} taki, że ‖ϕ‖n,K ¬ γn dla ϕ ∈ A.
Dowód. Teza twierdzenia jest konsekwencją twierdzeń 10.1.1 i 9.2.17. 
Twierdzenie 10.1.4. Ciąg {ϕν}, ϕν ∈ D(Ω), jest zbieżny do ϕ ∈ D(Ω)
względem topologii ξD(Ω) wtedy i tylko wtedy, gdy istnieje zbiór K ∈ K taki, że
suppϕν ⊂ K, ∂αϕν → ∂αϕ jednostajnie dla α ∈ Nn0 . (10.1.2)
Dowód. Teza twierdzenia wynika z twierdzenia 10.1.3 i definicji 10.1.2. 
10.2. Przestrzeń D′(Ω)
Definicja 10.2.1. Symbolem D′(Ω) będziemy oznaczać przestrzeń liniową złożo-
ną ze wszystkich ciągłych funkcjonałów liniowych na przestrzeni D(Ω) względem
topologii ξD(Ω). Elementy Λ ∈ D′(Ω) będziemy nazywać dystrybucjami.
Twierdzenie 10.2.1. Niech Λ będzie funkcjonałem liniowym na D(Ω). Wte-
dy:
a) Λ ∈ D′(Ω) wtedy i tylko wtedy, gdy dla każdego zbioru K ∈ K istnieje
m ∈ N0 i C > 0 takie, że
|Λϕ| ¬ C‖ϕ‖m,K dla ϕ ∈ D(K);
b) Λ ∈ D′(Ω) wtedy i tylko wtedy, gdy dla każdego zbioru K ∈ K i każdego
ciągu {γn : γn > 0, n ∈ N0} istnieje γ > 0 takie, że |Λϕ| ¬ γ dla ϕ ∈ D(K)
spełniających warunek ‖ϕ‖n,K ¬ γn, n ∈ N0;
c) Λ ∈ D′(Ω) wtedy i tylko wtedy, gdy dla każdego ciągu {ϕn}, ϕn ∈ D(Ω),
spełniającego warunki (10.1.2) zachodzi lim
n→∞Λϕn = Λϕ.
Dowód. Poszczególne tezy naszego twierdzenia są konsekwencjami:
a) definicji topologii ξD(Ω), twierdzenia 9.2.8 i uwagi 9.2.1;
b) twierdzeń 10.1.2(e), 10.1.3 i 8.3.3;
c) twierdzeń 10.1.2(e) i 8.3.6. 
Topologie β(D′(Ω),D(Ω)) i σ(D′(Ω),D(Ω)) są naturalnymi topologiami prze-
strzeni D′(Ω).
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Twierdzenie 10.2.2. Przestrzeń D′(Ω) jest przestrzenią zupełną względem
topologii β(D′(Ω),D(Ω)).
Dowód. Teza twierdzenia jest konsekwencją twierdzeń 10.1.2 i 9.1.3. 
W dalszych rozważaniach istotniejszą rolę będzie odgrywało następujące
Twierdzenie 10.2.3. Przestrzeń D′(Ω) jest ciągowo zupełna względem topo-
logii σ(D′(Ω),D(Ω)).
Dowód. Teza twierdzenia jest konsekwencją twierdzeń 10.1.2(d) i 8.6.3. 
Na uwagę zasługuje również fakt będący konsekwencją twierdzeń 10.1.2(f) oraz
8.6.5 i który jest treścią następującego twierdzenia.
Twierdzenie 10.2.4. Ciąg Λn, Λn ∈ D′(Ω), jest zbieżny do dystrybucji Λ ∈
D′(Ω) w topologii β(D′(Ω),D(Ω)) wtedy i tylko wtedy, gdy jest zbieżny w topo-
logii σ(D′(Ω),D(Ω)).
Teraz podamy kilka przykładów dystrybucji.
Przykład 10.2.1. Niech f ∈ L1loc(Ω). Weźmy
Λf ϕ :=
∫
Ω
fϕ dla ϕ ∈ D(Ω).
Oczywiście, |Λf ϕ| ¬ ‖f‖L1(K) ‖ϕ‖0,K , jeśli suppϕ ⊂ K. Zgodnie z twierdzeniem
10.2.1(a), Λf ∈ D′(Ω). W ten sposób określoną dystrybucję Λf będziemy nazywać
dystrybucją regularną określoną przez funkcję f .
Uwaga 10.2.1. Funkcja f ∈ L1loc(Ω) jest faktycznie klasą funkcji prawie wszędzie
równych w sensie Lebesgue’a (zob. rozdz. 1.3). Niech f(t) = f1(t) prawie wszędzie
na Ω. Oczywiście, Λf (ϕ) = Λf1(ϕ) dla ϕ ∈ D(Ω). Odwzorowanie L1loc(Ω) 3 f →
Λf ∈ D′(Ω) jest iniekcją (zob. [19], rozdz. 1.4).
Przykład 10.2.2. Niech δ (ϕ) := ϕ(0) dla ϕ ∈ D(Rn). Czytelnikowi pozosta-
wiamy do sprawdzenia, że δ ∈ D′(Rn). Pokażemy teraz, że δ nie jest dystrybucją
regularną. Rzeczywiście, dla funkcji ϕ określonej przez równość (10.1.1) przyjmij-
my ϕν(t) := ϕ(νt). Oczywiście, ϕν(0) = e−1. Ponadto lim
ν→∞ϕν(x) = 0 dla x 6= 0.
Przypuśćmy, że
δ(ϕ) =
∫
Rn
fϕ
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dla pewnej funkcji f ∈ L1loc(Rn). Zauważmy, że limν→∞
∫
Rn
fϕν = 0. W ten sposób
otrzymujemy sprzeczność z definicją funkcjonału δ. Dystrybucję δ nazywamy miarą
Diraca.
Przykład 10.2.3. Niech ϕ ∈ D(R) i niech suppϕ ⊂ [−a, a]. Przyjmijmy
Λϕ =
1
(·) := lim→0
∫
|t|>
ϕ(t)
t
dt.
Niech
ψ(t) =
 ϕ(t)− ϕ(0)t dla t 6= 0,ϕ′(0) dla t = 0.
Oczywiście, ψ ∈ C(R) i ϕ(t) = ϕ(0) + tψ(t) dla t ∈ R. Jednakże ψ(t) = ϕ′(θt · t),
0 < θt < 1, dla t 6= 0. Stąd otrzymujemy
|ψ(t)| ¬ max
t∈[−a,a]
|ϕ′(t)| ¬ ‖ϕ‖1,[−a,a]
dla t ∈ R. Zauważmy, że∫
|t|>
ϕ(t)
t
dt =
∫
<|t|<a
ϕ(t)
t
dt =
∫
<|t|<a
ψ(t)dt.
Zatem
|Λϕ| ¬ 2a‖ϕ‖1,[−a,a],
gdy suppϕ ⊂ [−a, a]. Wobec tego funkcjonał 1(·) ∈ D′(R). Dystrybucję 1(·) nazy-
wamy wartością główną w sensie Cauchy’ego całki
∫
R
1
(·) .
Przykład 10.2.4. Niech ϕ ∈ D(R). Pokażemy, że
lim
→0+
∫
R
ϕ(t)
t + ı
dt = −ıpiδ(ϕ) + 1
(·) (ϕ), (10.2.1)
lim
→0+
∫
R
ϕ(t)
t− ıdt = ıpiδ(ϕ) +
1
(·) (ϕ). (10.2.2)
Rzeczywiście, niech suppϕ ⊂ [−a, a]. Wiemy, że
ϕ(t) = ϕ(0) + tψ(t) i
1
(·) (ϕ) =
a∫
−a
ψ(t)dt.
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Stąd otrzymujemy
∫
R
ϕ(t)
t + ı
dt =
a∫
−a
ϕ(0)
t + ı
dt +
a∫
−a
tψ(t)
t + ı
dt.
Dla pierwszej z całek prawdziwe są następujące równości:
a∫
−a
ϕ(0)
t + ı
dt = ϕ(0)
a∫
−a
t
t2 + 2
dt,
−piıϕ(0) 1
pi
a∫
−a

t2 + 2
dt = −piıϕ(0) 1
pi
a/∫
−a/
1
t2 + 1
dt.
Przechodząc do granicy, mamy
lim
→0+
∫
R
ϕ(0)
t + ı
dt = −piıϕ(0) = −piıδ(ϕ).
Zauważmy również, że
lim
→0
a∫
−a
tψ(t)
t + ı
dt =
a∫
−a
ψ(t)dt =
1
(·) (ϕ).
Analogicznie można udowodnić równość (10.2.2). Przyjmijmy
f1 (t) =
1
t + ı
i f2 (t) =
1
t− ı .
Oczywiście, f1 , f
2
 ∈ L1loc(R). Niech
Λ1 (ϕ) =
∫
R
1
t + ı
ϕ(t)dt i Λ2 (ϕ) =
∫
R
1
t− ıϕ(t)dt.
Wprowadzimy następujące oznaczenia:
1
(·) + ı0(ϕ) := lim→0Λ
1
 (ϕ) i
1
(·)− ı0(ϕ) := lim→0Λ
2
 (ϕ).
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W ten sposób pokazaliśmy, że dystrybucje 1(·)+ı0 i
1
(·)−ı0 są granicami regular-
nych dystrybucji Λ1 i Λ
2
 w sensie topologii σ(D′(Rn),D(Rn)). Równości (10.2.1)
i (10.2.2) możemy również zapisać w następujący sposób:
1
(·) + ı0 = −ıpiδ +
1
(·) , (10.2.3)
1
(·)− ı0 = ıpiδ +
1
(·) . (10.2.4)
Równości te noszą nazwę wzorów Sochockiego–Plemelja i mają zastosowanie w fi-
zyce kwantowej.
10.3. Mnożenie dystrybucji przez funkcje klasy C(∞)
Niech f ∈ C(∞)(Ω) i ϕ ∈ D(Ω). Łatwo można zauważyć, że ϕf ∈ D(Ω). Niech
Λ ∈ D′(Ω). Przyjmijmy (fΛ)(ϕ) := Λ(fϕ). Pokażemy, że odwzorowanie
ϕ→ (fΛ)(ϕ) = Λ(fϕ) (10.3.1)
jest dystrybucją. Rzeczywiście, załóżmy, że ϕν ∈ D(Ω), i że ϕν → ϕ w sensie twier-
dzenia 10.1.4. Łatwo można zauważyć, że fϕν → fϕ również w sensie twierdzenia
10.1.4. Zatem, zgodnie z twierdzeniem 10.2.3, funkcjonał Λf jest dystrybucją. Dys-
trybucję Λf nazywamy iloczynem dystrybucji Λ i funkcji f .
10.4. Różniczkowanie dystrybucji
Załóżmy, że f ∈ C(m)(Ω) i ϕ ∈ D(Ω), wtedy
∫
Ω
∂|α|
∂tα
f(t)ϕ(t)dt = (−1)|α|
∫
Ω
f(t)
∂|α|
∂tα
ϕ(t)dt.
Przyjmijmy
Λfϕ =
∫
Ω
f(t)ϕ(t)dt i Λ∂αfϕ =
∫
Ω
∂|α|
∂tα
f(t)ϕ(t)dt.
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Dystrybucje Λf i Λ∂αf są dystrybucjami regularnymi. Zauważmy, że
Λ∂αfϕ = (−1)|α|
∫
Ω
f(t)
∂|α|
∂tα
ϕ(t)dt (10.4.1)
oraz
|Λ∂αfϕ| ¬
∫
Ω
|f | ‖ϕ‖m,K , (10.4.2)
gdy suppϕ ⊂ K i |α| ¬ m. Załóżmy teraz, że f ∈ L1loc(Ω), i że istnieje funkcja
g ∈ L1loc(Ω) taka, że ∫
Ω
gϕ = (−1)|α|
∫
Ω
f(t)
∂|α|
∂tα
ϕ(t)dt. (10.4.3)
Niech Λg(ϕ) =
∫
Ω
gϕ. Wtedy mamy
|Λgϕ| ¬
∫
Ω
|f | ‖ϕ‖m,K , (10.4.4)
gdy suppϕ ⊂ K i |α| ¬ m.
Definicja 10.4.1. Dystrybucję regularną Λg spełniającą warunek (10.4.3), wy-
znaczoną przez funkcję lokalnie całkowalną g, będziemy nazywać α-słabą pochodną
funkcji lokalnie całkowalnej f .
Z przytoczonych rozważań wynika, że gdy f ∈ C(m)(Ω), to funkcja f ma α-
słabą pochodną gα dla |α| ¬ m i gα = ∂αf . Jeśli gα jest słabą pochodną funkcji f ,
to będziemy ją również oznaczać symbolem ∂αf .
Dotychczasowe rozważania sugerują możliwość określenia pochodnej dowolnego
rzędu dla dowolnej dystrybucji. Niech Λ ∈ D′(Ω). Przyjmijmy
(DαΛ)(ϕ) := (−1)|α|Λ(∂αϕ) dla ϕ ∈ D(Ω). (10.4.5)
Zauważmy, że odwzorowanie
ϕ→ (−1)|α|Λ(∂αϕ) (10.4.6)
jest dystrybucją. Rzeczywiście, dla każdego K = Ω′, Ω′ ⊂⊂ Ω, istnieją m ∈ N0
oraz M > 0 takie, że
|(−1)|α|Λ(∂αϕ)| ¬M‖∂αϕ‖m,K ¬M‖ϕ‖m+|α|,K ,
gdy suppϕ ⊂ K.
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Definicja 10.4.2. Dystrybucję DαΛ spełniającą warunek (10.4.5) nazywamy α-
-pochodną dystrybucji Λ.
Zauważmy, że DαΛ = DβΛ, gdy zbiór (β1, . . . , βn) jest permutacją zbioru
(α1, . . . , αn). Zauważmy również, że gdy α = β + γ, to DαΛ = Dβ(DγΛ). Zatem
pochodna DαΛ dystrybucji Λ ma takie same własności, jak pochodne cząstkowe
funkcji klasy C(∞). Odwzorowanie
D′(Ω) 3 Λ→ DαΛ, α ∈ Nn0 , (10.4.7)
jest ciągowo ciągłym odwzorowaniem w sensie topologii σ(D′(Ω),D(Ω)).
Przykład 10.4.1. Funkcja ln | · | ∈ L1loc(R). Pokażemy, że D ln | · | = 1(·) . Rze-
czywiście, niech ϕ ∈ D(R), wtedy
D ln | · |(ϕ) = −
∞∫
−∞
ln |t|ϕ′(t)dt = −
0∫
−∞
ln(−t)ϕ′(t)dt−
∞∫
0
ln tϕ′(t)dt.
Oczywiście,
∞∫
0
ln tϕ′(t)dt = lim
→0+
∞∫

ln tϕ′(t)dt.
Zauważmy, że
−
−∫
−∞
ln(−t)ϕ′(t)dt = −ϕ(−) ln  +
−∫
−∞
ϕ(t)
t
dt
oraz
−
∞∫

ln tϕ′(t)dt = ϕ() ln  +
∞∫

ϕ(t)
t
dt.
Łatwo można sprawdzić, że lim
→0+
(ϕ(−)− ϕ()) ln  = 0. Zatem
−
∞∫
−∞
ln |t|ϕ′(t)dt = lim
→0+
∫
|t|­
ϕ(t)
t
dt.
Ostatecznie otrzymujemy D ln | · | = 1(·) . Zauważmy, że 1(·) nie jest słabą pochodną
funkcji ln | · |.
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W zastosowaniach często używamy przestrzeni Sobolewa. Niech Ω ⊂ Rn będzie
zbiorem otwartym. Symbolem Wm,p(Ω), 1 ¬ p ¬ ∞, oznaczamy zbiór funkcji
f ∈ L1loc(Ω)mających słabe pochodne ∂αf , |α| ¬ m, należące do Lp(Ω).Wm,p(Ω)
jest przestrzenią liniową. Przyjmijmy
‖f‖m,p =

( ∑
|α|¬m
‖∂αf‖pLp(Ω)
) 1
p
dla 1 ¬ p <∞,
max
|α|¬m
‖∂αf‖L∞(Ω) dla p =∞.
(10.4.8)
Definicja 10.4.3. Przestrzeń liniowąWm,p(Ω) wyposażoną w normę (10.4.8) na-
zywamy przestrzenią Sobolewa. Symbolem Wm,p0 (Ω) oznaczamy domknięcie prze-
strzeni D(Ω) w normie (10.4.8) (Wm,p0 (Rn) =Wm,p(Rn), 1 ¬ p <∞, [19]).
NiechWm,ploc (Ω) będzie zbiorem wszystkich funkcji f ∈ L1loc(Ω) mających słabe
pochodne ∂αf , |α| ¬ m, należące do Lploc(Ω). Zbiór Wm,ploc (Ω) jest przestrzenią
liniową. Rozważmy teraz rodzinę półnorm
‖f‖m,p,K =
( ∑
|α|¬m
‖∂αf‖pLp(K)
) 1
p
dla 1 ¬ p <∞ (10.4.9)
oraz
‖f‖m,∞,K = max|α|¬m ‖∂
αf‖L∞(K) dla p =∞, (10.4.10)
gdzie K jest dowolnym zwartym podzbiorem Ω.
Definicja 10.4.4. Przestrzeń liniową Wm,ploc (Ω) wyposażoną w topologię lokal-
nie wypukłą wyznaczoną przez półnormy (10.4.9) lub (10.4.10) nazywamy lokalną
przestrzenią Sobolewa.
10.5. Twierdzenie Shilova
Jak wcześniej zauważyliśmy, każda dystrybucja Λ ma pochodną DαΛ dla α ∈
Nn0 . Ten fakt daje nam bardzo skuteczne narzędzie badania różnych problemów
teorii równań różniczkowych. W naszych rozważaniach ograniczymy się jedynie do
przedstawienia twierdzenia Shilova ([28]). Na początek udowodnimy następujące
Twierdzenie 10.5.1. Jedynymi rozwiązaniami równania
x′ = 0 (10.5.1)
300 10. Dystrybucje
w przestrzeni D′(a, b), −∞ ¬ a ¬ b ¬ ∞, są dystrybucje regularne wyznaczone
przez funkcje stałe.
Dowód. Równość Λ′ = 0 oznacza, że Λ′(ϕ) = −Λ(ϕ′) = 0 dla ϕ ∈ D(a, b). Niech
ϕ1 ∈ D(a, b) i
b∫
a
ϕ1(t)dt = 1, wtedy dla każdej funkcji ϕ ∈ D(a, b) istnieje funkcja
ϕ0 ∈ D(a, b),
b∫
a
ϕ0(t)dt = 0 taka, że
ϕ(t) = ϕ1(t)
b∫
a
ϕ(t)dt + ϕ0(t).
W tym celu wystarczy przyjąć ϕ0(t) = ϕ(t)− ϕ1(t)
b∫
a
ϕ(t)dt. Zatem
Λ(ϕ) = Λ(ϕ1)
b∫
a
ϕ(t)dt + Λ(ϕ0).
Pokażemy teraz, że istnieje funkcja ψ ∈ D(a, b) taka, że ϕ0(t) = ψ′(t). Rzeczywi-
ście, przyjmijmy ψ(t) =
t∫
a
ϕ(τ )dτ . Niech suppϕ0 = [a + , b − ],  > 0. Można
sprawdzić, że suppψ0 ⊂ [a + , b− ]. Zatem
Λ(ϕ) = Λ(ϕ1)
b∫
a
ϕ(t)dt + Λ(ψ′).
Stąd wynika, że Λ(ϕ) = Λ(ϕ1)
b∫
a
ϕ(t)dt dla ϕ ∈ D(a, b). Ta równość oznacza,
że Λ jest dystrybucją regularną wyznaczoną przez funkcję stałą przyjmującą war-
tość Λ(ϕ1). 
Oczywiście, Λ′1 = Λ
′
2, gdy Λ1 = Λ2 + C, gdzie C jest pewną stałą.
Niech
A(t) =

a11(t) a12(t) . . . a1n(t)
a21(t) a22(t) . . . a2n(t)
...
...
. . .
...
an1(t) an2(t) . . . ann(t)
 ,
gdzie aij ∈ C(∞)(a, b) dla i, j = 1, . . . , n. Niech Λ = [Λ0,Λ1, . . . ,Λn−1], Λi ∈
D′(a, b) dla i = 0, . . . , n− 1.
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Twierdzenie 10.5.2 (Shilov). Jeśli aij ∈ C(∞)(a, b) dla i, j = 1, . . . , n, to
wszystkie rozwiązania Λ = [Λ0,Λ1, . . . ,Λn−1] równania
x′ = Ax (10.5.2)
w przestrzeni
n
X
i=1
Ei, gdzie Ei = D′(a, b), mają współrzędne klasy C(∞)(a, b).
Dowód. Z teorii równań różniczkowych wiemy, że istnieje n wektorów liniowo
niezależnych 
w11
w21
...
wn1
 ,

w12
w22
...
wn2
 , . . . ,

w1n
w2n
...
wnn
 ,
wij ∈ C(∞)(a, b) dla i, j = 1, 2, . . . , n, które tworzą bazę przestrzeni rozwiązań
równania (10.5.2). Macierz Wrońskiego
W (t) =

w11(t) w12(t) . . . w1n(t)
w21(t) w22(t) . . . w2n(t)
...
...
. . .
...
wn1(t) wn2(t) . . . wnn(t)
 (10.5.3)
jest nieosobliwa dla t ∈ (a, b). Oczywiście, elementy macierzy odwrotnej W−1
również należą do C(∞)(a, b). Każda kolumna macierzy (10.5.3) jest rozwiązaniem
równania (10.5.2). Ten fakt możemy zapisać w postaci równości macierzowej
W ′(t) = A(t)W (t), W ′(t) =

w′11(t) w
′
12(t) . . . w
′
1n(t)
w′21(t) w
′
22(t) . . . w
′
2n(t)
...
...
. . .
...
w′n1(t) w
′
n2(t) . . . w
′
nn(t)
 . (10.5.4)
Niech Λ = [Λ0,Λ1, . . . ,Λn−1]. Przyjmijmy Λ1 :=W−1Λ, wtedy Λ =WΛ1. Łatwo
można sprawdzć, że zachodzi równość DΛ = DWΛ1 +WDΛ1. Ponieważ DΛ =
AΛ, więc WDΛ1 = 0. Zatem DΛ1 = 0. Stąd, na podstawie twierdzenia 10.5.1,
wnioskujemy, że Λ1 = [C0, C1, . . . , Cn−1], Ci ∈ R, i = 0, 1, . . . , n−1. Ostatecznie
otrzymujemy
Λ =

C0w11 + C1w12 + . . . + Cn−1w1n
C0w21 + C1w22 + . . . + Cn−1w2n
...
C0wn1 + C1wn2 + . . . + Cn−1wnn
 .
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Zatem Λi ∈ C(∞)(a, b) dla i = 0, 1, . . . , n− 1. 
Rozważmy teraz równanie różniczkowe
x(n) + pn−1x(n−1) + . . . + p1x(1) + p0x = 0, (10.5.5)
gdzie pi ∈ C(∞)(a, b) dla i = 0, 1, . . . , n. Przyjmijmy
x0 = x, x1 = x
(1)
0 = x
(1), x2 = x
(1)
1 = x
(2), . . . , xn−1 = x
(1)
n−2 = x
(n−1).
Równanie (10.5.4) ma ścisły związek z następującym układem:
x′0 = x1
x′1 = x2
...........................
x′n−1 = −p0x0 − . . .− pn−1xn−1.
(10.5.6)
Niech Λ ∈ D′(a, b). Przyjmijmy
Λ0 = Λ, Λ1 = DΛ0 = DΛ,
Λ2 = DΛ1 = D
2Λ, ..., Λn−1 = DΛn−2 = Dn−1Λ.
Łatwo można zauważyć, że dystrybucja Λ spełnia równanie (10.5.5) wtedy i tylko
wtedy, gdy wektor [Λ0,Λ1, . . . ,Λn−1] spełnia układ równań (10.5.6). Z przytoczo-
nych rozważań, na podstawie twierdzenia (10.5.2), wnioskujemy, że prawdziwe jest
Twierdzenie 10.5.3. Jeśli p0, p1,..., pn−1 ∈ C(∞)(a, b), to wszystkie rozwią-
zania równania
x(n) + pn−1x(n−1) + . . . + p1x(1) + p0x = 0
należące do D′(a, b) należą do C(∞)(a, b).
10.6. Zadania
10.6.1. Pokazać, że ciąg {δn} (zob. zad. 1.8.4) jest zbieżny do miary Diraca δ
w przestrzeni D′(R).
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10.6.2. Pokazać, że ciąg {2−1ν exp(ν|t|)} jest zbieżny do miary Diraca δ w prze-
strzeni D′(R).
10.6.3. Niech ψ(t) = 2t2pi−1(1 + t2)−2. Pokazać, że ciąg {νψ(νt)} jest zbieżny
do zera dla t ∈ R, i że jest zbieżny do miary Diraca δ w przestrzeni D′(R).
10.6.4. Udowodnić, że ciąg {sinnt} jest zbieżny do 0 w przestrzeni D′(R).
10.6.5. Udowodnić, że ciąg {sinn−1t} jest zbieżny do 0 w przestrzeni D′(R).
10.6.6. Pokazać, że δ · sin(·) = 0, (·) · 1
(·) = 1 (1(t) = 1).
10.6.7. Obliczyć n-tą pochodną funkcji f(t) = ((n − 1)!)−1tn−1 dla t ­ 0 oraz
f(t) = 0 dla t < 0.
10.6.8. Sprawdzić, że funkcja f(t) = et dla t ­ 0 i f(t) = 0 dla t < 0 spełnia
równanie różniczkowe x′ − x = δ.
10.6.9. Niech Ω = {(x, t) : t > 0, |x| < t}. Przyjmijmy E = 2−1χΩ, gdzie
symbol χΩ oznacza funkcję charakterystyczną zbioru Ω. Pokazać, że funkcja E
spełnia równanie różniczkowe D(2,0)U −D(0,2)U = δ.
10.6.10. Niech ∂αf ∈ L1(Rn) będzie α-słabą pochodną funkcji f ∈ L1(Rn).
Przyjmijmy fν = δν ∗f (zob. przykład 1.8.4). Pokazać, że ciąg {∂αfν} jest zbieżny
do ∂αf w przestrzeni L1(Rn).
10.6.11. Niech Tϕ(t) = −ϕ′′(t) + q(t)ϕ(t), ϕ ∈ D(R), q ∈ C(∞)(R), q(t) ­
1 dla t ∈ R. Symbolem D(T ∗) będziemy oznaczać zbiór funkcji f określonych
na R, mających lokalnie absolutnie ciągłe pochodne spełniające warunek −f ′′ +
qf ∈ L2(R). Pokazać, że odwzorowanie T ∗f = −f ′′ + qf , gdzie f ′′ jest drugą
słabą pochodną funkcji f , jest operatorem sprzężonym do operatora T , gdy jako
jego dziedzinę przyjmiemy D(T ∗). Udowodnić, że D(T ∗) jest przestrzenią zupełną
względem normy ‖|f‖| := ‖T ∗f‖L2(R) (zob. przykład 5.9.1).
10.6.12. Niech DL∞(R) = {ϕ : ϕ ∈ C(∞)(R), ϕ(n) ∈ L∞(R) dla n ∈ N0} oraz
ψ ∈ L1(R) i ψn(t) = nψ(nt). Przyjmijmy
fn(ϕ) =
∫
ψnϕ.
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Pokazać, że ciąg {fn(ϕ)} jest zbieżny dla każdej funkcji ϕ ∈ DL∞(R) i uzasadnić,
że f , gdzie f(ϕ) = lim
n→∞ fn(ϕ), jest ciągłym funkcjonałem liniowym na przestrze-
ni DL∞(R), wyposażonej w topologię wyznaczoną przez normy
‖ϕ‖n = max
0¬k¬n
sup
t∈R
‖ϕ(k)(t)‖, n ∈ N0.
10.6.13. Udowodnić, że mnożenie funkcji f klasy C(∞)(a, b) przez funkcje ϕ ∈
D(a, b) jest ciągłym operatorem liniowym na D(a, b).
10.6.14. Udowodnić, że mnożenie funkcji f klasy C(∞)(a, b) przez dystrybucje
Λ ∈ D′(a, b) jest ciągłym operatorem liniowym na D′(a, b), gdy przestrzeń jest
wyposażona w topologię σ(D′(a, b),D(a, b)).
10.6.15. Udowodnić, że operacja różniczkowania jest ciągła w przestrzeni D(a, b).
10.6.16. Udowodnić, że operacja różniczkowania jest ciągła w przestrzeniD′(a, b),
gdy przestrzeń D′(a, b) jest wyposażona w topologię σ(D′(a, b),D(a, b)).
10.6.17. Funkcję K : (a, b)× (a, b)→ R nazywamy funkcją impulsu dla równania
(10.5.5), gdy:
(i) K(·, ξ) jest rozwiązaniem równania (10.5.5) dla ξ ∈ (a, b);
(ii) D(i,0)K(·, ·) jest funkcją ciągłą w (a, b)× (a, b) dla i = 0, . . . , n;
(iii) D(i,0)K(ξ, ξ) = 0 dla i = 0, . . . , n− 2 i D(n−1,0)K(ξ, ξ) = 1.
PrzyjmijmyE(t, τ ) = K(t, τ ) dla a ¬ τ ¬ t ¬ b i E(t, τ ) = 0 dla a ¬ t ¬ τ ¬ b.
a) Wyznaczyć funkcję K dla równania (10.5.5).
b) Pokazać, że
x(t) =
t∫
ξ
K(t, τ )f(τ )dτ
jest rozwiązaniem równania x(n) + pn−1x(n−1) + . . . + p0x = f .
c) Pokazać, że DnE(·, ξ)+pn−1Dn−1E(·, ξ)+ . . .+p0E(·, ξ) = δξ, gdzie δξ(ϕ) =
ϕ(ξ) dla ϕ ∈ D(a, b) (funkcję E(·, ·) nazywamy rozwiązaniem podstawowym
dla równania (10.5.5)).
10.6.18. Pokazać, że
W 1,20 (0, 1) = {ϕ : ϕ jest absolutnie ciągła, ϕ(0) = ϕ(1) = 0, ϕ′ ∈ L2(0, 1)}.
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10.6.19. Niech D oznacza pochodną w przestrzeni D′(0, 1) i niech
G(ψ(x)) =
1∫
0
g(x, y)ψ(y)dy, ψ ∈ L2(0, 1),
gdzie
g(x, y) =
{
x(1− y) dla 0 ¬ x ¬ y ¬ 1,
y(1− x) dla 0 ¬ y < x ¬ 1.
Udowodnić, że:
a) G(L2(0, 1)) =W 1,20 (0, 1) ∩W 2,2(0, 1).
b) G jest operatorem różnowartościowym.
c) −D2 : W 1,20 (0, 1) ∩W 2,2(0, 1)→ L2(0, 1) jest operatorem odwrotnym do ope-
ratora G.
d) Wyznaczyć normę operatora G i pokazać, że ‖G‖ < ‖g‖L2((0,1)×(0,1)).
e) Uzasadnić, że −D2 jest operatorem samosprzężonym.
f) Wyznaczyć widmo operatora −D2.
10.6.20. Pokazać, że dla ϕ ∈W 1,20 (0, 1) jest prawdziwa nierówność
‖ϕ‖L2(0,1) ¬ 2pi−1‖ϕ′‖L2(0,1).
10.6.21. Pokazać, że D sgn(·) = 2δ.
10.6.22. Pokazać, że D(| · | sgn(·)) = | · |−1.
10.6.23. Udowodnić, że | · |−1 → 2δ w D′(R), gdy → 0.
10.6.24. Pokazać, że exp (·)
2
n → 1 w D′(R), gdy n→∞.
10.6.25. Pokazać, że funkcja 1|(·)| ,
1
|(·)| (ϕ) = lim→0
∫
|t|¬
ϕ(t)
|t| dt, ϕ ∈ D(R), jest
dystrybucją.
10.6.26. Pokazać, że ln | · | ∈ L1loc(R).
10.6.27. Pokazać, że | · | sgn(·)→ sgn(·) w D′(R), gdy → 0.
10.6.28. Udowodnić, że sinn(·)pi(·) → δ w D′(R), gdy n→∞.
10.6.29. Pokazać, że ∂∂α | · |α = |(·)|α| ln |(·)|, α ­ −1.
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10.6.30. Udowodnić, że |(·)|α| ln |(·)| ∈ L1loc(R), α ­ −1.
10.6.31. Pokazać, że ∂∂α (| · |α ln |(·)|) = |(·)|α| ln |(·)| sgn(·), α ­ −1.
10.6.32. Udowodnić, że (|·|
−1) sgn(·)
 → ln |(·)| sgn(·) w D′(R), gdy → 0.
10.6.33. Pokazać, że | · |−1 − 2 δ → 1|(·)| w D′(R), gdy → 0.
10.6.34. Pokazać, że dla dystrybucji | · |λH , H(t) = 0 dla t < 0 i H(t) = 1 dla
t > 0, −1 < λ < 0, zachodzi równość
D(| · |λH)(ϕ) =
∞∫
0
λtλ−1(ϕ(t)− ϕ(0))dt.
10.6.35. Pokazać, że dla dystrybucji ln | · |H , H(t) = 0 dla t < 0 i H(t) = 1 dla
t > 0, zachodzi równość
D(ln | · |H)(ϕ) =
∞∫
0
1
t
(ϕ(t)− ϕ(0)χ(0,1](t))dt,
gdzie χ(0,1] jest funkcją charakterystyczną przedziału (0, 1].
10.6.36. Niech fi ∈ C[α, β], i = 0, 1, . . . ,m. Załóżmy, że
β∫
α
(f0(t)ϕ(t)− f1(t)ϕ′(t) + . . . + (−1)mfm(t)ϕ(m)(t))dt = 0
dla ϕ ∈ D(α, β). Pokazać, że fi ∈ C(i)[α, β] oraz f0(t)−f1(t)+. . .+(−1)mfm(t) =
0 dla t ∈ (α, β).
10.6.37. Niech f(t) := |t|α−1 sgn t, α ­ 1. Udowodnić, że f · (·) = | · |α.
10.6.38. Niech f ∈ C(∞)[α, β] i Λ ∈ D′(α, β). Udowodnić wzór Leibniza dla
iloczynu Λf .
10.6.39. Pokazać, że
(·)nDmδ =
 (−1)n
m!
(m− n)!D
m−nδ dla m ­ n,
0 dla m < n.
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10.6.40. Przyjmijmy (τhϕ)(t) := ϕ(t − h), h ∈ R oraz (τhΛ)(t) := Λ(τ−hϕ).
Udowodnić, że Dτh = τhD dla h ∈ R.
10.6.41. Niech Λ = χ[0,1)(·). Pokazać, że szereg
∑
ν∈Z
τνΛ jest zbieżny w D′(R)
i wyznaczyć D
( ∑
ν∈Z
τνΛ
)
.
10.6.42. Niech ψ˜(t) := ϕ(−t). Dla Λ ∈ D′(R) przyjmujemy Λ˜(ϕ) = Λ(ϕ˜). Dys-
trybucję Λ spełniającą warunek Λ˜ = Λ nazywamy dystrybucją parzystą. Dystry-
bucję Λ spełniającą warunek Λ˜ = −Λ nazywamy dystrybucją nieparzystą.
a) Pokazać, że gdy Λ jest dystrybucją parzystą, to DΛ jest dystrybucją nieparzy-
stą, a gdy Λ jest dystrybucją nieparzystą, to DΛ jest dystrybucją parzystą.
b) Pokazać, że δ jest dystrybucją parzystą i 1(·) jest dystrybucją nieparzystą.
10.6.43. Niech f ∈ Lploc(α, β), 1 ¬ p < ∞. Pokazać, że gdy Dmf ∈ Lploc(α, β),
to f ∈Wm,p(α, β).
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najlepiej aproksymujący 46
elementy ortogonalne 40
filtr 195
Cauchy’ego 197
zbieżny 196
forma dwuliniowa 160
określona dodatnio 160
symetryczna 160
funkcja
analityczna 24
ciągła 178
bezwzględnie 35
domykalna 108
holomorficzna 257
półciągła z dołu 247
prawie okresowa w sensie
Besicovitcha 68
funkcje Wienera 70
funkcjonał
liniowy 25
rzeczywisty 77
Minkowskiego 187
gra partnerstwa 113
granica
ciągu 14
induktywna 278
ścisła 284
projektywna 274
hiperpodprzestrzeń 218
iloczyn skalarny 38
izometria liniowa 85
izomorfizm liniowo-topologiczny 198
łańcuch 12
maksymalny 12
macierz Leontiefa 123
metryka 178
miara Diraca 294
Skorowidz nazw 313
najlepsza odpowiedź 113
nierówność
Bessela 63
Höldera 49
dla szeregów 87
Jensena 237
Minkowskiego 50
dla szeregów 87
druga 55
Schwartza 38
norma 13
energetyczna 165
funkcjonału liniowego 37
operatora liniowego 27
przestrzeni ilorazowej 19
normy równoważne 102
odwzorowanie
kanoniczne 29, 126
otwarte 101
zwężające 109
operator
algebraiczny 93
lokalnie 94
domknięty 103, 107
domykalny 108
liniowy 25
ciągły 25
ograniczony 26
zwarty 131
określony dodatnio 158
rzutowy 43
samosprzężony 128
sprzężony 125, 259
Sturma–Liouville’a 159
symetryczny 128
typu
FA 136
FD 136
ortogonalizacja w sensie Schmidta 45
otoczenie punktu 175
pochodna
dystrybucji 298
słaba 297
słaba (dystrybucyjna) 109
podprzestrzeń liniowa 13
pokrycie zbioru 198
otwarte 199
skończone 199
powłoka
absolutnie wypukła 228
wypukła 231
półnorma 13, 187
produkt przestrzeni 206
profil strategii 113
przekształcenie liniowe 25
przestrzeń
Banacha 15
beczkowa 246
bornologiczna 244
ciągowo zupełna 256
dualna 241
energetyczna 166
Euklidesa 163
Frecheta 247
Hausdorffa 178
Hilberta 40
rzeczywista 163
ilorazowa 17
jednostajnie wypukła 71
liniowa 12
skończenie wymiarowa 12
liniowo-topologiczna 181
lokalnie wypukła 182
drugiej kategorii Baire’a 289
pierwszej kategorii Baire’a 289
metryczna 178
metryzowalna 192
Montela 257
normowalna 194
operatorów liniowych
ograniczonych 29
ośrodkowa 90, 254
półunormowana 13
refleksywna 85, 251
semirefleksywna 250
skojarzona 19, 186
Sobolewa 299
lokalna 299
sprzężona 79, 221
algebraicznie 79
topologiczna 175
unitarna 39
unormowana 13
zupełna 15, 197
zwarta 199
przybliżenie Ritza–Galerkina 164
314 Skorowidz nazw
punkt
ekstremalny 231
skupienia 176
ciągu 270
stały odwzorowania 110
wewnętrzny 175
rezolwenta 105
rodzina
funkcji
jednakowo ciągła 31, 97
jednakowo ciągła w Lp 171
jednostajnie ograniczona 96
punktowo ograniczona 96
scentrowana 200, 232
maksymalna 206
zbiorów mocno ograniczona 250
rozkład identyczności 43
rozszerzenie funkcji 108
rozwiązanie
podstawowe 304
słabe (dystrybucyjne) 60, 167
równowaga Nasha 114
rzutowanie przestrzeni 206
strategia 113
suma prosta
przestrzeni liniowych 72, 280, 281
szereg
funkcyjny
zbieżny (zbieżny punktowo) 23
zbieżny jednostajnie 23
potęgowy 24
topologia 175
beczkowa 246
bornologiczna 243
jednostajnej zbieżności 240
lokalnie wypukła 182
Mackeya 242
mocna 243
przestrzeni ilorazowej 185
słaba 226
przestrzeni sprzężonej 226
Tichonowa (produktowa) 206
zgodna z dualnością 226
twierdzenie
Alaoglu–Banacha–Bourbaki–
Kakutaniego 233
Ascoliego 130, 258
Baire’a 92
Banacha 248
o punkcie stałym 110
Banacha–Bourbaki 252
Banacha–Steinhausa 96, 255
Bourbaki 247
Brouwera 113
Dvoretzky’ego–Rogersa 15
Foiasa 58
Gantmachera–Sˇmuliana 253
Hahna–Banacha 75
postać geometryczna 219
Hörmandera 59
Kreina–Milmanna 231
Mackeya 229, 244
Mackeya–Arensa 242
Mazura 227
o domkniętym wykresie 103
o najlepszej aproksymacji 46
o odwzorowaniu otwartym 101
o rzucie prostopadłym 41
Picarda–Lindelöfa 111
Riesza 15, 82
o reprezentacji funkcjonałów
liniowych 46
Ritza 160
Schaudera 132
Shilova 301
Tichonowa 207
Titchmarsha 57
Weierstrassa 23
Younga 55
układ ortonormalny 43, 62
ultrafiltr 200
uzupełnienie ortogonalne 40
wartość
główna w sensie Cauchy’ego 294
regularna operatora 105
warunek
Cauchy’ego 14
Lipschitza 111
równoległoboku 40
Urysohna 254
widmo operatora 105
wielomiany
Czebyszewa 69
Skorowidz nazw 315
Hermite’a 70
Lagrange’a 37
Laguerre’a 69
Legendre’a 69
współczynnik Fouriera 46
wykres operatora 102
wymiar przestrzeni liniowej 12
wzory Sochockiego–Plemelja 296
zasada Hausdorffa 12, 62, 76, 200
zbiór
absolutnie wypukły 33
bipolarny 228
ciągowo warunkowo zwarty 253
częściowo uporządkowany 12
domknięty 14, 176
drugiej kategorii Baire’a 98
ekstremalny 230
gęsty 176
liniowo niezależny 12
mały rzędu U 197
nigdziegęsty 92
ograniczony 82, 193
mocno 250
ortonormalny 43, 46
otwarty 14, 175
pierwszej kategorii Baire’a 98
pochłaniający 180
polarny 228
prezwarty 202
rezolwentny 105
warunkowo zwarty 130
wypukły 32
zbalansowany 33, 180
zupełny 198
zwarty 199
zbieżność
bezwarunkowa szeregu 15
bezwzględna szeregu 14
ciągu 14
szeregu uogólnionego 61
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