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Abstract: In this paper, we study the following degenerate critical elliptic equations with anisotropic
coefficients
−div(|xN |
2α∇u) = K(x)|xN |
α·2∗(s)−s|u|2
∗(s)−2u in RN
where x = (x1, · · · , xN) ∈ RN , N ≥ 3, α > 1/2, 0 ≤ s ≤ 2 and 2∗(s) = 2(N − s)/(N − 2).
Some basic properties of the degenerate elliptic operator −div(|xN |2α∇u) are investigated and some
regularity, symmetry and uniqueness results for entire solutions of this equation are obtained. We
also get some variational identities for solutions of this equation. As a consequence, we obtain some
nonexistence results for solutions of this equation.
Key words: weighted Sobolev inequalities, Harnack inequality, moving sphere method, variational
identities,
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1 Introduction and main results
In this paper, we study the following degenerate critical elliptic equations with anisotropic coefficients
− div(|xN |
2α∇v) = |xN |
α·2∗(s)−s|v|2
∗(s)−2v in RN (1.1)
− div(|xN |
2α∇v) = K(x)|xN |
α·2∗(s)−s|v|2
∗(s)−2v in RN (1.2)
where x = (x1, · · · , xN ) ∈ RN , N ≥ 3, α > 1/2, 0 ≤ s ≤ 2, 2∗(s) = 2(N − s)/(N − 2) and
K ∈ C1(RN ).
The motivation for studying equations (1.1) and (1.2) comes from the following interesting charac-
teristics these equations possessing. First, these equations relate to the weighted Sobolev inequality with
anisotropic coefficients (see Theorem 2.1):∫
RN
|xN |
2α|∇u|2 ≥ C
(∫
RN
|xN |
α·2∗(s)−s|u|2
∗(s)
)2/2∗(s)
, ∀u ∈ C∞0 (R
N ),
where N ≥ 3, 0 ≤ s ≤ 2 and α > 1/2. Thanks to this inequality, solution u of equation (1.1) which
satisfies that
∫
RN
|xN |
2α|∇v|2 <∞, turns out to be a critical point of the variational integral J :
J(v) =
1
2
∫
RN
|xN |
2α|∇v|2 −
1
2∗(s)
∫
RN
|xN |
α·2∗(s)−s|v|2
∗(s), v ∈ Xα(R
N ),
where Xα(RN ) is the completion space of C∞0 (RN ) under the the norm ||v|| = (
∫
RN
|xN |
2α|∇v|2)1/2
(see Definition 2.2). Second, equation (1.1) is partly conformal invariant, more precisely, if u is a solution
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of equation (1.1), then |x|−(N−2+2α)u(x/|x|2) and µ(N−2+2α)/2u(µx + z) are also its solutions, where
µ > 0 and z ∈ RN satisfying that zN = 0. Third, these two equations are closely connected to some
equations which attracted great interest in recent years. More precisely, if u is a solution of equations
(1.2), then v(x) = xαNu(x), x ∈ RN+ is a solution of the following equation (see (4.1)):
−△u =
λ
x2N
u+
K(x)
xsN
|u|2
∗(s)−2u, u ∈ D1,20 (R
N
+ ), (1.3)
where λ = −α(α − 1) and D1,20 (RN+ ) is the completion space of C∞0 (RN ) under the norm ||v|| =∫
RN
|∇v|2. Equation (1.3) relates to some Hardy-Sobolev inequality in half spaces (see [6]). Let
H : RN \ {(0, · · · , 0,−1)} → RN \ {(0, · · · , 0,−1)}, x 7→
(
2x′
1 + 2xN + |x|2
,
1− |x|2
1 + 2xN + |x|2
)
and let ρ(x) = (2/(1 + 2xN + |x|2))
N−2
2 , x ∈ B1(0). If v is a solution of equation (1.3), then by [6], the
functions w = (u ◦H)ρ and w˜(x) = x
N−2
2
N u(x), x ∈ R
N
+ lie in Sobolev spaces H10 (B1(0)) and H1(H)
respectively, where H = (RN+ , dx2/x2N ) is the N−dimensional hyperbolic space, and they are solutions
of the following two equations respectively
−△u =
4λ
(1 − |x|2)2
u+
2sK ◦H(x)
(1− |x|2)s
|u|2
∗(s)−2u, u ∈ H10 (B1(0)), (1.4)
−△HNu =
(
λ+
N(N − 2)
4
)
u+K(x)|u|2
∗(s)−2u, u ∈ H1(H). (1.5)
In a recent paper [5], the authors showed that equation (1.5) can be transformed into the following equa-
tions:
(i). semilinear elliptic equation relates to Hardy-Sobolev-Maz’ya inequalities:
−△u =
µ
|y|2
u+
K˜(x)
|y|s
|u|2
∗(s)−2u in RN
′
= Rm × Rk (1.6)
where x = (y, z) ∈ Rm × Rk, µ,N ′, m, k depend on N, s, α, and K˜ depends on K;
(ii). Grushin type equation with critical exponent:
−△xu− (τ + 1)
2|x|2τ△yu = Kˆ(ξ)|u|
4
Q−2u in RN
′
= Rm × Rk (1.7)
where ξ = (x, y) ∈ Rm × Rk, τ, N ′, m, k depend on N, s, α, and Kˆ depends on K. Here Q =
m+ k(1 + τ);
(iii). semilinear equation on Heisenberg group and the Webster scalar curvature equation
−△HN′u = R(ξ)|u|
4
Q−2u in HN
′ (1.8)
where HN ′ = CN ′ × R = R2N ′ × R, Q = 2N ′ + 2, ξ = (x, y, t), x, y ∈ RN ′ , t ∈ R and
△HN′ =
∑N ′
i=1((
∂
∂xi
+ 2yi
∂
∂t )
2 + ( ∂∂yi − 2xi
∂
∂t )
2). Here N ′ depends on N,α, s and R depends
on K.
A great interest has been paid to equations (1.4) − (1.8) in the past years. We refer readers to [5,
6, 2, 4, 28, 18, 20, 22, 26] for recent results on the existence (nonexistence), regularity, symmetry and
compactness of positive solutions of equations (1.4) − (1.6). For recent development of equations (1.7)
and (1.8), people can consult [1, 7, 9, 23, 24] and [3, 10, 17, 21] respectively. Through equation (1.5),
equation (1.2) and equations (1.6) − (1.8) are closely linked. Therefore, equation (1.2) will play certain
role in studying equations (1.4)− (1.8).
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This paper is organized as follows: In section 2, we obtain some weighted Sobolev type inequalities
(see Theorem 2.1) and define some function spaces related to these inequalities. These inequalities can
be seen as some kind of variant of the Hardy-Sobolev-Maz’ya inequalities (see [22]). They not only
play important role in proving the regularity and symmetry properties of solutions of equations (1.1) and
(1.2) but also have their own interest. In section 3, we investigate the properties of the degenerate elliptic
operator −div(|xN |2α∇u). We prove a strong maximum principle (see Proposition 3.2) for this operator
and get some results on the isolated singularity of the positive solution of equation−div(|xN |2α∇u) = 0
(see Proposition 3.5). In section 4, by means of the weighted Sobolev inequalities obtained in section 1 and
the Moser iteration technique, we derive some regularity results for positive solutions of equations (1.1)
and (1.2). More precisely, we prove a Harnack inequality (see Theorem 4.3) and some Hölder continuity
results (see Theorem 4.4) for solutions of equations (1.1) and (1.2). In section 4, using the moving sphere
and moving plane methods, some results on the symmetry and decay of entire solutions of equations (1.1)
and (1.2) are obtained (see Theorem 5.1, Theorem 5.6 and Remark 5.2). Especially, we obtain the result
that the positive solution of equation (1.1) is unique up to a Möbius transform which leaves the upper
half space RN+ invariant (see Theorem 5.8). In the last section, we derive some variational identities (see
Corollary 6.2, Theorem 6.1 and Theorem 6.4) for solutions of equation (1.2). As a consequence, some
non-existence results for solutions of equation (1.2) are obtained (see Remark 6.3).
Notation: In what follows, Bρ(x), Bρ(x) and ∂Bρ(x) will respectively denote the open ball the
closed ball and the sphere centered at x and having radius ρ. For x = (x1, · · · , xN ) ∈ RN , denote
(x1, · · · , xN−1) by x′. The half space {x ∈ RN | xN > 0 (< 0)} is denoted by RN+ (resp. RN− ). For
a function u, u+ and u− denote the functions max{u(x), 0} and max{−u(x), 0} respectively. For a
Lebesgue measurable set A ⊂ RN , mesA denotes the Lebesgue measure of A. The symbol δi,j denotes
the Kronecker symbol: δi,j =
{
1, i = j
0, i 6= j.
For a domain Ω ⊂ RN , H10 (Ω) is the Sobolev space defined
as the completion space C∞0 (Ω)
||·||
under the norm ||u|| = (
∫
Ω |u|
2 +
∫
Ω |∇u|
2)
1
2
.
2 Some weighted Sobolev inequalities and related function spaces
In this section, we give some weighted Sobolev type inequalities which can be seen as some kind of
variant of the Hardy-Sobolev-Maz’ya inequalities (see [22]). Then we define some function spaces related
to these inequalities which will be used in the subsequent sections frequently.
Theorem 2.1. Let N ≥ 3. For any 0 ≤ s ≤ 2 and α > 1/2, there exist constants C = C(α, s) > 0 and
C′ = C′(α, s) > 0 such that for any u ∈ C∞0 (RN ),∫
R
N
±
|xN |
2α|∇u|2 ≥ C′
(∫
R
N
±
|xN |
α·2∗(s)−s|u|2
∗(s)
)2/2∗(s)
; (2.1)
∫
RN
|xN |
2α|∇u|2 ≥ C
(∫
RN
|xN |
α·2∗(s)−s|u|2
∗(s)
)2/2∗(s)
. (2.2)
Proof. For u ∈ C∞0 (RN ), set v(x) = xαNu(x), x ∈ RN+ . Then ∂v∂xi ∈ L
2(RN+ ) for 1 ≤ i ≤ N − 1 and
∂v
∂xN
= αxα−1N u+ x
α
N
∂u
∂xN
∈ L2(RN+ ), since α > 1/2. Therefore, v ∈ H10 (RN+ ). Consider∫
R
N
+
x2αN |∇u|
2 =
∫
R
N
+
x2αN |∇(v/x
α
N )|
2
=
∫
R
N
+
x2αN ·
|∇v|2
x2αN
+ α2
∫
R
N
+
x2αN ·
v2
x
2(α+1)
N
− 2α
∫
R
N
+
x2αN ·
v
x2α+1N
·
∂v
∂xN
=
∫
R
N
+
|∇v|2 + α2
∫
R
N
+
v2
x2N
− 2α
∫
R
N
+
v
xN
·
∂v
∂xN
. (2.3)
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Since α > 1/2, we get that v
2
xN
∣∣∣
xN=0
= (x2α−1N u)
∣∣∣
xN=0
= 0, and by the fact that the supports of u and v
are compact, we get that v
2
xN
∣∣∣
xN=∞
= (x2α−1N u)
∣∣∣
xN=∞
= 0. Thus
2α
∫
R
N
+
v
xN
·
∂v
∂xN
= 2α
∫
RN−1
(∫ +∞
0
v
xN
·
∂v
∂xN
dxN
)
dx′
= α
∫
RN−1
(∫ +∞
0
1
xN
·
∂
∂xN
(v2)dxN
)
dx′
= α
∫
RN−1
(
v2
xN
∣∣∣xN=+∞
xN=0
+
∫ +∞
0
v2
x2N
dxN
)
dx′
= α
∫
R
N
+
v2
x2N
dx. (2.4)
By (2.3) and (2.4), we obtain∫
R
N
+
x2αN |∇u|
2 =
∫
R
N
+
|∇v|2 + (α2 − α)
∫
R
N
+
v2
x2N
. (2.5)
By Hardy inequality (see [13, Theorem 327]), we have ∫ +∞0 ∣∣∣ ∂v∂xN ∣∣∣2 dxN ≥ 14 ∫ +∞0 v2x2N dxN . Since α2 −
α > −1/4, we get that∫ +∞
0
∣∣∣∣ ∂v∂xN
∣∣∣∣2 dxN + (α2 − α)∫ +∞
0
v2
x2N
dxN ≥ min{1, 1 + 4(α
2 − α)}
∫ +∞
0
∣∣∣∣ ∂v∂xN
∣∣∣∣2 dxN . (2.6)
Notice that v ∈ H10 (RN+ ), by (2.6) and Hardy-Sobolev inequality in half space (see [6]), we get that∫
R
N
+
|∇v|2 + (α2 − α)
∫
R
N
+
v2
x2N
≥
∫
RN−1
∫ +∞
0
∣∣∣∣ ∂v∂xN
∣∣∣∣2 dxNdx′ + (α2 − α)∫
RN−1
∫ +∞
0
v2
x2N
dxNdx
′
+min{1, 1 + 4(α2 − α)}
∫
RN−1
∫ +∞
0
|∇x′v|
2
dxNdx
′
≥ min{1, 1 + 4(α2 − α)}
∫
R
N
+
|∇v|
2
dx
≥ C′
(∫
R
N
+
|v|2
∗(s)
xsN
)2/2∗(s)
= C′
(∫
R
N
+
|xN |
α·2∗(s)−s|u|2
∗(s)
)2/2∗(s)
. (2.7)
By (2.7) and (2.5), we get the inequalities (2.1). The inequality (2.2) follows from the inequalities (2.1)
by addition. ✷
Definition 2.2. Let Ω be a bounded domain in RN with smooth boundary. Define the weighted function
spaces Xα(RN ) and X0α(Ω) by
Xα(R
N ) = C∞0 (R
N )
||·||Xα(RN ) , X0α(Ω) = C
∞
0 (Ω)
||·||X0α(Ω)
respectively, where the norms || · ||Xα(RN ) and || · ||X0α(Ω) are defined by
||u||Xα(RN ) = (
∫
RN
|xN |
2α|∇u|2)1/2, ||u||X0α(Ω) = (
∫
Ω
|xN |
2α|∇u|2)1/2
for u ∈ C∞0 (RN ) and u ∈ C∞0 (Ω) respectively. By definition, Xα(RN ) and X0α(Ω) are Hilbert spaces
with inner products (u, v) =
∫
RN
|xN |
2α∇u∇v and (u, v) =
∫
Ω
|xN |
2α∇u∇v respectively. Moreover,
denote the space of the completion of C1(Ω) under the norm (∫Ω |xN |2α|∇u|2 + ∫Ω |xN |2α−2u2)1/2 by
Xα(Ω) and denote by Xα,loc(Ω) the space {u | for any D ⊂⊂ Ω, u ∈ Xα(D)}.
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3 Some properties of degenerate elliptic operator −div(|xN |2α∇u)
In this section, we investigate the degenerate elliptic operator −div(|xN |2α∇u). Throughout this
section, we assume that α > 1/2.
Proposition 3.1. (weak maximum principle) If u ∈ C2(B1(0) \ {xN = 0}) ∩ C0,γ(B1(0)) for some
0 < γ < 1 and satisfies
− div(|xN |
2α∇u) ≥ 0 (3.1)
weakly in B1(0), i.e.,
∫
B1(0)
|xN |
2α∇u∇ϕ ≥ 0 for any 0 ≤ ϕ ∈ C∞0 (B1(0)), then minx∈B1(0) u(x) =
minx∈∂B1(0) u(x).
Proof. Without loss of generality, we may assume that minx∈∂B1(0) u(x) = 0. Let Ω− = {x ∈
B1(0) | u(x) < 0}. If we can prove that mes(Ω−) = 0, then the result of this Proposition holds.
Let u−(x) := max{−u(x), 0}. By minx∈∂B1(0) u(x) = 0, we get that u−|∂B1(0) ≡ 0. It follows that
u− ∈ X0α(B1(0)).Multiplying (3.1) by u− and integrating by parts, we get that−
∫
B1(0)
|xN |
2α|∇u−|2 ≥
0. It follows that u− ≡ 0 in B1(0). Thus mes(Ω−) = 0. ✷
Denote ei = (0, · · · , 0,
i
1, 0 · · · , 0), 1 ≤ i ≤ N.
Proposition 3.2. (strong maximum principle) Suppose that u ∈ C2(B1(0) \ {xN = 0}) ∩ C0,γ(B1(0))
for some 0 < γ < 1. If −div(|xN |2α∇u) ≥ 0 weakly in B1(0) and u 6≡ constant in B1(0), then
u(x) > min
x∈∂B1(0)
u(x), x ∈ B1(0).
Proof. Without loss of generality, we may assume that minx∈∂B1(0) u(x) = 0. By Proposition 3.1, we
know that u ≥ 0 in B1(0). Since div(|xN |2α∇u) is uniformly elliptic in B1(0) \ {xN = 0}, by the
classical maximum principle, we deduce that u > 0 in B1(0) \ {xN = 0}. Therefore, to prove this
proposition, we only need to prove that u(x) > 0 for x ∈ B1(0) ∩ {xN = 0}. Without loss of generality,
we only prove u(0) > 0.
Let v(x) = |xN |αu(x), x ∈ B1(0). Straightforward calculation shows that
|xN |
α(△v + λv/x2N ) = div(|xN |
2α∇u) ≤ 0 in B1(0),
where λ = −α(α− 1) > −1/4. Let w(x) = |xN |α(e−η|x−a|
2
− e−η/4) with a = eN/3. We have
△w + λw/x2N = (4η
2|x− a|2|xN |
α − 4ηα|xN |
α − 2Nη|xN |
α +
4
3
ηα|xN |
α−2xN )e
−η|x−a|2 .
It follows that when η > 0 large enough, △w + λw/x2N ≥ 0 in B
+
1/2(a) \ B1/4(a), where B
+
1/2(a) =
B1/2(a) ∩ R
N
+ . Since ∂B1/4(a) ⊂ B+1 (0) := B1(0) ∩ RN+ and v > 0 in B+1 (0), we can choose ǫ > 0
small enough such that v(x) > ǫw(x), x ∈ ∂B1/4(a). Thus when η > 0 large enough,
△(v − ǫw) + λ(v − ǫw)/x2N ≤ 0 in Ω, v − w ≥ 0 on ∂Ω
where Ω = B+1/2(a) \B1/4(a). Multiplying the above inequality by (v − ǫw)
− and integrating by parts,
we get that −
∫
Ω
|∇(v − ǫw)−|2 − λ
∫
Ω
((v−ǫw)−)2
x2N
≥ 0. Since λ > −1/4, by Hardy inequality, we
deduce that (v − ǫw)− = 0 in Ω. Hence v ≥ ǫw in Ω. It follows that u(x) ≥ ǫ(e−η|x−a|2 − e−η/4) for
x ∈ ∂Ω ∩ {xN = 0}. Especially, we have u(0) ≥ ǫ(e−η/9 − e−η/4) > 0. ✷
Proposition 3.3. Suppose that u ∈ C2(B1(e1) \ {xN = 0}) ∩ C0,γ(B1(e1)) for some 0 < γ < 1.
If −div(|xN |2α∇u) ≥ 0 weakly in B1(e1), u(0) = min
x∈∂B1(e1)
u(x) = 0 and u > 0 in B1(e1), then
∂u
∂x1
(0) > 0.
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Proof. Let y = x − e1 and let v(y) = u(y + e1), y ∈ B1(0). We have −div(|yN |2α∇v(y)) =
−div(|xN |
2α∇u(x)) ≥ 0, weakly in B1(0). Let w(y) = e−η|y|
2
− e−η. We have △w(y) = (−2Nη +
4η2|y|2)e−η|y|
2
and ∂w∂yN = −2ηyNe
−η|y|2
. Thus we get that
div(|yN |
2α∇w) = |yN |
2α△w + 2α|yN |
2α−2yN
∂w
∂yN
= (−2Nη − 4αη + 4η2|y|2)|yN |
2αe−η|y|
2
.
When |y| ≥ 1/2 and η > 0 large enough, −2Nη − 4αη + 4η2|y|2 ≥ −2Nη − 4αη + η2 > 0. Thus
−div(|yN |
2α∇w) ≤ 0 in 1/2 ≤ |y| ≤ 1 if η > 0 large enough. Since u(y + e1) > 0 for any y ∈ B1(0),
we can choose ǫ > 0 small enough, such that u(y + e1) − ǫw(y) > 0 for |y| = 1/2. Furthermore, for
|y| = 1, we have u(y + e1)− ǫw(y) ≥ 0. Thus
−div(|yN |
2α(u(y + e1)− ǫw(y))) ≥ 0 in 1/2 ≤ |y| ≤ 1
and
u(y + e1)− ǫw(y) ≥ 0 on {|y| = 1/2} ∪ {|y| = 1}.
By Proposition 3.1, we get that u(y+ e1)− ǫw(y) ≥ 0 in 1/2 ≤ |y| ≤ 1. It follows that for 0 < t < 1/2,
u(te1)− u(0)
t
=
u(te1)
t
=
u((t− 1)e1 + e1)
t
≥ ǫ
w((t− 1)e1)
t
= ǫ
w(te1 − e1)− w(−e1)
t
.
Letting t→ 0+ in the above inequality, we get that ∂u∂x1 (0) ≥ ǫ
∂w
∂y1
(−e1) > 0. ✷
By straightforward calculation, we get that for any l ∈ R,
div(|xN |
2α∇(|x|−l)) = l(l+ 2−N − 2α)|xN |
2α|x|−l−2, x ∈ RN \ {0}. (3.2)
Especially, we have
div(|xN |
2α∇(|x|−(N−2+2α))) = 0, x ∈ RN \ {0}. (3.3)
For x ∈ RN , r > 0, denote Br(x) \ {x} by B∗r (x).
Proposition 3.4. Suppose that u ∈ Xα,loc(B∗2(0)) ∩ C0,β(B∗2 (0)) for some α > 1/2 and 0 < β < 1,
u > 0 in B∗2 (0) and −div(|xN |2α∇u) = 0 weakly in B∗2(0). If lim|x|→0 |x|N−2+2αu(x) = 0, then the
following two results hold
(i) there exists M > 0 such that u(x) ≤M, ∀x ∈ B∗1(0);
(ii) u ∈ Xα,loc(B2(0)) and −div(|xN |2α∇u) = 0 weakly in B2(0).
Proof. (i). Let Vǫ(x) = ǫ|x|−(N−2+2α) + M, x ∈ B∗1(0) where M is a positive constant and M >
supx∈∂B1(0) u(x). By (3.3), we know that−div(|xN |2α∇Vǫ) = 0 in B∗1(0). Furthermore, Vǫ(x) > u(x),
∀x ∈ ∂B1(0). By lim|x|→0 |x|N−2+2αu(x) = 0, we deduce that there exists a sequence {τn} satisfying
that τn → 0+ as n→∞ and Vǫ(x) > u(x), ∀x ∈ ∂Bτn(0). By Proposition 3.2, we get that
Vǫ(x) > u(x), ∀x ∈ B1(0) \Bτn(0). (3.4)
Fixing n and letting ǫ→ 0, by (3.4), we get that
u(x) ≤M, ∀x ∈ B1(0) \Bτn(0). (3.5)
Letting n→∞, by (3.5), we get that u(x) ≤M, ∀x ∈ B∗1(0).
(ii). Let ζ(x) ∈ C∞0 (B1(0)) be a cut-off function which satisfies that 0 ≤ ζ ≤ 1, in B1(0), ζ ≡ 1
in B1/4(0) and ζ ≡ 0 in RN \ B1/2(0). Let η = 1 − ζ and ηǫ(x) = η(x/ǫ). By −div(|xN |2α∇u) = 0
weakly in B∗2(0), we have
∫
B1(0)
|xN |
2α∇u∇(ζηǫu) = 0. It follows that∫
B1(0)
|xN |
2αζηǫ|∇u|
2 = −
∫
B1(0)
|xN |
2αuζ∇u∇ηǫ −
∫
B1(0)
|xN |
2αuηǫ∇u∇ζ. (3.6)
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We have∫
B1(0)
|xN |
2αuζ∇u∇ηǫ
=
∫
Bǫ/2(0)\Bǫ/4(0)
|xN |
2αuζ∇u∇ηǫ
=
1
2
N∑
i=1
∫
Bǫ/2(0)\Bǫ/4(0)
|xN |
2αζ
∂ηǫ
∂xi
∂
∂xi
(u2)
=
1
2
N∑
i=1
∫
∂Bǫ/2(0)∪∂Bǫ/4(0)
|xN |
2αζ
∂ηǫ
∂xi
ni · u
2 −
1
2
N∑
i=1
∫
Bǫ/2(0)\Bǫ/4(0)
u2
∂
∂xi
(
|xN |
2αζ
∂ηǫ
∂xi
)
=
1
2
∫
∂Bǫ/2(0)∪∂Bǫ/4(0)
|xN |
2αζ
∂ηǫ
∂n
· u2 −
1
2
∫
Bǫ/2(0)\Bǫ/4(0)
u2div
(
|xN |
2αζ∇ηǫ
)
, (3.7)
where n = (n1, · · · , nN ) is the outer normal vector of ∂Bǫ/2(0) ∪ ∂Bǫ/4(0). From result (i) of this
proposition, we know that u is bounded in B∗1 (0). Thus we get that
lim
ǫ→0
1
2
∫
∂Bǫ/2(0)∪∂Bǫ/4(0)
|xN |
2αζ
∂ηǫ
∂n
· u2 = 0, lim
ǫ→0
1
2
∫
Bǫ/2(0)\Bǫ/4(0)
u2div
(
|xN |
2αζ∇ηǫ
)
= 0.
Thus by (3.7), we get
lim
ǫ→0
∫
B1(0)
|xN |
2αuζ∇u∇ηǫ = 0. (3.8)
By (3.6), (3.8) and the fact that limǫ→0
∫
B1(0)
|xN |
2αuηǫ∇u∇ζ =
∫
B1(0)
|xN |
2αu∇u∇ζ, we get that∫
B1(0)
|xN |
2αζ|∇u|2 = lim
ǫ→0
∫
B1(0)
|xN |
2αζηǫ|∇u|
2 =
∫
B1(0)
|xN |
2αu∇u∇ζ <∞.
Thus u ∈ Xα(B1/4(0)). It follows that u ∈ Xα,loc(B2(0)). For any ϕ ∈ C∞0 (B2(0)), we have
0 =
∫
B2(0)
|xN |
2α∇u∇(ηǫϕ) =
∫
B2(0)
|xN |
2αηǫ∇u∇ϕ+
∫
B2(0)
|xN |
2αϕ∇u∇ηǫ.
As the proof of (3.8), we get that limǫ→0
∫
B2(0)
|xN |
2αϕ∇u∇ηǫ = 0. Moreover, we have
lim
ǫ→0
∫
B2(0)
|xN |
2αηǫ∇u∇ϕ =
∫
B1(0)
|xN |
2α∇u∇ϕ.
Thus for any ϕ ∈ C∞0 (B2(0)),
∫
B2(0)
|xN |
2α∇u∇ϕ = 0. ✷
The following result describes the isolated singularity of positive solution of −div(|xN |2α∇u) = 0.
People can consult [29] for the similar result of Laplace operator△.
Proposition 3.5. If u ∈ Xα,loc(B∗2(0))∩C0,β(B∗2 (0)) for some α > 1/2 and β ∈ (0, 1), u > 0 in B∗2(0)
and−div(|xN |2α∇u) = 0 weakly in B∗2(0), then there exists C ≥ 0 such that u(x) = C|x|−(N−2+2α)+
b(x), where b(x) is a Hölder continuous function in B1(0).
Proof. Choose M > 0 large enough such that v(x) = |x|−(N−2+2α) −M satisfies v|∂B1(0) < 0. Let
C = sup{β | u− βv ≥ 0 in B∗1(0)}. Obviously, C ≥ 0. And by the fact that there exists x ∈ B∗1 (0) such
that v(x) > 0, we deduce that C < +∞.
Let w(x) = u − Cv. For continuous function f(x) defined in B∗1(0), define f(r) = max|x|=r f(x),
f(r) = min|x|=r f(x). We shall prove that limr→0 w(r)/v(r) = 0.
If not, there exist η > 0 and rn → 0 such that w(rn) ≥ ηv(rn). Thus (w − ηv)|∂Brn (0) ≥ 0.
Furthermore, we have (w− ηv)|∂B1(0) ≥ 0. Hence by−div(|xN |2α∇(w− ηv)) = 0 and Proposition 3.1,
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we get that (w − ηv)|B1(0)\Brn(0) ≥ 0. Letting n → ∞, we get that (w − ηv)|B∗1 (0) ≥ 0. It follows that
u − (C + η)v ≥ 0 in B∗1(0). It contradicts the definition of C. Thus limr→0 w(r)/v(r) = 0. And by the
Harnack inequality (see [8, Theorem 4.3]), we get that limr→0 w(r)/v(r) = 0. Then by Proposition 3.4
and [8, Theorem 4.4], we get that w is a Hölder continuous function. Let b(x) = w(x) − CM, we have
u(x) = C|x|−(N−2+2α) + b(x). ✷
4 Regularity of solutions
In this section, we derive some regularity results for solutions of equations (1.1) and (1.2).
Proposition 4.1. If v is a solution of equation (1.1), then |x|−(N−2+2α)v(x/|x|2) is still a solution of
equation (1.1).
Proof. For x ∈ RN , xN ≥ 0, let u(x) = xαNv(x). By straightforward calculation, we have div(x2αN ∇v) =
xαN△u− α(α − 1)x
α−2
N u. Thus u satisfies the equation
−△u =
λ
x2N
u+
|u|2
∗(s)−2u
xsN
, x ∈ RN , xN ≥ 0 (4.1)
with λ = −α(α − 1). Moreover, if u is a solution of equation (4.1), then u/xαN is a solution of equa-
tion (1.1). From [6], we know that |x|−(N−2)u(x/|x|2) is still a solution of equation (4.1). Since
|x|−(N−2)u(x/|x|2) = xαN · |x|
−(N−2+2α)v(x/|x|2), we get that |x|−(N−2+2α)v(x/|x|2), x ∈ RN+ satis-
fies equation (1.1). By a similar argument, we know that |x|−(N−2+2α)v(x/|x|2), x ∈ RN− also satisfies
equation (1.1). This finishes the proof of this proposition. ✷
Theorem 4.2. Suppose that α > 1/2 and 0 ≤ s < 2. If u ∈ Xα(B1(0)) is a nonnegative weak sub-
solution of equation (1.1), i.e., for every ϕ ∈ C∞0 (B1(0)), ϕ ≥ 0,∫
B1(0)
|xN |
2α∇u∇ϕ ≤
∫
B1(0)
|xN |
α·2∗(s)−su2
∗(s)−1ϕ,
then there exists σ ∈ (0, 1) such that u ∈ L∞(Bσ(0)).
Proof. For t > 2, k > 0, define h(r) =
{
rt/2, 0 ≤ r ≤ k
t
2k
t
2−1r + (1− t2 )k
t
2 , r ≥ k
, φ(r) =
∫ r
0
|h′(s)|2ds.
It is easy to verify the following two inequalities
|rφ(r)| ≤
t2
4(t− 1)
|h(r)|2, (4.2)
|φ(r) − h(r)h′(r)| ≤ Ct|h(r)h
′(r)|, (4.3)
where Ct = t−22(t−1) < 1. Let 0 < τ < ρ < 1. Choose η ∈ C
∞
0 (Bρ(0)) satisfying 0 ≤ η ≤ 1, η ≡ 1 in
Bτ (0), η ≡ 0 in RN \Bρ(0) and |∇η| ≤ 2/(ρ− τ). Then η2φ(u), ηh(u) ∈ X0α(B1(0)). We have∫
B1(0)
|xN |
2α∇u∇(η2φ(u)) =
∫
B1(0)
|xN |
2αη2(h′(u))2|∇u|2 + 2
∫
B1(0)
|xN |
2αηφ(u)∇u∇η
=
∫
B1(0)
|xN |
2αη2|∇(h(u))|2 + 2
∫
B1(0)
|xN |
2αηφ(u)∇u∇η.
Notice that |∇(ηh(u))|2 = η2|∇(h(u))|2 + h2(u)|∇η|2 + 2ηh(u)∇(h(u))∇η, by (4.3), we have∫
B1(0)
|xN |
2α∇u∇(η2φ(u)) =
∫
B1(0)
|xN |
2α|∇(ηh(u))|2 −
∫
B1(0)
|xN |
2αh2(u)|∇η|2
−2
∫
B1(0)
|xN |
2αηh(u)h′(u)∇u∇η + 2
∫
B1(0)
|xN |
2αηφ(u)∇u∇η
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≥∫
B1(0)
|xN |
2α|∇(ηh(u))|2 −
∫
B1(0)
|xN |
2αh2(u)|∇η|2
−2
∫
B1(0)
|xN |
2αη|φ(u) − h(u)h′(u)| · |∇u∇η|
≥
∫
B1(0)
|xN |
2α|∇(ηh(u))|2 −
∫
B1(0)
|xN |
2αh2(u)|∇η|2
−2Ct
∫
B1(0)
|xN |
2α|ηh(u)∇(h(u))∇η|. (4.4)
Since∫
B1(0)
|xN |
2α|ηh(u)∇(h(u))∇η| =
∫
B1(0)
|xN |
2α|(∇(ηh(u)) − h(u)∇η)∇η| · |h(u)|
≤
∫
B1(0)
|xN |
2α|h(u)∇(ηh(u))∇η| +
∫
B1(0)
|x|2α|h(u)|2|∇η|2
≤
1
2
∫
B1(0)
|xN |
2αh2(u)|∇η|2 +
1
2
∫
B1(0)
|xN |
2α|∇(ηh(u))|2
+
∫
B1(0)
|xN |
2α|h(u)|2|∇η|2, (4.5)
by (4.4), (4.5) and the weighted inequality (2.2), we deduce that∫
B1(0)
|xN |
2α∇u∇(η2φ(u))
≥
∫
B1(0)
|xN |
2α|∇(ηh(u))|2 −
∫
B1(0)
|xN |
2αh2(u)|∇η|2
−2Ct
(
3
2
∫
B1(0)
|xN |
2αh2(u)|∇η|2 +
1
2
∫
B1(0)
|xN |
2α|∇(ηh(u))|2
)
=
t
2(t− 1)
∫
B1(0)
|xN |
2α|∇(ηh(u))|2 − (1 + 3Ct)
∫
B1(0)
|xN |
2αh2(u)|∇η|2
≥
Ct
2(t− 1)
(
∫
B1(0)
|xN |
α·2∗(s)−s|ηh(u)|2
∗(s))
2
2∗(s) − (1 + 3Ct)
∫
B1(0)
|xN |
2αh2(u)|∇η|2.(4.6)
By (4.2) and Hölder inequality, we have∫
B1(0)
|xN |
α·2∗(s)−su2
∗(s)−1η2φ(u)
≤
t2
4(t− 1)
∫
B1(0)
|xN |
α·2∗(s)−s|u|2
∗(s)−2|ηh(u)|2
≤
t2
4(t− 1)
(∫
η 6=0
|xN |
α·2∗(s)−s|u|2
∗(s)
) 2∗(s)−2
2∗(s)
(∫
B1(0)
|xN |
α·2∗(s)−s|ηh(u)|2
∗(s)
) 2
2∗(s)
(4.7)
Since u is a nonnegative weak sub-solution of equation (1.1), we have∫
B1(0)
|xN |
2α∇u∇(η2φ(u)) ≤
∫
B1(0)
|xN |
α·2∗(s)−su2
∗(s)−1η2φ(u).
Then by (4.6) and (4.7) we get that(∫
B1(0)
|xN |
α·2∗(s)−s|ηh(u)|2
∗(s)
) 2
2∗(s)
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≤
t
2C
(∫
η 6=0
|xN |
α·2∗(s)−s|u|2
∗(s)
) 2∗(s)−2
2∗(s)
(∫
B1(0)
|xN |
α·2∗(s)−s|ηh(u)|2
∗(s)
) 2
2∗(s)
+
2(1 + 3Ct)(t− 1)
Ct
∫
B1(0)
|xN |
2αh2(u)|∇η|2. (4.8)
Choose ρ small enough such that t2C
(∫
η 6=0
|xN |
α·2∗(s)−s|u|2
∗(s)
) 2∗(s)−2
2∗(s)
< 1/2.Notice that 2(1+3Ct)(t−1)t <
8 (since 0 < Ct < 1 and t > 2) and |∇η| < 2/(ρ− τ), from (4.8) we have(∫
Bτ (0)
|xN |
α·2∗(s)−s|h(u)|2
∗(s)
) 2
2∗(s)
≤
64
C(ρ− τ)2
∫
Bρ(0)
|xN |
2αh2(u). (4.9)
Choose t0 > 2 such that t0 − 2 small enough and let k→∞ in (4.9), we get(∫
Bτ (0)
|xN |
α·2∗(s)−s|u|2
∗(s)t0/2
) 2
2∗(s)
≤
64
C(ρ− τ)2
∫
Bρ(0)
|xN |
2α|u|t0 . (4.10)
Let s0 ∈ (0, 2) be such that 2∗(s0) = t0. Then s0 → 2 as t0 → 2. It follows that 2α > α ·
2∗(s0) − s0 if t0 − 2 > 0 small enough. Thus by Theorem 2.1, we get that (
∫
B1(0)
|xN |
2α|ζu|t0)
2
t0 ≤
(
∫
B1(0)
|xN |
α·2∗(s0)−s0 |ζu|t0)
2
t0 ≤ C
∫
B1(0)
|xN |
2α|∇(ζu)|2 < ∞, where ζ ∈ C∞0 (B1(0)) is a cut-off
function with ζ ≡ 1 in Bρ(0). Combining (4.10), we get that∫
Bρ(0)
|xN |
α·2∗(s)−s|u|2
∗(s)t0/2 <∞. (4.11)
For any 0 < r2 < r1 ≤ ρ, let η ∈ C∞0 (Br1) be a cut-off function which satisfies that 0 ≤ η ≤ 1,
η ≡ 1 in Br2(0), η ≡ 0 in RN \Br1(0) and |∇η| ≤ 2/(r1 − r2). As (4.6), we have∫
Br1 (0)
|xN |
2α∇u∇(η2φ(u))
≥ C
(∫
Br2 (0)
|xN |
α·2∗(s)−s|h(u)|2
∗(s)
)2/2∗(s)
−
4
(r1 − r2)2
∫
Br1(0)
|xN |
2αh2(u). (4.12)
By (4.2) and Hölder inequality,∫
Br1 (0)
|xN |
α·2∗(s)−su2
∗(s)−1η2φ(u)
≤
t2
4(t− 1)
∫
Br1(0)
|xN |
α·2∗(s)−s|u|2
∗(s)−2|ηh(u)|2
≤
t2
4(t− 1)
(∫
Br1(0)
|xN |
α·2∗(s)−s|u|2
∗(s)t0/2
) 2(2∗(s)−2)
2∗(s)t0
(∫
Br1 (0)
|xN |
α·2∗(s)−s|ηh(u)|2q
)1/q
,
(4.13)
where q = 2
∗(s)t0
(t0−2)2∗(s)+4
satisfies q < 2∗(s)/2, since t0 > 2. Furthermore, by Hölder inequality, we have
∫
Br1 (0)
|xN |
2αh2(u) ≤
(∫
Br1 (0)
|xN |
(2α−α·2
∗(s)−s
q )q
′
)1/q′ (∫
Br1(0)
|xN |
α·2∗(s)−s|h(u)|2q
)1/q
,(4.14)
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where 1q +
1
q′ = 1. By the fact that q → 2
∗(s)/2 and q′ → 2∗(s)/(2∗(s) − 2) as t0 → 2, we get that
(2α− α·2
∗(s)−s
q )q
′ → 2s/(2∗(s) − 2) > 0 as t0 → 2. It follows that
∫
B1(0)
|xN |
(2α−α·2
∗(s)−s
q )q
′
<∞ if
t0 − 2 > 0 small enough. Then by (4.11)− (4.14), we have(∫
Br2
|xN |
α·2∗(s)−s|h(u)|2
∗(s)
) 2
2∗(s)
≤ C′
(
t2
4(t− 1)
+
4
(r1 − r2)2
)(∫
Br1
|xN |
α·2∗(s)−s|h(u)|2q
) 1
q
.
Letting k →∞, we get
|u|2∗(s)t/2, α,s ≤ C
′ 1t
(
t2
4(t− 1)
+
4
(r1 − r2)2
)1/t
|u|qt, α,s, (4.15)
where |u|l, α,s := (
∫
|xN |
α·2∗(s)−s|u|l)1/l. Choose ǫ > 0 such that (2 + ǫ)q < 2∗(s). Let tn = (2 +
ǫ)(2∗(s)/2q)n−1, rn =
ρ
2 + (
ρ
2 )
n, n = 1, 2, · · · . Then by (4.15) we have
|u|2∗(s)tn/2, α,s ≤
{
n∏
i=2
C
′ 1ti
(
t2i
4(ti − 1)
+
4
(ri − ri−1)2
)1/ti}
· |u|(2+ǫ)q, α,s.
Letting n→∞, we obtain that u ∈ L∞(Bσ) with σ = ρ/2. ✷
Theorem 4.3. (Harnack inequality) Suppose that α > 1/2 and 0 ≤ s < 2. If u ∈ Xα(B1(0)) is a positive
weak solution of equation (1.1), i.e., for every ϕ ∈ C∞0 (B1(0)),∫
B1(0)
|xN |
2α∇u∇ϕ =
∫
B1(0)
|xN |
α·2∗(s)−su2
∗(s)−1ϕ,
then there exist constants C = C(N, s, α) > 0 and ς = ς(N, s, α) ∈ (0, 1) such that
sup
Bς(0)
u ≤ C inf
Bς(0)
u.
Proof. By the local boundedness of u (Proposition 4.2), ∀β ∈ R and η ∈ C∞0 (B1(0)), η2uβ ∈
X0α(B1(0)), where u = u+ k and k > 0. We have∫
B1(0)
|xN |
2α∇u∇(η2uβ) = β
∫
B1(0)
|xN |
2αη2uβ−1|∇u|2 + 2
∫
B1(0)
|xN |
2αηuβ∇u∇η. (4.16)
Let’s introduce a function w defined by w =
{
u(β+1)/2, if β 6= −1,
log u, if β = −1. Then we have
β
∫
B1(0)
|xN |
2αη2uβ−1|∇u|2 =
{
4β
(β+1)2
∫
B1(0)
|xN |
2αη2|∇w|2, if β 6= −1,
−
∫
B1(0)
|xN |
2αη2|∇w|2, if β = −1, (4.17)
2
∫
B1(0)
|xN |
2αηuβ∇u∇η =
{
4
β+1
∫
B1(0)
|xN |
2αηw∇w∇η, if β 6= −1,
2
∫
B1(0)
|xN |
2αη∇w∇η, if β = −1. (4.18)
By (4.16)− (4.18), we obtain that if β 6= −1, 0,∣∣∣∣∣
∫
B1(0)
|xN |
2α∇u∇(η2uβ)
∣∣∣∣∣
=
∣∣∣∣∣ 4β(β + 1)2
∫
B1(0)
|xN |
2αη2|∇w|2 +
4
β + 1
∫
B1(0)
|xN |
2αηw∇w∇η
∣∣∣∣∣
11
≥
4|β|
(β + 1)2
∫
B1(0)
|xN |
2αη2|∇w|2
−
4
|β + 1|
(
|β|
2|β + 1|
∫
B1(0)
|xN |
2αη2|∇w|2 +
|β + 1|
2|β|
∫
B1(0)
|xN |
2αw2|∇η|2
)
=
2|β|
(β + 1)2
∫
B1(0)
|xN |
2αη2|∇w|2 −
2
|β|
∫
B1(0)
|xN |
2αw2|∇η|2, (4.19)
and if β = −1,∣∣∣∣∣
∫
B1(0)
|xN |
2α∇u∇(η2uβ)
∣∣∣∣∣ =
∣∣∣∣∣−
∫
B1(0)
|xN |
2αη2|∇w|2 + 2
∫
B1(0)
|xN |
2αη∇w∇η
∣∣∣∣∣
≥
1
2
∫
B1(0)
|xN |
2αη2|∇w|2 − 8
∫
B1(0)
|xN |
2α|∇η|2. (4.20)
Moreover, if β 6= −1, by u ∈ L∞(B1(0)), we have∫
B1(0)
|xN |
α·2∗(s)−su2
∗(s)−1 · η2uβ ≤
∫
B1(0)
|xN |
α·2∗(s)−su2
∗(s)−2 · η2w2
≤ C
∫
B1(0)
|xN |
α·2∗(s)−s · η2w2 (4.21)
and if β = −1, by α · 2∗(s)− s > 12 · 2− s > −1 and u ∈ L
∞(B1(0)), we obtain∫
B1(0)
|xN |
α·2∗(s)−su2
∗(s)−1 · η2uβ ≤
∫
B1(0)
|xN |
α·2∗(s)−su2
∗(s)−2
≤ C
∫
B1(0)
|xN |
α·2∗(s)−s <∞. (4.22)
By (4.20), (4.22) and ∫B1(0) |xN |2α∇u∇(η2uβ) = ∫B1(0) |xN |α·2∗(s)−su2∗(s)−1 · η2uβ , we obtain that if
β = −1, then∫
B1(0)
|xN |
2αη2|∇w|2 ≤ 16
∫
B1(0)
|xN |
2α|∇η|2 + 2C
∫
B1(0)
|xN |
α·2∗(s)−s <∞. (4.23)
This means that for β = −1, w ∈ Xα,loc(B1(0)). Since∫
B1(0)
|xN |
2αη2|∇w|2
=
∫
B1(0)
|xN |
2α|∇(ηw)|2 − 2
∫
B1(0)
|xN |
2αw∇(ηw)∇η −
∫
B1(0)
|xN |
2αw2|∇η|2
≥
1
2
∫
B1(0)
|xN |
2α|∇(ηw)|2 − 3
∫
B1(0)
|xN |
2αw2|∇η|2,
by (4.19), (4.21) and
∫
B1(0)
|xN |
2α∇u∇(η2uβ) =
∫
B1(0)
|xN |
α·2∗(s)−su2
∗(s)−1 · η2uβ , we obtain that if
β 6= −1, 0, then ∫
B1(0)
|xN |
2α|∇(ηw)|2
≤
C(β + 1)2
|β|
∫
B1(0)
|xN |
α·2∗(s)−sη2w2 +
(β + 1)2
|β|2
∫
B1(0)
|xN |
2αw2|∇η|2. (4.24)
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When 2α ≥ α · 2∗(s)− s, by (4.24) and Theorem 2.1, we obtain that if β 6= −1, 0,
(
∫
B1(0)
|xN |
α·2∗(s)−s|ηw|2
∗(s))2/2
∗(s)
≤
C|β + 1|2
|β|
∫
B1(0)
|xN |
α·2∗(s)−sη2w2 +
C|β + 1|2
|β|2
∫
B1(0)
|xN |
α·2∗(s)−sw2|∇η|2.
(4.25)
When 2α < α · 2∗(s)− s, we can choose sα ∈ (0, 2) such that 2α = α · 2∗(sα)− sα. Then by (4.24) and
Theorem 2.1, we obtain that if β 6= −1, 0,
(
∫
B1(0)
|xN |
2α|ηw|2
∗(sα))2/2
∗(sα)
= (
∫
B1(0)
|xN |
α·2∗(sα)−sα |ηw|2
∗(sα))2/2
∗(sα) ≤ C
∫
B1(0)
|xN |
2α|∇(ηw)|2
≤
C|β + 1|2
|β|
∫
B1(0)
|xN |
2αη2w2 +
C|β|+ 1|2
|β|2
∫
B1(0)
|xN |
2αw2|∇η|2. (4.26)
Let r1, r2 be such that 0 < r1 < r2 < 1. Let η be a cut-off function satisfying η ≡ 1 in Br1(0), η ≡ 0 in
RN \Br2(0) and |∇η| ≤ 2/(r2 − r1). By (4.25) and (4.26), we obtain that if 2α ≥ α · 2∗(s)− s,
(
∫
Br1(0)
|xN |
α·2∗(s)−s|w|2
∗(s))2/2
∗(s) ≤
C|1 + β|
(r2 − r1)2
∫
Br2(0)
|xN |
α·2∗(s)−sw2, (4.27)
and if 2α < α · 2∗(s)− s,
(
∫
Br1 (0)
|xN |
2α|w|2
∗(sα))2/2
∗(sα) ≤
C|1 + β|
(r2 − r1)2
∫
Br2(0)
|xN |
2αw2, (4.28)
where C > 0 is a constant depending only on β and is bounded when |β| is bounded away from zero.
Set γ = 1+β and set Φ(p, r) =
{
(
∫
Br(0)
|xN |
α·2∗(s)−s|u|p)1/p, if 2α ≥ α · 2∗(s)− s
(
∫
Br(0)
|xN |
2α|u|p)1/p, if 2α < α · 2∗(s)− s. By (4.27)
and (4.28), we obtain that when 2α ≥ α · 2∗(s)− s,
Φ
(
2∗(s)
2
γ, r1
)
≤
(
C(1 + |γ|)
(r2 − r1)2
)1/|γ|
Φ(γ, r2), if γ > 0, (4.29)
Φ(γ, r2) ≤
(
C(1 + |γ|)
(r2 − r1)2
)1/|γ|
Φ
(
2∗(s)
2
γ, r1
)
, if γ < 0. (4.30)
and when 2α < α · 2∗(s)− s,
Φ
(
2∗(sα)
2
γ, r1
)
≤
(
C(1 + |γ|)
(r2 − r1)2
)1/|γ|
Φ(γ, r2), if γ > 0, (4.31)
Φ(γ, r2) ≤
(
C(1 + |γ|)
(r2 − r1)2
)1/|γ|
Φ
(
2∗(sα)
2
γ, r1
)
, if γ < 0, (4.32)
Hence taking p > 0, we set γ = γm = p(2∗(s)/2)m−1, and for ς ∈ (0, 1/4), set rm = ς + ( ς4 )
m,
m = 1, 2, · · · , so that by (4.29) or (4.31), Φ(γm, ς) ≤ CΦ(p, 5ς/4), m = 1, 2, · · ·. Consequently, letting
m tend to infinity, we have
sup
Bς (0)
u ≤ CΦ
(
p,
5ς
4
)
. (4.33)
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In a similar manner, by (4.30) or (4.32), we can prove that for any p > 0,
Φ
(
−p,
5ς
4
)
≤ CΦ(−∞, ς) = C inf
Bς (0)
u. (4.34)
Let Sρ(x, r) be the ball {y ∈ RN | ρ(x, y) < r} with the metric ρ defined in [8, Theorem 2.7]. By
Proposition 2.9 and Theorem 2.7 of [8], we deduce that when ς small enough, there exists δ > 0 such that
B5ς/4(0) ⊂ Sρ(0, δ) ⊂ B1/2(0). (4.35)
By (4.23), [8, Theorem 3.2 and Remark 3.3](see page 538 and 539) and (4.2f) of [8](see page 538), we
deduce that there exist p > 0 and constant C > 0 such that
(
∫
Sρ(0,δ)
u¯p)(
∫
Sρ(0,δ)
u¯−p) ≤ C.
Then by (4.35), we get that
Φ(p, 5ς/4)
/
Φ(−p, 5ς/4) ≤ C. (4.36)
Letting k → 0, by (4.33)− (4.36), we get that supBς (0) u ≤ C infBς(0) u. ✷
Using the similar argument as the proofs of the above two theorems and Theorem 8.22 of [12], we can
get the following theorem
Theorem 4.4. Suppose that α > 1/2 and 0 ≤ s < 2. If u ∈ Xα(B1(0)) is a weak solution of equation
(1.1) in B1(0), then there exists σ ∈ (0, 1) such that u ∈ C0,γ(Bσ(0)) for some 0 < γ < 1.
Proposition 4.5. If the same conditions as Theorem 4.4 holds, then u ∈ C0,γ(B1(0)) ∩ C2,γ(B1(0) \
{xN = 0}) and ∂u∂xi ∈ C
0,γ(B1(0)), 1 ≤ i ≤ N − 1 for some 0 < γ < 1.
Proof. By Theorem 4.4 and Schauder estimates, we obtain that u ∈ C2,γ(B1(0) \ {xN = 0}), since
the operator −div(|xN |2α∇u) is uniformly elliptic in compact subset of B1(0) \ {xN = 0}. As the
same proof of Theorem 8.8 in [12], we know that for 1 ≤ i ≤ N − 1, ∂u∂xi ∈ Xα,loc(B1(0)) and it
satisfies −div
(
|xN |
2α∇
(
∂u
∂xi
))
= (2∗(s) − 1)|xN |
α·2∗(s)−su2
∗(s)−2 ∂u
∂xi
in B1(0) weakly. Using the
same method as the proof of Theorem 4.4, we can get ∂u∂xi ∈ C
0,γ(B1(0)), 1 ≤ i ≤ N − 1 for some
0 < γ < 1. ✷
Proposition 4.6. Let Ω = {(x′, xN ) | |xN | ≤ 2, |x′| ≤ 1} and Ω1 = {(x′, xN ) | |xN | ≤ 12 , |x
′| ≤ 12}.
If α > 1/2, 0 ≤ s < 2 and u is a weak solution of equation (1.1) in Ω, then there exists C > 0 such that∣∣∣∣∂u(x)∂xN
∣∣∣∣ ≤ C|xN |−1, ∀x ∈ Ω1 \ {x | xN = 0}.
Proof. For 0 < ǫ ≤ 1, let Ωǫ = {(x′, xN ) | 14ǫ ≤ xN ≤ 2ǫ, |x
′| ≤ ǫ} and Ω∗ = {(y′, yN) | 14 ≤
yN ≤ 2, |y
′| ≤ 1}. For x ∈ Ωǫ, set uǫ(y) = u(ǫy), y = x/ǫ. By Theorem 4.2, uǫ is bounded in Ω∗.
Straightforward calculation shows that uǫ satisfies −div(|yN |2α∇uǫ) = ǫβ|uǫ|2
∗(s)−2uǫ in Ω∗, where
β = α · (2∗(s)− 2) + 2− s ≥ 0. Lp− estimate gives that there exists C′ > 0 such that
||uǫ||C1,γ(Ω2) ≤ C
′(||uǫ||L∞(Ω∗) + ǫ
β||u2
∗(s)−1
ǫ ||L∞(Ω∗)) ≤ C
′(M + ǫβM2
∗(s)−1) := C,
where Ω2 = {(y′, yN ) | 12 < yN ≤ 1, |y
′| ≤ 12}. In particular, we have
∣∣∣ǫ ∂u∂xN (0, ǫ)∣∣∣ = ∣∣∣ ∂uǫ∂yN (0, 1)∣∣∣ ≤ C.
Thus ∣∣∣∣ ∂u∂xN (0, xN )
∣∣∣∣ ≤ C|xN |−1, 0 < xN ≤ 1. (4.37)
For fixed |x′0| ≤ 12 , consider u˜(x) = u(x + (x
′
0, 0)). As (4.37), we have
∣∣∣ ∂u∂xN (x′0, xN )∣∣∣ ≤ C|xN |−1.
Therefore
∣∣∣∂u(x)∂xN ∣∣∣ ≤ C|xN |−1, ∀x ∈ Ω1 \ {x | xN = 0}. ✷
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5 Symmetry and uniqueness of solutions
In this section, we obtain some symmetry and uniqueness results for positive solutions of equations
(1.1).
Given λ > 0 and a function u : RN → R, define uλ(x) = λ
N−2+2α
|x|N−2+2αu
(
λ2x
|x|2
)
, x ∈ RN \ {0}. We
shall use the method of moving sphere (see [4, 15, 16]) and its variant (see [24]) to prove the following
Theorem
Theorem 5.1. Suppose that α > 1/2 and 0 ≤ s < 2. If u ∈ Xα,loc(RN ) is a positive solution of equation
(1.1), then there exists a positive number λ such that u(x) = uλ(x), x ∈ RN \ {0}.
Proof. By Theorem 4.4, we know that u is Hölder continuous in RN . The proof is divided into four steps.
Step 1. In this step, we shall prove that there exists λ0 > 0 such that uλ(x) ≥ u(x), |x| ≤ λ if
0 < λ < λ0.
By Proposition 4.1, we know that uλ satisfies equation (1.1) and uλ|∂Bλ(0) ≡ u|∂Bλ(0). Thus
− div(|xN |
2α∇(uλ − u)) = |xN |
α·2∗(s)−s(u
2∗(s)−1
λ − u
2∗(s)−1)
= (2∗(s)− 1)|xN |
α·2∗(s)−sψ
2∗(s)−2
λ (uλ − u), (5.1)
where ψλ(x) is some number between uλ(x) and u(x). Let Ω−λ = {x ∈ Bλ(0) | (uλ − u)(x) ≤ 0}. Set
M = maxB1(0) u. By Theorem 4.2, we have M < +∞. Multiplying equation (5.1) by (uλ − u)− and
integrating. By Hölder inequality and Theorem 2.1, we get that if 0 < λ ≤ 1, then∫
Ω−
λ
|xN |
2α|∇(uλ − u)|
2
= (2∗(s)− 1)
∫
Ω−λ
|xN |
α·2∗(s)−sψ
2∗(s)−2
λ (uλ − u)
2
≤ (2∗(s)− 1)
(∫
Ω−λ
|xN |
α·2∗(s)−sψ
2∗(s)
λ
) 2∗(s)−2
2∗(s)
(∫
Ω−λ
|xN |
α·2∗(s)−s(uλ − u)
2∗(s)
) 2
2∗(s)
≤ (2∗(s)− 1)M2
∗(s)−2
(∫
Ω−λ
|xN |
α·2∗(s)−s
) 2∗(s)−2
2∗(s)
(∫
Ω−λ
|xN |
α·2∗(s)−s(uλ − u)
2∗(s)
) 2
2∗(s)
≤ CM2
∗(s)−2
(∫
Ω−λ
|xN |
α·2∗(s)−s
) 2∗(s)−2
2∗(s) ∫
Ω−λ
|xN |
2α|∇(uλ − u)|
2. (5.2)
Since limλ→0
∫
Ω−
λ
|xN |
α·2∗(s)−s = 0, by (5.2), we deduce that ∫Ω−
λ
|xN |
2α|∇(uλ − u)|
2 = 0 if λ > 0
small enough. It follows that if λ small enough, then for any x ∈ Bλ(0), uλ(x) ≥ u(x).
Step 2. Set λ = sup{µ > 0 | uλ(x) ≥ u(x), |x| ≤ λ, 0 < λ < µ}. We shall prove that if λ < ∞,
then uλ ≡ u in RN \ {0}.
Obviously, it is sufficient to prove that uλ ≡ u in Bλ(0). From the definition of λ, we know that
uλ ≥ u in Bλ(0). If uλ 6≡ u in Bλ(0), by
− div(|xN |
2α∇(uλ − u)) = (2
∗(s)− 1)|xN |
α·2∗(s)−sψ
2∗(s)−2
λ
(uλ − u) ≥ 0,
and Proposition 3.2, we get that
(uλ − u)(x) > 0, ∀x ∈ Bλ(0). (5.3)
It follows that for δ > 0 small enough,
max
x∈∂Bλ−δ(0)
(uλ − u)(x) > 0. (5.4)
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By (5.4), we can choose ǫ = ǫ(δ) > 0 small enough, such that ǫ = o(δ) as δ → 0 and
max
x∈∂Bλ−δ(0)
(uλ − u)(x) > 0, if λ ≤ λ ≤ λ+ ǫ. (5.5)
Set Ω−λ = {x | λ− δ ≤ |x| ≤ λ, uλ(x)− u(x) ≤ 0}. By (5.5) and the fact that (uλ − u)|∂Bλ(0) ≡ 0,
we get that (uλ − u)−|∂Ω−λ ≡ 0. Then as (5.2), we get∫
Ω−λ
|xN |
2α|∇(uλ − u)|
2
= (2∗(s)− 1)
∫
Ω−λ
|xN |
α·2∗(s)−sψ
2∗(s)−2
λ (uλ − u)
2
≤ CM2
∗(s)−2
(∫
Ω−λ
|xN |
α·2∗(s)−s
) 2∗(s)−2
2∗(s) ∫
Ω−λ
|xN |
2α|∇(uλ − u)|
2. (5.6)
By
lim
δ→0
∫
Ω−λ
|xN |
α·2∗(s)−s = 0
and (5.6), we know that if δ small enough, Lebesgue measure of Ω−λ must be zero. Thus when λ ≤ λ ≤
λ+ ǫ,
uλ(x)− u(x) ≥ 0, λ− δ ≤ |x| ≤ λ. (5.7)
By (5.3), we deduce that there exists C(δ) > 0 such that uλ(x) − u(x) ≥ C(δ) > 0 if |x| < λ − δ.
Thus we can choose ǫ small enough, such that uλ(x) − u(x) > 0 if |x| < λ − δ and λ ≤ λ ≤ λ + ǫ.
Combining (5.7), we obtain that uλ(x) − u(x) ≥ 0 if |x| ≤ λ and λ ≤ λ ≤ λ + ǫ. It contradicts the
definition of λ. Thus uλ ≡ u in RN \ {0}.
Step 3. For b ∈ RN−1, let u(b)(x) = u(x+ (b, 0)), x ∈ RN and let λb be defined as in Step 2 relative
to u(b). In this step, we shall prove that if λb =∞ for some b ∈ RN−1, then λb =∞ for all b ∈ RN−1.
By Step 2, there is a maximal λb > 0 such that (u(b))λ(x) ≥ u(b)(x), if |x| ≤ λ and 0 < λ < λb.
It follows that (u(b))λ(x) ≤ u(b)(x), if |x| ≥ λ and 0 < λ < λb. Letting xb = x − (b, 0), we have
u(x) ≥
(
λ
|xb|
)N−2+2α
u
(
λ2xb
|xb|2
+ (b, 0)
)
. Since λb = ∞, we know that the above inequality holds for
all λ > 0 and |xb| ≥ λ. For any fixed λ > 0, it follows that
lim
|x|→∞
|x|N−2+2αu(x) ≥ lim
|xb|→∞
(
λ|x|
|xb|
)N−2+2α
u
(
λ2xb
|xb|2
+ (b, 0)
)
= λN−2+2αu(b, 0).
Letting λ→∞, this implies lim|x|→∞ |x|N−2+2αu(x) = ∞. Assume that there is a 6= b such that λa <
∞. Then by Step 2, it is u(a) ≡ (u(a))λa , i.e., u(x) =
(
λ
|xa|
)N−2+2α
u
(
λ2xa
|xa|2
+ (a, 0)
)
, xa = x−(a, 0).
This gives lim
|x|→∞
|x|N−2+2αu(x) = λau(a, 0) <∞, which contradicts to lim
|x|→∞
|x|N−2+2αu(x) =∞.
Step 4. In this step, we shall prove that λb <∞ for all b ∈ RN−1.
By contradiction. If not, then by Step 3, for any b ∈ RN−1, λb =∞. Let
gλ,b(x) = u(x+ (b, 0))−
(
λ
|x|
)N−2+2α
u
(
λ2x
|x|2
+ (b, 0)
)
for |x| ≤ λ, λ > 0 and b ∈ RN−1. Then g|x|,b(rx) = u(rx + (b, 0)) − 1rN−2+2αu
(
x
r + (b, 0)
)
. Since
gλ,b(x) < 0 if |x| ≤ λ, we get that when 0 < r < 1,
g|x|,b(rx) < 0. (5.8)
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By Proposition 4.5, we deduce that for any x 6= 0, ddr (g|x|,b(rx))|r=1 exists. By straightforward calcula-
tion, we have
d
dr
(g|x|,b(rx))
∣∣∣
r=1
=
(
x(∇u)(rx + (b, 0)) +
x
rN+2α
(∇u)(
x
r
+ (b, 0)) +
N − 2 + 2α
rN−1+2α
u(
x
r
+ (b, 0))
) ∣∣∣
r=1
= 2x∇u(x+ (b, 0)) + (N − 2 + 2α)u(x+ (b, 0)). (5.9)
By (5.8) and the fact that g|x|,b(x) = 0, we get that ddr (g|x|,b(rx))|r=1 ≥ 0. Thus by (5.9), we have
2(x− (b, 0))∇u(x) + (N − 2 + 2α)u(x) ≥ 0 (5.10)
Divided both side by |b| in (5.10) and let |b| tend to ∞, we get that a∇ux′(x) ≤ 0 for any a ∈ RN−1
with |a| = 1. It follows that ∇ux′(x) = 0, ∀x ∈ RN . Thus u is independent of x′, i.e., u = u(xN ). By
Theorem 4.2, we get that u = u(xN ) is a positive solution of −(x2αN u′)′ = x
α·2∗(s)−s
N u
2∗(s)−1
, xN > 0
with u(0) = limxN→0 u(xN ) <∞. However, by Lemma 5.3, we know that this equation has no positive
solution. Thus λb <∞ for any b ∈ RN−1. ✷
Remark 5.2. By this Theorem, we know that if u ∈ Xα,loc(RN ) is a positive solution of equation (1.1),
then u(x) = O(|x|−(N−2+2α)). It follows that if u ∈ Xα,loc(RN ) is a positive solution of equation (1.1),
then u ∈ Xα(RN ).
Lemma 5.3. If α > 1/2 and 0 ≤ s < 2, then the following equation
− (r2αf ′)′ = rα·2
∗(s)−sf2
∗(s)−1, r > 0, f(r) > 0, f(0) = lim
r→0+
f(r) <∞ (5.11)
has no solution.
Proof. Equation (5.11) is equivalent to −f ′′(r) − 2αr f ′(r) = rβf2
∗(s)−1(r), r > 0, where β = α ·
2∗(s)− s− 2α. For τ > 0, making the change of variable y = rτ/τ, f(r) = u(y), this equation becomes
− u′′(y)−
2α−1
τ + 1
y
u(y) = τσyσu2
∗(s)−1(y), y > 0, (5.12)
where σ = β−2(τ−1)τ . For x ∈ R, let [x] denote the largest one among the integers which do not exceed
x. Let τ = (2α− 1)/[2α] and k = 2α−1τ + 2 = [2α] + 2. Then equation (5.12) is equivalent to
−△u(x) = τσ|x|σu2
∗(s)−1(x), x ∈ Rk, (5.13)
where |x| = y. It is easy to verify that σ > −2 and k+2+2σk−2 > 2
∗(s) − 1. Thus according to Propo-
sition 5.2 in [27] by Serrin and Zou, radially symmetric positive solutions of (5.13), if any, satisfy
lim|x|→0 |x|
2+σ
2∗(s)−2 u(x) = λ, for some positive constant λ. This contradicts the assumption f(0) =
limr→0+ f(r) <∞. This lemma is established. ✷
By Remark 5.2, Proposition 3.3 and the classical moving plane method (see [11]), we can get the
following Theorem
Theorem 5.4. Suppose that α > 1/2 and 0 ≤ s < 2. If u ∈ Xα,loc(RN ) is a positive solution of equation
(1.1), then there exists x′0 ∈ RN−1 such that u is axially symmetric about the axis {x = (x′, xN ) ∈
R
N | x′ = x′0}, i.e., u(x′, xN ) = u(|x′ − x′0|, xN ). Moreover, ∂u∂r (r, xN ) < 0 for r = |x′ − x′0| > 0.
Theorem 5.5. If u ∈ Xα,loc(RN ) is a nonnegative weak solution of div(|xN |2α∇u) = 0 in RN , then
u ≡ a for some constant a ≥ 0.
Proof. As the proof of Theorem 5.1, we can get that either u ≡ uλ for some 0 < λ < ∞, or λb = ∞
for all b ∈ RN−1, where λb is defined in the Step 3 of proof Theorem 5.1. If λb = ∞ for all b ∈ RN ,
then as step 4 of the proof of Theorem 5.1, we deduce that u ≡ a for some constant a ≥ 0. If u ≡ uλ
for some 0 < λ < ∞, then u(x) = O(|x|−(N−2+2α)) as |x| → ∞. Then by Proposition 3.1, we get that
0 ≤ supBR(0) u ≤ sup∂BR(0) u→ 0, as R→∞. It follows that u ≡ 0. ✷
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Theorem 5.6. Suppose that α > 1/2 and 0 ≤ s < 2. Let u ∈ Xα,loc(RN ) be a positive solution of
equation (1.1) which satisfies
u(x) = |x|−(N−2+2α)u(x/|x|2) := u˜(x), ∀x ∈ RN \ {0}.
Then there is x′0 ∈ RN−1 such that u(x′, 0) = u(x′0, 0)(1 + |x′ − x′0|2)−(N−2+2α)/2, ∀x′ ∈ RN−1.
Proof. For a fixed b ∈ RN−1, define u(b)(x) = u(x+ (b, 0)). By Theorem 5.1, there exists λb > 0 such
that u(b) = (u(b))λb , i.e., u(x+ (b, 0)) =
(
λb
|x|
)N−2+2α
u
(
λ2bx
|x|2 + (b, 0)
)
. Letting xb = x− (b, 0) for all
x, this identity becomes
u(x) =
(
λb
|xb|
)N−2+2α
u
(
λ2bxb
|xb|2
+ (b, 0)
)
. (5.14)
Multiplying the above identity by |x|N−2+2α and letting |x| → ∞, we find
u˜(0) = lim
|x|→∞
|x|N−2+2αu(x) = λN−2+2αb lim
|x|→∞
(
|x|
|xb|
)N−2+2α
u
(
λ2bxb
|xb|2
+ (b, 0)
)
= λN−2+2αb u(b, 0),
and using u(0) = u˜(0), we get
λN−2+2αb =
u(0)
u(b, 0)
. (5.15)
From u = u˜ and (5.14), we have 1|x|N−2+2αu
(
x
|x|2
)
=
(
λb
|xb|
)N−2+2α
u
(
λ2bxb
|xb|2
+ (b, 0)
)
. Let f(x′) =
u(x′, 0), by Proposition 4.5, we know that f ∈ C1,γ(RN−1). Now setting xN = 0 in the last identity and
using (5.15), we obtain
1
|x′|N−2+2α
f
(
x′
|x′|2
)
=
(
u(0)
u(b, 0)
)
1
|x′ − b|N−2+2α
f
(
λ2b(x
′ − b)
|x′ − b|2
+ b
)
.
Then as the proof of Corollary 2.8 of [24], we can get that f(b) = f(x′0)(1 + |b− x′0|2)−(N−2+2α)/2 for
some fixed x′0 ∈ RN−1.By the arbitrariness of b,we have u(x′, 0) = u(x′0, 0)(1+|x′−x′0|2)−(N−2+2α)/2,
∀x′ ∈ RN−1. ✷
Corollary 5.7. Suppose that α > 1/2 and 0 ≤ s < 2. Let u ∈ Xα,loc(RN ) be a positive solution of
equation (1.1). Then there exist λ > 0 and x′0 ∈ RN−1 such that u(x′, 0) = u(x′0, 0)(1 + λ2|x′ −
x′0|
2)−(N−2+2α)/2, ∀x′ ∈ RN−1.
Proof. By Theorem 5.1, there exists µ > 0 such that uµ ≡ u. Let v(x) = µN−2+2αu(µ2x), x ∈ RN .
Then v is a solution of equation (1.1) satisfying v(x) = |x|−(N−2+2α)v(x/|x|2), x ∈ RN \ {0}. By
Theorem 5.6, we get that v(x′, 0) = v(a, 0)(1+|x′−a|2)−(N−2+2α)/2, ∀x′ ∈ RN−1 for some a ∈ RN−1.
By v(x) = µN−2+2αu(µ2x), we get that u(x′, 0) = u(x′0, 0)(1+λ2|x′−x′0|2)−(N−2+2α)/2, x′ ∈ RN−1,
with λ = 1/µ2 and x′0 = µ2a. ✷
Theorem 5.8. Suppose that α > 1/2 and 0 ≤ s < 2. Let Uα,s be a positive solution of equation (1.1).
Then u is a positive solution of equation (1.1) if and only if u(x′, xN ) = λN−2+2α2 Uα,s(λx′ + x′0, λxN )
for some λ > 0 and x′0 ∈ RN−1.
Proof. By Corollary 5.7, there exist η > 0 and a ∈ RN−1 such that Uα,s(x′, 0) = Uα,s(a, 0)(1 + η2|x′ −
a|2)−(N−2+2α)/2. From the proof of Proposition 4.1, we know that xαNUα,s(x) and xαNu(x), x ∈ RN+ are
solutions of equation (4.1). From Proposition 5.13 of [6], we deduce that Wα,s(x) = x
N−2+2α
2
N Uα,s(x)
and v(x) = x
N−2+2α
2
N u(x), x ∈ R
N
+ are solutions of equation (1.5) with K ≡ 1. By Remark 5.2, we
know that Uα,s and u lie in the space Xα(RN ). Then it is easy to verify that Wα,s and v lie in the
space H1(H), where H = (RN+ , dx
2
x2N
) is the N−dimensional hyperbolic space and H1(H) is the Hilbert
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space C∞c (H)
||·||
with norm ||u|| = (
∫
H
|∇Hu|
2dVH)
1
2 = (
∫
R
N
+
x2−NN |∇u|
2dx)
1
2 . From [19], up to an
isometric transform of H, the positive solution of equation (1.5) which lies in H1(H) is unique. And from
page 116 of [25], we know that the isometric transforms of H are those Möbius transforms of RN which
leave RN+ invariant. Thus there exist λ > 0 and x′0 ∈ RN−1 such that v(x) = Wα,s(λx′ + x′0, λxN )
for any x = (x′, xN ) ∈ RN+ . It follows that u(x′, 0) = λ
N−2+2α
2 Uα,s(λx
′ + x′0, 0), ∀x
′ ∈ RN−1. Let
Wα,s(x) = (−xN )
N−2+2α
2 Uα,s(x) and v(x) = (−xN )
N−2+2α
2 u(x), x ∈ RN− . Using the same argument,
we deduce that there exist µ > 0 and x′0 ∈ RN−1 such that v(x) = Wα,s(µx′ + x′0, µxN ) for any x =
(x′, xN ) ∈ R
N
− . In particular, we have u(x′, 0) = µ
N−2+2α
2 Uα,s(µx
′ + x′0, 0). Thus λ
N−2+2α
2 Uα,s(λx
′ +
x′0, 0) = µ
N−2+2α
2 Uα,s(µx
′+x′0, 0) for any x′ ∈ RN−1.We obtain x′0 = x′0 and λ = µ. Thus u(x′, xN ) =
λ
N−2+2α
2 Uα,s(λx
′ + x′0, λxN ) for some λ > 0 and x′0 ∈ RN−1. ✷
Theorem 5.9. If u ∈ X1,loc(RN ) is a positive solution of equation (1.1) with α = 1 and s = 1 + 2/N,
i.e., u is a positive solution of equation
− div(|xN |
2∇u) = |xN |u
N+2
N , (5.16)
then there exist λ > 0 and ζ ∈ RN−1 such that u(x′, xN ) = λ
N
2 U(λx′ + ζ, λxN ), where U(x′, xN ) =(
2N
(1+|xN |)2+|x′|2
)N
2
. Furthermore, taking derivatives with respect to the parameters λ and ζ at λ = 1
and ζ = 0, we get N functions V1, · · · , VN . These functions are solutions to the linearized equation
− div(|xN |
2∇v) =
N + 2
N
|xN |U
2
N v in RN , v ∈ X1(RN ), (5.17)
and any solution of (5.17) can be the linear combination of V1, · · · , VN .
Proof. If u is a positive solution of equation (5.16), then by Remark 5.2, we know that u ∈ X1(RN ).
Then v = xNu ∈ D1,20 (RN+ ) (see (2.5)) and it is a positive solution of equation −△v = v
(N+2)/N
x
1+2/N
N
in RN+
(see ( 4.1)). From Proposition 5.13 of [6], we know that v1(x) = x
N−2
2
N v(x) = x
N
2
N u is a solution of
the equation −△Hv1 = N(N−2)4 v1 + v
N+2
N
1 which satisfies v1 ∈ H1(H), where H = (RN+ , dx
2
x2N
) is
the N−dimensional hyperbolic space and H1(H) is the Sobolev space defined in the proof of Theorem
5.8. Let RN+2 = RN−1 × R3 and z = (x, y), x ∈ RN−1, y ∈ R3. By [5, Lemma 2.1], we know that
u1(x, y) = |y|
−N2 v1(x, |y|) = u(x, |y|) is a solution of equation−△u1 = u
N+2
N
1
|y| with u1 ∈ D
1,2
0 (R
N+2).
By [20, Theorem 1.1], Up to dilations and translations in x, this equation has unique solution U1(x, y) =(
2N
(1+|y|)2+|x|2
)N
2
. Therefore, up to dilations and translations in x′, equation (5.16) has a unique positive
solution U(x′, xN ) =
(
2N
(1+|xN |)2+|x′|2
)N
2
. By [5, Theorem 3.1], taking derivatives with respect to the
parameters λ and ζ at λ = 1 and ζ = 0 to λ(N−2)/2U1(λx+ ζ, λy), we get N functions. These functions
are solutions to the linearized equation at U1
−△v =
N + 2
N
U
2
N
1
|y|
v in RN+2, v ∈ D1,20 (RN+2) (5.18)
and any solution of (5.18) can be the linear combination of the N functions. Thus taking derivatives with
respect to the parameters λ and ζ at λ = 1 and ζ = 0 to λN/2U(λx′ + ζ, λxN ), we get N functions
V1, · · · , VN . These functions are solutions to the linearized equation (5.17) and any solution of (5.17) can
be the linear combination of V1, · · · , VN . ✷
6 Some variational identities
In this section, we derive some variational identities for solutions of equation (1.2). As a consequence,
some nonexistence results for solutions of equation (1.2) are obtained.
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Theorem 6.1. If K ∈ C1(Bς(0)) and u ∈ Xα,loc(Bς(0)) is a weak solution of equation (1.2) in Bς(0),
then for any 0 < σ < ς, the following identity holds
1
2∗(s)
∫
Bσ(0)
(x · ∇K) · |xN |
α·2∗(s)−s|u|2
∗(s) −
1
2∗(s)
∫
∂Bσ(0)
(x · n) ·K(x)|xN |
α·2∗(s)−s|u|2
∗(s)
=
∫
∂Bσ(0)
B(σ, x, u,∇u), (6.1)
where B(σ, x, u,∇u) = N−2+2α2 |xN |
2α ·u ∂u∂n−
σ
2 |xN |
2α|∇u|2+σ|xN |
2α
(
∂u
∂n
)2
and n = (n1, · · · , nN )
is the outer normal vector of ∂Bσ(0), i.e., n = x/|x|, ni = xi/|x|, 1 ≤ i ≤ N.
Proof. For 0 < ǫ < σ, let Ω+ǫ,σ = Bσ(0) ∩ {xN > ǫ}. Multiplying left hand side of equation (1.2) by
x · ∇u and integrating in Ω+ǫ,σ, we obtain by divergence theorem that
−
∫
Ω+ǫ,σ
div(|xN |
2α∇u)(x · ∇u)
= −
∫
∂Ω+ǫ,σ
|xN |
2α(∇u · n)(x · ∇u) +
∫
Ω+ǫ,σ
|xN |
2α∇u · ∇(x · ∇u), (6.2)
where n = (n1, · · · , nN ) is the outer normal vector of Ω+ǫ,σ. We have∫
Ω+ǫ,σ
|xN |
2α∇u · ∇(x · ∇u) =
∫
Ω+ǫ,σ
|xN |
2α|∇u|2 +
N∑
i=1
N∑
j=1
∫
Ω+ǫ,σ
|xN |
2αxj
∂u
∂xi
∂2u
∂xi∂xj
. (6.3)
Through integrating by part, we get that
N∑
i=1
N∑
j=1
∫
Ω+ǫ,σ
|xN |
2αxj
∂u
∂xi
∂2u
∂xi∂xj
=
N∑
i=1
N∑
j=1
∫
∂Ω+ǫ,σ
|xN |
2α(nj · xj) ·
(
∂u
∂xi
)2
−
N∑
i=1
N∑
j=1
∫
Ω+ǫ,σ
∂u
∂xi
·
∂
∂xj
(
|xN |
2αxj
∂u
∂xi
)
=
∫
∂Ω+ǫ,σ
|xN |
2α(n · x) · |∇u|2
−N
∫
Ω+ǫ,σ
|xN |
2α|∇u|2 − 2α
∫
Ω+ǫ,σ
|xN |
2α|∇u|2 −
N∑
i=1
N∑
j=1
∫
Ω+ǫ,σ
|xN |
2αxj
∂u
∂xi
∂2u
∂xi∂xj
.
It follows that
N∑
i=1
N∑
j=1
∫
Ω+ǫ,σ
|xN |
2αxj
∂u
∂xi
∂2u
∂xi∂xj
=
1
2
∫
∂Ω+ǫ,σ
|xN |
2α(n · x) · |∇u|2 −
N + 2α
2
∫
Ω+ǫ,σ
|xN |
2α|∇u|2.
(6.4)
By (6.2)− (6.4), we obtain
−
∫
Ω+ǫ,σ
div(|xN |
2α∇u)(x · ∇u) = −
∫
∂Ω+ǫ,σ
|xN |
2α(∇u · n)(x · ∇u) +
1
2
∫
∂Ω+ǫ,σ
|xN |
2α(n · x) · |∇u|2
−
N − 2 + 2α
2
∫
Ω+ǫ,σ
|xN |
2α|∇u|2. (6.5)
Multiplying right hand side of equation (1.2) by x · ∇u and integrating in Ω+ǫ,σ, we obtain∫
Ω+ǫ,σ
K(x)|xN |
α·2∗(s)−s|u|2
∗(s)−2u · (x · ∇u)
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=
1
2∗(s)
N∑
i=1
∫
Ω+ǫ,σ
K(x)|xN |
α·2∗(s)−sxi
∂
∂xi
(
|u|2
∗(s)
)
=
1
2∗(s)
{∫
∂Ω+ǫ,σ
K(x)|xN |
α·2∗(s)−s(x · n) · |u|2
∗(s) −
N∑
i=1
∫
Ω+ǫ,σ
|u|2
∗(s) ∂
∂xi
(
K(x)|xN |
α·2∗(s)−sxi
)}
=
1
2∗(s)
∫
∂Ω+ǫ,σ
K(x)|xN |
α·2∗(s)−s · (x · n) · |u|2
∗(s) −
N − 2 + 2α
2
∫
Ω+ǫ,σ
K(x)|xN |
α·2∗(s)−s|u|2
∗(s)
−
1
2∗(s)
∫
Ω+ǫ,σ
(x · ∇K(x))|xN |
α·2∗(s)−s|u|2
∗(s). (6.6)
By (6.5), (6.6) and the fact that− ∫
Ω+ǫ,σ
div(|xN |
2α∇u)(x · ∇u) =
∫
Ω+ǫ,σ
K(x)|xN |
α·2∗(s)−s|u|2
∗(s)−2u ·
(x · ∇u), we have
−
∫
∂Ω+ǫ,σ
|xN |
2α(∇u · n)(x · ∇u) +
1
2
∫
∂Ω+ǫ,σ
|xN |
2α(n · x) · |∇u|2 −
N − 2 + 2α
2
∫
Ω+ǫ,σ
|xN |
2α|∇u|2
=
1
2∗(s)
∫
∂Ω+ǫ,σ
K(x)|xN |
α·2∗(s)−s · (x · n) · |u|2
∗(s)
−
N − 2 + 2α
2
∫
Ω+ǫ,σ
K(x)|xN |
α·2∗(s)−s|u|2
∗(s) −
1
2∗(s)
∫
Ω+ǫ,σ
(x · ∇K(x))|xN |
α·2∗(s)−s|u|2
∗(s). (6.7)
Since −
∫
Ω+ǫ,σ
div(|xN |
2α∇u)u =
∫
Ω+ǫ,σ
K(x)|xN |
α·2∗(s)−s|u|2
∗(s) and
−
∫
Ω+ǫ,σ
div(|xN |
2α∇u)u = −
∫
∂Ω+ǫ,σ
|xN |
2α(n · ∇u) · u+
∫
Ω+ǫ,σ
|xN |
2α|∇u|2,
we have
−
∫
∂Ω+ǫ,σ
|xN |
2α(n · ∇u) · u+
∫
Ω+ǫ,σ
|xN |
2α|∇u|2 =
∫
Ω+ǫ,σ
K(x)|xN |
α·2∗(s)−s|u|2
∗(s). (6.8)
By (6.7) and (6.8), we obtain
1
2∗(s)
∫
Ω+ǫ,σ
(x · ∇K(x))|xN |
α·2∗(s)−s|u|2
∗(s) −
1
2∗(s)
∫
∂Ω+ǫ,σ
K(x)|xN |
α·2∗(s)−s · (x · n) · |u|2
∗(s)
=
N − 2 + 2α
2
∫
∂Ω+ǫ,σ
|xN |
2α(n · ∇u) · u−
1
2
∫
∂Ω+ǫ,σ
|xN |
2α(n · x) · |∇u|2
+
∫
∂Ω+ǫ,σ
|xN |
2α(∇u · n)(x · ∇u). (6.9)
Let Ω−ǫ,σ = Bσ(0) ∩ {xN < −ǫ}, 0 < ǫ < σ. We can get a similar identity like (6.9) with Ω+ǫ,σ replaced
by Ω−ǫ,σ. Adding these two identities, we obtain
1
2∗(s)
∫
Ω+ǫ,σ∪Ω
−
ǫ,σ
(x · ∇K(x))|xN |
α·2∗(s)−s|u|2
∗(s)
−
1
2∗(s)
∫
∂Ω+ǫ,σ∪∂Ω
−
ǫ,σ
K(x)|xN |
α·2∗(s)−s · (x · n) · |u|2
∗(s)
=
N − 2 + 2α
2
∫
∂Ω+ǫ,σ∪∂Ω
−
ǫ,σ
|xN |
2α(n · ∇u) · u−
1
2
∫
∂Ω+ǫ,σ∪∂Ω
−
ǫ,σ
|xN |
2α(n · x) · |∇u|2
+
∫
∂Ω+ǫ,σ∪∂Ω
−
ǫ,σ
|xN |
2α(∇u · n)(x · ∇u), (6.10)
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where n = (n1, · · · , nN ) is the outer normal vector of Ω+ǫ,σ ∪ Ω−ǫ,σ. Since ∂Ω+ǫ,σ ∪ ∂Ω−ǫ,σ = ({|xN | >
ǫ} ∩ ∂Bσ(0)) ∪ ({|xN | = ǫ} ∩Bσ(0)), we get that ∂Ω+ǫ,σ ∪ ∂Ω−ǫ,σ → ∂Bσ(0) ∪ (({xN = 0} ∩Bσ(0)))
as ǫ→ 0. Moreover, Ω+ǫ,σ ∪ Ω−ǫ,σ → Bσ(0) as ǫ→ 0. By Proposition 4.6, we get that as ǫ→ 0,∫
{xN=±ǫ}∩Bσ(0)
|xN |
2α(n · ∇u) · u = ∓
∫
{xN=±ǫ}∩Bσ(0)
ǫ2α
∂u
∂xN
(x′, ǫ) · u→ 0. (6.11)
Furthermore, by Proposition 4.5 and Proposition 4.6, we deduce that as ǫ→ 0,∣∣∣∣∣
∫
{xN=±ǫ}∩Bσ(0)
|xN |
2α(n · x) · |∇u|2
∣∣∣∣∣
≤ C
∫
{xN=±ǫ}∩Bσ(0)
ǫ2α+1
(∣∣∣∣ ∂u∂xN (x′, ǫ)
∣∣∣∣2 + ∣∣∣∣ ∂u∂x′ (x′, ǫ)
∣∣∣∣2
)
→ 0 (6.12)
In a similar manner, we have
lim
ǫ→0
∫
{xN=±ǫ}∩Bσ(0)
|xN |
2α(∇u · n)(x · ∇u) = 0. (6.13)
Letting ǫ→ 0 in (6.10), by (6.11)− (6.13), we obtain the desired result of this theorem. ✷
Corollary 6.2. Suppose K, K̂ ∈ C1(RN ) ∩ L∞(RN ), where K̂(x) = K(x/|x|). If u ∈ Xα(RN ) is a
weak solution of equation (1.2) in RN , then ∫
RN
(x · ∇K) · |xN |
α·2∗(s)−s|u|2
∗(s)(x) = 0.
Proof. Let u˜(y) = 1|y|N−2+2αu
(
y
|y|2
)
. Then∫
RN
|yN |
2α|∇yu˜|
2
=
∫
RN
|yN |
2α
∣∣∣∣∇y ( 1|y|N−2+2αu
(
y
|y|2
))∣∣∣∣2
=
∫
RN
|yN |
2α
∣∣∣∣N − 2 + 2α|y|N−1+2α y|y|u
(
y
|y|2
)
+
1
|y|N−2+2α
∇y
(
u
(
y
|y|2
))∣∣∣∣2
≤ 2
∫
RN
|yN |
2α
∣∣∣∣ 1|y|N−1+2α y|y|u
(
y
|y|2
)∣∣∣∣2 + 2 ∫
RN
|yN |
2α
∣∣∣∣ 1|y|N−2+2α∇y
(
u
(
y
|y|2
))∣∣∣∣2 .
(6.14)
Using the transform y = x/|x|2 ( the Jacobian of this transform is |x|−2N ), we get that∫
RN
|yN |
2α
∣∣∣∣ 1|y|N−1+2α y|y|u
(
y
|y|2
)∣∣∣∣2 = ∫
RN
|yN |
2α 1
|y|2N−2+4α
u2
(
y
|y|2
)
=
∫
RN
|xN |
2α|x|−2u2(x)dx. (6.15)
From the proof of Theorem 2.1, we get that v(x) := |xN |αu(x), x ∈ RN satisfies that v ∈ H1(RN ).
Then by the Hardy inequality, we deduce that
∫
RN
v2
|x|2 <∞. Thus,∫
RN
|xN |
2α|x|−2u2(x)dx =
∫
RN
v2
|x|2
<∞. (6.16)
By (6.15) and (6.16), we get that∫
RN
|yN |
2α
∣∣∣∣ 1|y|N−1+2α y|y|u
(
y
|y|2
)∣∣∣∣2 <∞. (6.17)
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Note that
∇y
(
u
(
y
|y|2
))
= (∇xu)
(
y
|y|2
)
· A(y), (6.18)
where A(y) =
(
δi,j
|y|2 −
2yiyj
|y|4
)
N×N
which satisfies that
A(y) ·
y
|y|
= −
y
|y|3
, A(y)A(y)T =
1
|y|4
I. (6.19)
It follows that ∣∣∣∣∇y (u( y|y|2
))∣∣∣∣2 = (∇xu)( y|y|2
)
· A(y)A(y)T (∇xu)
(
y
|y|2
)T
=
1
|y|4
∣∣∣∣(∇xu)( y|y|2
)∣∣∣∣2 . (6.20)
By (6.20) and using the transform y = x/|x|2, we get that∫
RN
|yN |
2α
∣∣∣∣ 1|y|N−2+2α∇y
(
u
(
y
|y|2
))∣∣∣∣2 = ∫
RN
|yN |
2α
|y|2N+4α
∣∣∣∣(∇xu)( y|y|2
)∣∣∣∣2
=
∫
RN
|xN |
2α|∇xu|
2 <∞. (6.21)
By (6.14), (6.17) and (6.21), we get that ∫
RN
|yN |
2α|∇y u˜|
2 < ∞. It follows that u˜ ∈ Xα. Thus by
Theorem 4.2, we get that u˜ ∈ L∞(RN ).
Since
∇yu˜(y) = −
N − 2 + 2α
|y|N−1+2α
y
|y|
u
(
y
|y|2
)
+
1
|y|N−2+2α
∇y
(
u
(
y
|y|2
))
, (6.22)
by (6.20), we get that
σ
∫
∂Bσ(0)
|yN |
2α|∇yu˜|
2
≥
σ
2
∫
∂Bσ(0)
|yN |
2α
|y|2N+4α
∣∣∣∣(∇xu)( y|y|2
)∣∣∣∣2 − σ(N − 2 + 2α)2 ∫
∂Bσ(0)
|yN |
2α
|y|2N−2+4α
u2
(
y
|y|2
)
=
σ
2σ2N+4α
∫
∂Bσ(0)
|yN |
2α
∣∣∣∣(∇xu)( y|y|2
)∣∣∣∣2 − σ(N − 2 + 2α)2 ∫
∂Bσ(0)
|yN |
2α
|y|2
u˜2(y). (6.23)
Using the transform y = x/|x|2, we get that
σ
σ2N+4α
∫
∂Bσ(0)
|yN |
2α
∣∣∣∣(∇xu)( y|y|2
)∣∣∣∣2 = σσ2N+4α
∫
∂B1/σ(0)
|xN |
2α
|x|4α
|(∇xu)(x)|
2 · σ2(N−1)
= σ−1
∫
∂B1/σ(0)
|xN |
2α|(∇xu)(x)|
2. (6.24)
Since u˜ ∈ Xα, as (6.16), we can get that
lim
σ→0
σ
∫
∂Bσ(0)
|yN |
2α|∇yu˜|
2 = 0, lim
σ→0
σ(N − 2 + 2α)2
∫
∂Bσ(0)
|yN |
2α
|y|2
u˜2(y) = 0. (6.25)
Then by (6.23)− (6.25), we get that
lim
σ→0
σ−1
∫
∂B1/σ(0)
|xN |
2α|(∇xu)(x)|
2 = 0. (6.26)
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It follows that
lim
σ→0
σ−1
∫
∂B1/σ(0)
|xN |
2α
(
∂u
∂n
)2
= 0. (6.27)
By (6.22), (6.18) and (6.19), we get
∇yu˜ ·
y
|y|
= −
N − 2 + 2α
|y|N−1+2α
u
(
y
|y|2
)
+
1
|y|N−2+2α
(∇xu)
(
y
|y|2
)
· A(y) ·
y
|y|
= −
N − 2 + 2α
|y|N−1+2α
u
(
y
|y|2
)
−
1
|y|N+2α
(∇xu)
(
y
|y|
)
·
y
|y|
= −(N − 2 + 2α)
u˜(y)
|y|
−
1
|y|N+2α
(∇xu)
(
y
|y|
)
·
y
|y|
.
It follows that∫
∂Bσ(0)
|yN |
2αu˜∇yu˜ ·
y
|y|
= −(N − 2 + 2α)
∫
∂Bσ(0)
|yN |
2α
|y|
u˜2(y)−
∫
∂Bσ(0)
|yN |
2α
|y|2N−2+4α
u
(
y
|y|
)(
(∇xu)
(
y
|y|
)
·
y
|y|
)
.
(6.28)
Using the transform y = x/|x|2, we get that∫
∂Bσ(0)
|yN |
2α
|y|2N−4+4α
u
(
y
|y|
)(
(∇xu)
(
y
|y|
)
·
y
|y|
)
=
1
σ2N−2+4α
∫
∂Bσ(0)
|yN |
2αu
(
y
|y|
)(
(∇xu)
(
y
|y|
)
·
y
|y|
)
=
1
σ2N−2+4α
∫
∂B1/σ(0)
|xN |
2α
|x|4α
u(x)
(
(∇xu) (x) ·
x
|x|
)
σ2(N−1)
=
∫
∂B1/σ(0)
|xN |
2αu(x)
(
(∇xu) (x) ·
x
|x|
)
=
∫
∂B1/σ(0)
|xN |
2α · u
∂u
∂n
. (6.29)
As above, we deduce that
lim
σ→0
∫
∂Bσ(0)
|yN |
2αu˜∇yu˜ ·
y
|y|
= 0, lim
σ→0
(N − 2 + 2α)
∫
∂Bσ(0)
|yN |
2α
|y|
u˜2(y) = 0.
Then by (6.28) and (6.29), we get that
lim
σ→0
∫
∂B1/σ(0)
|xN |
2α · u
∂u
∂n
= 0. (6.30)
By (6.26), (6.27) and (6.30), we get that
lim
ρ→∞
∫
∂Bρ
B(ρ, x, u,∇u) = 0. (6.31)
By the fact that u˜ ∈ L∞(RN ), we deduce that u satisfies |x|−(N−2+2α) decay at infinity. Thus,
lim
ρ→∞
∫
∂Bρ(0)
(x · n) ·K(x)|xN |
α·2∗(s)−s|u|2
∗(s) = 0.
Then by (6.31) and (6.1), we obtain the desired result of this Lemma. ✷
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Remark 6.3. Suppose K, K̂ ∈ C1(RN ) ∩ L∞(RN ). If x∇K(x) ≥ 0 or x∇K(x) ≤ 0, ∀x ∈ RN and
x∇K(x) 6≡ 0, then equation (1.2) does not have solution lying in Xα(RN ). Furthermore, by Remark 5.2
and this corollary, we know that if x∇K(x) ≥ 0 or x∇K(x) ≤ 0, ∀x ∈ RN and x∇K(x) 6≡ 0, then
equation (1.2) does not have positive solution in Xα,loc(RN ).
Theorem 6.4. Suppose that K ∈ C1(RN ). If u ∈ Xα(RN ) is a weak solution of equation (1.2), then∫
RN
∂K
∂xi
· |xN |
α·2∗(s)−s|u|2
∗(s) = 0, 1 ≤ i ≤ N − 1.
Proof. Let ϕR be a cut-off function which satisfies that ϕR ≡ 1 in BR(0), ϕR ≡ 0 in RN \BR+1(0) and
|∇ϕR(x)| ≤ 1, ∀x ∈ R
N . For 1 ≤ i ≤ N − 1, multiplying the equation (1.2) by ϕR ∂u∂xi and integrating
in {xN > ǫ}, we obtain
−
∫
xN>ǫ
div(|xN |
2α∇u) ·
(
ϕR
∂u
∂xi
)
=
∫
xN>ǫ
K(x)|xN |
α·2∗(s)−s|u|2
∗(s)−2u ·
(
ϕR
∂u
∂xi
)
. (6.32)
Through integrating by parts, we get
−
∫
xN>ǫ
div(|xN |
2α∇u) ·
(
ϕR
∂u
∂xi
)
=
∫
xN=ǫ
|xN |
2αϕR
∂u
∂xi
·
∂u
∂xN
+
∫
xN>ǫ
|xN |
2α∇u · ∇
(
ϕR
∂u
∂xi
)
=
∫
xN=ǫ
|xN |
2αϕR
∂u
∂xi
·
∂u
∂xN
+
∫
xN>ǫ
|xN |
2αϕR · ∇u · ∇
(
∂u
∂xi
)
+
∫
xN>ǫ
|xN |
2α ∂u
∂xi
· ∇u · ∇ϕR. (6.33)
Since ∫
xN>ǫ
|xN |
2αϕR · ∇u · ∇
(
∂u
∂xi
)
=
N∑
j=1
∫
xN>ǫ
|xN |
2αϕR ·
∂u
∂xj
∂2u
∂xi∂xj
= −
N∑
j=1
∫
xN>ǫ
∂u
∂xj
·
∂
∂xi
(
|xN |
2αϕR
∂u
∂xj
)
(though integral by parts)
= −
N∑
j=1
∫
xN>ǫ
∂u
∂xj
· |xN |
2αϕR
∂2u
∂xi∂xj
−
N∑
j=1
∫
xN>ǫ
(
∂u
∂xj
)2
· |xN |
2α ·
∂ϕR
∂xi
= −
∫
xN>ǫ
|xN |
2αϕR · ∇u · ∇
(
∂u
∂xi
)
−
∫
xN>ǫ
|xN |
2α|∇u|2 ·
∂ϕR
∂xi
,
we get that ∫
xN>ǫ
|xN |
2αϕR · ∇u · ∇
(
∂u
∂xi
)
= −
1
2
∫
xN>ǫ
|xN |
2α|∇u|2 ·
∂ϕR
∂xi
. (6.34)
By (6.33) and (6.34), we get that
−
∫
xN>ǫ
div(|xN |
2α∇u) ·
(
ϕR
∂u
∂xi
)
=
∫
xN=ǫ
|xN |
2αϕR
∂u
∂xi
·
∂u
∂xN
−
1
2
∫
xN>ǫ
|xN |
2α|∇u|2 ·
∂ϕR
∂xi
+
∫
xN>ǫ
|xN |
2α ∂u
∂xi
· ∇u · ∇ϕR.
(6.35)
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In a similar manner, we have
−
∫
xN<−ǫ
div(|xN |
2α∇u) ·
(
ϕR
∂u
∂xi
)
= −
∫
xN=−ǫ
|xN |
2αϕR
∂u
∂xi
·
∂u
∂xN
−
1
2
∫
xN<−ǫ
|xN |
2α|∇u|2 ·
∂ϕR
∂xi
+
∫
xN<−ǫ
|xN |
2α ∂u
∂xi
· ∇u · ∇ϕR. (6.36)
Adding (6.35) and (6.36) and using the fact that limǫ→0
∫
xN=±ǫ
|xN |
2αϕR
∂u
∂xi
· ∂u∂xN = 0 ( by Proposition
4.5 and 4.6), we get that ( letting ǫ→ 0 ),
−
∫
RN
div(|xN |
2α∇u) ·
(
ϕR
∂u
∂xi
)
= −
1
2
∫
RN
|xN |
2α|∇u|2 ·
∂ϕR
∂xi
+
∫
RN
|xN |
2α ∂u
∂xi
· ∇u · ∇ϕR. (6.37)
By (6.37), we have
lim
R→∞
∫
RN
div(|xN |
2α∇u) ·
(
ϕR
∂u
∂xi
)
= 0. (6.38)
On the other hand,∫
RN
K(x)|xN |
α·2∗(s)−s|u|2
∗(s)−2u ·
(
ϕR
∂u
∂xi
)
=
1
2∗(s)
∫
RN
K(x)|xN |
α·2∗(s)−sϕR
∂
∂xi
(
|u|2
∗(s)
)
= −
1
2∗(s)
∫
RN
|u|2
∗(s) ·
∂
∂xi
(
K(x)|xN |
α·2∗(s)−sϕR
)
= −
1
2∗(s)
∫
RN
∂K
∂xi
|xN |
α·2∗(s)−s|u|2
∗(s)ϕR −
1
2∗(s)
∫
RN
K(x)|xN |
α·2∗(s)−s|u|2
∗(s) ·
∂ϕR
∂xi
.
Letting R→∞ in the above identity, we obtain
lim
R→∞
∫
RN
K(x)|xN |
α·2∗(s)−s|u|2
∗(s)−1 ·
(
ϕR
∂u
∂xi
)
= −
1
2∗(s)
∫
RN
∂K
∂xi
|xN |
α·2∗(s)−s|u|2
∗(s). (6.39)
By (6.38), (6.39) and (6.32), we get ∫
RN
∂K
∂xi
|xN |
α·2∗(s)−s|u|2
∗(s) = 0. ✷
The following kind of result will be used in the blow-up analysis of equation (1.2). Similar results
have been used in [14].
Proposition 6.5. (i). For u = |x|−(N−2+2α), B(σ, x, u,∇u) = 0 for all x ∈ ∂Bσ(0);
(ii). For u(x) = |x|−(N−2+2α) +A+ ξ(x), with A > 0 and ξ(0) = 0,−div(|xN |2α∇ξ) = 0 weakly in
B1(0), there exists σ such that
B(σ, x, u,∇u) < 0 for all x ∈ ∂Bσ(0) and 0 < σ < σ
and
lim
σ→0
∫
∂Bσ(0)
B(σ, x, u,∇u) = −
1
2
A(N − 2 + 2α)2
∫
∂B1(0)
|xN |
2α.
Proof. (i). By straightforward calculation, we have ∇u = −(N − 2 + 2α)|x|−(N−2+2α)−2x and
∂u
∂n = n · ∇u =
x
|x| · ∇u = −(N − 2 + 2α)|x|
−(N−2+2α)−1. It follows that |∇u|2||x|=σ = (N −
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2 + 2α)2σ−2(N−2+2α)−2, u ∂u∂n ||x|=σ = −(N − 2 + 2α)σ
−2(N−2+2α)−1 and (∂u/∂n)2||x|=σ = (N −
2 + 2α)2σ−2(N−2+2α)−2. Thus B(σ, x, u,∇u) = 0 for all x ∈ ∂Bσ(0).
(ii). From the assumptions ξ holds and the regularity result in section 4 (see Proposition 4.5), we know
that ξ and ∂ξ∂xi (1 ≤ i ≤ N − 1) are local Hölder continuous in B1(0). And ξ is C2 continuous in B1(0) \
{xN = 0}. Straightforward calculation shows that ∇u(x) = −(N − 2 + 2α)|x|−(N−2+2α)−2x+∇ξ(x)
and
∂u
∂n
=
x
|x|
· ∇u = −(N − 2 + 2α)|x|−(N−2+2α)−1 +
x
|x|
· ∇ξ(x).
Then by straightforward calculation and using the result (i) of this proposition, we get
B(σ, x, u,∇u)
∣∣∣
|x|=σ
= B(σ, x, |x|−(N−2+2α),∇(|x|−(N−2+2α)))
∣∣∣
|x|=σ
+B(σ, x, ξ,∇ξ)
∣∣∣
|x|=σ
−
(N − 2 + 2α)2
2
Aσ−(N−2+2α)−1|xN |
2α +Rσ
= B(σ, x, ξ,∇ξ)
∣∣∣
|x|=σ
−
(N − 2 + 2α)2
2
Aσ−(N−2+2α)−1|xN |
2α +Rσ, (6.40)
where Rσ equals to
|xN |
2α(
N − 2 + 2α
2
Aσ−1(x · ∇ξ(x)) −
(N − 2 + 2α)2
2
σ−(N−2+2α)−1ξ(x)
−
N − 2 + 2α
2
σ−(N−2+2α)−1 · (x · ∇ξ(x)))
∣∣∣
|x|=σ
.
By the regularity results of ξ and the condition ξ(0) = 0, we deduce that
B(σ, x, u,∇u)
∣∣∣
|x|=σ
< 0 if σ small enough. (6.41)
Multiplying equation−div(|xN |2α∇ξ) = 0 by 1 and integrating in Bσ(0), we have
0 = −
∫
Bσ(0)
div(|xN |
2α∇ξ) · 1 = −
∫
∂Bσ(0)
|xN |
2α ∂ξ
∂n
= −σ−1
∫
∂Bσ(0)
|xN |
2α(x · ∇ξ). (6.42)
Moreover, by ξ(0) = 0, we can get that
lim
σ→0
σ−(N−2+2α)−1
∫
∂Bσ(0)
|xN |
2αξ(x) = 0. (6.43)
By (6.42) and (6.43), we get that
lim
σ→0
∫
∂Bσ(0)
Rσ = 0. (6.44)
Let K ≡ 0 in Theorem 6.1, we obtain ∫
∂Bσ(0)
B(σ, x, ξ,∇ξ) = 0. (6.45)
Thus by (6.44) and (6.45), we get that
lim
σ→0
∫
∂Bσ(0)
B(σ, x, u,∇u) = −
1
2
A(N − 2 + 2α)2 lim
σ→0
σ−(N−2+2α)−1
∫
∂Bσ(0)
|xN |
2α
= −
1
2
A(N − 2 + 2α)2
∫
∂B1(0)
|xN |
2α < 0. (6.46)
The result of this Proposition follows from (6.41) and (6.46). ✷
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