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ABSTRACT 
As a generalization of chordal graph, the notion of &-chordal graph arises naturally 
from the consideration of matrix valued matrix completion problems. The structure of 
minimal vertex separators of 2-Chordal graphs is determined. Moreover, except in 
trivial cases, it is possible to choose a clique (complete subgraph) as a minimal vertex 
separator. As an application of this result and using the techniques in [5], the 
characterizations of 2Chordal graphs in terms of an elimination order and a list of 
forbidden subgraphs begun in [6] is given. 
INTRODUCTION 
Chordal graphs classically are described in one of two ways: either by the 
existence of a perfect elimination order or by the nonexistence of certain 
(forbidden) subgraphs-loops of length four or more. A proof of the equiva- 
lence of these conditions proceeds by showing that minimal separators of 
chordal graphs are cliques. In [l] chordal graphs are characterized in terms of 
properties of a certain cone of positive semidefinite matrices associated to the 
graph. Guided by this interpretation of chordal graphs, the class of 2chordal 
graphs was introduced in [6]. Here the minimal separators of 2-chordal 
graphs are studied and their structure is determined. Further it is shown that, 
although these separators need not be cliques except in trivial cases, we can 
choose a minimal separator which is a clique. These results are applied to 
complete the characterization of 2-chordal graphs both in terms of a type of 
elimination order and in terms of a list of forbidden subgraphs begun in [6]. 
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An (undirected) graph ( or sparsity pattern) P consists of a finite set V(P) 
and a subset E(P) of V(P) X V(P) satisfying (u, U) E E(P) for every 
u E V(P) and (0, w) E E(P) if and only if (u?, v) E E(P). V(P) and E(P) 
are known as the vertices and edges of P respectively. When no confusion 
can arise, we write V = V(P) and E = E(P). For W a subset of V, the 
(induced) s&graph of P, denoted P,, is the graph with vertices W and 
edges (v,~) E E(P,,) f d i an on1 1 y ‘f ( v, ZL.) E E. A graph Q is a subgraph of, 
or Q is contained in, the graph P if there exists W a subset of V such that 
Q = P,, (isomorphic). 
The n-loop, denoted nLP, is the graph with vertices {u,, . , on} such that 
(v,,vj) is an edge of nLP if and only if either (i -jl < 1 or (i,j) E 
((1, n>,(n, 1)). A g ra p h P is said to be chordal if P does not contain as a 
subgraph the graph ALP for any n 2 4. 
The n-line, denoted nLN, is the graph with vertices {v,, , v,,} such that 
(vi, v,) is an edge if and only if Ii - jl < 1. The disjoint union of graphs Q 
and A, denoted (Q, R), is the graph with vertices the disjoint union of V(Q) 
and V(R) and edges (v, w) E E((Q, R)) if and only if either ti, u: E V(Q) 
and (v, u;) E E(Q) or v, w E V(R) and (G, w) E E(R). Given a graph P, 
the complementary graph of P, denoted P v, is the graph with vertices V and 
edges (u, w) E E(PF) if and only if either v = u; or o # ZL: and (v, w) e E. 
A graph P is said to be %chordal if 
(1) P does not contain, as a subgraph, nLP for n > 5; and 
(2) Pw does not contain, as a subgraph, any of ALP, ~LN, (4LN, 2LN), 
(3LP,2LN),(2LN,2LN,2LN). 
A graph is connected if, given any two vertices x, y, there exist vertices 
{x = 00, ci, . ) v, = y) such that each (vi, vitl) is an edge. Let P be a 
graph with vertices V and edges E. A subset S of V separates, or is a 
separator of, P if the graph P,, , s is not connected. S is a minimal separator 
if no proper subset of S separates P. A graph P is said to be a clique (or 
complete graph) if (v, TV) E E for every v, w E V. If W is a subset of V, we 
will sometimes say W is a clique if the graph P, is a clique. If P is a chordal 
graph and S is a minimal separator of P, then S is a clique [21. For a graph 
Q with vertices {wI, . . , w,,,} and an integer n, define the n-fold ampliation 
of Q, denoted Q’“‘, to be graph with vertices {vi,. . , u;, vi,. . . , v:) and 
edges (US, u;) E E(Q’“‘) ‘f i an on1 i v uj) E Q. Now let P be a 2-chordal d y f ( i, 
graph. Here we show that every minimal separator of P is a subgraph of 
(~LN)(") for some n (Theorem 2.10). Moreover, although P may have 
minimal separators which are not cliques, either P has a minimal separator 
which is a clique or P is an order two “2-cell” (Theorem 3.6). 
For Q a subgraph of P and X a subset of V(Q), the adjacency set ofX in 
Q, denoted adj(X; Q), consists of those v E V(Q) such that there is an 
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x E X such that (x, II) E E. A vertex x E V(Q) is a Q-simplicial vertex (or 
simply a simplicial vertex) if adj( x; Q> 1s a clique. The graph P is said to have 
a perfect elimination order if the vertices of P can be ordered as V = 
{v, , , vJ such that, for each j, oJ is a simplicial vertex in the graph 
P V\(L1,...,O,_l). A graph is chordal if and only if it has a perfect elimination 
order [2]. 
Given x, y E V(Q), we say r is equivalent to y in Q, denoted x N o y, if 
(x, y> E E and, for each v E V(Q), ( v, x) E E if and only if (v, y) E E. We 
will use [xl to denote the set of those y E V(Q) such that y N ox. Define, 
for X a su YJ set of V(Q), the reduced actjacency set C$ X in Q, denoted 
radj(X;Q), to be adj(X; Q> \ lJ x t x[ x]o. For a single vertex x, adj(x; Q> is 
a clique if and only if radj(x; Q> 1s a clique. A pair of vertices x, y E V(Q) 
(we allow x = y) is a Q-simplicial pair if (x, y) E E and if radj(x, y; Q> is a 
clique. Thus when x = y the notions of Q-simplicial vertex and Q-simplicial 
pair coincide. A sequence v,, wr; . ; vk, wk of vertices of P where each 
{vi, wi} is a P V , U ;= ;(” ~ l-simplicial pair and V = lJ ;= r(vj, z”~} is a Sdecom- 
position series for P.“lf P has a 2-decomposition series, we say P is a 
2-decomposabb graph (or simply P is S-decomposable). In [6] we defined the 
notion of 2-chordal and 2-decomposable graphs. It was shown that 2-decom- 
posability implies the complete order of the graph is 2. Using results from [I], 
it was shown that if the complete order of a graph is 2, then the graph is 
2-chordal. And we claimed that 2-chordal implies 2-decomposable. However, 
an initial reduction in the argument given there (Lemma 3.3) is incorrect and 
thus the result was established only in a special case. I am grateful to 
Professor Dan Timotin for pointing out the mistake to me. Here we apply the 
above results on minimal separators of S-chordal graphs to close this gap 
(Theorem 4.4). The approach used here to show 2-chordal implies 2-decom- 
posable is similar to that found in [6]; however, we have chosen, for clarity, to 
give a self-contained proof based upon the structure of minimal separators of 
2-chordal graphs. 
1. PRELIMINARIES 
We use (vi - v2 - 0’. -v,,~) and [vi - v2 - **a -v,,,] to denote the mLN 
and mLP respectively, particularly when they appear as a subgraph of P. 
Given a, b E V, a path from a to b in P is a sequence a = vO, vl,. , vk = b 
of vertices of P such that (vi, vi) E E whenever Ii -jl Q 1. The path is said 
to be a minimal path from a to b if (vi, vj) E E if and only if Ii - jl < 1. 
Thus, if a = vO, vl,. . , uk = b is a minimal path from a to b, then (a = vu 
- v1 - ... -Q_~ - vk = b) = P U;=,(li,); and we identify the minimal path 
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with (0, - .a. -ok). Note that if Q < P and (o(, - o, - *.. --2jk) is a 
minimal path in Q, then it is a minimal path in P. 
LEMMA 1.1. Let a, b E V. lf there is u path from a to b, then there is a 
minimal path from a to b. 
Proof. Let a = x,,, . , x,~ = b be a path from n to b. Let j,, = 0. 
Inductively choose j, + , to be the largest integer j such that (xjk, rj) E E, if 
jk<n- 1. In this way we obtain a sequence 0 = j,, <j, < 1.0 j,,, = n such 
that “j,,> xjl> . > xj,,, is a path from a to 6. Further, given k and 1 > 2, 
(xj,, xjk+,) ‘E E contradicts the choice of j,, ,. Thus our path is a minimal 
path from a to b. n 
Let W & V. Then P,, or W is said to be connected if, for each 
a, b E W, there is a path from a to b in P,, We say W c V (and P, > is a 
component of P if W is a maximally connected set, i.e., if W is connected 
and no set properly containing W is connected. Each connected subset of V 
is contained in a unique component of P, and P may be written as a disjoint 
union of its components. Moreover, if A is a component of P, then for every 
a E A and b P A we have (a, b) P E. N ow assume P is a connected graph. 
A set S is said to separate P, or to be a separator of P, if P,, , s is not 
connected. S is a minimal separator of P if no proper subset of S separ- 
ates P. 
LEMMA 1.2. Zf T is a separator of a graph P, then there exists a subset S 
of T which is a minimal separator of P. 
Proof. If T is a minimal separator of P, then there is nothing to prove. 
Otherwise, choose subsets Sk of T inductively as follows. If Sk is not a 
minimal separator of P, then there exists a proper subset Sk+ 1 of Sk which 
separates P. Since T is a finite set, we finally obtain S = S,,, such that no 
proper subset of S separates P. n 
If P is a connected graph which is not a clique, then we can find vertices 
a, b E V such that (a, b) P E. In this case the set T = V \ (a, b} is a 
separator of P. Thus, if P is a connected graph which is not a clique, then P 
has a minimal separator. Moreover, when P is connected, a minimal separa- 
tor of P is nonempty. 
The two-clique, denoted 2C, is a graph on vertices (v,, . , zjJ such that 
2c = 4LN and (05, vi), (vi, us) E E(2C) for every i. Let P be a graph 
witK”v$i%es V = {u,, . . . , ok} and edges E; the n-fold ampliation of P, 
denoted Pen), is the graph with vertices V( PC”‘) = (~‘(1 6 i < k, 1 < s < n} 
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and edges E(P(“‘) such that (us, of> E E(P’“)) if and only if (vi, oj) E E. 
Note that @C)(“) is both 2-chordal and 2decomposable. 
2. THE STRUCTURE OF MlNIMAL SEPARATORS OF 
2-CHORDAL GRAPHS 
LEMMA 2.1. Let P be a connected graph which is not a clique, and let S 
be a minimal separator of P. For each component A of P,, , s and for each 
s E S, there exists an a E A such that (a, s> E E. 
Proof. Let T be the set of those s E S such that there exists an a E A 
such that (a, s> E E. Suppose T is a proper subset of S. Fix a E A and 
b E V \ (A U S). By the minimality of S, there exists a path (a - xi 
- .** --x -b) in PL,,T. 
Then k ‘< n, since x,, 
Let k be the largest integer j such that rj E A. 
= b +!G A. Thus, x,+,EV\(TUA). Since 
(x,, xk+ rl E E and A is a component of Pv , s, it follows that xk+ I E A U S. 
We conclude xk+ , E S \ T. This contradicts the choice of T. Thus T = S. 
n 
LEMMA 2.2. Let P be a connected 2-chordal graph which is not a clique, 
and S a minimal separator of P. Ifs, t E S and (s, t> @ E, then for each 
component A of P,, , s there exist an a E A such that (a, s), (a, t) E E. 
Proof. By Lemma 2.1, there exists a(s) and a(t) in A such that (a(s), s) 
and (a(t), t> are in E. By the connectedness of A, there is a path from a(s) 
to a(r) in A. Hence there is a path from s to t in PAUIs,lj. Let (s - n, 
- *.. -a - t> be a minimal path. Let B denote a second component of 
U&g the same argument as above, there exists a minimal path 
+.. -b,,, - t> in PBUC,> tl. As A and B are distinct components of 
P v,s, [s - a, - ..* -a,, - t - &,,, - .*. -b,] is a loop in P. Since P is 
2-chordal, the loop has length at most four. Thus n = m = 1, and the lemma 
follows. n 
LEMMA 2.3. Let P be a 2-chordal graph. If S is a minimal separator of 
P, then S does not contain vertices s, t, u such that (s, t) E E, (s, u) P E, 
and (t, u) G E. 
Proof. Suppose not. Let A and B denote two distinct components of 
P l7 , s. We consider two cases, each of which has several subcases. The 
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lemma is proved by showing that each case leads to a forbidden subgraph of 
P or of Pg. 
Case 1. There exists a b E B such that (b, s), (b, t), (b, u) E E. 
Case 1.1. There exists an a E A such thnt (a, s), (a, t), (a, u) E E. In 
this case Pg contains the graph ([s - t - ~],(a - b)), contradicting the 
hypothesis that P is a 2-chordal graph. 
Case 1.2. There does not exist an a E A such that (a, s), (a, t), (a, u) E 
In this case Lemma 2.2 produces c, d, e E A such that all of 
~~,c),(t,c),(t,n’),(u,Q(r.,e),(II,e) are in E. Note that we must have 
(c, u), (~1, s>, (t, e) P E. If (c, d) E E, then P contains the five-loop [b - s 
- c - d - u], a contradiction. Thus, (c, a> P E. By symmetry (c, e>,(d, e> 
E E. But then P contains [s - c - t - d - u - e]. 
Case 2. There does not exist an x E A U B such that ( x, s), (x, t ), ( x, u) 
E E. Choose, by Lemma 2.2, x, y E B such that (x, s),(x, t>,(y, t),(y,u) 
are in E. Then (x, u),( y, s> E E. Choose, by Lemma 2.2, a E A such that 
(a, s), (a, u) E E. Then (a, t) P E. 
Case 2.1. (x, y) E E. In this case P contains [s - x - y - u - a], a 
forbidden subgraph. 
Case 2.2. (x, y> G E. In this case P contains [s - x - t - y - u - a], 
also a forbidden subgraph. 
This concludes the proof of Lemma 2.3. n 
PK~P~SITION 2.4. Let P be a connected %chordul graph which is not a 
clique, and let S be a minimal separator of P. Suppose S contains vertices 
s, t,u with (s, t) E E, (s, u) @ E, and (t, u) 6 E. Let x E V \ S. If 
(x, t),(x, u) E E, then (x, s) E E. 
Proof. Suppose not: i.e., (x, s) sf E. Let B denote the component of 
P 1’ \ s containing T. Let A denote a second component of P,, , s. By Lemma 
2.2, there exists a y E B such that ( y, s) and ( y, u) are in E and an a E A 
such that (a, s) and (a, u> are in E. If (a, t> G E, then P contains the 
five-loop [a - s - t - x - u]. Thus, (a, t) E E. We now consider two cases, 
each of which concludes with a forbidden subgraph of P. 
Case 1. (x, y) 6 E. Then either P contains [s - t - x - u - y] or 
Pg contains ([x - y - a], (t - u>>, according as ( y, t> E E or ( y, t> E E. 
Case 2. (x, y) E E. Then PF contains either [a - y - t - u - s - x] 
or (t - u - s - x - a - y), according as (y, t) CC E or (y, t) E E. W 
LEMMA 2.5. Let P be a connected 2-chordal gruph which is not a clique, 
and let S be a minimal separator of P. Suppose S contains vertices t, u, w 
such that (t, w), (w, u) E E, but (t, u) @ E. Let B denote a component of 
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P 1’ \ S’ Suppose x E B and (x, t), (x, u) E E, but (x, w) P E. Zfb E B and 
(b, w> E E, then (x, b) E E. 
proof. Suppose, to the contrary, that (b, x> E E. Let A denote a second 
component of P, , s. By Lemma 2.2, there exists a E A such that 
(a, t), (a, U) E E. We must have (a, w) E E, otherwise Pg contains ([x - w 
- a], (t - u)). There are three cases. 
Cuse 1. (b, t), (b, u) @ E. In this case Pg contains ([b - t - uI,(x - 
w>>. 
Case 2. (b, t) E E und (b, U) 6 E. In this case, PF contains (w - x 
- u-b-u-t). 
Case 3. (b, t), (b, u) E E. Then P@ contains ((w - x - a - b), (u - 
t)). U 
LEMMA 2.6. Let P be a connected 2-chordul gruph which is not u clique, 
and let S be a minimal P separator. Suppose S contains vertices t, UJ, u such 
that (t, w>,(u, w> E E, but (t, u) @ E. Let B denote a component of P,. , s. 
Suppose there exists an x E B such that (r, t), (x, u) E E, but (x, w> P E. Zf 
b E B, then not all of (b, t), (6, u), (6, w) are in E. 
Proof. Suppose, to the contrary, that (b, t), (b, w), (b, u) are all in E. 
Let A denote a second component of P,, , s. As in the proof of Lemma 2.5, 
we can find an a E A such that (a, t), (a, u), (a, w) are in E. From Lemma 
2.5 (x, b) e E. Now Pg contains ([x - b - a], (t - u)), a forbidden sub- 
graph. n 
PKOPOSITION 2.7. Let P be a connected 2-chorrlal graph which is not a 
clique, and let S be a minimal separator of P. Suppose S contains vertices 
t, w, u such that (t, w),(u,w) E E, but (t, u) E E. Let x E V \ S. Zf 
(x, t>,(x, u> E E, then (x, w) E E. 
Proof. Suppose not; i.e., (x, w) @ E. Let B denote the component of 
P I’ \ s containing x, and let A denote another component of P,, , s, As in the 
proof of Lemma 2.5, there exists an u E A such that (a, t), (a, u), (a, w> are 
all in E. Since S is a minimal separator and (x, w> @ E, there exists, by 
Lemma 2.1, a h E B such that (w, b) E E. Since B is connected, there exists 
a minimal path (b - x1 - 1.. -x, = x) from b to x in B. Let p be the 
largest integer j such that (xi, w) E E. From Lemma 2.5. D < 12 - 2. From 
Lemma 2.6, we may assume that 
larger than p such that (xj, t> 
(xI1, t) 6 E. Let q be the smallest integer j 
E E. Then q is strictly larger than p. If 
q > p + 2, then P contains [t - w - Xl’ - ... - x,, 1, a loop of length exceed- 
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ing four. Thus 4 = p + 1 < n - 1. Further, if (xc{, U) E E, then we may 
apply Lemma 2.5 with x = xq and b = xI, conclude (x,, x,) P E. This 
contradiction implies (x,, , u) G E. There are now two cases. 
Case 1. (x,,,u) E E. In this case P contains [a - t - x,, - xp - ~1. 
Case 2. (x,, U) E E. Recall that 4 < n - 1 and (x,, u) P E. Let r be 
the smallest integer j larger than p such that (xj, U) E E [such an integer 
exists, as (x,,, u) E E]. Then P contains [W - rp - xy - .*. -rr - u], a 
loop of length exceeding four. 
We conclude that neither case 1 nor case 2 can occur. Thus we must have 
(x, u;) E E. n 
LEMMA 2.8. Let P be a 2-chordal graph. Lf S is a minimal separator of 
P, then P, does not contain 4LN. 
Proof. Suppose, to obtain a contradiction, that S is a minimal separator 
of the 2-chordal graph P and that S contains vertices R = {s, t, w, u) with 
(s,t), (t, w), (w, U) E E and (s, w), (s, ~1, (t, u) G E. 
Let A and B denote two distinct components of P, , s. By Lemma 2.2, 
there exists an a E A such that (a, s), (a, u) E E. Applying Proposition 2.4 to 
{s, t, u}, we see that (a, t) E E. Applying Proposition 2.4 to {s, w, ~1, we see 
that (a, w) E E. Thus, (a, r) E E for all r E R. Similarly, there exists a 
b E B such that (b, r> E E for all r E R. However, Pg now contains 
((a - b), (t - u - s - w)), a forbidden subgraph. n 
LEMMA 2.9. Let P be a connected 2-chordal graph which is not a clique. 
lf S is a minimal P separator, then P, does not contain 41x. 
Proof. Suppose, to the contrary, that S is a minimal separator of the 
e-chordal graph P and that S contains vertices R = {s, t, u, w] with all of 
(s, t),(t, u),(u,w),(w, s) in E and (s,u),(t, w> E E. Let A and B denote 
two distinct components of P,, , s. By Lemma 2.2, there exists an a E A such 
that (a, s), (a, U) E E. Applying Proposition 2.7 to {s, w, ~1, we find (a, w) E 
E. Applying Proposition 2.7 to (s, t, u), we find (a, t) E E. Thus (a, r) E E 
for all r E R. Similarly, there exists a b E B such that (b, r-1 E E for all 
r E R. However, now Pv contains ((a - b), (s - u), (t - w)), a forbidden 
subgraph. n 
THEOREM 2.10. Let P be a connected 2-choral graph which is not a 
clique. If S is a minimal separator of P, then P, < (3LN)(") for some n. 
Proof. If S is a clique, then there is nothing to prove. Therefore, we 
may assume that S contains vertices t and u such that (t, u) @ E. Let T 
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denote those s E S such that s N ,t, and V those s E S such that s * su. 
Let W = S \ (T U V>. (If W is empty, then there is nothing to prove.) Fix 
x E W. By Lemma 2.3, we may assume (x, t> E E. Since x is not equivalent 
in Z’, to t, there exists a y E S such that either (t, y) E E and (x, y> P E or 
(t, y) E E and (x, y) E E. I n the first case y g V and we must have 
(x, u> E E or ( y, u) E E, by Lemma 2.3. But then, contrary to Lemmas 2.8 
and 2.10, Ps contains either 4LN or ALP. In the second case, if y @ V, then 
( y, u> E E by Lemma 2.3. We conclude that (x, u) E E, lest P, contain 4LN. 
If y is in V, then (x, y) E E implies (x, u) E E. We have shown that if 
x E W, then (x, t’) and (x, u’) are in E for all t’ E T and u’ E V. We have, 
from above, S = T U V U W. Further, W is a clique, as otherwise there 
exists x, y E W such that (x, y> @ E. Then, choosing t E T and u E V, we 
find P, contains the four-loop [t - x - u - y]. It follows that P, < (3LN)(") 
for some n. n 
3. THE EXISTENCE OF A SEPARATING CLIQUE 
In this section we explore the possibility of separating our 2-chordal graph 
with a clique. Accordingly, throughout this section, we assume P is a 
connected 2-chordal graph which is not a clique, and S is a minimal separator 
of P. From Theorem 2.10, we can write S = T U W U U, where each of 
T, V, W is a clique and where (t, w), (w, u> E E and (t, u) E E for every 
t E T, w E W, u E V. 
LEMMA 3.1. Zf P, , s has three or lllore distinct components, then S is a 
clique. 
Proof. Suppose, to obtain a contradiction, that there exist vertices 
s, t E S such that (s, t) P E. Let A, B, C denote three distinct components 
of P”\S. By Lemma 2.2, there exist a E A, b E B, and c E C such that 
(x, s), (x, t) E E for each x E {a, b, c}. Now, Ps contains the forbidden 
subgraph ([a - b - cl, (s - t>). n 
LEMMA 3.2. Let x E V \ S. Zf there exist t E T and u E V such that 
(x, t), (x, u> E E, then (x, s) E E for every s E S. 
Proof. If s E T U V, then (x, s> E E, by Proposition 2.4 applied to 
{s, t, u}. If s E W, then (x, s> E E, by Proposition 2.7 applied to {s, t, u}. w 
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LEMMA 3.3. Suppose T and U are nonempty. Let B denote a component 
of PI7 ., s. The set B, consisting of those b E B such that (b, s) E E j& all 
s E S is a clique. 
Proof. To obtain a contradiction, suppose there exists x, y, E B, such 
that (x, y) E E. Fix t E T, u E U. Let A denote a second component of 
P T,, s. By Lemma 2.2, there exists an a E A such that (a, t), (a, u) E E. Now 
PF contains the forbidden subgraph ([x - y - a],(t - u>>. n 
LEMMA 3.4. Let B denote a component of P,. , s. lf there exists x E B 
and y E T such that (x, y> E E and such that (x,u) E E f&- every u E U, 
then there is a clique which separates P. 
Proof. As throughout this section, S = T U W U U. If U is empty, then 
S = T U W is a clique. We now assume that U is nonempty. Let A denote a 
component of P,, , s distinct from B. Let B, denote those b E B such that 
(b, s) E E for every s E S. Fix z E U. We shall see that C = B,, U T U W 
separates z from x in P,, , (;; i.e., x and z are in distinct components of 
P \‘\C’ To obtain a contradiction, suppose (=. = x0 - X\ - *.. -x,, = x) is a 
minimal path from x to z in P,, , c. Let k be the largest integer j such that 
x1 E U. If for some 9 > k we have x,, E V \ (S U B), then xy and x are in 
distinct components of P,, , s. It follows that there exists an r > 9 such that 
X, E S \ C = U, contradicting the choice of k. Therefore, xc, E B \ B, for 
all 9 > k + 1. Now let 1 denote the smallest integer j > k such that 
(xj, y) E E. Such an 1 exists, since (x,, y> is in E. If 1 = k + 1, then 
(x k+,, x,) E E and (~k+~, y) E E. Lemma 3.2 now implies xk+, E B,, a 
contradiction. Thus 1 > k + 2. But now P contains the forbidden subgraph 
[a - Xk - *I. -x, - y], where a E A is chosen such that (a, xk) and (a, y> 
are in E by Lemma 2.2. We conclude that C separates x and z. Since B, 
and T U W are cliques, and by the definition of B,, we see C is a clique. n 
LEMMA 3.5. Let B denote a component of P,, , s. Let B, denote those 
b E B such that (b, s) E E for every s E S. If B, is a proper subset of B, 
then there is a clique which separates P. 
Proof. If U or T is empty, then S is already a clique. We now assume 
that both T and U are nonempty. There are two cases to consider. 
Case 1. There exists x E B \ B, and t E T such that (x, t) E E. From 
Lemma 3.2, it follows that (x, u> E E for all u E U, as otherwise x E B,,. 
Thus, in this case, Lemma 3.5 follows from Lemma 3.4. 
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Case 2. For every x E B \ B, and every s E T U U, (x, s) P E. In 
this case the clique W U B, separates each b E B \ B, from each u E U. 
n 
THEOREM 3.6. Zf P is a connected Z-chordal graph, then either P < 
(2Cl”‘) for some n or there is a clique which separates P. 
Proof. If P is a clique, then P < (2C)(“) (where n may be chosen to be 
the cardinality of V). Therefore, it may be assumed that P has a minimal 
vertex separator S. If P,, , s consists of three or more distinct components, 
then S is a clique, by Lemma 3.1. Thus, it may be assumed that P,, , s has 
exactly two components, A and B. Let A,, comprise those a E A such that 
(a, s) E E for every s E S. and let B, comprise those b E B such that 
(b, s> E E for every s E S. If A,, = A and B, = B, then P < (2C)(“’ for 
some n. Otherwise, B,, is a proper subset of B. In this case Lemma 3.5 
produces a clique which separates P. n 
4. Z-CHORDAL IMPLIES Z-DECOMPOSABLE 
We say two sets W, X c V are nonadjacent if (x, w) CC E for every 
x E X and w E W. 
LEMMA 4.1. Let P be a connected S-chordal graph which is not a clique 
and S a clique which is a minimal separator of P. Let B denote a component 
of P,, , s. Zf S U B contains two Ps v B -simplicial pairs {a, b} and {c, d} which 
are nonadjacent, then there is a P-simplicial pair {b,, b,} c B. 
Proof. For notational ease, let Q = PB U s. First, suppose that, for each 
s E S, s * oa and s + ob. In particular a, b E B. Fix x E S U B with 
x u oa. As S separates P, and B is a component of P,, , St we have 
x E S U B. Further, since S is a clique, x E B. If v E V and (x, v> E E, 
then v E S U B. Hence, as x N oa, we have (v, a> E E. Similarly, if v E V 
and (v, a) E E, then (0, xl E E. Thus, x N pa. We have both [al, = [a], 
and adj(a, b; Q) = adj(a, b; PI. Th ere ore, f radj(a, b; Q> = radj(a, b; P). It 
follows that {a, b} is a P-simplicial pair. If there exists t E S such that 
a N ot, then, as S is a clique, (a, s> E E for every s E S. Thus, as neither 
(c, a) nor (a, d) is in E, we have c, d E B. Further, if for some u E S we 
have c N ou, then, since (a, u> E E, we must have (a, c> E E, a contradic- 
tion. Thus, for each s E S, we have s 3, oc and s + od. In this case, arguing 
as above, we see that {c, d} is a P-simplicial pair. n 
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LEMMA 4.2. Let P be a connected 2-chordal graph which is not a clique. 
Let S be a clique which is minimal P separator. Let B denote a component of 
P \’ \ S’ Zf PB”S < (ZC)(“), then there is a P-simplicial pair {a, b] c B. 
Proof. Write B U S = Q1 U ..* U Qs, where each Qi is a clique and 
where, for i <j and 9i E Qi and qj E Qj, we have (qi, ‘lj> E E if and only if 
i=jor(i,j)E{(1,2),(2,3),(3,4),(1,4))U((i,S)li=l,..., 4l.SinceSisa 
clique, we may assume S G Q, U Q2 U Q5. If Q3 U Q4 C B is nonempty, 
then any q3 E Q3 and 94 E Q4 (where possibly one of Q3 or Q4 is empty, in 
which case we work with a single vertex) is a P-simplicial pair with (9,j, qa) c 
B. If both Q. and Q4 are empty, then any b E B is a P-simplicial vertex. n 
LEMMA 4.3. Zf P is a 2-chordal graph, then either P < (2C)(“’ for some 
n or there are P-simplicial pairs (a, b) and (c, d} which are nonadjacent. 
Proof. The proof proceeds by induction on the cardinality of V. If V 
consists of a single vertex, then P < 2C. Accordingly, we assume: If Q is a 
2-chordal graph on fewer vertices than P, then either Q < (2C)‘“” for some 
m or there exist Q-simplicial pairs (a, b} and (c, d} which are nonadjacent. 
If P is not connected, then we may apply the induction hypothesis to two 
distinct components of P to obtain our nonadjacent P-simplicial pairs. Thus, 
we may assume that P is a connected e-chordal graph. By Theorem 3.6, 
either P has a minimal separator which is a clique or P < (2C)‘“’ for some n. 
Thus, to finish the proof of Lemma 4.3, we may assume that P has a minimal 
separator S which is a clique. Let A and B denote distinct components of 
P 1’ \ S’ From the induction hypothesis, either PA v s contains two nonadjacent 
P A4 U s-simplicial pairs or PA v s < (2C)““’ for some m. In the first case, 
Lemma 4.1 produces a P-simplicial pair (a,, a2) c A. In the second case 
Lemma 4.2 produces a P-simplicial pair (a,, a,} c A. Similarly, there exists a 
P-simplicial pair {b,, b,] c B. Since A and B are nonadjacent, the pairs 
(al, aJ and (b,, b,} are also nonadjacent. Thus P satisfies the induction 
hypothesis. n 
THEOREM 4.4. Zf P is a 2-chordal graph, then P is a 2-decomposable 
graph. 
Proof. The proof proceeds by induction on the cardinality of V. The 
case where V consists of a single vertex is clear. Accordingly, we assume that 
every 2-chordal graph Q with fewer vertices than P is 2-decomposable. If 
P < (2CY”) for some n, then there is little to prove. Otherwise, by Lemma 
4.3, there exists (o~~,zL~~J a P-simplicial pair. By the induction hypothesis, 
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P v \ (u,,.tL.,,) has a Sdecomposition series vl, wl;. . ; vk, wk. Now vO, wO; vl, 
wl;...;vk, wk is a Z-decomposition series for P. n 
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