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We demonstrate a new feedback algorithm to cool a single neutral atom trapped inside a standing-
wave optical cavity. The algorithm is based on parametric modulation of the confining potential at
twice the natural oscillation frequency of the atom, in combination with fast and repetitive atomic
position measurements. The latter serve to continuously adjust the modulation phase to a value for
which parametric excitation of the atomic motion is avoided. Cooling is limited by the measurement
back action which decoheres the atomic motion after only a few oscillations. Nonetheless, applying
this feedback scheme to a ∼ 5 kHz oscillation mode increases the average storage time of a single
atom in the cavity by a factor of 60 to more than 2 seconds. In contrast to previous feedback
schemes, our algorithm is also capable of cooling a much faster ∼ 500 kHz oscillation mode within
just microseconds. This demonstrates that parametric cooling is a powerful technique that can be
applied in all experiments where optical access is limited.
INTRODUCTION
As in classical devices, measurement-based feedback
control is expected to become an indispensable tool for
stabilization and protection of individual quantum sys-
tems against decoherence [1–3]. But quantum feedback
control is fundamentally different to its classical coun-
terpart, due to the inevitable backaction caused by a
measurement [4–13]. The latter is famously exempli-
fied in Heisenberg’s microscope thought experiment [14]
that demonstrates how position measurements perturb
the momentum of a particle and thus heat the motional
degrees of freedom. Here we investigate parametric feed-
back for cooling a single neutral atom in an optical cav-
ity in the regime where the quantum backaction from
the measurement easily disturbs the atomic motion. Our
technique makes use of position information extracted
from a probe laser transmitted through the cavity, and
requires only a single control laser along the cavity axis
to actuate on the atomic motion, making it ideally suited
to miniaturized systems with poor optical access for ad-
ditional cooling beams. Cooling atoms in cavities is not
only of interest for investigating quantum feedback and
control but also improves the localization of the atom in
the cavity mode and thus the coupling strength, which
is crucial for the observation of a variety of fundamen-
tal quantum effects [15–18]. In contrast to previously
demonstrated feedback schemes that rely on single-shot
or discrete algorithms [19–21], the technique described
here employs a continuous parametric feedback strategy.
Effectively, this increases the duty cycle, decreases the
required measurement rate, and can thus cool the fast
(∼ 500 kHz) oscillation of the atom along the axis of a
standing-wave cavity field. We also demonstrate an in-
crease of the average storage time of a single atom in the
cavity by a factor of 60 to more than 2 seconds.
Parametric excitation of large numbers of particles in
a confining potential is familiar in cold atom physics,
where it is known as a major source of heating in far off-
resonance optical traps [22, 23] and is often used to mea-
sure trapping frequencies [24]. In addition, it has been
demonstrated that parametric excitation in an anhar-
monic trap can selectively evaporate atoms with higher
energies, leading to cooling [25]. Parametric resonance
phenomena have also been studied in micro- and nano-
electromechanical systems [26], and parametric feedback
has been used to stabilize nano-mechanical oscillators [27]
and to generate squeezing [28].
Continuous parametric cooling of a single particle by
active feedback was recently investigated [29] and cool-
ing of a laser-trapped nanoparticle to a center-of-mass
temperature of less than 1 mK was demonstrated [30].
However, in these experiments the particle undergoing
feedback was much more massive than a single atom,
and therefore remained virtually undisturbed by the mea-
surement. Weak probing and long integration times re-
duce the measurement-induced back action enabling sub-
Doppler cooling of a single ion in a Paul trap through
direct feedback [31]. However, in contrast to an ion that
is held in a trapping potential that exceeds its kinetic en-
ergy by orders of magnitude, the atom in our experiment
is held in a much shallower optical potential that ex-
ceeds its kinetic energy only by about a factor of two [21].
Therefore, the atom is very sensitive to the measurement-
induced back action and its motion decoheres after only
a few oscillations in the trap.
Our feedback technique relies crucially on a continu-
ous, weak probing of the atomic position, from which we
update the parametric feedback amplitude and phase on
a timescale comparable to the oscillation period. The
system is in the strong-coupling regime of cavity quan-
tum electrodynamics (QED), where the cavity resonance
splits into two normal modes and the transmission at the
empty-cavity resonance is reduced to near zero. As the
atom moves away from the center of the cavity mode,
the coupling strength is reduced and the transmission
increases. Continuous modulation of the trap potential
with an amplitude and phase determined by the mea-
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FIG. 1. (Color online.) Experimental setup. A single atom is
trapped inside the optical cavity by a red-detuned dipole trap.
This system is probed with a resonant beam that is detected
by avalanche photo diodes (APDs) in photon counting mode
and demodulated in real-time at a preset frequency fpfb on
a field-programmable gate array (FPGA) shown in the green
box. The amplitude and phase are extracted and used to
feedback to the atom via a sinusoidal intensity modulation of
the dipole trap. The parameter φpfb advances the phase of
the feedback with respect to the atom’s oscillation to enable
cooling.
sured probe transmission removes kinetic energy from
the atom. Note that the velocity-dependent cooling force
originates from the periodic modulation of the conserva-
tive force confining the atom, not from two subsequent
position measurements that are made to determine the
velocity of the atom [19–21]. As a matter of princi-
ple, this allows one to reduce the measurement rate and
therefore the associated measurement-induced back ac-
tion from the probe beam. In fact, cooling in our ex-
periment is achieved with a probe beam intensity so low
that the resulting photon detection rate is smaller than
or at most on the same order as the trap frequency, either
∼ 5 kHz or ∼ 500 kHz.
EXPERIMENTAL SETUP
Our cavity QED apparatus has been described in detail
elsewhere [21, 32]. Briefly, single 85Rb atoms launched
from an atomic fountain are captured in a standing wave
dipole trap inside a high-finesse (F = 195, 000) Fabry-
Perot cavity of length 260µm (Figure 1). The maximal
atom-cavity coupling constant g/2pi = 16 MHz exceeds
both the atomic dipole decay rate (γ/2pi = 3.0 MHz) and
the field decay rate of the cavity (κ/2pi = 1.5 MHz), plac-
ing our system in the strong coupling regime of cavity
QED g  (γ, κ). The dipole trap beam is red-detuned
by four free-spectral ranges from the rubidium D2 line
at λ = 780 nm, and also serves to stabilize the cavity
length. The intracavity dipole trap power is typically
950 nW, creating a trap with depth kB × 850µK and
harmonic oscillation frequencies ωρ/2pi = 4.8 kHz and
ωz/2pi = 500 kHz in the radial and axial directions, re-
spectively.
Our weak measurement of the atom’s position in the
cavity comes from the transmission of a weak (∼ 3 pW)
TEM00 probe beam which is close to resonance with the
5S1/2, F = 3 → 5P3/2, F = 4 cycling transition. As
a consequence of the normal-mode splitting, the probe
transmission at empty cavity resonance drops monoton-
ically as the coupling strength increases [33–35]. This
strength, however, varies as a function of position due
to the cavity mode function, which has a Gaussian pro-
file in the radial direction and varies sinusoidally with a
period of λ/2 along the cavity axis due to the standing
wave pattern of the probe beam. The cavity transmission
therefore directly depends on the position of the atom in
the cavity mode.
As the atom oscillates back and forth in the trap-
ping potential, the coupling constant and thus the cav-
ity transmission vary at twice the oscillation frequency.
The transmitted probe signal is demodulated at approx-
imately this frequency, and the amplitude and phase of
the motion are fed back via modulation of the intracav-
ity dipole trap intensity in order to cool the atom. An
example feedback trace is shown in Figure 2(a). The
detected amplitude is used to adjust the modulation
strength, which allows us to damp the feedback for very
cold atoms which yield insufficient phase information to
suppress heating. Continual updating of the modulation
phase based on the information obtained from the mea-
surement is critical to the success of this method. If the
phase were fixed, the oscillating atom would phase-lock to
the parametric drive and its energy would increase expo-
nentially, eventually expelling it from the trap. To avoid
this, phase of the feedback signal is adjusted according
to the measured phase difference between the local oscil-
lator and the atomic motion (blue trace in Fig. 2a) plus
a variable phase advance φpfb.
The price paid for this measurement, of course, is
that the atom can also scatter probe photons into free
space modes outside of the cavity. The random nature
of this spontaneous emission leads to decoherence of the
atom’s oscillatory motion and heating. In our exper-
iment, the scattering rate during radial feedback was
roughly 20 kHz, which is sufficient to decohere atomic
oscillations in the dipole trap within a few periods. Our
feedback loop therefore operates in the regime of poor
quality factor, where a measurement can only be used to
predict the future motion of the atom for a short time.
We measure the quality factor of the oscillation by
fitting the Fourier transform of the cavity transmission
(Fig. 2b). This analysis needs to take into account the
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FIG. 2. (Color online.) Observing the atomic motion. (a)
Transmission for a typical atom storage event; low transmis-
sion indicates the presence of an atom. The zoomed-in sec-
tion shows how the FPGA locks to the atomic oscillation.
The black (solid) trace is the measured cavity transmission,
the red (dotted) is related to the inferred atomic oscillation
amplitude (see text), and the green (dashed) is the local oscil-
lator phase-locked to the measured atomic oscillation. Below
in blue (solid) is shown the measured phase difference be-
tween the local oscillator and the atomic motion. (b) Fourier
transform of measured transmission. The peak appears below
the expected frequency of 2ωρ/2pi due to the nonlinear depen-
dence of cavity transmission on radial position. It is broad-
ened due to the measurement back action, reflecting decoher-
ence of the atomic oscillation by the probing laser beam. A fit
incorporating the nonlinear transmission function, which con-
nects the atomic position to the transmitted intensity, yields
a Q-factor of 2.8 (see text for details).
nonlinear atom-cavity coupling function and the anhar-
monicity of the trapping potential. The cavity trans-
mission relates nonlinearly to the actual (radial) atomic
position via the cavity coupling function g(r) ∼ e−r2/w20 .
Additionally, the anharmonic potential causes the atomic
oscillation frequency to depend on amplitude (higher am-
plitudes result in lower frequencies), which skews the
transmission peak towards lower frequencies. We fit the
measured transmission using a damped harmonic oscil-
lator model that incorporates these effects, as well as a
1/f noise background from the photodetectors. This is
shown as the solid line in Fig. 2b, and yields a quality
factor of Q = 2.8± 0.1.
The cavity transmission is measured by four avalanche
photodiodes (APDs) in photon counting mode and sent
to a field-programmable gate array, which also runs the
feedback algorithm (Fig. 1). The FPGA output con-
trols an AOM which modulates the intensity of the dipole
trap laser (and thus the trap stiffness) at frequency fpfb,
with a phase and amplitude determined by the measured
atomic motion.
The feedback algorithm implemented on the FPGA is
shown schematically in Fig. 1. It begins by summing the
number of photons detected during 8 ns time intervals.
This signal is sent through a moving average low-pass fil-
ter with a 3 dB bandwidth of 3.2 MHz, and the in-phase
and out-of-phase quadrature components are extracted
by multiplying it with a local oscillator. These two chan-
nels represent the complex oscillation amplitudes at the
feedback frequency fpfb. These amplitudes are integrated
by another moving average filter, with the integration
time τ adjusted to an integer multiple of the oscillation
period, τ = n/fpfb. The moving average therefore acts
as a low-pass filter with a 3 dB bandwidth of n×0.44fpfb.
Non-integer multiples will lead to artefacts, especially
when τ is on the order of only a few oscillation peri-
ods. As this filtering is applied in the complex plane, it
acts as a resolution bandwidth filter (RBW) allowing to
extract the narrow-band spectral component at fpfb.
A subsequent complex-to-polar conversion extracts the
magnitude and phase information from the complex oscil-
lation amplitude. Note that the inferred magnitude (red
curve in Fig. 2a) represents the amplitude of the atomic
oscillation as expressed by the cavity transmission, which
relates nonlinearly to the actual atomic position via the
cavity coupling function (see above). The phase is used
to lock the local oscillator generated by the FPGA to the
detected oscillation. The phase of the oscillator is addi-
tionally advanced by the parameter φpfb, which allows us
to tune the feedback algorithm to either heat or cool the
atom. The amplitude of the output modulation is var-
ied depending on the inferred magnitude of the atomic
oscillation.
RADIAL FEEDBACK RESULTS
The performance of the feedback algorithm is deter-
mined by measuring the average time for which a cap-
tured atom remains in the trap before escaping. Since
capture attempts are not always successful, we require
that an atom remains in the cavity mode for at least 2 ms
(corresponding to ∼ 10 radial oscillation periods) for it to
be considered trapped. Storage times are averaged over
at least 100 individual measurements of a trapped atom.
The optimum modulation amplitude was found empir-
ically to be 11% for the maximum inferred atomic os-
cillation (that which causes the transmission to increase
to its empty-cavity value), corresponding to an increase
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FIG. 3. (Color online.) Radial parametric feedback. Average
storage time of an atom in the cavity as a function of phase
advance φpfb for various feedback frequencies. The phase ad-
vance which gives optimal cooling decreases as the feedback
frequency increases. Error bars represent the standard er-
ror in the mean for the storage time. The lines are fits of a
periodic Gaussian that is used to determine the ideal phase
advance. The dashed horizontal line shows the average stor-
age time without feedback.
in the trap depth by kB × 90µK. A typical modulation
during feedback was 6%. The optimum integration time
was found to be one oscillation period, τ = 1/fpfb. This
is expected due to the low Q-factor: the measurement
back action renders the atomic motion incoherent over
timescales longer than the oscillation period, so integrat-
ing for longer than this degrades our estimate of the
atom’s amplitude and phase.
Figure 3 shows the average storage time with feedback
for single atoms trapped in the cavity, as a function of
the phase advance φpfb and for fpfb = 4, 7 and 10 kHz.
These frequencies are too slow to interact with the axial
atomic motion and therefore affect only the radial oscil-
lation, whose natural frequency is 4.8 kHz. Nonetheless,
the feedback has a strong effect on the storage times,
which for fpfb = 7 kHz vary by more than two orders
of magnitude as φpfb is tuned. Both cooling and heat-
ing are observed at different values of the phase advance,
and the phase advance which results in the best cooling
performance decreases as the feedback frequency is in-
creased. The maximum average storage time is approxi-
mately 2 s at fpfb = 7 kHz, and occurs at a phase advance
of approximately φpfb = pi/2. By contrast, the average
storage time without feedback is (55± 5) ms.
The qualitative behavior observed is as expected for
a parametrically driven oscillator. When the paramet-
ric modulation is out of phase with the oscillator’s mo-
tion, the potential relaxes when the oscillator is at the
center of its swing and stiffens as it reaches the turning
points, thus amplifying its motion. When the modulation
is in phase, on the other hand, the situation is reversed
and the oscillator’s motion is damped. Normally, near
a parametric resonance, the oscillator phase-locks to the
drive and absorbs energy exponentially. However, our
active feedback algorithm maintains the phase difference
between the measured atomic motion and the paramet-
ric drive, preventing phase locking and allowing us to
parametrically cool as well as heat.
We also investigate the performance of the feedback al-
gorithm as a function of the parametric driving frequency
fpfb. The maximum average storage time, obtained from
fits such as those shown in Fig. 3, is plotted as a func-
tion of fpfb in Fig. 4, as well as the phase advance at
which the corresponding maximum was measured. The
feedback performance peaks at around fpfb = 7 kHz be-
fore falling off at higher frequencies. The optimal phase
advance crosses pi/2 at the peak in the cooling perfor-
mance. The observed behavior is due to a combination
of the detection procedure and the parametric oscilla-
tor response. The oscillator response is maximum at the
principal parametric resonance at 2ωρ/2pi, with smaller
peaks at the higher order resonances 2ωρ/2pin. The in-
phase/quadrature (IQ) demodulation, with a moving av-
erage filter whose kernel length is exactly one oscillation
period, results in a broad sinc-shaped envelope which
shifts the peak lower in frequency. Longer integration
times would give a sharper peak closer to the parametric
resonance.
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FIG. 4. (Color online.) Radial parametric feedback versus
feedback frequency. Measured average storage time (circles,
solid line) and optimal phase advance (squares, dotted line)
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FIG. 5. (Color online.) Axial parametric feedback. Per-
formance of axial feedback cooling at fpfb = 625 kHz, cor-
responding to twice the natural oscillation frequency of the
atom along the axis of the standing wave dipole trap. The
data points represent experimental measurements of storage
time averaged over at least 100 runs per point, and the solid
line is a sinusoidal fit to the data. Error bars represent the
standard error in the mean for the storage time.
AXIAL FEEDBACK RESULTS
Previous attempts to apply feedback cooling to the
fast oscillation of an atom along a standing wave dipole
trap have failed [20, 21], since not enough information
about the atom’s position could be obtained within a sin-
gle oscillation period to effect useful feedback. Here, we
show that our new technique can also be applied to cool
the atom’s motion along the cavity axis, which due to
the standing wave trapping potential has a much higher
natural oscillation frequency of approximately 500 kHz.
This is possible because the feedback algorithm exploits
our pre-knowledge of the oscillation frequency (both in
demodulating the transmission signal at 2ωz/2pi and in
modulating the trap stiffness at this frequency), and thus
relies less on information extracted from the real-time
measurement of cavity transmission.
Figure 5 shows the average storage time as a function
of phase advance φpfb for a feedback loop operated at
fpfb = 625 kHz, which was found empirically to give the
best feedback performance. The modulation amplitude
was 36% for the maximum inferred atomic oscillation.
(Note that the phase advance φpfb here is not absolute,
as small delays in the signal path are not negligible at
these frequencies.) As in Fig. 3, it is seen that the al-
gorithm is capable of either cooling or heating the atom,
depending on whether the parametric feedback is kept in
phase or out of phase with the axial oscillation. At the
optimal phase advance, the average storage time shows
an improvement of more than 30% compared to the case
without feedback. Note that the storage time without
feedback, (7.1± 0.3) ms, is smaller than in Fig. 3 due to
the fact that the probe power was increased by a fac-
tor of 10 compared to the radial feedback experiments,
which is necessary to ensure the algorithm has enough
information to operate at the higher frequency. The suc-
cess of axial cooling demonstrates the speed and versatil-
ity of our parametric feedback algorithm. We note that
the atoms are expected to move less in the axial direc-
tion since cavity cooling acts along this axis, which may
explain the relative effectiveness of radial feedback over
axial feedback.
CONCLUSIONS AND OUTLOOK
We have demonstrated a continuous parametric feed-
back algorithm that efficiently cools a single atom held
in a standing wave dipole trap within an optical cav-
ity. The back action caused by our measurement of the
atom’s position decoheres its oscillatory motion within a
few periods; nonetheless, by applying feedback to the ra-
dial motion of the atom, its average storage time can be
increased by a factor of 60 to 2 s. Additionally, the feed-
back algorithm is able to damp the motion of the atom in
either the radial direction or along the cavity axis, where
it oscillates at a frequency of about 500 kHz.
In addition to experiments on measurement-based
quantum feedback, our work has immediate impact
on fundamental investigations of quantum-optical phe-
nomena and application-oriented research in quantum-
information processing. This comes from the fact that
cooling improves the localization of the atom in the cav-
ity mode and thus the atom-cavity coupling strength g.
With all parameters of the atom and the cavity alone
kept constant, the increase of g has (at least) two dis-
tinct advantages: First, it directly increases the photon-
number dependent splitting between the dressed states
of the strongly coupled atom-cavity system. This makes
it easier to selectively drive single- or even multi-photon
transitions between certain pairs of these states. As a re-
sult, genuine quantum-nonlinear phenomena like photon
blockade [15, 36] and conditional phase shifts [37, 38] be-
come more pronounced. Second, a stronger atom-cavity
coupling enhances the photon emission and absorption
rate of an atom into and from the cavity, respectively,
as compared to the corresponding rates in free space
[39, 40]. This is a reminiscence of the Purcell effect and
makes the atom more one-dimensional from a radiation
point of view. It dramatically improves the efficiencies
of unidirectional atom-photon quantum devices including
entangled-qubit sources [41–43] and single-qubit memo-
ries [44, 45]. In addition to these advantages, cooling not
only increases the average value of g but also decreases
the thermal fluctuations of g. This makes it easier to
discriminate between classical and quantum noise and
6possibly even eliminate the former completely. Last but
not least, the fact that our technique uses only infor-
mation extracted from the cavity transmission makes it
ideally suited to miniaturized systems with large atom-
cavity coupling but without optical access for additional
cooling beams [46–49].
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