Optimization/control problems with change of filtartions have been studied in various context of mathematical finance. This paper studies optimal stopping problems for general diffusion processes with an uncertain time horizon and under different filtrations. Corresponding value functions are first compared and related explicitly to their counterparts without the time uncertainty. To further analyze optimal stopping strategies, characterization results regarding connectivity of the "stopping" and "continuation" regions are derived. In particular, sufficient conditions for the well-known "threshold type" optimal stopping rule are given. Finally, optimal stopping problems with standard American call/put type payoffs are revisited using these characterization results.
Introduction

Two Problems: A and B
Given a probability space (Ω, F, P) and a (one-dimensional) Markov process X with X 0 = x, consider the following optimal stopping problem sup τ ∈A E x e − τ 0 r(s)ds g(X τ )1 {τ <T } .
(
Here, T is a random variable and g(·) is a reward function. The supremum is taken over all stopping times from an appropriate class A and r(·) is a discount factor such that the problem is well defined.
Random time T.
With current intense research interest in credit risk, operational risk, and other types of uncertainty in the time horizon, introduction of a random T into optimization problems is inevitable. Many investment decision problems have thus been recast accordingly and investigated: portfolio management [26, 4] , pricing and hedging [3] , and utility maximization [6] , to name a few.
Equally important yet much less studied is the issue of A. Although it seems natural to start with F-stopping times for a fixed T as F encompasses all the information from continuously observing X to decide to stop or to continue, it is not necessarily the case for a random T . In other words, with the additional randomness from T , A is not necessarily restricted to F-stopping times. This prompts the question of appropriate choices of A and their impact on the value functions. Suppose that one has some knowledge of T in addition to X, will the value function as well as the optimal strategy change for problem (1) ? Simply put, (Problem A). Will any additional information with T always lead to a different strategy and better value function? If so, can one quantify the difference?
This question falls under a big umbrella of optimization problems with change of filtrations and have been studied by various researchers -for instance, in financial markets where investors may have access to different levels of information. In [1, 16, 2] , the notion of "information drift" is introduced and analyzed by Malliavin calculus, to study the "value" of additional information in the following (among others) setup: expanding the natural filtration F of a diffusion process X to a bigger filtration F t ∨σ(G), where G is an F 1+ measurable random variable. [3] investigates how pricing and hedging change from F-adapted processes to G-adapted processes with G = (G t ) t≥0 and G t = F t ∨ σ({T ≤ s} : s ≤ t). By and large, the issue of optimization with changes of filtration is analogous and related to the fundamental issue in the classical filtration expansion theory regarding whether and how (semi-) martingales change with change of filtrations; see [17, 34] and the references therein. Indeed, some well-known results from filtration expansion theory have been used in [3, 1, 16, 2] . This paper exploits similar results; see Proposition 1.
Fixed time T. When T (< or = ∞) is fixed, and A = {F-stopping times} with F = (F) t≥0 is the natural filtration of X, problem (1) has been extensively studied and well understood. Existing literature on this subject is voluminous, and many fine structural results regarding the value functions and optimal stopping rules can be found in [31, 27, 8, 18, 23] , and in monographs and books such as [10, 33, 12, 21, 28] . Another variant is to take A = (τ 1 , . . . , τ n , · · · ), where τ i is an independent Poisson process with rate λ; see for instance [7, 20, 9, 14] .
One of the key structural results states that under appropriate technical conditions, the optimal stopping rule is prescribed by the first hitting time of a support set; see [10] [Page 107], or Theorem 4 in this paper for relevant discussions. However, this prescription is too vague for most practical problems to derive explicit solutions and for explicit characterization of the continuation/stopping regions. Instead, derivations of explicit solutions often rely on a simpler and somewhat heuristic structural rule, known as the "threshold rule"; see [32, 19, 18, 28] , and the references therein. However, there are many examples where the continuation region is not connected and the optimal stopping rule is not of a threshold type. In fact, one can construct a simple optimal stopping time problem whose continuation region has arbitrarily many connected components; see Section 4.1 for our construction of such an example. This begs for a systematic study for sufficient or necessary conditions under which the optimal stopping rule can be reduced to a threshold type. That is, (Problem B). Under what conditions does there exist an x * such that the optimal stopping time is τ * with
To the best of our knowledge, little is known for this problem.
Main results and analysis
We study Problems A and B on a diffusion process X with F = (F t ) t≥0 being its natural (right-continuous) filtration.
We start with Problem A by specifying precisely a model for T and sets of stopping times A. We assume that T is a Cox process such that for any t > 0, P (T > t|F t ) = exp(− t 0 λ(s)ds), where λ is non-negative and F-progressively measurable. This specification is consistent with standard models for default risk and for mortality risk. We then take two specific classes of stopping times A 0 and A 1 , with A 0 being the class of F-stopping times and A 1 the class of G-stopping times. Here, G = (G t ) t≥0 , with
In this framework, we study (Section 3) how value functions in (1) vary and relate under A i , i = 0, 1. We show (Theorem 1) that on one hand,
This equality to the optimal problem without time uncertainty is reminiscent of the results in [26, 24] . On the other hand, such an equality breaks down with a slight modified formulation of
While both are reduced to stopping problems without time uncertainty (Theorem 2), the value function of (3) under A 1 differs from that of (2) by an additional positive terminal value which is a function of T (Theorem 3). This extra term is the "salvage value" in case the process X terminates before one decides to stop (i.e., τ > T ). In particular, when T is an independent exp(λ), it is proportional to the intensity λ: the higher the risk for the default, the more is this salvage value gained from the extra information G \ F. Next, in order to further investigate problems (2) and (3) and especially the extra value under A 1 , we return to Problem B and study a (more) general problem of optimally stopping a diffusion process with a terminal payoff function. In Section 4, we directly characterize the continuation and stopping regions and derive sufficient conditions for the "threshold type" stopping rule. We illustrate by revisiting standard American call/put type payoffs how these characterization results lead to explicit solutions.
Mathematical Setup and Preliminaries
Throughout the paper, we assume Outstanding Assumptions:
• A1. (Ω, A, P ) is a probability space. (W t ) t≥0 is a standard Wiener process defined on this space. All expectations will be with respect to the probability measure P .
• A2. (X t ) t≥0 is a one-dimensional regular diffusion process with a state space (a, b) such that
Here −∞ ≤ a < b ≤ ∞ are the natural boundaries for (X t ) t≥0 , µ(·) and σ(·) are Borel functions that satisfy certain regularity conditions such as the Lipschitz condition to guarantee the existence and uniqueness of a continuous non-explosive weak solution of the above SDE. (See [23] for more discussions).
Its completed natural filtration is F, with F = (F t ) t≥0 . Note that F is right continuous.
• A3. T is a non-negative A-measurable random variable such that for any t > 0,
Here λ is (non-negative and) F-progressively measurable. T is also known as a Cox process. Cox process and its various generalization allow analytical tractability because of the "hidden" H-hypothesis. See more remarks below about the H-hypothesis.
• A4. G = (G t ) t≥0 , where
Since T is not an F-stopping time (see Lemma 3), this G is also known as the minimal filtration enlargement of F for which T is a G-stopping time.
• A5. g is a non-negative Borel measurable function.
Here we assume g to be non-negative for easy exposition. In fact, the entire analysis goes through with little modification if g is bounded from below.
• A6. f is a Borel measurable function satisfying
Here β(s) = r(s) + λ(s) with r(s) being the (non-negative) discount factor. This assumption is to ensure that all optimal stopping problems in this paper are well defined.
• A7. A 0 := {F − stopping times}, A 1 := {G − stopping times}.
We now recall several useful results.
Proof. Follows from assumption A3. This is also known as the H-hypothesis, see [22] , [13] , and [4] for more discussions. As a result of this, the dynamics of (X t ) remains unchanged in the enlarged filtration G. More details regarding the change in the dynamics of diffusion processes due to filtration expansion can be found in [17] and [34] .
(See [29] [Page 370]). Now, since F is right continuous, we can easily prove (or see [15] ) Lemma 2. For any finite F-stopping time τ ,
Lemma 3. T is not an F -stopping time. And for all τ ∈ A 0 , P [T = τ ] = 0.
Proof. Given Assumption A1, all F-stopping times are F-predictable, hence are G-predictable. Meanwhile, T is totally inaccessible because its compensator is continuous from Assumption A2. Thus, T is not an F-stopping time, and P (τ = T ) = 0 for any F-stopping time τ .
Problem A: Relation between Two optimal Stopping
Times with Time Uncertainty
Clearly, an F-stopping time is a G-stopping time. Thus, A 0 ⊂ A 1 , and
Moreover, there is an equivalence between sup τ ∈A 0 E e
Proof. The first equation is straightforward from Lemma 1:
The second equation follows naturally given that g(X τ ) is F τ -measurable,
However, a slight change of formulation, namely 1 {τ <T } replaced by 1 {τ ≤T } for optimal stopping problems, yields different perspectives.
First, from Lemma 3 it is clear that the value function does not change if "<" is replaced by "≤" for F -stopping times.
Yet, we see
In particular, when T ∼ exp(λ), and is independent of X,
Proof. To see the first equality, recall that for any τ ∈ A 1 , τ ∧ T ∈ A 1 . Moreover,
The second equation is obvious from Lemma 1.
Finally, since
and T < ∞ almost surely, conditioning on F τ and applying Eq. (5) leads to
In particular, when T is an independent exp(λ),
Combined, we have
Note that the last equation in Theorems 1 and 2 is in the same spirit of [26] and [24] in terms of comparison between optimal stopping times with an uncertain time horizon and that with an infinite horizon. In portfolio optimization problem over a random horizon [0, T ] where T is an independent exp(λ), [25] proves that the value function is the same as its standard counterpart with an infinite time horizon, except for an additional discounted factor e −λt . A similar relation appears also in [24] for pricing a zero-coupon defaultable bond with a zero recovery.
Problem B: Further Analysis
To further analyze the optimal stopping problems (2) and (3) and their equivalent forms with a constant discount factor r, we proceed by studying the following problem with a more general form:
where β = r + λ.
In the remainder of the paper, we shall rely on
Further Assumptions:
• B1. g is bounded on compact sets;
• B2. X is recurrent on (a, b). That is, for any given x, y ∈ (a, b), P x (X t = y for some t) = 1.
Our primary goal is to analyze optimal stopping problems in light of Problem B in terms of connectivity of the continuation region. To further motivate Problem B, let us first start with a simple optimal stopping problem which can be constructed to have exactly any given number of simply connected components. This example illustrates the subtlety and intricacy of characterizing explicitly the connectivity of continuation regions.
Problem B: a motivating example
The construction of the example is based on the following insightful result due to [11] .
Lemma 4 (Dynkin (1963) ). If X is an F-adapted Markov process and g is lower semicontinuous, then
is the smallest r-excessive majorant of g. That is, V is the minimalṼ ≥ g satisfying
From this theorem comes the key idea of our example: Let g be any continuous function
• First, let X be a geometric Brownian motion as in Eq. (18).
Fix K > 0 and take g(x) :
, and there exists an x * ∈ (0, K) such that
• Next, fix arbitrary n ≥ 2 and points x 0 = x * < x 1 < x 2 < . . . < x n = ∞ and let α i denote the tangent to V at x i for 0 ≤ i ≤ n. Note that in particular, α 0 (x) = K − x, and α n (x) = 0.
• Finally, define h = max
where the last inequality follows from the convexity of V .
Now, it is easy to see that
Moreover, since h intersects V at x 0 , . . . , x n−1 , the continuation region C = inf{x : V (x) > h(x)} has n connected components.
Problem B: connectivity of the continuation region C
We begin by recalling some important facts and notions. First, according to [5] , the ordinary differential equation Au = ru, with A being the infinitesimal generator of X such that Au = σ 2 2 u + µu , can be written as the linear combination of two linearly independent ψ(x) and ϕ(x). Here ψ(x) is strictly increasing and ϕ(x) is strictly decreasing such that
for any arbitrarily fixed c ∈ (a, b), with τ y being the first hitting time of y. Next, define
Then, by adapting the argument for Proposition 5.10, 5.13 and 5.14 in [8] , we see Proposition 2. V (x) < +∞ for all x ∈ (a, b) iff both l a and l b are finite. Moreover, define
then the following sufficient conditions for the optimality of τ * can be established.
Theorem 4.
If g and V are continuous on (a, b), then τ * = inf{t : V (X t ) = g(X t )} is an optimal stopping time for problem (7) if one of the following conditions holds:
• l a = l b = 0;
• 0 < l a < ∞ and l b = 0, and there is no c ∈ (a, b) such that (a, c) ⊂ C;
• 0 < l b < ∞ and l a = 0, and there is no c ∈ (a, b) such that (c, b) ⊂ C.
Given the optimality of such τ * in Eq. (11), we can divide the state space into the "stopping region"
and the "continuation region"
We shall analyze the connectivity of the "continuation" and "stopping" regions of problem (7). In particular, we shall derive simple conditions for which the optimal policy is of the threshold type.
For ease of exposition, we assume in light of Propositions 2 and 3 throughout this section Assumptions:
• B5. The value function V is continuous and finite on (a, b);
• B6. τ * = inf{t : V (X t ) = g(X t )} is an optimal stopping time.
We shall start our analysis for g being C 2 , and then extend to the case where g is a difference of two convex functions.
When g is
where
.
s., and S = φ.
Proof. Let x ∈ U. Fix x 1 < x < x 2 such that (x 1 , x 2 ) ⊂ U. Defineτ := inf{t : X t / ∈ (x 1 , x 2 )}, and let
Then Itô's formula leads to
, hence x ∈ C.
Proposition 5. Assume g is C 2 on (a, b). If I is a connected component of C such that g is bounded on I, then I ∩ U = φ. I = (a, b) . So without loss of generality we assume (a, b) − I = φ. Suppose for the sake of contradiction I ∩ U = φ.
Proof. The proposition is clearly true if
Fix x ∈ I. Then τ * < ∞, a.s. due to the recurrence of X on (a, b), and X t∧τ * ∈ U c . Thus the family (g(X t∧τ * )) t≥0 is uniformly integrable. Now define
Then, Itô's formula shows that Y is a supermartingale. Furthermore, by invoking the Optional Stopping Theorem, we have
Hence a contradiction for x ∈ I ⊂ C where g(x) < V (x).
Similar argument establishes
Proposition 6. Assume g is C 2 on (a, b) and the family {e −β(τ * ∧t) g(X τ * ∧t ) : t ≥ 0} is uniformly integrable for all x. Then I ∩ U = φ for any connected component I of C.
In fact, one can derive a slightly stronger version, requiring g to be C 2 only on C.
Proposition 7. Assume g is continuous on (a, b) and C 2 on C. If I is a connected component of C such that g is bounded on I, then I ∩ U 0 = φ. Where
The following are immediate consequences of the above propositions.
Corollary 2. Assume g is C 2 on (a, b). Then # of connected components of C ≤ 1 + # of connected components of U if one of the following conditions holds:
• lim sup x↓a Lg(x) − f (x) < 0, or g is bounded on (a, a ) for some a ∈ (a, b);
Furthermore, if both conditions hold, then # of connected components of C ≤ # connected components of U; in particular, if U is (simply) connected, so is C.
Assuming that the family {e −β(τ * ∧t) g(X τ * ∧t ) : t ≥ 0} is uniformly integrable. Then, the # of connected components of C ≤ the # of connected components of U; in particular, if U is (simply) connected, so is C.
When g is the difference of two convex functions
When g is the difference of two convex functions, the left derivative g − exists and is a function of finite variation. And the second derivative g exists in the sense of distributions. (See [30] ). That is, g is a measure, so that the measure L(g) on (a, b) is defined by
In this case, we can define
and
Here L z is the local time process of the diffusion X at level z. Note that |A| t is NOT the same as |A t |. Moreover, L z is an increasing process, and so is |A|.
Then similar to Lemma 1 in [23] , we have Lemma 5. Assume that g is a difference of two convex functions, and f and g satisfy
Then, for any finite stopping time τ ,
With this lemma, we derive through similar argument the following analogous results as in Propositions 4 and 5.
Then, under the assumption of Lemma 5, V ⊂ C.
Then, under the assumption of Lemma 5, I ∩ V = φ, whenever I is a connected component of C such that g is bounded on I.
Corollary 4. If there exists
, and for all U ⊂ V, U f (z)dz > Lg(U ); Then, under the assumption of Lemma 5, the # of connected components of C ≤ 1 + # of connected components of U if one of the following conditions holds:
• (a, a ) ⊂ V or g is bounded on (a, a ) for some a ∈ (a, b);
Furthermore, if both of the above conditions hold, then # of connected components of C ≤ # connected components of U; in particular, if U is (simply) connected, so is C.
Corollary 5. If there exists
, and for all U ⊂ V, U f (z)dz > Lg(U ); and if the family {e −β(τ * ∧t) g(X τ * ∧t ) : t ≥ 0} is uniformly integrable. Then, under the assumption of Lemma 5, the # of connected components of C ≤ the # of connected components of U; in particular, if U is (simply) connected, so is C.
Examples: re-derivation of explicit solutions
Now consider
with r being a constant, β = r + λ, X being a geometric Brownian motion with constant drift µ and volatility σ such that
Moreover, g takes one of the following special forms:
First, given such an X, the increasing and decreasing linearly independent solutions ψ and ϕ of Au = βu for µ < β are
where α 1 < 0 < 1 < α 2 are the roots of x(x − 1) + µx − β = 0. Next, Propositions 2, 3 and 4 ensure that τ * defined by τ * = inf{t : V (X t ) = g(X t )} is optimal.
Moreover, recall that the corresponding optimal stopping problem without the salvage value is V 0 (x) = sup
for which closed-form solutions for β < µ are (see for instance, [19] [Page 69, Thm 7.2]):
Now, to explicitly characterize τ * and the value function for problem (17), we apply aforederived characterization results. Our solution method also extensively relies on the following verification theorem. The proof is a straightforward modification of that in [18] [Theorem 3.1].
Theorem 5. Suppose that there exists a C 1 functionṼ on (0, ∞) such that 1)Ṽ is the difference of two convex functions, and 2)Ṽ is bounded and absolutely continuous. If
in the classical sense withṼ being the Radon-Nikodym derivative ofṼ , {e −βτṼ (X τ ) : τ finite stopping time} is uniformly integrable, and
lim t→∞ e −βt g(X t ) = 0 a.s.
for all x. ThenṼ
Next are several specific examples. Example 1
Solution.
• Case 1: β ≤ µ. Evidently V (x) = ∞, because when t → ∞,
• Case 2: r ≤ µ < β. By Proposition (8) Moreover, define
Then, direct application of Itô-Tanaka formula to Y t shows that Y t is a submartingale:
with L being an increasing process.
Finally, note that
)t and φ is the density function of a standard Normal distribution. The value function is finite as λ
One can check that an -optimal strategy is given by
• Case 3: r > µ. By Proposition 8, (K,
Moreover, if I is a connected component of C, then by Proposition 9, I ∩(0, rK r−µ ) = φ. It follows from Proposition 5 that C and S are connected. That is, there exists
This x * can be formally derived through solving the following variational inequalities for a convex function Z(x) which is C 2 except on x * where Z is C 1 such that
More explicitly,
Here x * ≥ r r−µ K, and A, B 1 , B 2 > 0 can be easily checked to be unique solutions for
The optimality of such Z(x) follows from Theorem 5.
Proposition 10. The solution (Z, x * ) in Eq. (24) for (23) is optimal. That is,
with the sup being achieved at τ * = inf{t ≥ 0 :
Example 2
• Case 1: β ≤ µ. Clearly, V (x) = ∞.
• Case 2: r ≤ µ < β. In this case U = (0, ∞). Hence S = φ, and τ * ≡ ∞. As in Example 1, one can show that Y defined by , and the -optimal strategy is τ := − log{ (β − µ)/λx} β − µ ∨ log K µ .
• Case 3: r > µ. It is easy to verify that U = (0, rK r−µ ). Thus from Proposition 3, both C and S are connected. Hence there exists x * > rK r−µ such that the optimal stopping time is given by τ * := inf{t ≥ 0 : X t ≥ x * }.
As in Example 1, x * can be formally derived through solving the following variational inequalities for a convex function Z(x) which is C 2 , except on x * where Z is C 1 such that
Z (x) = −λ(x − K), x < x * , −βZ(x) + µxZ (x) + That is, g(x) = (K − x), f (x) = λ(K − x), and Lg(x) = βK + (µ − β)x.
• Case 1: r ≤ µ. Define Then, Y t is a supermartingale. Hence the optimal stopping time is τ * ≡ 0, and V (x) = K − x.
• Case 2: r > µ. U = ( rK r−µ , ∞), the optimal policy is again of a threshold type. That is, there exists x * such that the optimal stopping time is given by τ * = inf{t ≥ 0 : X t ≤ x * }. 
