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ASYMPTOTICS OF JACK CHARACTERS
PIOTR S´NIADY
ABSTRACT. Jack characters are a one-parameter deformation of the
characters of the symmetric groups; a deformation given by the coef-
ficients in the expansion of Jack symmetric functions in the basis of
power-sum symmetric functions. We study Jack characters from the
viewpoint of the asymptotic representation theory. In particular, we give
explicit formulas for their asymptotically top-degree part, in terms of bi-
colored oriented maps with an arbitrary face structure. We also study
their multiplicative structure and their structure constants and we prove
that they fulfill approximate factorization property, a convenient tool for
proving Gaussianity of fluctuations of random Young diagrams.
For a given partition λ ⊢ n we consider the expansion of the correspond-
ing Schur function in the basis of the power-sum symmetric functions:
sλ =
∑
π⊢n
θπ(λ) pπ.
The normalized coefficient
χλ(π) :=
zπ
n!
θπ(λ) = tr ρλ(π)
turns out to be equal to the irreducible character of the symmetric group,
taken with respect to the normalized trace
trA :=
TrA
Tr 1
.
Above,
zπ =
∏
i
imi(π) mi(π)!
is the standard numerical factor, where mi(π) is number of the parts of λ
which are equal to i. This observation is the starting point and the initial
motivation for the following deformation of the characters of the symmetric
groups.
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Following the ideas of Lassalle [Las08], for a given α > 0 and a partition
π ⊢ n we replace the Schur symmetric function by Jack polynomial J (α)λ
and consider the analogous expansion in the basis of power-sum symmetric
functions:
(0.1) J (α)λ =
∑
π⊢n
θ(α)π (λ) pπ.
For partitions π, λ ⊢ n we define the irreducible Jack character χ(α)λ as
(0.2) χ(α)λ (π) := α
− |π|−ℓ(π)
2
zπ
n!
θ(α)π (λ),
where ℓ(π) denotes the number of parts of the partition π. Those who like
the analogy between the Jack characters and the characters of the symmetric
groups may heuristically think that the Young diagram λ determines some
non-existent, mythical ‘Jack representation’ and the partition π determines
a conjugacy class in the symmetric group S(n).
A growing collection of partial results, unproved conjectures and com-
puter exploration indicates that such irreducible Jack characters have a
rich combinatorial and algebraic structure which still remains elusive and
resembles the one of the irreducible characters of the symmetric groups.
In the current paper we regard Jack characters from the viewpoint of the
asymptotic representation theory which, roughly speaking, corresponds to
the scaling in which the Young diagram λ tends in some sense to infinity
and the conjugacy class π remains fixed. With this perspective in mind
our results in this paper are twofold: firstly, we will find the first-order
asymptotics of Jack characters on a fixed conjugacy class (see Section 1);
secondly, we will investigate the asymptotics of the multiplicative structure
of Jack characters and their structure constants (see Section 2).
1. INTRODUCTION PART 1: ASYMPTOTICS OF A SINGLE JACK
CHARACTER
1.1. Jack polynomials. Jack polynomials
(
J
(α)
π
)
[Jac71] are a family (in-
dexed by an integer partition π) of symmetric functions which depend on
an additional parameter α. During the last forty years, many connections of
Jack polynomials with various fields of mathematics and physics were es-
tablished: it turned out that the combinatorial structure of Jack polynomials
plays a crucial role in understanding Ewens random permutations model
[DH92], generalized β-ensembles and some statistical mechanics models
[OO97], Selberg-type integrals [Kan93], certain random partition models
[Ker00, BO05, Mat08, DF16], and some problems of the algebraic geome-
try [Nak96], among many others.
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1.2. Asymptotic representation theory viewpoint on Jack characters.
The usual way of viewing the characters of the symmetric groups is to
fix the representation λ and to consider the character as a function of the
conjugacy class π. However, there is also another very successful view-
point due to Kerov and Olshanski [KO94], called dual approach, which
suggests to do roughly the opposite. We will mention only one of its suc-
cess stories, namely Kerov’s Central Limit Theorem and its generalizations
[Ker93, IO02, S´ni06]. Lassalle [Las08, Las09] adapted this dual approach
to the framework of Jack characters.
In order for the dual approach to be successful one has to choose the
most convenient normalization constants. We will use the normalization
introduced by Dołe˛ga and Féray [DF16] which offers some advantages over
the original normalization of Lassalle. Thus, with the right choice of the
multiplicative constant, the irreducible Jack character χ(α)λ (π) becomes the
normalized Jack character Chπ(λ), defined as follows.
Definition 1.1. Let α > 0 be given and let π ⊢ n be a fixed partition. For a
partition λ ⊢ N we define the value of the corresponding normalized Jack
character by
(1.1)
Chπ(λ) :=

N(N − 1) · · · (N − n + 1)︸ ︷︷ ︸
n factors
χ
(α)
λ (π, 1
N−n) if N ≥ n,
0 if N < n.
Each Jack character depends on the deformation parameter α; in order to
keep the notation light we make this dependence implicit.
In the above definition, the irreducible Jack character χ(α)λ is evaluated
on (π, 1N−n) which is simply the partition π augmented by the necessary
number of parts, all equal to 1. This operation becomes very natural if
we look on the corresponding conjugacy classes in the symmetric groups
S(N) ⊇ S(n): this augmentation corresponds to adding the necessary
number of fixpoints (=cycles of length 1) to a permutation from S(n) so
that it becomes a permutation in S(N). Thus, indeed, investigation of the
Jack character Chπ as a function on the set Y of Young diagrams (without
any restrictions on the number of boxes) corresponds to the scaling in which
the Young diagram λ tends to infinity while the ‘conjugacy class’ π is fixed.
1.3. Preliminaries: the filtered algebra P , the embeddings.
1.3.1. The deformation parameters. Laurent polynomials. In order to avoid
dealing with the square root of the variable α, we introduce an indetermi-
nate A such that
A2 = α.
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Several quantities in this paper will be viewed as elements of Q [A,A−1],
i.e., as Laurent polynomials in the variable A.
1.3.2. α-content. The set of Young diagrams will be denoted by Y. For
drawing Young diagrams we use the French convention and the usual Carte-
sian coordinate system; in particular, the box (x, y) ∈ N2 is the one in the
intersection of the column with the index x and the row with the index y.
We index the rows and the columns by the elements of the set
N = {1, 2, . . . }
of positive integers.
Definition 1.2. For a box  = (x, y) of a Young diagram we define its
α-content by
(1.2) α-content() = α-content(x, y) := Ax−
1
A
y ∈ Q
[
A,A−1
]
.
1.3.3. The algebra P of α-polynomial functions on the set of Young dia-
grams. For an integer n ≥ 2 we consider a function Tn : Y → Q [A,A−1]
given by
Tn(λ) := (n− 1)
∑
∈λ
(
α-content()
)n−2
.
We denote by P the filtered unital algebra (over the field Q of ratio-
nal numbers) which is generated by γ, T2, T3, . . . . Above we view γ as a
constant function on Y given by
(1.3) γ := −A +
1
A
∈ Q
[
A,A−1
]
.
The unit of this algebra is 1 (=the function constantly equal to 1). The
filtration on P is specified on the generators by
(1.4)
{
deg γ = 1,
deg Tn = n for n ≥ 2;
in other words the set of elements of degree at most d is spanned by{
γd1T d22 T
d3
3 · · · : d1, d2, . . . ≥ 0,
∑
i
idi ≤ d
}
.
The elements of this algebra P will be called α-polynomial functions on
the set of Young diagrams.
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1.3.4. Number of embeddings. Let G be a bicolored graph, i.e., a bipartite
graph together with the choice of the coloring of the vertices. We denote the
set of its white (respectively, black) vertices by V◦ (respectively, V•). We
will always assume that G has no isolated vertices. Furthermore, let λ be a
Young diagram.
Definition 1.3 ([FS´11a, DFS´10]). We say that f = (f1, f2) is an embedding
of G into λ if the functions
f1 : V◦ → N, f2 : V• → N
are such that the condition
(1.5)
(
f1(w), f2(b)
)
is one of the boxes of λ
holds true for each pair of vertices w ∈ V◦, b ∈ V• connected by an edge.
We denote by NG(λ) the number of embeddings of G into λ.
Definition 1.4. We define the normalized number of embeddings as
(1.6) NG(λ) := A
|V◦(G)|
(
−A−1
)|V•(G)|
NG(λ) ∈ Q
[
A,A−1
]
.
Definition 1.5. To a pair (σ1, σ2) ∈ S(n)×S(n) of permutations one can
associate a natural bicolored graph G(σ1, σ2) with the white vertices V◦ :=
C(σ1) corresponding to the cycles of σ1 and the black vertices V• := C(σ2)
corresponding to the cycles of σ2. A pair of vertices w ∈ C(σ1), b ∈ C(σ2)
is connected by an edge if the corresponding cycles are not disjoint.
We will write
Nσ1,σ2(λ) := NG(σ1,σ2)(λ),
Nσ1,σ2(λ) := NG(σ1,σ2)(λ).
1.4. The first main result.
1.4.1. Top-degree asymptotics of Jack characters. We say that 〈σ1, σ2〉 is
transitive if the group generated by the permutations σ1, σ2 ∈ S(n) acts
transitively on the underlying set [n] = {1, . . . , n}. We define a function
Chtopn : Y→ Q [A,A
−1] given by
(1.7) Chtopn :=
−1
(n− 1)!
∑
σ1,σ2∈S(n)
〈σ1,σ2〉 is transitive
γn+1−|C(σ1)|−|C(σ2)| Nσ1,σ2 ,
where C(π) denotes the set of cycles of a permutation π. Note that the
transitivity implies that the exponent
n+ 1− |C(σ1)| − |C(σ2)| ≥ 0
is always non-negative.
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We will show later (in Theorem 5.1) that the Jack character Chn ∈ P is
of degree at most n + 1. The following result identifies Chtopn defined by
(1.7) as the top-degree part of Chn ∈ P .
Theorem 1.6 (The first main result). For each n ≥ 1 the function
(1.8) Chn−Ch
top
n
is an element of P of degree at most n− 1.
We can write this result as the following approximate equality in P
which gives the dominant contribution for Jack characters with respect to
the filtration which we consider:
Chn ≈ Ch
top
n .
The proof is postponed to Section 12.
1.4.2. Top-degree of Jack characters in terms of labeled maps. Recall that a
map [LZ04] is a graphG (possibly, with multiple edges) drawn on a surface
Σ. We denote the vertex set by V and the edge set by E . As usual, we assume
that Σ \ E is homeomorphic to a collection of open discs.
The sum in (1.8) is taken over the set
(1.9) Xn :=
{
(σ1, σ2) ∈ S(n)×S(n) : 〈σ1, σ2〉 is transitive
}
.
To any pair (σ1, σ2) ∈ Xn in this set we can canonically associate a mapM
which is:
• labeled, with n edges, i.e., each edge carries some label from the set
[n] and each label is used exactly once;
• bicolored, i.e., the set of vertices V = V(M) is decomposed V =
V◦ ⊔ V• into the set V◦ = V◦(M) of white vertices and the set V• =
V•(M) of black vertices; each edge connects two vertices with the
opposite colors;
• connected, i.e., the graph G is connected;
• oriented, i.e., the surface Σ is orientable and has some fixed orien-
tation.
This correspondence follows from the observation that the structure of such
a map is uniquely determined by the counterclockwise cyclic order of the
edges around the white vertices (which we declare to be encoded by the dis-
joint cycle decomposition of the permutation σ1) and by the counterclock-
wise cyclic order of the edges around the black vertices (which we declare
to be encoded by the disjoint cycle decomposition of the permutation σ2).
Example 1.7. The map shown in Figure 1a corresponds to the pair
σ1 = (1, 4, 9, 5, 7)(2, 6)(3, 8), σ2 = (1, 9)(2, 3, 5)(4, 7)(6, 8).
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(A) (B)
FIGURE 1. (a): Example of a labeled map drawn on the
torus. The left side of the square should be glued to the right
side, as well as bottom to top, as indicated by the arrows.
(b): The corresponding unlabeled map. The root edge is
marked by the dashed line.
Due to this correspondence the sum in (1.7) can be viewed as a summa-
tion over labeled, oriented, connected maps.
1.4.3. Top-degree of Jack characters in terms of unlabeled maps. Infor-
mally speaking, an unlabeled, rooted, oriented map with n edges is a la-
beled, oriented map, from which all labels have been removed, except for a
single edge. This special edge is called the root edge. For an example, see
Figure 1b.
This concept can be formalized as follows: on the set of labeled, oriented
maps with n edges we consider the action of the symmetric group
(1.10) S(n− 1) := {π ∈ S(n) : π(n) = n}
by the permutation of the labels of the edges. An unlabeled map is defined
as an orbit of this action. The root edge is defined as the edge with the label
n, which is invariant under the action of S(n− 1).
Such unlabeled maps are in a bijective correspondence with the equiva-
lence classes in Xn/ ∼ with respect to the following equivalence relation:
(σ1, σ2) ∼ (σ
′
1, σ
′
2) ⇐⇒ ∃
π∈S(n),
π(n)=n
σ′i = πσiπ
−1 for each i ∈ {1, 2}.
The equivalence classes are nothing else but the orbits of the obvious action
of the groupS(n− 1) on Xn by coordinate-wise conjugation.
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Let π ∈ Stab(σ1, σ2) ⊆ S(n − 1) belong to the stabilizer of some
(σ1, σ2) ∈ Xn with respect to the above action of S(n− 1); in other words
(1.11) σi = πσiπ
−1 for each i ∈ {1, 2}.
The set of fixpoints of π is non-empty (it contains, for example, n). Fur-
thermore, if x ∈ [n] is a fixpoint of π, then (1.11) implies that σi(x) is also
a fixpoint. As 〈σ1, σ2〉 is transitive, it follows that all elements of [n] are fix-
points, thus π = id. In this way we proved that Stab(σ1, σ2) = {id}, thus
each equivalence class consists of exactly |S(n−1)|
|Stab(σ1,σ2)|
= (n − 1)! elements.
Since the number of embeddings Nσ1,σ2 is constant on each equivalence
class, we have proved the following result.
Corollary 1.8. The top-degree of Jack character (1.7) can be written as a
sum over rooted, oriented, bicolored, connected maps M with n unlabeled
edges:
(1.12) Chtopn = (−1)
∑
M
γn+1−|V(M)| NM .
1.4.4. Application: Kerov–Lassalle polynomials. In the context of the as-
ymptotic representation theory a convenient way of parametrizing the shape
of a Young diagram is provided by free cumulants [Bia98]. For an integer
n ≥ 2 the corresponding free cumulantRn : Y → Q [A,A−1] is a function
on the set of Young diagrams defined as
(1.13) Rk(λ) := (−1)
∑
σ1,σ2
Nσ1,σ2(λ),
where sum in (1.13) runs over pairs of permutations σ1, σ2 ∈ S(k−1) with
the property that:
(a) their product σ1σ2 = (1, 2, . . . , k − 1) is the full cycle, and
(b) their total number of cycles fulfills |C(σ1)|+ |C(σ2)| = k.
Such pairs (σ1, σ2) can be identified with plane rooted trees.
It turns out (cf. Proposition 4.8) that the filtered unital algebra P can be
alternatively viewed as generated by γ,R2,R3, . . . with the degrees of the
generators
(1.14)
{
deg γ = 1,
degRn = n for n ≥ 2.
Each Jack character can be expressed in terms of these generators by
Kerov–Lassalle polynomials; for example
(1.15) Ch4 = R5 + 6R4γ +R
2
2γ + 11R3γ
2 + 6R2γ
3︸ ︷︷ ︸
Chtop4
+5R3 + 7R2γ.
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Some partial theoretical results [Las09] as well as computer explorations
indicate that all coefficients of such a polynomial for Chn are conjecturally
non-negative integers.
There are some fairly standard techniques [DFS´10] which can be used
to find an explicit form of Kerov–Lassalle polynomial for Chtopn given by
Corollary 1.8. In particular, it follows that such a Kerov–Lassalle poly-
nomial is homogeneous of degree n + 1 and is a sum of monomials with
non-negative integer coefficients. Theorem 1.6 implies therefore that the
homogeneous part of degree n+1 of Kerov–Lassalle polynomial for Chn is
equal to the analogous Kerov–Lassalle polynomial for Chtopn . In the exam-
ple (1.15) this homogeneous part was indicated by the curly braces.
Corollary 1.9. For each integer n ≥ 1, the homogeneous part of degree
n + 1 of Kerov–Lassalle polynomial for Chn is a sum of monomials in the
generators (1.14) with non-negative integer coefficients.
The details of the proof are postponed to Appendix A.
1.4.5. Top-degree of Jack characters in terms of weighted unicellular maps.
We refer to [CJS´17] for an equivalent formula for Chtopn which is expressed
in terms of unicellular non-oriented maps, weighted according to some spe-
cific measure of non-orientability.
It is also worth to mention the long-standing open problem formulated
by Goulden and Jackson [GJ96] known as the b–conjecture. Goulden and
Jackson defined certain rational functions related to Jack polynomials and
they conjectured that, in fact, they are polynomials with nonnegative integer
coefficients. Dołe˛ga [Doł17] found the top-degree part of these expressions
with striking similarities to our formulas. Although we cannot translate one
of these results into the other, we cannot resist to state that there has to be a
strong connection between both problems.
2. INTRODUCTION PART 2: THE MULTIPLICATIVE STRUCTURE OF JACK
CHARACTERS
2.1. Conditional cumulants. LetA and B be commutative unital algebras
and let E : A → B be a unital linear map. We will refer to E as a conditional
expectation.
For any tuple x1, . . . , xn ∈ A we define their conditional cumulant as
(2.1) kBA(x1, . . . , xn) = [t1 · · · tn] logEe
t1x1+···+tnxn =
∂n
∂t1 · · ·∂tn
logEet1x1+···+tnxn
∣∣∣∣
t1=···=tn=0
∈ B
where the operations on the right-hand side should be understood in the
sense of formal power series in the variables t1, . . . , tn.
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2.2. Approximate factorization property.
Definition 2.1. LetA and B be filtered unital algebras and let E : A → B be
a unital linear map. We say that E has approximate factorization property
[S´ni06] if for all l ≥ 1 and all choices of x1, . . . , xl ∈ A we have that
degB k
B
A(x1, . . . , xl) ≤ (degA x1) + · · ·+ (degA xl)− 2(l − 1).
2.3. Disjoint product. We introduce a parameter
δ := −γ,
cf. (1.3), on which Jack characters depend implicitly. We will show later in
Proposition 5.2 that if we regard P as a Q[δ]-module, it is a free module
with the basis (Chπ) where π runs over the set of partitions. We will also
show that with respect to this basis the filtration on P from (1.4) can be
equivalently defined by
(2.2)
{
deg δ = 1,
deg Chπ = |π|+ ℓ(π) for any partition π.
This allows us to define a new multiplication on P (which we call dis-
joint product) by setting on the generators
Chπ •Chσ := Chπσ,
where πσ denotes the concatenation of the partitions π and σ. For example,
Ch4,3,1 •Ch5,4,2 = Ch5,4,4,3,2,1 .
It is easy to check that this product is commutative and associative; the
linear space of α-polynomial functions equipped with this multiplication
becomes an algebra which will be denoted by P•. Thanks to (2.2) is easy
to check that the usual filtration (2.2) works fine also with this product; in
this way P• becomes a filtered algebra.
2.4. Cumulants κ•. We consider the filtered unital algebras P• and P ,
and as a conditional expectation between them we take the identity map
(2.3) P• P.
id
The corresponding cumulants will be denoted by κ•.
Computer exploration suggests that the expansions of the cumulants κ• in
the module basis (2.2) take a form which is interesting from the viewpoint
of algebraic combinatorics and encourages stating the following conjecture.
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Conjecture 2.2. For partitions π1, . . . , πℓ we consider the expansion
(2.4) κ•(Chπ1, . . . ,Chπℓ) =
∑
σ
dσπ1,...,πℓ(δ) Chσ .
Then (−1)ℓ−1dσπ1,...,πℓ ∈ Q[δ] is a polynomial with non-negative integer
coefficients.
2.5. The secondmain result: approximate factorization property. Con-
jecture 2.2 is beyond our reach. Nevertheless we will prove a partial result
about the form of the left-hand side of (2.4), namely that κ•(Chπ1 , . . . ,Chπℓ) ∈
P is of degree at most(∑
i
|πi|+ ℓ(πi)
)
− 2(ℓ− 1).
This concrete claim can be reformulated in an abstract language as follows.
Theorem 2.3 (The second main result). The identity map
P• P.
id
has approximate factorization property.
In the special case of the characters of the symmetric groups (i.e. A = 1,
γ = 0) this result was proved in [S´ni06]. The proof will be presented
in Section 10. In a forthcoming joint paper with Dołe˛ga [DS´18] we will
present applications of this result to investigations of some natural models
of random Young diagrams related to Jack polynomials.
3. HEURISTICS: TOWARDS THE PROOF
3.1. The key tool. The main difficulty in both main results of this paper
(Theorem 1.6 and Theorem 2.3) is to show that a given α-polynomial func-
tion F ∈ P is of smaller degree than one would expect from some trivial
bounds. Our key tool will be Theorem 7.7 which provides three conditions:
(Z2), (Z3), and (Z4) which together guarantee that F ∈ P is of smaller
degree than initially suspected. The only really troublesome of them is con-
dition (Z3) and we shall discuss it in the following.
3.2. Finite difference operators. Roughly speaking, the latter condition
(Z3) is formulated in terms of the finite difference operators ∆λ1 ,∆λ2 , . . .
adapted to the context of functions F (λ1, λ2, . . . ) on the set Y of Young
diagrams. This approach is hardly surprising as the finite difference oper-
ators have a long record of being useful in combinatorics. In our context
when F ∈ P is an α-polynomial function, and henceforth (λ1, . . . , λk) 7→
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F (λ1, . . . , λk) is a multivariate polynomial in the lengths of the rows of a
Young diagram, it is convenient that the application of each finite difference
operator decreases the degree of this multivariate polynomial by one.
3.3. The difficulty. The subtle issue is that for a functionF : Y→ Q [A,A−1]
on the set of Young diagrams, the evaluation on a Young diagram (λ1, . . . , λk)
(3.1) (∆λ1 · · ·∆λkF ) (λ1, . . . , λk) =∑
ǫ1,...,ǫk∈{0,1}
(−1)k−(ǫ1+···+ǫk)F (λ1 + ǫ1, . . . , λk + ǫk)
is a linear combination (with integer coefficients) of the values of F on
vectors (λ1+ǫ1, . . . , λk+ǫk)which might not be Young diagrams; therefore
the function F might be not well-defined there.
The way to overcome this difficulty is to extend in some convenient way
the domain of the multivariate function
Y ∋ (λ1, . . . , λk) 7→ F (λ1, . . . , λk);
for the extension
(3.2) Nk0 ∋ (λ1, . . . , λk) 7→ F
sym(λ1, . . . , λk)
the corresponding analogue of (3.1) is well-defined.
Regretfully, this extension (3.2) is no longer given by a multivariate poly-
nomial. For this reason it is not clear if the virtues of the finite difference
operators which we discussed in Section 3.2 are still applicable. Since the
objects which we work with are no longer polynomials, we cannot say that
the finite difference operator decreases their degree.
3.4. Solution: row functions. A solution which we present in the current
paper is to replace the notion of multivariate polynomials by a larger al-
gebra of functions (the algebra of row functions R) which would be more
compatible with the aforementioned procedure of extension of the domain.
The difficulty is to define the filtration on this algebra in such a way that the
application of the finite difference operator would still decrease the degree.
3.5. Content of the paper. The only information about the Jack characters
that is necessary for our purposes is contained in the work of Dołe˛ga and
Féray [DF16]. We review their findings in Section 5. Section 4 provides
technical tools which are necessary to translate the results of Dołe˛ga and
Féray to our notations.
In Section 6 we introduce the aforementioned algebra R of row func-
tions. In Section 7 we state the key tool (which was discussed in Section 3.1)
for proving the degree bounds for α-polynomial functions.
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p′1q
′
1
p′2
q′2
p′3q
′
3
FIGURE 2. Multirectangular Young diagram P ′ ×Q′.
Sections 8 to 10 are devoted specifically to the proof of the second main
result, Theorem 2.3.
Sections 11 and 12 are devoted specifically to the proof of the first main
result, Theorem 1.6.
4. PRELIMINARIES: VARIOUS FUNCTIONALS OF YOUNG DIAGRAMS
4.1. Smooth functionals of shape. For an integer n ≥ 2 we define the
(anisotropic) functional of shape
(4.1)
Sn(λ) := (n− 1)
∫∫
(x,y)∈λ
(
α-content(x, y)
)n−2
dx dy ∈ Q
[
A,A−1
]
,
where the integral is taken over the Young diagram λ viewed as a subset of
R2; in other words it is an integration over x and y such that
y > 0 and 0 < x ≤ λ⌈y⌉.
4.2. Anisotropic Stanley polynomials.
4.2.1. Multirectangular coordinates. We start with anisotropic multirect-
angular coordinates P = (p1, . . . , pℓ) and Q = (q1, . . . , qℓ). They give rise
to isotropic multirectangular coordinates given by
P ′ = (p′1, . . . , p
′
ℓ) : = (Ap1, . . . , Apℓ) ,
Q′ = (q′1, . . . , q
′
ℓ) : =
(
1
A
q1, . . . ,
1
A
qℓ
)
.
Suppose that A ∈ R \ {0} and P,Q are such that P ′ = (p′1, . . . , p
′
ℓ)
and Q = (q′1, . . . , q
′
ℓ) are sequences of non-negative integers such that q
′
1 ≥
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· · · ≥ q′ℓ; we consider the multirectangular Young diagram
P ′ ×Q′ = (q′1, . . . , q
′
1︸ ︷︷ ︸
p′1 times
, . . . , q′ℓ, . . . , q
′
ℓ︸ ︷︷ ︸
p′
ℓ
times
).
This concept is illustrated in Figure 2.
4.2.2. Anisotropic Stanley polynomials. Let St = (St1, St2, . . . ) be a se-
quence of polynomials such that for each ℓ ≥ 1
Stℓ = Stℓ(γ; p1, . . . , pℓ; q1, . . . , qℓ) = Stℓ(γ;P ;Q)
is a polynomial in 2ℓ+ 1 variables and
Stℓ+1(γ; p1, . . . , pℓ, 0; q1, . . . , qℓ, 0) = Stℓ(γ; p1, . . . , pℓ; q1, . . . , qℓ).
We assume furthermore that the degrees of the polynomials St1, St2, . . . are
uniformly bounded by some integer d; we say then that the degree of St is
at most d.
Definition 4.1. Let F : Y→ Q [A,A−1] be a function on the set Y of Young
diagrams. Suppose that for each ℓ ≥ 1 the equality
F (P ′ ×Q′) = Stℓ(γ;P ;Q)
— with the usual substitution (1.3) for the variable γ — holds true for all
choices of ℓ ≥ 1, P , Q and A 6= 0 for which the multirectangular dia-
gram P ′ × Q′ is well-defined. Then we say that St is the anisotropic Stan-
ley polynomial for F . For a given function F , the corresponding Stanley
polynomial, if exists, is unique (in order to show this, one can adapt the
corresponding part of the proof of [DFS´14, Lemma 2.4]).
4.3. Isotropic Stanley polynomials. We consider now the specialization
of the concept of anisotropic Stanley polynomials to the special choice of
A = 1, γ = 0. The resulting objects will be called isotropic Stanley poly-
nomials.
More specifically, let St′ = (St′1, St
′
2, . . . ) be a sequence of polynomials
such that for each ℓ ≥ 1
St′ℓ = St
′
ℓ(p1, . . . , pℓ; q1, . . . , qℓ) = St
′
ℓ(P ;Q)
is a polynomial in 2ℓ variables and
St′ℓ+1(p1, . . . , pℓ, 0; q1, . . . , qℓ, 0) = St
′
ℓ(p1, . . . , pℓ; q1, . . . , qℓ).
We assume furthermore that the degrees of the polynomials St′1, St
′
2, . . . are
uniformly bounded by some integer d; we say then that the degree of St′ is
at most d.
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Definition 4.2. Let F : Y → Q be a function on the set Y of Young dia-
grams. Suppose that for each ℓ ≥ 1 the equality
F (P ×Q) = St′ℓ(P ;Q)
holds true for all choices of ℓ ≥ 1, P , Q for which the multirectangular
diagram P ×Q is well-defined. Then we say that St′ is the isotropic Stanley
polynomial for F .
4.4. The isotropic case α = 1. For k ≥ 2 we denote by Tk, Sk and Rk
the versions of the functionals Tk, Sk andRk which were specialized to the
case A = 1:
Tk(λ) := (n− 1)
∑
=(x,y)∈λ
(
x− y
)k−2
∈ Q,
Sk(λ) := (k − 1)
∫∫
(x,y)∈λ
(x− y)k−2 dx dy ∈ Q,(4.2)
Rk(λ) := (−1)
∑
σ1,σ2
(−1)|C(σ2)|Nσ1,σ2(λ) ∈ Q,(4.3)
for any Young diagram λ, where the sum in (4.3) runs over the same set as
in (1.13).
4.5. Anisotropic vs isotropic.
Lemma 4.3. For each bicolored graph G the anisotropic Stanley polyno-
mial for the function
(4.4) λ 7→ (−1)|V•(G)| NG(λ)
exists and coincides with the isotropic Stanley polynomial for the func-
tion λ 7→ NG(λ). This polynomial is homogeneous of degree |V(G)|.
When viewed as a polynomial in the variables q1, q2, . . . with coefficients
in Q[p1, p2, . . . ], this polynomial is homogeneous of degree |V◦(G)|.
Proof. As pointed out in the proof of [DFS´14, Lemma 2.4], a slight varia-
tion of [FS´11b, Lemma 3.9] shows that if G is an arbitrary bicolored graph,
then for the function (4.4) the corresponding anisotropic Stanley polynomial
exists and does not involve the variable γ. In particular, it coincides with the
isotropic Stanley polynomial for the function NG from Definition 1.3. 
Lemma 4.4. For each integer n ≥ 2, the anisotropic Stanley polynomial for
λ 7→ Sn(λ) exists and coincides with the isotropic Stanley polynomial for
the isotropic functional λ 7→ Sn(λ). These polynomials are homogeneous
of degree n.
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Proof. We use the notations from Section 4.2.1. An elementary integration
shows that whenever P ′ ×Q′ ∈ Y, then
(4.5) Sn(P
′ ×Q′) =
−1
n
∑
i≥1
[(
− (p1 + · · ·+ pi−1)
)n
−
(
− (p1 + · · ·+ pi)
)n
−
−
(
qi − (p1 + · · ·+ pi−1)
)n
+
(
qi − (p1 + · · ·+ pi)
)n]
.
It is worth pointing out that the right-hand side is a polynomial which does
not involve the variable γ.
An analogous calculation performed for Sn(P ×Q) gives the same poly-
nomial. 
Lemma 4.5. For each integer n ≥ 2, the anisotropic Stanley polynomial for
λ 7→ Rn(λ) exists and coincides with the isotropic Stanley polynomial for
the isotropic functional λ 7→ Rn(λ). These polynomials are homogeneous
of degree n.
Proof. It is a direct consequence of Lemma 4.3 and the definitions (1.13),
(4.3). 
4.6. Discrete vs smooth.
Proposition 4.6. The filtered unital algebra P of α-polynomial functions
(cf. Section 1.3.3) can be alternatively viewed as generated by the elements
γ,S2,S3, . . . with the degrees of the generators given by
(4.6)
{
deg γ = 1,
deg Sn = n for n ≥ 2.
The above result follows from the following lemma which shows that the
passage from the algebraic base S2,S3, . . . to the algebraic base T2, T3, . . .
(as well as passage in the opposite direction) is given by linear equations
(with the coefficients in Q[γ]) with appropriate degree bounds.
Lemma 4.7. The following two Q[γ]-modules are equal as filtered vector
spaces over Q:
• the module spanned by T2, T3, . . . with the filtration defined on the
generators by (1.4);
• the module spanned by S2,S3, . . . with the filtration defined on the
generators by (4.6).
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In other words, the lemma states that for each integer d the following two
linear spaces are equal:
(4.7) span
{
γkTn : k ≥ 0, n ≥ 2, k + n ≤ d
}
=
span
{
γkSn : k ≥ 0, n ≥ 2, k + n ≤ d
}
.
Proof. We start by expressing Sn in terms of the generators (1.4).
A single box (x0, y0) ∈ N2 of a Young diagram, when viewed as a subset
of the plane, becomes the square
{(x, y) : x0 < x ≤ x0 + 1, y0 < y ≤ y0 + 1} ⊂ R
2.
The integral on the right-hand side of (4.1) restricted to this box is given by:
(4.8) (n− 1)
∫ x0+1
x0
[∫ y0+1
y0
(Ax− A−1y)n−2 dy
]
dx =
−1
n
[(
c+ A− A−1
)n
− (c+ A)n −
(
c− A−1
)n
+ cn
]
,
where on the right-hand side
c := α-content(x0, y0) = Ax0 − A
−1y0.
We shall view the right-hand side of (4.8) as a polynomial in the variable
c of the following form: ∑
2≤k≤n+2
dk (k − 1) c
k−2
with the coefficients d2, . . . , dn+2 ∈ Q [A,A−1] given by
dk =
(
n
k−2
)
n(k − 1)
[
−
(
A− A−1
)n+2−k
+ An+2−k +
(
−A−1
)n+2−k
− 0n+2−k
]
.
Each coefficient dk is a Laurent polynomial which is invariant under the
automorphism
(4.9) A↔ −
1
A
;
an automorphism which is given explicitly as
Q
[
A,A−1
]
∋
∑
k∈Z
fkA
k 7→
∑
k∈Z
fk
(
−
1
A
)k
∈ Q
[
A,A−1
]
.
An elementary calculation based on the binomial formula shows that— due
to cancellations — dk is a Laurent polynomial of degree at most n − k for
each 2 ≤ k ≤ n. Furthermore, dn+1 = dn+2 = 0 and dn = 1.
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By comparing the dimensions it follows that the space of the Laurent
polynomials of degree at most n−k which are invariant under the automor-
phism (4.9) is spanned by 1, γ, . . . , γn−k. In this way we proved existence
of a polynomial Pk ∈ Q[γ] of degree at most n− k with the property that
dk = Pk(γ),
where on the right-hand side the usual substitution (1.3) is applied.
As the integral over a Young diagram λ ⊂ R2 can be written as a sum
of the integrals over the individual boxes, it follows immediately that the
following equality of functions on Y holds true
(4.10) Sn =
∑
2≤k≤n
Pk(γ) Tk
with the polynomials P2, . . . , Pn given by the above construction. This
shows that the right-hand side of (4.7) is a subset of its left-hand side, as
required.
We will show that for each n ≥ 2 there exist polynomials Q2, . . . , Qn ∈
Q[γ] with the property that
(4.11) Tn =
∑
2≤k≤n
Qk(γ) Sk
and, furthermore, the degree of Qk is bounded from above by n − k. Our
proof will use induction with respect to the variable n. Equation (4.10) can
be written in the form
Tn = Sn −
∑
2≤k≤n−1
Pk(γ) Tk.
The inductive assertion can be applied to each of the expressions T2, . . . , Tn−1
on the right-hand side. It follows that Tn can be written, as required, in
the form (4.11) with the proper bounds on the degrees of the polynomials
Q2, . . . , Qn. This concludes the proof of the inductive step.
Equation (4.11) and the degree bounds on the polynomials Q2, . . . , Qn
imply that the left-hand side of (4.7) is a subset of its right-hand side, as
required. 
4.7. Yet another basis of P: free cumulants.
Proposition 4.8. The filtered unital algebra P of α-polynomial functions
can be alternatively viewed as generated by the elements γ,R2,R3, . . .
with the degrees of the generators given by
(4.12)
{
deg γ = 1,
degRn = n for n ≥ 2.
JACK CHARACTERS 19
Proof. In the light of Proposition 4.6 it is enough to show that S2,S3, . . .
and R2,R3, . . . generate the same filtered algebra with the usual choice of
the degrees of the generators (4.6) and (4.12). More specifically, we will
show that for each n ≥ 2:
• Rn can be expressed as a polynomial F (S2, . . . ,Sn) for some mul-
tivariate polynomial F (x2, . . . , xn),
• Sn can be expressed as a polynomialG(R2, . . . ,Rn) for some mul-
tivariate polynomial G(x2, . . . , xn),
and that F and G are homogeneous polynomials of degree n, where the
degrees of the variables are specified by deg xi = i. In order to do this we
shall study the relationship between the anisotropic Stanley polynomials
(Section 4.2.2) and their isotropic counterparts (Section 4.5).
In the following we concentrate on the problem of finding the polyno-
mial F . Each anisotropic Stanley polynomial determines uniquely the cor-
responding function on the set Y of Young diagrams. Therefore our prob-
lem can be reformulated as expressing the anisotropic Stanley polynomial
for Rn as a polynomial (which is equal to our wanted polynomial F ) in
terms of the anisotropic Stanley polynomial for S2, the anisotropic Stanley
polynomial for S3,. . . .
Lemma 4.5 (respectively, Lemma 4.4) shows equality between the aniso-
tropic Stanley polynomial for Rn (respectively, Sn) and the isotropic Stan-
ley polynomial for Rn (respectively, for Sn). Since Stanley polynomial for
a given function on Y (if exists) is unique, our goal is equivalent to proving
the existence of a multivariate polynomial F with the property that
Rn(λ) = F
(
S2(λ), S3(λ), . . .
)
holds for every λ ∈ Y.
The latter polynomial is known to exist and its exact form is known
[DFS´10, Eq. (15)]. The latter formula also implies the required degree
bound.
The problem of finding the polynomial G is analogous with the roles of
the quantities Sn and Rn interchanged. In the last step of the proof one
should use [DFS´10, Eq. (14)] instead. 
5. DEGREE BOUNDS OF DOŁE˛GA AND FÉRAY
5.1. Kerov–Lassalle polynomial. If µ = (µ1, µ2, . . . ) is a partition which
does not contain any parts equal to 1, we define the function Rµ by a mul-
tiplicative extension of free cumulants:
Rµ :=
∏
k
Rµk .
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Dołe˛ga and Féray [DF16] studied the Kerov–Lassalle polynomial, i.e.,
the expansion of the Jack character Chπ in the linear basis (Rµ) with the
coefficients which a priori belong to the field Q(A) of rational functions
in the variable A. They proved [DF16, Corollary 3.5] that each such a
coefficient [Rµ] Chπ is, in fact, a polynomial in the variable γ.
5.2. Degree bounds of Dołe˛ga and Féray. In the following we will con-
sider partitions µ and π for which the corresponding coefficient
(5.1) [Rµ] Chπ ∈ Q[γ]
of Kerov–Lassalle polynomial is non-zero and we denote by
deg := deg
(
[Rµ] Chπ
)
the degree of this polynomial. Dołe˛ga and Féray also proved [DF16, Propo-
sition 3.7, Proposition 3.10] that
|µ|+ deg ≤ |π|+ ℓ(π),(5.2)
|µ| − 2ℓ(µ) + deg ≤ |π| − ℓ(π).(5.3)
By taking the mean of the above inequalities we obtain
|µ| − ℓ(µ) + deg ≤ |π|.(5.4)
5.3. Degree of the Jack characters.
Theorem 5.1. Let π be an arbitrary partition.
Then Chπ ∈ P is an α-polynomial function of degree at most |π|+ ℓ(π).
Proof. This is a direct consequence of (5.2) combined with Proposition 4.8.

Proposition 5.2. The family
(5.5)
{
γdChπ : d ≥ 0, π is a partition}
is a linear basis of P .
The usual filtration on P can be equivalently defined by setting the de-
grees of elements of this linear basis as
deg γdChπ = d+ |π|+ ℓ(π).
Proof. The linear independence of (5.5) was proved (in a wider generality)
by Dołe˛ga and Féray [DF16, Proposition 2.9].
Our goal is to show the equality between vector spaces:
span
{
γdChπ : d ≥ 0, d+ |π|+ ℓ(π) ≤ n} =
span
{
γdRµ : d ≥ 0, d+ |µ| ≤ n},
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where on the left-hand side the span runs over partitions π, while on the
right-hand side the span runs over partitions µ which do not contain any
part equal to 1.
The inclusion ⊆ is a direct consequence of (5.2). On the other hand, the
cardinality of the base of the left-hand side is equal to the cardinality of the
generating set of the right-hand side; thus these finite-dimensional linear
spaces are indeed equal. 
5.4. Vershik–Kerov scaling. Vershik and Kerov [VK81] proved a special
case of the following result (namely in the caseA = 1which corresponds to
the usual characters ChA=1π of the symmetric groups). In the setup of Jack
characters it was proved (in a slightly different formulation) by Lassalle
[Las08, Proposition 2]. Yet another proof, based on the results of Dołe˛ga
and Féray can be found in the early version of the current work [S´ni16,
Proposition 3.4].
Proposition 5.3. Let π be a partition andm ≥ 1 be an integer.
Then
(5.6) Y ∋ (λ1, . . . , λm) 7→ Chπ(λ1, . . . , λm) ∈ Q
[
A,A−1
]
is a polynomial of degree |π|; its homogeneous top-degree part is equal to
A|π|−ℓ(π) pπ(λ1, . . . , λm),
where pπ is the power-sum symmetric polynomial.
5.5. Degrees of Laurent polynomials.
Definition 5.4. For an integer d we will say that a Laurent polynomial
f =
∑
k∈Z
fkA
k ∈ Q
[
A,A−1
]
is of degree at most d if fk = 0 holds for each integer k > d.
Proposition 5.5. For any partition π and any Young diagram λ the eval-
uation Chπ(λ) ∈ Q [A,A
−1] is a Laurent polynomial of degree at most
|π| − ℓ(π).
Proof. From the very definition of free cumulants (1.13) it follows that for
any n ≥ 2 and any Young diagram λ, the evaluation Rn(λ) ∈ Q [A,A−1]
is a Laurent polynomial of degree at most n − 2. By multiplicativity it
follows thatRµ(λ) ∈ Q [A,A−1] is a Laurent polynomial of degree at most
|µ| − 2ℓ(µ). On the other hand, γ ∈ Q [A,A−1] is a Laurent polynomial of
degree 1. The bound (5.3) concludes the proof. 
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6. THE ALGEBRAS R AND R⊗ OF ROW FUNCTIONS
6.1. Row functions.
Definition 6.1. Let a sequence (indexed by r ≥ 0) of symmetric functions
fr : N
r
0 → Q [A,A
−1] be given, where
N0 = {0, 1, 2, . . .}.
We assume that:
• if 0 ∈ {x1, . . . , xr} then fr(x1, . . . , xr) = 0,
• fr = 0 except for finitely many values of r,
• there exists some integer d ≥ 0 with the property that for all r ≥ 0
and all x1, . . . , xr ∈ N0, the evaluation fr(x1, . . . , xr) ∈ Q [A,A−1]
is a Laurent polynomial of degree at most d− 2r.
We define a function F : Y→ Q [A,A−1] given by
(6.1) F (λ) :=
∑
r≥0
∑
i1<···<ir
fr(λi1 , . . . , λir).
We will say that F is a row function of degree at most d and that (fr) is the
kernel of F . The set of such row functions will be denoted by R.
6.2. Filtration on R.
Proposition 6.2. The set R of row functions equipped with the pointwise
product and pointwise addition forms a filtered algebra.
Proof. A product of two terms appearing on the right-hand side of (6.1) is
again of the same form:
(6.2)
∑
i1<···<ir
fr(λi1, . . . , λir) ·
∑
j1<···<js
gs(λj1, . . . , λjs)
=
∑
0≤t≤r+s
∑
k1<···<kt∑
i1<···<ir
j1<···<js
{k1,...,kt}={i1,...,ir}∪{j1,...,js}
fr(λi1 , . . . , λir) gs(λj1, . . . , λjs)
︸ ︷︷ ︸
ht(λk1 ,...,λkt ):=
=
∑
0≤t≤r+s
∑
k1<···<kt
ht(λk1, . . . , λkt)
which shows that R forms an algebra.
Assume that the two factors on the left-hand of (6.2) are row functions
of degree at most, respectively, d and e. It follows that each value of fr
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is a Laurent polynomial of degree at most d − 2r and each value of gs is
a Laurent polynomial of degree at most e − 2s. Thus each value of ht,
the kernel defined by the curly bracket on the right-hand side of (6.2), is a
Laurent polynomial of degree at most d+ e− 2(r+ s) ≤ d+ e− 2t which
shows that the product is a row function of degree at most d + e, which
concludes the proof that R is a filtered algebra. 
Proposition 6.3. Let F ∈ P be an α-polynomial function of degree d.
Then F ∈ R is also a row function of degree at most d.
Proof. By Proposition 6.2 it is enough to prove the claim for the generators
(1.4), i.e., to show for each n ≥ 2 that Tn is a row function of degree at most
n and that γ is a row function of degree 1. We will do it in the following.
For a Young diagram λ we denote by λT = (λT1 , λ
T
2 , . . . ) ∈ Y the trans-
posed diagram. The binomial formula implies that
(6.3) Tn(λ) = (n− 1)
∑
x≥1
∑
1≤y≤λTx
(
Ax−A−1y
)n−2
=
(n− 1)
∑
q≥0
An−2−2q
(
n− 2
q
)
(−1)q
∑
x≥1
xn−2−q
∑
1≤y≤λTx
yq =
(n− 1)
∑
u≥1
An−2u
(
n− 2
u− 1
)
(−1)u−1
∑
x≥1
xn−1−u
∑
1≤y≤λTx
yu−1
︸ ︷︷ ︸
(♠)
,
where the last equality follows from the change of variables u := q + 1.
The expression (♠) marked above by the curly bracket, namely
N0 ∋ s 7→
∑
1≤y≤s
yu−1,
is a polynomial function of degree u, thus it can be written as a linear com-
bination (with rational coefficients) of the family of polynomialsN0 ∋ s 7→(
s
r
)
indexed by r ∈ {0, 1, . . . , u}. Notice that λTx is the number of rows of
λ which are bigger or equal than x, thus (♠) is a linear combination (with
rational coefficients) of
(6.4)
(
λTx
r
)
=
∑
i1<···<ir
[λi1 ≥ x] · · · [λir ≥ x]
over r ∈ {0, 1, . . . , u}. This shows that Tn is a row function.
Let f0, f1, . . . be the corresponding kernel. Equation (6.3) shows that
each value fr(x1, . . . , xr) is a linear combination (with rational coefficients)
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of the expressions
An−2u [x1 ≥ x] · · · [xr ≥ x] ∈ Q
[
A,A−1
]
over u ≥ 1, over x ≥ 1, and r ≤ u. This Laurent polynomial is degree at
most n− 2u ≤ n − 2r, which shows that Tn is a row function of degree at
most n, as required.
We define
fr =
{
γ if r = 0,
0 if r ≥ 1.
Clearly, the corresponding row function F fulfills F (λ) = γ for any λ ∈ Y.
This shows that γ is a row function of degree at most 1, as required. 
6.3. Separate product of row functions. The set of row functions can be
equipped with another product, which we will call the separate product. It
is defined on the linear basis by declaring
∑
i1<···<ir
f(λi1, . . . , λir)⊗
∑
j1<···<js
g(λj1, . . . , λjs) :=∑
k1<···<kr+s
∑
i1<···<ir
j1<···<js
{k1,...,kr+s}={i1,...,ir}⊔{j1,...,js}
f(λi1, . . . , λir)g(λj1, . . . , λjs)
︸ ︷︷ ︸
hr+s(λk1 ,...,λkr+m)
;
we extend this definition by bilinearity to general row functions. This cor-
responds to selecting in (6.2) only the summand for which t = r + s. This
product is well-defined since the kernel is uniquely determined by the row
function.
We define R⊗ as the linear space of row functions equipped with the
separate product⊗. It is a very simple exercise to check that the algebraR⊗
equipped with the notion of degree from Definition 6.1 becomes a filtered
algebra.
6.4. Summary: four filtered algebras. Cumulants. So far we have in-
troduced four filtered algebras of functions on Y. They can be summarized
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by the following commutative diagram.
(6.5)
P• P
R
R⊗
id
id
id
id
Each of the arrows is a unital linear map given by the identity (inclusion).
Each of the arrows is compatible with the corresponding filtrations in
the sense that the degree of the image of any element x is bounded from
above by the degree of x itself (for the horizontal and the vertical arrow this
follows from the fact that the corresponding pairs of algebras are isomor-
phic as filtered vector spaces; for both diagonal arrows this corresponds to
Proposition 6.3).
The short diagonal arrow is an inclusion of algebras.
For some arrows in this diagram we will investigate the corresponding
cumulants. We recall that for the horizontal arrow E = id: P• → P
the corresponding cumulant is denoted by κ•. For the long diagonal arrow
E = id: P• → R⊗ the corresponding cumulant will be denoted by κ⊗• .
For the vertical arrow E = id: R → R⊗ the corresponding cumulant will
be denoted by κ⊗.
7. HOW TO SHOW THAT AN α-POLYNOMIAL FUNCTION IS OF SMALL
DEGREE?
7.1. The difference operator.
Definition 7.1. If F = F (λ1, . . . , λℓ) is a function of ℓ arguments and 1 ≤
j ≤ ℓ, we define a new function∆λjF by(
∆λjF
)
(λ1, . . . , λℓ) :=
F (λ1, . . . , λj−1, λj + 1, λj+1, . . . , λℓ)− F (λ1, . . . , λℓ).
We call ∆λj a difference operator.
7.2. Extension of the domain of functions on Y. Let F be a function on
the set of Young diagrams. Such a function can be viewed as a function
F (λ1, . . . , λℓ) defined for all non-negative integers λ1 ≥ · · · ≥ λℓ. We will
extend its domain, as follows.
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Definition 7.2. If (ξ1, . . . , ξℓ) is an arbitrary sequence of non-negative inte-
gers, we denote
F sym(ξ1, . . . , ξℓ) := F (λ1, . . . , λℓ),
where (λ1, . . . , λℓ) ∈ Y is the sequence (ξ1, . . . , ξℓ) sorted in the reverse
order λ1 ≥ · · · ≥ λℓ. In this way F sym(ξ1, . . . , ξℓ) is a symmetric function
of its arguments.
Note that the definition (6.1) of a row function does not require any mod-
ifications in order to give rise to such an extension. For this reason, if F is
a row function, we will identify it with its extension F sym.
7.3. The difference operator vanishes on elements of small degree.
Lemma 7.3. Let d ≥ 1 be an integer and assume that F ∈ R is of degree
at most d− 1.
Then for each integer k ≥ 0 and each Young diagram λ = (λ1, λ2, . . . )
[Ad−2k]∆λ1 · · ·∆λkF
sym(λ1, λ2, . . . ) = 0.
Proof. We know that F is a sum of the functions of the form∑
i1<···<il
fl(λi1, . . . , λil),
over l ≥ 0 and each value of fl is a Laurent polynomial of degree at most
d− 1− 2l.
Clearly,
∆λ1 . . .∆λkfl(λi1, . . . , λil) = 0 if {1, . . . , k} 6⊆ {i1, . . . , il}
thus
(7.1) [Ad−2k]∆λ1 . . .∆λk
∑
i1<···<il
fl(λi1, . . . , λil)
vanishes if l < k.
On the other hand, for l ≥ k, the expression fl(λ) is a Laurent polynomial
of degree at most d− 1− 2l ≤ d− 1− 2k thus (7.1) vanishes as well. 
7.4. What happens to an α-polynomial function if we view it as a row
function?
Definition 7.4. Let d ≥ 0 be an integer and let F given by (6.1) be a row
function of degree at most d. We define its top-degree part as:
(7.2) F top(λ) :=
∑
r≥0
Ad−2r
∑
i1<···<ir
[
Ad−2r
]
fr(λi1, . . . , λir).
We will also say that the summand corresponding to a specified value of r
(i.e., the r-fold sum over the rows) has rank r.
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Lemma 7.5. Let r ≥ 0 and d ≥ 2r be integers and let p(c1, . . . , cr) be a
symmetric polynomial in its r arguments with the coefficients in the polyno-
mial ring Q[γ]. We assume that p, viewed as a polynomial in γ, c1, . . . , cr,
is a homogeneous polynomial of degree d− 2r.
We consider the row function of degree at most d given by
F (λ) =
∑
1,...,r∈λ
p(c1, . . . , cr),
where
c1 := α-content(1), . . . , cr := α-content(r).
Then each non-zero summand in (7.2) for the top-degree part of F has
rank at least r; the summand with the rank equal to r is given by
(7.3) λ 7→ Ad−2rr!
∑
i1<···<ir
∑
1≤x1≤λi1
· · ·
∑
1≤xr≤λir
p(x1, . . . , xr)
∣∣∣∣
γ=−1
,
where on the right-hand side we consider the evaluation of the polynomial
p for γ = −1.
Proof. We start with a general investigation of the top-degree part of various
row functions. The proof of Proposition 6.3 shows that
γtop = −A
consists of a single summand of rank 0.
The extraction of the top-degree part of the row function (6.3) corre-
sponds to the restriction to the summand r = u ≥ 1 (with the notations of
(6.4)). For this reason T topn (λ) involves only the summands with the rank at
least 1. Furthermore, the term of rank 1 is given explicitly in the following
expansion:
T topn (λ) = A
n−2
∑
i
∑
1≤x≤λi
(n− 1)xn−2 + (summands of rank at least 2).
We shall revisit (6.2) in order to investigate the top-degree part of a prod-
uct of two row functions. The summands on the right-hand side do not
contribute to the top-degree part unless t = r + s and
{k1, . . . , kt} = {i1, . . . , ir} ⊔ {j1, . . . , js}
is a decomposition into disjoint sets. This shows that the top-degree part of
a product involves only the summands with the rank at least the sum of the
ranks of the original factors. Furthermore, the top-degree summand of this
minimal rank is given very explicitly.
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We come back to the proof of the Lemma. Assume for simplicity that
the polynomial p is a monomial. In this case F is — up to simple numeri-
cal factors — a product of some power of γ and of exactly r factors of the
form Tn over n ≥ 2. The above discussion shows that F top involves only
the summands of rank at least r, and gives a concrete formula for the sum-
mand of rank r. It is easy to check that it is the formula (7.3) in which the
monomial p has been replaced by its symmetrization.
By linearity, this result remains true for a general polynomial p. In par-
ticular, if p is already symmetric, formula (7.3) holds true without modifi-
cations. 
7.5. Multivariate polynomials having lots of zeros. The final ingredient
in the proof of Theorem 7.7 is the following result which shows that if a
multivariate polynomial has a specific set of zeros, it must be identically
equal to zero.
Lemma 7.6. Let k ≥ 0 and d ≥ 0 be integers.
• Let p(x1, . . . , xk) ∈ Q[x1, . . . , xk] be a polynomial of degree at
most d. Assume that
(7.4) p(x1, . . . , xk) = 0
holds true for all integers x1, . . . , xk ≥ 1 such that
(7.5) x1 + · · ·+ xk ≤ d+ k.
Then p = 0.
• Let p(x1, . . . , xk) ∈ Q[x1, . . . , xk] be a symmetric polynomial of
degree at most d. Assume that (7.4) holds true for all integers x1 ≥
· · · ≥ xk ≥ 1 such that (7.5) holds true.
Then p = 0.
Proof. We will show the first part of the claim by induction over k.
The case k = 0. In this extreme case the empty sequence fulfills the
assumption (7.5); the resulting (7.4) gives the desired claim.
The case k = 1. It follows that p(x1) ∈ Q[x1] is a polynomial of degree
at most d which has at least d+ 1 zeros; it follows that p = 0.
We consider the case k ≥ 2 and we assume that the first part of the lemma
is true for k′ := k − 1. The polynomial p can be written in the form
p =
∑
0≤r≤d
pr(x1, . . . , xk−1) (xk − 1)(xk − 2) . . . (xk − r)︸ ︷︷ ︸
r factors
,
where pr ∈ Q[x1, . . . , xk−1] is a polynomial of degree at most d− r.
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We will show by a nested induction over the variable r that pr = 0 for
each 0 ≤ r ≤ d. Assume that pl = 0 for each l < r. It follows that
p(x1, . . . , xk−1, r + 1) = r! pr(x1, . . . , xk−1),
thus
pr(x1, . . . , xk−1) = 0
holds true for all integers x1, . . . , xk−1 ≥ 1 such that
x1 + · · ·+ xk−1 ≤ (d− r) + (k − 1).
It follows that pr fulfills the condition (7.4) for d′ := d− r and k′ := k − 1
thus the inductive hypothesis (with respect to the variable k) can be applied.
It follows that pr = 0. This concludes the proof of the inductive step over
the variable r.
The second part of the lemma is a direct consequence of the first part. 
7.6. The key tool. The assumptions of the following theorem have been
modeled after the properties of the Jack characters; in particular F := Chπ
fulfills the assumptions — except for the assumption (Z2) — for n := |π|
and r := ℓ(π).
Theorem 7.7 (The key tool). Let integers n ≥ 1 and r ≥ 1 be given.
Assume that:
(Z1) F ∈ P is of degree at most n+ r;
(Z2) we assume that for eachm ≥ 1 the polynomial inm variables
Y ∋ (λ1, . . . , λm) 7→ F (λ1, . . . , λm)
is of degree at most n− 1;
(Z3) the equality
(7.6) [An+r−2k]∆λ1 · · ·∆λkF
sym(λ1, . . . , λk) = 0
holds true for the following values of k and λ:
• k = r and λ = (λ1, . . . , λr) ∈ Y with at most r rows is such
that |λ| ≤ n+ r − 2k − 1;
• k > r and λ = (λ1, . . . , λk) ∈ Y with at most k rows is such
that |λ| ≤ n+ r − 2k;
(Z4) for each λ ∈ Y, the Laurent polynomial F (λ) ∈ Q [A,A−1] is of
degree at most n− r + 1.
Then F ∈ P is of degree at most n + r − 1.
Alternative version: the result remains valid for all integers n ≥ 0 and
r ≥ 1 if the assumption (Z2) is removed and the condition (Z3) is replaced
by the following one:
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(Z3a) the equality (7.6) holds true for all k ≥ r and λ = (λ1, . . . , λk) ∈ Y
with at most k rows such that |λ| ≤ n+ r − 2k.
Proof. The function F ∈ P can be written in the form
(7.7) F (λ) =
∑
k≥0
∑
1,...,k∈λ
pk(c1, . . . , ck)︸ ︷︷ ︸
Fk(λ)
,
where ci := α-content(i) and where pk is a symmetric polynomial in its k
arguments with the coefficients in the polynomial ring Q[γ]. Furthermore,
the degree bound (Z1) implies that pk — this time viewed as a polynomial in
k+1 variables: γ, c1, . . . , ck — is a polynomial of degree at most n+r−2k.
Let ptopk denote its homogeneous part of degree n+ r − 2k.
The statement of the theorem would follow if we can show that pk is, in
fact, of degree at most n + r − 2k − 1 or, equivalently, ptopk = 0. We will
show this claim by induction over k ≥ 0; assume that pm is of degree at
most n+ r − 2m− 1 for eachm < k.
The curly bracket in (7.7) serves as the definition of the functionsF0, F1, . . .
on the set Y of Young diagrams. In the following we will investigate the
quantity — which is analogous to (7.6) — given by
(7.8) [An+r−2k]∆λ1 · · ·∆λkF
sym
m (λ1, . . . , λk)
for (λ1, . . . , λk) ∈ Y and various choices of the variablem ≥ 0.
• The case m > k. Firstly, observe that γ as well as α-content()
(for any box  ∈ N2), viewed as Laurent polynomials in the vari-
able A, are of degree at most 1, thus Fm(λ) is a Laurent polynomial
of degree bounded from above by the degree of the polynomial pm
which is at most n+r−2m < n+r−2k. It follows that form > k
we have that
[An+r−2k]F symm (λ1, . . . , λk) = 0
hence, a fortiori, the quantity (7.8) vanishes as well.
• The case m < k. From the inductive hypothesis, Fm ∈ P is an
α-polynomial function of degree at most n + r − 1. We apply
Lemma 7.3 for d := n + r. In this way we proved that for m < k
the quantity (7.8) vanishes.
• The case m = k. We will revisit the case m < k considered above
and discuss the changes in the reasoning. We study now the function
Fk. As the induction hypothesis cannot be applied, the assumption
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of Lemma 7.3 is not satisfied for F := Fk and d := n + r and we
have to revisit its proof. We shall do it in the following.
The upper bound on the degree of the Laurent polynomial fl(λ)
is weaker, given by n+ r−2l. One can easily see that the only case
in which (7.1) could possibly be non-zero is for l = k = m, thus
(7.9) (7.8) = ∆λ1 · · ·∆λk [A
n+r−2k]
∑
i1<···<ik
fk(λi1 , . . . , λik)︸ ︷︷ ︸
(♦)
.
Clearly, the expression (♦) is directly related to the top-degree part
of Fk ∈ R of rank k. The latter can be computed explicitly by
Lemma 7.5 (applied for r := k). Thus
(7.9) =
∆λ1 · · ·∆λkk!
∑
i1<···<ik
∑
1≤x1≤λi1
· · ·
∑
1≤xk≤λik
ptopk (xi1 , . . . , xik)
∣∣
γ:=−1
=
k! ptopk (λ1 + 1, . . . , λk + 1)
∣∣
γ:=−1
.
This finishes our discussion of the quantity (7.8) for various choices of
the variablem. The conclusion is that
(7.10) [An+r−2k]∆λ1 · · ·∆λkF
sym(λ1, . . . , λk) =
k! ptopk (λ1 + 1, . . . , λk + 1)
∣∣
γ:=−1
holds true for an arbitrary Young diagram (λ1, . . . , λk) ∈ Y with at most k
rows. We will use this equality to finish the proof of the inductive step over
the variable k.
Notice that the polynomial
(7.11) ptopk (c1, . . . , ck)
∣∣
γ:=−1
in which we used the substitution γ := −1 is an (inhomogeneous) symmet-
ric polynomial in the indeterminates c1, . . . , ck of degree at most n+r−2k.
In order to achieve our ultimate goal and show that the homogeneous poly-
nomial ptopk is equal to zero it is enough to show that the inhomogeneous
polynomial (7.11) is equal to zero. We shall do it in the following.
• Firstly, consider the case k < r. Assumption (Z4) on the degrees of
Laurent polynomials implies that
[An+r−2k]F sym(λ1, . . . , λk) = 0
holds true for any Young diagram with at most k rows. Thus the
left-hand side of (7.10) is constantly equal to zero. Lemma 7.6 can
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be applied to the polynomial (7.11); it follows that (7.11) is the zero
polynomial as required.
• Secondly, consider the case k > r. Assumption (Z3) implies that
the left-hand side of (7.10) is equal to zero for |λ| ≤ n + r − 2k,
therefore ptopk (c1, . . . , ck)
∣∣
γ:=−1
= 0 for all integers c1, . . . , ck such
that c1 ≥ · · · ≥ ck ≥ 1 and c1 + · · · + ck ≤ n + r − k. Thus
Lemma 7.6 implies that (7.11) is the zero polynomial, as required.
The same proof works for the alternative assumption (Z3a) in the
case k ≥ r.
• Finally, consider the case k = r. Note that this case for the al-
ternative assumption (Z3a) was already considered above and the
following discussion is not applicable.
We consider the set of Young diagrams λ = (λ1, . . . , λk) with the
property that λ1 > · · · > λk. For any Young diagram in this set
(7.12) ∆λ1 · · ·∆λkF
sym(λ1, . . . , λk) = ∆λ1 · · ·∆λkF (λ1, . . . , λk)
and the extension of the domain of F by symmetrization is not
necessary. We can view F as a polynomial in the indeterminates
λ1, . . . , λk. One can easily show that if two polynomials in the vari-
ables λ1, . . . , λk coincide on the above set of Young diagrams then
they must be equal; (7.10) and (7.12) imply therefore the following
equality between polynomials:
[An+r−2k]∆λ1 · · ·∆λkF (λ1, . . . , λk) = k! p
top
k (λ1 + 1, . . . , λk + 1)
∣∣
γ:=−1
.
Each application of a difference operator decreases the degree of
a polynomial by one. Together with assumption (Z2) this implies
that the left-hand side is as a polynomial in λ1, . . . , λk of degree at
most n−r−1, so ptopk
∣∣
γ:=−1
must be also of degree at most n−r−1.
Assumption (Z3) implies that the left-hand side of (7.10) is equal
to zero for |λ| ≤ n − r − 1; thus Lemma 7.6 can be applied again
to show that (7.11) is the zero polynomial, as required.
This concludes the proof of the inductive step over the variable k. 
8. APPROXIMATE FACTORIZATION PROPERTY FOR THE VERTICAL
ARROW
We recall that the conditional cumulants which correspond to the vertical
arrow in (6.5) between R and R⊗ are denoted by κ⊗.
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8.1. Closed formula for the cumulants κ⊗. Our goal in this section will
be to find a closed formula for the cumulant κ⊗(x1, . . . , xn) for x1, . . . , xn ∈
R. By linearity of cumulants we may assume that for each value of the in-
dex i, the function xi ∈ R has the form
(8.1) xi(λ) =
∑
j
(i)
1 <···<j
(i)
m(i)
gi
(
λ
j
(i)
1
, . . . , λ
j
(i)
m(i)
)
.
It follows that the pointwise product of functions is given by
(8.2) (x1 · · ·xn)(λ) =∑
j
(1)
1 <···<j
(1)
m(1)
· · ·
∑
j
(n)
1 <···<j
(n)
m(n)
∏
1≤i≤n
gi
(
λ
j
(i)
1
, . . . , λ
j
(i)
m(i)
)
.
Let us fix some summand on the right-hand side. We denote
(8.3) J (i) := {j(i)1 , . . . , j
(i)
m(i)}
and consider the graph G with the vertex set [n] = {1, 2, . . . , n} the ele-
ments of which correspond to the factors; we draw an edge between the
vertices a and b if the sets J (a) and J (b) are not disjoint. The connected
components of the graph G define a certain partition of the set [n].
It follows that the right-hand side of (8.2) can be written in the form
(8.4) x1 · · ·xn =
∑
ν
∏
b∈ν
κ˜⊗(xi : i ∈ b),
where the sum runs over all set-partitions ν of the set [n] and the product
runs over the blocks of ν. In the above formula κ˜⊗ denotes the contribution
of a prescribed connected component of the graph G, i.e.
(8.5)
(
κ˜⊗(xi1 , . . . , xil)
)
(λ1, λ2, . . . ) :=∑
j
(i1)
1 <···<j
(i1)
m(i1)
· · ·
∑
j
(il)
1 <···<j
(il)
m(il)
∏
1≤k≤l
gik
(
λ
j
(ik)
1
, . . . , λ
j
(ik)
m(ik)
)
is defined as the sum over such choices of the indices that the restriction of
the above graph G to the vertex set {i1, . . . , il} is a connected graph.
It is a simple classical result (‘the moment-cumulant formula’) that the
relation (2.1) between the cumulants and moments can be inverted; in our
current setup this yields
(8.6) x1 · · ·xn =
∑
ν
∏
b∈ν
κ⊗(xi : i ∈ b),
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where the sum runs over set-partitions of [n]. Comparison of (8.4) with
(8.6) shows that the quantities κ˜⊗ fulfill the same recurrence relations as the
cumulants κ⊗. Since the system of equations (8.6) has the unique solution,
it follows that
κ⊗ = κ˜⊗
thus (8.5) gives an explicit formula for the latter cumulants.
In this way we proved the following result.
Lemma 8.1. If xi ∈ R are given by (8.1) then the corresponding cumulant
κ⊗(xi1 , . . . , xir) is given by the right-hand side of (8.5).
In the following lemma we shall use the notations from the above proof.
Also, for a graph G we denote by c(G) the number of its connected compo-
nents.
Lemma 8.2. Let a family J (1), . . . , J (n) of sets (8.3) be given.
(1) Assume that G ′ is a subgraph of G with the same vertex set [n]. Then∑
C
∣∣∣∣∣⋃
a∈C
J (a)
∣∣∣∣∣ ≤ m(1) + · · ·+m(n) + c(G ′)− n,
where the first sum on the left-hand side runs over the connected
components of G ′.
(2) ∣∣∣∣∣ ⋃
1≤a≤n
J (a)
∣∣∣∣∣ ≤ m(1) + · · ·+m(n) + c(G)− n
Proof. The proof of the first part of the lemma is a simple induction with
respect to the number of the edges of the graph G ′ based on the inclusion-
exclusion principle |A ∪B| = |A|+ |B| − |A ∩ B|.
The second part follows from the first part by setting G ′ := G. 
8.2. The vertical arrow has approximate factorization property.
Proposition 8.3. The vertical arrow from (6.5) has approximate factoriza-
tion property.
Proof. Let x1, . . . , xn ∈ R be of the form (8.1).
Lemma 8.1 gives explicitly the kernel (fr) for the cumulant
κ⊗(x1, . . . , xn) =
∑
r≥0
∑
i1<···<ir
fr(λi1 , . . . , λir).
More specifically, the summand on the right-hand side for some specified
value of r corresponds to the summands on the right-hand side of (8.5) for
which
|J (1) ∪ · · · ∪ J (n)| = r.
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We keep notations from (8.1). Assume that xi ∈ R is of degree at most
di; in other words we assume that the corresponding kernel gi takes only
values in Laurent polynomials of degree at most di − 2m(i). It follows that
the function fr takes values in Laurent polynomials of degree at most∑
1≤i≤n
di − 2m(i).
On the other hand, the second part of Lemma 8.2 shows that non-zero
contribution can be obtained only for the values of r which fulfill the bound
r = |J (1) ∪ · · · ∪ J (n)| ≤ m(1) + · · ·+m(n) + 1− n.
It follows that κ⊗(x1, . . . , xn) is a row-function of degree at most( ∑
1≤i≤n
di − 2m(i)
)
+ 2r ≤
(∑
1≤i≤n
di
)
− 2(n− 1),
which concludes the proof. 
9. CUMULANTS FOR THE LONG DIAGONAL ARROW
Recall that we denote by κ⊗• the cumulants which correspond to the long
diagonal arrow in (6.5) between P• and R⊗.
9.1. Vanishing on small Young diagrams.
Lemma 9.1. Assume that a, b ≥ 0 are integers and F,G ∈ R are row
functions such that
F (λ) = 0 holds for each λ ∈ Y such that |λ| < a,
G(λ) = 0 holds for each λ ∈ Y such that |λ| < b.
Then
(F ⊗G)(λ) = 0 holds for each λ ∈ Y such that |λ| < a+ b.
Proof. Let (fr) be the kernel of F , see (6.1). The right-hand side of (6.1)
involves only the values of fr over r ≤ ℓ(λ) thus the collection of equalities
(6.1) can be viewed as an upper-triangular system of linear equations. It
follows immediately that
fr(x1, . . . , xr) = 0
holds true for all r ≥ 0 and all non-negative integers x1, . . . , xr such that
x1 + · · ·+ xr < a.
An analogous property is fulfilled by the kernel of the row function G
(with the variable a replaced by b).
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From the very definition of the disjoint product it follows that also the
kernel of F ⊗ G also fulfills this property (with the variable a replaced by
a+ b). 
9.2. Möbius invertion. It is easy to show from the very definition (2.1)
that a cumulant
κ(X1, . . . , Xn)
is a linear combination (with rational coefficients) of the expressions of the
form
(9.1)
∏
b∈ν
E
(∏
i∈b
Xi
)
over set-partitions of the set [n].
We will show now that if n ≥ 2 then the sum of these coefficients is
equal to zero. Indeed, if we set X1 = · · · = Xn = 1 to be the unit of the
algebra then from the very definition (2.1) of the cumulants it follows that
the corresponding cumulant κ(1, . . . , 1) = 0 vanishes while each product
(9.1) is equal to 1.
By specifying the conditional expectation E = id: P• → R to be the
long diagonal arrow in (6.5), we have proved the following result.
Lemma 9.2 (Möbius invertion). For any partitions π1, . . . , πl the function
(9.2) κ⊗• (Chπ1 , . . . ,Chπl)
is a linear combination (with rational coefficients) of expressions of the
form ⊗
b∈ν
Ch∏
i∈b πi
over set-partitions ν of the set [l]. For example, in the case l = 3 the
function (9.2) is a linear combination of the following five expressions:
Chπ1 ⊗Chπ2 ⊗Chπ3, Chπ1π2 ⊗Chπ3, Chπ1π3 ⊗Chπ2,
Chπ2π3 ⊗Chπ1, Chπ1π2π3 .
Furthermore, if l ≥ 2 then the sum of the coefficients in this linear com-
bination is equal to 0.
The above results hold true also for the cumulants κ•; in the latter case
the product ⊗ should be replaced by the usual pointwise multiplication of
functions on the set Y of Young diagrams.
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9.3. Conditional cumulants for the diagonal arrow.
Proposition 9.3. For any partitions π1, . . . , πn
κ⊗• (Chπ1, . . . ,Chπn)(λ) = 0
holds true for any Young diagram λ such that |λ| < |π1|+ · · ·+ |πn|.
Proof. This result is a straightforward consequence of Lemma 9.2 and Lemma 9.1.

10. PROOF OF THE SECOND MAIN RESULT: APPROXIMATE
FACTORIZATION PROPERTY
10.1. Conditional cumulants for a commutative diagram.
Lemma 10.1 ([Bri69]). Assume that A, B and C are commutative unital
algebras and let EBA, E
C
B and E
C
A be unital maps between them such that the
following diagram commutes:
A B
C
EBA
ECB
ECA
Then
kCA(x1, . . . , xn) =
∑
ν∈Part(n)
kCB
(
kBA(xi : i ∈ b) : b ∈ ν
)
.
Example 10.2.
kCA(x1) = k
C
B
(
kBA(x1)
)
,
kCA(x1, x2) = k
C
B
(
kBA(x1, x2)
)
+ kCB
(
kBA(x1), k
B
A(x2)
)
.
10.2. Proof of the second main result. We are now ready to show the
proof of Theorem 2.3. For Reader’s convenience we will restate this theo-
rem in the following form.
Theorem 10.3 (Reformulation of Theorem 2.3). For any partitionsπ1, . . . , πl
the conditional cumulant
F := κ•(Chπ1, . . . ,Chπl) ∈ P
is of degree at most
|π1|+ · · ·+ |πl|+ ℓ(π1) + · · ·+ ℓ(πl)− 2(l − 1).
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Proof. We use induction over l. For the induction base l = 1
F = κ•(Chπ1) = Chπ1
and there is nothing to prove. In the following we shall consider the case
l ≥ 2; we assume that the statement of the theorem holds true for all l′ < l.
We start with an observation that if for some value of the index i we have
πi = ∅ then Chπi = 1 is the unit in P thus (for l ≥ 2) the corresponding
cumulant vanishes by the very definition (2.1):
F = κ•(Chπ1, . . . , 1, . . . ,Chπl) = 0
and the claim holds true trivially. From the following on we shall assume
that π1, . . . , πl 6= ∅ are all non-empty.
We denote
d := |π1|+ · · ·+ |πl|+ ℓ(π1) + · · ·+ ℓ(πl).
We will use a nested induction over J ∈ {0, . . . , 2l − 2} and show that F
is of degree at most d − J . This result (for the special choice J = 2l − 2)
would finish the proof of the inductive step with respect to the variable l
and thus would conclude the proof.
We start by noticing that Möbius invertion (Lemma 9.2 in the alternative
formulation, for the cumulants κ•) implies that F ∈ P is of degree at most
d and thus the induction base J = 0 holds trivially true.
The inductive step over J . The inductive hypothesis with respect to the
variable J states that F is of degree (at most) d − J for some choice of
J ∈ {0, . . . , 2l − 3}. We define j ∈ {0, . . . , l − 2} by setting
J =
{
2j if J is even,
2j + 1 if J is odd
and set
n := |π1|+ · · ·+ |πl| − j ≥ 2,
r := ℓ(π1) + · · ·+ ℓ(πl) + j − J ≥ 1.
In this way
n+ r = d− J,
n− r ≥ |π1|+ · · ·+ |πl| − ℓ(π1)− · · · − ℓ(πl).
Our strategy is to apply Theorem 7.7 either:
• in the original formulation (in the case j = 0), or,
• in the alternative formulation (in the case j ≥ 1)
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for the above choice of n and r. We first check that its assumptions are
fulfilled.
Assumption (Z1). This assumption is just the inductive hypothesis.
Assumption (Z2). We have to verify this assumption only in the case
j = 0. By Möbius invertion (Lemma 9.2) and Proposition 5.3 it follows
that
(10.1) Y ∋ (λ1, . . . , λm) 7→ F (λ1, . . . , λm) ∈ Q
[
A,A−1
]
is a priori a polynomial of degree |π1| + · · · + |πl| and its homogeneous
top-degree part is equal to some multiple of
A|π1|+···+|πl|−ℓ(π1)−···−ℓ(πl) pπ1···πl(λ1, . . . , λm).
However, since l ≥ 2, the second part of Lemma 9.2 implies that this mul-
tiple is actually equal to zero. In other words, (10.1) is a polynomial of
degree at most |π1|+ · · ·+ |πl| − 1 = n− 1, as required.
Assumption (Z4). Möbius invertion (Lemma 9.2) and Proposition 5.5
imply that for any Young diagram λ the evaluation F (λ) is a Laurent poly-
nomial of degree at most
|π1|+ · · ·+ |πl| − ℓ(π1)− · · · − ℓ(πl) < n− r + 1
as required.
Assumptions (Z3) and (Z3a). Our strategy is to consider the following
simplified version of the commutative diagram (6.5).
(10.2)
P• P
R⊗
id
id
id
Recall that the conditional cumulants which correspond to the horizontal
arrow are denoted by κ•; the ones which correspond to the vertical arrow
are denoted by κ⊗; and the ones which correspond to the diagonal arrow
are denoted by κ⊗• .
Since κ⊗(x) = x it follows that
(10.3) F = κ•(Chπ1 , . . . ,Chπl) = κ
⊗
(
κ•(Chπ1, . . . ,Chπl)
)
=
κ⊗• (Chπ1 , . . . ,Chπl)−
∑
ν 6=1
κ⊗
(
κ•(Chπi : i ∈ b) : b ∈ ν
)
,
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where the last equality follows from Brillinger’s formula (Lemma 10.1); the
sum on the right-hand side runs over set-partitions of [l] which are differ-
ent from the maximal partition 1 =
{
{1, . . . , l}
}
. We will substitute the
summands which contribute to the right-hand side into (7.6) and we will
investigate the resulting expressions.
Firstly, Proposition 9.3 shows that
(
κ⊗• (Chπ1, . . . ,Chπl)
)
(λ) = 0 for all
λ ∈ Y such that |λ| ≤ |π1|+ · · ·+ |πl| − 1 thus for any integer k ≥ r
(10.4) ∆λ1 · · ·∆λk
(
κ⊗• (Chπ1, . . . ,Chπl)
)sym
(λ) = 0
for all λ ∈ Y such that
|λ| ≤ |π1|+ · · ·+ |πl| − 1− k = (n+ r − 2k) + (j − 1) + (k − r)︸ ︷︷ ︸
≥0
.
Secondly, let us fix the value of the set-partition ν 6= 1 and let us investi-
gate the corresponding summand on the right-hand side of (10.3). From the
inductive hypothesis over the variable l it follows for each block b ∈ ν that
the cumulant κ•(Chπi : i ∈ b) ∈ P is of degree at most(∑
i∈b
|πi|+ ℓ(πi)
)
− 2(|b| − 1).
Thus the approximate factorization property for the vertical arrow (Propo-
sition 8.3) implies that
G := κ⊗
(
κ•(Chmi : i ∈ b) : b ∈ ν
)
∈ R
is a row function of degree (at most)
∑
b∈ν
[(∑
i∈b
|πi|+ ℓ(πi)
)
− 2(|b| − 1)
]
+ 2− 2|ν| =
d− 2(l − 1) ≤ (d− J)− 1 = (n+ r)− 1.
The latter bound on the degree of G and Lemma 7.3 imply that
(10.5) [An+r−2k]∆λ1 . . .∆λkG(λ1, . . . , λk) = 0
for an arbitrary choice of the integers λ1, . . . , λk ≥ 0.
From (10.4) and (10.5) it follows that:
• if j = 0 then condition (Z3) holds true;
• if j ≥ 1 then stronger condition (Z3a) holds true.
Conclusion. In this way we verified that the assumptions of Theorem 7.7
are indeed fulfilled. It follows therefore that F is of degree at most d−J−1.
This concludes the proof of the induction step over the variable J . 
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11. Chtopn ∈ P IS OF DEGREE n + 1
The current section is devoted to the proof of the following result which
will be essential for the proof of Theorem 1.6.
Proposition 11.1. For each integer n ≥ 1 the functionChtopn ∈ P (cf. (1.7))
is an α-polynomial function of degree at most n + 1.
The proof is split into two parts: first in Proposition 11.1 we will show
that Chtopn ∈ P and then in Section 11.3 we will show the degree bound.
11.1. The first part of proof of Proposition 11.1: Chtopn ∈ P . Our proof
of the claim that Chtopn ∈ P will be based on the following result (the proof
of which is postponed to Section 11.2).
Proposition 11.2. For any integer n ≥ 1 and permutation π ∈ S(n) the
function on Y given by
(11.1) Kπ := (−1)
|C(π)|
∑
σ1,σ2∈S(n),
σ1σ2=π,
〈σ1,σ2〉 is transitive
Nσ1,σ2
is an α-polynomial function.
For an integer l we consider the homogeneous part of degree l of the
anisotropic Stanley polynomial for Kπ. This new anisotropic Stanley poly-
nomial defines a function on Y which is explicitly given by
(11.2) Klπ := (−1)
|C(π)|
∑
σ1,σ2∈S(n),
σ1σ2=π,
|C(σ1)|+|C(σ2)|=l,
〈σ1,σ2〉 is transitive
Nσ1,σ2 .
On the other hand, by Proposition 4.6 the function Kπ ∈ P can be ex-
pressed as a polynomial in the indeterminates γ,S2,S3, . . . . To these in-
determinates we associate the degrees as in (4.6); the corresponding ho-
mogeneous part of degree l of this polynomial is clearly an element of P .
By Lemma 4.4 this polynomial is equal to Klπ. In this way we proved that
Klπ ∈ P .
Since Chtopn is a linear combination of such functions, this completes the
proof of the claim that Chtopn ∈ P .
11.2. Proof of Proposition 11.2.
Proof of Proposition 11.2. If X is an arbitrary set, we denote by Part(X)
the set of all set partitions of X . Let π ∈ S(n) be a fixed permutation. We
denote
Partπ := {P ∈ Part([n]) : P ≥ C(π)}
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which is the set of the partitions P of the underlying set [n] which have the
property that each cycle c ∈ C(π) is contained in one of the blocks of the
partition P . We define
(11.3) Mπ(λ) :=
∑
P∈Partπ
∏
B∈P
Kπ|B(λ),
where the product runs over the blocks of the partition P and π|B : B → B
denotes the restriction of the permutation π to the set B ⊆ [n].
It is not hard to see that
(11.4) Mπ(λ) = (−1)
|C(π)|
∑
σ1,σ2∈S(n),
σ1σ2=π
Nσ1,σ2(λ)
(the difference between the right-hand side of (11.4) and (11.1) lies in the
requirement on transitivity); indeed, the summands on the right-hand side
of (11.4) can be pigeonholed according to the set of orbits of the group
〈σ1, σ2〉 and each such a class of summands corresponds to an appropriate
summand on the right-hand side of (11.3).
The function Kπ (respectively, the function Mπ) depends only on the
conjugacy class of the permutation π. Since such conjugacy classes are in
a bijective correspondence with the integer partitions, we may index the
family (Kπ) (respectively, the family (Mπ)) by π being an integer parti-
tion. With this perspective, (11.3) can be viewed as the following system of
equalities:
(11.5)

Mi = Ki for all i ≥ 1,
Mi,j = Ki,j +KiKj for all i ≥ j ≥ 1,
Mi,j,k = Ki,j,k +KiKj,k +KjKi,k +KjKi,k+
+KiKjKk for all i ≥ j ≥ k ≥ 1,
...
If we view (Kπ) as variables, (11.5) becomes an upper-triangular system of
algebraic equations which can be solved. This shows that each Kσ can be
expressed as a polynomial in the variables (Mπ). Thus for our purposes it
is enough to show thatMπ is an α-polynomial function. This is exactly the
content of Lemma 11.3 which we prove below. 
Lemma 11.3. For each integer n ≥ 1 and permutation π ∈ S(n) the
function
λ 7→
∑
σ1,σ2∈S(n)
σ1σ2=π
Nσ1,σ2(λ).
is an α-polynomial function.
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Proof. The specialization A = 1 of the Jack characters coincides with the
usual characters of the symmetric groups λ 7→ Chα=1π (λ) for which several
convenient results are known.
Firstly, the following closed formula for the characters of the symmetric
groups is known, cf. [FS´11a, Theorem 2]:
Chα=1π =
∑
σ1,σ2∈S(n),
σ1σ2=π
(−1)σ1Nσ1,σ2 =
(−1)|C(π)|
∑
σ1,σ2∈S(n),
σ1σ2=π
(−1)|C(σ2)|Nσ1,σ2
where both sides of the above equality should be viewed as functions on Y.
Secondly, there exists a multivariate polynomialH ∈ Q[s2, . . . , s2n]with
the property that
Chα=1π = H(S2, S3, . . . , S2n),
where S2, . . . , S2n are the isotropic functionals of shape (4.2); the existence
and the explicit form of this polynomialH were discussed in [DFS´10].
By combining the above two results it follows that∑
σ1,σ2∈S(n),
σ1σ2=π
(−1)|C(σ2)|Nσ1,σ2 = (−1)
|C(π)|H(S2, S3, . . . , S2n),(11.6)
where both sides should be viewed as functions on Y. We claim that∑
σ1,σ2∈S(n),
σ1σ2=π
Nσ1,σ2 = (−1)
|C(π)|H(S2,S3, . . . ,S2n);(11.7)
indeed Lemma 4.3 and Lemma 4.4 imply that isotropic Stanley polynomials
for both sides of (11.6) are equal to the corresponding anisotropic Stanley
polynomials of both sides of (11.7).
An application of Proposition 4.6 implies that (11.7) is an α-polynomial
function, as required. 
11.3. The second part of proof of Proposition 11.1: degree bound on
Chtopn ∈ P . We are ready to prove the remaining part of Proposition 11.1,
namely the degree bound. We already proved in Section 11.1 that Chtopn ∈
P; it follows therefore by Proposition 4.6 that there exists a multivariate
polynomialH(γ, s2, s3, . . . ) with the property that
(11.8) Chtopn = H(γ,S2,S3, . . . ),
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where we use the usual substitution (1.3) for the variable γ. We associate to
the indeterminates γ, s2, s3, . . . the degrees by setting
(11.9)
{
deg γ = 1,
deg sn = n, for n ≥ 2.
We will prove below that with respect to this choice of degrees, H is a
homogeneous polynomial of degree n + 1.
Indeed; let Hd(γ, s2, s3, . . . ) denote the homogeneous part of the poly-
nomialH of degree d. It follows by Lemma 4.4 that the anisotropic Stanley
polynomial which corresponds to the specialization
(11.10) Hd(γ,S2,S3, . . . )
is homogeneous of degree d; thus the anisotropic Stanley polynomial for
(11.10) is the homogeneous part of degree d of the anisotropic Stanley poly-
nomial for (11.8).
On the other hand, from the way Chtopn was defined in (1.7) and by
Lemma 4.3 it follows that the anisotropic Stanley polynomial for Chtopn is
homogeneous of degree n+ 1.
By combining the above two observations it follows that if d 6= n + 1
then Stanley polynomial for (11.10) must be the zero polynomial. Finally,
it follows that Hd = 0 for d 6= n + 1. This completes the proof that H is
homogeneous of degree n+ 1.
The degree bound on the polynomial H implies, by Proposition 4.6, the
desired bound on the degree of Chtopn , regarded as an element of the filtered
algebra P . This concludes the proof of Proposition 11.1.
12. PROOF OF THE FIRST MAIN RESULT: TOP-DEGREE OF JACK
CHARACTERS
Proof of Theorem 1.6. We define functions F , F1, and F2 by
F := Chn︸︷︷︸
F1:=
−Chtopn︸ ︷︷ ︸
F2:=
;
we will show that F fulfills the assumptions of Theorem 7.7 for r = 1.
Condition (Z1). An analogue of condition (Z1) is fulfilled both for F1
(cf. Theorem 5.1) as well as for F2 (cf. Proposition 11.1). It follows that
(Z1) is satisfied for F = F1 − F2, as required.
Condition (Z2). The polynomial
(12.1) Y ∋ (λ1, . . . , λm) 7→ Ch
top
n (λ1, . . . , λm) ∈ Q
[
A,A−1
]
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is equal to the anisotropic Stanley polynomial for Chtopn evaluated for the
anisotropic coordinates
P =
(
A−1, . . . , A−1
)
, Q = (Aλ1, . . . , Aλm) .
Thus, by Lemma 4.3, the top-degree part of the polynomial (12.1) cor-
responds to the summands (σ1, σ2) from the definition (1.7) of Ch
top
n for
which the number of cycles of σ2 takes the maximal possible value; in other
words σ1 = id must be the identity permutation. The transitivity require-
ment implies that in this case σ2 must have exactly one cycle; there are
(n − 1)! such permutations. It follows that the polynomial (12.1) is of de-
gree n and its homogeneous top-degree part is equal to
An−1 pn(λ1, . . . , λm).
On the other hand, Proposition 5.3 gives the same polynomial as the lead-
ing term for the map
Y ∋ (λ1, . . . , λm) 7→ Chn(λ1, . . . , λm) ∈ Q
[
A,A−1
]
.
Due to the cancellation, it follows that
Y ∋ (λ1, . . . , λm) 7→ F (λ1, . . . , λm)
is a polynomial of degree (at most) n − 1. This completes the proof of
condition (Z2).
Condition (Z3). Since
(12.2) F1(λ) = Chn(λ) = 0 if |λ| < n,
it follows that
(12.3) ∆λ1 · · ·∆λkF
sym
1 (λ1, λ2, . . . ) = 0 if |λ|+ k < n;
it follows that an analogue of condition (Z3) is indeed fulfilled for F1.
In the remaining part of the proof we concentrate on F2. The definition
of an embedding, as well as the definitions of NG(λ) andNG(λ) from Sec-
tion 1.3.4 can be naturally extended to an arbitrary tuple λ = (λ1, . . . , λk) of
non-negative integers (which does not necessarily forms a Young diagram);
condition (1.5) should be simply replaced by
1 ≤ f1(w) ≤ λf2(b)
for each pair of vertices w ∈ V◦, b ∈ V• connected by an edge. It is easy
to check that so defined NG(λ1, . . . , λk) is a symmetric function of its k
arguments. Thus Chtopn (λ1, . . . , λk) given by (1.7) is a symmetric function
of its k arguments; in other words F sym2 = F2 = Ch
top
n and no additional
symmetrization is necessary.
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For σ1, σ2 ∈ S(n), any embedding (f1, f2) of the bicolored graph Gσ1,σ2
into λ = (λ1, . . . , λk) can be alternatively viewed as a pair of functions
f1 : [n]→ N, f2 : [n]→ [k]
with the property that fs is constant on each cycle of σs for s ∈ {1, 2} and
such that
(12.4) 1 ≤ f1(m) ≤ λf2(m) holds true for anym ∈ [n].
It follows that the sum on the right-hand-side of (1.7) can be alternatively
written as
(12.5) Chtopn (λ1, . . . , λk) =∑
f1 : [n]→N,
f2 : [n]→[k],
condition (12.4) holds true
∑
σ2∈S(n),
f2 is constant on each cycle of σ2{ ∑
σ1∈S(n),
f1 is constant on each cycle of σ1,
〈σ1, σ2〉 is transitive
γn+1−|C(σ1)|−|C(σ2)| A|C(σ1)|
(
−1
A
)|C(σ2)|}
︸ ︷︷ ︸
H(λ1,...,λk):=
.
Let us fix the values of f1, f2 and σ2; we denote by H(λ1, . . . , λk) the
value of the curly bracket in the above expression (12.5). We will investigate
in the following the contribution of H to
(12.6) [An+r−2k]∆λ1 · · ·∆λk Ch
top
n (λ1, . . . , λk),
cf. the left-hand-side of (7.6).
Firstly, notice that if i ∈ [k] is such that i /∈ Im f2 then H(λ1, . . . , λk)
does not depend on the variable λi thus ∆λiH(λ1, . . . , λk) = 0 and thus
the contribution ofH to (12.6) vanishes. Thus it is enough to consider only
surjective functions f2 : [n]→ [k].
Secondly, H(λ1, . . . , λk) is a Laurent polynomial of degree at most n +
1 − 2|C(σ2)|, thus in order for the coefficient of An+1−2k to be non-zero,
we must have |C(σ2)| ≤ k.
The above two observations imply that in order to have a nontrivial con-
tribution we must have |C(σ2)| = k and f2 : C(σ2) → [k] must be a
bijection; we will assume this in the following.
Assume that f : [n]→ N2 given by f(i) =
(
f1(i), f2(i)
)
is not injective.
It follows that there exist i 6= j with i, j ∈ [n] such that f(i) = f(j). For
a given σ1 ∈ S(n) we denote σ′1 := (i, j) σ1, where (i, j) ∈ S(n) denotes
the transposition interchanging i and j.
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Note that f = f ◦ (i, j) thus(
f1 is constant on each cycle of σ1
)
⇐⇒
f1 = f1 ◦ σ1 ⇐⇒ f1 = f1 ◦ (i, j) σ1 ⇐⇒(
f1 is constant on each cycle of σ
′
1
)
.
We will show now that
(12.7) 〈σ1, σ2〉 is transitive ⇐⇒ 〈σ
′
1, σ2〉 is transitive.
We will show only that the left-hand side implies the right-hand side; the
opposite implication will follow by interchanging the values of σ1 and σ′1.
Consider the case when i and j belong to different cycles of σ1. Then
C(σ′1) = C(σ1)∨
{
{i, j}
}
is the set-partition obtained from the set-partition
C(σ1) by merging the two blocks containing i and j. The left-hand side
of (12.7) implies that C(σ1) ∨ C(σ2) = 1n is the maximal partition, thus
C(σ′1)∨C(σ2) = C(σ1)∨C(σ2)∨
{
{i, j}
}
= 1n as well. This implies the
right-hand side of (12.7).
Consider the case when i and j belong to the same cycle of σ1. Then
C(σ1) = C(σ
′
1) ∨
{
{i, j}
}
. Since f2 : C(σ2) → [k] is a bijection, the
equality f2(i) = f2(j) implies that i and j belong to the same cycle of σ2.
It follows that
1n = C(σ1) ∨ C(σ2) =
(
C(σ′1) ∨ {{i, j}}
)
∨ C(σ2) =
C(σ′1) ∨
(
{{i, j}} ∨ C(σ2)
)
= C(σ′1) ∨ C(σ2).
The latter is equivalent to the right-hand side of (12.7).
The equivalence (12.7) implies that σ1 contributes to the sum within H
in (12.5) if and only if σ′1 contributes to this sum. The map σ1 7→ σ
′
1 is an
involution without fixpoints. It is easy to check that the contributions of σ1
and σ′1 to [A
n+1−2k]H cancel each other.
In this way we proved that the contribution of a summand in (12.5) to
(12.6) vanishes unless f is injective. In other words, if we introduce a
new function C˜htopn given by (12.5) in which we additionally restrict the
summation only to functions f which are injective, this would not change
the value of (12.6) and
(12.8) [An+r−2k]∆λ1 · · ·∆λkF
sym
2 (λ1, . . . , λk) =
[An+r−2k]∆λ1 · · ·∆λk Ch
top
n (λ1, . . . , λk) =
[An+r−2k]∆λ1 · · ·∆λkC˜h
top
n (λ1, . . . , λk).
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The injectivity assertion on f implies that the function C˜htopn fulfills an
analogue of (12.2) and henceforth an analogue of (12.3) as well. It follows
that the right-hand side of (12.8) vanishes if |λ|+ k < n.
The latter observation together with (12.3) implies that F = F1 − F2
indeed fulfills condition (Z3).
Condition (Z4). Proposition 5.5 implies that Chn(λ) ∈ Q [A,A−1] is a
Laurent polynomial of degree at most n− 1.
By (1.6) it follows that the summand
γn+1−|C(σ1)|−|C(σ2)| Nσ1,σ2 ∈ Q
[
A,A−1
]
in (1.7) is a Laurent polynomial of degree(
n + 1− |C(σ1)| − |C(σ2)|
)
+
(
|C(σ1)| − |C(σ2)|
)
≤ n− 1
and, henceforth, Chtopn (λ) ∈ Q [A,A
−1] is a Laurent polynomial of degree
at most n− 1.
By combining the above two observations it follows that F indeed fulfills
condition (Z4).
Conclusion. We verified that F fulfills the assumptions of Theorem 7.7
for r = 1; it follows that F = Chn−Ch
top
n ∈ P is of degree at most n.
The homogeneous part of degree n is zero. We revisit Section 11.3; there
exist polynomialsH and H ′ such that
Chtopn = H(γ,S2,S3, . . . ),
Chn = H
′(γ,S2,S3, . . . ).
The already proved bound on the degree of F implies that — with respect
to the degrees given by (11.9) — the difference H −H ′ is a polynomial of
degree at most n.
The results from Section 11.3 imply that — with respect to the degrees
given by (11.9) — the homogeneous part of H of degree n is equal to zero.
The homogeneous part of H ′ of degree n is also equal to zero by a par-
ity argument (even vs. odd) based on a result of Dołe˛ga and Féray [DF16,
Proposition 3.7].
In this way we proved that H − H ′ is a polynomial of degree at most
n− 1 which completes the proof. 
APPENDIX A. PROOF OF COROLLARY 1.9
A.1. Expanders.
DefinitionA.1. We say that (G, q) is an expander if the following conditions
are fulfilled:
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(a) G is a bicolored graph with the set of black vertices V• and the set
of white vertices V◦;
(b) q : V• → {2, 3, . . . } is a function on the set of the black vertices;
(c) |V◦| =
∑
v∈V•
(
q(v)− 1
)
,
(d) for every set A ⊂ V• such that A 6= ∅ and A 6= V• we require that
#
{
v ∈ V◦ : v is connected to at least one vertex in A
}
>∑
i∈A
(
q(i)− 1
)
.
A.2. Kerov–Lassalle polynomials and expanders.
Proposition A.2. Let F ∈ P , let G be a finite collection of connected
bicolored graphs and let G ∋ G 7→ mG ∈ Q[γ] be a function on it. Assume
that for each λ ∈ Y
F (λ) =
∑
G∈G
mG NG(λ).
Then the Kerov–Lassalle polynomial for F is explicitly given by
F =
∑
G∈G
∑
q
(−mG)
∏
v∈V•(G)
Rq(v),
where the sums run over G and q for which (G, q) is an expander.
Proof. This kind of result was proved in the special case A = 1, γ = 0 in
our joint work with Dołe˛ga and Féray [DFS´10]. In the following we will
explain how to extend that result to our more general setup.
Our goal is to find a multivariate polynomialK (with coefficients inQ[γ])
with the property that
F = K(R2,R3, . . . ).
We shall reuse the ideas presented in the proof of Proposition 4.8. Our cur-
rent goal can be reformulated as expressing the anisotropic Stanley polyno-
mial for F as the polynomialK in terms of the anisotropic Stanley polyno-
mial for R2, the anisotropic Stanley polynomial for R3,. . . with the coeffi-
cients in Q[γ].
Lemma 4.3 shows equalities between the Stanley polynomials in the
isotropic setup and in its anisotropic counterpart, thus the original problem
is equivalent to the following one: we define
(A.1) F¯ (λ) :=
∑
G∈G
(−1)|V•(G)| mG NG(λ)
and we ask how to express the function F¯ in terms of the isotropic free
cumulants:
F¯ = K(R2, R3, . . . )?
50 PIOTR S´NIADY
This problem has been explicitly solved in [DFS´10] for the special case
when F¯ = ChA=1n is the character of the symmetric groups and (A.1) takes a
specific form of the Stanley’s character formula. However, as we explained
in a joint work with Féray [FS´11b, Lemma 4.2], the argument holds for
any polynomial function F¯ (note that the sign in [FS´11b, Lemma 4.2] is
incorrect). 
A.3. Proof of Corollary 1.9. Corollary 1.9 is a consequence of the follow-
ing more precise result.
Theorem A.3. For each n ≥ 1 the homogeneous part of degree n + 1 of
Kerov–Lassalle polynomial for Chn is given by
(A.2) Chtopn =
∑
M
γn+1−|V(M)|
∑
q : V•(G)→{2,3,... }
(M, q) is an expander
∏
v∈V•(G)
Rq(v),
where the sum runs over rooted, oriented, bicolored, connected maps M
with n unlabeled edges.
Proof. It is a direct consequence of Corollary 1.8 and Proposition A.2. 
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