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ABSTRACT
Although common method variance has been a subject o f research concern for 
over fifty years, its influence on study results is still not well understood. Common 
method variance concerns are frequently cited as an issue in the publication o f self-report 
data; yet, there is no consensus as to when, or if, common method variance creates bias. 
This dissertation examines common method variance by approaching it from an 
experimental standpoint. If groups o f respondents can be influenced to vary their 
answers to survey items based upon the presence or absence o f procedural remedies, a 
better understanding of common method variance can be developed. The results o f this 
study supported that common method variance can be manipulated through research 
design, but not to the same degree for all variables. Further, not all o f the proposed 
remedies resulted in significant changes in the results. In addition, the CFA marker 
technique was used to determine the extent o f common method variance in the data. The 
results indicated that, while common method variance existed in the data set, it did not do 
so at such levels as to bias results. Additionally, the results indicated support for the 
noncongeneric perspective o f common method variance in that all items were affected to 
differential degrees. Taken as a whole, these findings show that while common method 
variance exists and can potentially cause variance in data, the bias produced is minimal. 
Further, the results indicate the remedies that are posited to reduce common method 
variance may be less effective than previous researchers believed.
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CHAPTER ONE
INTRODUCTION
In social science research, researchers are reliant upon participants to provide the 
most accurate response possible. Few tools exist that offer the convenience and breadth 
of information as self-report questionnaires. In some cases, self-reports may be the only 
viable tool for data collection. However, as convenient or indispensable as any tool may 
be, there are always flaws or potential drawbacks to its use. With all measuring devices, 
the features o f the device are intended to measure the variance o f the trait or construct in 
question. There are also features of the device that are characteristic o f the method itself, 
which are unrelated to the trait being measured. Systematic variance in the relationships 
can occur due to either group o f features. Depending on both the nature and extent of the 
variance, there exists the potential that the scores rendered from the measurement method 
can become invalid and create biased or incorrect conclusions (Campbell & Fiske, 1959). 
This phenomenon is referred to as method variance or method bias (e.g. Podsakoff & 
Organ, 1986; Podsakoff, MacKenzie, Lee, & Podsakoff, 2003; Campbell & Fiske, 1959). 
Method variance is a topic o f great interest and discussion in management research. The 
topic o f method variance is not yet fully understood and little substantive theory has been 
developed to explain exactly how or why method variance occurs. Because there are 
multiple schools of thought and limited empirical studies regarding CMV effects, no 
consensus has been reached.
1
2The concept o f method variance is grounded in classical test theory, which 
proposes that every measured variable is comprised o f three major components of 
variance (Pedhauzer & Schmelkin, 1991). The first component is trait variance, which is 
the construct the researcher is genuinely looking to measure. The second component is 
method variance or systematic error due to the measurement method. The third 
component is error variance, which is the random error o f measurement and/or 
nonsystematic influences on measured variables. Classical test theory is also referred to 
as the true-score model and is based upon the idea that an observed score is comprised of 
two components: a true score and an error score. The true score is that which would exist 
in perfect conditions. Conceptually, the true score never changes and the differences 
found from one study to another are the result o f error. Method variance is the 
component o f the error score that can be attributed to the manner in which the score is 
obtained. For reliable and valid measurement, researchers want to maximize the 
measurement of trait variance and minimize the measurement of method and error 
variance. The potential for method variance can be exacerbated in situations in which the 
relationships in question involve comparing more than one measure collected through the 
same method. This is most notably o f concern in studies based solely on self-reported 
data (Chan, 2009; Campbell & Fiske, 1959). The basic premise o f the concern is that, in 
addition to the true relationships, there also exists a compounded spurious relationship 
that is relative to the measures or methods o f measurement themselves or common 
method variance (Kline, Sulsky, & Rever-Moriyama, 2000; Podsakoff et al., 2003).
Common method variance (CMV) has been defined as systematic error variance 
due to rater response styles, item characteristics, and aspects o f measurement that can
3threaten the validity o f study findings when measures are collected using the same or 
similar methods (Podsakoff et al., 2003; Podsakoff, MacKenzie, & Podsakoff, 2012).
The primary concern o f using the same or similar measurement methods for multiple 
constructs is that you may inadvertently introduce biases or systematic variances that are 
inherent to the measurement method itself, rather than the actual relationships being 
investigated (Podsakoff et al., 2012), thus potentially biasing or invalidating any observed 
relationships. In addition, because this method variance can either inflate or deflate 
observed relationships between constructs, it can lead to both Type 1 and Type II errors 
(Podsakoff et al., 2003). This makes it more difficult to recognize when and if it has 
caused a significant change in the results. These characteristics make understanding the 
nature o f method variance that much more important, especially when one considers the 
popularity and, in some cases necessity, o f using self-report data.
As such, CMV has been a topic o f concern for management researchers for many 
years; however, debate continues about its nature and likelihood o f occurrence. While 
there are many studies aimed at detecting the level of influence CMV has on both the 
measures used in the field and the relationships among those measures (Podsakoff et al., 
2003), there has been little consensus on this level, and multiple competing perspectives 
have developed. Because o f this, CMV has been referred to as everything from a myth or 
an urban legend (Spector, 2006) to a “specter that has the potential to haunt 
interpretations o f observed relationships” (Johnson, Rosen, & Djurdjevic, 201 l)to a 
“search for a black cat in a dark room” (Castille & Simmering, 2013). Some argue that 
CMV is pervasive in most same-source data and is one o f the main sources o f 
measurement error that threatens the validity o f researcher conclusions (Podsakoff &
4Organ, 1986; Podsakoff, Mackenzie et al., 2003; Podsakoff et al., 2012; Bagozzi & Yi, 
1990; Cote & Buckley, 1987; Siemsen, Roth, & Oliveira, 2010). Others adopt a no-CMV 
perspective and contend that, if CMV does exist, it does so at such low levels that it does 
not bias results (Spector, 1987; Spector, 2006; Brannick, Chan, Conway, Lance, & 
Spector, 2010; Castille & Simmering, 2013; Richardson, Simmering, & Sturman, 2009).
CMV is a source o f error that may be unknown even to the respondent (Kline et 
al., 2000; Moorman & Podsakoff, 1992), thus it cannot be directly seen or measured; 
therefore, its influence on research parameters must be inferred methodologically. 
Unfortunately, as methodological inferences are undoubtedly influenced by the 
researcher beliefs, it becomes all the more difficult to understand when CMV influences 
occur. In those studies that find evidence for it, or lack thereof, it is unclear whether the 
findings are actually linked to CMV or some other unmeasured substantive variable. A 
number of statistical methods to determine CMV’s influence on substantive relationships 
have been proposed and some have been empirically supported (Richardson et al., 2009; 
Lindell & Whitney, 2001).
Though CMV cannot be directly or easily measured, researchers have identified 
several potential sources for its occurrence. Podsakoff et al. (2003) identified four 
categories o f method effects: those produced by a common source or rater, those 
produced by item characteristics, those produced by item context, and those produced by 
measurement context (Podsakoff et al., 2003; Podsakoff et al., 2012). Common source or 
rater effects include consistency motif that arises from the desire o f the researcher or 
biased questions. Implicit theories and illusory correlations are based upon assumptions 
o f raters concerning the co-occurrence o f rated items and their interrelatedness. Social
desirability is the propensity of respondents to select responses in line with what society 
values. Leniency biases exist when respondents rate those they know or like more highly 
than they rate others. Acquiescence bias is the tendency to agree with the attitude o f the 
item, regardless of content. Positive/negative affect is the general feeling of the 
respondent’s self-concept and how he/she views himself, either positively or negatively. 
Transient mood state involves the daily changes each person feels in response to the 
day’s events. Method effects produced by item characteristics include item social 
desirability, item complexity/ambiguity, scale formats and scale anchors, and negatively 
worded or reverse coded items. Item social desirability is present when items are worded 
such that a socially desirable response can be inferred. Item complexity/ambiguity 
influences items that are too difficult, confusing, or open to interpretation. Scale formats 
and scale anchors effects occur through measuring different constructs with the same or 
similar scales. Negatively worded or reverse coded items effects create cognitive speed 
bumps to trigger controlled, rather than automatic, responses. Method effects produced 
by item context include item priming, item embeddedness, context-induced mood, scale 
length, and intermixing items o f different constructs on the questionnaire. Item priming 
effects occur from asking questions an order that shapes responses. Item embeddedness 
effects result when surrounding questions frame item responses. Context-induced mood 
effects occur because question wording can induce certain moods or responses. Scale 
length effects occur because shorter scales increase the likelihood that respondents will 
consider previous answers in their responses. Intermixing items o f different constructs 
on the questionnaire is intended to make it more difficult to distinguish between 
constructs, but increases cognitive speed bumps. Lastly, method effects produced by the
6measurement context include time and location of the measurement and the use of a 
common medium to obtain measurements. The time and location of the measurement 
increase or decreases the likelihood that previous responses are salient. The use of a 
common medium to obtain measurements is potentially biasing because certain means of 
measure are more/less prone to certain biases.
In addition to the sources o f influence for CMV, there is also the question of when 
CMV is likely to be a legitimate cause for concern (Chan, 2009; Lance, Baranik, Lau, & 
Scharlau, 2009). Most researchers agree that CMV is a potential issue for any variable 
that either has an attitudinal component or is susceptible to social desirability, impression 
management, personality, or affect (Kline et al., 2000; Johnson et al., 2011). 
Unfortunately, these types of variables may be best or only measurable through self- 
reports as others can only speculate or use proxies to evaluate another person’s attitudes. 
Some common variables that are considered prone to CMV include job satisfaction, core 
self-evaluations, organizational commitment, leader-member exchange, proactive 
personality, deviance, and role perceptions (Richardson et al., 2009; Biderman, Nguyen, 
Cunningham, & Ghorbani, 2011; Williams & Anderson, 1994; Johnson et al., 2011). In 
fact, it may not be possible for some variables, such as core-self evaluations (Chang, 
Ferris, Johnson, Rosen, & Tan, 2012; Johnson et al., 2011), to be measured through other 
methods and procedural remedies, such temporal or proximal separations, may not be 
appropriate or feasible (Johnson et al., 2011). While most researchers agree that CMV is 
an issue that needs consideration in light o f study design and the constructs being 
examined, there is disagreement as to how prevalent CMV is and how it influences 
research results.
7When one assumes that CMV exists in all self-reported data to biasing extents, 
(s)he may take the perspective that studies that do not include alternate measures are 
invalid and/or not fit for publication (Campbell, 1982; Kline et al., 2000). This 
perspective may result in the elimination o f potentially valid studies from publication 
when they may not be influenced by CMV. Alternatively, this perspective may lead to 
researchers concluding that differences in self/other reports are always attributed to 
method effects rather than addressing the potential that the differences could be due to 
measuring legitimately different constructs. Chan (2009) points out that if one 
automatically assumes the existence of CMV, they may refuse to publish or submit 
legitimate findings or they may make unnecessary apologies and/or corrections when 
CMV is not an issue. For example, if a researcher is collecting data on employee 
behaviors, the employee may be accurately representing what they do, whereas the other 
report may be reporting only behaviors that are salient and/or valued by the organization. 
Alternatively, you may assume that CMV is the cause for variation when in reality it is 
due to other issues, such as model misspecification, and unintentionally discount 
legitimate trait variance or fail to examine other theoretically related variables. Such is 
the case with social desirability and positive/negative affect, both of which may be 
considered CMV or they may be theoretically relevant to the construct in question. For 
example, when one is investigating personality, it is possible that positive/negative affect 
or social desirability will influence a person’s worldview and interactions with others 
thus, skewing their actual perceptions and behaviors (Kline et al., 2000). In other words, 
it is possible that people who score highly on social desirability will more frequently 
engage in desired behaviors, such as organizational citizenship or voice, and/or people
8who are high in positive affect may genuinely feel more satisfied with their jobs and/or 
their interactions with organizational leaders. To view either as purely causes of method 
variance could result in a misspecification error and prevent examination o f the 
substantive relationships.
On the other hand, if a researcher assumes that CMV exists and needs to be 
addressed, then (s)he will adopt one o f two competing perspectives: congeneric and non- 
congeneric. The congeneric perspective of CMV holds that CMV is likely to exist, but 
the effects are not equivalent across all measures and are expected to vary across raters, 
items, constructs, and contexts (Richardson et al., 2009). In other words, method 
constructs will interact differentially with substantive variables and constructs. Support 
for this perspective is evident in Biderman et al.’s (2011) attempt to further the 
understanding of method influences in personality literature. They examined the “ ideal 
employee” factor and found that a model that included three separate method factors was 
a better fit than a model with only one method factor. Their results supported a single 
factor that affects all variables, a factor that affects only negatively worded items, and a 
factor that affects only positively worded items. The noncongeneric perspective o f CMV 
holds that CMV is likely to exist and influence all items in the same way and to the same 
degree. In other words, a single method factor should emerge that can account for any 
variance and there is a constant correlation between the method factor and the variables 
(Richardson et al. 2009; Lindell & Whitney, 2001). Support for this perspective is found 
in Schmit & Ryan’s (1993) work, which found an “ideal employee factor.” In their study, 
a six-factor model fit the data better than the original five-factor model and the sixth 
factor, the “ideal employee” factor accounted for method variance.
9An alternative third perspective is No CMV. When one assumes that CMV does 
not exist, or does not do so at a biasing level, it is believed that the method alone is 
insufficient to produce a significant bias and all constructs share the same biases when 
measured with the same methods (Richardson et al., 2009; Spector, 1987; Spector, 2006). 
Most researchers who adopt this view do so as a means for countering concerns that 
CMV may provide an alternate explanation for their findings. The general idea behind 
this perspective is that if CMV is prevalent, then all self-report data should be correlated. 
As that is not the case, the use of self-reported data should not itself indicate problems 
with CMV (Spector, 2006). The concern with this approach is some studies have 
estimated that anywhere from 18 -  32 % of variance may be due to method factors 
(Podsakoff et al., 2012). If one assumes that CMV is non-biasing or non-existent and 
does not test for it or consider it in study design, the question as to whether CMV can be 
an alternate explanation cannot be ruled out. This perspective is evident in some of the 
research on personality. Many researchers believed the Big Five personality factors 
(Costa & McCrae, 1988) to be faulty because they are highly correlated with each other 
and researchers have found they often converge into fewer factors, not taking the 
potential for method biases into account. When management researchers began using 
confirmatory factor analysis in the 1990s to evaluate and study method bias in student 
versus job applicant settings, they found that a sixth method factor, the “ideal employee 
factor,” which consisted o f a combination o f respondent faking and socially desirable 
responding, emerged (Schmit & Ryan, 1993; Biderman et al., 2011). Had they assumed 
the no CMV perspective, researchers may have discontinued use o f a potentially useful 
measure.
The three divergent perspectives o f CMV highlight the need for further research 
and understanding of the phenomenon. The uncertainties as to the perspectives, nature, 
importance, and potential biasing influence o f CMV are prevalent in recent published 
research. In spite o f the conflicting viewpoints as to the validity o f self-report data, a 
recent review found that a large amount of published literature in marketing, psychology, 
organizational behavior, education, management information systems, international 
business, personality, and individual differences involved only a single measurement 
method typically self-reports (e.g. Podsakoff et al., 2012; Rindfleisch, Malter, Ganesan,
& Moorman, 2008; Chan, 2009; Chang, van Witteloostujin, & Eden, 2010; Teo, 2011). In 
addition, almost half o f the studies in Academy o f  Management Journal and Journal o f  
Applied Psychology in 2007 mentioned CMV, though it typically was mentioned as an 
avoided limitation rather than an active assessment as to its impact on findings 
(Richardson et al., 2009). If most researchers are simply citing journal articles that 
support the no CMV perspective rather than implementing procedural or statistical 
remedies, there exists minimal opportunity to evaluate the true nature and existence of 
CMV and when it is a problem. When authors find evidence for CMV, most do not 
provide discussion as to how or why the CMV occurred or was expected to occur, e.g. 
congeneric versus noncongeneric. Further, if study results are biased by CMV and those 
biases are not addressed, any subsequent meta-analyses or studies will be biased as well, 
thus exacerbating the potential problems. Authors who have directly addressed CMV in 
their studies through either statistical or procedural remedies have found that the 
influence o f CMV varies based upon the construct in question. Some researchers have 
found no significant influence and others have found as much as a third o f the variance
11
was due to CMV effects (Johnson et al., 2011). This finding provides additional support 
for why many researchers either disagree as to the prevalence and influence o f CMV or 
are unsure as to when and how it may truly bias results.
Statement of the Problem 
There has been much concern and discussion over the existence o f CMV. Some 
researchers have found evidence that it exists and substantially influences results; while 
others have found no evidence of CMV or at least that, it has no substantial impact on 
results (e.g. Spector, 1987; Podsakoff et al., 2012; Cote & Buckley, 1987; Campbell & 
Fiske, 1959). This dissertation posits that if CMV exists, then its influence is something 
that a researcher can manipulate. While this theory is not wholly new, little research thus 
far has specifically set out to determine whether research results and CMV can be altered 
through the research setting. Authors have recommended procedural changes to reduce 
CMV effects (e.g. Podsakoff et al., 2003), but very little research has explicitly tested 
whether the precautions actually have the desired effect o f reducing or eliminating CMV 
(Castille & Simmering, 2013; Rindfleisch et al., 2008; Malhotra, Kim, & Patil, 2006).
This study proposes to examine the nature o f CMV by approaching it from an 
experimental standpoint. In research, variables can be measured or manipulated, and in 
this study, the manipulation o f the presumed causes o f CMV may elucidate the nature of 
this source of error. The empirical literature on faking in selection tests is used as a guide 
to improve understanding of how one might detect systematic error in responses. In 
faking research, a random set o f respondents taking a personality survey are either 
motivated or asked to “fake good” or to present their best selves in responses, while a 
comparable random set o f respondents is asked to respond normally (e.g. Bing,
12
Kluemper, Davison, Taylor, & Novicevic, 2011; Schmit & Ryan, 1993; Paulhus, Harms, 
Bruce, & Lysy, 2003; Steenkamp, De Jong, & Baumgartner, 2010; Robie, 2006; Smith & 
Robie, 2004; Chan, 2009). A comparison o f the two randomly selected samples informs 
researchers as to the influence o f faking.
In this dissertation, two presumed causes of CMV are studied: implicit theories 
and demand characteristics (Podsakoff et al., 2003). The notion of implicit theories 
indicates that respondents make logical connections among survey scales and therefore 
answer more consistently than two different respondents would, thus inflating substantive 
relationships (Baumgartner & Steenkamp, 2001; Meade, Watson, & Kroustalis, 2007; 
Salancik & Pfeffer, 1977; Salancik, 1984). Demand characteristics are present when 
respondents feel that they must answer items in a particular way due to researcher 
demand or the item wording. These responses are more likely to be overall positive and 
consistent with researcher expectations (e.g. Kline et al., 2000; Biderman et al., 2011; 
Schmit & Ryan, 1993; Robie, 2006; Podsakoff et al., 2003).
If groups o f respondents can be influenced to answer normally, such that they use 
strong implicit theories, and other groups can be influenced against the use o f implicit 
theories, then data from these groups can be compared to determine the level of 
correlation among substantive variables and the amount o f CMV present. Similarly, 
respondents can be influenced by demand characteristics.
Finally, although CMV cannot be measured directly, empirical research indicates 
that a post hoc statistical technique called the Confirmatory Factor Analysis Marker 
Variable Technique, can be used to detect CMV accurately (Richardson et al., 2009; 
Williams et al., 2010). This technique makes use o f a marker variable, which is a
carefully chosen proxy for CMV that is included with substantive variables on a same- 
source survey. Thus, in addition to examining differences in relations among variables 
between experimental and control groups, a marker variable will be included to estimate 
the amount o f CMV present in the data.
Research Questions
1. Can CMV be manipulated (either magnified or attenuated) through the 
research setting (e.g. by certain instructions)?
a. Psychological separation o f scales/variables relatedness
b. Proximal separation o f scales/variables
c. Presentation of survey instructions (video versus written)
2. To which measured causes o f CMV are the scales most susceptible?
a. Affect
b. Social Desirability
Contributions o f the Study
The contributions of this dissertation are three-fold. First, this study will examine 
the viability of recommended procedural efforts to reduce CMV in academic research. 
This will allow researchers to have a clearer idea of which efforts are the most likely to 
result in support for the validity of their data. Second, this study will show whether the 
research setting can create, magnify, or attenuate CMV effects through research settings 
and to what extent certain manipulations influence study results. This will allow 
researchers a better understanding of how and when CMV influences study results and 
whether research design can influence its occurrence. Finally, the use o f a properly
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chosen and analyzed marker variable to detect CMV in data will provide further evidence 
of both the efficacy o f procedural efforts to reduce CMV and marker techniques to detect 
CMV. The use o f marker variables as a proxy for detecting CMV aids researchers in that 
they allow for additional evidence as to the validity o f results. It is anticipated that this 
dissertation will provide additional insight and practical implications into how CMV 
functions and the viability of procedural remedies aimed at reducing its occurrence.
Plan o f Study
The remainder o f this dissertation will be organized as follows. In Chapter Two, 
a review o f CMV literature will be provided. Chapter Three will include a discussion of 
the proposed statistical methods and procedures to be used for the empirical study. A 
plan for the experimental manipulations will be provided. In Chapter Four, the findings 
o f the empirical study will be presented. Finally, in Chapter Five, the practical 
implications and insights into areas where future research may be directed will be 
discussed.
CHAPTER TWO
LITERATURE REVIEW AND HYPOTHESES
This chapter reviews the literature on CMV, the effects of CMV on research 
outcomes, and proposed remedies for CMV. Although it has been over fifty years since 
the publication of the original Campbell & Fiske (1959) article that brought CMV 
concerns to light by suggesting that researchers implement multi-trait multi-method 
research designs to improve accuracy, a full empirical and theoretical understanding o f 
CMV has yet to be developed. The resurgence o f interest in CMV research stems 
mainly from an editorial by the 1982 outgoing editor o f the Journal o f  Applied  
Psychology. In this editorial, he stated that he believed one o f the remaining acceptable 
biases o f reviewers and editors was that which is directed towards studies in which no 
variables are measured independent of a self-report questionnaire and any study that uses 
only self-report data should be rejected because it contributes little value (Campbell, 
1982). While many researchers agree with his assessment, there are almost as many who 
disagree and feel that self-report studies are not fatally flawed and can potentially 
contribute to theoretical development (e.g. Brannick et ai., 2010; Cote & Buckley, 1988; 
Castille & Simmering, 2013; Lance et al., 2009; Conway & Lance, 2010). Several 
schools o f thought have emerged and procedural and statistical remedies have been 
developed, but there has yet to evolve a consensus and true understanding o f CMV and 
its effects on research outcomes. Many researchers have examined the potential biasing
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effects of measuring multiple constructs with the same measurement method. However, 
the vast majority o f the research has focused on social desirability or the proposition of 
remedies with little empirical investigation as to their efficacy (e.g. Baltes, Bauer, Bajdo, 
& Parker, 2002; Meade et al., 2007; Kline et al., 2000; Podsakoff et al., 2003; Spector, 
2006; Conway & Lance, 2010). The lack o f empirical research has led to misconceptions 
and confusion as to what researchers should do and what reviewers and editors should 
expect (e.g. Conway & Lance, 2010; Ashkanasy, 2008; Chang et al., 2010).
Definition o f CMV 
To highlight the controversy with CMV, a logical starting point is with the 
definition itself. As previously mentioned, all measurements contain three types of 
variance: trait, method, and error. The general intent of research design is to maximize 
detection of trait variance and minimize both method and error variances. The first key 
to understanding what constitutes method variance is to understand what is meant by the 
term “method.” Most researchers agree that the term “method” refers broadly to several 
aspects o f the measurement process, including item structure or wording, location, survey 
format, response format (e.g. Podsakoff et al., 2003; Podsakoff et al., 2012; Baumgartner 
& Steenkamp, 2001; Campbell & Fiske, 1959). Some researchers disagree and believe 
that “method” should be defined more narrowly to only include measurement facets such 
as item content, structure, or format that may elicit similar responses and exclude such 
effects as response tendencies and both item and measurement contextual factors (e.g. 
Podsakoff et al., 2012; Lance et al., 2009; Bagozzi & Yi, 1990). Further, other 
researchers question whether rating sources constitute different methods for measuring 
the same traits (Conway & Lance, 2010). The only consensus is that measurement
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method is composed of a combination o f three main elements including the rater, the 
instrument, and the procedure (Burton-Jones, 2009). A rater is the individual who is 
providing a score or completing a survey. An instrument is the device used to obtain the 
score, such as a survey and the items and presentation o f items on the survey. A 
procedure is the process through which the instrument is used to obtain a single score or 
multiple scores. For the purpose of this dissertation, the more broad definition in that any 
of the decisions relating to these three elements can potentially be considered “method” is 
used. The purpose o f this is two-fold. First, the more broad definition allows for the 
consideration of more factors as potential biasing sources. Second, whether or not one 
believes contextual factors should be included as “method” factors, one must still account 
for the potential biases or errors such factors may produce (Podsakoff et al., 2012). It is 
important to acknowledge that what is considered method effects for one study may be 
valid theoretical trait variance for another (e.g. Conway & Lance, 2010; Lance et al., 
2009; Chan, 2009; Chen & Spector, 1991).
Now that the term method is defined, attention can be given to the question o f 
what constitutes method variance. The basic premise of method variance is that, in 
addition to the true trait variances observed, there also exists a spurious relationship that 
is relative to the measures or methods o f measurement themselves (Kline et al., 2000; 
Podsakoff et al., 2003). Thus, method variance (MV) can been defined as systematic 
error variance that results from rater response styles, item characteristics, and aspects of 
measurement that can threaten the validity of study findings (Podsakoff et al., 2003; 
Podsakoff et al., 2012). In other words, MV is any variance that can be attributed to the 
method o f measurement rather than the construct in interest (Bagozzi & Yi, 1991). It is
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important to note, that while self-reports are typically targeted as the most rife with 
issues, they are not the only methods with potential for variance. Each measurement 
method has its own potential sources o f variance, which may or may not be unique to that 
particular method and method variance is not unique to quantitative research (Conway & 
Lance, 2010; Burton-Jones, 2009). If all measures are collected using the same or similar 
methods or unique methods with the same or similar sources of variance, you may have 
CMV, which has the potential to influence or bias results (Spector & Brannick, 2009). 
CMV is defined as “systematic error variance shared among variables measured with and 
introduced as a function of the same method or source” (Richardson, Simmering, & 
Sturman, 2009). An average o f variances found in studies using MTMM (multi-trait 
multi-method) matrices indicates that anywhere from 18% - 32% of variance was due to 
method factors (Podsakoff et al., 2012). One issue with the use o f MTMM methods is 
that the trait and method factors can become confounded and may be the result of the 
emergence of a general factor across methods rather than a true relationship among the 
methods used (Lance et al., 2010).
Common Method Variance (CMVf versus Common Method Bias (CMBf 
Researchers are concerned that method factors can significantly bias estimates o f 
construct validity, reliability, and parameter estimates. The degree to which these biases 
occur is referred to as method bias (Podsakoff et al., 2012). When multiple measures are 
influenced by the same or similar method factors (i.e. CMV is present), any statistically 
significant relationships found may be the result of common method bias (CMB) rather 
than systematic trait variance. It is important to note that method bias and common 
method bias are two unique concepts. Method bias is that which exists in any individual
measurement method and is defined as the “difference between the measured score o f a 
trait and the trait score that stems from the rater, instrument, and/or procedure used” 
(Burton-Jones, 2009). Common method bias (CMB) is the “difference between the trait 
score and measured score that is due to the use of a common method to take more than 
one measurement of the same or different traits” (Podsakoff et al., 2003). CMV is only 
an issue to the extent that it produces CMB; thus, the real question is not whether CMV is 
statistically significant, but whether CMB is large (Meade et al., 2007).
Two negative effects of CMB may result from the presence o f CMV (Podsakoff 
et al., 2012). The first is that its presence may bias construct reliability and validity 
estimates that can lead a researcher to believe that a scale accurately reflects a latent 
measure when it does not. This may be evident in scales that elicit lower reliabilities 
when applied to different populations or subsequent studies in that method bias may have 
occurred in one of the studies that influenced the reliability of the scale. This type of 
error can also lead to error in any subsequent meta-analyses that are conducted. The 
second effect o f CMB is that it can bias parameter and interval estimates between 
constructs (Cote & Buckley, 1987; Bagozzi & Yi, 1990; Baumgartner & Steenkamp, 
2001) affecting hypotheses by leading to Type 1 or Type II errors and incorrect 
perceptions o f how much variance is accounted for by a given model. The concern is that 
method variance may be inseparable from systematic trait variance and may lead to 
erroneous conclusions if the variance exists at biasing levels (Podsakoff et al., 2012).
If, when, and how CMV leads to CMB, and the corresponding improper or 
erroneous conclusions that may result is at the heart o f the CMV controversy. Study 
results have provided evidence for multiple perspectives and theories. Researchers are
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still attempting to understand when and how CMV leads to common method bias and to 
what degree it biases (Crampton & Wagner, 1994; Spector, 2006; Spector & Brannick,
2009). In other words, if CMV exists, then it may not do so at such levels that truly bias 
results. Therefore, the automatic rejection or discounting o f studies that employ a 
common method could be erroneous and prevent sound theoretical and empirical 
conclusions from being published. Alternatively, the automatic assumption that multiple 
methods (e.g. self/other reports) and the lower correlations they tend to produce are the 
result o f reduced CMV and CMB may also be erroneous. The score may actually 
measure two different constructs and each method or source has its own unique sources 
o f variance, which can result in different conclusions.
Typically, CMV is thought to cause upward bias or inflation o f relationships. 
Thus, measures with CMV are expected to exhibit a stronger observed relationship than 
the true relationship (Doty & Glick, 1998; Podsakoff & Todor, 1985; Brannick et al., 
2010; Organ & Ryan, 1995). If this is the case, the presence of CMV and CMB is most 
likely to result in a Type I error in which one falsely accepts that a true relationship 
exists. However, this is not always the case as CMV is just as likely to cause downward 
bias or deflation o f relationships (e.g. Kline et al., 2000; Lance et al., 2009; Conway & 
Lance, 2010; Lance, Dawson, Birkelback, & Hoffman, 2010; Meade et al., 2007). 
Conway and Lance (2010) used classical test theory (Lord & Novick, 1968) to provide a 
mathematical explanation as to how it is just as likely that results are attenuated because 
the unreliability o f the single method simultaneously works against the mono-method 
inflation and produces results that may be inflated, attenuated, or equal. The same is true 
if the method effects o f a multi-method study are correlated. They further demonstrate
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that if the multiple methods selected have uncorrelated sources of method variance, the 
results will usually be downwardly biased to account for multiple method factors and the 
error variance that is inherent within each method. This type o f bias is similar to a Type 
II error in which you falsely reject an alternative hypothesis in favor o f the null or no 
relationship. It is also possible that CMV can have no effect because the method variance 
is attenuated by the error variance to such a degree that they cancel each other’s 
influence. In addition to the interaction o f method variance and error variance, another 
issue is whether the method factor(s) affect all variables in a measure or construct in the 
same way or differently.
Two main perspectives as to how CMV affects variables or measures exist: a 
congeneric perspective and a non-congeneric perspective (Richardson et al., 2009). The 
congeneric CMV perspective assumes that not all method effects are the same and that 
data can potentially be subject to more than one form o f method variance. Researchers 
using this perspective believe that method effects will vary with the rater, item, construct, 
and/or context o f measurement and that one or more method constructs may correlate 
differentially with individual items and constructs. When not explicitly stated, this 
perspective is implicit in all studies that consider one or more method effects, such as 
self/other reports, social desirability, item wording and positive/negative affect (e.g. 
Williams & Anderson, 1994; Cote & Buckley, 1987; Biderman et al., 2011). The non- 
congeneric CMV perspective assumes that all items are affected the same way by a single 
source or method factor. While most researchers do not explicitly state this perspective, 
it is evident in research that addresses a single general method factor, like the 
aforementioned “ideal employee factor” (Schmit & Ryan, 1993) or the “ ideal leader
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schema” (Judge & Cable, 2004). The third CMV perspective is that it does not exist or 
does not exist at biasing levels. Typically, this perspective is only evident in a paper’s 
limitations section, when CMV is referred to as something that was overcome by study 
design. Most prevalently, the works o f Spector are cited as a defense to the no CMV 
perspective (Spector, 1987; Spector, 2006); however, other researchers have also found 
support for this perspective (Lance et al., 2010; Crampton & Wagner, 1994). If 
researchers assume that CMV does not exist or make incorrect assumptions about its 
influence, they run the risk o f rejecting good theories and supporting bad ones or basing 
conclusions on biased data (Burton-Jones, 2009).
CMV R esearch
Given the belief that CMV could potentially bias data and results, most authors 
will have to address it at some point regardless o f their perspective (Conway & Lance, 
2010). Several reviewers have stated that CMV concerns have either led them to reject a 
manuscript or led to their manuscript being rejected for publication (Pace, 2009). For 
example, in submissions to the Journal o f  Organizational Behavior (JOB) and Journal o f  
International Business Studies (JIBS), authors who use survey data are required to 
address potential CMV threats to validity for publication (Ashkanasy, 2008; Chang et al.,
2010). Thus, CMV must be addressed at the research design stage and researchers must 
determine how and when their research needs to address it (Pace, 2009). There are three 
main questions and concerns that authors, reviewers, editors, and dissertation chairs and 
other “gatekeepers” have regarding the CMV/CMB debate and why it should be 
addressed (Conway & Lance, 2010). The first is whether false results are being 
published due to artificial inflation. The second is whether valid results are being
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dismissed due to unwarranted CMB concerns. The third is that faulty statistical or 
procedural techniques are being applied which result in false results, false confidence in 
those results, or false beliefs concerning the existence and influence o f CMV/CMB.
Pace (2009) conducted a survey o f editorial board members o f the Journal o f  Applied 
Psychology {JAP), the Journal o f  Organizational Behavior {JOB), and the Journal o f  
Management {JOM) to gain a better understanding of reviewer perceptions of CMV. She 
found that 86.5% of reviewers believed that CMV meant that all variables measured with 
the same method would be inflated due to the method chosen; however, only 48.7% 
agreed that CMV created difficulty in drawing firm conclusions about results. Though 
the terminology was not used, most participants (82.9%) adopted the congeneric CMV 
perspective by agreeing that CMV affects some variables more than it affects others. She 
also found support for the idea that self-reports are particularly targeted with 56.7% of 
respondents stating that self-reports were more likely to have issues with CMV than other 
methods. However, research has failed to demonstrate that suspected sources o f bias in 
self-report data, such as social desirability, affect, and acquiescence have either consistent 
or strong effects on results (e.g. Williams & Anderson, 1994; Kline et al., 2000; Castille 
& Simmering, 2013; Chan, 2009). With the possible exceptions o f longitudinal data, 
complex modeling with a large number o f variables, and non-linear modeling, research 
has not shown that other types of data collection are less prone to CMV (Conway & 
Lance, 2010; Podsakoff et al., 2012; Baltes et al., 2002; Siemsen et al., 2010; Rindfleisch 
et al., 2008). Overwhelmingly, participants believed that the problem of CMV was due 
mainly to research design and needed to be addressed at that stage. The general belief is 
that CMV can be a problem, some variables are affected more than others (congeneric
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perspective) and a focus solely on the method of measurement is insufficient. The 
conclusion is that researchers need to move beyond the speculation of when and how 
CMV might exist and begin systematically testing and measuring its effects.
Potential Sources of CMV
In considering when CMV effects may be observed, researchers must consider all
potential sources o f CMV. As previously mentioned, there are four main categories of
common method effects: rater, item characteristics, item context, and measurement
context. Within each category, there are multiple potential sources o f variance and bias
(Podsakoff et al., 2003).
Method Effects Produced
By a Common Source or Rater
CMV produced by a common source or rater is the most frequently cited effect. 
This type o f method effect occurs from any covariance between the predictor and 
criterion that results from the same respondent providing both scores (Podsakoff et al., 
2003). While there have been several meta-analytic studies that have found support for 
common rater bias, there is some debate as to whether rating source variations constitute 
CMV (Conway & Lance, 2010). The argument that common source or rater may not be a 
source o f CMV/CMB is that for it to be CMV one must assume that different rating 
sources represent the same variable(s). Over several studies using confirmatory factor 
analysis (CFA), Hoffman, Lance, and colleagues (Conway & Lance, 2010) found that 
rater source factors represented alternative, complementary differences in job 
performance. In other words, these differences represented trait or substantive variance, 
rather than method variance. Some measures that are likely to have common source
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biases include the following: leader behaviors and outcome variables such as job 
performance and leader efficacy, job performance and personality variables, attitudes, 
organizational citizenship behaviors (OCBs) organizational commitment, person- 
organization fit, participative decision making and work outcomes, and OCBs and 
performance evaluations (Podsakoff et al., 2003). Common rater effects emerge due to 
response styles of the respondent and the respondent’s interactions with the study or 
measurement method.
The first type o f common rater or source effects is consistency motif. Bias that 
stems from consistency motif is that which exists due to the desire o f people to maintain 
consistency between their thoughts and their attitudes and is produced because people 
search for similarities in the questions and attempt to respond in the same or similar ways 
to multiple questions (Podsakoff et al., 2003; Salancik & Pfeffer, 1977; Podsakoff & 
Organ, 1986). Consistency motif is likely to be o f the greatest concern in those studies 
that address attitudes, perceptions, or behaviors.
A related method effect to the consistency motif is implicit theories and illusory 
correlations. This effect occurs when respondents distort their scores based on either 
their co-occurrence in the study, i.e. illusory correlations, or their personal beliefs, i.e. 
implicit theories (Berman & Kenny, 1976; Podsakoff et al., 2003). In other words, 
respondents hold particular beliefs about the interrelatedness o f particular traits, 
behaviors, and/or outcomes and adjust their responses according to those beliefs. Using 
implicit theories, respondents may respond based upon assumptions about themselves 
rather than their actual behaviors (Pace, 2009). This would be akin to respondents 
believing they are good employees and that good employees engage in OCB, therefore,
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they report those behaviors whether they genuinely engage in them or not. Illusory 
correlations affect ratings by the rater imposing his/her beliefs o f items or variables that 
they expect to covary onto their responses (Podsakoff et al., 2003; Pace, 2009). For 
example, if a measure of job satisfaction and a measure of organizational commitment are 
located nearby or in the same survey, the respondents may assume that the items are 
related and respond in a way to ensure the items are correlated. Alternatively, if survey 
respondents think items should not be related, they may respond in a way that deflates the 
correlation. Studies have found that implicit theories and illusory correlations may 
influence ratings of leader behavior (Eden & Leviatin, 1975; Lord, Binning, Rush, & 
Thomas, 1978; Phillips & Lord, 1986), attributions o f the causes o f group performance 
(Guzzo, Wagner, Maguire, Herr, & Hawley, 1986; Staw, 1975) and perceptions about the 
relationship between employee satisfaction and performance (Smither, Collins, & Buda, 
1989).
Another form o f rater effects is social desirability. Social desirability stems from 
the need for social approval and acceptance and the belief that it can be achieved if one 
exhibits traits that are consistent with those that society values (Crowne & Marlowe, 
1964). Socially desirable responding (SDR) refers to the tendency o f some people to 
respond to items in a manner that is consistent with societal expectations rather than their 
true feelings (Crowne & Marlowe, 1964; Paulhus, 1991; Paulhus, 2002). SDR is called 
“one o f the most pervasive response biases” in survey data (Mick, 1996). Another way it 
can influence results is that people may want to please the researcher and tell them what 
they want to hear, so they modify their responses to be consistent with their perceptions 
o f the researcher’s expectations (Podsakoff et al., 2003). Social desirability can bias
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answers and produce spurious relationships or mask the true relationships between 
variables. The concern with self-reported data is that people do not respond truthfully, 
but instead provide answers to make themselves look good (Paulhus, 2002; Crowne & 
Marlowe, 1964). One issue with SDR is that for some measures, it may be a legitimate 
theoretical construct rather than a source o f method bias (e.g. Chan, 2009; Lance et al., 
2009; Paulhus, Harms, Bruce, & Lysy, 2003; Kline et al., 2000).
Leniency biases are another form o f rater effects. They are the propensity for 
respondents to attribute positive traits, attitudes, and/or behaviors to those they know or 
like or those with whom they are ego-involved (Podsakoff et al., 2003). Leniency biases 
may be evident or produce spurious correlations in both self and other report data in that 
respondents may rate differently those they like and those they do not regardless of actual 
scores. Effects o f leniency biases could be measured by gathering data on ratings o f 
likability or self-esteem and comparing those ratings to measures o f performance, 
attitudes, or perceptions of others. Studies have shown that both self-esteem and feelings 
of affection towards or strong relationships with others increase the likelihood of leniency 
bias (Thornton, 1980; Farh & Dobbins, 1989). Classical projection theory also supports 
this notion in that people are more likely to project undesirable traits to those that they do 
not like or do not know well (Fisher, 1993). While leniency bias has been shown to 
produce spurious correlations between employee satisfaction and leader consideration 
behavior and perceptions o f productivity, drive and cohesiveness (Schriesheim, Kinicki, 
& Schreisheim, 1979), it has also been linked to substantive predictions o f both future 
performance and employee motivation (Bol, 2011). Again, this emphasizes the
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consideration that what may be a source o f method bias in one study is actually a 
substantive variable in another.
Another type of source related method effect is acquiescence biases or the 
propensity of respondents to agree/disagree with the item or attitude of the item 
regardless o f content (Podsakoff et al., 2003; Baumgartner & Steenkamp, 2001; Winkler, 
Kanouse, & Ware, 1982). In other words, if the statement is positive sounding, then 
respondents agree, whereas, if it is a negative sounding statement, then respondents 
disagree. This can result in an increased correlation between all positively worded items 
and all negatively worded items, regardless of whether or not the constructs are 
conceptually related. One study on personality research has found support for this to be a 
substantial method effect by finding a general method factor as well as one method factor 
for all positively worded items and one for all negatively worded items (Biderman et al.,
2011). It is important to note that the post hoc statistical technique applied in that study 
has been found to produce false positives for CMV detection (Richardson et al., 2009), so 
the study findings may not be replicable.
Positive or negative affect or emotionality is another type of source related 
method effect. It refers to the tendency o f respondents to view themselves and the world 
around them either in generally negative or generally positive terms and respond 
accordingly (Podsakoff et al., 2003; Watson & Clark, 1984). High positive affect is a 
pervasive individual characteristic in which a person exhibits positive emotionality and 
self-concept. In other words, individuals are more likely to view their lives and 
interactions with others in a positive manner. Negative affect is a pervasive individual 
characteristic in which a person exhibits negative emotionality and self-concept. In other
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words, respondents are likely to view their lives and their interactions with others in a 
negative manner. Authors have found mixed results for the influence o f positive/negative 
affect on job related variables such as employee stress, job and life satisfaction, 
depression, and organizational commitment (Williams & Anderson, 1994; Brief, Burke, 
George, Robinson, & Webster, 1988; Chen & Spector, 1991). Again, it is important to 
note that while positive/negative affect may be a source o f bias for some measures, it may 
be a relevant theoretical construct in others and partial ing out its effects may lead to 
model specification errors (Chan, 2009; Lance et al., 2009).
While positive and negative affect are dispositional enduring traits unlikely to
change, transient mood state is not. This method effect refers to the influence of recent
mood-altering experiences that influence the manner in which respondents view
themselves and their environment, which in turn influences their perceptions and
responses (Podsakoff et al., 2003). Transient mood state may change on a daily basis and
can stem from any number sources such as physical feelings or illness, interactions with
customers or co-workers, work-family conflict, or having a good or bad day. Due to
mood state, a survey respondent may answer items more or less positively because of
how they are feeling at a given moment rather than how they generally feel.
Method Effects from 
Item Characteristics
Another source o f method effects is generated by the items themselves. Item 
characteristics effects result from the properties or characteristics of the presentation of 
the item, either in form of wording or content (Podsakoff et al., 2003; Cronbach, 1946). 
The way in which the item is presented can trigger certain responses that would not occur 
if the item were worded differently or presented in a different form. Backstrom et al.
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(2009) found that, by manipulating item wording in the International Personality Item 
Pool (IPIP) (Goldberg, 1999), they were able to change the item loading factors 
significantly. Examples o f item characteristics this include positive or negative item 
wording, item social desirability, item complexity and/or ambiguity, and scale format 
and/or anchors.
Positive and negative item wording refers to the fact that the use o f positively or 
negatively worded items may produce spurious relationships, e.g. creating a new factor of 
only positively or negatively worded items (Podsakoff et al., 2003). Negatively worded 
items are also referred to as reverse-coded items. The intent o f including a mix of 
positively and negatively worded items is to create “cognitive speed bumps” and reduce 
response biases such as acquiescence. In theory, their inclusion should make the 
respondent pay more careful attention to the way in which they are responding by 
requiring a greater application of thoughtfulness. Harris & Bladen (1994) found that by 
varying stress versus comfort wording and comparing a model in which wording was 
controlled with a model in which wording was not controlled, they were able to elicit 
significant variation in correlations between role ambiguity, role conflict, role overload, 
job satisfaction, and job tension. Biderman et al. (2011) also found support for item 
wording effects with one factor loading on positively worded items and one loading on 
negatively worded items. Other researchers have supported these findings and found that 
respondents do not always recognize or respond properly to negatively worded items and 
that their presence frequently elicits a factor that loads only on negatively worded items 
(Schmitt & Stults, 1985; Podsakoff et al., 2003).
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Another wording or item characteristic is item social desirability or item demand 
characteristics. In addition to the presence o f socially desirable responding (SDR), there 
may be a level o f social desirability evident in the question wording. Item social 
desirability effects occur when one or more items or constructs are written in ways that 
elicit more/less socially desirable attitudes, behaviors, and/or perceptions (Thomas & 
Kilmann, 1975). In addition, those items that elicit more social desirability are perceived 
as being more related to each other (Podsakoff et al., 2003). Item demand characteristics 
are similar in that these items may inadvertently convey hidden signals that elicit the 
expected or desired responses (Podsakoff et al., 2003). The concern is that participants 
may try to be “good” participants and respond in ways that the researcher wants so as not 
to “ruin” the research (Ome, 1962).
There may also be an effect present if the item is complex or ambiguously 
worded. Item complexity/ambiguity occurs when items are not clearly written and 
trigger respondents to respond in a manner that is random or more susceptible to their 
own heuristics or response styles (Podsakoff et al., 2003). While researchers are 
encouraged to focus on making their items clear and simple in the scale design process, 
some constructs may be more complex or require more complicated items (Spector,
1987). Items that may be considered more complex or ambiguous can include double- 
barreled questions or those that include words with multiple meanings, technical jargon 
or colloquialisms, or unfamiliar or infrequently used words (Podsakoff et al., 2003). If 
the item is ambiguous, respondents may misunderstand, apply incorrect meanings, or 
revert to random responding or other response tendencies.
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In addition to the wording or content o f the items, the form in which the items are 
presented may also be an issue (Torangeau, Rips, & Rasinski, 2000). Most researchers 
use similar scale formats or anchors when designing studies to reduce complexity and 
provide a standard format from which the respondent can respond (Podsakoff et al.,
2003). Scale formats refer to the way in which respondent scores are provided and 
include Likert scales, semantic differential scales, and “faces” scales. Scale anchors are 
the values that the respondent may use to provide their scores and include options such as 
“strongly agree” -  “strongly disagree”, “always” -  “never”, “extremely -  “not at all.” 
Anchors also include the number of options from which the respondent may choose, e.g. 
five versus seven response options.
Method Effects from Item Context
Item context effects refer to any influence or interpretation that a respondent 
might deduce from an item based solely on its proximity to other items in the 
measurement instrument (Wainer & Kiely, 1987; Podsakoff et al., 2003). Weijters, et al. 
(2009) examined the effect of changing the proximity o f items on a questionnaire and 
found that correlations increased even in unrelated items if they were next to each other. 
Item context has the potential to influence the interpretation o f a question, the 
information retrieved and the evaluation of that information, and the response item 
selected (Harrison & McLaughlin, 1993). Types o f item context effects include item 
priming, context-induced mood, item embeddedness, scale length, and intermixing items 
of different constructs on a questionnaire.
Item priming effects occur because the positioning o f the predictor (or criterion) 
variable on the questionnaire make the variable more salient to the respondent who will
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then imply causal or other relationships to the items and vary their responses accordingly 
(Salancik & Pfeffer, 1977; Salancik, 1984). By asking questions about particular features 
o f the work environment, other questions become more prominent (Podsakoff et al., 
2003). For example, asking a respondent about job characteristics, then asking about 
attitudes towards job characteristics may frame the attitudes to focus only on those job 
characteristics that were previously addressed.
Similar to the priming effect, items may also elicit certain moods or attitudes in 
the respondent based upon their location in the questionnaire. The idea that the first 
questions encountered set the tone for responses to the remainder of the questionnaire, 
regardless o f the content of the items, is referred to as context-induced mood (Podsakoff 
et al., 2003). Context-induced mood is related to the aforementioned transient mood state 
in that it refers to changing attitudes rather than dispositional traits. For example, if 
respondents find a question too personal or offensive, they may change the manner in 
which they respond and revert to their chosen response style, refuse to provide answers, 
or answer the remainder o f the survey in a negative mood state. If the scales are too long 
or difficult, people may get bored or refuse to engage in the effort required to legitimately 
answer questions or engage in satisficing or selecting the response that is “good enough” 
rather than trying to find the most accurate answer (Podsakoff et al., 2012).
Another item order effect is item embeddedness, which refers to the potential for 
either neutral items embedded in the context o f positively or negatively worded items to 
take on those items properties (Podsakoff et al., 2003). The influence of item 
embeddedness is due to the presence of “cognitive carryover effects” that occur when the 
mental process(es) associated with one item carry over and provide an easily accessible
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cognitive schema with which to answer subsequent questions (Harrison & McLaughlin,
1993). Both general and construct specific support has been found for this method effect. 
Marsh and Yeung (1999) found that when questions o f self-esteem were embedded with 
other questions, the responses varied significantly from when the self-esteem measures 
were on their own. Harrison and McLaughlin (1993) found that neutral items embedded 
in blocks o f either positively or negatively worded items were rated similarly. Harrison, 
McLaughlin, & Coalter (1996) manipulated question order to create either a positive or 
negative measurement context o f outcome favorability and fairness perceptions and 
found that in a positive context outcome favorability and fairness were marginally 
related, but in a negative context the relationship increased significantly.
Another potential order effect is the intermixing (or grouping) o f items or 
constructs on the questionnaire. Items from different constructs that are grouped together 
may decrease intraconstruct correlations and increase interconstruct correlations, thus 
reducing reliabilities and making it more difficult to distinguish between constructs 
(Podsakoff et al., 2003). In other words, respondents vary responses to make nearby 
items consistent regardless o f topic. Interestingly, item intermixing has been proposed as 
a procedural technique aimed at reducing common method bias (Kline et al., 2000). The 
significance of the simultaneous decrease o f correlations within constructs and increase 
of correlations across constructs is not well understood, but could lead to artifactual 
covariation among constructs.
Lastly, a non-order related method context effect might also be a source o f bias. 
Scale length may influence the manner in which respondents respond. If scales have 
fewer items, responses to previous items are more likely to be accessible in short-term
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memory and recalled when responding to other items while longer scales are likely to
increase fatigue and careless responding (Podsakoff et al., 2012; Podsakoff et al., 2003).
In other words, shorter scales may reduce some forms o f bias, while simultaneously
increasing other sources o f bias (e.g., priming effects).
Method Effects from 
Measurement Context
The fourth source of method effects are those that arise from the measurement 
context itself. This follows the traditional logic that the act or style o f being measured 
creates covariation (Podsakoff et al., 2003). In other words, simply by observing or being 
observed, behaviors and cognitions change. The main contextual elements that may 
influence study results include the time, location, and media chosen for the measurement.
When predictor and criterion variables or different constructs are measured at the 
same point in time or at the same location, it may produce artifactual covariance 
independent o f the content o f the constructs themselves. These measures may exhibit 
systematic covariance due to the ease o f access of previous response cognitions and the 
likelihood that both measures coexist in the respondent’s memory, providing contextual 
cues for memory retrieval or triggering the use o f implicit theories of relatedness 
(Podsakoff et al., 2003). Use o f the same time or location may result in biases such as 
self-deception, memory biases, or perceptual biases (Podsakoff et al., 2012). This is a 
common concern; however, it may not be possible for researchers to separate these 
measures as separation can only be used if the phenomenon is stable, attrition is not 
likely, and it is financially and logistically feasible (Podsakoff et al. 2012). Another 
option to increase separation is for researchers to use methodological separation, such as 
through the employment o f different scales, anchors, or collection locations.
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The final type o f method effect to be discussed is that which results from the use 
of a common media or medium to obtain results. The use of the same or similar 
interviewers, expectations, or instructions may influence responses and be a potential 
source o f bias (Podsakoff et al., 2003). Research has shown that some media, such as 
face-to-face interviews and pencil-paper are differentially prone to social desirability and 
response style biases (e.g. Martin & Nagao, 1989; Richman, Keisler, Weisband, & 
Drasgow, 1999; Podsakoff et al., 2003).
In summary, there are several different sources o f method effects, which may 
result in CMV or CMB. Some measures or measurement designs may be differentially 
prone to certain effects and many sources o f method effects can be addressed in the 
research design stage o f development. Method effects may come into play at a different 
level o f the response process including comprehension, retrieval, judgment, response 
selection or response reporting. Podsakoff et al. (2003) provides an overview o f the 
stages and the potential method biases to which they are subject, which I will summarize 
here. At the comprehension stage, respondents are logically organizing the information 
presented and attempting to identify the information sought. At this stage, the most likely 
source effect is item complexity or ambiguity. If the item is ambiguous or complex, the 
respondent is likely to look for cues from surrounding questions or rely on implicit 
theories. The second response stage is the retrieval stage in which the respondent 
generates his/her retrieval strategy and memory cues, retrieves specific or generic 
memories, and fills in any missing details in recollection. The most likely method effects 
to occur at this stage are measurement context, item context, transient mood states, and 
item content. At the judgment stage o f the response process, respondents assess the
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completeness and accuracy of their memories and draw inferences from them to fill in 
any gaps in what is recalled. At this point, the most likely effects are consistency motif, 
implicit theories, priming effects, item demand characteristics, and item context-induced 
mood states. In the response selection stage, the respondent matches their judgment with 
a response category. The most likely method effects at this point are common scale 
anchors or formats and item context-induced anchoring effects. At the final stage o f the 
response process, response reporting, respondents edit their response and make their 
selection. Consistency motif, leniency bias, acquiescence bias, demand characteristics, 
and social desirability are the most likely sources o f method effects at this stage.
The Ongoing CMV Debate 
As previously stated, there is much disagreement on the topic o f CMV and 
researchers have come to different conclusions as to its importance, nature, and existence. 
Most researchers agree that more studies need to be done in order to understand when 
CMV is a source o f bias (Brannick et al., 2010). This section contains a review o f the 
conflicting findings regarding CMV. First, articles that found support for the existence of 
CMV are discussed. In the second section, articles that found a lack o f support for the 
existence o f CMV are discussed.
Evidence In Favor O f CMV
Perhaps the most heavily cited works in favor o f the existence o f CMV are by 
Podsakoff and colleagues. In a critical research review, they found that on average, the 
amount o f variance accounted for in the presence of a common method was 
approximately 35% versus only 11% when a common method was not present (Podsakoff 
et al., 2003). Cote and Buckley (1987) in their examination across 70 multi-trait multi­
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method matrices in over 114 journals from various fields found that CMV varied based 
on both the field o f study and the measures in questions. Specifically CMV in measures 
was 41% for attitude measures, 25% for personality and aptitude/achievement measures, 
and approximately 23% for performance and satisfaction measures. The average variance 
attributed to CMV was 26.3% in their study. When several meta-analyses (Doty &
Glick, 1998; Cote & Buckley, 1987; Lance et al., 2010; Williams et al., 1989) were 
combined, Podsakoff et al. (2003) found that the total variance attributable to method 
factors in items ranged from 18-32%. Other meta-analyses found the percent of inflation 
due to common method bias to range from 38%-92% (Podsakoff et al., 2012; Doty & 
Glick, 1998). Scherpenzeel and Saris (1997) found additional evidence that effects of 
CMV varied based upon the type o f construct being measured, item social desirability, 
form and length o f the response scale, method o f data collection, position o f the item in 
the questionnaire, and the type o f information requested.
In their study, Williams and Anderson (1994) found support for the congeneric 
perspective of CMV in that the method effects associated with negative affect were not 
equal among items or within constructs. Baumgartner and Steenkamp (2001) found an 
average variance o f 8%, with a range from 0% - 29%, was due to five specific response 
styles. Schmit and Ryan (1993) factor analyzed item composites o f the NEO-FFI (Costa 
& McCrae, 1989) using applicant and non-applicant samples. They found that the five 
factor model o f personality fit the non-applicants, but a sixth factor emerged for the 
applicants, which was comprised of several item composites from across four o f the five 
subscales, that they called it the “ideal employee” factor and attributed it to CMB. Organ 
and Ryan (1995) found in their meta-analysis that studies using self-reported ratings of
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OCB and dispositional and attitudinal variables resulted in spuriously higher 
relationships. Biderman et al. (2011) found support for the congeneric influence of both 
single and multiple method factors and that if researchers only controlled for one factor 
significant reductions in model fit resulted. Johnson et al. (2011) also found support for 
the congeneric perspective. Their study indicated that as much as one third of the 
variance in core self evaluations could be attributed to method effects and that controlling 
for a latent social desirability factor was the most effective at reducing CMV, but that not 
all measures were affected equally. In another study, it was found that regression 
coefficients could be both attenuated and inflated due to method variance, that the effect 
had an inverse relationship with the number of variables in the regression equation, and 
that method variance tended to reduce both interaction and quadratic effects (Siemsen et 
al., 2010). Gorrell et al. (2011) found that the use o f more abstract items resulted in 
significant increases in CMV, supporting the method effects o f item 
complexity/ambiguity. It is important to note here, that the procedure employed by 
several of these authors to detect CMV (e.g. Cote & Buckley, 1987; Biderman et al.,
2011; Johnson, Rosen, & Djurdjevic, 2011; Gorrell et al., 2011; Schmit & Ryan, 1993) 
was unmeasured latent method construct (ULMC) confirmatory factor analysis. This 
method has been found to produce false positives in detecting the presence o f CMV 
(Richardson et al., 2009; Crampton & Wagner, 1994). Another concern is that in the 
meta-analyses, it is neither possible to know all o f the methodological considerations in a 
study nor what each article considered a “method” for all of the studies nor whether 
measurement or other specification errors were present in the original data (Cote & 
Buckley, 1987; Lance et al., 2009). Further, there is potential that the “method” factors
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are actually unmeasured substantive variables such as social desirability, affect, or 
response style or legitimate perceptual differences in the constructs being measured 
(Chan, 2009; Lance et al., 2009).
Evidence against CMV
While many researchers have found evidence for the existence and biasing effects 
of CMV, there are also many who found either no or minimal effects. Perhaps the most 
heavily cited evidence against the biasing effects of CMV comes from the works of 
Spector and colleagues. Their results indicate that studies finding CMV may be 
exaggerated or oversimplified and that it is more likely that a combination o f the method 
and trait variance is responsible for the findings (e.g. Chen & Spector, 1991; Spector, 
1987; Spector & Brannick, 2009; Brannick et al., 2010). Spector (2006) posited that if 
CMV exists and affects relationships, then we should see “clear evidence o f inflation 
whereby observed correlations are larger with monomethods than with multimethods” 
and that all self-report scales should be correlated if the self-report itself is a method of 
introducing bias. In other words, if a true CMV/CMB factor exists, there should be a 
baseline correlation among all variables. Because CMV is not a universal inflator of 
variables, it is likely more complex than simply an issue of the rater source or measure.
Crampton & Wagner (1994) conducted a series o f analyses on self versus multi­
method datasets and found that while inflation existed in some datasets, it was neither 
pervasive nor predictable in its direction and level o f influence and neutral effects were 
just as likely to occur. Similarly, Malhotra et al. (2006) used multiple techniques and 
found no significant CMV bias. Further, they analyzed 19 papers (216 correlations) in 
issues o f Management Science, Information Systems Research, and MIS Quarterly
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between 1993 and 2003 and found that by applying the correlational marker technique, 
only 18-25% of the correlations became insignificant when the correction was applied. 
This supported the idea that the problem may not be as pervasive as some believe. In 
addition, Simmering, Fuller, Richardson, Ocal, & Atinc (under review) found evidence 
for CMV using some techniques, but not others.
Other researchers have found that variance that was once attributed to method 
effects or other contaminants are now legitimate theoretical constructs (Lance et al., 
2009) and that variance due to the method may be the result o f different perspectives or 
thought processes (Lance et al., 2010). Social desirability, negative affect, and 
acquiescence have all been found to, in some cases, create no significant effect (Spector,
1987). Paglis and Williams (1996) used CFA to show that CMV would have to create an 
influence o f between 18-20% in order for it to create a plausible alternative to the actual 
relationships o f interest. Lance et al. (2010) found that the unreliability o f measures 
counteracts CMV and that the presence of shared variance may be a product o f the 
measurement or it may be the result o f an actual relationship. The potential exists that 
certain “method factors” may in fact exist because we believe they exist. This creates a 
“Pygmalion” or “Golem” type effect, in that people who have certain traits, like high 
(low) levels of social desirability, self-esteem, or positive affect, are genuinely more 
(less) satisfied or engage in more (less) exhibitions of certain types of behavior (Pace, 
2009; Chan, 2009; McNatt, 2000). This brings forth the issue as to whether that type of 
effect can or should be controlled. Meade et al. (2007) found that in modeling trait 
correlations at the latent level, CMV existed but the bias was not significant. In other 
words, CMV was present, but CMB was small to non-existent and the presence of
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common methods does not inherently indicate a problem in results. Baltes et al. (2002) 
found that CMV was not a factor in non-linear models of job characteristics and 
outcomes. Evans (1985) and Siemsen et al. (2010) found that when researchers use more 
complex models and interactions, the presence o f CMV is reduced. By adding more 
variables to the model that are uncorrelated with the substantive variables, you can reduce 
and eventually eliminate any source o f CMV (Siemsen et al., 2010).
All o f these findings taken together indicate that different approaches and 
different research considerations may influence CMV findings, but when CMV is a cause 
for concern is not well understood. Further research is needed to isolate when and how 
CMV is likely to exist and cause issues. Additionally, it is possible that the contradictory 
or conflicting findings may be the result o f appropriate and unavoidable ambiguities 
within and among domains rather than method effects (Crampton & Wagner, 1994).
R em edies for CMV 
Whether one believes that CMV is a pervasive problem that affects and 
potentially invalidates all mono-method studies or not, it remains an issue that should be 
addressed. Most researchers agree that addressing CMV sources in the design stage of 
development is the best method for reducing potential CMB. While several post-hoc 
statistical techniques have been developed, none have received wide empirical support or 
validation. Further, each of remedies may introduce their own form o f method bias. 
Procedural Remedies for CMV
Procedural remedies for CMV are addressed a priori in the research design and 
are intended to eliminate potential causes o f CMV. Procedural remedies include the 
following: obtaining the predictor and criterion from different sources; introducing
43
temporal, proximal, or psychological separation between the predictor and criterion; 
eliminating common scale properties for the substantive variables; improving scale items 
to eliminate ambiguity; reducing social desirability bias in item wording; and balancing 
the number of positive and negative items (Podsakoff et al., 2012). The following section 
will provide a review of each of the procedural remedies.
The first procedural remedy is to obtain the predictor and criterion from different 
sources. As previously mentioned, this may introduce its own biases in that each source 
is subject to its own method effects and self/other respondents may not be measures of 
the same criteria. Obtaining the predictor and criterion from different sources (e.g. data 
reported by two different people or obtained from an archival source) is posited to 
reduce/eliminate common rater response biases, idiosyncratic implicit theories, and 
response styles because the individual rater’s mindset cannot bias both the predictor and 
the criterion (Podsakoff et al., 2012). Use o f this procedure has been found to decrease 
correlations in several studies (e.g. Ostroff, Kinicki, & Clark, 2002; Lowe, Kroeck, & 
Sivasubramaniam, 1996; Lance et al., 2009). This procedure may not be appropriate for 
all studies. It does not work if both the predictor and criterion are assessing individual 
values, beliefs, attitudes, or perceptions because they may not translate into observable 
behaviors that others can use to infer information about the individual (Podsakoff et al., 
2012; Brannick et al., 2010).
The second procedural remedy is temporal, proximal or psychological separation 
o f the predictor and criterion (Podsakoff et al., 2012). This procedure creates a 
separation between the two measures with the intent o f reducing the respondents’ ability 
and/or motivation to use previous responses to fill in gaps, infer details, or answer
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subsequent questions. A temporal separation is a time delay, typically either a few weeks 
or a few months. Temporal separation works by reducing ability of the respondent to 
recall information by allowing the information to leave short-term memory (Podsakoff et 
al., 2012). Temporal separation has been found to be a potentially effective procedure for 
reducing some method biases; however, it can increase the complexity and cost of the 
study design, may allow other factors to influence responses, and may increase attrition 
rates. This remedy also relies on the assumption that the relationship between the 
constructs is stable, but recent research indicates that method bias may not dissipate over 
time (Alessandri, Vecchione, Fagnani, & Barbaranelli, 2010; Weijters, Geuens, & 
Schillewaert, 2010). In other words, it is unclear whether temporal separation is 
detecting method variance or merely transient moods states. Rindfleisch et al. (2008) 
looked at cross-sectional versus longitudinal data and found that longitudinal data 
collection reduced CMV. Other studies have found contradictory results. Some studies 
have found that correlations between variables was reduced over time (Ostroff et al., 
2002; Johnson et al., 2011), but it is unclear whether the reduced correlations can be 
attributed solely to temporal separation and not other extraneous factors, such as mood or 
legitimate changes in perceptions. Some researchers have found that there was no 
difference in the magnitude o f correlations in studies in which a temporal separation was 
present versus absent; however, it is unknown whether the lack o f difference was due to 
the separation not working as a remedy for CMV or whether CMV was not present in the 
first place (Castille & Simmering, 2013). One o f the greatest potential drawbacks of 
using temporal separation is respondent attrition. It may also allow other non-
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methodological triggers to create influence, such as transient mood states, and it may be 
difficult to determine what the appropriate delay between measures should be.
The second type o f separation is proximal separation or separation based on 
physical distance. Proximal separation works by eliminating retrieval triggers. Empirical 
research indicates that separation by at least six items can diminish biases due to context 
and question order effects and that separation with measures of different constructs that 
use the same or different formats or intentional buffer questions are most effective 
(Podsakoff et al., 2012; Weijters et al., 2009; Torangeau et al., 2000). Some of the 
potential problems with proximal separation are that it can increase scale length issues 
(fatigue, lowered response rates, increased cost) and, if filler items are related, it may 
introduce new bias (Podsakoff et al., 2012). Further, in their study, Castille and 
Simmering (2013) found no difference in data that was proximally separated versus data 
that was not.
The third type o f separation is psychological. Psychological separation works by 
creating a cover story to reduce the salience o f linkages and reducing the relevance o f 
previous information (Podsakoff et al., 2012). Very few studies have addressed the 
efficacy o f this procedure. One study that addressed the idea of psychological separation 
discusses use o f a “multiple studies” cover story in which the researcher states, “for 
reasons o f convenience or efficiency several unrelated studies are being conducted at the 
same time” (Aronson et al., 1998). Psychological separation via cover story has been 
successfully used in priming experiments (Higgins, Rholes, & Jones, 1977) and 
attitudinal experiments (Rosenberg, 1965). Other studies have found no significant 
differences between groups who received a cover story and groups that did not (Castille
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& Simmering, 2013). A disadvantage of the technique is the difficulty of creating a 
credible cover story, thus it is essential to thoroughly pretest the cover story to ensure 
efficacy. Another procedure for assessing the effects of psychological separation is to 
incorporate a direct measure, such as the perceived awareness of research hypothesis 
scale (PARH), which asks whether the respondents perceived that they knew what the 
survey was about or what the researcher was attempting to find (Rubin, Paolini, & Crisp,
2010). Other techniques for introducing psychological separation are to camouflage the 
criterion or predictor by embedding it in other questions to make it less psychologically 
prominent or disguise the reasons for obtaining the predictor or criterion measure by 
misleading participants as to its purpose in the study (Podsakoff et al., 2012). 
Psychological separation is unlikely to reduce memory biases or item context effects and 
may work best when combined with temporal or other separation.
Another procedural technique researchers may use is to eliminate common scale 
properties. This remedy functions through the belief that if question formats are similar, 
people will think the questions are associated with each other (Campbell & Fiske, 1959; 
Podsakoff et al., 2003; Podsakoff et al., 2012). It is important that researchers take care 
when eliminating common scale properties so that they do not to alter the conceptual 
meaning of the measures (Nunnally & Bernstein, 1994). Previous research has found 
support for the use o f different scale formats or anchors in reducing the correlations of 
items (Podsakoff et al., 2012; Weijters et al., 2010). One concern is that this technique 
may introduce other biases or create confusion by giving too many response types.
Improving the scale to eliminate ambiguity is another procedural option for 
researchers. Ambiguous scales are those that leave room for respondent interpretation or
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the assignment o f idiosyncratic meanings that can cause respondents to be unsure o f how 
to respond. Ambiguous scale items include those anchors that may be interpreted 
differently by each respondent or words with multiple meanings or multiple ideas in one 
sentence (Johnson, 2004) and can be remedied by a number o f options (Podsakoff et al., 
2012). The first option is to keep questions simple, specific, and concise at the scale 
design stage (Torangeau et al., 2000). Other options include defining terms, focusing 
question content, avoiding double-barreled questions, avoiding complicated syntax, and 
labeling every response point (Krosnick, 1991; Torangeau et al., 2000; Podsakoff et al., 
2012). While no studies to date have explicitly examined the effects o f item ambiguity on 
the estimates o f relationships between two constructs (Podsakoff et al., 2012), research 
has shown that if items are more abstract, then CMV tends to be more o f a problem 
(Gorrell et al., 2011).
Yet another procedural remedy is to reduce the social desirability bias in item 
wording. Item wording can undermine the accuracy of responses by causing the 
respondent to modify their response based on the perceived social desirability of the item 
(Podsakoff et al., 2012). Backstrom et al. (2009) found that through manipulations o f the 
IPIP Big Five scale item wordings to make them less socially desirable they were able to 
change the loadings o f the originally worded items significantly. One way o f reducing 
item social desirability includes obtaining independent assessments of item level social 
desirability and revising the wording o f highly rated items. Another is to calculate a 
correlation between responses to a recognized social desirability scale (Podsakoff et al., 
2012; Paulhus, 2002). There is no direct empirical evidence o f either procedure’s 
efficacy at reducing bias in correlations between measures of different constructs.
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Further, the procedures may be difficult to implement, as it may be complicated to revise 
the item without compromising its content validity. In addition, the relationship between 
an item and its perceived social desirability may be nonlinear (Kuncel & Tellegen, 2009; 
Podsakoff et al., 2012).
The final procedural remedy, balancing positive and negative items, has been 
studied by several researchers. By balancing positive and negative items, researchers 
attempts to reduce acquiescence or disacquiescence response style biases. Respondents 
who use acquiescence response styles are those who disproportionately use the positive 
end o f the scale. Disacquiescence styles include those respondents who 
disproportionately use the negative end o f the scale (Podsakoff et al., 2012). Balancing 
positive and negative items does not eliminate the occurrence o f the behavior, but 
controls for its bias by balancing half o f it upwards, half downwards, and vice versa 
(Baumgartner & Steenkamp, 2001). This remedy may cause confusion for respondents 
because it increases the cognitive load for processing information, Further, most scales 
are not already balanced so researchers may have to modify the items or number o f items 
and could inadvertently change the meaning o f the item (Podsakoff et al., 2012; Nunnally 
& Bernstein, 1994).
Implementation o f the previously mentioned procedural remedies must be 
determined a priori. One o f the potential drawbacks of any procedural technique is that it 
may not eliminate biases or reviewers may still have questions or concerns about the 
data. To address the common situation in which there is a concern about the presence of 
method bias after data has been collected, a number o f post hoc statistical techniques 
have been developed.
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Post Hoc Remedies for CMV
Post hoc statistical techniques are used in addition to procedural remedies in order 
to detect and/or reduce the effects o f CMV/CMB. A significant advantage for 
researchers who failed to account for CMV concerns in the planning stage is that many 
post hoc techniques do not require a priori planning. While many o f these techniques 
have theoretical soundness, they have not been broadly empirically tested and may not 
produce the desired results. Post hoc statistical techniques include the following: the 
Harman’s one-factor test unmeasured latent method factor technique, the correlation- 
based marker variable technique, the CFA marker technique regression-based marker 
variable technique, the instrumental variable technique, the directly measured latent 
method factor technique, and the measured response style technique.
The most widely used technique is the Harman’s single factor test (Podsakoff et 
al., 2003; Podsakoff & Organ, 1986). In this technique, researchers load their study 
variables into an exploratory factor analysis and examine the unrotated factor solution. If 
CMV is present, then a single factor will emerge or one factor will account for most o f 
the variance. An alternative to this technique is to input all variables into a CFA model to 
see if a single factor emerges (Podsakoff et al., 2003; Malhotra et al., 2006). This 
technique has several drawbacks. The first is that it only detects and does not correct for 
CMV (Podsakoff et al., 2003). Further, it has been shown to be insensitive at detection 
because if a common factor emerges, then you may have CMV or you may have a 
construct that is lacking in discriminant validity or a causal relationship. In addition, the 
technique is not able to detect moderate or small levels o f CMV. It is also unlikely that a 
single factor will emerge as there has been little support for the noncongeneric view of
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CMV and the failure to find a single factor does not necessarily indicate that the data is 
CMV free. In addition, as the number o f substantive latent factors increase, it becomes 
less likely that a single factor will be able to account for variance (Malhotra et al., 2006). 
Due to these limitations and in spite o f its wide use, researchers do not recommend this 
technique (e.g. Lindell & Whitney, 2001; Podsakoff & Organ, 1986; Malhotra et al.,
2006; Podsakoff et al., 2003).
Using the unmeasured latent method factor technique researchers add a first-order 
method factor into a structural equations model with the only purpose o f indicating 
shared variance (Podsakoff et al., 2012). The advantages include the following: no 
specific factor is needed; the effect is modeled at the measurement level rather than latent 
level; and there is no requirement for the method effect to be equal or noncongeneric. 
Some of the disadvantages include the following: the unmeasured factor may reflect 
CMV as well as unhypothesized variances due to actual construct relationships 
(Richardson et al., 2009); it can cause identification problems if the ratio o f indicators to 
substantive constructs is low; and it is based on the assumption that the method factor 
does not interact with the trait factors. Most o f the literature that has found support for the 
biasing influence o f CMV used this technique, thus bringing into question the validity of 
studies that have found support for CMB (e.g. Biderman et al., 2011; Cote & Buckley,
1987; Gorrell et al., 2011). Despite its use in the literature, recent empirical research has 
not supported the efficacy of this procedure, as it is likely to find CMV when it is not 
actually present (Meade et al., 2007; Richardson et al., 2009; Conway & Lance, 2010).
A third statistical technique is the correlation-based marker technique (Lindell & 
Whitney, 2001). In this approach, the researcher first identifies a theoretically unrelated
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marker variable. Next, the researcher uses the smallest correlation between the marker 
variable and substantive variables as the estimate of method bias. Third, the researcher 
adjusts the zero-order correlations between substantive variables by the estimate and 
divides by the quantity o f 1 minus the estimate. The researcher then examines whether 
the resulting partial correlation differs from zero. If the partial correlation is significant, 
then the relationship holds even after controlling for method bias. Next, the researcher 
partials out the smallest observed correlation to obtain a corrected measure. In other 
words, an estimate of CMV can be identified if at least one correlation between the 
constructs should be zero, which can be accomplished by including a single variable that 
is theoretically unrelated to the substantive variables.
Some authors have used the correlation based marker technique using a post hoc 
marker by selecting the lowest correlation from the existing substantive variables as 
described by Lindell and Whitney (2001). Researchers have used this technique of 
correction because of it is relatively easy to implement (Podsakoff et al., 2012; Lindell & 
Whitney, 2001). Yet, if the post hoc marker variable chosen does not share the same 
measurement characteristics as the substantive variables (e.g., measured on a Likert 
scale), then it cannot accurately measure CMB and instead functions as a measure of 
some other effect. The most significant disadvantages to this technique are that it 
assumes equal effects o f the marker variable on every substantive variable and that 
method bias only causes inflation o f relationships. This can be problematic because most 
of the studies that have found support for the existence o f CMV/CMB have supported the 
congeneric perspective and method effects do not always cause inflation. Some other 
disadvantages o f the technique include the following: it ignores measurement error that
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could reduce the correlations between the marker variable and substantive variables; it 
controls for bias at a scale rather than item level; and it assumes the marker variable does 
not interact with the substantive variable (Podsakoff et al., 2012). Research is 
inconclusive as to whether most authors using this technique do not find evidence of 
CMV because it truly does not exist, because it is unlikely the research will be published 
if CMV is found, or because the technique is ineffective at detecting CMV (Richardson et 
al., 2009; Williams et al., 2003).
The next statistical technique was developed to remedy some o f the concerns with 
the correlational marker technique. The CFA (confirmatory factor analysis) marker 
technique (Williams et al., 2010) requires the researcher to use a series of marker 
variables that share measurement characteristics with substantive variables and to run 
latent variable models comparing relative fit. Some o f the advantages of this technique 
include the following: it models method bias at indicator level rather than construct level; 
it provides a statistical test of the method bias based on model comparisons; and it 
permits a test o f whether the method biases affect all measures equally (Podsakoff et al., 
2012; Williams et al., 2010). One significant disadvantage to this technique is that it does 
not identify nature o f the method bias, thus the conceptual meaning o f the method factor 
is ambiguous. Other disadvantages include the following: it places no constraints on the 
relationships of the marker variables to each other; its results may be susceptible to the 
specific variables used as indicators; and its the use of estimations from a specified model 
may not provide correct standard errors and goodness o f fit statistics (Podsakoff et al., 
2012). One critical aspect of this technique is the proper selection of the marker variable 
(Richardson et al., 2009). A review o f published research using marker variables
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indicates that authors choose a wide variety o f markers, many o f which are not suitable 
for CMV detection (Simmering et al., under review). This may be one o f the reasons 
why, in spite of the CFA marker technique receiving support in the literature as the most 
accurate at properly detecting CMV, it has been the least frequently employed by 
researchers (Richardson et al., 2009; Simmering et al., under review; Malhotra et al., 
2006).
A fifth statistical remedy is the regression based marker technique in which you 
use marker variables that are uncorrelated with the substantive variables and are 
susceptible to method bias (Siemsen et al., 2010). The regression based marker technique 
has the same advantages and disadvantages as the correlational marker variable technique 
in that it ignores measurement error, controls for bias at the scale rather than item level, 
and assumes the method factor does not interact with substantive variables. Further, this 
technique only controls for a single method factor and it is unclear that the additional 
marker variables are actually capturing method variance and not something else 
(Podsakoff et al., 2012; Siemsen et al., 2010).
A sixth statistical remedy is the instrumental variable technique. Using this 
technique, the presence o f a method factor will cause a structural error term for the 
equation to be correlated with the predictor (Podsakoff et al., 2012). This technique 
developed by Antonakis et al. (2010) violates the assumption o f several estimation 
techniques and results in bias because it uses an exogenous predictor as an endogenous 
predictor. In other words, a predictor that is presumed to be external to the hypothesized 
relationship is based on a predictor internal to the relationship. In this technique, 
instrumental variables are added to the model and then the effect o f the predictor on the
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criterion is estimated using two-stage least squares. This technique has the advantage of 
providing a solution when one cannot identify or directly measure a method factor, but 
requires the researcher to accurately identify independent variables that are related to the 
endogenous predictor but not the structural error term which may prove quite difficult for 
researchers to do (Podsakoff et al., 2012; Antonakis et al., 2010).
The directly measured latent method technique is a procedural remedy that may 
be used when the researcher knows the potential source o f method bias and has a measure 
for it (Podsakoff et al., 2012). Examples of directly measured latent methods include 
positive/negative affect, perceived awareness o f the research hypothesis, and social 
desirability. Potential advantages of this technique are that it unambiguously identifies 
the source o f the method bias, controls for measurement error, models the effects o f the 
biasing factor at the item rather than construct level, and does not constrain the effects o f 
the method factor (Podsakoff et al., 2012; Williams & Anderson, 1994). The most 
significant disadvantage of this technique is that it requires researchers to anticipate 
sources o f method bias a priori and include measures o f those sources in their data 
collection. It also assumes that the method factor does not interact with the substantive 
construct (Podsakoff et al., 2012; Bagozzi & Yi, 1990). This approach is recommended 
whenever possible as it allows for a direct measure o f the method effects (Podsakoff et 
al., 2012).
The final statistical technique for correction is the measured response style 
technique (Weijters et al., 2010). Using this technique, a researcher systematically 
measures common response styles and partials out their effects on responses. While the 
technique requires the researcher to take several steps and is more involved than some of
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the other procedures, it has several advantages over them. First, it requires that a relevant 
item population that does not form a meaningful nomological network be identified and a 
random sample taken. This could be a random sample o f items from the survey 
conducted. It is recommended that researchers include a minimum of three sets o f five 
items each. Next, the random sample of items using the same scale format as other survey 
items are inserted as buffer items between the scales of substantive interest. This 
technique can provide a measure o f the most common response styles, such as 
acquiescence, disacquiescence, extreme response style, and midpoint response style 
(Weijters et al., 2008). For each set of response styles, the author obtains measures and 
uses them as indicators of the latent response style construct. The items selected for 
response style bias must be independent o f the substantive variables; that is, there should 
be no theoretical reason why the responses should relate. Researchers need to ensure that 
they assess a complete profile o f response biases because it may not be possible to know 
a priori which response style will be most prevalent (Weijters et al., 2010) and ad hoc 
selection o f variables has been found to be less than optimal (De Beuckelaer et al., 2010). 
This statistical technique is recommended by researchers (Podsakoff et al., 2012); 
however, the requirement to include so many additional items in a survey may not be 
feasible in some research surveys.
The intent o f procedural and statistical remedies is that while there are many 
choices, researchers should fit the remedies to the specific research questions and 
recognize that there is no “one technique fits all” approach. Regardless of the 
technique(s) employed, the end goal is to ensure that the results are valid and that method 
biases cannot account for a rival explanation of the study results. The best approach may
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be to identify one or more potential sources of method bias, include them as 
manipulations in the study design, and test whether the hypothesized causes o f CMV hold 
across conditions (Podsakoff et al., 2012; Brannick et al., 2010).
M anipu lation  o f  CMV and H ypotheses
As detailed in the previous section, CMV is the result of method biases and there 
are several procedural and statistical techniques that may decrease its occurrence and 
biases. In this dissertation, two presumed causes of CMV will be studied: implicit 
theories and demand characteristics. Implicit theories indicate that respondents make 
logical connections among survey scales and respond more consistently than two 
different respondents would, thereby inflating substantive relationships. Demand 
characteristics indicate that respondents feel they must respond to items in a particular 
way due to researcher demand or the item wording. These responses are more likely to be 
overall positive and consistent with researcher expectations. This study proposes to 
examine these sources o f CMV from an experimental standpoint by attempting to 
manipulate them using control and experimental conditions. CMV can be approached by 
experimental manipulation because you can randomly assign one group to which you 
apply a manipulation using a remedial technique and one to which no remedial technique 
is applied (Kerlinger & Lee, 2000). By comparing the groups, one can determine 
whether there is a significant difference, which would indicate that the remedy was either 
effective or ineffective. See Figure 2.1 for a graphical depiction of the experimental 
design.
In experimental design, there are two types o f straightforward manipulation: 
stimulus and instructional (McBride, 2012). With stimulus manipulation, different
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experimental conditions use different stimuli, such as positive versus negative item 
wording or the presence or absence of a particular variable. If the respondent encounters 
the different stimuli, then their behavior, interpretation, or response is posited to change 
accordingly. Different stimuli can include a different person providing direction, a 
different context o f measurement, or a different format o f testing. In other words, 
stimulus manipulation involves exposing the respondents to different environmental or 
contextual stimuli and gauging their reactions to those stimuli. With instructional 
manipulation, different experimental groups are given different instructions, such as how 
to respond to survey items. In this way, instructional manipulation is similar to the cover 
story technique previously mentioned. The cover story technique may include a false 
purpose or incentive to fake (e.g. Robie, 2006; Ziegler & Buehner, 2009), or obscure the 
purpose o f the study (e.g. Aronson et al., 1998; Zeigler & Buehner, 2009; Birkeland, 
Manson, Kisamore, Brannick, & Smith, 2006; Castille & Simmering, 2013; Ziegler,
2011). Instructional manipulation is targeted more towards cognitive processes and 
biases, whereas stimulus manipulation is targeted more towards reactions. In other 
words, instructional manipulations address how a person approaches a situation, while 
stimulus manipulations address what they do or how they interact with particular contexts 
or stimuli.
In the first experimental condition, instructional manipulation via a cover story 
will be applied to determine whether this procedural remedy influences results (Aronson 
et al., 1998; Podsakoff et al., 2012). The control group will receive traditional 
instructions implying that all o f the items may be related because they are in the same 
study. One experimental group will receive instructions that the items are a collection of
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several researchers’ items and the items are not related, i.e. CMV reducing instructions. 
Another experimental group will receive instructions that many o f the items are highly 
related, i.e. CMV inducing instructions. In this way, a demand characteristic is 
introduced that should either increase or decrease the respondents reliance on implicit 
theories and increase or reduce psychological separation of the variables. If the 
respondents are relying on implicit theories in their answers in the control condition, then 
the introduction o f a cover story should increase or decrease the presence o f CMV. If the 
respondents are not relying on implicit theories in their answers in the control condition, 
then the procedural remedy of a cover story will have no effect.
H I: The CMV reducing experimental manipulation in comparison to control 
conditions will result in:
(a) Weaker effect sizes
(b) Weaker relationships to marker variables
H2: The CMV inducing experimental manipulation in comparison to control 
conditions will result in:
(a) Stronger effect sizes
(b) Stronger relationships to marker variables
In addition to the instructional manipulation, two different types o f stimulus 
manipulation intended to influence CMV will be used, including: communication 
medium and proximal separation. One proposed remedy for CMV is to vary methods for 
data collection, such as different tests, testing scenarios, or supervision (Ziegler, 2011). 
For the first stimulus manipulation, an application o f written versus verbal 
communication medium for the delivery o f instructions will be employed. The inclusion
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of the video delivery o f instruction as an experimental manipulation is based upon media 
richness theory (Daft & Lengel, 1986; Daft & Lengel, 1984). According to this theory, 
information richness refers to the amount o f information a medium is capable of 
conveying and the ability o f the information to communicate the message (Daft &
Lengel, 1986). Communication media vary in their ability to convey rich information 
(Daft & Lengel, 1984). In other words, some forms of communication have a greater 
ability to ensure the accurate communication o f information than others do. In order of 
decreasing media richness, communication methods are as follows: (1) face-to-face; (2) 
telephone; (3) memos and letters; (4) impersonal written documents; and (5) letters. 
Face-to-face communication is considered the richest because it allows multiple modes o f 
communication via body language, tone of voice, and message content, thus it has 
additional contextual cues to aid the recipient in the correct interpretation of the message. 
In this manner, video communication should be similar. Although it does not allow for 
the opportunity of two-way communication, it should still increase the presence o f the 
researcher and the likelihood o f the respondent to respond in a manner that is consistent 
with researcher expectations (Ziegler, 2011). Previous research indicates that the 
provision of video instructions versus traditional written instruction creates significant 
improvement in motivation in terms o f attention and better recall o f instructions (Choi & 
Johnson, 2005). In this manner, the communication medium of instructional delivery is a 
way of manipulating demand characteristics. It is a form o f stimulus rather than 
instructional manipulation because the instructions given in the video are no different 
from the instructions given in writing, only the delivery medium (stimulus) changes. If 
communication medium stimulus can be introduced that either increases or decreases the
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influence o f demand characteristics or reliance upon implicit theories, then the groups 
can be compared and the levels o f CMV can be assessed. If there is no difference in the 
experimental groups, then the introduction o f this CMV manipulation had no effect. If 
there is a significant difference in the experimental groups, then the delivery stimuli 
introduced significant CMV.
H3: Video instructions versus written instructions will result in:
(a) Stronger effect sizes
(b) Stronger relationships with marker variables
Another method of stimulus manipulation that will be employed is the use of 
proximal separation. As detailed previously, proximal separation works by using either 
item randomization or filler scales to reduce the salience o f item relatedness and recall of 
previous responses. For this manipulation, randomization of items will be employed in 
the experimental group and traditional item order will be used in the control group. This 
manipulation is purely to detect the use o f implicit theories in item response as the 
demand characteristics and other experimental conditions to which the respondents are 
exposed will be the same. In other words, the respondents will receive the same 
instructions, either video or written that the items are/are not related, regardless of 
proximal separation treatment group. In theory, increasing the proximal separation of 
variables should reduce CMV.
H4: The use of proximal separation versus no proximal separation will result
in:
(a) Weaker effect sizes
(b) Weaker relationships with marker variables
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H5: Measures of presumed causes o f CMV will have stronger effect sizes in
CMV inducing conditions versus reducing conditions.
(a) Social desirability will have stronger effect sizes with the substantive 
variables in the CMV inducing conditions than in the CMV reducing 
conditions
(b) Negative affect will have stronger effect sizes with the substantive 
variables in the CMV inducing conditions than in the CMV reducing 
conditions.
(c) Positive affect will have stronger effect sizes with the substantive 
variables in the CMV inducing conditions than in the CMV reducing 
conditions.
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Figure 2.1 Experimental Model
CHAPTER THREE
METHODOLOGY
The objective o f this chapter is to identify the methods that were used to 
experimentally manipulate and empirically test the hypotheses put forth in Chapter Two. 
The chapter is divided into three sections: (1) experimental design, (2) operationalization 
of the research variables, and (3) plan for statistical analyses.
Experimental Design
Experimental Objectives
The focus o f this study was to determine the efficacy o f remedial procedures to 
prevent CMV/CMB. As detailed in the previous chapter, there are a number of presumed 
design characteristics that influence CMV; however, most have received little empirical 
attention addressing their efficacy at influencing the biasing effects o f CMV. The 
purpose o f this experiment was to evaluate proposed a priori CMV remedies to assess 
their influence and usefulness. The experiment attempted to manipulate sources of CMV 
using control and treatment groups. By comparing the groups, one can determine whether 
there was a significant difference, which would indicate that the remedy was either 
effective or ineffective. There were twelve potential experimental groups including the 
control group. The experiment will employ a 3 x 2 x 2 design. For the analysis, the
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experimental groups were collapsed based upon similarity o f treatments and the research 
question being examined in order to isolate experimental effects more effectively.
Sources o f Variation
This study was designed to include three treatment factors, namely “psychological 
separation,” “instructional medium,” and “proximal separation.” The levels o f these 
treatment factors were such that the respondents encountered one o f twelve survey 
treatments based on a combination of the three factors. Traditional survey method 
employing traditional item order with written instructions was designed as the main 
control condition.
At the beginning o f the survey, the respondents were randomly assigned to one of 
two treatments: traditional survey method or randomized items. In the traditional survey 
method, items and scales were presented in the standard format giving predictors and 
criterion in their causal order. In the proximal separation treatment, items for the survey 
were randomized. The use of randomization is similar to item counterbalancing as a 
procedural remedy and is aimed at reducing order, cognitive, and context effects 
(Podsakoff et al., 2003; Dillman, Smyth, & Christian, 2009). In surveys, early response 
options may be processed more deeply and may be more likely to be accurately because 
the respondent’s mind becomes more cluttered or fatigued from information as the survey 
continues. Randomization functions, not to eliminate the order effects, but to average 
them out such that any effects due to the item’s placement are cancelled out by the same 
item appearing at a different point to other respondents (Dillman et al., 2009).
After this assignment, participants were randomly assigned to receive their 
instructions under one o f two conditions: either video instructions or written. The video
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instructions were intended to simulate a richer media format in order to create a stronger 
likelihood of social desirability, motivation, and attempts to please the researcher (Choi 
& Johnson, 2005). Participants in the control group were told a traditional set o f survey 
instructions “In this study you will be asked to respond to several statements about your 
work and behaviors. The purpose o f this study is to examine the relationships among a 
variety o f workplace behaviors.” Participants in the treatment groups were told 
instructions intended to obscure the study purpose. Participants in the first experimental 
group were told the following set of instructions intended to increase CMV in response: 
“In this study you will be asked to respond to several statements about your work and 
behaviors. The purpose o f this study is to verify the strong relationships that have been 
found by previous researchers.” Participants in the second experimental group were told 
the following set o f instructions: “In this study you will be asked to respond to several 
statements about your work and behaviors. Several researchers have contributed items to 
this survey for separate purposes, so the questions should not be related. There is no right 
or wrong answer, so please respond as accurately and honestly as possible.” As a 
manipulation check, after encountering the instructions, the participants were asked: 
“Which of the following correctly describes the purpose o f this study?” The respondents 
had three response options: (a) The purpose o f this study is to examine the relationships 
among workplace behaviors. As such, there is a clear purpose to this study; (b) Separate 
researchers built the content of this survey for separate purposes and the questions may or 
may not be related. As such, there is no clear purpose for this study; or (c) The purpose 
of this study is to verify the strong relationships that exist among workplace behaviors.
As such, there is a clear purpose to this study. To participate in the survey, respondents
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must have correctly selected either (a) for the control condition or (b) for the first 
experimental condition or (c) for the second experimental condition.
Those participants who receive traditional instructions with no proximal 
separation were considered the control group for evaluating inducing versus reducing 
instructions. The group who received CMV inducing instructions and no proximal 
separation was considered the CMV inducing group. The group who received CMV 
reducing instructions with proximal separation was considered the CMV reducing group. 
The CMV reducing group is intended to mimic studies that employ multiple a priori 
techniques to reduce CMV. The CMV inducing group is intended to mimic studies that 
no a priori techniques aimed at reducing CMV are employed. In other words, the intent 
is to compare the two extremes. The groups were also compared based upon video 
versus written instructions, regardless o f item order, and random versus traditional item 
order, regardless o f video versus written instructions.
O pera tionaliza tion  o f  the R esearch  V ariab les 
The research variables that were selected for this survey are those that previous 
studies and or meta-analyses have found to be susceptible to CMV effects (e.g. Moorman 
& Podsakoff, 1992; Kline et al., 2000; Podsakoff et al., 2003; Lance et al., 2009;
Williams et al., 2010). The measures included in this study were pro-active personality, 
organizational commitment, organizational citizenship behaviors, perceived 
organizational support, core self-evaluations, job satisfaction, leader member exchange, 
affective trust, supervisory procedural justice, interpersonal deviance, and taking charge. 
Two presumed causes of CMV that can be directly measured were included: 
positive/negative affect and social desirability. In addition, two marker variable scales
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were used to assess CMV: attitudes toward the color blue and attitudes toward private 
label brands.
Proactive personality is a stable disposition o f a person to take “personal initiative 
in a broad range o f activities and situations” (Seibert, Kraimer, & Crant, 2001). A person 
with a proactive personality tends to be unconstrained by situational forces and attempts 
to create environmental changes; these people seek opportunities, show initiative, and try 
to bring meaningful positive change to their environments (Marler, 2008; Fuller &
Marler, 2009). Proactive personality may be subject to social desirability bias and 
positive and negative affect. However, it is important to note that this variable may be 
theoretically related to those constructs as those who have positive affect or are prone to 
socially desirable responding may view making positive change as desirable and be more 
likely to have or indicate having a proactive personality. The proactive personality 
measure used included 10 items adapted from Bateman & Crant (1993). The measure 
included a 7-point Likert scale with l=strongly disagree and 7=strongly agree. It has 
previously been assessed in only a few CMV studies (Fuller & Marler, 2009; Castille & 
Simmering, 2013). See Table 3.1.
Table 3.1 Items for Proactive Personality
1. I am constantly on the lookout for new ways to improve my life.
2. Wherever I have been, I have been a powerful force for constructive change.
3. Nothing is more exciting than seeing my ideas turn into reality.
4. If I see something I don’t like, I fix it.
5. No matter what the odds, if I believe in something I will make it happen.
6. 1 love being a champion for my ideas, even against others’ opposition.
68
Table 3.1 (Continued)
7. I excel at identifying opportunities.
8. I am always looking for better ways to do things.
9. If I believe in an idea, no obstacle will prevent me from making it happen.
10.1 can spot a good opportunity long before others can.
Organizational commitment is the “relative strength of an individual’s 
identification with and involvement in a particular organization” (Porter, Steers,
Mowday, & Boulain, 1974, p. 604). It was measured with a shortened 9-item scale 
(Mowday, Steers, & Porter, 1979). The measure includes a 7-point Likert scale with 
l=strongly disagree and 7=strongly agree. Organizational commitment may be related to 
positive or negative affect and socially desirable responding as individuals who are more 
positive about their interactions or are more likely to engage in socially desirable 
behaviors may indicate or experience higher levels o f commitment. It has previously 
been assessed in several CMV studies (Kline et al., 2000; Moorman & Podsakoff, 1992; 
Biderman et al., 2011; Podsakoff et al., 2012). See Table 3.2 for scale items.
Table 3.2 Items for Organizational Commitment
1. I am willing to put in a great deal o f effort beyond that normally expected in order to 
help this organization be successful.
2. I talk up this organization to my friends as a great organization to work for.
3. I would accept almost any types of job assignment in order to keep working for this 
organization.
4. I find that my values and the organization’s values are very similar.
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Table 3.2 (Continued)
5. I am proud to tell others that I am part o f this organization.
6. This organization really inspires the very best in me in the way o f job performance.
7. I am extremely glad that I chose this organization to work for over others I was 
considering at the time I joined.
8. I really care about the fate o f this organization.
9. For me, this is the best of all possible organizations for which to work.
Organizational citizenship behaviors (OCB) are functional, prosocial behaviors 
that are directed at individuals, a group, or an organization that are not a stated part o f the 
job description and do not result in direct reward or punishment (Schnake, 1991). It was 
measured using a 21-item 5-point Likert scale with l=strongly disagree and 5=strongly 
agree (Williams & Anderson, 1991). It has been assessed in multiple CMV studies 
(Kline et al., 2000; Podsakoff et al., 2012). The scale includes measures o f OCB directed 
towards the organization (OCBO), organizational citizenship behavior directed towards 
individuals (OCBI), and in-role behavior (JRB). Organizational citizenship behaviors 
may also be related to positive and negative affect and socially desirable responding as 
individuals who are more positive or engage in socially desirable behaviors may be more 
likely to engage in OCBs. See Table 3.3 for scale items.
Table 3.3 Items for Organizational Citizenship Behaviors
Items for OCBI:
1. Helps others who have been absent
2. Helps others who have heavy work loads
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Table 3.3 (Continued)
3. Assists supervisor with his/her work (when not asked)
4. Takes time to listen to co-workers’ problems and worries
5. Goes out o f way to help new employees
6. Takes a personal interest in other employees
7. Passes along information to co-workers 
Items for OCBO:
1. Attendance to work is above the norm
2. Gives advance notice when unable to come to work
3. Takes undeserved work breaks (R)
4. Great deal o f time spent with personal phone conversations (R)
5. Complains about insignificant things at work (R)
6. Conserves and protects organizational property
7. Adheres to informal rules devised to maintain order 
Items for IRB:
1. Adequately completes assigned duties
2. Fulfills responsibilities specified in job description
3. Performs tasks that are expected o f him/her
4. Meets formal performance requirements o f the job
5. Engages in activities that will directly affect his/her performance
6. Neglects aspects o f the job he/she is obligated to perform (R)
7. Fails to perform essential duties (R)
Items denoted with (R) are reverse scored.
71
Perceived organizational support (POS) is an employee’s belief as to the extent to 
which their employer “values their contributions and cares about their well-being” 
(Eisenberger, Huntington, Hutchison, & Sowa, 1986, p. 501). Perceived organizational 
support was measured with a shortened 9-item 7-point Likert with 1 =strongly disagree 
and 7=strongly agree. It has previously been assessed for CMV (Kline et al., 2000). 
Positive and negative affect and social desirability may be related to perceived 
organizational support in that employees who are positive may be more likely to feel 
supported. It was expected to be less correlated to social desirability because the item is 
a reflection o f a measure that is less personal to the respondent, thus there is less 
motivation to engage in socially desirable responding. See scale items in Table 3.4.
Table 3.4 Items for Perceived Organizational Support
1. The organization strongly considers my goals and values.
2. Help is available from the organization when I have a problem.
3. The organization really cares about my well-being.
4. The organization is willing to extend itself in order to help me perform my job to the 
best o f my ability.
5. Even if I did the best job possible, the organization would fail to notice. (R)
6. The organization cares about my general satisfaction at work.
7. The organization shows very little concern for me. (R)
8. The organization cares about my opinion.
9. The organization takes pride in my accomplishments at work.
Items denoted with an (R) are reverse scored.___________________________________
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Core self-evaluations (CSE) are the fundamental appraisals that an individual 
holds about himself and is comprised o f self-esteem, generalized self-efficacy, emotional 
stability, and locus o f control. Core self-evaluations were measured using a 12-item, 5 
point Likert scale with l=strongly disagree and 7=strongly agree (Judge, Erez, Bono, & 
Thoresen, 2003). It has previously only been examined in two studies for CMV as a full 
construct (Johnson et al., 2011; Judge et al., 2003); however, the individual scale 
components have been examined multiple times (Moorman & Podsakoff, 1992; 
Podsakoff et al., 2012; Lance et al., 2009). Core self-evaluations are likely to be 
influenced by both positive and negative affect and social desirability in that positive 
individuals are more likely to have positive assessments o f themselves and society 
expects people to view themselves in a positive way. See Table 3.5 for items.
Table 3.5 Items for Core Self-Evaluations
1. I am confident I get the success I deserve in life.
2. Sometimes 1 feel depressed. (R)
3. When I try, I generally succeed.
4. Sometimes when I fail, I feel worthless. (R)
5. I complete tasks successfully.
6 . Sometimes, I do not feel in control o f my work. (R)
7. Overall, I am satisfied with myself.
8 . I am filled with doubts about my competence. (R)
9. I determine what will happen in my life.
10 .1 do not feel in control of my success in my career. (R)
11. I am capable o f coping with most of my problems.
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Table 3.5 (Continued)
12. There are times when things look pretty bleak and hopeless to me. (R)
Items with an (R) are reverse scored.
Job satisfaction is an individual’s general feelings toward their job or aspects of 
their job (Cammann, Fichman, Jenkins, & Klesh, 1983). Job satisfaction was measured 
using a 3-item 7 point Likert scale where l=strongly disagree and 7=strongly agree. It 
has been previously examined for CMV effects in several studies (Kline et al., 2000; 
Simmering et al., under review; Podsakoff et al., 2012; Moorman & Podsakoff, 1992; 
Johnson et al., 2011; Lance, Dawson, Birkelback, & Hoffman, 2010; Yang, Mossholder, 
& Peng, 2009). Job satisfaction should be more strongly related to positive and negative 
affect than social desirability because job satisfaction is a reflection of the individual’s 
feelings about their job rather than a more personal internal perception. In addition, 
positive individuals are more likely to feel satisfied with their job than negative 
individuals are. See Table 3.6 for scale items.
Table 3.6 Items for Job Satisfaction
1. All in all, I am satisfied with my job.
2. In general, I don’t like my job. (R)
3. In general, I like working here.
Items denoted with (R) are reverse scored.
Leader member exchange (LMX) focuses on the relationship between supervisors 
and subordinates, assuming that the quality o f the relationship influences subordinate’s 
experience and attitudes towards the organization, therefore, positive LMX improves
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performance (Liden & Graen, 1980). LMX (a=.92) was captured using Liden and 
Graen’s (1980) 7-item measure. Items are on a multiple 5-point Likert response scale 
(Graen & Uhl-Bien, 1995) LMX has been assessed for CMV in several studies (Baltes et 
al., 2002; Podsakoff et al., 2012; Williams et al., 2010; Simmering et al., under review). 
Positive and negative affect should be more strongly related to LMX than social 
desirability because it reflects a measure that is external to the employee’s perceptions of 
self. There is less personal stake, but positive individuals are more likely to perceive 
their interactions with their supervisors positively. See Table 3.7 for scale items.
Table 3.7 Items for LMX
1. Do you know where you stand with your leader . . .  do you usually know how 
satisfied your leader is with what you do? (Does your member usually know)
(1) Rarely, (2) Occasionally, (3) Sometimes, (4) Fairly Often, (5)Very Often
2. How well does your leader understand your job problems and needs?
(1) Not a Bit, (2) A Little, (3) A Fair Amount, (4) Quite a Bit, (5) A Great Deal
3. How well does your leader recognize your potential?
(1) Not at All, (2) A Little, (3) Moderately, (4) Mostly, (5) Fully
4. Regardless of how much formal authority he/she has built into his/ her position, what 
are the chances that your leader would use his/ her power to help you solve problems 
in your work?
(1) None, (2) Small, (3) Moderate, (4) High, (5) Very High
5. Again, regardless of the amount o f formal authority your leader has, what are the 
chances that he/she would “bail you out,” at his/her expense?
(1) None, (2) Small, (3) Moderate, (4) High, (5) Very High
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T ab le  3 .7  (C o n tin u ed )
6 . I have enough confidence in my leader that 1 would defend and justify his/ her 
decision if he/she were not present to do so.
(1) Strongly Disagree, (2) Disagree, (3) Neutral, (4) Agree, (5) Strongly Agree
7. How would you characterize your working relationship with your leader?
(1) Extremely Ineffective, (2) Worse Than Average, (3) Average, (4) Better Than 
Average, (5) Extremely Effective
Trust in supervisor measures an “employees' willingness to be vulnerable based 
on expectations that the intentions, words, or actions of their supervisor can be relied 
upon” (Poon, Rahid, & Othman, 2006). It includes a cognitive and an affective 
component. It was measured using the 10 items developed by Yang and Mossholder 
(2006). Trust in supervisor has been assessed for CMV previously (Simmering et al., 
under review; Yang et al., 2009). It is expected to be related to positive and negative 
affect and social desirability because positive people should be more willing to trust and 
perceive positive results. Those who have lower levels o f social desirability or higher 
levels o f negative affect may be less likely to trust or perceive positive outcomes. See 
Table 3.8 for scale items.
Table 3.8 Items for Trust
Cognitive Trust
1. I can depend on my supervisor to meet his/her responsibilities.
2. I can rely on my supervisor to do what is best at work.
3. My supervisor follows through with commitments he/she makes.
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Table 3.8 (Continued)
4. Given my supervisor’s track record, I see no reason to doubt his/her competence.
5. I’m confident in my supervisor because (s)he approaches work with professionalism. 
Affective Trust
1. I’m confident that my supervisor will always care about my personal needs to work.
2. If I shared my problems with my supervisor, I know (s)he would response with care.
3. I’m confident that I could share my work difficulties with my supervisor.
4. I’m sure I could openly communicate my feelings to my supervisor.
5. I feel secure with my supervisor because of his/her sincerity.
Supervisory procedural justice (SPJ) is the employee’s perception o f the 
supervisor’s fairness in determining outcomes (Leventhal, 1980). It was measured using 
the four-item scale by Rupp and Cropanzano (2002). Items were measured with a 7-point 
Likert scale with 1 =strongly disagree and 7=strongly agree. SPJ has been previously 
examined for CMV (Simmering et al., under review; Yang et al., 2009). Positive and 
negative affect should be more strongly related to SPJ than social desirability as it is a 
perception o f external characteristics; therefore, the employee is less likely to feel 
motivated to modify their responses. See Table 3.9 for scale items.
Table 3.9 Items for Supervisory Procedural Justice
1. I can count on my supervisor to have fair policies.
2. Where I work, my supervisor’s procedures and guidelines are very fair.
3. My supervisor doesn’t have any fair policies. (R)
77
T ab le  3 .9  (C o n tin u ed )
4. The procedures my supervisor uses to make decisions are not fair. (R)
Items denoted by (R) are reverse scored.
Interpersonal deviance (ID) is a type o f organizational misbehavior that is directed 
towards individuals within an organization rather than the organization or organizational 
property (Robinson & Bennett, 1995). This survey used a 7-item interpersonal deviance 
scale by Bennett and Robinson (2000). Items ask the respondent how many times within 
the last year they engaged in certain behaviors. Responses are on a 7-point Likert scale 
with 1 (never), 2 (once a year), 3 (twice a year), 4 (several times a year), 5 (monthly), 6  
(weekly), 7 (daily). It was expected that ID would be more strongly related to socially 
desirable responding because deviance is considered a non-socially desirable behavior. It 
was also expected to be more strongly related to negative affect than positive because 
individuals who experience negative affect are more likely to experience the stressor 
precursors to deviant behaviors. See Table 3.10 for scale items.
Table 3.10 Items for Interpersonal Deviance
1. Made fun o f someone at work
2. Said something hurtful to someone at work
3. Made an ethnic, religious, or racial remark at work
4. Cursed at someone at work
5. Played a mean prank on someone at work
6 . Acted rudely toward someone at work
7. Publicly embarrassed someone at work
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Taking charge behavior (TC) is a form o f proactive behavior that involves an 
individual making voluntary efforts to “effect organizationally functional change with 
respect to how work is executed within the contexts o f their jobs, work units, or 
organizations” (Morrison & Phelps, 1999,403). It was measured using a 10-item 5-point 
Likert scale where l=strongly disagree and 5=strongly agree. Taking charge behavior is 
likely to be positively related to positive affect and negatively related to both social 
desirability and negative affect. Individuals who are positive and confident in themselves 
are more likely to promote positive change in their environments. While the behavior 
may be socially desirable, individuals who engage in socially desirable responding may 
be less likely to engage in TC because it requires going against what is considered 
acceptable in order to effect change. The items for TC can be found in Table 3.11.
Table 3.11 Items for Taking Charge
1. I often try to adopt improved procedures for doing my job.
2. I often try to change how my job is executed in order to be more effective'.
3. I often try to bring about improved procedures for the work unit or department.
4. I often try to institute new work methods that are more effective for the company.
5. I often try to change organizational rules or policies that are nonproductive or 
counterproductive.
6 . I often make constructive suggestions for improving how things operate within the 
organization.
7. I often try to correct a faulty procedure or practice.
8 . I often try to eliminate redundant or unnecessary procedures.
9. I often try to implement solutions to pressing organizational problems.
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T ab le  3.11 (C o n tin u ed )
1 0 . 1 often try to introduce new structures, technologies, or approaches to improve 
efficiency.
Social desirability is a measure o f the tendency to select responses that are 
socially approved (Moorman & Podsakoff, 1992; Nunnally & Bernstein, 1994). This 
survey used the 11-item Balanced Inventory o f Desirable Responding (BIDR) scale 
(Paulhus et al, 2003). The BIDR scale intends to measure two aspects o f social 
desirability, an intentional form, impression management, and an unintentional form, 
self-deceptive enhancement. Given the experimental manipulations, it would be expected 
that the impression management items will have a greater magnitude o f change than the 
self-deceptive enhancement items. See Table 3.12 for scale items.
Table 3.12 Items for BIDR Social Desirability Scale
Impression Management:
1. I am always courteous, even to people who are disagreeable.
2. Once in a while, I laugh at a dirty joke.
3. I sometimes try to get even, rather than forgive and forget.
4. I always apologize to others for my mistakes.
5. Sometimes at elections, I vote for candidates I know little about.
6 . I am sometimes irritated by people who ask favors o f me.
Self-Deceptive Enhancement:
1. People often disappoint me.
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T ab le  3 .12  (C o n tin u ed )
2. Life is a strain for me most o f the time.
3. 1 worry quite a bit over possible misfortunes.
4. I have several times given up doing something because I thought too little o f my 
ability.
5. In a group o f people, I have trouble thinking o f the right things to talk about.
The positive affect and negative affect (PANAS) scale designed by Watson et al. 
(1988) was used to measure positive and negative affect or the likelihood that one will 
have a positive or negative worldview. Items ask respondents how they generally feel in 
order to assess trait levels rather than state levels. Responses are on a 5-point scale: very 
slightly or not at all (1), a little (2), moderately (3), quite a lot (4), extremely (5). The ten 
positive items are averaged to create a scale o f positive affect, and the 1 0  negative items 
are averaged to create a scale o f negative affect. See Table 3.13 for scale items.
Table 3.13 Items for Positive and Negative Affect Scale (PANAS)
Positive Affect
1. Interested
2. Excited
3. Strong
4. Enthusiastic
5. Proud
6 . Alert
7. Inspired
8 . Determined
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Table 3.13 (Continued)
9. Attentive
10. Active 
Negative Affect
11. Distressed
12. Upset
13. Guilty
14. Scared
15. Hostile
16. Irritable
17. Ashamed
18. Nervous
19. Jittery
20. Afraid_____________________________________________________________________
The proper selection o f marker variable scales a priori is essential because it 
serves as a proxy for method variance. In order to be a proper marker variable, the 
respondent must be triggered to use the same psychological influences as in forming their 
answers to substantive survey items (Lindell & Whitney, 2001). To be effective, the 
marker variable must be perceptual, similar in format to the substantive variables, and 
theoretically unrelated to the substantive variables. Therefore, any variance accounted for 
by the marker is not substantive variance, but can be attributable to method variance. If 
the marker variable is not perceptual in nature, it cannot capture the underlying response 
factors. Further, if the marker variable can be theoretically related to the study variables, 
then any variance shared could be true variance and not solely attributable to method
82
variance. Two commonly used marker measures were selected for this study. Attitudes 
towards the color blue were measured using the four positively worded items from the 
scale, which was designed explicitly for use as a marker variable to measure CMV 
(Miller & Chiodo, 2008). Attitudes towards private label brands (brand attitudes) was 
used as a second marker variable scale (Burton, Lichtenstein, Netemeyer, & Garretson, 
1998). The measures included a 5 point Likert scale with l=strongly disagree and 
5=strongly agree. See Table 3.14 for the marker variable scale items.
Table 3.14 Items for Marker Variable Scales
Attitudes towards the Color Blue
1. I prefer blue to other colors.
2. I like the color blue.
3. I like blue clothes.
4. I hope my next car is blue 
Attitudes towards Private Label Brands
1. Buying private label brands makes me feel good.
2. I love it when private label brands are available for the product categories 1 purchase.
3. For most product categories, the best buy is usually the private label brand.
4. Considering value for the money, 1 prefer private label brands to national brands.
5. When I buy a private label brand, I always feel that I am getting a good deal.
Control variables are often needed because they may aid in the explanation of 
variance o f the outcome variables that are not related to the independent variables. By 
using control variables, the variance is controlled; as such, the relationships found can be
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better understood. The demographic control variables included in this study were age, 
ethnicity, employment status, and education level all o f which are frequently employed 
control variables that have been shown to have a variety o f relationships with common 
organizational scales. While this study did not specifically address control variables or 
demographic differences, they were included as a non-hypothesized research interest to 
determine whether demographic variables created differences in CMV findings.
In addition, to identify low-quality data, attention check items were used to ensure 
the respondents remained attentive throughout the survey. Three attention check items 
were randomly interspersed among the substantive questions, asking the respondent to 
mark either “Agree,” “Strongly Agree,” and “Disagree” for the answer to that particular 
item. Using these attention checks helped to ensure the quality of the data in that it 
reduced the prevalence o f random or careless responders in the final data set.
Number o f Needed Observations 
In order to be considered meaningful, the difference in the effect size needed was 
determined to be approximately .5, a medium effect size. With an a=.05, and a 
power=.70, 50 observations per treatment were needed (Cohen, 1988). With a statistical 
p o w ers80, 64 observations per treatment were needed. Therefore, the quota for the 
number o f observations to collect was between 50 and 64 per treatment condition, for a 
minimum of 600 total respondents. Due to the random assignment o f respondents to the 
groups, the final sample was uneven, with between 54 and 82 responses for each o f the 
twelve experimental conditions.
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Data Collection
The data used in this study was collected via Amazon.com’s Mechanical Turk 
(MTurk) workers, with the survey as the “Human Intelligence Task” (HIT). MTurk has 
been used as a data source in a variety o f applications (Castille & Simmering, 2013; 
Simmering et al., under review; Behrend, Sharek, & Meade, 2011; Buhrmester, Kwang,
& Gosling, 2011 and has been found to be at least as reliable as more traditionally 
collected data (Buhrmester et al., 2011). MTurk data has been found to be equivalent to 
student samples in attentive responding characteristics, more diverse in personality, 
education, and ethnicity, and more susceptible to social desirability (Behrend et al., 2011; 
Buhrmester et al., 2011). The higher level o f social desirability for the purposes o f this 
study was actually desirable, as it should have only increased the amount o f CMV in the 
data, providing ideal data for the application of remedies to reduce its bias. MTurk 
restricts workers to only those over 18 years of age who can provide a United States tax 
identification number. In addition, workers were restricted to those who were employed, 
at least part time, and lived in the U.S. Further restrictions included only those workers 
who had achieved a 97% work acceptance rate on MTurk and who had completed at least 
100 HITs.
S ta tis tica l M ethodology 
Several statistical tools were used to analyze the data. T-tests and z-tests were 
used to examine differences in treatment groups and assess social desirability and 
positive and negative affect. In order to address a post hoc research question aimed at 
eliminating alternative explanations for the findings, the three-phase comprehensive CFA 
marker technique developed by Williams, et al (2010) was used to assess CMV.
CHAPTER FOUR
ANALYSIS AND RESULTS
The primary purpose o f this study was to examine the effects o f experimental 
manipulations on CMV response styles. This chapter will provide the results o f this 
study. Chapter Five will provide a discussion o f the findings, conclusions, and 
implications that can be drawn from these results.
Demographic Characteristics o f Sample 
As noted in Chapter Three, the participants in this study were recruited from 
Amazon.com’s Mechanical Turk workers living in the United States. Workers were paid 
$ 1 . 0 0  to complete the survey and received a randomly generated code upon completion 
of the survey to receive compensation. The survey took an average of 14 minutes to 
complete. The initial number o f respondents included 1,742 individuals. Once workers 
who failed to answer the manipulation check correctly were excluded, 846 respondents 
remained. Because o f the nature of this manipulation check, more respondents than 
would be typical were excluded from continuing the survey. Based upon emails received 
by respondents who failed the initial manipulation check and those who completed the 
survey, it is likely that many MTurk workers respond to surveys based upon their own 
feelings without regard to survey instructions. In other words, the workers were not 
aware that they needed to pay careful attention to the instructions to continue. Although
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the substantial reduction in respondents could be attributed to a bad manipulation, it is 
much more likely that the respondents who were able to respond to the manipulation 
check accurately were more susceptible to CMV bias as they recognized the differences 
in the instructions. Whether the recognition o f instructional differences translated into 
differed responses is unknown since those who failed the manipulation check were not 
allowed to continue with the survey. After removing partially completed surveys and 
duplicate responses, 796 respondents remained. The final sample included 772 
respondents after removing those who had failed more than one attention check.
Demographic questions asked respondents to identify their primary racial 
affiliation. White/Caucasian respondents made up 74.4% of the total respondents, 
Asian/Pacific Islanders made up 10.1% of the respondents, and Black/African Americans 
made up 8.5% of the respondents. Hispanics/Latin Americans made up 4.7% of 
respondents, and the remaining respondents classified themselves as other (2 .1%) or 
preferred not to answer (0.3%). The average age o f the respondent was 35 years (s. d.
11.08), with the youngest respondent being 18 and the oldest being 72. The education 
level o f the respondents included 39.8% with a Bachelor’s degree, 9.1% with a high 
school diploma or GED, 8.4% with an Associate’s degree, and 16.6% with a Master’s 
degree or higher. An item asking respondent gender was erroneously omitted from the 
survey.
Descriptive Statistics
SPSS was used to calculate the means, standard deviations, Cronbach’s alpha 
reliabilities, and zero-order correlations for the sample scales. The results o f the full data 
set are presented in Table 4.1. This table shows that most o f the variables are
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statistically significantly correlated, with the exception of the markers and demographic 
variables. The exception o f the marker variables is important, as they were included as a 
measure of CMV and the reduced number o f significant correlations provides an initial 
indication that CMV was not present in the data set as a whole (Simmering et al., 
unpublished manuscript). Scales are abbreviated in the tables as follows: proactive 
personality (PP), core-self evaluations (CSE), leader member exchange (LMX), 
supervisory procedural justice (SPJ), taking charge (TC), attitudes towards the color blue 
(ACB), organizational commitment (OC), perceived organizational support (POS), job 
satisfaction (JS), interpersonal deviance (ID), attitudes towards store brands (BA), 
organizational citizenship behaviors (OCB-I, OCB-O, and OCB-IRB), impression 
management (IM), social desirability (SD), positive affect (PA), negative affect (NA), 
employment (EMP), and education (ED).
T ab le  4.1 D esc rip tiv e s  and  C o rre la tio n  T a b le
Variable Mean s.d. PP CSE LMX Trust SPJ TC ACB OC POS JS ID
PP 3.71 .62 (.89)
CSE 3.48 .69 4 9 ** (.89)
LMX 3.39 .84 .25** .40** (.91)
Trust 3.65 .90 .25** .38** .85** (.96)
SPJ 4.84 .91 .16** .35** .72** 7 9 ** (.91)
TC 3.64 .71 .57** .31** .24** 2 i** .15** (.92)
ACB 3.37 .74 .09* .04 .03 0.05 - . 0 2 .03 (.77)
OC 3.37 .89 .42** .42** 5 4 ** .58** .44** .42** . 1 0 ** (-93)
POS 3.79 .92 .32** .43** .67** 70** .59** .28** .06 .78** (.94)
JS 5.03 1.59 .29** .43** .61** .63** .54** .25** .05 7 9 ** 7 4 ** (.94)
ID 1.70 .99 . 0 2 -.09* . 0 1 -.04 -.16** 0.06 .07 -.04
*OOo1 i © 4^ (.87)
BA 3.37 .81 j ] ** .07* .07 .06 - . 0 2 .1 2 ** . 1 0 * .14** .04 .08* .06
OCB-I 3.77 .70 .36** .23** .33** .26** .2 1 ** .47** .13** .40** .32** .28** -.03
OCB-O 4.15 .58 .18** .30** .2 2 ** .18** .34** .17** .03 .2 2 ** .2 1 ** .2 2 ** . 7 5 **
OO
00
Table 4.1 (Continued)
OCB-IRB 4.37 .54 .18** .25** .2 1 ** .15** .29** .18** -.04 .1 0 ** . 1 0 ** .13** -.23**
IM 3.38 .46 .04 -.16** -.04 -0.03 -.1 2 ** .04 .03 . 0 0 -.06 -.03 .2 2 **
SD 2.73 .89 -.32 -.73** -.32** -.31** -.29** _ 2 1 ** . 0 2 -.33** -.36** -.37** .17**
PA 3.23 .90 .50** .44** .32** .26** 17** .34** .18** .43** .37** 3 7 ** .1 0 **
NA 1.46 .70 -.18 -.51** -.16** -.2 0 ** -.2 1 ** I © 00 * .09* . 2 0 ** -.23** -.2 2 ** .30**
EMP n/a n/a .07 .18* .1 0 ** .09* .04 .1 0 ** .05 .1 0 ** .08* .1 0 ** 09**
Age 34.79 11.08 _ 1 4 * * .05 . 0 0 -.04 -.03 - . 0 1 0 . 0 0 -.03 - . 0 1 . 0 1 -.18**
Race n/a n/a .09* -.05 . 0 2 .0 1 a © * .06 .09* .08* . 0 2 . 0 1 .19**
ED n/a n/a . 0 1 .05 - . 0 0 - . 0 2 - . 0 1 .09* - . 0 1 .07* .03 .06 . 0 2
OO
SO
Table 4.1 (Continued) 
Variable BA OCB-I OCB-O OCB-IRB IM SD PA NA EMP Age Race
BA (•90)
OCB-I .16** (-8 6 )
OCB-O . 0 1 .34** (.77)
OCB-IRB .04 .30** .61** (-80)
IM .08* .08* -.14*’ -0.04 (.57)
SD . 0 2 -.19** -.29** -.2 1 ” .27” (-81)
PA .14** .36** .18” .1 1 ” . 0 1 -.37” (.94)
NA .03 -.06 -.26” -.2 1 ” .14” .51” -.14” (.94)
EMP . 0 2 .03 .03 .05 - . 0 1 -.16” . 1 0 ” -.05
Age . 0 0 .09* .18” .13” -.15” -.15” .06 -.14” .09*
Race .04 . 0 1 -.18” -.19" .06 .03 .17" . 1 0 ” .04 -.17**
ED -.05 . 0 2 -.03 - . 0 1 .05 -.05 .04 .05 .1 1 ” .07 .12”
*= p<.05; **=p<.On 
N=772
Alphas are reported on the diagonal
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Independent Samples T-Tests and Z-tests
In order to assess the difference between the experimental treatment groups, 
independent samples t-tests, Fisher’s z-tests, and ANOVA were used. The first step in 
testing the hypotheses was to calculate correlation tables for the different experimental 
groups to examine whether any of the correlations changed based upon the experimental 
conditions.
To gain a better understanding o f which groups experienced significant changes 
based upon the experimental condition, Fisher’s z-test scores were calculated using the 
program provided by VassarStats.net (Lowery, 2014) to assess the significance o f the 
different correlations between each o f the two comparative conditions. Z-tests are a type 
of discriminant analysis used for testing the hypotheses that the group means o f two or 
more groups are equal (Hair, Black, Babin, & Anderson, 2010). Fisher’s z-test provides 
a transformation o f the correlation values to a normal distribution. The correlations were 
compared for each o f the treatment conditions with either the CMV control group or the 
opposing treatment. For example, the correlations between proactive personality and 
each o f the other variables in the CMV control condition were compared with the 
correlations between proactive personality and each o f the other variables in the CMV 
reducing condition to determine whether the correlations were significantly different.
The correlations across the conditions that showed a z-score value ofp<.05 are bolded in 
the correlation tables 4.1-4.5 to indicate that there was a significant difference in the 
correlations between the conditions for that particular comparison. Only a handful o f the 
measures indicated a significant difference across the conditions. The CMV reducing 
condition versus control condition showed the largest number o f significant z-score
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differences; however, of those, only a small subset changed in significance rather than 
just magnitude.
Table 4.2 shows the CMV control versus the CMV reducing condition. Based 
upon the correlations and z-tests, the scales that seemed the most susceptible to CMV 
manipulation were OCB-IRB, LMX, supervisory procedural justice, interpersonal 
deviance, and negative affect. Scales with no significant differences included taking 
charge, job satisfaction, brand attitudes, and OCB-I. Though not an explicitly stated 
research objective, this finding provided initial support for the congeneric perspective of 
CMV that all scales are not equally affected and most scales do not appear to be 
significantly affected in spite of the differences.
Table 4.3 shows the results o f the CMV control versus the CMV inducing 
conditions. The findings were similar to those o f the CMV reducing condition in that 
both LMX and OCB-IRB indicated the most significant differences. However, 
interpersonal deviance showed no significant differences across the treatment conditions. 
Other scales that showed no differences included taking charge, organizational 
commitment, job satisfaction, and OCB-O. The magnitudes o f the majority o f the 
relationships increased significantly, but most relationships did not change in 
significance. This finding also provides support for the congeneric perspective of CMV.
T ab le  4 .2  C o rre la tio n s  b e tw een  C o n tro l G ro u p  a n d  C M V  R ed u cin g  T re a tm e n t (C o n tro l V a lu e s  o n  B o tto m )
Variable PP CSE LMX Trust SPJ TC ACB OC POS JS ID BA OCB-I
(PP .62** .36** .35** .27” .65“ . 1 0 .48“ .44** .31“ - 0 0 .2 1 * .42**
CSE .46** .51** .46“ .40“ .32“ .08 .47“ .48*’ .40*’ -.04 .23** .16
LMX .07 .26** .8 8 “
**
.79 .2 2 * .28 .71” .75** .64** - . 1 1 .14 .34“
Trust . 1 .31** .81*’ .83 .2 2 * .30" .69” .78” .63“ -.04 . 1 2 .25“
SPJ . 0 1 .33** .67” .80 .19* .28" .60“ .74” .61“ -.08 .03 .19*
TC .62** .33** .15 . 1 1 .08 .06 .42“ .29** .2 2 * .17 .2 1 * .49**
ACB .19* . 1 0 .16 .15 .04 .13 .19* .26“ .18’ .08 .09 . 1 1
OC .46** .36** .41” .48” .37** .46** .15 .80“ .80“ -.04 .19* .36“
POS .26** .32** .51” .56** .49” .23** .13 .75“ .73“ . 0 2 . 1 0 .28“
JS .36** .43“ .45“ .55*’ .48“ .28 . 1 2 .79“ .73“ .04 .07 .2 0 *
ID .03 -.23*’ -.09 -.18* -.31** -0 . 0 0 2 .05 - . 1 1 -.17* -.17* .13 .06
BA .14 .06 -.01 .02 -.03 .14 .29** .23** .04 .12 .03 .20*
T ab le  4 .2  (C o n tin u e d )
OCB-I .39** .31** .39** .3" .23** .50** .26** .44** .37*’ .38“ - . 1 1 .23
OCB-O .07 .26** .18* .16* .35“ .2 0 * .03 .14 .2 0 * .23** -.52“ .03 .46“
OCB-IRB . 0 1 .18* .13 .05 .24** .17* -.09 -.06 . 0 0 .03 -.40“ - . 0 2 .28“
IM .19* -.13 - . 0 2 . 0 0 -.13 .15 .03 .06 -.07 . 0 2 .17* .09 .03
SD -.35 -.75** -.24“ -.34** -.33 -.23 -.04 -.34** -.36** -.43“ .29“ .05 -.24“
PA .58** .51** .29 .28** .13 .418 .30 .47“ .42“ .48“ .05 .16 .46“
NA -.19* -.54“ - . 1 0 -.29** -.30“ -.13 . 0 1 -.25** -.2 1 ’ -.30 - ** .40 .03 -.08
EMP .16 .2 0 * .04 .06 - . 0 2 .2 1 * . 1 2 .07 .03 .13 0.06 . 1 0 . 1 2
Age -.16* .04 -.05 -.06 .05 - . 0 2 -.05 - . 1 1 -.06 .04 -.16* . 1 0 .1 1
Race .2 0 * .03 .05 . 1 2 -.04 .07 .26“ .17* .07 . 1 0 .2 0 * .15 .07
ED .08 .09 .15 .08 .05 .09 .06 .19* .19* .19* . 0 1 -.07 . 1 1
T ab le  4 .2  (C o n tin u ed )
Variable OCB-O OCB-IRB IM SD PA NA EMP Age Race ED
PP .2 0 * .2 1 * -0 . 0 0 2 -.43** .54“ -.32“ . 0 1 -.14 .07 - . 0 2
CSE .24** .19* - . 1 0 -.71** .51*’ -.47“ .08 . 0 0 -.08 . 0 0
LMX .32** .17 -.05 -.33** .40“ -.16 .04 .08 -.03 .09
Trust .24** .07 -.03 -.26** .32“ -.13 . 0 2 - . 0 1 - . 0 2 .07
SPJ .32** . 1 2 -.06 -.23* .32** -.06 .08 - . 0 1 - . 0 1 2 .09
TC .06 .2 0 * -.03 -.24** .34“ -.08 . 0 1 -.04 .16 .17
ACB .09 -.07 - . 1 0 . 1 0 .13 .04 . 1 1 .03 .04 - . 1 2
OC .32** .13 -.07 -.33** .41“ -.29*’ . 0 2 .04 -.06 .06
POS .19* -.04 -.04 -.28** .36“ -.2 2 * -.03 . 0 1 -.04 -.03
JS .23* . 0 2 -.04 -.25’* .28 - . 1 1 -.06 .04 - . 1 0 .03
ID -.24“ .05 .16 .09 .06 .06 .07 -.2 1 * 0 .05
BA .13 .18* .03 -.15 .08 -.14 -.03 -.09 .04 -.15
OCB-I .29** .32** .09 -.26** .43“ -.11 .06 .15 .07 .05
OCB-O .47** -.09 -.24** .25“ -.17 0 .07 -.13 -.04
so
C /i
T ab le  4 .2  (C o n tin u ed )
OCB-IRB .63** -.03 -.18* .31* 0 .13 . 1 0
SOo•1 .28
IM -.13 - . 0 1 .15 .05 .13 . 0 1 2 -.15 . 0 1 .15
SD -.26** -.16* .31** -.44** .41“ -.14 0 -.03 - . 0 2
PA . 1 1 . 0 2 .05 -.45** -.16 .04 -.06 .13 .04
NA -.23** -.17* . 1 1 .59** -.26** -.08 -.17 . 1 2 .15
EMP - . 0 2 .07 -.03 -.15 .2 2 ** -.09 -.08 .03 .25**
Age . 2 2 .2 1 ’ -.40** -.18* .13 -.08 .25** -.17 .04
Race -.28 -.30** . 1 1 0
__**
.28 -.04 11 -.19* . 0 1
ED .04 -.03 .03 - . 1 1 . 1 1 .03 .09 0 .18*
*= p<.05; **=p<.01
Control N=146; Reducing N=122
Correlations with significant z-score differences are bolded
SO
Os
T ab le  4 .3  C o rre la tio n s  fo r  C M V  C o n tro l G ro u p  v e rsu s  C M V  In d u c in g  T re a tm e n t (C o n tro l V a lu e s  o n  B o tto m )
Variable PP CSE LMX Trust SPJ TC ACB OC POS JS ID BA OCB-I
PP .49” .30” .30** .2 2 ** .54” .13 .34” .23** .2 2 ** - . 0 1 .13 .35”
CSE .46*’ .46” .50** .46” .32" . 0 0 .46** .50** .49** -.16 .05 .25”
LMX .07 .26” .8 8 ** .71*’ .27** - . 1 0 .58” .75” .6 8 ” . 0 2 . 1 1 .43**
Trust . 1 0 .31** .81** .83" .19* -.2 1 * .61” .77” .70” -.08 . 1 0 .35**
SPJ - . 0 1 .33" .67** .80” .23 -.2 2 ” .49** .64” .60” -.2 0 * .06 .35”
TC .62” .33” .15 . 1 1 .08 .05 .33” .18* .2 0 * -.05 . 1 0 .50”
ACB .19* . 1 0 .16 .15 .05 .13 - . 0 0 -.07 -.17* .13 -.05 . 1 1
OC .46" .36” .41” .48" .37” .46" .15 .75** .76” -.03 . 1 1 .48”
POS .26” .32” .51” .56” .50** .23** .13 .75” .74” -.06 . 0 1 .41”
JS .36” .43" .45” .55” .48** .28” . 1 2
_ ** 
.79 .73” - . 0 0 .09 .26”
ID .03 -.23" - . 1 0 -.18* -.31” - . 0 0 .05 - . 1 1 -.17* -.17’ .06 - . 1 0
BA .14 .06 -.01 .02 -.03 .14 .29** .23** .03 .12 .03 .14
SO
T a b le  4 .3  (C o n tin u ed )
OCB-I
_ ** 
.39 .31" .39" .32" .23** .50*’ .26** .44** .37** .38*’ - . 1 1 .23
OCB-O .07 .26** .18* .16* .35” .2 0 * .03 0.14 .2 0 * .23" -.53" .03 .46**
OCB-IRB .00 .18* .13 .05 .24" .17* -.09 -.07 . 0 0 .03 -.40** - . 0 2 .28"
IM .2 0 * -.13 - . 0 2 - . 0 0 -.13 .15 .03 .06 -.07 . 0 2 .17* .09 .03
SD -.36" -.75** -.24" -.34** -.33 .23** -.04 -.34** -.36" -.43** .29** .05 -.23"
PA .58" .51" .29" .28** .13 .42" ....30 .47" .42** .48** .05 .16 .46"
NA -.19* -.54** - . 1 0 -.29" -.30" -.13 .0 1 -.25** -.2 1 * -.30" . ~ ** .40 .03 -.08
EMP .16 .2 0 * .04 .06 - . 0 2 .2 1 * . 1 2 .07 .04 .13 .06 . 1 0 . 1 2
Age -.16* .04 -.05 -.06 .05 - . 0 2 -.05 - . 1 1 -.06 .04 -.16* . 1 0 .1 1
Race .2 0 * .03 .05 . 1 2 -.04 .07 .26** .17* .07 . 1 0 .2 0 * .15 .07
ED .08 .09 .15 .08 .05 .09 .06 .19* .19* .20* . 0 1 -.07 . 1 1
o
OO
T ab le  4 .3  (C o n tin u ed )
Variable OCB-O OCB-IRB IM SD PA NA EMP Age Race ED
PP .23 .26“ - . 0 1 -.25“ .46“ -.17* -.09 -.16 . 0 1 -.08
CSE .33** .31** -.23 -.76** .31“ -.53“ . 1 2 . 0 0 - . 1 2 .07
LMX .26** .30** -.05 -.43“ .31“ -.27“ . 1 1 -.04 . 0 2 -.16
Trust .29** .29** -.09 -.45“ .29“ -.37“ .09 -.05 -.03 -.11
SPJ .44** .45** -.17 -.41“ . 1 2 -.39“ .04 -.06 -.16 -.14
TC .30 .34** .05 -.13 .42“ -.16 .06 . 0 1 -.07 -.03
ACB -.06 -.14 .15 .04 . 1 1 .05 .08 . 0 0 .16 . 1 0
OC .33 .23“ - . 0 2 -.41“ .42** -.28“ . 1 1 -.08 . 0 2 -.03
POS .29** .2 2 * -.05 -.48“ .30** -.32** . 1 0 - . 0 2 .06 -.06
JS .29** .24“ -.08 -.48“ .31“ -.31“ . 1 0 - . 1 1 .04 - . 0 0
ID -.35** -.34“ .14 .2 0 * .15 .31“ -.05 -.11 .27** - . 0 0
BA .07 . 1 2 - . 0 2 - . 0 0 .26** .07 -.04 -.04 -.08 -.11
OCB-I .35*’ .41“ . 1 1 -.18* .24“ -.11 .03 .06 -.09 -.07
OCB-O .73“ - . 1 0 -.19* . 1 2 -.34“ .05 .14 -.25“ -.07
sO
SO
Table 4.3 (Continued) 
Variable OCB-O OCB-IRB IM SD PA NA EMP Age Race ED
OCB-IRB .63*’ -.04 -.2 1 * - .0 1 -.40** - . 0 0 .16 ~  *** -.30 - . 1 0
IM -.13 - . 0 1 .28** . 0 2 .05 .15 . 0 0 .03 .07
SD -.26** -.16* .31*’ -.24** .47” -.18* -.08 .04 -.05
PA .1 1 .0 2 .05 -.45** -.08 .07 -.03 .2 2 * .05
NA -.23 -.17* .1 1 .59” -.26** -.16 -.19* .19* .04
EMP - . 0 2 .07 -.03 -.15 .2 2 ** -.09 .27” .0 1 .1 2
Age .2 2 ** .2 1 *
. _ ** 
-.40 -.18* .13 -.08 .25” -.17* . 1 2
Race -.28** -.30** .1 1 . 0 0 .28 -.04 0 .1 1 -.19* .15
ED .04 -.03 .03 - .1 1 .1 1 .03 .09 - . 0 0 .18*
*= p<.05; **=p<.01
Control N= 146; Inducing=N=139
Correlations with significant z-scores are bolded
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Table 4.4 depicts the comparisons between the CMV inducing condition and the 
CMV reducing condition. This comparison was done to assess the difference between a 
study that employed all o f the standard remedies with one that employed none o f the 
standard remedies. Similar to the two previous comparisons, OCB-IRB had a large 
number o f significant differences. The rest of the scales exhibited only a small number of 
significant differences. Those relationships that existed were much stronger across these 
two experimental groups than across either with the control group. The CMV inducing 
condition showed much higher correlations on average than the CMV reducing condition.
Table 4.5 depicts the comparison between the experimental groups that received 
written instructions versus video instructions. Interestingly, the only two scales that 
showed many significant scores were proactive personality and race. Proactive 
personality showed relatively strong differences in the CMV control versus CMV 
reducing conditions, but not to the same level shown here. Most o f the substantive 
variables showed significant decreases in correlations for those who received written 
instructions. The significant difference for race should be interpreted cautiously given the 
nature of it as a demographic/control variable. While the values are essentially 
meaningless, the differences indicate that certain racial populations may be more prone to 
change their responses based upon the richness o f the media.
Table 4.6 shows the relationships between experimental groups that received 
randomly presented question blocks and those who received traditional item order. In 
line with previous findings, only OCB-IRB and negative affect showed several 
significant differences. Other scales showed only one or two significant differences.
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Most of the relationships decreased in magnitude for those who received random item 
order, though the significance of the scale remained significant or did not change
To investigate the influences o f the experimental conditions further, t-tests and 
ANOVAs were used. T-test results were similar to the z-test results and indicated that 
very few scales were different based upon treatment group. For the control group versus 
the inducing experimental condition, no significant differences were found between 
groups for any of the scales at p<.05. For the control group versus the reducing 
experimental condition, only the scales BIDR-SD (f=2.08) and Negative affect (/=4.10) 
were significantly different a t/K .05. For the CMV inducing versus the CMV reducing 
group, only negative affect (t=-2.67) was significantly different at p<.05. For the 
experimental group based upon media richness theory, with one group receiving written 
instructions and one receiving video, only brand attitudes (<=2.60) and interpersonal 
deviance (/=2.70) significantly differed a tp<.05. Proximal separation proved to be the 
most effective procedural remedy at creating significant differences between groups with 
LMX (/=2.33), trust (7=2.77), organizational commitment (f=2.00), positive affect 
(/=1.98), and negative affect (t=3.19) all indicating significant differences at p<.05. 
ANOVA results showed the same scales as being significantly different between groups. 
The results o f the t-tests and ANOVA were not wholly consistent with those o f the z-test 
as they found less significant differences across the experimental conditions and found no 
significant differences for the OCB scales.
T ab le  4 .4  C o rre la tio n s  fo r  C M V  Ind u cin g  T re a tm e n t v e rsu s  C M V  R e d u c in g  T re a tm e n t (R e d u c in g  o n  B o tto m )
Variable PP CSE LMX Trust SPJ TC ACB OC POS JS ID BA OCB-I
PP .49’* .30** .30** .2 2 *’ .54” .13 .34” .23” .2 2 ” - . 0 1 .13 .35**
CSE .62** .46” .50” .46** .32** . 0 0 .46” .50** .49” -.16 .05 .25”
LMX .36** .51** .8 8 ” .71” .27** -.13 .58” .75” .6 8 ” . 0 2 .1 1 .43”
Trust .35*’ .46** .8 8 ** .83” .19* -.2 1 * .61” .77” .70** -.08 . 1 0 .35”
SPJ .27** .40** .79” .83” .23** -.2 2 ” .49" .64” .60“ -.2 0 * .06 .35”
TC .65** .32** .2 2 * .2 2 * .19* .05 .33” .18* .2 0 * -.05 . 1 0 .50**
ACB . 1 0 .08 .28” .30” .28” .06 - . 0 0 -.07 -.17* .13 -.05 .1 1
OC .48** .47** .71” .69” .60” .42” .19* .75” .76" -.03 .1 1 .48**
POS .44**
#O
O
T
#* .75” .78” .74** .29** .26** .80** .74" -.06 .0 1 .41”
JS .31** .  >v**.40 .64” .63** .61" .2 2 * .18* .80”
__ ** 
.73 - . 0 0 .09 .26**
ID 0 -.04 - . 1 1 -.04 -.08 .17 .08 -.04 . 0 2 .04 .06 - . 1 0
BA .2 1 * >*/%*♦.23 .14 . 1 2 .03 .2 1 ’ .09 .19* . 1 0 .07 .13 .14
OCB-I .42** .16 .34” .25” .19* .49” .1 1 .36” .28” .2 0 * .06 .2 0 *
ow
T ab le  4 .4  (C o n tin u ed )
OCB-O .2 0 * .24** .32 .24** .32 .06 .09 .32 .19* .23* -.24** .13 .29**
OCB-IRB .2 1 * .19* .17 .07 . 1 2 .2 0 * -.07 .13 -.04 . 0 2 .05 .18* .32“
IM 0 - . 1 0 -.05 -.03 -.06 -.03 - . 1 0 -.07 -.04 -.04 0.16 .03 .09
SD -.43** -.71“ -.33 -.26** -.23* -.24“ . 1 0 -.33** -.28** -.25“ .09 -.15 -.26**
PA .54** .51“ .40 .32** .32“ .34** .13 .41“ .36** .28“ .06 .08 .43**
NA -.32** -.47“ -.16 -.13 -.06 -.08 .04 -.29** -.2 2 * -.11 .06 -.14 - . 1 1
EMP .0 1 .08 .04 . 0 2 .08 .0 1 .1 1 .0 2 -.03 -.06 .07 -.03 .06
Age -.14 0 .08 - .0 1 - .0 1 -.04 .03 .04 .0 1 .04 -.2 1 * -.09 .15
Race .07 -.08 -.03 - . 0 2 - . 0 1 2 .16 .04 -.06 -.04 - . 1 0 0 .04 .07
ED - . 0 2 0 .09 .07 .09 .17 - . 1 2 .06 -.03 .03 .05 -.15 .05
o
T ab le  4 .4  (C o n tin u ed )
Variable OCB-O OCB-IRB IM SD PA NA EMP Age Race ED
PP .23** .26** - .0 1 -.25** .46** -.17* -.09 -.16 .0 1 -.08
CSE .33** .31** -.23** -.76** .31** -.53** . 1 2 . 0 0 - . 1 2 .07
LMX .26** .30** -.05 -.43** .31** -.27** .1 1 -.04 . 0 2 -.16
Trust .29** .29’* -.09 -.45** .29** -.37“ .09 -.05 -.03 - . 1 1
SPJ .44** .45“ -.17 -.41** . 1 2 -.39 .04 -.06 -.16 -.14
TC ~  *** .30 .34** .05 -.13 .42** -.16 .06 .0 1 -.07 -.03
ACB -.06 -.14 .15 .04 .1 1 .05 .08 . 0 0 .16 . 1 0
OC .33 .23** - . 0 2 -.41** .42** -.28 .1 1 -.08 . 0 2 -.03
POS .29** .2 2 * -.05 I 00
*
.30** -.32** . 1 0 - . 0 2 .06 -.06
JS .29** .24“ -.08 -.48** .31** -.31** . 1 0 - . 1 1 .04 - . 0 0
ID -.35** -.34“ .14 .2 0 * .15 .31“ -.05 - . 1 1 .27 - . 0 0
BA .07 . 1 2 - . 0 2 - . 0 0 .26** .07 -.04 -.04 -.08 - . 1 1
OCB-I .35** .41*’ .1 1 -.18* .24** - . 1 1 .03 .06 -.09 -.07
o
t- a
T ab le  4 .4  (C o n tin u e d )
OCB-O .73** -.10 -.19* .12 -.34** .05 .14 -.25*’ -.07
OCB-IRB .47** -.04 -.2 1 * - . 0 1 -.40” - . 0 0 .16 -.30 - . 1 0
IM -.09 -.03 .28** . 0 2 .05 .15 . 0 0 .03 .07
SD -.24** -.18* .15 -.24** .47” -.18* -.08 .04 -.05
PA .25** .31** .05 -.44*’ -.08 .07 -.03 .2 2 * .05
NA -.17 0 .13 .41” -.16 -.16 -.19* .19* .04
EMP 0 .13 . 0 1 2 -.14 .04 -.08 .27** .0 1 . 1 2
Age .07 . 1 0 -.15 0 -.06 -.17 -.08 -.17* . 1 2
Race -.13 -.06 .0 1 -.03 .13 . 1 2 .03 -.17 .15
ED -.04 .28 .15 - . 0 2 .04 .15 .25” .04 .0 1
*= p<.05; **=p<.01
Inducing N= 139; Reducing N= 122
Correlations with significant z-scores are bolded
T ab le  4.5 P ro x im al S ep a ra tio n  C o rre la tio n s  (N o  S e p a ra tio n /T ra d itio n a l O rd e r  o n  B o tto m )
Variable PP CSE LMX Trust SPJ TC OC POS JS OCB-I OCB-O OCB-IRB ACB
PP .52" .29“ .28** .2 0 “ .57“ .43“ ^  *** .38 .29** .36** .2 1 “ .2 1 “ .03
CSE .47** .44“ .40“ .34“ .33“ .47“ .49“ .46** .25** .28“ .23“ . 0 2
LMX .2 2 “ .35“ .85“ .75“ .23“ .57“ .69“ .69“ .29** .25“ .2 2 “ .06
Trust .2 1 “ .36** .85“ .77“ .23“ .59“ .69** .63“ .2 2 ** .18“ .16“ .13*
SPJ . 1 1 * .35“ .69“ .79“ .14** .47** .61“ .56** .16“ .32“ .28** .04
TC .56*’ .28** .24“ .19“ .16** .43** .31“ .27** .44** .1 2 * .15“ -.04
OC .41“ .36“ .51“ .56“ .41“ .40“ .79“ .79** .36“ .28“ .14“ . 1 0
POS .27 .37** .65“ .69“ .56“ .24“ .76“ .74" .26” .2 1 “ .08 .08
JS .281* .41“ .58“ .63“ .52“ .24** .79“ .74“ .25“ .2 2 ** .1 2 * . 1 1 *
OCB-I .36“ .2 1 “ .37** .29“ .25“ *.49 .43“ .37“ .31“ .34“ .29“ .05
OCB-O .16“ .32** .19“ .19“ .37“ .2 2 .17“ .2 1 “ .23“ .34“ .53“ .09
OCB-IRB .16“ .27“ .2 0 “ .15“ .30** .2 2 “ .06 .1 1 * .13“ .30“ .68“ .0 1
ACB .14“ .05 . 0 0 -.03 -.08 .1 0 * .09 .03 - . 0 0 .21“ - . 0 2 -.08
©
T ab le  4 .5  (C o n tin u ed )
BA .13** .03 .04 .03 - . 0 2 .1 0 * .16" .03 .1 1 * .2 0 “ . 0 2 .04 .14“
IM .1 1 * -.19** -.06 -.07 -.17“ .1 0 ’ .03 -.08 - . 0 2 . 1 1 * -.14“ -.04 .05
SD -.31** -.74** -.31** -.35’* -.36** -.16" -.32“ -.38“ -.40** -.15“ -.29“ - . 2 2 . 0 2
PA .52** .40** .27** .23** .1 1 * .39“ .40** .33“ .35“ .31“ .19* .03 .23
NA -.2 0 ** -.54** -.18** -.29** -.31** -.1 0 * **-.23 -.27“ -.26“ -.05 -.30“ -.27 .05
ID .06 -.13* - .0 1 -.09* -.2 2 “ .04 - . 0 1 - .1 1 * -.05 -.04 -.38“ -.29 . 1 2 *
EMP .09 .18** .09 .09 . 0 2 .1 2 * .09 0.09 .13“ .03 .04 .06 .03
Age - .1 2 * .04 -.04 -.05 - . 0 2 . 0 2 -.09 -.03 - . 0 2 .05 .18“ .19“ - . 0 2
Race .08 -.06 .03 . 0 2 - .1 0 * - .0 1 .08 .04 .04 - . 0 2 -.25 -.26“ . 2 0
ED -.03 .03 -.04 -.04 -.07 . 0 2 .07 . 0 2 .08 . 0 0 -.06 -.08 .07
T ab le  4 .5  (C o n tin u ed )
Variable BA IM SD PA NA ID EMP Age Race ED
PP .09 -.03 -.35** .47** -.18“ -.05 .04 -.16“ . 1 0 * .06
CSE .1 2 * -.09 1
*
.48** -.49** -.04 .17“ .07 -.03 .07
LMX . 1 0 - .0 1 -.33** .36*’ -.16** .03 . 1 0 .04 - . 0 1 .04
Trust .09 .03 -.27** .28** -.09 .03 .08 - . 0 2 - .0 1 . 0 0
SPJ - . 0 2 -.03 -.2 2 ** .23** -.09 -.09 .05 -.05 -.04 .06
TC .14** - . 0 2 -.28** .27** -.06 .08 .08 -.05 .13* .15“
OC .1 1 * -.03 -.35** .45** -.17** -.09 .09 .04 .06 .07
POS .05 -.05 -.34** .39** -.2 2 ** -.06 .07 . 0 2 - .0 1 .04
JS .05 -.04 -.34** .39** -.15“ -.03 .05 .05 -.03 .05
OCB-I .09 .03 -.24** .41** -.08 - .0 1 .03 .14“ .06 .04
OCB-O .0 1 -.13* -.29** .26** -.19“ -.34“ . 0 2 .17“ -.09 . 0 1
OCB-IRB .03 -.04 -.19** .2 1 “ -.1 2 * -.1 2 * .03 .05 -.09 .08
ACB .03 .0 1 .03 . 1 2 * .14** . 0 0 .07 .03 -.04 -.08
BA .07 -.07 .09 -.03 .05 . 0 2 - . 0 2 - .0 1 -.09
osO
Table 4.5 (Continued) 
IM .08 .2 0 ** - . 0 1 . 1 2 ’ .17** - . 0 2 -.09 .03 .03
SD .09 .31** -.41** .47** .09 -.16** -.15** - . 0 1 - .1 1 *
PA .17** . 0 2 -.35** - . 1 0 .06 .06 .07 .09 . 0 2
NA .06 .15** .55** -.18** .19“ - .0 1 -.19** . 1 1 ’ .0 1
ID .07 .26** .2 2 ’* . 1 2 * .34* .14** -.24** .13* - . 0 2
EMP . 0 2 . 0 0 -.16** . 1 2 * -.09 .06 - . 0 2 .04 .13*
Age . 0 2 -.2 0 ** -.14** .05 - .1 1 * -.14** .19** -.13* .06
Race .07 .09 .06 .23** .08 .23*’ .03 -.19’* .09
ED - .0 1 .06 . 0 0 .07 .07 .04 .09 .07 .15**
*= p<.05; **=p<.01
Random N=361; Traditional N=411
Correlations with significant z-scores are bolded
T a b le  4 .6  M ed ia  R ich n ess  C o rre la tio n s  (W ritten  V a lu es  on  T o p )
Variable PP CSE LMX Trust SPJ TC OC POS JS OCB-I OCB-O OCB-IRB ACB
PP .49 .19** .17** .09 .49” .36** .24** .2 2 " .33” .15" .19** .1 0 *
CSE .51** .35** .35” .33" .25** .38" .38” .39” .27” .29” .26** . 1 1 *
LMX .33** .45** .87” .74** .2 2 ** .54** .6 8 ” .59” .32** .19” .2 1 ” .06
Trust .34** .43** .83** .79** .19” .55” .71** .59** .24” .14” .15” .05
SPJ .24** 3 9 ** 71** 7 9 ** .15” .44*’ .62” .52” .2 2 ” .33" .33** .0 1
TC .65** .36** .26** .24** .16** .39” .26” .23** .49” .1 1 * .17" .04
OC .49** .47** .57** .62** 4 7 ** 4 4 ** .78” .81” .39 .2 0 ** . 1 1 * .08
POS .42** 48** .6 6 ** .6 8 ** .57** 29** .78**
_ *  ** 
.73 .30” .19” .1 0 * .07
JS .37** .47** .63** .67** .56** .28** .79** 7 5 ** .29” .2 2 ” .16” .05
OCB-I .39** 19** .37** .29** .23** 4 5 ** .40** .34** .28** .34” .26” . 1 0 *
OCB-O .2 2 ** .32** .26** .25** 3 7 ** 24** .24** .2 2 ** .23** .36** .64” -.03
OCB-IRB 19** .23** .2 2 ** .17** .26** .2 1 ** 0.08 .09 . 1 1 * .34** .56** -.09
ACB .06 -.03 .0 1 .06 -.04 . 0 2 0.09 .05 .06 .16** .09 . 0 2
BA .03 .05 . 0 0 .04 - . 0 0 . 1 0 * 0.08 - .0 1 .03 .07 .05 .03 .06
i aoie *t.o ^onunueu;
IM .08 - . 1 0 -.06 . 0 1 i o 00 . 0 1 -.03 -.07 -.05 .08 -.09 .05 .06
SD -.33** _ 7 3 ** -.42** -.38** -.36** -.23** -.38** -.43** -.42** -.16** -.27** -.16** - . 0 0
PA .48** 4 4 ** .36** .28** .2 0 ** .35** .43* .40** .37** .32** .25** .17** .13*
NA -.2 1 ** -.54** -.2 2 ** -.28** -.23** -.09 -.2 2 ** -.29** -.27** - . 0 2 -.2 2 ** - . 1 1 * .03
ID -.03 -.08 . 0 0 -.08 -.09 . 0 2 - . 1 2 * - .1 1 * -.09 -.09 -.31** -.08 . 0 2
EMP .1 1 * .23** .13** . 1 1 * .08 .15** .09 . 1 2 * .09 .05 .07 . 1 2 * .05
AGE -.05 .06 - . 0 0 -.06 -.08 . 1 1 * - . 0 1 - . 0 1 . 0 1 .1 1 * 13** .09 -.05
RACE . 0 2 -.05 .03 .03 -.05 . 0 1 .03 . 0 2 . 0 1 .03 -.08 -.07 .05
EDUC .09 .07 .02 -.02 .01 .17** .09 .06 .08 .09 .02 .04 -.13*
T a b le  4 .6  (C o n tin u ed )
Variable BA IM SD PA NA ID EMP Age Race ED
PP .19** .0 1 -.33** .51** -.19“ .05 .03 -.2 1 " .14“ -.06
CSE . 1 0 -.2 0 ** i 4^
*
.45** -.47“ -.09 .14“ .03 -.04 . 0 2
LMX .14** - . 0 2 -.23** .29** - .1 1 * .0 1 .05 - . 0 1 . 0 0 - . 0 1
Trust .09 -.06 -.26** .26*’ -.13“ -.03 .05 - . 0 1 - . 0 1 - .0 1
SPJ . 0 0 -.13** -.25*’ .17“ -.19“ -.19“ - . 0 1 .0 2 -.08 - . 0 1
TC .14** .08 -.19** .31“ -.07 .07 .07 -.14“ .09 . 0 1
OC .19** .03 -.28** .42** -.19“ - . 0 1 . 1 1 ’ -.06 .09 .06
POS .09 -.06 -.28** .33“ -.19“ -.07 .05 - .0 1 . 0 2 . 0 0
JS .14** - .0 1 -.32** .38“ -.17“ - . 0 2 .09 .0 1 .0 1 .05
OCB-I .23** .07 -.2 1 ** .38** - .1 1 * -.08 .03 .07 - . 0 1 -.07
OCB-O .0 1 -.15** -.29** .1 2 * -.29** -.39** -.04 .2 0 ** -.27 -.06
OCB-
IRB .05 -.09 -.24“ .06 -.28** -.32“ -.03 .15“ -.27 -.06
ACB .09 .0 1 .05 .23 . 1 2 * .09 .06 .05 .09 . 1 1 *
Table 4.6 (Continued) 
Variable BA IM SD PA NA ID EMP Age Race ED
BA .1 2 * .03 .2 1 " .04 .04 .0 1 -.08 .06 -.07
IM . 0 2 .29" - .0 1 .16" .23" .05 -.14" .09 .08
SD .01 .23** -.34’* .52" .2 2 ** - .1 0 * -.14" .09 . 0 2
PA .05 . 0 2 _ 4 0 ** -.14" .13" .13* .03 .23" . 0 2
NA - . 0 0 .08 .51** -.18** .35" .03 -.1 1 * .16" .08
ID .04 17** .09 .0 1 .17** .1 0 * -.2 0 ** .25" .05
EMP .04 -.05 -.2 2 ** .07 -.14** .09 .1 2 * .08 .15"
Age .09 - 15** -.13* .08 -.16** -.16** .07 -.24" .06
Race - . 0 2 .0 1 -.05 .08 - . 0 1 .06 - . 0 2 - . 1 .2 1 "
ED -.04 * b o - .1 2 * .06 .0 1 ■ b -fc. .08 .07 .03
*= p<.05; **=p<.01 
Video N=373, Written 
N=386
Correlations with significant z-scores are bolded
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The results o f the previous tests indicated that the use o f CMV remedial 
techniques created very few significant differences in the results. There are two potential 
reasons for this. The first is that the remedial manipulations were not effective at either 
creating or reducing CMV bias. The second is that CMV bias was so pervasive that 
differences could not be detected regardless of the manipulations. In order to ensure that 
the data was not contaminated to a biasing degree and lend additional evidence to the 
lack of significant findings, a post hoc research question was developed. The post hoc 
research question was:
Post Hoc Question 1: Does CMV exist in the data set, and if so, does it exist at a 
biasing level.
In order to address the post hoc research question, a post hoc remedial technique 
was implemented. Previous research has indicated that the only post hoc technique that 
provides reliable evidence as to the biasing effects of CMV is the comprehensive CFA 
Marker Technique. Due to the a priori inclusion o f marker variables, this study was able 
to use this method to evaluate the presence of CMV in the data. The results are provided 
in the following section.
Comprehensive CFA Marker Technique 
To address the post hoc question and assess the influence of CMV using the
marker variables, the comprehensive CFA marker technique proposed by Williams, et al
(2010) was implemented. A subset of substantive variables that have demonstrated
relationships in prior research and a marker variable were chosen (Fuller & Marler, 2009;
Richardson et al, 2009). The chosen relationship to examine was that between exogenous
variables of proactive personality and taking charge and endogenous variables o f
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organizational commitment, core self-evaluations, and job satisfaction. Attitudes towards 
the color blue was selected as the marker variable because it is a marker variable scale 
that was developed specifically for use as a marker variable (Miller & Chiodo, 2008). In 
addition, it serves as an ideal marker in that it is both theoretically unrelated to the 
substantive items, requires the same or similar cognitions as the substantive items, and 
uses the same or similar anchors as the substantive items. It has been assessed in 
previous research for efficacy (Miller & Chiodo, 2008; Richardson et al, 2009). This 
model was chosen due to consideration o f the general rule o f thumb for SEM to have 15 
observations per indicator and the variables had relatively strong correlations in the full 
data set, as depicted in Table 4.1. This model has 47 indicators or observed variables and 
a sample size of 772.
For Phase I o f the comprehensive CFA marker technique, models are compared to 
test for the existence and equality o f method effects related to the marker latent variable. 
The first model examined was the CFA model, which allowed for the generation o f a 
complete set o f correlations among all o f the substantive variables and the marker 
variable. This measure provided factor loading and measurement error variance 
estimates for the four marker variable indicators to use in the subsequent models. The 
second model, the Baseline Model, allows the substantive factors to be correlated, but the 
marker variable is considered orthogonal with its indicators having fixed factor loadings 
and error variances obtained from the CFA model. Specifically, the unstandardized 
factor loadings for ACB1, ACB2, ACB3, and ACB4 were .78, .64, .65, and .50, 
respectively. The unstandardized error estimates were .75, .15, .32, and.87. These fixed 
values in the Baseline and subsequent models enable the establishment o f meaning for
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the marker variables because subsequent models link the marker variable via secondary 
factor loadings and prevent its meaning from being compromised. For the method-C 
model, the parameter estimates for the marker variable were fixed and the marker 
variable assumed to be orthogonal. It differs from the baseline model in that it has 
additional factor loadings from the latent method factor to each of the substantive items 
that are fixed to be equal. The Method-U model is similar except that the estimates from 
the latent method factor to the substantive items are not forced to be equivalent, thus 
providing a test for the congeneric/noncongeneric perspectives. Based on examining the 
fit statistics and model comparisons, either the Method-C or the Method-U model should 
be chosen. The CFI results for the models are somewhat short of the .90-.95 often 
suggested. However, this can be attributed to the relatively large number o f indicators 
(47) and the other fit indices do not indicate problems.
The results from the analysis, including the chi-square, degrees o f freedom, and 
Comparative Fit Index (CFI) are shown in Table 4.7. The Baseline Model and Method-C 
Model comparison tested the null hypothesis that the method factor loadings associated 
with the marker variable were not related to the 47 substantive indicators when assumed 
equal. The chi-square difference test indicated support for rejecting the restriction o f the 
47 factor loadings to zero in the Baseline Model. Specifically, the Baseline Comparison 
as shown in Table 4.7 indicates a chi-square difference o f 84.86 with 43 degrees of 
freedom, which exceeds the .05 chi-square critical value o f 55.76.
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T ab le  4 .7  C h i-S q u are , G o o d n ess-o f-F it V alu es, an d  M o d el C o m p ariso n  T ests
Model x 2 d f CFI
1. CFA 3759.67 1019 .87
2. Baseline 3766.03 1027 .87
3. Method-C 3750.12 1026 .87
4. Method-U 3681.17 984 . 8 8
5. Method-R 3682.21 994 . 8 8
Chi-Square Model Comparison Tests
AModels AX2 A d f Chi-Square Critical Value: .05
1. Baseline vs. Method-C 84.86** 43 55.76
2. Method-C vs. Method-U 68.95** 42 55.76
3. Method-U vs. Method-R 1.04 1 0 18.3
Next, the model comparison between the Method-U and Method-C Model was 
conducted. This comparison tested the null hypothesis that the method factor loadings 
are equal. The Method-C model provides a test for the non-congeneric CMV 
perspective, while the Method-U model provides a test for the congeneric CMV 
perspective. The difference test supported the rejection o f the Method-C Model in favor 
o f the Method-U model. Specifically, the comparison resulted in a chi-square difference 
o f 68.95 with 42 degrees o f freedom, which exceeds the .05 critical value o f  55.76. 
Therefore, the Method-U Model represents the best model for addressing marker variance 
and the congeneric CMV perspective is supported. In other words, allowing the marker 
variables to have unequal loadings with each o f the items provides a better fit for the 
data.
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The last step in Phase I is to compare the selected model to a Method-R Model. 
The Method-R Model uses the substantive factor correlations from the Baseline Model in 
either the Method-C or Method-U Model, depending upon the previous step. The 
comparison provides a statistical test to indicate the level of bias due to the marker 
variable. The failure to find a significant difference in the Method-R Model from the 
Method-U Model indicates that CMV did not significantly contaminate the data.
Phase II, reliability decomposition, was conducted using AMOS outputs and 
Microsoft Excel. In addition to providing a means for testing the presence o f method 
effects, reliability decomposition allows a way to quantify the amount o f method variance 
associated with each o f the latent variables. By decomposing the reliability estimates into 
substantive and method variance components, method effects can be better assessed for 
their influence. Phase II starts with using estimates o f the factor loadings and error 
variances for each latent variable from the Baseline Model. The estimates are entered into 
the following formula to achieve a total reliability estimate (Rtot):
Rtot = (sum of factor loadings)2/[(sum of factor loadings) 2 + sum of variances]
Next, both substantive and method factor loading estimates and error variances 
are entered into two additional equations. These estimates are obtained from either the 
Method-C or Method-U Model, whichever was selected in the previous phase. The 
completely standardized factor loadings for the Method-U Model can be found in Table 
4.8. The values range from .44 to .94 and all substantive indicators significantly loaded 
on their respective constructs. For the method factor, 15 o f the 47 factor loadings were 
statistically significant a tp<.05. These equations are intended to partial out the overall 
systematic variance into substantive (Rsub) and method (Rmeth) variance.
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7 • • 1jRsub = (sum of substantive factor loadings) /[(sum substantive factor loadings) +
(sum of method factor loadings) 2 + sum error variances]
Rmeth -  (sum method factor loadings) /[(sum substantive factor loadings) + (sum 
method factor loadings) 2 + sum error variances]
The values for Rsub and Rmeth should equal the value for Rtot. Using this equation, 
the amount of inflation in the reliability estimates for the latent variable can be estimated. 
This method allows for a better understanding o f CMV in the model. Table 4.8 reports 
the obtained factor loadings for the substantive constructs in the Method-U Model. As 
shown in the table, the method marker variable was only significantly related to a few of 
the items within each construct. For example, for proactive personality, the marker 
variable was significantly related to 5 o f the 10 items. For taking charge, the marker 
variable was only related to 2 o f the 10 items. One point o f interest is that the marker 
variable did not significantly load on any o f the reverse coded items, thus indicating it 
may be tapping in to a form o f acquiescence bias. The majority o f the significant loadings 
for all o f the variables fell at . 1 0  or less, indicating that the marker variable, even when 
significant, had minimal effects on the results.
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Table 4.8 Method-U Model Factor Loadings: Completely Standardized Solution
Item PP TC JS OC CSE ACB
pp_l .53* .06
PP_2 .69* .07
PP_3 .54* .06
PP_4 .55* .07
PP_5 .71* .09*
PP_ 6 .6 8 * .1 1 *
PP_7 .75* .1 1 *
PP_ 8 .6 6 * .09*
PP_9 .74* .09*
PP 10 .69* .05
TC_1 .6 6 * .06
TC_2 .65* . 0 0
TC_3 .81* .05
TC_4 .81* .03
TC_5 .6 8 * - . 0 2
TC_ 6 .74* .04
TC_7 .73* .0 1
TC_ 8 .69* - .0 1
TC_9 .79* .09*
T C 1 0 .75* .08*
JS1_1 .94* . 0 2
RJ S 1 2 .8 8 * .0 1
J S 1 3 .91* .09*
OC_l .63* .1 1 *
OC_2
*cn00 .06
OC_3 .65* .1 0 *
OC_4 .77* .06
OC_5 .84* .05
OC 6 .8 6 * .05
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Table 4.8 (Continued)
OC_7 .83* .09*
OC_ 8 00 * .05
C S E l .60* .05
R C S E 2 .70* - . 0 2
C S E 3 .57* .1 0 *
R C S E 4 .69* .0 1
C S E 5 .44* .14*
RCSE_ 6 .60* 0
CSE_7 .71* . 0 2
RCSE_ 8 .76* .03
C S E 9 .54* .1 1 *
R C S E 1 0 .69* -.03
C S E l  1 .58* . 1 0 *
RCS E 1 2 .74* -.04
A C B l .6 6 a
A C B 2 .85a
A C B 3 .76a
ACB 4 A T
*=/?<.05; a=factor loadings held constant through model comparisons
Table 4.9 presents the reliability decomposition results. As indicated in the table 
and consistent with the Method-U factor loadings, the marker variable had minimal 
influence on the substantive relationships. Most o f the method effects fell at less than
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.01, as represented by the .00 numbers in the table. This indicated that method bias, as 
detected by attitudes towards the color blue, did not strongly influence results. In fact, 
the total percentage o f method bias was 2.53%. This indicates that method variance for 
this sample only accounted for 2.53% of the observed variance. This may be due to the 
inclusion of CMV control, CMV inducing, and CMV reducing conditions in the CFA 
marker evaluation. Taken as a whole, the findings indicate that there was no significant 
reliability bias indicated. The results further demonstrate that the data set as a whole was 
not significantly biased or that the bias cancelled itself out across the experimental 
conditions.
Table 4.9 Reliability Decomposition
Latent Variable
Reliability 
Baseline Model Decomposed Reliability Method-U Model
Total Reliability
Substantive
Reliability
Method
Reliability
% Reliability 
Marker Variable
Proactive .92 .92 .0 1 1 . 1 0
Personality
Taking Charge .92 .92 . 0 0 .2 2
Job Satisfaction .84 .84 . 0 0 .17
Organizational .92 .92 .0 1 .70
Commitment
Core Self .89 .89 . 0 0 .34
Evaluations
Phase III o f the CFA marker technique includes a sensitivity analysis to assess the 
effects o f sampling error on estimates of the method variance due to the marker variables. 
To conduct the sensitivity analysis, values that are higher than the actual estimates of 
method factor correlations, but within specified confidence intervals, are used. Using the 
unstandardized method factor loadings from either Method-C or Method-U allows for the 
determination o f whether method factor loadings in the higher range o f the confidence
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intervals lead to different conclusions about the influence of the marker-based method 
variance. If there are no differences, then any concern about sampling error is reduced.
In this study, the unstandardized method factors were obtained from the Method-U model 
and the comparisons are depicted as Method-S (.05) and Method-S (.01). In order to 
calculate the method factor values for the Method-S (.05) model, the probability value of 
1.96 was multiplied by the respective standard errors and added to the original estimates. 
In order to calculate the method factor values for the Method-S (.01) model, the 
probability value of 2.57 was multiplied by the respective standard errors and added to 
the original estimates. Table 4.10 presents the factor correlations relating to each o f the 
models examined. Factor loadings from the CFA and Baseline Model, which did not 
include the method factor loadings, are shown for comparison. The CFA results showed 
that proactive personality was significantly linked to the marker variable at p<.05, which 
is consistent with the other findings as 5 o f the 10 items were significantly related to the 
marker variable. As can be seen in the table, very few o f the factor loadings changed and 
those that did only changed by small amounts, less than .0 1 .
Table 4.10 Method Models with Method Variance Sensitivity Analysis
Factor Correlations CFA Baseline
Method-
U
Method-
S(.05)
Method-
S(.01)
Proactive personality -  
Taking charge .63* .63* .63* .63* .63*
Proactive personality -  core 
self-evaluations .55* .55* .55* .56* .56*
Proactive personality -  job 
satisfaction .33* .33* .32* .33* .33*
Proactive personality -  
organizational commitment .46* .46* .46* .46* .46*
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Table 4.10 (Continued)
Taking charge -  core self
evaluations .34* .34* .34* .34* .34*
Taking charge -  job
satisfaction .29* .29* .28* .29* .29*
Taking charge -
organizational commitment .45* .45* .45* .45* .45*
Core self-evaluations-job
satisfaction .46* .46* .46* .46* .46*
Core self-evaluations-
organizational commitment .45* .45* .45* .45* .45*
Job satisfaction -
organizational commitment .8 6 * .8 6 * .8 6 * .8 6 * .8 6 *
Proactive personality -
attitudes towards blue .09* 0 0 0 0
Taking charge -  attitudes
towards blue .03 0 0 0 0
Organizational commitment
-  attitudes towards blue .07 0 0 0 0
Job satisfaction -  attitudes
towards blue .04 0 0 0 0
Core self evaluations -
attitudes towards blue .04 0 0 0 0
Results o f Hypotheses Testing 
The results previously discussed were used to test the hypotheses. Hypothesis 1 
posited that the CMV reducing condition versus control would result in (a) weaker effect 
sizes and (b) weaker relationships to marker variables. This hypothesis was partially 
supported. The ANOVA and t-test results indicated that the only significant change at 
p <.05 was for CSE (t=-2.12), TC (t=-2.18); OCB-O (t=-2.19); OCB-IBR (t=-2.19). At
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/?<.10, interpersonal deviance and OCB-O were significantly different. All o f the 
relationships between interpersonal deviance and the substantive variables were reduced 
and several were reduced significantly. The significant differences included relationships 
between interpersonal deviance and proactive personality, supervisory procedural justice, 
OCB-O, OCB-IRB, and negative affect. For OCB-O, the effects were more mixed, 
however, the only significant change was between OCB-O and interpersonal deviance.
In the control condition the two scales were significantly related at -.52 (/?<.01), but in the 
CMV reducing condition, the variables were significantly related at -.24 (p<01). In 
addition, all of significant z-scores showed weaker effect sizes. Thus, H la  was supported 
for some o f the variables. For Hlb,  ANOVA, t-tests, and z-tests showed significant 
differences for both negative affect (7=3.89) and the self-deceptive form o f social 
desirability (/=2.66) at /?<.01. Thus, H 1 b was partially supported, but not in the 
hypothesized direction.
Hypothesis 2 posited that the CMV inducing experimental manipulation in 
comparison to the control condition would result in (a) stronger effect sizes and (b) 
stronger relationships to the marker variables. For H2a, results o f the ANOVA and t-tests 
indicated that none of the variables demonstrated a significant difference across 
conditions a tp<.05. A tp<.10, perceived organizational support showed a significant 
increase. O f the Z-test results that were significant, most increased in correlations with 
the CMV inducing manipulation, but only a few were significant. The most affected 
measures according to the z-scores were LMX and OCB-IRB; however, most o f the 
differences, though significant, did not change the significance o f the relationships. Thus, 
H2a was not supported.
127
Hypothesis 2b posited that the CMV inducing condition would result in the 
substantive variables having stronger relationships with the marker variables. Neither 
ANOVA nor t-tests showed any significant changes for either marker variable used in 
this study. Z-test scores provided some support for the influence o f the attitudes towards 
the color blue marker variable scale, but very few were significant. The scores indicated 
significantly stronger relationships between the marker variable and the trust and 
supervisory procedural justice variables in the CMV inducing condition than in the 
control. The increased relationship with the marker variable provided some evidence of 
the efficacy of the experimental manipulation at increasing the relationships among the 
variables. Brand attitudes showed no significant differences with any o f the substantive 
scales. Thus, H2b was partially supported.
Hypothesis 3 was based on media richness theory. It posited that video 
instructions would result in (a) stronger effect sizes and (b) stronger relationships with 
marker variables. ANOVA and t-test results indicated a significant difference (p<.05) 
across video and written conditions interpersonal deviance (/=2 .6 8 ), but not in the 
hypothesized direction. Specifically, those who received written instructions 
demonstrated stronger relationships among the substantive variables than those who 
received video instructions. Although not significant according to t-tests or ANOVA, 
proactive personality responses showed several significant changes according to z-test 
results. The relationships between proactive personality and LMX, trust, supervisory 
procedural justice, taking charge, and perceived organizational support were much 
stronger in the video condition than in the written condition. Thus, H3a was supported 
for some scales. For H3b, the majority of the substantive variables relationships with
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attitudes toward the color blue decreased for those who received written instructions, but 
not significantly so. For the brand attitudes marker, several relationships were significant 
for those who received written instructions, but not for those who received video 
instructions. T-tests and ANOVA supported the findings that the groups differed 
significantly in their responses for the brand attitudes marker variable (t=2.59) at /K .01, 
but not in the hypothesized direction. Those who received written instructions were more 
likely to exhibit positive feelings towards purchasing private label brands than those who 
received video instructions. Thus, H3b was supported for some scales with respect to 
brand attitudes, but not with attitudes towards the color blue.
Hypothesis 4 posited that the use o f proximal separation versus no proximal 
separation would result in (a) weaker effect sizes and (b) weaker relationships with 
marker variables. T-tests and ANOVA supported H4a for LMX (7=2.33), trust (7=2.77), 
and organizational commitment (7=2.01). Z-tests supported the decrease in effect sizes 
across the conditions, with all but two significant relationships decreasing with the 
proximal separation treatment. The relationships between core self-evaluations and 
perceived organizational support and between positive affect and OCB-IRB were 
significantly stronger in the separation condition. The relationship between positive 
affect and OCB-IRB was near zero (.03) and non-significant in the no separation group 
and was .21 (/K.01) in the separation group. Thus, H4a was supported for some o f the 
scales. For H4b, none o f the tests indicated a difference between the groups for 
responses to the brand attitudes marker variable, but positive affect (7=1.98) and negative 
affect (7=3.13) were significant a tp<.05. The z-test indicated one significant change for 
attitudes toward the color blue in relation to OCB-I. The relationship was near zero (.05)
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and non-significant in the proximal separation group and .21 (p<.01) in the no separation 
group. The majority o f the relationships with the marker variables decreased in the 
proximal separation group, but very few were significant. Thus, H4b was partially 
supported.
Hypothesis 5 posited that measures of presumed causes o f CMV would have 
stronger effect sizes in the CMV magnifying condition versus the CMV reducing 
condition. Measures included (a) social desirability, (b) negative affect, and (c) positive 
affect. ANOVA and t-test results indicated that none of the relationships were 
significantly different across the treatment groups a tp<.05. Thus, H5 was not supported.
C H A P T E R  F IV E
DISCUSSION
The purpose o f this chapter is to provide a discussion o f the results o f the analysis 
presented in Chapter Four, discuss the implications and limitations of this study, and 
provide areas for future research.
Summary of Findings 
This dissertation was aimed at exploring two research questions: (1) whether 
CMV could be manipulated through the research setting, and (2) to which measures of 
presumed causes o f CMV are data most susceptible. The first question was addressed by 
comparing correlations among substantive variables in three conditions: CMV-inducing 
(i.e., instructions that indicate relations between variables and a traditional order of 
items), CMV-reducing (i.e., instructions indicating no relation between variables and a 
random order o f items), and control (i.e., instructions that made no mention o f relations 
between variables and a traditional order o f items). The totality o f findings indicates that 
CMV may be influenced through research condition, but not for all items. In fact, 
although the substantive relationships chosen for this dissertation were those that are 
either likely to exhibit CMV or have been previously shown to exhibit CMV, most 
correlations did not significantly change based upon experimental manipulation. Further, 
ANOVA and t-tests indicated very few differences across the conditions. A notable
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exception included significant findings for negative affect in multiple comparisons. This 
finding is interesting given that negative affect is considered a relatively stable trait, yet 
differences between the groups were found in both the reducing conditions versus the 
control condition, the reducing condition and the inducing condition, and the item order 
conditions. This indicates that the sample populations differed in some fundamental, but 
unknown, way or that negative affect responses can be manipulated by study design. 
Although ANOVA and t-tests did not indicate significant differences in the groups, 
several correlations for LMX, interpersonal deviance, and OCB-IRB and other 
substantive scales were significantly different across treatment groups. All three of these 
variables were significantly related to the self-deceptive form o f socially desirable 
responding. The manipulations were intended to induce/reduce biased responding 
according to researcher expectations. It is possible that because these scales were 
significantly related to social desirability, they were more likely to show differences 
across the manipulations. In other words, those who were more likely to engage in the 
self-deceptive form o f social desirable responding were more likely to respond to changes 
in researcher expectations.
This research question was also addressed by examining the differences in 
correlations produced when the survey instructions were written form versus when they 
were presented in video form. The only scale that significantly changed according to 
ANOVA and t-tests was interpersonal deviance. In the written condition, responses were 
much more negatively related to the other substantive variables than in the video 
condition. This indicates that people may be less likely to admit to deviant behaviors 
when they feel a stronger presence o f the researcher or a richer medium of delivery.
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While not statistically significant according to t-tests and ANOVA, another interesting 
finding was that proactive personality demonstrated a much stronger relationship with the 
other substantive variables in the video condition versus the written condition. Proactive 
personality did not indicate many differences across the other experimental groups. 
Though the relationships did not change in significance or direction, the magnitude o f the 
change was highly significant. This indicates that proactive personality may also be 
influenced by researcher presence. In addition, this was the only condition in which 
taking charge showed a significant difference across treatments. Given that each o f these 
are variables that have a socially desirable/undesirable perspective, it is reasonable that 
the increased presence o f the researcher would influence the likelihood of respondents to 
report more positive behaviors and less negative behaviors. The changes in socially 
desirable responding for this condition provide some support for this theory.
Specifically, the social desirability scale was more strongly linked to the substantive 
variables in the video condition than in the written condition, but not significantly so. In 
addition, the marker variable of attitudes towards private label brands showed significant 
changes across these conditions. It was significantly related to several substantive 
relationships in the written condition, but only a few in the video condition. It is possible 
that the written manipulations were more effective at inducing/reducing bias than the 
video manipulations.
The second research question addressed the degree to which presumed causes of 
CMV— social desirability and affect—were more strongly related to some variables than 
others were. The pattern o f results for these variables indicates that both social 
desirability and affect can be manipulated based upon research conditions. The strongest
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differences for negative affect were found in the proximal separation/item order 
comparison. When negative affect was present next to positive affect in the traditional 
order, it had stronger relationships to the substantive variables than when it was presented 
randomly within the survey. The relationships between positive affect and negative 
affect to each other did not significantly change. This finding indicates that presenting the 
items together may result in method bias. The impression management form o f social 
desirability remained relatively stable across the conditions, but the self-deceptive form 
showed several differences. In addition, negative affect showed a relatively strong 
positive relationship with self-deceptive enhancement in every condition and minimal to 
no relationship with impression management. This finding indicates that those with 
higher levels o f negative affect are more susceptible to the experimental manipulations 
and are more likely to engage in self-deceptive enhancement. This finding makes sense 
in that those who are higher in negative affect may feel a greater pressure to meet 
researcher or societal demands than those who are more positive.
In addition to the research questions above, the efficacy o f two different marker 
variables was examined. Both marker variables showed relatively weak but stable 
correlations with the substantive variables and neither was found to be statistically 
significantly different across any experimental condition comparisons with one 
exception. Attitudes towards private label brands was significantly different in the video 
versus the written condition, having significantly stronger relationships to the substantive 
variables in the written conditions. In general, the marker variable Attitudes towards the 
Color Blue identified no significant CMV in the data set. While not reported, Phase I of 
the CFA correlational method was conducted using the private label brand attitudes
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marker variable and no significant differences were found between the two marker 
variable scales. While not explicitly addressed in the study design, there appears to be 
only minimal correlation between the marker variables and measured causes o f CMV.
All of the correlations are below .20, indicating that the patterns of marker variable 
responses cannot be accounted by other measured causes. However, in this study, the 
marker variables did not detect a significant level of bias, so that finding may not hold 
across samples.
Another contribution of this study was the examination of CMV in the data set 
through the addition o f a post hoc research question using the comprehensive CFA 
marker technique. The technique allows the researcher to develop a better understanding 
of how marker variables detect CMV influences. Only some of the variables in this 
dissertation were modeled to assess the presence o f CMV. The variables used included 
proactive personality, taking charge behaviors, organizational commitment, job 
satisfaction, and core self-evaluations. The marker variable used was attitudes towards 
the color blue. Using the CFA marker technique, no significant bias was found and the 
marker variable only accounted for 2.53% of the total variance across the models. It 
further indicated that of these variables, proactive personality was the most influenced by 
CMV as detected by the marker variable and was the only one with a significant 
relationship to the marker variable in the CFA model. This indicates that proactive 
personality is influenced by the method effect captured by the attitudes towards the color 
blue marker variable.
One benefit o f the CFA marker technique is that it allows for the breakdown of 
method effects by item rather than by scale. This allows the researcher to identify which
135
particular items are most susceptible to its effects. An interesting finding was that the 
marker variable did not significantly load on any o f the negatively worded items, only the 
positively worded items. Thus, it is possible that at least some of the method effect 
captured by this particular marker variable is a form of acquiescence bias.
Implications for Researchers 
The findings presented above indicate several implications for researchers. First, 
the findings demonstrate that CMV may be present in some relationships measured on 
the same survey, but not in all of them and not to the same degree. This demonstration of 
congeneric CMV supports the use o f a post hoc statistical correction technique like the 
Comprehensive Marker Technique because it can account for such variance and address 
CMV influences at the individual factor level. In addition, the comprehensive marker 
technique has not been applied in many studies, as such, the nature of method variance 
and its potentially biasing effects are not well understood. This study implemented the 
comprehensive marker technique to show that although method effects existed at 
differing levels across constructs, they did not do so at biasing levels. This provides 
support for researchers who are concerned about the validity of self-report data because 
this study attempted to create bias, but little was detected.
In addition, the results of this study indicate that the application o f a priori 
procedural remedies may not significantly influence results. The procedural remedies 
used in this study included proximal separation, the use o f cover stories, and the media 
with which the cover stories are delivered. The use o f proximal separation proved to be 
the most effective at creating differences in responding, but even those differences were 
relatively minor. Very few differences were detected across the rest o f the experimental
136
conditions and that which was detected was small. This indicates that either the 
manipulations were not effective or that CMV was simply not present at biasing levels, as 
supported by the CFA marker technique results. Another potential explanation is that 
CMV influenced all o f the experimental conditions; however, the post hoc research 
question and application o f the CFA marker technique indicated this to be untrue because 
it failed to detect biasing levels o f CMV. Further, the research supported the congeneric 
perspective o f CMV in that, when CMV exists, it does not influence all variables or items 
in the same manner or to the same degree. Even with proactive personality variable, 
which had 5 o f the 10 items influenced by the marker variable, the bias was extremely 
small at .09. Thus, researchers who failed to apply a priori procedural remedies may still 
have viable results and the CFA marker technique can be used to demonstrate that the 
results and data set are viable.
Limitations
As in all research, this dissertation has some limitations. The first limitation 
involves the sample population. The experimental manipulations were applied to 
different samples within the population. In spite o f random assignment, it cannot be 
guaranteed that the samples were truly equivalent. As such, there is a potential that the 
differences found were due to differences in the sample populations and not solely to the 
experimental manipulations. However, given the number o f responses collected for each 
group and the random assignment, it is unlikely that the differences could be attributed 
solely to the different samples. In addition, the sample had an over representation of the 
Asian/Pacific Islander ethnicity in comparison to the U.S. population, which may 
influence the generalizability o f the results.
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Another potential limitation involves the selection of the marker variables. Only 
two marker variables were investigated and neither should have been theoretically related 
to workplace variables; however, they were very obviously non-related and several 
survey respondents noted the “random” questions in response to an open-ended question 
at the end o f the survey. Because the marker variables were so obviously non-related to 
the substantive variables, they represented a cognitive speed bump that may have re-set 
the respondent’s thought processes and tapped into a different set o f cognitions than the 
substantive variables. However, the finding o f some significant relationships among the 
marker variables indicates that method variance was accurately captured by the variables.
Future Research
As mentioned previously, there is an ongoing debate regarding the nature o f CMV 
and how researchers can account for it in their same-source data. This dissertation 
informs the literature in several ways, but there are several research ideas that could be 
advanced based upon these findings. First, using the CFA marker technique to investigate 
differences in the other substantive scales could indicate greater differences for some 
constructs. In addition, there is the potential to break down the sample for evaluation at 
more specific experimental manipulations. In other words, examining all twelve 
potential experimental groups for differences may shed additional insight into the 
behavior o f marker variables and the efficacy o f procedural remedies.
Another potential area for future research includes the marker variables selected. 
Further examination o f other marker variables or the development o f a marker variable 
scale that, while still theoretically unrelated to the construct, is not obviously unrelated, 
may be another fruitful area for future research. In addition, the exploration o f additional
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remedies, such as temporal separation may allow for better understanding as to when and 
how CMV occurs at biasing levels.
Further examination o f measured causes o f CMV is another potential area for 
future research. A focus on variables that are theoretically related to social desirability or 
affect, such as proactive personality, taking charge behaviors, and organizational 
citizenship behaviors, may allow for a better understanding o f when the measured causes 
lead to significant bias. Meta-analytic results indicated that social desirability is not 
significantly related to proactive personality (Fuller & Marler, 2009) and only weakly 
related to many other common constructs (Moorman & Podsakoff, 1992). Using the 
measures that separate the impression management and the self-deceptive enhancement 
forms o f socially desirable responding may allow for a better understanding o f when and 
how social desirability and affect contribute to CMV.
Conclusion
In spite o f the limitations, this study offered several contributions and insights 
into CMV and its effects on data collection. First, the study found the application or non­
application of certain procedural remedies had differing effects on substantive variables. 
Second, the study found that most of the differences indicated between the experimental 
groups were non-significant, thus supporting the validity of data that does not employ 
such remedies. Third, the study employed the comprehensive CFA marker technique to 
evaluate the ability of marker variables to detect CMV. These findings provide support 
for the use of self-report data in academic research, as there were no pervasive CMB 
effects.
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privacy o f  the participants and to assure that the data are kept confidential. Informed consent is a 
critical part o f the research process. The subjects must be informed that their participation is 
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been made including approved changes should be noted in the review application. Projects 
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and retained by the university for three years after the conclusion of the study. If changes occur 
in recruiting o f subjects, informed consent process or in your research protocol, or if 
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Research or IRB in writing. The project should be discontinued until modifications can be 
reviewed and approved.
If you have any questions, please contact Dr. Mary Livingston at 257-2292 or 257-5066.
HUC 1214
A MEMBER OF THE UNIVERSITY OF LOUISIANA SYSTEM
P.O BOX 3092 • RUSTON, LA 71272 • TEL: (318) 257-5075 • FAX: (318) 257-5079 
AN EQUAL OrrOKTUNITY UNTVERSflY
APPENDIX B 
INFORMED CONSENT STATEMENT
141
142
INFORMED CONSENT STATEMENT
The project consists of a survey to determine the degree to which recommended a  priori 
procedural modifications to surveys affect common method variance in data. You are being asked 
to complete an online survey. Your participation is voluntary.
Informed Consent Statement: The survey contains items that address your perceptions of your 
workplace. Your information will be kept confidential. There are no risks involved in this 
study. All responses are anonymous. No individual responses will be released; all data will be 
presented in aggregate. If you choose not to participate in the study, no negative consequences 
will follow. The participant understands that Louisiana Tech is not able to offer financial 
compensation nor to absorb the costs of medical treatment should you be injured a s  a result of 
participating in this research.
P lease read the following statement and indicate yes or no that you are willing to participate in the 
survey.
I acknowledge that I have read and understood the description of the study: "Common Method 
Variance: An Experimental Manipulation", and its purposes and methods. I understand that my 
participation in this study will not affect my relationship with Louisiana Tech University or my 
employment. Further, I understand that I may withdraw at any time or refuse to answer any 
questions without penalty. Upon completion of the study, I understand that the aggregate results 
will be freely available to me upon request. I understand that the results of my survey will be 
confidential and accessible only to the principal investigators, myself, or a  legally appointed 
representative. I have not been requested to waive nor do I waive any of my rights related to 
participating in this study.
^  Yes 
^  No
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