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Bypassing much theory from integral geometry, we construct an elementary mea-
sure on a space whose elements can represent rank k orthogonal projections in
N . By replacing the Grassmannian GNk with a simple product space
⊗k
j=1 S
N−1
we are able to reproduce certain important features of the nontrivial measure on
GNk invariant under the action of the orthogonal group (a property also enjoyed by
our construction). As a motivating example we show that our construction enables
the proof of a recent embedding theorem due to Foias and Olson to be completed
using only standard methods of analysis.  2002 Elsevier Science (USA)
1. INTRODUCTION
In [3] Foias and Olson proved the following result:
Theorem 1.1. Let H be a real Hilbert space and let X ⊂ H be such that
its fractal (upper box-counting) dimension is less than m/2, df X < m/2.
Then if P0 is an orthogonal projection of rank m and δ > 0, there is an
orthogonal projection P such that P − P0 < δ and PX has Ho¨lder inverse.
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This theorem is the best result in a series of papers, and in particular
it generalises the results of Ben-Artzi et al. [1] and Eden et al. [2], which
apply only when X is a subset of a ﬁnite-dimensional space.1
One of the main applications of this theorem is in the theory of ﬁnite-
dimensional global attractors for dissipative partial differential equations
(the monographs by Hale [4] and Temam [8] contain numerous examples
of such attractors). Since the attractors have ﬁnite dimension, it is natural to
try to reproduce the dynamics on these attractors in some ﬁnite-dimensional
system. A ﬁrst step in any such construction (see Eden et al. [2, Chap. 10],
and Robinson [6, Chap. 16]) is the embedding of the attractor into a ﬁnite-
dimensional space.
While the proof in Eden et al. [2] uses only standard methods, Ben-Artzi
et al. [1] use ideas of integral geometry as found in Santalo [7]. These ideas
are used again and more extensively in the proof of Foias and Olson [3].
Let us sketch the background that is necessary to derive the result needed
in these two papers.
When dealing with orthogonal projections of rank m in N , it is natural
to identify these projections either with the space of their ranges (as in [1])
or of their kernels (as in [3]); that is, we identify the rank m-projections
with the space of m, or of k = N −m, dimensional linear subspaces of N .
Either way we are lead to consider linear subspaces of a given dimension
(say k) in N ; GNk, the Grassmannian manifold, denotes the space of all
such k-planes.
We can identify a k-plane in GNk by the (equivalence) class of those
elements in the orthogonal group ON leaving this k-plane invariant,
GNk ←→ ON/Ok ×ON − k
Since the orthogonal group ON is a Lie group with dimension NN − 1/
2 the space Ok × ON − k can be identiﬁed with a closed subgroup. It
is well known in Lie group theory that factorising a Lie group by a closed
subgroup still gives a manifold, called a homogeneous manifold or a homo-
geneous space. Therefore GNk appears as a (homogeneous) manifold, gen-
erally called the Grassmann manifold or Grassmannian. This construction
can be found, for instance, in Warner [9]. Note that ON still acts on GNk
in a natural way (rotating k-planes), and is said to be a Lie transformation
group of GNk (see [7, Chap. 10.5]).
Within this general framework a nontrivial measure µ on GNk that is
invariant under ON can be constructed using standard methods, as dis-
cussed in [7, Chap. 10]. The measure of the whole space GNk is then
1There is now a more general result available due to Hunt and Kaloshin [5] that also gives
explicit estimates on the Ho¨lder exponent of P−1X .
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computed in [7, Chap. 12, Eq. (12.35)] and is
µGNk =
ON−1 · · ·ON−k
Ok−1 · · ·O0
 (1)
The application of this measure construction in the papers discussed
above is restricted to the following formula, essentially found as Eq. (17.52)
in [7] and here given in the notation of Foias and Olson [3]. Before writing
it down we note that deriving this formula (even given the construction of
the measure above) requires knowledge of non-Euclidean integral geome-
try and projective spaces (see [7, Chap. 17]).
The formula gives the measure of those planes which intersect a given
spherical subset of N . If Bρa is a ball centred at a and of radius ρ,
with a = 0 and ρ < a, and SB denotes the set of all k-planes having
nonempty intersection with B,
SB = x ∈ GNk  x ∩ B = 
then
µSBρa =
ON−2 · · ·ON−k−1
Ok−2 · · ·O0
∫ arcsinρ/a
0
cosk−1s sinN−k−1s ds (2)
where Oi denotes the surface area of the i-dimensional unit sphere.
In fact what is really used in [3] is (4) below, a corollary of (2), proved
by some simple estimates and by using ON−1 = 2πN/2/N/2:
µSBρa ≤
1
N − k
ON−2 · · ·ON−k−1
Ok−2 · · ·O0
arcsinN−kρ/a
≤ µGNk
N − k
Ok−1ON−k−1
ON − 1
(
πρ
2a
)N−k
(3)
= µGNkON−k−1
N − k
N/2
k/2
(
ρ
2a
)N−k
πN−k/2
≤ µGNkON−k−1
N − k
(
Nπ
2
)N−k+1/2( ρ
2a
)N−k
 (4)
Readers not familiar with integral geometry, and perhaps those who are,
will presumably agree that the above route is a long way to obtain (4).
It is therefore interesting that there is an elementary construction giving
essentially the same result, so that the entire proof of Theorem 1.1 can be
based on standard methods from analysis.
We shall prove essentially the same result as (3), from which (4) will be
an immediate consequence. The main simpliﬁcation comes from working
in a different measure space,
SNk ν = GNk µ
as discussed in detail in the next section.
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Let us write (4) again as
µSBρa ≤ KNk
(
ρ
a
)N−k
with (5)
KNk = µGNk
ON−k−1
N − k
(
Nπ
2
)N−k+1/2(1
2
)N−k

we emphasise the dependence of the constant on N and k. It is worth noting
that the proof in Ben-Artzi et al. [1] uses this estimate but does not need
an explicit form for KNk as it treats only the ﬁnite-dimensional case (N
ﬁxed). The Foias and Olson proof [3], however, keeps careful track of this
dependence to cope with the inﬁnite-dimensional case.
2. THE MEASURE CONSTRUCTION
We are interested in a measure for k-dimensional (linear) subspaces in
N , simply called k-planes. Take any k set of vectors spanning such a plane.
Of course we can normalise these vectors, getting k points on the unit
sphere in N . Therefore we take (as our measure space) the product of k
copies of the N − 1-dimensional unit sphere SN−1 ⊂ N ,
SNk = SN−1 × · · · × SN−1 (k times)
the measure ν = νk = νN−1 k being the product measure of the uniform
surface measures, each of which can be written as ν1 (or ν as well if no
confusion is possible).
Returning to our representation of k-planes in this space, we have already
noted that a k-plane can be represented by k points on the unit sphere,
the corresponding vectors being linearly independent. In fact, almost all
k-tuples on the unit sphere span a k-plane:
Lemma 2.1. Almost all (with respect to νN−1 k) k-tuples of unit vectors in
N span a k-plane. More exactly, let
D = x1     xk ∈ SN−1 × · · · × SN−1  the xi are linearly dependent
then νD = 0.
We omit the proof, which is a trivial exercise in measure theory. However,
this simple result is the main reason SNk is a suitable space in which to
investigate the measure for k-planes.
Finally, we note that it is trivial that this measure is invariant under
the action of elements of the orthogonal group ON: rotation of each
component of the k-tuple induces a corresponding rotation of the k-plane,
and since the measure ν1 is invariant under the action of ON so is our
product measure ν.
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3. THE MAIN RESULT
We will prove now the following estimate corresponding to (5) in the ﬁrst
section. We denote by x1     xk the linear span of x1     xk.
Theorem 3.1. Let Bρa be a ball with radius ρ < a and centre a = 0 ∈
N . Deﬁne the set
SBρa = x1     xk ∈ SN−1 · · · × SN−1  x1     xk ∩ Bρa = 
where 0 < k < N . Then there is a constant K = KNk such that
νSBρa ≤ Kρ/aN−k (6)
Restricting ρ to 0 a/π, a possible choice for the constant is
KNk = 2 · νSNk
ON−k−1
N − k
(
Nπ
2
)N−k+1/2(1
2
)N−k
 (7)
Before the proof, it will be useful to recall some properties of N dimen-
sional polar coordinates. In addition to the radius r we have the angles
ϕ ∈ 0 2π and θ1    θN−2 ∈ 0 π, so that in Cartesian coordinates a
point of SN−1 can be written as

cosϕ sin θ1       sin θN−2
sinϕ sin θ1       sin θN−2
cos θ1 sin θ2       sin θN−2
cos θ2 sin θ3       sin θN−2

cos θN−2



Note that the ith component is the scalar product with the ith unit vector
ei and this is in general not the cosine of one of our angles; this is true only
for the last component, cos θN−2. Strictly one should denote the surface
element as dν = dνN−1 k but it will often be enough to emphasise the
N-dependence, so we adopt the following notation: the surface element of
SN−1 is
dSN−1 = sinN−2 θN−2    sin θ1 dθN−2    dθ1dϕ
It will be useful to note the recurrence relation,
dSN−1 = sinN−2 θN−2 dθN−2dSN−2
= sinN−2 ϑ dϑ dSN−2 with N ≥ 3 (8)
As indicated in the above formula we will write ϑ instead of θN−2 because
it will turn out to be the only angle of interest. ϑi will denote this angle for
the point xi (this is a point on the ith sphere in our product space) deﬁned
in a Cartesian system where we will take a or x1 for en (or, geometrically,
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as the North Pole). Finally we note that by integrating (8) we obtain∫
ϑ∈0 π
sinN−2 ϑ dϑ = ON−1/ON−2 (9)
where ON−1 = 2πN/2/N/2 is the surface area of the N-dimensional unit
sphere.
Proof (Theorem 7). Note that the condition x1     xk ∩ Bρa = 
with a = 0 is equivalent to the condition x1     xk ∩ Bρ/aa/a = 
so it is sufﬁcient to prove the case when a = 1, i.e., for a ∈ SN−1. We ﬁrst
treat the case k = 1:
Lemma 3.1. Let N ≥ 2, a = 1 and 0 < ρ < 1. Then we have
νx1 ∈ SN−1  x1 ∩ Bρa =  = 2ON−2
∫ arcsin ρ
ϑ1=0
sinN−2 ϑ1 dϑ1 (10)
≤ 2ON−2
N − 1 π/2
N−1ρN−1 = KN 1ρN−1 (11)
Proof (Lemma 3.1). If ϑ1 denotes the angle between a and x1, then the
following equivalences hold:
x1 ∩ Bρa =  ⇔ projection of a on x1 has length ≥ 1− ρ21/2
⇔ x1 ax12 ≥ 1− ρ2
⇔ x1 a2 = cos2 ϑ1 = 1− sin2 ϑ1 ≥ 1− ρ2
⇔ sinϑ1 ≤ ρ
This gives
νx1 ∈ SN−1  x1 ∩ Bρa = 
= νx1 ∈ SN−1  sinϑ1 ≤ ρ
=
∫
SN−1 sinϑ1≤ρ
dSN−1
=
∫
SN−2
dSN−2
∫
sinϑ1≤ρ
sinN−2 ϑ1 dϑ1
= 2ON−2
∫ arcsin ρ
ϑ1=0
sinN−2 ϑ1 dϑ1 (12)
≤ 2ON−2
∫ arcsin ρ
ϑ1=0
ϑN−21 dϑ1
= 2ON−2
N − 1 arcsin
N−1 ρ
≤ 2ON−2
N − 1 π/2
N−1ρN−1 = KN 1ρN−1 (13)
with KN 1 well deﬁned for N ≥ 2.
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Note that the expression (12) is exactly two times the value of the Grass-
mannian formula (2), applied to k = 1. This is not surprising, since in
the case k = 1 each choice of one point at the unit sphere leads to a
one-dimensional subspace. On the other hand, given a one-dimensional
subspace there are exactly two possible choices, corresponding to the two
intersections of a line through the origin with the unit sphere.
Proof (Theorem 7, continued). By the preceding lemma the case k = 1
is already proved. For the rest we shall use induction on N0, where 0 <
k < N ≤ N0. The ﬁrst possible value for N0 is 2, so k has to be 1 and we
can start the induction.
Let us turn to the induction step N0 − 1 → N0. For N < N0 the assump-
tion applies directly, so we only have to consider 0 < k < N = N0, and we
can even assume 1 < k < N = N0. Then
νk
(
x1     xk ∈ SN−1  x1     xk ∩ Bρa = 
)
= ON−1k−1ν1
(
x1 ∈ SN−1  x1 ∩ Bρa = 
)
+ νk
(
x1     xk ∈ SN−1  x1 ∩ Bρa =  and
x1     xk ∩ Bρa = 
)
≤ ON−1k−1KN 1ρN−1
+ νk
(
x1     xk ∈ SN−1  x1 ∩ Bρa =  and
x1     xk ∩ Bρa = 
)
 (14)
Using the induction hypothesis we can show
νkx1     xk ∈ SN−1  x1 ∩ Bρa =  and x1     xk ∩ Bρa = 
≤ c ·KN − 1 k− 1ρN−k with
c = cNk = ON−1/ON−2k−1 ·ON−2Ok−1/Ok−2 (15)
Indeed, take x1     xk ∈ SN−1 such that
x1 ∩ Bρa =  and x1     xk ∩ Bρa = 
Note that there is at least one vector linearly independent of x1, but in fact,
due to Proposition 2.1, we can even take all the vectors linearly indepen-
dent. Let P denote the orthogonal projection in the direction x1; then
Px1     xk ∩ Bρa
is nonempty (otherwise x1     xk ∩ Bρa ⊂ kerP = x1, which is not
possible). As the inclusion f A ∩ B ⊂ f A ∩ f B holds for any function
f , we ﬁnd that Px1     xk ∩ PBρa = ; by abuse of notation we will
ﬁnd it convenient to write BρPa instead of PBρa. Let ϑ1 = x1 a
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and ϑj = x1 xj (j = 2     k) and note that sinϑi = 0; in fact we have
sinϑi > 0, for i = 1     k. Now deﬁne
xˆj = Pxj/ sinϑj for j = 2     k and aˆ = Pa/ sinϑ1
As x = Px+ x1 xx1 for any x we ﬁnd that Px = sinx1 x for any
x having unit length. Therefore we have xˆi aˆ ∈ SN−2. That is, we have
scaled the projected vectors back to unit length. Note the following:
x1 ∩ Bρa =  and x1     xk ∩ Bρa = 
⇒ Px2     Pxk ∩ BρPa = 
⇔ xˆ2     xˆk ∩ Bρ/ sinϑ1aˆ = 
Since x1 ∩ Bρa =  it follows that we must have ρ/ sinϑ1 < aˆ (this
observation will prove useful below).
Note also the correspondence between xj and xˆj (j = 2     k): xj ∈
x1 xˆj and therefore
xj ∈ SN−1 dSN−1 ←→ xˆj ϑj ∈
(
SN−2 × 0 π sinN−2 ϑj dϑj dSN−2
)

using the notation (space, measure). Now we can write
ν
(
x1     xk ∈ SN−1  x1 ∩ Bρa =  x1     xk ∩ Bρa = 
)
≤ ν(x1     xk ∈ SN−1  x1 ∩ Bρa = 
xˆ2     xˆk ∩ Bρ/ sinϑ1aˆ = 
)
=
∫
above conditions
dSN−1x1 · · · dSN−1xk
=
∫
x1∈SN−1
∫
xˆ2∈SN−2
· · ·
∫
xˆk∈SN−2
∫
ϑ2
· · ·
∫
ϑj
dSN−1x1
· sinN−2 ϑ2 · · · sinN−2 ϑk dϑ2 · · · dϑk dSN−2xˆ2 · · · dSN−2xˆk
=
∫
x1
dSN−1x1
∫
ϑ2
· · ·
∫
ϑj
sinN−2 ϑ2 · · · sinN−2 ϑk dϑ2 · · · dϑk
·
∫
xˆ2∈SN−2
· · ·
∫
xˆk∈SN−2
dSN−2xˆ2 · · · dSN−2xˆk
=
∫
x1
dSN−1x1
∫
ϑ2
· · ·
∫
ϑj
sinN−2 ϑ2 · · · sinN−2 ϑk dϑ2 · · · dϑk
· ν(xˆ2     xˆk ∈ SN−2  xˆ2     xˆk ∩ Bρ/ sinϑ1aˆ = )
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By using the induction hypothesis for the last term (this is allowable, since
ρ/ sinϑ1 < aˆ as remarked above) and (9) we can continue
≤
∫
x1
dSN−1x1ON−1/ON−2k−1 ·KN − 1 k− 1ρ/ sinϑ1N−1−k−1
=
(
ON−1
ON−2
)k−1
KN − 1 k− 1ρN−k
∫
x1∈SN−1
1/ sinϑ1N−k dSN−1x1
=
(
ON−1
ON−2
)k−1
KN − 1 k− 1ρN−k
∫
x1∈SN−2
∫
ϑ1
sinϑk−21 dϑ1 dS
N−2x1
=
(
ON−1
ON−2
)k−1
KN − 1 k− 1ρN−k ·ON−2Ok−1/Ok−2
=
(
ON−1
ON−2
)k−1ON−2Ok−1
Ok−2
KN − 1 k− 1ρN−k
Now return to (14), and using the result of (15) just proved we ﬁnd that
νkx1     xk ∈ SN−1  x1     xk ∩ Bρa = 
is bounded by
ρN−k
[
ρk−1ON−1k−1KN 1
+
(
ON−1
ON−2
)k−1ON−2Ok−1
Ok−2
KN − 1 k− 1
]
 (16)
Of course we could use ρ < 1 (thus ρk−1 < 1) and take constants K such
that
KNk =
[
ON−1k−1KN 1 +
(
ON−1
ON−2
)k−1ON−2Ok−1
Ok−2
KN − 1 k− 1
]

Note that this is a well-deﬁned recurrence relation as KN 1 is known
explicitly. However, solving this recurrence relation gives a KNk that
increases (too) fast with N . So we proceed more subtly and restrict ρ to
0 α, α being a constant which we shall choose later as 1/π. The bound
in (16) now becomes
ρN−k
[
αk−1ON−1k−1KN 1 +
(
ON−1
ON−2
)k−1ON−2Ok−1
Ok−2
KN − 1 k− 1
]
and (as above) a possible choice for KNk is the solution of
KNk = αk−1ON−1k−1KN 1
+
(
ON−1
ON−2
)k−1ON−2Ok−1
Ok−2
KN − 1 k− 1
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All we have to do is solve this recurrence relation. By analogy with (5) we
factor out the measure of the whole space; that is, we divide by νSNk =
ON−1k. Deﬁning
LNk = KNkON−1k
we get
LNk = αk−1LN 1 + ON−2
ON−1
Ok−1
Ok−2
LN − 1 k− 1 (17)
It follows from the expression for KN 1, [see (11)] that
LN 1 = 2ON−2N − 1ON−1
π/2N−1
The solution to (17) is simply obtained by expanding (note the nice tele-
scopic behaviour of the second factor). We ﬁnd
LNk =
k∑
j=1
αk−j
ON−jOk−1
ON−1Ok−j
LN − j + 1 1
= Ok−1
ON−1
k∑
j=1
αk−j
2ON−j−1
N − jOk−j
(
π
2
)N−j
= Ok−1
ON−1
αk
(
π
2
)N k∑
j=1
(
απ
2
)−j 2ON−j−1
N − jOk−j
= Ok−1
ON−1
(
απ
2
)k(π
2
)N−k k∑
j=1
(
2
απ
)j 2ON−j−1
N − jOk−j

Setting α = 1/π we get
LNk = Ok−1
ON−1
(
π
2
)N−k(1
2
)k k∑
j=1
2j
2ON−j−1
N − jOk−j

Motivated by (3) we multiply and divide by ON−k−1/N − k, to obtain
LNk = Ok−1
ON−1
(
π
2
)N−kON−k−1
N − k
(
1
2
)k k∑
j=1
2j
2N − kON−j−1
N − jON−k−1Ok−j

Using ON−1 = 2πN/2/N/2 and N + 1 = NN the last fraction
can be written as
2N − kON−j−1
N − jON−k−1Ok−j
= π−1/2

(
k−j+1
2
)

(
N−k+2
2
)

(
N−j+2
2
) 
This last expression is of the form ab/a + b − 12 , which can
be thought of a perturbed beta function; recall that Ba b = ab/
a+ b. It is easily seen by the integral representation of the beta function
that Ba b ≤ 1; in light of this the following lemma is unsurprising.
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Lemma 3.2.
ab

(
a+ b− 12
) ≤ π1/2 for a b ∈ [ 12 ∞)
Proof (Lemma 3.2). Fix a; then for b = 1/2 we have equality. We show
that
b
b+ a˜  with a˜ = a− 1/2 ≥ 0 ﬁxed
is monotonically decreasing with b. This is equivalent to
lnb+ a˜ − lnb
monotonically increasing with b. But this is a simple consequence of the
convexity of f = ln ◦ (see any good analysis book). As everything is
smooth we require
d
dx
f x+ a˜ − f x = f ′x+ a˜ − f ′x ≥ 0
replacing the difference by af ′′x+ θa, with θ ∈ 0 1, and noting that f ′′
is positive (since it is smooth and convex), we obtain the result.
Proof (Theorem 7, conclusion). Putting all together we have
LNk ≤ Ok−1
ON−1
(
π
2
)N−kON−k−1
N − k
(
1
2
)k k∑
j=1
2j
≤ 2 Ok−1
ON−1
(
π
2
)N−kON−k−1
N − k
≤ 2 Ok−1
ON−1
(
π
2
)N−kON−k−1
N − k 
Therefore a possible choice for KNk is
KNk = 2 · νSNk
Ok−1
ON−1
(
π
2
)N−kON−k−1
N − k 
4. CONCLUSION
We ﬁrst discuss the application of this construction to the papers by Ben-
Artzi et al. [1] and Foias and Olson [3].
Using Theorem 7 to replace the Grassmannians in the proof of [1] is
straightforward; indeed (6) holds for 0 < ρ < a as the explicit form of
K = KNk is not used. A priori we have to be more careful with the
proof of [3] as it uses (4) for 0 < ρ < a (the whole range of ρ). However,
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Lemmas 4.2 and 7.1 of [3] in fact only require (4) for ρ ∈ 0 *, for some
* > 0. The full formula (2) is required once (Lemma 6.1), but only for
k = 1, which is obtained as Lemma 3.1 in this paper, the factor 2 not
affecting the argument.
In these two papers the use of this new construction removes the reliance
of the proofs on advanced notions of integral geometry. Furthermore, since
it is much more straightforward (if tedious) to calculate the measure of a
given set of planes using SNk rather than the standard measure on GNk,
we hope that our construction will prove useful in other situations where a
natural ﬁrst choice would seem to be the standard Grassmannian.
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