The capacity of deterministic, complex and discrete time memoryless Additive White Gaussian Noise (AWGN) channel under three constraints, namely, channel input average power, channel input amplitude and delivered power at the channel output is considered. The delivered power constraint is modelled as a linear combination of even-moment statistics of the channel input being larger than a threshold. It is shown that the capacity of an AWGN channel under transmit average power and receiver delivered power constraints is the same as the capacity of an AWGN channel under an average power constraint, however, depending on the two constraints, it can be either achieved or arbitrarily approached. It is also shown that under average power, amplitude and delivered power constraints, the optimal capacity achieving distributions are discrete with a finite number of mass points. To establish the results, the confluent hypergeometric functions as well as the output rate of decay of complex Gaussian channels are utilized extensively. As an application, a simultaneous information and power transfer (SWIPT) problem is studied, where an experimentally-validated nonlinear model of the harvester is used. Relying on small signal analysis approximation, a general form of the delivered Direct-Current (DC) power in terms of system baseband parameters is derived for independent and identically distributed (iid) inputs. It is shown that the delivered power depends on higher order statistics of the channel input. By defining the rate-power (RP) region, two inner bounds, one based on complex Gaussian inputs and the other based on convexifying the optimization probability space, are obtained. For Gaussian inputs, it is shown that the optimal inputs are zero mean and a tradeoff between information and power is recognized by considering asymmetric power allocations between Inphase and Quadrature subchannels. To obtain the second inner bound, numerical programming is utilized. Through numerical algorithms, it is observed that the numerically obtained input (NOI) distributions attain larger RP region compared to Gaussian input counterparts.
I. INTRODUCTION Radio-Frequency (RF) waves can be utilized for transmission of both information and power simultaneously. As one of the primary works in the information theory literature, Varshney studied this problem in [1] , in which he characterized the capacity-power function for a point-to-point discrete memoryless channel (DMC). He showed the existence of a tradeoff between the information rate and the delivered power for some channels, such as, point-to-point binary channels and amplitude constraint Gaussian channels. Recent results in the literature have also revealed that in many scenarios, there is a tradeoff between information rate and delivered power. Just to name a few, frequency-selective channel [2] , MIMO broadcasting [3] , interference channel [4] .
One of the major efforts in a Simultaneous Wireless Information and Power Transfer (SWIPT) architecture is to increase the Direct-Current (DC) power at the output of the harvester without increasing transmit power. The harvester, known as rectenna, is composed of an antenna followed by a rectifier. 1 In [5] , [6] , it is shown that the RF-to-DC conversion efficiency is a function of rectenna's structure, as well as its input waveform. Accordingly, in order to maximize rectenna's DC power output, a systematic waveform design is crucial to make the best use of an available RF spectrum [6] . In [6] , an analytical model for the rectenna's output is introduced via the Taylor expansion of the diode characteristic function and a systematic design for multisine waveform is derived. The nonlinear model and the design of the waveform was validated using circuit simulations in [6] , [7] and recently confirmed through prototyping and experimentation in [8] . Those works also confirm the inaccuracy and inefficiency of a linear model of the rectifier obtained by truncating the approximation of the diode characteristic function to the second order. As one of the main conclusions, it is shown that the rectifier's nonlinearity is beneficial to the system performance and is key to the design of signals and systems involving wireless power.
The design of an efficient SWIPT architecture fundamentally relies on designing an efficient Wireless Power Transfer (WPT) structure as an important building block of SWIPT. The SWIPT literature has so far focused on the linear model of the rectifier, e.g., [2] [3] [4] , whereas, it is expected that considering nonlinearity effect changes the SWIPT design, signalling and architecture significantly. Indeed, in [9] , [10] , the design of SWIPT waveforms and the characterization of achievable rate-power (RP) region are studied on deterministic Additive White Gaussian Noise (AWGN) channels accounting for the rectenna's nonlinearity with a power splitter at the receiver. In single-carrier transmission, it is shown modulation with Circular Symmetric Complex Gaussian (CSCG) input is beneficial to wireless power delivery compared to an unmodulated continuous wave. In multi-carrier transmission, however, it is shown that a non-zero mean Gaussian input distribution leads to an enlarged RP region compared to a CSCG input distribution. This highlights that the choice of a suitable input distribution (and therefore modulation and waveform) for SWIPT is affected by the rectifier nonlinearity and motivates the study of the capacity of AWGN channels under nonlinear power constraints.
The capacity of deterministic, complex and real, discrete-time memoryless AWGN channels has been investigated in the literature under various constraints, extensively. The most classical one is the channel input average power constraint, under which the optimal input is demonstrated to be Gaussian distributed [11] . It seems that the linear AWGN channel subject to transmit average power constraint is an exception and under many other constraints, the optimal input leads to discrete inputs. To mention a few, Smith in [12] considered a real AWGN channel with average power and amplitude constrained inputs, where he established that the optimal capacity achieving input distribution is discrete with a finite number of mass points. Similar results were reported in [13] for complex AWGN channels with average and peakpower constraint and in [14] for complex Rayleigh-fading channel when no channel state information (CSI) is assumed either at the receiver or the transmitter. As a more general result, in [15] a real channel is considered in which sufficient conditions for the additive noise are provided such that the support of the optimal bounded input has a finite number of mass points. In [16] , real AWGN channels with nonlinear inputs are considered subject to multiple types of constraints such as the even-moment and/or compactsupport constraints under which the optimal input is proved to be discrete with a finite number of mass points in the vast majority of the cases.
A survey of the literature reveals that almost all models considered for AWGN channels are not inclusive of the inevitable nonlinearities, such as fibre optic channels, power amplifiers or energy harvesters. The lack of fundamental results in the literature relating to nonlinear models is becoming more sensible due to the growth of applications involving devices with nonlinear responses. The typical and straightforward approaches to tackle such problems are either considering linearized models or obtaining approximations and lower bounds on capacity [17] . As one of the novel works in the information theory literature, in [16] , the authors consider a real AWGN channel with their focus on nonlinear channel inputs and different types of transmit power constraints.
Leveraging the aforementioned observations, we provide a step closer at identifying the fundamental limits of SWIPT structures taking into account the nonlinearities of the power harvester, i.e., rectenna. In this paper, we study a deterministic, complex and discrete time memoryless AWGN channel under the transmit average power and amplitude constraints as well as a constraint on the linear combination of even-moment statistics of the channel input. The contributions of this paper are listed below.
• First, we show that the capacity of an AWGN channel under a transmit average power constraint and receiver delivered power constraint is the same as the capacity of an AWGN channel. However, depending on the two constraints, the capacity can be either achieved or approached arbitrarily (irrespectively of the delivered power constraint).
• Second, we show that in line with the results reported in [12] [13] [14] , [16] the optimal input distributions are discrete with a finite number of mass points. The system model studied in this paper focuses on the nonlinearities at the receiver (over complex AWGN channels) and indeed can be considered as a reciprocal of [16] , where the main focus is on the nonlinearities at the transmitter (transmit nonlinear constraints as well as nonlinear channel inputs over real AWGN channels).
• Third, as an application of the obtained results, we consider SWIPT over a complex AWGN channel, where the receiver is equipped with a rectenna in order to capture power. Taking the advantage of the small-signal approximation for rectenna's nonlinear output introduced in [6] , [9] , we obtain the general form of the delivered power for independent and identically distributed (iid) complex inputs in terms of system baseband parameters. Assuming that the receiver jointly extracts information and harvests power from the received RF signal, 2 it is shown that the delivered power at the receiver is dependent on the even-moment statistics of the channel input. Defining RP region for the considered application, we obtain two inner bounds for the RP region. The first inner bound is based on merely iid complex Gaussian inputs, where we show that the optimal complex Gaussian inputs are zero mean. We also recognize a tradeoff between transmitted information and transferred power resulting from asymmetric power allocations between Inphase and Quadrature subchannels. The second inner bound is based on convexifying the optimization probability space and obtaining the necessary and sufficient condition for optimality for the convexified optimization space. Using numerical programming, it is observed that the Numerically Obtained Input (NOI) distributions outperform their Gaussian counterparts.
• Finally, as an independent result, we note that in analyzing complex AWGN channels, Bessel modified function of first kind of order zero appears frequently. Due to the lack of explicit expressions for Bessel functions in general, it is sometimes hard to analyze such channels. Accordingly, we obtain a tight upper bound on the Bessel modified function of first kind of order zero, which might also come useful in future applications and analysis. Organization: In Section II, we introduce the system model and define the channel capacity problem studied here. In Section III, we introduce the main results of the paper. A SWIPT problem is considered in Section IV as an application of the main results introduced in Section III. In Section IV-A, the delivered power for the considered SWIPT problem is obtained in terms of channel baseband parameters for iid channel inputs accounting for small-signal approximations of rectenna. Defining the RP region in Section IV-B, an inner bound on the RP region based on complex Gaussian distributed inputs and an inner bound on the RP region based on the results developed in Section III are introduced in Section IV-B1 and Section IV-B2, respectively. In Section V, numerical results are illustrated in order to clarify the inner bounds obtained for the RP region. In Section VI, some problems are posed as potential future research directions. We conclude the paper in Section VII and the proofs for some of the results are provided in the Appendices at the end of the paper.
Notations: Throughout this paper, the standard CSCG distribution is denoted by CN (0, 1). Complex conjugate of a complex number c is denoted by c * . For a random process X(t), corresponding random variable at time index k is represented by x x x k . The support of the random variable x x x k is denoted as supp(x x x k ). x x x r and x x x i denote the real and imaginary parts of the complex random variable x x x, respectively. The operators sin(πt) πt and s l = sinc(l + 1/2) for integer l. Let F r r r (r) and f r r r (r) be used, respectively, for a generic notation of the probability cumulative distribution (cdf) and probability density function (pdf) of a random variable r r r. Let Φ(·, ·; ·) be the confluent hypergeometric function defined as in [21, Section 9.21] . We define the kernel K(R, r) as
where I 0 (x) = 1/π π 0 e x cos(θ) dθ is the modified Bessel function of the first kind of order zero. The error function is defined as erf(x) = 2/ √ π
II. SYSTEM MODEL, PROBLEM DEFINITION AND PRELIMINARIES Consider the following complex representation of a discrete-time AWGN channel,
where {y y y k }, {x x x k } and {n n n k } represent the sequences of complex-valued samples of the channel output, input and AWGN, respectively, and k is the discrete-time index. The real and imaginary parts of the signal {y y y k } indicate the Inphase and Quadrature components, respectively. The noise samples {n n n k } are assumed to be CSCG distributed as
We are interested in the capacity of the channel in (2) with input samples subject to
where throughout the paper P a , P d,min , P d,max and r p are interpreted as the transmitter average power, minimum delivered power, maximum delivered power and channel input amplitude constraints, respectively. g(·) is assumed to be a continuous positive function in the form given as
Note that since g(r) is assumed to be a positive function, we have lim r→∞ g(r) = ∞.
Remark 1. We mention here, that since the scenario g(r) = α 0 + α 2 r 2 beside average power constraint and beside average power/amplitude constraints are straightforward, yielding that CSCG distributions [11] and discrete distributions with a finite number of mass points are optimal [13] , respectively, we will not consider throughout the paper. Note that for both scenarios, it can be easily verified that there is no tradeoff between the transmitted information and receiver delivered power. Accordingly, we are interested in g(r) with α i = 0 for at least one of i = 2, . . . , n.
The capacity of a complex discrete-time AWGN channel [22, Chapter 7] is therefore given by C(P a , P d,min , P d,max , r p ) = sup I(x x x; y y y)
where the supremum is taken over all probability measures p x x x (x) satisfying the constraints in (5) . Expressing I(x x x; y y y) in terms of differential entropies, we have I(x x x; y y y) = h(y y y) − log 2πe.
Therefore, the problem in (5) is equivalent to the supremization of differential entropy h(y y y) subject to the constraints in (3). Using polar coordinates 3 x x x = r r re iθ θ θ and y y y = R R Re iφ φ φ (r r r, R R R ≥ 0 and θ θ θ, φ φ φ ∈ [−π, π]) and following the same steps in [13] , we have
where f R R R (R; F r r r ) is the amplitude distribution of the channel output y y y induced by F r r r and is given by
Note that by selecting r r r and θ θ θ independent with uniformly distributed θ θ θ over [0, 2π], the equality in (7) is obtained without loss of generality (for more details see [13] ) and we have
Therefore, the optimization problem in (6) is reduced to the following problem
where H(F r r r ), Ω 1 and Ω 2 are defined as
and
III. MAIN RESULTS In this section, we provide the main results of this paper. We note that the optimization problem we consider in this paper, essentially differs from [13] , in the sense of the constraints. More specifically, due to the fact that the amplitude constraint can also take the infinite value, i.e., r p = ∞, a different approach than [13] is required to prove the results.
In the following, we first characterize the capacity in (10) when the channel input amplitude constraint is r p = ∞. In the next theorem, we study the capacity problem in (10) when r p < ∞. We accordingly, derive the necessary and sufficient condition for the optimal distributions achieving the capacity. Theorem 1. The capacity of the channel in (2) for r p = ∞, i.e., C(P a , P d,min , P d,max , ∞) is characterized as
3 The polar representation simplifies the problem, since the constraints are circular. 
... Figure 1 . The capacity C(Pa, P d,min , P d,max , ∞) of an AWGN channel. The solid blue line is achievable by a unique input x x x ∼ CN (0, Pa), however, the red dashed line can be approached.
If P d,min ≤ P R , the capacity C(P a , P d,min , P d,max , ∞) is achieved by a unique input distributed as x x x ∼ CN (0, P a ), and for P d,min > P R , the capacity C(P a , P d,min , P d,max , ∞) is not achieved, however, can be approached arbitrarily, where P R is
Proof : See Appendix B.
From the result of Theorem 1, it is verified that for n ≥ 2 in (4), the capacity of an AWGN channel in (2) for r p = ∞ is independent of the values of the delivered power constraints, i.e., P d,min and P d,max . That is given P a and P d,min ≤ P d,max , the capacity C(P a , P d,min , P d,max , ∞) is constant with P d,max . This is represented in Figure 1 , where the solid line illustrates the capacity C(P a , P d,min , P d,max , ∞) achievable by x x x ∼ CN (0, P a ) and the dashed line illustrates the capacity C(P a , P d,min , P d,max , ∞) that can be approached arbitrarily using time sharing 4 between distributions with high amount of information and distributions with high amount of power (see Appendix B for more detail).
Note that, the result of Theorem 1 is due to the fact that the function g(r) is of the order of at least 4. In Section IV, we show that accounting the nonlinearity of the rectifier at the receiver, the delivered power is dependent on higher order moment statistics of the channel input x x x. This, accordingly, explains why nonlinearity is actually beneficial to system performance in contrast with the linear scenario (,i.e., n = 1 in (4)).
Theorem 2. The optimal distribution denoted by F r r r o achieving the capacity C(P a , P d,min , P d,max , r p ) for r p < ∞, is unique and the corresponding set of points of increase is finite (,i.e., the cardinality of the random variable r r r o is finite). Furthermore, F r r r o is optimal if and only if there are unique parameters λ ≥ 0 and µ ∈ R for which
where
Proof : See Appendix C Note that the results in (15) are important in the sense that they can be utilized to obtain the optimal distributions using numerical programming. In [23] , the capacity of a real AWGN channel is studied with g(r) = I 0 (r). It can be easily verified that for both real and complex AWGN channels the obtained results (discreteness and finite cardinality of the optimal input distributions) in [23] and here in Theorem 2 remain valid if the function g(r) grows faster than r 2 , i.e., r 2 = O(g(r)) 5 .
Remark 2. Assuming P d,max = ∞, and rewriting the KKT condition, for the inequality condition in (15) we get
where we used the inequality h(r; F r r r ) ≥ −2 for any F r r r ∈ Ω 1 ∩ Ω 2 (see (70) in Appendix C). We note that, since by definition the function g(r) grows faster than r 2 , we have µ 1 → 0 as r p → ∞. The intuition behind this is as the following. µ 1 can be considered as the opposite sign of
Remark 3. In [23, Corollary 2], it is stated that for a real AWGN channel and g(r) = I 0 (r), when r p → ∞ and P d,min is greater than the feasible delivered power corresponding to Gaussian input, the capacity is still achievable and the corresponding input distribution is discrete with a finite number of mass points. We note that, this claim cannot hold true, since as in Theorem 1, the capacity is not achievable, however, can be approached arbitrarily by either a discrete or continuous distribution of the amplitude r r r = |x x x| (See appendix B, for construction of such distributions approaching capacity when r p = ∞.).
IV. APPLICATION
As an application of the results in Section III, in this section, we consider the channel in (2), under a scenario where the receiver is equipped with a nonlinear energy harvester. In the following, we first explain the transmission process. Next, we obtain a baseband equivalent for the harvested power at the receiver. Later, we define the rate-power region, and obtain two inner bounds on the rate-power region.
Transmitter: The transmitted process X(t) is produced as
where x x x k is an information-power symbol at time index k, modelled as a random variable, which is produced in an iid fashion. Next, the process X(t) is upconverted to the carrier frequency f c and is sent over the channel.
Receiver: The filtered received RF waveform at the receiver is modelled as
where Y (t) is the baseband equivalent of the channel output with bandwidth [−f w /2, f w /2]. In order to have a narrowband transmission, we assume that f c 2f w . Power: At the receiver, the power of the RF signal Y rf (t) is captured via the rectenna. Leveraging the small-signal approximation for rectenna's output introduced in [6] , [9] , 6 the delivered power, denoted by P del is modelled as
where k 2 and k 4 are constants. Note that, in the linear model for the delivered power P del , in (20), we have only the second moment of the received RF signal Y rf (t), where the optimal input is CSCG distribution. Information: The signal Y rf (t) is downconverted producing the baseband signal Y (t) given as
Next, Y (t) is sampled with a sampling frequency f w producing y y y = x x x + n n n as in (2). A. Delivered power in the baseband From a communications system design point of view, it is most preferable to have baseband equivalent representation of the system. Henceforth, in the following Proposition, we derive the delivered power P del at the receiver (see (20) ) in terms of the system baseband parameters. Lemma 1. Assuming the channel input distributions are iid, the delivered power P del at the receiver can be expressed as
whereQ is given byQ
and the parameters α, β and γ are given as
Remark 4. We note that obtaining a closed form expression for the delivered power P del at the receiver, when the channel inputs are not iid is cumbersome. This is due to the fact that the fourth moment of the received signal Y rf (t) creates dependencies of the statistics of the present channel input on the statistics of the channel inputs on the other time indices (see e.g., eq. (160) and eq. (156) in Appendix K). 6 According to [6] , due to the presence of a diode in rectenna's structure, its output current is an exponential function, which is approximated by expanding its Taylor series. The approximation used here, is the fourth moment truncation of Taylor series, in which the first and third moments are zero with respect to the time averaging. Discussions on the assumptions and validity of this model can be found in [6] . 7 According to [6] , rectenna's output in (20) is in the form of current with unit Ampere. However, since power is proportional to current, with abuse of notation, we refer to the term in (20) as power. 8 We model the baseband equivalent channel impulse response as H(τ, t) = i δ(τ ) + W (t), where the delay and the gain of the channel are assumed to be 0 and 1, respectively. 9 Due to the assumption of iid channel inputs and discrete memoryless channel, we neglect the time index k.
B. Rate-Power (RP) region
We define the RP region as below
where C SWIPT (P a , P d,min , r p ) is defined similar to (5) as
and P del is given in (22) .
In the following, we consider two different lower bounds on the RP region defined in (27) . In the first approach, we assume that the inputs are Gaussian distributed, where it is shown that the optimal Gaussian inputs are zero mean. In the second, we obtain an inner bound on the harvested power in (22) by considering a convex subset of optimization probability space, and accordingly, apply the result of Theorem 2.
1) Complex Gaussian Inputs: Assuming that the inputs are Gaussian distributed, we show that for the considered scenario, there is a tradeoff between the rate of the transmitted information, namely I(x x x; y y y) and delivered power P del at the receiver, and accordingly, we characterize the tradeoff.
Lemma 2. If a channel input distribution p x x x (x) is complex Gaussian, the supremum in (28) is achieved by zero mean inputs, i.e., x x x r ∼ N (0, P r ), and x x x i ∼ N (0, P i ), where P r + P i = P a . Furthermore, let P del,max = 3αP a 2 + 2βP a + γ and P del,min = 2αP a 2 + 2βP a + γ be the maximum and minimum delivered power at the receiver, respectively. If P d,min > P del,max , the solution does not exist. If P d,min = P del,max , the maximum in (28) is attained by P i = 0, P r = P a or P i = P a , P r = 0. If P del,min < P d,min < P del,maz , the optimal power allocation that attains the maximum in (28) is given by P * i and P * r = P a − P * i , where P * i is chosen, such that the following equation is satisfied
For P d,min ≤ P del,min , the optimal power allocation is attained by P * i = P * r = P a /2 and the delivered power is still P del,min .
Proof : See Appendix L. We note that the tradeoff between information and power for Gaussian inputs, results from the asymmetric power allocation between Inphase and Quadrature subchannels. We have illustrated the RP region corresponding to Gaussian inputs in Section V.
Remark 5. From (22) , it is seen that the delivered power P del at the receiver depends on the second moment statistics P r , P i , as well as the fourth moment statistics Q r , Q i of the channel input x x x. This is due to the presence of the fourth moment of the received RF signal in modelling the rectenna's output. From Lemma 2, it is seen that the maximum rate corresponding to P d,min = P del,max is when the available power at the transmitter is fully allocated to one of the real or imaginary dimensions. This is because allocating power to one dimension, leads to a higher fourth moment statistic. On the other hand, the maximum rate corresponding to P d,min = P dc,min is when the available power is equally distributed between the real and the imaginary dimensions. Note that as also mentioned in Remark 1, there is no tradeoff when linear model is considered for the delivered power ,i.e., n < 2 in (4).
2) Convexified optimization probability space: In this section, we consider an inner bound on the RP region defined in (27) , by considering a convex subset of the optimization probability space in (28) . Note that the delivered power at the receiver in (20) can be lower bounded as below
where (30) is due to (138) and (147) (see Appendix K for the definition ofŷ y y 2k+1 andŷ y y 2k ). (32) is due to (148). In 34, we have r r r = |x x x| and g NL (r) is given as
By g NL (r) in hand and noting that I(x x x, y y y) = H(F r r r ) − 1, (28) can be written as
The inner bound for the RP region in (27) is obtained by finding the corresponding delivered power E[g NL (r r r)] and transmitted information I(x x x, y y y) of the optimal solutions of the problem (36). We illustrate the related results in Section V.
V. NUMERICAL RESULTS In this section, we provide some numerical illustrations of the two inner bounds (see Section IV-B1 and IV-B2) for the RP region defined in Section IV-B. In the following, we first summarize the steps in obtaining the bounds, and next, we illustrate the obtained numerical results.
Complex Gaussian inputs: To obtain the RP region corresponding to Gaussian inputs, we use (29) . Note that when symmetric power allocation is used between the real and imaginary subchannels, i.e.,
r ] = P a /2, the delivered power is P del,min with the transmitted information log(1 + P a /2). We gradually increase P d,min (P d,min ≥ P del,min ) and using the fact that the average power constraint is satisfied with equality (see Lemma 1) and using (29) , the optimal power allocations for Inphase and Quadrature channels are obtained. We continue increasing P d,min until allocated power for one of the subchannels gets zero. At this point, the delivered power is equal to P del,max and the transmitted information is 1/2 log(1+P a ).
Inputs obtained by convexifying optimization probability space: To obtain the RP region corresponding to the distributions obtained by solving (36), we resort to numerical programming. Accordingly, we solve the optimization problem in (36) using the interior-point algorithm implemented by the fmincon function in MATLAB software. Note that, since we already know that the optimal distribution is discrete with a finite number of mass points, the numerical optimization is over the position, the probabilities and the number of the mass points. Hence, there are 2m parameters to be optimized, where m is the number of the mass points. We aim at calculating the capacity I(x x x; y y y) in (36) under given an average power and an amplitude constraints and for different values of the delivered power constraint. As a result, we consider the following unconstraint optimization problem
In the following, the different steps of the optimization are summarized: 1) Fix the average power constraint. Set P d,min = P del,min + δ, where δ is the step size (Note that for P d,min ≤ P del,min and r p = ∞, Gaussian inputs are optimal [11] and for P d,min ≤ P del,min and r p < ∞, the optimal inputs are discrete with a finite number of mass points [13] ). Set m = 1. 2) Utilizing interior-point algorithm, minimize the objective function in (37) initialized by a random guess. 3) Once the optimal positions and their respective probabilities are found, the answer is validated by checking the average power constraint and the necessary and sufficient KKT conditions in (15) . If the conditions are not satisfied, the initial guess is changed. We continue changing the initial guess for a large number of times. 4) If the KKT conditions are not satisfied, the number of mass points is increased by one. We continue from stage 1 to 4 until at some values of m, KKT conditions are met. 5) Obtain the delivered power corresponding to the optimal solution. Note that despite the fact that the problem is concave with respect to probability laws, however, for a given number of mass points m, the problem is not concave and the obtained solution is not guaranteed to be a global one.
Illustration of the numerical results: In Figure 2 , simulation results for the transmitted information in terms of mutual information I(x x x; y y y) and harvested power in terms of the expectation E[g NL (|x x x|)] are illustrated for an average power constraint P a = 5 and g NL (r) = 0.01(r 4 + r 2 + 1). 10 The horizontal solid line related to C IB (5, P d,min , ∞) corresponds to the AWGN channel capacity under an average power constraint P a = 5 achieved by only a CSCG distribution. The horizontal dashed line related to C IB (5, P d,min , ∞) corresponds to the capacity under an average power constraint P a = 5, which is not achievable, however, can be approached arbitrarily (see Theorem 1). C IB (5, P d,min , 4), C IB (5, P d,min , 5) and C IB (5, P d,min , 6) correspond to the optimal solution in (36) for r p = 4, 5 and 6, respectively. The RP region obtained from Gaussian inputs is denoted by Gaussian Asymmetric Power Allocation (GAPA). The distributions obtained numerically by convexifying the probability optimization space are denoted as numerically obtained input (NOI) distributions. As it is observed from Figure 2 , NOI distributions yield significantly larger RP region compared to the region corresponding to GAPA. It is also observed that by increasing the amplitude constraint r p , the RP region tends to the RP region corresponding to r p = ∞. This observation is inline with Remark 2, that increasing r p , reduces the dependency of the capacity on r p . Note that given the value of r p , the amount of harvested power at the receiver is limited. This is the reason for the vertical lines corresponding to C IB (5, P d,min , 4), C IB (5, P d,min , 5) and C IB (5, P d,min , 6).
In Figures 3, 4 and 5 the position of the mass points r r r = |x x x| corresponding to C IB (5, P d,min , 4), C IB (5, P d,min , 5) and C IB (5, P d,min , 6) are illustrated, respectively, with respect to different delivered power constraints P d,min . It is observed that by increasing the delivered power constraint P d,min at the receiver, the number of mass points decreases. Also, as it is seen from the figures, one of the mass points is always equal to r p .
Finally, we note that, the algorithm used for finding NOI distributions is extremely sensitive on the first guess as the number of mass points m increases. This is due to the fact that optimization of the capacity given that the number of mass points m is fixed, is not a concave function. This accordingly, makes the problem computationally demanding with m.
VI. DISCUSSION AND FUTURE WORKS
In the following, we discuss about a number of problems and observations that can be considered as future directions. 
C IB (5, P d,min , 4) Figure 2 . Mutual information I(x x x; y y y) corresponding to the complex Gaussian inputs (denoted by GAPA). Mutual information I(x x x; y y y) corresponding to the optimal solutions of (36) with respect to different values of the minimum delivered power constraint P d,min with amplitude constraints rp = 4, 5, 6 and rp = ∞. Average power constraint is Pa = 5.
• Note that the delivered power in (22) , contains odd moments of the channel input x x x. Accordingly, for the problem considered in (5), it is interesting to find optimal input distributions when the function g(r) contains odd powers of the argument • The practical power harvesters exhibit nonlinear behaviors since their efficiency becomes different (not constant) when the received RF power level changes. Specifically, the efficiency is very small at the low RF power level (due to the turn-on voltage of the diode), is large in the middle RF power level (when the diode works in the linear region), and is again very small at the high RF power level (due to the reverse breakdown of the diode). In order to capture this behaviour, the function g(r)
should not tend to infinity when r → ∞. Accordingly, finding optimal inputs for bounded g(r) is of interest.
• The problem considered in (5), is indeed an optimization over circular symmetric solutions. However, in practical SWIPT problems, harvesters are also phase dependent and circuit simulations reveal that phase variations in the channel input can also effect the delivered power at the receiver significantly [9] . Hence, it is interesting to develop a systematic approach in order to capture the effect of phase variations as well.
• Note that the harvester's input is the RF signal Y rf (t) (see (20) ), and therefore, in the baseband representation (for nonlinear harvesters), it appears that we have higher order moment statistics of the baseband equivalent of the channel output, i.e., Y (t) (see (143) in Appendix K). Accordingly, to represent the signal perfectly in terms of its samples, we require to consider more values of the baseband channel output Y (t) between any consecutive information samples (see (144) in Appendix K). If unlike the assumption of this paper, we assume that the samples possess a level of correlation with each other, then the problem gets cumbersome to approach. However, it seems to the authors that from a power harvesting point of view, correlation among different samples is good, in opposition to information transmission. Hence, it is also interesting to consider even very simple achievable schemes which utilize the effect of correlation.
• Finally, we note that the results presented here can be extended to vector Gaussian channels with bounded inputs [24] and Gaussian multiple access channels [25] , utilizing the similar tools presented therein.
VII. CONCLUSIONS In this paper, we studied the capacity of a complex AWGN channel under transmit average power, amplitude and receiver delivered power constraints. We focused on nonlinear delivered power constraints at the receiver. We showed that under an average power constraint and for any given delivered power constraint, the capacity of an AWGN channel can be either achieved or approached arbitrarily. In line with the similar results in the literature, we showed that including the amplitude constraint causes the optimal inputs to be discrete with a finite number of mass points. As an application of the presented results, we considered SWIPT over a complex AWGN channel in the presence of a nonlinear power harvester at the receiver. Defining the RP region, we provided two inner bounds for the RP region. Considering general complex Gaussian inputs as the first inner bound, we showed that the optimal Gaussian inputs are zero mean. A tradeoff between the transmitted information and harvested power is recognized by allocating the power budget asymmetrically between the real and imaginary subchannels. Obtaining a convexified subset of optimization probability space, we utilized the obtained results in this paper to derive the second inner bound. Numerical results reveal that there are significant improvements in the second inner bound with respect to the first inner bound corresponding to complex Gaussian inputs.
A. LEMMAS In this appendix, we provide the lemmas required to prove Theorems 1 and 2.
Lemma 3. In the Levy's metric, the space Ω 1 ∩ Ω 2 is convex, however, compact only if r p < ∞.
Proof : The proof is obtained by following exactly the same approach used in [12] . In the following, we bring a counterexample which proves that the space Ω 1 ∩ Ω 2 for r p = ∞ is not compact. For simplicity, assume g(r) = r 4 (the following argument can be extended to the general definition of g(r) in (4)) and consider the following sequence of probability distributions
It can be verified that E[r r r 4 ] = P d,min and for integer l ≥ 4 P d,min /P 2 a we have E[r r r 2 ] ≤ P a . However, the limiting distribution (when l → ∞) is F * r r r (r) = U (0) does not satisfy the second constraint, i.e., E[r r r 4 ] = 0. This establishes that the space Ω 1 ∩ Ω 2 for P d,min < P d,max ≤ ∞, P a < ∞ and r P = ∞, is not compact 11 .
Lemma 4. For all x ≥ 0 we have
Proof : See Appendix D.
Remark 6. From (39), it can be easily verified that
We can also obtain a looser upper bound as below. Substituting a = 1/2 in (39) and noting that erf(x) ≤ 1 and 1 − e −x ≤ √ πx we have
It can be easily verified that √ πx < e x ( √ π − 1). Using this inequality, we can further upper bound (41) as
Lemma 5. The following integral will come useful in the proof of Theorems 1 and 2.
Proof : This can be easily verified by the transform t = u 2 /2 and [21, MI 45].
Lemma 6. In the following integral transform
where g(r) is defined in (4), G(R) has the following form
where c i , i = 0, . . . , n are coefficients determined uniquely.
Proof : See Appendix E. The following Lemma is indeed a generalization of [16, Theorem 13 ] to complex channels.
Lemma 7. Let n n n = r r r n e jθn be a CSCG random variable of variance 2, and let x x x be a complex random variable that is independent of n n n. The PDF of the random variable y y y = x x x + n n n = Re jθ is such that
Proof : See Appendix F.
Lemma 8. f R R R (R; F r r r ), R ≥ 0, F r r r ∈ Ω 1 ∩ Ω 2 is bounded and continuous in both of its arguments.
Proof : Continuity of K(R, r) follows by the continuity of I 0 (rR). Noting that
where (49) is due to (42). Therefore the function K(R, r) is bounded. Using (42), it can be easily verified that
Note that the first inequality in (50) is strict. Accordingly, to avoid extra notation and for brevity, we will use 1 as an upper bound for K(R, r) when needed. Continuity of f R R R (R; F r r r ) is obtained by following the same steps in [15, Lemma 3] . From (50) and K(R, r) > 0 it can also be easily verified that
Lemma 9. f R R R (R; F r r r,n ) log f R R R (R; F r r r,n ) for R ≥ 0, F r r r,n ∈ Ω 1 ∩ Ω 2 is dominated by the following absolutely integrable function
where c = 4(128 + 4P a ) Proof : See Appendix H B. PROOF OF THEOREM 1 First, assume P d,max = ∞. It is easy to verify that for a given average power constraint P a , capacity C(P a , P d,min , ∞, ∞) is a non-increasing function with P d,min . Therefore, we have
Note that C(P a , 0, ∞, ∞) = log(1 + P a /2) and is achieved by a unique CSCG input distribution as x x x ∼ CN (0, P a ) (with its amplitude r r r distributed as Rayleigh distribution according to the CDF F r r r R (r) = 1 − e − r 2 2Pa ). 12 The uniqueness of the input can be verified from [13, appendix II] . The delivered power corresponding to x x x ∼ CN (0, P a ) is obtained as
Hence, we have
Since x x x ∼ CN (0, P a ) is the only distribution achieving the capacity C(P a , 0, ∞, ∞), therefore, C(P a , 0, ∞, ∞) is not achieved for P d,min > P R 13 . In what follows, we show that, however, the capacity C(P a , P d,min , ∞, ∞) for P d,min > P R can be approached arbitrarily to C(P a , 0, ∞, ∞). Consider the following sequence of distribution function
It is easy to verify that F r r r l (r), l = 1, . . . satisfy E Fr r r l [r r r 2 l ] = P a , hence, satisfying the average power constraint. Also, for the delivered power constraint we have
Since n ≥ 2 by construction, it is guaranteed that there exists an integer number L, such that for l > L, P d,l ≥ P d,min (note that P d,l increases with l). Due to Lemma 3, time sharing is valid in our system model. Hence, we can construct a complex input with its phase θ θ θ uniformly distributed over [0, 2π] and its amplitude r r r distributed according to the following CDF
where the subscript ts in F r r rts stands for time-sharing. By choosing τ = (P d,min − P R )/(P d,l − P R ), it is easy to verify that 0 < τ < 1 and the constraints E Fr r r ts [r r r 2 ] = P a , E Fr r r ts [g(r r r)] = P d,min .
are both satisfied. On the other hand, due to strict concavity of the entropy H(F r r r ) (see Lemma 10), we have 12 The subscript R stands for the Rayleigh distribution 13 Note that although the probability space is not compact (a sufficient condition for achieving the supremum or infimum), here, supremum of the capacity is not attained due to the contradiction in uniqueness of the achievable input.
For a given P d,min , we can increase l arbitrarily. Since P d,l increases with l, therefore τ = (P d,min −P r )/(P l − P R ) can be made arbitrarily close to zero. Rewriting (61), we have
where by letting τ tend to zero (equivalently letting P d,l → ∞) the result of Theorem 1 is concluded. For the case of P d,min < P d,max < ∞, similar to (58), using time sharing and uniqueness of x x x ∼ CN (0, P a ) in achieving the capacity C(P a , 0, ∞, ∞), the same result can be easily shown.
We note that, using the discretization procedure in [26, Section 3.4.1], we can similarly construct channel inputs with the phase θ θ θ uniformly distributed over [0, 2π] and the amplitude r r r with discrete distributions, denoted by F r r r d that approach the capacity of an AWGN channel under average power constraint arbitrarily. Hence, application of time sharing (1−τ )F r r r d +τ F r r r l , τ ∈ (0, 1) will yield the same result of (61), i.e., we can approach the AWGN channel capacity regardless of the minimum delivered power constraint P d,min > P R .
C. PROOF OF THEOREM 2
The main steps of the proof of Theorem 2 are parallel to those provided in [12] [13] [14] [15] [16] . However, as mentioned earlier, the problem at hand is different mainly because of the constraints in (3).
14 Therefore, we provide the details for the different arguments and briefly mention (for brevity) the straightforward outcomes of [12] [13] [14] [15] [16] .
A. Proof of Theorem 2
Since the set Ω 1 ∩ Ω 2 is compact for r p < ∞ (see Lemma 3) and H(F r r r ) is continuous (see Lemma 9) , it is verified that the supremum in (5) is achieved and therefore it can be replaced by maximum. Due to convexity of the set Ω 1 ∩ Ω 2 (see Lemma 3) and strict concavity of H(F r r r ) (see Lemma 9) , it is concluded that the maximum is achieved by a unique F r r r o ∈ Ω 1 ∩ Ω 2 . It is verified from Lemmas 3 and 9 that the conditions of the Lagrangian theorem [27, Section 8.3] are met. By writing the Lagrangian we have
where λ ≥ 0, µ 1 ≥ 0, µ 2 ≥ 0 are Lagrange multipliers and h(r; F r r r ) is defined in (16) . By weak differentiability of H(F r r r ) (see Lemma 9) and the linear constraints in (12) , the weak derivative [27, Section 7.4] of (62) 
where µ µ 1 − µ 2 ∈ R, and K H(F r r r o ) − λP a + µ 1 P d,min − µ 2 P d,max . From Lagrangian theory, we obtain that in order for a distribution F r r r o to be optimal (achieving the maximum), it is necessary and sufficient to L F r r r o (F r r r , λ, µ) ≤ 0, ∀F r r r ∈ Ω 1 ∩ Ω 2 .
Following the same approach in [12] [13] [14] [15] [16] , it is verified that (64) is equivalent to h(r; F r r r o ) − λr 2 + µg(r) = K, r ∈ supp(r r r o ) h(r; F r r r o ) − λr
Assume that the optimal input r r r o contains at least one limit point in its support. This case occurs if support of r r r o contains an interval or it is discrete with an infinite number of mass points 15 . Extending the equation in (65) to the complex domain, we have
h(z; F r r r o ) is analytic due to analyticity of K(R, z) (see (16) ) on the domain defined by Re(z) > 0.
(66) holds if z is the support of r r r o on [0, r p ] (due to (65)). Hence, by the identity theorem, we have h(z; F r r r o ) = λz 2 − µg(z) + K over the whole domain Re(z) > 0 if z ∈ supp{r r r o } is a limit point. In the following, we examine (66) for different range of values for λ ≥ 0 and µ ∈ R.
• (λ = µ = 0): Expanding h(r; F r r r o ) from (16), the KKT equality condition in 65 reads as
Noting that the integral transform in (67) is invertible, i.e., the solution is unique (see Appendix J), we have
which can be easily verified that is not a legitimate pdf.
• (λ > 0, µ = 0): In this case the problem at hand is reduced to the capacity of an AWGN channel under average power and amplitude constraints. In [13] , it shown that the optimal inputs for this setup are discrete with a finite number of mass points.
• (λ ≥ 0, µ = 0): By expanding h(r; F r r r o ) from (16), we have
where the first inequality (70) is due to (50) and log x < x. Assuming µ < 0, from Lemma 6, it can be easily verified that f R R R (R) is in the form of
where the coefficients c i ≥ 0, i = 1, . , n can be determined uniquely. Since by definition, g(r) is at least of the order 4, from Lemma 7, it is verified that this cannot be a legitimate pdf for the amplitude of a complex AWGN channel output. For µ > 0, it can again verified that the resulting distribution for the channel output is not a legitimate distribution due the presence of terms R 2i in the exponent. Therefore, the only possibility for the optimal input r r r o is to be discrete with a finite number of mass points. We note that, the channel input is indeed continuous due to the uniformly distributed phase.
D. PROOF OF LEMMA 4
Rewriting the function I 0 (x), we have
where (72) is the definition, in (73), we used the transformation u = 2 √ x sin(t/2), in (74), 0 < a < 1 and in the last term of (74), we used the transformation u 2 /2 = t. In (75), we used the inequalities 16 and √ t > √ t − a, t ≥ a, for the first and second terms, respectively. The first integral in (75) is the error function. From [21, ET I 139(23)], the second integral in (75) can be obtained as
The inequality in (76) can be easily verified from the definition of Φ(·, ·; ·), that is, we have
where the equality in (77) can be easily verified from [21, MO 15] . Hence, the term in (75) can be further upper bounded by (76) as follows
Since (78) is valid for any a ∈ [0, 1), therefore, the result of the lemma is concluded.
E. PROOF OF LEMMA 6 By substituting G(R) in (44), and using the result of Lemma 5, we have
The function Φ i + 1, 1;
can be easily found for integer values of i using the following two properties of Confluent Hypergeometric functions (see [21, MO 15, MO 112 16 This can be easily verified by noting that the function f (u) =
Φ r (i, k) for i = 1, 2, . . . and k = 0, . , i − 1, we have
. . .
Note that for example in (81g), both Φ r (i, k + 1), Φ r (i − 1, k) can be obtained from the previous stage. Also, it is verified that Φ r (i, k) is a polynomial of degree 2(i − k), 1 ≤ k ≤ i, i.e., the degree of the polynomial depends on the difference of the arguments i, k. Therefore, Φ r (i, 1) is polynomial of degree 2(i − 1). Using the aforementioned approach, in the following, we have calculated Φ r (i, 1) for i = 2, . . . , 6
Φ r (4, 1) = r 6 48 + 3r
Φ r (5, 1) = r 
Therefore, c i s can be simply found by comparing the RHS of (79) with g(r). Uniqueness of the coefficients c i is guaranteed by the fact that the integral transform in (44) is invertible (see Appendix J).
F. PROOF OF LEMMA 7 By calculating the characteristic function of the complex random variable y y y, we have
where (88) is due to the transform t = . Continuity of y y y is verified due to continuity of the complex Gaussian noise n n n. From Lemma 8, existence of the pdf of y y y is guaranteed. Hence, the result of the lemma is proved by Hardy's theorem (see [28] ) and (88) and noting that any pdf in the form of f y y y (y) = O(e −A|y| 2 ), A > 1/2 is identically zero, i.e., f y y y (y) = 0, which is not a legitimate pdf.
G. PROOF OF LEMMA 9 Solving
∂K(R,r) ∂r = 0, we have
where the second equality in (89) is due to the equality I 0 (x) = I 1 (x). Using the inequalities
from [29] , we have
Note that for R > 2 we have r * > R/2. Rewriting f R R R (R, F r r r,n ) for R > 2, we have
where (94) for any nonnegative integer k (here k = 2). Finally, from (51) and the inequality |x log x| < 4x
where c = 4(128 + 4P a ) 
The first term in the RHS of (102) is the entropy of the random variable R R R, which exists and is finite due to Lemma 9 and is always positive due to (51). For the second term in the RHS of (102) and for any F r r r ∈ Ω 1 ∩ Ω 2 we have 
The first term in (103) is bounded by noting that 
where the inequality in (104) is due to (51). The second term in (103) is bounded due to the inequality log x < √ x and the following lemma Lemma 11. The expectation E[ √ R R R] for any F r r r ∈ Ω 1 ∩ Ω 2 exists and is bounded.
Proof : See Appendix I. Existence of (103) validates existence of H(F r r r ) and this concludes the proof.
2) Continuity: Let F r r r,n w → F . Using the weak topology, the continuity of H(F r r r ) is equivalent to F r r r,n w → F =⇒ H(F r r r,n ) → H(F r r r ).
Therefore, we have 
where (106) and (109) are definitions. (107) is due to Lebesgue Dominated Convergence Theorem and absolute integrability of the integrand in (106) due to Lemma 9. (108) is due to continuity of x log x.
3) Strict concavity: Concavity follows by noting that in (102), the first term is the entropy function and therefore concave with respect to the distribution function f R R R (R; F r r r ), and the second term is a linear function of f R R R (R; F r r r ). Strict concavity follows by noting that the transform f R R R (R; F r r r ) = ∞ 0 K(R, r)dF r r r (r),
is invertible (for the proof see [13, Appendix II]). 
where h(r; F r r r o ) is defined as in (16) . 
where we have divided the integrals due to the similar reason explained in Appendix ( G) (see equation (90)). For the first integral in the RHS of (115) we have 
where the inequality is due to (50). For the second integral in the RHS of (115) we have 
where in (117) we used K(R, r) ≤ K(R, 1) for R ≥ 2, r ≤ 1 due to (90). In (118) we used the inequality I 0 (x) < e x . Note that for R ≥ 2, it is easy to verify that 1 + R/4 ≤ R − 1/R. This along with (90), guarantee that K(R, r) ≤ K(R, 1 + R/4), R ≥ 2, r ≤ 1 + R/4.
Therefore, for the third integral in the RHS of (115) we have 
where (121) is due to (119) and (50). In (122) we used Markov's inequality. From (116), (118) and (122), it can be easily verified that E[R R R α ] for 0 ≤ α < 1 exists, which also concludes the result of Lemma 11.
J. PROOF OF INVERTIBILITY OF THE INTEGRAL TRANSFORM Consider the following transform
where U (R) is allowed to be a polynomial with a finite degree in order to guarantee the existence of the transform.
To prove the invertibility, it is enough to show that U (R) = 0 if and only if V (r) = 0. It is easily verified that U (R) = 0 yields V (r) = 0. For the converse, assume V (r) = 0. By taking the second integral over r as below, we have 
By changing the order of the integrals in (124) (This is validated by our assumption on U (R) and due to Fubini's theorem), we have 
