This article introduces a general formulation of model based iterative learning control (ILC). The formulation is valid for both linear and nonlinear systems. It is a two step approach, such that after each repetition of the task two (non)linear least squares problems have to be solved. In the first step an optimal model correction is calculated. This is a nonparametric correction to the model in order to describe the measured output signal more accurately. This model correction is used in the second step, which is a model inversion problem. Conventional linear ILC is shown to be a particular case of this general formulation.
INTRODUCTION
The purpose of the research presented in this article is to accurately control systems that perform a given task repeatedly. The task is represented by a reference output y r , that needs to be followed by the system's output y. Iterative learning control is an open loop control strategy that exploits the repetition of the task, to iteratively improve the input signal u that is applied to the system.
The first publication in english on ILC is attributed to Arimoto et al. [1] , in which the most basic input learning law is formulated as follows:
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T with N the number of samples in the signal, and m the relative degree of the system. The scalar Γ determines the relation between the tracking error of the present iteration, and the update to the input signal of the next iteration. Several ILC algorithms formulate this relation based on a model of the system, and are therefore called model based ILC. In this paper, a model is represented by y =P(u), while a plant is represented by y = P(u). The most common model based linear ILC algorithm, described in detail in [2] , is formulated as follows:
with Q(·) and L(·) a robustness and learning operator, respectively. Since u and e are vectors, it is convenient to write these linear operators in matrix form. For example, consider a discretetime LTI system with relative degree 1, characterised by a set of Markov parameters p 1 , p 2 , . . .. The input-output relation of this system can be written as:
, and x 0 the initial state of the system. It can be assumed without loss of generality that x 0 = 0, such that y = Pu. Note that in this case the plant operator is P(u) = Pu, and Q(·) and L(·) can be expressed by similar matrices Q and L of their Markov parameters. It is assumed that the plant is modelled by a matrixP, soP(u) =Pu andP ≈ P. ILC law (2) can then be designed to minimize a next iteration cost function [2] , typically of the form:
where Q e is an N × N positive-definite matrix, and R u is an N ×N positive-semidefinite matrix. This approach is often called quadratically optimal ILC, and will be called conventional ILC in this paper. The first term of this cost function depends on the unknown next iteration tracking error e i+1 . If the change in u from iteration i to i + 1 is denoted by δ i , then u i+1 = u i + δ i , and y i+1 = y i + Pδ i . The true expression for e i+1 can therefore be formulated as e i+1 = y r − y i − Pδ i . In order to minimize Eq. (4), the conventional ILC approximates this expression using the modelP instead of P, so e i+1 ≈ y r − y i −Pδ i . The ILC law that minimizes Eq. (4), where e i+1 is approximated by the given expression, equals [2] :
This corresponds to Eq. (2) with [2] :
Note that if Q e = I N×N and R u = 0 N×N , the optimal operators are found to be Q = I N×N and L =P −1 , which is the simplest form of model based linear ILC. Although Eq. (4) formulates a general objective for all ILC algorithms (reducing the tracking error in the next iteration), the solution method gives rise to a number of limitations on the resulting algorithm. First, since the optimal solution is not calculated directly but captured in the operators Q and L, there is no possibility of including constraints in the solution, such as input constraints to avoid saturation. Second, these expressions (6) of Q and L are only valid for LTI systems.
Other ILC approaches have been developed based on the same cost function with various optimization algorithms. For example, [3] and [4] describe the norm-optimal ILC algorithm, which is found by indirectly solving the optimization problem as an LQR problem. This algorithm is subject to the same limitations as the conventional ILC, and furthermore requires full state knowledge during operation.
It is therefore desirable to design ILC algorithms that minimize the same cost function (4) , and in addition can account for constraints and are applicable to linear and nonlinear systems. This paper presents such an ILC algorithm.
The next section introduces the two step approach as a general formulation of ILC, and shows that the conventional ILC is a particular case of it. This is illustrated in the third section by a numerical example, followed by conclusions.
TWO STEP APPROACH
This section introduces the developed two step approach. It was shown in the previous section that the conventional ILC approximates the next iteration tracking error by e i+1 ≈ y r − y i − Pδ i . Substituting δ i by u i+1 − u i in this expression yields:
Equation (7) can be interpreted as follows: y r −Pu i+1 is the best approximation of the next iteration tracking error for the available modelP, and (y i −Pu i ) is a correction term used to improve the tracking error approximation. Therefore it is clear that the conventional ILC implicitly corrects the model after each iteration, by assuming e i+1 ≈ y r −P c (u i+1 ) with a corrected model
The two step approach aims at making this model correction explicit, in order to increase the algorithm's flexibility compared to the conventional ILC, for example by allowing different forms of correction. If the correction term is written as a vector α, a corrected model can be derived in several ways, for example:
In the general caseP(u) can be either a linear or a nonlinear model. Note that the conventional ILC uses a correction in the form of the first term of Eq. (8), with α = y −Pu.
The first step of the two step approach now consists of calculating the optimal value of α i after each iteration, such that P c (u i , α i ) describes y i better thanP(u i ). The optimization problem that constitutes this first step can be formulated as:
where · denotes the weighted 2-norm, Q α is an N ×N positivedefinite matrix, and R α and S α are N × N positive-semidefinite matrices. The function g α (α) is a (non)linear function to constrain the vector α. Note that ifP(u) is a linear model, Q α = I N×N , R α = S α = 0 N×N and g α (α) = 0, the solution of Eq. (9) is α = y i −Pu i . This means that the quadratically optimal ILC is a particular case of the more general formulation of Eq. (9).
Regularization with R α = 0 N×N allows control over the learning behavior of the algorithm, in time domain or frequency domain. For example, increasing the weighting of this term at specific samples reduces the learning only at this part of the signal, which can avoid local instabilities of the learning algorithm. S α = 0 N×N introduces a memory in the learning dynamics, similar to higher order ILC algorithms. The application of inequality constraints allows to incorporate knowledge of the model quality. Limiting the model correction at particular parts of the signal can improve learning stability, at the cost of optimization freedom.
Solving Eq. (9) provides a corrected modelP c (u, α) that can be used to estimate the next iteration tracking error e i+1 , as e i+1 ≈ y r −P c (u i+1 , α i ) .
The second step of the two step approach is then to calculate the optimal next iteration input signal u i+1 . Optimality in this case is defined as to minimize a cost function of the form of Eq. (4), augmented with inequality constraints. The second step can therefore be formally written as:
with Q u an N × N positive-definite matrix, and R u an N × N positive-semidefinite matrix. The application of the regularization term on u i+1 with R u = 0 N×N can be necessary to apply the algorithm to non-minimum phase systems [5] , while constraints of the form g u (u) ≤ 0 allow the algorithm to prevent saturation.
The optimization problems of both step one and two are least squares problems, linear or nonlinear, depending on the linearity of the modelP(u), on the choice of model correction, and on the presence of constraints. Such problems can be solved efficiently with a direct approach, such as a constrained GaussNewton method.
NUMERICAL EXAMPLE
In order to illustrate the fact that the conventional ILC is a specific case of the general two step approach, a comparison is made between both methods in a numerical example. The plant P(u) is assumed to be a mass-spring-damper system with a resonance frequency of 2 rad/s and a damping ratio of 0.28, while the available linear modelP(u) is assumed to have a resonance frequency of 1.6 rad/s and a damping ratio of 0.34, in order to create a model-plant mismatch. Model correction is assumed to be of the form of the first term in Eq. (8), and the model correction step is carried out with Q α = I N×N and R α = S α = 0 N×N . The second step is carried out with Q u = I N×N and R u a matrix that penalizes the derivative of u. The quadratically optimal ILC is constructed according to (6) with the same weighting matrices. Figure 1 shows the result of both ILC approaches. It is clear that both the conventional ILC and the two step approach have the same performance and lead to the same results. 
CONCLUSIONS
This article has presented a general iterative learning control approach, consisting of two steps: a model correction step, followed by a model inversion step. The method is general in the sense that it can be applied to linear and nonlinear systems. Both the model correction and the model inversion are (non)linear least squares problems, which can be efficiently solved using a constrained Gauss-Newton algorithm. The two step approach is flexible, since the application of regularization terms and inequality constraints allows maximal control over the behavior of the learning algorithm. It is shown by a numerical example that the conventional ILC is a particular case of the general approach.
