Abstract-Identifying and removing the outliers is important in order to make the data more trustworthy and improve the reliability of fault detection, since outliers in the measured data can cause false alarms. An online outlier identification and removal (OIR) scheme, suitable for nonlinear dynamic systems, is proposed in this paper. A neural network (NN) is utilized to estimate the actual outlier-free system states using only the measured system states which involve outliers. Outlier identification is performed online by finding the difference between measured and estimated states and comparing it with its median and standard deviation over a dynamic time window. Furthermore, the neural network weight update law is designed such that the detected outliers will not affect the state estimation. The proposed OIR scheme is then combined with fault diagnosis scheme as a preprocessing unit, in order to improve fault detection performance. A separate model-based fault detection observer is designed which uses the estimated outlier-free states to perform fault diagnosis. Finally a simple linear system is used to verify the scheme in simulations followed by a piston pump test bed study.
I. INTRODUCTION
Outlier, by definition [1] , is an observation which deviates significantly from other observations so that it creates suspicion that it was created by a different dynamics. Outliers in measured data can result in inaccurate decisions during fault diagnosis, which makes outlier detection and removal very important.
On the other hand, reliable fault detection schemes are required to guarantee safe operation of industrial systems even in the presence of noise and outliers. The topic of fault diagnosis and prognosis has attracted several researchers around the world during the past decade. Fault detection can be performed data-driven [2] , model-based [3] , or with a combination of both [4] . Recently, many model-based fault diagnosis schemes have been developed [5, 6] , but all of them can become unreliable in the presence of outliers, because they can cause false alarms.
To deal with the outliers, several outlier detection and removal methods such as distribution-based [7] , distance-based [8] , clustering [9] , and density-based methods [10] have been proposed. However these methods are mostly data-driven and work offline, whereas online outlier detection scheme is a required to improve the performance of an online fault diagnosis scheme. Therefore, several online outlier removal techniques have also been developed for systems with known dynamics by using Kalman filter and its variations [11, 12] , assuming that the system states and measurement noise belong to a Gaussian distribution. However, due to changes in the operating conditions and presence of possible faults, the system dynamics and its underlying distribution of states are not necessarily fixed. Thus, a novel scheme to detect the presence of outliers and remove them from the measured states, is needed for nonlinear systems in nonstationary .
The main objective of this paper is to develop an online outlier identification and removal (OIR) scheme for preprocessing the measured system states prior to fault detection in contrast with traditional model-based fault detection framework where the states are basically assumed to be outlier-free [13] .
In this work, the main idea is to estimate the actual outlier-free system states, without using the system model. Here, traditional observers cannot be used because the system dynamics are not known and subjected to unknown faults. Therefore a two-layer feedforward neural network (NN) is utilized to estimate the actual system states and at the same time to identify and remove the outliers. The NN outputs are the estimated states filtered for noise and outliers.
At each time instant, the estimated state vector from the OIR scheme is calculated for the next instant of time and compared to the measured states to generate the state estimation error. Next, median and standard deviation of the state estimation error in a limited time window are found. If the state estimation error and the calculated median are both higher than three standard deviations, an outlier is detected. A novel NN weight update law is derived by using the state estimation error. In order to prevent an update of the NN weights in the state estimator in response to an outlier, a variable learning rate is selected such that it takes on a zero value when an outlier is detected.
Since the OIR scheme estimates the known system dynamics, uncertainties, and fault function all together, it cannot be used as a fault detection observer. Therefore a second observer that uses the estimated outlier-free state vector instead of the measured state vector is used for fault detection which also allows fault function approximation for isolation and prognostics. A fault is detected by comparing the observed states with the outlier-free system state vector. Upon detection, an online approximator is activated to estimate the fault dynamics.
To verify the proposed OIR scheme and compare its performance with a Kalman filter method, a simple linear example in simulation is used. Furthermore, the fault detection performance with and without the outlier removal, is evaluated on an axial piston pump testbed under healthy operating conditions.
II. SYSTEM DESCRIPTION
Consider the nonlinear discrete-time system with a possible fault described by
where is the control input vector, is the system state vector, :
represents the known nonlinear system dynamics, : represents the system uncertainties, and 
is the time profile variable and is an unknown constant that represents the rate at which a fault occurs. A larger value of indicates that it is an abrupt fault. The use of such time profiles is common in fault diagnosis literature [5] .
Normally in the fault detection literature [5, 6] , it is assumed that the states are free of noise and outliers which is not practical. Consequently, Kalman filters [14] cannot be used to eliminate noise and outliers from the measured states because they require system states and noise to have a fixed distribution and also require the exact system representation which is not available in our case due to unknown fault. In this paper, a NN-based approach will be taken with appropriate selection of NN weights such that this assumption is relaxed.
For the purpose of monitoring the system and performing fault detection, state measurements are required. Usually, the measured system states are contaminated with noise and outliers. The measured state vector can be represented by + , where includes outliers and measurement noise with normal distribution and is considered bounded above such that . The distribution of the measurement noise can change over time. According to the definition [1] , if the measured states deviates significantly from the actual system states , the data point is said to be an outlier. The following standard assumptions are needed in order to proceed.
Assumption 1:
The modeling uncertainty is bounded, i.e. , , , , where is a positive known constant. Remark 1: Assumption 1 is needed to distinguish between faults and system uncertainties and to analytically determine the fault detection threshold. Assumption 2: The nonlinear system dynamics , is Lipschitz in , i.e., , − , − , where 0 is the Lipschitz constant.
Assumption

3:
The functions , , ,
, and , can be expressed as nonlinear in the unknown parameters (NLIP), thus can be approximated by two-layer neural networks with bounded weights and approximation errors.
Next the proposed outlier detection scheme is introduced.
III. OUTLIER IDENTIFICATION AND REMOVAL SCHEME
The main objective of this work is to design an outlier scheme for online detection prior to fault detection and root cause analysis. According to Chebschev's theorem and outlier detection method [15] , almost all the observations in a data set of system states will fall into the interval − 3 , +3 , where and are the mean and standard deviation of the data set respectively, and the data points outside this interval are declared outliers. If the distribution of the actual system states was fixed over time, traditional outlier detection methods [15, 16] can be employed whereas for the present scenario, these methods cannot be utilized.
In order to develop a method of online outlier detection for a system with changing dynamics, we will investigate the measured state vector in a fixed time window, assuming that the measurement noise has a fixed distribution over each of these small time windows. Suppose that the state vector at time instant is being investigated and consider a finite window of time with length in which the measured state
The difference between actual and measured state vector could be calculated by − and its mean and variance over the selected time interval can be found by
Since the distribution of measurement noise is normal, assuming that its variance is constant within the considered time window, an outlier can be detected at time , when | − | 3 . However this method is impossible to implement since the outlier free system states are not available in practice. To overcome this issue, an estimator will be proposed to estimate the unknown system states by assuming that the states are available for measurement. In the literature, an observer is normally utilized for model-based fault detection and not for outlier removal. In contrast, by using an observer, we are estimating the actual states and also performing outlier removal at the same time.
If the system dynamics was known, it could be used to construct an observer to estimate the system states, similar to Kalman filter-based outlier detection methods. But this is only possible when the system is working in healthy conditions with known dynamics. In our case, the system is subjected to unknown changes like faults. So an estimator which is able to approximate the system states without using the system dynamics is required. To construct this online approximator and its learning mechanism, note that , , , , , are all smooth functions, so + 1 in equation (1) can be approximated by a two layer NN as
where is the unknown parameter matrix which will change when a fault occurs in the system or the model parameters change due to shift in the operating conditions, , is a basis function like sigmoid, and is the approximation error which is bounded by [17] .
Now let the estimated states be denoted as and consider the NN output as
where represents the output layer weights of the NN. Define the state estimation error − and parameter estimation error − . If there was no noise and outliers in the measured states, which means equal to at all times, the weight update law could be selected as
where 0 is a constant learning rate, 0 1 , and + 1 + 1 − + 1 . Then the state estimation error can be written as
where , − , .
Remark 2:
Instead of the measured state vector , the delayed output of the NN ( ) is used as NN input, in order to prevent the outliers in measured data from affecting the state estimates.
Although measured state vector , which might be contaminated with outliers, is not used as NN input, since it is utilized for updating the NN weights, the actual states will not be estimated correctly and the outlier detection will also be unreliable. Suppose that + 1 is an outlier. In this case + 1 which is used to update the parameters will be large, even if the weights are close to their desired values and + 1 is close to its desired value + 1 . To solve this problem, the outlier detection and state estimation processes will be combined to properly detect outliers and the parameter update law in (4) is modified by using a variable learning rate whose value will be zero when an outlier is detected at time + 1 to prevent NN weights to be updated by an outlier.
Since 
Similar to the first case, we assume that the variance of the measurement noise is constant within the time window. Therefore, a threshold value of three times the standard deviation is used to detect the outliers. The reason why median is used instead of mean, is that median value in a small time window is not easily affected by a single outlier, whereas the mean value of the data set inside a window might be significantly affected even by a single outlier, which might increase the probability of a false or missed alarm. Finally the data point at time + 1 is considered an outlier if ( ) ( )
Now that the outlier detection is performed for the data set comprised of system states at time + 1 , we need to construct an analytical formula to find the variable learning rate + 1 based on whether or not an outlier exists at this time instant. The idea is to reduce the learning rate, preferably to zero, when an outlier is detected at time + 1 , in order to prevent the NN weights from getting updated by an outlier. Also the learning rate needs to be small when outliers are not present but noise amplitude is relatively large. 
This bell-shaped function achieves its maximum at 0 and takes zero value when 1. This function is utilized to construct the robust variable learning rate given by ( ) ( ) ( )
where is the maximum possible learnin which keeps the estimator stable. Larger noi result in larger values for | + 1 − smaller values for the learning rate. P | + 1 − + 1 | 3 + 1 (w outlier is detected at time + 1 ) automatically be set to zero, so the wei updated upon detecting an outlier. Further definition of outliers, it can be inferred t detected at time if 0.
Finally, the proposed parameter upda represented by
( 1) ,ˆs
The definition of the learning rate implies is relatively close to + 1 , then th learning rate + 1 which appears in the law, will be close to maximum possib Whereas, if + 1 is largely deviated from the corresponding learning rate, will be zero This means that measurement noise cannot change on the NN weights while the effect weight update law is completely eliminated theorem, the performance of state estim proposed outlier detection and removal sche In summary, the proposed NN and weigh both detect and remove outliers from the m system state or output vector . After detec of outliers, the estimated outlier-free state used for fault detection without the risk alarms. Fig. 1 shows an overview of the outlier detection/removal and fault detecti next section briefly discusses fault diagn removal.
ng rate parameter ise amplitude will + 1 |, thus Particularly when which means an ) + 1 will ghts will not be r, considering the that an outlier is ate law can be )) ) ( )) ( ) 
IV. FAULT DIAGNOS
Model-based fault detection schem estimate the system states. Then residual will be generated by com estimated system states [18] . Tradi detection schemes use the measu detection observer and then comp states to detect faults. But when the reliable and involve outliers, false a Therefore in this section the outlie used for the purpose of fault diagno measured state vector . As mention can be shown that − is bo / .
Consider the nonlinear FD estimat
where is the estimated is the output of the discrete time (OLAD) with unknown parameters, and is a matrix, which must be selected in a of the closed loop system lie within t values of the FD estimator are 0 , such that , ,
In the proposed FD estimator, NN NN-based OLAD is off prior to the thus its output is zero. Upon detectio turned on to estimate the fault dynam Define the detection residual as detection of a fault, the residual dyn er removal and fault detection IS SCHEME mes require an observer to a fault detection (FD) mparing the actual and itional model-based fault ured states in the fault pare them with observer e measured states are not larms could be triggered. er-free state vector is osis, instead of the actual ned in previous section, it ounded in the mean, i.e.
state vector, : online approximator in being its set of a user defined diagonal way that the eigenvalues the unit circle [16] . Initial taken to be 0 , 0.
s are used as the OLADs. e detection of a fault and on of a fault the OLAD is mics.
− . Prior to the amics are given by
where , − , . As mentioned earlier which is the difference between actual system states and estimated outlier-free states , is bounded. Also from assumptions 1 and 2, we know that and are bounded. Therefore with the appropriate selection of , the detection residual will remain bounded in healthy operating conditions of the system. Now consider a dead-zone operator
where is FD threshold. When the detection residual exceeds the detection threshold, a fault is declared active through the dead-zone operator and the OLAD that generates is initiated and tuned online using the following update law
where 0 is the learning rate, 0 1 is the forgetting factor, and , is a basis function like sigmoid or RBF. Moreover the output of the OLAD will be given by
After detection, using the NLIP assumption on fault function, the residual dynamics can be represented as 
where − is the weight estimation error and is the approximation error which is bounded by . By choosing an appropriate Lyapunov function, taking its first difference, and then using (12) and (13), the uniform ultimate boundedness of residual and parameter estimation errors can be obtained.
V. SIMULATION RESULTS
In this section a simple linear system and an axial piston pump testbed is used to show the effectiveness of the proposed outlier removal technique in practice.
Example 1: The system is described by ( )
Ax k + = (14) where is defined by cos sin 50 sin cos cos sin 1.003 50 sin cos
with /500. The system dynamics is modified at t=50s to simulate a case where the dynamics is changed due to change in operating conditions or due to fault. The sampling time is chosen to be 0.1 seconds, and the system states are assumed to be measured as follows
where is set to 1 with probability and to zero with probability 1 − . Fig. 2 shows the actual system states , along with measured states when 0.05. In the first half of the simulation the mean and variance of − are 0.049 and 0.82 respectively, whereas mean and variance in the second half of the simulation are -0.008 and 1.37. The proposed outlier detection and removal scheme is applied on the measured data, with 10, 0.01, and randomly selected matrix. Estimated states are shown in Fig. 3 . It is worth mentioning that the performance of the scheme is not degraded after the change in the system dynamics at t=50 s. Next an outlier-robust Kalman filter whose parameters are fitted according to the Maximum Likelihood criterion [11] , is applied on the same measured data. Although this method has a good performance in the first 50 seconds of the simulation, as seen in Fig. 4 , its performance is extremely degraded when the dynamics of the system changes. This is mainly because, Kalman filter approaches require the dynamics of the system to be known and fixed. So their estimation will be inaccurate when the system experiences unknown changes. Mean squared error of state estimation for both of the methods are presented in Table 1 for comparison. This simulation clearly shows that unlike Kalman filter-based approaches, our outlier removal method is robust to changes in the system dynamics (which could be due to faults or changes in the operating conditions). Example 2: To test and compare the fault detection performance with and without the OIR preprocessing unit, an axial piston pump testbed is used. The pump outlet pressure is measured with a sampling time of 0.1 seconds in healthy operating conditions. If the measured data is directly used for fault detection, several false alarms will be triggered. This can be clearly observed in Fig. 5 which shows the fault detection residual and threshold without any outlier removal performed. To solve this problem, we use our proposed outlier removal scheme. The user defined parameters of the update law are selected as 0.2 and 20. The fault detection residual when is used for fault detection is shown in Fig. 6 . It is clearly observed that the outliers are removed from the data and no false alarm is triggered. 
VI. CONCLUSIONS
In this paper, a NN-based online outlier detection and removal scheme was presented and combined with a model-based fault detection scheme. It was demonstrated that the system dynamics could be affected by unknown changes in operating conditions, or faults. However, the proposed scheme is able to estimate the actual system states without depending on the system model. Therefore, it can identify and remove outliers both in healthy and faulty conditions. It was also shown that the fault detection scheme when combined with the proposed OIR scheme will result in better performance and much lower false alarm rate. 
