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In the seventies one could hear many analysts talk of the first two 
chapters of T. Kato’s Perturbation Theory for Linear Operators with awe and 
bewilderment. They had known that pseudodifferential operators should be 
approached with due circumspection. But mere matrices now demanded 
respect-Kato’s exercises forced that out of you. I never heard any one 
around me mention The Algebraic Eigenvalue Problem by J. H. Wilkinson, 
which appeared a year before Kato’s book. Most functional analysts did not 
seem to look into numerical analysis books. If they did they were puzzled. 
Was a norm such an exotic object as Householder seemed to think? 
Many things have changed since then, and the book by Stewart and Sun, 
in contrast to most books written twenty years back, could well be thought of 
as a book about numerical analysis or about matrix theory or about functional 
analysis. Experts and students of these subjects will find interesting material 
here, presented in an adroitly balanced style, which will not seem to them 
too different from that adopted in texts of their own subject. 
The book has six chapters: 
1. Preliminaries 
2. Norms and Metrics 
3. Linear Systems and Least Square Problems 
4. The Perturbation of Eigenvalues 
5. Invariant Subspaces 
6. Generalized Eigenvalue Problems. 
Among the slightly unusual topics covered in the first two, preliminary 
chapters are canonical angles and the gap between two subspaces of a vector 
space. 
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The third chapter presents basic properties of pseudoinverses of matrices 
and their application to the solution, in the scnsc of least squares, of the 
linear system AX = 1). Perturbation Ix~unds for the invcrsc and the pscudoin- 
verse are the main theme of the chapter. Several illuminating remarks in 
italics are thrown in lx~twcen tlw rigorous theorems. Since the pseudoin- 
verse, unlike the inverse, is not generally continuous, many of the inequali- 
tics have to be messy. One can only expect them to be presented tidily, and 
this the authors do. 
The fourth chapter contains basic results on perturbation of eigenvalucs 
of arbitrary matrices and then the stronger results for special subclasses like 
normal matrices and Hermitian matrices. It is an indication of the livel! 
interest in this topic, especially over the last decade, that as this book was 
being prepared some of the information presented in it was being made 
obsolete-and not by way of mimr improvements. Let me mention two 
developments. 
Let A, A be two n X n matrices with eigenvalues A ,, , A,, and x,, , A,,, 
respectively, and let 
md( A, A) = min maxl A, - irC,)l, 
Tr I 
where the minimum is taken over all permutations r of the indices 
{1,!2 )...) U}. I m Iroving I upon an old result of Ostrowski, L. Elsner proved in 
I985 that 
md(A,A) < n( IIAll+ Iliill)‘-l”‘\lA - All”“, (1) 
where 11 AlI denotes the operator bound norm, or the spectral norm of A. 
[Ostrowski’s result had (2rz - 1) instead of n 011 the right hand side of the 
above inequality, and a different norm was used.] This result is (almost) 
proved in Chapter 4, Section 1.1, appropriately titled “Ostrowski-Elsner 
Theorems.” The new information is that (1) has been improved very signifi- 
cantly in recent months. First, D. Phillips [8] showed that instead of the 
factor n, a constant 8 would suffice in the inequality (1). Soon afterwards, 
this was improved to 4 in [3] and then to 3.08 in the Ph.D. dissertation of 
Krause [6]. 
A tantalizing conjecture (whose attractiveness can be attested by the fact 
that I know of more than twenty mathematicians, including twelve members 
of the L,AA Editorial Board, who have tried hard to prove it at one time or 
the other), open till recently, was that 
md(A,iT) <llA-AlI (2) 
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when A and d are both normal matrices. In September 1989 this was 
disproved by J. A. R. Holbrook [5], w h o, with a clever program, coaxed out of 
a computer two 3 x 3 normal matrices A, B for which 
md(A,A) > 1.0111A -All. 
[The inequality (2) is known to be true for 2 X 2 normal matrices.] I learnt 
from the interesting bibliographical notes of Stewart and Sun that Wittmeyer 
in 1936 claimed that he had proved (2). 
This chapter will be highly rewarding for anyone interested in grasping 
the intricacies of obtaining precise error bounds for eigenvalues. For such a 
reader I would also like to mention that Lemma 5.3 and Theorem 5.4 of this 
chapter, which the authors prove for the operator bound norm, can be 
generalized to all unitarily invariant norms [I]. 
Chapter 5 includes a treatment of the equation AX - XB = C and its 
application to the theory of perturbation of spectral subspaces. In addition to 
the famous sin 0 and tan 0 theorems of Davis and Kahan, related results of 
Stewart and of Wedin, among others, are presented. Here, the reader might 
be interested in making a note of the following additional information. In [2] 
the sin 0 theorem of Davis and Kahan is generalized to normal matrices. 
More significantly, whereas Davis and Kahan needed the assumption that the 
spectrum of one of the matrices is contained in an interval [(.u, p] and the 
spectrum of the other is outside the interval [LU - 6, p + 61, results in Section 
4 of [2] can handle the situation when the spectra of A and B are in 
arl~itrury sets separated by a distance S > 0. This brings in a small additional 
constant on the right hand side of the inequalities. In a recent dissertation 
McEachin [7] has analyzed the sharpness of this additional constant. 
Section 4 of this chapter contains two results of Wedin giving sin@ 
theorems for the singular value decomposition. Theorem 3 of [4] deals with 
the same question from a slightly different viewpoint. Incidentally, mathe- 
matical physicists have recently obtained several perturbation bounds for the 
map A + (A(, where IA/ = (A*A)“‘. Since the singular values and the 
singular vectors of A are the eigenvalues and the eigenvectors of IAI, this 
should be of interest to numerical analysts. 
The last chapter contains perturbation analysis of the generalized eigen- 
value problem h = ABx. Both the authors have contributed significantly to 
the study of this problem, and their results as well as those of others are 
explained. For example, there are analogs of the Gerschgorin, the Bauer-Fike, 
and the Davis-Kahan theorems which can be proved in the generalized 
context. It seems likely that some of these results will be improved and tidied 
up. This book should stimulate further work on this problem. 
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The printing is excellent and it is a pleasure to read the book. At fifty 
dollars the book is cheaper than what we have been coerced into accepting as 
the usual price of mathematical texts. (It is a sobering thought, though, that 
at current rates this price is still half of what a graduate student and a third 
of what a fresh lecturer in India would earn in a month). 
How about typographical errors ? Well, all of us know how humiliating 
the experience of proofreading is; at the sixth reading one still discovers a 
mistake. (Of course, some of us do it much better and spend more hours on it 
than others. After owning a copy of Walter Rudin’s Functional Analysis for 
fifteen years I discovered an error in it when I recently used it for a course. I 
was as excited as I would be on discovering an error bound.) During my first 
browsing, done over two hours, I detected about ten misprints in this book, 
including one inequality going in the wrong direction (p. 194, bottom line). 
None was a serious error. One of them amused me. I once submitted a paper 
with “Grassman” in the title. Soon afterwards, I happened to meet the editor, 
who pulled out a reference book and changed it to “Grassmann.” When I got 
the page proofs I found that the copyeditor had reverted to “Grassman.” I 
did not question his authority. Now, in this book I have seen for the first time 
one n missing in “von Neumann,” and I am curious whether that is by 
accident or by design. 
An interesting part of the book is the “Notes and References” after each 
section. I found them informative and stimulating, and at times amusing. Let 
me cite two examples which sent me to the original sources. The notes on p. 
60 reminded me of what I had read in Wiener’s autobiography [9] about the 
discovery of “Banach-Wiener” spaces. I went back to look at this book and 
read again what Wiener had to say about his not pursuing this subject. Here 
is what I found: first “I did not like to be hurried or watch the literature day 
by day in order to be sure that neither Banach nor one of his Polish followers 
had published some important result before me”; second “the theory seemed 
to me to contain for the immediate future nothing but some decades of rather 
formal and thin work. By this I do not mean to reproach the work of Banach 
himself but rather that of many inferior writers, hungry for easy doctors’ 
theses,. . “; third “my work on the Brownian motion was now coming to a 
head,. . , and it presented itself as a successful rival for my attentions because 
it had a physical character most gratifying to me” [9, pp. 60-641. 
What Wiener felt about “formal and thin” papers during the early years 
of Banach spaces, Stewart and Sun feel about the many papers on general- 
ized inverses. They refer the reader to a 1776-entry bibliography compiled in 
1976 by Nashed and Rall, who attribute the overenthusiasm for inversion to a 
dean’s warning, “Invert more or you might be inverted.” Stewart and Sun 
conclude that these papers “contributed more to the promotion of their 
authors than to the promotion of science.” Even while agreeing with them, I 
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wonder whether pseudoinverters in monoids are any more the culprits than, 
say, lifters of contravariant tensor indices, or fillers of fuzzy barrels, or 
inflators of locally convex economies. Perhaps, for an answer, we would have 
to eavesdrop at the Pearly Gates or at a convenient window (if we were to 
believe Kipling): 
And each man hears as the twilight nears 
to the beat of his dying heart 
the Devil drum on the darkened pane; 
“You did it, but was it Art?” 
For this book, Stewart and Sun could look straight into St. Peter’s or the 
Devil’s eyes and not flinch. 
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