OCT is a depth-resolved biomedical *in vivo* imaging technique providing cross-sectional and three-dimensional images of tissue microstructure with resolution up to a few micrometers[@b1][@b2][@b3]. In the past few decades, OCT has been applied in a wide range of applications including clinical and material research areas. For some biomedical applications such as surgical guidance, real-time volumetric OCT (4D-OCT) imaging is in high demand. At present, the main bottlenecks for 4D-OCT are real-time data acquisition and data processing, e.g. interpolation, FFT. For example, ultrafast frequency domain optical coherence tomography (FD-OCT) using a discrete spectrometer may be developed with A-scan rates of 2.5\~10 MHz[@b4]. However, the data processing speed is only 1.02 mega-A-scans/second even if using field programmable gate arrays (FPGAs)[@b4], which is far below the requirement of 4D-OCT. Thanks to the graphics processing unit (GPU) technology, the processing speeds of several mega-A-scans/second may be achieved under different algorithms including linear/cubic spline interpolation with the FFT, Non-uniform FFT, linear/cubic spline interpolation with the FFT and numerical dispersion compensation[@b5]. With a combination of a fast swept laser source, dual high-end digitizer cards and a state of the art GPU card with dedicated processing software, 3.2 MHz A-scan rate/processing speed was demonstrated for high definition 4D-OCT *in vivo*[@b6]. However, for high definition volumetric imaging in real time, i.e., 1000 pixels along 3 spatial dimensions and 30 volumetric imaging per second, the data flow will be 1000 × 1000 × 1000 × 30 = 30 GVoxel/s. To process these massive data is a big challenge to the performance of current GPUs and CPUs.

Optical computing[@b7][@b8][@b9][@b10][@b11] (OC) uses photons for computation and enables ultrafast information processing[@b12][@b13][@b14]. It may play an important role in solving the big challenge of massive data processing applications in optical imaging, because photons in bio-imaging may be possibly processed directly with all-optical processing system. In 4D-OCT, the massive image data come from the interpolation + FFT in spectral-domain other than in time-domain. Therefore, if one can find a way to implement the optical processing of optical spectrum, the big challenge of massive data processing by GPUs and CPUs may be solved optically. In this paper we propose a novel optical computing technique to process the signal in spectral-domain with fiber-optics system other than compute interpolation + FFT with electronic computer, resulting in great enhancement of processing time and hence imaging speed as well.

Theory
======

The optical computing technique is based on an all-optical real-time Fourier transformation system. As we know, the *α*-angle fractional Fourier transformation of a function *f (t*) is defined by the integral[@b15]

where *α* is real and *u* is the variable in the fractional domain. For *α* = π/2, the fractional Fourier transformation of *f (t*) is equal to the ordinary Fourier transformation of *f (t*):

where *F* \[ \] indicates the ordinary Fourier transformation and *u* becomes the variable in the frequency domain.

[Equation (1)](#eq1){ref-type="disp-formula"} can be re-written as

Here, we define a scaled Fourier transformation *F*′ \[ \]:

where the scale factors in frequency domain and intensity are determined by *α*.

According to [equations (3](#eq3){ref-type="disp-formula"}) and ([4](#eq4){ref-type="disp-formula"}), the following relationship between the fractional Fourier transformation and the scaled Fourier transformation is obtained:

Let the function *f (t*) have a width of Δ*t*. When \|*t*\| \> Δ*t*/2, *f (t*) = 0. When \|*t*\| ≤ Δ*t*/2, the maximum of *t*^2^ is Δ*t*^2^/4. If *α* is close to π/2 enough to satisfy the approximate condition of πcot(*α*)Δ*t*^2^/4 ≪ 2π, the term exp\[iπcot(*α*)*t*^2^\] ≈ 1 in [equation (5)](#eq5){ref-type="disp-formula"}. Therefore the intensity of fractional Fourier transformation is equal to the intensity of scaled Fourier transformation

By re-writing [equation (1)](#eq1){ref-type="disp-formula"}, the fractional Fourier transformation of *f (t*):

where *u*′ = *u*·sec(*α*). Notice that the integral in [equation (7)](#eq7){ref-type="disp-formula"} is in the form of convolution. Thus, the intensity of fractional Fourier transformation of *f (t*)[@b16]:

where ⊗ denotes a convolution and ∝ proportional to. According to [equation (8)](#eq8){ref-type="disp-formula"}, if only taking into account the relative intensity of fractional Fourier transformation of *f (t*), the convolution can be used instead of fractional Fourier transformation. Let *a *= πcot(*α*), a time-domain intensity of fractional Fourier transformation of *f (t*) can be written as

where ∝′ denotes the similarity of two functions, indicating that one can be obtained from the other by scaling in amplitude and/or variable. When using the equation above, it is clear that we have to compute convolution twice. Let us take *f (t*) = rect(*bt*) as an example to demonstrate how to get the approximate Fourier transformation of *f (t*) by [equation (9)](#eq9){ref-type="disp-formula"}, where rect() is the rectangle function. Here let *a* = 0.025, *b* = 1/3. The waveforms of cos(*at*^2^), sin(*at*^2^) and rect(*bt*) are shown in [Fig. 1(a,b)](#f1){ref-type="fig"}. For *a·*Δ*t*^2^/4 ≈ 0.056 ≪ 2π, the approximate condition is satisfied. It is interesting to see that the waveform of {\[cos(*at*^2^) ⊗ rect(*bt*)\]^2^ + \[sin(*at*^2^) ⊗ rect(*bt*)\]^2^}^1/2^ in [Fig. 1(c)](#f1){ref-type="fig"} is very close to the sinc function, which is known as the Fourier transformation of rectangle function.

Due to cos^2^ + sin^2^ = 1, the square root of sum of the squares of cos(*at*^2^) ⊗ rect(*bt*) and sin(*at*^2^) ⊗ rect(*bt*) is a slowly varying function, though both of them are fast varying functions. In addition, [Fig. 1(c)](#f1){ref-type="fig"} shows clearly that the waveform of {\[cos(*at*^2^) ⊗ rect(*bt*)\]^2^ + \[sin(*at*^2^) ⊗ rect(*bt*)\]^2^}^1/2^ is the slowly varying envelope of cos(*at*^2^) ⊗ rect(*bt*) or sin(*at*^2^) ⊗ rect(*bt*). For this reason, it is not necessary to compute convolution twice to get the relative intensity of fractional Fourier transformation of *f (t*) and [equation (9)](#eq9){ref-type="disp-formula"} can be improved further:

where the envelope function is used to get the slowly varying envelope of a fast varying function. To test [equation (10)](#eq10){ref-type="disp-formula"} once more, we let *f (t*) = oct(*t*), where oct(*t*) is the basic signal to be Fourier transformed in OCT and mathematically expressed as oct(*t*) = \[cos(*ct*) + 1\]/2·exp(−*t*^2^/*d*^2^), as shown in [Fig. 1(d)](#f1){ref-type="fig"}. Taking *a* = 0.025, *c* = 3.3 and *d* = 3, we get *a·*Δ*t*^2^/4 ≈ 0.156 ≪ 2π so that the approximate condition is satisfied. Again, it is clear that the waveform of {\[cos(*at*^2^) ⊗ oct(*t*)\]^2^ + \[sin(*at*^2^) ⊗ oct(*t*)\]^2^}^1/2^ is the slowly varying envelope of cos(*at*^2^) ⊗ oct(*t*) or sin(*at*^2^) ⊗ oct(*t*), as shown in [Fig. 1(e)](#f1){ref-type="fig"}. Likewise, the waveform of {\[cos(*at*^2^) ⊗ oct(*t*)\]^2^ + \[sin(*at*^2^) ⊗ oct(*t*)\]^2^}^1/2^is very similar to the Fourier transformation of oct(*t*), which is in form of gauss(*u − c*/2π) + gauss(*u* + *c*/2π) + 2·gauss(*u*), where gauss(*u*) is the Gaussian function. In practice, all OCT signals to be Fourier transformed can be regarded as the linear combinations of oct(*t*) with different parameters, so the [equation (10)](#eq10){ref-type="disp-formula"} is definitely suitable for generalized OCT signals.

Under the approximate condition of πcot(*α*)Δ*t*^2^/4 ≪ 2π, according to [equations (6](#eq6){ref-type="disp-formula"}) and ([10](#eq10){ref-type="disp-formula"}), we find

It means that the slowly varying envelope of convolution of *f (t*) and cos(*at*^2^) is similar to the intensity of Fourier transformation of *f (t*). [Equation (11)](#eq11){ref-type="disp-formula"} is therefore the fundamental principle of all-optical real-time Fourier transformation system. Interestingly, this principle can be used in processing OCT data since only the relative intensity of Fourier transformation of spectral energy density of light signal is necessary for OCT imaging.

In optical computing OCT (OC-OCT or OC^2^T) system, we utilized time-spectrum convolution (TSC) for real-time computing of convolution. The TSC process means that the intensity waveform of light output by a first-order dispersive medium with a spectral filtering is determined by the convolution of the input light temporal profile and the light energy spectrum scaled along the time-domain according to the group-delay curve of the dispersive medium[@b17][@b18]. Mathematically,

where *t* is the time variable, *I* ~out~(*t*) the intensity waveform of light output by a first-order dispersive medium with a spectral filtering, *I* ~in~(*t*) the input light temporal profile, *ω* the base-band radial frequency variable referred to the central frequency of the light source, *S(ω*) the spectral energy density of the incoherent broadband light after spectral filtering, *D*~0~ the group velocity dispersion of first-order dispersive medium, defined as the slope of the group delay, and *S(ω* = *t/D*~0~) the time-domain scaled version of spectral energy density using a frequency-to-time mapping law determined by the dispersive medium *ω* = *t/D*~0~.

The fundamental principle of OC^2^T in this paper is shown in [Fig. 2](#f2){ref-type="fig"}. Mathematically, under the approximate condition, the intensity of Fourier transformation equals approximately the intensity of fractional Fourier transformation. If only interested in relative intensity of fractional Fourier transform of a certain function *f (t*), the intensity of fractional Fourier transformation of *f (t*) can be re-written in the form of envelope of convolution of *f (t*) and cos(*at*^2^), where *a* is a constant. In practice, we utilized TSC concept for real-time computing of convolution and it is used to process the massive 3D OCT image data in real time as a unique technology in OC^2^T.

Experimental results
====================

The experimental setup of OC^2^T is shown in [Fig. 3](#f3){ref-type="fig"} (see also Methods). With TSC parameters of *D*~0~ = 130 ps^2^ (\~102 ps/nm), *a* = 0.15 ns^−2^ and Δ*λ* = 40 nm, the approximate condition *a*Δ*t*^2^/4 ≪ 2π is satisfied, where Δ*t* = \~4 ns. As described before, this means that the experimental setup in [Fig. 3](#f3){ref-type="fig"} acts as a real-time Fourier transformation system for the spectrum of OCT interferometer. Moreover, the spectrum to be Fourier transformed is actually a function of *ω* in frequency domain. As a result, the interpolation in the wavenumber domain and FFT, which are essential in traditional FD-OCT, are no longer necessary in OC^2^T, since these two steps are optically finished in real time before the light signal is converted to electrical signal by balanced photodetector. It is worth to note that the *ω* \~ *t* relation here is exactly the same as *k* \~ *z* relation in FD-OCT.

In experiment, the scalable function of a single period (100 ns) of the cos(*at*^2^) waveform was generated by arbitrary waveform generator (AWG) with its highest frequency of \~5 GHz, as shown in [Fig. 4(a)](#f4){ref-type="fig"}. Here, the A-scan rate is 1/*T*~0~ = 1/(100 ns) = 10 MHz, where *T*~0~ is the period of the cos(*at*^2^) waveform. So the A-scan rate can be tuned by changing the value of *T*~0~ with AWG. All the radio frequency (RF) cables employed in the system can support up to 18 GHz RF signal with low loss. Only taking into account the positive frequency part of the Fourier transformation of the spectrum for OCT imaging, we neglected the negative frequencies and zero frequency, as shown in [Fig. 1(a)](#f1){ref-type="fig"}, to halve the A-scan time and thus double the A-scan rate/data process speed.

We used a flat mirror as a sample in the experiment to demonstrate the feasibility of real-time Fast Fourier transformation (FFT) of A-scan signal with optical computing. As we know, the positive frequency part of Fourier transformation of the spectrum output by OCT interferometer is theoretically in the form of *Γ(z*) ⊗ *δ(z* − Δ*l*), where *z* is the variable in the space domain and Δ*l* the optical path difference between reference arm and sample arm. *Γ(z*) is Gaussian because of the Gaussian spectrum of superluminescent diode (SLD). As discussed before, because real-time FFT of A-scan signal was already implemented via the optical system, the temporal envelope of the signal measured by photodetector represented the position of the mirror, which was dramatically observed in experiment, as shown in [Fig. 4(b)](#f4){ref-type="fig"}. The oscillating signal with Gaussian envelope was actually the resultant signal measured by AC-coupled balanced amplified photodetector. By adjusting the position of the mirror, the center of the Gaussian envelope of the signal changed accordingly. (Please see [Supplementary Video 1](#S1){ref-type="supplementary-material"}). The video clearly shows the real-time FFT processing to achieve the sample's structural signal with no time delay. Obviously, this proved the first demonstration of real-time FFT of A-scan signal with optical computing for OCT. In [Fig. 4(b)](#f4){ref-type="fig"}, maximum imaging range and axial resolution of OC^2^T are \~722 μm and \~38 μm. Just like the traditional FD-OCT, the signal frequency of optical computing OCT system get higher as imaging depth increases, while its highest frequency is limited by the arbitrary waveform generator. So the maximum image range is determined by the bandwidth of arbitrary waveform generator. By changing the maximum frequency of waveforms with arbitrary waveform generator, the image range could be tuned.

Then we installed a raster scanning system with an 8.1 kHz resonant scanner for fast scanning axis and a 13.5 Hz galvanometer scanner for slow scanning axis in the sample arm of OCT system. Thus, this OC^2^T system for real-time imaging was set to scan at a frame rate of 16.2 kHz and a volume rate of 27 Hz. Moreover, the lateral and axial resolutions are \~33 μm and \~38 μm, respectively with \~50 dB signal-to-noise ratio and \~240 μm @-3dB roll-off. The system has an A-scan rate of 10 MHz and one frame typically contains \~200 A-scans in the experiment. The *en-face* and cross-sectioning imaging of a variable-frequency resolution target are shown in [Fig. 4(c,d)](#f4){ref-type="fig"}, respectively, with clear structures of different spatial frequencies. Cross-sectioning imaging of a cover glass and onion layer is also implemented, as shown in [Fig. 4(e,f)](#f4){ref-type="fig"}, respectively. The interfaces of the cover glass and cellular structure of onion are also clearly distinguishable. The system SNR may decrease as A-scan rate increases, because A-scan period gets shorter, leading to higher signal frequency and wider detection bandwidth. The system sensitivity is relatively low due to the inverse proportional relation of the sensitivity and bandwidth, which is as wide as \~20 GHz in our system. The single mode fiber (SMF28, Corning) used in our experiment is not an ideal linearly chirped dispersive medium required by time-spectrum convolution process and therefore may also lead to the degradation of signal and thus the sensitivity as well. As a result, the axial resolution also gets worse than expected. To improve the SNR, higher light power could be employed and a frequency mixer can be used to lower down the detection bandwidth. Utilizing an ideal linearly chirped dispersive medium such as customized linearly chirped fiber Bragg grating in time-spectrum convolution process will also enhance the system sensitivity and the axial resolution as well.

With our current optical computing system, the OCT operated at a 10 MHz A-scan rate/A-scan processing speed, which is, to the best of our knowledge, the fastest speed for OCT imaging. Because all the signal is optically processed in real time, one feature of OC^2^T is that its A-scan processing speed equals to A-scan rate determined by the waveform generated by AWG, which may be even faster although is currently limited by the electronics we have in the lab. Furthermore, due to its all-optical configuration, OC^2^T has the advantage of being much more stable, compact and convenient. Note that the fundamental principle of optical computing technique is independent on wavelength, so it can be definitely applied to any other wavelength bands such as 800 nm and 1300 nm. Compared to the expensive fast swept laser in high speed SS-OCT, optical computing OCT also need utilize an expensive 5 GHz arbitrary waveform generator. However, only the waveform of cos(*at*^2^) is needed and the arbitrary waveforms are not necessary for optical computing OCT. Therefore, a fixed waveform generator of cos(*at*^2^) may be designed to lower down the system cost.

Conclusions
===========

In summary, we report a novel optical computing technique for high speed real-time OCT, as called OC-OCT or OC^2^T for the first time. Different from traditional FD-OCT, the interpolation in the wavenumber domain and FFT by GPU or CPU are not needed any more in OC^2^T. Instead of software algorithm and GPUs computing, we employed an all-optical real-time Fourier transformation system to process the A-scan data before the OCT light signal is converted to electrical signal by the photodetector. Using this optical computing method, the A-scan rate and A-scan processing speed of OC^2^T have reached 10 mega-A-scans/second in our experiment. To our knowledge, this OC^2^T is the fastest real-time sampling and processing OCT system to date. Furthermore, OC^2^T based on the all-fiber configuration is much more stable and easier to be used. The OC^2^T is able to be fast enough to achieve the video rate 4D-OCT imaging at a large volume size and therefore further enable the real-time virtual reality, which is of great value in surgical guidance. We believe that this new technology will initiate a new way of ultra-fast OCT imaging.

Methods
=======

As shown in [Fig. 3](#f3){ref-type="fig"}, low coherence CW light centered at 1550 nm with average power of 22 mW and bandwidth of 40 nm was generated by superluminescent diode (SLD). The CW light was modulated by a 10 GHz bandwidth intensity modulator, known as Mach--Zehnder modulator (MZM). The MZM was biased by a power supply and driven by a cos(*at*^2^) waveform signal generated by an arbitrary waveform generator (AWG). A radio frequency (RF) amplifier with adjustable gain was used between AWG and MZM as a modulator driver to reach the typical RF drive voltage of 5.5 V for MZM. As first-order dispersive medium and spectral filter in TSC, a 6.5 km long single mode fiber (SMF) and OCT interferometer were employed after MZM. The two outputs of interferometer were detected by an AC-coupled balanced amplified photodetector which was able to remove the common-mode noise and improve signal-to-noise ratio of the system. Finally, DC-free waveform was shown in an 8 GHz bandwidth oscilloscope. In fact, the SMF used as the first-order dispersive medium can be replaced by linearly chirped fiber Bragg grating (LCFBG) which is more compact and with low loss. LCFBG has an advantage that its dispersion, linearity of dispersion and other properties may be specially designed to behave better than fiber.
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