In the last two decades the eld evolutionary computation has become a mainstream and several types of evolutionary algorithms are developed for solving optimization and search problems. Evolutionary algorithms (EAs) are mainly inspired from the biological process of evolution. They do not demand for any concrete information such as continuity or dierentiability and other information related to the problems to be solved. Due to population based nature, EAs provide a set of solutions and share properties of adaptation through an iterative process. The steepest descent methods and Broyden-Fletcher-Goldfarb-Shanno (BFGS),Hill climbing local search are quite often used for exploitation purposes in order to improve the performance of the existing EAs. In this paper, We have employed the BFGS as an additional operator in the framework of Genetic Algorithm. The idea of add-in BFGS is to sharpen the search around local optima and to speeds up the search process of the suggested algorithm. We have used 24 benchmark functions which was designed for the special session of the 2005 IEEE-Congress on Evolutionary Computation (IEEE-CEC 06) to examine the performance of the suggested hybrid GA. The experimental results provided by HGBA are much competitive and promising as compared to the stand alone GA for dealing with most of the used test problems
Introduction
Global optimization has gained much attentions in both academia and industrial application over the past many years. In this regards, dierent test suites of optimization problems are designed in the existing literature of evolutionary computation. These problems are quite useful for thorough experimental computational testing and evaluation in order to design a powerful and robust optimization algorithm [1, 2] . The practical examples of optimization included the pooling/blending operations, heat exchanger network synthesis, phase and chemical reaction equilibrium, robust stability analysis, batch plant design under uncertainty, chemical reactor network synthesis, parameter estimation and data reconciliation, conformational problems in clusters of atoms and molecules, pump network synthesis, trim loss minimization, homogeneous azeotropic separation system, dynamic optimization problems in parameter estimation and in reactor network synthesis, and optimal control problems. In general, constrained minimization problem can be written as follows [3, 5] :
Minimize f (x), x = (x1, x2, . . . , xn)
T ∈ R n (1.1)
Subject to gi(x) ≤ 0, i = 1, 2, . . . , p hj(x) = 0, j = p + 1, p + 2, . . . , q (1.2) where x ∈ Ω ⊆ S, Ω is the feasible search space dened by p number of inequality constraints, q number of equality constraints and S is the search space dened by parametric constraints: Li ≤ x ≤ Ui. The inequality constraints that satisfy gi(x) = 0 are said to be an active constraints. It is important to be mentioned here that an equality constraints are always active. There are many types of optimization problems including multi-quadratic programming, bilinear and biconvex, generalized geometric programming, general constrained nonlinear optimization, bilevel optimization, complementarity, semi-denite programming, mixed-integer nonlinear optimization, combinatorial optimization and optimal control problems [3] . Generally all the above mentioned optimization problems can be categorized into two class including the constrained and unconstrained one. In this paper, we are interested in solving the unconstrained optimization problems with continuous variables. They are called boxed constrained optimization problems.
The last two decades are witnessed for the signicant improvement and developments of optimization methods.Technically, optimization methods can be categorized into deterministic and stochastic ones. They have tackled diverse set of problems with continuous, discrete, integer, mixed integer variables [4] . The deterministic approaches are required the analytical properties of the problems while nding their optimal solutions [7] . The interval optimization [6] , branch-and-bound [8, 9] and algebraic techniques [10] , Simplex method [11] , Hill climbing [12] , Newton-Raphson method [13] are leading examples of the some deterministic approaches.
The stochastic approaches involve randomness to perform their search process. The simulated annealing [14] , Monte Carlo sampling [15] , stochastic tunneling [16] , and parallel tempering [17] , Genetic Algorithm (GA) [18] , Evolutionary Strategies (ES) [19] , Evolutionary Programming (EP) [20] , Particle Swarm Optimization (PSO) [23] , Ant Colony Optimization (ACO) [25] and dierential evolution (DE) [26] , Krill herd algorithms [35, 36, 37] , Monarch buttery optimization [38] , Earthworm optimization algorithm [39] , Plant propagation algorithm (PPA) [40, 41, 42, 43] are stochastic nature based optimization methods. Evolutionary computation is the collective name of these algorithms inspired by biological process of evolution, such as natural selection and genetic inheritance [44] .
Hybrid evolutionary algorithms [45, 46, 51] have got much attention of the researchers and practitioners due to their high potentialities and capabilities in handling various real world problems and benchmark functions comprising high complexity, noisy environment, imprecision, uncertainty and vagueness [27, 28, 29, 47, 48, 49, 50] .
In this paper, the suggested algorithm utilizes the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm [30, 31] in combination with GA for population evolution at each multiple of 10 th generations. The suggested algorithm is called HGBA have solved most of the test problems that were designed for the special session of the 2005 IEEE-congress on evolutionary computation (IEEE-CEC'05) [32] . HGBA have tackled most of the used test problems in an auspicious manner.
The rest of the paper is organized as follows. Section 2 presents the proposed algorithms. Section 3 demonstrates experimental results. Section 4 concludes this paper with some future plan.
Hybridization of Genetic Algorithm with BFGS
Genetic algorithm was rst proposed by Holland inspired by the process of natural selection [33, 34] . GA is one of the most popular and well-known classical paradigms of evolutionary algorithms (EAs) [44] . This paradigm mainly relies on evolutionary operators such as mutation, crossover and selection to evolve their uniformly and randomly generated set of initial solutions called population. Due to population based nature, GA provides a set of optimal solutions in a single simulation run unlike traditional optimization methods. It simulates the survival of the ttest among the population over a consecutive generation. Since its inception [52, 53] , several variants of GAs have been proposed and tackled dierent types of optimization and search problems, particularly in machine learning, scientic modeling, and articial life and reviews a broad span of research, including the work of Mitchell and her colleagues [54] .
The Local search algorithms like the GSAT and WalkSat, 2-opt algorithm, Iterated Local Search (ILS) perform search by applying local changes in the search space of solution to solution until stopping criteria is not satised. The combined use of ecient local search optimizers can speed up search process of the GA framework to locate the exact global optimum of the given optimization problems. The BFGS algorithm [30, 31] is one of best well known hill-climbing local search method. Due to their fast convergence speed behavior, BFGS is applied to solve dierent nonlinear global optimization functions.
In the recent few years, several modications have been made in the of the original framework of the genetic algorithm (GA) aiming at to alleviate their drawbacks. GA has successfully tackled dierent real-world problems such as space allocation problems on dierent sample test like warehouse, shelf, building oors and container and many others [55] . Dierent benchmark functions with continuous and discrete variables are also solved by GAs with great success. The combination of global and local searching (LS) can appeared in the form of hybrid evolutionary algorithms. They are quite useful for reducing the likelihood of the premature convergence which is normally occurred in the basic EAs for dealing with various search and optimization problems [56, 57, 62] .
The suggested algorithm calls the BFGS [30, 31 ] algorithm 2 at their algorithmic step 5 as explained in the algorithm 1, where the Hessian matrix of the BFGS algorithm is initialized with identity matrix and here after updated with gradient information of the current and previous iterations. 
; % Evaluate population set x of size N . 8: G = 1;% Initialize the generation counter. 9: while G < TG do 10: if rem(G, 10) == 0 then 11:
12: else 13:
15:
16:
20: else 21: 
; %Compute the dierence of gradients.
8: if dx = 0&dg = 0 then 9: Continuous optimization problems have wide practical applications ranging from simple parameter identication in data-model tting to intrinsic design-parameter optimization in complex technical systems in sciences and engineering elds. Dierent test suites of optimization with diverse characteristics as explained in the Table 1 are quite important for examining the overall performance of optimization algorithms in terms of convergence rate,precision and robustness.
11:
In this paper, we have chosen test suite 25 benchmark functions [32] that comprising dierent characteristics. A brief summary regarding the used test functions denoted by f1 − f25 is hereby summarized in the Table 1 .
The Table 1 provides the name of each test function, f1 − f24 and its variables' value range is recorded as appears in the original Technical Report [32] . The dimension N of each solution vector used in the experiments is also recorded together with the tness value of the optimal solution f(x*). The CEC'05 test functions are characterized as follows: the rst ve functions f1 − f5 are unimodal and shifted; the second seven test functions f6 − f12 are basic multimodal and shifted; the third two functions f13 − f14 are expanded multimodal; and the fourth eleven functions f15 − f25 are hybrid composition (i.e., all of them are non-separable, rotated, and multimodal functions containing a large number of local minima). Further details and evaluation criteria of the IEEE-CEC05 are given in [32] .
We have carried out experiments at the platform:
• Operating system: Windows XP Professional.
• Programming language of the algorithms: Matlab.
• CPU: Core 2 Quad 2.4 GHz.
• RAM: 4 GB DDR2 1066 MHz.
• Execution: 30 times independent simulation of each algorithm with dierent random seeds. Evolutionary Algorithms (EAs) are searching for the global optimum in their search space R n comprising n dimensions. Initially, EAs require a set of N solutions to evolve them user dened function evaluations (FES). In this paper, the experiments performed according to parameter settings described as follows:
• N = 100, the population size.
• n = 2, 5,10,20, 30 are dimensions of the search space.
• F ES = n × N , total function evaluations.
• q = 5, allowed best solutions for BFGS to works in the HGBA framework. The algorithmic behavior of the proposed HGBA is veried by CEC05 problems with parameter settings as mentioned above. We have recorded all experimental results in minimum, mean, median, standard deviation and maximum values with dierent settings ofn = 2, 5, 10, 20, n = 30 while solving each test problem of the IEEE-CEC05 test suite [32] . It is important to mentioned here that we did not include all experimental results obtained with dierent settings of n. Table 2 provides the numerical results of problems solved with n = 10 dimension. Table 3 presents the objective function values each CEC'05 benchmark function with n = 30 dimension. Both these tables clearly indicate that the suggested hybrid version of GA has solved most functions with better performance as compared to the basic GA on most problems.
The convergence graph of the HGBA versus GA are illustrated in the gures 1-1 for benchmark functions with search space dimension n = 10 and n = 30 in their 25 independent runs of simulation. The gure 1 shows the evolution of average function values within allowed function evaluations (FES). While the 1 demonstrates the average evolution in the objective function values of some CEC '05 test problems solved with search space dimension n = 30. It can see from these gures, the convergence speed of the proposed algorithm is much better than the basic genetic algorithm (GA) while elapsing less function evaluations to reach near to the global optimum of the most CEC05 test problems.
Conclusion
Global optimization problems oer many challenges to evolutionary computing (EC) communities due to the existence of nonlinearity and multi-modality in their formulation structures. The stand-alone local search optimization methods are mostly unable to deal with such problems. Currently, hybridization of local search optimizers with existing meta-heuristic algorithms have got much attention of researchers in EC eld . In this paper, a hybrid population-based global optimization algorithm is proposed that combines genetic algorithm (GA) with BFGS. The proposed algorithm denoted by HGBA are combined GA with BFGS in an ensemble manner to promote information sharing among the population and thus enhance the searching eciency of basic GA. The performance of the proposed HGBA is evaluated on a diverse set of benchmark functions designed for the special session of the 2005 IEEE-CEC [32] . The experimental results show the proposed algorithm have performed better than GA in terms of better convergence speed near to the known optimal and hence not get stuck in local optimum of the most problems.
In future, we intend to analyze the impact of the proposed algorithm by employing some other eective local search optimizers and search operators such as improved variants dierential evolution [26] , particle swarm optimization (PSO) [23] and ant colony optimization algorithms [25] with combined self-adaptive procedures. We also our proposed HGBA to solve constrained test suites of the IEE-CEC series [63] . 
