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Introduccio´n
La resolucio´n meca´nica de problemas abstractos se estructura en una serie
de tareas ba´sicas que, para cada dato de entrada del problema, la ejecucio´n
de dichas tareas, en un determinado orden, proporcionara´ la solucio´n correcta
del problema asociada a esa entrada. Para materializar, implementar o llevar a
cabo una solucio´n meca´nica de un problema abstracto se requiere el uso de una
serie de recursos computacionales (expresados en te´rminos de tiempo, espacio
y otra medida de complejidad) que son necesarios para poder obtener la solu-
cio´n correspondiente a cualquier dato de entrada. En ese contexto, fijada una
medida de complejidad, cada solucio´n meca´nica de un problema abstracto tie-
ne asociada una funcio´n que determina la cantidad de recursos de esa medida
que se necesita para implementar la solucio´n. Obviamente, la funcio´n tendra´
como variable independiente el taman˜o del dato de entrada del problema.
Informalmente, se dira´ que un problema abstracto es tratable, respecto de
una cierta medida de complejidad, si existe una solucio´n meca´nica del mismo
tal que la cantidad de recursos computacionales (expresados en esa medida)
necesarios para hallar la solucio´n correspondiente a un dato de entrada, se
puede expresar a trave´s de un polinomio que depende del taman˜o de la en-
trada. Con la formalizacio´n del concepto de procedimiento meca´nico que da
lugar a los modelos de computacio´n, la tratabilidad de problemas abstractos
suele tomar como marco de referencia para expresar las soluciones meca´nicas,
un modelo de computacio´n universal; es decir, un modelo de computacio´n con
la capacidad de poder resolver cualquier problema que, informalmente, tenga
alguna solucio´n meca´nica. En particular, las ma´quinas de Turing deterministas
es el ejemplo por antonomasia de modelo de computacio´n universal.
El problema P versus NP consiste, simplemente, en determinar si son igua-
les dos clases de complejidad computacional: la clase P de los problemas tra-
tables por ma´quinas de Turing deterministas, y la clase NP de los problemas
tratables por ma´quinas de Turing no deterministas. Este problema es, sin lugar
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a dudas, el ma´s importante de la disciplina de Ciencias de la Computacio´n y
uno de los ma´s relevantes que tiene planteada la Ciencia, en general. Preci-
samente el Clay Mathematics Institute (CMI) de Cambridge, Massachusetts
(USA), lo designo´ como uno de los problemas del nuevo milenio y ofrece una
dotacio´n de un millo´n de do´lares para quien proporcione una demostracio´n
de que las clases P y NP son distintas. Curiosamente, si alguien probara que
esas clases son iguales entonces se producir´ıa una aute´ntica revolucio´n en la
sociedad, a casi todos los niveles, y de tal magnitud que la «recompensa» de
un millo´n de do´lares (que la citada institucio´n no estar´ıa obligada a abonar)
ser´ıa simple «calderilla», debido a que el autor dispondr´ıa de mecanismos para
demostrar los restantes problemas del milenio.
Este trabajo gira en torno al problema P versus NP y trata de aportar
una nueva visio´n del mismo desde una perspectiva absolutamente novedosa,
basada en el paradigma de la Computacio´n Celular con Membranas (Mem-
brane Computing). Concretamente, los objetivos principales de esta memoria
consiste, por una parte, en desarrollar una nueva metodolog´ıa para abordar el
citado problema y, por otra, en implementar esa metodolog´ıa a trave´s de la
obtencio´n de fronteras de la tratabilidad de problemas abstractos, expresadas
en te´rminos de ingredientes sinta´cticos y/o sema´nticos del citado paradigma.
Es importante resaltar que cada una de estas fronteras proporciona una herra-
mienta para poder resolver el problema P versus NP.
Contenido de la memoria
La presente memoria se ha estructurado en tres partes principales que cons-
ta, adema´s de este cap´ıtulo a modo de pro´logo, de otro cap´ıtulo a modo de
ep´ılogo, en el que se presentan las conclusiones ma´s relevantes del trabajo
desarrollado, as´ı como la descripcio´n de algunas l´ıneas interesantes de investi-
gacio´n de cara al futuro. Las partes que vertebran este trabajo constan, a su
vez, de nueve cap´ıtulos cuyos contenidos se describen a continuacio´n de manera
sucinta.
Parte I: Estado del arte
La primera parte de la memoria se organiza a trave´s de una serie de cap´ıtu-
los que tratan de sentar las bases sobre las que se sustenta el cuerpo de la tesis,
as´ı como los resultados ma´s relevantes que se han obtenido hasta la fecha.
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La intencio´n de que este trabajo sea, en cierto sentido, autocontenido ha
propiciado la elaboracio´n de un primer cap´ıtulo dedicado exclusivamente a la
descripcio´n de conceptos y resultados ba´sicos que son necesarios para una mejor
comprensio´n del texto. En el Cap´ıtulo 1 se detallan los primeros elementos y
notaciones relativos a lenguajes formales y multiconjuntos, se analizan algunas
nociones de teor´ıa de grafos y de lo´gica proposicional para, finalmente, dedicar
unas secciones a la formalizacio´n de los problemas abstractos y la introduccio´n
de tres problemas de decisio´n que van a ser objeto de estudio en esta memo-
ria: el problema de la satisfacibilidad (SAT), el problema de la accesibilidad
(Reachability) y el problema del ciclo Hamiltoniano (HAM-CYCLE). Tambie´n
se ha considerado pertinente dedicar una seccio´n a la funcio´n de Cantor, usada
para la descripcio´n de familias de sistemas de membranas que resuelven pro-
blemas de decisio´n, as´ı como otra seccio´n dedicada al ana´lisis de los elementos
de una matriz a partir de un determinado «recorrido».
El Cap´ıtulo 2 esta´ dedicado a presentar los conceptos de la teor´ıa de la
computabilidad y la teor´ıa de la complejidad computacional que son necesa-
rios para vislumbrar el verdadero significado y la trascendencia del problema
P versus NP. Para ello, se describen brevemente algunos hechos importantes
relacionados con la ge´nesis y posterior desarrollo de la teor´ıa de la computabi-
lidad cuyo nacimiento surge, propiamente, con la introduccio´n de los prime-
ros modelos de computacio´n en la de´cada de los treinta del pasado siglo. El
objetivo principal de dicha teor´ıa consiste en clasificar los problemas abstrac-
tos de acuerdo con su resolubilidad a trave´s de procedimientos meca´nicos de
un modelo de computacio´n universal (decidibilidad versus indecibilidad). La
aparicio´n de las primeras ma´quinas de propo´sito general, entre 1943 y 1946,
propicio´ el nacimiento de la teor´ıa de la complejidad computacional, cuyo obje-
tivo principal consiste en clasificar los problemas abstractos de acuerdo con su
resolubilidad, mediante ma´quinas reales de propo´sito general, para instancias
del problema suficientemente grandes (tratabilidad versus intratabilidad). En
cierto sentido, la teor´ıa de la complejidad computacional puede ser considerada
como una una especia de teor´ıa de la computabilidad «pra´ctica».
El Cap´ıtulo 3 centra la atencio´n en el problema P versus NP, contextuali-
zando su formalizacio´n y describiendo la idea informal que en e´l subyace. Para
justificar su relevancia, se analizan las posibles repercusiones que una solucio´n
del mismo tendr´ıa sobre la vida cotidiana, especialmente desde el punto de
vista econo´mico. As´ı mismo, se presenta una nueva metodolog´ıa para abordar
el citado problema que esta´ basada en la bu´squeda de fronteras entre la no efi-
ciencia de modelos de computacio´n y la presumible eficiencia de los mismos, de
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tal manera que esas fronteras puedan ser expresadas en te´rminos de ingredien-
tes sinta´cticos y/o sema´nticos de e´stos, dentro de un paradigma computacional.
En el Cap´ıtulo 4 se introducen los conceptos generales relativos al para-
digma de computacio´n celular con membranas, incluidos los pilares fundamen-
tales de una teor´ıa de la complejidad computacional en el paradigma citado.
Adema´s, se presentan los modelos que trabajan «a modo de ce´lulas» (cell-like)
y otros que trabajan «a modo de tejidos» (tissue-like), que van a ser objeto de
estudio en esta memoria. Entre los del primer tipo se introducira´n: (a) los sis-
temas P ba´sicos de transicio´n; (b) los sistemas P con membranas activas (unos
con cargas ele´ctricas y otros que carecen de polarizaciones); y (c) los sistemas
P con reglas symport/antiport. Entre los del segundo tipo se introducira´n: (a)
los sistemas P ba´sicos de tejidos; (b) los sistemas P de tejidos con divisio´n
celular; (c) los sistemas P de tejidos con separacio´n celular; y (d) los sistemas
P de tejidos con reglas de comunicacio´n evolutiva.
La primera parte de la memoria finaliza con el Cap´ıtulo 5 cuyo objetivo es
la presentacio´n de los resultados que, con anterioridad a este trabajo, han sido
establecidos en relacio´n con las fronteras de la eficiencia en el paradigma de
la computacio´n celular con membranas. Espec´ıficamente, resultados referidos
a los modelos que trabajan, bien a modo de ce´lulas o bien a modo de tejidos
y que han sido introducidos en el cap´ıtulo anterior.
Parte II: Cooperacio´n minimal
La segunda parte de esta memoria tiene como objetivo presentar con todo
detalle las contribuciones originales que se aportan para abordar la resolucio´n
del problema P versus NP. Las aportaciones esta´n estructuradas, a su vez, en
dos bloques claramente diferenciados cuyo objetivo comu´n es la obtencio´n de
fronteras de la eficiencia en distintos tipos de sistemas de membranas.
El primero de esos bloques, constituido por los Cap´ıtulos 6 y 7, esta´ dedica-
do al ana´lisis, desde el punto de vista de las fronteras antes citadas, del uso de
reglas cooperativas en el marco de los sistemas P con membranas activas y sin
polarizaciones que, adema´s, no permiten reglas de disolucio´n. Es bien conocido
que en la definicio´n cla´sica, esos sistemas no utilizan cooperacio´n en sus reglas;
es decir, las correspondientes partes izquierdas de las reglas poseen un u´nico
objeto. Adema´s, si se proh´ıben las reglas de disolucio´n entonces dichos siste-
mas son no eficientes, en el sentido de que solo pueden resolver eficientemente
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problemas de la clase de complejidad P. En los Cap´ıtulos 6 y 7 se estudia la
eficiencia computacional de los sistemas de membranas citados cuando se in-
corpora un tipo particular de cooperacio´n, denominada minimal, en las reglas
de evolucio´n de objetos, por una parte, y en las reglas de comunicacio´n, por
otra. Ese tipo de cooperacio´n tiene la peculiaridad de que la parte izquierda de
las reglas consta, exactamente, de dos objetos. En ese contexto se analizan los
casos en que la parte derecha consta de un u´nico objeto (produccio´n minimal)
o ma´s objetos.
Parte III: Comunicacio´n evolutiva
El segundo bloque, constituido por los Cap´ıtulos 8 y 9, esta´ dedicado al
ana´lisis de las fronteras de la eficiencia en unas variantes de los sistemas P con
reglas symport/antiport en donde se admite la posibilidad de que evolucionen
los objetos en esas reglas de comunicacio´n. El estudio se realiza tanto para
sistemas de membranas que trabajan a modo de ce´lulas como para aquellos que
trabajan a modo de tejidos, obtenie´ndose una serie de resultados que permite
deducir que la estructura utilizada (a´rbol enraizado, en el caso de sistemas
que trabajan a modo de ce´lulas, versus grafo dirigido, en el caso de sistemas
que trabajan a modo de tejidos) es irrelevante respecto a las fronteras de la
eficiencia de estos sistemas de membranas.
Las contribuciones originales que se han realizado a lo largo de esta
tesis son las siguientes:
1. Desarrollo de una nueva metodolog´ıa para atacar el problema P versus
NP, en particular usada en la memoria dentro del marco de la compu-
tacio´n con membranas.
2. Disen˜o de soluciones para el problema SAT en distintas variantes de sis-
temas P con cooperacio´n minimal en reglas de evolucio´n, justificando su
presumible eficiencia.
3. Disen˜o de soluciones para el problema SAT en sistemas P con cooperacio´n
minimal en reglas de comunicacio´n y reglas de divisio´n.
4. Establecimiento de la no eficiencia de los sistemas P con cooperacio´n
minimal en reglas de comunicacio´n y reglas de separacio´n.
5. Mejora de los resultados (y por tanto, refinamiento de las fronteras) en
los sistemas P a modo de tejidos con reglas de comunicacio´n evolutiva.
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6. Establecimiento de la presumible eficiencia mediante el desarrollo de so-
luciones eficientes del problema SAT en distintas variantes de sistemas P
a modo de ce´lulas con reglas de comunicacio´n evolutiva.
7. Demostracio´n de la no eficiencia de ciertas variantes de sistemas P a
modo de ce´lulas con reglas de comunicacio´n evolutiva.
Parte V: Conclusiones y trabajo futuro
La tercera parte de la memoria pone el punto (y seguido) a la labor desem-
pen˜ada. El Cap´ıtulo 10 comienza con las conclusiones extra´ıdas del trabajo
realizado y de las aportaciones comentadas en esta seccio´n. Posteriormente se
proponen las principales l´ıneas de investigacio´n en las que ya se ha empezado
a trabajar para continuar la senda abierta por esta tesis, as´ı como las principa-
les ideas de l´ıneas de trabajo futuro que se considera podr´ıan aportar avances
significativos en la bu´squeda de nuevos me´todos para abordar la resolucio´n del
problema P versus NP.
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El trabajo que se presenta en esta memoria ha sido elaborado con la inten-
cio´n de ser, en cierto sentido, autocontenido. Por ello, hemos cre´ıdo conveniente
dedicar un cap´ıtulo a la descripcio´n, de manera ma´s o menos sucinta, de to-
dos aquellos conceptos y resultados ba´sicos que son necesarios para una mejor
comprensio´n del texto y, lo que tambie´n es importante, para fijar las notaciones
que van a ser utilizadas a lo largo del mismo.
1.1. Lenguajes y multiconjuntos
Un alfabeto Γ es un conjunto no vac´ıo. Los elementos de un alfabeto suelen
denominarse s´ımbolos. Una cadena (o palabra) sobre Γ es una sucesio´n finita
ordenada de elementos de Γ; es decir, una aplicacio´n de un nu´mero natural n en
el conjunto Γ. El nu´mero n se denomina longitud de la cadena. La cadena vac´ıa
es la cadena de longitud 0 y se denotara´ por λ. Notaremos por Γ∗ el conjunto
de todas las cadenas sobre el alfabeto Γ. El conjunto Γ+ esta´ formado por
todas las cadenas sobre Γ, a excepcio´n, de la cadena vac´ıa. Un lenguaje sobre
Γ es un subconjunto de Γ∗.
Dados dos conjuntos A y B, el complemento relativo A \ B de B en A se
define como sigue: A \ B = {x ∈ A | x 6∈ B}. Por tanto, Γ+ = Γ∗ \ {λ}.
Para cada conjunto A, notaremos por |A| el cardinal (nu´mero de elementos)
del conjunto A. Dado un alfabeto finito y ordenado Σ = {a1, . . . , ar} ⊆ Γ,
la funcio´n de Parikh ΨΣ es una aplicacio´n de Γ∗ en Nr definida como sigue:
ΨΣ(u) = (|u|a1 , . . . , |u|ar), donde |u|ai , 1 ≤ i ≤ r, denota el nu´mero de apari-
ciones del s´ımbolo ai en la cadena u.
Un multiconjunto M puede ser descrito expl´ıcitamente como sigue:
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{(a1,M(a1)), . . . , (an,M(an))}
y se utilizara´ la notacio´n M = aM(a1)1 . . . aM(an)n . El cardinal de un multi-
conjunto finito sobre Γ = {a1, . . . , an} se define como sigue: |M| = M(a1) +
· · · +M(an). Notaremos por Mf (Γ) el conjunto de todos los multiconjuntos
finitos sobre Γ.
Dados dos multiconjuntos M1,M2 sobre un mismo alfabeto Γ, se define
como la unio´n de los multiconjuntos M1 y M2, que se notara´ M1 ∪M2 o
M1 +M2, como sigue: es la aplicacio´n de Γ en N tal que (M1 +M2)(a) =
M1(a) +M2(a), para cada a ∈ Γ. La interseccio´n deM1 yM2, que se notara´
comoM1∩M2, es la aplicacio´n de Γ en N definida como sigue: (M1∩M2)(a) =
min{M1(a),M2(a)}, para cada a ∈ Γ. Se dira´ que el multiconjunto M1 esta´
incluido en M2 y se notara´ M1 ⊆M2, si M1(a) ≤M2(a), para cada a ∈ Γ.
1.2. Grafos, a´rboles y ciclos Hamiltonianos
En esta seccio´n, se introducen algunos conceptos ba´sicos de teor´ıa de grafos
que van a ser usados a lo largo de este trabajo. Para ma´s detalles, ve´ase [12].
Un grafo dirigido G es un par ordenado (V,E), en donde V es un conjunto
finito cuyos elementos se denominan ve´rtices o nodos del grafo, y E = {(x, y) |
x ∈ V, y ∈ V } es un conjunto finito cuyos elementos se denominan arcos del
grafo. Si (x, y) es un arco de G, se dice que los nodos x e y son los extremos de
dicho arco (tambie´n se dice que el nodo y es adyacente al nodo x). Un grafo
no dirigido G es un par ordenado (V,E), en donde V es un conjunto finito
cuyos elementos se denominan ve´rtices o nodos del grafo, y E = {{x, y} | x ∈
V, y ∈ V, x 6= y} es un conjunto finito cuyos elementos se denominan aristas
del grafo. Si {x, y} es una arista de G, se dice que los nodos x e y son los
extremos de dicha arista (tambie´n se dice que los nodos x e y son adyacentes).
Obse´rvese que mientras en un grafo dirigido pueden existir arcos con los dos
extremos iguales, en un grafo no dirigido los dos extremos de una arista deben
ser nodos distintos. Es interesante tener presente que, en cierto sentido, un
grafo no dirigido G = (V,E) puede considerarse como un caso particular de
un grafo dirigido G′ = (V,E ′) en el cua´l, para cada par de nodos distintos x e
y se tiene que {x, y} ∈ E si y so´lo si (x, y) ∈ E ′ e (y, x) ∈ E ′.
Un recubrimiento de ve´rtices de un grafo no dirigido G = (V,E) es un
conjunto de ve´rtices V ′ ∈ V que satisface la siguiente condicio´n: para cada
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arista del grafo, al menos uno de los extremos de la misma debe ser un nodo
de V ′.
Dado un grafo G = (V,E) (dirigido o no dirigido), un camino de longitud
k ≥ 1 que va desde un nodo x a un nodo y es una (k + 1)-tupla ordenada
(u1, . . . , uk+1) que satisface las condiciones siguientes: (a) u1 = x, uk+1 = y;
y (b) para cada i, 1 ≤ i ≤ k, se tiene que (ui, ui+1) ∈ E, en el caso dirigido,
o {ui, ui+1} ∈ E, en el caso no dirigido. Dados dos nodos x, y de un grafo G
diremos que y es alcanzable desde el nodo x si existe, al menos, un camino en
G que va desde x hasta y. Se dice que un camino (u1, . . . , uk+1) de un grafo G
es simple si |{u1, . . . , uk+1}| = k+1; es decir, si todos los nodos del camino son
distintos entre s´ı. Un camino simple de un grafo G se dice que es Hamiltoniano
si contiene a todos los nodos del grafo. Un ciclo de un grafo G es un camino
(u1, . . . , uk+1) de G tal que u1 = uk+1. Se dice que un ciclo (u1, . . . , uk+1)
de G es simple si |{u1, . . . , uk+1}| = k + 1. En el caso de grafos dirigidos,
convendremos en que si (x, x) es un arco entonces determina un ciclo simple.
Se dice que un grafo G (dirigido o no dirigido) es ac´ıclico si carece de ciclos.
Un ciclo Hamiltoniano de un grafo G = (V,E) es un ciclo simple (u1, . . . , uk+1)
tal que k ≥ 1 y {u1, . . . , uk+1} = V .
Se dice que un grafo G no dirigido es conexo si para cada par de ve´rtices
distintos existe, al menos, un camino que va desde el uno hasta el otro. Un
a´rbol enraizado es un grafo no dirigido, conexo y ac´ıclico que tiene un ve´rtice
distinguido (llamado ra´ız del a´rbol). Dado un nodo x de un a´rbol enraizado,
distinto de la ra´ız r, cualquier nodo y 6= x del u´nico camino que va desde la ra´ız
al nodo x se denomina antecesor de x. Si y es un antecesor de x se dice que x
es un descendiente de y. Si la u´ltima arista del u´nico camino que va desde r al
nodo x es {x, y} (por tanto, x 6= y), entonces y se denomina el padre del nodo
x y se dice, adema´s, que x es un hijo del nodo y. En tal situacio´n, notaremos
y = p(x) y x ∈ ch(x). La ra´ız r de un a´rbol enraizado es el u´nico nodo del
a´rbol que no tiene padre. Con frecuencia, convendremos en notar p(r) = 0,
en donde 0 6∈ V . Un nodo del a´rbol que no tenga hijos se denomina hoja del
a´rbol.
1.3. Conceptos de lo´gica proposicional
El lenguaje de la lo´gica proposicional consta de: (a) un conjunto numerable,
V P , de variables proposicionales; (b) unas conectivas lo´gicas (¬, negacio´n y
∨, disyuncio´n); y (c) unos s´ımbolos auxiliares, ( y ).
El conjunto PForm de las fo´rmulas proposicionales es el menor conjun-
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to Γ que contiene a V P y verifica las condiciones siguientes: (a) si P ∈
Γ, entonces¬P ∈ Γ; y (b) si P,Q ∈ Γ, entonces (P ∨ Q) ∈ Γ. A partir de
¬ y ∨ se definen las conectivas lo´gicas ∧, → y ↔, de acuerdo con las tablas
de verdad usuales. Notaremos las fo´rmulas ¬P , P ∨Q y P ∧Q por P , P +Q,
y P ·Q.
Un literal es una variable proposicional o la negacio´n de una variable pro-
posicional. Una cla´usula es la disyuncio´n de un nu´mero finito de literales. Una
fo´rmula proposicional esta´ en forma normal conjuntiva (FNC) si es la conjun-
cio´n de un nu´mero finito de cla´usulas; es decir, toda fo´rmula proposicional en
FNC es la conjuncio´n de una disyuncio´n de literales. Adema´s, se puede supo-
ner, sin que ello implique restriccio´n alguna, que toda fo´rmula proposicional
en FNC esta´ en forma simplificada; es decir, en cada cla´usula de dicha fo´rmula
no puede existir un literal y su negacio´n ni, tampoco, dos literales repetidos.
Una valoracio´n de verdad o asignacio´n de verdad es una aplicacio´n de V P
en {0, 1}. Toda valoracio´n de verdad se extiende de manera natural a una
aplicacio´n de PForm en {0, 1} (a trave´s de las tablas de verdad). Una valo-
racio´n de verdad relevante para una fo´rmula ϕ es una aplicacio´n del conjunto
de variables de dicha fo´rmula en el conjunto {0, 1}. Por tanto, si una fo´rmula
proposicional ϕ posee n variables, entonces el nu´mero total de valoraciones
relevantes para ϕ es 2n.
Diremos que una fo´rmula proposicional, ϕ, es satisfactible si y so´lo si exis-
te, al menos, una valoracio´n de verdad, σ, tal que σ(ϕ) = 1. Diremos que
dos fo´rmulas proposicionales son sema´nticamente equivalentes si cualquier va-
loracio´n le asigna a ambas el mismo valor. Es fa´cil probar que toda fo´rmula
proposicional tiene una fo´rmula sema´nticamente equivalente en FNC y simpli-
ficada.
1.4. Problemas abstractos
Informalmente, un problema abstracto es una «cuestio´n general a respon-
der que, usualmente, posee varios para´metros cuyos valores no son especifica-
dos» [16]. Resolver un problema abstracto consiste en responder a la cuestio´n
planteada. Por tanto, un problema abstracto consta de un conjunto (finito o
infinito) de problemas concretos, denominados instancias, que se obtienen me-
diante la especificacio´n de los valores de los para´metros asociados al problema.
Cada instancia tiene asociada un conjunto (eventualmente vac´ıo) de posibles
soluciones y la respuesta a la cuestio´n general formulada esta´ relacionada con
este conjunto.
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Informalmente, un problema de bu´squeda es un problema abstracto tal que
la cuestio´n consiste en identificar o encontrar una solucio´n del conjunto de
soluciones asociadas a cada instancia y, en caso de no existir ninguna solu-
cio´n asociada a una cierta instancia, responder «no» a esa instancia. As´ı por
ejemplo, dada una fo´rmula Booleana ϕ en forma normal conjuntiva, hallar una
asignacio´n de verdad a las variables de ϕ que la hace verdadera, y si no existe
una tal asignacio´n entonces responder «no» es un problema de bu´squeda. De
esta manera, dicho problema se puede identificar con una cierta funcio´n que
para cada entrada puede tener muchas soluciones diferentes o ninguna.
Un problema de optimizacio´n es un caso particular de un problema de
bu´squeda cuya finalidad es encontrar una mejor solucio´n asociada a cada ins-
tancia del problema, de entre un conjunto de posibles soluciones candidatas, de
acuerdo con un concepto de optimalidad especificado por una funcio´n objetivo.
As´ı por ejemplo, el problema de optimizacio´n MAXSAT consiste en lo siguiente:
dada una fo´rmula Booleana ϕ en forma normal conjuntiva y un nu´mero natu-
ral k ≥ 1, determinar una asignacio´n de verdad a las variables de ϕ que hace
verdaderas, al menos, k cla´usulas de la fo´rmula.
Un problema de decisio´n es otro caso particular de un problema de bu´sque-
da y de un problema de optimizacio´n. Espec´ıficamente, de manera informal se
puede afirmar que un problema de decisio´n es un problema abstracto cuyas
u´nicas respuestas pueden ser «s´ı» o «no». Este tipo de problemas puede ser
formulado especificando una instancia gene´rica del mismo y formulando una
cuestio´n s´ı/norelativa a dicha instancia. Un ejemplo de problema de decisio´n
es el problema SAT de la satisfactibilidad de la lo´gica proposicional, que pue-
de ser formulado como sigue: dada una fo´rmula Booleana ϕ en forma normal
conjuntiva determinar si existe una asignacio´n de verdad a las variables de ϕ
que la hace verdadera.
A continuacio´n vamos a formalizar los conceptos «problema de bu´squeda»,
«problema de optimizacio´n» y «problema de decisio´n».
Definicio´n 1.1. Un problema de bu´squeda X es una tupla (ΣX , IX , SX) en
donde: (a) ΣX es un alfabeto finito; (b) IX es un lenguaje sobre ΣX cuyos ele-
mentos se denominan instancias de X; y (c) SX es una funcio´n cuyo dominio
es IX . Para cada instancia u ∈ IX , SX(u) es un conjunto cuyos elementos se
denominan soluciones asociadas a la instancia u.
Resolver un problema de bu´squeda, X, significa lo siguiente: para cada
instancia u ∈ IX hallar un elemento del conjunto SX(u), en el caso en que
e´ste sea no vac´ıo y, en caso contrario, devolver «no». Es decir, resolver un
problema de bu´squeda consiste en buscar, encontrar, hallar algu´n elemento
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del conjunto SX(u) de soluciones asociadas a u, en el caso en que SX(u) 6= ∅;
en caso contrario, devuelve «no».
Todo problema de bu´squeda X = (ΣX , IX , SX) tiene asociado, de manera
natural, una relacio´n binaria QX definida como sigue: QX = {(u, z) | u ∈
IX ∧ z ∈ SX(u)}. En este contexto, resolver el problema de bu´squeda X puede
ser interpretado as´ı: dada una instancia u ∈ X, hallar/encontrar un elemento
z tal que (u, z) ∈ QX .
Definicio´n 1.2. Un problema de optimizacio´n X es una tupla (ΣX , IX , SX , OX)
tal que:
(ΣX , IX , SX) es un problema de bu´squeda tal que para cada u ∈ IX se
tiene que SX(u) 6= ∅.
OX es una funcio´n (denominada objetivo) cuyo dominio es IX y para
cada instancia u ∈ IX y para cada posible solucio´n a ∈ SX(u) asociada
a u, Ox(u, a) es un nu´mero racional positivo.
Para cada instancia u ∈ IX existe una solucio´n a ∈ SX(u) tal que:
• O bien ∀b(b ∈ SX(u)⇒ OX(u, b) ≤ OX(u, a)) (en este caso diremos
que a es una solucio´n maximal para la instancia u).
• O bien ∀b(b ∈ SX(u)⇒ OX(u, b) ≥ OX(u, a)) (en este caso diremos
que a es una solucio´n minimal para la instancia u).
Resolver un problema de optimizacio´n X consiste en lo siguiente: para cada
instancia u ∈ IX , devolver una solucio´n maximal o una solucio´n minimal.
Diremos que una ma´quina de Turing determinista M resuelve un problema de
optimizacio´n X si dada cualquier instancia u ∈ IX , la ma´quina M con dato
de entrada u devuelve una solucio´n o´ptima (maximal o minimal) asociada a
dicha instancia.
Definicio´n 1.3. Un problema de decisio´n X es un problema de bu´squeda
(ΣX , IX , SX) tal que para cada instancia u ∈ IX , SX(u) = {0} o SX(u) = {1}.
En el caso SX(u) = {0} diremos que la respuesta del problema de decisio´n es
negativa («no») para la instancia u. En el caso SX(u) = {1} diremos que la
respuesta del problema de decisio´n es afirmativa («s´ı») para dicha instancia u.
Resolver un problema de decisio´n X consiste en lo siguiente: para cada
instancia u ∈ IX , devolver s´ıen el caso SX(u) = {1}, y devolver noen caso
contrario. Obse´rvese que todo problema de decisio´n X = (ΣX , IX , SX) puede
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ser considerado como un problema de optimizacio´n (ΣX , IX , SX , OX), en donde
OX(u, a) es constante e igual a 1 (recue´rdese que para cada instancia u ∈ IX el
conjunto de posibles soluciones SX(u) contiene un u´nico elemento y, por tanto,
o bien es igual a {0}, o bien es igual a {1}).
Todo problema de decisio´n X = (ΣX , IX , SX) tiene asociado, de manera
natural, un lenguaje LX definido como sigue: LX = {u ∈ Σ∗X | SX(u) =
{1}}. Rec´ıprocamente, cada lenguaje L sobre un alfabeto Γ tiene asociado un
problema de decisio´n XL = (ΣXL , IXL , SXL) definido como sigue: ΣXL = Γ,
IXL = Γ∗ en donde SXL(u) = {1}, para cada u ∈ L, y SXL(u) = {0}, para
cada u 6∈ L. De acuerdo con estas definiciones, para cada problema de decisio´n
X tenemos que XLX = X y para cada lenguaje L tenemos que LXL = L.
Diremos que una ma´quina de Turing determinista M resuelve un problema
de decisio´n X si la ma´quina M reconoce o decide el lenguaje LX asociado al
problema X; es decir, para cada cadena u sobre ΣX , si u ∈ LX , entonces la
respuesta de la ma´quina M con dato de entrada u es s´ı(M acepta u) y, en
caso contrario, la respuesta es no(M rechaza u). El concepto de MTD que
trabaja en tiempo polinomial se define de manera natural a trave´s del nu´mero
de pasos que proporciona la (u´nica) computacio´n de parada asociada a cada
instancia del problema. Diremos que una ma´quina de Turing no determinista
M resuelve un problema de decisio´n X si la ma´quina M reconoce o decide
LX ; es decir, si para cada cadena u sobre ΣX se tiene que u ∈ LX si y so´lo si
existe al menos una computacio´n de la ma´quina M con dato de entrada u tal
que la respuesta es s´ı. Diremos que una ma´quina de Turing no determinista M
que resuelve un problema de decisio´n X, trabaja en tiempo polinomial si existe
un polinomio p(n) que verifica la siguiente condicio´n: para cada instancia u
de X de taman˜o n, la ma´quina M acepta u si y so´lo si existe, al menos,
una computacio´n de M con entrada u tal que la respuesta es s´ıy realiza a
lo sumo p(n) pasos de transicio´n. As´ı pues, dada una ma´quina de Turing no
determinista M que resuelve un problema de decisio´n X y trabaja en tiempo
acotado por un polinomio p(n), se verifica lo siguiente: para cada instancia u
de taman˜o n, si ninguna computacio´n de M(u) devuelve s´ıen, a lo sumo, p(n)
pasos, entonces la ma´quina M rechaza u.
Normalmente, la teor´ıa de la complejidad computacional trabaja, ba´sica-
mente, con problemas de decisio´n, a pesar que en la vida real gran parte de
los problemas relevantes suelen ser problemas de optimizacio´n. No obstante,
esta restriccio´n no es especialmente significativa. En efecto, se puede probar
que todo problema de optimizacio´n X tiene asociado un problema de decisio´n
DX , de tal manera que DX se puede «construir» a partir de X con poco coste
adicional (es decir, usando adecuadamente una ma´quina de Turing determi-
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nista que trabaja en tiempo polinomial)y, adema´s, dada una solucio´n SDXdel
problema de decisio´n DX se puede «construir» una solucio´n del problema X
con poco coste adicional. As´ı por ejemplo, el problema Minimum Vertex Cover
(MVC) es el siguiente: dado un grafo no dirigido, hallar un recubrimiento de
ve´rtices de taman˜o mı´nimo. Pues bien, dicho problema de optimizacio´n tiene
un problema de decisio´n (DVC) asociado de manera natural como sigue: da-
do un grafo no dirigido G y un nu´mero natural k, determinar si G posee un
recubrimiento de ve´rtices de taman˜o exactamente k. Adema´s, si SDVC es una
solucio´n de la versio´n de decisio´n, entonces se puede construir una solucio´n del
problema de optimizacio´n MVC como en el Algoritmo 1.4.1.
Algoritmo 1.4.1 Algoritmo de resolucio´n del problema de optimizacio´n MVC
Entrada: un grafo no dirigido G = (V,E)
para k = 1 hasta |V | hacer
ejecutar la solucio´n SDVC para la entrada (G, k)





En este ejemplo de ilustracio´n resulta que si la solucio´n de SDVC de la ver-
sio´n de decisio´n tiene un coste en tiempo del orden O(f(m)), siendo m =
max{|V |, |E|}, entonces el coste de la construccio´n de la solucio´n SMVC de la
versio´n de optimizacio´n a partir de la solucio´n SDVC, sera´ del ordenO(|V |·f(m)).
Por tanto, una forma indirecta para hallar una buena solucio´n de un proble-
ma de optimizacio´n X ser´ıa la siguiente: (a) generar un problema de decisio´n
DX asociado a X; (b) hallar una buena solucio´n SDX del problema de decisio´n
DX ; y (c) a partir de la solucio´n SDX hallar una buena solucio´n del problema
de optimizacio´n X. Por supuesto, esta metodolog´ıa no ser´ıa exitosa si somos
incapaces de hallar una buena solucio´n del problema de decisio´n DX .
Finalmente, observemos que al tratar con problemas de decisio´n, la reso-
lubilidad de los mismos puede ser expresada a trave´s de reconocimiento de
lenguajes. En consecuencia, a la hora de desarrollar una teor´ıa de la compleji-
dad computacional en un determinado paradigma, sera´ importante considerar
dispositivos computacionales reconocedores de lenguajes.
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1.5. El problema SAT y el problema de la ac-
cesibilidad
El problema de la satisfactibilidad de la lo´gica proposicional (SAT), es el
siguiente problema de decisio´n:
Dada una fo´rmula proposicional en forma normal conjuntiva y simplificada,
determinar si es satisfactible.
Existen algoritmos de fuerza bruta que resuelven este problema en tiempo
exponencial. Se desconoce la existencia de algu´n algoritmo de coste en tiempo
polinomial que resuelva el problema SAT.
El problema de la accesibilidad (Reachability) es el siguiente problema
de decisio´n:
Dado un grafo no dirigido G y dos nodos distinguidos s, t, determinar si
existe, al menos, un camino en G que va desde el nodo s al nodo t.
Existen algoritmos que resuelven este problema basados en las estrategias
de bu´squeda en profundidad (depth-first search) o en anchura (breadth-first
search). El coste en tiempo de estos algoritmos es del orden O(max(|V |, |E|)),
para un grafo de entrada (V,E). Ma´s au´n, en estas aproximaciones es necesario
almacenar, a lo sumo, |V | elementos y, por ello, estos algoritmos una cantidad
de espacio del orden O(|V |). Pues bien, esta cantidad de espacio puede ser
reducida al orden O(log2 |V |) usando un algoritmo que podr´ıa ser denominado
middle-first search (para ma´s detalles, ve´ase [40], pp. 149-150).
1.6. El problema del ciclo Hamiltoniano
El problema del ciclo Hamiltoniano (HAM-CYCLE) para grafos dirigidos es el
siguiente problema de decisio´n:
Dado un grafo dirigido G, determinar si posee un ciclo Hamiltoniano.
Sea (xi1 , xi2 , . . . , xir , xir+1) un camino simple de un grafo dirigido G =
(V,E), con V = {1, . . . , n}. El camino γ antes descrito lo notaremos, as´ı mis-
mo, como el siguiente conjunto: {(xi1 , xi2)1, . . . , (xir , xir+1)r}. As´ı pues, en esta
representacio´n, el «arco etiquetado» (xik , xik+1)k se interpreta como sigue: es
el k-e´simo arco del camino γ, para cada k, 1 ≤ k ≤ r. En este trabajo, tambie´n
usaremos las siguientes notaciones:
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AG = {(i, j)k | 1 ≤ i, j, k ≤ n, (i, j) ∈ E};
A′G = {(i, j)′k | 1 ≤ i, j, k ≤ n, (i, j) ∈ E};
A′′G = {(i, j)′k | 1 ≤ i, j, k ≤ n, (i, j) ∈ E}.
Es fa´cil probar el siguiente resultado:
Proposicio´n 1.1. Sea G = (V,E) un grafo dirigido con V = {1, . . . , n}. Sea
AG = {(i, j)k | 1 ≤ i, j, k ≤ n, (i, j) ∈ E}. Si B ⊆ AG entonces los siguientes
asertos son equivalentes:
1. B es un ciclo Hamiltoniano.
2. |B| = n y, adema´s, para cada i, i′, j, j′, k, k′ ∈ {1, . . . n} se tiene lo si-
guiente:
(a) si (i, j)k ∈ B, (i′, j′)k′ ∈ B e (i, j)k 6= (i′, j′)k′, entonces k 6= k′;
(b) si (i, j)k ∈ B, (i′, j′)k′ ∈ B e (i, j)k 6= (i′, j′)k′, entonces i 6= i′;
(c) si (i, j)k ∈ B, (i′, j′)k′ ∈ B e (i, j)k 6= (i′, j′)k′, entonces j 6= j′;
(d) si (i, j)k ∈ B, (i′, j′)k+1 ∈ B, entonces j = i′;
Comentario 1.1. Sea B ⊆ AG un ciclo Hamiltoniano de G. Para cada
i, i′, j, j′, k, k′ ∈ {1, . . . , n} se tiene lo siguiente:
si (i, j)k ∈ B e (i, j) 6= (i′, j′), entonces (i′, j′)k′ 6∈ B;
si (i, j)k ∈ B e i 6= i′, entonces (i′, j′)k′ 6∈ B;
si (i, j)k ∈ B y j 6= j′, entonces (i, j′)k′ 6∈ B;
si (i, j)k ∈ B y j = i′, entonces (i′, j′)k+1 ∈ B.
Comentario 1.2. Si (xi1 , xi2 , . . . , xin , xi1) es un ciclo Hamiltoniano de G,
entonces puede ser descrito por el conjunto
B1 = {(xi1 , xi2)1, (xi2 , xi3)2, . . . , (xin , xi1)n} ⊆ AG. Ahora bien,
(xi2 , xi3 , . . . , xin , xi1 , xi2) tambie´n representa el mismo ciclo Hamiltoniano y
puede ser descrito por B2 = {(xi2 , xi3)1, (xi3 , xi4)2, . . . , (xi1 , xi2)n}. Por tanto,
dado un ciclo Hamiltoniano G, existen exactamente n subconjuntos diferentes
de AG codificando dicho ciclo.
Comentario 1.3. Supongamos que el nu´mero total de ciclos Hamiltonianos
de G es q. Entonces, el nu´mero de diferentes subconjuntos B de AG verificando
las condiciones (a), (b), (c) y (d) de la Proposicio´n 1.1 es exactamente n · q.
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1.7. La funcio´n par de Cantor
La funcio´n par de cantor codifica pares de nu´meros naturales a trave´s de
nu´meros naturales individuales y esta´ definida como sigue: para cada m,n ∈ N,
〈m,n〉 = (m+ n)(m+ n+ 1)2 +m
La funcio´n par de Cantor es una funcio´n primitiva recursiva biyectiva de
N×N en N. Por tanto, para cada nu´mero natural t ∈ N existen unos (u´nicos)
nu´meros naturales m,n ∈ N tales que t = 〈m,n〉.
1.8. Recorrido de una matriz
A lo largo de este trabajo, vamos a utilizar matrices para representar fo´rmu-
las proposicionales en FNC y simplificada. De tal manera que cada una de las
filas de esa matriz va a representar una cla´usula de la fo´rmula y las distintas
columnas esta´n asociadas a las variables proposicionales de la fo´rmula. As´ı por
ejemplo, la fo´rmula proposicional ϕ = (x1+x2+x3)·(x2+x4)·(x2+x3+x4) que
consta de 3 cla´usulas y 4 variables, se puede codificar por la siguiente matriz:
cod(ϕ) =






x∗1,3,0 x2,3,0 x3,3,0 x4,3,0

De tal manera que si el literal xi (respectivamente, ¬xi) aparece en la
cla´usula j-e´sima entonces notaremos en la posicio´n (j, i) de la matriz el objeto
xi,j,0 (respectivamente, xi,j,0). Si en la cla´usula j-e´sima no aparece en xi ni ¬xi,
entonces notaremos en la posicio´n (j, i) de la matriz el objeto x∗i,j,0. As´ı pues,
cada fila de esa matriz representa una cla´usula de la fo´rmula y cada columna
representa los literales de una cierta variable que aparece en ϕ. Es decir, dada
una fo´rmula ϕ(x1, . . . , xn) = C1 ∧ · · · ∧Cp, Cj = lj1 ∨ · · · ∨ ljrj , 1 ≤ j ≤ p, ljk ∈
{xi,¬xi | 1 ≤ i ≤ n}, tendremos el siguiente conjunto de elementos en dicha
matriz:
{xi,j,0 | xi ∈ Cj} ∪ {xi,j,0 | ¬xi ∈ Cj} ∪ {x∗i,j,0 | xi 6∈ Cj,¬xi 6∈ Cj}
Conviene hacer notar que en esa representacio´n, el tercer sub´ındice (en este
caso, 0) no tiene relacio´n con variables ni cla´usulas, sino con el procesamiento
que, en determinados disen˜os, se haga con estos objetos a lo largo del tiempo.
Cap´ıtulo 1. Preliminares 14
Para implementar ciertos procesos de disen˜o, es interesante describir un
mecanismo que permita «recorrer» dicha matriz de izquierda a derecha y de
arriba hacia abajo. Veamos co´mo se puede formalizar esta idea, partiendo de
una cierta matriz con p filas y n columnas:
a1,1,0 a2,1,0 . . . an,1,0
a1,2,0 a2,2,0 . . . an,2,0
. . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . .
a1,p,0 a2,p,0 . . . an,p,0

Se trata de recorrer los objetos de dicha matriz, de izquierda a derecha y
de arriba hacia abajo; es decir, en el orden descrito a continuacio´n:
a1,1,0 a2,1,0 . . . an,1,0 an,1,0 a2,2,0 . . . an,2,0 . . . a1,p,0 . . . an,p,0
En este recorrido, es importante observar que el elemento ai,j,0 de la matriz




El objetivo de este cap´ıtulo es introducir los conceptos ba´sicos de la teor´ıa
de la computabilidad y la teor´ıa de la complejidad computacional que permitan
vislumbrar el verdadero significado y la trascendencia del problema P versus
NP que vertebra este trabajo.
En la primera seccio´n se describe, de manera sucinta, algunos hechos de
especial relevancia relacionados con la ge´nesis y posterior desarrollo de la teor´ıa
de la computabilidad. El objetivo de esta teor´ıa consiste en proporcionar una
definicio´n matema´tica de la idea intuitiva de resolucio´n meca´nica de problemas
abstractos, lo cual se materializa a trave´s de una especificacio´n formal de la
sintaxis y de la sema´ntica. De esta manera surgieron los primeros modelos de
computacio´n, en la de´cada de los treinta del pasado siglo.
La construccio´n de las primeras ma´quinas de propo´sito general (de soporte
electromeca´nico y, posteriormente, de soporte electro´nico), entre 1943 y 1946,
propicio´ el nacimiento de la teor´ıa de la complejidad computacional. Informal-
mente, se puede decir que el objetivo de esta teor´ıa consiste en determinar que´
problemas abstractos pueden ser resueltos por ma´quinas reales (en tiempo «ra-
zonable») para instancias de esos problemas cuyo taman˜o sea suficientemente
grande. As´ı pues, la teor´ıa de la complejidad computacional puede ser entendi-
da, en cierto sentido, como una contrapartida «pra´ctica» al desarrollo teo´rico
de los modelos de computacio´n (computabilidad teo´rica versus computabilidad
pra´ctica). La segunda seccio´n esta´ dedicada a contextualizar el nacimiento de
la teor´ıa citada y a describir algunos hechos y resultados de especial relevancia,
relacionados con la misma.
15
Cap´ıtulo 2. Computabilidad versus complejidad computacional 16
2.1. Teor´ıa de la computabilidad
En la leg´ıtima aspiracio´n por mejorar su calidad de vida, el ser humano
ha tenido que enfrentarse, constantemente, a una serie de problemas concretos
que surg´ıan en el devenir cotidiano, y cuya resolucio´n parec´ıa importante para
materializar dicho anhelo. A la vista de la dificultad creciente de las cuestio-
nes que se iban planteando, se hizo imprescindible explorar nuevos me´todos
de resolucio´n que propiciaran el uso de asistentes para ayudar al hombre en
la realizacio´n de tareas tediosas que sol´ıan estar asociadas a la resolucio´n de
muchos problemas. Para ello, esos me´todos deber´ıan estar organizados en una
serie de tareas ba´sicas de tal manera que su ejecucio´n, debidamente secuencia-
da, proporcionara la solucio´n correcta del problema. As´ı, cuando se encontraba
una solucio´n de un problema conforme a la estructura citada, se dec´ıa que el
problema hab´ıa sido resuelto mediante un procedimiento meca´nico. La ven-
taja de esta aproximacio´n consist´ıa en que cualquier entidad que tuviese la
capacidad de realizar ciertas tareas, ser´ıa ido´nea para abordar la resolucio´n de
aquellos problemas para los que se pudieran disen˜ar procedimientos meca´nicos
descritos a trave´s de tareas que la propia entidad fuera capaz de materializar.
Por tanto, en este contexto, existe la posibilidad de que una entidad pueda re-
solver algunos problemas sin necesidad de que conozca detalles acerca de ellos.
Obviamente, esa entidad deber´ıa disponer de ciertos canales de comunicacio´n
a fin de poder recibir unos procedimientos meca´nicos y actuar en consecuencia.
En los tiempos de Euclides, entre el an˜o 400 y el an˜o 300 a. C., comenzaron
a utilizarse me´todos de resolucio´n de problemas basados en la idea antes des-
crita. El primer ejemplo importante fue el famoso algoritmo de Euclides que
resuelve el problema de hallar el ma´ximo comu´n divisor de dos nu´meros en-
teros arbitrarios. De esa forma surgieron las primeras soluciones de problemas
abstractos descritas a trave´s de procedimientos meca´nicos. La aparicio´n de los
primeros me´todos formales de razonamiento (posiblemente en Mesopotamia,
y mejorados sustancialmente en la civilizacio´n griega) proporciono´ una herra-
mienta interesante para poder expresar, de forma algo ma´s precisa, el concepto
intuitivo de procedimiento meca´nico o algoritmo.
Es usual encontrar en un diccionario el te´rmino algoritmo como sino´nimo
de cualquier me´todo especial de resolucio´n de un cierto tipo de problemas. La
palabra algoritmo debe su nombre al autor persa Abu´ Ja´far Mohammed ibn
al-Khowarizmi, que escribio´ un text en el an˜o 825 d. C. en el que recog´ıa
una serie de procedimientos meca´nicos para el a´lgebra; en particular una serie
de reglas que, secuenciadas en un determinado orden, permit´ıan realizar las
operaciones con nu´meros decimales. No obstante, deber´ıa pasar mucho tiempo
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hasta que G.W. Leibniz, hacia finales del siglo XVII, planteara la necesidad
de disponer de un lenguaje universal (lingua characteristica) en el que poder
expresar cualquier idea, as´ı como la conveniencia de mecanizar cualquier tipo
de razonamiento (calculus ratiocinator).
Todo parece indicar que era una creencia generalizada entre la comunidad
cient´ıfica el hecho de que cualquier problema pod´ıa ser resuelto de manera
meca´nica. No obstante, hacia finales del siglo XIX, se hab´ıan contabilizado
un gran nu´mero de problemas, algunos de ellos de mucha envergadura, de
los cuales no se conoc´ıan ninguna solucio´n del tipo citado. Ello provoco´ que
algunos cient´ıficos se plantearan la posibilidad de que existieran problemas
que carecieran de soluciones meca´nicas. Llegado este punto, se produjo una
reflexio´n interesante acerca de la asimetr´ıa existente entre proporcionar una
respuesta afirmativa o una respuesta negativa a la siguiente cuestio´n:
«Dado un problema abstracto, determinar si es resoluble meca´nicamente»
Para responder afirmativamente, es decir, para afirmar que el problema es
decidible, se suele ser poco exigente ya que basta presentar un procedimien-
to meca´nico (que satisfaga los requisitos exigidos de manera intuitiva) para
aceptar la respuesta. Por contra, para afirmar que el problema es indecidible,
es decir, para asegurar que ningu´n procedimiento meca´nico resuelve un cierto
problema, es imprescindible disponer de una definicio´n rigurosa que permita
determinar, con total exactitud, la clase de todos los procedimientos meca´ni-
cos. Y esto ya es un asunto de bastante ma´s calado. En definitiva, hacia finales
del siglo XIX se planteo´ la necesidad de definir en un contexto matema´tico, la
idea intuitiva de procedimiento meca´nico. Ma´s au´n, cualquier definicio´n for-
mal de dicho concepto deb´ıa satisfacer un requisito fundamental: todos los
procedimientos que, hasta la presente, hab´ıan sido considerados como meca´ni-
cos, desde un punto de vista intuitivo, deber´ıan ser casos particulares de los
procedimientos meca´nicos acordes con dicha definicio´n matema´tica.
En este contexto histo´rico surgen las tendencias logicista y formalista den-
tro de las Matema´ticas, con B. Russell y D. Hilbert al frente. Esas escuelas
usaban la metodolog´ıa de la lo´gica matema´tica, en la que juega un papel pre-
ponderante los lenguajes formales que, en cierto sentido, se pueden considerar
como una materializacio´n de los lenguajes universales por los que suspiraba
Leibniz. En la escuela formalista comienza a gestarse el concepto de compu-
tabilidad efectiva y uno de sus principales objetivos consist´ıa en reducir todas
las Matema´ticas a la manipulacio´n formal de s´ımbolos lo cual, en definitiva,
no es ma´s que una forma de computacio´n.
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El me´todo axioma´tico permit´ıa describir el comportamiento de una teor´ıa
o sistema y constaba de tres ingredientes ba´sicos: un lenguaje formal, unos
axiomas y unas reglas de inferencia. El lenguaje permite describir los objetos
que se van a estudiar, as´ı como las propiedades relativas a dichos objetos. Los
axiomas son asertos elementales, expresados en el lenguaje, que describen cier-
tas propiedades ba´sicas de la teor´ıa. Las reglas de inferencia son una especie
de reglas de juego que permiten obtener nuevos enunciados en la teor´ıa, de-
nominados teoremas, a partir de los axiomas. De esta manera, en una teor´ıa
descrita a trave´s de un sistema axioma´tico, se pueden generar nuevos resul-
tados (es decir, teoremas de la teor´ıa) tomando como punto de partida los
axiomas y realizando un nu´mero finito de operaciones elementales (que resul-
tan directamente de las reglas de inferencia). Con otras palabras, los teoremas
de una teor´ıa axioma´tica se pueden obtener, propiamente, a partir de una serie
de procesos que pueden ser calificados de meca´nicos.
A principios del siglo XX, los matema´ticos estaban a punto de realizar
una serie de descubrimientos de especial relevancia. D. Hilbert dio un paso al
frente y se erigio´, en cierto sentido, como portavoz de la comunidad cient´ıfico-
matema´tica, al concretar algunas de las tareas pendientes que e´l consideraba
trascendentes para el devenir del nuevo siglo. En el Congreso Internacional
de Matema´ticos celebrado en Par´ıs en 1900, Hilbert hizo pu´blica una famosa
lista de 23 problemas (que fueron enumerados) cuya resolucio´n, en su opinio´n,
marcar´ıan el futuro de la ciencia, en general, y de las Matema´ticas, en parti-
cular. Entre esos problemas, so´lo uno estaba relacionado con la resolubilidad
meca´nica, el problema de´cimo (determinar si existe un procedimiento meca´nico
tal que, dada una ecuacio´n diofa´ntica arbitraria con coeficientes enteros, decida
si existe alguna solucio´n entera). Posteriormente, en el Congreso Internacional
de Matema´ticos celebrado en Bolonia, en 1928, Hilbert planteo´ a la comunidad
cient´ıfica tres cuestiones cruciales:
1. Completitud de las matema´ticas: determinar si, dado cualquier aserto ma-
tema´tico, es posible hallar una demostracio´n de e´ste o una demostracio´n
de su negacio´n.
2. Consistencia de las matema´ticas: determinar si, dado cualquier aserto
matema´tico, es imposible hallar una demostracio´n de e´ste y otra demos-
tracio´n de su negacio´n.
3. Decidibilidad de las matema´ticas (Entscheidungsproblem): determinar si
existe algu´n procedimiento meca´nico que nos permita, dado cualquier
aserto matema´tico, decidir si existe o no una demostracio´n del mismo.
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Desde el punto de vista matema´tico, el ambiente del primer tercio del siglo
XX estuvo bastante condicionado por el problema de´cimo y el Entscheidungs-
problem: dos problemas importantes relacionados con la decidibilidad (es decir,
con procedimientos meca´nicos). Hilbert estaba convencido de que no exist´ıa
l´ımite para la capacidad de la inteligencia humana y de que las Matema´ticas
podr´ıan ser descritas a trave´s de un sistema axioma´tico, de tal manera que
bastaba encontrar el lenguaje, los axiomas y las reglas de inferencia adecuadas
para deducir en e´l los enunciados; es decir, e´l era optimista en relacio´n con las
dos primeras cuestiones formuladas en Bolonia. Es interesante hacer notar que
las ideas de Hilbert que subyacen en esas cuestiones, representan la culmina-
cio´n de dos mil an˜os de tradicio´n matema´tica en donde las referencias obligadas
eran el me´todo axioma´tico de Euclides, el proyecto de Leibniz y Boole de crear
una lo´gica simbo´lica y, ma´s recientemente, los Principia Matematica de Russell
y Whitehead. Hilbert pretend´ıa clarificar de una vez por todas los me´todos del
razonamiento matema´tico y propugno´ un programa que consist´ıa en probar,
mediante me´todos finitistas, la existencia de un sistema axioma´tico formal que
abarcara todas las Matema´ticas, desde la aritme´tica elemental hasta el a´lge-
bra, pasando por la geometr´ıa, el ca´lculo, etc. Dicho sistema deber´ıa cumplir
una serie de requisitos indispensables para los matema´ticos, empezando por la
consistencia y la completitud del mismo, y que viene a significar que el sistema
sea capaz de probar la la verdad, toda la verdad y nada ma´s que la verdad.
Hacia finales de 1930, en un congreso celebrado en la ciudad de Ko¨nigsberg
(actualmente, Kaliningrado), K. Go¨del expuso su primer resultado de incom-
pletitud (si un conjunto finito de axiomas es capaz de deducir la aritme´tica
de los nu´meros naturales y, adema´s, es consistente, entonces no puede ser
completo). En ese evento, participaba J. von Neumann como matema´tico de
reconocido prestigio en representacio´n de la escuela formalista y «portavoz»
de las ideas de Hilbert. Al parecer, von Neumann quedo´ impresionado de la
posible trascendencia del resultado presentado por Go¨del, hasta el punto de
que, al mes siguiente, le envio´ una carta con una prueba de lo que ser´ıa el se-
gundo teorema de incompletitud, resultado que el propio Go¨del hab´ıa obtenido
previamente y de manera independiente. De los resultados de incompletitud
se deduc´ıa que las dos primeras cuestiones planteadas por Hilbert acerca de la
completitud y la consistencia de las Matema´ticas, ten´ıan una respuesta nega-
tiva. Ma´s au´n, von Neumann hab´ıa deducido, a partir del resultado expuesto
por Go¨del, que el programa de Hilbert era irrealizable. Por cierto, no deja de
ser un tanto sorprendente que, con los resultados de incompletitud encima de
la mesa, ni Go¨del ni von Neumann resolveieran el problema de la decidibilidad
de las Matema´ticas (el Entscheidungsproblem). No obstante, todo parece in-
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dicar que ni siquiera llegaron a abordarlo en profundidad debido a que, tanto
uno como otro, ten´ıan su mente puesta en otras cuestiones que consideraban
ma´s interesantes.
Los trabajos de K. Go¨del, A. Church, S. Kleene y A. Turing entre 1931
y 1936, proporcionaron, de manera independiente, las primeras definiciones
matema´ticas de procedimiento meca´nico, dando lugar a los primeros modelos
formales de computacio´n. Concretamente, en 1931, K. Go¨del definio´ el con-
cepto de relacio´n recursiva e introdujo la clase de funciones que denomino´
recursivas (y que hoy se conocen por el nombre de funciones primitivas re-
cursivas). Posteriormente, en 1934 el propio Go¨del extendio´ la clase anterior
a las funciones general recursivas (y que hoy se conocen por el nombre de
funciones recursivas). A su vez, entre 1931 y 1936, A. Church y su disc´ıpulo
S. Kleene desarrollaron el concepto de λ-ca´lculo relaciona´ndolo directamente
con el de funcio´n computable. Por su parte, en 1036, A. Turing utilizo´ por
primera vez el concepto abstracto de ma´quina para formalizar la nocio´n de
algoritmo y, por tanto, el concepto de funcio´n computable. Al introducir el
concepto de computabilidad a trave´s de ma´quinas abstractas, Turing trato´ de
desarrollar un sistema teo´rico capaz de modelizar cualquier procedimiento que
pudiera ser interpretado intuitivamente como proceso de ca´lculo. Espec´ıfica-
mente, trato´ de disen˜ar un modelo de co´mputo en su sentido ma´s literal: ima-
gino´ a un calculador-humano, a una persona con papel y la´piz, resolviendo un
determinado problema e intento´ capturar la esencia del proceso, centra´ndose
en los pasos ma´s simples en los que se pod´ıa descomponer la tarea que estaba
realizando. En este contexto, se puede asegurar que una idea central de Tu-
ring consistio´ en considerar a las ma´quinas como manipuladoras de s´ımbolos
(symbol manipulator) en lugar de dispositivos devoradores de nu´meros (number
cruncher) [19, 46]
2.1.1. Decidibilidad e indecibilidad de problemas
En unas conferencias impartidas en 1934, en el Institute for Advanced Study
de Princeton, Go¨del afirmo´ que las funciones primitivas recursivas verificaban
una propiedad importante: para cada conjunto de valores de sus variables, el
valor de la misma podr´ıa ser calculado mediante un proceso finito, an˜adiendo
que «el rec´ıproco parece ser cierto si se considera el tipo ma´s general de recur-
sio´n». Adema´s, an˜adio´ que ese resultado no pod´ıa ser probado debido a que
la nocio´n de «computacio´n finita» no hab´ıa sido definida matema´ticamente
y, por tanto, el aserto deber´ıa entenderse como un principio heur´ıstico. Todo
parece indicar que A. Church conoc´ıa estas ideas de Go¨del cuando, el 19 de
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abril de 1935, hizo pu´blica su famosas tesis en una breve intervencio´n que tuvo
en la reunio´n de la American Mathematical Society [9], en la que se expresaba
que toda funcio´n efectivamente computable ten´ıa que ser recursiva. Hay que
hacer hincapie´ en el hecho de que esta tesis relaciona dos conceptos de natura-
leza completamente distinta: por una parte, la existencia de un procedimiento
meca´nico que resuelve un problema (concepto informal) y, por otra, la exis-
tencia de una funcio´n recursiva que permite resolver dicho problema (concepto
formal). En consecuencia, no tiene sentido alguno tratar de buscar una prueba
matema´tica de dicha tesis. Por ello, en esta ocasio´n, el te´rmino tesis parece ser
poco afortunado.
En abril de 1936, A. Church establecio´ el primer ejemplo de un problema
(relacionado con la lo´gica de primer orden) que es irresoluble meca´nicamente
(a trave´s de funciones λ-calculables), respondiendo negativamente a la tercera
cuestio´n planteada por Hilbert (el Entscheidungsproblem). En mayo de 1936,
A. Turing envio´ un art´ıculo a la revista Proceedings of the London Mathematical
Society para ser sometido al proceso de revisio´n con vista a su posterior pu-
blicacio´n. En ese trabajo, Turing proporcionaba, en primer lugar, una prueba
de la irresolubilidad del problema de la parada (dada una ma´quina de Turing,
M , y un dato de entrada de la ma´quina, u, determinar si M para sobre u) a
trave´s de las ma´quinas que e´l hab´ıa introducido. En segundo lugar, a partir
de ese resultado y usando un novedoso proceso de reducibilidad, establecio´ la
indecibilidad del problema de la lo´gica de primer orden que hab´ıa sido analiza-
do previamente por Church. En tercer lugar, Turing establecio´ la equivalencia
de su modelo y el de las funciones λ-calculables para, finalmente, anunciar la
equivalencia entre la clase de funciones computables por sus ma´quinas y la
clase de funciones recursivas (resultado que publicar´ıa en 1937 [62]). De esta
manera, Turing demostro´ que los tres modelos de computacio´n introducidos
formalmente y de manera independiente, eran equivalentes, en el sentido de
que todo aquello que es calculable o resoluble en uno de esos modelos lo es,
tambie´n, en cualquiera de los otros dos.
A finales de 1936, Turing formulo´ una tesis similar a la de Church en
te´rminos de que toda funcio´n computable en sentido intuitivo ten´ıa que ser
computable por una de sus ma´quinas. Teniendo presente que la clase de fun-
ciones recursivas y la clase de funciones computables por ma´quinas de Turing
son iguales, resulta que las tesis de Church y de Turing son «equivalentes». De-
bido, quiza´s, a esta tesis, los tres modelos a los que nos hemos referido, reciben
el calificativo de modelos universales o modelos computacionalmente comple-
tos, capturando la idea intuitiva de tener la «mayor potencia computacional
posible».
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2.2. Teor´ıa de la complejidad computacional
A lo largo de la historia, el hombre ha tratado de disen˜ar y construir ar-
tilugios que le asistieran en la resolucio´n de problemas; espec´ıficamente, en
procesos que requer´ıan de la realizacio´n de tareas ma´s o menos tediosas. De
esta forma aparecieron el a´baco (en torno al an˜o 1000 a. C.), la antic´ıtera (an˜o
87 a. C), las tablas de Ne´per (1617), la ma´quina calculadora de Pascal (1642-
1653), la ma´quina de Leibniz (1670-1694), el telar de Jacquard (1801-1805),
y la ma´quina de diferencias de Babbage (1821), entre otras muchas. Todas
ellas son ma´quinas de propo´sito espec´ıfico, es decir, dispositivos que hab´ıan
sido disen˜ados para asistir al hombre en la resolucio´n de un tipo concreto de
problemas y que, por tanto, funcionaban siempre, esencialmente, «de la misma
manera».
A diferencia de las ma´quinas de propo´sito espec´ıfico, las ma´quinas de propo´si-
to general son dispositivos capaces de abordar la resolucio´n de cualquier pro-
blema abstracto que tenga alguna solucio´n meca´nica, de acuerdo con la idea
intuitiva de este te´rmino. Para ello, estas ma´quinas deber´ıan tener la capaci-
dad de adaptar, en cierto sentido, su funcionamiento interno acorde con una
serie de «instrucciones» recibidas desde el «exterior» (con otras palabras, la
ma´quina deber´ıa ser programable). Alrededor de 1837, Charles Babbage em-
pezo´ a trabajar en el disen˜o de una ma´quina anal´ıtica cuya idea fue perfilando
hasta el fin de sus d´ıas. Se trataba de una ma´quina que pod´ıa ser programada
mediante tarjetas perforadas, a modo y manera de las usadas en los telares
de Jacquard, de tal manera que el programa pudiera ser almacenado en una
memoria. As´ı pues, la propia ma´quina pod´ıa alterar su funcionamiento acorde
con los «dictados» de un tal programa, a fin de ejecutar una serie de tareas o
instrucciones ba´sicas en un orden, determinao a priori. Era la primera idea del
concepto de ma´quina de propo´sito general. Curiosamente, por aquella e´poca
(en 1847), G. Boole publico´ un art´ıculo en el que presentaba su ya famosa
«a´lgebra» [8] que constituye uno de los pilares ba´sicos de las actuales ma´qui-
nas de propo´sito general. La ma´quina anal´ıtica no pudo ser construida en esa
e´poca debido a que no se dispon´ıa de la tecnolog´ıa y los medios adecuados.
Parece ser que Lady Ada Lovelace disen˜o´ los primeros programas para ser im-
plementados en la ma´quina anal´ıtica y, por ello, se le conoce como la primera
programadora de la historia.
Las primeras ma´quinas de propo´sito general fueron construidas entre 1943
y 1944 (Colossus Mark I y Mark II), eran de tipo electromeca´nico y total-
mente automa´ticas. Fue la culminacio´n de un proyecto del gobierno brita´nico,
desarrollado durante la segunda guerra mundial, encaminado a descifrar los
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mensajes de los alemanes cifrados por la ma´quina Enigma. En ese proyecto
intervino de manera muy activa A. Turing. Por su parte, las ideas de Babbage
inspiraron a J. von Neumann y a sus disc´ıpulos, J.P. Eckert y J.W. Mauchly,
para disen˜ar la denominada arquitectura de von Neumann, que dar´ıa lugar a
la construccio´n, en 1946, de la que es considerada como la primera ma´quina
electro´nica programable de propo´sito general: el ENIAC (Electronic Numerical
Integrator And Computer).
La aparicio´n de nuevos modelos de computacio´n llevaba impl´ıcito la exi-
gencia de desarrollar dispositivos que, de la manera ma´s fidedigna posible, im-
plementara los modelos a trave´s de ma´quinas reales. Entonces surge la siguien-
te cuestio´n: ¿que´ problemas concretos pueden ser resueltos en esas ma´quinas
reales? Para responder a esa pregunta es necesario disponer de unas herra-
mientas que permitan cuantificar la mı´nima cantidad de recursos computacio-
nales que necesita cualquier solucio´n algor´ıtmica de un problema abstracto.
De acuerdo con el principio de invariancia (dadas dos ma´quinas reales distin-
tas, existe una constante nume´rica asociada a las mismas tal que el tiempo de
ejecucio´n de dos implementaciones de un mismo algoritmo en esas ma´quinas,
difieren en esa constante multiplicativa) resulta que el ca´lculo teo´rico de los
recursos es fundamental para hallar una medida de la computabilidad pra´ctica
del problema.
En la de´cada de los cincuenta del pasado siglo se desarrollaron los primeros
lenguajes de programacio´n, traductores de lenguajes y sistemas operativos. La
potencia de los ordenadores en esa e´poca estaba muy limitada por la excesiva
lentitud de los procesadores y la escasa memoria de la que dispon´ıan para
almacenar la informacio´n. Por ello, empezaron a desarrollarse teor´ıas cuyo
objetivo era explorar el uso eficiente de los ordenadores, lo que conlleva de
alguna manera el estudio de la complejidad intr´ınseca de problemas abstractos.
En la de´cada de los sesenta se elaboraron los primeros cimientos de la teor´ıa
de la complejidad computacional, con la clasificacio´n de lenguajes y funciones
(debidas a J. Hartmanis, P.M. Lewis y R.W. Stearns [25, 61]) en funcio´n del
tiempo y del espacio necesario para su generacio´n o ca´lculo. As´ı mismo, se
desarrollaron me´todos de ana´lisis para estudiar la eficiencia de los algoritmos
y las estructuras de datos usadas en los mismos, la expresividad de los lenguajes
formales, la capacidad computacional de las arquitecturas de los ordenadores,
y la clasificacio´n de problemas segu´n la cantidad de recursos necesarios para
su resolucio´n.
A partir de ese momento se hizo imprescindible el ana´lisis del tiempo y
el espacio que un algoritmo necesitaba para ser ejecutado en una ma´quina
de propo´sito general. Dicho estudio requirio´ el uso de te´cnicas matema´ticas
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(induccio´n, ecuaciones de recurrencia, notaciones asinto´ticas, manipulacio´n de
sumas finitas, etc.) que, adema´s, permitan un ana´lisis comparativo de distintas
soluciones algor´ıtmicas de un mismo problema. De esta manera se plantea una
nueva cuestio´n:
«Dado un problema abstracto resoluble meca´nicamente, hallar el mejor
algoritmo que lo resuelva»
El concepto de mejor solucio´n meca´nica de un problema abstracto estara´
referido a una cierta medida de complejidad que cuantifique los recursos compu-
tacionales. Pues bien, un protocolo para hallar un algoritmo o´ptimo, respecto
de una medida de complejidad, que resuelve un determinado problema abs-
tracto podr´ıa ser el siguiente:
1. Determinar una cota inferior asinto´tica de la cantidad de recursos (res-
pecto de la medida considerada) que cualquier algoritmo que resuelva
dicho problema, necesita para su ejecucio´n.
2. Hallar un algoritmo que resuelva el problema y, adema´s, la cantidad de
recursos que utiliza es del orden exacto de la cota inferior antes obtenida.
Si de un cierto problema abstracto se conoce un algoritmo o´ptimo que lo
resuelve, entonces la cantidad de recursos necesarios para su ejecucio´n propor-
cionara´, de manera natural, la complejidad computacional inherente a dicho
problema. Como es fa´cilmente imaginable, la tarea de calcular un algoritmo
o´ptimo que resuelva un problema suele ser ardua y complicada, pero lo ma´s
sorprendente es que, en algunos casos, dicha tarea puede ser imposible. En
efecto, si las medidass de complejidad que se consideran para cuantificar los
recursos computacionales satisfacen unos requisitos mı´nimos (por ejemplo, los
axiomas de Blum [6]) entonces, para cualquier medida de complejidad, existe
algu´n problema resoluble algor´ıtmicamente que carece de algoritmo o´ptimo,
respecto de dicha medida (teorema de aceleracio´n). En consecuencia, no se
puede definir de manera individual el concepto de complejidad computacional
de un problema a partir de la complejidad inherente al mismo, ya que siem-
pre existir´ıa, al menos, un problema abstracto al que no se le podr´ıa asignar
complejidad alguna de acuerdo con esa definicio´n. La alternativa que se con-
sidera es el estudio de la complejidad de problemas abstractos de una manera
global; es decir, a trave´s del ana´lisis de la complejidad computacional de con-
juntos de problemas, dando lugar a las denominadas clases de complejidad.
Los ingredientes necesarios para definir una tal clase son los siguientes:
2.2. Teor´ıa de la complejidad computacional 25
(a) Un modelo de computacio´n que proporcione los dispositivos sobre los que
se van a resolver los problemas.
(b) Un modo de computacio´n que precise el concepto de aceptacio´n de un
dato de entrada (y, por tanto, fije el significado de resolucio´n de un pro-
blema).
(c) Una medida de complejidad que permita cuantificar los recursos usados
por los dispositivos computacionales en la resolucio´n de problemas.
(d) Una funcio´n total computable entre nu´meros naturales que sirva de cota
superior de los recursos usados.
As´ı por ejemplo, podr´ıamos considerar como modelo de computacio´n las
ma´quinas de Turing, como modo de computacio´n el ordinario o determinista,
como medida de complejidad el tiempo y como cota una cierta familia de
funciones distinguidas entre nu´meros naturales (por ejemplo, las logar´ıtmicas,
las polinomiales o las exponenciales) que actuar´ıan de cotas superiores de los
tiempos de ejecucio´n que necesitan los procedimientos meca´nicos, en relacio´n
con el taman˜o de las instancias que describen el problema.
2.2.1. Tratabilidad e intratabilidad de problemas
La teor´ıa de la complejidad computacional proporciona herramientas para
medir el grado de dificultad de la resolucio´n meca´nica de problemas abstractos,
a la vez, en te´rminos absolutos (complejidad inherente de un problema) y en
te´rminos comparativos con otros problemas (clases de complejidad computacio-
nal). El objetivo fundamental de dicha teor´ıa es la clasificacio´n de problemas
mediante la resolubilidad algor´ıtmica pra´ctica de los mismos; es decir, proble-
mas que poseen soluciones meca´nicas que pueden ser ejecutadas en ma´quinas
reales para instancias del problema de taman˜o suficientemente grande. Para
ello, se define el concepto de eficiencia o resolubilidad pra´ctica a trave´s del
concepto de computabilidad en tiempo polinomial. Este concepto fue introdu-
cido de manera expl´ıcita en la de´cada de los sesenta por A. Cobham[10] y
J. Edmonds [14], si bien J. von Neumann [69] hab´ıa establecido en 1953 una
distincio´n entre algoritmos que se ejecutan en tiempo polinomial y los que se
ejecutan en tiempo exponencial. Adema´s, Edmonds llamo´ buenos algoritmos
(respecto del tiempo como medida de complejidad) a los que se ejecutan en
tiempo polinomial y los considero´ como algoritmos tratables o manejables por
ma´quinas reales. As´ı, un algoritmo se dira´ que es eficiente respecto de una
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medida de complejidad, si la cantidad de recursos (expresados en la medi-
da prefijada) necesarios para su ejecucio´n esta´ acotada, en el caso peor, por
un polinomio en el taman˜o del dato de entrada. De esta manera, cuando se
usa el tiempo como medida de complejidad, se habla de una frontera entre
la resolubilidad pra´ctica (tratabilidad) y la irresolubilidad algor´ıtmica pra´ctica
(intratabilidad) de problemas abstractos. Llegado este punto podr´ıamos pre-
guntarnos por que´ se consideran a las funciones polino´micas para establecer
dicha frontera. El motivo fundamental radica en que, por una parte, dicha clase
de funciones es estable por ciertas operaciones importantes (suma, producto
y composicio´n de funciones) y en que, por otra, el crecimiento de las fun-
ciones polino´nicas suele ser relativamente lento. Por su parte, los problemas
comptuacionalmente intratables sera´n aquellos que no pueden ser resueltos por
ma´quinas reales para instancias de taman˜o razonablemente grande.
La teor´ıa de la complejidad computacional juega un papel fundamental
en la criptograf´ıa moderna (public-key cryptography). Actualmente en Inter-
net existe una gran cantidad de informacio´n de tipo confidencial, se realizan
transacciones comerciales que mueven una cantidad ingente de dinero, etc.
La seguridad en la red depende ba´sicamente de la complejidad computacional
inherente a problemas como el de la factorizacio´n entera (base del sistema
de cifrado RSA) o el descifrado de cadenas codificadas por el sistema DES
(Data Encryption Standard), sistema que cifra textos planos a trave´s de 64
bits usando 56 s´ımbolos claves. Un ataque convencional sobre un texto cifra-
do por el sistema DES realizado mediante bu´squeda exhaustiva, a trave´s de
un ordenador que es capaz de realizar un millo´n de operaciones por segundo,
tardar´ıa unos mil an˜os aproximadamente. En 1995, D. Boneh, Ch. Dunworth
y R.J. Lipton [7] estimaron que un cifrado DES pod´ıa ser decodificado por un
ordenador molecular en unos cuatro meses.
2.2.2. Computaciones no deterministas
Una de las caracter´ısticas fundamentales de las ma´quinas de Turing ordi-
narias (denominadas deterministas) es que, para cada dato de entrada, existe
una u´nica computacio´n de la ma´quina y, por tanto, si e´sta es de parada en-
tonces devuelve un resultado que estara´ asociado, de manera un´ıvoca, a dicha
entrada. Por tanto, en esas ma´quinas, para cada configuracio´n de la misma
que no sea de parada, existe una u´nica configuracio´n siguiente. Por su par-
te, en una ma´quina de Turing no determinista pueden existir configuraciones
asociadas a una cierta entrada que no sean de parada y, adema´s, posean ma´s
de una configuracio´n siguiente. En tales circunstancias, para algunos datos de
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entrada, pueden existir varias computaciones, de las cuales algunas pueden ser
de parada y otras no; ma´s au´n, aquellas computaciones obtenidas a partir del
mismo dato de entrada y que, adema´s, sean de parada, no tienen por que´ de-
volver el mismo resultado. De alguna forma, podemos decir que las ma´quinas
de Turing no deterministas no son fiables, en el sentido de que el resultado
que proporcione una computacio´n (en caso de que sea de parada) puede no ser
una informacio´n relevante. As´ı pues, se puede considerar la existencia de otro
tipo singular de procedimientos meca´nicos en los que, a partir de un conjunto
de instrucciones que son ejecutables en un determinado momento, el procedi-
miento puede seleccionarcualquiera de ellas para proseguir su ejecucio´n. En un
cierto paso de transicio´n no determinista puede suceder que una configuracio´n
posea ma´s de una configuracio´n siguiente y, en consecuencia, a partir de un
cierto dato de entrada de un problema, un procedimiento meca´nico no deter-
minista puede proporcionar, de manera independiente, muchas computaciones
distintas.
Es interesante hacer notar que: (a) toda ma´quina de Turing determinista
se puede considerar como un caso particular de una ma´quina de Turing no
determinista; (b) toda ma´quina de Turing no determinista puede ser simulada
por una ma´quina de Turing determinista, si bien el coste de dicha simulacio´n
es de tipo exponencial. Por tanto, las ma´quinas de Turing no deterministas no
an˜aden ma´s potencia computacional a las ma´quinas de Turing deterministas,
como no pod´ıa ser de otra manera ya que e´stas son ma´quinas universales. No
obstante, podr´ıamos preguntarnos si an˜ade an˜go realmente nuevo el modo no
determinista respecto del modo ordinario o determinista. Esta cuestio´n esta´
relacionada, en cierto modo, con el famoso problema P versus NP.
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Cap´ıtulo 3
El problema P versus NP
El problema P versus NP consiste en determinar si las clases de com-
plejidad computacional P y NP (clase de los problemas de decisio´n que son
resolubles por ma´quinas de Turing deterministas o por ma´quinas de Turing no
deterministas, respectivamente) son o no iguales. El objetivo de este cap´ıtu-
lo es introducir los conceptos ba´sicos de la teor´ıa de la computabilidad y la
teor´ıa de la complejidad computacional que permitan vislumbrar el verdadero
significado y la trascendencia del problema antes citado.
El cap´ıtulo esta´ estructurado como sigue: en la primera seccio´n se des-
cribe dicho problema y se analizan algunas repercusiones interesantes que su
resolucio´n tendr´ıa en diferentes a´mbitos de nuestra vida cotidiana. La segun-
da seccio´n esta´ dedicada a presentar los conceptos de eficiencia y presumible
eficiencia de modelos de computacio´n. En la u´ltima seccio´n se presenta una
nueva metodolog´ıa para atacar el problema P versus NP descrito a trave´s de
ingredientes sinta´cticos o sema´nticos de modelos de computacio´n desarrollados
en el marco de un cierto paradigma computacional.
3.1. Descripcio´n del problema
La clase de complejidad computacional P es el conjunto de todos los pro-
blemas de decisio´n que son resolubles por ma´quinas de Turing deterministas
que trabajan en tiempo polinomial. Es decir, P es la clase de complejidad de
los problemas de decisio´n que son tratables en modo determinista, respecto del
tiempo. Por su parte, la clase de complejidad computacional NP es el conjunto
de todos los problemas de decisio´n que son resolubles por ma´quinas de Turing
no deterministas que trabajan en tiempo polinomial. As´ı pues, en cierto sen-
tido se podr´ıa afirmar que NP es la clase de complejidad de los problemas de
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decisio´n que son tratables en modo no determinista.
Teniendo presente que toda ma´quina de Turing determinista se puede con-
siderar como un caso particular de una ma´quina de Turing no determinista,
resulta que P ⊆ NP. El problema P versus NP consiste, simplemente, en lo
siguiente:
«Determinar si las clases de complejidad computacional P y NP son iguales»
Este problema es, sin lugar a dudas, el ma´s importante en las Ciencias de
la Computacio´n y uno de los ma´s relevantes que tiene planteada la Ciencia, en
general. Con el fin de «dar la bienvenida a las Matema´ticas del nuevo milenio»,
el Clay Mathematics Institute (CMI) de Cambridge, Massachusetts (USA),
selecciono´ siene problemas de especial relevancia (entre los que se encuentra
el problema P versus NP), ofreciendo una dotacio´n de un millo´n de do´lares
para aquel que resolviera alguno de ellos. Hasta la presente, so´lo uno de ellos
(la conjetura de Poincare´) ha sido demostrado (en 2003 por G. Perelman que,
por cierto, rechazo´ la dotacio´n econo´mica del CMI).
¿Do´nde radica la importancia de dicho problema? De su propia formula-
cio´n, es fa´cil deducir que se trata de un problema teo´rico, muy teo´rico, ya que
consiste, ba´sicamente, en determinar si dos clases de complejidad computacio-
nal, P y NP, son iguales. A pesar de lo cual, una respuesta a esa cuestio´n
tendr´ıa unas repercusiones extraordinarias, especialmente desde el punto de
vista econo´mico.
3.1.1. Todo parece indicar. . .
Informalmente, el problema P versus NP consiste en decidir si es «ma´s
dif´ıcil» hallar una solucio´n correcta de un problema abstracto que compro-
bar que una presunta solucio´n del mismo es, realmente, una solucio´n correcta.
Desde el punto de vista intuitivo, todo parece indicar que hallar, buscar o
encontrar una solucio´n de un problema deber´ıa ser «ma´s dif´ıcil» que compro-
bar si una presunta solucio´n concreta del mismo es correcta. Si, por ejemplo,
consideramos el problema de la factorizacio´n entera (dado un nu´mero natural
que es producto de dos nu´meros primos, hallar su descomposicio´n) entonces
dado un tal nu´mero n parece ma´s dif´ıcil hallar dos nu´meros primos p1, p2 cuyo
producto sea n que, dados dos nu´meros primos q1, q2 comprobar si su producto
es igual a n. De ah´ı que, mayoritariamente, la comunidad cient´ıfica conjeture
que eso, precisamente, es lo que deber´ıa verificarse; es decir, que P 6= NP, en
cuyo caso, hallar una solucio´n de un problema abstracto ser´ıa «estrictamente
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ma´s dif´ıcil» que comprobar la correccio´n de una presunta solucio´n concreta del
mismo.
Pues bien, para probar la citada conjetura, los candidatos ido´neos para ser
testigos de ese hecho (es decir, problemas de la clase NP que no sean tratables)
ser´ıan aquellos problemas «ma´s dif´ıciles» de NP, en el sentido de que cualquier
otro problema de la clase NP puede ser resuelto a trave´s de e´l con un coste en
tiempo adicional de tipo polinomial. Este tipo de problemas se denominan NP-
completos y, en 1971, S.A. Cook [11] proporciono´ el primer ejemplo: el problema
SAT de la satisfactibilidad de la lo´gica proposicional. Un an˜o despue´s, teniendo
presente que la reducibilidad en tiempo polinomial permite generar nuevos
problemas NP-completos a partir de otros cuya NP-completitud ya ha sido
establecida, R.M. Karp [23] da 24 ejemplos nuevos de problemas NP-completos
(entre los que destacan el problema de recubrimiento de ve´rtices, el problema
del recubrimiento exacto, el problema del nu´mero croma´tico, el problema del
ciclo Hamiltoniano y el problema del viajante de comercio). En la actualidad
se conocen muchos problemas NP-completos de disciplinas tan diversas como
lo´gica, teor´ıa de nu´meros, teor´ıa de grafos, investigacio´n operativa, etc. En el
texto de M.R. Garey y D.S. Johnson [16], lectura obligada para la iniciacio´n en
la teor´ıa de la complejidad computacional, proporciona un cata´logo exhaustivo
de ma´s de trescientos problemas NP-completos.
La aproximacio´n cla´sica para abordar el problema P versus NP consiste
en considerar un problema NP-completo, uno solo, e intentar probar que
ese problema NP-completo no pertenece a la clase P, entonces, obviamente,
habr´ıamos demostrado que P 6= NP. Lo ma´s interesante de esta aproximacio´n
es que si, por el contrario, fue´ramos capaces de probar que ese problema NP-
completo pertenece a la clase P, entonces se deducir´ıa fa´cilmente que todos
los problemas de la clase NP pertenecer´ıan a la clase P y, en consecuencia,
se habr´ıa certificado que P = NP. Por tanto, para resolver el problema P
versus NP, acerca de la igualdad o no de las citadas clases de complejidad
computacional (tanto en un sentido afirmativo como negativo), ser´ıa suficiente
analizar un solo problema NP-completo. De ah´ı la importancia de disponer
de problemas NP-completos pertenecientes a a´reas de lo ma´s dispares.
Lo relevante es que una respuesta a esa cuestio´n tendr´ıa unas repercusiones
extraordinarias, especialmente desde el punto de vista econo´mico. En efecto,
si se probara que P 6= NP entonces se confirmar´ıa que los actuales sistemas de
cifrado (RSA, DES, etc.) son seguros desde un punto de vista pra´ctico y, por
ende, todas las transacciones comerciales realizadas a diario v´ıa electro´nica,
estar´ıan libres de ataques que desvelaran su contenido. No obstante, en este
supuesto podr´ıa suceder que todo problema NP-completo tuviese un algorit-
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mo determinista de coste polinomial que trabaje correctamente sobre muchas
entradas del problema. Con ello, el mundo de la criptograf´ıa no se tambalear´ıa
y, en cambio, se conseguir´ıa algunos beneficios parciales del caso en que la
respuesta fuese afirmativa. En esta l´ınea, L. Levin [24] y R. Impagliazzo [22]
desarrollaron una teor´ıa de la completitud del caso promedio, en donde la
cuestio´n P ?= NP es sustituida por esta otra: determinar si cada problema
NP-completo puede ser resuelto, con una razonable distribucio´n de probabili-
dad sobre sus entradas en tiempo polinomial en el caso promedio.
Es interesante hacer notar que, en 1975, R.E. Ladner demostro´ que si
P 6= NP, entonces existir´ıan problemas intermedios; es decir, problemas que
ni ser´ıan tratables ni ser´ıan NP-completos.
3.1.2. Pero si P = NP. . .
Si, en cambio, se probara que P = NP, entonces resultar´ıa que, por ejem-
plo, un algoritmo de orden cuadra´tico que resolviera una variante simple del
problema SAT se podr´ıa usar para factorizar los nu´meros de 200 d´ıgitos en
algunos minutos. Por tanto, en este caso, no so´lo se alimentar´ıa la incertidum-
bre acerca de la fiabilidad de los sistemas criptogra´ficos que son utilizados en
la actualidad, sino que, adema´s, segu´n todos los indicios, una tal respuesta
contraria a la creencia generalizada, deber´ıa venir «acompan˜ada» de un meca-
nismo general que proporcionar´ıa soluciones eficientes (y deterministas) para
la mayor´ıa de los problemas NP-completos. En particular, se habr´ıa puesto
el caldo de cultivo apropiado para el disen˜o de un decodificador universal: un
dispositivo que permitir´ıa decodificar de manera eficiente, cualquier mensaje
descrito mediante un sistema de cifrado. Teniendo presente que, actualmente,
la tecnolog´ıa permite acceder en tiempo real a casi todos los mensajes o co-
municaciones de intere´s que puedan circular por el orbe, la implementacio´n de
un decodificador universal se convertir´ıa en un «arma letal» para disponer de
toda la informacio´n que pudiera ser interesante. Y ya se sabe aquello de que la
informacio´n es poder. Por otra parte, en el hipote´tico caso de que se probara
que P = NP, tambie´n existir´ıa un efecto que podr´ıamos denominar positi-
vo: ser´ıa factible realizar demostraciones de manera automa´tica y en «tiempo
razonable» acerca de cuestiones abiertas de gran calado en Matema´ticas que
el hombre no ha sabido resolver hasta la fecha. En tal situacio´n, habr´ıa una
pequen˜a pega: co´mo entender las demostraciones de esos problemas abiertos,
suministradas por una ma´quina que implementara el esp´ıritu subyacente en la
prueba de que P = NP.
No obstante, en tal caso, tambie´n existir´ıan consecuencias positivas. Por
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ejemplo, ser´ıa posible disen˜ar programas que permitieran a un ordenador electro´ni-
co convencional encontrar demostraciones de teoremas que tengan pruebas de
longitud razonable (ya que las pruebas formales pueden ser reconocidas en
tiempo polinomial). Desgraciadamente, ocurrir´ıa que muchas de las pruebas
no ser´ıan entendidas por los humanos. Pero bueno, entre otras consecuencias
positivas de esa hipote´tica situacio´n, muy probablemente se podr´ıan conseguir
seis millones de do´lares que garantizan los premios CMI (con tal de conser-
var sigilosamente la prueba de que P = NP durante el tiempo necesario para
obtener las soluciones de los restantes seis problemas del milenio). Lo que no
estar´ıa nada mal.
3.2. Nueva metodolog´ıa para atacar el proble-
ma P versus NP
Recordemos que un paradigma de computacio´n proporciona un marco que
permite definir una serie de modelos de computacio´n que responden a unas
determinadas especificaciones sinta´cticas y/o sema´nticas, fijadas de antemano.
La tratabilidad o computabilidad pra´ctica de problemas abstractos trata
de capturar la idea de la resolubilidad de problemas a trave´s de ma´quinas
reales (que capturen la sema´ntica de una ma´quina de Turing determinista) cu-
ya ejecucio´n nos proporciona la solucio´n del mismo para instancias de taman˜o
suficientemente grande. Las soluciones meca´nicas de problemas abstractos en
tiempo polinomial se denominan soluciones eficientes. Es interesante tener pre-
sente que en ciertos modelos de computacio´n, problemas intratables podr´ıan,
eventualmente, ser resueltos en tiempo polinomial. Esto da lugar al concepto
de eficiencia asociado a modelos de computacio´n.
Definicio´n 3.1. Diremos que un modelo de computacio´n es eficiente si tiene
la capacidad de proporcionar soluciones de problemas intratables en tiempo
polinomial.
Es decir, los modelos de computacio´n eficientes pueden resolver problemas
intratables de manera eficiente. Por tanto, los modelos de computacio´n no
eficientes so´lo pueden resolver en tiempo polinomial, problemas pertenecientes
a la clase P. En particular, las ma´quinas de Turing deterministas son modelos
no eficientes.
La comunidad cient´ıfica esta´ convencida de que P 6= NP y, por ello, los
problemas NP-completos (los ma´s dif´ıciles de la clase NP) son considerados
como problemas presuntamente intratables. Un modelo de computacio´n capaz
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de proporcionar soluciones de problemas NP-completos en tiempo polinomial
se denomina presumiblemente eficiente.
Definicio´n 3.2. Diremos que un modelo de computacio´n es presumiblemente
eficiente si tiene la capacidad de proporcionar soluciones de problemas NP-
completos en tiempo polinomial.
Sean M1 y M2 dos modelos de computacio´n de un cierto paradigma compu-
tacional. Diremos que M1 es un submodelo de M2 (o bien que M2 es una ex-
tensio´n de M1) si cada solucio´n de un problema abstracto en M1 es, tambie´n,
una solucio´n del mismo problema en M2. Si M2 es una extensio´n de M1, en-
tonces se puede suponer que el modelo M2 es obtenido a partir del modelo M1
an˜adiendo algunos ingredientes de tipo sinta´ctico o sema´ntico. Por tanto, ser´ıa
interesante estudiar que´ tipo de soluciones de un problema abstracto en M2
podr´ıan servir para disen˜ar una solucio´n del problema en M1. De esta manera,
estar´ıamos analizando el papel que juegan los ingredientes an˜adidos a M1 para
obtener M2, en el disen˜o de soluciones de problemas abstractos.
Supongamos que: (a) M1 es un modelo de computacio´n no eficiente; (b)
M2 es un modelo de computacio´n presumiblemente eficiente; y (c) M2 es una
extensio´n de M1. Entonces se puede afirmar que pasar del modelo M1 al modelo
M2 equivale a pasar de lo tratable a lo presuntamente intratable, en el sentido
de que mientras en M1 so´lo podemos resolver problemas tratables, en M2
es posible resolver eficientemente problemas NP-completos. Dicho con otras
palabras, suponiendo que P 6= NP, el conjunto de ingredientes sinta´cticos o
sema´nticos que se han de an˜adir al modelo M1 para obtener el modelo M2,
se pueden considerar como una frontera de la tratabilidad. Este concepto se
puede representar gra´ficamente como en la Figura 3.1.
De acuerdo con lo indicado anteriormente, cada frontera entre la trata-
bilidad y la presunta intratabilidad, expresada en te´rminos de ingredientes
sinta´cticos y/o sema´nticos de modelos de un paradigma computacional, pro-
porciona una herramienta para atacar el problema P versus NP. En efecto:
Para demostrar que P = NP, ser´ıa suficiente encontrar una solucio´n
en tiempo polinomial a un problema NP-completo en el modelo M2 y
«traducirla» a una solucio´n en tiempo polinomial en el modelo M1. Esto
probar´ıa que los ingredientes an˜adidos para obtener el modeloM2 a partir
del modelo M1 no juegan un papel relevante en la descripcio´n de esa
solucio´n.
Para demostrar que P 6= NP, ser´ıa suficiente encontrar un problema NP-
completo que no pueda ser resuelto de manera eficiente en el modelo M1.










Figura 3.1: Fronteras de la tratabilidad entre los modelos M1 y M2
Esto probar´ıa que los ingredientes an˜adidos para obtener el modelo M2 a
partir del modelo M1 son cruciales para obtener la presumible eficiencia
de M2.
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Cap´ıtulo 4
El paradigma de la computacio´n
celular con membranas
El objetivo de este cap´ıtulo consiste en introducir los conceptos ba´sicos
relativos al paradigma de la computacio´n celular con membranas (Membrane
Computing) que van a ser objeto de estudio en el presente trabajo. Espec´ıfica-
mente, se van a presentar distintos modelos de dicho paradigma que trabajan a
«modo de ce´lulas» (cell-like) y otros que trabajan a «modo de tejidos» (tissue-
like). Entre los del primer tipo se introducira´n: (a) los sistemas P ba´sicos de
transicio´n; (b) los sistemas P con membranas activas; (c) los sistemas P con
membranas activas que carecen de polarizaciones; y (d) los sistemas P con
reglas symport/antiport. Entre los del segundo tipo se introducira´n: (a) los
sistemas P ba´sicos de tejidos; (b) los sistemas P de tejidos con divisio´n celular;
(c) los sistemas P de tejidos con separacio´n celular; y (d) los sistemas P de
tejidos con reglas de comunicacio´n evolutiva.
4.1. Introduccio´n
El campo de investigacio´n denominado Computacio´n Natural es una dis-
ciplina cuyo objetivo es la simulacio´n e implementacio´n de procesos dina´mi-
cos que se dan en la naturaleza y que son susceptibles de ser interpretados
como procedimientos de ca´lculo. Entre las a´reas que se enmarcan dentro de
la Computacio´n Natural, destacan: (a) los algoritmos gene´ticos; (b) las redes
neuronales artificiales; (c) la computacio´n molecular basada en ADN ; y (d)
la computacio´n celular con membranas. No obstante, conviene observar que
no existe un consenso en la comunidad cient´ıfica sobre la inclusio´n o no de la
computacio´n cua´ntica dentro del a´mbito propio de la Computacio´n Natural, si
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bien parece que no se ajusta a la interpretacio´n dada anteriormente acerca de
esta disciplina.
Los principios ba´sicos de los algoritmos gene´ticos fueron propuestos por
J.H. Holland [21] en 1975, y esta´n basados en el proceso gene´tico de los or-
ganismos vivos a trave´s del cual evolucionan, cuyo elemento fundamental es
el principio de seleccio´n natural. El objetivo de estos procedimientos meca´ni-
cos consiste en encontrar una buena solucio´n del problema objeto de estudio
a partir de una gran cantidad de posibles soluciones candidatas. Para ello,
se consideran poblaciones de genes de los individuos que codificara´n posibles
soluciones del problema y se analizara´ su evolucio´n a lo largo del tiempo, de
acuerdo con unas reglas de seleccio´n y de otros operadores tales como recom-
binacio´n y mutacio´n. Durante ese proceso, cada individuo va siendo procesado
de forma dina´mica recibiendo una medida de su adecuacio´n o adaptacio´n al en-
torno. Los procesos de seleccio´n centrara´n su atencio´n en los individuos mejor
adaptados, pudiendo alterar los individuos inadaptados mediante procesos de
recombinacio´n o mutacio´n. Si el algoritmo gene´tico es disen˜ado correctamente,
entonces la evolucio´n de la poblacio´n convergera´, teo´ricamente, a un individuo
o´ptimamente adaptado.
Las redes neuronales artificiales esta´n inspiradas en las interconexiones y
el funcionamiento de las neuronas en el cerebro. Dichas redes surgieron origi-
nalmente como una simulacio´n del sistema nervioso, formado por un conjunto
de unidades (neuronas) conectadas entre s´ı, simulando a las dendritas y los
axones en los sistemas nerviosos biolo´gicos. El primer modelo de red neuronal
artificial fue propuesto en 1943 por W.S. McCulloch y W. Pitts [31] como si-
mulacio´n de la actividad nerviosa y, poco despue´s, surgieron nuevos modelos
debidos a M. Minsky [32] y F. Rosenblatt [59], entre otros. El objetivo fun-
damental de las redes neuronales artificiales consiste en mejorar la potencia
de ca´lculo de los dispositivos computacionales a partir de unidades sencillas
conectadas entre s´ı, imitando el esquema de interconexiones que presentan las
neuronas en el cerebro. En la evolucio´n de una tal red, cada neurona recibe
una cierta cantidad de datos nume´ricos (es decir, «informacio´n» que puede
provenir de otras neuronas, denominadas pre-sina´pticas) y produce un u´nico
valor nume´rico como salida (que puede ser enviado a otras neuronas, denomi-
nadas post-sina´pticas). Este modelo ha resultado ser uno de los ma´s efectivos
en cuanto a problemas de interpretacio´n de sensores del mundo real, tales
como reconocimiento de lenguaje hablado o aprendizaje de estrategias para
el control de robos. Las redes neuronales constituyen una interesante herra-
4.1. Introduccio´n 39
mienta de ana´lisis estad´ıstico que permite la construccio´n de un modelo de
comportamiento a partir de una base de ejemplos de dicho comportamiento.
Una red neuronal es, inicialmente, completamente ignorante, y tiene la capa-
cidad de efectuar un aprendizaje partiendo de los ejemplos para transformarse
o evolucionar, a trave´s de una serie de modificaciones sucesivas, en un modelo
susceptible de predecir el comportamiento futuro del sistema simulado. Esta
capacidad para aprender todo aquello que tenga un cierto sentido (aproximador
universal) ha sido establecida de manera rigurosa (teorema de Kolmogorov),
por lo que las redes neuronales son consideradas hoy d´ıa como una herramien-
ta de gran rigor cuyas bases teo´ricas han sido debidamente justificadas. Las
redes neuronales destacan, pues, como te´cnica de aprendizaje automa´tico por
su capacidad de aprender una variedad considerable de funciones no lineales
que, potencialmente, involucren un gran nu´mero de variables.
La computacio´n molecular basada en ADN trata de utilizar efectivamente
algunos medios f´ısicos disponibles en la Naturaleza (espec´ıficamente, mole´culas
orga´nicas: ADN, ARN, prote´ınas, etc.) para usarlos como sustrato f´ısico sobre
el que ejecutar procesos meca´nicos. La idea de realizar computaciones a nivel
molecular (como principio ba´sico para producir una aute´ntica revolucio´n en la
miniaturizacio´n de las componentes f´ısicas de una ma´quina de propo´sito gene-
ral) fue propuesta por el premio Nobel R. Feynman a principio de la de´cada
de los sesenta del pasado siglo [15], y estudiada en 1973 por C. Bennet [4] al
analizar la posibilidad de usar el a´cido ribonucleico (ARN) como medio f´ısi-
co (reversible) para implementar computaciones, estableciendo un paralelismo
entre el funcionamiento de la enzima polimerasa y la cabeza lectora/escritora
de una ma´quina de Turing. Posteriormente, en [5] el propio Bennet dio una
descripcio´n teo´rica de un computador que usa mole´culas tipo ARN para alma-
cenar informacio´n y enzimas imaginarias para catalizar reacciones sobre dichas
mole´culas. En 1987, T. Head [20] describio´ un modelo teo´rico (el modelo spli-
cing) que estaba basado en la manipulacio´n de lenguajes de cadenas de ADN
a trave´s de la operacio´n de recombinacio´n. Sin embargo, no es hasta finales
de 1994 cuando tiene lugar, propiamente, la primera implementacio´n de una
computacio´n a nivel molecular. L. Adleman [1] llevo´ a cabo un experimento en
el laboratorio que permitio´ resolver una instancia «modesta» (de taman˜o pe-
quen˜o) de un problema muy complejo desde el punto de vista computacional,
el problema del camino Hamiltoniano, en su versio´n dirigida y con dos nodos
distinguidos, realizando determinadas operaciones con mole´culas de ADN en
un laboratorio de biolog´ıa molecular. El impacto del trabajo de Adleman fue
de tal envergadura que promovio´, indirectamente, el uso del te´rmino Compu-
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tacio´n Natural para una disciplina cuyos or´ıgenes se remontan a la de´cada de
los cuarenta del pasado siglo. En la computacio´n molecular se trato´ de renta-
bilizar la capacidad de las mole´culas de ADN para implementar el paralelismo
masivo y, al mismo tiempo, de usar dichas mole´culas como soporte f´ısico de
la informacio´n, logrando as´ı una extraordinaria densidad de almacenamiento
de informacio´n (por ejemplo, un gramo de ADN en polvo ocupa un volumen
aproximado de 1 cm3 y es capaz de almacenar informacio´n equivalente a un
billo´n de CDs convencionales).
La computacio´n celular con membranas (Membrane Computing) esta´ inspi-
rada en la estructura y el funcionamiento de las ce´lulas de los organismos vivos,
en cuanto a su capacidad para procesar y generar informacio´n. Fue introducida
por Gh. Pa˘un en octubre de 1998 [43] como un paradigma computacional que
proporciona modelos de computacio´n de tipo no determinista, distribuido y
paralelo. Este es el marco donde se situ´a el presente trabajo.
Las membranas suelen jugar un papel relevante en este paradigma y son,
propiamente, abstracciones de las membranas biolo´gicas que aparecen, debi-
damente jerarquizadas, en el interior de la ce´lula. Las membranas delimitan
compartimentos que son susceptibles de contener objetos que, a su vez, son
abstracciones de los compuestos qu´ımicos y codifican informacio´n. Los obje-
tos pueden evolucionar a lo largo del tiempo a trave´s de reglas de reescritura
que son abstracciones de las reacciones qu´ımicas, proporcionando un flujo de
informacio´n entre los diferentes compartimentos. Algunos modelos en este pa-
radigma computacional se basan en una estructura similar a la de una ce´lula
(aproximacio´n cell-like), en el sentido de tener una disposicio´n jera´rquica de
membranas a modo de a´rbol enraizado. Otros modelos trabajan a modo de te-
jidos (aproximacio´n tissue-like) basados en una estructura dispuesta como una
red (materializada mediante un grafo dirigido) en el que distintas unidades de
proceso (denominadas membranas, ce´lulas o neuronas) intercambian informa-
cio´n a trave´s de los canales de comunicacio´n dispuestos en la red. A lo largo de
esta memoria se usara´ el te´rmino de sistema de membranas o sistema P para
referirnos, gene´ricamente, a un dispositivo de este paradigma computacional.
Una referencia clara puede ser la pa´gina web dedicada a la disciplina [74],
adema´s de los dos libros de referencia de la misma [57, 58].
Conviene resaltar el hecho de que, de manera un tanto sorprendente, existe
un amplio consenso en la comunidad cient´ıfica a la hora de precisar cua´ndo
una entidad puede ser considerada como un organismo vivo. La propiedad ca-
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racter´ıstica es su capacidad para realizar, de forma auto´noma, los siguientes
procesos: (a) replicacio´n del ADN ; (b) fabricacio´n (s´ıntesis) de prote´ınas; (c)
produccio´n de energ´ıa; y (d) realizacio´n de procesos metabo´licos. De lo que
se conoce hasta la fecha, la ce´lula es la entidad ma´s simple en la que se da el
feno´meno de la vida. Es la unidad fundamental de todo organismo vivo y posee
una estructura compleja y, a la vez, muy organizada. La actividad que ocurre
en su interior puede ser considerada, sin lugar a dudas, como procesamiento de
informacio´n: en las ce´lulas existen unas membranas biolo´gicas que delimitan
compartimentos o regiones donde se localizan las interacciones entre las sus-
tancias qu´ımicas presentes en ellas, as´ı como el intercambio de sustancias entre
compartimentos vecinos. Una membrana (denominada plasma´tica o membra-
na piel) separa el espacio interno de la ce´lula (el citoplasma) protegie´ndolo
de su entorno y da´ndole entidad propia a la ce´lula. Las restantes membranas
proporcionan una estructura jerarquizada y ofrecen la adecuada proteccio´n al
nu´cleo, que es el «depositario» de la informacio´n gene´tica (una mole´cula de
ADN que identifica, propiamente, la ce´lula). Existen dos tipos de ce´lulas:L las
procariotas (propias de los organismos unicelulares, como las bacterias) que ca-
recen de un nu´cleo bien definido, y las eucariotas (espec´ıficas de los animales y
plantas) que poseen un nu´cleo rodeado por una doble membrana conteniendo
en su interior la mole´cula de ADN que identifica, propiamente, la ce´lula. Los
dos tipos de ce´lulas realizan de manera similar los procesos que son esenciales
para la vida. A lo largo de este trabajo, los modelos de computacio´n estara´n
inspirados en las ce´lulas eucariotas.
En la Figura 4.1 se pueden apreciar con claridad las distintas partes que
componen una ce´lula eucariota.
Cada membrana biolo´gica (ret´ıculo endoplasma´tico, mitocondria, aparato
de Golgi, etc.) determina una serie de compartimentos que pueden conside-
rarse como unidades ba´sicas de procesos, con sus propios datos (compuestos
qu´ımicos) y su propio programa local (reacciones qu´ımicas), de tal manera que
el conjunto de compartimentos, considerado como una unidad global (la ce´lu-
la), puede ser interpretado como un modelo de computacio´n no convencional.
El te´rmino «no convencional» es usado para significar que uno de los objeti-
vos ba´sicos de dicho paradigma computacional consiste en construir ma´quinas
reales de propo´sito general que implementen la sema´ntica del modelo y de tal
manera que el soporte f´ısico no sea el electro´nico, debido a las limitaciones que
derivan del uso de la tecnolog´ıa electro´nica a la hora de abordar la resolucio´n
de problemas de alta complejidad computacional.
Las ideas de Feynman a las que antes nos hemos referido, adquirieron espe-
cial relevancia a partir de 1983, cuando R. Churchhouse establecio´ las limita-
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Figura 4.1: Ce´lula eucariota
ciones f´ısicas, tanto del taman˜o como de la velocidad de ca´lculo, de los micro-
procesadores convencionales basados en la tecnolog´ıa electro´nica; es decir, en
la manipulacio´n electro´nica del silicio. Este resultado, esperable por otra parte,
adquirio´ tintes drama´ticos cuando se comprobo´, a partir de resultados de la
teor´ıa de la complejidad computacional, que esas limitaciones hac´ıan imposible
la resolucio´n de instancias de problemas de la vida real que son especialmente
importantes, a menos que sucediera un «milagro»; es decir, que se verificara
que P = NP. La existencia de problemas concretos que para su resolucio´n
meca´nica necesitaban una cantidad de recursos que exced´ıa las capacidades
de cualquier dispositivo computacional convencional, independientemente de
cua´l fuera el procedimiento utilizado para resolverlo, propicio´ la bu´squeda de
alternativas que ofrecieran la posibilidad de resolver esos mismos problemas
de manera ma´s eficiente, permitiendo abordar instancias de taman˜o relativa-
mente grande, de problemas intratables o presuntamente intratables. Ante esa
tesitura surgio´ la necesidad de buscar nuevos paradigmas computacionales que
proporcionaran modelos con algunas singularidades y que, adema´s, pudieran
ser implementados mediante ma´quinas cuyo principal soporte f´ısico no fuera el
medio electro´nico. De esta manera surgir´ıa la posibilidad de construir ma´qui-
nas programables de propo´sito general tales que la velocidad de ca´lculo y el
taman˜o de los microprocesadores superaran las barreras inherentes al soporte
electro´nico, lo que redundar´ıa en una mejora cuantitativa en la resolucio´n de
instancias de problemas relevantes cuya complejidad computacional sea muy
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elevada.
4.2. Sistemas de membranas que trabajan a
modo de ce´lulas
4.2.1. Sistemas P ba´sicos de transicio´n
Los sistemas P ba´sicos de transicio´n fueron introducidos en el art´ıculo fun-
dacional de la disciplina de Membrane Computing [43].
Definicio´n 4.1. Un sistema P ba´sico de transicio´n de grado q ≥ 1 es una
tupla de la forma Π = (Γ, µ, {Mi,Ri, ρi | 1 ≤ i ≤ q}, iout), en donde:
Γ es un alfabeto finito.
µ es un a´rbol enraizado cuyos nodos esta´n biyectivamente etiquetados por
1, . . . , q (la ra´ız del a´rbol esta´ etiquetada por 1).
Mi, 1 ≤ i ≤ q, son multiconjuntos sobre Γ.
Ri, 1 ≤ i ≤ q, es un conjunto finito de reglas sobre Γ del tipo u → v,
siendo v = (v1, here)(v2, out)(v3, inj)δ
′, con u, v1, v2, v3 multiconjuntos
sobre Γ y δ′ ∈ {λ, δ}.
ρi, 1 ≤ i ≤ q, es un orden parcial estricto entre reglas de Ri; es decir,
ρi = {(r, r′) | r, r′ ∈ Ri} es una relacio´n binaria antirreflexiva, sime´trica
y transitiva sobre Ri.
iout ∈ {0, 1, . . . , q}.
Un sistema P ba´sico de transicio´n Π de grado q ≥ 1 puede ser conside-
rado como un conjunto de q membranas, situado en un determinado entorno
externo. Las membranas esta´n etiquetadas de manera biyectiva mediante ele-
mentos del conjunto {1, . . . , q} y, a su vez, esta´n organizadas a trave´s de una
estructura jera´rquica de membranas que delimitan regiones o compartimen-
tos, materializada por un a´rbol enraizado µ cuya ra´ız es la membrana que se
denomina piel, etiquetada por 1, y de tal manera que: (a) M1, . . . ,Mq repre-
sentan los multiconjuntos de objetos (s´ımbolos de Γ) inicialmente situados en
las q regiones determinadas por las membranas del sistema; (b) R1, . . . ,Rq son
conjuntos finitos de reglas sobre Γ asociadas a las membranas del sistema; (c)
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ρ1, . . . , ρq son o´rdenes parciales estrictos entre reglas deR1, . . . ,Rq, respectiva-
mente, de tal manera que si (r, r′) ∈ ρi entonces escribiremos r > r′ y diremos
que la regla r ∈ Ri tiene ma´s prioridad que la regla r′ ∈ Ri; y (d) el nu´mero
natural iout representa la etiqueta de la denominada zona de salida del sistema
en donde se codificara´n los posibles resultados. Si iout = 0 entonces la salida del
sistema se codificara´ en el entorno y si iout ∈ {1, . . . , q} entonces la salida del
sistema se codificara´ en la membrana etiquetada por iout. Para cada membrana
j ∈ {2, . . . , q} se denotara´ por p(j) a la membrana padre de j en el a´rbol en-
raizado µ. Si p(j) = i entonces diremos que j es un hijo de la membrana i. Por
cuestiones te´cnicas convendremos en que la membrana padre de la piel sera´ el
entorno, es decir, p(1) = 0. Las hojas del a´rbol enraizado (es decir, las mem-
branas del sistema que carecen de hijos) se denominan membranas elementales.
Una configuracio´n o descripcio´n instanta´nea Ct en un instante t de un
sistema P ba´sico de transicio´n Π = (Γ, µ, {Mi,Ri, ρi | 1 ≤ i ≤ q}, iout) es una
tupla (µt,Mp1 , . . . ,Mpt) cuyas componentes son la estructura de membranas
µt del sistema en el instante t (conteniendo pt membranas) y los multiconjuntos
Mp1 , . . . ,Mpt asociados a cada una de las membranas que conforman µt. La
configuracio´n inicial C0 del sistema Π es la tupla (µ,M1, . . . ,Mq).
El concepto de aplicabilidad de una regla a una configuracio´n Ct hace re-
ferencia a si una cierta regla puede ser aplicada, o no, a dicha configuracio´n.
Una regla r ∈ Ri del tipo u → (v1, here)(v2, out)(v3, inj)δ∗ es aplicable a una
configuracio´n Ct en un instante t si se verifican las condiciones siguientes:
En la estructura de membranas correspondiente a Ct existe una membra-
na etiquetada por i tal que contiene al multiconjunto u.
En la estructura de membranas correspondiente a Ct existe una mem-
brana etiquetada por j tal que su padre es la membrana antes citada; es
decir, p(j) = i.
Si δ∗ = δ, entonces i no es la membrana piel ni, en su caso, la membrana
de salida.
No existe r′ ∈ Ri tal que r′ sea aplicable a Ct y, adema´s, (r′, r) ∈ ρi; es
decir, no existe ninguna regla de Ri que sea aplicable a Ct y tenga mayor
prioridad que la regla r (versio´n fuerte de la prioridad).
Si una regla r ∈ Ri del tipo u → (v1, here)(v2, out)(v3, inj)δ∗ es aplicable
a una configuracio´n Ct, entonces la aplicacio´n de dicha regla a una membrana
de Ct etiquetada por i, produce el siguiente efecto:
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El multiconjunto u se elimina de dicha membrana i.
El multiconjunto v1 se an˜ade al contenido de esa membrana.
El multiconjunto v2 se an˜ade al contenido de la membrana padre de i.
En el caso en que i sea la membrana piel, entonces el multiconjunto v2
se env´ıa al entorno del sistema.
El multiconjunto v3 se an˜ade al contenido de una membrana etiquetada
por j, hija de la membrana i.
Si δ′ = δ, entonces esa membrana etiquetada por i se disuelve (es decir,
desaparece de la estructura de membranas de la configuracio´n Ct+1) y su
contenido se an˜ade al primer antecesor que no se haya disuelto en el paso
t+ 1.
Se dira´ que una configuracio´n Ct del sistema P ba´sico de transicio´n Π pro-
duce una configuracio´n Ct+1 en un paso de transicio´n, lo denotaremos por
Ct ⇒Π Ct+1 y diremos que Ct+1 es una configuracio´n siguiente de Ct, si se
puede pasar de Ct a Ct+1 aplicando las reglas de R1 ∪ · · · ∪Rq de forma no de-
terminista, paralela y maximal a la configuracio´n Ct. Esto es, la configuracio´n
Ct+1 se obtiene a partir de la configuracio´n Ct aplicando un cierto multiconjunto
de reglas que verifica las siguientes condiciones: (a) todas las reglas deben ser
aplicables a Ct; y (b) dicho multiconjunto debe ser maximal, en el sentido de
que tras la aplicacio´n de todas las reglas del multiconjunto (con las multiplici-
dades respectivas) a la configuracio´n Ct, no puede quedar en Ct ningu´n objeto
que pudiera evolucionar por alguna regla del sistema. Teniendo presente que
pueden existir distintos multiconjuntos maximales de reglas que son aplicables
a la configuracio´n Ct, a la hora de implementar un paso de transicio´n de Ct
a Ct+1 se seleccionara´ de manera no determinista uno de esos multiconjuntos
maximales de reglas.
Una computacio´n de un sistema P ba´sico de transicio´n Π es una sucesio´n
(finita o infinita) de configuraciones tal que: (a) el primer te´rmino de la suce-
sio´n es la configuracio´n inicial del sistema; (b) a partir del segundo te´rmino de
la sucesio´n, cada configuracio´n es obtenida de la configuracio´n previa mediante
un paso de transicio´n; y (c) si la sucesio´n es finita (computacio´n de parada)
entonces el u´ltimo te´rmino de la sucesio´n es una configuracio´n de parada; es
decir una configuracio´n tal que ninguna regla del sistema le es aplicable. To-
das las computaciones comienzan desde una configuracio´n inicial y evolucionan
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mediante pasos de transicio´n. So´lo las computaciones que son de parada pro-
porcionan un resultado, el cua´l estara´ codificado por los objetos presentes en
la zona de salida iout de la correspondiente configuracio´n de parada.
4.2.2. Sistemas P con membranas activas
En un sistema P ba´sico de transicio´n la estructura de membranas nunca
puede incrementar su taman˜o; ma´s au´n, la aplicacio´n de reglas de disolucio´n
propicia que dicho taman˜o disminuya. Por otra parte, las reglas de un tal sis-
tema son ejecutadas en paralelo y, en consecuencia, puede proporcionar una
cantidad exponencial de objetos en un nu´mero lineal de pasos de computacio´n.
En efecto, sea un sistema P ba´sico de transicio´n cuya configuracio´n inicial con-
tiene un objeto a1 en una cierta membrana y tal que ai → (a2i+1, here), para
1 ≤ i ≤ n, son reglas asociadas a dicha membrana. Entonces, al cabo de n
pasos de transicio´n se obtendr´ıan 2n objetos en esa membrana. Pues bien, es
importante destacar el hecho siguiente: la posibilidad de construir una can-
tidad de espacio exponencial (expresado a trave´s del nu´mero de objetos) en
un nu´mero lineal de pasos de transicio´n, no es condicio´n suficiente para poder
garantizar que en esos sistemas se puedan resolver problemas NP-completos
en tiempo polinomial (a menos que P = NP). Para ma´s detalles, ve´ase la
referencia [17].
En [56] se introdujeron unos sistemas de membranas que trabajan a modo
de ce´lulas (los sistemas P con membranas activas) que ten´ıan la capacidad
de incrementar el taman˜o de la estructura inicial de membranas. En dichos
sistemas se permite el uso de un nuevo tipo de reglas, denominadas de divisio´n
de membranas, que esta´n inspiradas en la mitosis celular y permiten construir
en tiempo polinomial un espacio de trabajo de taman˜o exponencial, expresado
en te´rminos del nu´mero de membranas y el nu´mero de objetos. De esta for-
ma, los nuevos sistemas de membranas tendra´n la capacidad de proporcionan
soluciones polinomiales de problemas computacionalmente duros.
Definicio´n 4.2. Un sistema P con membranas activas de grado q ≥ 1 es una
tupla Π = (Γ, µ,M1, . . . ,Mq,R, iout), en donde:
Γ es un alfabeto finito.
µ es un a´rbol enraizado cuyos nodos esta´n biyectivamente etiquetados por
elementos del conjunto H = {1, . . . , q} (la ra´ız del a´rbol esta´ etiquetada
por 1).
4.2. Sistemas de membranas que trabajan a modo de ce´lulas 47
Mi, 1 ≤ i ≤ q, son multiconjuntos sobre Γ.
R es un conjunto finito de reglas sobre Γ de la forma:
(a) [ a → u ]αh, para h ∈ H,α ∈ {+,−, 0}, a ∈ Γ, u ∈ Γ? (reglas de
evolucio´n de objetos).
(b) a [ ]α1h → [ b ]α2h , para h ∈ H \ {1}, α1, α2 ∈ {+,−, 0}, a, b ∈ Γ
(reglas de comunicacio´n hacia dentro).
(c) [ a ]α1h → b [ ]α2h , para h ∈ H,α1, α2 ∈ {+,−, 0}, a, b ∈ Γ (reglas de
comunicacio´n hacia fuera).
(d) [ a ]αh → b, para h ∈ H \ {1, iout}, α ∈ {+,−, 0}, a, b ∈ Γ (reglas de
disolucio´n).
(e) [ a ]αh → [ b ]α1h [ c ]α2h , para h ∈ H \ {1, iout}, h es la etiqueta de una
hoja de µ, α1, α2, α3 ∈ {+,−, 0}, a, b, c ∈ Γ (reglas de divisio´n para
membranas elementales).
(f) [ [ ]α1h1 . . . [ ]
α1
hk
[ ]α2hk+1 . . . [ ]
α2
hn
]αh → [ [ ]α3h1 . . . [ ]α3hk ]βh [ [ ]α4hk+1 . . . [ ]α4hn ]γh, para
n > k ≥ 1, h1, . . . , hn ∈ H, h ∈ H \ {1, iout}, α, β, γ, α1, α2, α3, α4 ∈
{+,−, 0}, {α1, α2} = {+,−} (reglas de divisio´n para membranas no
elementales).
iout ∈ {0, 1, . . . , q}.
Un sistema P con membranas activas Π de grado q ≥ 1 puede ser conside-
rado como un conjunto de q membranas situado en un determinado entorno
externo. Las membranas esta´n organizadas a trave´s de una estructura jera´rqui-
ca de membranas que delimitan regiones o compartimentos, materializada por
un a´rbol enraizado µ cuya ra´ız es la membrana que se denomina piel, etique-
tada por 1, y de tal manera que: (a) cada nodo del a´rbol (membrana) esta´
etiquetado por un elemento de H = {1, . . . , q} y posee una carga ele´ctrica que
puede ser positiva (+), negativa (-), o neutra (0); (b)M1, . . . ,Mq representan
los multiconjuntos de objetos (s´ımbolos de Γ) inicialmente situados en las q
regiones determinadas por las membranas del sistema; (c) R es un conjunto
finito de reglas asociado al sistema; y (d) el nu´mero natural iout representa la
etiqueta de la denominada zona de salida del sistema en donde se codificara´n
los posibles resultados. Si iout = 0 entonces la salida del sistema se codificara´
en el entorno y si iout ∈ {1, . . . , q} entonces la salida del sistema se codificara´
en la membrana etiquetada por iout. En adelante, cuando hablemos de la eti-
queta de una membrana de un tal sistema, nos referiremos al elemento de H
que la identifica. As´ı pues, a diferencia de lo que suced´ıa en los sistemas P
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ba´sicos de transicio´n, las reglas de estos sistemas esta´n asociadas a etiquetas,
no a membranas, y las reglas de divisio´n permiten que, a lo largo del tiempo,
existan distintas membranas que posean la misma etiqueta.
En lo que respecta a la sema´ntica de los sistemas P con membranas acti-
vas, los conceptos de configuracio´n (teniendo presente que en el nuevo marco
pueden existir distintas membranas con la misma etiqueta), y computacio´n
se definen de manera similar a como se hizo con los sistemas P ba´sicos de
transicio´n. El punto clave radica en definir co´mo se implementa un paso de
transicio´n de una configuracio´n del sistema a una configuracio´n siguiente. Pa-
ra ello, hay que definir previamente el concepto de aplicabilidad de las reglas
del sistema a una configuracio´n, as´ı como el efecto que produce la aplicacio´n
de dichas reglas. Ma´s au´n, a diferencia de lo que suced´ıa en los sistemas P
ba´sicos de transicio´n, el concepto de maximalidad en la ejecucio´n de las reglas
del sistema, ha de ser matizado.
Diremos que una regla de evolucio´n de objetos [ a → u ]αh sera´ aplicable
a una configuracio´n Ct del sistema en un instante t si en dicha configuracio´n
existe, al menos, una membrana que esta´ etiquetada por h, su carga ele´ctrica
es α y, adema´s, contiene al objeto a. La ejecucio´n de dicha regla a esa mem-
brana de Ct produce la sustitucio´n en dicha membrana de un objeto a por un
multiconjunto u de objetos. As´ı pues, la aplicacio´n de dicha regla no altera ni
la etiqueta ni la carga de la membrana en la que se aplica.
Diremos que una regla de comunicacio´n hacia dentro a [ ]α1h → [ b ]α2h es
aplicable a una configuracio´n Ct del sistema en un instante t si en dicha confi-
guracio´n existe, al menos, una membrana que esta´ etiquetada por h, distinta
de la membrana piel, su carga ele´ctrica es α y, adema´s, el objeto a aparece en
la membrana padre de h. La ejecucio´n de dicha regla a esa membrana de Ct
produce la eliminacio´n de un objeto a de la membrana padre de h y la apari-
cio´n de un objeto b en la membrana h a la que se aplica la regla. Adema´s, tras
la aplicacio´n de dicha regla, la carga ele´ctrica de esa membrana pasa a ser β,
mientras que su etiqueta no queda alterada.
Diremos que una regla de comunicacio´n hacia fuera [ a ]α1h → b [ ]α2h es
aplicable a una configuracio´n Ct del sistema en un instante t si en dicha confi-
guracio´n existe, al menos, una membrana que esta´ etiquetada por h, su carga
ele´ctrica es α y, adema´s, contiene al objeto a. La ejecucio´n de dicha regla a esa
membrana de Ct produce la eliminacio´n de un objeto a de dicha membrana y
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la aparicio´n de un objeto b en su membrana padre (si h es la membrana piel,
el objeto b pasar´ıa al entorno del sistema). Adema´s, tras la aplicacio´n de dicha
regla la carga ele´ctrica de esa membrana pasa a ser β, mientras que su etiqueta
no queda alterada.
Diremos que una regla de disolucio´n [ a ]αh → b es aplicable a una configura-
cio´n Ct del sistema en un instante t si en dicha configuracio´n existe, al menos,
una membrana que esta´ etiquetada por h, distinta de la piel y de la membrana
de salida, si la hubiera, su carga ele´ctrica es α y, adema´s, contiene al objeto a.
La ejecucio´n de dicha regla a esa membrana de Ct produce la eliminacio´n de
dicha membrana del sistema y su contenido (en donde el objeto a es sustitui-
do por el objeto b) pasara´ a la membrana que sea el primer antecesor de esa
membrana que no haya sido disuelto en el paso t+ 1.
Diremos que una regla de divisio´n de membranas elementales [ a ]αh →
[ b ]α1h [ c ]α2h es aplicable a una configuracio´n Ct del sistema en un instante t
si en dicha configuracio´n existe, al menos, una membrana elemental que esta´
etiquetada por h, distinta de la piel y de la membrana de salida si la hubiera,
su carga ele´ctrica es α y, adema´s, contiene al objeto a. La ejecucio´n de dicha
regla a esa membrana de Ct produce la creacio´n de dos nuevas membranas con
la misma etiqueta h, la primera de ellas con carga β y la segunda con carga
γ. El objeto a que dispara la regla desaparece y es sustituido por el objeto b,
en la primera de las membranas creadas, y por el objeto c en la segunda de
esas membranas. Los restantes objetos que aparec´ıan en la membrana donde se
ha aplicado la regla, son replicados («copiados») en las dos membranas creadas.
Diremos que una regla de divisio´n de membranas no elementales
[ [ ]α1h1 . . . [ ]
α1
hk
[ ]α2hk+1 . . . [ ]
α2
hn
]αh → [ [ ]α3h1 . . . [ ]α3hk ]βh [ [ ]α4hk+1 . . . [ ]α4hn ]γh
es aplicable a una configuracio´n Ct del sistema en un instante t si en dicha
configuracio´n existe, al menos, una membrana no elemental etiquetada por h,
distinta de la piel y de la membrana de salida si la hubiera, tal que su carga
ele´ctrica es α y contiene membranas etiquetadas por h1, . . . hk, hk+1, . . . hn de
manera que las k primeras tienen carga ele´ctrica α1 y las restantes tienen carga
ele´ctrica α2, siendo {α1, α2} = {+,−}. La ejecucio´n de dicha regla a esa mem-
brana de Ct etiquetada por h, produce la creacio´n de dos nuevas membranas
con la misma etiqueta h de tal manera que: (a) la primera de ellas posee car-
ga ele´ctrica β y contiene a las membranas etiquetadas h1, . . . hk cuyas cargas
ele´ctricas pasan a ser α3; y (b) la segunda posee carga ele´ctrica γ y contiene
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a las membranas etiquetadas hk+1, . . . hn cuyas cargas ele´ctricas pasan a ser α4.
Se dira´ que una configuracio´n Ct del sistema P con membranas activas
Π produce una configuracio´n Ct+1 en un paso de transicio´n, lo denotaremos
por Ct ⇒Π Ct+1 y diremos que Ct+1 es una configuracio´n siguiente de Ct, si se
puede pasar de Ct a Ct+1 aplicando las reglas de R de acuerdo con los siguientes
principios:
1. A un objeto arbitrario de una membrana cualquiera so´lo se le puede apli-
car, a lo sumo, una regla (escogida, en su caso, de forma no determinista).
2. A cada membrana so´lo se le puede aplicar, a lo sumo, una regla del tipo
(b), (c), (d), (e), o (f) (escogida, en su caso, de forma no determinista)
y, en tal situacio´n, se aplicara´ una u´nica vez; es decir, este tipo de reglas
se aplican a cada membrana de manera secuencial.
3. Una regla del tipo (a) se puede aplicar simulta´neamente con una regla
de los tipos antes citado. Ma´s au´n, en todo caso, las reglas del tipo
(a) debera´n aplicarse siguiendo el criterio de maximalidad (no pueden
quedar objetos sin evolucionar a los que se les pudieran aplicar reglas de
ese tipo).
Conviene aclarar que si en un paso de transicio´n se le puede aplicar a una
membrana, simulta´neamente, una regla del tipo (b), (c), (d), (e) o (f) junto
con unas reglas de evolucio´n de objetos, entonces podemos imaginar que ese
paso de transicio´n consta de dos micropasos de tal manera que en el primero
de ellos, se aplican las reglas de evolucio´n de objetos y, en el segundo, se aplica,
propiamente, esa otra regla.
Algunas caracter´ısticas importantes a resaltar de los sistemas P con mem-
branas activas son las siguientes: (a) usan tres tipos de cargas ele´ctricas; (b)
las reglas esta´n asociadas a etiquetas no a membranas; (c) la polarizacio´n de
una membrana puede ser modificada por la aplicacio´n de una regla pero, en
cambio, su etiqueta no puede ser alterada; y (d) las reglas no son cooperativas;
es decir, la parte izquierda de las mismas constan de un solo s´ımbolo; y (e) las
reglas de dichos sistemas esta´n asociados a etiquetas, no a membranas.
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4.2.3. Sistemas P con membranas activas sin polariza-
cio´n
Definicio´n 4.3. Un sistema P con membranas activas y sin polarizacio´n de
grado q ≥ 1 es una tupla Π = (Γ, µ,M1, . . . ,Mq,R, iout), en donde:
1. Γ es un alfabeto finito.
2. µ es un a´rbol enraizado cuyos nodos esta´n biyectivamente etiquetados por
elementos del conjunto H = {1, . . . , q} (la ra´ız del a´rbol esta´ etiquetada
por 1).
3. Mi, 1 ≤ i ≤ q, son multiconjuntos sobre Γ.
4. R es un conjunto finito de reglas sobre Γ de la forma:
(a) [ a → u ]h, para h ∈ H, a ∈ Γ, u ∈ Γ∗ (reglas de evolucio´n de obje-
tos).
(b) a [ ]h → [ b ]h, para h ∈ H \ {1}, a, b ∈ Γ (reglas de comunicacio´n
hacia dentro).
(c) [ a ]h → b [ ]h, para h ∈ H, a, b ∈ Γ (reglas de comunicacio´n hacia
fuera).
(d) [ a ]h → b, para h ∈ H \ {1, iout}, a, b ∈ Γ (reglas de disolucio´n).
(e) [ a ]h → [ b ]h [ c ]h, para h ∈ H \{1, iout}, h es la etiqueta de una hoja
de µ, a, b, c ∈ Γ (reglas de divisio´n para membranas elementales).
(f) [ [ ]h1 . . . [ ]hk [ ]hk+1 . . . [ ]hn ]h → [ [ ]h1 . . . [ ]hk ]h [ [ ]hk+1 . . . [ ]hn ]h, para
k ≥ 1, n > k, h1, . . . hn ∈ H, h ∈ H \ {1, iout} (reglas de divisio´n
para membranas no elementales).
5. iout ∈ {0, 1, . . . , q}.
Este tipo de sistemas de membranas activas son similares a los anteriores,
con la u´nica novedad de que no existen cargas ele´ctricas asociadas a las mem-
branas (lo cual equivale a considerar la existencia de una u´nica carga ele´ctrica
asociada a cada membrana). La sema´ntica de los sistemas P con membranas
activas y sin polarizacio´n se define de manera similar a la realizada con los
sistemas P con membranas activas y cargas ele´ctricas.
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4.2.4. Sistemas P con reglas symport/antiport y divi-
sio´n
Los sistemas P que trabajan a modo de ce´lulas y usan reglas de comu-
nicacio´n symport/antiport, fueron introducidos en [41] y esta´n inspirados en
el feno´meno biolo´gico del transporte de pares de sustancias qu´ımicas a traves
de las membranas. Adema´s, las reglas de divisio´n fueron incorporadas a estos
sistemas en [68].
Definicio´n 4.4. Un sistema P con reglas symport/antiport y divisio´n de mem-
branas de grado q ≥ 1, es una tupla Π = (Γ, E , µ,M1, . . . ,Mq,R1, . . . ,Rq, iout),
en donde:
1. Γ es un alfabeto finito;
2. E ( Γ;
3. µ es un a´rbol enraizado cuyos nodos esta´n biyectivamente etiquetados por
1, . . . , q (la ra´ız del a´rbol esta´ etiquetada por 1);
4. M1, . . . ,Mq son multiconjuntos sobre Γ;
5. Ri, 1 ≤ i ≤ q, son conjuntos finitos de reglas de comunicacio´n sobre Γ
de la forma:
(a) (u, out) ∈ Ri o (u, in) ∈ Ri, siendo u un multiconjunto sobre Γ tal
que |u| > 0 (Reglas symport);
(b) (u, out; v, in) ∈ Ri, siendo u, v multiconjuntos sobre Γ tales que
|u| > 0 y |v| > 0 (Reglas antiport);
(c) [ a ]i → [ b ]i [ c ]i ∈ Ri, siendo a, b, c ∈ Γ, i ∈ {2, . . . , q}, i 6= iout, e i
es la etiqueta de una hoja del a´rbol µ (Reglas de divisio´n);
6. iout ∈ {0, 1, . . . , q}.
Un sistema P con reglas con reglas symport/antiport y divisio´n celular, de
grado q ≥ 1, Π = (Γ, E ,Σ, µ,M1, . . . ,Mq,R1, . . . ,Rq, iout), puede ser conside-
rado como un conjunto de q membranas etiquetadas por 1, . . . , q tales que: (a)
M1, . . . ,Mq representan los multiconjuntos de objetos colocados inicialmente
en las q membranas del sistema; (b) E es el conjunto de objetos colocados
inicialmente en el entorno, cada uno de ellos con un nu´mero infinito de copias;
(c) R1, . . . ,Rq son conjuntos finitos de reglas sobre Γ tal que el conjunto Ri
esta´ asociada a la membrana i de µ; y (d) iout representa una zona distinguida
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que codificara´ la salida del sistema. Usaremos el te´rmino zona i(0 ≤ i ≤ q)
para referirnos a la membrana i, en el caso 1 ≤ i ≤ q, o bien al entorno, en
el caso i = 0. La longitud de una regla (u, out) ∈ Ri o (u, in) ∈ Ri (resp.,
(u, out; v, in) ∈ Ri) esta´ definida por |u| (resp. |u|+ |v|).
En la figura 4.2 se puede ver una representacio´n gra´fica de las reglas sym-
port y antiport.
Figura 4.2: Reglas symport y antiport.
Una configuracio´nn en un instante t de un tal sistema esta´ descrita por la
estructura de membranas en dicho instante, los multiconjuntos de objetos de
Γ colocados en cada membrana de esa estructura, as´ı como el multiconjunto
de objetos de Γ \ E colocados en el entorno, en ese instante. La configuracio´n
inicial de Π = (Γ, E ,M1, . . . ,Mq,R, iout) es (µ,M1, . . . ,Mq, ∅).
Una regla symport (u, out) ∈ Ri es aplicable a una configuracio´n Ct en un
instante t si en dicha configuracio´n existe, al menos, una membrana que esta´
etiquetada por i y contiene el multiconjunto u. La ejecucio´n de una tal regla
(u, out) ∈ Ri a esa membrana i de Ct produce los siguientes efectos: los objetos
del multiconjunto representado por u son consumidos de esa membrana y, a su
vez, son colocados en la membrana padre de i (que sera´ el entorno, en el caso
en que i sea la ra´ız del a´rbol µ). Una regla symport (u, in) ∈ Ri es aplicable a
una configuracio´n Ct en un instante t si en dicha configuracio´n existe, al menos,
una membrana que esta´ etiquetada por i tal que su membrana padre contiene
el multiconjunto u. La ejecucio´n de una tal regla (u, in) ∈ Ri a esa membrana i
de Ct produce los siguientes efectos: los objetos del multiconjunto representado
por u son consumidos de la membrana padre de i (que sera´ el entorno, en el
caso en que i sea la ra´ız del a´rbol de µ) y, a su vez, son colocados en dicha
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membrana etiquetada por i. Una regla antiport (u, out; v, in) ∈ Ri es aplicable
a una configuracio´n Ct en un instante t si en dicha configuracio´n existe, al
menos, una membrana que esta´ etiquetada por i, contiene al multiconjunto u
y, adema´s, la zona padre de i contiene al multiconjunto v. La ejecucio´n de una
tal regla a esa membrana i de Ct produce los siguientes efectos: los objetos del
multiconjunto representados por u son eliminados de esa membrana y, a su
vez, son enviados a la correspondiente zona padre; por su parte, los objetos del
multiconjunto representados por v son eliminados de la zona padre de i y, a
su vez, son enviados a esa membrana i.
Una regla de divisio´n [ a ]i → [ b ]i [ c ]i ∈ Ri es aplicable a una configuracio´n
Ct en un instante t si en dicha configuracio´n existe, al menos, una membrana
que esta´ etiquetada por i, distinta de la ra´ız de µ y de la membrana de salida si
la hubiera, de tal manera que contiene al objeto a. La ejecucio´n de dicha regla
a esa membrana de Ct produce la creacio´n de dos nuevas membranas con la
misma etiqueta i de tal manera que el objeto a que dispara la regla desaparece
y es sustituido por el objeto b, en la primera de las membranas creadas, y por el
objeto c en la segunda de esas membranas. Los restantes objetos que aparec´ıan
en la membrana donde se ha aplicado la regla, son replicados («copiados») en
las dos membranas creadas.
Se dira´ que una configuracio´n Ct del sistema P con reglas symport/antiport
y divisio´n celular Π produce una configuracio´n Ct+1 en un paso de transicio´n, lo
denotaremos por Ct ⇒Π Ct+1 y diremos que Ct+1 es una configuracio´n siguiente
de Ct, si se puede pasar de Ct a Ct+1 aplicando las reglas de R de acuerdo con
los siguientes principios:
A un objeto arbitrario de una membrana cualquiera so´lo se le puede apli-
car, a lo sumo, una regla (escogida, en su caso, de forma no determinista).
A cada membrana so´lo se le puede aplicar o bien reglas de comunicacio´n
o bien una regla de divisio´n. En el caso de aplicarse reglas de comuni-
cacio´n a la configuracio´n Ct, e´stas se aplicara´n, en su caso, de forma no
determinista, paralela y maximal. En el caso de aplicarse una regla de
divisio´n a la configuracio´n Ct, e´sta sera´ seleccionada de forma no deter-
minista. As´ı pues, podemos imaginar que cuando se aplica una regla de
divisio´n a una membrana de una configuracio´n Ct, la propia membrana
queda bloqueada a efectos de poder comunicarse con otras membranas
vecinas o con el entorno.
Las nuevas membranas resultantes de la divisio´n interactuara´n con las otras
membranas o con el entorno so´lo en el siguiente paso de transicio´n, siempre que
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no se vuelvan a dividir. Adema´s, esas membranas tendra´n las mismas etiquetas
que la membrana que se divide y, por tanto, proporcionara´n nuevas aristas en
el a´rbol enraizado.
A partir del concepto de paso de transicio´n se define, de manera natural,
el concepto de computacio´n del sistema.
4.2.5. Sistemas P con reglas symport/antiport y sepa-
racio´n
Seguidamente, se introduce un nuevo tipo de sistemas P con reglas sym-
port/antiport, en donde las reglas de divisio´n de membranas son reemplazadas
por reglas de separacio´n. Estas reglas esta´n inspiradas en el feno´meno biolo´gico
de la fisio´n celular y fueron incorporadas a estos sistemas en [67].
Definicio´n 4.5. Un sistema P con reglas symport/antiport y separacio´n de
membranas, de grado q ≥ 1 es una tupla
Π = (Γ,Γ0,Γ1, E , µ,M1, . . . ,Mq,R1, . . . ,Rq, iout), en donde:
(a) Γ es un alfabeto finito;
(b) E ( Γ;
(c) {Γ0,Γ1} es una particio´n de Γ; es decir, Γ = Γ0∪Γ1,Γ0,Γ1 6= ∅, Γ0∩Γ1 =
∅;
(d) µ es un a´rbol enraizado cuyos nodos esta´n biyectivamente etiquetados por
1, . . . , q (la ra´ız del a´rbol esta´ etiquetada por 1);
(e) M1, . . . ,Mq son multiconjuntos sobre Γ;
(f) Ri, 1 ≤ i ≤ q, son conjuntos finitos de reglas sobre Γ de la forma:
(a) (u, out) ∈ Ri o (u, in) ∈ Ri, siendo u un multiconjunto sobre Γ tal
que |u| > 0 (Reglas symport);
(b) (u, out; v, in) ∈ Ri, siendo u, v multiconjuntos sobre Γ tales que
|u| > 0 y |v| > 0 (Reglas antiport);
(c) [ a ]i → [ Γ0 ]i [ Γ1 ]i ∈ Ri, siendo a ∈ Γ, i ∈ {2, . . . , q}, i 6= iout, e i
es la etiqueta de una hoja del a´rbol µ (Reglas de separacio´n);
(g) iout ∈ {0, 1, . . . , q}.
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Una regla de separacio´n [ a ]i → [ Γ0 ]i [ Γ1 ]i ∈ Ri es aplicable a una con-
figuracio´n Ct en un instante t si en dicha configuracio´n existe, al menos, una
membrana que esta´ etiquetada por i, distinta de la ra´ız de µ y de la membrana
de salida si la hubiera y, adema´s, contiene al objeto a. La ejecucio´n de dicha re-
gla a esa membrana de Ct produce la creacio´n de dos nuevas membranas con la
misma etiqueta i de tal manera que el objeto a que dispara la regla desaparece
y, adema´s, los objetos de la membrana a la que se ha aplicado la regla y per-
tenecen a Γ0 (respectivamente, Γ1) ira´n a para a la primera (respectivamente,
segunda) de las membranas creadas.
Con respecto a la sema´ntica de esta variante, las reglas sera´n aplicadas
de forma no determinista y maximal con la siguiente restriccio´n: cuando una
membrana etiquetada por i es separada, entonces la regla de separacio´n sera´ la
u´nica regla de Ri que se aplicara´ a esa membrana en ese paso de computacio´n.
Las nuevas membranas resultantes de la separacio´n interactuara´n con las otras
membranas o con el entorno so´lo en el siguiente paso de transicio´n, siempre
que no se vuelvan a separar. Adema´s, esas membranas tendra´n las mismas
etiquetas que la membrana que se separa y, por tanto, proporcionara´n nuevas
aristas al a´rbol enraizado.
4.3. Sistemas de membranas que trabajan a
modo de tejidos
Los sistemas de membranas que trabajan a modo de tejidos son dispositivos
computacionales de Membrane Computing, inspirados en la intercomunicacio´n
celular en tejidos y la cooperacio´n entre neuronas [30]. En estos sistemas, la
comunicacio´n entre las ce´lulas esta´ basada en reglas del tipo symport/anti-
port [42]. Estas reglas de comunicacio´n proporcionan, impl´ıcitamente, un grafo
dirigido que esta´ asociado al sistema mediante las etiquetas de las ce´lulas.
Esta seccio´n esta´ dedicada a introducir sistemas de membranas que traba-
jan a modo de tejidos: (a) los sistemas P ba´sicos de tejidos; (b) los sistemas
P de tejidos con divisio´n celular; (c) los sistemas P de tejidos con separacio´n
celular; y (d) los sistemas P de tejidos con reglas de comunicacio´n evolutiva.
4.3.1. Sistemas P ba´sicos de tejidos
Los sistemas P de tejidos son dispositivos computacionales de Membrane
Computing inspirados en la intercomunicacio´n celular en tejidos y la coopera-
cio´n entre neuronas [30]. En estos sistemas, la comunicacio´n entre las ce´lulas
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esta´ basada en reglas del tipo symport/antiport, que fueron incorporadas a los
sistemas P en [42]. Estas reglas de comunicacio´n proporcionan, impl´ıcitamen-
te, un grafo dirigido que esta´ asociado al sistema mediante las etiquetas de las
ce´lulas.
Definicio´n 4.6. Un sistema P ba´sico de tejidos de grado q ≥ 1 es una tupla
Π = (Γ, E ,M1, . . . ,Mq,R, iout)
en donde:
Γ es un alfabeto finito, E ⊆ Γ y Mj, 1 ≤ j ≤ q, son multiconjuntos sobre
Γ.
R es un conjunto finito de reglas sobre Γ, de comunicacio´n symport/an-
tiport, de la forma (i, u/v, j), siendo i, j ∈ {0, 1, . . . , q}, i 6= j, u, v ∈
M(Γ), |u|+ |v| > 0.
iout ∈ {0, 1, . . . , q}.
Un sistema P ba´sico de tejidos Π de grado q ≥ 1 puede considerarse co-
mo un conjunto de q ce´lulas, situadas en un determinado entorno externo. Las
ce´lulas esta´n etiquetadas de manera biyectiva mediante elementos del conjunto
{1, . . . , q} y, a su vez, esta´n organizadas a trave´s de una estructura jera´rquica
de grafo dirigido que esta´ definido, impl´ıcitamente, a trave´s de las reglas del
sistema, de tal manera que: (a) E representa el conjunto de objetos situados
inicialmente en el entorno del sistema, todos ellos apareciendo en un nu´mero ar-
bitrario (teo´ricamente infinito) de copias; (b)M1, . . . ,Mq son multiconjuntos
de objetos (elementos en Γ) inicialmente situados en las q ce´lulas del sistema;
(c) R es un conjunto finito de reglas de comunicacio´n sobre Γ, del tipo sympor-
t/antiport, asociadas al sistema; (d) el nu´mero natural iout ∈ {0, 1, 2, . . . , q}
representa la etiqueta de la denominada zona de salida del sistema en donde
se codificara´n los posibles resultados. Si iout = 0 entonces la salida del sistema
se codificara´ en el entorno y si iout ∈ {1, . . . , q} entonces la salida del sistema
se codificara´ en la ce´lula etiquetada por iout.
Una regla de comunicacio´n de la forma (i, u/v, j), con i, j ∈ {0, 1, . . . , q}, i 6=
j, u, v ∈ M(Γ), |u| + |v| > 0, se dice que es de tipo symport si u = λ o v = λ.
Si, en cambio, u 6= λ y v 6= λ, entonces dicha regla de comunicacio´n se dice que
es de tipo antiport. Cada regla de tipo symport (i, u/λ, j), con i 6= 0, j 6= 0,
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proporciona un arco virtual desde la ce´lula i hasta la ce´lula j y cada regla de
tipo antiport (i, u/v, j), con i 6= 0, j 6= 0, proporciona dos arcos: uno desde la
ce´lula i hasta la j y otro desde la ce´lula j hasta la i. As´ı pues, cada sistema
P de tejidos tiene un grafo dirigido subyacente cuyos nodos son las ce´lulas del
sistema y los arcos son obtenidos mediante reglas de comunicacio´n. En este
contexto, el entorno puede ser considerado como un nodo virtual de dicho gra-
fo tal que sus conexiones esta´n definidas por las reglas de comunicacio´n de la
forma (i, u/v, j), con i = 0 o´ j = 0. La longitud de una regla de comunicacio´n
(i, u/v, j) se define como el nu´mero natural |u|+ |v|.
Una configuracio´n o descripcio´n instanta´nea Ct en un instante t de un siste-
ma P ba´sico de tejidos Π = (Γ, E ,M1, . . . ,Mq,R, iout) es una tupla que consta
de los multiconjuntos de objetos sobre Γ asociados a cada una de las ce´lulas del
sistema en el instante t, junto con el multiconjuntos de objetos sobre Γ\E aso-
ciado al sistema en el instante t. Te´ngase presente que los objetos del alfabeto
E aparecen inicialmente en una cantidad infinita de copias y, en consecuencia,
esa cantidad no queda alterada por la aplicacio´n de reglas de comunicacio´n.
La configuracio´n inicial C0 del sistema Π es la tupla (M1, . . . ,Mq; ∅).
Una regla de comunicacio´n del tipo symport/antiport es aplicable a una
configuracio´n Ct en un instante t si en Ct el multiconjunto u esta´ contenido en
la zona i y el multiconjunto v esta´ contenido en la zona j. La ejecucio´n de una
regla de comunicacio´n (i, u/v, j) a una configuracio´n Ct produce los siguientes
efectos: los objetos del multiconjunto representado por u son enviados desde la
zona i hasta la zona j en Ct y, simulta´neamente, los objetos del multiconjunto
v son enviados desde la zona j hasta la zona i en Ct.
Se dira´ que una configuracio´n Ct de un sistema P ba´sico de tejidos Π produce
una configuracio´n Ct+1 en un paso de transicio´n, lo denotaremos por Ct ⇒Π Ct+1
y diremos que Ct+1 es una configuracio´n siguiente de Ct, si se puede pasar de Ct
a Ct+1 aplicando las reglas de R de forma no determinista, paralela y maximal
a la configuracio´n Ct, de acuerdo con lo indicado previamente en los sistemas
P ba´sicos de transicio´n.
El concepto de computacio´n de un sistema P ba´sico de tejidos se define
de manera ana´loga a como se hizo en los sistemas P ba´sicos de transicio´n.
Todas las computaciones comienzan desde una configuracio´n inicial y evolu-
cionan mediante pasos de transicio´n. So´lo las computaciones que son de parada
proporcionan un resultado, el cua´l estara´ codificado por los objetos presentes
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en la zona de salida iout de la correspondiente configuracio´n de parada. Si
C = {Ci}i<r+1 (r ∈ N) es una configuracio´n de parada de Π, entonces la lon-
gitud de C es r, es decir, r es el nu´mero de configuraciones no iniciales que
aparecen en la sucesio´n finita C, y se denotara´ por |C|. Tambie´n se denotara´
por Ci(j) el contenido de la ce´lula j en la configuracio´n Ci. Es interesante tener
presente que, a lo largo de cada computacio´n, todos los objetos de Γ \ E que
aparezcan en el entorno tendra´n una multiplicidad finita.
4.3.2. Sistemas P de tejidos con divisio´n celular
Los sistemas P de tejidos con divisio´n celular se definen a partir de los
sistemas P ba´sicos de tejidos permitiendo el uso de reglas de divisio´n celular,
que esta´n inspiradas en el feno´meno biolo´gico de la mitosis celular. Las reglas
de divisio´n celular fueron incorporadas a estos sistemas en [45].
Definicio´n 4.7. Un sistema P de tejidos con divisio´n celular de grado q ≥ 1
es una tupla
Π = (Γ, E ,M1, . . . ,Mq,R, iout)
en donde:
Γ es un alfabeto finito, E ⊆ Γ yMj, 1 ≤ j ≤ q, son multiconjuntos sobre
Γ.
R es un conjunto finito de reglas sobre Γ de la forma:
(a) Reglas de comunicacio´n symport/antiport: (i, u/v, j), siendo i, j ∈
{0, 1, . . . , q}, i 6= j, u, v ∈M(Γ), |u|+ |v| > 0.
(b) Reglas de divisio´n celular: [ a ]i → [ b ]i [ c ]i, siendo i ∈ {1, 2, . . . , q},
i 6= iout y a, b, c ∈ Γ.
iout ∈ {0, 1, . . . , q}.
En lo que respecta a la sema´ntica de los sistema P de tejidos con divi-
sio´n celular, los conceptos de configuracio´n (teniendo presente que en el nuevo
marco pueden existir distintas ce´lulas con la misma etiqueta) y computacio´n se
definen de manera similar a como se hizo con los sistemas P ba´sicos de tejidos.
El punto clave radica en definir co´mo se implementa un paso de transicio´n
de una configuracio´n del sistema a una configuracio´n siguiente. Para ello, hay
que definir previamente el concepto de aplicabilidad de las reglas del sistema
Cap´ıtulo 4. El paradigma de la computacio´n celular con membranas 60
a una configuracio´n, as´ı como el efecto que produce la aplicacio´n de dichas
reglas. Puesto que este concepto ha sido definido previamente para reglas de
comunicacio´n, nos centraremos en las reglas de divisio´n.
Una regla de divisio´n [ a ]i → [ b ]i [ c ]i es aplicable a una configuracio´n Ct
en un instante t si en dicha configuracio´n existe, al menos, una ce´lula que esta´
etiquetada por i, distinta de la ce´lula de salida si la hubiera y, adema´s, contiene
al objeto a. La ejecucio´n de dicha regla a esa ce´lula de Ct produce la creacio´n
de dos nuevas ce´lulas con la misma etiqueta i, de tal manera que el objeto a
que dispara la regla desaparece y es sustituido por el objeto b, en la primera
de las ce´lulas creadas, y por el objeto c en la segunda de esas ce´lulas. Los
restantes objetos que aparec´ıan en la ce´lula donde se ha aplicado la regla, son
replicados («copiados») en las dos ce´lulas creadas. En la figura 4.3 se puede
apreciar una representacio´n de la regla de divisio´n celular.
Figura 4.3: Regla de divisio´n celular.
Se dira´ que una configuracio´n Ct del sistema P de tejidos con divisio´n celular
Π produce una configuracio´n Ct+1 en un paso de transicio´n, lo denotaremos
por Ct ⇒Π Ct+1 y diremos que Ct+1 es una configuracio´n siguiente de Ct, si se
puede pasar de Ct a Ct+1 aplicando las reglas de R de acuerdo con los siguientes
principios:
A un objeto arbitrario de una ce´lula cualquiera so´lo se le puede aplicar,
a lo sumo, una regla (escogida, en su caso, de forma no determinista).
A cada ce´lula so´lo se le puede aplicar o bien reglas de comunicacio´n o
bien una regla de divisio´n. En el caso de aplicarse reglas de comunicacio´n
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a la configuracio´n Ct, e´stas se aplicara´n de forma no determinista, para-
lela y maximal, de acuerdo con lo indicado previamente en los sistemas
P ba´sicos de tejidos. A la hora de aplicar una regla de divisio´n a la confi-
guracio´n Ct, e´sta sera´ seleccionada, en su caso, de forma no determinista.
As´ı pues, podemos imaginar que cuando se aplica una regla de divisio´n
a una ce´lula de una configuracio´n Ct, la propia ce´lula queda bloqueada a
efectos de poder comunicarse con otras ce´lulas vecinas o con el entorno.
Las nuevas ce´lulas resultantes de la divisio´n interactuara´n con las otras
ce´lulas o con el entorno so´lo en el siguiente paso de transicio´n, siempre que no
se vuelvan a dividir. Adema´s, esas ce´lulas tendra´n las mismas etiquetas que
la ce´lula que se divide y, por tanto, proporcionara´n nuevos arcos en el grafo
subyacente al sistema.
4.3.3. Sistemas P de tejidos con separacio´n celular
Los sistemas P de tejidos con separacio´n celular se definen a partir de los
sistemas P ba´sicos de tejidos permitiendo el uso de reglas de separacio´n celular,
que esta´n inspiradas en el feno´meno biolo´gico de la fisio´n celular. Las reglas
de separacio´n celular fueron incorporadas a estos sistemas en [37].
Definicio´n 4.8. Un sistema P de tejidos con separacio´n celular de grado q ≥ 1
es una tupla Π = (Γ,Γ0,Γ1, E ,M1, . . . ,Mq,R, iout), en donde:
Γ es un alfabeto finito, E ⊆ Γ yMj, 1 ≤ j ≤ q, son multiconjuntos sobre
Γ.
{Γ0,Γ1} es una particio´n de Γ; es decir, Γ = Γ0 ∪ Γ1,Γ0 6= ∅,Γ1 6= ∅ y
Γ0 ∩ Γ1 = ∅.
R es un conjunto finito de reglas sobre Γ de la forma:
(a) Reglas de comunicacio´n symport/antiport: (i, u/v, j), siendo i, j ∈
{0, 1, . . . , q}, i 6= j, u, v ∈M(Γ), |u|+ |v| > 0.
(b) Reglas de separacio´n celular: [ a ]i → [ Γ0 ]i [ Γ1 ]i, siendo
i ∈ {1, 2, . . . , q}, i 6= iout y a ∈ Γ.
En lo que respecta a la sema´ntica de los sistema P de tejidos con separa-
cio´n celular, los conceptos de configuracio´n (teniendo presente que en el nuevo
marco pueden existir distintas ce´lulas con la misma etiqueta) y computacio´n
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se definen de manera similar como se hizo con los sistemas P ba´sicos de tejidos.
El punto clave radica en definir co´mo se implementa un paso de transicio´n de
una configuracio´n del sistema a una configuracio´n siguiente. Para ello, hay que
definir previamente el concepto de aplicabilidad de las reglas del sistema a una
configuracio´n, as´ı como el efecto que produce la aplicacio´n de dichas reglas.
Nos centraremos en las reglas de separacio´n.
Una regla de separacio´n [ a ]i → [ Γ0 ]i [ Γ1 ]i es aplicable a una configuracio´n
Ct en un instante t si en dicha configuracio´n existe, al menos, una ce´lula que
esta´ etiquetada por i, distinta de la ce´lula de salida si la hubiera y, adema´s,
contiene al objeto a. La ejecucio´n de dicha regla a esa ce´lula de Ct produce la
creacio´n de dos nuevas ce´lulas con la misma etiqueta i de tal manera que el
objeto a que dispara la regla desaparece y, adema´s, los objetos de la ce´lula de
Ct a la que se ha aplicado la regla y pertenecen a Γ0 (respectivamente, Γ1) ira´n
a parar a la primera (respectivamente, a la segunda) de las ce´lulas creadas.
En la figura 4.4 se puede apreciar una representacio´n de la regla de separacio´n
celular.
Figura 4.4: Regla de separacio´n celular.
En este punto conviene resaltar un hecho importante: mientras que en la
aplicacio´n de las reglas de divisio´n se produce una replicacio´n de objetos en las
nuevas ce´lulas creadas, en la aplicacio´n de las reglas de separacio´n se produce,
simplemente, una distribucio´n de objetos.
Se dira´ que una configuracio´n Ct del sistema P de tejidos con separacio´n
elular Π produce una configuracio´n Ct+1 en un paso de transicio´n, lo denota-
remos por Ct ⇒Π Ct+1 y diremos que Ct+1 es una configuracio´n siguiente de
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Ct, si se puede pasar de Ct a Ct+1 aplicando las reglas de R de acuerdo con los
siguientes principios:
A un objeto arbitrario de una ce´lula cualquiera so´lo se le puede aplicar,
a lo sumo, una regla (escogida, en su caso, de forma no determinista).
A cada ce´lula so´lo se le puede aplicar o bien reglas de comunicacio´n o
bien una regla de separacio´n. En el caso de aplicarse reglas de comuni-
cacio´n a la configuracio´n Ct, e´stas se aplicara´n de forma no determinista,
paralela y maximal, de acuerdo con lo indicado previamente en los siste-
mas P ba´sicos de tejidos. A la hora de aplicar una regla de separacio´n a
la configuracio´n Ct, e´sta sera´ seleccionada, en su caso, de forma no deter-
minista. As´ı pues, podemos imaginar que cuando se aplica una regla de
separacio´n a una ce´lula de una configuracio´n Ct, la propia ce´lula queda
bloqueada a efectos de poder comunicarse con otras ce´lulas vecinas o con
el entorno.
Las nuevas ce´lulas resultantes de la separacio´n interactuara´n con las otras
ce´lulas o con el entorno so´lo en el siguiente paso de transicio´n, siempre que no
se vuelvan a separar. Adema´s, esas ce´lulas tendra´n las mismas etiquetas que
la ce´lula que se separa y proporcionara´n nuevos arcos en el grafo subyacente
al sistema.
4.3.4. Sistemas P de tejidos con reglas de comunicacio´n
evolutiva
En los sistemas P de tejidos con reglas symport/antiport, la comunicacio´n
entre las ce´lulas del sistema o las ce´lulas y el entorno, se produce de tal manera
que los objetos son «trasladados» de una zona a otra sin que e´stos tengan la
posibilidad de evolucionar a lo largo de dicho «desplazamiento». Los sistemas P
de tejidos con reglas de comunicacio´n evolutiva fueron introducidos en [60] y es
una generalizacio´n de los sistemas P de tejidos con reglas symport/antiport,
en los cuales se permite la evolucio´n de los objetos al aplicar las reglas de
comunicacio´n del sistema. En [60], se ha estudiado la eficiencia computacional
de dichos sistemas en el caso de que, adema´s, se permiten reglas de divisio´n
celular.
Definicio´n 4.9. Un sistema P de tejidos con reglas de comunicacio´n evolutiva
y divisio´n celular de grado q ≥ 1 es una tupla Π = (Γ, E ,M1, . . . ,Mq,R, iout),
en donde:
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Γ es un alfabeto finito, E ⊆ Γ y Mj, 1 ≤ j ≤ q, son multiconjuntos sobre
Γ;
R es un conjunto finito de reglas sobre Γ de la forma:
• Reglas de comunicacio´n evolutiva de tipo symport:
[ u ]i [ ]j → [ ]i [ u′ ]j, siendo 0 ≤ i, j ≤ q, i 6= j, u ∈ M+f (Γ), u′ ∈
Mf (Γ);
• Reglas de comunicacio´n evolutiva de tipo antiport:
[ u ]i [ v ]j → [ v′ ]i [ u′ ]j, where 0 ≤ i, j ≤ q, i 6= j, u, v ∈ M+f (Γ),
u′, v′ ∈Mf (Γ);
• Reglas de divisio´n celular: [ a ]i → [ b ]i [ c ]i, siendo i ∈ {1, . . . , q}, i 6=
iout y a, b, c ∈ Γ;
iout ∈ {0, 1, . . . , q}.
Un sistema P de tejidos con reglas de comunicacio´n evolutiva y divisio´n
celular de grado q ≥ 1 Π = (Γ, E ,M1, . . . ,Mq,R, iout), puede ser conside-
rado como un conjunto de q ce´lulas etiquetadas por 1, . . . , q tales que: (a) E
representa el conjunto de objetos colocados inicialmente en el entorno, cada
uno de ellos con un nu´mero arbitrario (teo´ricamente infinito) de copias; (b)
M1, . . . ,Mq representa los multiconjuntos de objetos colocados inicialmente
en las q ce´lulas del sistema; y (c) iout representa una zona distinguida que
codificara´ la salida del sistema. Usaremos el te´rmino zona i (0 ≤ i ≤ q) para
referirnos a la ce´lula i, en el caso 1 ≤ i ≤ q, o bien al entorno, en el caso
iout = 0.
Una configuracio´n en un instante t de un tal sistema esta´ descrita por
los multiconjuntos de objetos de Γ colocados en cada ce´lula, en ese instante,
as´ı como el multiconjunto de objetos de Γ \ E colocados en el entorno, en
ese instante. La configuracio´n inicial de Π = (Γ, E ,M1, . . . ,Mq,R, iout) es
(M1, . . . ,Mq, ∅).
Una regla de comunicacio´n evolutiva de tipo symport [ u ]i [ ]j → [ ]i [ u′ ]j
es aplicable a una configuracio´n Ct en un instante t si en dicha configuracio´n
existe, al menos, una zona que esta´ etiquetada por i y contiene el multicon-
junto u. La ejecucio´n de la regla [ u ]i [ ]j → [ ]i [ u′ ]j a una tal zona de Ct
produce los siguientes efectos: los objetos del multiconjunto representado por u
son consumidos y los objetos del multiconjunto representado por u′ son envia-
dos desde la zona i hasta la zona j en Ct. Una regla de comunicacio´n evolutiva
de tipo antiport [ u ]i [ v ]j → [ v′ ]i [ u′ ]j es aplicable a una configuracio´n Ct en
un instante t si en en dicha configuracio´n existe, al menos, una zona que esta´
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etiquetada por i y contiene el multiconjunto u y una zona j que contiene el
multiconjunto v. La ejecucio´n de la regla [ u ]i [ v ]j → [ v′ ]i [ u′ ]j a una tal zona
de Ct produce los siguientes efectos: los objetos de los multiconjuntos repre-
sentados por u y v son consumidos; los objetos del multiconjunto representado
por u′ son enviados desde la zona i hasta la zona j en Ct y los objetos del
multiconjunto representado por v′ son enviados desde la zona j hasta la zona i
en Ct. Te´ngase presente que la regla [ u ]i [ ]j → [ ]i [ u′ ]j se puede considerar
como un caso particular de la regla [ u ]i [ v ]j → [ v′ ]i [ u′ ]j (to´mese v = v′ = λ).
Por su parte, los conceptos de aplicabilidad de las reglas de divisio´n y su
ejecucio´n se definen de manera similar al caso de los sistemas P de tejidos
ordinarios.
En [60] se define la longitud (o taman˜o) de una regla de comunicacio´n
evolutiva [ u ]i [ v ]j → [ v′ ]i [ u′ ]j como sigue: length(r) = |u|+ |v|+ |u′|+ |v′|.
No obstante, a lo largo de este trabajo, usaremos tambie´n otro concepto de
longitud, introducido en [39]. Espec´ıficamente, la longitud de una tal regla r
sera´ un par ordenado de nu´meros naturales, definido como sigue: length′(r) =
(|u|+ |v|, |u′|+ |v′|).
Se dira´ que una configuracio´n Ct del sistema P de tejidos reglas de comu-
nicacio´n evolutiva y divisio´n celular Π produce una configuracio´n Ct+1 en un
paso de transicio´n, lo denotaremos por Ct ⇒Π Ct+1 y diremos que Ct+1 es una
configuracio´n siguiente de Ct, si se puede pasar de Ct a Ct+1 aplicando las reglas
de R de acuerdo con los siguientes principios:
A un objeto arbitrario de una ce´lula cualquiera so´lo se le puede aplicar,
a lo sumo, una regla (escogida de forma no determinista).
A cada ce´lula so´lo se le puede aplicar o bien reglas de comunicacio´n o bien
una regla de divisio´n. En el caso de aplicarse reglas de comunicacio´n a
la configuracio´n Ct, e´stas se aplicara´n de forma no determinista, paralela
y maximal, de acuerdo con lo indicado previamente en los sistemas P
ba´sicos de tejidos. En el caso de aplicarse una regla de divisio´n a la
configuracio´n Ct, e´sta sera´ seleccionada de forma no determinista. As´ı
pues, podemos imaginar que cuando se aplica una regla de divisio´n a
una ce´lula de una configuracio´n Ct, la propia ce´lula queda bloqueada a
efectos de poder comunicarse con otras ce´lulas vecinas o con el entorno.
Las nuevas ce´lulas resultantes de la divisio´n interactuara´n con las otras
ce´lulas o con el entorno so´lo en el siguiente paso de transicio´n, siempre que no
se vuelvan a dividir. Adema´s, esas ce´lulas tendra´n las mismas etiquetas que
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la ce´lula que se divide y, por tanto, proporcionara´n nuevos arcos en el grafo
subyacente al sistema.
A partir del concepto de paso de transicio´n se define, de manera natural,
el concepto de computacio´n del sistema.
Definicio´n 4.10. Un sistema P de tejidos con reglas de comunicacio´n
evolutiva y separacio´n celular, de grado q ≥ 1, es una tupla
Π = (Γ,Γ0,Γ1, E ,M1, . . . ,Mq,R, iout), en donde:
Γ es un alfabeto finito, E ⊆ Γ y Mj, 1 ≤ j ≤ q, son multiconjuntos sobre
Γ;
{Γ0,Γ1} es una particio´n de Γ; es decir, Γ = Γ0∪Γ1,Γ0,Γ1 6= ∅,Γ0∩Γ1 =
∅;
R es un conjunto finito de reglas sobre Γ de la forma:
• Reglas de comunicacio´n evolutiva de tipo symport:
[ u ]i [ ]j → [ ]i [ u′ ]j, siendo 0 ≤ i, j ≤ q, i 6= j, u ∈ M+f (Γ), u′ ∈
Mf (Γ);
• Reglas de comunicacio´n evolutiva de tipo antiport:
[ u ]i [ v ]j → [ v′ ]i [ u′ ]j, siendo 0 ≤ i, j ≤ q, i 6= j, u, v ∈ M+f (Γ),
u′, v′ ∈Mf (Γ);
• Reglas de separacio´n celular: [ a ]i → [ Γ0 ]i [ Γ1 ]i, siendo
i ∈ {1, 2, . . . , q}, i 6= iout y a ∈ Γ.
iout ∈ {0, 1, . . . , q}.
Los conceptos de aplicabilidad de las reglas de comunicacio´n evolutiva de
tipo symport y antiport, as´ı como de su ejecucio´n, han sido definidos previa-
mente. Por su parte, los conceptos de aplicabilidad de las reglas de separacio´n
y su ejecucio´n se definen de manera similar al caso de los sistemas P de tejidos
ordinarios.
Con respecto a la sema´ntica de esta variante, las reglas sera´n aplicadas
de forma no determinista y maximal con la siguiente restriccio´n: cuando una
ce´lula etiquetada por i es separada, entonces la regla de separacio´n sera´ la
u´nica regla de Ri que se aplicara´ a esa ce´lula en ese paso de computacio´n. Las
nuevas ce´lulas resultantes de la separacio´n interactuara´n con las otras ce´lulas o
con el entorno so´lo en el siguiente paso de transicio´n, siempre que no se vuelvan
a separar. Adema´s, esas ce´lulas tendra´n las mismas etiquetas que la ce´lula que
se separa y, por tanto, proporcionara´n nuevos arcos en el grafo subyacente al
sistema.
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4.4. Complejidad computacional en Membra-
ne Computing
El objetivo de esta seccio´n es introducir los elementos ba´sicos de una teor´ıa
de la complejidad computacional en el paradigma de la computacio´n celular
con membranas.
Para definir los primeros conceptos de complejidad computacional, se ha de
tener presente que la resolucio´n de problemas abstractos de decisio´n equivalen
al reconocimiento de los lenguajes formales asociados a los mismos. Por tanto,
en primer lugar, sera´ necesario considerar nuevos modelos de computacio´n
celular con membranas, denominados reconocedores, que tengan la habilidad de
reconocer lenguajes sobre alfabetos arbitrarios. Es importante hacer notar que
los dispositivos computacionales en el paradigma de la computacio´n celular son
no deterministas y, por ello, sera´ importante establecer diferencias significativas
con las cla´sicas ma´quina de Turing no deterministas.
Recordemos que la resolucio´n de problemas de decisio´n mediante MTNDs se
materializa mediante el concepto de aceptacio´n de una instancia del problema.
Espec´ıficamente, una instancia de un problema de decisio´n es aceptada por una
MTND si existe, al menos, una computacio´n de la ma´quina con ese dato de
entrada, que es de aceptacio´n; es decir, que es de parada y devuelve s´ı. En este
punto, conviene hacer notar que esta nocio´n cla´sica de aceptacio´n de un dato
de entrada por MTNDs no captura el verdadero concepto de algor´ıtmo [16],
en el sentido de que el resultado de una computacio´n de una tal ma´quina
no sera´ fiable, en general. So´lo lo sera´ cuando la respuesta de la misma sea
afirmativa. Por ello, la definicio´n que se va a presentar de aceptacio´n de un
dato de entrada por un sistema de membranas va a diferir sustancialmente del
concepto de aceptacio´n antes resen˜ado para MTNDs.
4.4.1. Sistemas de membranas reconocedores
A lo largo de este trabajo, el te´rmino sistema de membranas sera´ utilizado
para referirnos, indistintamente, a cualquier sistema P que trabaja a modo de
ce´lulas o a modo de tejidos, introducidos en las secciones 2 y 3 de este cap´ıtulo.
Definicio´n 4.11. Un sistema de membranas reconocedor de orden q ≥ 1 es
una tupla
(Π,Γ,Σ, µ,M1, . . . ,Mq,R, iin, iout)
en donde:
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Π es un sistema P de membranas de orden q ≥ 1. cuyo alfabeto de trabajo
es Γ y cuyos multiconjuntos inciales son M1, . . . ,Mq.
Γ contiene dos elementos distinguidos yes y no.
Σ es un alfabeto (denominado alfabeto de entrada) estrictamente conte-
nido en Γ. En el caso de sistemas de membranas que trabajan a modo de
tejidos, el alfabeto E del entorno ha de ser un subconjunto de Γ \ Σ.
M1, . . . ,Mq son multiconjuntos sobre Γ\Σ de tal manera que, al menos
una copia del s´ımbolo yes o del s´ımbolo no esta´ presente en alguno de
esos multiconjuntos.
iin ∈ {1, . . . , q} es la etiqueta de una membrana o´ ce´lula distinguida
(membrana o ce´lula de entrada).
iout = 0; es decir, la zona de salida es el entorno del sistema.
Todas las computaciones de Π son de parada.
Si C es una computacio´n de Π entonces, o bien el s´ımbolo yes o bien
el s´ımbolo no (pero no ambos) son enviados al entorno y, adema´s, en el
u´ltimo paso de la computacio´n.
Si (Π,Γ,Σ, µ,M1, . . . ,Mq,R, iin, iout) es un sistema de membranas reco-
nocedor, entonces para cada multiconjunto m sobre el alfabeto de entrada Σ
se considera el sistema de membranas Π con multiconjunto de entrada m. Di-
cho sistema se notara´ por Π + m y esta´ caracterizado por el hecho de que los
multiconjuntos asociados a la configuracio´n inicial del mismo es la siguiente:
M1, . . . ,Miin + m, . . . ,Mp. Es decir, dicha configuracio´n se obtiene a partir
de la configuracio´n inicial (M1, . . . ,Miin , . . . ,Mq) de Π, an˜adiendo el multi-
conjunto m al multiconjunto inicial Miin .
A continuacio´n se define una funcio´n Output cuyo dominio es el conjunto
de las computaciones de Π. Dicha funcio´n formalizara´ los resultados o salidas
de las computaciones del sistema. Si C es una computacio´n del sistema Π,
entonces Output(C) = yes (respectivamente, Output(C) = no) si el objeto
yes (resp. el objeto no) aparece en el entorno asociado a la configuracio´n de
parada de C pero, en cambio, no aparece en el entorno asociado a cualquier
configuracio´n de C que no sea de parada. Se dira´ que una computacio´n C del
sistema Π es de aceptacio´n (respectivamente, de rechazo) si Output(C) = yes
(respectivamente, Output(C) = no).
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Es interesante hacer notar que en los sistemas de membranas reconocedo-
res todas las computaciones son o bien de aceptacio´n o bien de rechazo. Ahora
bien, en principio, a partir de un multiconjunto de entrada m pueden exis-
tir computaciones que sean de aceptacio´n y otras que sean de rechazo. Si en
un sistema de membranas reconocedor Π, para un cierto multiconjunto m de
entrada se verifica que o bien todas las computaciones de Π+m son de acepta-
cio´n, o bien todas las computaciones de Π+m son de rechazo, entonces se dice
que el sistema de membranas reconocedor Π +m es confluente. Precisamente,
los sistemas de membranas reconocedores que son confluentes capturan el ver-
dadero concepto de algoritmo en el sentido de que, a pesar de ser dispositivos
no deterministas, el resultado de cualquiera de las computaciones de un tal
sistema con multiconjunto de entrada m, sera´ fiable, en tanto que su respuesta
coincidira´ con la de cualquier otra computacio´n arbitraria del mismo que este´
asociada a dicho multiconjunto de entrada m.
4.4.2. Clases de complejidad polinomial en sistemas de
membranas
Los sistemas de membranas son dispositivos computacionales tales que tie-
nen una descripcio´n finita; es decir, existe una cantidad inicial fija de recursos
iniciales, expresada a trave´s del nu´mero de membranas o ce´lulas, de los ta-
man˜os de los alfabetos y de los conjuntos de reglas. Por ello, a diferencia de lo
que sucede con las ma´quinas de Turing (deterministas o no deterministas) en
donde existe una cinta con infinitas celdas o casillas, para resolver un proble-
ma de decisio´n (que, usualmente, consta de un nu´mero infinito de instancias),
sera´ necesario una familia infinita numerable de sistemas de membranas, de
tal manera que cada uno de esos sistemas se encarguen de procesar un nu´mero
finito de instancias del problema.
Seguidamente, se va a introducir el concepto de tratabilidad de proble-
mas de decisio´n en Membrane Computing, a trave´s de sistemas de membranas
reconocedores. Dicho con otras palabras, se va a definir que´ significa resol-
ver eficientemente (es decir, en tiempo polinomial) un problema de decisio´n
mediante dicho tipo de sistemas. Para ello, conviene precisar, previamente,
algunos conceptos importantes.
Definicio´n 4.12. Se dice que una familia Π = {Π(n) : n ∈ N} de sistemas
de membranas reconocedores es polinomialmente uniforme por ma´quinas de
Turing si existe una MTD que trabaja en tiempo polinomial y construye el
sistema Π(n) a partir del nu´mero natural n ∈ N, expresado en codificacio´n
1-aria.
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A la hora de definir el concepto de resolucio´n de un problema de decisio´n
X = (IX , θX) a trave´s de una familia de sistemas de membranas reconocedo-
res, se trata de que los sistemas de la familia procesen un conjunto finito de
instancias del problema; concretamente, todas aquellas instancias que posean
un determinado «taman˜o fijo» que sera´ fijado por una cierta funcio´n compu-
table s. En tales circunstancias, un tal sistema procesara´ todas las instancias
u ∈ IX con el mismo «taman˜o» siempre que dicho sistema trabaje con un
multionjunto de entrada que sera´ codificado/obtenido a trave´s de otra funcio´n
computable, que notaremos por cod. Esta idea justifica la siguiente definicio´n
de lo que entenderemos por codificacio´n en tiempo polinomial de un problema
de decisio´n en una familia de sistemas de membranas reconocedores.
Definicio´n 4.13. Sea X = (IX , θX) un problema de decisio´n y Π = {Π(n) :
n ∈ N} una familia de sistemas de membranas reconocedores. Una codificacio´n
polinomial del problema X en la familia Π es un par ordenado (cod, s) de fun-
ciones computables en tiempo polinomial sobre IX tal que: (a) para cada ins-
tancia u ∈ IX , s(u) es un nu´mero natural (obtenido por medio de un esquema
de codificacio´n razonable); (b) para cada k ∈ N, el conjunto s−1(k) es finito;
y (c) para cada u ∈ IX , cod(u) es un multiconjunto de entrada del sistema
Π(s(u)).






















Figura 4.5: Codificacio´n polinomial de un problema en una familia de sistemas de
membranas
Proposicio´n 4.1. Si X1, X2 son problemas de decisio´n, f es una reducibilidad
en tiempo polinomial de X1 en X2, y (cod, s) es una codificacio´n polinomial de
X2 en la familia Π. Entonces, (cod ◦ f, s ◦ f) es una codificacio´n polinomial de
X1 en la familia Π.
Para ma´s detalles, ve´ase [51].
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Definicio´n 4.14. Sea X = (IX , θX) un problema de decisio´n, Π = {Π(n) :
n ∈ N} una familia de sistemas de membranas reconocedores y (cod, s) una
codificacio´n polinomial del problema X en la familia Π.
Diremos que la familia Π es adecuada con respecto a (X, cod, s) si para
cada instancia u ∈ IX tal que existe, al menos, una computacio´n de
aceptacio´n del sistema Π(s(u)) + cod(u), se tiene que θX(u) = 1.
Diremos que la familia Π es completa con respecto a (X, cod, s) si para
cada instancia u ∈ IX tal que θX(u) = 1, se tiene que toda computacio´n
del sistema Π(s(u)) + cod(u) es una computacio´n de aceptacio´n.
Obse´rvese que si una familia Π = {Π(n) : n ∈ N} de sistemas de membra-
nas reconocedores es adecuada y completa con respecto a (X, cod, s), entonces
para cada instancia u ∈ IX se tiene que el sistema Π(s(u)) + cod(u) es con-
fluente.
A continuacio´n se define el concepto de resolubilidad uniforme y eficiente
(en tiempo polinomial) de un problema de decisio´n en el marco de Membrane
Computing.
Definicio´n 4.15. Sea R una clase arbitraria de sistemas de membranas reco-
nocedores. Diremos que un problema de decisio´n X = (IX , θX) es resoluble de
manera uniforme y en tiempo polinomial, por una familia Π = {Π(n) : n ∈ N}
de sistemas de R, y lo notaremos por X ∈ PMCR, si se verifica las siguiente
condiciones:
(a) La familia Π es polinomialmente uniforme por maquinas de Turing.
(b) Existe una codificacio´n polinomial (cod, s) de X en Π tal que:
(b1) La familia Π polinomialmente acotada con respecto a (X, cod, s); es
decir, existe un nu´mero natural k ∈ N tal que para cada instancia
u ∈ IX , toda computacio´n de Π(s(u)) + cod(u) realiza, a lo sumo,
|u|k pasos de computacio´n.
(b2) La familia Π es adecuada y completa con respecto a (X, cod, s).
Es interesante hacer notar que si Π = {Π(n) : n ∈ N} es una familia de
sistemas reconocedores que resuelve un problema de decisio´n X, entonces, para
cada instancia u del problema se verifica que el sistema Π(s(u)) + cod(u) es
confluente. De este hecho se deduce, a su vez, de forma inmediata, que la clase
de complejidad PMCR es cerrada bajo complementario. Adema´s, se puede
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demostrar que la clase de complejidad PMCR es cerrada bajo reducibilidad
en tiempo polinomial; es decir, si X1 y X2 son problemas de decisio´n tales que
X1 es reducible en tiempo polinomial a X2 y, adema´s, X2 ∈ PMCR, entonces
se tiene que X1 ∈ PMCR (para ma´s detalle, ve´ase [51]).
Por otra parte, recordemos que si una MTND, M , resuelve un problema
de decisio´n X = (IX , θX) entonces para cada instancia u ∈ IX se tiene que
θX(u) = 1 si y so´lo si existe, al menos, una computacio´n de la ma´quina M
con dato de entrada u que es de aceptacio´n. En cambio, si una familia Π =
{Π(n) : n ∈ N} de sistemas de membranas reconocedores resuelve un problema
de decisio´n X = (IX , θX) y (cod, s) es una codificacio´n polinomial de X en
Π, de acuerdo con dicha definicio´n, entonces para cada instancia u ∈ IX se
tiene que θX(u) = 1 si y so´lo si toda computacio´n del sistema Π(s(u)) +
cod(u) es de aceptacio´n. Como se puede observar, se han establecido diferencias
significativas en lo que respecta a la definicio´n del concepto de aceptacio´n de
una instancia de un problema de decisio´n por medio de sistemas de membranas
reconocedoras, en relacio´n con la definicio´n cla´sica dada para MTNDs.
Proposicio´n 4.2. Si R es una clase arbitraria de sistemas de membranas
reconocedores entonces se verifica que P ⊆ PMCR.
Demostracio´n. Sea X = (IX , θX) un problema de decisio´n que pertenece a la
clase de complejidad P. Entonces existe una MTD, M , que trabaja en tiempo
polinomial y resuelve el problema X; es decir, para cada instancia u ∈ IX se
tiene que θX(u) = 1 si y so´lo si la ma´quina M con dato de entrada u para y
devuelve yes.
Consideremos una familia Π = {Π(n) : n ∈ N} de sistemas de membranas
de la clase R en donde el el sistema Π(1) esta´ descrito como sigue:
En el caso de sistemas que trabajan a modo de ce´lula se considera
una u´nica membrana (etiquetada por 1) cuyo alfabeto de trabajo es
Γ = {yes, no} y las u´nicas reglas del sistema son [ yes ]1 → yes [ ]1
y [ no ]1 → no [ ]1[ no ]1.
En el caso de sistemas que trabajan a modo de tejidos se considera una
u´nica ce´lula (etiquetada por 1) cuyo alfabeto de trabajo es Γ = {yes, no}
y las u´nicas reglas del sistema son (1, yes/λ, 0) y (1, no/λ, 0).
Se considera la codificacio´n polinomial (cod, s) del problema X en la familia
Π definida como sigue: para cada instancia u ∈ IX ,
s(u) = 1 y cod(u) =
{
yes si M(u) es una computacio´n de aceptacio´n
no si M(u) es una computacio´n de rechazo
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En tal situacio´n, para cada instancia u ∈ IX el sistema Π(1) + cod(u) en-
cargado de procesar u verifica lo siguiente: (a) si M(u) es una computacio´n
de aceptacio´n, entonces la membrana/ce´lula etiquetada por 1 contiene inicial-
mente el multiconjunto {yes} y, por tanto, el sistema para tras realizar un
paso de computacio´n, respondiendo yes; y (b) si M(u) es una computacio´n de
rechazo, entonces la membrana/ce´lula etiquetada por 1 contiene inicialmente
el multiconjunto {no} y, por tanto, el sistema para tras realizar un paso de
computacio´n, respondiendo no. En consecuencia, la familia Π as´ı definida re-
suelve el problema X de manera uniforme y en un solo paso de transicio´n.
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Cap´ıtulo 5
Fronteras de la eficiencia en
computacio´n celular con
membranas
En el cap´ıtulo 3 se describio´ una nueva metodolog´ıa para atacar el pro-
blema P versus NP basada en la obtencio´n de fronteras de la eficiencia de
modelos de computacio´n, expresadas en te´rminos de ingredientes sinta´cticos
y/o sema´nticos de dichos modelos. El objetivo de este cap´ıtulo consiste en pre-
sentar los resultados ma´s importantes que ya se han establecidos, en relacio´n
con las fronteras de la eficiencia en el paradigma de la computacio´n celular con
membranas.
5.1. Sistemas P que trabajan a modo de ce´lu-
las
En esta seccio´n se van a detallar las fronteras antes citadas que ya han sido
obtenidas en sistemas de membranas reconocedores que trabajan a modo de
ce´lulas.
5.1.1. Sistemas P ba´sicos de transicio´n
En [17] se ha establecido que las ma´quinas de Turing deterministas pueden
ser simuladas eficientemente a trave´s de familias de sistemas P ba´sicos de
transicio´n reconocedores (cuya clase se denota por T ). As´ı pues, se tiene que
P ⊆ PMCT . Adema´s, en la referencia antes citada se ha probado que si un
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problema de decisio´n es resoluble en tiempo polinomial por una familia de
sistemas de membranas de la clase T , entonces existe una ma´quina de Turing
determinista que resuelve dicho problema en tiempo polinomial; es decir, se
ha establecido que PMCT ⊆ P. En consecuencia, resulta que PMCT = P
y, por tanto, los sistemas P ba´sicos de transicio´n reconocedores proporcionan
modelos de computacio´n que son no eficientes.
5.1.2. Sistemas P con membranas activas
En [70] se ha probado que los sistemas P reconocedores con membranas
activas y con cargas ele´ctricas que no usan reglas de divisio´n (cuya clase se
representa por NAM), son modelos de computacio´n no eficientes; es decir, se
ha establecido que PMCNAM = P. Por otra parte, en [51, 47, 48], entre otras
referencias, se han proporcionado soluciones uniformes en tiempo polinomial
de problemas NP-completos a trave´s de familias de sistemas P reconocedores
con membranas activas y con cargas ele´ctricas que usan reglas de divisio´n pero
so´lo para membranas elementales (cuya clase se representa por DAM(−ne)).
Adema´s, si en el marco de los sistemas P reconocedores con membranas activas
y con cargas ele´ctricas se usan reglas de separacio´n de membranas elementales,
en lugar de reglas de divisio´n de membranas, como mecanismo para construir
eficientemente una cantidad exponencial de espacio (expresada en el nu´mero
de objetos y el nu´mero de membranas), entonces tambie´n es posible dar solu-
ciones uniformes en tiempo polinomial de problemas NP-completos a trave´s
de familias de dichos sistemas (en [36] se ha proporcionado una tal solucio´n
para el problema SAT).
As´ı pues, en el marco de los sistemas P reconocedores con membranas
activas y con cargas ele´ctricas, pasar de prohibir el uso de reglas de divi-
sio´n y de separacio´n para membranas elementales (NAM) a permitir su uso
(DAM(−ne) o SAM(−ne)), proporciona una frontera entre la no eficiencia
y la presumible eficiencia.
Por su parte, si el nu´mero de cargas ele´ctricas en los sistemas P reconocedo-
res con membranas activas pasa de tres a dos, entonces no hay cambio alguno
en lo que respecta a la no eficiencia o a la presumible eficiencia de dichos mo-
delos computacionales (ver [2] para ma´s detalles). Ahora bien, como se va a
ver en la siguiente subseccio´n, la situacio´n es muy distinta cuando se pasa de
usar tres cargas ele´ctricas a permitir so´lo el uso de una carga, lo cual equivale,
de hecho, a considerar sistemas P reconocedores con membranas activas y sin
polarizaciones.
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5.1.3. Sistemas P con membranas activas y sin cargas
ele´ctricas
Sea DAM0 la clase de los sistemas P reconocedores con membranas acti-
vas, sin polarizaciones y que usan reglas de divisio´n de membranas. En esta
subseccio´n se notara´ por DAM0(α, β) la clase de todos los sistemas del tipo
antes citado y tales que:
(a) Si α = +d (respectivamente γ = −d) entonces se permiten las reglas de
disolucio´n (respectivamente, se proh´ıben).
(b) Si β = +ne (respectivamente, −ne) entonces se permiten reglas de di-
visio´n para membranas elementales y no elementales (respectivamente,
so´lo para membranas elementales).
A comienzos de 2005, Gh. Pa˘un escribio´ lo siguiente (problema F de [44]):
My favorite question (related to complexity aspects in P systems with active
membranes and with electrical charges) is that about the number of polariza-
tions. Can the polarizations be completely avoided? The feeling is that this is
not possible – and such a result would be rather sound: passing from no polariza-
tion to two polarizations amounts to passing from non–efficiency to efficiency.
Es decir, la impresio´n del profesor Pa˘un es que en el marco inicial de los
los sistemas P reconocedores con membranas activas (que so´lo usan reglas de
divisio´n para membranas elementales) pasar de no usar ninguna carga ele´ctrica
a usar dos significa pasar de la no eficiencia a la eficiencia (bajo el supuesto de
que P 6= NP). Esta es la denominada conjetura de Pa˘un y que, formalmente,
puede ser formulada, en te´rminos de clases de complejidad de sistemas de
membranas como sigue: P = PMCDAM0(+d,−ne).
Por tanto, admitiendo que P 6= NP, una respuesta afirmativa a dicha cues-
tio´n indicar´ıa que la habilidad de los sistemas de membranas de
DAM0(+d,−ne) para crear una cantidad exponencial de espacio (expresa-
do en te´rminos del nu´mero de objetos y el nu´mero de membranas) en tiempo
polinomial, no ser´ıa suficiente para poder resolver de manera eficiente proble-
mas computacionalmente duros. Por contra, una respuesta negativa a dicha
cuestio´n, proporcionar´ıa una frontera entre la tratabilidad y la intratabilidad
de problemas: el uso o no de reglas de divisio´n para membranas elementales.
Es importante hacer notar que, hasta el momento en que se hizo pu´blica
la citada conjetura, el papel jugado por las reglas de disolucio´n en el ana´lisis
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de la eficiencia computacional de sistemas de membranas, hab´ıa sido mera-
mente «testimonial». Hasta el punto de que, en el mismo an˜o 2005, el creador
de la disciplina Gh. Pa˘un hab´ıa afirmado, en un contexto informal, que las
reglas de disolucio´n eran aparentemente inocente desde el punto de vista de la
complejidad computacional.
Los sistemas P reconocedores con membranas activas, sin cargas ele´ctricas,
sin reglas de disolucio´n pero que permiten reglas de divisio´n so´lo para mem-
branas no elementales y, adema´s, el uso de catalizadores biestables (cuya clase
se denota por BAM(−d,−ne)) permiten resolver problemas NP-completos de
manera uniforme y en tiempo polinomial (ver [50] para ma´s detalles). Teniendo
presente que P = PMCDAM0(−d,+ne), se deduce que en el marco de los sistemas
P con membranas activas, sin cargas ele´ctricas, sin reglas de disolucio´n y con
reglas de divisio´n so´lo para membranas elementales, pasar de prohibir el uso de
catalizadores biestables a permitirlo BAM(−d,−ne), constituye una frontera
entre la no eficiencia y la presumible eficiencia.
Los sistemas P reconocedores con membranas activas, sin polarizaciones y
sin reglas de disolucio´n que usan reglas que permiten el cambio de etiqueta en
las membranas, son presumiblemente eficientes (ver [3] para ma´s detalles). En
consecuencia, en el marco de los sistemas P con membranas activas, sin cargas
ele´ctricas y sin reglas de disolucio´n, que so´lo permiten reglas de divisio´n para
membranas elementales, prohibir o permitir el uso de reglas cuya aplicacio´n
puede propiciar el cambio de las etiquetas de las membranas, proporciona una
nueva frontera entre la no eficiencia y la presumible eficiencia.
En [18] se ha probado que P = PMCDAM0(−d,+ne), lo cual puede considerar-
se como una respuesta parcial afirmativa a la conjetura de Pa˘un, en el sentido
de que si se impone la condicio´n adicional de prohibir reglas de disolucio´n, en-
tonces dicha conjetura es verdadera. En esta situacio´n y teniendo en cuenta que
hasta ese momento ese tipo de reglas hab´ıa jugado un papel secundario desde
el punto de vista de la eficiencia computacional, todo hac´ıa pensar que dicha
conjetura ser´ıa tambie´n verdadera en el caso de que se permitiera esas reglas.
No obstante, en la referencia citada anteriormente se proporciono´ una solu-
cio´n uniforme y en tiempo polinomial del problema NP-completo Subset Sum
a trave´s de una familia de sistemas reconocedores de DAM0(+d,+ne). Este
resultado puede ser interpretado como una respuesta parcial negativa a la con-
jetura de Pa˘un, en el sentido de que si en el marco DAM0(+d) se permite
el uso de reglas de divisio´n de membranas no elementales, entonces la citada
conjetura es falsa (bajo el supuesto de que P 6= NP).
Por tanto, en el marco de los sistemas P reconocedores con membranas
activas y sin polarizaciones que permiten el uso de reglas de divisio´n para
5.1. Sistemas P que trabajan a modo de ce´lulas 79
membranas elementales y no elementales, pasar de prohibir el uso de reglas
de disolucio´n a permitirlo, proporciona una frontera entre la no eficiencia y la
presumible eficiencia.
En la Figura 5.1 aparecen resumidas todas las fronteras de la tratabilidad de
problemas que han sido obtenidas en los sistemas de membranas que trabajan
















P = PMCR NP ∪ co-NP ⊆ PMCR
PSPACE ⊆ PMCR Desconocido
Figura 5.1: Fronteras de la eficiencia en sistemas P con membranas activas
5.1.4. Sistemas P con reglas symport/antiport
En esta seccio´n se van a detallar las fronteras de la eficiencia que ya han
sido obtenidas en sistemas de membranas reconocedores que trabajan a modo
de ce´lulas y sus reglas de comunicacio´n son del tipo symport/antiport. Para
ello, vamos a comenzar fijando las notaciones que van a ser utilizadas para
sistemas P reconocedores.
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CC: con reglas symport/antiport.
CDC: con reglas symport/antiport y reglas de divisio´n de membranas
(ĈDC, ana´logo pero sin entorno).
CSC: con reglas symport/antiport y reglas de separacio´n de membranas
(ĈSC, ana´logo pero sin entorno).
Para cada k ≥ 1, CDC(k): con reglas de divisio´n de membranas y reglas
de comunicacio´n de longitud, a lo sumo k (ana´logo para ĈDC(k)).
Para cada k ≥ 1, CSC(k): con reglas de separacio´n de membranas y
reglas de comunicacio´n de longitud, a lo sumo, k (ana´logo para ĈSC(k)).
En [28] se establecio´ que los sistemas P reconocedores con reglas de divi-
sio´n o de separacio´n de membranas y reglas de comunicacio´n de longitud 1,
son modelos de computacio´n no eficientes. Por tanto, en particular se tiene que
PMCCC = P. En [35, 67] se proporciono´ una solucio´n polinomial y uniforme
del problema HAM-CYCLE mediante una familia de sistemas de membranas de
CDC(2), justificando que esta clase de modelos de computacio´n es presumible-
mente eficiente. De ah´ı resulta que en el marco de los sistemas P reconocedores
con reglas symport/antiport y reglas de divisio´n, una frontera entre la no efi-
ciencia y la presumible eficiencia se obtiene al pasar de usar so´lo reglas de
comunicacio´n de longitud 1, a permitir el uso de reglas de comunicacio´n de
longitud a lo sumo 2.
Sin embargo, la situacio´n es bien distinta cuando en los sistemas P recono-
cedores que usan reglas de comunicacio´n de longitud a lo sumo 2, se consideran
reglas de separacio´n de membranas en lugar de reglas de divisio´n; espec´ıfica-
mente, en [68] se establecio´ que u´nicamente problemas de la clase P pod´ıan ser
resuelto en tiempo polinomial y de manera uniforme mediante familias de sis-
temas de membranas de CSC(2). Teniendo presente que en [29] se proporciono´
una solucio´n polinomial y uniforme del problema SAT mediante una familia de
sistemas de membranas de CSC(3), resulta que en el marco de los sistemas P
reconocedores con reglas symport/antiport y reglas de separacio´n, una frontera
entre la no eficiencia y la presumible eficiencia se obtiene al pasar de usar so´lo
reglas de comunicacio´n de longitud a lo sumo 2, a permitir el uso de reglas de
comunicacio´n de longitud a lo sumo 3.
En lo que respecta al papel que, desde el punto de vista de la complejidad
computacional, juega el entorno en los sistemas P reconocedores con reglas
symport/antiport cabe destacar dos resultados importantes. Por una parte,
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en [34] se probo´ que el entorno es irrelevante cuando se usan reglas de divisio´n
de membranas; espec´ıficamente, se demostro´ que para cada nu´mero natural k ≥
1 se tiene que PMCCDC(k) = PMCĈDC(k). Por otra parte, en [26] se establecio´
la relevancia del mismo cuando se usan reglas de separacio´n de membranas;
espec´ıficamente, se demostro´ que para cada nu´mero natural k ≥ 1 se tiene que
P = PMCĈSC(k). De estos resultados se deducen, fa´cilmente, nuevas fronteras
entre la no eficiencia y la presumible eficiencia:
Pasar de ĈSC(2) a ĈDC(2) (frontera expresada a trave´s del tipo de reglas:
separacio´n versus divisio´n).
Pasar de ĈSC(3) a CSC(3) (frontera expresada a trave´s de la existencia
o no del entorno).
En las Figuras 5.2 y 5.3 aparecen resumidas todas las fronteras de la tra-
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P = PMCR NP ∪ co-NP ⊆ PMCR
Figura 5.2: Fronteras de la eficiencia en sistemas P con reglas symport/antiport
con entorno
5.2. Sistemas P que trabajan a modo de teji-
dos
En esta seccio´n se van a detallar las fronteras de la eficiencia que ya han
sido obtenidas en sistemas de membranas reconocedores que trabajan a modo
de tejidos. Para ello, vamos a comenzar fijando las notaciones que van a ser
utilizadas para dichos sistemas de membranas.
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P = PMCR NP ∪ co-NP ⊆ PMCR
Figura 5.3: Fronteras de la eficiencia en sistemas P con reglas symport/antiport
sin entorno
T C: ba´sicos.
T DC: con reglas de divisio´n celular (T̂ DC: ana´logo, pero sin entorno).
T SC: con reglas de divisio´n celular (T̂ SC: ana´logo, pero sin entorno).
Para cada k ≥ 1, T DC(k): con reglas de divisio´n celular y reglas de
comunicacio´n de longitud, a lo sumo, k (ana´logo para T̂ DC(k)).
Para cada k ≥ 1, T SC(k): con reglas de divisio´n celular y reglas de
comunicacio´n de longitud, a lo sumo, k (ana´logo para T̂ SC(k)).
Para los sistemas P de tejidos reconocedores con reglas de comunicacio´n
evolutiva se utilizara´n las siguientes notaciones:
T DEC: con reglas de divisio´n celular (T̂ DEC: ana´logo, pero sin entorno).
T SEC: con reglas de divisio´n celular (T̂ SEC: ana´logo, pero sin entorno).
Para cada k ≥ 1, T DEC(k): con reglas de divisio´n celular y reglas de co-
municacio´n evolutiva de longitud, a lo sumo, k (ana´logo para T̂ DEC(k)).
Para cada k ≥ 1, T SEC(k): con reglas de divisio´n celular y reglas de co-
municacio´n evolutiva de longitud, a lo sumo, k (ana´logo para T̂ SEC(k)).
Para cada k1, k2 ≥ 1, T DEC(k1, k2): con reglas de divisio´n celular y reglas
de comunicacio´n evolutiva cuya LHS tiene longitud, a lo sumo, k1 y cuya
RHS tiene longitud, a lo sumo, k2 (ana´logo para T̂ DEC(k1, k2)).
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Para cada k1, k2 ≥ 1, T SEC(k1, k2): con reglas de divisio´n celular y reglas
de comunicacio´n evolutiva cuya LHS tiene longitud, a lo sumo, k1 y cuya
RHS tiene longitud, a lo sumo, k2 (ana´logo para T̂ SEC(k1, k2)).
5.2.1. Sistemas P de tejidos symport/antiport y con en-
torno
En [13] se establecio´ que los sistemas P ba´sicos de tejidos reconocedores
pod´ıan ser simulados eficientemente por sistemas P ba´sicos de transicio´n reco-
nocedores (que trabajan a modo de ce´lulas). Por tanto, resulta que PMCT C ⊆
PMCT . Ahora bien, teniendo presente que P ⊆ PMCT C y que P = PMCT ,
se concluye finalmente que P = PMCT C. As´ı pues, los sistemas P ba´sicos de
tejidos reconocedores proporcionan modelos de computacio´n no eficientes.
En lo que respecta a los sistemas P de tejidos reconocedores y con divisio´n
celular, en [13] se ha probado la no eficiencia de dichos sistemas de tejidos
cuando las reglas de comunicacio´n no usan cooperacio´n; es decir, se ha probado
que P = PMCT DC(1). Por otra parte, en [38] se ha probado la no eficiencia de
los sistemas P de tejidos reconocedores y con separacio´n celular que usan reglas
de comunicacio´n de longitud, a lo sumo, 2; es decir, P = PMCT SC(2).
En lo que respecta a la presumible eficiencia de estos modelos de compu-
tacio´n, por una parte, en [55] se ha proporcionado una solucio´n uniforme en
tiempo polinomial del problema HAM-CYCLE mediante familias de sistemas de
T DC(2). Por otra, en [54] se ha proporcionado una solucio´n uniforme en tiempo
polinomial del problema SAT mediante familias de sistemas de T SC(3).
Por tanto, en el marco de los sistemas P de tejidos con divisio´n celular,
el paso de usar reglas de comunicacio´n no cooperativas a permitir reglas de
comunicacio´n de longitud a lo sumo 2, equivale a pasar de la no eficiencia a
la presumible eficiencia. Por su parte, en el marco de los sistemas P de tejidos
con separacio´n celular, el paso de usar reglas de comunicacio´n de longitud, a
lo sumo 2, a permitir el uso de reglas de comunicacio´n de longitud, a lo sumo
3, equivale pasar de la no eficiencia a la presumible eficiencia.
Ma´s au´n, en el marco de los sistemas P de tejidos reconocedores que usan
reglas de comunicacio´n de longitud a lo sumo 2, pasar de usar reglas de se-
paracio´n celular (T SC(2)) a permitir el uso de reglas de divisio´n (T DC(2)),
constituye una frontera entre la no eficiencia y la presumible eficiencia. As´ı
pues, esta frontera esta´ especificada a trave´s del tipo de reglas que se usan en
los modelos computacionales (pasar de prohibir reglas de divisio´n o de separa-
cio´n a permitirlas). Es interesante observar que, comparando estas dos u´ltimas
fronteras, se deduce lo siguiente: desde el punto de vista de la complejidad
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computacional, la replicacio´n de objetos (base de la sema´ntica de las reglas
de divisio´n celular) es ma´s potente que la distribucio´n de objetos (base de la
sema´ntica de las reglas de separacio´n celular). Ma´s au´n, se podr´ıa afirmar que
la replicacio´n es estrictamente ma´s potente que la distribucio´n si y so´lo si se
verifica que P 6= NP.
5.2.2. Sistemas P de tejidos symport/antiport y sin en-
torno
Aqu´ı, se analiza el papel que juega el entorno en los sistemas P de tejidos
reconocedores, desde el punto de vista de la complejidad computacional.
En [49] se ha probado que toda familia de sistemas P de tejidos reconocedo-
res con divisio´n celular de T DC(k) (k ≥ 1) que resuelve un problema de deci-
sio´n X de manera uniforme y en tiempo polinomial, puede ser simulada por una
familia de sistemas P de tejidos reconocedores con divisio´n celular y sin entorno
de T̂ DC(k) que resuelve, as´ı mismo, de manera uniforme y en tiempo polino-
mial, el mismo problema X. Es decir, se tiene que PMCT DC(k) = PMCT̂ DC(k),
para cada k ≥ 1. Por tanto, en el marco de los sistemas P de tejidos reconoce-
dores y con divisio´n celular, el entorno juega un papel irrelevante desde el
punto de vista de la complejidad computacional.
La cuestio´n que nos planteamos seguidamente es que´ sucede si considera-
mos reglas de separacio´n celular en lugar de reglas de divisio´n celular. En [27] se
ha probado (usando la te´cnica algor´ıtmica) que u´nicamente se pueden resolver
problemas de la clase P mediante familias de sistemas P de tejidos reconoce-
dores sin entorno que usan reglas de separacio´n celular (con independencia de
la longitud de las reglas de comunicacio´n que se permitan en esos sistemas de
membranas). Es decir, se tiene que P = PMCT̂ SC. Por tanto, en el marco de los
sistemas P de tejidos reconocedores y con separacio´n celular, el entorno juega
un papel relevante desde el punto de vista de la complejidad computacional.
Por tanto, nuevas fronteras de la tratabilidad de problemas son las siguien-
tes:
En sistemas P de tejidos reconocedores sin entorno: pasar del uso de
reglas de separacio´n celular (T̂ SC) a permitir el uso de reglas de divisio´n
celular (T̂ DC).
En sistemas P de tejidos reconocedores sin entorno que usan reglas de
comunicacio´n de longitud a lo sumo k (para cada k ≥ 2): pasar del uso
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de reglas de separacio´n celular (T̂ SC(k)) a permitir el uso de reglas de
divisio´n celular (T̂ DC(k)).
En sistemas P de tejidos reconocedores sin entorno que usan reglas de
divisio´n celular: pasar de usar so´lo reglas de comunicacio´n de longitud 1
(T̂ DC(1)) a permitir el uso de reglas de comunicacio´n de longitud a lo
sumo 2 (T̂ DC(2)).
En sistemas P de tejidos reconocedores que usan reglas de separacio´n
celular de longitud a lo sumo 3: pasar de no poseer entorno (T̂ SC(3)) a
tenerlo (T SC(3)).
En las Figuras 5.4 y 5.5 aparecen resumidas todas las fronteras de la tra-
tabilidad de problemas que han sido obtenidas en sistemas de membranas que
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P = PMCR NP ∪ co-NP ⊆ PMCR
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P = PMCR NP ∪ co-NP ⊆ PMCR
Figura 5.5: Fronteras de la eficiencia en sistemas P de tejidos sin entorno
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5.2.3. Sistemas P de tejidos con reglas de comunicacio´n
evolutiva
En primer lugar, conviene tener presente que si X ⊆ {D,S} entonces se
tiene que T XC ⊆ T XEC ya que, por una parte, toda regla symport (i, u/λ, j)
puede ser considerada como una regla de comunicacio´n evolutiva del tipo
[ u ]i [ ]j → [ ]i [ u ]j; y, por otra, toda regla antiport (i, u/v, j) puede ser
considerada como una regla de comunicacio´n evolutiva del tipo [ u ]i [ v ]j →
[ v ]i [ u ]j.
Adema´s, se verifican las relaciones siguientes:
PMCT XC(k) ⊆ PMCT XEC(k,k) ⊆ PMCT XEC(2k).
PMCT XEC(k1,k2) ⊆ PMCT XEC(k1+k2).
Si k ≥ 2 entonces PMCT XEC(k) ⊆ PMCT XEC(k,k−1).
En [60] se ha probado que los sistemas P de tejidos reconocedores con
reglas de comunicacio´n evolutiva y divisio´n celular que, inicialmente, tienen
una so´la ce´lula y, o bien usan reglas de evolucio´n symport de longitud, a lo
sumo 3, o bien usan reglas de evolucio´n antiport de longitud, a lo sumo 4, son
modelos universales, en el sentido de tener la misma potencia computacional
que las ma´quinas de Turing deterministas. Adema´s, en el art´ıculo antes citado
se ha probado, por un aparte, la no eficiencia de los sistemas P de tejidos de
T DEC(2) (es decir, P = PMCT DEC(2)) y, por otra, la presumible eficiencia de
los sistemas P de tejidos de T DEC(4), estableciendo que SAT ∈ PMCT DEC(4).
Por tanto, en el marco de los sistemas de T DEC(k), pasar de longitud k = 2
a longitud k = 4 equivale a pasar de la no eficiencia a la presumible eficiencia.
En [39] se han establecido los siguientes resultados:
La no eficiencia de los sistemas P de tejidos de T SEC(n, 1) y T SEC(1, n),
para cada n ≥ 1; es decir, que P = PMCT SEC(n,1) = PMCT SEC(1,n).
La presumible eficiencia de los sistemas P de tejidos de T SEC(n, 2), para
cada n ≥ 3, estableciendo que SAT ∈ PMCT SEC(3,2).
Por tanto, en el marco de los sistemas de T DEC(n, k), para cada n ≥ 3,
pasar de longitud k = 1 a longitud k = 2 equivale a pasar de la no eficiencia a
la presumible eficiencia.
En las Figuras 5.6, 5.7, 5.8 y 5.9 aparecen resumidas todas las fronteras
de la tratabilidad de problemas que han sido obtenidas en los sistemas P de
tejidos con reglas de comunicacio´n evolutiva.
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k
1 2 3 4 5 6 7 . . .
P = PMCT DEC(k)
NP ∪ co-NP ⊆ PMCT DEC(k)
Desconocido
Figura 5.6: Fronteras de la eficiencia en sistemas P de tejidos con reglas de
comunicacio´n evolutiva y divisio´n celular (me´trica [60])
LHS
RHS








P = PMCT DEC(k1,k2)
NP ∪ co-NP ⊆ PMCT DEC(k1,k2)
Desconocido
Figura 5.7: Fronteras de la eficiencia en sistemas P de tejidos con reglas de
comunicacio´n evolutiva y divisio´n celular (me´trica [39])
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k
1 2 3 4 5 6 7 . . .
P = PMCT SEC(k)
NP ∪ co-NP ⊆ PMCT SEC(k)
Desconocido
Figura 5.8: Fronteras de la eficiencia en sistemas P de tejidos con reglas de
comunicacio´n evolutiva y separacio´n celular (me´trica [60])
LHS
RHS








P = PMCT SEC(k1,k2)
NP ∪ co-NP ⊆ PMCT SEC(k1,k2)
Desconocido
Figura 5.9: Fronteras de la eficiencia en sistemas P de tejidos con reglas de






Cooperacio´n minimal en reglas
de evolucio´n
Las reacciones qu´ımicas con un u´nico reactivo suelen aparecer ocasional-
mente en la «Naturaleza viva». Ma´s au´n, el reactivo que dispara la reaccio´n
suele ser un compuesto que se ha formado por una reaccio´n previa. En el caso
de que ese compuesto sea inestable, tendera´ a descomponerse de nuevo, bien
en sus componentes originales o bien en unos nuevos. Adema´s, teniendo en
cuenta que dentro de las ce´lulas ocurren cerca de mil millones de reacciones
qu´ımicas por segundo, es lo´gico pensar que en muchas de ellas concurran dos o
ma´s elementos como reactivos. A nivel formal de un paradigma computacional
basado en reglas de reescritura, esto se puede traducir en una «cooperacio´n»
entre objetos que aperecera´n en la correspondiente parte izquierda de la regla.
En el paradigma computacional de Membrane Computing, los sistemas P
con membranas activas tienen una serie de ingredientes sinta´cticos que son
interesantes de resaltar:
(a) La estructura subyacente es un a´rbol enraizado etiquetado; es decir, son
sistemas que trabajan a modo de ce´lulas.
(b) Las membranas del sistema tienen asociadas etiquetas y, adema´s, cargas
ele´ctricas entre tres posibles polarizaciones (neutra, positiva y negativa).
(c) Las reglas esta´n asociadas a etiquetas, no a membranas.
(d) Las reglas son no cooperativas; es decir, las partes izquierdas de dichas
reglas contienen exactamente un s´ımbolo de un alfabeto.
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(e) La aplicacio´n de una regla del sistema puede alterar la carga ele´ctrica
de la membrana a la que se aplica pero no puede cambiar la etiqueta
asociada a la misma.
(f) A excepcio´n de uno de los tipos de reglas (de evolucio´n de objetos),
las restantes constan de un u´nico s´ımbolo en la correspondiente parte
derecha; es decir, son reglas de produccio´n minimal.
(g) No existen prioridades entre las reglas.
Adema´s, la sema´ntica tiene unas caracter´ısticas peculiares, en donde el para-
lelismo maximal se usa de una manera muy restringida.
Es bien conocido que se pueden resolver eficientemente problemas compu-
tacionalmente duros a trave´s de familias de sistemas P con membranas activas,
aunque parece que algunos ingredientes utilizados pudieran ser supe´rfluos (por
ejemplo, las reglas de disolucio´n, las tres polarizaciones, etc.). Por ello, se intro-
dujeron otros sistemas de membranas deducidos de los anteriores eliminando
las cargas ele´ctricas asociadas a las membranas.
En el marco de los sistemas P con membranas activas y sin polarizaciones
se demostro´ que las reglas de disolucio´n jugaban un papel (aparentemente)
crucial a la hora de proporcionar soluciones eficientes de problemas compu-
tacionalmente duros. En particular, se demostro´ la no eficiencia de ese tipo
de sistemas, inclu´ıdo el caso en que se permitiera usar reglas de divisio´n de
membranas elementales y no elementales. Si se analiza con detalle la sema´ntica
asociada a las reglas de disolucio´n, se puede observar que su aplicacio´n afecta
a objetos que no aparecen en la expresio´n sinta´ctica de la regla.
El objetivo de este cap´ıtulo consiste en estudiar la incorporacio´n de la
cooperacio´n («en su mı´nima expresio´n») en las reglas de dichos sistemas como
elemento «sustitutivo» de las reglas de disolucio´n, a fin de conseguir la pre-
sumible eficiencia de dichos sistemas y, en consecuencia, proporcionar nuevas
fronteras de la tratabilidad de problemas abstractos (bajo el supuesto de que
P fuese distinto de NP).
6.1. DAM0(−d): Cooperacio´n en reglas de evo-
lucio´n de objetos
Recordemos que DAM0(−d) es la clase de los sistemas P reconocedores
con membranas activas, sin polarizacio´n, sin reglas de disolucio´n y con reglas
de divisio´n de membranas. En esta seccio´n se van a considerar sistemas de
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membranas de DAM0(−d) en los que se permitan la cooperacio´n en las reglas
de evolucio´n de objetos.
Definicio´n 6.1. Un sistema P con membranas activas de grado q ≥ 1, sin
polarizacio´n, con reglas de divisio´n y con cooperacio´n minimal en las reglas de
evolucio´n de objetos, es una tupla Π = (Γ, µ,M1, . . . ,Mq,R, iout) tal que Π es
un sistema P con membranas activas, sin polarizaciones, con reglas de divisio´n
tal que las las reglas de evolucio´n de objetos son del siguiente tipo:
(a′) [ u→ v ]h, para h ∈ H = {1, . . . , q}, u, v ∈M(Γ), 1 ≤ |u| ≤ 2
Entre los sistemas P antes introducidos vamos a especificar distintos tipos
de cooperacio´n minimal en las reglas de evolucio´n de objetos.
Cooperacio´n minimal primaria (pmc): las reglas de evolucio´n son del
tipo [ u→ v ]h, para h ∈ H, u, v ∈M(Γ), 1 ≤ |u| ≤ 2, 1 ≤ |v| ≤ 2.
Cooperacio´n minimal acotada (bmc): las reglas de evolucio´n son del tipo
[ u→ v ]h, para h ∈ H, u, v ∈M(Γ), 1 ≤ |v| ≤ |u| ≤ 2.
Cooperacio´n minimal y produccio´n minimal (mcmp): las reglas de evo-
lucio´n son del tipo [ u→ a ]h, para h ∈ H, u ∈M(Γ), a ∈ Γ, 1 ≤ |u| ≤ 2.
Denotaremos entonces por DAM0(α, β, δ, γ) la clase de sistemas P reco-
nocedores con membranas activas y con reglas de divisio´n, donde:
α = pmc (respectivamente, bmc, mcmp) cuando se permita el uso de
cooperacio´n minimal primaria (respectivamente, cooperacio´n minimal
acotada, cooperacio´n minimal y produccio´n minimal).
β = ±c cuando se permita (respectivamente, se proh´ıba) el uso de reglas
de comunicacio´n.
δ = ±d cuando se permita (respectivamente, se proh´ıba) el uso de reglas
de disolucio´n.
γ = ±n cuando se permita el uso de reglas de divisio´n so´lo para mem-
branas elementales (respectivamente, para membranas elementales y no
elementales).
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A lo largo del desarrollo del Trabajo de Fin de Ma´ster [33] previo a esta Tesis
Doctoral, se proporciona una solucio´n eficiente y uniforme del problema SAT
usando reglas de evolucio´n de objetos con cooperacio´n minimal acotada, incluso
prohibiendo las reglas de disolucio´n y permitiendo divisio´n so´lo en membranas
elementales. Es decir, se tiene que NP∪co-NP ⊆ PMCDAM0(bmc,+c,−d,−n) [63].
Dado que la cooperacio´n minimal y produccio´n minimal es ma´s restrictiva
que la cooperacio´n minimal acotada, parece interesante explorar si la prime-
ra proporciona una menor eficiencia computacional. A continuacio´n vamos a
responder negativamente a esta cuestio´n detallando una solucio´n eficiente y
uniforme del problema SAT en ese nuevo marco.
6.1.1. Una solucio´n eficiente al problema SAT mediante
sistemas de DAM0(mcmp,+c,−d,−n)
En esta seccio´n se va a establecer que el problema SAT puede ser resuelto
en tiempo polinomial y de manera uniforme por una familia de sistemas P re-
conocedores con membranas activas, sin polarizacio´n, sin reglas de disolucio´n
y con reglas de divisio´n so´lo para membranas elementales pero que permi-
ten cooperacio´n minimal y produccio´n minimal en las reglas de evolucio´n de
objetos.
A continuacio´n, se describe una familia de sistemas de membranas de
DAM0(mcmp,+c,−d,−n) que resuelve el problema SAT en tiempo polino-
mial y de manera uniforme.
Para cada n, p ∈ N, consideramos el sistema P reconocedor Π(〈n, p〉) =
(Γ,Σ, H, µ,M1,M2,R, iin, iout) de DAM0(mcmp,+c,−d,−n), definido como
sigue:
1. Alfabeto de trabajo Γ:
{yes, no, α, β′, β′′, γ, γ′, γ′′,#} ∪ {ai,k | 1 ≤ i ≤ n, 1 ≤ k ≤ i}∪
{ti,k, fi,k | 1 ≤ i ≤ n, i ≤ k ≤ n+ p− 1}∪
{βk | 0 ≤ k ≤ n+ 2p+ 1} ∪ {cj | 1 ≤ j ≤ p} ∪ {dj | 2 ≤ j ≤ p}∪
{Ti,k, Fi,k | 1 ≤ i ≤ n, 0 ≤ k ≤ n− 1} ∪ {Ti, Fi | 1 ≤ i ≤ n}∪
{xi,j,k, xi,j,k, x∗i,j,k | 0 ≤ i ≤ n, 1 ≤ j ≤ p, 1 ≤ k ≤ n+ p}
2. Alfabeto de entrada Σ: {xi,j,0, xi,j,0, x∗i,j,0 | 1 ≤ i ≤ n, 1 ≤ j ≤ p}.
3. H = {1, 2}.
4. µ = [ [ ]2 ]1; es decir, µ = (V,E) donde V = {1, 2} y E = {(1, 2)}.
5. M1 = {α, β0 }, M2 = {ai,1, T pi,0, F pi,0 | 1 ≤ i ≤ n }.
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6. El conjunto R tiene las siguientes reglas:
1.1 Reglas para un contador general.
[ βk → βk+1 ]1 , para 0 ≤ k ≤ n+ 2p
[ βn+2p+1k → β′ ]1
1.2 Reglas para devolver una respuesta afirmativa.
[αγ → γ′ ]1
[ γ′ → γ′′ ]1
[ γ′′ ]1 → yes [ ]1
1.3 Reglas para devolver una respuesta negativa.
[αβ′ → β′′ ]1
[ β′′ ]1 → no [ ]1
2.1 Reglas para generar las 2n valoraciones de verdad.
[ ai,i ]2 → [ ti,i ]2 [ fi,i ]2 , para 1 ≤ i ≤ n
[ ai,k → ai,k+1 ]2 , para 2 ≤ i ≤ n ∧ 1 ≤ k ≤ i− 1
2.2 Reglas para producir exactamente p copias de cada valoracio´n de
verdad.
[ ti,k → ti,k+1 ]2
[ fi,k → fi,k+1 ]2
}
1 ≤ i ≤ n− 1 ∧ i ≤ k ≤ n− 1
[ Ti,k → Ti,k+1 ]2
[Fi,k → Fi,k+1 ]2
}
1 ≤ i ≤ n, 0 ≤ k ≤ n− 2
[ Ti,n−1 → Ti ]2
[Fi,n−1 → Fi ]2
}
1 ≤ i ≤ n
[ ti,kFi → ti,k+1 ]2
[ fi,kTi → fi,k+1 ]2
}
1 ≤ i ≤ n ∧ n ≤ k ≤ n+ p− 2
[ ti,n+p−1Fi → # ]2
[ fi,n+p−1Ti → # ]2
}
1 ≤ i ≤ n
2.3 Reglas para preparar la fo´rmula para chequear las cla´usulas.
[ xi,j,k → xi,j,k+1 ]2
[ xi,j,k → xi,j,k+1 ]2
[ x∗i,j,k → x∗i,j,k+1 ]2
 1 ≤ i ≤ n, 1 ≤ j ≤ p, 0 ≤ k ≤ n+ p− 1
2.4 Reglas para chequear que´ cla´usulas son satisfechas.
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[ Tixi,j,n+p → cj ]2
[ Tixi,j,n+p → # ]2
[ Tix∗i,j,n+p → # ]2
[Fixi,j,n+p → # ]2
[Fixi,j,n+p → cj ]2
[Fix∗i,j,n+p → # ]2

1 ≤ i ≤ n ∧ 1 ≤ j ≤ p
2.5 Reglas para chequear si todas las cla´usulas son satisfechas por una
valoracio´n de verdad.
[ c1c2 → d2 ]2
[ djcj+1 → dj+1 ]2 , para 2 ≤ j ≤ p− 1
2.6 Regla para preparar una respuesta afirmativa.
[ dp ]2 → γ [ ]2
7. La membrana de entrada es la membrana etiquetada por 2 (iin = 2) y la
regio´n de salida es el entorno (iout = env).
Es interesante hacer notar que una fo´rmula proposicional ϕ(x1, . . . , xn) =
C1 ∧ · · · ∧ Cp, Cj = lj1 ∨ · · · ∨ ljrj , 1 ≤ j ≤ p, ljk ∈ {xi,¬xi | 1 ≤ i ≤ n},
instancia del problema SAT sera´ procesada por el sistema Π(s(ϕ)) + cod(ϕ), en
donde s(ϕ) = 〈n, p〉 y cod(ϕ) = {xi,j,0 | xi ∈ Cj} ∪ {xi,j,0 | ¬xi ∈ Cj} ∪ {x∗i,j,0 |
xi 6∈ Cj,¬xi 6∈ Cj}
La solucio´n propuesta captura, en el marco DAM0(mcmp,+c,−d,−n), un
algoritmo de fuerza bruta que resuelve el problema SAT. Espec´ıficamente, la
solucio´n se estructura en las siguientes fases:
Fase de generacio´n: Usando las reglas de divisio´n de 2.1, se generan
todas las posibles valoraciones de verdad para las variables {x1, . . . , xn}
asociadas a ϕ. Espec´ıficamente, se generan 2n membranas etiquetadas
por 2, cada una conteniendo una valoracio´n de verdad diferente. Esta
fase tarda n pasos de computacio´n, siendo n el nu´mero de variables de
ϕ.
Fase de produccio´n de copias suficientes para cada valoracio´n de ver-
dad: En esta fase se crean p copias de cada valoracio´n de verdad en las
membranas correspondientes para permitir el chequeo de cada literal con
el valor de verdad en cada cla´usula en cada membrana. Esta fase dura
exactamente p pasos de computacio´n.
Primera fase de chequeo: Gracias a la aplicacio´n de las reglas de 2.4, las
cuales se aplican en paralelo, se generan objetos cj en las membranas
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etiquetadas por 2 cuya valoracio´n de verdad hace verdadera la cla´usula
Cj. Esta fase dura exactamente 1 paso de computacio´n.
Segunda fase de chequeo: En esta fase, por medio de las reglas de 2.5, se
chequea si todas las cla´usulas C1, . . . , Cp de la fo´rmula ϕ son satisfechas
por las valoraciones de verdad codificadas en las membranas etiquetadas
por 2. Esta fase tarda p − 1 pasos de computacio´n, siendo p el nu´mero
de cla´usulas de ϕ.
Fase de salida: El sistema usa reglas de 1.2 y 1.3 para devolver una
respuesta positiva o negativa. Esta fase dura 4 pasos de computacio´n,
independientemente de si la respuesta es positiva o negativa.
6.1.1.1. Verificacio´n formal
A continuacio´n, vamos a verificar formalmente la solucio´n propuesta para
el problema SAT.
Fase de generacio´n
En esta fase, se generan todas las valoraciones de verdad asociadas a la
fo´rmula Booleana ϕ, aplicando las reglas de divisio´n de 2.1 en las membranas
etiquetadas por 2. De tal manera que en el paso i, 1 ≤ i ≤ n de esta fase,
una regla de divisio´n es disparada por el objeto ai,i, produciendo dos nuevas
membranas con el resto del contenido duplicado en las dos nuevas membranas
creadas. Esta fase termina cuando todas las valoraciones con respecto a objetos
ti,n, fi,n, 1 ≤ i ≤ n han sido generadas.
Proposicio´n 6.1. Sea C = (C0, C1, . . . , Cq) una computacio´n del sistema Π(s(ϕ))
con multiconjunto de entrada cod(ϕ).
(a) Para cada k, 1 ≤ k ≤ n − 1, en la configuracio´n Ck tenemos Ck(1) =
{α, βk} (siendo Ci(t) el contenido de la membrana i en el instante t)
y hay 2k membranas etiquetadas por 2 tales que contienen: el conjunto
{ai,k+1 | k+1 ≤ i ≤ n}, el conjunto codk(ϕ), el multiconjunto {T pi,k, F pi,k |
1 ≤ i ≤ n} y un subconjunto diferente {r1,k, . . . , rk,k}, siendo r ∈ {t, f}.
(b) En la configuracio´n Cn tenemos Cn(1) = {α, βn} y hay 2n membranas
etiquetadas por 2 tales que contienen: el conjunto codn(ϕ), el multicon-
junto {T pi , F pi | 1 ≤ i ≤ n} y un subconjunto diferente {r1,n, . . . , rn,n},
siendo r ∈ {t, f}.
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Demostracio´n. Esta afirmacio´n sera´ demostrada por induccio´n.
(a) Por induccio´n sobre k. El caso base k = 1 se cumple teniendo en cuenta
que la configuracio´n C1 es obtenida desde la configuracio´n C0 por la apli-
cacio´n de las reglas [ β0 → β1 ]1, [ a1,1 ]2 → [ t1,1 ]2 [ f1,1 ]2, [ Ti,0 → Ti,1 ]2,
[Fi,0 → Fi,1 ]2, para 1 ≤ i ≤ n, [ xi,j,0 → xi,j,1 ]2, [ xi,j,0 → xi,j,1 ]2 y
[ x∗i,j,0 → x∗i,j,1 ]2, para 1 ≤ i ≤ n, 1 ≤ j ≤ p.
Supongamos que el resultado es va´lido para k, 1 ≤ k < n − 1. Veamos
entonces si el resultado es va´lido para k + 1.
Por una parte, en la configuracio´n Ck tenemos Ck(1) = {α, βk} y hay 2k
membranas etiquetadas por 2 tales que contienen el conjunto {ai,k+1 | k+
1 ≤ i ≤ n}, el conjunto codk(ϕ), el multiconjunto {T pi,k, F pi,k | 1 ≤ i ≤ n}
y un subconjunto diferente {r1,k, . . . , rk,k}, siendo r ∈ {t, f}.
Por otra parte, la configuracio´n Ck+1 se obtiene de la configuracio´n Ck por
la aplicacio´n de las reglas [ βk → βk+1 ]1,
[ ak+1,k+1 ]2 → [ tk+1,k+1 ]2 [ fk+1,k+1 ]2, [ ti,k → ti,k+1 ]2, [ fi,k → fi,k+1 ]2,
para 1 ≤ i ≤ k, [ ai,k+1 → ai,k+2 ]2, para k + 2 ≤ i ≤ n, [ Ti,k → Ti,k+1 ]2,
[Fi,k → Fi,k+1 ]2, para 1 ≤ i ≤ n, [ xi,j,k → xi,j,k+1 ]2, [ xi,j,k → xi,j,k+1 ]2 y
[ x∗i,j,k → x∗i,j,k+1 ]2, para 1 ≤ i ≤ n, 1 ≤ j ≤ p.
Por lo tanto, el resultado es va´lido para k + 1.
(b) Aplicando (a) a k = n−1 en la configuracio´n Cn−1 tenemos que Cn−1(1) =
{α, βn−1} y que hay 2n−1 membranas etiquetadas por 2 tales que con-
tienen el objeto an,n, el conjunto codn−1(ϕ), el multiconjunto {T pi,k, F pi,k |
1 ≤ i ≤ n} y un subconjunto diferente {r1,n−1, . . . , rn−1,n−1}, siendo
r ∈ {t, f}.
Entonces, (b) se sucede dado que la configuracio´n Cn se obtiene de
la configuracio´n Cn−1 por la aplicacio´n de las reglas [ βn−1 → βn ]1,
[ an,n ]2 → [ tn,n ]2 [ fn,n ]2, [ ti,n−1 → ti,n ]2, [ fi,n−1 → fi,n ]2, for 1 ≤ i ≤
n − 1, [ xi,j,n−1 → xi,j,n ]2, [ xi,j,n−1 → xi,j,n ]2 y [ x∗i,j,n−1 → x∗i,j,n ]2, para
1 ≤ i ≤ n, 1 ≤ j ≤ p.
Fase de produccio´n de copias suficientes para cada valoracio´n de
verdad
En cada membrana etiquetada por 2 se van a generar exactamente p copias
de la valoracio´n de verdad codificada por dicha membrana, siendo p el nu´mero
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de cla´usulas de la fo´rmula ϕ. Te´ngase presente que en la configuracio´n inicial
hay p copias de todos los objetos Ti, Fi, 1 ≤ i ≤ n. Estas copias se han ido
replicando en las 2n membranas gracias a las reglas de divisio´n. Usando reglas
de evolucio´n con cooperacio´n entre estos objetos y los valores de verdad ti y fi
asociados a cada membrana etiquetada por 2 hara´ que estos los objetos Fi o
Ti, respectivamente, sean eliminados de las correspondientes membranas. Esta
fase tarda exactamente p pasos de computacio´n.
En la siguiente proposicio´n, se demuestra la materializacio´n de este proceso.
Proposicio´n 6.2. Sea C = (C0, C1, . . . , Cq) una computacio´n del sistema Π(s(ϕ))
con multiconjunto de entrada cod(ϕ).
(a) Para cada k, 1 ≤ k ≤ p−1, en la configuracio´n Cn+k tendremos Cn+k(1) =
{α, βn+k} y habra´n 2n membranas etiquetadas por 2 tales que cada una de
ella contiene el conjunto codn+k(ϕ), un subconjunto diferente
{r1,n+k, . . . , rn,n+k}, siendo r ∈ {t, f} y el multiconjunto correspondiente
{Rp1, Rp−k1 , . . . , Rpn, Rp−kn } que verifica lo siguiente: para cada k, 1 ≤ i ≤ n,
si ri,n+k = ti,n+k entonces Ri = Ti y Ri = Fi; si ri,n+k = fi,n+k entonces
Ri = Fi y Ri = Ti.
(b) En la configuracio´n Cn+p tenemos Cn+p(1) = {α, βn+p} y hay 2n mem-
branas etiquetadas por 2 tales que cada una de ellas contiene el conjunto
codn+p(ϕ), n copias del objeto # y un subconjunto diferente {Rp1, . . . , Rpn}
siendo R ∈ {T, F}.
Demostracio´n. Se demostrara´, de nuevo, por induccio´n.
(a) Por induccio´n sobre k. El caso base k = 1 se cumple teniendo en cuenta
que la configuracio´n Cn+1 es obtenida de la configuracio´n Cn por la aplica-
cio´n de las reglas [ βn → βn+1 ]1, [ ti,nFi → ti,n+1 ]2, [ fi,nTi → fi,n+1 ]2, pa-
ra 1 ≤ i ≤ n, [ xi,j,n → xi,j,n+1 ]2, [ xi,j,n → xi,j,n+1 ]2 y [ x∗i,j,n → x∗i,j,n+1 ]2,
para 1 ≤ i ≤ n, 1 ≤ j ≤ p.
Supongamos que el resultado es va´lido para k, 1 ≤ k < p− 1. Veamos si
el resultado es va´lido para k + 1.
Por una parte, en la configuracio´n Cn+k tenemos Cn+k(1) = {α, βn+k} y
hay 2n membranas etiquetadas por 2 tales que cada una de ellas contiene
el conjunto codn+k(ϕ), un subconjunto diferente {r1,n+k, . . . , rn,n+k}, sien-
do r ∈ {t, f} y el multiconjunto correspondiente {Rp1, Rp−k1 , . . . , Rpn, Rp−kn }
que verifica lo siguiente: para cada k, 1 ≤ i ≤ n, si ri,n+k = ti,n+k entonces
Ri = Ti y Ri = Fi; si ri,n+k = fi,n+k entonces Ri = Fi y Ri = Ti;
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Por otra parte, la configuracio´n Cn+k+1 se obtiene de la configuracio´n
Cn+k por la aplicacio´n de las reglas [ βn+k → βn+k+1 ]1, [ ti,n+kFi →
ti,n+k+1 ]2, [ fi,n+kTi → fi,n+k+1 ]2, para 1 ≤ i ≤ n, [ xi,j,n+k → xi,j,n+k+1 ]2,
[ xi,j,n+k → xi,j,n+k+1 ]2 y [ x∗i,j,n+k → x∗i,j,n+k+1 ]2, para 1 ≤ i ≤ n, 1 ≤ j ≤
p.
Por lo tanto, el resultado es va´lido para k + 1.
(b) Aplicando (a) a k = p−1, en la configuracio´n Cn+p−1 tenemos Cn+p−1(1) =
{α, βn+p−1} y hay 2n membranas etiquetadas por 2 tales que cada una de
ellas contiene el conjunto codn+p−1(ϕ), un subconjunto diferente
{r1,n+p−1, . . . , rn,n+p−1}, siendo r ∈ {t, f} y el multiconjunto correspon-
diente {Rp1, R11, . . . , Rpn, R1n} que verifica lo siguiente: para cada i, 1 ≤ i ≤
n, si ri,n+p−1 = ti,n+p−1 entonces Ri = Ti, Ri = Fi y si ri,n+p−1 = fi,n+p−1
entonces Ri = Fi, Ri = Ti.
Entonces, (b) se sucede dado que la configuracio´n Cn+p se obtiene de la
configuracio´n Cn+p−1 por la aplicacio´n de las reglas [ βn+p−1 → βn+p ]1,
[ ti,n+p−1Fi → # ]2, [ fi,n+p−1Ti → # ]2, para 1 ≤ i ≤ n, [ xi,j,n+p−1 →
xi,j,n+p ]2, [ xi,j,n+p−1 → xi,j,n+p ]2 y [ x∗i,j,n+p−1 → x∗i,j,n+p ]2, para 1 ≤ i ≤
n, 1 ≤ j ≤ p.
Primera fase de chequeo
En esta fase se trata de determinar que´ cla´usulas son satisfechas por cada
valoracio´n de verdad codificada en cada una de las membranas etiquetadas
por 2. Para ello, las reglas de 2.4 son aplicadas de tal manera que se produce
un objeto cj en una membrana etiquetada por 2 si y so´lo si la valoracio´n de
verdad codificada en dicha membrana hace verdadera la cla´usula Cj. Esta fase
tarda exactamente 1 paso de computacio´n.
Proposicio´n 6.3. Sea C = (C0, C1, . . . , Cq) una computacio´n del sistema Π(s(ϕ))
con multiconjunto de entrada cod(ϕ). En la configuracio´n Cn+p+1 tenemos
Cn+p+1(1) = {α, βn+p+1} y hay 2n membranas etiquetadas por 2 tales que cada
una de ellas contiene rj copias de objetos cj, para 1 ≤ j ≤ p y 0 ≤ tj ≤ n, si y
so´lo si la valoracio´n de verdad asociada a dicha membrana tiene exactamente
rj literales que hacen verdadera la cla´usula Cj, y np− (r1 + · · ·+ rp) copies of
object #.
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Demostracio´n. Es suficiente darse cuenta que la configuracio´n Cn+p+1 se obtie-
ne de la configuracio´n Cn+p por la aplicacio´n de las reglas [ βn+p → βn+p+1 ]1,
[ Tixi,j,n+p → cj ]2, [ Tixi,j,n+p → # ]2, [ Tix∗i,j,n+p → # ]2, [Fixi,j,n+p → # ]2,
[Fixi,j,n+p → cj ]2 y [Fix∗i,j,n+p → # ]2, para 1 ≤ i ≤ n, 1 ≤ j ≤ p.
Segunda fase de chequeo
En esta fase, se trata de determinar aquellas membranas etiquetadas por 2
que codifican una valoracio´n de verdad que satisface todas las cla´usulas de la
fo´rmula ϕ. Para ello, se aplican las reglas de 2.5 de tal manera que aparecera´
un objeto dj (2 ≤ j ≤ p) en una membrana etiquetada por 2 si y so´lo si
la valoracio´n de verdad codificada en dicha membrana hace verdaderas las
cla´usulas C1, . . . , Cj. Por lo tanto, la fo´rmula sera´ satisfecha por una valoracio´n
de verdad asociada a una membrana si y so´lo si aparece un objeto dp en dicha
membrana. Esta fase consume exactamente p− 1 pasos de computacio´n.
Proposicio´n 6.4. Sea C = (C0, C1, . . . , Cq) una computacio´n del sistema Π(s(ϕ))
con multiconjunto de entrada cod(ϕ).
(a) Para cada k, 1 ≤ k ≤ p − 1, en la configuracio´n C(n+p+1)+k tenemos
C(n+p+1)+k(1) = {α, β(n+p+1)+k} y hay 2n membranas etiquetadas por 2
tales que cada una de ellas contiene un objeto dk+1 si y so´lo si la valora-
cio´n de verdad asociada a dicha membrana hace verdaderas las cla´usulas
C1, . . . , Ck+1.
(b) La fo´rmula ϕ is satisfactible si y so´lo si en la configuracio´n Cn+2p hay
alguna membrane etiquetada por 2 tal que tiene un objeto dp.
Demostracio´n. De nuevo, para demostrar que en p pasos se consigue esto, se
utilizara´ induccio´n.
(a) Por induccio´n sobre k. Para el caso base k = 1 es suficiente darse cuenta
que la configuracio´n Cn+p+2 se obtiene de la configuracio´n Cn+p+1 por la
aplicacio´n de las reglas [ βn+p+1 → βn+p+2 ]1 y [ c1c2 → d2 ]2.
Supongamos que el resultado es va´lido para k, 1 ≤ k < p− 1. Entonces,
en la configuracio´n C(n+p+1)+k tenemos C(n+p+1)+k(1) = {α, β(n+p+1)+k} y
hay 2n membranas etiquetadas por 2 tales que contienen un objeto dk+1
si y so´lo si la valoracio´n de verdad codificada en dicha membrana hace
verdaderas las cla´usulas C1, . . . , Ck+1.
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Teniendo en cuenta que la configuracio´n C(n+p+1)+k+1 se obtiene de la
configuracio´n C(n+p+1)+k por la aplicacio´n de las reglas [ β(n+p+1)+k →
β(n+p+1)+k+1 ]1 y [ dk+1ck+2 → dk+2 ]2, deducimos que el resultado es va´li-
do para k + 1.
(b) Para probar (b), hay que sen˜alar que la fo´rmula ϕ es satisfactible si y so´lo
si existe una valoracio´n de verdad σ que hace verdadera la fo´rmula ϕ; es
decir, que hacer verdaderas las cla´usulas C1, . . . , Cp. De (a) deducimos
que ϕ es satisfactible si y so´lo si en la configuracio´n Cn+2p existe alguna
membrana etiquetada por 2 que contiene al objeto dp.
Fase de salida
La fase de salida comienza en el paso (n+ 2p+ 1), y tarda exactamente 4
pasos, independientemente de devolver una respuesta afirmativa o negativa.
Respuesta afirmativa: Si la fo´rmula ϕ es satisfactible entonces al menos
una de las valoraciones de verdad codificadas en las membranas etique-
tadas por 2 hace verdaderas todas las cla´usulas. Por lo tanto, una copia
del objeto dp aparecera´ en dichas membranas en la configuracio´n Cn+2p.
Entonces, aplicando las reglas [ dp ]2 → γ [ ]2 y [ βn+2p → βn+2p+1 ]1, los
objetos γ y βn+2p+1 son producidos en la membrana piel. En el siguiente
paso, por la aplicacio´n de las reglas [αγ → γ′ ]1 y [ βn+2p+1 → β′ ]1, los
objetos γ′ y β′ son producidos en la membrana piel. En el paso n+2p+3,
aplicando la regla [ γ′ → γ′′ ]1, el objeto γ′′ sera´ producido en la misma
membrana (hay que notar que el objeto β′ no puede interactuar con el
objeto α). Finalmente, en el u´ltimo paso de computacio´n, aplicando la
regla [ γ′′ ]1 → yes [ ]1, el objeto yes es enviado al entorno. Aqu´ı, la
computacio´n para y devuelve una respuesta positiva.
Respuesta negativa: Si la fo´rmula ϕ no es satisfactible, entonces ninguna
de las valoraciones de verdad codificadas en las membranas etiquetadas
por 2 hara´ verdadera la fo´rmula ϕ. Por lo tanto, no aparecera´ un objeto dp
en ninguna de las membranas etiquetadas por 2 en la configuracio´n Cn+2p.
En el paso n+2p+1, so´lo la regla [ βn+2p → βn+2p+1 ]1 sera´ aplicable a la
configuracio´n Cn+2p. Entonces, Cn+2p+1(1) = {α, βn+2p+1}. En el siguiente
paso, aplicando la regla [ βn+2p+1 → β′ ]1 tenemos Cn+2p+2(1) = {α, β′}.
En el paso de computacio´n n+ 2p+ 3, la regla [αβ′ → β′′ ]1 produce un
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objeto β′′ en la membrana piel. Finalmente, en el u´ltimo paso de compu-
tacio´n, mediante la aplicacio´n de la regla [ β′′ ]1 → no [ ]1 un objeto no
es enviado al entorno. Entonces, la computacio´n para y devuelve una
respuesta negativa.
6.1.1.2. Resultado obtenido
Teorema 6.1. SAT ∈ PMCDAM0(mcmp,+c,−d,−n)
Demostracio´n. La familia de sistemas P presentada verifica lo siguiente:
(a) Todos los sistemas de la familia Π = {Π(n) | n ∈ N} pertenece a
DAM0(mcmp,+c,−d,−n).
(b) La familia Π es polinomialmente uniforme por ma´quinas de Turing dado
que para cada n, p ∈ N, la cantidad de recursos necesarios para construir
Π(〈n, p〉) es de orden polinomial con respecto a n y p:
Taman˜o del alfabeto: 3np2 + 3n2p + 5np + 7n22 +
5n
2 + 4p + 10 ∈
Θ(max{np2, n2p}).
Nu´mero inicial de membranas: 2 ∈ Θ(1).
Nu´mero inicial de objetos en las membranas: 2np+ n+ 2 ∈ Θ(np).
Nu´mero de reglas: 3np2 + 3n2p+ 8np+ 7n22 +
n
2 + 3p+ 7 ∈
Θ(max{np2, n2p}).
Ma´ximo nu´mero de objetos envueltos en cada regla: 3 ∈ Θ(1).
(c) El par (cod, s) de funciones computables en tiempo polinomial cumplen
lo siguiente: para cada fo´rmula ϕ del problema SAT, s(ϕ) es un nu´mero
natural, cod(ϕ) es un multiconjunto del sistema Π(s(ϕ)), y para cada
t ∈ N, s−1(t) es un conjunto finito.
(d) La familia Π es polinomialmente acotada: de hecho, para cada fo´rmula
ϕ de SAT, el sistema P determinista Π(s(ϕ)) + cod(ϕ) tarda exactamente
n+ 2p+ 4 pasos de computacio´n, siendo n el nu´mero de variables y p el
nu´mero de cla´usulas de la fo´rmula ϕ.
(e) La familia Π es adecuada con respecto a (X, cod, s): de hecho, para cada
fo´rmula ϕ, si la computacio´n de Π(s(ϕ)) + cod(ϕ) es una computacio´n
de aceptacio´n, entonces ϕ es satisfactible.
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(f) La familia Π es completa con respecto de (X, cod, s): de hecho, para cada
fo´rmula ϕ tal que sea satisfactible, la computacio´n de Π(s(ϕ)) + cod(ϕ)
es una computacio´n de aceptacio´n.
Por lo tanto, la familia Π de sistemas P presentada resuelve el problema
SAT en tiempo polinomial y de manera uniforme.
Corolario 6.1. NP ∪ co-NP ⊆ PMCDAM0(mcmp,+c,−d,−n)
Demostracio´n. Basta con sen˜alar que SAT es un problema NP-completo, SAT ∈
PMCDAM0(mcmp,+c,−d,−n) y que la clase PMCDAM0(mcmp,+c,−d,−n) es cerrada
bajo reducibilidad en tiempo polinomial y bajo complementario.
6.1.2. Nuevas fronteras obtenidas
Se tienen los siguientes resultados:
P = PMCDAM0(+e,+c,−d,−n)
NP ∪ co-NP ⊆ PMCDAM0(mcmp,+c,−d,−n)
Es decir, los sistemas de membranas de DAM0(+e,+c,−d,−n) son no efi-
cientes, mientras que los sistemas de membranas deDAM0(mcmp,+c,−d,−n)
son presumiblemente eficientes.
En consecuencia, en el marco de los sistemas P con membranas activas,
sin polarizacio´n, sin disolucio´n y con reglas de divisio´n so´lo para membranas
elementales, pasar de usar reglas de evolucio´n de objetos no cooperativas a
usar reglas de evolucio´n de objetos que hacen uso de cooperacio´n minimal
y produccio´n minimal, equivale a pasar de la no eficiencia a la presumible
eficiencia.
6.2. SAM0(−d): Cooperacio´n en reglas de evo-
lucio´n de objetos
Las reglas de separacio´n son un mecanismo usado, al igual que las reglas de
divisio´n, para generar un espacio exponencial en te´rminos de membranas en
tiempo polinomial. La diferencia reside en la capacidad de duplicar los objetos
que se encontraban en la membrana original de las reglas de divisio´n, ya que
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en las reglas de separacio´n, el contenido original se distribuye entre las dos
nuevas membranas creadas.
Definicio´n 6.2. Un sistema P con membranas activas sin polarizacio´n con
cooperacio´n minimal en reglas de evolucio´n y separacio´n de grado q ≥ 1 es
una tupla Π = (Γ,Γ0,Γ1, H,H0, H1, µ,M1, . . . ,Mq,R, iout), donde Π es un
sistema P con membranas activas sin polarizacio´n y reglas de separacio´n y
reglas de evolucio´n cooperativas, con H0∪H1 = H y H0∩H1 = ∅, cuyas reglas
de separacio´n se definen de la siguiente forma:
(e) [ a ]h → [ Γ0 ]h [ Γ1 ]h, para h ∈ H \ {1, iout}, h es la etiqueta de una hoja
de µ, a ∈ Γ (reglas de separacio´n para membranas elementales).
(f) [ [ ]h1 [ ]h2 ]h → [ Γ0 [ ]h1 ]h [ Γ1 [ ]h2 ]h, para k ≥ 1, n > k, h ∈ H\{1, iout}, h1 ∈
H0, h2 ∈ H1 (reglas de separacio´n de membranas no elementales).
Diremos que una regla de separacio´n de membranas elementales [ a ]h →
[ Γ0 ]h [ Γ1 ]h es aplicable a una configuracio´n Ct del sistema en un instante t
si en dicha configuracio´n existe, al menos, una membrana elemental que esta´
etiquetada por h, distinta de la piel y de la membrana de salida si la hubiera y
contiene al objeto a. La ejecucio´n de dicha regla a esa membrana de Ct produce
la creacio´n de dos nuevas membranas con la misma etiqueta h. El objeto a que
dispara la regla desaparece y los restantes objetos que aparec´ıan en la mem-
brana donde se ha aplicado la regla, son distribuidos entre las dos membranas
creadas. En una de ellas, se colocan todos los elementos correspondientes de
Γ0, y en la otra los correspondientes de Γ1.
Diremos que una regla de separacio´n de membranas no elementales
[ [ ]h1 [ ]h2 ]h → [ Γ0 [ ]h1 ]h [ Γ1 [ ]h2 ]h es aplicable a una configuracio´n Ct del siste-
ma en un instante t si en dicha configuracio´n existe, al menos, una membrana
no elemental etiquetada por h, distinta de la piel y de la membrana de salida
si la hubiera que contiene membranas etiquetadas por h1 ∈ H0 y h2 ∈ H1.
La ejecucio´n de dicha regla a esa membrana de Ct etiquetada por h, produce
la creacio´n de dos nuevas membranas con la misma etiqueta h de tal manera
que: (a) la primera de ellas contiene a los objetos correspondientes de Γ0 y a
las membranas pertenecientes a H0; y (b) la segunda contiene a los objetos
correspondientes de Γ1 y a las membranas pertenecientes a H1.
Para denotar las familias de sistemas de membranas estudiados aqu´ı, usa-
mos SAM0(α, β, δ, γ) con los para´metros α, β, δ, γ especificados en la seccio´n
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anterior.
En [66], art´ıculo producido desde el Trabajo de Fin de Ma´ster [33] previo
a esta Tesis Doctoral, mediante el uso de la te´cnica algor´ıtmica, se demuestra
que dado un sistema P reconocedor de membranas activas que usa coopera-
cio´n minimal acotada en reglas de evolucio´n de objetos, incluso con reglas de
disolucio´n y reglas de separacio´n para membranas tanto elementales como no
elementales, puede ser simulada una computacio´n del mismo mediante un algo-
ritmo que trabaja en tiempo y espacio polinomiales. Esto da lugar al resultado
P = PMCSAM0(bmc,+c,+d,+n). Esto parece ser debido a la incapacidad de estos
sistemas a generar una cantidad de objetos exponencial en tiempo polinomial,
por ejemplo, con reglas del tipo [ a → bc ]h. De hecho, como se demostrara´ a
continuacio´n, la incorporacio´n de estas reglas al marco de la cooperacio´n mi-
nimal acotada, teniendo una cooperacio´n minimal primaria, en el marco de los
sistemas P con membranas activas con separacio´n so´lo de membranas no ele-
mentales y sin reglas de disolucio´n, permite a estos sistemas resolver problemas
NP-completos.
6.2.1. Una solucio´n eficiente al problema SAT mediante
sistemas de SAM0(pmc,+c,−d,−n)
A continuacio´n, se proporciona una solucio´n polinomial uniforme al pro-
blema SAT por una familia Π = {Π(n) | n ∈ N} de sistemas P reconocedores
de SAM0(pmc,+c,−d,−n). Cada sistema Π(t) procesara´ todas las fo´rmulas
Booleanas ϕ en forma normal conjuntiva formadas por n variables y p cla´usu-
las, donde t = 〈n, p〉, dado el multiconjunto de entrada correspondiente cod(ϕ)
al sistema (en la membrana correspondiente).
Para cada n, p ∈ N, consideramos el sistema reconocedor de grado 2 de
Π(〈n, p〉) = (Γ,Γ0,Γ1,Σ, H, µ,M1,M2,R, iin, iout) como sigue:
1. Alfabeto de trabajo Γ:
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{yes, no, α, β′, β′′, γ, γ′, γ′′,#, S} ∪ {βk | 0 ≤ k ≤ 3n+ 2p+ 2}∪
{ai, a′i, bi | 1 ≤ i ≤ n} ∪ {b′i | 1 ≤ i ≤ n− 1}∪
{cj,k | 1 ≤ j ≤ p− 1, j ≤ k ≤ p− 1} ∪ {cj | 1 ≤ j ≤ p}∪
{dj | 2 ≤ j ≤ p} ∪ {ti,2k, fi,2k | 1 ≤ i ≤ n− 1, i ≤ k ≤ n− 1}∪
{Ti,k, F ′i,k | 1 ≤ i ≤ n, 2i− 1 ≤ k ≤ 2n}∪
{T ′i,k, Fi,k | 1 ≤ i ≤ n− 1, 2i+ 1 ≤ k ≤ 2n}∪
{T ∗i,j, F ∗i,j | 1 ≤ i ≤ n, 1 ≤ j ≤ p}∪
{Ai,i, Ai+1,i, A′i+1,i, A′i+1,i+1, Bi,i, Bi+1,i, B′i+1,i, B′i+1,i+1 | 1 ≤ i ≤ n− 1}∪
{An,n, Bn,n} ∪ {xi,j | 1 ≤ i ≤ n, 1 ≤ j ≤ p}∪
{xi,j,3k+1, xi,j,3k+2, xi,j,3k+3 | 1 ≤ i ≤ n, 1 ≤ j ≤ p, 0 ≤ k ≤ n− 1}∪
{xi,j,3k+1, xi,j,3k+2, xi,j,3k+3 | 1 ≤ i ≤ n, 1 ≤ j ≤ p, 0 ≤ k ≤ n− 1}∪
{x∗i,j,3k+1, x∗i,j,3k+2, x∗i,j,3k+3 | 1 ≤ i ≤ n, 1 ≤ j ≤ p, 0 ≤ k ≤ n− 1}∪
{x′i,j,3k, x′i,j,3k+1, x′i,j,3k+2 | 1 ≤ i ≤ n, 1 ≤ j ≤ p, 1 ≤ k ≤ n− 1}∪
{x′i,j,3k, x′i,j,3k+1, x′i,j,3k+2 | 1 ≤ i ≤ n, 1 ≤ j ≤ p, 1 ≤ k ≤ n− 1}∪
{x∗′i,j,3k, x∗′i,j,3k+1, x∗′i,j,3k+2 | 1 ≤ i ≤ n, 1 ≤ j ≤ p, 1 ≤ k ≤ n− 1}∪
{x′i,j,3n, x′i,j,3n, x∗′i,j,3n | 1 ≤ i ≤ n, 1 ≤ j ≤ p}.
2. Alfabeto de entrada Σ: {xi,j,0, xi,j,0, x∗i,j,0 | 1 ≤ i ≤ n, 1 ≤ j ≤ p};
3. Γ0 = Γ \ Γ1, Γ1 = {T ′i,k | 1 ≤ i ≤ n − 1, 2i + 1 ≤ k ≤ 2n} ∪ {F ′i,k |
1 ≤ i ≤ n, 2i − 1 ≤ k ≤ 2n} ∪ {A′i+1,i, A′i+1,i+1, B′i+1,i, B′i+1,i+1 | 1 ≤
i ≤ n − 1} ∪ {x′i,j,3k, x′i,j,3k+1, x′i,j,3k+2 | 1 ≤ i ≤ n, 1 ≤ j ≤ p, 1 ≤ k ≤
n − 1} ∪ {x′i,j,3k, x′i,j,3k+1, x′i,j,3k+2 | 1 ≤ i ≤ n, 1 ≤ j ≤ p, 1 ≤ k ≤
n − 1} ∪ {x∗′i,j,3k, x∗′i,j,3k+1, x∗′i,j,3k+2 | 1 ≤ i ≤ n, 1 ≤ j ≤ p, 1 ≤ k ≤
n− 1} ∪ {x′i,j,3n, x′i,j,3n, x∗′i,j,3n | 1 ≤ i ≤ n, 1 ≤ j ≤ p}.
4. H = {1, 2}.
5. µ = [ [ ]2 ]1; es decir, µ = (V,E) donde V = {1, 2} y E = {(1, 2)}.
6. M1 = {α, β0},M2 = {A1,1, B1,1}
7. El conjunto R consiste en las siguientes reglas:
1.1 Reglas del contador general.
[ βk → βk+1 ]1 , para 0 ≤ k ≤ 3n+ 2p+ 1
[ β3n+2p+2 → β′ ]1
1.2 Reglas para producir una respuesta afirmativa.
[αγ → γ′ ]1
[ γ′ → γ′′ ]1
[ γ′′ ]1 → yes [ ]1
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1.3 Reglas para producir una respuesta negativa.
[αβ′ → β′′ ]1
[ β′′ ]1 → no [ ]1
2.1 Regla para producir dos nuevas membranas a partir de una mem-
brana.
[S ]2 → [ Γ0 ]2 [ Γ1 ]2
2.2 Reglas para generar las valoraciones de verdad.
[Ai,i → aia′i ]2
[Bi,i → bib′i ]2
}
1 ≤ i ≤ n− 1
[A′i,i → aia′i ]2
[B′i,i → bib′i ]2
}
2 ≤ i ≤ n− 1
[An,n → ana′n ]2
[A′n,n → ana′n ]2
[Bn,n → bn ]2
[B′n,n → bn ]2
[ ai → Ti,2i−1Ai+1,i ]2
[ a′i → F ′i,2i−1A′i+1,i ]2
[ bi → Bi+1,iS ]2
[ b′i → B′i+1,i ]2
 1 ≤ i ≤ n− 1
[ an → Tn,2n−1 ]2
[ a′n → F ′n,2n−1 ]2
[ bn → S ]2
[ Ti,2j+1 → Ti,2j+2 ]2
[ T ′i,2j+1 → T ′i,2j+2 ]2
[Fi,2j+1 → Fi,2j+2 ]2
[F ′i,2j+1 → F ′i,2j+2 ]2
 1 ≤ i ≤ n− 1, i ≤ j ≤ n− 1
[ Ti,2i−1 → Ti,2i ]2
[F ′i,2i−1 → F ′i,2i ]2
}
1 ≤ i ≤ n
[Ai+1,i → Ai+1,i+1 ]2
[A′i+1,i → A′i+1,i+1 ]2
[Bi+1,i → Bi+1,i+1 ]2
[B′i+1,i → B′i+1,i+1 ]2
 1 ≤ i ≤ n− 1
[ Ti,2j → ti,2j ]2
[ T ′i,2j → ti,2j ]2
[Fi,2j → fi,2j ]2
[F ′i,2j → fi,2j ]2
 1 ≤ i ≤ n− 2, i+ 1 ≤ j ≤ n− 1
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[ Ti,2i → ti,2i ]2
[F ′i,2i → fi,2i ]2
}
1 ≤ i ≤ n− 1
[ ti,2j → Ti,2j+1T ′i,2j+1 ]2
[ fi,2j → Fi,2j+1F ′i,2j+1 ]2
}
1 ≤ i ≤ n− 1, i ≤ j ≤ n− 1
2.3 Reglas para preparar la fo´rmula ϕ para chequear las cla´usulas.
[ xi,j,3k → xi,j,3k+1 ]2
[ xi,j,3k → xi,j,3k+1 ]2
[ x∗i,j,3k → x∗i,j,3k+1 ]2
[ xi,j,3k+1 → xi,j,3k+2 ]2
[ xi,j,3k+1 → xi,j,3k+2 ]2
[ x∗i,j,3k+1 → x∗i,j,3k+2 ]2
[ xi,j,3k+2 → xi,j,3k+3x′i,j,3k+3 ]2
[ xi,j,3k+2 → xi,j,3k+3x′i,j,3k+3 ]2
[ x∗i,j,3k+2 → x∗i,j,3k+3x∗′i,j,3k+3 ]2

1 ≤ i ≤ n,
1 ≤ j ≤ p,
0 ≤ k ≤ n− 1
[ x′i,j,3k → x′i,j,3k+1 ]2
[ x′i,j,3k → x′i,j,3k+1 ]2
[ x∗′i,j,3k → x∗′i,j,3k+1 ]2
[ x′i,j,3k+1 → x′i,j,3k+2 ]2
[ x′i,j,3k+1 → x′i,j,3k+2 ]2
[ x∗′i,j,3k+1 → x∗′i,j,3k+2 ]2
[ x′i,j,3k+2 → xi,j,3k+3x′i,j,3k+3 ]2
[ x′i,j,3k+2 → xi,j,3k+3x′i,j,3k+3 ]2
[ x∗′i,j,3k+2 → x∗i,j,3k+3x∗′i,j,3k+3 ]2

1 ≤ i ≤ n,
1 ≤ j ≤ p,
1 ≤ k ≤ n− 1
[ xi,j,3n → xi,j ]2
[ xi,j,3n → xi,j ]2
[ x∗i,j,3n → x∗i,j ]2
[ x′i,j,3n → xi,j ]2
[ x′i,j,3n → xi,j ]2
[ x∗′i,j,3n → x∗i,j ]2

1 ≤ i ≤ n, 1 ≤ j ≤ p
2.4 Reglas para preparar las valoraciones de verdad para chequear las
cla´usulas.
[ Ti,2n → T ∗i,1 ]2
[ T ′i,2n → T ∗i,1 ]2
[Fi,2n → F ∗i,1 ]2
[F ′i,2n → F ∗i,1 ]2
 1 ≤ i ≤ n− 1
[ Tn,2n → T ∗n,1 ]2
[F ′n,2n → F ∗n,1 ]2
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2.5 Reglas para chequear las cla´usulas.
[ T ∗i,jxi,j → T ∗i,j+1cj,j ]2
[ T ∗i,jxi,j → T ∗i,j+1 ]2
[ T ∗i,jx∗i,j → T ∗i,j+1 ]2
[F ∗i,jxi,j → F ∗i,j+1 ]2
[F ∗i,jxi,j → F ∗i,j+1cj,j ]2
[F ∗i,jx∗i,j → F ∗i,j+1 ]2

1 ≤ i ≤ n, 1 ≤ j ≤ p− 1
[ T ∗i,pxi,p → cp ]2
[ T ∗i,pxi,p → # ]2
[ T ∗i,px∗i,p → # ]2
[F ∗i,pxi,p → # ]2
[F ∗i,pxi,p → cp ]2
[F ∗i,px∗i,p → # ]2

1 ≤ i ≤ n
[ cj,k → cj,k+1 ]2, para 1 ≤ j ≤ p− 2, j ≤ k ≤ p− 2
[ cj,p−1 → cj ]2, para 1 ≤ j ≤ p− 1
2.6 Reglas para detectar si una valoracio´n de verdad hace verdadera la
fo´rmula ϕ.
[ c1c2 → d2 ]2
[ djcj+1 → dj+1 ]2, para2 ≤ j ≤ p− 1
[ dp ]2 → γ [ ]2
8. La membrana de entrada es la membrana etiquetada por 2 (iin = 2) y la
regio´n de salida es el entorno (iout = env).
Obse´rvese que para cada u ∈ ISAT, el sistema Π(s(u)) + cod(u) es determi-
nista.
Consideramos la codificacio´n polinomial (cod, s) de SAT en Π definida como
sigue: sea ϕ(x1, . . . , xn) = C1 ∧ · · · ∧ Cp, Cj = lj1 ∨ · · · ∨ ljrj , 1 ≤ j ≤ p, ljk ∈
{xi,¬xi | 1 ≤ i ≤ n}, instancia del problema SAT sera´ procesada por el sistema
Π(s(ϕ))+ cod(ϕ), en donde s(ϕ) = 〈n, p〉 y cod(ϕ) = {xi,j,0 | xi ∈ Cj}∪{xi,j,0 |
¬xi ∈ Cj} ∪ {x∗i,j,0 | xi 6∈ Cj,¬xi 6∈ Cj}.
Adema´s, denotamos por codk(ϕ) el conjunto cod(ϕ) cuando el tercer sub´ındi-
ce de todos sus elementos es igual a k y por cod′k(ϕ) su versio´n primada.
Denotamos por (cod∗(ϕ))pj la codificacio´n de las cla´usulas Cj, . . . , Cp; es
decir, la expresio´n que tiene desde la j-e´sima hasta la p-e´sima fila, y donde los
objetos correspondientes so´lo conservan los dos primeros sub´ındices.
La fo´rmula Booleana ϕ sera´ procesada por el sistema Π(s(ϕ)) + cod(ϕ). A
continuacio´n, daremos una descripcio´n informal de como funciona el sistema.
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La solucio´n propuesta sigue un algoritmo de fuerza bruta en el marco de
sistemas P reconocedores de membranas activas, cooperacio´n minimal primaria
en reglas de evolucio´n y separacio´n so´lo para membranas elementales, y consiste
en las siguientes fases:
Fase de generacio´n: Usando las reglas de separacio´n, junto con las re-
glas de 2.2, 2.3 y 2.4 que «simulan» las reglas de divisio´n, todas las
valoraciones de verdad para las variables {x1, . . . , xn} asociadas a ϕ son
producidas. Espec´ıficamente, se generan 2n membranas etiquetadas por
2, cada una de ellas codificando una valoracio´n de verdad diferente. Esta
fase tarda 3n+1 pasos de computacio´n exactamente (el u´ltimo paso esta´
dedicado a preparar el sistema para comenzar la siguiente fase), siendo
n el nu´mero de variables de ϕ.
Primera fase de chequeo: Mediante el uso de las reglas de 2.5, se chequea
si una cla´usula de ϕ es satisfecha o no por cada valoracio´n de verdad codi-
ficada en cada membrana etiquetada por 2. Esta fase tarda exactamente
p pasos de computacio´n, siendo p el nu´mero de cla´usulas de ϕ.
Segunda fase de chequeo: En esta fase se verifica en las membranas eti-
quetadas por 2 si las valoraciones de verdad codificadas en las mismas
hacen verdaderas todas las cla´usulas de ϕ y, por tanto, la fo´rmula en s´ı.
Para ello se van disparando las reglas de 2.6. Esta fase tarda p− 1 pasos
de computacio´n.
Fase de salida: El sistema usa las reglas de 1.2 y 1.3 dependiendo si la
fo´rmula ϕ es satisfactible o no, para enviar al entorno el objeto adecuado
en el u´ltimo paso de computacio´n. Esta fase dura exactamente 4 pasos
de computacio´n, independientemente de si la fo´rmula sea satisfactible o
no.
6.2.1.1. Verificacio´n formal
A continuacio´n, vamos a verificar formalmente la solucio´n propuesta para
el problema SAT.
Fase de generacio´n
En esta fase, todas las valoraciones de verdad asociadas a la fo´rmula ϕ sera´n
generadas por la aplicacio´n de las reglas de 2.1, 2.2, 2.3 y 2.4 en las membranas
etiquetadas por 2, de tal manera que en los pasos 3i (1 ≤ i ≤ n−1) de esta fase,
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la regla de separacio´n asociada al objeto S sera´ disparada, produciendo dos
nuevas membranas con todos los objetos de la membrana original distribuidos
en las nuevas membranas creadas con la misma etiqueta que la original. En el
u´ltimo paso de esta fase los objetos producidos son las diferentes valoraciones
de verdad codificadas por los objetos Ti,1 y Fi,1, para 1 ≤ i ≤ n y los objetos
xi,j, xi,j, x
∗
i,j, 1 ≤ i ≤ n, 1 ≤ j ≤ p.
Proposicio´n 6.5. Sea C = (C0, C1, . . . , Cq) una computacio´n del sistema Π(s(ϕ))
con multiconjunto de entrada cod(ϕ).
En la configuracio´n C1:
• C1(1) = {α, β1}.
• Hay una membrana etiquetada con 2 que contiene los objetos a1, a′1, b1, b′1
y el multiconjunto cod1(ϕ).
En la configuracio´n C2:
• C2(1) = {α, β2}.
• En la configuracio´n C2 hay una membrana etiquetada por 2 que
contiene el objeto T1,1, F ′1,1, A2,1, A′2,1, B2,1, B′2,1, S y el multiconjunto
cod2(ϕ).
Demostracio´n. Se va a probar a continuacio´n.
En la configuracio´n C0:
• C0(1) = {α, β0}.
• Hay una membrana etiquetada por 2 que contiene los objetosA1,1, B1,1
y el multiconjunto cod0(ϕ).
La configuracio´n C1 se obtiene de la configuracio´n C0 por la aplicacio´n
de las reglas [ β0 → β1 ]1, [A1,1 → a1a′1 ]2, [ x′i,j,3k+2 → xi,j,3k+3x′i,j,3k+3 ]2,
[B1,1 → b1b′1 ]2, [ xi,j,0 → xi,j,1 ]2, [ xi,j,0 → xi,j,1 ]2 y [ x∗i,j,0 → x∗i,j,1 ]2, para
1 ≤ i ≤ n, 1 ≤ j ≤ p.
La configuracio´n C2 se obtiene de la configuracio´n C1 por la aplicacio´n
de las reglas [ β1 → β2 ]1, [ a1 → T1,1A2,1 ]2, [ a′1 → F ′1,1A′2,1 ]2, [ b1 →
B2,1S ]2, [ b′1 → B′2,1 ]2, [ xi,j,1 → xi,j,2 ]2, [ xi,j,1 → xi,j,2 ]2 y [ x∗i,j,1 → x∗i,j,2 ]2,
para 1 ≤ i ≤ n, 1 ≤ j ≤ p.
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Proposicio´n 6.6. Sea C = (C0, C1, . . . , Cq) una computacio´n del sistema Π(s(ϕ))
con multiconjunto de entrada cod(ϕ).
(a) Para cada k, 1 ≤ k ≤ n− 2, lo siguiente es va´lido:
En la configuracio´n C3k:
• C3k(1) = {α, β3k}.
• Hay 2k membranas etiquetadas por 2 such that:
◦ 2k−1 de estas membranas contienen el multiconjunto cod3k(ϕ),
objetos Ak+1,k+1, Bk+1,k+1 y un subconjunto diferente
{R1,2k, . . . , Rk−1,2k, Tk,2k}, siendo R ∈ {T, F}.
◦ 2k−1 de estas membranas contienen el multiconjunto cod′3k(ϕ),
objetos A′k+1,k+1, B′k+1,k+1 y un subconjunto diferente
{R′1,2k, . . . , R′k−1,2k, F ′k,2k}, siendo R ∈ {T, F}.
En la configuracio´n C3k+1:
• C3k+1(1) = {α, β3k+1}.
• Hay 2k membranas etiquetadas por 2 tales que cada una de ellas
contiene los objetos ak+1, a′k+1, bk+1, b′k+1. Adema´s,
◦ 2k−1 de estas membranas contiene el multiconjunto cod3k+1(ϕ)
y un subconjunto diferente {r1,2k, . . . , rk−1,2k, tk,2k}, siendo
r ∈ {t, f}.
◦ 2k−1 de estas membranas contiene el multiconjunto cod′3k+1(ϕ)
y un subconjunto diferente {r′1,2k, . . . , r′k−1,2k, fk,2k}, siendo
r ∈ {t, f}.
En la configuracio´n C3k+2:
• C3k+2(1) = {α, β3k+2}.
• Hay 2k membranas etiquetadas por 2 tales que contienen los ob-
jetos Tk+1,2(k+1)−1, F ′k+1,2(k+1)−1, Ak+2,k+1, A′k+2,k+1, Bk+2,k+1, B′k+2,k+1
y S. Adema´s,
◦ 2k−1 de estas membranas contiene el multiconjunto cod3k+2(ϕ)
y un subconjunto diferente {R1,2(k+1)−1, R′1,2(k+1)−1, . . . ,
Rk,2(k+1)−1, R′k,2(k+1)−1}, siendo R ∈ {T, F}.
◦ 2k−1 de estas membranas contiene el multiconjunto cod′3k+2(ϕ)
y un subconjunto diferente {R1,2(k+1)−1, R′1,2(k+1)−1, . . . ,
Rk−1,2(k+1)−1, R′k−1,2(k+1)−1}, siendo R ∈ {T, F}.
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(b) En la configuracio´n C3n−3 = C3(n−1):
C3n−3(1) = {α, β3n−3}.
Hay 2n−1 membranas etiquetadas por 2 tales que:
• 2n−2 de estas membranas contiene el multiconjunto cod3n−3(ϕ),
los objetos An,n, Bn,n y un subconjunto diferente {R1,2(n−1), . . . ,
Rn−2,2(n−1), Tn−1,2(n−1)}, siendo R ∈ {T, F}.
• 2n−2 de estas membranas contiene el multiconjunto cod′3n−3(ϕ),
los objetos A′n,n, B′n,n y un subconjunto diferente {R′1,2(n−1), . . . ,
R′n−2,2(n−1), F
′
n−1,2(n−1)}, siendo R ∈ {T, F}.
(c) En la configuracio´n C3n−2 = C3(n−1)+1:
C3n−2(1) = {α, β3n−2}.
Hay 2n−1 membranas etiquetadas por 2 tales que contienen los ob-
jetos an, a′n, bn. Adema´s,
• 2n−2 de estas membranas contiene el multiconjunto cod3n−2(ϕ)
y un subconjunto diferente {r1,2(n−1), . . . , rn−2,2(n−1), tn−1,2(n−1)},
siendo r ∈ {t, f}.
• 2k−1 de estas membranas contiene el multiconjunto cod′3n−2(ϕ) y
un subconjunto diferente {r1,2(n−1), . . . , rn−2,2(n−1), fn−1,2(n−1)},
siendo r ∈ {t, f}.
(d) En la configuracio´n C3n−1 = C3(n−1)+2:
C3n−1(1) = {α, β3n−1}.
Hay 2n−1 membranas etiquetadas por 2 tales que contienen los obje-
tos Tn,2n−1, F ′n,2n−1, S y un subconjunto diferente {R1,2n−1, R′1,2n−1, . . . ,
Rn−2,2n−1, R′n−2,2n−1}, siendo R ∈ {T, F}.
Adema´s,
• 2n−2 de estas membranas contains los objetos Tn−1,2n−1, T ′n−1,2n−1
y el multiconjunto cod3n−1(ϕ).
• 2n−2 de estas membranas contains los objetos Fn−1,2n−1, F ′n−1,2n−1
y el multiconjunto cod′3n−1(ϕ).
(e) En la configuracio´n C3n:
C3n(1) = {α, β3n}.
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Hay 2n membranas etiquetadas por 2 tales que:
• 2n−1 de estas membranas contiene el multiconjunto cod3n(ϕ) y
un subconjunto diferente {R1,2n, . . . , Rn−1,2n, Tn,2n}, siendo R ∈
{T, F}.
• 2n−1 de estas membranas contiene el multiconjunto cod′3n(ϕ) y
un subconjunto diferente {R′1,2n, . . . , R′n−1,2n, F ′n,2n}, siendo R ∈
{T, F}.
(f) En la configuracio´n C3n+1:
C3n+1(1) = {α, β3n+1}.
Hay 2n membranas etiquetadas por 2 tales que each of them contains
multiset cod(ϕ) y un subconjunto diferente {R∗1,1, . . . , R∗n,1}, siendo
R ∈ {T, F}.
Demostracio´n. Se demostrara´ por induccio´n sobre k.
(a) Por induccio´n sobre k. Para probar el caso base k = 1 basta tener pre-
sente la Proposicio´n 6.5 y observar que:
La configuracio´n C3 se obtiene de la configuracio´n C2 por la aplica-
cio´n de las reglas [ β2 → β3 ]1, [ T1,1 → T1,2 ]2, [F ′1,1 → F ′1,2 ]2, [A2,1 →
A2,2 ]2, [A′2,1 → A′2,2 ]2, [B2,1 → B2,2 ]2, [B′2,1 → B′2,2 ]2, [ xi,j,2 →
xi,j,3 ]2, [ xi,j,2 → xi,j,3 ]2 y [ x∗i,j,2 → x∗i,j,3 ]2, para 1 ≤ i ≤ n, 1 ≤
j ≤ p.
La configuracio´n C4 se obtiene de la configuracio´n C3 por la aplica-
cio´n de las reglas [ β3 → β4 ]1, [ T1,2 → t1,2 ]2, [F ′1,2 → f1,2 ]2, [A2,2 →
a2a
′
2 ]2, [A′2,2 → a2a′2 ]2, [B2,2 → b2b′2 ]2, [B′2,2 → b2b′2 ]2, [ xi,j,3 →
xi,j,4 ]2, [ xi,j,3 → xi,j,4 ]2 y [ x∗i,j,3 → x∗i,j,4 ]2, para 1 ≤ i ≤ n, 1 ≤
j ≤ p.
La configuracio´n C5 se obtiene de la configuracio´n C4 por la aplica-
cio´n de las reglas [ β4 → β5 ]1, [ t1,2 → T1,3T ′1,3 ]2, [ f1,2 → F1,3F ′1,3 ]2,
[ a2 → T2,3A3,2 ]2, [ a′2 → F ′2,3A′3,2 ]2, [ b2 → B3,2S ]2, [ b′2 → B′3,2 ]2,
[ xi,j,4 → xi,j,5 ]2, [ xi,j,4 → xi,j,5 ]2 y [ x∗i,j,4 → x∗i,j,5 ]2, para 1 ≤ i ≤
n, 1 ≤ j ≤ p.
Supongamos ahora, por hipotesis de induccion, que el resultado es cierto
para k, siendo 1 ≤ k < n − 2. On the one hand, at configuration C3k+2
we have:
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C3k+2(1) = {α, β3k+2}.
Hay 2k membranas etiquetadas por 2 tales que contienen los ob-
jetos Tk+1,2k+1, F ′k+1,2k+1, Ak+2,k+1, A′k+2,k+1, Bk+2,k+1, B′k+2,k+1 y S.
Adema´s,
• 2k−1 de estas membranas contiene el multiconjunto cod3k+2(ϕ) y
un subconjunto diferente {R1,2k+1, R′1,2k+1, . . . , Rk−1,2k+1,
R′k−1,2k+1, Tk,2k+1, T
′
k,2k+1}, siendo R ∈ {T, F}.
• 2k−1 de estas membranas contiene el multiconjunto cod′3k+2(ϕ) y
un subconjunto diferente {R1,2k+1, R′1,2k+1, . . . , Rk−1,2k+1,
R′k−1,2k+1, Fk,2k+1, F
′
k,2k+1}, siendo R ∈ {T, F}.
Por otra parte, la configuracio´n C3(k+1) = C3k+3 se obtiene de la configu-
racio´n C3k+2 por la aplicacio´n de las reglas:
[ β3k+2 → β3k+3 ]1, [S ]2 → [ Γ0 ]2 [ Γ1 ]2, [ Tl,2k+1 → Tl,2k+2 ]2, [ T ′l,2k+1 →
T ′l,2k+2 ]2, [Fl,2k+1 → Fl,2k+2 ]2, [F ′l,2k+1 → F ′l,2k+2 ]2, para 1 ≤ l ≤ k −
1, [ Tk,2k+1 → Tk,2k+2 ]2, [F ′k,2k+1 → F ′k,2k+2 ]2, [Ak+1,k → Ak+1,k+1 ]2,
[A′k+1,k → A′k+1,k+1 ]2, [Bk+1,k → Bk+1,k+1 ]2, [B′k+1,k → B′k+1,k+1 ]2,
[ xi,j,3k+2 → xi,j,3k+3 ]2, [ xi,j,3k+2 → xi,j,3k+3 ]2 [ x∗i,j,3k+2 → x∗i,j,3k+3 ]2,
[ x′i,j,3k+2 → x′i,j,3k+3 ]2, [ x′i,j,3k+2 → x′i,j,3k+3 ]2 [ x′∗i,j,3k+2 → x′∗i,j,3k+3 ]2, para
1 ≤ i ≤ n, 1 ≤ j ≤ p.
Por lo tanto, en la configuracio´n C3(k+1) = C3k+3 tenemos lo siguiente:
C3(k+1)(1) = {α, β3k+3}.
Hay 2k+1 membranas etiquetadas por 2 tales que:
• 2k de estas membranas contiene el multiconjunto cod3(k+1)(ϕ),
los objetos Ak+1,k+1, Bk+1,k+1 y un subconjunto diferente
{R1,2(k+1), . . . , Rk,2(k+1), Tk+1,2(k+1)}, siendo R ∈ {T, F}.
• 2k de estas membranas contiene el multiconjunto cod′3(k+1)(ϕ),
los objetos A′k+2,k+2, B′k+2,k+2 y un subconjunto diferente
{R′1,2(k+1), . . . , R′k,2(k+1), F ′k+1,2(k+1)}, siendo R ∈ {T, F}.
La configuracio´n C3k+4 se obtiene de la configuracio´n C3k+3 por la aplica-
cio´n de las reglas:
[ β3k+3 → β3k+4 ]1, [ Tl,2(k+1) → tl,2(k+1) ]2, [ T ′l,2(k+1) → tl,2(k+1) ]2, [Fl,2(k+1) →
fl,2(k+1) ]2, [F ′l,2(k+1) → fl,2(k+1) ]2, para 1 ≤ l ≤ k, [ Tk+1,2(k+1) → tk+1,2(k+1) ]2,
[F ′k+1,2(k+1) → fk+1,2(k+1) ]2, [Ak+1,k+1 → bk+1b′k+1 ]2, [A′k+1,k+1 → bk+1, b′k+1 ]2,
[Bk+1,k+1 → bk+1, b′k+1 ]2, [B′k+1,k+1 → bk+1, b′k+1 ]2, [ xi,j,3k+3 → xi,j,3k+4 ]2,
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[ xi,j,3k+3 → xi,j,3k+4 ]2, [ x∗i,j,3k+3 → x∗i,j,3k+4 ]2, [ x′i,j,3k+3 → x′i,j,3k+4 ]2,
[ x′i,j,3k+3 → x′i,j,3k+4 ]2, [ x′∗i,j,3k+3 → x′∗i,j,3k+3 ]4, para 1 ≤ i ≤ n, 1 ≤ j ≤ p.
Por lo tanto, en la configuracio´n C3(k+1)+1 = C3k+4 tendremos lo siguiente:
C3(k+1)+1(1) = {α, β3k+4}.
Hay 2k+1 membranas etiquetadas por 2 tales que contienen los ob-
jetos ak+2, a′k+2, bk+2, b′k+2. Adema´s,
• 2k de estas membranas contiene el multiconjunto cod3(k+1)+1(ϕ)
y un subconjunto diferente {r1,2(k+1), . . . , rk,2(k+1), tk+1,2(k+1)},
siendo r ∈ {t, f}.
• 2k de estas membranas contiene el multiconjunto cod′3(k+1)+1(ϕ)
y un subconjunto diferente {r′1,2(k+1), . . . , r′k,2(k+1), fk+1,2(k+1)},
siendo r ∈ {t, f}.
La configuracio´n C3k+5 se obtiene de la configuracio´n C3k+4 por la aplica-
cio´n de las reglas: [ β3k+4 → β3k+5 ]1, [ tl,2(k+1) → Tl,2(k+1)+1T ′l,2(k+1)+1 ]2,
[ fl,2(k+1) → Fl,2(k+1)+1F ′l,2(k+1)+1 ]2, para 1 ≤ l ≤ k + 1,
[ ak+1 → Tk+1,2(k+1)−1Ak+2,k+1 ]2, [ a′k+1 → F ′k+1,2(k+1)−1A′k+2,k+1 ]2, [ bk+1 →
Bk+2,k+1S ]2, [ b′k+1 → B′k+2,k+1 ]2, [ xi,j,3k+4 → xi,j,3k+5 ]2,
[ xi,j,3k+4 → xi,j,3k+5 ]2, [ x∗i,j,3k+4 → x∗i,j,3k+5 ]2, [ x′i,j,3k+4 → x′i,j,3k+5 ]2,
[ x′i,j,3k+4 → x′i,j,3k+5 ]2 y [ x′∗i,j,3k+4 → x′∗i,j,3k+5 ]2, para 1 ≤ i ≤ n, 1 ≤
j ≤ p.
Por lo tanto, en la configuracio´n C3(k+1)+2 = C3k+5 tendremos lo siguiente:
C3(k+1)+2(1) = {α, β3k+5}.
Hay 2k+1 membranas etiquetadas por 2 tales que contienen los obje-
tos Tk+1,2(k+1)−1, F ′k+1,2(k+1)−1, Ak+2,k+1, A′k+2,k+1, Bk+2,k+1, B′k+2,k+1
y S. Adema´s,
• 2k de estas membranas contiene el multiconjunto cod3(k+1)+2(ϕ)





k+1,2(k+1)+1}, siendo R ∈
{T, F}.
• 2k de estas membranas contiene el multiconjunto cod′3(k+1)+2(ϕ)





k+1,2(k+1)+1}, siendo R ∈
{T, F}.
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Por tanto, el resultado se verifica para k+ 1. Lo que completa la prueba
del apartado (a).
(b) Aplicando el caso (a) para k = n − 2 resulta que en la configuracio´n
C3(n−2)+2 = C3n−4:
C3n−4(1) = {α, β3n−4}.
Hay 2n−2 membranas etiquetadas por 2 tales que contienen los obje-
tos Tn−1,2(n−1)−1, F ′n−1,2(n−1)−1, An,n−1, A′n,n−1, Bn,n−1, B′n,n−1, S y un
subconjunto diferente {R1,2(n−1)−1, R′1,2(n−1)−1, . . . , Rn−3,2(n−1)−1,
R′n−3,2(n−1)−1}, siendo R ∈ {T, F}. Adema´s,
• 2n−3 de estas membranas contains los objetos Tn−2,2(n−1)−1,
T ′n−2,2(n−1)−1 y el multiconjunto cod3n−4(ϕ).
• 2n−3 de estas membranas contains los objetos Fn−2,2(n−1)−1,
F ′n−2,2(n−1)−1 y el multiconjunto cod′3n−4(ϕ).
Por lo tanto, (b) es va´lido observando que C3n−3 se obtiene de C3n−4 por
la aplicacio´n de las reglas
[ β3n−4 → β3n−3 ]1, [S ]2 → [ Γ0 ]2 [ Γ1 ]2, [ Tl,2(n−2)+1 → Tl,2(n−1) ]2,
[ T ′l,2(n−2)+1 → T ′l,2(n−1) ]2, [Fl,2(n−2)+1 → Fl,2(n−1) ]2, [F ′l,2(n−2)+1 → F ′l,2(n−1) ]2,
para 1 ≤ l ≤ n − 2, [ Tn−1,2(n−2)+1 → Tn−1,2(n−1) ]2, [F ′n−1,2(n−2)+1 →
F ′n−1,2(n−1) ]2, [An,n−1 → An.n ]2, [A′n,n−1 → A′n.n ]2, [Bn,n−1 → Bn,n ]2,
[B′n,n−1 → B′n,n ]2, [ xi,j,3n−4 → xi,j,3n−3 ]2, [ xi,j,3n−4 → xi,j,3n−3 ]2 [ x∗i,j,3n−4 →
x∗i,j,3n−3 ]2, [ x′i,j,3n−4 → x′i,j,3n−3 ]2, [ x′i,j,3n−4 → x′i,j,3n−3 ]2 [ x′∗i,j,3n−4 → x′∗i,j,3n−3 ]2,
para 1 ≤ i ≤ n, 1 ≤ j ≤ p.
(c) El resultado es va´lido por (b) observando que C3n−2 se obtiene de C3n−3
por la aplicacio´n de las reglas
[ β3n−3 → β3n−2 ]1, [ Tl,2(n−1) → tl,2(n−1) ]2, [ T ′l,2(n−1) → tl,2(n−1) ]2, [Fl,2(n−1) →
fl,2(n−1) ]2, [F ′l,2(n−1) → fl,2(n−1) ]2, para 1 ≤ l ≤ n − 1, [An,n → ana′n ]2,
[A′n,n → ana′n ]2, [Bn,n → bn ]2, [B′n,n → bn ]2, [ xi,j,3n−3 → xi,j,3n−2 ]2,
[ xi,j,3n−3 → xi,j,3n−2 ]2, [ x∗i,j,3n−3 → x∗i,j,3n−2 ]2, [ x′i,j,3n−3 → x′i,j,3n−2 ]2,
[ x′i,j,3n−3 → x′i,j,3n−2 ]2 [ x′∗i,j,3n−3 → x′∗i,j,3n−2 ]2, para 1 ≤ i ≤ n, 1 ≤ j ≤ p.
(d) El resultado es va´lido por (c) observando que C3n−1 se obtiene de C3n−2
por la aplicacio´n de las reglas
[ β3n−2 → β3n−1 ]1, [ tl,2(n−1) → Tl,2(n−1)+1T ′l,2(n−1)+1 ]2,
[ fl,2(n−1) → Fl,2(n−1)+1F ′l,2(n−1)+1 ]2, para 1 ≤ l ≤ n− 1, [ an → Tn,2n−1 ]2,
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[ a′n → F ′n,2n−1 ]2, [ bn → S ]2, [ xi,j,3n−2 → xi,j,3n−1 ]2, [ xi,j,3n−2 → xi,j,3n−1 ]2,
[ x∗i,j,3n−2 → x∗i,j,3n−1 ]2, [ x′i,j,3n−2 → x′i,j,3n−1 ]2, [ x′i,j,3n−2 → x′i,j,3n−1 ]2,
[ x′∗i,j,3n−2 → x′∗i,j,3n−1 ]2, para 1 ≤ i ≤ n, 1 ≤ j ≤ p.
(e) El resultado es va´lido por (d) observando que C3n se obtiene de C3n−1 por
la aplicacio´n de las reglas
[ β3n−1 → β3n ]1, [S ]2 → [ Γ0 ]2 [ Γ1 ]2, [ Tl,2n−1 → Tl,2n ]2, [ T ′l,2n−1 → T ′l,2n ]2,
[Fl,2n−1 → Fl,2n ]2, [F ′l,2n−1 → F ′l,2n ]2, para 1 ≤ l ≤ n − 1, [ Tn,2n−1 →
Tn−1,2n ]2, [F ′n,2n−1 → F ′n,2n ]2, [ xi,j,3n−1 → xi,j,3n ]2, [ xi,j,3n−1 → xi,j,3n ]2,
[ x∗i,j,3n−1 → x∗i,j,3n ]2, [ x′i,j,3n−1 → x′i,j,3n ]2, [ x′i,j,3n−1 → x′i,j,3n ]2 [ x′∗i,j,3n−1 →
x
′∗
i,j,3n ]2, para 1 ≤ i ≤ n, 1 ≤ j ≤ p.
(f) El resultado es va´lido por (e) observando que C3n+1 se obtiene de C3n por
la aplicacio´n de las reglas
[ β3n → β3n+1 ]1, [ Tl,2n → T ∗l,1 ]2, [ T ′l,2n → T ∗l,1 ]2, [Fl,2n → F ∗l,1 ]2, [F ′l,2n →
F ∗l,1 ]2, para 1 ≤ l ≤ n − 1 [ Tn,2n → T ∗n,1 ]2, [F ′n,2n → F ∗n,1 ]2, [ xi,j,3n →
xi,j ]2, [ xi,j,3n → xi,j ]2, [ x∗i,j,3n → x∗i,j ]2, [ x′i,j,3n → x′i,j ]2, [ x′i,j,3n → x′i,j ]2
[ x′∗i,j,3n → x′∗i,j ]2, para 1 ≤ i ≤ n, 1 ≤ j ≤ p.
Primera fase de chequeo
En esta fase, verificaremos que´ cla´usulas son satisfechas por las valoraciones
de verdad codificadas en cada membrana etiquetada por 2. Para ello se disparan
las reglas 2.3, que sera´n aplicadas de tal manera que en el j-e´simo paso de
computacio´n (1 ≤ j ≤ p) de esta fase, se verifica la cla´usula j y en una
membrana etiquetada por 2 se generara´ un objeto cj si y so´lo si la cla´usula Cj
es satisfecha por la valoracio´n de verdad codificada en dicha membrana.
Proposicio´n 6.7. Sea C = (C0, C1, . . . , Cq) una computacio´n del sistema Π(s(ϕ))
con multiconjunto de entrada cod(ϕ).
(a) Para cada k (1 ≤ k ≤ p − 1) en la configuracio´n C3n+1+k tenemos lo
siguiente:
C3n+1+k(1) = {α, β3n+1+k}.
Hay 2n membranas etiquetadas por 2 tales que cada una de ellas
contiene:
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• el multiconjunto cod∗(ϕ)pk+1 correspondiente a las cla´usulas
Ck+1, . . . , Cp;
• un subconjunto diferente {R∗1,k+1, . . . , R∗n,k+1}, siendo R ∈ {T, F}
que codifica una valoracio´n de verdad para las variables
{x1, . . . , xn} de ϕ; y
• los objetos cj,k (1 ≤ j ≤ k) si y so´lo si la cla´usula Cj es satisfe-
cha por la valoracio´n de verdad codificada en dicha membrana.
(b) C3n+1+p(1) = {α, β3n+1+p}, y en la configuracio´n C3n+1+p(2) hay 2n mem-
branas etiquetadas por 2 tales que cada una de ellas contiene objetos cj si
y so´lo si la cla´usula Cj es satisfecha por la valoracio´n de verdad codifica-
da en dicha membrana. Adema´s, la multiplicidad del objeto cj representa
el nu´mero de literales que hacen verdadera la cla´usula Cj.
Demostracio´n. (a) Por induccio´n sobre k.
El caso base k = 1 es va´lido por (f) de la anterior proposicio´n, ob-
servando que C(3n+1)+1 se obtiene de C3n+1 por la aplicacio´n de la
regla [ β3n+1 → β3n+2 ]1 y las reglas [ T ∗i,1xi,1 → T ∗i,2c1,1 ]2, [ T ∗i,1xi,1 →
T ∗i,2 ]2, [ T ∗i,1x∗i,1 → T ∗i,2 ]2, [F ∗i,1xi,1 → F ∗i,2 ]2, [F ∗i,1xi,1 → F ∗i,2c1,1 ]2,
[F ∗i,1x∗i,1 → F ∗i,2 ]2, para 1 ≤ i ≤ n
Supongamos entonces que el resultado es va´lido para k, 1 ≤ k < p−
1. Para probar que el resultado es va´lido para k+1 es suficiente ob-
servar que la configuracio´n C(3n+1)+k+1 se obtiene de la configuracio´n
C(3n+1)+k por la aplicacio´n de la regla [ β(3n+1)+k → β(3n+1)+k+1 ]1, las
reglas [ cj,k → cj,k+1 ]2, para 1 ≤ j ≤ k, y las reglas [ T ∗i,k+1xi,k+1 →
T ∗i,k+2ck+1,k+1 ]2, [ T ∗i,k+1xi,k+1 → T ∗i,k+2 ]2, [ T ∗i,k+1x∗i,k+1 → T ∗i,k+2 ]2,
[F ∗i,k+1xi,k+1 → F ∗i,k+2 ]2, [F ∗i,k+1xi,k+1 → F ∗i,k+2ck+1,k+1 ]2, [F ∗i,k+1x∗i,k+1 →
F ∗i,k+2 ]2, para 1 ≤ i ≤ n.
(b) Por (a) deducimos que la configuracio´n C(3n+1)+p−1 = C3n+p verifica lo
siguiente:
C3n+p(1) = {α, β3n+p}.
Hay 2n membranas etiquetadas por 2 tales que cada una de ellas
contiene
• el multiconjunto cod∗(ϕ)pp correspondiente a la cla´usula Cp;
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• un subconjunto diferente {R∗1,p, . . . , R∗n,p}, siendo R ∈ {T, F}
que codifica una valoracio´n de verdad para las variables
{x1, . . . , xn}; y
• los objetos cj,p−1 (1 ≤ j ≤ p − 1) si y so´lo si la cla´usula Cj se
satisface por la valoracio´n de verdad codificada en dicha mem-
brana.
Por lo tanto, (b) es va´lido por la anotacio´n anterior observando que la
configuracio´n C(3n+1)+p se obtiene de la configuracio´n C3n+p aplicando la
regla [ β3n+p → β3n+p+1 ]1, las reglas [ cj,p−1 → cj ]2, para1 ≤ j ≤ p − 1,
y las reglas [T ∗i,pxi,p → cp ]2, [ T ∗i,pxi,p → # ]2, [ T ∗i,px∗i,p → # ]2, [F ∗i,pxi,p →
# ]2, [F ∗i,pxi,p → cp ]2, [F ∗i,px∗i,p → # ]2, para 1 ≤ i ≤ n.
Segunda fase de chequeo
En esta fase, intentamos determinar si hay alguna valoracio´n de verdad co-
dificada en una de las membranas etiquetadas por 2 satisface todas las cla´usulas
de ϕ y, por tanto, la fo´rmula en s´ı. Para ello, se aplican las reglas de 2.4 de
tal manera que el objeto dj, 2 ≤ j ≤ p se produce en el caso que todas las
cla´usulas C1, . . . , Cj sean satisfechas (i.e. todos los objetos c1, . . . , cj aparezcan
en una membrana). Por lo tanto, la fo´rmula ϕ es satisfecha por una valoracio´n
de verdad codificada en una membrana etiquetada por 2 si y so´lo si aparece
un objeto dp en dicha membrana. Esta fase tarda exactamente p− 1 pasos de
computacio´n.
Proposicio´n 6.8. Sea C = (C0, C1, . . . , Cq) una computacio´n del sistema Π(s(ϕ))
con multiconjunto de entrada cod(ϕ).
(a) Para cada i (1 ≤ i ≤ p − 1) en la configuracio´n C3n+p+1+i tendremos lo
siguiente:
C3n+1+p+i(1) = {α, β3n+1+p+i}.
Hay 2n membranas etiquetadas por 2 tales que cada una de ellas
contiene un objeto di+1 si y so´lo si la valoracio´n de verdad codificada
en dicha membrana hace verdaderas las cla´usulas C1, . . . , Ci+1.
(b) ϕ es satisfactible si y so´lo si en la configuracio´n C3n+1+p+(p−1) = C3n+2p
hay alguna membrana etiquetada por 2 que contenga al menos un objeto
dp.
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Demostracio´n. A continuacio´n, se probara´ esta proposicio´n por induccio´n.
(a) Por induccio´n sobre i.
El caso base i = 1 es va´lido por (b) de la proposicio´n anterior,
observando que C(3n+1)+p+1 se obtiene de C(3n+1)+p por la aplicacio´n
de las reglas [ β(3n+1)+p → β(3n+1)+p+1 ]1 y [ c1c2 → d2 ]2.
Suponiendo que el resultado es va´lido para i, 1 ≤ i < p − 1. Pa-
ra probar que sigue siendo va´lido para i + 1 es suficiente obser-
var que la configuracio´n C(3n+1)+p+(i+1) se obtiene de la configu-
racio´n C(3n+1)+p+i por la aplicacio´n de las reglas [ β(3n+1)+p+i →
β(3n+1)+p+(i+1) ]1 y [ ci+1ci+2 → di+2 ]2.
(b) Supongamos que la fo´rmula ϕ es satisfactible si y so´lo si hay alguna valo-
racio´n de verdad σ que haga verdadera ϕ; es decir, que haga verdaderas
todas las cla´usulas C1, . . . , Cp. Por (a) deducimos que ϕ es satisfactible
si y so´lo si la configuracio´n C3n+2p hay alguna membrana etiquetada por
2 que contiene algu´n objeto dp.
Fase de salida
La fase de salida comienza en el paso (3n + 2p + 1), y tarda exactamen-
te 4 pasos de computacio´n, independientemente de si la fo´rmula ϕ es o no
satisfactible.
Respuesta afirmativa: si la fo´rmula ϕ ∈ ISAT es satisfactible, entonces al
menos una de las valoraciones de verdad codificadas en las membranas
etiquetadas por 2 satisfara´n todas las cla´usulas C1, . . . , Cp. Por lo tanto,
una copia del objeto dp aparecera´ en dicha membrana en la configuracio´n
C3n+2p. Entonces, por la aplicacio´n de las reglas [ β3n+2p → β3n+2p+1 ]1 y
[ dp ]2 → γ [ ]2, los objetos γ y β3n+2p+1 se producira´n en la membrana
piel. En el siguiente paso de computacio´n, por la aplicacio´n de las reglas
[αγ → γ′ ]1 y [ β3n+2p+1 → β′ ]1, tendremos C3n+2p+2(1) = {γ′, β′}. A
continuacio´n, aplicando la regla [ γ′ → γ′′ ]1, obtenemos C3n+2p+3(1) =
{γ′′, β′} (obse´rves que el objeto β′ no pude interactuar con α). Final-
mente, en el paso 3n+ 2p+ 4 mediante la aplicacio´n de la regla [ γ′′ ]1 →
yes [ ]1, el objeto yes es enviado al entorno y la computacio´n para.
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Respuesta negativa: si la fo´rmula ϕ ∈ ISAT no es satisfactible, enton-
ces ninguna de las valoraciones de verdad codificadas en las membranas
etiquetadas por 2 hara´ verdadera la fo´rmula ϕ. Por lo tanto, el obje-
to dp no aparece en ninguna membrana con etiqueta 2. Entonces, en el
paso 3n + 2p + 1 so´lo la regla [ β3n+2p → β3n+2p+1 ]1 es aplicable a la
configuracio´n C3n+2p. Por lo tanto, C3n+2p+1(1) = {α, β3n+2p+1}. En el
siguiente paso, por la aplicacio´n de la regla [ β3n+2p+1 → β′ ]1 obtenemos
C3n+2p+2(1) = {α, β′}. A continuacio´n, el objeto α puede interactuar con
el objeto β′ por medio de la regla [αβ′ → β′′ ]1 produciendo un objeto
β′′ en la membrana piel en la configuracio´n C3n+2p+3. Finalmente, en el
paso 3n + 2p + 4, mediante la aplicacio´n de la regla [ β′′ ]1 → no [ ]1 el
objeco no es enviado al entorno y la computacio´n para.
6.2.1.2. Resultado obtenido
Teorema 6.2. SAT ∈ PMCSAM0(pmc,+c,−d,−n)
Demostracio´n. La familia de sistemas P Π = {Π(t) | t ∈ N} presentada
verifica lo siguiente:
(a) Todos los sistemas de la familia Π son sistemas P reconocedores de
SAM0(pmc,+c,−d,−n).
(b) La familia Π es polinomialmente uniforme por ma´quinas de Turing dado
que para cada n, p ∈ N, las reglas de Π(〈n, p〉) de la familia son recursiva-
mente definidos por n, p ∈ N, y la cantidad de recursos que se necesitan
para construir un elemento de dicha familia es de orden polinomial con
respecto a n y p, como se indica a continuacio´n.
Taman˜o del alfabeto: 8n2p+n2 + p22 +11np+6n+3p+18 ∈ Θ(n2p).
Nu´mero inicial de membranas: 2 ∈ Θ(1).
Nu´mero inicial de objetos en membranas: 4 ∈ Θ(1).
Nu´mero de reglas: 15n2p+ 7n2 − 15np+ 18n+ 3p+ 10 ∈ Θ(n2p).
Nu´mero ma´ximo de objetos envueltos en una regla: 4 ∈ Θ(1).
(c) El par (cod, s) de funciones computables en tiempo polinomial definidas
cumplen lo siguiente: para cada fo´rmula ϕ ∈ ISAT, s(ϕ) es un nu´mero
natural, cod(ϕ) es un multiconjunto del sistema Π(s(ϕ)) y para cada
t ∈ N, s−1(t) es un conjunto finito.
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(d) La familia Π es polinomialmente acotada: de hecho, para cada fo´rmula
ϕ de SAT, el sistema P determinista Π(s(ϕ)) + cod(ϕ) tarda exactamente
n+ 2p+ 3 pasos de computacio´n, siendo n el nu´mero de variables y p el
nu´mero de cla´usulas de ϕ.
(e) La familia Π es adecuada con respecto a (X, cod, s): para cada fo´rmula ϕ,
si la computacio´n de Π(s(ϕ))+cod(ϕ) es una computacio´n de aceptacio´n,
entonces ϕ es satisfactible.
(f) La familia Π es completa con respecto a (X, cod, s): para cada fo´rmu-
la ϕ que sea satisfactible, la computacio´n de Π(s(ϕ)) + cod(ϕ) es una
computacio´n de aceptacio´n.
Por lo tanto, la familia Π de sistemas P previamente descrita es una solu-
cio´n uniforme y en tiempo polinomial al problema SAT.
Corolario 6.2. NP ∪ co-NP ⊆ PMCSAM0(pmc,+c,−d,−n)
Demostracio´n. Es suficiente observar que el problema SAT es un problema
NP-completo, SAT ∈ PMCSAM0(pmc,+c−d,−n) y que la clase de complejidad
PMCSAM0(pmc,+c,−d,−n) es cerrada bajo reducibilidad en tiempo polinomial y
bajo complementario.
6.2.2. Nuevas fronteras obtenidas
Se tienen los siguientes resultados:
P = PMCSAM0(bmc,+c,+d,+n)
NP ∪ co-NP ⊆ PMCSAM0(pmc,+c,−d,−n)
NP ∪ co-NP ⊆ PMCDAM0(bmc,+c,−d,−n)
Dados los resultados obtenidos aqu´ı, podemos afirmar que la separacio´n
de membranas parece una l´ınea de investigacio´n bastante interesante desde el
punto de vista de la complejidad computacional. De hecho, varias nuevas fron-
teras se han obtenido aqu´ı. Respecto a los propios sistemas P con membranas
activas con reglas de separacio´n, pasar del uso de cooperacio´n minimal acotada
a cooperacio´n minimal primaria en reglas de evolucio´n de objetos corresponde
a pasar de la no eficiencia a la presumible eficiencia.















PSPACE ⊆ PMCR P = PMCR
NP ∪ co-NP ⊆ PMCR
Figura 6.1: Eficiencia computacional en sistemas P con membranas activas sin
polarizaciones.
Ma´s au´n, otra nueva frontera tambie´n es observada. Dado un sistema P con
membranas activas y cooperacio´n minimal acotada, el uso de reglas de reglas
de separacio´n de membranas limita los problemas resolubles eficientemente
a los problemas de la clase P, mientras que el uso de reglas de divisio´n de
membranas permite resolver problemas presuntamente intratables.
En la Figura 6.1 se puede observar el panorama de las clases de complejidad
incluidas en los sistemas estudiados en este cap´ıtulo.
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Cap´ıtulo 7
Cooperacio´n minimal en reglas
de comunicacio´n
En el transporte de sustancias qu´ımicas a trave´s de las membranas celula-
res, suelen existir elementos qu´ımicos que «cooperan» en la realizacio´n de esa
tarea. En lo que respecta a la comunicacio´n de la ce´lula con el exterior a trave´s
de la membrana plasma´tica, actuando de catalizador o inhibidor del paso de
ciertas part´ıculas que se encuentran en las proximidades de la ce´lula en cues-
tio´n. En lo que respecta al transporte por el interior de la ce´lula, facilitando
el movimiento de las sustancias a trave´s de los diversos orga´nulos contenidos
en la misma.
El objetivo del presente cap´ıtulo es el estudio y obtencio´n de fronteras de
la tratabilidad de problemas en el marco de los sistemas P con membranas
activas, sin polarizaciones y sin reglas de disolucio´n cuando se permite el uso
de reglas de comunicacio´n que sean cooperativas.
7.1. DAM0(−d): Cooperacio´n en reglas de co-
municacio´n
En esta seccio´n definiremos los citados sistemas P con membranas activas
sin polarizacio´n con cooperacio´n minimal en reglas de comunicacio´n y divisio´n
de membranas.
Definicio´n 7.1. Un sistema P con membranas activas sin polarizacio´n con
cooperacio´n minimal en reglas de comunicacio´n y divisio´n de grado q ≥ 1 es
una tupla Π = (Γ, H, µ,M1, . . . ,Mq,R, iout), donde Π es un sistema P con
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membranas activas sin polarizacio´n con divisio´n y las reglas de evolucio´n de
objetos se definen como sigue:
(b′) u [ ]h → [ c ]h, para h ∈ H, 1 ≤ |u| ≤ 2, u ∈ Γ+, c ∈ Γ
(c′) [ u ]h → c [ ]h, para h ∈ H, 1 ≤ |u| ≤ 2, u ∈ Γ+, c ∈ Γ
La sema´ntica de estos sistemas, as´ı como la definicio´n de configuracio´n y
computacio´n son similares a los definidos anteriormente, con la peculiaridad
de la cooperacio´n en las reglas de comunicacio´n.
Dependiendo de las reglas de comunicacio´n en las que este´n permitidas la
cooperacio´n minimal, se utilizara´n las siguiente notaciones
Cooperacio´n minimal en reglas de comunicacio´n hacia dentro (mcmpin):
mientras que las reglas de comunicacio´n hacia dentro pueden ser coope-
rativas, las reglas de cooperacio´n hacia fuera esta´n restringidas a las
cla´sicas de los sistemas P con membranas activas sin polarizaciones.
Cooperacio´n minimal en reglas de comunicacio´n hacia fuera (mcmpout):
mientras que las reglas de comunicacio´n hacia fuera pueden ser coope-
rativas, las reglas de cooperacio´n hacia dentro esta´n restringidas a las
cla´sicas de los sistemas P con membranas activas sin polarizaciones.
Cooperacio´n minimal en reglas de comunicacio´n hacia dentro y hacia
fuera (mcmpin-out): tanto las reglas de comunicacio´n hacia dentro como
las reglas de comunicacio´n hacia fuera pueden ser cooperativas.
Denotaremos entonces por DAM0(α, β, δ, γ) la clase de sistemas P con
membranas activas y con reglas de divisio´n, donde:
α = +e (respectivamente, +es) cuando se permita el uso de reglas de
evolucio´n (respectivamente, reglas de evolucio´n simple, del tipo [ a→ b ]h,
a, b ∈ Γ).
β = mcmpin−out (respectivamente, mcmpin, mcmpout) cuando se permita
la cooperacio´n tanto en reglas de comunicacio´n hacia dentro como en
reglas de comunicacio´n hacia fuera (respectivamente, so´lo en reglas de
comunicacio´n hacia dentro, so´lo en reglas de comunicacio´n hacia fuera).
δ = ±d cuando se permita (respectivamente, se proh´ıba) el uso de reglas
de disolucio´n.













Figura 7.2: Estructura de membranas final en la solucio´n de [64]
γ = ±n cuando se permita el uso de reglas de divisio´n so´lo para mem-
branas elementales (respectivamente, para membranas elementales y no
elementales).
Para obtener una solucio´n similar a la obtenida en [65], en la que se usa-
ban cooperacio´n minimal y produccio´n minimal en reglas de evolucio´n, en este
marco, en el que la cooperacio´n se realiza en las reglas de comunicacio´n, nece-
sitamos tener una especie de membrana auxiliar; es decir, donde en la solucio´n
anterior hab´ıa una sola membrana, en este caso tendremos dos que hara´n las
veces de «membrana evolutiva». La diferencia entre estas dos estructuras pue-
de verse reflejada entre las Figuras 7.1 y 7.2. De hecho, se restringira´n las
reglas de evolucio´n de objetos a [ a→ b ]h, a, b ∈ Γ. A continuacio´n, pasaremos
a presentar dicha solucio´n.
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7.1.1. Una solucio´n eficiente al problema SAT mediante
sistemas de DAM0(+es,mcmpin,−d,+n)
A continuacio´n, se describe una familia de sistemas de membranas de
DAM0(+es,mcmpin,−d,+n) que resuelve el problema SAT en tiempo poli-
nomial y de manera uniforme.
Para cada n, p ∈ N, consideramos el sistema P reconocedor
Π(〈n, p〉) = (Γ,Σ, H, µ,M0,M1,M2,R, iin, iout)
de DAM0(+es,mcmpin,−d,+n), definida como sigue:
1. Alfabeto de trabajo Γ:
{yes, no,#} ∪ {ai,k | 1 ≤ i ≤ n, 1 ≤ k ≤ 2i− 1}∪
{αk | 0 ≤ k ≤ 4np+ 2n+ 2p+ 1} ∪ {βk | 0 ≤ k ≤ 4np+ 2n+ 2p+ 2}∪
{γk | 0 ≤ k ≤ 4np+ 2n}∪
{ti,k, fi,k | 1 ≤ i ≤ n, 2i− 1 ≤ k ≤ 2n+ 2p− 1} ∪ {Ti, Fi | 1 ≤ i ≤ n}∪
{cj | 1 ≤ j ≤ p} ∪ {cj,k | 1 ≤ j ≤ p, 0 ≤ k ≤ np− 1}∪
{dj | 1 ≤ j ≤ p} ∪ {xi,j,k, xi,j,k, x∗i,j,k | 1 ≤ i ≤ n1 ≤ j ≤ p,
1 ≤ k ≤ 2n+ 2np+ n(j − 1) + (i− 1)}
2. Alfabeto de entrada Σ: {xi,j,0, xi,j,0, x∗i,j,0 | 1 ≤ i ≤ n, 1 ≤ j ≤ p}.
3. H = {0, 1, 2};
4. µ = [ [ [ ]2 ]1 ]0; es decir, µ = (V,E) donde V = {0, 1, 2} y E =
{(0, 1), (1, 2)}.
5. M0 = {α0, β0},M1 = {γ0} ∪ {T pi , F pi | 1 ≤ i ≤ n},M2 = {ai,1 | 1 ≤ i ≤
n};
6. El conjunto R tiene las siguientes reglas:
1.1 Contadores para sincronizar la salida del sistema
[αk → αk+1 ]0 , para 0 ≤ k ≤ 4np+ 2n+ 2p
[ βk → βk+1 ]0 , para 0 ≤ k ≤ 4np+ 2n+ 2p+ 1
[ γk → γk+1 ]1 , para 0 ≤ k ≤ 4np+ 2n− 1
1.2 Reglas para generar 2n membranas etiquetadas por 1 y 2n membra-
nas etiquetadas por 2 (estas codificando todas las valoraciones de
verdad posibles para n variables de la fo´rmula ϕ
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[ ai,2i−1 ]2 → [ ti,i ]2 [ fi,i ]2 , para 1 ≤ i ≤ n
[ ai,j → ai,j+1 ]2 , para 2 ≤ i ≤ n, 1 ≤ j ≤ 2i− 2
[ [ ]2[ ]2 ]1 → [ [ ]2 ]1 [ [ ]2 ]1
[ ti,j → ti,j+1 ]2
[ fi,j → fi,j+1 ]2
}
, para 1 ≤ i ≤ n, i ≤ j ≤ 2n− 1
1.3 Reglas para producir exactamente p copias de cada valoracio´n de
verdad dentro de las membranas etiquetada por 2.
[ ti,2jn ]2 → ti,2jn+1 [ ]2
[ fi,2jn ]2 → fi,2jn+1 [ ]2
}
, para1 ≤ i ≤ n, 1 ≤ j ≤ p
[ ti,2jn+k → ti,2jn+k+1 ]1
[ fi,2jn+k → fi,2jn+k+1 ]1
}
, para
1 ≤ i ≤ n,
1 ≤ j ≤ p,
1 ≤ k ≤ n− 1
ti,(2j+1)nFi [ ]2 → [ ti,(2j+1)n+1 ]2
fi,(2j+1)nTi [ ]2 → [ fi,(2j+1)n+1 ]2
}
, para 1 ≤ i ≤ n,1 ≤ j ≤ p− 1
[ ti,(2j+1)n+k → ti,(2j+1)n+k+1 ]2
[ fi,(2j+1)n+k → fi,(2j+1)n+k+1 ]2
}
, para 1 ≤ i ≤ n,1 ≤ j ≤ p
ti,2np+nFi [ ]2 → [ # ]2
fi,2np+nTi [ ]2 → [ # ]2
}
, para1 ≤ i ≤ n
1.4 Reglas para preparar la fo´rmula para validar las cla´usulas.
[ xi,j,k → xi,j,k+1 ]1
[ xi,j,k → xi,j,k+1 ]1
[ x∗i,j,k → x∗i,j,k+1 ]1
 , para
1 ≤ i ≤ n,
1 ≤ j ≤ p,
0 ≤ k ≤ 2np+ 2n
+n(j − 1) + (i− 1)− 1
2.1 Reglas para realizar el primer chequeo.
Tixi,j,2np+2n+n(j−1)+(i−1) [ ]2 → [ cj,0 ]2
Tixi,j,2np+2n+n(j−1)+(i−1) [ ]2 → [ # ]2
Tix
∗
i,j,2np+2n+n(j−1)+(i−1) [ ]2 → [ # ]2
Fixi,j,2np+2n+n(j−1)+(i−1) [ ]2 → [ # ]2
Fixi,j,2np+2n+n(j−1)+(i−1) [ ]2 → [ cj,0 ]2
Fix
∗
i,j,2np+2n+n(j−1)+(i−1) [ ]2 → [ # ]2

, para 1 ≤ i ≤ n,1 ≤ j ≤ p
3.1 Reglas para realizar el segundo chequeo.
[ cj,k → cj,k+1 ]2 , para1 ≤ j ≤ p, 0 ≤ k ≤ np− 2
[ cj,np−1 ]2 → cj [ ]2 , para1 ≤ j ≤ p
γ4np+2nc1 [ ]1 → [ d1b ]1
[ dj ]2 → dj [ ]2 , para1 ≤ j ≤ p
djcj+1 [ ]2 → [ dj+1 ]2 , para1 ≤ j ≤ p− 1
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4.1 Reglas para devolver la respuesta correcta.
[ dp ]1 → dp [ ]1
α4np+2n+2p+1dp [ ]1 → [ yes ]1
α4np+2n+2p+1β4np+2n+2p+2 [ ]1 → [ no ]1
[ yes ]1 → yes [ ]1
[ no ]1 → no [ ]1
[ yes ]0 → yes [ ]0
[ no ]0 → no [ ]0
7. La membrana de entrada es la membrana etiquetada por 1 (iin = 1) y la
regio´n de salida es el entorno (iout = env).
Sea ϕ(x1, . . . , xn) = C1 ∧ · · · ∧ Cp, Cj = lj1 ∨ · · · ∨ ljrj , 1 ≤ j ≤ p, ljk ∈
{xi,¬xi | 1 ≤ i ≤ n} una instancia del problema SAT. Entonces la instancia
ϕ sera´ procesada por el sistema Π(s(ϕ)) + cod(ϕ), en donde s(ϕ) = 〈n, p〉 y
cod(ϕ) = {xi,j,0 | xi ∈ Cj} ∪ {xi,j,0 | ¬xi ∈ Cj} ∪ {x∗i,j,0 | xi 6∈ Cj,¬xi 6∈ Cj}.
Denotamos por codk(ϕ) el conjunto cod(ϕ) cuando los elementos tienen su
tercer sub´ındice igual a k. Denotamos por codk(ϕ)k2k1 al los elementos correspon-
dientes a las cla´usulas Ck1 , . . . , Ck2 de codk(ϕ). De la misma forma, denotamos
por cod′k(ϕ)k2k1 a los elementos de codk(ϕ)
k2
k1 con una prima. Por u´ltimo, deno-
tamos con cod∗(ϕ)k2k1 a los elementos de cod(ϕ)
k2
k1 cuando eliminamos el tercer
sub´ındice.
A continuacio´n, daremos una descripcio´n informal del funcionamiento del
sistema Π(s(ϕ)) + cod(ϕ).
La solucio´n propuesta sigue un algoritmo de fuerza bruta en el marco de
sistemas P reconocedores de membranas activas, con cooperacio´n minimal en
reglas de comunicacio´n hacia dentro y reglas de divisio´n so´lo para membranas
elementales, y consiste en las siguientes fases:
Fase de generacio´n: Usando las reglas de divisio´n, obtenemos todas las
valoraciones de verdad posibles para las variables {x1, . . . , xn} asociadas
a ϕ. En concreto, 2n membranas etiquetadas por 2 y 2n labelled by 1
are generated. Cada una de las u´ltimas contiene una posible valoracio´n
de verdad. Esta fase tarda exactamente 2n+ 2np pasos de computacio´n,
siendo n el nu´mero de variables de ϕ.
Primera fase de chequeo: En esta fase de verifica cua´les son las cla´usulas
de ϕ que satisface y cua´les no cada una de las valoraciones de verdad
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codificadas en cada membrana etiquetada por 1. Esta fase tarda np pasos,
siendo n el nu´mero de variables y p el nu´mero de cla´usulas de ϕ.
Segunda fase de chequeo: En esta fase se verificara´ si alguna de las valo-
raciones de verdad satisface todas las cla´usulas de ϕ, usando las reglas
de 3.1. Esta fase tarda exactamente np+ 2p pasos de computacio´n.
Fase de salida: El sistema env´ıa al entorno la respuesta adecuada usan-
do las reglas de 4.1, y tarda 4 pasos de computacio´n si la respuesta es
afirmativa y 5 pasos en caso que la respuesta sea negativa.
7.1.1.1. Verificacio´n formal
A continuacio´n, se detallara´ una verificacio´n exhaustiva de la solucio´n.
Fase de generacio´n
Mediante esta fase, todas las valoraciones de verdad para las variables aso-
ciadas a la fo´rmula Booleana ϕ sera´n generadas en las membranas etiquetadas
por 1, por la aplicacio´n de las reglas de 1.2 y 1.3. En los primeros 2n pasos, se
generara´n 2n membranas etiquetadas por 2 y 2n membranas etiquetadas por
1, alternando entre la divisio´n de membranas etiquetadas por 2 (en los pasos
impares) y la divisio´n de membranas etiquetadas por 1 (en los pasos pares).
Proposicio´n 7.1. Sea C = (C0, C1, . . . , Cq) una computacio´n del sistema Π(s(ϕ))
con multiconjunto de entrada cod(ϕ).
(a0) Para cada 2k (0 ≤ k ≤ n−1) en la configuracio´n C2k tenemos lo siguien-
te:
C2k(0) = {α2k, β2k}
Hay 2k membranas etiquetadas por 1 tales que cada una de ellas
contiene
• el multiconjunto de entrada cod2k(ϕ);
• un objeto γ2k; y
• p copias de todos los Ti y Fi, 1 ≤ i ≤ n.
Hay 2k membranas etiquetadas por 2 tales que cada una de ellas
contiene
• los objetos ai,2k+1, k + 1 ≤ i ≤ n; y
Cap´ıtulo 7. Cooperacio´n minimal en reglas de comunicacio´n 134
• un subconjunto diferente {r1,j, . . . , rk,j}, k+1 ≤ j ≤ 2k, siendo
r ∈ {t, f}.
(a1) Para cada 2k + 1 (0 ≤ j ≤ n − 1) en la configuracio´n C2k+1 tenemos lo
siguiente:
C2k+1(0) = {α2k+1, β2k+1}
Hay 2k membranas etiquetadas por 1 tales que cada una de ellas
contiene
• el multiconjunto de entrada cod2k+1(ϕ);
• un objeto γ2k+1; y
• p copias de todos los Ti y Fi, 1 ≤ i ≤ n.
Hay 2k+1 membranas etiquetadas por 2 tales que cada una de ellas
contiene
• los objetos ai,2(k+1), k + 1 ≤ i ≤ n; y
• un subconjunto diferente {r1,j, . . . , rk+1,j}, k + 1 ≤ j ≤ 2k + 1,
siendo r ∈ {t, f}.
(b) C2n(0) = {α2n, β2n}, y en la configuracio´n C2n hay 2n membranas eti-
quetadas por 1, tales que cada una de ellas contiene el multiconjunto de
entrada cod2n(ϕ), p copias de cada objeto Ti y Fi (1 ≤ i ≤ n) y un ob-
jeto γ2n; y 2n membranas etiquetadas por 2, tales que cada una de ellas
contiene un subconjunto diferente de objetos ri,2n+1−i, 1 ≤ i ≤ n.
Demostracio´n. (a) sera´ demostrado por induccio´n sobre k
El caso base k = 0 es trivial dado que:
(a0) en la configuracio´n inicial C0 tenemos que C0(0) = {α0, β0} y hay
una sola membrana etiquetada por 1 que contiene el multiconjunto
de entrada cod(ϕ), un objeto γ0 y p copias de Ti y Fi, siendo 1 ≤
i ≤ n; y una sola membrana etiquetada por 2 que contiene los
objetos a1,1, . . . , an,1. Por tanto, la configuracio´n C0 da lugar a la
configuracio´n C1 por la aplicacio´n de las reglas:
[ a1,1 ]2 → [ t1,1 ]2 [ f1,1 ]2
[ ai,1 → ai,2 ]2 , para k + 1 ≤ i ≤ n
[α0 → α1 ]0
[ β0 → β1 ]0
[ γ0 → γ1 ]1
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[ xi,j,0 → xi,j,1 ]1
[ xi,j,0 → xi,j,1 ]1
[ x∗i,j,0 → x∗i,j,1 ]1
 para 1 ≤ i ≤ n, 1 ≤ j ≤ p
(a1) en la configuracio´n C1 tenemos que C1(0) = {α1, β1} y que hay una
sola membrana etiquetada por 1 que contiene el multiconjunto de
entrada cod1(ϕ), un objeto γ1 y p copias de los objetos Ti y Fi, siendo
1 ≤ i ≤ n; y dos membranas etiquetadas por 2 que contienen los
objetos a2,2, . . . , an,2, una de ellas con un objeto t1,1 y la otra con un
objeto f1,1. Por tanto, la configuracio´n C1 da lugar a la configuracio´n
C2 por la aplicacio´n de las reglas:
[ t1,1 → t1,2 ]2
[ f1,1 → f1,2 ]2
[ [ ]2[ ]2 ]1 → [ [ ]2 ]1 [ [ ]2 ]1
[ ai,2 → ai,3 ]2 , para 2 ≤ i ≤ n
[α1 → α2 ]0
[ β1 → β2 ]0
[ γ1 → γ2 ]1
[ xi,j,1 → xi,j,2 ]1
[ xi,j,1 → xi,j,2 ]1
[ x∗i,j,1 → x∗i,j,2 ]1
 para 1 ≤ i ≤ n, 1 ≤ j ≤ p
Por lo tanto, C2(0) = {α2, β2}, y hay dos membranas etiquetadas por
1 que contienen el multiconjunto de entrada cod2(ϕ), un objeto γ2 y
p copias de los objetos Ti y Fi, siendo 1 ≤ i ≤ n; y dos membranas
etiquetadas por 2 que contienen los objetos a2,3, . . . , an,3, una de
ellas con un objeto t1,2 y la otra con un objeto f1,2. Por lo tanto, el
resultado es va´lido para k = 1.
Suponiendo, por induccio´n, que el resultado es cierto para k (0 ≤ k ≤
n− 1)
• C2k(0) = {α2k, β2k}
• En la configuracio´n C2k hay 2k membranas etiquetadas por 1 tales
que cada una de ellas contiene
◦ el multiconjunto de entrada cod2k(ϕ);
◦ un objeto γ2k; y
◦ p copias de los objetos Ti y Fi, 1 ≤ i ≤ n.
• En la configuracio´n C2k hay 2k membranas etiquetadas por 2 tales
que cada una de ellas contiene
Cap´ıtulo 7. Cooperacio´n minimal en reglas de comunicacio´n 136
◦ los objetos ai,2k+1, k + 1 ≤ i ≤ n; y
◦ un subconjunto diferente {r1,j, . . . , rk,j}, k+1 ≤ j ≤ 2k, siendo
r ∈ {t, f}.
Por tanto, la configuracio´n C2k da lugar a la configuracio´n C2k+1 por
la aplicacio´n de las reglas:
[ ak,2k+1 ]2 → [ tk,k ]2 [ fk,k ]2
[ ai,2k+1 → ai,2k+2 ]2 , para k + 1 ≤ i ≤ n
[ ti,j → ti,j+1 ]2
[ fi,j → fi,j+1 ]2
}
para 1 ≤ i ≤ k − 1, k + 1 ≤ j ≤ 2k
[α2k → α2k+1 ]0
[ β2k → β2k+1 ]0
[ γ2k → γ2k+1 ]1
[ xi,j,2k → xi,j,2k+1 ]1
[ xi,j,1 → xi,j,2k+1 ]1
[ x∗i,j,1 → x∗i,j,2k+1 ]1
 para 1 ≤ i ≤ n, 1 ≤ j ≤ p
Por lo tanto, lo siguiente es va´lido
• C2k+1(0) = {α2k+1, β2k+1}
• En la configuracio´n C2k+1 hay 2k membranas etiquetadas por 1 tales
que cada una de ellas contiene
◦ el multiconjunto de entrada cod2k+1(ϕ);
◦ un objeto γ2k+1; y
◦ p copias de los objetos Ti y Fi, 1 ≤ i ≤ n.
• En la configuracio´n C2k+1 hay 2k+1 membranas etiquetadas por 2
tal que cada una de ellas contiene
◦ los objetos ai,2(k+1), k + 1 ≤ i ≤ n; y
◦ un subconjunto diferente {r1,j, . . . , rk+1,j}, k + 1 ≤ j ≤ 2k + 1,
siendo r ∈ {t, f}.
Por tanto, la configuracio´n C2k+1 da lugar a la configuracio´n C2(k+1)
por la aplicacio´n de las reglas:
[ ti,j → ti,j+1 ]2
[ fi,j → fi,j+1 ]2
}
para 1 ≤ i ≤ k + 1, k + 1 ≤ j ≤ 2k + 1
[ [ ]2[ ]2 ]1 → [ [ ]2 ]1 [ [ ]2 ]1
[ ai,2(k+1) → ai,2(k+1)+1 ]2 , para k + 1 ≤ i ≤ n
[α2k+1 → α2(k+1) ]0
[ β2k+1 → β2(k+1) ]0
[ γ2k+1 → γ2(k+1) ]1
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[ xi,j,2k+1 → xi,j,2k+2 ]1
[ xi,j,2k+1 → xi,j,2k+2 ]1
[ x∗i,j,2k+1 → x∗i,j,2k+2 ]1
 para 1 ≤ i ≤ n, 1 ≤ j ≤ p
Por lo tanto, lo siguiente es va´lido
• C2(k+1)(0) = {α2(k+1), β2(k+1)}
• En la configuracio´n C2(k+1) hay 2k+1 membranas etiquetadas por 1
tal que cada una de ellas contiene
◦ el multiconjunto de entrada cod2(k+1)(ϕ);
◦ un objeto γ2(k+1); y
◦ p copias de los objetos Ti y Fi, 1 ≤ i ≤ n.
• En la configuracio´n C2(k+1) hay 2k+1 membranas etiquetadas por 2
tal que cada una de ellas contiene
◦ los objetos ai,2(k+1)+1, k + 1 ≤ i ≤ n; y
◦ un subconjunto diferente {r1,j, . . . , rk+1,j}, k + 1 ≤ j ≤ 2(k +
1) + 1.
Por lo tanto, el resultado es va´lido para k + 1.
Para probar (b) basta darse cuenta que, por una parte, por (a) la confi-
guracio´n C2n−1 es va´lido:
• C2n−1(0) = {α2n−1, β2n−1}
• En la configuracio´n C2n−1 hay 2n−1 membranas etiquetadas por 1
tal que cada una de ellas contiene
◦ el multiconjunto de entrada cod2n−1p(ϕ);
◦ un objeto γ2n−1; y
◦ p copias de los objetos Ti y Fi, 1 ≤ i ≤ n.
• En la configuracio´n C2n−1 hay 2n membranas etiquetadas por 2 tales
que cada una de ellas contiene un subconjunto diferente of objects
ri,2n−i, 1 ≤ i ≤ n.
Por tanto, la configuracio´n C2n−1 da lugar a la configuracio´n C2n por
la aplicacio´n de las reglas:
[ ti,2n−i → ti,2n+1−i ]2
[ fi,2n−i → fi,2n+1−1 ]2
}
para 1 ≤ i ≤ n
[ [ ]2[ ]2 ]1 → [ [ ]2 ]1 [ [ ]2 ]1
[α2n−1 → α2n ]0
[ β2n−1 → β2n ]0
[ γ2n−1 → γ2n ]1
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[ xi,j,2n−1 → xi,j,2n ]1
[ xi,j,2n−1 → xi,j,2n ]1
[ x∗i,j,2n−1 → x∗i,j,2n ]1
 para 1 ≤ i ≤ n, 1 ≤ j ≤ p
Por tanto, tenemos que C2n(0) = {α2n, β2n}, y hay 2n membra-
nas etiquetadas por 1 que contienen el multiconjunto de entrada
cod2n(ϕ), un objeto γ2n y p copias de los objetos Ti y Fi, siendo
1 ≤ i ≤ n; y 2n membranas etiquetadas por 2 que contienen un
subconjunto diferente ri,2n+1−i, siendo 1 ≤ i ≤ n.
Cuando la estructura de a´rbol se crea, empezamos a asignar una valora-
cio´n de verdad a cada rama. Esto se ejecuta en los siguientes 2np pasos. Los
u´ltimos n pasos son diferentes de los pasos previos, as´ı que se expondra´n en
una proposicio´n diferente.
Proposicio´n 7.2. Sea C = (C0, C1, . . . , Cq) una computacio´n del sistema Π(s(ϕ))
con multiconjunto de entrada cod(ϕ).
(a0) Para cada k (1 ≤ k ≤ n) y l (0 ≤ l ≤ p−1) en la configuracio´n C2n+2ln+k
tenemos lo siguiente:
C2n+2ln+k(0) = {α2n+2ln+k, β2n+2ln+k}
Hay 2n membranas etiquetadas por 1 tales que cada una de ellas
contiene
• el multiconjunto de entrada cod2n+2ln+k(ϕ);
• un objeto γ2n+2ln+k;
• p copias de cada objeto Ti y Fi, 1 ≤ i ≤ n si la valoracio´n de
verdad asociada a la rama contiene su objeto ti o fi correspon-
diente, y p− l copias de lo contrario; y
• los objetos ri,2n+2ln+k−i+1, 1 ≤ i ≤ k, siendo r ∈ {t, f}.
Hay 2n membranas etiquetadas por 2 tales que cada una de ellas
contiene un subconjunto diferente de objetos ri,2n+2ln+k−i+1, k+1 ≤
i ≤ n, siendo r ∈ {t, f}.
(a1) Para cada k (1 ≤ k ≤ n) y l (0 ≤ l ≤ p−2) en la configuracio´n C3n+2ln+k
tenemos lo siguiente:
C3n+2ln+k(0) = {α3n+2ln+k, β3n+2ln+k}
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Hay 2n membranas etiquetadas por 1 tales que cada una de ellas
contiene
• el multiconjunto de entrada cod3n+2ln+k(ϕ);
• un objeto γ3n+2ln+k;
• p copias de cada objeto Ti y Fi, 1 ≤ i ≤ n si la valoracio´n de
verdad asociada a la rama contiene su objeto correspondiente ti
o fi; de lo contrario, hay p− l objetos si k+1 ≤ i ≤ n, p− l−1
en caso contrario; y
• los objetos ri,3n+2ln+k−i+1, k + 1 ≤ i ≤ n, siendo r ∈ {t, f}.
Hay 2n membranas etiquetadas por 2 tales que cada una de ellas
contiene un subconjunto diferente de objetos ri,3n+2ln+k−i+1, 1 ≤
i ≤ k, siendo r ∈ {t, f}.
(b) Cn+2np(0) = {αn+2np, βn+2np}, y en la configuracio´n Cn+2np hay 2n mem-
branas etiquetadas por 1, tales que cada una de ellas contiene el mul-
ticonjunto de entrada codn+2np(ϕ), un objeto γn+2np, p copias de cada
objeto Ti y Fi, 1 ≤ i ≤ n si la valoracio´n de verdad asociada a la rama
contiene su correspondiente objeto ti o fi, y 1 objeto de lo contrario, y
objetos ri,n+2np−i+1, 1 ≤ i ≤ n, siendo r ∈ {t, f}; es decir, la valoracio´n
de verdad asociada a la rama; y 2n membranas vac´ıas etiquetadas por 2.
Demostracio´n. (a) sera´ demostrado por induccio´n sobre l
El caso base l = 0 sera´ demostrado por induccio´n sobre k
(a0) El caso base k = 1 es trivial dado que:
◦ en la configuracio´n C2n tenemos que: C2n(0) = {α2n, β2n} y hay
2n membranas etiquetadas por 1 que contienen el multiconjunto
de entrada cod2n(ϕ), un objeto γ2n y p copias de Ti y Fi, siendo
1 ≤ i ≤ n; y 2n membranas etiquetadas por 2 que contienen
un subconjunto diferente de objetos ri,2n−i+1, 1 ≤ i ≤ n, siendo
r ∈ {t, f}, la valoracio´n de verdad correspondiente a la rama.
Por tanto, la configuracio´n C2n da lugar a la configuracio´n C2n+1
por la aplicacio´n de las reglas:
[ ti,2n ]2 → ti,2n+1 [ ]2
[ fi,2n ]2 → fi,2n+1 [ ]2
[ ti,2n+1−i → ti,2n+2−i ]2
[ fi,2n+1−i → fi,2n+2−1 ]2
}
para 2 ≤ i ≤ n
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[α2n → α2n+1 ]0
[ β2n → β2n+1 ]0
[ γ2n → γ2n+1 ]1
[ xi,j,2n → xi,j,2n+1 ]1
[ xi,j,2n → xi,j,2n+1 ]1
[ x∗i,j,2n → x∗i,j,2n+1 ]1
 para 1 ≤ i ≤ n, 1 ≤ j ≤ p
Por lo tanto, C2n+1(0) = {α2n+1, β2n+1}, y hay 2n membranas
etiquetadas por 1 que contienen el multiconjunto de entrada
cod2n+1(ϕ), un objeto γ2n+1, p copias de Ti y Fi, siendo 1 ≤
i ≤ n y un objeto r1,2n+1, siendo r ∈ {t, f}; y 2n membranas
etiquetadas por 2 que contienen un subconjunto diferente de
objetos ri,2n−i+2, 2 ≤ i ≤ n, siendo r ∈ {t, f}.
• Suponiendo, por induccio´n, que el resultado es cierto para k (1 ≤
k ≤ n)
◦ C2n+k(0) = {α2n+k, β2n+k}
◦ En la configuracio´n C2n+k hay 2n membranas etiquetadas por 1
tales que cada una de ellas contiene
 el multiconjunto de entrada cod2n+k(ϕ);
 un objeto γ2n+k;
 p copias de cada objeto Ti y Fi, 1 ≤ i ≤ n; y
 los objetos ri,2n+k−i+1, 1 ≤ i ≤ k, siendo r ∈ {t, f}.
◦ En la configuracio´n C2n+k hay 2n membranas etiquetadas por 2
tales que cada una de ellas contiene un subconjunto diferente
de objetos ri,2n+k−i+1, k + 1 ≤ i ≤ n, siendo r ∈ {t, f}.
Por tanto, la configuracio´n C2n+k da lugar a la configuracio´n
C2n+k+1 por la aplicacio´n de las reglas:
[ tk+1,2n ]2 → tk+1,2n+1 [ ]2
[ fk+1,2n ]2 → fk+1,2n+1 [ ]2
[ ti,2n+k−i+1 → ti,2n+k−i+2 ]2
[ fi,2n+k−i+1 → fi,2n+k−i+2 ]2
}
para k + 2 ≤ i ≤ n
[ ti,2n+k−i+1 → ti,2n+k−i+2 ]1
[ fi,2n+k−i+1 → fi,2n+k−i+2 ]1
}
para 1 ≤ i ≤ k
[α2n+k → α2n+k+1 ]0
[ β2n+k → β2n+k+1 ]0
[ γ2n+k → γ2n+k+1 ]1
[ xi,j,2n+k → xi,j,2n+k+1 ]1
[ xi,j,2n+k → xi,j,2n+k+1 ]1
[ x∗i,j,2n+k → x∗i,j,2n+k+1 ]1
 para 1 ≤ i ≤ n, 1 ≤ j ≤ p
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Por lo tanto, lo siguiente es va´lido
◦ C2n+k+1(0) = {α2n+k+1, β2n+k+1}
◦ En la configuracio´n C2n+k+1 hay 2n membranas etiquetadas por
1 tal que cada una de ellas contiene
 el multiconjunto de entrada cod2n+k+1(ϕ);
 un objeto γ2n+k+1;
 p copias de Ti y Fi, 1 ≤ i ≤ n; y
 los objetos ri,2n+k−i+2, 1 ≤ i ≤ k + 1, siendo r ∈ {t, f}.
◦ En la configuracio´n C2n+k+1 hay 2n membranas etiquetadas por
2 tal que cada una de ellas contiene un subconjunto diferente
de objetos ri,2n+k−i+2, k + 2 ≤ i ≤ n, siendo r ∈ {t, f}.
(a1) El caso base k = 1 es trivial dado que:
◦ en la configuracio´n C3n tenemos que C3n(0) = {α3n, β3n} y hay
2n membranas etiquetadas por 1 que contienen el multiconjunto
de entrada cod3n(ϕ), un objeto γ3n, p copias de Ti y Fi, siendo
1 ≤ i ≤ n y un subconjunto diferente de objetos ri,3n+1−i,
1 ≤ i ≤ n, siendo r ∈ {t, f}; es decir, la valoracio´n de verdad
correspondiente a la rama; y 2n membranas vac´ıas etiquetadas
por 2. Por tanto, la configuracio´n C3n da lugar a la configuracio´n
C3n+1 por la aplicacio´n de las reglas:
t1,3nF1 [ ]2 → [ t1,3n+1 ]2
f1,3nT1 [ ]2 → [ f1,3n+1 ]2
[ ti,3n−i+1 → ti,3n−i+2 ]1
[ fi,3n−i+1 → fi,3n−i+2 ]1
}
para 2 ≤ i ≤ n
[α3n → α3n+1 ]0
[ β3n → β3n+1 ]0
[ γ3n → γ3n+1 ]1
[ xi,j,3n → xi,j,3n+1 ]1
[ xi,j,3n → xi,j,3n+1 ]1
[ x∗i,j,3n → x∗i,j,3n+1 ]1
 para 1 ≤ i ≤ n, 1 ≤ j ≤ p
Por lo tanto, C3n+1(0) = {α3n+1, β3n+1}, y hay 2n membranas
etiquetadas por 1 que contienen el multiconjunto de entrada
cod3n+1(ϕ), un objeto γ3n+1, p copias de Ti y Fi, siendo 2 ≤ i ≤
n, y p−1 copias de T1 (respectivamente, F1) si tenemos el objeto
f1 (respectivamente, t1) correspondiente en dicha rama, p copias
de lo contrario, y un subconjunto diferente de objetos ri,3n−i+2,
2 ≤ i ≤ n, siendo r ∈ {t, f}; y 2n membranas etiquetadas por
2 que contienen un objeto r1,3n+1, siendo r ∈ {t, f}.
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• Suponiendo, por induccio´n, que el resultado es cierto para k (1 ≤
k ≤ n)
◦ C3n+k(0) = {α3n+k, β3n+k}
◦ En la configuracio´n C3n+k hay 2n membranas etiquetadas por 1
tales que cada una de ellas contiene
 el multiconjunto de entrada cod3n+k(ϕ);
 un objeto γ3n+k;
 p copias de cada objeto Ti y Fi, si k + 1 ≤ i ≤ n o los
objetos ti o fi correspondientes esta´n asignados a esa rama,
p− 1 copias de lo contrario; y
 los objetos ri,3n+k−i+1, k + 1 ≤ i ≤ n, siendo r ∈ {t, f}.
◦ En la configuracio´n C3n+k hay 2n membranas etiquetadas por 2
tales que cada una de ellas contiene un subconjunto diferente
de objetos ri,3n+k−i+1, 1 ≤ i ≤ k, siendo r ∈ {t, f}.
Por tanto, la configuracio´n C3n+k da lugar a la configuracio´n
C3n+k+1 por la aplicacio´n de las reglas:
tk+1,3n+1 [ ]tk+1,3nFk → [
]tk+1,3nFkfk+1,3nTk [ ]2 → [ fk+1,3n+1 ]2
[ ti,3n+k−i+1 → ti,3n+k−i+2 ]1
[ fi,3n+k−i+1 → fi,3n+k−i+2 ]1
}
para k + 2 ≤ i ≤ n
[ ti,3n+k−i+1 → ti,3n+k−i+2 ]2
[ fi,3n+k−i+1 → fi,3n+k−i+2 ]2
}
para 1 ≤ i ≤ k
[α3n+k → α3n+k+1 ]0
[ β3n+k → β3n+k+1 ]0
[ γ3n+k → γ3n+k+1 ]1
[ xi,j,3n+k → xi,j,3n+k+1 ]1
[ xi,j,3n+k → xi,j,3n+k+1 ]1
[ x∗i,j,3n+k → x∗i,j,3n+k+1 ]1
 para 1 ≤ i ≤ n, 1 ≤ j ≤ p
Por lo tanto, lo siguiente es va´lido
◦ C3n+k+1(0) = {α3n+k+1, β3n+k+1}
◦ En la configuracio´n C3n+k+1 hay 2n membranas etiquetadas por
1 tal que cada una de ellas contiene
 el multiconjunto de entrada cod3n+k+1(ϕ);
 un objeto γ3n+k+1;
 p copias de cada objeto Ti y Fi, si k + 2 ≤ i ≤ n o si el
objeto ti o fi correspondiente esta´ asignado a dicha rama,
p− 1 copias de lo contrario; y
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 los objetos ri,3n+k−i+2, k + 2 ≤ i ≤ n, siendo r ∈ {t, f}.
◦ En la configuracio´n C3n+k+1 hay 2n membranas etiquetadas por
2 tal que cada una de ellas contiene un subconjunto diferente
de objetos ri,3n+k−i+2, 1 ≤ i ≤ k + 1, siendo r ∈ {t, f}.
Suponiendo, por induccio´n, que el resultado es cierto para l (0 ≤ l ≤
p− 1)
(a0) El caso base k = 1 es trivial dado que:
◦ en la configuracio´n C2n+(l+1)n1 tenemos que: C2n+(l+1)n(0) =
{α2n+(l+1)n,
β2n+(l+1)n} y hay 2n membranas etiquetadas por 1 que con-
tienen el multiconjunto de entrada cod2n+(l+1)n(ϕ), un objeto
γ2n+(l+1)n y p copias de Ti y Fi, siendo 1 ≤ i ≤ n, y p− l copias
for Ti (respectivamente, Fi) objetos que pertenecen a una rama
con un objeto fi (respectivamente, ti); y 2n membranas etique-
tadas por 2 que contienen un subconjunto diferente de objetos
ri,2n+(l+1)n−i+1, 1 ≤ i ≤ n, siendo r ∈ {t, f}, la valoracio´n de
verdad correspondiente a la rama. Por tanto, la configuracio´n
C2n+(l+1)n da lugar a la configuracio´n C2n+(l+1)n+1 por la aplica-
cio´n de las reglas:
[ ti,2n+(l+1)n ]2 → ti,2n+(l+1)n+1 [ ]2
[ fi,2n+(l+1)n ]2 → fi,2n+(l+1)n+1 [ ]2
[ ti,2n+(l+1)n+1−i → ti,2n+(l+1)n+2−i ]2
[ fi,2n+(l+1)n+1−i → fi,2n+(l+1)n+2−i ]2
}
para 2 ≤ i ≤ n
[α2n+(l+1)n → α2n+(l+1)n+1 ]0
[ β2n+(l+1)n → β2n+(l+1)n+1 ]0
[ γ2n+(l+1)n → γ2n+(l+1)n+1 ]1
[ xi,j,2n+(l+1)n → xi,j,2n+(l+1)n+1 ]1
[ xi,j,2n+(l+1)n → xi,j,2n+(l+1)n+1 ]1
[ x∗i,j,2n+(l+1)n → x∗i,j,2n+(l+1)n+1 ]1
 para 1 ≤ i ≤ n, 1 ≤ j ≤ p
Por lo tanto, C2n+(l+1)n+1(0) = {α2n+(l+1)n+1, β2n+(l+1)n+1}, y
hay 2n membranas etiquetadas por 1 que contienen el multi-
conjunto de entrada cod2n+(l+1)n+1(ϕ), un objeto γ2n+(l+1)n+1,
p copias de Ti (respectivamente, Fi) siendo 1 ≤ i ≤ n si
esta´ el objeto ti (respectivamente, fi) correspondiente en dicha
1Obse´rvese que (l+ 1)n = ln+n, y se ha demostrado en el primer paso de induccio´n que
es correcto.
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rama, y p − l copias de Fi (respectivamente, Ti) y un obje-
to r1,2n+(l+1)n+1, siendo r ∈ {t, f}; y 2n membranas etiqueta-
das por 2 que contienen un subconjunto diferente de objetos
ri,2n+(l+1)n−i+2, 2 ≤ i ≤ n, siendo r ∈ {t, f}.
• Suponiendo, por induccio´n, que el resultado es cierto para k (1 ≤
k ≤ n)
◦ C2n+(l+1)n+k(0) = {α2n+(l+1)n+k, β2n+(l+1)n+k}
◦ En la configuracio´n C2n+(l+1)n+k hay 2n membranas etiquetadas
por 1 tal que cada una de ellas contiene
 el multiconjunto de entrada cod2n+(l+1)n+k(ϕ);
 un objeto γ2n+(l+1)n+k;
 p copias de Ti (respectivamente, Fi) siendo 1 ≤ i ≤ n si esta´
el objeto ti (respectivamente, fi) correspondiente en dicha
rama, y p− l copias de Fi (respectivamente, Ti); y
 los objetos ri,2n+(l+1)n+k−i+1, 1 ≤ i ≤ k, siendo r ∈ {t, f}.
◦ En la configuracio´n C2n+(l+1)n+k hay 2n membranas etiqueta-
das por 2 tal que cada una de ellas contiene un subconjunto
diferente de objetos ri,2n+(l+1)n+k−i+1, k + 1 ≤ i ≤ n, siendo
r ∈ {t, f}.
Por tanto, la configuracio´n C2n+k da lugar a la configuracio´n
C2n+(l+1)n+k+1 por la aplicacio´n de las reglas:
[ tk+1,2n+(l+1)n ]2 → tk+1,2n+(l+1)n+1 [ ]2
[ fk+1,2n+(l+1)n ]2 → fk+1,2n+(l+1)n+1 [ ]2
[ ti,2n+(l+1)n+k−i+1 → ti,2n+k−i+2 ]2
[ fi,2n+(l+1)n+k−i+1 → fi,2n+k−i+2 ]2
}
para k + 2 ≤ i ≤ n
[ ti,2n+(l+1)n+k−i+1 → ti,2n+(l+1)n+k−i+2 ]1
[ fi,2n+(l+1)n+k−i+1 → fi,2n+(l+1)n+k−i+2 ]1
}
para 1 ≤ i ≤ k
[α2n+(l+1)n+k → α2n+(l+1)n+k+1 ]0
[ β2n+(l+1)n+k → β2n+(l+1)n+k+1 ]0
[ γ2n+(l+1)n+k → γ2n+(l+1)n+k+1 ]1
[ xi,j,2n+(l+1)n+k → xi,j,2n+(l+1)n+k+1 ]1
[ xi,j,2n+(l+1)n+k → xi,j,2n+(l+1)n+k+1 ]1
[ x∗i,j,2n+(l+1)n+k → x∗i,j,2n+(l+1)n+k+1 ]1
 para 1 ≤ i ≤ n, 1 ≤
j ≤ p
Por lo tanto, lo siguiente es va´lido
◦ C2n+(l+1)n+k+1(0) = {α2n+(l+1)n+k+1, β2n+(l+1)n+k+1}
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◦ En la configuracio´n C2n+(l+1)n+k+1 hay 2n membranas etiqueta-
das por 1 tal que cada una de ellas contiene
 el multiconjunto de entrada cod2n+(l+1)n+k+1(ϕ);
 un objeto γ2n+(l+1)n+k+1;
 p copias de Ti (respectivamente, Fi) siendo 1 ≤ i ≤ n si esta´
el objeto ti (respectivamente, fi) correspondiente en dicha
rama, y p− l copias de Fi (respectivamente, Ti); y
 los objetos ri,2n+(l+1)n+k−i+2, 1 ≤ i ≤ k + 1, siendo r ∈
{t, f}.
◦ En la configuracio´n C2n+(l+1)n+k+1 hay 2n membranas etiqueta-
das por 2 tales que cada una de ellas contiene un subconjunto
diferente de objetos ri,2n+(l+1)n+k−i+2, k + 2 ≤ i ≤ n, siendo
r ∈ {t, f}.
(a1) El caso base k = 1 es trivial dado que:
◦ en la configuracio´n C3n+(l+1)n tenemos que C3n+(l+1)n(0) =
{α3n+(l+1)n, β3n+(l+1)n} y hay 2n membranas etiquetadas por 1
que contienen el multiconjunto de entrada cod3n+(l+1)n(ϕ), un
objeto γ3n+(l+1)n, p copias de Ti (respectivamente, Fi) siendo
1 ≤ i ≤ n si esta´ el objeto ti (respectivamente, fi) correspon-
diente en dicha rama, y p−l copias de Fi (respectivamente, Ti) y
un subconjunto diferente de objetos ri,3n+(l+1)n−i+1, 1 ≤ i ≤ n,
siendo r ∈ {t, f}; es decir, la valoracio´n de verdad correspon-
diente a la rama; y 2n membranas vac´ıas etiquetadas por 2. Por
tanto, la configuracio´n C3n+(l+1)n da lugar a la configuracio´n
C3n+(l+1)n+1 por la aplicacio´n de las reglas:
t1,3n+(l+1)nF1 [ ]2 → [ t1,3n+(l+1)n+1 ]2
f1,3n+(l+1)nT1 [ ]2 → [ f1,3n+(l+1)n+1 ]2
[ ti,3n+(l+1)n−i+1 → ti,3n+(l+1)n−i+2 ]1
[ fi,3n+(l+1)n−i+1 → fi,3n+(l+1)n−i+2 ]1
}
para 2 ≤ i ≤ n
[α3n+(l+1)n → α3n+(l+1)n+1 ]0
[ β3n+(l+1)n → β3n+(l+1)n+1 ]0
[ γ3n+(l+1)n → γ3n+(l+1)n+1 ]1
[ xi,j,3n+(l+1)n → xi,j,3n+(l+1)n+1 ]1
[ xi,j,3n+(l+1)n → xi,j,3n+(l+1)n+1 ]1
[ x∗i,j,3n+(l+1)n → x∗i,j,3n+(l+1)n+1 ]1
 para 1 ≤ i ≤ n, 1 ≤ j ≤ p
Por lo tanto, C3n+(l+1)n+1(0) = {α3n+(l+1)n+1, β3n+(l+1)n+1}, y
hay 2n membranas etiquetadas por 1 que contienen el multi-
conjunto de entrada cod3n+(l+1)n+1(ϕ), un objeto γ3n+(l+1)n+1, p
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copias de Ti (respectivamente, Fi) siendo 1 ≤ i ≤ n si esta´ el
objeto ti (respectivamente, fi) correspondiente en dicha rama,
y p − l copias de Fi (respectivamente, Ti) si k + 1 ≤ i ≤ n,
p− l− 1 de lo contrario, y un subconjunto diferente de objetos
ri,3n+(l+1)n−i+2, 2 ≤ i ≤ n, siendo r ∈ {t, f}; y 2n membranas
etiquetadas por 2 que contienen un objeto r1,3n+(l+1)n+1, siendo
r ∈ {t, f}.
• Suponiendo, por induccio´n, que el resultado es cierto para k (1 ≤
k ≤ n)
◦ C3n+(l+1)n+k(0) = {α3n+(l+1)n+k, β3n+(l+1)n+k}
◦ En la configuracio´n C3n+(l+1)n+k hay 2n membranas etiquetadas
por 1 tal que cada una de ellas contiene
 el multiconjunto de entrada cod3n+(l+1)n+k(ϕ);
 un objeto γ3n+(l+1)n+k;
 p copias de Ti (respectivamente, Fi) siendo 1 ≤ i ≤ n si
esta´ el objeto ti (respectivamente, fi) correspondiente en
dicha rama, y p − l copias de Fi (respectivamente, Ti) si
k + 1 ≤ i ≤ n, p− l − 1 de lo contrario; y
 los objetos ri,3n+k−i+1, k + 1 ≤ i ≤ n, siendo r ∈ {t, f}.
◦ En la configuracio´n C3n+(l+1)n+k hay 2n membranas etiquetadas
por 2 tal que cada una de ellas contiene un subconjunto dife-
rente de objetos ri,3n+(l+1)n−i+1, 1 ≤ i ≤ k, siendo r ∈ {t, f}.
Por tanto, la configuracio´n C3n+(l+1)n+k da lugar a la configura-
cio´n C3n+(l+1)n+k+1 por la aplicacio´n de las reglas:
tk+1,3n+(l+1)nFk [ ]2 → [ tk+1,3n+(l+1)n+1 ]2
fk+1,3n+(l+1)nTk [ ]2 → [ fk+1,3n+(l+1)n+1 ]2
[ ti,3n+(l+1)n+k−i+1 → ti,3n+(l+1)n+k−i+2 ]1
[ fi,3n+(l+1)n+k−i+1 → fi,3n+(l+1)n+k−i+2 ]1
}
para k+ 2 ≤ i ≤ n
[ ti,3n+(l+1)n+k−i+1 → ti,3n+(l+1)n+k−i+2 ]2
[ fi,3n+(l+1)n+k−i+1 → fi,3n+(l+1)n+k−i+2 ]2
}
para 1 ≤ i ≤ k
[α3n+(l+1)n+k → α3n+(l+1)n+k+1 ]0
[ β3n+(l+1)n+k → β3n+(l+1)n+k+1 ]0
[ γ3n+(l+1)n+k → γ3n+(l+1)n+k+1 ]1
[ xi,j,3n+(l+1)n+k → xi,j,3n+(l+1)n+k+1 ]1
[ xi,j,3n+(l+1)n+k → xi,j,3n+(l+1)n+k+1 ]1
[ x∗i,j,3n+(l+1)n+k → x∗i,j,3n+(l+1)n+k+1 ]1
 para 1 ≤ i ≤ n, 1 ≤
j ≤ p
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Por lo tanto, lo siguiente es va´lido
◦ C3n+(l+1)n+k+1(0) = {α3n+(l+1)n+k+1, β3n+(l+1)n+k+1}
◦ En la configuracio´n C3n+(l+1)n+k+1 hay 2n membranas etiqueta-
das por 1 tal que cada una de ellas contiene
 el multiconjunto de entrada cod3n+(l+1)n+k+1(ϕ);
 un objeto γ3n+(l+1)n+k+1;
 p copias de Ti (respectivamente, Fi) siendo 1 ≤ i ≤ n si
esta´ el objeto ti (respectivamente, fi) correspondiente en
dicha rama, y p − l copias de Fi (respectivamente, Ti) si
k + 2 ≤ i ≤ n, p− l − 1 de lo contrario; y
 los objetos ri,3n+(l+1)n+k−i+2, k + 2 ≤ i ≤ n, siendo r ∈
{t, f}.
◦ En la configuracio´n C3n+(l+1)n+k+1 hay 2n membranas etiqueta-
das por 2 tal que cada una de ellas contiene un subconjunto
diferente de objetos ri,3n+(l+1)n+k−i+2, 1 ≤ i ≤ k + 1, siendo
r ∈ {t, f}.
Para probar (b) basta con darse cuenta de que, por una parte, de (a), en
la configuracio´n Cn+2np−12 se tiene que:
• Cn+2np−1(0) = {αn+2np−1, βn+2np−1}
• En la configuracio´n Cn+2np−1 hay 2n membranas etiquetadas por 1
tal que cada una de ellas contiene
◦ el multiconjunto de entrada codn+2np−1(ϕ);
◦ un objeto γn+2np−1;
◦ p copias de Ti (respectivamente, Fi) siendo 1 ≤ i ≤ n si esta´ el
objeto ti (respectivamente, fi) correspondiente en dicha rama,
y 1 copia de lo contrario; y
◦ los objetos ri,n+2np−i, 1 ≤ i ≤ n− 1
• En la configuracio´n Cn+2np−1 hay 2n membranas etiquetadas por 2
tal que cada una de ellas contiene un objeto rn,2np, siendo r ∈ {t, f}.
Por tanto, la configuracio´n Cn+2np−1 da lugar a la configuracio´n
Cn+2np por la aplicacio´n de las reglas:
[ tn,2np ]2 → tn,2np+1 [ ]2
[ fn,2np ]2 → fn,2np+1 [ ]2
2Obse´rvese que n + 2np− 1 = 2n + 2n(p− 1) + (n− 1).
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[ ti,n+2np−i → ti,n+2np−i+1 ]1
[ fi,n+2np−i → fi,n+2np−i ]1
}
para 1 ≤ i ≤ n− 1
[αn+2np−1 → αn+2np ]0
[ βn+2np−1 → βn+2np ]0
[ γn+2np−1 → γn+2np ]1
[ xi,j,n+2np−1 → xi,j,n+2np ]1
[ xi,j,n+2np−1 → xi,j,n+2np ]1
[ x∗i,j,n+2np−1 → x∗i,j,n+2np ]1
 para 1 ≤ i ≤ n, 1 ≤ j ≤ p
Por lo tanto, tenemos que Cn+2np(0) = {αn+2np, βn+2np}, y hay 2n
membranas etiquetadas por 1 que contienen el multiconjunto de
entrada codn+2np(ϕ), un objeto γn+2np, p copias de Ti (respectiva-
mente, Fi) siendo 1 ≤ i ≤ n si esta´ el objeto ti (respectivamente,
fi) correspondiente en dicha rama, y 1 copia de lo contrario y un
subconjunto diferente de objetos ri,n+2np−i+1, 1 ≤ i ≤ n, siendo
r ∈ {t, f}; es decir, la valoracio´n de verdad asociada a la rama; y
2n membranas vac´ıas etiquetadas por 2.
Proposicio´n 7.3. Sea C = (C0, C1, . . . , Cq) una computacio´n del sistema Π(s(ϕ))
con multiconjunto de entrada cod(ϕ).
(a) Para cada k (1 ≤ k ≤ n − 1) en la configuracio´n Cn+2np+k tenemos lo
siguiente:
Cn+2np+k(0) = {αn+2np+k, βn+2np+k}
Hay 2n membranas etiquetadas por 1 tales que cada una de ellas
contiene
• el multiconjunto de entrada codn+2np+k(ϕ);
• un objeto γn+2np+k;
• p copias de Ti (respectivamente, Fi) siendo 1 ≤ i ≤ n si esta´ el
objeto ti (respectivamente, fi) correspondiente en dicha rama,
y 1 copia of Fi (respectivamente, Ti) si k + 1 ≤ i ≤ n; y
• los objetos ri,n+2np+k−i+1, k + 1 ≤ i ≤ n, siendo r ∈ {t, f}.
hay 2n membranas etiquetadas por 2 tales que cada una de ellas
contiene k objetos #
(b) C2n+2np(0) = {α2n+2np, β2n+2np}, y en la configuracio´n C2n+2np hay 2n
membranas etiquetadas por 1, tales que cada una de ellas contiene el
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multiconjunto de entrada cod2n+2np(ϕ), un objeto γ2n+2np, p copias de
cada objeto Ti y Fi, 1 ≤ i ≤ n si la valoracio´n de verdad asociada
a la rama contiene su correspondiente objeto ti o fi; y 2n membranas
etiquetadas por 2, tales que cada una de ellas contiene n objetos #.
Demostracio´n. (a) sera´ demostrado por induccio´n sobre k
el caso base k = 1 es trivial dado que:
• en la configuracio´n Cn+2np tenemos que Cn+2np(0) = {αn+2np, βn+2np}
y hay 2n membranas etiquetadas por 1 que contienen el multiconjun-
to de entrada codn+2np(ϕ), un objeto γn+2np p copias de Ti (respecti-
vamente, Fi) siendo 1 ≤ i ≤ n si esta´ el objeto ti (respectivamente,
fi) correspondiente en dicha rama, y 1 copia de lo contrario y un
subconjunto diferente de objetos ri,n+2np−i+1, 1 ≤ i ≤ n, siendo
r ∈ {t, f}; es decir, la valoracio´n de verdad asociada a la rama; y
2n membranas vac´ıas etiquetadas por 2. Por tanto, la configuracio´n
Cn+2np da lugar a la configuracio´n Cn+2np+1 por la aplicacio´n de las
reglas:
t1,n+2npF1 [ ]2 → [ # ]2
f1,n+2npT1 [ ]2 → [ # ]2
[ ti,n+2np−i+1 → ti,n+2np−i+2 ]1
[ fi,n+2np−i+1 → fi,n+2np−i+2 ]1
}
para 2 ≤ i ≤ n
[αn+2np → αn+2np+1 ]0
[ βn+2np → βn+2np+1 ]0
[ γn+2np → γn+2np+1 ]1
[ xi,j,n+2np → xi,j,n+2np+1 ]1
[ xi,j,n+2np → xi,j,n+2np+1 ]1
[ x∗i,j,n+2np → x∗i,j,n+2np+1 ]1
 para 1 ≤ i ≤ n, 1 ≤ j ≤ p
Por lo tanto, Cn+2np+1(0) = {αn+2np+1, βn+2np+1}, y hay 2n mem-
branas etiquetadas por 1 que contienen el multiconjunto de entrada
codn+2np+1(ϕ), un objeto γn+2np+1, p copias de Ti (respectivamente,
Fi) siendo 1 ≤ i ≤ n si esta´ el objeto ti (respectivamente, fi) corres-
pondiente en dicha rama, y 1 copia of Fi (respectivamente, Ti) si
k+2 ≤ i ≤ n y objetos ri,n+2np−i+2, k+2 ≤ i ≤ n, siendo r ∈ {t, f};
y 2n membranas etiquetadas por 2 que contienen un objeto #.
Suponiendo, por induccio´n, que el resultado es cierto para k (1 ≤ k ≤
n− 1)
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• Cn+2np+k(0) = {αn+2np+k, βn+2np+k}
• En la configuracio´n Cn+2np+k hay 2n membranas etiquetadas por 1
tal que cada una de ellas contiene
◦ el multiconjunto de entrada codn+2np+k(ϕ);
◦ un objeto γn+2np+k;
◦ p copias de Ti (respectivamente, Fi) siendo 1 ≤ i ≤ n si esta´ el
objeto ti (respectivamente, fi) correspondiente en dicha rama,
y 1 copia of Fi (respectivamente, Ti) si k + 1 ≤ i ≤ n; y
◦ los objetos ri,n+2np+k−i+1, k + 1 ≤ i ≤ n, siendo r ∈ {t, f}.
• En la configuracio´n Cn+2np+k hay 2n membranas etiquetadas por 2
tal que cada una de ellas contiene k objetos #.
Por tanto, la configuracio´n Cn+2np+k da lugar a la configuracio´n
Cn+2np+k+1 por la aplicacio´n de las reglas:
tk+1,n+2npF1 [ ]2 → [ # ]2
fk+1,n+2npT1 [ ]2 → [ # ]2
[ ti,n+2np+k−i+1 → ti,n+2np+k−i+2 ]1
[ fi,n+2np+k−i+1 → fi,n+2np+k−i+2 ]1
}
para 2 ≤ i ≤ n
[αn+2np+k → αn+2np+k+1 ]0
[ βn+2np+k → βn+2np+k+1 ]0
[ γn+2np+k → γn+2np+k+1 ]1
[ xi,j,n+2np+k → xi,j,n+2np+k+1 ]1
[ xi,j,n+2np+k → xi,j,n+2np+k+1 ]1
[ x∗i,j,n+2np+k → x∗i,j,n+2np+k+1 ]1
 para 1 ≤ i ≤ n, 1 ≤ j ≤ p
Por lo tanto, lo siguiente es va´lido
• Cn+2np+k+1(0) = {αn+2np+k+1, βn+2np+k+1}
• En la configuracio´n Cn+2np+k+1 hay 2n membranas etiquetadas por
1 tal que cada una de ellas contiene
◦ el multiconjunto de entrada codn+2np+k+1(ϕ);
◦ un objeto γn+2np+k+1;
◦ p copias de Ti (respectivamente, Fi) siendo 1 ≤ i ≤ n si esta´ el
objeto ti (respectivamente, fi) correspondiente en dicha rama,
y 1 copia of Fi (respectivamente, Ti) si k + 2 ≤ i ≤ n; y
◦ los objetos ri,n+2np+k−i+2, k + 2 ≤ i ≤ n, siendo r ∈ {t, f}.
• En la configuracio´n Cn+2np+k+1 hay 2n membranas etiquetadas por
2 tal que cada una de ellas contiene k + 1 objetos #.
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Para probar (b) basta darse cuenta que, por una parte, por (a) la confi-
guracio´n C2n+2np−13 es va´lido:
• C2n+2np−1(0) = {α2n+2np−1, β2n+2np−1}
• En la configuracio´n C2n+2np−1 hay 2n membranas etiquetadas por 1
tal que cada una de ellas contiene
◦ el multiconjunto de entrada cod2n+2np−1(ϕ);
◦ un objeto γ2n+2np−1;
◦ p copias de Ti (respectivamente, Fi) siendo 1 ≤ i ≤ n si esta´ el
objeto ti (respectivamente, fi) correspondiente en dicha rama,
y 1 copia de Fn (respectivamente, Tn); y
◦ un objeto rn,n+2np, siendo r ∈ {t, f}.
• En la configuracio´n C2n+2np−1 hay 2n membranas etiquetadas por 2
tal que cada una de ellas contiene n− 1 objetos #.
Por tanto, la configuracio´n C2n+2np−1 da lugar a la configuracio´n
C2n+2np por la aplicacio´n de las reglas:
tn,n+2npF1 [ ]2 → [ # ]2
fn,n+2npT1 [ ]2 → [ # ]2
[α2n+2np−1 → α2n+2np ]0
[ β2n+2np−1 → β2n+2np ]0
[ γ2n+2np−1 → γ2n+2np ]1
[ xi,j,2n+2np−1 → xi,j,2n+2np ]1
[ xi,j,2n+2np−1 → xi,j,2n+2np ]1
[ x∗i,j,2n+2np−1 → x∗i,j,2n+2np ]1
 para 1 ≤ i ≤ n, 1 ≤ j ≤ p
Por lo tanto, lo siguiente es va´lido
• C2n+2np(0) = {α2n+2np, β2n+2np}
• En la configuracio´n C2n+2np hay 2n membranas etiquetadas por 1
tal que cada una de ellas contiene
◦ el multiconjunto de entrada cod2n+2np(ϕ);
◦ un objeto γ2n+2np; y
◦ p copias de Ti (respectivamente, Fi) siendo 1 ≤ i ≤ n si esta´ el
objeto ti (respectivamente, fi) correspondiente en dicha rama.
• En la configuracio´n C2n+2np hay 2n membranas etiquetadas por 2
tal que cada una de ellas contiene n objetos #.
3Obse´rvese que 2n + 2np− 1 = n + 2np + (n− 1).
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Primera fase de chequeo
En esta fase, tratamos de determinar que´ cla´usulas son satisfechas por la
valoracio´n de verdad codificada en cada rama. Para ello, las reglas de 2.1
sera´n aplicadas de tal manera que en el m-e´simo paso, siendo m = ln + k
(1 ≤ k ≤ n, 0 ≤ l ≤ p − 1), la cla´usula Cl+1 sera´ evaluada con la k-e´sima
variable de la fo´rmula ϕ. Esta fase tarda np pasos.
Proposicio´n 7.4. Sea C = (C0, C1, . . . , Cq) una computacio´n del sistema Π(s(ϕ))
con multiconjunto de entrada cod(ϕ).
(a) Para cada k (1 ≤ k ≤ n) y l (0 ≤ l ≤ p − 1) en la configuracio´n
C2n+2np+ln+k tenemos lo siguiente:
C2n+2np+ln+k(0) = {α2n+2np+ln+k, β2n+2np+ln+k}
Hay 2n membranas etiquetadas por 1 tales que cada una de ellas
contiene
• los (n− k)-e´simos u´ltimos elementos de cod2n+2np+ln+k(ϕ)l+1l+1;
• el multiconjunto de entrada cod2n+2np+ln+k(ϕ)pl+2;
• un objeto γ2n+2np+ln+k; y
• p−l copias de objetos Ti o Fi, k+1 ≤ i ≤ n, p−l−1 copias de lo
contrario, correspondiendo a la valoracio´n de verdad asignada
a la rama.
Hay 2n membranas etiquetadas por 2 tales que cada una de ellas
contiene
• m objetos cj,t (1 ≤ j ≤ l + 1, 0 ≤ t ≤ ln+ k − 1); es decir, las
cla´usulas que han sido satisfechas por alguna variable; y
• n+ ln+ k −m objetos #.
(b) C2n+3np(0) = {α2n+3np, β2n+3np}, y en la configuracio´n C2n+3np hay 2n
membranas etiquetadas por 1, tales que cada una de ellas contiene un
objeto γ2n+3np; y 2n membranas etiquetadas por 2 tales que cada una de
ellas contiene m objetos cj,t (1 ≤ j ≤ p, 0 ≤ t ≤ np − 1); es decir, las
cla´usulas satisfechas por alguna variable y n+ np−m objetos #.
Demostracio´n. (a) sera´ demostrado por induccio´n sobre l
El caso base l = 0 sera´ demostrado por induccio´n sobre k
• El caso base k = 1 es trivial dado que:
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◦ en la configuracio´n C2n+2np tenemos que: C2n+2np(0) =
{α2n+2np, β2n+2np} y hay 2n membranas etiquetadas por 1, ta-
les que cada una de ellas contiene el multiconjunto de entrada
cod2n+2np(ϕ), un objeto γ2n+2np y p copias de objetos Ti y Fi,
1 ≤ i ≤ n, que representan la valoracio´n de verdad correspon-
diente a dicha rama; y 2n membranas etiquetadas por 2 tales
que cada una de ellas contiene n objetos #. Por tanto, la con-
figuracio´n C2n+2np da lugar a la configuracio´n C2n+2np+1 por la
aplicacio´n de las reglas:
T1x1,1,2n+2np [ ]2 → [ c1,0 ]2
T1x1,1,2n+2np [ ]2 → [ # ]2
T1x
∗
1,1,2n+2np [ ]2 → [ # ]2
F1x1,1,2n+2np [ ]2 → [ # ]2
F1x1,1,2n+2np [ ]2 → [ c1,0 ]2
F1x
∗
1,1,2n+2np [ ]2 → [ # ]2
4
[α2n+2np → α2n+2np+1 ]0
[ β2n+2np → β2n+2np+1 ]0
[ γ2n+2np → γ2n+2np+1 ]1
[ xi,j,2n+2np → xi,j,2n+2np+1 ]1
[ xi,j,2n+2np → xi,j,2n+2np+1 ]1
[ x∗i,j,2n+2np → x∗i,j,2n+2np+1 ]1
 para 1 ≤ i ≤ n, 1 ≤ j ≤ p
Por lo tanto, C2n+2np+1(0) = {α2n+2np+1, β2n+2np+1}, y hay 2n mem-
branas etiquetadas por 1 que contienen los u´ltimos n− 1 elementos
de cod2n+2np+1(ϕ)11, el multiconjunto de entrada cod2n+2np+1(ϕ)
p
2, p
copias de Ti o Fi, siendo 2 ≤ i ≤ n, y p− 1 copias de T1 o F1; y 2n
membranas etiquetadas por 2 que contienen n objetos # y un ob-
jeto c1,0 si la valoracio´n de verdad correspondiente hace verdadera
la cla´usula 1 con la variable 1, otro objeto # de lo contrario.
• Suponiendo, por induccio´n, que el resultado es cierto para k (1 ≤
k ≤ n)
◦ C2n+2np+k(0) = {α2n+2np+k, β2n+2np+k}
◦ En la configuracio´n C2n+2np+k hay 2n membranas etiquetadas
por 1 tal que cada una de ellas contiene
 los (n− k)-e´simos u´ltimos elementos de cod2n+2np+k(ϕ)11;
 el multiconjunto de entrada cod2n+2np+k(ϕ)p2;
 un objeto γ2n+2np+k; y
4Si k = 1, l = 0, entonces i = 1, j = 1, as´ı que 2np + 2n + n(j − 1) + (i− 1) = 2n + 2np.
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 p copias de objetos Ti o Fi, k + 1 ≤ i ≤ n, p − 1 copias
si 1 ≤ i ≤ k, correspondiendo a la valoracio´n de verdad
asignada a la rama.
◦ En la configuracio´n C2n+2np+k hay 2n membranas etiquetadas
por 2 tal que cada una de ellas contiene
 m objetos c1,t (0 ≤ t ≤ k − 1); es decir, el nu´mero de
variables que hace verdadera la fo´rmula ϕ con la valoracio´n
de verdad correspondiente; y
 n+ k −m objetos #.
Por tanto, la configuracio´n C2n+2np+k da lugar a la configuracio´n
C2n+2np+k+1 por la aplicacio´n de las reglas:
Tkxk+1,1,2n+2np+k [ ]2 → [ c1,0 ]2
Tkxk+1,1,2n+2np+k [ ]2 → [ # ]2
Tkx
∗
k+1,1,2n+2np+k [ ]2 → [ # ]2
Fkxk+1,1,2n+2np+k [ ]2 → [ # ]2
Fkxk+1,1,2n+2np+k [ ]2 → [ c1,0 ]2
Fkx
∗
k+1,1,2n+2np+k [ ]2 → [ # ]2
5
[α2n+2np+k → α2n+2np+k+1 ]0
[ β2n+2np+k → β2n+2np+k+1 ]0
[ γ2n+2np+k → γ2n+2np+k+1 ]1
[ xi,j,2n+2np+k → xi,j,2n+2np+k+1 ]1
[ xi,j,2n+2np+k → xi,j,2n+2np+k+1 ]1
[ x∗i,j,2n+2np+k → x∗i,j,2n+2np+k+1 ]1
 para 1 ≤ i ≤ n, 1 ≤ j ≤ p
[ c1,t → c1,t+1 ]2 para 0 ≤ t ≤ k − 1
Por lo tanto, lo siguiente es va´lido
◦ C2n+2np+k+1 = {α2n+2np+k+1, β2n+2np+k+1}
◦ En la configuracio´n C2n+2np+k+1 hay 2n membranas etiquetadas
por 1 tal que cada una de ellas contiene
 los (n−k+1)-e´simos u´ltimos elementos de cod2n+2np+k+1(ϕ)11;
 el multiconjunto de entrada cod2n+2np+k+1(ϕ)p2,
 un objeto γ2n+2np+k+1; y
 p copias de objetos Ti o Fi, k + 2 ≤ i ≤ n, p − 1 copias si
1 ≤ i ≤ k + 1, correspondiendo a la valoracio´n de verdad
asignada a la rama.
◦ En la configuracio´n C2n+2np+k+1 hay 2n membranas etiquetadas
por 2 tal que cada una de ellas contiene
5Si l = 0, entonces i = k+ 1, j = 1, as´ı que 2np+ 2n+ n(j − 1) + (i− 1) = 2n+ 2np+ k.
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 m objetos c1,t (0 ≤ t ≤ k); es decir, el nu´mero de varia-
bles que hace verdadera la cla´usula C1 con la valoracio´n de
verdad correspondiente; y
 n+ k + 1−m objetos #.
Suponiendo, por induccio´n, que el resultado es cierto para l (0 ≤ l ≤
p− 1)
• El caso base k = 1 es trivial dado que:
◦ en la configuracio´n C2n+2np+(l+1)n tenemos que: C2n+2np+(l+1)n(0) =
{α2n+2np+(l+1)n, β2n+2np+(l+1)n} y hay 2n membranas etiqueta-
das por 1 que contienen el multiconjunto de entrada
cod2n+2np+(l+1)n(ϕ)pl+1, un objeto γ2n+2np+(l+1)n y p − l copias
de objetos Ti o Fi, 1 ≤ i ≤ n; y 2n membranas etiquetadas por
2 que contienen m objetos cj,t (1 ≤ j ≤ l, 0 ≤ t ≤ ln−1); es de-
cir, el nu´mero de variables que hace verdaderas desde la cla´usula
C1 hasta la cla´usula Cl con la valoracio´n de verdad correspon-
diente y n+ (l+ 1)n−m objetos #. Por tanto, la configuracio´n
C2n+2np+(l+1)n da lugar a la configuracio´n C2n+2np+(l+1)n+1 por
la aplicacio´n de las reglas:
T1x1,1,2n+2np+(l+1)n [ ]2 → [ cl+1,0 ]2
T1x1,1,2n+2np+(l+1)n [ ]2 → [ # ]2
T1x
∗
1,1,2n+2np+(l+1)n [ ]2 → [ # ]2
F1x1,1,2n+2np+(l+1)n [ ]2 → [ # ]2
F1x1,1,2n+2np+(l+1)n [ ]2 → [ cl+1,0 ]2
F1x
∗
1,1,2n+2np+(l+1)n [ ]2 → [ # ]2
[α2n+2np+(l+1)n → α2n+2np+(l+1)n+1 ]0
[ β2n+2np+(l+1)n → β2n+2np+(l+1)n+1 ]0
[ γ2n+2np+(l+1)n → γ2n+2np+(l+1)n+1 ]1
[ xi,j,2n+2np+(l+1)n → xi,j,2n+2np+(l+1)n+1 ]1
[ xi,j,2n+2np+(l+1)n → xi,j,2n+2np+(l+1)n+1 ]1
[ x∗i,j,2n+2np+(l+1)n → x∗i,j,2n+2np+(l+1)n+1 ]1
 para 1 ≤ i ≤ n1 ≤ j ≤ p
[ cj,t → cj,t+1 ]2 para 1 ≤ j ≤ l + 1, 0 ≤ t ≤ ln− 1
Por lo tanto, C2n+2np+(l+1)n+1(0) = {α2n+2np+(l+1)n+1, β2n+2np+(l+1)n+1},
y hay 2n membranas etiquetadas por 1 que contienen los u´ltimos
n − 1 elementos de cod2n+2np+(l+1)n+1(ϕ)l+1l+1, el multiconjunto de
entrada cod2n+2np+(l+1)n+1(ϕ)pl+2, p − l copias de Ti o Fi, siendo
2 ≤ i ≤ n, y p− l−1 copias de T1 o F1; y 2n membranas etiquetadas
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por 2 que contienen m objetos cj,t (1 ≤ j ≤ ln, 0 ≤ t ≤ ln); es de-
cir, el nu´mero de variables que hace verdaderas desde la cla´usula C1
hasta la cla´usula Cl+1 con la valoracio´n de verdad correspondiente
y n+ (l + 1)n+ 1−m objetos #.
• Suponiendo, por induccio´n, que el resultado es cierto para k (1 ≤
k ≤ n)
◦ C2n+2np+(l+1)n+k(0) = {α2n+2np+(l+1)n+k, β2n+2np+(l+1)n+k}
◦ En la configuracio´n C2n+2np+(l+1)n+k hay 2n membranas etique-
tadas por 1 tales que cada una de ellas contiene
 los (n − k)-e´simos u´ltimos elementos de
cod2n+2np+(l+1)n+k(ϕ)l+1l+1;
 el multiconjunto de entrada cod2n+2np+(l+1)n+k(ϕ)pl+2,
 un objeto γ2n+2np+(l+1)n+k; y
 p − l copias de objetos Ti o Fi, k + 1 ≤ i ≤ n, p − l − 1
copias si 1 ≤ i ≤ k, correspondiendo a la valoracio´n de
verdad asignada a la rama.
◦ En la configuracio´n C2n+2np+(l+1)n+k hay 2n membranas etique-
tadas por 2 tales que cada una de ellas contiene
 m objetos cj,t (1 ≤ j ≤ l + 1, 0 ≤ t ≤ ln + k − 1); es
decir, el nu´mero de variables que hace verdaderas desde
la cla´usula C1 hasta la cla´usula Cl+1 con la valoracio´n de
verdad correspondiente; y
 n+ (l + 1)n+ k + 1−m objetos #.
Por lo tanto, la configuracio´n C2n+2np+(l+1)n+k da lugar a la con-
figuracio´n C2n+2np+(l+1)n+k+1 por la aplicacio´n de las reglas:
Tkx1,1,2n+2np+(l+1)n+k [ ]2 → [ cl+1,0 ]2
Tkx1,1,2n+2np+(l+1)n+k [ ]2 → [ # ]2
Tkx
∗
1,1,2n+2np+(l+1)n+k [ ]2 → [ # ]2
Fkx1,1,2n+2np+(l+1)n+k [ ]2 → [ # ]2
Fkx1,1,2n+2np+(l+1)n+k [ ]2 → [ cl+1,0 ]2
Fkx
∗
1,1,2n+2np+(l+1)n+k [ ]2 → [ # ]2
[α2n+2np+(l+1)n+k → α2n+2np+(l+1)n+k+1 ]0
[ β2n+2np+(l+1)n+k → β2n+2np+(l+1)n+k+1 ]0
[ γ2n+2np+(l+1)n+k → γ2n+2np+(l+1)n+k+1 ]1
[ xi,j,2n+2np+(l+1)n+k → xi,j,2n+2np+(l+1)n+k+1 ]1
[ xi,j,2n+2np+(l+1)n+k → xi,j,2n+2np+(l+1)n+k+1 ]1
[ x∗i,j,2n+2np+(l+1)n+k → x∗i,j,2n+2np+(l+1)n+k+1 ]1
 para 1 ≤ i ≤ n1 ≤ j ≤ p
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[ cj,t → cj,t+1 ]2 para 1 ≤ j ≤ l + 1, 0 ≤ t ≤ ln+ k − 1
Por lo tanto, lo siguiente es va´lido
◦ C2n+2np+(l+1)n+k+1(0) = {α2n+2np+(l+1)n+k+1, β2n+2np+(l+1)n+k+1}
◦ En la configuracio´n C2n+2np+(l+1)n+k+1 hay 2n membranas eti-
quetadas por 1 tales que cada una de ellas contiene
 los (n − (k + 1))-e´simos u´ltimos elementos de
cod2n+2np+(l+1)n+k+1(ϕ)l+1l+1,
 el multiconjunto de entrada cod2n+2np+(l+1)n+k+1(ϕ)pl+1,
 un objeto γ2n+2np+(l+1)n+k+1;
 p − l copias de objetos Ti o Fi, k + 2 ≤ i ≤ n, p − l − 1
copias si 1 ≤ i ≤ k + 1, correspondiendo a la valoracio´n de
verdad asignada a la rama.
◦ En la configuracio´n C2n+2np+(l+1)n+k+1 hay 2n membranas eti-
quetadas por 2 tales que cada una de ellas contiene
 m objetos cj,t (1 ≤ j ≤ l + 1, 0 ≤ t ≤ ln + k); es decir, el
nu´mero de variables que hace verdaderas desde la cla´usu-
la C1 hasta la cla´usula Cl+1 con la valoracio´n de verdad
correspondiente; y
 n+ (l + 1)n+ k + 1−m objetos #.
Para probar (b) basta darse cuenta que, por una parte, por (a) la confi-
guracio´n C2n+3np−1 6 es va´lido:
• C2n+3np−1(0) = {α2n+3np−1, β2n+3np−1}
• En la configuracio´n C2n+3np−1 hay 2n membranas etiquetadas por 1
tal que cada una de ellas contiene
◦ el u´ltimo elemento de cod2n+3np−1(ϕ)pp;
◦ un objeto γ2n+3np−1; y
◦ un objeto Tn o Fn correspondiendo a la valoracio´n de verdad
asignada a la rama.
• En la configuracio´n C2n+3np−1 hay 2n membranas etiquetadas por 2
tal que cada una de ellas contiene
◦ m objetos cj,t (1 ≤ j ≤ p, 0 ≤ t ≤ np− 2); es decir, el nu´mero
de variables que hace verdaderas desde la cla´usula C1 hasta la
cla´usula Cp con la valoracio´n de verdad correspondiente; y
6Obse´rvese que 2n + 3np− 1 = 2n + 3n(p− 1) + (n− 1).
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◦ n+ np− 1−m objetos #.
Por tanto, la configuracio´n C2n+3np−1 da lugar a la configuracio´n
C2n+3np por la aplicacio´n de las reglas:
Tnxn,p,2n+3np−1 [ ]2 → [ cp,0 ]2
Tnxn,p,2n+3np−1 [ ]2 → [ # ]2
Tnx
∗
n,p,2n+3np−1 [ ]2 → [ # ]2
Fnxn,p,2n+3np−1 [ ]2 → [ # ]2
Fnxn,p,2n+3np−1 [ ]2 → [ cp,0 ]2
Fnx
∗
n,p,2n+3np−1 [ ]2 → [ # ]2
[α2n+2np+(l+1)n+k → α2n+2np+(l+1)n+k+1 ]0
[ β2n+2np+(l+1)n+k → β2n+2np+(l+1)n+k+1 ]0
[ γ2n+2np+(l+1)n+k → γ2n+2np+(l+1)n+k+1 ]1
[ xi,j,2n+2np+(l+1)n+k → xi,j,2n+2np+(l+1)n+k+1 ]1
[ xi,j,2n+2np+(l+1)n+k → xi,j,2n+2np+(l+1)n+k+1 ]1
[ x∗i,j,2n+2np+(l+1)n+k → x∗i,j,2n+2np+(l+1)n+k+1 ]1
 para 1 ≤ i ≤ n1 ≤ j ≤ p
[ cj,t → cj,t+1 ]2 para 1 ≤ j ≤ l + 1, 0 ≤ t ≤ np− 2
Por lo tanto, lo siguiente es va´lido
◦ C2n+3np(0) = {α2n+3np, β2n+3np}
◦ En la configuracio´n C2n+3np hay 2n membranas etiquetadas por
1 tal que cada una de ellas contiene un objeto γ2n+3np.
◦ En la configuracio´n C2n+3np hay 2n membranas etiquetadas por
2 tal que cada una de ellas contiene
 m objetos cj,t (1 ≤ j ≤ p, 0 ≤ t ≤ np − 1); es decir, el
nu´mero de variables que hace verdaderas desde la cla´usula
C1 hasta la cla´usula Cp con la valoracio´n de verdad corres-
pondiente; y
 n+ np−m objetos #.
Segunda fase de chequeo
En esta fase, que empieza en la configuracio´n C2n+3np, se podra´ ver si hay
alguna valoracio´n de verdad que haga verdadera la fo´rmula ϕ, usando las reglas
de 3.1. Dividiremos esta fase en dos partes. La primera estara´ destinada a
enviar «hacia fuera» todos los objetos cj, para 1 ≤ j ≤ p para prepararlos
para la siguiente parte.
7.1. DAM0(−d): Cooperacio´n en reglas de comunicacio´n 159
Sea k = ln + i (0 ≤ l ≤ p − 1, 1 ≤ i ≤ n), as´ı podremos referirnos a




siendo mj el nu´mero de objetos cj,k en cada membrana etiquetada por 2 en
la configuracio´n C2n+3np. En esta parte, no podemos asegurar cuantos objetos
cl+1,k esta´n presentes en cada membrana cuando i 6= 0 7, as´ı que al no poder
estar seguros, diremos que habra´ m˜j objetos en una membrana etiquetada por
2 (recordemos que m˜j es siempre menor que o igual a mj). Ignoraremos los
objetos # dado que no tienen efecto a lo largo de la computacio´n.
Proposicio´n 7.5. Sea C = (C0, C1, . . . , Cq) una computacio´n del sistema Π(s(ϕ))
con multiconjunto de entrada cod(ϕ).
(a) Para cada k (1 ≤ k ≤ np− 1) en la configuracio´n C2n+3np+k tenemos lo
siguiente:
C2n+3np+k(0) = {α2n+3np+k, β2n+3np+k}
Hay 2n membranas etiquetadas por 1 tales que cada una de ellas
contiene
• un objeto γ2n+3np+k; y
• mj objetos cj para 1 ≤ j ≤ l y ml+1 − m˜l+1 objetos cl+1
Hay 2n membranas etiquetadas por 2 tales que cada una de ellas
contiene m˜l+1 objetos cl+1,t ((p−1)n+1 ≤ t ≤ np−1) y mj objetos
cj,t (l + 2 ≤ j ≤ p, ln+ i ≤ t ≤ np− 1)
(b) C2n+4np(0) = {α2n+4np, β2n+4np}, hay 2n membranas etiquetadas por 1,
tales que cada una de ellas contiene m objetos cj (1 ≤ j ≤ p) y un objeto
γ2n+4np; y 2n membranas vac´ıas etiquetadas por 2.
Demostracio´n. (a) sera´ demostrado por induccio´n sobre k
El caso base k = 1 es trivial dado que: en la configuracio´n C2n+3np tene-
mos que: C2n+3np(0) = {α2n+3np, β2n+3np} y hay 2n membranas etiqueta-
das por 1 que contienen un objeto γ2n+3np; y 2n membranas etiquetadas
por 2 que contienen m objetos cj,t (1 ≤ j ≤ k, 0 ≤ t ≤ np − 1). Por
tanto, la configuracio´n C2n+3np da lugar a la configuracio´n C2n+3np+1 por
la aplicacio´n de las reglas:
7Esto es debido a que los objetos cj,k no tienen por que´ haber sido creados consecutiva-
mente.
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[α2n+3np → α2n+3np+1 ]0
[ β2n+3np → β2n+3np+1 ]0
[ γ2n+3np → γ2n+3np+1 ]1
[ cj,t → cj,t+1 ]2 , para1 ≤ j ≤ p, 0 ≤ k ≤ np− 2
[ c1,np−1 ]2 → c1 [ ]2
Por lo tanto, C2n+3np+1(0) = {α2n+3np+1, β2n+3np+1}, y hay 2n membranas
etiquetadas por 1 que contienen un objeto γ2n+3np+1 y m1 − m˜1 objetos
c1
8; y 2n membranas etiquetadas por 2 que contienen m˜1 objetos c1 y mj
objetos cj (2 ≤ j ≤ p). Por lo tanto, el resultado es va´lido para k = 1.
Suponiendo, por induccio´n, que el resultado es cierto para k (1 ≤ k ≤
np− 1)
• C2n+3np+k(0) = {α2n+3np+k, β2n+3np+k}
• En la configuracio´n C2n+3np+k hay 2n membranas etiquetadas por 1
tal que cada una de ellas contiene
◦ un objeto γ2n+3np+k; y
◦ mj objetos cj para 1 ≤ j ≤ l y ml+1 − m˜l+1 objetos cl+1.
• En la configuracio´n C2n+3np+k hay 2n membranas etiquetadas por 2
tal que cada una de ellas contiene m˜l+1 objetos cl+1,t ((p−1)n+1 ≤
t ≤ np− 1) y mj objetos cj,t (l + 2 ≤ j ≤ p, ln+ i ≤ t ≤ np− 1).
Por tanto, la configuracio´n C2n+3np+k da lugar a la configuracio´n
C2n+3np+k por la aplicacio´n de las reglas:
[α2n+3np+k → α2n+3np+k+1 ]0
[ β2n+3np+k → β2n+3np+k+1 ]0
[ γ2n+3np+k → γ2n+3np+k+1 ]1
[ cj,t → cj,t+1 ]2 , paral + 1 ≤ j ≤ p, 0 ≤ k ≤ np− 2
[ cl+1,np−1 ]2 → c1 [ ]2
Por lo tanto, lo siguiente es va´lido
• C2n+3np+k+1(0) = {α2n+3np+k+1, β2n+3np+k+1}
• En la configuracio´n C2n+3np+k+1 hay 2n membranas etiquetadas por
1 tales que cada una de ellas contiene
◦ un objeto γ2n+3np+k+1; y
8Es decir, si la valoracio´n de verdad de la variable 1 hace verdadera la cla´usula 1, entonces
un objeto c1,0 fue creado en el (2n + 2np + 1)-e´simo paso, y sera´ enviado a la membrana
etiquetada por 1 correspondiente. As´ı que, m1 − m˜1 puede ser 0 o 1 en este paso.
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◦ mj objetos cj para 1 ≤ j ≤ l y ml+1 − m˜l+1 objetos cl+1.
• En la configuracio´n C2n+3np+k+1 hay 2n membranas etiquetadas por
2 tales que cada una de ellas contiene m˜l+1 objetos cl+1,t+1 ((p−1)n+
1 ≤ t ≤ np−1) y mj objetos cj,t+1 (l+2 ≤ j ≤ p, ln+i ≤ t ≤ np−1).
Por lo tanto, el resultado es va´lido para k + 1.
Para probar (b) basta darse cuenta que, por una parte, por (a) la confi-
guracio´n C2n+4np−1 es va´lido:
• C2n+4np−1(0) = {α2n+4np−1, β2n+4np−1}
• En la configuracio´n C2n+4np−1 hay 2n membranas etiquetadas por 1
tales que cada una de ellas contiene
◦ un objeto γ2n+4np−1; y
◦ mj objetos cj para 1 ≤ j ≤ p− 1 y mp − m˜p 9 objetos cp.
• En la configuracio´n C2n+4np−1 hay 2n membranas etiquetadas por 2
tales que cada una de ellas contiene m˜p objetos cp,np.
Por tanto, la configuracio´n C2n+4np−1 da lugar a la configuracio´n
C2n+4np por la aplicacio´n de las reglas:
[α2n+4np−1 → α2n+4np ]0
[ β2n+4np−1 → β2n+4np ]0
[ γ2n+4np−1 → γ2n+4np ]1
[ cp,np ]2 → cp [ ]2
Por lo tanto, tenemos que C2n+4np(0) = {α2n+4np, β2n+4np}, y hay 2n
membranas etiquetadas por 1 que contienen un objeto γ2n+4np y m
objetos cj (1 ≤ j ≤ p); y hay 2n membranas vac´ıas etiquetadas por
2.
Cuando los objetos cj se mueven a las membranas etiquetadas por 1, pode-
mos empezar a chequear si todas las cla´usulas de la fo´rmula ϕ son satisfechas
por alguna valoracio´n de verdad. Como estamos usando los objetos cj para
denotar si la cla´usula Cj es satisfecha por alguna variable, es posible que algu´n
objeto cj puede faltar; es decir, que para algu´n j, 1 ≤ j ≤ p, cj no aparece en
ninguna membrana etiquetada por 1 en C2n+4np. Sea j˜ el ı´ndice j 10 de dicha
cla´usula. Se hara´ en 2p pasos de computacio´n.
9En este caso, m˜p puede tomar dos valores: 0 o 1.
10Si ĵ no esta´ definido, suponemos que es igual a p + 1.
Cap´ıtulo 7. Cooperacio´n minimal en reglas de comunicacio´n 162
Proposicio´n 7.6. Sea C = (C0, C1, . . . , Cq) una computacio´n del sistema Π(s(ϕ))
con multiconjunto de entrada cod(ϕ).
(a0) Para cada 2k + 1 (0 ≤ k ≤ p − 1) en la configuracio´n C2n+4np+2k+1
tenemos lo siguiente:
C2n+4np+2k+1(0) = {α2n+4np+2k+1, β2n+4np+2k+1}
Hay 2n membranas etiquetadas por 1 tales que cada una de ellas
contiene
• un objeto γ2n+4np o dj˜−1 (respectivamente, un objeto dk) si la
valoracio´n de verdad correspondiente no hace verdadera (res-
pectivamente, hace verdadera) la cla´usula C1 o Cj (2 ≤ j ≤ p)
(respectivamente, las k primeras cla´usulas); y
• mj − 1 objetos cj para 1 ≤ j ≤ min(j˜, k + 1) y mj objetos cj
para min(j˜, k + 2) ≤ j ≤ p.
Hay 2n membranas etiquetadas por 2 tales que cada una de ellas
contiene un objeto dk+1 si y so´lo si la valoracio´n de verdad asociada
a dicha rama hace verdaderas las k + 1 primeras cla´usulas.
(a1) Para cada 2k (1 ≤ k ≤ p− 1) en la configuracio´n C2n+4np+2k tenemos lo
siguiente:
C2n+4np+2k(0) = {α2n+4np+2k, β2n+4np+2k}
Hay 2n membranas etiquetadas por 1 tales que cada una de ellas
contiene
• un objeto γ2n+4np o dj˜−1 si la valoracio´n de verdad correspon-
diente no hace verdadera la cla´usula C1 o la cla´usula Cj (2 ≤
j ≤ p); y
• mj − 1 objetos cj para 1 ≤ j ≤ min(j˜, k) y mj objetos cj para
min(j˜, k + 1) ≤ j ≤ p.
hay 2n membranas vac´ıas etiquetadas por 2.
(b) C2n+4np+2p(0) = {α2n+4np+2p, β2n+4np+2p}, y en la configuracio´n C2n+4np+2p
hay 2n membranas etiquetadas por 1, tales que cada una de ellas contiene
un objeto dp si y so´lo si la valoracio´n de verdad correspondiente la fo´rmu-
la ϕ (d
j˜−1 de lo contrario), mj − 1 objetos cj para 1 ≤ j ≤ min(j˜, p+ 1)
y mj objetos cj para min(j˜, p + 1) ≤ j ≤ p; y 2n membranas vac´ıas
etiquetadas por 2.
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Demostracio´n. (a) sera´ demostrado por induccio´n sobre k
El caso base k = 1 es trivial dado que:
(a0) en la configuracio´n C2n+4np tenemos que: C2n+4np(0) = {α2n+4np,
β2n+4np} y hay 2n membranas etiquetadas por 1 que contienen un
objeto γ2n+4np y m objetos cj (1 ≤ j ≤ p); y hay 2n membranas
vac´ıas etiquetadas por 2. Por tanto, la configuracio´n C2n+4np da lugar
a la configuracio´n C2n+4np+1 por la aplicacio´n de las reglas:
[α2n+4np → α2n+4np+1 ]0
[ β2n+4np → β2n+4np+1 ]0
γ4np+2nc1 [ ]2 → [ d1 ]2
(a1) en la configuracio´n C2n+4np+1(0) = {α2n+4np+1, β2n+4np+1} y hay 2n
membranas etiquetadas por 1 que contienen un objeto γ2n+4np si
y so´lo si no hab´ıa objetos c1 en la configuracio´n C2n+4np, m1 − 1
(respectivamente, m1) objetos c1 si hab´ıa algu´n objeto cj en dicha
membrana en la configuracio´n anterior (respectivamente, m1) y mj
objetos cj para 2 ≤ j ≤ p; y 2n membranas etiquetadas por 2 que
contienen un objeto d1 si y so´lo si hab´ıa al menos un objeto c1 en
dicha membrana etiquetada por 1 en la configuracio´n C2n+4np. As´ı,
la configuracio´n C2n+4np+1 da lugar a la configuracio´n C2n+4np+2 por
la aplicacio´n de las reglas:
[α2n+4np+1 → α2n+4np+2 ]0
[ β2n+4np+1 → β2n+4np+2 ]0
[ d1 ]2 → d1 [ ]2
Por lo tanto, C2n+4np+2(0) = {α2n+4np+2, β2n+4np+2}, y hay 2n mem-
branas etiquetadas por 1 que contienen un objeto d1 (respectiva-
mente, γ2n+4np) si la valoracio´n de verdad correspondiente hace ver-
dadera (respectivamente, no hace verdadera) la cla´usula C1, m1− 1
(respectivamente, m1) objetos c1 y mj objetos cj para 1 ≤ j ≤ p; y
hay 2n membranas vac´ıas etiquetadas por 2. Por lo tanto, el resul-
tado es va´lido para k = 1.
Suponiendo, por induccio´n, que el resultado es cierto para k (0 ≤ k ≤
p− 1)
• C2n+4np+2k(0) = {α2n+4np+2k, β2n+4np+2k}
• En la configuracio´n C2n+4np+2k hay 2n membranas etiquetadas por
1 tal que cada una de ellas contiene
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◦ un objeto γ2n+4np o dj˜−1 (respectivamente, un objeto dk) si la
valoracio´n de verdad correspondiente no hace verdadera (res-
pectivamente, hace verdadera) la cla´usula C1 o Cj (2 ≤ j ≤ p)
(respectivamente, las k primeras cla´usulas); y
◦ mj − 1 objetos cj para 1 ≤ j ≤ min(j˜, k + 1) y mj objetos cj
para min(j˜, k + 2) ≤ j ≤ p.
• En la configuracio´n C2n+4np+2k hay 2n membranas vac´ıas etiquetadas
por 2.
Por tanto, la configuracio´n C2n+4np+2k da lugar a la configuracio´n
C2n+4np+2k+1 por la aplicacio´n de las reglas:
[α2n+4np+2k → α2n+4np+2k+1 ]0
[ β2n+4np+2k → β2n+4np+2k+1 ]0
dkck+1 [ ]2 → [ dk+1 ]2
Por lo tanto, lo siguiente es va´lido
• C2n+4np+2k+1(0) = {α2n+4np+2k+1, β2n+4np+2k+1}
• En la configuracio´n C2n+4np+2k+1 hay 2n membranas etiquetadas por
1 tales que cada una de ellas contiene
◦ un objeto γ2n+4np o dj˜−1 si la valoracio´n de verdad corres-
pondiente no hace verdadera la cla´usula C1 o la cla´usula Cj
(2 ≤ j ≤ p); y
◦ mj − 1 objetos cj para 1 ≤ j ≤ min(j˜, k) y mj objetos cj para
min(j˜, k + 1) ≤ j ≤ p.
• En la configuracio´n C2n+4np+2k+1 hay 2n membranas etiquetadas por
2 tales que cada una de ellas contiene un objeto dk+1 si y so´lo si
la valoracio´n de verdad correspondiente hace verdaderas las k + 1
primeras cla´usulas.
Por tanto, la configuracio´n C2n+4np+2k+1 da lugar a la configuracio´n
C2n+4np+2k+2 por la aplicacio´n de las reglas:
[α2n+4np+2k+1 → α2n+4np+2k+2 ]0
[ β2n+4np+2k+1 → β2n+4np+2k+2 ]0
[ dk+1 ]2 → dk+1 [ ]2
Por lo tanto, lo siguiente es va´lido
• C2n+4np+2k+2(0) = {α2n+4np+2k+2, β2n+4np+2k+2}
• En la configuracio´n C2n+4np+2k+2 hay 2n membranas etiquetadas por
1 tales que cada una de ellas contiene
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◦ un objeto γ2n+4np o dj˜−1 (respectivamente, un objeto dk+1) si la
valoracio´n de verdad correspondiente no hace verdadera (res-
pectivamente, hace verdadera) la cla´usula C1 o Cj (2 ≤ j ≤ p)
(respectivamente, las k + 1 primeras cla´usulas); y
◦ mj − 1 objetos cj para 1 ≤ j ≤ min(j˜, k + 2) y mj objetos cj
para min(j˜, k + 3) ≤ j ≤ p.
• En la configuracio´n C2n+4np+2k+2 hay 2n membranas vac´ıas etique-
tadas por 2.
Por lo tanto, el resultado es va´lido para k + 1.
Para probar (b) basta con observar que, por una parte, de (a), la confi-
guracio´n C2n+4np+2p−1 tiene que:
• C2n+4np+2p−1(0) = {α2n+4np+2p−1, β2n+4np+2p−1}
• En la configuracio´n C2n+4np+2p−1 hay 2n membranas etiquetadas por
1 tales que cada una de ellas contiene
◦ un objeto γ2n+4np o dj˜−1 si la valoracio´n de verdad corres-
pondiente no hace verdadera la cla´usula C1 o la cla´usula Cj
(2 ≤ j ≤ p); y
◦ mj − 1 objetos cj para 1 ≤ j ≤ min(j˜, p) y mj objetos cj para
min(j˜, p+ 1) ≤ j ≤ p.
• En la configuracio´n C2n+4np+2p−1 hay 2n membranas etiquetadas por
2 tales que cada una de ellas contiene un objeto dp si y so´lo si la
valoracio´n de verdad correspondiente la fo´rmula ϕ.
Por tanto, la configuracio´n C2n+4np+2p−1 da lugar a la configuracio´n
C2n+4np+2p por la aplicacio´n de las reglas:
[α2n+4np+2p−1 → α2n+4np+2p ]0
[ β2n+4np+2p−1 → β2n+4np+2p ]0
[ dp ]2 → dp [ ]2
Por tanto, tenemos que C2n+4np+2p(0) = {α2n+4np+2p, β2n+4np+2p},
y hay 2n membranas etiquetadas por 1 que contienen un objeto
γ2n+4np o dj˜−1 (respectivamente, un objeto dp) si la valoracio´n de
verdad correspondiente no hace verdadera (respectivamente, hace
verdadera) la cla´usula C1 o Cj (2 ≤ j ≤ p) (respectivamente, la
fo´rmula ϕ), mj − 1 objetos cj para 1 ≤ j ≤ min(j˜, p + 1) y mj
objetos cj para min(j˜, p + 1) ≤ j ≤ p; y hay 2n membranas vac´ıas
etiquetadas por 2.
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Fase de salida
La fase de salida comienza en el paso 2n+4np+2p, y tarda 4 pasos en caso
de devolver una respuesta afirmativa y 5 pasos en caso de tener una respuesta
negativa. Las reglas de 4.1 son las disparadas en esta fase.
Respuesta afirmativa: En este caso, en la configuracio´n C2n+4np+2p, en
alguna membrana etiquetada por 1 habra´ un objeto dp. Por la apli-
cacio´n de la regla [ dp ]1 → dp [ ]1 (al mismo tiempo que se disparan
[α2n+4np+2p → α2n+4np+2p+1 ]0 y [ β2n+4np+2p → β2n+4np+2p+1 ]0), el ob-
jeto dp es enviado a la membrana etiquetada por 0. En el siguiente
paso, por la aplicacio´n de las reglas α4np+2n+2p+1dp [ ]1 → [ yes ]1 y
[ β2n+4np+2p+1 → β2n+4np+2p+2 ]0, un objeto yes es producido en alguna
membrana etiquetada por 1 (so´lo en una de las membranas, elegida de
manera no determinista). En el siguiente paso, el objeto yes sera´ enviado
de nuevo a la membrana etiquetada por 0 en la configuracio´n C2n+4np+2p+3
por la aplicacio´n de la regla [ yes ]1 → yes [ ]1. Obse´rvese que el objeto
β2n+4np+2p+2 no puede interactuar con ningu´n objeto α. Finalmente, en
el paso 2n + 4np + 2p + 4-e´simo, el objeto yes es enviado al entorno
mediante la regla [ yes ]0 → yes [ ]0 y la computacio´n para.
Respuesta negativa: En este caso, en la configuracio´n C2n+4np+2p, no habra´
ninguna membrana etiquetada por 1 tal que contenga un objeto dp, as´ı
que las reglas ejecutadas sera´n las reglas [α2n+4np+2p → α2n+4np+2p+1 ]0 y
[ β2n+4np+2p → β2n+4np+2p+1 ]0. La regla [ β2n+4np+2p+1 → β2n+4np+2p+2 ]0
es ejecutada en el siguiente paso de computacio´n. por lo tanto, en la mem-
brana piel en la configuracio´n C2n+4np+2p+2 tenemos una copia del objeto
α2n+4np+2p+1 y una copia del objeto β2n+4np+2p+2. Por la aplicacio´n de la
regla α4np+2n+2p+1β4np+2n+2p+2 [ ]1 → [ no ]1, un objeto no es producido
en una membrana etiquetada por 1 (elegida de manera no determinista).
En el siguiente paso, el objeto no se enviara´ al entorno por la aplicacio´n
de la regla [ no ]1 → no [ ]1 que, finalmente, en el paso 2n+ 4np+ 2p+ 5
sera´ enviado al entorno mediante la regla [ no ]0 → no [ ]0, y la compu-
tacio´n para.
7.1.1.2. Resultado obtenido
Teorema 7.1. SAT ∈ PMCDAM0(+es,mcmpin,−d,+n).
Demostracio´n. La familia Π de sistemas P descrita verifica lo siguiente:
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(a) La familia Π es polinomialmente uniforme por ma´quinas de Turing, dado
que para cada n, p ∈ N, las reglas de Π(〈n, p〉) de la familia son recur-
sivas recursivamente de n, p ∈ N, y la cantidad de recursos necesarios
para construir un elemento de dicha familia es de orden polinomial con
respecto a n y p, como se muestra a continuacio´n:
Taman˜o del alfabeto: 15n2p22 +6n
2p+3n2 +2np2 + 35np2 +8n+7p+9 ∈
Θ(n2p2).
Nu´mero inicial de membranas: 3 ∈ Θ(1).
Nu´mero inicial de objetos en membranas: 3np+ n+ 3 ∈ Θ(np).
Nu´mero de reglas: 15n2p22 +8n
2p+4n2+ 41np2 +5n+5p+11 ∈ Θ(n2p2).
Nu´mero ma´ximo de objetos envueltos en cualquier regla: 3 ∈ Θ(1).
(b) La familia Π esta´ polinomialmente acotada con respecto a (SAT, cod, s):
de hecho, para cada instancia ϕ de SAT, cualquier computacio´n del sis-
tema Π(s(ϕ)) con multiconjunto de entrada cod(ϕ) tarda, a lo sumo,
2n+ 4np+ 2p+ 5 pasos de computacio´n.
(c) La familia Π es adecuada con respecto a (SAT, cod, s): de hecho, para
cada instancia ϕ de SAT, si la computacio´n de Π(s(ϕ)) + cod(ϕ) es una
computacio´n de aceptacio´n, entonces ϕ es satisfactible.
(d) La familia Π es completa con respecto a (SAT, cod, s): de hecho, para cada
instancia ϕ de SAT tal que ϕ sea satisfactible, cualquier computacio´n de
Π(s(ϕ)) + cod(ϕ) sera´ una computacio´n de aceptacio´n.
Por lo tanto, la familia Π de sistemas P descrita anteriormente resuelve el
problema SAT en tiempo polinomial de manera uniforme.
Corolario 7.1. NP ∪ co-NP ⊆ PMCDAM0(+es,mcmpin,−d,+n).
Demostracio´n. Basta notar que el problema SAT es un problema NP-completo,
SAT ∈ PMCDAM0(+es,mcmpin,−d,+n), y la clase de complejidad
PMCDAM0(+es,mcmpin,−d,+n) es cerrada bajo reducibilidad en tiempo polinomial
y bajo complementario.
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7.1.2. Una solucio´n eficiente al problema SAT mediante
sistemas de DAM0(+es,mcmpout,−d,+n)
A continuacio´n, se describe una familia de sistemas de membranas de
DAM0(+es,mcmpin,−d,+n) que resuelve el problema SAT en tiempo poli-
nomial y de manera uniforme.
Para cada n, p ∈ N, consideramos el sistema P reconocedor
Π(〈n, p〉) = (Γ,Σ, H, µ,M0,M1,M2,R, iin, iout)
de DAM0(+es,mcmpout,−d,+n), definido como sigue:
1. Alfabeto de trabajo Γ:
Σ ∪ {yes , no ,#} ∪ {ai,k | 1 ≤ i ≤ n, 1 ≤ k ≤ 2i− 1}∪
{αk | 0 ≤ k ≤ 4np+ n+ 2p} ∪ {βk | 0 ≤ k ≤ 4np+ n+ 2p+ 1}∪
{γk | 0 ≤ k ≤ 4np+ n}∪
{ti,k, fi,k | 1 ≤ i ≤ n, 2i− 1 ≤ k ≤ 2n+ 2p− 1}∪
{Ti, Fi | 1 ≤ i ≤ n} ∪ {cj | 1 ≤ j ≤ p}∪
{cj,k | 1 ≤ j ≤ p, 0 ≤ k ≤ np− 1} ∪ {dj | 1 ≤ j ≤ p}∪
{xi,j,k, xi,j,k, x∗i,j,k | 1 ≤ i ≤ n, 1 ≤ j ≤ p,
1 ≤ k ≤ n+ 2np+ n(j − 1) + (i− 1)}
2. Alfabeto de entrada Σ: {xi,j,0, xi,j,0, x∗i,j,0 | 1 ≤ i ≤ n, 1 ≤ j ≤ p};
3. H = {0, 1, 2};
4. µ = [ [ [ ]2 ]1 ]0; es decir, µ = (V,E) donde V = {0, 1, 2} y E =
{(0, 1)(1, 2)}.
5. M0 = {α0, β0}, M1 = ∅, M2 = {γ0} ∪ {ai,1, T pi , F pi | 1 ≤ i ≤ n}.
6. El conjunto R tiene las siguientes reglas:
1.1 Contadores para sincronizar la salida del sistema.
[αk → αk+1 ]0 , para 0 ≤ k ≤ 4np+ n+ 2p− 1
[ βk → βk+1 ]0 , para 0 ≤ k ≤ 4np+ n+ 2p
[ γk → γk+1 ]2 , para 0 ≤ k ≤ 4np+ n− 1
1.2 Reglas para generar 2n membranas etiquetadas por 1 y 2n membra-
nas etiquetadas por 2 (estas codificando todas las valoraciones de
verdad posibles para n variables de la fo´rmula ϕ
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[ ai,2i−1 ]2 → [ ti,i ]2 [ fi,i ]2 , para 1 ≤ i ≤ n
[ ai,j → ai,j+1 ]2 , para 2 ≤ i ≤ n, 1 ≤ j ≤ 2i− 2
[ [ ]2[ ]2 ]1 → [ [ ]2 ]1 [ [ ]2 ]1
[ ti,j → ti,j+1 ]2
[ fi,j → fi,j+1 ]2
}
, para 1 ≤ i ≤ n, i ≤ j ≤ 2n− 1
1.3 Reglas para producir exactamente p copias de cada valoracio´n de
verdad dentro de las membranas etiquetada por 2.
[ ti,2jnFi ]2 → ti,2jn+1 [ ]2
[ fi,2jnTi ]2 → fi,2jn+1 [ ]2
ti,(2j+1)n [ ]2 → [ ti,(2j+1)n+1 ]2
fi,(2j+1)n [ ]2 → [ fi,(2j+1)n+1 ]2
 , para1 ≤ i ≤ n, 1 ≤ j ≤ p− 1
[ ti,2npFi ]2 → # [ ]2
[ fi,2npTi ]2 → # [ ]2
}
, para1 ≤ i ≤ n
[ ti,(2j+1)n+k → ti,(2j+1)n+k+1 ]2
[ fi,(2j+1)n+k → fi,(2j+1)n+k+1 ]2
[ ti,2jn+k → ti,2jn+k+1 ]1
[ fi,2jn+k → fi,2jn+k+1 ]1
 , para
1 ≤ i ≤ n,
1 ≤ j ≤ p− 1,
1 ≤ k ≤ n− 1
1.4 Reglas para preparar la fo´rmula para validar las cla´usulas.
[ xi,j,k → xi,j,k+1 ]2
[ xi,j,k → xi,j,k+1 ]2
[ x∗i,j,k → x∗i,j,k+1 ]2
 , para
1 ≤ i ≤ n,
1 ≤ j ≤ p,
0 ≤ k ≤ 2np+ n+ n(j − 1) + (i− 1)− 1
2.1 Reglas para realizar el primer chequeo.
[ Tixi,j,2np+n+n(j−1)+(i−1) ]2 → cj,0 [ ]2
[ Tixi,j,2np+n+n(j−1)+(i−1) ]2 → # [ ]2
[ Tix∗i,j,2np+n+n(j−1)+(i−1) ]2 → # [ ]2
[Fixi,j,2np+n+n(j−1)+(i−1) ]2 → # [ ]2
[Fixi,j,2np+n+n(j−1)+(i−1) ]2 → cj,0 [ ]2
[Fix∗i,j,2np+n+n(j−1)+(i−1) ]2 → # [ ]2

, para 1 ≤ i ≤ n,1 ≤ j ≤ p
3.1 Reglas para realizar el segundo chequeo.
[ cj,k → cj,k+1 ]1 , para1 ≤ j ≤ p, 0 ≤ k ≤ np− 2
cj,np−1 [ ]2 → [ cj ]2 , para1 ≤ j ≤ p
[ γ4np+nc1 ]2 → d1 [ ]2
[ djcj+1 ]2 → dj+1 [ ]2
dj [ ]2 → [ dj ]2
}
, para1 ≤ j ≤ p− 1
4.1 Reglas para devolver la respuesta correcta.
[ dp ]1 → dp [ ]1
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[α4np+n+2pdp ]0 → yes [ ]0
[α4np+n+2pβ4np+n+2p+1 ]0 → no [ ]0
7. La membrana de entrada es la membrana etiquetada por 2 (iin = 2) y la
regio´n de salida es el entorno (iout = env).
Sea ϕ(x1, . . . , xn) = C1 ∧ · · · ∧ Cp, Cj = lj1 ∨ · · · ∨ ljrj , 1 ≤ j ≤ p, ljk ∈
{xi,¬xi | 1 ≤ i ≤ n} una instancia del problema SAT. Entonces la instancia
ϕ sera´ procesada por el sistema Π(s(ϕ)) + cod(ϕ), en donde s(ϕ) = 〈n, p〉 y
cod(ϕ) = {xi,j,0 | xi ∈ Cj} ∪ {xi,j,0 | ¬xi ∈ Cj} ∪ {x∗i,j,0 | xi 6∈ Cj,¬xi 6∈ Cj}.
Denotamos por codk(ϕ) el conjunto cod(ϕ) cuando los elementos tienen su
tercer sub´ındice igual a k. Denotamos por codk(ϕ)k2k1 al los elementos correspon-
dientes a las cla´usulas Ck1 , . . . , Ck2 de codk(ϕ). De la misma forma, denotamos
por cod′k(ϕ)k2k1 a los elementos de codk(ϕ)
k2
k1 con una prima. Por u´ltimo, deno-
tamos con cod∗(ϕ)k2k1 a los elementos de cod(ϕ)
k2
k1 cuando eliminamos el tercer
sub´ındice.
A continuacio´n, daremos una descripcio´n informal del funcionamiento del
sistema Π(s(ϕ)) + cod(ϕ).
La solucio´n propuesta sigue un algoritmo de fuerza bruta en el marco de
sistemas P reconocedores de membranas activas, con cooperacio´n minimal en
reglas de comunicacio´n hacia fuera y reglas de divisio´n so´lo para membranas
elementales, y consiste en las siguientes fases:
Fase de generacio´n: usando las reglas de divisio´n, obtenemos todas las
valoraciones de verdad posibles para las variables {x1, . . . , xn} asociadas
a ϕ. En concreto, 2n membranas etiquetadas por 2 y 2n labelled by 1
are generated. Cada una de las primeras contiene una posible valoracio´n
de verdad. Esta fase tarda exactamente n + 2np pasos de computacio´n,
siendo n el nu´mero de variables de ϕ.
Primera fase de chequeo: en esta fase de verifica cua´les son las cla´usulas
de ϕ que satisface y cua´les no cada una de las valoraciones de verdad
codificadas en cada membrana etiquetada por 2. Esta fase tarda np pasos,
siendo n el nu´mero de variables y p el nu´mero de cla´usulas de ϕ.
Segunda fase de chequeo: en esta fase se verificara´ si alguna de las valo-
raciones de verdad satisface todas las cla´usulas de ϕ, usando las reglas
de 3.1. Esta fase tarda exactamente np+ 2p pasos de computacio´n.
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Fase de salida: el sistema env´ıa al entorno la respuesta adecuada usan-
do las reglas de 4.1, y tarda 2 pasos de computacio´n si la respuesta es
afirmativa y 3 pasos en caso que la respuesta sea negativa.
7.1.2.1. Verificacio´n formal
A continuacio´n, se detallara´ una verificacio´n exhaustiva de la solucio´n.
Fase de generacio´n
Mediante esta fase, todas las valoraciones de verdad para las variables aso-
ciadas a la fo´rmula Booleana ϕ sera´n generadas en las membranas etiquetadas
por 2, por la aplicacio´n de las reglas de 1.2 y 1.3. En los primeros 2n pasos, se
generara´n 2n membranas etiquetadas por 1 y 2n membranas etiquetadas por
2, alternando entre la divisio´n de membranas etiquetadas por 2 (en los pasos
impares) y la divisio´n de membranas etiquetadas por 1 (en los pasos pares).
Proposicio´n 7.7. Sea C = (C0, C1, . . . , Cq) una computacio´n del sistema Π(s(ϕ))
con multiconjunto de entrada cod(ϕ).
(a0) Para cada 2k (0 ≤ k ≤ n−1) en la configuracio´n C2k tenemos lo siguien-
te:
C2k(0) = {α2k, β2k}
hay 2k membranas vac´ıas etiquetadas por 1.
Hay 2k membranas etiquetadas por 2 tales que cada una de ellas
contiene
• el multiconjunto de entrada cod2k(ϕ);
• un objeto γ2k; y
• p copias de todos los Ti y Fi, 1 ≤ i ≤ n.
• los objetos ai,2k+1, k + 1 ≤ i ≤ n; y
• un subconjunto diferente {r1,j, . . . , rk,j}, k+1 ≤ j ≤ 2k, siendo
r ∈ {t, f}.
(a1) Para cada 2k + 1 (0 ≤ j ≤ n − 1) en la configuracio´n C2k+1 tenemos lo
siguiente:
C2k+1(0) = {α2k+1, β2k+1}
hay 2k membranas vac´ıas etiquetadas por 1.
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Hay 2k+1 membranas etiquetadas por 2 tales que cada una de ellas
contiene
• el multiconjunto de entrada cod2k+1(ϕ);
• un objeto γ2k+1; y
• p copias de todos los Ti y Fi, 1 ≤ i ≤ n.
• los objetos ai,2(k+1), k + 1 ≤ i ≤ n; y
• un subconjunto diferente {r1,j, . . . , rk+1,j}, k + 1 ≤ j ≤ 2k + 1,
siendo r ∈ {t, f}.
(b) C2n(0) = {α2n, β2n}, y en la configuracio´n C2n hay 2n membranas vac´ıas
etiquetadas por 1; y 2n membranas etiquetadas por 2, tales que cada una
de ellas contiene el multiconjunto de entrada cod2n(ϕ), p copias de cada
objeto Ti y Fi (1 ≤ i ≤ n), un objeto γ2n y un subconjunto diferente de
objetos ri,2n+1−i, 1 ≤ i ≤ n.
Demostracio´n. (a) sera´ demostrado por induccio´n sobre k
El caso base k = 0 es trivial dado que:
(a0) en la configuracio´n inicial C0 tenemos que: C0(0) = {α0, β0} y hay
una sola membrana etiquetada por 1 vac´ıa; y una sola membrana
etiquetada por 2 que contiene el multiconjunto de entrada cod(ϕ),
un objeto γ0, p copias de Ti y Fi, siendo 1 ≤ i ≤ n, the objetos
a1,1, . . . , an,1. Por tanto, la configuracio´n C0 da lugar a la configura-
cio´n C1 por la aplicacio´n de las reglas:
[ a1,1 ]2 → [ t1,1 ]2 [ f1,1 ]2
[ ai,1 → ai,2 ]2 para k + 1 ≤ i ≤ n
[α0 → α1 ]0
[ β0 → β1 ]0
[ γ0 → γ1 ]2
[ xi,j,0 → xi,j,1 ]2
[ xi,j,0 → xi,j,1 ]2
[ x∗i,j,0 → x∗i,j,1 ]2
 para 1 ≤ i ≤ n, 1 ≤ j ≤ p
(a1) en la configuracio´n C1 tenemos que C1(0) = {α1, β1} y hay una sola
membrana etiquetada por 1 vac´ıa; y dos membranas etiquetadas
por 2 que contienen el multiconjunto de entrada cod1(ϕ), un objeto
γ1, p copias de Ti y Fi, siendo 1 ≤ i ≤ n, the objetos a2,2, . . . , an,2,
una de ellas con un objeto t1,1 y la otra con un objeto f1,1. As´ı, la
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configuracio´n C1 da lugar a la configuracio´n C2 por la aplicacio´n de
las reglas:
[ t1,1 → t1,2 ]2
[ f1,1 → f1,2 ]2
[ [ ]2[ ]2 ]1 → [ [ ]2 ]1 [ [ ]2 ]1
[ ai,2 → ai,3 ]2 para 2 ≤ i ≤ n
[α1 → α2 ]0
[ β1 → β2 ]0
[ γ1 → γ2 ]2
[ xi,j,1 → xi,j,2 ]2
[ xi,j,1 → xi,j,2 ]2
[ x∗i,j,1 → x∗i,j,2 ]2
 para 1 ≤ i ≤ n, 1 ≤ j ≤ p
Por lo tanto, C2(0) = {α2, β2}, y there exist two membranas vac´ıas
etiquetadas por 1; y dos membranas etiquetadas por 2 que contienen
el multiconjunto de entrada cod2(ϕ), un objeto γ2, p copias de Ti y
Fi, siendo 1 ≤ i ≤ n, los objetos a2,3, . . . , an,3 y una con un objeto
t1,2 y la otra con un objeto f1,2. Por lo tanto, el resultado es va´lido
para k = 1.
Suponiendo, por induccio´n, que el resultado es cierto para k (0 ≤ k ≤
n− 1)
• C2k(0) = {α2k, β2k}
• En la configuracio´n C2k hay 2k membranas vac´ıas etiquetadas por
1.
• En la configuracio´n C2k hay 2k membranas etiquetadas por 2 tales
que cada una de ellas contiene
◦ el multiconjunto de entrada cod2k(ϕ);
◦ un objeto γ2k;
◦ p copias de los objetos Ti y Fi, 1 ≤ i ≤ n.
◦ los objetos ai,2k+1, k + 1 ≤ i ≤ n; y
◦ un subconjunto diferente {r1,j, . . . , rk,j}, k+1 ≤ j ≤ 2k, siendo
r ∈ {t, f}.
Por tanto, la configuracio´n C2k da lugar a la configuracio´n C2k+1 por
la aplicacio´n de las reglas:
[ ak,2k+1 ]2 → [ tk,k ]2 [ fk,k ]2
[ ai,2k+1 → ai,2k+2 ]2 para k + 1 ≤ i ≤ n
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[ ti,j → ti,j+1 ]2
[ fi,j → fi,j+1 ]2
}
para 1 ≤ i ≤ k − 1, k + 1 ≤ j ≤ 2k
[α2k → α2k+1 ]0
[ β2k → β2k+1 ]0
[ γ2k → γ2k+1 ]2
[ xi,j,2k → xi,j,2k+1 ]2
[ xi,j,1 → xi,j,2k+1 ]2
[ x∗i,j,1 → x∗i,j,2k+1 ]2
 para 1 ≤ i ≤ n, 1 ≤ j ≤ p
Por lo tanto, lo siguiente es va´lido
• C2k+1(0) = {α2k+1, β2k+1}
• En la configuracio´n C2k+1 hay 2k membranas vac´ıas etiquetadas por
1.
• En la configuracio´n C2k+1 hay 2k+1 membranas etiquetadas por 2
tal que cada una de ellas contiene
◦ el multiconjunto de entrada cod2k+1(ϕ);
◦ un objeto γ2k+1;
◦ p copias de los objetos Ti y Fi, 1 ≤ i ≤ n.
◦ los objetos ai,2(k+1), k + 1 ≤ i ≤ n; y
◦ un subconjunto diferente {r1,j, . . . , rk+1,j}, k + 1 ≤ j ≤ 2k + 1,
siendo r ∈ {t, f}.
Por tanto, la configuracio´n C2k+1 da lugar a la configuracio´n C2(k+1)
por la aplicacio´n de las reglas:
[ ti,j → ti,j+1 ]2
[ fi,j → fi,j+1 ]2
}
para 1 ≤ i ≤ k + 1, k + 1 ≤ j ≤ 2k + 1
[ [ ]2[ ]2 ]1 → [ [ ]2 ]1 [ [ ]2 ]1
[ ai,2(k+1) → ai,2(k+1)+1 ]2 para k + 1 ≤ i ≤ n
[α2k+1 → α2(k+1) ]0
[ β2k+1 → β2(k+1) ]0
[ γ2k+1 → γ2(k+1) ]2
[ xi,j,2k+1 → xi,j,2k+2 ]2
[ xi,j,2k+1 → xi,j,2k+2 ]2
[ x∗i,j,2k+1 → x∗i,j,2k+2 ]2
 para 1 ≤ i ≤ n, 1 ≤ j ≤ p
Por lo tanto, lo siguiente es va´lido
• C2(k+1)(0) = {α2(k+1), β2(k+1)}
• En la configuracio´n C2(k+1) hay 2k+1 membranas vac´ıas etiquetadas
por 1.
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• En la configuracio´n C2(k+1) hay 2k+1 membranas etiquetadas por 2
tal que cada una de ellas contiene
◦ el multiconjunto de entrada cod2(k+1)(ϕ);
◦ un objeto γ2(k+1);
◦ p copias de los objetos Ti y Fi, 1 ≤ i ≤ n.
◦ los objetos ai,2(k+1)+1, k + 1 ≤ i ≤ n; y
◦ un subconjunto diferente {r1,j, . . . , rk+1,j}, k + 1 ≤ j ≤ 2(k +
1) + 1.
Por lo tanto, el resultado es va´lido para k + 1.
Para probar (b) basta darse cuenta que, por una parte, por (a) la confi-
guracio´n C2n−1 es va´lido:
• C2n−1(0) = {α2n−1, β2n−1}
• En la configuracio´n C2n−1 hay 2n−1 membranas vac´ıas etiquetadas
por 1.
• En la configuracio´n C2n−1 hay 2n membranas etiquetadas por 2 tales
que cada una de ellas contiene
◦ el multiconjunto de entrada cod2n−1p(ϕ);
◦ un objeto γ2n−1;
◦ p copias de Ti y Fi, 1 ≤ i ≤ n; y
◦ un subconjunto diferente de objetos ri,2n−i, 1 ≤ i ≤ n.
Por tanto, la configuracio´n C2n−1 da lugar a la configuracio´n C2n por
la aplicacio´n de las reglas:
[ ti,2n−i → ti,2n+1−i ]2
[ fi,2n−i → fi,2n+1−1 ]2
}
para 1 ≤ i ≤ n
[ [ ]2[ ]2 ]1 → [ [ ]2 ]1 [ [ ]2 ]1
[α2n−1 → α2n ]0
[ β2n−1 → β2n ]0
[ γ2n−1 → γ2n ]2
[ xi,j,2n−1 → xi,j,2n ]2
[ xi,j,2n−1 → xi,j,2n ]2
[ x∗i,j,2n−1 → x∗i,j,2n ]2
 para 1 ≤ i ≤ n, 1 ≤ j ≤ p
Por tanto, tenemos que C2n(0) = {α2n, β2n}, y hay 2n membranas
vac´ıas etiquetadas por 1; y 2n membranas etiquetadas por 2 que
contienen el multiconjunto de entrada cod2n(ϕ), un objeto γ2n, p
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copias de Ti y Fi, siendo 1 ≤ i ≤ n y un subconjunto diferente de
objetos ri,2n+1−i, siendo 1 ≤ i ≤ n.
Cuando la estructura de a´rbol se crea, empezamos a asignar una valoracio´n
de verdad a cada rama. Esto se ejecuta en los siguientes 2np − n pasos. Los
u´ltimos n pasos son diferentes de los pasos previos, as´ı que se expondra´n en
una proposicio´n diferente.
Proposicio´n 7.8. Sea C = (C0, C1, . . . , Cq) una computacio´n del sistema Π(s(ϕ))
con multiconjunto de entrada cod(ϕ).
(a0) para each k (1 ≤ k ≤ n) y l (0 ≤ l ≤ p−1) en la configuracio´n C2n+2ln+k
tenemos lo siguiente:
C2n+2ln+k(0) = {α2n+2ln+k, β2n+2ln+k}
Hay 2n membranas etiquetadas por 1 tales que cada una de ellas
contiene un subconjunto diferente de objetos ri,2n+2ln+k−i+1, 1 ≤
i ≤ k, siendo r ∈ {t, f}.
Hay 2n membranas etiquetadas por 2 tales que cada una de ellas
contiene
• el multiconjunto de entrada cod2n+2ln+k(ϕ);
• un objeto γ2n+2ln+k;
• p copias de cada objeto Ti y Fi, 1 ≤ i ≤ n si la valoracio´n de
verdad asociada a la rama contiene su correspondiente objeto ti
o fi; de lo contrario, hay p− l copias si k+ 1 ≤ i ≤ n, p− l− 1
de lo contrario; y
• los objetos ri,2n+2ln+k−i+1, k + 1 ≤ i ≤ n, siendo r ∈ {t, f}.
(a1) Para cada k (1 ≤ k ≤ n) y l (0 ≤ l ≤ p−1) en la configuracio´n C3n+2ln+k
tenemos lo siguiente:
C2n+2ln+k(0) = {α2n+2ln+k, β2n+2ln+k}
Hay 2n membranas etiquetadas por 1 tales que cada una de ellas
contiene un subconjunto diferente de objetos ri,3n+ln+k−i+1, k + 1 ≤
i ≤ n, siendo r ∈ {t, f}.
Hay 2n membranas etiquetadas por 2 tales que cada una de ellas
contiene
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• el multiconjunto de entrada cod3n+2ln+k(ϕ);
• un objeto γ3n+2ln+k;
• p copias de cada objeto Ti y Fi, 1 ≤ i ≤ n si la valoracio´n de
verdad asociada a la rama contiene su objeto ti o fi correspon-
diente, y p− l copias de lo contrario; y
• los objetos ri,3n+2ln+k−i+1, 1 ≤ i ≤ k, siendo r ∈ {t, f}.
(b) C2np(0) = {α2np, β2np}, y en la configuracio´n C2np hay 2n membranas
vac´ıas etiquetadas por 1; y 2n membranas etiquetadas por 2 tales que
cada una de ellas contiene el multiconjunto de entrada cod2np(ϕ), un
objeto γ2np, p copias de cada objeto Ti y Fi, 1 ≤ i ≤ n si la valoracio´n de
verdad asociada a la rama contiene su correspondiente objeto ti o fi, y 1
objeto de lo contrario y objetos ri,2np−i+1, 1 ≤ i ≤ n, siendo r ∈ {t, f};
es decir, la valoracio´n de verdad asociada a la rama.
Demostracio´n. (a) sera´ demostrado por induccio´n sobre l
El caso base l = 0 sera´ demostrado por induccio´n sobre k
(a0) El caso base k = 1 es trivial dado que:
◦ en la configuracio´n C2n tenemos que: C2n(0) = {α2n, β2n} y hay
2n membranas vac´ıas etiquetadas por 1; y 2n membranas etique-
tadas por 2 que contienen el multiconjunto de entrada cod2n(ϕ),
un objeto γ2n, p copias de Ti y Fi, siendo 1 ≤ i ≤ n y un subcon-
junto diferente de objetos ri,2n−i+1, 1 ≤ i ≤ n, siendo r ∈ {t, f},
la valoracio´n de verdad correspondiente a la rama. Por tanto,
la configuracio´n C2n da lugar a la configuracio´n C2n+1 por la
aplicacio´n de las reglas:
[ ti,2nFi ]2 → ti,2n+1 [ ]2
[ fi,2nTi ]2 → fi,2n+1 [ ]2
[ ti,2n+1−i → ti,2n+2−i ]2
[ fi,2n+1−i → fi,2n+2−1 ]2
}
para 2 ≤ i ≤ n
[α2n → α2n+1 ]0
[ β2n → β2n+1 ]0
[ γ2n → γ2n+1 ]2
[ xi,j,2n → xi,j,2n+1 ]2
[ xi,j,2n → xi,j,2n+1 ]2
[ x∗i,j,2n → x∗i,j,2n+1 ]2
 para 1 ≤ i ≤ n, 1 ≤ j ≤ p
Por lo tanto, C2n+1(0) = {α2n+1, β2n+1}, y hay 2n membra-
nas etiquetadas por 1 que contienen un objeto r1,2n+1, siendo
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r ∈ {t, f}; y 2n membranas etiquetadas por 2 que contienen el
multiconjunto de entrada cod2n+1(ϕ), un objeto γ2n+1, p copias
de Ti y Fi, siendo 2 ≤ i ≤ n, y p − 1 copias de T1 (respecti-
vamente, Fi) si objeto f1,2n (respectivamente, t1,2n) estaba en
dicha membrana etiquetada por 2 en la configuracio´n C2n, y p
copias de F1 (respectivamente, T1), y un subconjunto diferente
de objetos ri,2n−i+2, 2 ≤ i ≤ n, siendo r ∈ {t, f}.
• Suponiendo, por induccio´n, que el resultado es cierto para k (1 ≤
k ≤ n)
◦ C2n+k(0) = {α2n+k, β2n+k}
◦ En la configuracio´n C2n+k hay 2n membranas etiquetadas por 1
tales que cada una de ellas contiene objetos ri,2n+k−i+1, 1 ≤ i ≤
k, siendo r ∈ {t, f}.
◦ En la configuracio´n C2n+k hay 2n membranas etiquetadas por 2
tales que cada una de ellas contiene
 el multiconjunto de entrada cod2n+k(ϕ);
 un objeto γ2n+k;
 p copias de cada objeto Ti y Fi, 1 ≤ i ≤ n si la valoracio´n
de verdad asociada a la rama contiene su correspondiente
objeto ti o fi, p − 1 objetos Ti y Fi (1 ≤ i ≤ k) de lo
contrario; y
 un subconjunto diferente de objetos ri,2n+k−i+1, k+1 ≤ i ≤
n, siendo r ∈ {t, f}.
Por tanto, la configuracio´n C2n+k da lugar a la configuracio´n
C2n+k+1 por la aplicacio´n de las reglas:
[ tk+1,2nFk+1 ]2 → tk+1,2n+1 [ ]2
[ fk+1,2nTk+1 ]2 → fk+1,2n+1 [ ]2
[ ti,2n+k−i+1 → ti,2n+k−i+2 ]2
[ fi,2n+k−i+1 → fi,2n+k−i+2 ]2
}
para k + 2 ≤ i ≤ n
[ ti,2n+k−i+1 → ti,2n+k−i+2 ]1
[ fi,2n+k−i+1 → fi,2n+k−i+2 ]1
}
para 1 ≤ i ≤ k
[α2n+k → α2n+k+1 ]0
[ β2n+k → β2n+k+1 ]0
[ γ2n+k → γ2n+k+1 ]2
[ xi,j,2n+k → xi,j,2n+k+1 ]2
[ xi,j,2n+k → xi,j,2n+k+1 ]2
[ x∗i,j,2n+k → x∗i,j,2n+k+1 ]2
 para 1 ≤ i ≤ n, 1 ≤ j ≤ p
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Por lo tanto, lo siguiente es va´lido
◦ C2n+k+1(0) = {α2n+k+1, β2n+k+1}
◦ En la configuracio´n C2n+k+1 hay 2n membranas etiquetadas por
1 tal que cada una de ellas contiene objetos ri,2n+k−i+2, 1 ≤ i ≤
k + 1, siendo r ∈ {t, f}.
◦ En la configuracio´n C2n+k+1 hay 2n membranas etiquetadas por
2 tal que cada una de ellas contiene
 el multiconjunto de entrada cod2n+k+1(ϕ);
 un objeto γ2n+k+1;
 p copias de cada objeto Ti y Fi, 1 ≤ i ≤ n si la valoracio´n
de verdad asociada a la rama contiene su correspondiente
objeto ti o fi, p − 1 objetos Ti y Fi (1 ≤ i ≤ k + 1) de lo
contrario; y
 un subconjunto diferente de objetos ri,2n+k−i+2, k+2 ≤ i ≤
n, siendo r ∈ {t, f}.
(a1) El caso base k = 1 es trivial dado que:
◦ en la configuracio´n C3n tenemos que C3n(0) = {α3n, β3n} y hay
2n membranas etiquetadas por 1 que contienen y un subconjun-
to diferente de objetos ri,3n+1−i, 1 ≤ i ≤ n, siendo r ∈ {t, f}; es
decir, la valoracio´n de verdad correspondiente a la rama; y 2n
membranas etiquetadas por 2 que contienen el multiconjunto
de entrada cod3n(ϕ), un objeto γ3n, p copias de Ti y Fi, siendo
1 ≤ i ≤ n si la valoracio´n de verdad asociada a la rama contiene
su correspondiente objeto objeto ti o fi, p− 1s de lo contrario.
Por tanto, la configuracio´n C3n da lugar a la configuracio´n C3n+1
por la aplicacio´n de las reglas:
t1,3n [ ]2 → [ t1,3n+1 ]2
f1,3n [ ]2 → [ f1,3n+1 ]2
[ ti,3n−i+1 → ti,3n−i+2 ]1
[ fi,3n−i+1 → fi,3n−i+2 ]1
}
para 2 ≤ i ≤ n
[α3n → α3n+1 ]0
[ β3n → β3n+1 ]0
[ γ3n → γ3n+1 ]2
[ xi,j,3n → xi,j,3n+1 ]2
[ xi,j,3n → xi,j,3n+1 ]2
[ x∗i,j,3n → x∗i,j,3n+1 ]2
 para 1 ≤ i ≤ n, 1 ≤ j ≤ p
Por lo tanto, C3n+1(0) = {α3n+1, β3n+1}, y hay 2n membranas
etiquetadas por 1 que contienen un subconjunto diferente de
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objetos ri,3n−i+2, 2 ≤ i ≤ n, siendo r ∈ {t, f}; y 2n membranas
etiquetadas por 2 que contienen el multiconjunto de entrada
cod3n+1(ϕ), un objeto γ3n+1, p copias de Ti y Fi, siendo 1 ≤
i ≤ n si la valoracio´n de verdad asociada a la rama tiene el
correspondiente objeto ti o fi, p − 1 objetos de lo contrario y
un objeto r1,3n+1, siendo r ∈ {t, f}.
• Suponiendo, por induccio´n, que el resultado es cierto para k (1 ≤
k ≤ n)
◦ C3n+k(0) = {α3n+k, β3n+k}
◦ En la configuracio´n C3n+k hay 2n membranas etiquetadas por 1
tales que cada una de ellas contiene objetos ri,3n+k−i+1, k+ 1 ≤
i ≤ n, siendo r ∈ {t, f}.
◦ En la configuracio´n C3n+k hay 2n membranas etiquetadas por 2
tales que cada una de ellas contiene
 el multiconjunto de entrada cod3n+k(ϕ);
 un objeto γ3n+k;
 p copias de cada objeto Ti y Fi para 1 ≤ i ≤ n o si el objeto
ti o fi correspondiente esta´ asignado a esa rama, p−l copias
de lo contrario; y
 un subconjunto diferente de objetos ri,3n+k−i+1, 1 ≤ i ≤ k,
siendo r ∈ {t, f}.
Por tanto, la configuracio´n C3n+k da lugar a la configuracio´n
C3n+k+1 por la aplicacio´n de las reglas:
tk+1,3n [ ]2 → [ tk+1,3n+1 ]2
fk+1,3n [ ]2 → [ fk+1,3n+1 ]2
[ ti,3n+k−i+1 → ti,3n+k−i+2 ]1
[ fi,3n+k−i+1 → fi,3n+k−i+2 ]1
}
para k + 2 ≤ i ≤ n
[ ti,3n+k−i+1 → ti,3n+k−i+2 ]2
[ fi,3n+k−i+1 → fi,3n+k−i+2 ]2
}
para 1 ≤ i ≤ k
[α3n+k → α3n+k+1 ]0
[ β3n+k → β3n+k+1 ]0
[ γ3n+k → γ3n+k+1 ]2
[ xi,j,3n+k → xi,j,3n+k+1 ]2
[ xi,j,3n+k → xi,j,3n+k+1 ]2
[ x∗i,j,3n+k → x∗i,j,3n+k+1 ]2
 para 1 ≤ i ≤ n, 1 ≤ j ≤ p
Por lo tanto, lo siguiente es va´lido
◦ C3n+k+1(0) = {α3n+k+1, β3n+k+1}
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◦ En la configuracio´n C3n+k+1 hay 2n membranas etiquetadas por
1 tal que cada una de ellas contiene objetos ri,3n+k−i+2, k+ 2 ≤
i ≤ n, siendo r ∈ {t, f}.
◦ En la configuracio´n C3n+k+1 hay 2n membranas etiquetadas por
2 tal que cada una de ellas contiene
 el multiconjunto de entrada cod3n+k+1(ϕ);
 un objeto γ3n+k+1;
 p copias de cada objeto Ti y Fi para 1 ≤ i ≤ n o the
corresponding ti o fi is assigned to that branch, p− l copias
de lo contrario; y
 un subconjunto diferente de objetos ri,3n+k−i+2, 1 ≤ i ≤
k + 1, siendo r ∈ {t, f}.
Suponiendo, por induccio´n, que el resultado es cierto para l (0 ≤ l ≤
p− 1)
(a0) El caso base k = 1 es trivial dado que:
◦ en la configuracio´n C2n+(l+1)n11 tenemos que: C2n+(l+1)n(0) =
{α2n+(l+1)n,
β2n+(l+1)n} y hay 2n membranas vac´ıas etiquetadas por 1; y 2n
membranas etiquetadas por 2 que contienen el multiconjunto de
entrada cod2n+(l+1)n(ϕ), un objeto γ2n+(l+1)n, p copias de Ti y
Fi, siendo 1 ≤ i ≤ n, y p−l copias para Ti (respectivamente, Fi)
objetos que pertenecen a una rama con un objeto fi (respectiva-
mente, ti) y un subconjunto diferente de objetos ri,2n+(l+1)n−i+1,
1 ≤ i ≤ n, siendo r ∈ {t, f}, la valoracio´n de verdad correspon-
diente a la rama. As´ı, la configuracio´n C2n+(l+1)n da lugar a la
configuracio´n C2n+(l+1)n+1 por la aplicacio´n de las reglas:
[ ti,2n+(l+1)nFi ]2 → ti,2n+(l+1)n+1 [ ]2
[ fi,2n+(l+1)nTi ]2 → fi,2n+(l+1)n+1 [ ]2
[ ti,2n+(l+1)n+1−i → ti,2n+(l+1)n+2−i ]2
[ fi,2n+(l+1)n+1−i → fi,2n+(l+1)n+2−i ]2
}
para 2 ≤ i ≤ n
[α2n+(l+1)n → α2n+(l+1)n+1 ]0
[ β2n+(l+1)n → β2n+(l+1)n+1 ]0
[ γ2n+(l+1)n → γ2n+(l+1)n+1 ]2
11Obse´rvese que (l+ 1)n = ln+n, y se ha demostrado en el primer paso de induccio´n que
es correcto.
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[ xi,j,2n+(l+1)n → xi,j,2n+(l+1)n+1 ]2
[ xi,j,2n+(l+1)n → xi,j,2n+(l+1)n+1 ]2
[ x∗i,j,2n+(l+1)n → x∗i,j,2n+(l+1)n+1 ]2
 para 1 ≤ i ≤ n, 1 ≤ j ≤ p
Por lo tanto, C2n+(l+1)n+1(0) = {α2n+(l+1)n+1, β2n+(l+1)n+1}, y
hay 2n membranas etiquetadas por 1 que contienen y un obje-
to r1,2n+(l+1)n+1, siendo r ∈ {t, f}; y 2n membranas etiquetadas
por 2 que contienen el multiconjunto de entrada cod2n+(l+1)n+1(ϕ),
un objeto γ2n+(l+1)n+1, p copias de Ti (respectivamente, Fi) sien-
do 1 ≤ i ≤ n si esta´ el objeto ti (respectivamente, fi) corres-
pondiente en dicha rama, de lo contrario p − l copias de Fi
(respectivamente, Ti) si 2 ≤ i ≤ n, p − l − 1 de lo contrario y
un subconjunto diferente de objetos ri,2n+(l+1)n−i+2, 2 ≤ i ≤ n,
siendo r ∈ {t, f}.
• Suponiendo, por induccio´n, que el resultado es cierto para k (1 ≤
k ≤ n)
◦ C2n+(l+1)n+k(0) = {α2n+(l+1)n+k, β2n+(l+1)n+k}
◦ En la configuracio´n C2n+(l+1)n+k hay 2n membranas etiquetadas
por 1 tales que cada una de ellas contiene objetos ri,2n+(l+1)n+k−i+1,
1 ≤ i ≤ k, siendo r ∈ {t, f}.
◦ En la configuracio´n C2n+(l+1)n+k hay 2n membranas etiquetadas
por 2 tal que cada una de ellas contiene
 el multiconjunto de entrada cod2n+(l+1)n+k(ϕ);
 un objeto γ2n+(l+1)n+k;
 p copias de Ti (respectivamente, Fi) siendo 1 ≤ i ≤ n si esta´
el objeto ti (respectivamente, fi) correspondiente en dicha
rama, de lo contrario p − l copias de Fi (respectivamente,
Ti) si k + 1 ≤ i ≤ n, p− l − 1 de lo contrario; y
 un subconjunto diferente de objetos ri,2n+(l+1)n+k−i+1, k +
1 ≤ i ≤ n, siendo r ∈ {t, f}.
Por tanto, la configuracio´n C2n+k da lugar a la configuracio´n
C2n+(l+1)n+k+1 por la aplicacio´n de las reglas:
[ tk+1,2n+(l+1)nFk+1 ]2 → tk+1,2n+(l+1)n+1 [ ]2
[ fk+1,2n+(l+1)nTk+1 ]2 → fk+1,2n+(l+1)n+1 [ ]2
[ ti,2n+(l+1)n+k−i+1 → ti,2n+k−i+2 ]2
[ fi,2n+(l+1)n+k−i+1 → fi,2n+k−i+2 ]2
}
para k + 2 ≤ i ≤ n
[ ti,2n+(l+1)n+k−i+1 → ti,2n+(l+1)n+k−i+2 ]1
[ fi,2n+(l+1)n+k−i+1 → fi,2n+(l+1)n+k−i+2 ]1
}
para 1 ≤ i ≤ k
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[α2n+(l+1)n+k → α2n+(l+1)n+k+1 ]0
[ β2n+(l+1)n+k → β2n+(l+1)n+k+1 ]0
[ γ2n+(l+1)n+k → γ2n+(l+1)n+k+1 ]2
[ xi,j,2n+(l+1)n+k → xi,j,2n+(l+1)n+k+1 ]2
[ xi,j,2n+(l+1)n+k → xi,j,2n+(l+1)n+k+1 ]2
[ x∗i,j,2n+(l+1)n+k → x∗i,j,2n+(l+1)n+k+1 ]2
 para 1 ≤ i ≤ n,1 ≤ j ≤ p
Por lo tanto, lo siguiente es va´lido
◦ C2n+(l+1)n+k+1(0) = {α2n+(l+1)n+k+1, β2n+(l+1)n+k+1}
◦ En la configuracio´n C2n+(l+1)n+k+1 hay 2n membranas etiqueta-
das por 1 tales que cada una de ellas contiene objetos
ri,2n+(l+1)n+k−i+2, 1 ≤ i ≤ k + 1, siendo r ∈ {t, f}.
◦ En la configuracio´n C2n+(l+1)n+k+1 hay 2n membranas etiqueta-
das por 2 tales que cada una de ellas contiene
 el multiconjunto de entrada cod2n+(l+1)n+k+1(ϕ);
 un objeto γ2n+(l+1)n+k+1;
 p copias de Ti (respectivamente, Fi) siendo 1 ≤ i ≤ n si esta´
el objeto ti (respectivamente, fi) correspondiente en dicha
rama, de lo contrario p − l copias de Fi (respectivamente,
Ti) si k + 2 ≤ i ≤ n, p− l − 1 de lo contrario; y
 un subconjunto diferente de objetos ri,2n+(l+1)n+k−i+2, k +
2 ≤ i ≤ n, siendo r ∈ {t, f}.
(a1) El caso base k = 1 es trivial dado que:
◦ en la configuracio´n C3n+(l+1)n tenemos que C3n+(l+1)n(0) =
{α3n+(l+1)n, β3n+(l+1)n} y hay 2n membranas etiquetadas por 1
que contienen un subconjunto diferente de objetos ri,3n+(l+1)n−i+1,
1 ≤ i ≤ n, siendo r ∈ {t, f}; es decir, la valoracio´n de verdad
correspondiente a la rama; y 2n membranas etiquetadas por 2
que contienen el multiconjunto de entrada cod3n+(l+1)n(ϕ), un
objeto γ3n+(l+1)n y p copias de Ti (respectivamente, Fi) siendo
1 ≤ i ≤ n si esta´ el objeto ti (respectivamente, fi) correspon-
diente en dicha rama, y p− l copias de Fi (respectivamente, Ti).
Por tanto, la configuracio´n C3n+(l+1)n da lugar a la configuracio´n
C3n+(l+1)n+1 por la aplicacio´n de las reglas:
t1,3n+(l+1)n [ ]2 → [ t1,3n+(l+1)n+1 ]2
f1,3n+(l+1)n [ ]2 → [ f1,3n+(l+1)n+1 ]2
[ ti,3n+(l+1)n−i+1 → ti,3n+(l+1)n−i+2 ]1
[ fi,3n+(l+1)n−i+1 → fi,3n+(l+1)n−i+2 ]1
}
para 2 ≤ i ≤ n
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[α3n+(l+1)n → α3n+(l+1)n+1 ]0
[ β3n+(l+1)n → β3n+(l+1)n+1 ]0
[ γ3n+(l+1)n → γ3n+(l+1)n+1 ]2
[ xi,j,3n+(l+1)n → xi,j,3n+(l+1)n+1 ]2
[ xi,j,3n+(l+1)n → xi,j,3n+(l+1)n+1 ]2
[ x∗i,j,3n+(l+1)n → x∗i,j,3n+(l+1)n+1 ]2
 para 1 ≤ i ≤ n, 1 ≤ j ≤ p
Por lo tanto, C3n+(l+1)n+1(0) = {α3n+(l+1)n+1, β3n+(l+1)n+1}, y
hay 2n membranas etiquetadas por 1 que contienen un sub-
conjunto diferente de objetos ri,3n+(l+1)n−i+2, 2 ≤ i ≤ n, sien-
do r ∈ {t, f}; y 2n membranas etiquetadas por 2 que con-
tienen el multiconjunto de entrada cod3n+(l+1)n+1(ϕ), un ob-
jeto γ3n+(l+1)n+1, p copias de Ti (respectivamente, Fi) siendo
1 ≤ i ≤ n si esta´ el objeto ti (respectivamente, fi) correspon-
diente en dicha rama, y p− l copias de Fi (respectivamente, Ti)
y un objeto r1,3n+(l+1)n+1, siendo r ∈ {t, f}.
• Suponiendo, por induccio´n, que el resultado es cierto para k (1 ≤
k ≤ n)
◦ C3n+(l+1)n+k(0) = {α3n+(l+1)n+k, β3n+(l+1)n+k}
◦ En la configuracio´n C3n+(l+1)n+k hay 2n membranas etiquetadas
por 1 tales que cada una de ellas contiene objetos
ri,3n+k−i+1, k + 1 ≤ i ≤ n, siendo r ∈ {t, f}.
◦ En la configuracio´n C3n+(l+1)n+k hay 2n membranas etiquetadas
por 2 tal que cada una de ellas contiene
 el multiconjunto de entrada cod3n+(l+1)n+k(ϕ);
 un objeto γ3n+(l+1)n+k;
 p copias de Ti (respectivamente, Fi) siendo 1 ≤ i ≤ n si esta´
el objeto ti (respectivamente, fi) correspondiente en dicha
rama, y p− l copias de Fi (respectivamente, Ti)
 un subconjunto diferente de objetos ri,3n+(l+1)n−i+1, 1 ≤ i ≤
k, siendo r ∈ {t, f}.
Por tanto, la configuracio´n C3n+(l+1)n+k da lugar a la configura-
cio´n C3n+(l+1)n+k+1 por la aplicacio´n de las reglas:
tk+1,3n+(l+1)n [ ]2 → [ tk+1,3n+(l+1)n+1 ]2
fk+1,3n+(l+1)n [ ]2 → [ fk+1,3n+(l+1)n+1 ]2
[ ti,3n+(l+1)n+k−i+1 → ti,3n+(l+1)n+k−i+2 ]1
[ fi,3n+(l+1)n+k−i+1 → fi,3n+(l+1)n+k−i+2 ]1
}
para k+ 2 ≤ i ≤ n
[ ti,3n+(l+1)n+k−i+1 → ti,3n+(l+1)n+k−i+2 ]2
[ fi,3n+(l+1)n+k−i+1 → fi,3n+(l+1)n+k−i+2 ]2
}
para 1 ≤ i ≤ k
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[α3n+(l+1)n+k → α3n+(l+1)n+k+1 ]0
[ β3n+(l+1)n+k → β3n+(l+1)n+k+1 ]0
[ γ3n+(l+1)n+k → γ3n+(l+1)n+k+1 ]2
[ xi,j,3n+(l+1)n+k → xi,j,3n+(l+1)n+k+1 ]2
[ xi,j,3n+(l+1)n+k → xi,j,3n+(l+1)n+k+1 ]2
[ x∗i,j,3n+(l+1)n+k → x∗i,j,3n+(l+1)n+k+1 ]2
 para 1 ≤ i ≤ n, 1 ≤
j ≤ p
Por lo tanto, lo siguiente es va´lido
◦ C3n+(l+1)n+k+1(0) = {α3n+(l+1)n+k+1, β3n+(l+1)n+k+1}
◦ En la configuracio´n C3n+(l+1)n+k+1 hay 2n membranas etiqueta-
das por 1 tales que cada una de ellas contiene objetos
ri,3n+(l+1)n+k−i+2, k + 2 ≤ i ≤ n, siendo r ∈ {t, f}.
◦ En la configuracio´n C3n+(l+1)n+k+1 hay 2n membranas etiqueta-
das por 2 tal que cada una de ellas contiene
 el multiconjunto de entrada cod3n+(l+1)n+k+1(ϕ);
 un objeto γ3n+(l+1)n+k+1;
 p copias de Ti (respectivamente, Fi) siendo 1 ≤ i ≤ n si esta´
el objeto ti (respectivamente, fi) correspondiente en dicha
rama, y p− l copias de Fi (respectivamente, Ti)
 un subconjunto diferente de objetos ri,3n+(l+1)n+k−i+2, 1 ≤
i ≤ k + 1, siendo r ∈ {t, f}.
Para probar (b) basta con darse cuenta de que, por una parte, de (a), en
la configuracio´n C2np−112 se cumple:
• C2np−1(0) = {α2np−1, β2np−1}
• En la configuracio´n C2np−1 hay 2n membranas etiquetadas por 1 tales
que cada una de ellas contiene un objeto rn,2np, siendo r ∈ {t, f}.
• En la configuracio´n Cn+2np−1 hay 2n membranas etiquetadas por 2
tal que cada una de ellas contiene
◦ el multiconjunto de entrada cod2np−1(ϕ);
◦ un objeto γ2np−1;
◦ p copias de Ti (respectivamente, Fi) siendo 1 ≤ i ≤ n si esta´ el
objeto ti (respectivamente, fi) correspondiente en dicha rama,
y 1 copia de lo contrario; y
◦ un subconjunto diferente de objetos ri,2np−i, 1 ≤ i ≤ n− 1.
12Obse´rvese que 2np− 1 = n + 2n(p− 1) + (n− 1)
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Por tanto, la configuracio´n Cn+2np−1 da lugar a la configuracio´n
Cn+2np por la aplicacio´n de las reglas:
tn,2np [ ]2 → [ tn,2np+1 ]2
fn,2np [ ]2 → [ fn,2np+1 ]2
[ ti,n+2np−i → ti,n+2np−i+1 ]2
[ fi,n+2np−i → fi,n+2np−i ]2
}
para 1 ≤ i ≤ n− 1
[αn+2np−1 → αn+2np ]0
[ βn+2np−1 → βn+2np ]0
[ γn+2np−1 → γn+2np ]2
[ xi,j,n+2np−1 → xi,j,n+2np ]2
[ xi,j,n+2np−1 → xi,j,n+2np ]2
[ x∗i,j,n+2np−1 → x∗i,j,n+2np ]2
 para 1 ≤ i ≤ n, 1 ≤ j ≤ p
Por tanto, tenemos que C2np(0) = {α2np, β2np}, y hay 2n membranas
vac´ıas etiquetadas por 1; y 2n membranas etiquetadas por 2 que
contienen el multiconjunto de entrada cod2np(ϕ), un objeto γ2np,
p copias de Ti (respectivamente, Fi) siendo 1 ≤ i ≤ n si esta´ el
objeto ti (respectivamente, fi) correspondiente en dicha rama, y 1
copia de lo contrario y un subconjunto diferente de objetos ri,2np−i+1,
1 ≤ i ≤ n, siendo r ∈ {t, f}; es decir, la valoracio´n de verdad
asociada a la rama.
Proposicio´n 7.9. Sea C = (C0, C1, . . . , Cq) una computacio´n del sistema Π(s(ϕ))
con multiconjunto de entrada cod(ϕ).
(a) Para cada k (1 ≤ k ≤ n − 1) en la configuracio´n C2np+k tenemos lo
siguiente:
C2np+k(0) = {α2np+k, β2np+k}
Hay 2n membranas etiquetadas por 1 tales que cada una de ellas
contiene k objetos #.
hay 2n membranas etiquetadas por 2 tales que cada una de ellas
contiene
• el multiconjunto de entrada cod2np+k(ϕ);
• un objeto γ2np+k;
• p copias de Ti (respectivamente, Fi) siendo 1 ≤ i ≤ n si esta´ el
objeto ti (respectivamente, fi) correspondiente en dicha rama,
y 1 copia de Fi (respectivamente, Ti) si k + 1 ≤ i ≤ n; y
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• los objetos ri,2np+k−i+1, k + 1 ≤ i ≤ n.
(b) Cn+2np(0) = {αn+2np, βn+2np}, y en la configuracio´n Cn+2np hay 2n mem-
branas etiquetadas por 1, tales que cada una de ellas contiene n objetos
#; y 2n membranas etiquetadas por 2, tales que cada una de ellas con-
tiene el multiconjunto de entrada codn+2np(ϕ), un objeto γn+2np, p copias
de cada objeto Ti y Fi, 1 ≤ i ≤ n si la valoracio´n de verdad asociada a
la rama contiene su correspondiente objeto ti o fi.
Demostracio´n. (a) sera´ demostrado por induccio´n sobre k
el caso base k = 1 es trivial dado que:
• en la configuracio´n C2np tenemos que C2np(0) = {α2np, β2np} y hay 2n
membranas vac´ıas etiquetadas por 1; y 2n membranas etiquetadas
por 2 que contienen el multiconjunto de entrada cod2np(ϕ), un objeto
γ2np p copias de Ti (respectivamente, Fi) siendo 1 ≤ i ≤ n si esta´
el objeto ti (respectivamente, fi) correspondiente en dicha rama,
y 1 copia de lo contrario y un subconjunto diferente de objetos
ri,2np−i+1, 1 ≤ i ≤ n, siendo r ∈ {t, f}; es decir, la valoracio´n de
verdad asociada a la rama. Por tanto, la configuracio´n C2np da lugar
a la configuracio´n C2np+1 por la aplicacio´n de las reglas:
[ t1,2npF1 ]2 → # [ ]2
[ f1,2npT1 ]2 → # [ ]2
[ ti,2np−i+1 → ti,2np−i+2 ]2
[ fi,2np−i+1 → fi,2np−i+2 ]2
}
para 2 ≤ i ≤ n
[α2np → α2np+1 ]0
[ β2np → β2np+1 ]0
[ γ2np → γ2np+1 ]2
[ xi,j,2np → xi,j,2np+1 ]2
[ xi,j,2np → xi,j,2np+1 ]2
[ x∗i,j,2np → x∗i,j,2np+1 ]2
 para 1 ≤ i ≤ n, 1 ≤ j ≤ p
Por lo tanto, C2np+1(0) = {α2np+1, β2np+1}, y hay 2n membranas eti-
quetadas por 1 que contienen un objeto #; y 2n membranas etique-
tadas por 2 que contienen el multiconjunto de entrada cod2np+1(ϕ),
un objeto γ2np+1, p copias de Ti (respectivamente, Fi) siendo 1 ≤
i ≤ n si esta´ el objeto ti (respectivamente, fi) correspondiente en
dicha rama, y 1 copia de Fi (respectivamente, Ti) si k + 2 ≤ i ≤ n
y objetos ri,2np−i+2, k + 2 ≤ i ≤ n, siendo r ∈ {t, f}.
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Suponiendo, por induccio´n, que el resultado es cierto para k (1 ≤ k ≤
n− 1)
• C2np+k(0) = {α2np+k, β2np+k}
• En la configuracio´n C2np+k hay 2n membranas etiquetadas por 1 tal
que cada una de ellas contiene k objetos #.
• En la configuracio´n C2np+k hay 2n membranas etiquetadas por 2 tal
que cada una de ellas contiene
◦ el multiconjunto de entrada cod2np+k(ϕ);
◦ un objeto γ2np+k;
◦ p copias de Ti (respectivamente, Fi) siendo 1 ≤ i ≤ n si esta´ el
objeto ti (respectivamente, fi) correspondiente en dicha rama,
y 1 copia de Fi (respectivamente, Ti) si k + 1 ≤ i ≤ n; y
◦ los objetos ri,2np+k−i+1, k + 1 ≤ i ≤ n, siendo r ∈ {t, f}.
Por tanto, la configuracio´n C2np+k da lugar a la configuracio´n C2np+k+1
por la aplicacio´n de las reglas:
[ tk+1,2npF1 ]2 → # [ ]2
[ fk+1,2npT1 ]2 → # [ ]2
[ ti,2np+k−i+1 → ti,2np+k−i+2 ]2
[ fi,2np+k−i+1 → fi,2np+k−i+2 ]2
}
para 2 ≤ i ≤ n
[α2np+k → α2np+k+1 ]0
[ β2np+k → β2np+k+1 ]0
[ γ2np+k → γ2np+k+1 ]2
[ xi,j,2np+k → xi,j,2np+k+1 ]2
[ xi,j,2np+k → xi,j,2np+k+1 ]2
[ x∗i,j,2np+k → x∗i,j,2np+k+1 ]2
 para 1 ≤ i ≤ n, 1 ≤ j ≤ p
Por lo tanto, lo siguiente es va´lido
• C2np+k+1(0) = {α2np+k+1, β2np+k+1}
• En la configuracio´n C2np+k+1 hay 2n membranas etiquetadas por 1
tal que cada una de ellas contiene k + 1 objetos #.
• En la configuracio´n C2np+k+1 hay 2n membranas etiquetadas por 2
tal que cada una de ellas contiene
◦ el multiconjunto de entrada cod2np+k+1(ϕ);
◦ un objeto γ2np+k+1;
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◦ p copias de Ti (respectivamente, Fi) siendo 1 ≤ i ≤ n si esta´ el
objeto ti (respectivamente, fi) correspondiente en dicha rama,
y 1 copia de Fi (respectivamente, Ti) si k + 2 ≤ i ≤ n; y
◦ los objetos ri,2np+k−i+2, k + 2 ≤ i ≤ n, siendo r ∈ {t, f}.
Para probar (b) basta darse cuenta que, por una parte, por (a) la confi-
guracio´n Cn+2np−113 es va´lido:
• Cn+2np−1(0) = {αn+2np−1, βn+2np−1}
• En la configuracio´n Cn+2np−1 hay 2n membranas etiquetadas por 1
tal que cada una de ellas contiene n− 1 objetos #.
• En la configuracio´n Cn+2np−1 hay 2n membranas etiquetadas por 2
tal que cada una de ellas contiene
◦ el multiconjunto de entrada codn+2np−1(ϕ);
◦ un objeto γn+2np−1;
◦ p copias de Ti (respectivamente, Fi) siendo 1 ≤ i ≤ n si esta´ el
objeto ti (respectivamente, fi) correspondiente en dicha rama,
y 1 copia de Fn (respectivamente, Tn); y
◦ un objeto rn,2np, siendo r ∈ {t, f}.
Por tanto, la configuracio´n Cn+2np−1 da lugar a la configuracio´n
Cn+2np por la aplicacio´n de las reglas:
[ tn,2npF1 ]2 → # [ ]2
[ fn,2npT1 ]2 → # [ ]2
[αn+2np−1 → αn+2np ]0
[ βn+2np−1 → βn+2np ]0
[ γn+2np−1 → γn+2np ]2
[ xi,j,n+2np−1 → xi,j,n+2np ]2
[ xi,j,n+2np−1 → xi,j,n+2np ]2
[ x∗i,j,n+2np−1 → x∗i,j,n+2np ]2
 para 1 ≤ i ≤ n, 1 ≤ j ≤ p
Por lo tanto, lo siguiente es va´lido
• Cn+2np(0) = {αn+2np, βn+2np}
• En la configuracio´n Cn+2np hay 2n membranas etiquetadas por 1 tal
que cada una de ellas contiene n objetos #.
• En la configuracio´n Cn+2np hay 2n membranas etiquetadas por 2 tal
que cada una de ellas contiene
13Obse´rvese que n + 2np− 1 = 2np + (n− 1)
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◦ el multiconjunto de entrada codn+2np(ϕ);
◦ un objeto γn+2np; y
◦ p copias de Ti (respectivamente, Fi) siendo 1 ≤ i ≤ n si esta´ el
objeto ti (respectivamente, fi) correspondiente en dicha rama.
Primera fase de chequeo
En esta fase, tratamos de determinar que´ cla´usulas son satisfechas por la
valoracio´n de verdad codificada en cada rama. Para ello, las reglas de 2.1
sera´n aplicadas de tal manera que en el m-e´simo paso, siendo m = ln + k
(1 ≤ k ≤ n, 0 ≤ l ≤ p − 1), la cla´usula Cl+1 sera´ evaluada con la k-e´sima
variable de la fo´rmula ϕ. Esta fase tarda np pasos.
Proposicio´n 7.10. Sea C = (C0, C1, . . . , Cq) una computacio´n del sistema
Π(s(ϕ)) con multiconjunto de entrada cod(ϕ).
(a) Para cada k (1 ≤ k ≤ n) y l (0 ≤ l ≤ p − 1) en la configuracio´n
Cn+2np+ln+k tenemos lo siguiente:
Cn+2np+ln+k(0) = {αn+2np+ln+k, βn+2np+ln+k}
Hay 2n membranas etiquetadas por 1 tales que cada una de ellas
contiene
• m objetos cj,t (1 ≤ j ≤ l + 1, 0 ≤ t ≤ ln+ k − 1); es decir, las
cla´usulas que han sido satisfechas por alguna variable; y
• n+ ln+ k −m objetos #.
Hay 2n membranas etiquetadas por 2 tales que cada una de ellas
contiene
• los (n− k)-e´simos u´ltimos elementos de codn+2np+ln+k(ϕ)l+1l+1;
• el multiconjunto de entrada codn+2np+ln+k(ϕ)pl+2;
• un objeto γn+2np+ln+k; y
• p−l copias de objetos Ti o Fi, k+1 ≤ i ≤ n, p−l−1 copias de lo
contrario, correspondiendo a la valoracio´n de verdad asignada
a la rama.
(b) Cn+3np(0) = {αn+3np, βn+3np}, y en la configuracio´n Cn+3np hay 2n mem-
branas etiquetadas por 1, tales que cada una de ellas contiene m objetos
cj,t (1 ≤ j ≤ p, 0 ≤ t ≤ np − 1); es decir, las cla´usulas satisfechas por
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alguna variable y n+np−m objetos #; y 2n membranas etiquetadas por
2 tales que cada una de ellas contiene un objeto γn+3np.
Demostracio´n. (a) sera´ demostrado por induccio´n sobre l
El caso base l = 0 sera´ demostrado por induccio´n sobre k
• El caso base k = 1 es trivial dado que:
◦ en la configuracio´n Cn+2np tenemos que: Cn+2np(0) = {αn+2np,
βn+2np} y hay 2n membranas etiquetadas por 1, tales que cada
una de ellas contiene; y 2n membranas etiquetadas por 2 tales
que cada una de ellas contiene n objetos # el multiconjunto de
entrada codn+2np(ϕ), un objeto γn+2np y p copias de objetos Ti
y Fi, 1 ≤ i ≤ n, que representan la valoracio´n de verdad corres-
pondiente a dicha rama. Por tanto, la configuracio´n Cn+2np da
lugar a la configuracio´n Cn+2np+1 por la aplicacio´n de las reglas:
[ T1x1,1,n+2np ]2 → c1,0 [ ]2
[ T1x1,1,n+2np ]2 → # [ ]2
[ T1x∗1,1,n+2np ]2 → # [ ]2
[F1x1,1,n+2np ]2 → # [ ]2
[F1x1,1,n+2np ]2 → c1,0 [ ]2
[F1x∗1,1,n+2np ]2 → # [ ]2
14
[αn+2np → αn+2np+1 ]0
[ βn+2np → βn+2np+1 ]0
[ γn+2np → γn+2np+1 ]2
[ xi,j,n+2np → xi,j,n+2np+1 ]2
[ xi,j,n+2np → xi,j,n+2np+1 ]2
[ x∗i,j,n+2np → x∗i,j,n+2np+1 ]2
 para 1 ≤ i ≤ n, 1 ≤ j ≤ p
Por lo tanto, Cn+2np+1(0) = {αn+2np+1, βn+2np+1}, y hay 2n membra-
nas etiquetadas por 1 que contienen n objetos # y un objeto c1,0 si
la valoracio´n de verdad correspondiente hace verdadera la cla´usula
1 con la variable 1, otro objeto # de lo contrario; y 2n membra-
nas etiquetadas por 2 que contienen los u´ltimos n − 1 elementos
de codn+2np+1(ϕ)11, el multiconjunto de entrada codn+2np+1(ϕ)
p
2, p
copias de Ti o Fi, siendo 2 ≤ i ≤ n, y p− 1 copias de T1 o F1.
• Suponiendo, por induccio´n, que el resultado es cierto para k (1 ≤
k ≤ n)
14Si k = 1, l = 0, entonces i = 1, j = 1, as´ı que 2np + n + n(j − 1) + (i− 1) = n + 2np.
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◦ Cn+2np+k(0) = {αn+2np+k, βn+2np+k}
◦ En la configuracio´n Cn+2np+k hay 2n membranas etiquetadas
por 1 tal que cada una de ellas contiene
 m objetos c1,t (0 ≤ t ≤ k − 1); es decir, el nu´mero de
variables que hace verdadera la fo´rmula ϕ con la valoracio´n
de verdad correspondiente; y
 n+ k −m objetos #.
◦ En la configuracio´n Cn+2np+k hay 2n membranas etiquetadas
por 2 tal que cada una de ellas contiene
 los (n− k)-e´simos u´ltimos elementos de codn+2np+k(ϕ)11;
 el multiconjunto de entrada codn+2np+k(ϕ)p2;
 un objeto γn+2np+k; y
 p copias de objetos Ti o Fi, k + 1 ≤ i ≤ n, p − 1 copias
si 1 ≤ i ≤ k, correspondiendo a la valoracio´n de verdad
asignada a la rama.
Por tanto, la configuracio´n Cn+2np+k da lugar a la configuracio´n
Cn+2np+k+1 por la aplicacio´n de las reglas:
[ Tkx1,1,n+2np+k ]2 → c1,0 [ ]2
[ Tkx1,1,n+2np+k ]2 → # [ ]2
[ Tkx∗1,1,n+2np+k ]2 → # [ ]2
[Fkx1,1,n+2np+k ]2 → # [ ]2
[Fkx1,1,n+2np+k ]2 → c1,0 [ ]2
[Fkx∗1,1,n+2np+k ]2 → # [ ]2
15
[αn+2np+k → αn+2np+k+1 ]0
[ βn+2np+k → βn+2np+k+1 ]0
[ γn+2np+k → γn+2np+k+1 ]2
[ xi,j,n+2np+k → xi,j,n+2np+k+1 ]2
[ xi,j,n+2np+k → xi,j,n+2np+k+1 ]2
[ x∗i,j,n+2np+k → x∗i,j,n+2np+k+1 ]2
 para 1 ≤ i ≤ n, 1 ≤ j ≤ p
[ c1,t → c1,t+1 ]1 para 0 ≤ t ≤ k − 1
Por lo tanto, lo siguiente es va´lido
◦ Cn+2np+k+1 = {αn+2np+k+1, βn+2np+k+1}
◦ En la configuracio´n Cn+2np+k+1 hay 2n membranas etiquetadas
por 1 tal que cada una de ellas contiene
15Si l = 0, entonces i = k+ 1, j = 1, as´ı que 2np+ 2n+ n(j − 1) + (i− 1) = 2n+ 2np+ k.
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 m objetos c1,t (0 ≤ t ≤ k); es decir, el nu´mero de varia-
bles que hace verdadera la cla´usula C1 con la valoracio´n de
verdad correspondiente; y
 n+ k + 1−m objetos #.
◦ En la configuracio´n Cn+2np+k+1 hay 2n membranas etiquetadas
por 2 tal que cada una de ellas contiene
 los (n−k+1)-e´simos u´ltimos elementos de codn+2np+k+1(ϕ)11;
 el multiconjunto de entrada codn+2np+k+1(ϕ)p2,
 un objeto γn+2np+k+1; y
 p copias de objetos Ti o Fi, k + 2 ≤ i ≤ n, p − 1 copias si
1 ≤ i ≤ k + 1, correspondiendo a la valoracio´n de verdad
asignada a la rama.
Suponiendo, por induccio´n, que el resultado es cierto para l (0 ≤ l ≤
p− 1)
• El caso base k = 1 es trivial dado que:
◦ en la configuracio´n Cn+2np+(l+1)n tenemos que: Cn+2np+(l+1)n(0) =
{αn+2np+(l+1)n, βn+2np+(l+1)n} y hay 2n membranas etiquetadas
por 1 que contienen m objetos cj,t (1 ≤ j ≤ l, 0 ≤ t ≤ ln− 1);
es decir, el nu´mero de variables que hace verdaderas desde la
cla´usula C1 hasta la cla´usula Cl con la valoracio´n de verdad
correspondiente y n + (l + 1)n − m objetos #; y 2n membra-
nas etiquetadas por 2 que contienen el multiconjunto de entra-
da codn+2np+(l+1)n(ϕ)pl+1, un objeto γn+2np+(l+1)n y p − l copias
de objetos Ti o Fi, 1 ≤ i ≤ n. Por tanto, la configuracio´n
Cn+2np+(l+1)n da lugar a la configuracio´n Cn+2np+(l+1)n+1 por la
aplicacio´n de las reglas:
[ T1x1,1,n+2np+(l+1)n ]2 → cl+1,0 [ ]2
[ T1x1,1,n+2np+(l+1)n ]2 → # [ ]2
[ T1x∗1,1,n+2np+(l+1)n ]2 → # [ ]2
[F1x1,1,n+2np+(l+1)n ]2 → cl+1,0 [ ]2
[F1x1,1,n+2np+(l+1)n ]2 → # [ ]2
[F1x∗1,1,n+2np+(l+1)n ]2 → # [ ]2
[αn+2np+(l+1)n → αn+2np+(l+1)n+1 ]0
[ βn+2np+(l+1)n → βn+2np+(l+1)n+1 ]0
[ γn+2np+(l+1)n → γn+2np+(l+1)n+1 ]2
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[ xi,j,n+2np+(l+1)n → xi,j,n+2np+(l+1)n+1 ]2
[ xi,j,n+2np+(l+1)n → xi,j,n+2np+(l+1)n+1 ]2
[ x∗i,j,n+2np+(l+1)n → x∗i,j,n+2np+(l+1)n+1 ]2
 para 1 ≤ i ≤ n1 ≤ j ≤ p
[ cj,t → c1,t+1 ]1 para 1 ≤ j ≤ l + 1, 0 ≤ t ≤ ln− 1
Por lo tanto, Cn+2np+(l+1)n+1(0) = {αn+2np+(l+1)n+1, βn+2np+(l+1)n+1},
y hay 2n membranas etiquetadas por 1 que contienen m objetos cj,t
(1 ≤ j ≤ l+1, 0 ≤ t ≤ ln); es decir, el nu´mero de variables que hace
verdaderas desde la cla´usula C1 hasta la cla´usula Cl+1 con la valo-
racio´n de verdad correspondiente y n+ (l+ 1)n+ 1−m objetos #;
y 2n membranas etiquetadas por 2 que contienen los u´ltimos n− 1
elementos de codn+2np+(l+1)n+1(ϕ)l+1l+1, el multiconjunto de entrada
codn+2np+(l+1)n+1(ϕ)pl+2, p− l copias de Ti o Fi, siendo 2 ≤ i ≤ n, y
p− l − 1 copias de T1 o F1.
• Suponiendo, por induccio´n, que el resultado es cierto para k (1 ≤
k ≤ n)
◦ Cn+2np+(l+1)n+k(0) = {αn+2np+(l+1)n+k, βn+2np+(l+1)n+k}
◦ En la configuracio´n Cn+2np+(l+1)n+k hay 2n membranas etique-
tadas por 1 tales que cada una de ellas contiene
 m objetos cj,t (1 ≤ j ≤ l + 1, 0 ≤ t ≤ ln + k − 1); es
decir, el nu´mero de variables que hace verdaderas desde
la cla´usula C1 hasta la cla´usula Cl+1 con la valoracio´n de
verdad correspondiente; y
 n+ (l + 1)n+ k + 1−m objetos #.
◦ En la configuracio´n Cn+2np+(l+1)n+k hay 2n membranas etique-
tadas por 2 tales que cada una de ellas contiene
 los (n−k)-e´simos u´ltimos elementos de codn+2np+(l+1)n+k(ϕ)l+1l+1;
 el multiconjunto de entrada codn+2np+(l+1)n+k(ϕ)pl+2,
 un objeto γn+2np+(l+1)n+k; y
 p − l copias de objetos Ti o Fi, k + 1 ≤ i ≤ n, p − l − 1
copias si 1 ≤ i ≤ k, correspondiendo a la valoracio´n de
verdad asignada a la rama.
Por tanto, la configuracio´n Cn+2np+(l+1)n+k da lugar a la confi-
guracio´n Cn+2np+(l+1)n+k+1 por la aplicacio´n de las reglas:
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[ Tkx1,1,n+2np+(l+1)n+k ]2 → cl+1 [ ]2
[ Tkx1,1,n+2np+(l+1)n+k ]2 → # [ ]2
[ Tkx∗1,1,n+2np+(l+1)n+k ]2 → # [ ]2
[Fkx1,1,n+2np+(l+1)n+k ]2 → # [ ]2
[Fkx1,1,n+2np+(l+1)n+k ]2 → cl+1 [ ]2
[Fkx∗1,1,n+2np+(l+1)n+k ]2 → # [ ]2
[αn+2np+(l+1)n+k → αn+2np+(l+1)n+k+1 ]0
[ βn+2np+(l+1)n+k → βn+2np+(l+1)n+k+1 ]0
[ γn+2np+(l+1)n+k → γn+2np+(l+1)n+k+1 ]2
[ xi,j,n+2np+(l+1)n+k → xi,j,n+2np+(l+1)n+k+1 ]2
[ xi,j,n+2np+(l+1)n+k → xi,j,n+2np+(l+1)n+k+1 ]2
[ x∗i,j,n+2np+(l+1)n+k → x∗i,j,n+2np+(l+1)n+k+1 ]2
 para 1 ≤ i ≤ n1 ≤ j ≤ p
[ cj,t → cj,t+1 ]1 para 1 ≤ j ≤ l + 1, 0 ≤ t ≤ ln+ k − 1
Por lo tanto, lo siguiente es va´lido
◦ Cn+2np+(l+1)n+k+1(0) = {αn+2np+(l+1)n+k+1, βn+2np+(l+1)n+k+1}
◦ En la configuracio´n Cn+2np+(l+1)n+k+1 hay 2n membranas eti-
quetadas por 1 tales que cada una de ellas contiene
 m objetos cj,t (1 ≤ j ≤ l + 1, 0 ≤ t ≤ ln + k); es decir, el
nu´mero de variables que hace verdaderas desde la cla´usu-
la C1 hasta la cla´usula Cl+1 con la valoracio´n de verdad
correspondiente; y
 n+ (l + 1)n+ k + 1−m objetos #.
◦ En la configuracio´n Cn+2np+(l+1)n+k+1 hay 2n membranas eti-
quetadas por 2 tales que cada una de ellas contiene
 los (n − (k + 1))-e´simos u´ltimos elementos de
codn+2np+(l+1)n+k+1(ϕ)l+1l+1,
 el multiconjunto de entrada codn+2np+(l+1)n+k+1(ϕ)pl+1,
 un objeto γn+2np+(l+1)n+k+1;
 p − l copias de objetos Ti o Fi, k + 2 ≤ i ≤ n, p − l − 1
copias si 1 ≤ i ≤ k + 1, correspondiendo a la valoracio´n de
verdad asignada a la rama.
Para probar (b) basta darse cuenta que, por una parte, por (a) la confi-
guracio´n Cn+3np−1 16 es va´lido:
• Cn+3np−1(0) = {αn+3np−1, βn+3np−1}
16Obse´rvese que n + 3np− 1 = n + 3n(p− 1) + (n− 1)
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• En la configuracio´n Cn+3np−1 hay 2n membranas etiquetadas por 1
tal que cada una de ellas contiene
◦ m objetos cj,t (1 ≤ j ≤ p, 0 ≤ t ≤ np− 2); es decir, el nu´mero
de variables que hace verdaderas desde la cla´usula C1 hasta la
cla´usula Cp con la valoracio´n de verdad correspondiente; y
◦ n+ np− 1−m objetos #.
• En la configuracio´n Cn+3np−1 hay 2n membranas etiquetadas por 2
tal que cada una de ellas contiene
◦ el u´ltimo elemento de codn+3np−1(ϕ)pp;
◦ un objeto γn+3np−1; y
◦ un objeto Tn o Fn correspondiendo a la valoracio´n de verdad
asignada a la rama.
Por tanto, la configuracio´n Cn+3np−1 da lugar a la configuracio´n
Cn+3np por la aplicacio´n de las reglas:
[ Tnxn,p,n+3np−1 ]2 → cp,0 [ ]2
[ Tnxn,p,n+3np−1 ]2 → # [ ]2
[ Tnx∗n,p,n+3np−1 ]2 → # [ ]2
[Fnxn,p,n+3np−1 ]2 → # [ ]2
[Fnxn,p,n+3np−1 ]2 → cp,0 [ ]2
[Fnx∗n,p,n+3np−1 ]2 → # [ ]2
[αn+2np+(l+1)n+k → αn+2np+(l+1)n+k+1 ]0
[ βn+2np+(l+1)n+k → βn+2np+(l+1)n+k+1 ]0
[ γn+2np+(l+1)n+k → γn+2np+(l+1)n+k+1 ]2
[ xi,j,n+2np+(l+1)n+k → xi,j,n+2np+(l+1)n+k+1 ]2
[ xi,j,n+2np+(l+1)n+k → xi,j,n+2np+(l+1)n+k+1 ]2
[ x∗i,j,n+2np+(l+1)n+k → x∗i,j,n+2np+(l+1)n+k+1 ]2
 para 1 ≤ i ≤ n1 ≤ j ≤ p
[ cj,t → cj,t+1 ]2 para 1 ≤ j ≤ l + 1, 0 ≤ t ≤ ln+ k − 1
Por lo tanto, lo siguiente es va´lido
◦ Cn+3np(0) = {αn+3np, βn+3np}
◦ En la configuracio´n Cn+3np hay 2n membranas etiquetadas por
1 tal que cada una de ellas contiene
 m objetos cj,t (1 ≤ j ≤ p, 0 ≤ t ≤ np − 1); es decir, el
nu´mero de variables que hace verdaderas desde la cla´usula
C1 hasta la cla´usula Cp con la valoracio´n de verdad corres-
pondiente; y
 n+ np−m objetos #.
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◦ En la configuracio´n Cn+3np hay 2n membranas etiquetadas por
2 tal que cada una de ellas contiene un objeto γn+3np.
Segunda fase de chequeo
En esta fase, que empieza en la configuracio´n Cn+3np, se podra´ ver si hay
alguna valoracio´n de verdad que haga verdadera la fo´rmula ϕ, usando las reglas
de 3.1. Dividiremos esta fase en dos partes. La primera estara´ destinada a
enviar «hacia dentro» todos los objetos cj, para 1 ≤ j ≤ p para prepararlos
para la siguiente parte.
Sea k = ln + i (0 ≤ l ≤ p − 1, 1 ≤ i ≤ n), as´ı podremos referirnos a




siendo mj el nu´mero de objetos cj,k en cada membrana etiquetada por 2 en
la configuracio´n Cn+3np. En esta parte, no podemos asegurar cuantos objetos
cl+1,k esta´n presentes en cada membrana cuando i 6= 0 17, as´ı que al no poder
estar seguros, diremos que habra´ m˜j objetos en una membrana etiquetada por
2 (recordemos que m˜j es siempre menor que o igual a mj). Ignoraremos los
objetos # dado que no tienen efecto a lo largo de la computacio´n.
Proposicio´n 7.11. Sea C = (C0, C1, . . . , Cq) una computacio´n del sistema
Π(s(ϕ)) con multiconjunto de entrada cod(ϕ).
(a) Para cada k (1 ≤ k ≤ np − 1) en la configuracio´n Cn+3np+k tenemos lo
siguiente:
Cn+3np+k(0) = {αn+3np+k, βn+3np+k}
Hay 2n membranas etiquetadas por 1 tales que cada una de ellas
contiene m˜l+1 objetos cl+1,t ((p−1)n+1 ≤ t ≤ np−1) y mj objetos
cj,t (l + 2 ≤ j ≤ p, ln+ i ≤ t ≤ np− 1)
Hay 2n membranas etiquetadas por 2 tales que cada una de ellas
contiene
• un objeto γn+3np+k; y
• mj objetos cj para 1 ≤ j ≤ l y ml+1 − m˜l+1 objetos cl+1
17Esto es debido a que los objetos cj,k no tienen por que´ haber sido creados consecutiva-
mente.
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(b) Cn+4np(0) = {αn+4np, βn+4np}, hay 2n membranas vac´ıas etiquetadas por
1; y 2n membranas etiquetadas por 2, tales que cada una de ellas contiene
m objetos cj (1 ≤ j ≤ p) y un objeto γn+4np.
Demostracio´n. (a) sera´ demostrado por induccio´n sobre k
El caso base k = 1 es trivial dado que: en la configuracio´n Cn+3np tene-
mos que: Cn+3np(0) = {αn+3np, βn+3np} y hay 2n membranas etiquetadas
por 1 que contienen m objetos cj,t (1 ≤ j ≤ k, 0 ≤ t ≤ np − 1); y 2n
membranas etiquetadas por 2 que contienen un objeto γn+3np. Por tan-
to, la configuracio´n Cn+3np da lugar a la configuracio´n Cn+3np+1 por la
aplicacio´n de las reglas:
[αn+3np → αn+3np+1 ]0
[ βn+3np → βn+3np+1 ]0
[ γn+3np → γn+3np+1 ]2
[ cj,t → cj,t+1 ]1 , para1 ≤ j ≤ p, 0 ≤ k ≤ np− 2
c1,np−1 [ ]2 → [ c1 ]2
Por lo tanto, Cn+3np+1(0) = {αn+3np+1, βn+3np+1}, y hay 2n membranas
etiquetadas por 2 que contienen m˜1 objetos c1 y mj objetos cj (2 ≤ j ≤
p); y 2n membranas etiquetadas por 1 que contienen un objeto γn+3np+1
y m1 − m˜1 objetos c1 18. Por lo tanto, el resultado es va´lido para k = 1.
Suponiendo, por induccio´n, que el resultado es cierto para k (1 ≤ k ≤
np− 1)
• Cn+3np+k(0) = {αn+3np+k, βn+3np+k}
• En la configuracio´n Cn+3np+k hay 2n membranas etiquetadas por 1
tal que cada una de ellas contiene m˜l+1 objetos cl+1,t ((p−1)n+1 ≤
t ≤ np− 1) y mj objetos cj,t (l + 2 ≤ j ≤ p, ln+ i ≤ t ≤ np− 1).
• En la configuracio´n Cn+3np+k hay 2n membranas etiquetadas por 2
tal que cada una de ellas contiene
◦ un objeto γn+3np+k; y
◦ mj objetos cj para 1 ≤ j ≤ l y ml+1 − m˜l+1 objetos cl+1.
18Es decir, si la valoracio´n de verdad de la variable 1 hace verdadera la cla´usula 1, entonces
un objeto c1,0 fue creado en el (2n + 2np + 1)-e´simo paso, y sera´ enviado a la membrana
etiquetada por 2 correspondiente. As´ı que, m1 − m˜1 puede ser 0 o 1 en este paso.
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Por tanto, la configuracio´n Cn+3np+k da lugar a la configuracio´n
Cn+3np+k por la aplicacio´n de las reglas:
[αn+3np+k → αn+3np+k+1 ]0
[ βn+3np+k → βn+3np+k+1 ]0
[ γn+3np+k → γn+3np+k+1 ]2
[ cj,t → cj,t+1 ]1 , paral + 1 ≤ j ≤ p, 0 ≤ k ≤ np− 2
cl+1,np−1 [ ]2 → [ cl+1 ]2
Por lo tanto, lo siguiente es va´lido
• Cn+3np+k+1(0) = {αn+3np+k+1, βn+3np+k+1}
• En la configuracio´n Cn+3np+k+1 hay 2n membranas etiquetadas por 1
tales que cada una de ellas contiene m˜l+1 objetos cl+1,t+1 ((p−1)n+
1 ≤ t ≤ np−1) y mj objetos cj,t+1 (l+2 ≤ j ≤ p, ln+i ≤ t ≤ np−1).
• En la configuracio´n Cn+3np+k+1 hay 2n membranas etiquetadas por
2 tales que cada una de ellas contiene
◦ un objeto γn+3np+k+1; y
◦ mj objetos cj para 1 ≤ j ≤ l y ml+1 − m˜l+1 objetos cl+1.
Por lo tanto, el resultado es va´lido para k + 1.
Para probar (b) basta darse cuenta que, por una parte, por (a) la confi-
guracio´n Cn+4np−1 es va´lido:
• Cn+4np−1(0) = {αn+4np−1, βn+4np−1}
• En la configuracio´n Cn+4np−1 hay 2n membranas etiquetadas por 1
tales que cada una de ellas contiene
• En la configuracio´n Cn+4np−1 hay 2n membranas etiquetadas por 2
tales que cada una de ellas contiene m˜p objetos cp,np.
◦ un objeto γn+4np−1; y
◦ mj objetos cj para 1 ≤ j ≤ p− 1 y mp − m˜p 19 objetos cp.
Por tanto, la configuracio´n Cn+4np−1 da lugar a la configuracio´n
Cn+4np por la aplicacio´n de las reglas:
[αn+4np−1 → αn+4np ]0
[ βn+4np−1 → βn+4np ]0
[ γn+4np−1 → γn+4np ]2
cp,np [ ]2 → [ cp ]2
19En este caso, m˜p puede tomar so´lo dos valores: 0 o 1.
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Por tanto, tenemos que Cn+4np(0) = {αn+4np, βn+4np}, y hay 2n
membranas vac´ıas etiquetadas por 1; y hay 2n membranas etiqueta-
das por 2 que contienen un objeto γn+4np y m objetos cj (1 ≤ j ≤ p).
Cuando los objetos cj se mueven a las membranas etiquetadas por 2, pode-
mos empezar a chequear si todas las cla´usulas de la fo´rmula ϕ son satisfechas
por alguna valoracio´n de verdad. Como estamos usando los objetos cj para
denotar si la cla´usula Cj es satisfecha por alguna variable, es posible que algu´n
objeto cj puede faltar; es decir, que para algu´n j, 1 ≤ j ≤ p, cj no aparece en
ninguna membrana etiquetada por 2 en Cn+4np. Sea j˜ el ı´ndice j 20 de dicha
cla´usula. Se hara´ en 2p pasos de computacio´n.
Proposicio´n 7.12. Sea C = (C0, C1, . . . , Cq) una computacio´n del sistema
Π(s(ϕ)) con multiconjunto de entrada cod(ϕ).
(a0) Para cada 2k+1 (0 ≤ k ≤ p−1) en la configuracio´n Cn+4np+2k+1 tenemos
lo siguiente:
Cn+4np+2k+1(0) = {αn+4np+2k+1, βn+4np+2k+1}
Hay 2n membranas etiquetadas por 1 tales que cada una de ellas
contiene un objeto dk+1 si y so´lo si la valoracio´n de verdad asociada
a dicha rama hace verdaderas las k + 1 primeras cla´usulas.
Hay 2n membranas etiquetadas por 2 tales que cada una de ellas
contiene
• un objeto γn+4np o dj˜−1 (respectivamente, un objeto dk) si la
valoracio´n de verdad correspondiente no hace verdadera (res-
pectivamente, hace verdadera) la cla´usula C1 o Cj (2 ≤ j ≤ p)
(respectivamente, las k primeras cla´usulas); y
• mj − 1 objetos cj para 1 ≤ j ≤ min(j˜, k + 1) y mj objetos cj
para min(j˜, k + 2) ≤ j ≤ p.
(a1) Para cada 2k (1 ≤ k ≤ p − 2) en la configuracio´n Cn+4np+2k tenemos lo
siguiente:
Cn+4np+2k(0) = {αn+4np+2k, βn+4np+2k}
hay 2n membranas vac´ıas etiquetadas por 1.
20Si ĵ no esta´ definido, suponemos que es igual a p + 1.
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Hay 2n membranas vac´ıas etiquetadas por 2 tales que cada una de
ellas contiene
• un objeto γn+4np o dj˜−1 si la valoracio´n de verdad correspondien-
te no hace verdadera la cla´usula C1 o la cla´usula Cj (2 ≤ j ≤ p);
y
• mj − 1 objetos cj para 1 ≤ j ≤ min(j˜, k) y mj objetos cj para
min(j˜, k + 1) ≤ j ≤ p.
(b) Cn+4np+2p−1(0) = {αn+4np+2p−1, βn+4np+2p−1}, y en la configuracio´n
Cn+4np+2p−1 hay 2n membranas etiquetadas por 1, tales que cada una
de ellas contiene un objeto dp si y so´lo si la valoracio´n de verdad corres-
pondiente la fo´rmula ϕ (d
j˜−1 de lo contrario); y 2n membranas etique-
tadas por 2, tales que cada una de ellas contiene mj − 1 objetos cj para
1 ≤ j ≤ min(j˜, p + 1), mj objetos cj para min(j˜, p + 1) ≤ j ≤ p y un
objeto γn+4np (respectivamente, dj˜) si la cla´usula C1 (respectivamente,
Cj) no es satisfecha por la valoracio´n de verdad correspondiente.
Demostracio´n. (a) sera´ demostrado por induccio´n sobre k
El caso base k = 1 es trivial dado que:
(a0) en la configuracio´n Cn+4np tenemos que: Cn+4np(0) = {αn+4np, βn+4np}
y hay 2n membranas vac´ıas etiquetadas por 1; y hay 2n membranas
etiquetadas por 2 que contienen un objeto γn+4np y m objetos cj
(1 ≤ j ≤ p). As´ı, la configuracio´n Cn+4np da lugar a la configuracio´n
Cn+4np+1 por la aplicacio´n de las reglas:
[αn+4np → αn+4np+1 ]0
[ βn+4np → βn+4np+1 ]0
[ γ4np+2nc1 ]2 → d1 [ ]2
(a1) en la configuracio´n Cn+4np+1(0) = {αn+4np+1, βn+4np+1} y hay 2n
membranas etiquetadas por 1 que contienen un objeto d1 si y so´lo
si hab´ıa al menos un objeto c1 en dicha membrana etiquetada por
1 en la configuracio´n Cn+4np; y 2n membranas etiquetadas por 2
que contienen un objeto γn+4np si y so´lo si no hab´ıa objetos c1 en
la configuracio´n Cn+4np, m1 − 1 (respectivamente, m1) objetos c1
si hab´ıa algu´n objeto cj en dicha membrana en la configuracio´n
anterior (respectivamente, m1) y mj objetos cj para 2 ≤ j ≤ p. As´ı,
la configuracio´n Cn+4np+1 da lugar a la configuracio´n Cn+4np+2 por
la aplicacio´n de las reglas:
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[αn+4np+1 → αn+4np+2 ]0
[ βn+4np+1 → βn+4np+2 ]0
d1 [ ]2 → [ d1 ]2
Por lo tanto, Cn+4np+2(0) = {αn+4np+2, βn+4np+2}, y hay 2n membra-
nas vac´ıas etiquetadas por 1; y hay 2n membranas etiquetadas por
2 que contienen un objeto d1 (respectivamente, γn+4np) si la valo-
racio´n de verdad correspondiente hace verdadera (respectivamente,
no hace verdadera) la cla´usula C1, m1 − 1 (respectivamente, m1)
objetos c1 y mj objetos cj para 1 ≤ j ≤ p. Por lo tanto, el resultado
es va´lido para k = 1.
Suponiendo, por induccio´n, que el resultado es cierto para k (0 ≤ k ≤
p− 1)
• Cn+4np+2k(0) = {αn+4np+2k, βn+4np+2k}
• En la configuracio´n Cn+4np+2k hay 2n membranas vac´ıas etiquetadas
por 1.
• En la configuracio´n Cn+4np+2k hay 2n membranas etiquetadas por 2
tal que cada una de ellas contiene
◦ un objeto γn+4np o dj˜−1 (respectivamente, un objeto dk) si la
valoracio´n de verdad correspondiente no hace verdadera (res-
pectivamente, hace verdadera) la cla´usula C1 o Cj (2 ≤ j ≤ p)
(respectivamente, las k primeras cla´usulas); y
◦ mj − 1 objetos cj para 1 ≤ j ≤ min(j˜, k + 1) y mj objetos cj
para min(j˜, k + 2) ≤ j ≤ p.
Por tanto, la configuracio´n Cn+4np+2k da lugar a la configuracio´n
Cn+4np+2k+1 por la aplicacio´n de las reglas:
[αn+4np+2k → αn+4np+2k+1 ]0
[ βn+4np+2k → βn+4np+2k+1 ]0
[ dkck+1 ]2 → dk+1 [ ]2
Por lo tanto, lo siguiente es va´lido
• Cn+4np+2k+1(0) = {αn+4np+2k+1, βn+4np+2k+1}
• En la configuracio´n Cn+4np+2k+1 hay 2n membranas etiquetadas por
1 tal que cada una de ellas contiene un objeto dk+1 si y so´lo si
la valoracio´n de verdad correspondiente hace verdaderas las k + 1
primeras cla´usulas.
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• En la configuracio´n Cn+4np+2k+1 hay 2n membranas etiquetadas por
2 tales que cada una de ellas contiene
◦ un objeto γn+4np o dj˜−1 si la valoracio´n de verdad correspondien-
te no hace verdadera la cla´usula C1 o la cla´usula Cj (2 ≤ j ≤ p);
y
◦ mj − 1 objetos cj para 1 ≤ j ≤ min(j˜, k) y mj objetos cj para
min(j˜, k + 1) ≤ j ≤ p.
Por tanto, la configuracio´n Cn+4np+2k+1 da lugar a la configuracio´n
Cn+4np+2k+2 por la aplicacio´n de las reglas:
[αn+4np+2k+1 → αn+4np+2k+2 ]0
[ βn+4np+2k+1 → βn+4np+2k+2 ]0
dk+1 [ ]2 → [ dk+1 ]2
Por lo tanto, lo siguiente es va´lido
• Cn+4np+2k+2(0) = {αn+4np+2k+2, βn+4np+2k+2}
• En la configuracio´n Cn+4np+2k+2 hay 2n membranas vac´ıas etiqueta-
das por 1.
• En la configuracio´n Cn+4np+2k+2 hay 2n membranas etiquetadas por
2 tales que cada una de ellas contiene
◦ un objeto γn+4np o dj˜−1 (respectivamente, un objeto dk+1) si la
valoracio´n de verdad correspondiente no hace verdadera (res-
pectivamente, hace verdadera) la cla´usula C1 o Cj (2 ≤ j ≤ p)
(respectivamente, las k + 1 primeras cla´usulas); y
◦ mj − 1 objetos cj para 1 ≤ j ≤ min(j˜, k + 2) y mj objetos cj
para min(j˜, k + 3) ≤ j ≤ p.
Por lo tanto, el resultado es va´lido para k + 1.
Para probar (b) basta con observar que, por una parte, de (a), la confi-
guracio´n Cn+4np+2p−2 tiene que:
• Cn+4np+2p−2(0) = {αn+4np+2p−2, βn+4np+2p−2}
• En la configuracio´n Cn+4np+2p−2 hay 2n membranas vac´ıas etiqueta-
das por 1.
• En la configuracio´n Cn+4np+2p−2 hay 2n membranas etiquetadas por
2 tal que cada una de ellas contiene
◦ un objeto γn+4np o dj˜−1 (respectivamente, dp−1) si la valoracio´n
de verdad correspondiente no hace verdadera la cla´usula C1 o la
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cla´usula Cj (2 ≤ j ≤ p− 1) (respectivamente, hace verdaderas
las cla´usulas Cj (1 ≤ j ≤ p− 1)); y
◦ mj − 1 objetos cj para 1 ≤ j ≤ min(j˜, p − 1) y mj objetos cj
para min(j˜, p) ≤ j ≤ p
Por tanto, la configuracio´n Cn+4np+2p−2 da lugar a la configuracio´n
Cn+4np+2p−1 por la aplicacio´n de las reglas:
[αn+4np+2p−2 → αn+4np+2p−1 ]0
[ βn+4np+2p−2 → βn+4np+2p−1 ]0
[ dp−1cp ]2 → dp [ ]2
Por tanto, tenemos que Cn+4np+2p−1(0) = {αn+4np+2p−1, βn+4np+2p−1},
y en la configuracio´n Cn+4np+2p−1 hay 2n membranas etiquetadas por
1, tales que cada una de ellas contiene un objeto dp si y so´lo si la
valoracio´n de verdad correspondiente la fo´rmula ϕ (d
j˜−1 de lo con-
trario); y 2n membranas etiquetadas por 2, tales que cada una de
ellas contiene mj − 1 objetos cj para 1 ≤ j ≤ min(j˜, p + 1), mj
objetos cj para min(j˜, p+ 1) ≤ j ≤ p y un objeto γn+4np (respecti-
vamente, d
j˜
) si la cla´usula C1 (respectivamente, Cj) no es satisfecha
por la valoracio´n de verdad correspondiente.
Fase de salida
La fase de salida comienza en la configuracio´n Cn+4np+2p−1, y tarda exac-
tamente 2 pasos de computacio´n en caso de tener una respuesta afirmativa y
3 pasos de computacio´n en caso de obtener una respuesta negativa. Las reglas
de 4.1 son las usadas para realizar esta fase.
Respuesta afirmativa: En este caso, en la configuracio´n Cn+4np+2p−1, en
alguna membrana etiquetada por 1 habra´ un objeto dp. Por la apli-
cacio´n de la regla [ dp ]1 → dp [ ]1 (al mismo tiempo que las reglas
[αn+4np+2p−1 → αn+4np+2p ]0 y [ βn+4np+2p−1 → βn+4np+2p ]0 son dispa-
radas), un objeto dp es enviado a la membrana piel. Entonces, se aplican
las reglas [α4np+n+2pdp ]0 → yes [ ]0 y [ βn+4np+2p → βn+4np+2p+1 ]0 y un
objeto yes sera´ enviado al entorno, y la computacio´n para.
Respuesta negativa: En este caso, en la configuracio´n Cn+4np+2p−1, no
habra´ ninguna membrana etiquetada por 1 que tenga un objeto dp, as´ı
que las u´nicas reglas que se ejecutara´n sera´n las reglas [αn+4np+2p−1 →
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αn+4np+2p ]0 y [ βn+4np+2p−1 → βn+4np+2p ]0. La regla [ βn+4np+2p → βn+4np+2p+1 ]0
es disparada en el siguiente paso de computacio´n. Por lo tanto, en la
configuracio´n Cn+4np+2p+1 en la membrana piel hay una copia del objeto
αn+4np+2p y una copia del objeto βn+4np+2p+1. Finalmente, por la apli-
cacio´n de la regla [α4np+n+2pβ4np+n+2p+1 ]0 → no [ ]0, un objeto no es
enviado al entorno y la computacio´n para.
7.1.2.2. Resultado obtenido
Teorema 7.2. SAT ∈ PMCDAM0(+es,mcmpout,−d,+n).
Demostracio´n. La familia Π de sistemas P descrita verifica lo siguiente:
(a) La familia Π es polinomialmente uniforme por ma´quinas de Turing, dado
que para cada n, p ∈ N, las reglas de Π(〈n, p〉) de la familia son recur-
sivas recursivamente de n, p ∈ N, y la cantidad de recursos necesarios
para construir un elemento de dicha familia es de orden polinomial con
respecto a n y p, como se muestra a continuacio´n:
Taman˜o del alfabeto: 15n2p22 +3n
2p+3n2 +np2 + 35np2 +5n+6p+6 ∈
Θ(n2p2).
Nu´mero inicial de membranas: 3 ∈ Θ(1).
Nu´mero inicial de objetos en membranas: 3np+ n+ 3 ∈ Θ(np).
Nu´mero de reglas: 15n2p22 +7n
2p+np2 + 33np2 +4n+6p+4 ∈ Θ(n2p2).
Nu´mero ma´ximo de objetos envueltos en cualquier regla: 3 ∈ Θ(1).
(b) La familia Π esta´ polinomialmente acotada con respecto a (SAT, cod, s):
de hecho, para cada instancia ϕ de SAT, cualquier computacio´n del sis-
tema Π(s(ϕ)) con multiconjunto de entrada cod(ϕ) tarda, a lo sumo,
2n+ 4np+ 2p+ 3 pasos de computacio´n.
(c) La familia Π es adecuada con respecto a (SAT, cod, s): de hecho, para
cada instancia ϕ de SAT, si la computacio´n de Π(s(ϕ)) + cod(ϕ) es una
computacio´n de aceptacio´n, entonces ϕ es satisfactible.
(d) La familia Π es completa con respecto a (SAT, cod, s): de hecho, para cada
instancia ϕ de SAT tal que ϕ sea satisfactible, cualquier computacio´n de
Π(s(ϕ)) + cod(ϕ) sera´ una computacio´n de aceptacio´n.
Por lo tanto, la familia Π de sistemas P descrita anteriormente resuelve el
problema SAT en tiempo polinomial de manera uniforme.
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Corolario 7.2. NP ∪ co-NP ⊆ PMCDAM0(+es,mcmpout,−d,+n).
Demostracio´n. Basta notar que el problema SAT es un problema NP-completo,
SAT ∈ PMCDAM0(+es,mcmpout,−d,+n), y la clase de complejidad
PMCDAM0(+es,mcmpout,−d,+n) es cerrada bajo reducibilidad en tiempo polino-
mial y bajo complementario.
7.1.3. Nuevas fronteras obtenidas
Al igual que en el Cap´ıtulo 6, donde se hab´ıa encontrado una frontera con
respecto a los sistemas P con membranas activas sin polarizaciones cla´sicos,
donde la cooperacio´n entre objetos no estaba permitida, en el actual cap´ıtulo
se resen˜a que una cooperacio´n minimal en alguno de los tipos de comunicacio´n
es suficiente para obtener soluciones eficientes de problemas presuntamente
intratables. Es decir, en el marco DAM0(+es, β,−d,+n), pasar de usar reglas
de comunicacio´n no cooperativas a usar cooperacio´n minimal en cualquiera de
los dos tipos corresponde a pasar de la no eficiencia a la presumible eficiencia.
7.2. SAM0(−d): Cooperacio´n en reglas de co-
municacio´n
En esta seccio´n, se mostrara´n varios resultados obtenidos a lo largo de la
elaboracio´n del presente documento, remarcando la clara diferencia entre las
reglas de divisio´n y las de separacio´n cuando se usa cooperacio´n en las reglas
de separacio´n, y la importancia que parece tener la generacio´n de un espacio
exponencial en te´rminos tanto de objetos como de membranas.
Definicio´n 7.2. Un sistema P con membranas activas sin polarizacio´n con
cooperacio´n minimal en reglas de comunicacio´n y separacio´n de grado q ≥ 1
es una tupla Π = (Γ,Γ0,Γ1, H,H0, H1, µ,M1, . . . ,Mq,R, iout), donde Π es un
sistema P con membranas activas sin polarizacio´n y reglas de separacio´n y
reglas de evolucio´n cooperativas, con H0 ∪H1 = H y H0 ∩H1 = ∅.
Para denotar las familias de sistemas de membranas estudiados aqu´ı, usa-
mos SAM0(α, β, δ, γ) con los para´metros α, β, δ, γ especificados en la seccio´n
anterior.
A continuacio´n se demostrara´ que, el uso de la cooperacio´n en reglas de
comunicacio´n cuando se cambian las reglas de divisio´n por reglas de separacio´n
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no es suficiente para alcanzar la presumible eficiencia cuando se usan reglas de
evolucio´n simple incluso usando reglas de disolucio´n y reglas de separacio´n
para membranas elementales y no elementales.
7.2.1. No eficiencia de los sistemas P de
SAM0(+es,mcmpin−out,+d,+n)
A continuacio´n se demostrara´, usando la te´cnica algor´ıtmica, la no eficiencia
de los sistemas P con membranas activas, reglas de evolucio´n simple, comuni-
cacio´n con cooperacio´n, disolucio´n y separacio´n de membranas elementales y
no elementales.
Sea Π = (Γ,Γ0,Γ1,Σ, H,H0, H1, µ,M1, . . . ,Mq,R, iin, iout) un sistema de
SAM0(+es,mcmpin−out,+d,+n). Previo a la demostracio´n, se van a introdu-
cir algunos conceptos que se usara´n a lo largo de la misma.
Denotaremos por p(i) (respectivamente, ch(i)) la etiqueta de la mem-
brana padre (respectivamente, una membrana hija) de la membrana eti-
quetada por i, teniendo presente que el padre de la membrana piel es
el entorno, y lo denotamos con p(1) = 0. Denotamos con RE (respecti-
vamente, RC , RD y RS) el conjunto de reglas de evolucio´n (respectiva-
mente, comunicacio´n, disolucio´n y separacio´n) de Π. Fijamos un orden
total en RE, RC , RD y RS.
Sea C una computacio´n de Π y Ct una configuracio´n arbitraria de C.
Con respecto al nu´mero de objetos del sistema, debemos observar que al
aplicar una regla, el nu´mero de objetos se mantiene igual o decrece en
1 (por la aplicacio´n de reglas de separacio´n de membranas elementales).
Por lo tanto, el nu´mero total de objetos en Ct es, a lo sumo, M , siendo
M = |M0 + · · ·+Mq|.
Con respecto al nu´mero de membranas del sistema, mediante la aplica-
cio´n de reglas de separacio´n para membranas elementales, se elimina un
objeto del sistema, no se an˜ade ningu´n objeto nuevo y se crea una nueva
membrana. Por lo tanto, a lo sumo M membranas pueden ser creadas
por este proceso. Adema´s, mediante la aplicacio´n de reglas de separacio´n
de membranas no elementales, el nu´mero de objetos se mantiene intacto
pero se crea una nueva membrana (cuando una regla de separacio´n de
membranas no elementales es aplicada a una membrana, no podra´ ser
aplicada a la misma nunca ma´s a lo largo de la computacio´n). De esta
manera, no ma´s de q − 2 membranas nuevas pueden ser creadas de esta
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forma. Consecuentemente, q + M + (q − 2) = M + 2q − 2 se una cota
superior del nu´mero de membranas en Ct 21.
Para identificar las membranas creadas por la aplicacio´n de las reglas de
separacio´n, modificaremos las etiquetas de las nuevas membranas creadas
de forma recursiva como sigue:
• La etiqueta de una membrana sera´ un par (i, σ) donde 0 ≤ i ≤ q y
σ ∈ {0, 1}∗. En la configuracio´n inicial, todas las membranas son de
la forma (1, λ), . . . , (q, λ). La etiqueta del entorno sera´ representada
por (0, λ).
• Si se aplica una regla de separacio´n a una membrana etiquetada
por (i, σ), las nuevas membranas creadas sera´n etiquetadas una con
(i, σ0) y la otra con (i, σ1). La membrana (i, σ0) contendra´ u´nica-
mente los objetos de la membrana original (i, σ) que pertenezcan
a Γ0 y la membrana (i, σ1) u´nicamente los objetos de la membra-
na original (i, σ) que pertenezcan a Γ1. Si la membrana (i, σ) era
una membrana no elemental, adema´s de lo anterior, se entendera´
que la membrana (i, σ0) contendra´ las membranas de la membrana
original que pertenezcan a H0 y la membrana (i, σ1) contendra´ las
membranas de la membrana original que pertenezcan a H1.
• Si se aplica una regla de evolucio´n o de comunicacio´n, a la membrana
etiquetada por (i, σ), la etiqueta no cambia.
No´tese que el nu´mero de etiquetas utilizadas para identificar a todas las
membranas a lo largo de toda la computacio´n del sistema es del orden
O(M + q).
Una configuracio´n Ct del sistema P de SAM0(+es,mcmpin−out,+d,+n)
es descrita por la estructura de membranas del sistema en el instante t
y por el multiconjunto de objetos del tipo:
{(a, i, σ) | a ∈ Γ, 0 ≤ i ≤ q, σ ∈ {0, 1}∗}
Decir que (a, i, σ) ∈ Ct significa que el objeto a pertenece a la membrana
etiquetada por (i, σ) en el instante t.
21Podr´ıa darse el caso de poder realizarse dos veces la misma regla de separacio´n de mem-
branas no elementales a la misma membrana, si se ha disparado alguna regla de disolucio´n
a alguna hija de dicha membrana. Pero, dado el caso, el nu´mero de membranas disminuir´ıa,
al menos, en 1 por la aplicacio´n de dicha regla. Por lo tanto, la cota superior se seguir´ıa
manteniendo.
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Sea r = [ a→ b ]i ∈ R una regla de evolucio´n del sistema Π. Denotaremos
con n ·LHS(r, (i, σ)), n ∈ N el multiconjunto de objetos (a, i, σ)n. Deno-
tamos con n ·RHS(r, (i, σ)), n ∈ N el multiconjunto de objetos (b, i, σ)n
producidos al aplicar n veces la regla r en la membrana (i, σ).
Sea r = [ ab ]i → c [ ]i ∈ R una regla de comunicacio´n hacia fuera del
sistema Π. Denotaremos con LHS(r, (i, σ)) los objetos (a, i, σ)(b, i, σ).
Denotamos con RHS(r, (i, σ)) el objeto (c, p(i), τ) producido al aplicar
la regla r en la membrana (i, σ), donde (p(i), τ) es la membrana padre
de la membrana (i, σ). Este concepto es aplicado de manera similar en
las reglas del tipo [ a ]i → c [ ]i.
Sea r = ab [ ]i → [ c ]i ∈ R una regla de comunicacio´n hacia dentro
del sistema Π. Denotaremos con LHS(r, (i, σ)) los objetos (a, p(i), τ)
(b, p(i), τ). Denotamos con RHS(r, (i, σ)) el objeto (c, i, σ) producido al
aplicar la regla r en la membrana (i, σ), donde (p(i), τ) es la membrana
padre de la membrana (i, σ). Este concepto es aplicado de manera similar
en las reglas del tipo a [ ]i → [ b ]i.
Sea Ct una configuracio´n del sistema Π, denotamos con Ct+{(x, i, σ)/σ′}
el multiconjunto obtenido de reemplazar en Ct toda aparicio´n de (x, i, σ)
por (x, i, σ′). De manera similar, denotamos con Ct + {(x, i, σ)/(i′, σ′)}
el multiconjunto obtenido de reemplazar en Ct toda aparicio´n de (x, i, σ)
por (x, i′, σ′). Adema´s, usaremos Ct+m (respectivamente, Ct\m) para de-
notar que el multiconjunto de objetos m se ha an˜adido (respectivamente,
eliminado) de la configuracio´n Ct.
A continuacio´n, se describira´ un algoritmo determinista A que se ejecuta
en tiempo polinomial, el cua´l recibe como entrada un sistema P reconocedor
Π de SAM0(+es,mcmpin−out,+d,+n) junto con un multiconjunto de entrada
m. El algoritmo A reproduce el funcionamiento de una computacio´n de dicho
sistema con el multiconjunto de entrada.
El pseudoco´digo esta´ descrito en el Algoritmo 7.2.1.
La fase de seleccio´n y la de ejecucio´n simulan un paso de transicio´n del
sistema P Π. Espec´ıficamente, la fase de seleccio´n recibe como entrada una
configuracio´n Ct de Π en el instante t. La salida es un par (C ′t, A), donde A
es un multiconjunto de reglas que son aplicadas en el paso t + 1 en Π, y
C ′t es la configuracio´n Ct cuando los objetos correspondientes a la aplicacio´n
de las reglas del multiconjunto A son eliminados. La fase de ejecucio´n recibe
como entrada el par (C ′t, A) de la fase de seleccio´n y devuelve la siguiente
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Algoritmo 7.2.1 Algoritmo A de simulacio´n de un sistema Π de
SAM0(+es,mcmpin−out,+d,+n)
Entrada: un sistema P Π de SAM0(+es,mcmpin−out,+d,+n) y un multi-
conjunto de entrada m
Salida: S´ı si Ct es una configuracio´n de aceptacio´n, No en cualquier otro caso
Fase de inicializacio´n: la configuracio´n inicial C0 de Π +m
t← 0
mientras Ct no se una configuracio´n de parada hacer
Fase de seleccio´n: entrada Ct, salida (C ′t, A)
Fase de ejecucio´n: entrada (C ′t, A), salida Ct+1
t← t+ 1
fin mientras
configuracio´n Ct+1. Espec´ıficamente, C ′t da lugar a Ct+1 an˜adiendo los objetos
producidos por la aplicacio´n de las reglas de A.
El Algoritmo 7.2.2 es la descripcio´n del algoritmo de seleccio´n. Este algo-
ritmo es determinista y es ejecutado en tiempo polinomial. De hecho, el coste
es en tiempo polinomial con respecto al taman˜o de Π dado que el nu´mero de
ciclos del bucle principal es de orden O(M + q), y el nu´mero de ciclos de los
tres bucles internos son de orden O(|R|). Adema´s, el coste de cada uno de los
bucles internos es de orden O(M + q), dado que cada regla r asociada a una
membrana i ya que puede haber varias membranas con la misma etiqueta i.
Observemos que el nu´mero de tuplas en el multiconjunto A es de orden
O(M) dado que cada objeto del sistema puede estar envuelto en, a lo sumo,
una regla y en cada configuracio´n Ct el nu´mero total de objetos esta´ acotado
por M . En A se considera un orden natural (producto de las reglas, objetos
que intervienen en las mismas y etiquetas de las membranas asociadas). Pa-
ra completar la simulacio´n de un paso de computacio´n, en el Algoritmo 7.2.3
se tienen en cuenta los efectos de las reglas seleccionadas en la fase previa,
an˜adiendo los objetos correspondientes a la parte derecha de las reglas y rea-
lizando las acciones oportunas en caso que sea necesario. Dicho algoritmo es
determinista y se ejecuta en tiempo polinomial. De hecho, por una parte, el
nu´mero de ciclos del bucle principal es de orden O(M). Por otra parte, los
bucles internos tienen un orden O(M2 +Mq) y O(M + q), respectivamente.
Teorema 7.3. P = PMCSAM0(+es,mcmpin−out,+d,+n)
Demostracio´n. Basta probar que PMCSAM0(+es,mcmpin−out,+d,+n) ∈ P. Para
ello, sea X = (IX , θX) un problema de decisio´n resoluble eficientemente por fa-
milias de sistemas de SAM0(+es,mcmpin−out,+d,+n). Sea Π = {Π(n) | n ∈
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Algoritmo 7.2.2 Algoritmo de la fase de seleccio´n
Entrada: Una configuracio´n Ct de Π en el instante t
Salida: Un par (C ′t, A)
C ′t ← Ct; A← ∅; B ← ∅
para cada membrana (i, σ) de C ′t de acuerdo al orden lexicogra´fico hacer
para cada r ∈ RE de acuerdo al orden escogido hacer
nr ← nu´mero ma´ximo de veces que r es aplicable a (i, σ)
si nr > 0 entonces
C ′t ← C ′t \ nr · LHS(r, (i, σ))
A← A ∪ {(r, nr, (i, σ))}
fin si
fin para
para cada r ∈ RC de acuerdo al orden escogido hacer
si (i, σ) 6∈ B y r es aplicable a (i, σ) en C ′t entonces
C ′t ← C ′t \ nr · LHS(r, (i, σ))
A← A ∪ {(r, 1, (i, σ))}
B ← B ∪ {(i, σ)}
fin si
fin para
para cada r = [ a ]i → b ∈ RD de acuerdo al orden escogido hacer
si (i, σ) 6∈ B y r es aplicable a (i, σ) en C ′t entonces
C ′t ← C ′t \ nr · {(a, (i, σ))}
A← A ∪ {(r, 1, (i, σ))}
B ← B ∪ {(i, σ)}
fin si
fin para
para cada r ∈ RS de acuerdo al orden escogido hacer
si (i, σ) 6∈ B y r es aplicable a (i, σ) en C ′t entonces
C ′t ← C ′t \ nr · LHS(r, (i, σ))
A← A ∪ {(r, 1, (i, σ))}
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Algoritmo 7.2.3 Algoritmo de la fase de ejecucio´n
Entrada: El par (C ′t, A) de la fase de seleccio´n
Salida: La configuracio´n siguiente Ct+1
para cada (r, nr, (i, σ)) ∈ A de acuerdo al orden establecido hacer
si r ∈ RE entonces
C ′t ← C ′t + nr ·RHS(r, (i, σ))
si no si r ∈ RC entonces
C ′t ← C ′t +RHS(r, (i, σ))
si no si r ∈ RD entonces
C ′t ← C ′t + {(b, (i, σ))}
C ′t ← C ′t + {(x, i, σ)/p(i, σ)}
Actualizar la estructura de membranas de acuerdo a la disolucio´n de
la membrana (i, σ)
si no si r ∈ RS de acuerdo al orden escogido entonces
C ′t ← C ′t + {(x, i, σ)/σ0}
C ′t ← C ′t + {(x, i, σ)/σ1}
para cada (x′, i, σ) ∈ C ′t de acuerdo al orden lexicogra´fico hacer
si x′ ∈ Γ0 entonces
C ′t ← C ′t + {(x′, i, σ)/σ0}
si no
C ′t ← C ′t + {(x′, i, σ)/σ1}
fin si
fin para
si r es una regla de separacio´n de membranas no elementales enton-
ces
para cada (j, τ) ∈ C ′t | p(j, τ) = (i, σ) hacer
si j ∈ H0 entonces
p(j, τ) = (i, σ0)
si no si j ∈ H1 entonces






Ct+1 ← C ′t
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N} una familia de dichos sistemas que resuelve X. Sea (cod, s) una codifica-
cio´n polinomial asociada a dicha solucio´n. Recordemos que la instancia u ∈ IX
del problema X es procesada por el sistema Π(s(u)) + cod(u). Se considera
entonces el Algoritmo 7.2.4.
Algoritmo 7.2.4 Algoritmo A′
Entrada: Una instancia u del problema de decisio´n X
Salida: S´ı si Π(s(u)) + cod(u) tiene una computacio´n de aceptacio´n, No en
cualquier otro caso
Construir el sistema Π(s(u)) + cod(u)
Ejecutar el algoritmo A con entrada Π(s(u)) + cod(u)
Dada una instancia u del problema de decisio´n X = (IX , θX), las siguientes
afirmaciones son equivalentes:
1. θX(u) = 1; es decir, la respuesta de la instancia u del problema X es
afirmativa.
2. Todas las computaciones de Π(s(u))+cod(u) son computaciones de acep-
tacio´n.
3. La salida del algoritmo A′ con entrada u es S´ı.
Por lo tanto, el algoritmo A′ provee una solucio´n al problema de decisio´n
X. Teniendo en cuenta que dicho algoritmo se ejecuta en tiempo polinomial,
deducimos que X ∈ P.
La inclusio´n contraria es trivial dado que la clase
SAM0(+es,mcmpin−out,+d,+n) es no vac´ıa y es cerrada bajo reducibilidad
en tiempo polinomial, por tanto, P ⊆ PMCSAM0(+es,mcmpin−out,+d,+n).
7.2.2. Nuevas fronteras obtenidas
En esta seccio´n, se ha obtenido una nueva frontera de la tratabilidad. Por
una parte, el marco DAM0(+es, β,−d,+n), β ∈ {mcmpin,mcmpout} propor-
ciona sistemas capaces de resolver problemas NP-completos de manera efi-
ciente. Por el contrario, cuando se cambian las reglas de divisio´n por reglas de
separacio´n, incluso permitiendo cooperacio´n en reglas de comunicacio´n tanto
hacia dentro como hacia fuera no se puede alcanzar la eficiencia. Por tanto,
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pasar de usar reglas de separacio´n a usar reglas de divisio´n en este marco de
sistemas de membranas equivale a pasar de la no eficiencia a la presumible
eficiencia.
En la Figura 7.3 se puede observar el panorama de las clases de complejidad
incluidas en los sistemas estudiados en este cap´ıtulo.



















PSPACE = PMCR NP ∪ co−NP ⊆ PMCR
P = PMCR Unknown
Figura 7.3: Eficiencia computacional en sistemas P con membranas activas sin
polarizaciones.






Sistemas P a modo de tejidos
con reglas de comunicacio´n
evolutiva
En la Seccio´n 4.3 se ha presentado el marco de los sistemas P a modo de
tejidos con reglas de comunicacio´n evolutiva. La peculiaridad de estos sistemas
con respecto a los sistemas P a modo de tejidos con reglas de comunicacio´n
del tipo symport/antiport cla´sicas radica en que en estos u´ltimos, las reglas
son del tipo (i, u/v, j) y su aplicacio´n hace que los objetos de los multicon-
juntos u y v se intercambien de zona, pero no evolucionen en el proceso; sin
embargo, en los primeros, las reglas tienen el formato [ u ]i [ v ]j → [ v′ ]i [ u′ ]j
y su aplicacio´n permite que adema´s de cambiar de zona, los objetos de los
multiconjuntos u y v puedan evolucionar en ese proceso proporcionando los
multiconjuntos u′ y v′, respectivamente. Estas reglas pueden considerarse co-
mo una generalizacio´n de las reglas symport/antiport, ya que cualquier regla
del tipo (i, u/v, j) puede ser representada por una regla de comunicacio´n evo-
lutiva del tipo [ u ]i [ v ]j → [ v ]i [ u ]j.
En relacio´n con las reglas de comunicacio´n evolutiva existen dos medidas de
complejidad distintas, en este caso referidas al taman˜o de las reglas, se tratara´n
ambas a lo largo del cap´ıtulo. La primera medida define el taman˜o de una regla
como el nu´mero total de objetos involucrados en la misma [60]. La segunda
medida define el taman˜o de una regla mediante un par ordenado n donde la
primera componente (respectivamente, la segunda componente) es el nu´mero
total de objetos involucrados en la parte izquierda de la regla (respectivamente,
la parte derecha de la regla) [39]. En la Seccio´n 5.2 se han presentado distintas
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fronteras de la complejidad que ya han sido establecidas en este marco.
Cuando se usan reglas de divisio´n, en primer lugar, usando la medida de-
finida en [60], la frontera esta´ definida en el cambio del taman˜o de las reglas
de 2 a 4; es decir, mientras que con reglas symport/antiport evolucionales de
taman˜o 2 permiten resolver eficientemente so´lo problemas de la clase P, se pro-
vee en el mismo art´ıculo una solucio´n al problema SAT en tiempo polinomial.
En esta solucio´n, adema´s, se puede observar que las reglas tienen una longitud
ma´xima de 2 en la parte izquierda y de 2 en la parte derecha. Como se indica
en [39], los sistemas de membranas de T DEC(1, k), k ≥ 1 1 son no eficientes
debido, ba´sicamente, a que, al ser sistemas no cooperativos, se puede usar la
te´cnica del grafo de dependencia.
El uso de las reglas de separacio´n cambia un poco el «paisaje» de las fronte-
ras. Mientras que con la primera medida de complejidad se mantiene la misma
frontera, con la segunda medida de complejidad se tienen nuevos resultados.
En [39] se presenta una solucio´n eficiente del problema SAT en T SEC(3, 2).
Mientras que la restriccio´n de problemas resolubles eficientemente aumenta
con respecto al uso de reglas de divisio´n a que una sola de las partes tenga
taman˜o 1. Esta parte del trabajo se va a dedicar a algunos de los problemas
abiertos existentes que aparecen en c´ırculos grises en las Figuras 5.6, 5.7, 5.8
y 5.9).
8.1. Sistemas P a modo de tejidos con reglas
de comunicacio´n evolutiva y divisio´n
En [60] se da una solucio´n al problema SAT mediante una familia de sistemas
de T DEC(2, 2). Este resultado es, en cierta manera, trivial dado el resultado
PMCT DC(k) ⊆ PMCT DEC(k,k), dado que las reglas symport/antiport evolutivas
son una generalizacio´n de las reglas symport/antiport cla´sicas. En esta seccio´n
se presentara´ una mejora de este resultado reduciendo la longitud de la parte
derecha de las reglas de comunicacio´n a 1.
8.1.1. Solucio´n al problema SAT en T DEC(2, 1)
Para cada n, p ∈ N, consideramos el sistema P
Π(〈n, p〉) = (Γ,Σ, E ,M1, . . . ,Mq,R, iin, iout) de T DEC(2, 1) definido como si-
gue:
1En la referencia se refiere a los sistemas que usan separacio´n celular en lugar de divisio´n
celular, pero el argumento es va´lido para ambos tipos de reglas.
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1. Alfabeto de trabajo Γ:
{yes, no, y1, y2, n1, n2,#} ∪
{ai,j, Ti,j, Fi,j | 1 ≤ i ≤ n, 0 ≤ j ≤ p} ∪
{xi,j,k, xi,j,k, x∗i,j,k | 1 ≤ i ≤ n, 1 ≤ j ≤ p, 0 ≤ k ≤ 2np} ∪
{αj | 1 ≤ j ≤ p+ 1} ∪
{δk | 0 ≤ k ≤ 2np+ 2} ∪
{δ′k | 0 ≤ k ≤ 2np}.
2. Alfabeto de entrada Σ: {xi,j,0, xi,j,0, x∗i,k,0 | 1 ≤ i ≤ n, 1 ≤ j ≤ p}.
3. Alfabeto del entorno E : {γ}.
4. Mk = ∅, 1 ≤ k ≤ np,
Mnp+1 = {δ0},
Mnp+2 = {ai,j | 1 ≤ i ≤ n, 1 ≤ j ≤ p} ∪ {αj | 1 ≤ j ≤ p+ 1},
Mnp+3 = {δ′0}
5. El conjunto de reglas R consiste en las siguientes reglas:
1.1 Reglas para generar p copias de las 2n posibles valoraciones de ver-
dad. Para ello, se generara´n 2np valoraciones de verdad parciales.
[ ai,j ]np+2 → [ Ti,j ]np+2 [Fi,j ]np+2
[ Ti,jFi,j′ ]np+2 [ ]0 → [ ]np+2 [ # ]0
}
para 1 ≤ i ≤ n,1 ≤ j, j′ ≤ p
1.2 Reglas para generar 2np copias de cod(ϕ).
[ xi,j,0 ]np+1 [ ]i⊥j → [ ]np+1 [ xi,j,1 ]i⊥j
[ xi,j,0 ]np+1 [ ]i⊥j → [ ]np+1 [ xi,j,1 ]i⊥j
[ x∗i,j,0 ]np+1 [ ]i⊥j → [ ]np+1 [ x∗i,j,1 ]i⊥j
 para 1 ≤ i ≤ n,1 ≤ j ≤ p
[ xi,j,k ]i⊥j [ γ ]0 → [ xi,j,k+1 ]i⊥j [ ]0
[ xi,j,k ]i⊥j [ γ ]0 → [ xi,j,k+1 ]i⊥j [ ]0
[ x∗i,j,k ]i⊥j [ γ ]0 → [ x∗i,j,k+1 ]i⊥j [ ]0
 para
1 ≤ i ≤ n,
1 ≤ j ≤ p,
1 ≤ k ≤ np
[ xi,j,k ]i⊥j → [ xi,j,k+1 ]i⊥j [ xi,j,k+1 ]i⊥j
[ xi,j,k ]i⊥j → [ xi,j,k+1 ]i⊥j [ xi,j,k+1 ]i⊥j
[ x∗i,j,k ]i⊥j → [ x∗i,j,k+1 ]i⊥j [ x∗i,j,k+1 ]i⊥j
 para
1 ≤ i ≤ n,
1 ≤ j ≤ p,
np+ 1 ≤ k ≤ 2np
[ δ′k ]np+3 [ γ ]0 → [ δ′k+1 ]np+3 [ ]0 , para 0 ≤ k ≤ 2np
[ δ′k ]np+3 → [ δ′k+1 ]np+3 [ δ′k+1 ]np+3 , para np+ 1 ≤ k ≤ 2np
2.1 Reglas para chequear las cla´usulas satisfechas.
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[ Ti,j ]np+2 [ xi,j,2np+1 ]i⊥j → [ cj ]np+2 [ ]i⊥j
[ Ti,j ]np+2 [ xi,j,2np+1 ]i⊥j → [ # ]np+2 [ ]i⊥j
[ Ti,j ]np+2 [ x∗i,j,2np+1 ]i⊥j → [ # ]np+2 [ ]i⊥j
[Fi,j ]np+2 [ xi,j,2np+1 ]i⊥j → [ # ]np+2 [ ]i⊥j
[Fi,j ]np+2 [ xi,j,2np+1 ]i⊥j → [ cj ]np+2 [ ]i⊥j
[Fi,j ]np+2 [ x∗i,j,2np+1 ]i⊥j → [ # ]np+2 [ ]i⊥j

para 1 ≤ i ≤ n,1 ≤ j ≤ p
3.1 Reglas para chequear si todas las cla´usulas son satisfechas por una
valoracio´n de verdad.
[αp+1 ]np+2 [ δ′2np+1 ]np+3 → [α′p+1 ]np+2 [ ]np+3
[ cjαj ]np+2 [ ]0 → [ ]np+2 [ # ]0 , para 1 ≤ j ≤ p
4.1 Contador general.
[ δk ]np+1 [ γ ]0 → [ δk+1 ]np+1 [ ]0 , para 0 ≤ k ≤ 2np+ 2
4.2 Reglas para devolver una respuesta negativa.
[αjα′p+1 ]np+2 [ ]0 → [ ]np+2 [n1 ]0 , para 1 ≤ j ≤ p
[n1 ]0 [ ]np+2 → [ ]0 [n1 ]np+2
[n1 ]np+1 [ δ2np+3 ]np+1 → [n2 ]np+1 [ ]np+1
[n2 ]np+2 [ ]0 → [ ]np+2 [ no ]0
4.3 Reglas para devolver una respuesta positiva.
[α′p+1 ]np+2 [ δ2np+3 ]np+1 → [ y1 ]np+2 [ ]np+1
[ y1 ]np+2 [ γ ]0 → [ y2 ]np+2 [ ]0
[ y2 ]np+2 [ ]0 → [ ]np+2 [ yes ]0
6. La ce´lula de entrada es la ce´lula etiquetada por np + 1 (iin = np + 1) y
la regio´n de salida es el entorno (iout = env).
8.1.2. Descripcio´n de la computacio´n
Consideramos la codificacio´n de la fo´rmula ϕ como se sigue. Sea ϕ(x1, . . . , xn) =
C1 ∧ · · · ∧ Cp, Cj = lj1 ∨ · · · ∨ ljrj , 1 ≤ j ≤ p, ljk ∈ {xi,¬xi | 1 ≤ i ≤ n} una
instancia del problema SAT. Entonces la fo´rmula Booleana ϕ sera´ procesada
por el sistema Π(s(ϕ)) + cod(ϕ), en donde s(ϕ) = 〈n, p〉 y cod(ϕ) = {xi,j,0 |
xi ∈ Cj} ∪ {xi,j,0 | ¬xi ∈ Cj} ∪ {x∗i,j,0 | xi 6∈ Cj,¬xi 6∈ Cj}.
La solucio´n propuesta sigue un algoritmo de fuerza bruta en el marco de
los sistemas P reconocedores a modo de tejidos con reglas de comunicacio´n
evolucional con taman˜o a lo sumo (2, 1) y reglas de divisio´n, y consiste en las
siguientes etapas:
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1. Fase de generacio´n: Usando las reglas de 1.1, se generan p copias de cada
una de las 2n posibles valoraciones de verdad asociadas a {x1, . . . , xn}
en las ce´lulas etiquetadas por np+ 2. Para ello, 2np − 2n valoraciones de
verdad «parciales» son producidas por la eliminacio´n de los elementos
que tengan dos valores Booleanos asociados a una misma variable.
En paralelo, 2np copias de cada objeto xi,j,2np+1, xi,j,2np+1, x∗i,j,2np+1 que
aparezca en cod(ϕ) son generadas por la aplicacio´n de las reglas de 1.1.
Para sincronizarlo con el comienzo de la siguiente fase, el tercer ı´ndice,
k, «evolucionara´» hasta llegar a 2np+ 1. Esta fase tomara´ exactamente
2np+ 1 pasos de computacio´n.
2. Primera fase de chequeo: Las p copias de cada 2n valoraciones de verdad
asociadas con {x1, . . . , xn} generadas en las ce´lulas etiquetadas por np+
2 cooperan con las 2n copias de los objetos xi,j,2np+1, xi,j,2np+1, x∗i,j,2np+1
usando las reglas de 2.1, para saber las cla´usulas que son satisfechas
por la correspondiente valoracio´n de verdad. Merece la pena destacar
que mediante esta fase de chequeo, las 2np − 2n valoraciones de verdad
parciales no pueden satisfacer todas las cla´usulas C1, . . . , Cp en caso que
ϕ sea insatisfactible. Esta fase dura 1 paso de computacio´n.
3. Segunda fase de chequeo: Mediante las reglas de 3.1, el objeto αj es
borrado de la ce´lula etiquetada por np + 2 si y so´lo si la valoracio´n de
verdad asociada a esa ce´lula hace verdadera la cla´usula Cj. Por tanto,
una ce´lula etiquetada por np+2 codificara´ una valoracio´n de verdad que
hace verdadera la fo´rmula ϕ si y so´lo si no queda ningu´n objeto αj al
terminar esta fase, que dura exactamente 1 paso de computacio´n.
4. Fase de salida: Para terminar, las reglas de 4.2 y 4.3 pueden devolver
una respuesta afirmativa o negativa dependiendo de si la fo´rmula ϕ es
satisfactible o no. Esta fase dura exactamente 4 pasos de computacio´n,
sea verdadera o falsa la respuesta.
Teorema 8.1. SAT ∈ PMCT DEC(2,1)
Demostracio´n. La familia de sistemas P construida previamente verifica lo
siguiente:
Todo sistema de la familia Π = {Π(n) | n ∈ N} es un sistema P recono-
cedor de T DEC(2, 1).
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La familia Π es polinomialmente uniforme por ma´quinas de Turing dado
que para cada n, p ∈ N, las reglas de Π(〈n, p〉) de la familia son recursiva-
mente definidas por n, p ∈ N, y la cantidad de recursos necesitados para
construir un elemento de la familia es de orden polinomial con respecto
a n y a p, como se muestra debajo:
• Taman˜o del alfabeto: Θ(n2p2).
• Nu´mero inicial de ce´lulas: 3 + np ∈ Θ(np).
• Nu´mero inicial de objetos en ce´lulas: np+ p+ 3 ∈ Θ(np).
• Nu´mero de reglas: Θ(n2p2).
• Nu´mero ma´ximo de objetos involucrados en cualquier regla: 3 ∈
Θ(1).
El par de funciones computables en tiempo polinomial (cod, s) defini-
do cumple lo siguiente: para cada fo´rmula ϕ del problema SAT, s(ϕ) es
un nu´mero natural, cod(ϕ) es un multiconjunto de entrada del sistema
Π(s(ϕ)) y para cada t ∈ N, s−1(t) es un conjunto finito.
La familia Π esta´ polinomialmente acotada en tiempo: de hecho, para
cada fo´rmula ϕ del problema SAT, el sistema P reconocedor Π(s(ϕ)) +
cod(ϕ) tarda exactamente b3np2 c+np+6 pasos de computacio´n en devolver
una respuesta positiva o negativa, siendo n el nu´mero de variables y p el
nu´mero de cla´usulas de ϕ.
La familia Π es adecuada con respecto a (X, cod, s): de hecho, para cada
fo´rmula ϕ, si las computaciones de Π(s(ϕ)) + cod(ϕ) son de aceptacio´n,
entonces ϕ es satisfactible.
La familia Π es completa con respecto a (X, cod, s): de hecho, para cada
fo´rmula ϕ que sea satisfactible, todas las computaciones de Π(s(ϕ)) +
cod(ϕ) son de aceptacio´n.
Corolario 8.1. NP ∪ co-NP ⊆ PMCT DEC(2,1)
Demostracio´n. Basta con observar que SAT es un problema NP-completo,
SAT ∈ PMCT DEC(2,1) y la clase de complejidad PMCT DEC(2,1) esta´ cerrada
bajo reducibilidad en tiempo polinomial y bajo complementario.
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Dado que el taman˜o ma´ximo de las reglas con la me´trica definida en [39] es
(2, 1), podemos deducir de esto, segu´n la me´trica definida en [60], que a lo sumo
se tienen que usar 3 objetos en el taman˜o total de las reglas de comunicacio´n
evolutiva para poder resolver problemas presuntamente intratables; es decir:
Corolario 8.2. NP ∪ co-NP ⊆ PMCT DEC(3)
8.2. Sistemas P a modo de tejidos con reglas
de comunicacio´n evolutiva y separacio´n
El mejor resultado para la resolucio´n de un problema presuntamente intra-
table en el marco del que trata la actual seccio´n se presento´ en [39], usando
sistemas de T SEC(3, 2). En dicha solucio´n, puede atisbarse que las reglas sym-
port/antiport que tienen longitud 3 pueden evitarse y reducir dicha longitud
a 2. Aqu´ı se presentara´ una solucio´n al problema SAT con dicha restriccio´n. A
continuacio´n, se presentara´ una solucio´n al problema SAT mediante una familia
de sistemas de T SEC(2, 2).
8.2.1. Solucio´n al problema SAT en T SEC(2, 2)
Para cada n, p ∈ N, consideramos el sistema P
Π(〈n, p〉) = (Γ,Σ, E ,M1, . . . ,Mq,R, iin, iout) de T SEC(2, 2) definido como si-
gue:
1. Alfabeto de trabajo Γ:
{yes, no, y1, y2, n1, n2,#} ∪
{ai,j | 1 ≤ i ≤ n, 0 ≤ j ≤ i} ∪
{a′i,j | 2 ≤ i ≤ n, 0 ≤ j ≤ i− 1} ∪
{aLi,j, aRi,j | 2 ≤ i ≤ n, 1 ≤ j ≤ i− 1} ∪
{αj, α′j, αLj , αRj | 1 ≤ j ≤ p+ 1} ∪
{ti, fi, t′i, t′′i f ′′i , tLi , tRi , fLi , fRi | 1 ≤ i ≤ n} ∪
{βl,k, β′l,k, βLl,k, βRl,k | 0 ≤ k ≤ n, 1 ≤ l ≤ n} ∪
{xi,j,k, xi,j,k, x∗i,j,k | 1 ≤ i ≤ n, 1 ≤ j ≤ p, 1 ≤ k ≤ n+ j − 1} ∪
{x′i,j,k, x′i,j,k, x∗′i,j,k, x′′i,j,k, x′′i,j,k, x∗′′i,j,k, x′′′i,j,k, x′′′i,j,k, x∗′′′i,j,k, |
0 ≤ i ≤ n, 1 ≤ j ≤ p, 1 ≤ k ≤ n} ∪
{cj,k | 1 ≤ j ≤ p, j ≤ k ≤ p} ∪ {δi | 0 ≤ i ≤ 4n+ p+ 2} ∪
{δ′i | 0 ≤ i ≤ 4n+ p}.
2. La particio´n {Γ0,Γ1} esta´ definida como sigue:
Γ1 = Γ \ Γ0,Γ0 = {aLi,j | 2 ≤ i ≤ n, 1 ≤ j ≤ i− 1} ∪
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{αLj | 1 ≤ j ≤ p+ 1} ∪ {tLi , fLi | 1 ≤ i ≤ n} ∪
{βLl,k | 0 ≤ k ≤ n, k + 1 ≤ l ≤ n}.
3. Alfabeto de entrada Σ: {xi,j,0, xi,j,0, x∗i,k,0 | 1 ≤ i ≤ n, 1 ≤ j ≤ p}.
4. Alfabeto del entorno E : {γ}.
5. M1 = {δ0, δ′0} ∪ {βn+p+1l,0 | 1 ≤ l ≤ n},
M2 = {ai,0 | 1 ≤ i ≤ n} ∪ {αj | 1 ≤ j ≤ p+ 1}.
6. El conjunto R esta´ formado por las siguientes reglas:
1.1 Reglas para los pasos 4k + 1.
[ ai,i−1 ]2 [ γ ]0 → [ a′i,i−1t′i ]2 [ ]0 , para 1 ≤ i ≤ n
[ ti ]2 [ γ ]0 → [ t′′i ]2 [ ]0
[ fi ]2 [ γ ]0 → [ f ′′i ]2 [ ]0
}
para 1 ≤ i ≤ n
[ ai,j ]2 [ γ ]0 → [ a′i,j ]2 [ ]0 , para 2 ≤ i ≤ n, 0 ≤ j ≤ i− 2
[αj ]2 [ γ ]0 → [α′j ]2 [ ]0 , para 1 ≤ j ≤ p+ 1
[ βl,k ]1 [ γ ]0 → [ β′l,k ]1 [ ]0
}
para 0 ≤ k ≤ n,
k + 1 ≤ l ≤ n
[ xi,j,k ]1 [ γ ]0 → [ x′i,j,k ]1 [ ]0
[ xi,j,k ]1 [ γ ]0 → [ x′i,j,k ]1 [ ]0
[ x∗i,j,k ]1 [ γ ]0 → [ x∗′i,j,k ]1 [ ]0
 para
1 ≤ i ≤ n,
1 ≤ j ≤ p,
0 ≤ k ≤ n− 1
1.2 Reglas para los pasos 4k + 2.
[ a′i,i−1 ]2 [ γ ]0 → [ ai,ifRi ]2 [ ]0
[ t′i ]2 [ γ ]0 → [ tLi ]2 [ ]0
}
para 1 ≤ i ≤ n
[ t′′i ]2 [ γ ]0 → [ tLi tRi ]2 [ ]0
[ f ′′i ]2 [ γ ]0 → [ fLi fRi ]2 [ ]0
}
para 1 ≤ i ≤ n
[ a′i,j ]2 [ γ ]0 → [ aLi,j+1 aRi,j+1 ]2 [ ]0 , para 2 ≤ i ≤ n,0 ≤ j ≤ i− 1
[α′j ]2 [ γ ]0 → [αLj αRj ]2 [ ]0 , para 1 ≤ j ≤ p+ 1
[ β′l,k ]1 [ γ ]0 → [ βLl,k+1 βRl,k+1 ]1 [ ]0 , para 0 ≤ k ≤ n,k + 1 ≤ l ≤ n
[ x′i,j,k ]1 [ γ ]0 → [ x′′2i,j,k+1 ]1 [ ]0
[ x′i,j,k ]1 [ γ ]0 → [ x′′2i,j,k+1 ]1 [ ]0
[ x∗′i,j,k ]1 [ γ ]0 → [ x∗′′2i,j,k+1 ]1 [ ]0

1 ≤ i ≤ n,
1 ≤ j ≤ p,
0 ≤ k ≤ n− 1
8.2. Sistemas P a modo de tejidos con reglas de comunicacio´n evolutiva y
separacio´n 227
1.3 Reglas para los pasos 4k + 3.
[ ai,i ]2 → [ Γ0 ]2 [ Γ1 ]2 , para 1 ≤ i ≤ n
[ βOk,k ]1 [ ]0 → [ ]1 [ βOk,k ]0




1 ≤ k ≤ n,
k + 1 ≤ l ≤ n
[ x′′i,j,k ]1 [ γ ]0 → [ x′′′i,j,k ]1 [ ]0
[ x′′i,j,k ]1 [ γ ]0 → [ x′′′i,j,k ]1 [ ]0
[ x∗′′i,j,k ]1 [ γ ]0 → [ x∗′′′i,j,k ]1 [ ]0
 para
1 ≤ i ≤ n,
1 ≤ j ≤ p,
1 ≤ k ≤ n
1.4 Reglas para los pasos 4k.
[ aOi,j ]2 [ βOk,k ]0 → [ ai,j ]2 [ ]0




r ∈ {t, f},
1 ≤ i ≤ n,
1 ≤ j ≤ n,
1 ≤ k ≤ n
[αOj ]2 [ βOk,k ]0 → [αj ]2 [ ]0 , para
O ∈ {L,R},
1 ≤ j ≤ p+ 1,
0 ≤ k ≤ n
[ x′′′i,j,k ]1 [ γ ]0 → [ xi,j,k ]1 [ ]0
[ x′′′i,j,k ]1 [ γ ]0 → [ xi,j,k ]1 [ ]0
[ x∗′′′i,j,k ]1 [ γ ]0 → [ x∗i,j,k ]1 [ ]0
 para
1 ≤ i ≤ n,
1 ≤ j ≤ p,
0 ≤ k ≤ n
[ βl,k ]0 [ ]1 → [ ]0 [ βl,k ]1 , para 0 ≤ k ≤ n, k + 1 ≤ l ≤ n
2.1 Reglas para chequear las cla´usulas satisfechas.
[ ti ]2 [ xi,j,n+j−1 ]1 → [ cj,j ti ]2 [ ]1
[ ti ]2 [ xi,j,n+j−1 ]1 → [ ti ]2 [ ]1
[ ti ]2 [ x∗i,j,n+j−1 ]1 → [ ti ]2 [ ]1
[ fi ]2 [ xi,j,n+j−1 ]1 → [ fi ]2 [ ]1
[ fi ]2 [ xi,j,n+j−1 ]1 → [ cj,j fi ]2 [ ]1
[ fi ]2 [ x∗i,j,n+j−1 ]1 → [ fi ]2 [ ]1

para 1 ≤ i ≤ n, 1 ≤ j ≤ p
[ xi,j,n+k ]1 [ γ ]0 → [ xi,j,n+k+1 ]1 [ ]0
[ xi,j,n+k ]1 [ γ ]0 → [ xi,j,n+k+1 ]1 [ ]0
[ x∗i,j,n+k ]1 [ γ ]0 → [ x∗i,j,n+k+1 ]1 [ ]0
 para
1 ≤ i ≤ n,
1 ≤ j ≤ p,
0 ≤ k ≤ j − 2
[ cj,k ]2 [ γ ]0 → [ cj,k+1 ]2 [ ]0 , para 1 ≤ j ≤ p, j ≤ k ≤ p− 1
3.1 Reglas para chequear si todas las cla´usulas son satisfechas por una
valoracio´n de verdad.
[αp+1 ]2 [ δ′4n+p ]1 → [α′p+1 ]2 [ ]1
[αj cj,p ]2 [ ]0 → [ ]2 [ # ]0 , para 1 ≤ j ≤ p
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4.1 Contadores generales.
[ δi ]1 [ γ ]0 → [ δi+1 ]1 [ ]0 , para 0 ≤ i ≤ 4n+ p+ 1
[ δ′4i+1 ]1 [ γ ]0 → [ δ′24i+2 ]1 [ ]0 , para 0 ≤ i ≤ n− 1
[ δ′4i+k ]1 [ γ ]0 → [ δ′4i+k+1 ]1 [ ]0 , para 0 ≤ i ≤ n−1, k ∈ {0, 2, 3}
[ δ′4n+i ]1 [ γ ]0 → [ δ′4n+i+1 ]1 [ ]0 , para 0 ≤ i ≤ p− 1
4.2 Reglas para devolver una respuesta negativa.
[αj α′p+1 ]2 [ ]0 → [ ]2 [n1 ]0 , para 1 ≤ j ≤ p
[n1 ]0 [ ]2 → [ ]0 [n1 ]2
[n1 ]2 [ δ4n+p+2 ]1 → [n2 ]2 [ ]1
[n2 ]2 [ ]0 → [ ]2 [ no ]0
4.3 Reglas para devolver una respuesta positiva.
[α′p+1 ]2 [ δ4n+p+2 ]1 → [ y1 ]2 [ ]1
[ y1 ]2 [ γ ]0 → [ y2 ]2 [ ]0
[ y2 ]2 [ ]0 → [ ]2 [ yes ]0
7. La ce´lula de entrada es la ce´lula etiquetada por 1 (iin = 1) y la regio´n
de salida es el entorno (iout = env).
Consideramos la codificacio´n de la fo´rmula ϕ como se sigue. Sea ϕ(x1, . . . , xn) =
C1 ∧ · · · ∧ Cp, Cj = lj1 ∨ · · · ∨ ljrj , 1 ≤ j ≤ p, ljk ∈ {xi,¬xi | 1 ≤ i ≤ n} una
instancia del problema SAT. Entonces la fo´rmula Booleana ϕ sera´ procesada
por el sistema Π(s(ϕ)) + cod(ϕ), en donde s(ϕ) = 〈n, p〉 y cod(ϕ) = {xi,j,0 |
xi ∈ Cj} ∪ {xi,j,0 | ¬xi ∈ Cj} ∪ {x∗i,j,0 | xi 6∈ Cj,¬xi 6∈ Cj}.
Definimos codk(ϕ) como los elementos de cod(ϕ) a los cuales su tercer
sub´ındice se le ha asignado el valor k. De la misma manera, definimos cod′k(ϕ),
cod′′k(ϕ) y cod′′′k (ϕ) como los elementos de codk(ϕ) que se les an˜ade una prima,
doble prima y triple prima, respectivamente. Por conveniencia de notacio´n,
denotamos por codjk(ϕ) el subconjunto de elementos de codk(ϕ) cuyo segundo
sub´ındice sea mayor o igual que j.
La fo´rmula ϕ sera´ procesada por el sistema Π(s(ϕ)) + cod(ϕ). La solucio´n
propuesta sigue, como en la seccio´n anterior, un algoritmo de fuerza bruta
en el marco de los sistemas P reconocedores a modo de tejidos con reglas de
comunicacio´n evolucional con taman˜o, a lo sumo, (2, 2) y, en esta ocasio´n,
reglas de separacio´n. Consiste en las siguientes fases:
Fase de generacio´n: Usando reglas de separacio´n cada 4 pasos, se produ-
cen 2n ce´lulas etiquetadas por 2 que tienen todas las posibles valoraciones
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de verdad. Al mismo tiempo, generamos 2n copias de codn(ϕ). Esta fa-
se tarda exactamente n pasos de computacio´n, siendo n el nu´mero de
variables de ϕ.
Primera fase de chequeo: Utilizando las reglas de 2.1, podemos chequear
que´ cla´usulas de la fo´rmula ϕ son satisfechas por una valoracio´n de verdad
en concreto. Esta fase tarda p pasos de computacio´n, siendo p el nu´mero
de cla´usulas de ϕ.
Segunda fase de chequeo: Mediante el uso de las reglas de 3.1, se elimi-
nan los objetos αj tales que son eliminados de una ce´lula si y so´lo si la
valoracio´n de verdad asociada a dicha ce´lula hace verdadera la cla´usula
Cj. Esta fase tarda 1 paso de computacio´n.
Fase de salida: Con las reglas de 4.2 y 4.3, devolvemos una respuesta
afirmativa o negativa dependiendo de si la fo´rmula ϕ es satisfactible o
no. Esta fase tarda exactamente 4 pasos de computacio´n, independien-
temente de si ϕ es satisfactible o no.
8.2.1.1. Verificacio´n formal
Aqu´ı se detallara´ una verificacio´n exhaustiva del sistema.
Fase de generacio´n
En esta fase, todas las valoraciones de verdad de las variables asociadas a
la fo´rmula ϕ(x1, . . . , xn) sera´n generadas, mediante la aplicacio´n de reglas de
separacio´n de 1.2 en las ce´lulas etiquetadas por 2. De tal manera que en los
pasos 4i + 2 (1 ≤ i ≤ n − 1) de esta fase, la regla de separacio´n asociada al
objeto ai,i sera´ disparada, y los objetos ti y fi sera´n distribuidos entre las dos
nuevas ce´lulas creadas. En el u´ltimo paso de esta fase, cada ce´lula etiquetada
por 2 contendra´ una valoracio´n de verdad de la fo´rmula.
Proposicio´n 8.1. Sea C = (C0, C1, . . . , Cq) una computacio´n del sistema Π(s(ϕ))
con multiconjunto de entrada cod(ϕ).
(a0) Para cada 4k (0 ≤ k ≤ n−1) en la configuracio´n C4k tenemos lo siguien-
te:
C4k(1) = {δ4k, δ′2k4k, codk(ϕ)2k} ∪ {β2kl,k | k + 1 ≤ l ≤ n}
Hay 2k ce´lulas etiquetadas por 2 tales que contienen
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• objetos ak+1,k, . . . , an,k;
• objetos r1, . . . , rk, siendo r ∈ {t, f}; y
• objetos α1, . . . , αp+1.
(a1) Para cada 4k+1 (0 ≤ k ≤ n−1) en la configuracio´n Config4k+1 tenemos
lo siguiente:
C4k+1(1) = {δ4k+1, δ′2k4k+1, cod′k(ϕ)2k} ∪ {β′2
k
l,k | k + 1 ≤ l ≤ n}
Hay 2k ce´lulas etiquetadas por 2 tales que contienen
• objetos a′k+1,k, . . . , a′n,k;
• objetos r′′1 , . . . , r′′k, siendo r ∈ {t, f}
• un objeto t′k+1; y
• objetos α′1, . . . , α′p+1.
(a2) Para cada 4k + 2 (0 ≤ k ≤ n − 1) en la configuracio´n C4k+2 tenemos lo
siguiente:
C4k+2(1) = {δ4k+2, δ′2k+14k+3, cod′′k+1(ϕ)2k+1} ∪
{βO2kl,k | O ∈ {L,R}, k + 1 ≤ l ≤ n}
Hay 2k ce´lulas etiquetadas por 2 tales que contienen
• objetos ak+1,k, . . . , an,k;
• objetos r1, . . . , rk, siendo r ∈ {t, f}; y
• objetos α1, . . . , αp+1.




k+1,k+1} ∪ {β2k+1l,k+1 | k + 2 ≤ l ≤ n}
C4k+3(1) = {δ4k+3, δ′2k+14k+3, cod′′′k+1(ϕ)2k+1} ∪ {β2kl,k | k + 1 ≤ l ≤ n}
Hay 2k+1 ce´lulas etiquetadas por 2 tales que contienen
• objetos ak+1,k, . . . , an,k;
• objetos r1, . . . , rk, siendo r ∈ {t, f}; y
• objetos α1, . . . , αp+1.
(b) C4n(1) = {δ4n, δ′2n4n, cod4n(ϕ)2n}, y hay 2n ce´lulas etiquetadas por 2 tales
que cada una de ellas contiene los objetos α1, . . . , αp+1, as´ı como un
subconjunto distinto {r1, . . . , rn}, siendo r ∈ {t, f}.
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(a) sera´ demostrado por induccio´n sobre k.
(a0) El caso base k = 0 es trivial ya que en la configuracio´n inicial tene-
mos: C0(1) = {δ0, δ′0, cod0(ϕ)} ∪ {βl,0 | 1 ≤ l ≤ n} y existe una sola
ce´lula etiquetada por 2 que tiene los objetos α1, . . . , αp+1 y los objetos
a1,0, . . . , an,0. Entonces, la configuracio´n C0 da lugar a la configuracio´n C1
por la aplicacio´n de las reglas:
[ a1,0 ]2 [ γ ]0 → [ a′1,0t′1 ]2 [ ]0
[ ai,0 ]2 [ γ ]0 → [ a′i,0 ]2 [ ]0 , para 2 ≤ i ≤ n
[αj ]2 [ γ ]0 → [α′j ]2 [ ]0 , para 1 ≤ j ≤ p+ 1
[ βl,0 ]1 [ γ ]0 → [ β′l,0 ]1 [ ]0 , para 1 ≤ l ≤ n
[ xi,j,0 ]1 [ γ ]0 → [ x′i,j,1 ]1 [ ]0
[ xi,j,0 ]1 [ γ ]0 → [ x′i,j,1 ]1 [ ]0
[ x∗i,j,0 ]1 [ γ ]0 → [ x∗′i,j,1 ]1 [ ]0
 para 1 ≤ i ≤ n, 1 ≤ j ≤ p
[ δ0 ]1 [ γ ]0 → [ δ1 ]1 [ ]0
[ δ′0 ]1 [ γ ]0 → [ δ′1 ]1 [ ]0
(a1) As´ı, C1(1) = {δ1, δ′1, cod′1(ϕ)} ∪ {β′l,0 | 1 ≤ l ≤ n} y en C1 hay una ce´lula
etiquetada por 2 tal que contiene el conjunto de objetos {a′1,0, . . . , a′n,0},
el objeto t′1 y los objetos α′1, . . . , α′p+1. Por tanto, la configuracio´n C1 da
lugar a la configuracio´n C2 por la aplicacio´n de las reglas:
[ a′1,0 ]2 [ γ ]0 → [ a1,1fR1 ]2 [ ]0
[ t′1 ]2 [ γ ]0 → [ tL1 ]2 [ ]0
[ a′i,0 ]2 [ γ ]0 → [ aLi,1 aRi,1 ]2 [ ]0 , para2 ≤ i ≤ n
[α′j ]2 [ γ ]0 → [αLj αRj ]2 [ ]0 , para 1 ≤ j ≤ p+ 1
[ β′l,k ]1 [ γ ]0 → [ βLl,k+1βRl,k+1 ]1 [ ]0 , para k + 1 ≤ l ≤ n
[ x′i,j,0 ]1 [ γ ]0 → [ x′′2i,j,1 ]1 [ ]0
[ x′i,j,0 ]1 [ γ ]0 → [ x′′2i,j,1 ]1 [ ]0
[ x∗′i,j,0 ]1 [ γ ]0 → [ x∗′′2i,j,1 ]1 [ ]0
 para 1 ≤ i ≤ n,1 ≤ j ≤ p
[ δ1 ]1 [ γ ]0 → [ δ2 ]1 [ ]0
[ δ′1 ]1 [ γ ]0 → [ δ′22 ]1 [ ]0
(a2) As´ı, C2(1) = {δ2, δ′22, cod′′1(ϕ)}∪ {βOl,1 | O ∈ {L,R}, 1 ≤ l ≤ n} y en la C2
hay una ce´lula etiquetada por 2 tal que contiene el conjunto de objetos
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{a1,1, . . . , an,1}, los objetos tL1 y fR1 y los objetos αO1 , . . . , αOp+1, para O ∈
{L,R}. Por tanto, la configuracio´n C2 da lugar a la configuracio´n C3 por
la aplicacio´n de las reglas:
[ a1,1 ]2 → [ Γ0 ]2 [ Γ1 ]2 , para 1 ≤ i ≤ n
[ βO1,1 ]1 [ ]0 → [ ]1 [ βO1,1 ]0
[ βOl,1 ]1 [ ]0 → [ ]1 [ βl,1 ]0
}
para O ∈ {L,R},
k + 1 ≤ l ≤ n
[ x′′i,j,0 ]1 [ γ ]0 → [ x′′′i,j,0 ]1 [ ]0
[ x′′i,j,0 ]1 [ γ ]0 → [ x′′′i,j,0 ]1 [ ]0
[ x∗′′i,j,0 ]1 [ γ ]0 → [ x∗′′′i,j,0 ]1 [ ]0
 para 1 ≤ i ≤ n,1 ≤ j ≤ p,
[ δ2 ]1 [ γ ]0 → [ δ3 ]1 [ ]0
[ δ′2 ]1 [ γ ]0 → [ δ′3 ]1 [ ]0
(a3) As´ı, C3(1) = {δ3, δ′23, cod′′′1 (ϕ)}, en el entorno esta´ el multiconjunto {βO1,1 |
O ∈ {L,R}} ∪ {β2l,1 | 2 ≤ l ≤ n} y en C2 hay dos ce´lulas etiquetadas
por 2 tales que contienen el conjunto de objetos {aO2,1, . . . , aOn,1} con O =
L (respectivamente, O = R), el objeto tL1 (respectivamente, fR1 ) y los
objetos αO1 , . . . , αOp+1, para O = L (respectivamente, O = R). Por lo
tanto, el resultado es va´lido para k = 0
Suponiendo que, por induccio´n, el resultado es verdadero para k (1 ≤
k ≤ n− 1); es decir,
(a0) Para cada 4k (0 ≤ k ≤ n − 1) en la configuracio´n C4k tenemos lo
siguiente:
• C4k(1) = {δ4k, δ′2k4k, codk(ϕ)2k} ∪ {β2kl,k | k + 1 ≤ l ≤ n}
• Hay 2k ce´lulas etiquetadas por 2 tales que contienen
◦ objetos ak+1,k, . . . , an,k;
◦ objetos r1, . . . , rk, siendo r ∈ {t, f}; y
◦ objetos α1, . . . , αp+1.
(a1) Para cada 4k + 1 (0 ≤ k ≤ n − 1) at configuracio´n C4k+1 tenemos
lo siguiente:
• C4k+1(1) = {δ4k+1, δ′2k4k+1, cod′k(ϕ)2k} ∪ {β′2
k
l,k | k + 1 ≤ l ≤ n}
• Hay 2k ce´lulas etiquetadas por 2 tales que contienen
◦ objetos a′k+1,k, . . . , a′n,k;
◦ objetos r′′1 , . . . , r′′k , siendo r ∈ {t, f}
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◦ un objeto t′k+1; y
◦ objetos α′1, . . . , α′p+1.
(a2) Para cada 4k+ 2 (0 ≤ k ≤ n− 1) en la configuracio´n C4k+2 tenemos
lo siguiente:
• C4k+2(1) = {δ4k+2, , δ′2k+14k+2cod′′k+1(ϕ)2k+1}∪{βO2
k
l,k | O ∈ {L,R}, k+
1 ≤ l ≤ n}
• Hay 2k ce´lulas etiquetadas por 2 tales que contienen
◦ objetos ak+1,k, . . . , an,k;
◦ objetos r1, . . . , rk, siendo r ∈ {t, f}; y
◦ objetos α1, . . . , αp+1.
(a3) Para cada 4k+ 3 (0 ≤ k ≤ n− 1) en la configuracio´n C4k+3 tenemos
lo siguiente:
• C4k+3(0) = {βO2
k
k+1,k+1} ∪ {β2k+1l,k+1 | k + 2 ≤ l ≤ n}
• C4k+3(1) = {δ4k+3, δ′2k+14k+3, cod′′′k+1(ϕ)2k+1}∪{β2kl,k | k+ 1 ≤ l ≤ n}
• Hay 2k+1 ce´lulas etiquetadas por 2 tales que contienen
◦ objetos ak+1,k, . . . , an,k;
◦ objetos r1, . . . , rk, siendo r ∈ {t, f}; y
◦ objetos α1, . . . , αp+1.
Por tanto, por hipo´tesis de induccio´n, queremos probar el resultado para
k + 1.
(a0) Entonces, la configuracio´n C4k+3 da lugar a la configuracio´n C4(k+1)
por la aplicacio´n de las reglas:
[ aOi,j ]2 [ βOk+1,k+1 ]0 → [ ai,j ]2 [ ]0




r ∈ {t, f},
1 ≤ i ≤ n,
1 ≤ j ≤ n
[αOj ]2 [ βOk+1,k+1 ]0 → [αj ]2 [ ]0 , para O ∈ {L,R}, 1 ≤ j ≤ p+
1
[ x′′′i,j,k+1 ]1 [ γ ]0 → [ xi,j,k+1 ]1 [ ]0
[ x′′′i,j,k+1 ]1 [ γ ]0 → [ xi,j,k+1 ]1 [ ]0
[ x∗′′′i,j,k+1 ]1 [ γ ]0 → [ x∗i,j,k+1 ]1 [ ]0
 para 1 ≤ i ≤ n, 1 ≤ j ≤ p
[ βl,k+1 ]0 [ ]1 → [ ]0 [ βl,k+1 ]1 , para k + 2 ≤ l ≤ n
[ δ4k+3 ]1 [ γ ]0 → [ δ4(k+1) ]1 [ ]0
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[ δ′4k+3 ]1 [ γ ]0 → [ δ′4(k+1) ]1 [ ]0
Por lo tanto, lo siguiente es va´lido:
• C4(k+1)(1) = {δ4(k+1), δ′2k+14(k+1), codk+1(ϕ)2k+1} ∪ {β2k+1l,k+1 | k + 2 ≤
l ≤ n}
• Hay 2k+1 ce´lulas etiquetadas por 2 tales que contienen
◦ objetos ak+2,k+1, . . . , an,k+1;
◦ objetos r1, . . . , rk+1, siendo r ∈ {t, f}; y
◦ objetos α1, . . . , αp+1.
(a1) Entonces, la configuracio´n C4(k+1) da lugar a la configuracio´n C4(k+1)+1
por la aplicacio´n de las reglas:
[ ak+1,k ]2 [ γ ]0 → [ a′k+1,kt′k+1 ]2 [ ]0
[ ti ]2 [ γ ]0 → [ t′′i ]2 [ ]0
[ fi ]2 [ γ ]0 → [ f ′′i ]2 [ ]0
}
para 1 ≤ i ≤ k
[ ai,k+1 ]2 [ γ ]0 → [ a′i,k+1 ]2 [ ]0 , para 2 ≤ i ≤ n
[αj ]2 [ γ ]0 → [α′j ]2 [ ]0 , para 1 ≤ j ≤ p+ 1
[ βl,k+1 ]1 [ γ ]0 → [ β′l,k+1 ]1 [ ]0
}
para k + 2 ≤ l ≤ n
[ xi,j,k+1 ]1 [ γ ]0 → [ x′i,j,k+1 ]1 [ ]0
[ xi,j,k+1 ]1 [ γ ]0 → [ x′i,j,k+1 ]1 [ ]0
[ x∗i,j,k+1 ]1 [ γ ]0 → [ x∗′i,j,k+1 ]1 [ ]0
 para 1 ≤ i ≤ n, 1 ≤ j ≤ p
[ δ4(k+1) ]1 [ γ ]0 → [ δ4(k+1)+1 ]1 [ ]0
[ δ′4(k+1) ]1 [ γ ]0 → [ δ′4(k+1)+1 ]1 [ ]0
Por tanto, lo siguiente es va´lido:
• C4(k+1)+1(1) = {δ4(k+1)+1, δ′2k4(k+1)+1, cod′k+1(ϕ)2k+1} ∪ {β′2
k
l,k | k+
1 ≤ l ≤ n}
• Hay 2k+1 ce´lulas etiquetadas por 2 tales que contienen
◦ objetos a′k+2,k+1, . . . , a′n,k+1;
◦ objetos r′′1 , . . . , r′′k+1, siendo r ∈ {t, f}
◦ un objeto t′k+2; y
◦ objetos α′1, . . . , α′p+1.
(a2) Then, configuracio´n C4(k+1)+1 da lugar a la configuracio´n C4(k+1)+2
por la aplicacio´n de las reglas:
[ a′k+1,k ]2 [ γ ]0 → [ ak+1,k+1fRk+1 ]2 [ ]0
[ t′k+1 ]2 [ γ ]0 → [ tLk+1 ]2 [ ]0
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[ t′′i ]2 [ γ ]0 → [ tLi tRi ]2 [ ]0
[ f ′′i ]2 [ γ ]0 → [ fLi fRi ]2 [ ]0
}
para 1 ≤ i ≤ k
[ a′i,k+1 ]2 [ γ ]0 → [ aLi,k+2aRi,k+2 ]2 [ ]0 , para 2 ≤ i ≤ n
[α′j ]2 [ γ ]0 → [αLj αRj ]2 [ ]0 , para 1 ≤ j ≤ p+ 1
[ β′l,k+1 ]1 [ γ ]0 → [ βLl,k+2βRl,k+2 ]1 [ ]0 , para k + 2 ≤ l ≤ n
[ x′i,j,k+1 ]1 [ γ ]0 → [ x′′2i,j,k+2 ]1 [ ]0
[ x′i,j,k+1 ]1 [ γ ]0 → [ x′′2i,j,k+2 ]1 [ ]0
[ x∗′i,j,k+1 ]1 [ γ ]0 → [ x∗′′2i,j,k+2 ]1 [ ]0
 1 ≤ i ≤ n,1 ≤ j ≤ p
[ δ4(k+1)+1 ]1 [ γ ]0 → [ δ4(k+1)+2 ]1 [ ]0
[ δ′4(k+1)+1 ]1 [ γ ]0 → [ δ′24(k+1)+2 ]1 [ ]0
Por tanto, lo siguiente es va´lido:
• C4(k+1)+2(1) = {δ4(k+1)+2, δ′2k+24(k+1)+2, cod′′k+2(ϕ)2k+2}∪{β2k+1l,k | k+
1 ≤ l ≤ n}
• Hay 2k+1 ce´lulas etiquetadas por 2 tales que contienen
◦ objetos ak+2,k+1, . . . , an,k+1;
◦ objetos r1, . . . , rk+1, siendo r ∈ {t, f}; y
◦ objetos α1, . . . , αp+1.
(a3) Entonces, la configuracio´n C4(k+1)+2 da lugar a la configuracio´n C4(k+1)+3
por la aplicacio´n de las reglas:
[ ak+1,k+1 ]2 → [ Γ0 ]2 [ Γ1 ]2 , para 1 ≤ i ≤ n
[ βOk+1,k+1 ]1 [ ]0 → [ ]1 [ βOk+1,k+1 ]0
[ βOl,k+1 ]1 [ ]0 → [ ]1 [ βl,k+1 ]0
}
para O ∈ {L,R}, k + 2 ≤
l ≤ n
[ x′′i,j,k+2 ]1 [ γ ]0 → [ x′′′i,j,k+2 ]1 [ ]0
[ x′′i,j,k+2 ]1 [ γ ]0 → [ x′′′i,j,k+2 ]1 [ ]0
[ x∗′′i,j,k+2 ]1 [ γ ]0 → [ x∗′′′i,j,k+2 ]1 [ ]0
 para 1 ≤ i ≤ n,1 ≤ j ≤ p
[ δ4(k+1)+2 ]1 [ γ ]0 → [ δ4(k+1)+3 ]1 [ ]0
[ δ′4(k+1)+2 ]1 [ γ ]0 → [ δ′4(k+1)+3 ]1 [ ]0
Por tanto, lo siguiente es va´lido:
• C4(k+1)+3(0) = {βO2
k+1
k+2,k+2} ∪ {β2k+2l,k+2 | k + 3 ≤ l ≤ n}
• C4(k+1)+3(1) = {δ4(k+1)+3, δ′2k+24(k+1)+3, cod′′′k+2(ϕ)2k+2} ∪ {β2k+1l,k+1 |
k + 2 ≤ l ≤ n}
• Hay 2k+2 ce´lulas etiquetadas por 2 tales que contienen
◦ objetos ak+2,k+1, . . . , an,k+1;
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◦ objetos r1, . . . , rk+1, siendo r ∈ {t, f}; y
◦ objetos α1, . . . , αp+1.
Para probar (b) es suficiente con darse cuenta de que, por una parte, de
(a3) la configuracio´n C4n−12 lleva:
• C4n−1(1) = {δ4n−1, δ′2n4n−1, cod′′′n (ϕ)}.
• Hay 2n ce´lulas etiquetadas por 2 tales que contienen
◦ un subconjunto diferente {rO1 , . . . , rOn }, siendo r ∈ {t, f} y O ∈
{L,R}; y
◦ objetos αO, . . . , αOp+1, for O ∈ {L,R}.
Por otra parte, la configuracio´n C4n−1 da lugar a la configuracio´n C4n por
la aplicacio´n de las reglas:
[ rOi ]2 [ βOn,n ]0 → [ ri ]2 [ ]0 , para
O ∈ {L,R},
r ∈ {t, f},
1 ≤ i ≤ n
[αOj ]2 [ βOn,n ]0 → [αj ]2 [ ]0 , para O ∈ {L,R}, 1 ≤ j ≤ p+ 1
[ x′′′i,j,n ]1 [ γ ]0 → [ xi,j,n ]1 [ ]0
[ x′′′i,j,n ]1 [ γ ]0 → [ xi,j,n ]1 [ ]0
[ x∗′′′i,j,n ]1 [ γ ]0 → [ x∗i,j,n ]1 [ ]0
 para 1 ≤ i ≤ n, 1 ≤ j ≤ p
[ δ4n−1 ]1 [ γ ]0 → [ δ4n ]1 [ ]0
[ δ′4n−1 ]1 [ γ ]0 → [ δ′4n ]1 [ ]0
Entonces, tenemos que C4n(1) = {δ4n, δ′2n4n, cod4n(ϕ)2n}, y que hay 2n
ce´lulas etiquetadas por 2 tales que contienen los objetos α1, . . . , αp+1, as´ı
como un subconjunto diferente {r1, . . . , rn}, siendo r ∈ {t, f}.
Primera fase de chequeo
Siguiente a la fase de generacio´n viene la primera fase de chequeo, donde
los objetos cj,k son creados para saber que´ cla´usula Cj ha sido satisfecha por la
valoracio´n de verdad codificada en las ce´lulas etiquetadas por 2. En cada paso,
disparamos reglas para una sola cla´usula, con lo que en p pasos obtendremos
objetos cj,k si la cla´usula es satisfecha. Esto puede ser debido a dos razones:
2Aqu´ı, 4n− 1 = 4k + 3 para k = n− 1.
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El literal xi aparece en la cla´usula Cj, y el valor de la variable xi en una
valoracio´n de verdad es verdadera. Entonces, podemos decir que dicha
valoracio´n de verdad satisface esa cla´usula; o
El literal ¬xi aparece en la cla´usula Cj, y el valor de la variable xi
en l valoracio´n de verdad es falsa. Entonces, podemos decir que dicha
valoracio´n de verdad satisface esa cla´usula.
En cualquier otro caso, la variable xi no aporta nada a la cla´usula Cj. En
el u´ltimo paso de esta fase, las ce´lulas etiquetadas por 2 tendra´n objetos cj,p
donde Cj son cla´usulas satisfechas por dicha valoracio´n de verdad. Adema´s,
tenemos un objeto α′p+1 para usarlo en la siguiente fase.
Proposicio´n 8.2. Sea C = (C0, C1, . . . , Cq) una computacio´n del sistema Π(s(ϕ))
con multiconjunto de entrada cod(ϕ).
(a) Para cada k (0 ≤ k ≤ p − 1) en la configuracio´n C4n+k tenemos lo
siguiente:
C4n+k(1) = {δ4n+k, δ′2n4n+k, codkn(ϕ)2n}
Hay 2n ce´lulas etiquetadas por 2 tales que contienen
• objetos r1, . . . , rn, siendo r ∈ {t, f};
• objetos α1, . . . , αp+1; y
• objetos c1,k, . . . , ck,k, donde cj,k representa que la cla´usula Cj ha
sido satisfecha por la valoracio´n de verdad codificada en dicha
ce´lula.
(b) C4n+p(1) = {δ4n+p, δ′2n4n+p}, y hay 2n ce´lulas etiquetadas por 2 tales que
cada una de ellas contiene los objetos α1, . . . , αp+1, un subconjunto dis-
tinto {r1, . . . , rn} y objetos cj cuando la cla´usula Cj sea satisfecha en esa
ce´lula.
(a) sera´ demostrado por induccio´n sobre k.
(a) El caso base k = 0 es trivial ya que en la configuracio´n inicial tenemos:
C4n(1) = {δ4n, δ′2n4n, cod4n(ϕ)} y hay 2n ce´lulas etiquetadas por 2 que con-
tienen los objetos α1, . . . , αp+1 y un subconjunto distinto {r1, . . . , rn},
siendo r ∈ {t, f}. Entonces, la configuracio´n C4n da lugar a la configura-
cio´n C4n+1 por la aplicacio´n de las reglas:
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[ ti ]2 [ xi,1,n ]1 → [ c1,1ti ]2 [ ]1
[ ti ]2 [ xi,1,n ]1 → [ ti ]2 [ ]1
[ ti ]2 [ x∗i,1,n ]1 → [ ti ]2 [ ]1
[ fi ]2 [ xi,1,n ]1 → [ fi ]2 [ ]1
[ fi ]2 [ xi,1,n ]1 → [ c1,1fi ]2 [ ]1
[ fi ]2 [ x∗i,1,n ]1 → [ fi ]2 [ ]1

para 1 ≤ i ≤ n, 1 ≤ j ≤ p
[ xi,j,n+k ]1 [ γ ]0 → [ xi,j,n+k+1 ]1 [ ]0
[ xi,j,n+k ]1 [ γ ]0 → [ xi,j,n+k+1 ]1 [ ]0
[ x∗i,j,n+k ]1 [ γ ]0 → [ x∗i,j,n+k+1 ]1 [ ]0
 para 1 ≤ i ≤ n, 2 ≤ j ≤ p
[ δ4n ]1 [ γ ]0 → [ δ4n+1 ]1 [ ]0
[ δ′4n ]1 [ γ ]0 → [ δ′4n+1 ]1 [ ]0
As´ı, C4n+1(1) = {δ4n+1, δ′2n4n+1, cod24n+1(ϕ)2n} y en C4n+1 hay 2n ce´lulas
etiquetadas por 2 tales que contienen los objetos α1, . . . , αp+1, un sub-
conjunto distinto {r1, . . . , rn}, siendo r ∈ {t, f} y objetos c1,1 si algu´n
literal presente en C1 la satisface3. Por tanto, el resultado es va´lido para
k = 1.
Suponiendo que, por induccio´n, el resultado es verdadero para k (0 ≤
k ≤ p− 1); es decir,
C4n+k(1) = {δ4n+k, δ′2n4n+k, codk+1n (ϕ)2k}
Hay 2n ce´lulas etiquetadas por 2 tales que contienen
• objetos r1, . . . , rn, siendo r ∈ {t, f};
• objetos α1, . . . , αp+1; y
• objetos c1,k, . . . , ck,k, donde cj,k representa que la cla´usula Cj ha
sido satisfecha por la valoracio´n de verdad codificada en dicha
ce´lula.
Entonces, la configuracio´n C4n+k da lugar a la configuracio´n C4n+k+1 por
la aplicacio´n de las reglas:
[ ti ]2 [ xi,k+1,n+k ]1 → [ ck+1,k+1ti ]2 [ ]1
[ ti ]2 [ xi,k+1,n+k ]1 → [ ti ]2 [ ]1
[ ti ]2 [ x∗i,k+1,n+k ]1 → [ ti ]2 [ ]1
[ fi ]2 [ xi,k+1,n+k ]1 → [ fi ]2 [ ]1
[ fi ]2 [ xi,k+1,n+k ]1 → [ ck+1,k+1fi ]2 [ ]1
[ fi ]2 [ x∗i,k+1,n+k ]1 → [ fi ]2 [ ]1

para 1 ≤ i ≤ n, 1 ≤ j ≤ p
3Aqu´ı, los objetos # son creados, pero no sera´n usados ma´s a lo largo de la computacio´n,
as´ı que no sera´n anotados en esta verificacio´n.
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[ xi,j,n+k ]1 [ γ ]0 → [ xi,j,n+k+1 ]1 [ ]0
[ xi,j,n+k ]1 [ γ ]0 → [ xi,j,n+k+1 ]1 [ ]0
[ x∗i,j,n+k ]1 [ γ ]0 → [ x∗i,j,n+k+1 ]1 [ ]0
 para 1 ≤ i ≤ n, k + 2 ≤ j ≤ p
[ cj,k ]2 [ γ ]0 → [ cj,k+1 ]2 [ ]0 , para 1 ≤ j ≤ p, k ≤ k ≤ p− 1
[ δ4n+k ]1 [ γ ]0 → [ δ4n+k+1 ]1 [ ]0
[ δ′4n+k ]1 [ γ ]0 → [ δ′4n+k+1 ]1 [ ]0
As´ı, C4n+k+1(1) = {δ4n+k+1, δ′2n4n+k+1, codk+24n+k+1(ϕ)2n} y in C4n+k+1 hay 2n
ce´lulas etiquetadas por 2 tales que contienen los objetos α1, . . . , αp+1, un
subconjunto distinto {r1, . . . , rn}, siendo r ∈ {t, f} y objetos c1,k, . . . , ck,k
si algu´n literal presente en Cj las satisface.
Para demostrar (b) es suficiente darse cuenta de que, por una parte, de (a)
la configuracio´n C4n+p−1 lleva:
C4n+p−1(1) = {δ4n+p−1, δ′2n4n+p−1, codpn(ϕ)2n}
Hay 2n ce´lulas etiquetadas por 2 tales que contienen
• objetos r1, . . . , rn, siendo r ∈ {t, f};
• objetos α1, . . . , αp+1; y
• objetos c1,p−1, . . . , cp−1,p−1, donde cj,p−1 representa que la cla´usula
Cj ha sido satisfecha por la valoracio´n de verdad codificada en dicha
ce´lula.
Por otra parte, la configuracio´n C4n+p−1 da lugar a la configuracio´n C4n+p por
la aplicacio´n de las reglas:
[ ti ]2 [ xi,p,n+p−1 ]1 → [ cp,pti ]2 [ ]1
[ ti ]2 [ xi,p,n+p−1 ]1 → [ ti ]2 [ ]1
[ ti ]2 [ x∗i,p,n+p−1 ]1 → [ ti ]2 [ ]1
[ fi ]2 [ xi,p,n+p−1 ]1 → [ fi ]2 [ ]1
[ fi ]2 [ xi,p,n+p−1 ]1 → [ cp,pfi ]2 [ ]1
[ fi ]2 [ x∗i,p,n+p−1 ]1 → [ fi ]2 [ ]1

para 1 ≤ i ≤ n, 1 ≤ j ≤ p
[ cj,p−1 ]2 [ γ ]0 → [ cj,p ]2 [ ]0 , para 1 ≤ j ≤ p− 1
[ δ4n+p−1 ]1 [ γ ]0 → [ δ4n+p ]1 [ ]0
[ δ′4n+p−1 ]1 [ γ ]0 → [ δ′4n+p ]1 [ ]0
Entonces, tenemos C4n+p(1) = {δ4n+p, δ′2n4n+p}, y en C4n+p hay 2n ce´lulas
etiquetadas por 2 tales que cada una de ellas contiene un subconjunto distinto
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{r1, . . . , rn}, siendo r ∈ {t, f}4, objetos α1, . . . , αp+1 y objetos cj,p cuando la
cla´usula Cj haya sido satisfecha por la valoracio´n de verdad codificada en dicha
ce´lula been satisfied by the truth assignment encoded in such membrane.
Segunda fase de chequeo
Aqu´ı, las reglas de 3.1 son disparadas en el paso (4n + p + 1), los objetos
αj en las ce´lulas etiquetadas por 2 son eliminados si y so´lo si la valoracio´n
de verdad asociados a dicha ce´lula hace verdadera la cla´usula Cj; es decir,
si existe al menos un objeto cj en dicha ce´lula. En la configuracio´n C4n+p
tenemos C4n+p(1) = {δ4n+p, δ′2n4n+p} y cada ce´lula etiquetada por 2 contiene
objetos α1, . . . , αp y objetos cj tales que la valoracio´n de verdad correspon-
diente satisface la cla´usula Cj. Por la aplicacio´n de las reglas de 3.1 y la regla
[ δ4n+p ]1 [ γ ]0 → [ δ4n+p+1 ]1 [ ]0, el objeto δ4n+p evoluciona en δ4n+p+1 en la
ce´lula etiquetada por 1, y en cada ce´lula etiquetada por 2, los objetos αj tales
que su correspondiente objeto cj,p son «eliminados» del sistema, y dejan paso
a la siguiente fase para chequear si esta´n o no presentes, adema´s del objeto
αp+1, que se prepara, evolucionando a α′p+1, para cooperar con los objetos αj
restantes. Esta fase dura exactamente un paso de computacio´n.
Fase de salida
La fase de salida comienza en el paso (4n + p + 2), y toma exactamente
4 pasos, independientemente de si la fo´rmula es satisfactible o no por alguna
valoracio´n de verdad.
Respuesta afirmativa: Si la fo´rmula ϕ es satisfactible, entonces al menos
una de las valoraciones de verdad de una ce´lula con etiqueta 2 ha satisfe-
cho todas las cla´usulas. Entonces, habra´ una ce´lula etiquetada por 2 tal
que los objetos αj, con 1 ≤ j ≤ p habra´n desaparecido en el paso ante-
rior. En la configuracio´n C4n+p+1, tenemos C4n+p+1(1) = {δ4n+p+1} y en
cada ce´lula etiquetada por 2 quedan objetos αj si la valoracio´n de verdad
correspondiente no hace verdadera la cla´usula Cj y un objeto α′p+1. En
este paso, so´lo la regla [ δ4n+p+1 ]1 [ γ ]0 → [ δ4n+p+2 ]1 [ ]0 sera´ disparada
y las reglas [αjα′p+1 ]2 [ ]0 → [ ]2 [n1 ]0 sera´n disparadas en las ce´lulas
etiquetadas por 2 tales que al menos una cla´usula no sea satisfecha por
la valoracio´n de verdad correspondiente. Entonces, en la configuracio´n
C4n+p+2, tenemos C4n+p+2(1) = {δ4n+p+2, nt1}, siendo t el nu´mero de va-
loraciones de verdad que tienen al menos una cla´usula no satisfecha por
4Este conjunto no sera´ usado ma´s, as´ı que no se tendra´ ma´s en cuenta.
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la valoracio´n de verdad correspondiente, y las ce´lulas etiquetadas por 2
contienen un objeto α′p+1 si y so´lo si la valoracio´n de verdad correspon-
diente hace verdaderas todas las cla´usulas de ϕ, y pueden tener objetos
αj, 1 ≤ j ≤ p, si la cla´usula Cj no es satisfecha por la valoracio´n de
verdad correspondiente.
En el siguiente paso, aplicando las reglas [ ]0 [ ]2 → [ ]0 [n1 ]2n1 y
[α′p+1 ]2 [ δ4n+p+2 ]1 → [ y1 ]2 [ ]1, obtenemos un objeto y1 en una ce´lula
etiquetada por 2 si y so´lo si la valoracio´n de verdad correspondiente ha-
ce verdadera la fo´rmula ϕ. Es importante tener en cuenta que ma´s de
una ce´lula etiquetada por 2 puede tener una valoracio´n de verdad que
haya verdadera la fo´rmula ϕ, pero como en ese caso, lo que queremos es
saber si existe al menos una valoracio´n de verdad que haga verdadera a
la fo´rmula ϕ, so´lo queremos un objeto y1. Entonces, en la configuracio´n
C4n+p+3 tenemos C4n+p+3(1) = ∅ y en las ce´lulas etiquetadas por 2, po-
demos tener objetos n1, hasta t en todas las ce´lulas etiquetadas por 2,
siendo t el nu´mero de valoraciones de verdad que no hacen verdadera la
fo´rmula, un objeto α′p+1 si la valoracio´n de verdad correspondiente hace
verdaderas todas las cla´usulas, excepto una ce´lula etiquetada por 2 cuya
valoracio´n de verdad haga verdadera la fo´rmula ϕ que tendra´ un objeto
y1, y puede tener objetos αj, 1 ≤ j ≤ p, si la cla´usula Cj no es satis-
fecha por la valoracio´n de verdad correspondiente. En el siguiente paso,
la u´nica regla aplicable es [ y1 ]2 [ γ ]0 → [ y2 ]2 [ ]0, que sera´ u´til para
sincronizar la respuesta positiva y negativa. Hay que tener en cuenta que
la regla [n1 ]2 [ δ4n+p+2 ]1 → [n2 ]2 [ ]1 no puede ser disparada ya que el
objeto δ4n+3 ha sido consimido en el paso previo por un objeto α′p+1. Por
lo tanto, en la configuracio´n C4n+p+4, tenemos C4n+p+4(1) = ∅ y en las
ce´lulas etiquetadas por 2, podemos tener objetos n1, hasta t en todas las
ce´lulas etiquetadas por 2, siendo t el nu´mero de valoraciones de verdad
que no hacen cierta la fo´rmula ϕ, un objeto α′p+1 si la valoracio´n de ver-
dad codificada en dicha ce´lula hace verdadera la fo´rmula ϕ, excepto una
de ellas que tendra´ un objeto y2, y puede tener objetos αj, 1 ≤ j ≤ p, si la
cla´usula Cj no es satisfecha por la valoracio´n de verdad correspondiente.
En el u´ltimo paso de la computacio´n, la regla [ y2 ]2 [ ]0 → [ ]2 [ yes ]0
es disparada, enviando un objeto yes al entorno. Entonces, en la configu-
racio´n C4n+p+5, tenemos C4n+p+5(1) = ∅ y en las ce´lulas etiquetadas por
2, podemos tener objetos n1, hasta t en todas las ce´lulas etiquetadas por
2, siendo t el nu´mero de valoraciones de verdad que no hacen verdadera
la fo´rmula ϕ, un objeto α′p+1 si la valoracio´n de verdad correspondiente
hace verdaderas todas las cla´usulas de la fo´rmula ϕ, excepto una de ellas,
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y puede tener objetos αj, 1 ≤ j ≤ p, si la cla´usula Cj no es satisfecha
por la valoracio´n de verdad correspondiente, y habra´ un objeto yes en el
entorno. Aqu´ı, la computacio´n para y devuelve una respuesta afirmativa.
Respuesta negativa: Si la fo´rmula ϕ no es satisfactible entonces nin-
guna de las valoraciones de verdad codificadas en las ce´lulas etiqueta-
das por 2 hace la fo´rmula ϕ verdadera. As´ı, al menos un objeto αj
(1 ≤ j ≤ p) estara´ contenido en todas las ce´lulas etiquetadas por 2.
En la configuracio´n C4n+p+1, tenemos C4n+p+1(1) = {δ4n+p+1} y en ca-
da ce´lula etiquetada por 2 quedara´n objetos αj si la valoracio´n de ver-
dad correspondiente no hace verdadera la cla´usula Cj. En este paso,
so´lo las reglas [αjα′p+1 ]2 [ ]0 → [ ]2 [n1 ]0, para 1 ≤ j ≤ p y la re-
gla [ δ4n+p+1 ]1 [ γ ]0 → [ δ4n+p+2 ]1 [ ]0 sera´n disparadas. Por tanto, en
la configuracio´n C4n+p+2 tenemos en el entorno 2n copias del objeto n1,
C4n+p+2(1) = {δ4n+p+2} y las ce´lulas etiquetadas por 2 tendra´n obje-
tos αj (1 ≤ j ≤ p) cuando las cla´usulas Cj no sean satisfechas por la
valoracio´n de verdad correspondiente. En el paso (4n + p + 3), la regla
[ ]0 [ ]2 → [ ]0 [n1 ]2n1 sera´ disparada. Aqu´ı, los objetos n1 sera´n envia-
dos a la ce´lula etiquetada por 2. Entonces, en la configuracio´n C4n+p+3 te-
nemos C4n+p+3(1) = {δ4n+p+2} y las ce´lulas etiquetadas por 2 contendra´n
objetos αj (1 ≤ j ≤ p) si la cla´usula Cj no es satisfecha por la valoracio´n
de verdad correspondiente, y pueden tener t objetos n1 (0 ≤ t ≤ 2n). En
el paso (4n+ p+ 4) la regla [n1 ]2 [ δ4n+p+2 ]1 → [n2 ]2 [ ]1 es disparada,
dado que el objeto δ4n+3 no ha sido consumida por ninguna regla de 4.3,
creando un objeto n2 en dicha ce´lula etiquetada por 2. Por tanto, en la
configuracio´n C4n+p+4 tenemos C4n+p+4(1) = ∅ y las ce´lulas etiquetadas
por 2 tendra´n objetos αj (1 ≤ j ≤ p) si la cla´usula Cj no es satisfecha
por la valoracio´n de verdad correspondiente, y pueden tener t objetos n1
(0 ≤ t ≤ 2n), y una de ellas tendra´ un objeto n2. En el u´ltimo paso de
computacio´n, la regla [n2 ]2 [ ]0 → [ ]2 [ no ]0 es disparada, enviando
un objeto no al entorno. Por tanto, en la configuracio´n C4n+p+5 tene-
mos C4n+p+5(1) = ∅ y las ce´lulas etiquetadas por 2 2 tendra´n objetos
αj (1 ≤ j ≤ p) si la cla´usula Cj no es satisfecha por la valoracio´n de
verdad correspondiente, y puede tener t objetos n1 (0 ≤ t ≤ 2n), y habra´
un objeto no en el entorno. Aqu´ı, la computacio´n para y devuelve una
respuesta negativa.
Teorema 8.2. SAT ∈ PMCT SEC(2,2)
Demostracio´n. La familia de sistemas P construida previamente verifica lo
siguiente:
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Todo sistema de la familia Π = {Π(n) | n ∈ N} es un sistema P recono-
cedor de T DEC(2, 1).
La familia Π es polinomialmente uniforme por ma´quinas de Turing dado
que para cada n, p ∈ N, las reglas de Π(〈n, p〉) de la familia son recursiva-
mente definidas por n, p ∈ N, y la cantidad de recursos necesitados para
construir un elemento de la familia es de orden polinomial con respecto
a n y a p, como se muestra debajo:
• Taman˜o del alfabeto: Θ(max{p2, n2p}).
• Nu´mero inicial de ce´lulas: 2 ∈ Θ(1).
• Nu´mero inicial de objetos en ce´lulas: n2 + np+ n+ p+ 3 ∈
Θ(max{n2, np}).
• Nu´mero de reglas: Θ(max{n3, n2p}).
• Nu´mero ma´ximo de objetos involucrados en cualquier regla: 4 ∈
Θ(1).
El par de funciones computables en tiempo polinomial (cod, s) defini-
do cumple lo siguiente: para cada fo´rmula ϕ del problema SAT, s(ϕ) es
un nu´mero natural, cod(ϕ) es un multiconjunto de entrada del sistema
Π(s(ϕ)) y para cada t ∈ N, s−1(t) es un conjunto finito.
La familia Π esta´ polinomialmente acotada en tiempo: de hecho, para
cada fo´rmula ϕ del problema SAT, el sistema P reconocedor Π(s(ϕ)) +
cod(ϕ) tarda exactamente b3np2 c+np+6 pasos de computacio´n en devolver
una respuesta positiva o negativa, siendo n el nu´mero de variables y p el
nu´mero de cla´usulas de ϕ.
La familia Π es adecuada con respecto a (X, cod, s): de hecho, para cada
fo´rmula ϕ, si las computaciones de Π(s(ϕ)) + cod(ϕ) son de aceptacio´n,
entonces ϕ es satisfactible.
La familia Π es completa con respecto a (X, cod, s): de hecho, para cada
fo´rmula ϕ que sea satisfactible, todas las computaciones de Π(s(ϕ)) +
cod(ϕ) son de aceptacio´n.
Corolario 8.3. NP ∪ co-NP ⊆ PMCT SEC(2,2)
Demostracio´n. Basta con observar que SAT es un problema NP-completo,
SAT ∈ PMCT DEC(2,1) y la clase de complejidad PMCT DEC(2,1) esta´ cerrada
bajo reducibilidad en tiempo polinomial y bajo complementario.
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8.3. El papel del entorno en los sistemas P a
modo de tejidos con reglas de comunica-
cio´n evolutiva
En el marco de los sistemas P a modo de tejidos con reglas symport/anti-
port cla´sicos, el papel del entorno era diferente dependiendo del uso de reglas
de divisio´n o separacio´n. Mientras que usando reglas de divisio´n, el entorno
pasaba a tener un papel irrelevante [49], el cambio de estas reglas por reglas
de separacio´n hace que pasar de no usar el entorno [27] a usar el entorno [54]
(cuando las reglas symport/antiport pueden tener taman˜o mayor o igual que
3) equivale a pasar de la no eficiencia a la presumible eficiencia.
En esta seccio´n mostraremos como el uso del entorno en los sistemas P
a modo de tejidos con reglas symport/antiport evolutivas no es determinante
para la resolucio´n eficiente de problemas presuntamente intratables.
Teorema 8.3. PMCT SEC(k1,k2) = PMCT̂ SEC(k1,k2)
Teorema 8.4. PMCT DEC(k1,k2) = PMCT̂ DEC(k1,k2)
Probaremos ambos teoremas en paralelo.
Demostracio´n. Por una parte, siendo F ∈ {D,S}, es fa´cil ver que
PMCT̂ FEC(k1,k2) ⊆ PMCT FEC(k1,k2).
Por otra parte, vamos a probar como estos sistemas pueden evitar el uso del
entorno mediante el uso de recursos precomputados en tiempo de ejecucio´n.
En la solucio´n proporcionada en la seccio´n 8.2 mediante sistemas de
T SEC(2, 2), so´lo se usan objetos γ para evolucionar, en cierta manera, otros
objetos del sistema. De hecho, el sistema no podr´ıa disparar ninguna regla
desde la configuracio´n inicial de no ser por la existencia de este objeto en el
entorno. Usaremos esto como ventaja para la simulacio´n del entorno mediante
la precarga de una cantidad suficiente de objetos γ. Aqu´ı, necesitaremos el
siguiente nu´mero de objetos γ:
objetos \ steps 4k + 1 4k + 2 4k + 3 4k
α1 . . . αpαp+1 (p+ 1)2k (p+ 1)2k
a1 . . . an n2k n2k
βl,k n(n+ p+ 1)2k n(n+ p+ 1)2k
δ′k 2k 2k 2k+1 2k+1
xi,j,k np2k np2k np2k+1 np2k+1
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2k = 2n−1 − 1,
para obtener la cantidad necesaria de objetos, vamos a generar 2n+2 objetos
para estar seguros que tendremos suficientes para «evolucionar» todos los ob-
jetos del sistema a lo largo de la computacio´n. Para este propo´sito, an˜adimos
dos ce´lulas al sistema, etiquetadas por 3 y 4, y con M3 = {γ2n2+6np+4n+2p+6}
y M4 = ∅. El nu´mero de ce´lulas y de objetos iniciales se mantiene con orden
polinomial. Adema´s, se an˜aden las siguientes reglas a R:
[ γ2k ]3 [ ]4 → [ ]3 [ γ22k+1 ]4
[ γ2k+1 ]4 [ ]3 → [ ]4 [ γ22(k+1) ]3
}
para 0 ≤ k ≤ n
En el n-e´simo paso, tendremos (2n2 +6np+4n+2p+6)22n+1 objetos γ2n+1
en la ce´lula etiquetada por 3, suficientes para que cumplan el mismo rol que
el objeto γ en la solucio´n original. Entonces, tenemos que cambiar las reglas
que interactu´an con el objeto γ en el entorno y hacer que interactu´en con el
objeto γ2n+1 en la ce´lula etiquetada por 3. Por tanto, hasta que los objetos
γ2n+1 no sean generados, el sistema no evolucionara´ y, en cuanto estos sean
generados, el sistema comenzara´ a funcionar de manera similar a como lo hac´ıa
en la solucio´n original.
En el marco de T DEC(2, 1), los u´nicos objetos que usan a γ para evolucionar
son los objetos xi,j,k, xi,j,k y x∗i,j,k y los objetos δk y δ′k. El nu´mero de objetos γ
necesarios aqu´ı es np · (np− 1) + 2np+ 3 + 2np+ 1 = n2p2 + 3np+ 4, as´ı que
generaremos 7np objetos γ que hara´n el papel de sus ana´logos en el entorno en
la solucio´n original. En este caso so´lo an˜adimos una nueva ce´lula etiquetada por
np+4 conMnp+4 = {γn2p2+3np+4}, y las reglas que interactu´an con los objetos
γ en el entorno en la solucio´n original pasara´n a interactuar con los mismos
objetos, pero esta vez situados en la ce´lula etiquetada por np + 4. El sistema
tendra´ el mismo comportamiento que en el disen˜o de la Seccio´n 8.1.
8.4. Nuevas fronteras obtenidas
En este cap´ıtulo se han refinado las fronteras previamente conocidas en el
marco de los sistemas P a modo de tejidos con reglas de comunicacio´n evolu-
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tiva. Adema´s, se han establecido nuevos resultados de estos sistemas cuando
el entorno juega un papel pasivo.
Usando reglas de divisio´n, quedaban abiertas algunas inco´gnitas, dado que
la mejor solucio´n a un problema presuntamente intratable que se hab´ıa dado
era mediante sistemas de T DEC(4)/T DEC(3, 2). Por tanto, las clases de com-
plejidad PMCT DEC(3), PMCT DEC(2,k)(k ≥ 1) y PMCT DEC(k,1)(k ≥ 2) eran des-
conocidas. Dada la solucio´n mediante una familia de sistemas P de T DEC(2, 1),
ambas inco´gnitas han desaparecido, dado que SAT puede ser resuelto en ambos
marcos. Siendo k1 ≥ 1, k2 ≥ 2:
Corolario 8.4. NP ∪ co-NP ⊆ PMCT DEC(2,k1) ∩ PMCT DEC(k2,1)
Adema´s, junto con este, hay otro resultado que es inmediato mediante la
solucio´n, dado que la longitud ma´xima de las reglas de comunicacio´n evolutiva
de los sistemas de T DEC(2, 1) por la me´trica de [60] es 3:
Corolario 8.5. NP ∪ co-NP ⊆ PMCT DEC(3)
Por tanto, dos nuevas fronteras son obtenidas en este marco:
Mientras que una longitud de la parte izquierda de la regla restringida
a 1 permite so´lo la resolucio´n eficiente de problemas de la clase P, el
paso a tener reglas de comunicacio´n evolutiva con la longitud de la parte
izquierda igual a 2 implica la capacidad de poder resolver eficientemente
problemas presuntamente intratables.
El paso de tener reglas de longitud total ma´xima 2 a 3 proporciona a
los sistemas de membranas correspondientes la capacidad de resolver
eficientemente so´lo problemas de la clase P a problemas NP-completos.
El uso de las reglas de separacio´n dejaba la clase PMCT SEC(2,k)(k ≥ 2) como
una inco´gnita. Dada la solucio´n del problema SAT en T SEC(2, 2), teniendo que
k ≥ 2, podemos concluir lo siguiente:
Corolario 8.6. NP ∪ co-NP ⊆ PMCT SEC(2,k)
Entonces, dados los nuevos resultados, las siguientes fronteras «afinan» los
resultados anteriores:
Dado que los sistemas que utilizan comunicacio´n evolutiva con longitud
(k, 1), k ≥ 1 esta´n restringidos a la clase P, la solucio´n al problema SAT en
el mismo marco con reglas de longitud (2, 2) genera una frontera mı´nima
en el paso de k = 1 a k = 2 en (2, k).
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k
1 2 3 4 5 6 7 . . .
P = PMCT DEC(k)
NP ∪ co-NP ⊆ PMCT DEC(k)
Desconocido
Figura 8.1: Fronteras de la eficiencia en sistemas P de tejidos con reglas de
comunicacio´n evolutiva y divisio´n celular (me´trica [60])
De igual forma, los sistemas P de T SEC(1, k), k ≥ 1 so´lo pueden resolver
eficientemente problemas de la clase P, con lo que el mismo resultado
hace que podamos ver otra barrera en T SEC(k, 2) entre k = 1 y k = 2.
En los sistemas anteriores el alfabeto del entorno, E , no es vac´ıo. En el
entorno se puede encontrar un nu´mero arbitrario de estos objetos desde la con-
figuracio´n inicial, teniendo por tanto una cantidad de recursos «ilimitados» en
cuanto a objetos. Como se ha indicado anteriormente, en ciertos sistemas el
uso o no del entorno como elemento activo del sistema se traduce en la canti-
dad de problemas que presuntamente pueden resolver eficientemente. En este
caso, dado que, por una parte, la no eficiencia de los sistemas de T FEC(k)
(respectivamente, T FEC(k1, k2)), F ∈ {D,S}, k, k1, k2 ≥ 1 implica la no efi-
ciencia de los sistemas de T̂ FEC(k) (respectivamente, T̂ FEC(k1, k2)) y que
de las soluciones del problema SAT pueden ser, mediante las indicaciones de
la Seccio´n 8.3, traducidas a los correspondientes marcos sin entorno, podemos
observar que no existe frontera por el uso del entorno.
En las Figuras 8.1, 8.2, 8.3 y 8.4 se muestra el panorama de esta clase de
sistemas P desde el punto de vista de la complejidad computacional.
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RHS








P = PMCT DEC(k1,k2)
NP ∪ co-NP ⊆ PMCT DEC(k1,k2)
Desconocido
Figura 8.2: Fronteras de la eficiencia en sistemas P de tejidos con reglas de
comunicacio´n evolutiva y divisio´n celular (me´trica [39])
k
1 2 3 4 5 6 7 . . .
P = PMCT SEC(k)
NP ∪ co-NP ⊆ PMCT SEC(k)
Desconocido
Figura 8.3: Fronteras de la eficiencia en sistemas P de tejidos con reglas de
comunicacio´n evolutiva y separacio´n celular (me´trica [60])
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P = PMCT SEC(k1,k2)
NP ∪ co-NP ⊆ PMCT SEC(k1,k2)
Desconocido
Figura 8.4: Fronteras de la eficiencia en sistemas P de tejidos con reglas de
comunicacio´n evolutiva y separacio´n celular (me´trica [39])
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Cap´ıtulo 9
Sistemas P a modo de ce´lulas
con reglas de comunicacio´n
evolutiva
En el cap´ıtulo anterior se ha analizado, desde el punto de vista de la com-
plejidad computacional, los sistemas de membranas que trabajan a modo de
tejidos, con reglas parecidas a las del tipo symport/antiport pero en las que se
permite la evolucio´n de los objetos que disparan esas reglas. Espec´ıficamente,
se han obtenido fronteras entre la no eficiencia y la presumible eficiencia de
los sistemas de membranas con las caracter´ısticas antes descritas, recordando
que cada una de esas fronteras proporciona una herramienta para abordar la
resolucio´n del problema P versus NP.
El objetivo de este cap´ıtulo consiste en realizar un estudio similar centrado
en los sistemas de membranas que trabajan a modo de ce´lulas. Es conveniente
recordar que la estructura de a´rbol enraizado, subyacente a este tipo de siste-
mas de membranas, exige imponer una serie de restricciones importantes que
afectan tanto a la sintaxis como a la sema´ntica de los modelos de computacio´n
objetos de estudio.
9.1. Sistemas P con reglas de comunicacio´n
evolutiva
En esta seccio´n se definira´ dicho marco, tanto en te´rminos de sintaxis como
de sema´ntica, y se presentara´n resultados de complejidad computacional que
dara´n una visio´n de que´ clases de complejidad cla´sicas corresponden a las de
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dichos tipos de sistemas de membranas.
Definicio´n 9.1. Un sistema P con reglas de comunicacio´n evolutiva y reglas
de divisio´n de grado q ≥ 1 es una tupla
Π = (Γ, E , µ,M1, . . . ,Mq,R1, . . . ,Rq, iout)
donde
Γ es un alfabeto finito, E ⊆ Γ y Mj, 1 ≤ j ≤ q, son multiconjuntos sobre
Γ;
R es un conjunto finito de reglas sobre Γ de la forma:
• Reglas de comunicacio´n evolutiva de tipo symport hacia dentro:
[ u [ ]j ]i → [ [ u′ ]j ]i, siendo 0 ≤ i, j ≤ q, i 6= j, u ∈ M+f (Γ), u′ ∈
Mf (Γ);
• Reglas de comunicacio´n evolutiva de tipo symport hacia fuera:
[ [ u ]j ]i → [ u′ [ ]j ]i, siendo 0 ≤ i, j ≤ q, i 6= j, u ∈ M+f (Γ), u′ ∈
Mf (Γ);
• Reglas de comunicacio´n evolutiva de tipo antiport:
[ u [ v ]j ]i → [ v′ [ u′ ]j ]i, where 0 ≤ i, j ≤ q, i 6= j, u, v ∈ M+f (Γ),
u′, v′ ∈Mf (Γ);
• Reglas de divisio´n celular: [ a ]i → [ b ]i [ c ]i, siendo i ∈ {1, . . . , q}, i 6=
iout y a, b, c ∈ Γ;
iout ∈ {0, 1, . . . , q}.
Un sistema P con reglas de comunicacio´n evolutiva y divisio´n de grado
q ≥ 1, Π = (Γ, E , µ,M1, . . . ,Mq,R1, . . . ,Rq, iout) puede ser considerado como
un conjunto de q membranas etiquetadas por 1, . . . , q organizadas en forma
de a´rbol enraizado definido en µ, cuya ra´ız es la membrana piel, de tal ma-
nera que: (a) E representa el conjunto de objetos colocados inicialmente en el
entorno, cada uno de ellos con un nu´mero arbitrario (teo´ricamente infinito)
de copias; (b)M1, . . . ,Mq representa los multiconjuntos de objetos colocados
inicialmente en las q membranas del sistema; y (c) iout representa una zona
distinguida que codificara´ la salida del sistema. Usaremos el te´rmino zona i
(0 ≤ i ≤ q) para referirnos a la membrana i, en el caso 1 ≤ i ≤ q, o bien al
entorno, en el caso iout = 0.
Una configuracio´n en un instante t de un tal sistema esta´ descrita por
la estructura de membranas del sistema P en el instante t, los multiconjun-
tos de objetos de Γ colocados en cada membrana en ese instante as´ı como
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el multiconjunto de objetos de Γ \ E colocados en el entorno, en ese instan-
te. La configuracio´n inicial de Π = (Γ, E , µ,M1, . . . ,Mq,R1, . . . ,Rq, iout) es
(µ,M1, . . . ,Mq, ∅).
Una regla de comunicacio´n evolutiva de tipo symport hacia dentro
[ u [ ]j ]i → [ [ u′ ]j ]i es aplicable a una configuracio´n Ct en un instante t si
en dicha configuracio´n existe, al menos, una zona que este´ etiquetada por i
que tiene, al menos, una membrana hija etiquetada por j y contiene el mul-
ticonjunto u. La ejecucio´n de la regla [ u [ ]j ]i → [ [ u′ ]j ]i a una tal zona
de Ct produce los siguientes efectos: los objetos del multiconjunto represen-
tado por u son consumidos y los objetos del multiconjunto representado por
u′ son enviados desde la zona i hasta una membrana hija j en Ct. Una regla
de comunicacio´n evolutiva de tipo symport hacia fuera [ [ u ]j ]i → [ u′ [ ]j ]i
es aplicable a una configuracio´n Ct en un instante t si en dicha configuracio´n
existe, al menos, una zona que este´ etiquetada por j que tiene, al menos, una
membrana padre etiquetada por i y contiene el multiconjunto u. La ejecucio´n
de la regla [ [ u ]j ]i → [ u′ [ ]j ]i a una tal zona de Ct produce los siguientes
efectos: los objetos del multiconjunto representado por u son consumidos y los
objetos del multiconjunto representado por u′ son enviados desde la zona j
hasta su membrana padre i en Ct. Una regla de comunicacio´n evolutiva de tipo
antiport [ u [ v ]j ]i → [ v′ [ u′ ]j ]i es aplicable a una configuracio´n Ct en un ins-
tante t si en dicha configuracio´n existe, al menos, una zona que este´ etiquetada
por i que contiene el muticonjunto u y que tiene, al menos, una membrana hi-
ja etiquetada por j que contiene el multiconjunto v. La ejecucio´n de la regla
[ u [ ]j ]i → [ [ u′ ]j ]i a una tal zona de Ct produce los siguientes efectos: los
objetos de los multiconjuntos representados por u y v son consumidos de sus
respectivas zonas y los objetos de los multiconjuntos representados por u′ y
v′ son enviados desde la zona i hasta una membrana hija j y desde la zona j
hasta la zona i, respectivamente, en Ct.
Por su parte, los conceptos de aplicabilidad de las reglas de divisio´n y su
ejecucio´n se definen de manera similar al caso de los sistemas P ordinarios.
Al igual que en el marco de los sistemas P de tejidos con reglas de comunica-
cio´n evolutiva, tendremos dos definiciones de longitud (o taman˜o) de una regla
de comunicacio´n evolutiva: por una parte, una posible longitud de una tal regla
es length(r) = |u|+ |v|+ |u′|+ |v′|; otra posible definicio´n es un par ordenado
de nu´meros naturales definido como sigue: length′(r) = (|u| + |v|, |u′| + |v′|).
Suponemos que si es una regla symport, |v| = |v′| = 0.
Se dira´ que una configuracio´n Ct del sistema P reglas de comunicacio´n
evolutiva y divisio´n celular Π produce una configuracio´n Ct+1 en un paso de
transicio´n, lo denotaremos por Ct ⇒Π Ct+1 y diremos que Ct+1 es una configu-
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racio´n siguiente de Ct, si se puede pasar de Ct a Ct+1 aplicando las reglas de R
de acuerdo con los siguientes principios:
A un objeto arbitrario de una membrana cualquiera so´lo se le puede
aplicar, a lo sumo, una regla (escogida de forma no determinista).
A cada membrana so´lo se le puede aplicar o bien reglas de comunicacio´n o
bien una regla de divisio´n. En el caso de aplicarse reglas de comunicacio´n
a la configuracio´n Ct, e´stas se aplicara´n de forma no determinista, paralela
y maximal, de acuerdo con lo indicado previamente en los sistemas P
ba´sicos. En el caso de aplicarse una regla de divisio´n a la configuracio´n
Ct, e´sta sera´ seleccionada de forma no determinista. As´ı pues, podemos
imaginar que cuando se aplica una regla de divisio´n a una membrana de
una configuracio´n Ct, la propia membrana queda bloqueada a efectos de
poder comunicarse con otras membranas vecinas o con el entorno.
Las nuevas membranas resultantes de la divisio´n interactuara´n con las otras
membranas o con el entorno so´lo en el siguiente paso de transicio´n, siempre que
no se vuelvan a dividir. Adema´s, esas membranas tendra´n las mismas etiquetas
que la ce´lula que se divide y, por tanto, proporcionara´n nuevos arcos en µ al
sistema.
A partir del concepto de paso de transicio´n se define, de manera natural,
el concepto de computacio´n del sistema.
Definicio´n 9.2. Un sistema P con reglas de comunicacio´n evolutiva y reglas
de separacio´n de grado q ≥ 1 es una tupla
Π = (Γ,Γ0,Γ1, E , µ,M1, . . . ,Mq,R1, . . . ,Rq, iout)
donde
Γ es un alfabeto finito, E ⊆ Γ y Mj, 1 ≤ j ≤ q, son multiconjuntos sobre
Γ;
{Γ0,Γ1} es una particio´n de Γ; es decir, Γ = Γ0∪Γ1,Γ0,Γ1 6= ∅,Γ0∩Γ1 =
∅;
R es un conjunto finito de reglas sobre Γ de la forma:
• Reglas de comunicacio´n evolutiva de tipo symport hacia dentro:
[ u [ ]j ]i → [ [ u′ ]j ]i, siendo 0 ≤ i, j ≤ q, i 6= j, u ∈ M+f (Γ), u′ ∈
Mf (Γ);
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• Reglas de comunicacio´n evolutiva de tipo symport hacia fuera:
[ [ u ]j ]i → [ u′ [ ]j ]i, siendo 0 ≤ i, j ≤ q, i 6= j, u ∈ M+f (Γ), u′ ∈
Mf (Γ);
• Reglas de comunicacio´n evolutiva de tipo antiport:
[ u [ v ]j ]i → [ v′ [ u′ ]j ]i, where 0 ≤ i, j ≤ q, i 6= j, u, v ∈ M+f (Γ),
u′, v′ ∈Mf (Γ);
• Reglas de separacio´n celular: [ a ]i → [ Γ0 ]i [ Γ1 ]i, siendo i ∈ {1, . . . , q},
i 6= iout y a ∈ Γ;
iout ∈ {0, 1, . . . , q}.
Los conceptos de aplicabilidad de las reglas de comunicacio´n evolutiva de
tipo symport y antiport, as´ı como de su ejecucio´n, han sido definidos previa-
mente. Por su parte, los conceptos de aplicabilidad de las reglas de separacio´n
y su ejecucio´n se definen de manera similar al caso de los sistemas P ordinarios.
Con respecto a la sema´ntica de esta variante, las reglas sera´n aplicadas
de forma no determinista y maximal con la siguiente restriccio´n: cuando una
membrana etiquetada por i es separada, entonces la regla de separacio´n sera´ la
u´nica regla de Ri que se aplicara´ a esa membrana en ese paso de computacio´n.
Las nuevas membranas resultantes de la separacio´n interactuara´n con otras las
otras membranas o con el entorno so´lo a partir del siguiente paso de transicio´n,
siempre y cuando no se separen. Adema´s, esas membranas tendra´n las mismas
etiquetas que la membrana que se separa y, por tanto, proporcionara´n nuevos
elementos en µ.
En primer lugar, las mismas relaciones que en los sistemas P de tejidos
con comunicacio´n evolutiva pueden ser observadas. Si X ∈ {D,S}, enton-
ces se tiene que CXC ⊆ CXEC ya que, por una parte, toda regla symport
hacia dentro (u, in) ∈ Ri (respectivamente, hacia fuera (u, out) ∈ Ri) pue-
de ser considerada como una regla de comunicacio´n evolutiva symport hacia
dentro del tipo [ u [ ]j ]i → [ [ u ]j ]i (respectivamente, hacia fuera del tipo
[ [ u ]j ]i → [ u [ ]j ]i); y, por otra, toda regla antiport (u, out; v, in) ∈ Ri puede
ser considerada como una regla de comunicacio´n evolutiva antiport del tipo
[ u [ v ]j ]i → [ v [ u ]j ]i.
Adema´s, se verifican las relaciones siguientes:
PMCCXC(k) ⊆ PMCCXEC(k,k) ⊆ PMCCXEC(2k).
PMCCXEC(k1,k2) ⊆ PMCCXEC(k1+k2).
Si k ≥ 2 entonces PMCCXEC(k) ⊆ PMCCXEC(k,k−1).
Cap´ıtulo 9. Sistemas P a modo de ce´lulas con reglas de comunicacio´n evolutiva 256
9.1.1. No eficiencia de los sistemas P con comunicacio´n
evolutiva
El Teorema 7 de [39] declara que, usando la te´cnica del grafo de depen-
dencias se puede comprobar la no eficiencia de los sistemas P de tejidos con
comunicacio´n evolutiva y separacio´n cuando la parte izquierda de las reglas
symport/antiport esta´n restringidas a longitud 1, dado que son sistemas no
cooperativos. Por supuesto, el mismo argumento puede ser usado para sus
ana´logos con divisio´n en lugar de separacio´n. Aqu´ı, daremos una demostra-
cio´n exhaustiva del resultado en sistemas P a modo de ce´lulas. Adema´s, en el
mismo art´ıculo se demuestra mediante la te´cnica algor´ıtmica que los sistemas
de T SEC(k, 1), k ≥ 1 tampoco pueden resolver problemas presuntamente in-
tratables en tiempo polinomial. Tambie´n, basa´ndonos en dicha demostracio´n
podremos demostrar que los sistemas P a modo de ce´lulas tambie´n tienen dicha
restriccio´n.
9.1.1.1. No eficiencia de los sistemas no cooperativos
Sea Π = (Γ,Γ0,Γ1, E ,M1, . . . ,Mq,R1, . . . ,Rq, iin, iout) un sistema P reco-
nocedor de CDEC(1, k) o de CSEC(1, k), siendo k ≥ 1. Denotamos por M∗j el
multiconjunto sobre Γ × {j} obtenido de Mj reemplazando a ∈ Γ por (a, j),
y para cada multiconjunto finito w sobre Σ por (a, iin).
Las reglas deR1∪· · ·∪Rq son de las siguientes formas: [ [ a ]i ]j → [ u′ [ ]i ]j,
[ a [ ]i ]j → [ [ u′ ]i ]j, [ a ]h → [ b ]h [ c ]h and [ a ]h → [ Γ0 ]h [ Γ1 ]h. Estas reglas
pueden ser consideradas, en cierta manera, como una dependencia entre el
objeto que dispara la regla y los objetos producidos por su aplicacio´n.
Las reglas en Ri del tipo [ [ a ]i ]j → [ u′ [ ]i ]j pueden ser descritas como
el par (a, i) que produce los pares (b, j), para b ∈ u′.
Las reglas en Ri del tipo [ a [ ]i ]j → [ [ u′ ]i ]j pueden ser descritas como
el par (a, j) que produce los pares (b, i), para b ∈ u′.
Las reglas en Ri del tipo [ a ]i → [ b ]i [ c ]i pueden ser descritas como el
par (a, i) que produce los pares (b, i) and (c, i).
Las reglas en Ri del tipo [ a ]i → [ Γ0 ]i [ Γ1 ]i pueden ser descritas como
el par (a, i) que no produce ningu´n nuevo par.
Formalizamos estas ideas en la siguiente definicio´n.
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Definicio´n 9.3. Sea Π = (Γ,Γ0,Γ1, E ,Σ, µ,M1, . . . ,Mq,R1, . . . ,Rq, iin, iout)
un sistema P reconocedor de CDEC(1, k) o CSEC(1, k). El grafo de dependen-
cias asociado a Π es el grafo dirigido GΠ = (VΠ, EΠ) definido como sigue:
El conjunto de ve´rtices es VΠ = {s} ∪ V LΠ ∪ V RΠ, donde:
V LΠ = {(a, i) ∈ Γ× {1, . . . , q} | [[ [ a ]i ]j → [ u′ [ ]i ]j ∈ Ri]∨
[∃j ∈ ch(i)([ a [ ]i ]j → [ [ u′ ]i ]j ∈ Rj]∨
[∃b, c ∈ Γ([ a ]i → [ b ]i [ c ]i ∈ Ri)]∨
[([ a ]i → [ Γ0 ]i [ Γ1 ]i ∈ Ri)]};
V RΠ = {(b, i) ∈ Γ× {1, . . . , q} | [ a [ ]i ]j → [ [ u′ ]i ]j ∈ Ri,
b ∈ u′] ∨ [∃j ∈ ch(i)([ [ a ]i ]j → [ u′ [ ]i ]j ∈ Rj, b ∈ u′]∨
[∃a, c ∈ Γ([ a ]i → [ b ]i [ c ]i ∈ Ri)].
El conjunto de aristas es:
EΠ = {(s, (a, j)) | 1 ≤ j ≤ q ∧ (a, j) ∈M∗j}∪
{((a, i), (b, j)) ∈ VΠ × VΠ | [[ [ a ]i ]j → [ u′ [ ]i ]j ∈ Ri,
j = p(i), b ∈ u′] ∨ [∃j ∈ ch(i)[ a [ ]i ]j → [ [ u′ ]i ]j ∈ Rj,
b ∈ u′] ∨ [i = j] ∧ [∃c ∈ Γ([ a ]i → [ b ]i [ c ]i] ∈ Ri}.
A continuacio´n, se muestra como el grafo de dependencia asociado al siste-
ma P de CDEC(1, k) o de CSEC(1, k), puede ser construido por una ma´quina
de Turing en tiempo polinomial
Proposicio´n 9.1. Sea Π = (Γ,Γ0,Γ1, E ,Σ, µ,M1, . . . ,Mq,R1, . . . ,Rq, iin, iout)
un sistema P reconocedor de CFEC(1, k), siendo F ∈ {D,S} y k ≥ 1. Existe
una ma´quina de Turing que construye el grafo de dependencias, GΠ, asociado
con Π, en tiempo polinomial (es decir, en un tiempo acotado por una funcio´n
polino´mica que depende del nu´mero total de reglas y la longitud ma´xima de las
reglas).
Demostracio´n. Un algoritmo determinista que, dado un sistema P reconocedor
Π de CFEC(1, k), cuyo conjunto de reglas es R = R1 ∪ · · · ∪ Rq, construye el
siguiente grafo de dependencias, es el Algoritmo 9.1.1.
El tiempo de ejecucio´n de este algoritmo esta´ acotado por O(|R|) ⊂ O(q ·
|Γ|3).
Proposicio´n 9.2. Sea Π = (Γ,Γ0,Γ1, E ,Σ, µ,M1, . . . ,Mq,R1, . . . ,Rq, iin, iout)
un sistema P reconocedor confluente de CFEC(1, k). Las siguientes afirmacio-
nes son equivalentes:
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Algoritmo 9.1.1 Algoritmo A
Entrada: El sistema P reconocedor Π
VΠ ← {s}; EΠ ← ∅
para j = 1 hasta q hacer
para cada par (a, j) ∈M∗j hacer
EΠ ← EΠ ∪ {(s, (a, j))}
fin para
fin para
para cada r ∈ R de Π hacer
si r = [ a [ ]i ]j → [ [ u′ ]i ]j ∈ Ri entonces
VΠ ← VΠ ∪ {(a, j), (b, i) | b ∈ u′};
EΠ ← EΠ ∪ {((a, j), (b, i)) | b ∈ u′}
fin si
si r = [ [ a ]i ]j → [ u′ [ ]i ]j ∈ Ri entonces
VΠ ← VΠ ∪ {(a, i), (b, j) | b ∈ u′}
EΠ ← EΠ ∪ {((a, i), (b, j)) | b ∈ u′}
fin si
si r = [ a ]i → [ b ]i [ c ]i ∈ Ri entonces
VΠ ← VΠ ∪ {(a, i), (b, i), (c, i)}
EΠ ← EΠ ∪ {((a, i)), (b, i))} ∪ {((a, i), (c, i))}
fin si
si r = [ a ]i → [ Γ0 ]i [ Γ1 ]i ∈ Ri entonces
VΠ ← VΠ ∪ {(a, i)}
fin si
fin para
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(1) Existe una computacio´n de aceptacio´n de Π.
(2) Existe un camino (con longitud mayor que o igual a 2) desde s hasta
(yes, 0) en el grafo de dependencias asociado a Π.
Demostracio´n. (1) ⇒ (2). Primero, demostramos que por cada computacio´n
de aceptacio´n C de Π existe un camino desde s hasta (yes, 0) en el grafo de
dependencias asociado a Π. Por induccio´n sobre la longitud n de C.
Sea n = 1 y C = (C0, C1) una computacio´n de aceptacio´n de Π con longitud
1. Entonces una regla de la forma [ [ a ]iskin ]env → [ u′ [ ]iskin ]env ∈ Riskin ,
donde a ∈ Γ y yes ∈ u′, ha sido aplicada a la configuracio´n inicial C0. Entonces,
a ∈ C0(iskin), as´ı que (a, iskin) ∈M∗iskin . Por tanto, (s, (a, iskin), (yes, 0)) es un
camino desde s hasta (yes, 0) en el grafo de dependencias asociado a Π.
Supongamos que el resultado es va´lido para n. Sea C = (C0, C1, . . . , Cn, Cn+1)
una computacio´n de aceptacio´n de Π de longitud n + 1. En esta situacio´n,
C ′ = (C1, . . . , Cn, Cn+1) es una computacio´n de aceptacio´n del sistema Π′ =
(Γ,Γ0,Γ1, E ,Σ, µ,M′1, . . . ,M′q,R1, . . . ,Rq, iin, iout), siendo M′j = {a | a ∈
C1(j)} el «contenido» de la membrana j en la configuracio´n C1, para cada 1 ≤
j ≤ q. Por hipo´tesis de inducccio´n existe un camino γC′ = (s, (b1, i1), . . . , (yes, 0))
desde s to (yes, 0) en el grafo de dependencias asociado a Π′ (con longitud
mayor que o igual a 2). Distinguimos dos casos. Si b1 ∈ C0(i1) (es decir, si
b1 ∈ Mi1), entonces una regla de divisio´n del tipo [ b0 ]i1 → [ b2 ]i1 [ b3 ]i1 , don-
de b0 6= b1, b2 6= b1 y b3 6= b1, ha sido aplicada a la membrana i1. Entonces,
γC = (s, (b1, i1), (b1, i1), . . . , (yes, 0)) es un camino desde s hasta (yes, 0) en el
grafo de dependencias asociado a Π, y el resultado es va´lido. De otra forma,
hay tres opciones:
∃b0 ∈ Γ,∃j ∈ ch(i1) | [ [ b0 ]j ]i1 → [ u′ [ ]j ]i1 ∈ Rj, b1 ∈ u′;
∃b0 ∈ Γ | [ b0 [ ]i1 ]j → [ [ u′ ]i1 ]j ∈ Ri1 , b1 ∈ u′; o
∃b0, b2 ∈ Γ | [ b0 ]i1 → [ b1 ]i1 [ b2 ]i1 .
En cualquier caso, esto lleva a la produccio´n de (b1, i1) en el primer paso
de la computacio´n C. Por tanto, γC = (s, (b0, i0), (b1, i1), . . . , (yes, 0)) es un
camino desde s hasta (yes, 0) en el grafo de dependencias asociado a Π.
(2)⇒ (1). Veamos que para cada camino desde s hasta (yes, 0) en el grafo
de dependencias asociado a Π, con longitud k ≥ 2, existe una computacio´n de
aceptacio´n de Π. Por induccio´n sobre la longitud k del camino.
Sea k = 2 y γC = (s, (a0, i0), (yes, 0)). Entonces, i0 = iskin es la etiqueta
de la membrana piel, [ [ a0 ]iskin ]env → [ u′ [ ]iskin ]env ∈ Riskin , donde a0 ∈ Γ
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y yes ∈ u′, y la computacio´n C = (C0, C1) donde la regla (a0, out;u′) ∈ Riskin
pertenece al conjunto de reglas que da lugar a la configuracio´n C1 desde la
configuracio´n C0, es una computacio´n de aceptacio´n de Π.
Supongamos que el resultado es va´lido para k ≥ 2. Sea entonces
(s, (a0, i0), (a1, i1), . . . , (ak−1, ik−1), (yes, 0)) un camino desde s hasta (yes, 0)
en el grafo de dependencias de longitud k + 1. Si (a0, i0) = (a1, i1), entonces
el resultado valida la hipo´tesis de induccio´n. En cualquier otro caso, sea C1
una configuracio´n de Π obtenida de C0 por la aplicacio´n de un conjunto de
reglas que contienen a la regla que da lugar a (a1, i0) desde (a0, i0). Entonces
(s, (a1, i1), . . . , (ak−1, ik−1), (yes, 0)) es un camion desde s hasta (yes, 0) de lon-
gitud k, en el grafo de dependencias asociado al sistema
Π′ = (Γ,Γ0,Γ1, E ,Σ, µ,M′1, . . . ,M′q,R1, . . . ,Rq, iin, iout), donde M′j = {a |
a ∈ C1(j)} es el contenido de la membrana j en la configuracio´n C1, para cada
1 ≤ j ≤ q. Por hipo´tesis de induccio´n, existe una computacio´n de acpetacio´n
C ′ = (C1, . . . , Ck) de Π′. Por lo tanto C = (C0, C1, . . . , Ck) es una computacio´n
de aceptacio´n de Π.
Corolario 9.1. Sea X = (IX , θX) un problema de decisio´n. Sea Π = {Π(n) |
n ∈ N} una familia de sistemas P reconocedores de CFEC(1, k) que resuel-
ven X, de acuerdo con la definicio´n dada en la Seccio´n 4.4. Sea (cod, s) una
codificacio´n polinomial asoociada a esa solucio´n. Entonces, para cada instan-
cia w del problema X las siguientes afirmaciones son equivalentes following
assertions are equivalent:
1. θX(w) = 1 (es decir, la respuesta al problema es yes para w).
2. Existe un camino desde s hasta (yes, 0) en el grafo de dependencias
asociado al sistema Π(s(w)) con multiconjunto de entrada cod(w).
Demostracio´n. Sea w ∈ IX . Entonces, θX(w) = 1 si y so´lo si existe una compu-
tacio´n de aceptacio´n del sistema Π(s(w)) + cod(w). Teniendo en cuenta que
Π(s(w)) + cod(w) es un sistema confluente, por la Proposicio´n 9.2 deducimos
que θX(w) = 1 si y so´lo si existe un camino desde s hasta (yes, 0) en el grafo
de dependencias asociado al sistema Π(s(w)) + cod(w).
Teorema 9.1. P = PMCCDEC(1,k) = PMCCSEC(1,k), para k ≥ 1.
Demostracio´n. Tenemos que P ⊆ PMCCDEC(1,k)∩PMCCSEC(1,k) con k ≥ 1 dado
que PMCCDEC(1,k) y PMCCSEC(1,k) son clases no vac´ıas cerradas bajo reducibi-
lidad en tiempo polinomial. A continuacio´n, se muestra que PMCCDEC(1,k) ∪
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PMCCSEC(1,k) ⊆ P. Para ello, sea X ∈ PMCCDEC(1,k) ∩ PMCCSEC(1,k) y Π =
{Π(n) | n ∈ N} una familia de sistemas P reconocedores de CDEC(1, k) o
CSEC(1, k) que resuelvan X, de acuerdo con la definicio´n dada en la Sec-
cio´n 4.4. Sea (cod, s) la codificacio´n polinomial asociada a dicha solucio´n. Con-
sideramos entonces el algoritmo 9.1.2
Algoritmo 9.1.2 Algoritmo A
Entrada: Una instancia w de X
Construir el sistema Π(s(w)) + cod(w)
Construir el grafo de dependencias GΠ(s(w))+cod(w) asociado a Π(s(w)) +
cod(w)
Reachability(GΠ(s(w))+cod(w), s, (yes, 0)
Obviamente, este algoritmo es polinomial respecto al taman˜o |w| de la
entrada.
9.1.1.2. No eficiencia de los sistemas con separacio´n y con longitud
de la parte derecha acotada a 1
Sea Π = (Γ,Γ0,Γ1, E ,Σ,M1, . . . ,Mq,R1, . . . ,Rq, iin, iout) un sistema P re-
conocedor de CSEC(k, 1), siendo k ≥ 1. Denotamos como RC (respectiva-
mente, RS) el conjunto de reglas de comunicacio´n (respectivamente, reglas
separacio´n) de Π. Fijaremos un orden total en RC y un orden total en RS.
Ya que varias membranas con la misma etiqueta sera´n generadas mediante el
uso de reglas de separacio´n, para identificar las diferentes membranas con la
misma etiqueta, se usara´ la siguiente definicio´n recursiva para modificar las
etiquetas de las membranas que se vayan generando:
Denotamos la etiqueta de una membrana como un par (i, σ), donde 1 ≤
i ≤ q y σ ∈ {0, 1}∗ es una cadena binaria.
Si se aplica una regla de separacio´n a una membrana etiquetada con
(i, σ), entonces las nuevas membranas creadas sera´n etiquetadas con
(i, σ0) y (i, σ1), respectivamente. Se considera el orden lexicogra´fico sobre
el conjunto de etiquetas de las membranas durante toda la computacio´n
del sistema.
No´tese que si se aplica una regla de comunicacio´n entre dos membranas,
las etiquetas no cambian.
Una configuracio´n en un instante t de un sistema P de CSEC(k, 1) es descri-
to por los multiconjuntos de objetos sobre Γ contenidos en cada membrana y el
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multiconjunto de objetos sobre Γ\E en el entorno. Por tanto, una configuracio´n
de Π puede ser descrita como sigue:
{(a, i, σ) | a ∈ Γ ∪ {λ}, 1 ≤ i ≤ q, σ ∈ {0, 1}∗} ∪ {(a, 0) | a ∈ Γ \ E}
Usamos LHS y RHS para referirnos a la parte izquierda y a la parte
derecha de una regla. Son definidas de manera natural de acuerdo a la definicio´n
de una regla:
r ≡ [ [ u ]i ]j → [ b [ ]i ]j ∈ Ri, siendo u el multiconjunto {a1, . . . , ak} ∈
Mf (Γ) y b ∈ Γ ∪ {λ}. Entonces, denotamos con n · LHS(r, (i, σi)) =
(a1, i, σi)n . . . (ak, i, σi)n, para al ∈ Γ (1 ≤ l ≤ k), y por n·RHS(r, (i, σi)) =
(b, j, σj)n.
r ≡ [ u [ ]j ]i → [ [ b ]j ]i ∈ Ri, siendo u el multiconjunto {a1, . . . , ak} ∈
Mf (Γ), b ∈ Γ ∪ {λ} y i 6= iskin (respectivamente, i = iskin). Entonces,
denotamos con n · LHS(r, (i, σi)) = (a1, j, σj)n . . . (ak, j, σj)n, con al ∈ Γ
(respectivamente, al ∈ Γ \ E) (1 ≤ l ≤ k) y con n · RHS(r, (i, σi)) =
(b, i, σi)n.
r ≡ [ v [ u ]j ]i → [ [ c ]j ]i ∈ Ri, siendo u el multiconjunto {a1, . . . , ak1} ∈
Mf (Γ), v el multiconjunto {b1, . . . , bk2} ∈Mf (Γ), c ∈ Γ ∪ {λ} y i 6= iskin
(respectivamente, i = iskin). Entonces, denotamos con n·LHS(r, (i, σi)) =
(a1, i, σi)n . . . (ak1 , i, σi)n(b1, j, σj)n . . . (bk2 , j, σj)n con al1 , bl2 ∈ Γ (respec-
tivamente, al1 ∈ Γ and bl2 ∈ Γ \ E) (1 ≤ l1 ≤ k1, 1 ≤ l2 ≤ k2) y con
n ·RHS(r, (i, σi)) = (c, i, σi)n.
r ≡ [ v [ u ]j ]i → [ c [ ]j ]i ∈ Ri, siendo u el multiconjunto {a1, . . . , ak1} ∈
Mf (Γ), v {b1, . . . , bk2} ∈ Mf (Γ), c ∈ Γ ∪ {λ} y i 6= iskin (respec-
tivamente, i = iskin). Entonces, denotamos con n · LHS(r, (i, σi)) =
(a1, i, σi)n . . . (ak1 , i, σi)n(b1, j, σj)n . . . (bk2 , j, σj)n con al1 , bl2 ∈ Γ (respec-
tivamente, al1 ∈ Γ y bl2 ∈ Γ \ E) (1 ≤ l1 ≤ k1, 1 ≤ l2 ≤ k2) y con
n ·RHS(r, (i, σi)) = (c, j, σj)n.
Hay que remarcar que los objetos del tipo (λ, i, σi) pueden ser omitidos,
dado que significa que la RHS esta´ vac´ıa.
Si Ct es una configuracio´n de Π, entonces el multiconjunto obtenido al
reemplazar en Ct todas las apariciones de (x, i, σ) por (x, i, σ′) es denotado
por Ct + {(x, i, σ)/σ′}. Adema´s, denotamos con Ct + m (respectivamente, Ct \
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m) un multiconjunto m de objetos etiquetados an˜adidos a (respectivamente,
eliminados de) la configuracio´n Ct.
A continuacio´n, demostraremos que los sistemas P de CSEC(k, 1) pueden
resolver so´lo problemas tratables.
Si C = (C0, C1, . . . , Cn) es una computacio´n de parada, denotamos con |C| =
n la longitud de C. Para cada i (1 ≤ i ≤ q), el multiconjunto de objetos sobre
Γ contenido en todas las membranas etiquetadas por i en la configuracio´n Ct es
denotado por Ct(i). Denotamos por Ct(0) el multiconjunto de objetos sobre Γ\E
contenido en el entorno en la configuracio´n Ct. Finalmente, el multiconjunto
finito Ct(0) + Ct(1) + · · ·+ Ct(q) es denotado por C∗t .
Lema 9.1. Sea Π = (Γ,Γ0,Γ1, E ,Σ,M1, . . . ,Mq,R1, . . . ,Rq, iin, iout) un sis-
tema P reconocedor de CSEC(k, 1), siendo k ≥ 1. Sea M = |M1 + · · · +Mq|
y C = (C0, . . . , Cn) una computacio´n de Π. Entonces, tenemos
1. |C∗0 | = M , y para cada t, 0 ≤ t ≤ n− 1, |C∗t+1| ≤ |C∗t |;
2. para cada t, 0 ≤ t ≤ n, |C∗t | ≤M ; y
3. el nu´mero de membranas creadas a lo largo de la computacio´n C por la
aplicacio´n de reglas de separacio´n esta´ acotada por 2M .
Demostracio´n. (1) Observemos que |C∗0 | = |C0(0) + C0(1) + · · · + C0(q)| =
|M1 + · · · +Mq| = M . Sea Π un sistema P reconocedor de CSEC(k, 1) y
R1, . . . ,Rq los conjuntos de reglas asociados a Π, que contienen los siguientes
tipos de reglas de comunicacio´n evolutiva:
[ [ u ]i ]j → [ a [ ]i ]j ∈ Ri, 1 ≤ i ≤ q, u ∈Mf (Γ) y a ∈ Γ ∪ {λ}.
[ u [ ]j ]i → [ [ a ]j ]i ∈ Ri, i 6= iskin (respectivamente, i = iskin), u ∈
Mf (Γ) (respectivamente, u ∩ Γ \ E 6= ∅) y a ∈ Γ ∪ {λ}.
[ u [ v ]j ]i → [ [ a ]j ]i, i 6= iskin (respectivamente, i = iskin), u, v ∈ Mf (Γ)
(respectivamente, u ∈Mf (Γ), v ∩ Γ \ E 6= ∅) y a ∈ Γ ∪ {λ}.
[ u [ v ]j ]i → [ a [ ]j ]i, i 6= iskin (respectivamente, i = iskin), u, v ∈Mf (Γ)
(respectivamente, u ∈Mf (Γ), v ∩ Γ \ E 6= ∅) y a ∈ Γ ∪ {λ}.
Para cada t, 0 ≤ t ≤ n − 1, en la transicio´n desde la configuracio´n Ct a la
configuracio´n Ct+1, mediante el uso de cualquier regla, al menos un objeto de
Ct es consumido y a lo sumo un objeto es producido en Ct+1. Por lo tanto, en
cualquier paso de transicio´n el nu´mero de objetos no es incrementado.
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(2) Por induccio´n sobre t. Empecemos analizando el caso base t = 0. El
resultado es trivial dado que |C∗0 | = M . Por hipo´tesis de induccio´n, supongamos
que el resultado es va´lido para t, 0 ≤ t ≤ n− 1. Entonces, |C∗t+1| ≥ |C∗t |, que es
verdadero debido a (1), y por hipo´tesis de induccio´n sabemos que |C∗t | ≤ M .
Por tanto, el resultado tambie´n es verdadero para t+ 1.
(3) De acuerdo al hecho que la aplicacio´n de una regla de separacio´n con-
sume un objeto y produce dos nuevas membranas, el resultado (3) puede ser
obtenido de (2) fa´cilmente, dado que el nu´mero ma´ximo de reglas de separacio´n
que pueden ser ejecutadas a lo largo de la computacio´n en este tipo de sistemas
viene acotada por la cantidad de objetos en los multiconjuntos iniciales.
El Algoritmo 9.1.3 A es un algoritmo determinista acotado polinomialmen-
te respecto al tiempo. Dicho algoritmo recibe como entrada un sistema P Π
de CSEC(k, 1) y un multiconjunto m de Π, de tal manera que el algoritmo A
reproduce el comportamiento de una computacio´n de Π +m. Si el sistema Π
es confluente, entonces el algoritmo A devolvera´ la misma respuesta que Π.
Algoritmo 9.1.3 Algoritmo A
Entrada: Un sistema P Π de CSEC(2, 1) y un multiconjunto de entrada m
Salida: S´ı si Π+m tiene una computacio´n de aceptacio´n, No en caso contrario
Fase de inicializacio´n: C0 es la configuracio´n inicial de Π +m
t← 0
mientras Ct no es una configuracio´n de parada hacer
Fase de seleccio´n: Entrada Ct, salida (C ′t, A)
Fase de ejecucio´n: Entrada (C ′t, A), salida Ct+1
t← t+ 1
fin mientras
El algoritmo A recibe un sistema P reconocedor
Π = (Γ,Γ0,Γ1, E ,Σ,M1, . . . ,Mq,R1, . . . ,Rq, iin, iout) de CSEC(k, 1), sien-
do k ≥ 1 y m un multiconjunto de entrada para este sistema. Sea M =
|M1 + · · · +Mq|. Supongamos que cualquier computacio´n de Π realiza a lo
sumo p pasos de transicio´n, p ∈ N+. Entonces, del Lema 9.1, el nu´mero de
membranas en el sistema a lo largo de cualquier computacio´n esta´ acotado por
2M + q.
Una transicio´n de un sistema P reconocedor Π+m es realizada en dos fases:
la fase de seleccio´n y la fase de ejecucio´n, mostradas en el Algoritmo 9.1.4 y el
Algoritmo 9.1.5.
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Algoritmo 9.1.4 Fase de seleccio´n
Entrada: Una configuracio´n Ct de Π +m en el instante t
C ′t ← Ct; A← ∅; B ← ∅
para r ∈ Ri ∧ r ∈ RC , de acuerdo al orden escogido hacer
para cada membrana (i, σi) de C ′t de acuerdo con el orden lexicogra´fico
hacer
nr ← es el nu´mero de veces ma´ximo que r es aplicable a (i, σi)
si nr > 0 entonces
C ′t ← C ′t − nr · LHS(r, (i, σi))
A← A ∪ {(r, nr, (i, σi))}




para r ∈ Ri ∧ r ∈ RS de acuerdo al orden escogido hacer
para cada (a, i, σi) de acuerdo al orden lexicogra´fico, y tal que (i, σi) 6∈ B
hacer
C ′t ← C ′t \ {(a, i, σi)}
A← A ∪ {(r, 1, (i, σi))}
B ← B ∪ {(i, σi)}
fin para
fin para
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Es fa´cil darse cuenta que este algoritmo es determinista y que el tiempo
de ejecucio´n es polinomial en el taman˜o de Π dado que el nu´mero de ciclos
del primer bucle para es de orden O(|R| ·M2 · q2); y el nu´mero de ciclos del
segundo bucle para es de orden O(|R| ·M · q · |Γ|).
Algoritmo 9.1.5 Fase de ejecucio´n
Entrada: La salida (C ′t, A) de la fase de seleccio´n
para cada (r, nr, (i, σi)) ∈ A, r ∈ RC hacer
C ′t ← C ′t + nr ·RHS(r, (r, σi))
fin para
para cada (r, 1, (i, σi)) ∈ A, r ∈ RS hacer
C ′t ← C ′t + {(λ, i, σi)/σi0}
C ′t ← C ′t + {(λ, i, σi1)}
para cada (x, i, σi) ∈ C ′t de acuerdo con el orden lexicogra´fico hacer
si x ∈ Γ0 entonces
C ′t ← C ′t + {(x, i, σi)/σi0}
si no




Ct+1 ← C ′t
Este algoritmo es determinista y se ejecuta en tiempo polinomial en el
taman˜o de Π dado que el nu´mero de ciclos del primer bucle para es de orden
O(|R| ·M2 · q2); y el nu´mero de ciclos del segundo bucle para es de orden
O(|R ·M · q · |Γ|).
Teorema 9.2. P = PMCCSEC(k,1), para k ≥ 1.
Demostracio´n. Dado que PMCCSEC(k,1) es cerrada bajo reducibilidad en tiem-
po polinomial y es una clase no vac´ıa, P ⊆ PMCCSEC(k,1). En lo que sigue,
demostraremos que PMCCSEC(k,1) ⊆ P. Sea X ∈ PMCCSEC(k,1) y Π = {Π(n) |
n ∈ N} una familia de sistemas P reconocedores de CSEC(k, 1) que resuelve X
de acuerdo a la definicio´n dada en la Seccio´n 4.4. Sea (cod, s) una codificacio´n
polinomial asociada a dicha solucio´n. Si u ∈ IX es una instancia del problema
X, entonces u sera´ procesada por el sistema Π(s(u)) + cod(u). Consideramos
el Algoritmo 9.1.6 determinista A′.
El algoritmo A′ recibe una instancia u del problema de decisio´n X =
(IX , θX), y se ejecuta en tiempo polinomial. Las siguientes afirmaciones son
equivalentes:
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Algoritmo 9.1.6 Algoritmo A′
Entrada: Una instancia u del problema X
Salida: S´ı si Π(s(u)) + cod(u) tiene una computacio´n de aceptacio´n, No en
caso contrario
Construir el sistema Π(s(u)) + cod(u)
Ejecutar el algoritmo A con entrada Π(s(u)) + cod(u)
θX(u) = 1; es decir, la respuesta a la instancia u del problema X es
afirmativa.
Toda computacio´n de Π(s(u))+cod(u) es una computacio´n de aceptacio´n.
La salida del algoritmo A′ con entrada u es S´ı.
Por lo tanto, X ∈ P.
9.1.2. Presumible eficiencia de los sistemas P con co-
municacio´n evolutiva
Este apartado estara´ destinado, al contrario que el anterior, a demostrar
que imponiendo una longitud ma´xima menos restrictiva a las reglas de comu-
nicacio´n evolutiva, podemos obtener soluciones eficientes a problemas presun-
tamente intratables.
9.1.2.1. Presumible eficiencia de los sistemas de CDEC(2, 1)
Para cada n, p ∈ N, consideramos el sistema P reconocedor
Π(〈n, p〉) = (Γ,Σ, E , µ,M1, . . . ,Mq,R1, . . . ,Mq, iin, iout)
de CDEC(2, 1) definido como sigue:
1. Alfabeto de trabajo Γ:
{yes, no, y1, y2, n1, n2,#} ∪
{ai,j, Ti,j, Fi,j | 1 ≤ i ≤ n, 0 ≤ j ≤ p} ∪
{xi,j,k, xi,j,k, x∗i,j,k | 1 ≤ i ≤ n, 1 ≤ j ≤ p, 0 ≤ k ≤ 2np} ∪
{αj | 1 ≤ j ≤ p+ 1} ∪
{δk | 0 ≤ k ≤ 2np+ 3} ∪
{δ′k | 0 ≤ k ≤ 2np+ 1}.
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2. Alfabeto de entrada Σ: {xi,j,0, xi,j,0, x∗i,k,0 | 1 ≤ i ≤ n, 1 ≤ j ≤ p}.
3. Alfabeto del entorno E : ∅.
4. µ = [ [ ]1[ ]2 . . . [ ]np[ ]np+2[ ]np+3[ ]np+4 ]np+1
5. Mk = ∅, 1 ≤ k ≤ np,
Mnp+1 = {δ0, γn2p2−1},
Mnp+2 = {ai,j | 1 ≤ i ≤ n, 1 ≤ j ≤ p} ∪ {αj | 1 ≤ j ≤ p+ 1},
Mnp+3 = {δ′0},Mnp+4 = {γ4np+4}
6. El conjunto R = R1 ∪ · · · ∪ Rnp+4 consiste en las siguientes reglas:
1.1 Reglas para generar p copias de las 2n posibles valoraciones de ver-
dad. Para ello, generaremos 2np valoraciones de verdad parciales.
[ ai,j ]np+2 → [ Ti,j ]np+2 [Fi,j ]np+2
[ [ [ Ti,jFi,j ]np+1 ]np+2 → [ # [ ]np+1 ]np+2
}
para 1 ≤ i ≤ n,1 ≤ j, j′ ≤ p
1.2 Reglas para generar 2np copias de cod(ϕ).
[ xi,j,0 [ ]i⊥j ]np+1 → [ [ xi,j,1 ]i⊥j ]np+1
[ xi,j,0 [ ]i⊥j ]np+1 → [ [ xi,j,1 ]i⊥j ]np+1
[ x∗i,j,0 [ ]i⊥j ]np+1 → [ [ x∗i,j,1 ]i⊥j ]np+1
 para 1 ≤ i ≤ n,1 ≤ j ≤ p
[ γ [ xi,j,k ]i⊥j ]np+1 → [ [ xi,j,k+1 ]i⊥j ]np+1
[ γ [ xi,j,k ]i⊥j ]np+1 → [ [ xi,j,k+1 ]i⊥j ]np+1
[ γ [ x∗i,j,k ]i⊥j ]np+1 → [ [ x∗i,j,k+1 ]i⊥j ]np+1
 para
1 ≤ i ≤ n,
1 ≤ j ≤ p,
1 ≤ k ≤ np− 1
[ xi,j,k ]i⊥j → [ xi,j,k+1 ]i⊥j [ xi,j,k+1 ]i⊥j
[ xi,j,k ]i⊥j → [ xi,j,k+1 ]i⊥j [ xi,j,k+1 ]i⊥j
[ x∗i,j,k ]i⊥j → [ x∗i,j,k+1 ]i⊥j [ x∗i,j,k+1 ]i⊥j
 para
1 ≤ i ≤ n,
1 ≤ j ≤ p,
np ≤ k ≤ 2np− 1
[ [ xi,j,2np ]i⊥j ]np+1 → [ xi,j,2np [ ]i⊥j ]np+1
[ [ xi,j,2np ]i⊥j ]np+1 → [ xi,j,2np [ ]i⊥j ]np+1
[ [ x∗i,j,2np ]i⊥j ]np+1 → [ x∗i,j,2np [ ]i⊥j ]np+1
 para 1 ≤ i ≤ n,1 ≤ j ≤ p
[ γ [ δ′k ]np+3 ]np+1 → [ [ δ′k+1 ]np+3 ]np+1 , para 0 ≤ k ≤ np
[ δ′k ]np+3 → [ δ′k+1 ]np+3 [ δ′k+1 ]np+3 , para np+ 1 ≤ k ≤ 2np
[ [ δ′2np+1 ]np+3 ]np+1 → [ δ′2np+1 [ ]np+3 ]np+1
2.1 Reglas para chequear las cla´usulas satisfechas.
[ xi,j,2np [ Ti,j ]np+2 ]np+1 → [ [ cj ]np+2 ]np+1
[ xi,j,2np [ Ti,j ]np+2 ]np+1 → [ [ # ]np+2 ]np+1
[ x∗i,j,2np [ Ti,j ]np+2 ]np+1 → [ [ # ]np+2 ]np+1
[ xi,j,2np [Fi,j ]np+2 ]np+1 → [ [ # ]np+2 ]np+1
[ xi,j,2np [Fi,j ]np+2 ]np+1 → [ [ cj ]np+2 ]np+1
[ x∗i,j,2np [Fi,j ]np+2 ]np+1 → [ [ # ]np+2 ]np+1

para 1 ≤ i ≤ n,1 ≤ j ≤ p
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3.1 Reglas para chequear si todas las cla´usulas son satisfechas por una
valoracio´n de verdad.
[ δ′2np+1 [αp+1 ]np+2 ]np+1 → [ [α′p+1 ]np+2 ]np+1
[ cj [αj ]np+2 ]np+1 → [ # [ ]np+2 ]np+1 , para 1 ≤ j ≤ p
4.1 Contador general.
[ δk [ γ ]np+1 ]np+4 → [ δk+1 [ ]np+1 ]np+4 , para 0 ≤ k ≤ 2np+ 2
4.2 Reglas para devolver una respuesta negativa.
[ [αjα′p+1 ]np+2 ]np+1 → [n1 [ ]np+2 ]np+1 , para 1 ≤ j ≤ p
[n1 [ ]np+2 ]np+1 → [ [n1 ]np+2 ]np+1
[ δ2np+3 [n1 ]np+2 ]np+1 → [n2 [ ]np+2 ]np+1
[ [n2 ]np+1 ]0 → [ no [ ]np+1 ]0
4.3 Reglas para devolver una respuesta afirmativa.
[ δ2np+3 [α′p+1 ]np+2 ]np+1 → [ [ y1 ]np+2 ]np+1
[ γ [ y1 ]np+2 ]np+1 → [ y2 [ ]np+2 ]np+1
[ [ y2 ]np+1 ]0 → [ yes [ ]np+1 ]0
7. La membrana de entrada es la membrana etiquetada por 1 (iin = np+1)
y la regio´n de salida es el entorno (iout = env).
9.1.3. Descripcio´n de la computacio´n
Consideramos la codificacio´n de la fo´rmula ϕ como se sigue. Sea ϕ(x1, . . . , xn) =
C1 ∧ · · · ∧ Cp, Cj = lj1 ∨ · · · ∨ ljrj , 1 ≤ j ≤ p, ljk ∈ {xi,¬xi | 1 ≤ i ≤ n} una
instancia del problema SAT. Entonces la fo´rmula Booleana ϕ sera´ procesada
por el sistema Π(s(ϕ)) + cod(ϕ), en donde s(ϕ) = 〈n, p〉 y cod(ϕ) = {xi,j,0 |
xi ∈ Cj} ∪ {xi,j,0 | ¬xi ∈ Cj} ∪ {x∗i,j,0 | xi 6∈ Cj,¬xi 6∈ Cj}.
Denotamos con codk(ϕ) como el conjunto cod(ϕ) con el tercer sub´ındice
igual a k.
La solucio´n propuesta sigue un algoritmo de fuerza bruta en el marco de
sistemas P reconocedores con reglas de comunicacio´n evolutiva y con reglas de
divisio´n, y consiste en las siguientes fases:
Fase de generacio´n: Mediante el uso de reglas de 1.1, p copias de cada
2n valoracio´n de verdad asociada a {x1, . . . , xn} son generadas en las
membranas etiquetadas por np + 2. Para ello, 2np − 2n valoraciones de
verdad parciales son producidas eliminando objetos cuando dos valores
de verdad distintos sean asignados a la misma variable.
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En paralelo, 2np copias de cada objeto xi,j,k, xi,j,k, x∗i,j,k que aparece en
cod(ϕ) son generadas aplicando las reglas de 1.2. Para sincronizar el
comienzo de la primera fase de chequeo, el tercer sub´ındice k evolucionara´
hasta alcanzar el valor 2np, y entonces los objetos xi,j,2np, xi,j,2np, x∗i,j,2np
sera´n enviados a la membrana np + 1 para interactuar con los objetos
Ti,j y Fi,j. Esta fase tarda exactamente 2np+ 1 pasos de computacio´n.
Primera fase de chequeo: Las p copias de cada una de las 2n valora-
ciones de verdad asociadas a {x1, . . . , xn} generadas en las membra-
nas etiquetadas por np + 2 cooperan con las 2n copias de los objetos
xi,j,2np, xi,j,2np, x
∗
i,j,2np usando las reglas de 2.1 para obtener que´ cla´usulas
de la fo´rmula ϕ han sido satisfechas por una valoracio´n de verdad. Vale la
pena sen˜alar que en esta fase, las 2np− 2n valoraciones de verdad parcia-
les no podra´n producir los objetos correspondientes a todas las cla´usulas
C1, . . . , Cp en el caso que ϕ no sea satisfactible. Esta fase toma 1 paso
de computacio´n.
Segunda fase de chequeo: Usando las reglas de 3.1, el αj es eliminado de
una membrana etiquetada por np+ 2 si y so´lo si la valoracio´n de verdad
asociada a dicha membrana hace verdadera la cla´usula Cj. Por lo tanto,
una membrana etiquetada por np+2 codificara´ una valoracio´n de verdad
que hace verdadera la fo´rmula ϕ si y so´lo si no queda ningu´n objeto αj
despue´s de la ejecucio´n de esta fase, que tarda exactamente 1 paso.
Fase de salida: Con las reglas de 4.2 y 4.3, el sistema puede dar una
respuesta afirmativa o negativa dependiendo de si la fo´rmula ϕ es o no
satisfactible. Esta fase tarda exactamente 4 pasos de computacio´n, inde-
pendientemente de ser o no satisfactible la fo´rmula ϕ.
9.1.4. Resultado
Teorema 9.3. SAT ∈ PMCCDEC(2,1)
Demostracio´n. La familia de sistemas P construida previamente verifica lo
siguiente:
Todo sistema de la familia Π = {Π(n) | n ∈ N} es un sistema P recono-
cedor de T DEC(2, 1).
La familia Π es polinomialmente uniforme por ma´quinas de Turing dado
que para cada n, p ∈ N, las reglas de Π(〈n, p〉) de la familia son recursiva-
mente definidas por n, p ∈ N, y la cantidad de recursos necesitados para
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construir un elemento de la familia es de orden polinomial con respecto
a n y a p, como se muestra debajo:
• Taman˜o del alfabeto: Θ(n2p2).
• Nu´mero inicial de ce´lulas: 4 + np ∈ Θ(np).
• Nu´mero inicial de objetos en ce´lulas: n2p2 + 5np+ p+ 4 ∈ Θ(n2p2).
• Nu´mero de reglas: Θ(n2p2).
• Nu´mero ma´ximo de objetos involucrados en cualquier regla: 3 ∈
Θ(1).
El par de funciones computables en tiempo polinomial (cod, s) defini-
do cumple lo siguiente: para cada fo´rmula ϕ del problema SAT, s(ϕ) es
un nu´mero natural, cod(ϕ) es un multiconjunto de entrada del sistema
Π(s(ϕ)) y para cada t ∈ N, s−1(t) es un conjunto finito.
La familia Π esta´ polinomialmente acotada en tiempo: de hecho, para
cada fo´rmula ϕ del problema SAT, el sistema P reconocedor Π(s(ϕ)) +
cod(ϕ) tarda exactamente b3np2 c+np+6 pasos de computacio´n en devolver
una respuesta positiva o negativa, siendo n el nu´mero de variables y p el
nu´mero de cla´usulas de ϕ.
La familia Π es adecuada con respecto a (X, cod, s): de hecho, para cada
fo´rmula ϕ, si las computaciones de Π(s(ϕ)) + cod(ϕ) son de aceptacio´n,
entonces ϕ es satisfactible.
La familia Π es completa con respecto a (X, cod, s): de hecho, para cada
fo´rmula ϕ que sea satisfactible, todas las computaciones de Π(s(ϕ)) +
cod(ϕ) son de aceptacio´n.
Corolario 9.2. NP ∪ co-NP ⊆ PMCCDEC(2,1)
Demostracio´n. Basta con observar que SAT es un problema NP-completo,
SAT ∈ PMCT DEC(2,1) y la clase de complejidad PMCT DEC(2,1) esta´ cerrada
bajo reducibilidad en tiempo polinomial y bajo complementario.
De hecho, esta familia de sistemas P con reglas symport/antiport evolutivas
y reglas de divisio´n no hace uso del entorno, por lo tanto:
Corolario 9.3. NP ∪ co-NP ⊆ PMCĈDEC(2,1)
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9.1.5. Presumible eficiencia de los sistemas de CSEC(2, 2)
Para cada n, p ∈ N, consideramos el sistema P reconocedor
Π(〈n, p〉) = (Γ,Γ0,Γ1,Σ, E ,M1, . . . ,Mq,R1, . . . ,Rq, iin, iout)
de CSEC(2, 2) definido como sigue:
1. Alfabeto de trabajo Γ:
{yes, no, y1, y2, n1, n2,#} ∪
{ai,j | 1 ≤ i ≤ n, 0 ≤ j ≤ i} ∪
{a′i,j | 2 ≤ i ≤ n, 0 ≤ j ≤ i− 1} ∪
{aLi,j, aRi,j | 2 ≤ i ≤ n, 1 ≤ j ≤ i− 1} ∪
{αj, α′j, αLj , αRj | 1 ≤ j ≤ p+ 1} ∪
{ti, fi, t′i, t′′i f ′′i , tLi , tRi , fLi , fRi | 1 ≤ i ≤ n} ∪
{βl,k, β′l,k, βLl,k, βRl,k | 0 ≤ k ≤ n, 1 ≤ l ≤ n} ∪
{xi,j,k, xi,j,k, x∗i,j,k | 1 ≤ i ≤ n, 1 ≤ j ≤ p, 1 ≤ k ≤ n+ j − 1} ∪
{x′i,j,k, x′i,j,k, x∗′i,j,k, x′′i,j,k, x′′i,j,k, x∗′′i,j,k, x′′′i,j,k, x′′′i,j,k, x∗′′′i,j,k, |
0 ≤ i ≤ n, 1 ≤ j ≤ p, 1 ≤ k ≤ n} ∪
{cj,k | 1 ≤ j ≤ p, j ≤ k ≤ p} ∪ {δi | 0 ≤ i ≤ 4n+ p+ 2} ∪
{δ′i | 0 ≤ i ≤ 4n+ p} ∪ {γk | 0 ≤ k ≤ n+ 1}.
2. Γ1 = Γ \ Γ0, Γ0 = {aLi,j | 2 ≤ i ≤ n, 1 ≤ j ≤ i− 1} ∪
{αLj | 1 ≤ j ≤ p+ 1} ∪ {tLi , fLi | 1 ≤ i ≤ n} ∪
{βLl,k | 0 ≤ k ≤ n, k + 1 ≤ l ≤ n}
3. Alfabeto de entrada Σ: {xi,j,0, xi,j,0, x∗i,k,0 | 1 ≤ i ≤ n, 1 ≤ j ≤ p}.
4. Alfabeto del entorno E : ∅.
5. µ = [ [ ]2 [ ]3 ]1.
6. M1 = {δ0, δ′0, γ2n
2+6np+4n+2p+6
0 },
M2 = {ai,0 | 1 ≤ i ≤ n} ∪ {αj | 1 ≤ j ≤ p+ 1},
M3 = {γ2n2+6np+4n+2p+60 } ∪ {βn+p+1l,0 | 1 ≤ l ≤ n}.
7. El conjunto R consiste en las siguientes reglas:
0.1 Reglas para generar los objetos γ para simular el entorno
[ [ γk ]3 ]1 → [ γ2k+1 [ ]3 ]1
[ γk [ ]3 ]1 → [ [ γ2k+1 ]3 ]1
}
para 1 ≤ k ≤ n
[ [ γn+1 ]3 ]1 → [ γ [ ]3 ]1
[ γn+1 [ ]3 ]1 → [ [ γ ]3 ]1
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1.1 Reglas para los pasos (4k + 1).
[ γ [ ai,i−1 ]2 ]1 → [ [ a′i,i−1t′i ]2 ]1 , para 1 ≤ i ≤ n
[ γ [ ti ]2 ]1 → [ [ t′′i ]2 ]1
[ γ [ fi ]2 ]1 → [ [ f ′′i ]2 ]1
}
para 1 ≤ i ≤ n
[ γ [ ai,j ]2 ]1 → [ [ a′i,j ]2 ]1 , para 2 ≤ i ≤ n, 0 ≤ j ≤ i− 2
[ γ [αj ]2 ]1 → [ [α′j ]2 ]1 , para 1 ≤ j ≤ p+ 1
[ γ [ βl,k ]3 ]1 → [ [ β′l,k ]3 ]1
}
para 0 ≤ k ≤ n,
k + 1 ≤ l ≤ n
[ xi,j,k [ γ ]3 ]1 → [ x′i,j,k [ ]3 ]1
[ xi,j,k [ γ ]3 ]1 → [ x′i,j,k [ ]3 ]1
[ x∗i,j,k [ γ ]3 ]1 → [ x∗′i,j,k [ ]3 ]1
 para
1 ≤ i ≤ n,
1 ≤ j ≤ p,
0 ≤ k ≤ n− 1
1.2 Reglas para los pasos (4k + 2).
[ γ [ a′i,i−1 ]2 ]1 → [ [ ai,ifRi ]2 ]1
[ γ [ t′i ]2 ]1 → [ [ tLi ]2 ]1
}
para 1 ≤ i ≤ n
[ γ [ t′′i ]2 ]1 → [ [ tLi tRi ]2 ]1
[ γ [ f ′′i ]2 ]1 → [ [ fLi fRi ]2 ]1
}
para 1 ≤ i ≤ n
[ γ [ a′i,j ]2 ]1 → [ [ aLi,j+1aRi,j+1 ]2 ]1 , para 2 ≤ i ≤ n,0 ≤ j ≤ i− 1
[ γ [α′j ]2 ]1 → [ [αLj αRj ]2 ]1 , para 1 ≤ j ≤ p+ 1
[ γ [ β′l,k ]3 ]1 → [ [ βLl,k+1βRl,k+1 ]3 ]1 , para 0 ≤ k ≤ n,k + 1 ≤ l ≤ n
[ x′i,j,k [ γ ]3 ]1 → [ x′′2i,j,k+1 [ ]3 ]1
[ x′i,j,k [ γ ]3 ]1 → [ x′′2i,j,k+1 [ ]3 ]1
[ x∗′i,j,k [ γ ]3 ]1 → [ x∗′′2i,j,k+1 [ ]3 ]1

1 ≤ i ≤ n,
1 ≤ j ≤ p,
0 ≤ k ≤ n− 1
1.3 Reglas para los pasos (4k + 3).
[ ai,i ]2 → [ Γ0 ]2 [ Γ1 ]2 , para 1 ≤ i ≤ n
[ [ βOk,k ]3 ]1 → [ βOk,k [ ]3 ]1




1 ≤ k ≤ n,
k + 1 ≤ l ≤ n
[ x′′i,j,k [ γ ]3 ]1 → [ x′′′i,j,k [ ]3 ]1
[ x′′i,j,k [ γ ]3 ]1 → [ x′′′i,j,k [ ]3 ]1
[ x∗′′i,j,k [ γ ]3 ]1 → [ x∗′′′i,j,k [ ]3 ]1
 para
1 ≤ i ≤ n,
1 ≤ j ≤ p,
1 ≤ k ≤ n
1.4 Reglas para los pasos (4k).
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[ βOk,k [ aOi,j ]2 ]1 → [ [ ai,j ]2 ]1




r ∈ {t, f},
1 ≤ i ≤ n,
1 ≤ j ≤ n,
1 ≤ k ≤ n
[ βOk,k [αOj ]2 ]1 → [ [αj ]2 ]1 , para
O ∈ {L,R},
1 ≤ j ≤ p+ 1,
0 ≤ k ≤ n
[ x′′′i,j,k [ γ ]3 ]1 → [ xi,j,k [ ]3 ]1
[ x′′′i,j,k [ γ ]3 ]1 → [ xi,j,k [ ]3 ]1
[ x∗′′′i,j,k [ γ ]3 ]1 → [ x∗i,j,k [ ]3 ]1
 para
1 ≤ i ≤ n,
1 ≤ j ≤ p,
0 ≤ k ≤ n
[ βl,k [ ]3 ]1 → [ [ βl,k ]3 ]1 , para 0 ≤ k ≤ n, k + 1 ≤ l ≤ n
2.1 Reglas para chequear las cla´usulas satisfechas.
[ xi,j,n+j−1 [ ti ]2 ]1 → [ [ cj,jti ]2 ]1
[ xi,j,n+j−1 [ ti ]2 ]1 → [ [ ti ]2 ]1
[ x∗i,j,n+j−1 [ ti ]2 ]1 → [ [ ti ]2 ]1
[ xi,j,n+j−1 [ fi ]2 ]1 → [ [ fi ]2 ]1
[ xi,j,n+j−1 [ fi ]2 ]1 → [ [ cj,jfi ]2 ]1
[ x∗i,j,n+j−1 [ fi ]2 ]1 → [ [ fi ]2 ]1

para 1 ≤ i ≤ n, 1 ≤ j ≤ p
[ xi,j,n+k [ γ ]3 ]1 → [ xi,j,n+k+1 [ ]3 ]1
[ xi,j,n+k [ γ ]3 ]1 → [ xi,j,n+k+1 [ ]3 ]1
[ x∗i,j,n+k [ γ ]3 ]1 → [ x∗i,j,n+k+1 [ ]3 ]1
 para
1 ≤ i ≤ n,
1 ≤ j ≤ p,
0 ≤ k ≤ j − 2
[ cj,k [ γ ]2 ]1 → [ cj,k+1 [ ]2 ]1 , para 1 ≤ j ≤ p, j ≤ k ≤ p− 1
3.1 Reglas para chequear si todas las cla´usulas son satisfechas por una
valoracio´n de verdad.
[ δ′4n+p [αp+1 ]2 ]1 → [ [α′p+1 ]2 ]1
[ [αj cj,p ]2 ]1 → [ # [ ]2 ]1 , para 1 ≤ j ≤ p
4.1 Contadores generales.
[ δi [ γ ]3 ]1 → [ δi+1 [ ]3 ]1 , para 0 ≤ i ≤ 4n+ p+ 1
[ δ′4i+1 [ γ ]3 ]1 → [ δ′24i+2 [ ]3 ]1 , para 0 ≤ i ≤ n− 1
[ δ′4i+k [ γ ]3 ]1 → [ δ′4i+k+1 [ ]3 ]1 , para 0 ≤ i ≤ n−1, k ∈ {0, 2, 3}
[ δ′4n+i [ γ ]3 ]1 → [ δ′4n+i+1 [ ]3 ]1 , para 0 ≤ i ≤ p− 1
4.2 Reglas para devolver una respuesta negativa.
[ [αjα′p+1 ]2 ]0 → [n1 [ ]2 ]0 , para 1 ≤ j ≤ p
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[n1 [ ]2 ]1 → [ [n1 ]2 ]1
[ δ4n+p+2 [n1 ]2 ]1 → [n2 [ ]2 ]1
[ [n2 ]1 ]0 → [ no [ ]1 ]0
4.3 Reglas para devolver una respuesta afirmativa.
[ δ4n+p+2 [α′p+1 ]2 ]1 → [ [ y1 ]2 ]1
[ [ y1 ]2 ]1 → [ y2 [ ]2 ]1
[ [ y2 ]1 ]0 → [ yes [ ]1 ]0
8. La membrana de entrada es la membrana etiquetada por 1 (iin = 1) y la
regio´n de salida es el entorno (iout = env).
Sea ϕ = C1∧ · · · ∧Cp una instancia del problema SAT que tiene p cla´usulas
Cj = lj,1 ∨ · · · ∨ lj,rj , 1 ≤ j ≤ p, donde V ar(ϕ) = {x1, . . . , xn}, y lj,k ∈
{xi,¬xi | 1 ≤ i ≤ n}, 1 ≤ j ≤ p, 1 ≤ k ≤ rj. Asumimos que el nu´mero de
variables, n, y el nu´mero de cla´usulas, p, de ϕ, son mayores o iguales que 2.
Entonces la instancia ϕ sera´ procesada por el sistema Π(s(ϕ)) + cod(ϕ), en
donde s(ϕ) = 〈n, p〉 y cod(ϕ) = {xi,j,0 | xi ∈ Cj} ∪ {xi,j,0 | ¬xi ∈ Cj} ∪ {x∗i,j,0 |
xi 6∈ Cj,¬xi 6∈ Cj}.
Denotamos con codk(ϕ) el conjunto de elementos de cod(ϕ) con el tercer
sub´ındice igual a k. De la misma forma, denotamos con cod′k(ϕ), cod′′k(ϕ) y
cod′′′k (ϕ) como los conjuntos de elementos de codk(ϕ) cuyos elementos tienen
prima, doble prima o triple prima, respectivamente. Por conveniencia de nota-
cio´n, denotamos con codjk(ϕ) el subconjunto de elementos de codk(ϕ) con los
elementos de las cla´usulas Cj, . . . , Cp.
A continuacio´n, damos una descripcio´n informal de como funciona el siste-
ma.
La solucio´n propuesta sigue un algoritmo de fuerza bruta en el marco de
los sistemas P reconocedores con reglas symport/antiport evolutivas y reglas
de separacio´n, y consiste en las siguientes fases:
Fase de pregeneracio´n: Para simular los objetos γ del entorno, generamos
previamente al inicio del resto de la ejecucio´n del sistema completo un
nu´mero exponencial de objetos γ, que son suficientes para ser usados a lo
largo de toda la computacio´n como si el entorno jugara un papel activo
en la misma. Esta fase toma exactamente n+ 1 pasos.
Fase de generacio´n: Usando reglas de separacio´n cada 4 pasos, produ-
cimos 2n membranas etiquetadas por 2 que contendra´n todas las posi-
bles valoraciones de verdad. Al mismo tiempo, generamos 2n copias de
codn(ϕ). Esta fase tarda n pasos de computacio´n, siendo n el nu´mero de
variables de ϕ.
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Primera fase de chequeo: Con las reglas de 2.1, podemos chequear que´
cla´usulas de la fo´rmula ϕ han sido satisfechas por cada una de las va-
loraciones de verdad. Esta fase tarda exactamente p pasos, siendo p el
nu´mero de cla´usulas de la fo´rmula ϕ.
Segunda fase de chequeo: Con las reglas de 3.1, eliminamos los objetos αj
tales que son eliminados de una membrana si y so´lo si la valoracio´n de
verdad asociada a dicha membrana hace verdadera la cla´usula Cj. Esta
fase toma exactamente 1 paso de computacio´n.
Fase de salida: Con las reglas de 4.2 y 4.3, devolvemos una respuesta afir-
mativa o negativa dependiendo de si la fo´rmula ϕ es o no satisfactible.
Esta fase tarda exactamente 4 pasos de computacio´n, independientemen-
te de si la fo´rmula es satisfactible o no.
Teorema 9.4. SAT ∈ PMCCSEC(2,2)
El disen˜o introducido aqu´ı es el ana´logo al presentado en la Seccio´n 8.2 pero
con sistemas P a modo de ce´lulas en lugar de a modo de tejidos, presentando un
comportamiento similar al anterior, con lo que la verificacio´n sigue un camino
ide´ntico al marcado en el cap´ıtulo anterior.
Corolario 9.4. NP ∪ co-NP ⊆ PMCCSEC(2,2)
Demostracio´n. Basta con observar que SAT es un problema NP-completo,
SAT ∈ PMCCSEC(2,2) y la clase de complejidad PMCCSEC(2,2) esta´ cerrada bajo
reducibilidad en tiempo polinomial y bajo complementario.
De hecho, como pasaba en la seccio´n anterior, la fase de pregeneracio´n hace
que los objetos γ simulen el comportamiento del entorno, haciendo que este no
sea necesario para alcanzar la presumible eficiencia, por lo tanto:
Corolario 9.5. NP ∪ co-NP ⊆ PMCĈSEC(2,2).
9.2. Nuevas fronteras obtenidas
En este cap´ıtulo se ha introducido el marco de computacio´n de sistemas
P a modo de ce´lulas con reglas de comunicacio´n evolutiva y con reglas de di-
visio´n y separacio´n. Para ello, la sintaxis usada es similar a la usada en los
sistemas ana´logos a modo de tejidos, pero teniendo en cuenta la jerarqu´ıa de
membranas. Aparte de eso, la sema´ntica tiene un funcionamiento similar a los
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anteriores, basa´ndose en las reglas symport/antiport cla´sicas pero da´ndole a
los objetos que disparan la regla la capacidad de evolucionar gracias a la ejecu-
cio´n de la misma. Los resultados, al igual que ocurr´ıan con los sistemas P con
reglas symport/antiport cla´sicas, que no difer´ıan con respecto a los problemas
que pod´ıan resolver eficientemente con respecto a los sistemas P de tejidos con
reglas symport/antiport, en este caso ocurre algo similar, teniendo los resulta-
dos presentados previamente, y que comentaremos a continuacio´n.
Respecto al marco de los sistemas P con reglas de comunicacio´n evolutiva
y reglas de divisio´n, hemos comprobado que con reglas de longitud a lo sumo 2
so´lo se pueden resolver de manera eficiente problemas de la clase P, mientras
que si aumentamos la longitud a 3 podemos obtener soluciones eficientes a
problemas NP-completos, como la que se muestra en la la seccio´n anterior.
Por tanto, hemos encontrado una frontera al pasar de reglas de comunicacio´n
de taman˜o 2 a taman˜o 3.
De la misma forma, sabemos que los sistemas P de CDEC(1, k) no son
eficientes, mientras que si permitimos que las reglas de comunicacio´n sean
cooperativas, es decir, que la parte izquierda de dichas reglas puedan tener
longitud, al menos, 2, entonces podemos obtener soluciones eficientes a pro-
blemas presuntamente intratables. Es decir, que pasar de restringir la longitud
de la parte izquierda de las reglas de comunicacio´n de 1 a 2 en el marco de los
sistemas P con reglas de comunicacio´n evolutiva y divisio´n equivale a pasar de
la no eficiencia a la presumible eficiencia.
Pasando al uso de las reglas de separacio´n, dichos sistemas no pueden
resolver problemas presuntamente intratables si la longitud de las reglas es a lo
sumo 2. Por otra parte, gracias a la solucio´n presentada en la seccio´n anterior al
problema SAT por medio de sistemas P de CSEC(2, 2) podemos confirmar que
con reglas de comunicacio´n con longitud a lo sumo 4 alcanzamos la presumible
eficiencia. Esto confirma una frontera entre usar reglas de comunicacio´n de
longitud 2 a longitud 4, aunque es desconocido si los sistemas P de CSEC(3)
son o no presumiblemente eficientes.
Por otra parte, y dado que tanto la clase PMCCSEC(1,k) como la clase
PMCCSEC(k,1), con k ≥ 1 son clases no eficientes y que se ha demostrado
que NP ∪ co-NP ⊆ PMCCSEC(2,2), podemos concluir las siguientes fronteras:
Pasar de restringir la parte derecha de 1 a 2 en el marco de sistemas P de
CSEC(2, k) equivale a pasar de la no eficiencia a la presumible eficiencia.
Pasar de restringir la parte izquierda de 1 a 2 en el marco de sistemas P de
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k
1 2 3 4 5 6 7 . . .
P = PMCCDEC(k)
NP ∪ co-NP ⊆ PMCCDEC(k)
Desconocido
Figura 9.1: Fronteras de la eficiencia en sistemas P con reglas de comunicacio´n
evolutiva y divisio´n celular (me´trica [60])
CSEC(k, 2) equivale a pasar de la no eficiencia a la presumible eficiencia.
Adema´s, las soluciones proporcionadas en la seccio´n anterior no hacen uso
del entorno como un elemento activo del sistema, con lo que facilita la definicio´n
de fronteras que, en este caso, no existen con respecto a sus homo´logos con
entorno. S´ı que podemos ver aqu´ı una frontera entre los sistemas que no hacen
uso del entorno cuando usan reglas de separacio´n entre los sistemas P con
reglas symport/antiport cla´sicas y reglas symport/antiport evolutivas, dado
que en [26] se demuestra que los primeros son sistemas no eficientes mientras
que en este documento se dan argumentos para demostrar que los segundos
pueden resolver instancias de problemas presuntamente intratables.
En las Figuras 9.1, 9.2, 9.3 y 9.4 se muestra el panorama de esta clase de
sistemas P desde el punto de vista de la complejidad computacional.
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NP ∪ co-NP ⊆ PMCCDEC(k1,k2)
Desconocido
Figura 9.2: Fronteras de la eficiencia en sistemas P con reglas de comunicacio´n
evolutiva y divisio´n celular (me´trica [39])
k
1 2 3 4 5 6 7 . . .
P = PMCCSEC(k)
NP ∪ co-NP ⊆ PMCCSEC(k)
Desconocido
Figura 9.3: Fronteras de la eficiencia en sistemas P con reglas de comunicacio´n
evolutiva y separacio´n celular (me´trica [60])
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NP ∪ co-NP ⊆ PMCCSEC(k1,k2)
Desconocido
Figura 9.4: Fronteras de la eficiencia en sistemas P con reglas de comunicacio´n
evolutiva y separacio´n celular (me´trica [39])
Cap´ıtulo 10
Conclusiones y trabajo futuro
Finalizaremos el presente documento con las conclusiones de los resultados
obtenidos y algunas l´ıneas interesantes como trabajo futuro.
Conclusiones
Llama poderosamente la atencio´n el hecho de que, con anterioridad al an˜o
2002, se hab´ıan presentado diversas soluciones de problemas en el marco de
Membrane Computing sin que, previamente, en dicha disciplina se hubiera de-
finido, ni siquiera en un contexto semi-informal, el concepto de resolucio´n de
un problema abstracto. El desarrollo de una teor´ıa de la complejidad compu-
tacional en el paradigma de la computacio´n celular con membranas era una
necesidad que deb´ıa, ser abordada de manera perentoria. Hab´ıa que poner un
poco de orden y de seriedad a la hora de manejar los modelos computacio-
nales introducidos en el citado paradigma, a fin de proporcionar soluciones
alternativas a problemas.
As´ı sucedio´ cuando uno de los codirectores de esta tesis se puso manos
a la obra introduciendo, en primer lugar, los sistemas P de decisio´n [52], a
principios de 2002, y los sistemas P de aceptacio´n [53], poco despue´s. La idea
central de esos trabajos consist´ıa en definir los conceptos ba´sicos relaciona-
dos con la resolucio´n de problemas de decisio´n en el marco de un paradigma
que daba lugar a dispositivos computacionales no deterministas, denominados
gene´ricamente sistemas de membranas. Teniendo presente que todo problema
de decisio´n tiene asociado, de manera natural, un lenguaje formal, parec´ıa
aconsejable introducir unos sistemas de membranas espec´ıficos que tuvieran la
habilidad de reconocer lenguajes (los sistemas P de decisio´n y los sistemas P
de aceptacio´n ser´ıan los precursores de los sistemas P reconocedores).
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Ahora bien, a diferencia de lo que sucede con las ma´quinas de Turing, los
sistemas de membranas tienen una descripcio´n completamente finita, en lo
que respecta a los ingredientes sinta´cticos ba´sicos (alfabetos, multiconjunto de
objetos, reglas de evolucio´n, etc.) que en ella interven´ıan. De ah´ı que en la
resolucio´n de un problema abstracto deb´ıa intervenir, en general, una familia
infinita y numerable de sistemas de membranas. Por otra parte, puesto que
los dispositivos computacionales considerados eran de naturaleza no determi-
nistas, era importante establecer, desde el principio, claras diferencias con la
forma cla´sica de resolver problemas a trave´s de ma´quinas de Turing no determi-
nistas, pues se trataba de justificar que la disciplina de Membrane Computing
ofrec´ıa un nuevo marco para la resolucio´n «eficiente» de problemas abstractos.
En ese contexto, mientras que, por una parte, una ma´quina de Turing no de-
terminista acepta una instancia de un problema si y so´lo si existe al menos una
computacio´n de la ma´quina con entrada dicha instancia, que es de aceptacio´n;
por otra, un sistema de membranas acepta una instancia de un problema si y
so´lo si cualquier computacio´n del sistema con entrada dicha instancia, es de
aceptacio´n.
Finalmente, era aconsejable tratar de cuadrar el c´ırculo en el sentido de que
la teor´ıa de la complejidad computacional que se desarrollara deb´ıa dar cabida,
incluir de alguna manera, las «soluciones» que hab´ıan sido proporcionadas
previamente, en te´rminos absolutamente informales.
En agosto de 2002, en el Workshop on Membrane Computing celebrado
en Curtea de Arges, se presento´ «en sociedad» la propuesta de teoria de la
complejidad computacional en Membrane Computing que esta´ «vigente» en la
actualidad [52]. El correspondiente art´ıculo fundacional ser´ıa publicado en el
an˜o 2003 [51]. En esa teor´ıa se define formalmente el concepto de resolucio´n
eficiente y de manera uniforme de problemas abstractos de decisio´n a trave´s
de familias de sistemas de membranas, en donde los sistemas que procesan ins-
tancias de problemas han de ser confluentes, en el sentido de que o bien todas
las computaciones son de aceptacio´n, o bien todas las computaciones son de
rechazo. As´ı mismo, se introdujo formalmente el concepto de solucio´n eficiente
y semi-uniforme de problemas abstractos, a fin de encontrar un encaje ade-
cuado a las «soluciones» proporcionadas con anterioridad a 2002. Llegado este
punto, conviene puntualizar una diferencia fundamental entre soluciones semi-
uniformes y soluciones uniformes: en el caso de las soluciones semi-uniformes,
cada instancia del problema tendra´ asociada un sistema de membranas es-
pec´ıfico, mientras que en las soluciones uniformes, todas las instancias de un
problema que tengan el «mismo taman˜o» (respecto de una funcio´n computable
en tiempo polinomial asociado al mismo) son procesadas por el mismo sistema
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de membranas, si bien hay que an˜adir un multiconjunto de entrada espec´ıfico
para cada una de las diferentes instancias que tienen el mismo taman˜o.
Desde sus inicios, la teor´ıa de la complejidad computacional en el paradigma
de la computacio´n celular con membranas ha tenido una gran repercusio´n en el
desarrollo de nuevos me´todos para abordar el problema P versus NP. Conviene
resaltar la gran variedad de te´cnicas que se han desarrollado a lo largo de los
u´ltimos an˜os a fin de caracterizar las diferentes clases de complejidad esta´ndar
en te´rminos de clases de complejidad computacional definidas en el paradigma
antes citado.
En este trabajo se ha presentado, de una manera sistema´tica, una nueva
metodolog´ıa para abordar el problema P versus NP dentro del marco de un
paradigma computacional arbitrario. La metodolog´ıa se materializa, propia-
mente, a trave´s de la bu´squeda de fronteras entre la no eficiencia y la pre-
sumible eficiencia de modelos de computacio´n. A lo largo de esta memoria,
esa metodolog´ıa ha sido aplicada al paradigma de la computacio´n celular con
membranas, tanto a sistemas de membranas que trabajan a modo de ce´lulas
como a sistemas de membranas que trabajan a modo de tejidos.
Para el establecimiento de la no eficiencia de sistemas de membranas se
han utilizado, ba´sicamente, tres te´cnicas diferentes: (a) la te´cnica del grafo
de dependencia; (b) la te´cnica algor´ıtmica; y (c) la te´cnica de la simulacio´n
eficiente. Para el establecimiento de la presumible eficiencia de sistemas de
membranas, se han proporcionado soluciones eficientes (en tiempo polinomial)
y uniformes de problemas NP-completos.
Se han obtenido fronteras entre la no eficiencia y la presumible eficiencia
de los siguientes sistemas de membranas que trabajan a modo de ce´lulas:
Sistemas P de membranas activas, sin polarizacio´n y sin disolucio´n tales
que:
• Permiten reglas de divisio´n o separacio´n de membranas elementales
y ciertos tipos de cooperacio´n en reglas de evolucio´n de objetos.
• Permiten reglas de divisio´n o separacio´n de membranas elementales
y no elementales, as´ı como cooperacio´n minimal con produccio´n
minimal en reglas de comunicacio´n.
Sistemas P con reglas de comunicacio´n (del tipo symport/antiport) pero
con evolucio´n, tales que:
• Permiten reglas de divisio´n o separacio´n de membranas elementales.
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• Permiten reglas de divisio´n o separacio´n de membranas elementales
pero en los que no se usan el entorno.
As´ı mismo, se han obtenido fronteras entre la no eficiencia y la presumible
eficiencia de los siguientes sistemas de membranas que trabajan a modo de
tejidos:
Sistemas P de tejidos con reglas de comunicacio´n (del tipo symport/an-
tiport) pero con evolucio´n, tales que:
• Permiten reglas de divisio´n o separacio´n de membranas elementales.
• Permiten reglas de divisio´n o separacio´n de membranas elementales
pero en los que no se usan el entorno.
Analizando con detalle las soluciones presentadas para el establecimiento
de la presumible eficiencia de ciertos sistemas de membranas y compara´ndo-
las con otras dadas con anterioridad, se ha observado la existencia de algunos
ingredientes en esos sistemas que parecen ser necesarios para poder obtener
soluciones eficientes y uniformes de problemas presuntamente intratables. Es-
pec´ıficamente, los sistemas de membranas parecen compartir los siguientes
elementos comunes:
1. Capacidad para generar de una cantidad de espacio exponencial, expresa-
da en te´rminos del nu´mero de objetos y del nu´mero de membranas/ce´lu-
las, en tiempo polinomial (a trave´s de unos mecanismos implementados
por reglas de evolucio´n para los objetos, o bien por reglas de divisio´n,
separacio´n o creacio´n para las membranas/ce´lulas).
2. Existencia de algu´n mecanismo adicional de cooperacio´n o similar: pola-
rizaciones, catalizadores, reglas de disolucio´n o reglas cooperativas.
3. Existencia de algu´n tipo de contexto en te´rminos de membranas/ce´lulas:
polarizaciones para la sincronizacio´n, ejecucio´n de las reglas en la misma
membrana/ce´lula, o creacio´n de membranas «diferenciadas».
Los mecanismos de sincronizacio´n que se han usado en las soluciones pre-
sentadas en esta memoria han permitido, por una parte, que algunas de ellas
se materialicen a trave´s de familias de sistemas deterministas, y, por otra, han
propiciado que los correspondientes procesos de verificacio´n formal, hayan si-




La investigacio´n desarrollada a lo largo de esta memoria ha proporciona-
do una serie de resultados que representan importantes mejoras respecto de
otros ya establecidos previamente, a la vez que genera nuevo conocimiento y
deja abierto algunos problemas que pueden ser interesantes de cara a futuras
investigaciones. De hecho, algunas de estas l´ıneas de trabajo ya han sido plan-
teadas y esta´n siendo afrontadas por miembros del Grupo de Investigacio´n en
Computacio´n Natural de la Universidad de Sevilla. Entre esas l´ıneas queremos
destacar las siguientes:
1. Estudio de las clases de complejidad de sistemas que permiten el uso de
reglas de creacio´n de membranas, pero cuya sema´ntica es derivada de la
esta´ndar asociada a los sistemas P con membranas activas.
2. Disen˜o de soluciones eficientes a problemas de conteo (counting problems)
o a problemas nume´ricos en distintas variantes de sistemas de membra-
nas.
3. Desarrollo de una teor´ıa de la complejidad computacional en el marco de
los sistemas de membranas que trabajan a modo de neuronas.
4. Establecimiento de cotas superiores de las clases de complejidad compu-
tacional asociadas a ciertas variantes de sistemas de membranas con el
objetivo de caracterizarlas a trave´s de clases de complejidad cla´sicas.
5. Estudio de otras medidas de complejidad en sistemas de membranas,
como podr´ıan ser el espacio o la comunicacio´n.
6. Ana´lisis de la complejidad descriptiva en el marco de la computacio´n de
membranas, de las soluciones de problemas NP-completos presentadas
en este trabajo, usando te´cnicas derivadas de las Sevilla Carpets.
7. Desarrollo de nuevas te´cnicas para demostrar la no eficiencia de algunas
variantes de sistemas de membranas.
8. Estandarizacio´n de la nomenclatura de clases de sistemas de membranas.
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