Abstract-In this paper, the optimal scheduling problem for ultrawideband (UWB) networks is formulated as a utility maximization problem, considering heterogeneous traffic characteristics and the fairness constraint, which is an NP-hard problem. The utility function, defined as the user satisfaction level with respect to the allocated bandwidth, takes the link distance as the input parameter that may be noisy due to ranging errors. We solve the stochastic optimization problem by a metaheuristic, called the exclusive-region-based global search algorithm, that can avoid trapping into local optima with reasonable efficiency, complexity, and convergence speed. The concept of exclusive region for concurrent UWB communications is employed to improve algorithm efficiency. Extensive simulations demonstrate that, by appropriately scheduling concurrent transmissions, the total utilities of each traffic class can be significantly improved. In addition, the proposed scheduling algorithm can support heterogeneous applications and guarantee the intraclass and interclass fairness among competing flows.
I. INTRODUCTION
U LTRAWIDEBAND (UWB) is a promising technology for future wireless personal area networks (WPANs). UWB devices can exchange high-volume multimedia traffic or deliver high-data-rate traffic to/from the Internet [1] , [2] . In IEEE 802.15.3-based WPANs, an autonomously selected network coordinator, called the piconet controller (PNC), allocates wireless resources (i.e., time slots) according to users' quality-ofservice (QoS) requirements in a time-division multiple-access (TDMA) fashion [3] . During the allocated time slot, devices can communicate in a peer-to-peer mode. The IEEE 802.15.3 medium access control (MAC) protocol was originally proposed for narrowband wireless communications; hence, it is not optimal for UWB networks. In addition, the distinct characteristics of UWB, such as concurrent transmissions and ranging capability, have not been considered in the MAC protocol design.
Since the very first impulse-radio UWB, several variations of UWB systems, such as impulse-based direct-sequence UWB [4] and multiband (MB) orthogonal frequency-division multiplexing [5] -based UWB, have been proposed. Although these UWB systems employ different techniques to spread the signal over the wide spectrum, their common feature is the capability of allowing concurrent transmissions. From an individual user's aspect, concurrent transmissions in the vicinity degrade the received signal quality and, thus, the instantaneous data rate due to the increased multiple-user interference (MUI) . On the other hand, by allowing concurrent transmissions, each user may be allocated more transmission time slots. Consequently, their total throughput can be improved if the interference is appropriately controlled.
UWB-based WPANs are anticipated to support heterogeneous traffic such as real-time video/audio streaming and bulk file transfer. Concerning efficient and fair resource allocation, utility is an effective measure of QoS [7] - [10] . Utility reflects the user's satisfaction level to the assigned resource. Moreover, considerations such as price or differentiated services can be flexibly incorporated into the utility functions [11] , [12] . Considering the heterogeneous traffic characteristics, in this paper, we formulate the optimal scheduling problem as a utility maximization problem. A utility-based scheduling algorithm aiming at multiclass QoS provisioning with fairness consideration is proposed. Generally, an efficient scheduling algorithm requires feedback information from the network to appropriately make scheduling decisions [13] . When all UWB devices communicate in a peer-to-peer manner, it is very difficult, if not impossible, for the PNC to acquire instantaneous channel information of each flow. To estimate the achievable data rate of the target flow, the PNC can make use of the ranging capability featured by UWB communications [14] , [15] . However, the distance information obtained may be noisy due to multipath fading. Since the objective function is evaluated based on the measured distance information, the utility estimation may be biased, and thus affects the scheduling decisions. When the objective function of the optimization problem contains uncertainty, the problem becomes stochastic. Since the analysis of the noisy objective function is not tractable in our case, we resort to metaheuristic methods and choose to use the global search algorithm (GSA) [17] . This is because its convergence to the global optimum can be proved, and the tradeoff between computational complexity and efficiency is tunable. We tailor the GSA for the UWB scheduling problem and show that the modified algorithm, called the exclusive-region-based GSA (ER-GSA), has a desired convergence with reasonable computational complexity for practical implementations. The main contributions of this paper are threefold: 1) The scheduling for concurrent UWB transmissions that maximizes the weighted utility is formulated, which is an NP-hard problem; 2) a utility-based scheduling scheme is proposed to support multiclass traffic with fairness constraint; and 3) the assumption of perfect distance information for measuring flow throughput is relaxed by factoring estimation errors into the objective function. The stochastic optimization problem is solved by the proposed ER-GSA, and its convergence property and computational complexity are studied.
The remainder of this paper is organized as follows: Section II describes the system model and characterizes three traffic classes by different utility functions. In Section III, we first derive the sufficient condition that concurrent UWB transmission schemes are favorable to TDMA. Based on that, we formulate the optimal scheduling problem for multiclass traffic. The ER-GSA algorithm for solving the stochastic optimization problem is presented in Section IV. Simulation results are given in Section V. The related work is summarized in Section VI, followed by the concluding remarks in Section VII.
II. SYSTEM MODEL

A. Network Structure and Channel Model
Consider UWB-based WPANs using the IEEE 802.15.3 MAC protocol. According to the IEEE 802.15.3 standard, time is slotted into a superframe structure, as shown in Fig. 1 , consisting of a beacon period (BP), a contention access period (CAP) using carrier sensing multiple access with collision avoidance (CSMA/CA), and a contention-free period, called the channel time allocation period (CTAP), using TDMA. One of the users, acting as the PNC, performs network management and allocates channel time slots in the CTAP. Each active user sends the channel time request through contentions in CAP and uses the allocated channel times in the CTAP for peer-to-peer transmissions, i.e., users can communicate with each other in the CTAP without the involvement of the PNC. Such a hybrid access mechanism is more efficient than polling-based resource allocation schemes and provides better QoS than random access schemes.
To estimate the data rate, we use the following simplified channel model: Assume that a UWB receiver can adapt its transmission rate to an arbitrary signal-to-interference-plusnoise-ratio (SINR) level. According to Shannon's theory, for a sufficiently large bandwidth, the achievable data rate r i of flow i is upper bounded by r i = kp r (i)/(I + η), where the coefficient k is a constant, p r (i) is the received power at flow i's receiver, η is the average power of the background noise, and I is the interference power. The received power at the ith receiver is p r (i) = αp t (i)d
−γ
i , where α is reciprocal of the processing gain of UWB signals, d i is the distance between the transmitter and the receiver of flow i, and γ is the pathloss exponent. Both parameters α and γ are considered to be constant. Here, we neglect the multipath fast fading when we estimate the average data rate r i .
B. Utility Functions
Utility is defined as the satisfaction level of a user with respect to the amount of allocated bandwidth. Various utility functions have been proposed to characterize different traffic types [7] - [10] . To deal with heterogeneous traffic types, the utility functions considered in this paper are general nondecreasing functions with values within [0, 1]. Traffic types are classified into three classes. Class 1 includes constant bit-rate applications, for example, audio streams. We use a step function for Class 1, i.e.,
where r min is the minimum bandwidth requirement for a connection. Class-2 applications can adapt to the allocated bandwidth to a certain extent, e.g., video stream, as described by the following sigmoidal-like utility function:
where the parameters a and b can be adjusted to determine the shape of u(r). Class-3 applications are most flexible to the available bandwidth. Most Transmission-Control-Protocolcontrolled data applications belong to this class. Since there is no minimum rate requirement for such traffic class, the utility can be modeled by the following function:
where the parameter τ controls the shape of u(r), as shown in Fig. 2(b) . See [21] for more discussions on different utility functions. Generally, the choice of utility functions would affect the efficiency of resource allocation and introduce different degrees of complexity to the utility maximization problem [22] .
III. OPTIMAL SCHEDULING WITH CONCURRENT TRANSMISSIONS
In this section, we first derive the sufficient condition to ensure that concurrent transmissions result in a higher aggregate throughput than TDMA. We then formulate the optimal scheduling problem with concurrent transmissions.
A. Concurrent Transmissions
For peer-to-peer UWB transmissions during the CTAP, the cross correlations of concurrent transmissions lead to MUI [23] . When MUI is present, the achievable date rate of a target flow is lower than that of without interference. Its cumulative throughput over multiple slots, however, can be increased by time-domain multiplexing if the concurrent transmission set is elaborately selected.
Consider n users requesting transmissions in n time slots. If n requests are scheduled in a TDMA fashion, i.e., each slot is assigned to only one user, the achievable throughput during n slots for the ith user, denoted by r T i , can be represented by
On the other hand, concurrently scheduling n flows for n slots leads to the throughput of user i r
where I j,i is the interference from the jth sender to the ith receiver, which is proportional to d 
In other words, when each receiver maintains an exclusive region with a radius not less than D, in which no other transmitters are allowed to transmit, concurrent UWB communications are preferable to TDMA transmissions. Thus, any two flows i and j can concurrently transmit to produce a higher throughput if the following condition holds:
Note that the exclusive region for UWB networks is independent of the distance between the sender-receiver. This is different from the protocol model considered in [6] for communications without rate adaptation.
B. Optimal Scheduling
To increase the total throughput, it is desirable to have concurrent transmissions if condition (6) holds. Therefore, the objective of scheduling is to select the optimal flow set for each time slot such that the total user utilities are maximized. Taking the MUI of concurrent transmissions into account, the network can be modeled as a conflict graph G = (V, E), where the vertex set V represents the set of flows requesting for transmission, and E is the set of edges. Two vertices in G are connected if they are not allowed to transmit in the same time slot according to the exclusive-region condition (6) Denote U (r i ) the utility function of user i with the achievable data rate r i . The scheduling problem for a single slot can be formulated as a nonlinear mixed-integer optimization problem, i.e.,
s.t.
Given the number of active flows |V | and the current slot s, the flow set {x
. . , |V |}, which maximizes the total utilities defined in (7) under the constraints of (8)- (10), is the optimum of (P). Constraint (8) ensures that any flow scheduled in slot s is conflict free. Constraint (9) ensures that a node can communicate with at most one node in a slot, where T represents the set of senders being scheduled in the same slot, and R is the set of corresponding receivers. Constraint (10) specifies the flow data rate. Note that (P) can be extended as a superframe utility optimization problem by modifying (7) as max
where S is the total number of slots in a superframe.
Problem (P) can be reduced to the maximum weighted independent set (MWIS) 1 problem, as interpreted in the following: We first incorporate constraint (9) into the graph G by adding an edge between two nodes in V if the corresponding flows have common transmitting or receiving nodes and then denote the resulting graph as G . Let K denote the collection of independent sets in G . Since the superset K satisfies the constraints (8) and (9), finding the optimal solution of problem (P) is equivalent to finding the set with the maximum weight in K, which is denoted by κ * ∈ K in G . In other words
where U (r i ) corresponds to the weight of vertex i ∈ V , and the slot index s has been dropped such that κ * represents the optimal scheduling for one slot. As finding MWIS is known to be NP-hard, there is no polynomial-time algorithm to solve (P).
The evaluation of each vertex weight involves estimating the achievable data rate r i . Since r i is a function of propagation path loss, inaccurate distance estimation may lead to suboptimal scheduling decisions. The assumption of perfect distance information can be relaxed by the discrete stochastic approximation, as follows: LetŨ (·) denote the noisy version of U (·), i.e.,Ũ (·) contains errors due to noisy distance information. Rewrite (11) as follows: κ * = arg max κ∈KŨ (κ),
, where E[·] is the expectation operator, which yields
If the objective function is unimodal, optimization techniques such as golden-section search or gradient-based approaches may be used to find the maxima of the nonlinear function E[Ũ (κ)]. In our consideration of heterogeneous traffic classes, however, the optimization objective function is not necessary to be unimodal. Furthermore, deriving the distribution ofŨ (κ) is very difficult, if not impossible, sinceŨ (κ) is combinatorial, i.e., dependent on the element in κ. In situations where the objective function is difficult to analytically derive, discrete approximation is an applicable technique to solve the optimization problems with uncertainties. Let {Ũ m (κ), m = 1, 2, . . .} represent the sequence of noisy utilities associated with set κ ∈ K,
is the sample mean of {Ũ (κ)}. By the strong law of large numbers, U (κ) almost surely (a.s.) converges to E[Ũ (κ)]. Together with the finiteness of the set K, it is implied that arg max
Therefore, instead of using one biased utility value to solve the optimization problem (P), we take the series {Ũ m (κ)} in approximating the noisy objective function to avoid trapping into a local optimum [24] .
IV. PROPOSED ALGORITHMS
In this section, we present a metaheuristic method, called the exclusive-region-based global search algorithm (ER-GSA), to efficiently find κ * in (13) for each time slot, followed by the algorithm for updating the utility value in each iteration.
A. ER-GSA
Intuitively, the optimal flow set κ * can be found by evaluating the utility value for each member in K to locate the maximal member. Such a brute force search is simple, but it cannot deal with estimation errors. In addition, the induced computation complexity exponentially grows as the network size increases, and most searching efforts are wasted on nonoptimal points in the solution space. Many metaheuristics, such as simulated annealing, Tabu search, genetic algorithm, and GSA [17] , have been proposed to increase the search efficiency by defining "move sets" that allow the algorithm to move from one solution to superior solutions. In addition to the efficiency, the GSA is selected as the base to solve (13) since its convergence to a global optimum can be theoretically proved under certain conditions.
GSA relies on a random sequence generated during the algorithm iterations to efficiently find the optimum. The resulting random sequence is a Markov chain, where each state represents a point in the solution space that has been visited by the algorithm. In each iteration, the transition of the Markov chain is determined by comparing the objective value of the current state and that of a randomly chosen point from the solution space. We use the following notations in Algorithm 1: At the mth iteration, κ m is the current state (κ m ∈ K), W m (κ) is the number of times the algorithm has visited state κ, and κ * m is the state that is most frequently visited by the algorithm up to the mth iteration. Step 2. Randomly select another user subset κ m ∈ K \ {κ m }. Compute the corresponding U m (κ m ) using the variable−sample method. Go to step 3.
Step
, let κ m+1 = κ m and go to step 5. Otherwise, go to step 4.
Step 4. Sort U m (κ m ) in descending order. Denote s i the ith flow in the sorted set and S an empty set.
and go to step 5.
Step 5.
During iteration m, a new subset κ m is randomly selected (step 2), and the sample mean Since the optimal subset κ * m has a higher probability of generating a larger utility function value, the associated W m (κ * ) is thus cumulated faster. To accelerate the convergence to the global optimum, a local enhancement in step 4 based on the concept of exclusive region is used to refine the chosen subset such that the optimal subset can be located faster. In particular, the set ER l contains those flows within the exclusive region of flow l, and S i denotes the ith flow in S. The conditions (S i ∈ ER l ) and (l ∈ ER S i ) imply that flows S i and l are allowed to concurrently transmit, according to (6) . The size of exclusive region can be determined according to the strength of the background noise and the pathloss exponent [25] , [26] .
The GSA algorithm has some nice properties to allow its convergence. We apply these properties to prove the convergence of ER-GSA. We first state the convergence of ER-GSA.
Theorem 1 (Convergence of ER-GSA): Let S ∈ K denote the set of global optimizers of the functionŨ (κ) (it is likely that multiple-user subsets can maximize the objective function).
Then, the sequence {κ * m } a.s. converges to an element of S. Based on conditions C1) and C2), the algorithm convergence can be proved following [17, Th. 2.1]. Here, we verify these two conditions based on the following assumption. 
Assumption 1:
The estimation error of the distance between two devices is normally distributed. Then,Ũ (κ) as the sum of independent random variables (the estimated utilities of flows in subset κ) can be approximated as a Gaussian random variable.
Remark 1: Assumption 1 is given since the exact distribution ofŨ (κ) is difficult to obtain in practice. Simulation results verify thatŨ (κ) can be approximated by Gaussian distribution, as shown in Fig. 3 , where the parameters are the same as those used in Section V.
Lemma 1: The Markov chain {κ m } is more likely to move from a nonoptimal state to an optimal state than the reverse direction, as stated in condition C1).
Proof: LetŨ 
Lemma 2:
If the current state of the Markov chain is not an optimal state, the transition will be more likely made toward the optimal state than any other states, as stated in condition C2).
Proof:Ũ (κ) is a Gaussian random variable with variance equal to |κ|σ 2 = nσ 2 . The n-sample average ofŨ (κ), i.e., are Gaussian random variables with mean E[Ũ (κ
, respectively, and both of their variances are equal to 2σ 2 . Since κ * ∈ S and κ ∈ S, E[Ũ (κ
Using the similar argument in the Proof of Lemma 1, P{Y (ν→κ * ) > 0} > P{Y (ν→κ) > 0}. Remark 2: Condition C2) is fairly restrictive, and it may not hold using the original GSA. Since the estimated utilities of each flow are asymptotically independent Gaussian random variables with variance σ 2 , we can satisfy condition C2) using a variable-sample method: In each iteration (step 2), if the selected subset κ contains |κ| = n flows, we take n samples and calculate the sample mean U (κ) and let
is independent of the number of flows in the subsets.
B. Utility Update
The utility update is designed such that the scheduling decision satisfies the long-term fairness criteria. We employ a simple rule based on weighted fair queuing [27] , which normalizes the instantaneous utility of flow i in slot s, denoted by u i (s), to the total utility that this flow has obtained, i.e., s−1 t=1 u i (t). In addition, an individual user can be further discriminated, e.g., according to the price that he/she is charged for the bandwidth usage. To this end, we propose a control parameter, denoted as ρ 
where c i is a predefined parameter representing the revenue contribution or importance of a particular user, and > 0 is a small nominal constant to avoid a zero denominator. Consequently, the weighted utility for flow i in slot s is given by
where u i (s) is a function of throughput and traffic class corresponding to each flow, as discussed in the previous section. The scheduling policy (14) has the following properties:
1) The weighted utility as an exponential function of slot index s ensures that the flows with less sum utility have a higher priority; 2) a flow is opportunistically scheduled if it has a higher utility value in the current slot than others; and 3) different levels of protection to traffic classes can be achieved by adjusting the parameter c i .
V. PERFORMANCE EVALUATION AND FURTHER DISCUSSION
Simulations are conducted to demonstrate the performance of the proposed utility-based scheduling algorithm. Two heuristic algorithms presented in [26] , and TDMA transmissions are used as the benchmark. We start by tracking the instantaneous behavior of the proposed utility-based scheduling algorithm. We then use three metrics to study the long-term performance of our proposed solutions, namely the cumulative utilities, the minimum utility among flows, and the fairness support. Finally, the complexity and efficiency of the ER-GSA are evaluated.
A. Experimental Setting
The simulated network consists of 20 nodes uniformly distributed in a square area of 10 × 10 m 2 . Each sender arbitrarily chooses another node as the receiver, forming ten peer-to-peer communication flows. The data rate of each flow is estimated as follows: R = k · W log 2 (1 + SINR), where 0 < k ≤ 1 reflects the efficiency of the transceiver design; W = 500 MHz; the UWB power spectrum densities of the transmission and noise are −41 and −114 dBm/MHz, respectively; and the pathloss exponent is set to 4. The distance between two nodesd is modeled by d =d + δ, where d is the actual distance, and δ is the estimation error approximated by a normal distributed Table I lists the considered three traffic classes and their utility functions. Each superframe contains ten slots. The size of exclusive region, which is denoted as d ER , is set to 2 m, except in Section V-C, where we vary the size of exclusive region to study its impact on the aforementioned three performance metrics.
B. Utility-Based Scheduling
The total utility that each flow has gained is defined as the cumulative flow utility, and we use two scenarios to demonstrate the long-term performance of the proposed utility-based scheduling. The first scenario consists of ten Class-3 flows with a maximum bandwidth requirement of 250 Mb/s. This corresponds to the situation where several high-bandwidth demanded users are active at the same time. Fig. 4 shows the cumulative flow utility. For this single traffic case, the equal utility should be ensured among users. Hence, the parameter c i in (14) is set to be 1 for all flows. In Fig. 4 , a flat segment on the performance curve means that the flow is idle in that particular slot; the curve rises when a new slot is assigned. It is clear that each flow has a different scheduling pattern, but their cumulative utility, i.e., users' satisfactory level about the assigned bandwidth, is about the same in the long term. The effectiveness of the control parameter ρ in (14) can also be inferred from the figure. As time elapses, the parameter ρ of those users with more aggregate utilities are reduced, and thus, the users with less utility and a higher value of ρ have a higher priority to be scheduled for transmissions in the subsequent slots.
The second scenario contains three traffic classes: 1) three Class-1 flows demanding a minimum bandwidth of 1 Mb/s; 2) three Class-2 flows with a maximum bandwidth requirement of 20 Mb/s; and 3) four Class-3 flows with a maximum bandwidth of 250 Mb/s. c i 's are set to be [2, 10, 1] for Class 1, Class 2, and Class 3, respectively. Fig. 5 shows the cumulative flow utility in 50 slots. It can be seen that the flows within the same class achieve resembling utilities. Class-1 flows can achieve a cumulative utility of 1 in the first few slots because of their relatively lower bandwidth requirements and the use of step utility function.
C. Utility versus Fairness
An ideal scheduling algorithm should be able to maximize the total utility achieved in the network and guarantee fairness among competing flows. We compare the proposed scheduling algorithm with the two heuristic algorithms proposed in [26] , i.e., the proportional allocation algorithm (PaA) and the repeating allocation algorithm (RaA) (see the Appendix), since they employ the same concept of exclusive region to select the concurrent transmission set as ER-GSA does. Briefly, the PaA partition flows into several sets such that flows in the same set do not conflict with each other according to the exclusive region condition. The available slots are then allocated to these sets, where each set obtains a number of slots proportional to the number of flows within the set. On the other hand, RaA first picks the flow with the least number of assigned time slots and schedules as many flows in the same slot as possible, as long as each of these flows satisfies the rule of exclusive region. The same procedure is then repeated until all slots are allocated. Basically, PaA and RaA can guarantee a certain minimum utility with polynomial complexity but do not support fairness and differentiated services. Three performance metrics are compared: 1) the total utility of all flows; 2) the minimum per-flow utility among all flows; and 3) Jain's fairness index [29] . Each point in Figs. 6-8 indicates the result at the end of the tenth slot. The 95% confidence interval from ten different random topologies is plotted as error bars. Other parameters follow the default setting defined at the beginning of this section.
1) Total Utility versus Fairness:
Utility maximization and fair allocation are known to be two conflicting objectives. For instance, if we always choose the flows with better channel quality to transmit, we can achieve higher overall throughput and utility, with the consequence of starving some flows. Our proposed solution is to maximize the total utility under the fairness constraint. In Fig. 6(a) , the total utility generated by ER-GSA, PaA, RaA, and TDMA among ten Class-3 flows are shown. For PaA and RaA, the total utility significantly varies with respect to the size of exclusive region. ER-GSA achieves a comparable total utility as that achieved by PaA and RaA with the best d ER . On the other hand, ER-GSA supports a much higher level of fairness than do PaA and RaA, as shown in Fig. 6(b) . TDMA maintains the best fairness in terms of the number of time slots allocated to each flow, but its achieved utility is much lower (about 58% less) than that achieved by ER-GSA.
We further evaluate the performance of the case of three traffic classes using the same configuration as that in Section V-B. To measure fairness for heterogeneous traffic, Jain's fairness index is computed as
, where u(i) and c(i) are the utility and the corresponding weighting factor of flow i, respectively. The total utility and the fairness index at the end of the tenth slot are shown in Fig. 7(a) and (b) , respectively. For the total utility, ER-GSA achieves about 90% total utility of that achieved by PaA or RaA, but the latter two fail to maintain fairness in the presence of multiclass traffic. Together with the results in the single-class case, we conclude that ER-GSA can maintain a good balance between utility maximization and fairness.
2) Minimum Utility: According to the max-min fairness discipline, it is desirable to maximize the minimal per-flow utility among all competing flows. From Fig. 8(a) and (b) , it can be seen that the achieved minimum utility using ER-GSA is much higher than that of other algorithms. Note that RaA can be considered as a max-min fair scheduler in terms of the number of time slots. In RaA, the user with the minimum number of assigned slots is chosen at each scheduling iteration. Thus, RaA performs slightly better than PaA by increasing the minimum utility. TDMA performs the worst.
D. Algorithm Efficiency and Stability
Finally, we study the computation efficiency and convergence issue of ER-GSA. Basically, ER-GSA converges in a statistical sense. In practice, a limited amount of time is allowed for executing the algorithm. To ensure that the algorithm promptly reaches the optimal point and steadily retains on the optimum, ER-GSA modifies the original GSA in two aspects: 1) In step 4, the strong interferers in the randomly selected flow set are further removed once a better set of flows is found, so that the resultant flow set is more likely to be the optimum, and 2) ER-GSA uses a variable-sample method in step 2 to ensure the convergence.
To evaluate the improvement in step 4, we compute the likelihood that the subset S in step 4 in ER-GSA generates a higher utility than that by κ m in step 2, i.e., P[U m (S ) > U m (κ m )]. The amount of improvement depends on the network density and d ER , as shown in Fig. 9 . By increasing d ER , more flows will be removed from κ m , but the chance that U m (S ) > U m (κ m ) is lower. Thus, a proper exclusive region size can ensure that P[U m (S ) > U m (κ m )] is larger than 0.5 such that the optimum may be located faster. The improvement is more significant when there are more flows to be scheduled.
Furthermore, Fig. 10 snapshots the utility achieved in a slot using GSA and ER-GSA with d ER = 1 m. The trajectory of a single run and that of the average of 100 runs are shown. The utility of the optimal set of flows is also plotted for comparison. The proposed ER-GSA can reach the optimal set with far fewer iterations than GSA.
On the other hand, it is also important that the algorithm can stay at the optimum state against measurement and estimation errors (noise), which is measured by the stability factor, as defined by the equation that follows. Denote m i and m i the number of iterations that the algorithm reaches and leaves the global optimum state at the ith time, respectively. The stability factor ξ of the searching algorithm is defined as
where (m i − m i ) represents the number of iterations that the algorithm consecutively stays at the optimal point since the optimal point is reached at the ith time, and M is the total number of iterations. Generally, the smaller value of ξ implies that the algorithm is more sensitive to disturbance. The impact of disturbance may be overcome by adaptively increasing the sample size, as suggested in the variable-sample path random search (SPRS) algorithm [30] . When the sample size grows sufficiently fast, the SPRS algorithm will stay at the optimal point once it is reached, at the cost of increased computation load.
We compare the stability and computation cost of all algorithms that are discussed. All algorithms are coded in C language and executed on a Pentium-IV 2.8-GHz central processing unit. We schedule ten flows for ten slots and repeat the algorithm for ten runs, where each run contains 1000 iterations. Table II shows the execution time and stability factor ξ corresponding to each algorithm. It can be seen that SPRS has the best stability property, but it is not feasible to implement it for real-time scheduling. Considering the typical superframe length of 65-90 ms, the complexities of the other four algorithms are acceptable. Note that although the total computation time for the ER-GSA algorithm is slightly higher than that for the GSA algorithm, as shown in Fig. 9 , ER-GSA has a better chance to converge to the optimum. In other words, if the algorithm is prematurely terminated due to insufficient computation time, the search result of ER-GSA is generally better. On the other hand, a sufficient number of iterations are needed to ensure the convergence of ER-GSA and GSA. A simple rule is to let it be at least the size of the entire solution space so that each point can be statistically checked once. More complicated termination rules, such as performing a paired t-test after a certain number of iterations to decide the termination (as in SPRS), may introduce excessive computation overhead, and thus, they are not recommended.
VI. RELATED WORK
Using different spread-spectrum technologies, the UWB transmissions can be achieved by several approaches [31] , [32] . In [18] , the concept of exclusive region was proposed for UWB-based ad hoc networks. The study suggested that by implementing an exclusive region around each receiver, the optimal flow rate can be obtained, and the size of exclusive region impacts the achievable flow rate. The appropriate size of exclusive region was analyzed in [25] by taking power control into account and in [26] with fixed transmission power. Different from the previous work, in this paper, the concept of exclusive region is used to assist the proposed scheduling algorithm to quickly reach the optimum.
To provide QoS in UWB networks, scheduling problems have also been considered in several recent studies. A max-min scheduling for centralized UWB networks was considered in [33] based on MB UWB. Another work for MB UWB was presented in [34] . Using the so-called MULTIFIT algorithm for binpacking problems, multiple-frequency bands over the UWB spectrum were allocated and scheduled to several WPANs in the vicinity. Such a joint channel allocation and servicedifferentiated scheduling scheme was shown to provide significant improvements in the throughput and packet delay via simulations. Different from the previous work where certain power control/allocation mechanisms were deployed to reduce power consumption and interference, our work focuses on deriving the optimal scheduling decision, whereas the processing load of PNC must be maintained as low as possible. Thus, we seek the solution when transmission power is fixed according to the Federal Communications Commission limit for unlicensed UWB transmissions. Although our strategy is not designed to reduce power consumption, our algorithm helps to ease the computation load of PNC, which may have a limited computation capability.
Furthermore, we focus on supporting heterogeneous traffic in UWB networks. A previous work [35] has proved that the optimal multiservice scheduling problem is NP-hard. Most existing works on multiservice scheduling are in fixed bandwidth allocation [8] , [21] . In the context of concurrent peer-to-peer UWB networks, we further explore spatial multiplexing to improve the network throughput so that the scheduling problem is even more challenging.
VII. CONCLUSION
In this paper, a utility-based optimal scheduling for concurrent UWB transmissions supporting heterogeneous traffic has been proposed. By defining an exclusive region around each receiver, several flows can be concurrently scheduled to increase the total utilities so that more high-bandwidth users can be accommodated. In addition, it is found that the size of the exclusive region in UWB networks is independent of the transceiver distance, which, on the contrary, is a dependent parameter in narrowband wireless systems. Simulation results have demonstrated that, for a single traffic class, our algorithm can provide 227% utility gain over TDMA. For multiple traffic classes, our algorithm can maximize the total utility under the constraints of both interclass and intraclass fairness. The proposed algorithm can also maintain a good balance between the computation complexity and the robustness against measurement and estimation errors, and thus, it suits UWB network schedulers with limited computation power.
