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Abstract
In the context of wave propagation in damaged composite elastic media, an analytical approach is developed to study the
normal penetration of a longitudinal wave into a periodic array of interface thin defects (cracks) between two different materials.
The problem is reduced to some integral equations which hold over the opening between adjacent cracks and are independent on
frequency. By means of an original procedure, such equations are solved and some related integrals are calculated, so that an explicit
analytical representation can be provided for the relevant scattering parameters. Finally, several graphs are set up which reflect the
peculiarities of the structure; an excellent agreement is observed—in the concerned (one-mode) regime of propagation—between
the obtained formulas and results from a full-numerical treatment of the problem.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The investigation of the interaction between some incident wave and a grating of obstacles variously distributed
inside the medium, is a matter of great interest in many practical problems concerning mechanical, electromagnetic
or acoustical sciences. We can mention, for instance, the use of ultrasonic methods for nondestructive testing of
composite materials, attenuation of noise in electromagnetic or acoustic context, and even protection of buildings
from earthquakes. The books of Krautkramer and Krautkramer [1], Jones [2] and Aki and Richards [3] can be usefully
referred to for a survey of the researches performed in these fields.
In this ambit, analytical methods are certainly worthy of great attention, since they only can provide explicit repre-
sentations (with respect to frequency or other parameters) for the scattered wave fields.
The case of thin (slit-type) obstacles—typically referred to as cracks—has been extensively treated from both
numerical and analytical points of view. Restricting the attention to one-dimensional (collinear) periodic distribution,
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In these papers, the problem is reduced to one or more integral equations which are directly solved by applying
standard numerical algorithms; thus, the results cannot be expressed by some explicit formulas holding throughout a
given range of frequency.
Approaches of analytical type have been worked out by many authors; along with the important results obtained
in [2,7–11], we would also mention our previous papers [12–14], in which a new, quite general method has been
proposed to study analytically scattering structures in the so-called one-mode regime of (far-field) propagation. In this
paper, we intend to re-consider the scattering problem treated in [14], namely, the (two-dimensional) vector problem
arising from the normal incidence of a plane (harmonic) wave of P-type onto a collinear, periodic distribution of
cracks; but now we assume that the cracks’ array separates two (homogeneous and isotropic) elastic media having
different material properties, so that two sets of values for density and wave speeds are involved. This of course
implies that the tangential stress along the borderline between the two media does not vanish.
This type of configuration has some interest in the study of multilayered constructions in many fields of engineering
applications. A thorough theory of wave propagation in layered structures has been developed in [15]. The basic
concept defining qualitative and quantitative wave properties of structures made of coupled different materials, is
the so-called impedance of the medium, namely, the product of its mass density and wave speed (in the case of
normal incidence). With various combinations of the impedances for the materials embedded in the structure, wave
propagation through such structures may involve some unexpected features, like wave cut-off and similar (see, for
example, [16]). These nontrivial properties become much more complex if there are interface exfoliations between
coupled materials. In fact, position and size of such a type of (interface) defects may significantly influence the
reflection and transmission of waves propagating along the structure.
General aspects of wave propagation through multilayered structures are also described in [17]. Related scattering
problems have been treated by Ciarletta et al. in [18], but the method applied in that paper is efficient for extremely
low frequencies only. Some important results on the theory of interface cracks were obtained in [19–22] in the static
case, and in [23] in the dynamic case for a single crack.
Following the guidelines of the method employed in our quoted papers, we will first reduce the problem to a
2 × 2 system of integral equations holding over the opening between adjacent cracks and originated by continuity
assumptions; then, by applying mild approximations uniformly valid in the given (one-mode) range of frequency,
some auxiliary integral equations are deduced which are uncoupled and independent on frequency. This gives rise to a
4 × 4 linear algebraic system which involves several (constant) integrals connected with solutions of such equations.
By means of an original analytical procedure, the auxiliary equations are solved and those integrals calculated, so that
several graphs can be provided reflecting the explicit dependence on frequency of the relevant scattering parameters. In
the figures are also shown the results of an (exact) full-numerical solution, which we used as a comparison term to test
the validity of our (approximate) analytical solution; actually, an excellent agreement can be observed throughout the
assumed range of frequency. Physical remarks on the wave properties of the structure are discussed. In Appendix A,
the main technical transformations are reported.
2. Formulation of the problem and reduction to integral equations
We consider an unbounded (two-dimensional) elastic body made of two different materials which occupy the whole
half-planes x < 0 and x > 0, respectively; on the interface line x = 0 there is an infinite, periodic array of collinear
(slit-type) cracks (see Fig. 1). The period of such a (vertical) array is 2a and the distance between neighbouring
cracks is 2b (around |y| = 0,2a,4a, . . .). In the assumed harmonic regime, the time dependence implies the com-
mon factor e−jωt in all the field variables (j = √−1 ); this factor is omitted throughout the paper. We express the
displacement field u ≡ (ux,uy) by means of the Green–Lamé representation as follows:
ux = ∂ϕ
∂x
+ ∂ψ
∂y
, uy = ∂ϕ
∂y
− ∂ψ
∂x
, (2.1)
in which the potentials ϕ(x, y) and ψ(x, y) satisfy the Helmholtz equations
∂2ϕ/∂x2 + ∂2ϕ/∂y2 + k2 ϕ = 0, ∂2ψ/∂x2 + ∂2ψ/∂y2 + k2 ψ = 0, i = 1,2.iL iT
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Above, ω is the circular frequency, and kiL, kiT denote longitudinal and transverse wave numbers in the left part
(i = 1) or right part (i = 2) of the structure; ω/kiL ≡ ciL and ω/kiT ≡ ciT give the wave speeds of the two materials
(ciL > ciT ).
The (linear) constitutive equations for the relevant stress components are
τxy = τyx = ρic2iT
(
2
∂2ϕ
∂x∂y
− ∂
2ψ
∂x2
+ ∂
2ψ
∂y2
)
, (2.2a)
σxx = ρic2iL
(
∂2ϕ
∂x2
+ ∂
2ϕ
∂y2
)
− 2ρic2iT
(
∂2ϕ
∂y2
− ∂
2ψ
∂x∂y
)
, (2.2b)
where ρi are the two (constant) densities involved [24]. In the sequel, we will simply write τ for τxy and σ for σxx.
In the considered structure, an incident longitudinal plane wave of the form
ϕo = ejk1Lx, ψo = 0
is entering from −∞, giving rise to scattered fields in the left (x < 0) and in the right (x > 0) parts. Due to the
natural symmetry and periodicity along y, we can restrict the problem to the typical strip |y| < a with an opening
|y| < b between two adjacent cracks (located at x = 0). Moreover, the following (Fourier-type) representations for the
displacement potentials can be given in the two regions of the structure [14,24]:
ϕ1(x, y) = ejk1Lx +Re−jk1Lx +
∞∑
n=1
Ane
q
(1)
n x cos(πny/a), x < 0, (2.3a)
ψ1(x, y) =
∞∑
n=1
Bne
r
(1)
n x sin(πny/a), x < 0, (2.3b)
ϕ2(x, y) = T ejk2Lx +
∞∑
n=1
Cne
−q(2)n x cos(πny/a), x > 0, (2.4a)
ψ2(x, y) =
∞∑
Dne
−r(2)n x sin(πny/a), x > 0, (2.4b)n=1
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q(i)n =
√(
πn
a
)2
− k2iL, r(i)n =
√(
πn
a
)2
− k2iT , i = 1,2; n = 1,2,3, . . . , (2.5)
in order that each term of the series above be a trivial solution of Helmholtz equation in the pertinent region. We prefer
to let explicitly appear the terms with n = 0. Like the potentials, all field variables will be labelled by 1 or 2 according
to the region in which they are considered (1: left, 2: right). Note that such representations identically satisfy the
natural boundary conditions at the edges of the strip
uy(x,±a)∝ τxy(x,±a)∝ sin(πny/a)|y=±a = 0.
The following assumption on frequency:
0 < kiL < kiT < π/a (2.6)
implies q(i)n , r(i)n > 0, ∀n  1, so that, although an (infinite) number of standing wave modes can actually arise in
the neighbourhood of the cracks array, at large distances from this only plane homogeneous waves (the zeroth-order
modes) will remain nonvanishing in Eqs. (2.3), (2.4). This qualifies the so-called one-mode regime of far-field propaga-
tion, and grants to corresponding coefficients R (= A0) and T (= C0) the full meaning of reflection and transmission
parameters, respectively, [12–14]. Note that inequality (2.6) amounts to take all wavelengths greater than array’s
period 2a, and this is quite usual when dealing with propagation in waveguide-like structures [24].
The cracks in the strip cannot sustain stresses, that implies
τ = σ = 0 for x = 0, b < |y| < a. (2.7)
The continuity of the stresses τ , σ through the opening (x = 0, |y| < b) enables one to introduce two new unknown
functions gτ (y) and gσ (y), |y| < b, as follows:
τ1(0, y) = τ2(0, y) =
{
gτ (y), |y| < b,
0, b < |y| < a, (2.8a)
σ1(0, y) = σ2(0, y) =
{
gσ (y), |y| < b,
0, b < |y| < a. (2.8b)
Because of the geometrical symmetry, gτ and gσ are odd and even functions, respectively.
By using Eqs. (2.2) and (twice) integrating Eqs. (2.8) over |y| < a, the orthogonality properties of trigonometric
functions involved in Eqs. (2.3), (2.4) lead to the following formulas for coefficients R and T , along with those of
higher-order1:
R = −1 − 1
2aρ1c21Lk
2
1L
Gσ , T = − 12aρ2c22Lk22L
Gσ , Gσ ≡
+b∫
−b
gσ (t) dt, (2.9)
An = 1
aρ1c
2
1T Δ
(1)(n)
{
2r(1)n
(
πn
a
)
Gτ(n) +
[
2
(
πn
a
)2
− k21T
]
Gσ (n)
}
, (2.10a)
Bn = 1
aρ1c
2
1T Δ
(1)(n)
{
−
[
2
(
πn
a
)2
− k21T
]
Gτ (n) − 2q(1)n
(
πn
a
)
Gσ (n)
}
, (2.10b)
Cn = 1
aρ2c
2
2T Δ
(2)(n)
{
−2r(2)n
(
πn
a
)
Gτ (n) +
[
2
(
πn
a
)2
− k22T
]
Gσ (n)
}
, (2.11a)
Dn = 1
aρ2c
2
2T Δ
(2)(n)
{
−
[
2
(
πn
a
)2
− k22T
]
Gτ(n) + 2q(2)n
(
πn
a
)
Gσ (n)
}
, (2.11b)
1 For details on transformations, see [14, Section 2].
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Gτ (n) =
+b∫
−b
gτ (t) sin
πn
a
t dt, Gσ (n) =
+b∫
−b
gσ (t) cos
πn
a
t dt, (2.12)
Δ(i)
(
πn
a
)
=
[
2
(
πn
a
)2
− k2iT
]2
− 4q(i)n r(i)n
(
πn
a
)2
, n = 1,2,3, . . . (i = 1,2). (2.13)
Δ(i)(α) ≡ (2α2 − k2iT )2 − 4α2
√
α2 − k2iL
√
α2 − k2iT is the well-known Rayleigh function [24]; we will write simply
Δ(i)(n) for Δ(i)(πn/a).
All the foregoing values for R,T ,An,Bn,Cn,Dn can be inserted in Eqs. (2.3), (2.4), giving certain expressions
for ϕ and ψ , and then for ux and uy , in terms of the unknown functions gτ , gσ . To determine such functions, we
require the continuity of the displacement field through the opening
u1y(0, y) = u2y(0, y), u1x(0, y) = u2x(0, y), |y| < b. (2.14)
In view of Eqs. (2.1), (2.3), (2.4), Eq. (2.14)1 gives:
∞∑
n=1
[
(An − Cn)πn
a
+ (Bnr(1)n +Dnr(2)n )
]
sin
πn
a
y = 0, |y| < b, (2.15)
so that by using (2.10)–(2.12) and oddness (eveness) of gτ (gσ ), we derive an integral equation for these functions
over the opening as follows:
+b∫
−b
∞∑
n=1
[
F rn cos
πn
a
(y − t)gτ (t) + πn
a
En sin
πn
a
(y − t)gσ (t)
]
dt = 0, |y| < b, (2.16a)
where
F rn =
k21T
aρ1c
2
1T
r
(1)
n
Δ(1)(n)
+ k
2
2T
aρ2c
2
2T
r
(2)
n
Δ(2)(n)
, (2.16b)
En = 2(
πn
a
)2 − k21T − 2q(1)n r(1)n
aρ1c
2
1T Δ
(1)(n)
− 2(
πn
a
)2 − k22T − 2q(2)n r(2)n
aρ2c
2
2T Δ
(2)(n)
. (2.16c)
Parallely, from Eq. (2.14)2, using Eqs. (2.1), (2.3), (2.4), we obtain
∞∑
n=1
[(
Anq
(1)
n + Cnq(2)n
)+ (Bn −Dn)πn
a
]
cos
πn
a
y = jk2LT − jk1L(1 − R), |y| < b. (2.17)
Thus, using Eqs. (2.9)–(2.12) and oddness (eveness) of gτ (gσ ), we finally derive the second integral equation for
gτ , gσ , as follows:
+b∫
−b
∞∑
n=1
[
πn
a
En sin
πn
a
(y − t)gτ (t) − Fqn cos πn
a
(y − t)gσ (t)
]
dt = −2jk1L − jC2ak1LGσ , |y| < b, (2.18a)
where
F
q
n = k
2
1T
aρ1c
2
1T
q
(1)
n
Δ(1)(n)
+ k
2
2T
aρ2c
2
2T
q
(2)
n
Δ(2)(n)
, C = ρ1c1L + ρ2c2L
ρ1ρ2c
2
1Lc2L
(2.18b)
(and Gσ stands as an unknown constant).
Note that, when the two materials on the left and right parts are the same (ρ1 = ρ2 (= 1), c1L = c2L, c1T = c2T ),
it holds En = 0, so that Eq. (2.16) turns out to imply gτ (y) = τxy(0, y) ≡ 0 along the opening, and Eq. (2.18) reduces
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similar happens for b  a (namely, very small opening). In such a limiting case, the kernel with summation of cosines
is predominant in the two integral equations (2.16), (2.18): thus, the first one still implies gτ (y) ≡ 0, while the second
one becomes nearly analogous to Eq. (2.26) of [14] with only minor modifications due to the different materials. This
physically means that, with extremely small openings, the difference between materials has a (qualitatively) more
trivial influence on the scattering properties.
3. One-mode approximation
In the one-mode range (2.6), we accept to put kiL, kiT → 0 in (2.5) and (2.13) for n 2 (keeping exact the values
for n = 1), so that
q(i)n = r(i)n 	
πn
a
, Δ(i)(n) 	 2
(
πn
a
)2(
k2iL − k2iT
)
, n = 2,3, . . . (i = 1,2). (3.1)
Cf. the similar positions made in [12–14]. We get
πn
a
En 	 A1
n
, F
q
n = F rn 	 B
1
n
, n 2, (3.2a)
where constants
A ≡ 1
2π
[
1
ρ1(c
2
1T − c21L)
− 1
ρ2(c
2
2T − c22L)
]
,
B ≡ 1
2π
[
c21L/c
2
1T
ρ1(c
2
1T − c21L)
+ c
2
2L/c
2
2T
ρ2(c
2
2T − c22L)
]
(3.2b)
do not contain any wave number. Adding and subtracting in the series the right-hand terms in (3.1) with n = 1 (to
complete them after the approximations), the 2 × 2 system of integral equations (2.16), (2.18) becomes
+b∫
−b
[
Kcos(y − t)gτ (t) + Ksin(y − t)gσ (t)
]
dt
=
[(
B − F r1
)
Gτ (1) +
(
A− π
a
E1
)
Gσ (1)
]
sin
π
a
y, |y| < b, (3.3a)
+b∫
−b
[
Ksin(y − t)gτ (t) −Kcos(y − t)gσ (t)
]
dt
=
[(
π
a
E1 −A
)
Gτ(1) +
(
F
q
1 −B
)
Gσ (1)
]
cos
π
a
y − 2jk1L − jC2ak1LGσ , |y| < b, (3.3b)
where the kernels
Kcos(y) =
∞∑
n=1
B
n
cos
πn
a
y = −B ln
∣∣∣∣2 sin πy2a
∣∣∣∣, (3.4a)
Ksin(y) =
∞∑
n=1
A
n
sin
πn
a
y = Aπ
2
[
sign(y) − y/a] (3.4b)
are introduced (not containing wave numbers) and constants Gτ(1),Gσ (1) also are unknown.
It is worth remarking now that, by adding and subtracting the two equations of system (3.3), we get two uncoupled
integral equations for the unknowns g±(t) ≡ gσ (t) ± jgτ (t), as follows (one with sign + and one with sign −):
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−b
K±(y − t)g±(t) dt = ±j
[(
B − F r1
)
Gτ (1) +
(
A− π
a
E1
)
Gσ (1)
]
sin
π
a
y
−
[(
π
a
E1 − A
)
Gτ (1) +
(
F
q
1 −B
)
Gσ (1)
]
cos
π
a
y + 2jk1L + jC2ak1LGσ , |y| < b,
(3.5)
where we defined the kernels
K±(y) = −B ln
∣∣∣∣2 sin πy2a
∣∣∣∣± jAπ2
[
sign(y) − y
a
]
. (3.6)
Now, it is clear that, if h±ν (y), ν = 1,2,3, are six auxiliary functions which solve the following integral equations in
|y| < b:
+b∫
−b
K±(y − t)
⎛
⎜⎝
h±1 (t)
h±2 (t)
h±3 (t)
⎞
⎟⎠ dt =
⎛
⎝ sin(πy/a)cos(πy/a)
1
⎞
⎠ (3.7)
(completely free of frequency), then, by linearity, it holds
gσ (t) ± jgτ (t) = g±(t) = ±j
[(
B − F r1
)
Gτ (1) +
(
A − π
a
E1
)
Gσ (1)
]
h±1 (t)
−
[(
π
a
E1 −A
)
Gτ(1) +
(
F
q
1 −B
)
Gσ (1)
]
h±2 (t) +
[
2jk1L + jC2ak1LGσ
]
h±3 (t). (3.8)
By adding and subtracting the two equations above (one with + and one with −), we easily get uncoupled expressions
for gσ (t) and gτ (t), as follows:
gσ (t) = j2
[(
B − F r1
)
Gτ(1) +
(
A− π
a
E1
)
Gσ (1)
][
h+1 (t) − h−1 (t)
]
− 1
2
[(
π
a
E1 − A
)
Gτ (1) +
(
F
q
1 −B
)
Gσ (1)
][
h+2 (t) + h−2 (t)
]
+
[
jk1L + jC4ak1LGσ
][
h+3 (t) + h−3 (t)
]
, (3.9)
gτ (t) = 12
[(
B − F r1
)
Gτ(1) +
(
A − π
a
E1
)
Gσ (1)
][
h+1 (t) + h−1 (t)
]
− 1
2j
[(
π
a
E1 − A
)
Gτ (1) +
(
F
q
1 −B
)
Gσ (1)
][
h+2 (t) − h−2 (t)
]
+
[
k1L + C4ak1LGσ
][
h+3 (t) − h−3 (t)
]
. (3.10)
Finally, on integrating over (−b, b): Eq. (3.9) above as it is and after multiplying by cosπt/a, Eq. (3.10) as
it is and after multiplying by sinπt/a,—we get the following 4 × 4 linear system to calculate Gσ (along with
Gτ ,Gσ (1),Gτ (1)):[
1 − jC
4ak1L
(
H+3 +H−3
)]
Gσ − 12
[
j
(
A − π
a
E1
)(
H+1 −H−1
)− (Fq1 − B)(H+2 + H−2 )
]
Gσ (1)
− 1
2
[
j
(
B − F r1
)(
H+1 −H−1
)−(π
a
E1 −A
)(
H+2 + H−2
)]
Gτ (1) = jk1L
(
H+3 +H−3
)
,
C
4ak1L
(
H+3 − H−3
)
Gσ −Gτ + 12
[(
A− π
a
E1
)(
H+1 + H−1
)+ j(Fq1 −B)(H+2 −H−2 )
]
Gσ (1)
+ 1
[(
B − F r1
)(
H+1 +H−1
)+ j(π E1 −A
)(
H+2 − H−2
)]
Gτ (1) = −k1L
(
H+3 −H−3
)
,2 a
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4ak1L
(
H+3C +H−3C
)
Gσ + 12
[
j
(
A− π
a
E1
)(
H+1C − H−1C
)− (Fq1 −B)(H+2C + H−2C)− 2
]
Gσ (1)
+ 1
2
[
j
(
B − F r1
)(
H+1C −H−1C
)−(π
a
E1 −A
)(
H+2C +H−2C
)]
Gτ (1) = −jk1L
(
H+3C +H−3C
)
,
C
4ak1L
(
H+3S − H−3S
)
Gσ + 12
[(
A − π
a
E1
)(
H+1S +H−1S
)+ j(Fq1 − B)(H+2S − H−2S)
]
Gσ (1)
+ 1
2
[(
B − F r1
)(
H+1S +H−1S
)+ j(π
a
E1 −A
)(
H+2S − H−2S
)− 2]Gτ(1) = −k1L(H+3S − H−3S), (3.11)
where the constants
H±ν =
b∫
−b
h±ν (t) dt, H±νC =
b∫
−b
h±ν (t) cos
π
a
t dt, H±νS =
b∫
−b
h±ν (t) sin
π
a
t dt, ν = 1,2,3, (3.12)
do not contain wave number and can be evaluated after solving Eqs. (3.7). Inserting the expression for Gσ deduced
from system (3.11) into Eqs. (2.9), gives the sought explicit representation for coefficients R and T with respect to
frequency (or other parameters). Of course, the same could be claimed for all higher-order coefficients, by inserting the
complete solution of system (3.11) into Eqs. (3.9), (3.10), and then using Eqs. (2.12), (2.10), (2.11). This would lead
to a full-explicit representation of the total wave field—including potentials, displacement and stress components—by
means of Eqs. (2.1), (2.3).
4. Analytical solution of integral equations (3.7) and calculation of constants H in Eqs. (3.11), (3.12)
Firstly, let us introduce the new functions
ϕˆ±ν (y) =
y∫
−b
h±ν (t) dt
(
ϕˆ±ν (−b) = 0, ϕˆ±ν (b) = H±ν , ν = 1,2,3
)
, (4.1)
and apply integration by parts in (3.7); we get[
−B ln
∣∣∣∣2 sin π(b − y)2a
∣∣∣∣± j πA2a (b − a − y)
]
H±ν ± jπAϕˆ±ν (y)
− πB
2a
b∫
−b
cot
π(y − t)
2a
ϕˆ±ν (t) dt = ±j
πA
2a
Φ±ν +
⎛
⎝ sinπy/a, ν = 1cosπy/a, ν = 2
1, ν = 3
⎞
⎠ , |y| < b, (4.2a)
where
Φ±ν =
b∫
−b
ϕˆ±ν (t) dt. (4.2b)
By the change of variables
z = ejπy/a, τ = ejπt/a (jπ dt = a dτ/τ), (4.3)
it holds
ln
∣∣∣∣2 sin π(b − y)2a
∣∣∣∣= ln(ejπb/a − z)− 12 ln z − j π2
(
1 + b
a
)
,
cot
π(y − t)
2a
= j z + τ
z − τ , (4.4)
so that Eq. (4.2) can be rewritten as
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1
jπ
β∫
α
ϕ±ν (τ )
dτ
τ − z = F
±
ν (z), z ∈ L(α,β) (ν = 1,2,3), (4.5a)
F±ν (z) ≡
Φ±ν
2a
(1 ± ε) − H
±
ν
2
[(
b
a
+ 1
)
± ε
(
b
a
− 1
)]
+ H
±
ν
jπ
[
ln(β − z) − 1 ∓ ε
2
ln z
]
+ 1
πB
⎛
⎝ −z/2 + (1/2z), ν = 1(z/2j) − (j/2z), ν = 2
−j, ν = 3
⎞
⎠ , (4.5b)
where ϕ±ν (z(τ )) = ϕˆ±ν (y(t)), ε = A/B (|ε| < 1), and the contour L(α,β) = {z = ejφ, |φ| < πb/a} is an open part of
the unit circle in the complex plane; α = e−jπb/a , β = ejπb/a = α−1, and the symbol ∫ β
α
means (throughout) integral
over such a contour.
Following the classical theory of singular integral equations of Cauchy type [25], we can write the general solution
of Eq. (4.5) as
(
ε2 − 1)ϕ±ν (z) = ±εF±ν (z) + jπ
{
(β − z)μ±−1
(z − α)μ±
[
C +
β∫
α
F±ν (ξ)
(ξ − α)μ±
(β − ξ)μ±−1
dξ
ξ − z
]}
,
z ∈ L(α,β) (ν = 1,2,3), (4.6a)
where C is an arbitrary constant and we put
cot
(
πμ±
)= ±ε/j ; (4.6b)
it holds
μ± = 1/2 ± jδ, δ = (1/π) tanh−1(ε). (4.6c)
(Note that δ is real since |ε| < 1.)
Constant C can be determined by imposing boundedness of the term in bracket above as z → α; this gives
C = −
β∫
α
F±ν (ξ)
(
ξ − α
β − ξ
)μ±−1
dξ,
so that Eq. (4.6) becomes
(
ε2 − 1)ϕ±ν (z) = ±εF±ν (z) + jπ
[(
β − z
z − α
)μ±−1 β∫
α
F±ν (ξ)
(
ξ − α
β − ξ
)μ±−1
dξ
ξ − z
]
,
z ∈ L(α,β) (ν = 1,2,3). (4.7)
The (new) term in square bracket above also should be bounded as z → β; this implies the condition
β∫
α
F±ν (ξ)
(ξ − α)μ±−1
(β − ξ)μ± dξ = 0, (4.8)
which we interpret here as a (linear) relation between the two unknown constants Φ±ν ,H±ν contained in F±ν (see
Eqs. (4.5b)).
Another linear relation between such constants can be derived by dividing Eq. (4.7) by z and integrating over
L(α,β); we get
j
(
ε2 − 1)π
a
Φ±ν = ±ε
β∫
F±ν (z)
dz
z
− j
sinπμ±
β∫
F±ν (ξ)
[
cosπμ± +
(
1 − αξ
βξ − 1
)1−μ±]
dξ
ξ
, (4.9)α α
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becomes
Φ±ν = a
sinπμ±
π
α1−2μ±
β∫
α
F±ν (ξ)(ξ − α)μ±−1
ξ(β − ξ)μ± dξ. (4.10)
Once substituted F±ν (·) from Eq. (4.5b), it is clear that Eqs. (4.8), (4.10) represent a 2 × 2 linear algebraic system to
determine Φ±ν and H±ν . To make it explicit implies evaluation of numerous integrals, as shown in Appendix A; see
Eqs. (A.4)1, (A.5), (A.7)1, (A.14), (A.15)1, (A.29), (A.30). We give the systems obtained for ν = 1,2,3 as follows:⎛
⎜⎝
Φ±1
Φ±2
Φ±3
⎞
⎟⎠ (1 ± ε) +
⎛
⎜⎝
H±1
H±2
H±3
⎞
⎟⎠
{
2a
jπ
[
ln(β − α) + ψ(1 − μ±)−ψ(1) − sinπμ±
π
1 ∓ ε
2
I5
(
μ±
)]
− [a + b ± ε(b − a)]}− a
πB
⎛
⎝ (1 −μ
±)α +μ±β − α2μ±−1
j [(1 −μ±)α +μ±β + α2μ±−1]
2j
⎞
⎠= 0, (4.11)
⎛
⎜⎝
Φ±1
Φ±2
Φ±3
⎞
⎟⎠=
⎛
⎜⎝
H±1
H±2
H±3
⎞
⎟⎠ a
jπ
{
lnβ + sinπμ
±
π
[
1 ∓ ε
2
I5
(
μ±
)− 1 ± ε
2
I5
(
1 −μ±)]}
+ a
2πB
⎛
⎝ α + β − α
2μ±−1 − α1−2μ±
(1/j)[(1 − 2μ±)(β − α) − α2μ±−1 + α1−2μ±]
0
⎞
⎠ , (4.12)
from which we can deduce the following values for integrals H±ν involved in Eqs. (3.11), (3.12):⎛
⎜⎝
H±1
H±2
H±3
⎞
⎟⎠=
⎛
⎜⎝
j [ 1∓ε2 α2μ
±−1 − (1 −μ±)α −μ±β + 1±ε2 (α + β − α1−2μ
±
)]
1∓ε
2 α
2μ±−1 + α +μ±(β − α) − 1±ε2 [(α − β)(1 − 2μ±) − α1−2μ
±]
2
⎞
⎟⎠
× (1/B)
{
jπ(1 ∓ ε) − 2[ln(β − α) +ψ(1 − μ±)−ψ(1)]
+ sinπμ
±
π
[
(1 ∓ ε)2
2
I5
(
μ±
)+ (1 ± ε)2
2
I5
(
1 −μ±)]}−1. (4.13)
The values for Φ±ν can also be promptly deduced from (4.12).
Now, let us pass to evaluate the remaining integrals H±νC , H
±
νS involved in Eqs. (3.11), (3.12). By applying differ-
entiation by parts and recalling Eqs. (4.1), we can use the change of variables (4.3) to get
(
H±νC
H±νS
)
=
b∫
−b
h±ν (t)
(
cos(πt/a)
sin(πt/a)
)
dt
= H±ν
(
cos(πb/a)
sin(πb/a)
)
−
( 1/2
1/2j
) β∫
α
ϕ±ν (τ ) dτ +
(1/2
j/2
) β∫
α
ϕ±ν (τ )
dτ
τ 2
(ν = 1,2,3). (4.14)
By Eq. (4.7) it holds
β∫
ϕ±ν (τ ) dτ =
±ε
ε2 − 1
β∫
F±ν (τ ) dτ +
j
π(ε2 − 1)
β∫ [(
τ − α
β − τ
)1−μ± β∫
F±ν (ξ)
(
ξ − α
β − ξ
)μ±−1
dξ
ξ − τ
]
dτα α α α
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β∫
α
F±ν (ξ)
(
ξ − α
β − ξ
)μ±−1
dξ (ν = 1,2,3), (4.15)
where integral (A.24) has been used.
Parallely, by using integral (A.28) and Eqs. (4.8), (4.10), we also get
β∫
α
ϕ±ν (τ )
dτ
τ 2
= j sinπμ±α2−2μ±
β∫
α
F±ν (ξ)
(
ξ − α
β − ξ
)μ±−1
dξ
ξ2
− j(1 − μ±)(β − α)π
a
Φ±ν (ν = 1,2,3).
(4.16)
To go on, we must insert the various F±ν (·) into Eqs. (4.15), (4.16) from (4.5b), and calculate many other integrals, as
shown in Appendix A; see Eqs. (A.4)2, (A.8)1, (A.15)2, (A.31)–(A.35). The results of such a procedure can be given
for H±νC and H
±
νS (ν = 1,2,3) as follows:⎛
⎜⎝
H±1C
H±2C
H±3C
⎞
⎟⎠=
⎛
⎜⎝
H±1
H±2
H±3
⎞
⎟⎠{cos πb
a
+ 1 −μ
±
2
(β − α) lnβ + sinπμ
±
2π
[
1 ∓ ε
2
I6
(
μ±
)− 1 ± ε
2
I6
(
2 − μ±)]}
−
⎛
⎜⎝
Φ±1
Φ±2
Φ±3
⎞
⎟⎠ jπ2a
(
1 − μ±)(β − α) + 1
4B
⎛
⎝ (1/j)[(1 − μ
±)(α2 − β2) + α2(μ±−1) − α2(1−μ±)]
2 + (1 − μ±)2(β − α)2 − α2(μ±−1) − α2(1−μ±)
0
⎞
⎠ ,
(4.17)⎛
⎜⎝
H±1S
H±2S
H±3S
⎞
⎟⎠=
⎛
⎜⎝
Φ±1
Φ±2
Φ±3
⎞
⎟⎠ π2a
(
1 −μ±)(β − α) +
⎛
⎜⎝
H±1
H±2
H±3
⎞
⎟⎠
{
sin
πb
a
+ j (β − α)
(
μ± + 1 −μ
±
2
lnβ
)
+ sinπμ
±
2jπ
[
1 ± ε
2
I6
(
2 −μ±)+ 1 ∓ ε
2
I6
(
μ±
)− (1 −μ±)(β − α)(1 ∓ ε)I5(μ±)
]}
+ 1
4B
⎛
⎝ 2 − α
2(μ±−1) − α2(1−μ±) − (1 − μ±)(β − α)[α + β + μ±(β − α) − 2α2μ±−1]
j [α2(μ±−1) − α2(1−μ±)] + j (1 −μ±)(β − α){α + β − 2[α +μ±(β − α) + α2μ±−1]}
0
⎞
⎠ .
(4.18)
5. Wave properties of the structure
To reflect the results of our analytical approach, we have considered two examples of propagation: from aluminium
to copper and from aluminium to polyethylene (including vice versa); for comparison, we also reported the case of
two equal materials (aluminium), already treated in [14]. For each case, we have assumed three values of the relative
opening: b/a = 0.1, 0.5, 0.9. All special functions appearing in the main formulas (see Appendix A) have been
evaluated by means of their well-known analytical approximations.2
First of all, it is worth noting that the balance of powers for the case at hand [15,24]:
|R|2 + (ρ2/ρ1)(c1L/c2L)|T |2 = 1 (5.1)
has been verified to hold to a very good extent, since the plotting of the left-hand term in Eq. (5.1) by means of
Eqs. (2.9) shows very small discrepancies with respect to unit value only in the final part of the frequency range in
concern.3 So, we need to consider only one between coefficients R and T . In the frequency parameter ak used for
figures, k represents the maximum value among all wave numbers (see Eq. (2.6)). (See Figs. 2–4.)
2 Both psi- and Kummer functions have basic series representations which converge very rapidly; see, for instance, [26].
3 Actually, we found less than four zeroes after 1., or than four nines after 0., only when ak exceeds 2π/3.
E. Scarpetta, M.A. Sumbatyan / J. Math. Anal. Appl. 337 (2008) 576–593 587Fig. 2. Reflection coefficient vs. frequency parameter ak < π , from aluminium (ρ1 = 2700 kg/m3, c1L = 6.42 km/s, c1T = 3.04 km/s) to copper
(ρ2 = 8930 kg/m3, c2L = 5.01 km/s, c2T = 2.27 km/s), or vice versa. Line 1: b/a = 0.1; line 2: b/a = 0.5; line 3: b/a = 0.9.
Fig. 3. Reflection coefficient vs. frequency parameter ak < π , from aluminium (ρ1 = 2700 kg/m3, c1L = 6.42 km/s, c1T = 3.04 km/s) to
polyethylene (ρ2 = 920 kg/m3, c2L = 1.95 km/s, c2T = 0.54 km/s), or vice versa. Line 1: b/a = 0.1; line 2: b/a = 0.5; line 3: b/a = 0.9.
Along with obvious remarks regarding greater or smaller reflection according to less or more opening between
adjacent cracks, the lines plotted in the figures show that the reflection properties of the structure increase when the
materials are very different between each other. Moreover, such properties become independent on the cracks for
(limitly) low frequency; in fact, |R| tends to vanish, whatever be the size of the opening, when the materials are
the same, while tends to a common finite value when the materials are different. Thus, it is just the interface line
between the materials to provide some reflection. Of course, this also happens for very small cracks (see the lines for
b/a = 0.9); actually, in such a case the reflection is less sensitive to frequency, being mostly determined by the two
materials’ impedances [16].
Another peculiar feature of the structure is that when we repeated calculations on reversing between each other
the two materials involved, we found just the same lines in the plotting of |R|. This is in full agreement with a
general principle of reciprocity, which can be claimed to hold in the present context of wave propagation too; see [15].
Moreover, in some lines we observe the presence of sharp peaks or dips about the end of the (one-mode) frequency
range; they denote the sudden occurrence of resonance or anti-resonance effects, which are well-known phenomena
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in the scattering properties of any periodic structure when frequency approaches certain (cut-off ) values: see, e.g.,
[4–7,24]. In this connection, it is interesting to note in Fig. 2 that, in the vicinity of the same frequency, we can have
a great loss of reflection (i.e., a passing band) when the opening is very small (line 1), together with a great loss of
transmission (i.e., a stopping band) when the opening is larger (line 2).
Apart from the study of (far-field) reflection and transmission, some general remarks concerning the qualitative
properties of the wave propagation here considered, can be straightly deduced from the analytical results of previous
section. For example, by using Eq. (4.8) into Eq. (4.7) it is not difficult to point out the behaviour of the stress
components near the cracks’ tips (namely, when y → ±b or z → α,β). Recalling Eqs. (2.8), (3.9), (3.10), (4.1)
and (4.6c), such a behaviour is clearly determined by the functions
h±ν (y) =
[
ϕˆ±ν (y)
]′ ∼
{
(z − α)−μ± = (z − α)∓jδ/√z − α, as z → α,
(β − z)μ±−1 = (β − z)±jδ/√β − z, as z → β. (5.2)
Taking into account that
(z − α)∓jδ = e∓jδ ln(z−α) = cos[δ ln(z − α)]∓ j sin[δ ln(z − α)], (5.3a)
(β − z)±jδ = e±jδ ln(β−z) = cos[δ ln(β − z)]± j sin[δ ln(β − z)], (5.3b)
where δ is real, we can conclude that for y → ±b the stress components in the present structure contain also oscillating
factors in addition to the classical root-square singularities holding in the case of a single material [24]. Moreover,
since the oscillating functions always change their sign, it is clear that an interpenetration between left and right
materials over the interface surface takes place, at least in a small neighbourhood of the cracks’ tips [20,23].
Finally, we have performed a numerical investigation of the problem to test the validity of our analytical approach.
By using standard algorithms from Boundary Element Methods [27], a direct numerical solution of the originary
integral system (2.16), (2.18) has been constructed (before one-mode approximation); of course, to plot any curve
with respect to frequency, such a system must be solved numerically anew for each new value of the frequency
parameter. As a result, during the implementation we noticed an excellent agreement between the numerical and the
analytical methods throughout the given range: for several combinations of geometrical and physical parameters, the
difference between results predicted by the two methods appeared so small that, when graphically reflected, we always
found two practically coinciding curves.4
4 The relative error never appears greater than 3%, remaining under 1% till to ak  2π/3; cf. footnote 3.
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Appendix A
Let us consider the following table integral5:
β∫
α
(ξ − α)a−1(β − ξ)b−1 dξ = (β − α)a+b−1 (a)(b)
(a + b) , (A.1)
where (z) ≡ ∫∞0 e−t t z−1 dt is (Euler’s) Gamma function; well-known properties of this function are
(1) = 1, (z + 1) = z(z), (z)(1 − z) = π
sinπz
. (A.2)
The logarithmic derivative of (z) gives rise to so-called psi-function:
′(z)/(z) ≡ ψ(z) = ψ(z + 1) − 1/z; (A.3)
−ψ(1) = 0.577216 is Euler’s constant.
From (A.1), (A.2), we promptly get
β∫
α
(ξ − α)μ−1
(β − ξ)μ dξ ≡ I1 =
π
sinπμ
,
β∫
α
(
ξ − α
β − ξ
)μ−1
dξ ≡ I2 = π
sinπμ
(β − α)(1 −μ),
β∫
α
(ξ − α)μ
(β − ξ)μ−1 dξ =
π
sinπμ
(β − α)2(1 −μ)(μ/2),
β∫
α
(
ξ − α
β − ξ
)μ
dξ ≡ I3 = πμ
sinπμ
(β − α); (A.4)
moreover, it holds
β∫
α
(ξ − α)μ−1
(β − ξ)μ ξ dξ = βI1 − I2 =
π
sinπμ
[
(1 − μ)α +μβ]. (A.5)
By derivating Eq. (A.1) with respect to b or a, we get
β∫
α
(ξ − α)a−1(β − ξ)b−1
( ln(β − ξ)
ln(ξ − α)
)
dξ = (β − α)a+b−1 (a)(b)
(a + b)
[
ln(β − α) +
(
ψ(b)
ψ(a)
)
−ψ(a + b)
]
;
(A.6)
this gives
β∫
α
(ξ − α)μ−1
(β − ξ)μ
( ln(β − ξ)
ln(ξ − α)
)
dξ = π
sinπμ
[
ln(β − α) +
(
ψ(1 −μ)
ψ(μ)
)
− ψ(1)
]
, (A.7)
β∫
α
(
ξ − α
β − ξ
)μ−1( ln(β − ξ)
ln(ξ − α)
)
dξ = π
sinπμ
(β − α)(1 −μ)
[
ln(β − α) +
(
ψ(2 −μ)
ψ(μ)
)
−ψ(2)
]
. (A.8)
5 For table integrals and relevant definitions, the reader can be referred to [26].
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β∫
α
(ξ − α)μ(β − ξ)1−μ
ξ − y dξ ≡ I (α,β, y), y /∈ L(α,β). (A.9)
By derivation with respect to β, it holds
I ′β(α,β, y) = (1 −μ)
β∫
α
(ξ − α)μ(β − ξ)−μ
ξ − y dξ, (A.10)
so that
I (α,β, y) = β − y
1 − μI
′
β(α,β, y) − I3 =
β − y
1 −μI
′
β(α,β, y) −
πμ
sinπμ
(β − α); (A.11)
since I (α,α, y) = 0, we deduce from above that
I (α,β, y) = π
sinπμ
[
μα + (1 −μ)β − y − (α − y)μ(β − y)1−μ], y /∈ L(α,β). (A.12)
By double derivation with respect to α and β, Eqs. (A.9), (A.12) give
β∫
α
(ξ − α)μ−1(β − ξ)−μ
ξ − y dξ =
π
sinπμ
(α − y)μ−1(β − y)−μ, y /∈ L(α,β); (A.13)
for y = 0 (/∈ L(α,β)), it holds, in particular,
β∫
α
(ξ − α)μ−1
ξ(β − ξ)μ dξ ≡ I4 =
π
sinπμ
αμ−1
βμ
. (A.14)
Now, we need to evaluate the two integrals
I5(μ) ≡
β∫
α
(ξ − α)μ−1
(β − ξ)μ ln ξ dξ, I6(μ) ≡
β∫
α
(
ξ − α
β − ξ
)μ−1
ln ξ dξ. (A.15)
For the first, let us integrate both sides of Eq. (A.13) over the segment y ∈ (0, α) (which does not cross contour
L(α,β)); it holds
α∫
0
dy
ξ − y = ln ξ − ln(ξ − α) and
α∫
0
(α − y)μ−1(β − y)−μ dy = −
α/β∫
0
zμ−1
z − 1 dz
by the change of variable z = (α − y)/(β − y). As a consequence, recalling integral (A.7)2, we get
I5(μ) = π
sinπμ
[
ln(β − α) +ψ(μ) −ψ(1) + α
μ
βμ
Φ
(
α
β
,1,μ
)]
, (A.16)
where Φ(z, s, a) ≡∑∞k=0 zk(k+a)s is the Kummer function, and the table integral
X∫
0
zλ−1
z + a dz =
Xλ
a
Φ
(
−X
a
,1, λ
)
(A.17)
has been used.
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β∫
α
(
ξ − α
β − ξ
)μ−1
dξ
ξ − y =
π
sinπμ
[(
α − y
β − y
)μ−1
− 1
]
, y /∈ L(α,β); (A.18)
then, by integration over the segment y ∈ (0, α), we get
β∫
α
(
ξ − α
β − ξ
)μ−1[
ln ξ − ln(ξ − α)]dξ = π
sinπμ
[ α∫
0
(
α − y
β − y
)μ−1
dy − α
]
= − π
sinπμ
[
(α − β)
α/β∫
0
zμ−1
(z − 1)2 dz + α
]
, (A.19)
after changing z = (α−y)/(β −y). The integral in (A.19) can be evaluated by derivating Eq. (A.17) with respect to a
and then putting a = −1,
X∫
0
zλ−1
(z + a)2 dz =
Xλ
a2
[
Φ
(
−X
a
,1, λ
)
− X
a
Φ ′
(
−X
a
,1, λ
)]
, (A.20)
where Φ ′ denotes an ordinary derivative of Φ with respect to first argument. As a consequence, recalling inte-
gral (A.8)2, we get
I6(μ) = π
sinπμ
{
(1 −μ)(β − α)[ln(β − α) + ψ(μ)− ψ(2)]− α
+ (β − α)α
μ
βμ
[
Φ
(
α
β
,1,μ
)
+ α
β
Φ ′
(
α
β
,1,μ
)]}
. (A.21)
Now, let us consider the integral used in Eq. (4.9); firstly, it holds
β∫
α
(
z − α
β − z
)1−μ
dz
z(ξ − z) ≡ I7 =
1
ξ
β∫
α
(
z − α
β − z
)1−μ(1
z
+ 1
ξ − z
)
dz. (A.22)
The first integral on the right-hand side can be extracted from (A.18) by putting there y = 0 (/∈ L(α,β)) and replacing
μ − 1 by 1 − μ,
β∫
α
(
z − α
β − z
)1−μ
dz
z
= π
sinπμ
[
1 −
(
α
β
)1−μ]
, (A.23)
while the second integral is a table integral
β∫
α
(
z − α
β − z
)1−μ
dz
ξ − z = −
π
sinπμ
[
1 + cosπμ
(
ξ − α
β − ξ
)1−μ]
, ξ ∈ L(α,β); (A.24)
therefore
I7 = −1
ξ
π
sinπμ
[(
α
β
)1−μ
+ cosπμ
(
ξ − α
β − ξ
)1−μ]
, ξ ∈ L(α,β). (A.25)
For the integral used in Eq. (4.16), we have
β∫ (
z − α
β − z
)1−μ
dz
z2(ξ − z) ≡ I8 =
1
ξ
β∫ (
z − α
β − z
)1−μ
dz
z2
+ 1
ξ
I7. (A.26)α α
592 E. Scarpetta, M.A. Sumbatyan / J. Math. Anal. Appl. 337 (2008) 576–593The first integral on the right-hand side can be calculated by doubly derivating I (α,β, y) with respect to β,y, then
putting y = 0 and finally replacing μ by 1 −μ, one gets
β∫
α
(
z − α
β − z
)1−μ
dz
z2
= π
sinπμ
(1 − μ)(β − α) α
−μ
β2−μ
, (A.27)
so that
I8 = 1
ξ
π
sinπμ
{
(1 −μ)(β − α) α
−μ
β2−μ
− 1
ξ
[(
α
β
)1−μ
+ cosπμ
(
ξ − α
β − ξ
)1−μ]}
, ξ ∈ L(α,β). (A.28)
Other integrals of interest are evaluated as follows:
β∫
α
(ξ − α)μ−1
ξ(β − ξ)μ
( ln(β − ξ)
ln ξ
)
dξ = α
μ
βμ−1
{( π
sinπμ [ln(β − α) + lnβ +ψ(1 − μ)− ψ(1)]
0
)
− I5(1 −μ)
}
,
(A.29)
from Eqs.
( (A.4)1, (A.7)2, (A.15)1
(A.15)1
)
after putting ξ = 1/t (recall that α = 1/β);
β∫
α
(ξ − α)μ−1
ξ2(β − ξ)μ dξ =
π
sinπμ
[
(1 −μ)
(
α
β
)μ−1
+ μ
(
α
β
)μ]
, (A.30)
from Eq. (A.13) after derivation with respect to y and putting y = 0;
β∫
α
ξ
(
ξ − α
β − ξ
)μ−1
dξ = π
sinπμ
(β − α)(1 −μ)[α + (β − α)μ/2], (A.31)
from Eqs. (A.4)2,3;
β∫
α
(
ξ − α
β − ξ
)μ−1
dξ
ξ
= βI4 − I1 = π
sinπμ
[(
α
β
)μ−1
− 1
]
, (A.32)
β∫
α
(
ξ − α
β − ξ
)μ−1
dξ
ξ2
= π
sinπμ
(β − α)(1 −μ)
(
α
β
)μ−1
, (A.33)
from Eq. (A.27) by replacing 1 −μ with μ− 1;
β∫
α
(
ξ − α
β − ξ
)μ−1
dξ
ξ3
= π
sinπμ
(β − α)(1 −μ)
(
α
β
)μ−1[
β − (β − α)μ/2], (A.34)
from Eq. (A.31) after putting ξ = 1/t and replacing μ− 1 by 1 − μ.
Finally, it holds
β∫
α
(
ξ − α
β − ξ
)μ−1( ln(β − ξ)
ln ξ
)
dξ
ξ2
= −
(
α
β
)μ−1
I6(2 −μ) +
(
( α
β
)μ−1 πsinπμ(β − α)(1 −μ)[ln(β − α) + lnβ +ψ(2 − μ) −ψ(2)]
0
)
, (A.35)
from Eqs.
( (A.4)2, (A.8)2, (A.15)2) after putting ξ = 1/t .(A.15)2
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