To obtain maximal return from a mining operation it is important that the sequence of mining steps be carefully planned. In this chapter we show how this problem can be converted into a closed-loop receding-horizon optimal control problem. Of particular interest is the formulation of the associated optimization problem in the face of uncertainty, e.g., future ore prices. We show how one can formulate "open-loop", "reactive" and "closed-loop" policies to deal with price uncertainty. A "toy" example is presented to give insight into the problem. Also, a realistic mine-planning exercise is briefly described to highlight discrepancies between theory and practice.
quently, one is obviously limited to a small number of possible realizations. Indeed, for the mining problem, it seems that only a handful (say 10 to 100) realizations could be contemplated.
Actually, the above problem has been long recognized in the planning literature, and there exists a substantial volume of work on how one can choose a small, representative set of realizations of uncertain variables. This is often called the problem of "scenario generation" and has been extensively discussed in the applied optimization literature including finance, management and statistics [5, 24, 25, 31, 34] . The problem is actually equivalent to approximating a given continuous probability distribution by a discrete distribution having finite support of given cardinality. In turn, this is a special type of quantization problem and it thus has links to contemporary literature in signal processing.
Experiment Description

Formulation of Mine-planning Problem
To set the work in the current chapter in context, we will next give an outline of the mineplanning problem. (Of course, real mine-planning problems involve a host of other practical issues, e.g., processing capacity, stockpiling, etc., not covered here.) The basic idea of opencut mining can be visualized in Figure 2 .1, which shows the ultimate pit of a typical mine, that is, the opening left in the ground after mining operations have been completed. (Actually this particular mine will be used as the basis of the discussion of discrepancies between theory and experiments in Section 2.4.) For simplicity of exposition, we represent the potential mine by the "box" shown in Figure 2 .2, where the "surface" is divided into (J + 1) × (K + 1) rectangles. 
State-space Model of the Mine
So that we can utilize control-theory insights, we next cast the mine-planning problem in the form of a control problem. Accordingly, we define the mine state as the set of pit depths at the locations of the surface. We represent the evolution of this state via a linear, discrete-time dynamic model where mining action is the control input. Specifically, we denote by x jk (t) the mine depth at location jk at time t. Similarly, we denote by u jk (t) the action to mine (or not) at time t in the location jk, j ∈ {0, . . . , J}, k ∈ {0, . . . , K}. We thus think of u jk (t) as an (J + 1) × (K + 1) input vector. A state model for the system can then be written as
where b1 is a constant that reflects the effect of one unit of mining action.
Constraints
Mining operations are subject to a number of constraints including constraints on the order that material can be mined, slope constraints, mining capacity, etc., see for example [1-3, 6-13, 30, 32] . In the state-space formulation presented in Section 2.2.2, these constraints can be incorporated in a natural way. For example, note that u jk (t) can take either the value 1 or 0 indicating the action of mining or not at location jk at time t. Thus, u jk (t) is non-negative and the model (2.1) readily ensures that the mine depth cannot decrease at any location. Also, slope constraints on the mining depth can be directly incorporated by means of state constraints of the form
The mining-capacity constraint can be easily handled by imposing an input constraint such that only a certain number of u jk (t) can be nonzero at any t. Other constraints, such as processing-plant constraints, can also be modeled by introducing functions to model ore content. Finally, the state-space formulation presented here can be extended to more complex situations, such as multiple processing plants with variable capacities, multiple material stockpiles, variable material price, etc.
The Cost Function Representing Net Present Value
The value of the body of ore at different locations is typically obtained by preliminary drilling work. Using this information one can construct a value function V jk (x jk ) that represents the value assigned to the material in location jk at depth x jk . We also introduce a timediscounting function dt to yield the net present value and assume that the price of ore at time t is ct. The cost function to use for mine planning, representing the net present value achieved by a given mining strategy over a planning horizon T , then takes the form
Note that we multiply by u jk (t − 1) in Equation (2.3) since the value in the ore is only liberated when it is mined.
Introduction of Uncertainty
The formulation described so far assumes that all quantities are known into the future. To illustrate the impact of uncertainty on the mine-planning problem, we assume that the only uncertain variable is ct, the price of the ore at time t.
The simplest possible model for the ore price is as a deterministic sequence {ct}. For example, if we take copper as an illustration, then the price has been falling in real terms (i.e., when expressed in 2006 dollars). However, this falling trend has also been accompanied by random fluctuations and shocks. Thus, there is a strongly uncertain component in the planning description.
We will illustrate the nature of this uncertainty by examining copper price. We will consider data normalized by the Consumer Price Index (CPI) conversion factor in the USA, that is, in terms of a fixed buying power for a unit of currency (USD). Typical data is shown in Figure 2 .3 (USA copper data from 1967 to 2002) normalized by the CPI.
We see from Figure 2 .3 that there has been a general trend downwards (exponential curve in the figure) with some added stochastic behavior including some key "shocks" at some points in time. It will be convenient for data-fitting purposes to first remove the deterministic trend by fitting an exponential and then subtracting it. The detrended data is shown in Figure 2 .4.
It would be relatively easy to give a stochastic description for the data given in Figure 2 .4. Indeed, there are a number of standard models used in mine-planning applications. These include mean-reverting models, etc. (see, for example, [22] ). Note, however, that these models contain real-valued random variables. These models are useful for generating Monte Carlo simulations but are unsuitable for use in closed-loop mine planning due to the cardinality of the uncertainty description. Indeed, as we have already remarked, the mine-planning problem is barely computationally feasible even if all variables are considered deterministic and known. Hence, attempting function optimization with real-valued random variables for ore price would be absolutely out of the question. Thus, this represents an interesting theory/practice gap. Consequently, in practice we are forced to model the uncertain variables by a random variable having a discrete distribution. Indeed, the cardinality of the support of the distribution must be very small to make the problem computationally feasible. Thus, we must carefully choose a "representative" set of scenarios to describe the uncertain variables for the purpose of closed-loop planning. Further information on scenario generation is obtained in [15, 18-20, 23, 26-28] . Note that these methods have an additional complexity beyond that normally encountered in system identification [16] , since the cardinality of the possible realizations must be restricted. Assuming that the scenarios are ct(s) for s = 1, . . . , S, where t denotes the time (in years), then the cost function for the sth scenario becomes
In the following, we will describe methods for optimizing (the expected value of) cost functions of the general form of Equation (2.4). We first take a short digression to outline, in general terms, the key concepts underlying "open-loop", "reactive" and "closed-loop" planning.
Open-loop and Reactive Planning
In "open-loop" planning one solves an optimization problem at the outset based on the expected value of future ore price. Specifically, this policy minimizes (subject to the relevant constraints) the cost function
where Js, defined in Equation (2.4), is the cost associated with each scenario and ps denotes the probability of the sth scenario. The resulting optimal mining strategy is a sequence of mining actions over the planning horizon T . Note that this policy does not use the information that future knowledge about price will be available, that is, that the current ore price will actually become known at each time step.
In "reactive" planning one applies only the first mining action resulting from the openloop policy described above. At the next step one solves another open-loop problem over a planning horizon of length T − 1 and "reacts" to the current value of ore price by using this value for the first time step. The procedure is repeated at each time step in a "rolling-horizon" fashion. Hence, although this policy uses the current value of ore price at each step, the fact that future information about ore price will be available is not taken into account.
Closed-loop Planning
"Closed-loop" planning (sometimes called "with recourse" in the stochastic programming literature) takes advantage of the fact that, in the future, the price will be known. Such policies involve a function optimization that links the information state to the control action.
A simple way of capturing the closed-loop planning idea is to allocate a separate control strategy to each scenario. This idea is illustrated by Figure 2 .5, where four different price scenarios are considered. In this figure, price at stage 1 can only take the value c1 = v1; at stage 2, price can take the value c2 = v2, with probability α, or c2 = v3, with probability 1 − α; at stage 3, if price at stage 2 was v2, then price can take either the value c3 = v4, with conditional probability β, or c3 = v5, with conditional probability 1 − β; and similarly for the values v6 and v7. The price scenarios are then defined by each of the four branches of the scenario tree (for example, scenario 1 corresponds to c1 = v1, c2 = v2 and c3 = v4). In principle, we think of using 4 separate mines, each corresponding to a separate price scenario. Note that the scenarios have a tree like structure, i.e. c1 (1) (2) and c2(3) = c2 (4) . To bring all of the separated problems together, we note that we should not use future price information until we actually reach that time. This can be captured by ensuring that the mining strategies are nested (i.e. they share common components).
We now introduce four corresponding mining optimization problems with inputs u jk (t, s), for s ∈ {1, 2, 3, 4}, where
• u jk (t, s) = 1 means we mine at time t at the location jk under price scenario s.
• u jk (t, s) = 0 means we do not mine at time t at the location jk under price scenario s. Correspondingly, the state models satisfy, for s = 1, 2, 3, 4,
As outlined above, it is important that we do not use information about price until it becomes available. This is captured by adding constraints that ensure that the mining strategies are equal at each node of the price-scenario tree. For the example above, these constraints have the form:
Simulation Results
Real mine-planning problems are exceedingly complex and can take weeks to solve on highspeed computers. Also, they are notoriously nonconvex. Hence, it is difficult to gain insights by examining real problems since one readily becomes lost in details. Accordingly, we will take
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A simplified mine-planning problem a simplified "toy" example to gain insight into the structure of the various planning strategies. We thus choose a (very) simplified mining example as depicted in Figure 2 .6. A vertical ore bar of length xmax − xmin is assumed to be located at a depth xmin in the soil. Our goal is to extract this ore in an optimal fashion subject to constraints. In particular, we assume that we can only extract a certain maximum amount of material per year, and that wall-slope constraints must be satisfied. We also assume that all extracted ore is immediately sold at the current ore price, which varies in a "random" way. Our goal is to maximize the net present value of the total return. Without loss of generality, we include the discount factor in the ore price.
We consider a two-dimensional version of the problem, where we are looking at a cross section of the soil. Using time and space quantization, let x k (t) be the depth of the soil at a distance k ∈ {0, . . . , K} to the right of the bar, at a time t ∈ {0, . . . , T }, where T ∈ N is the time-horizon length and K is the maximum distance of the bar to be considered. Notice that, due to the symmetry of the problem, we need only consider positive values of k, since the solution for k < 0 is necessarily the mirror reflection of the solution for k > 0.
The cost function to be maximized is
where μ is a (positive Borel) measure of the ore distribution and {ct} t∈{1,...,T } is the ore price (considered as a stochastic process, to be specified later).
To simplify the problem further, we make the assumption that the bar has infinite length and that its top lies at the soil surface, i.e. that
The cost function (2.8) can then be written as
The constraints for this problem are:
1. Initial condition
2. Maximum amount of material to be extracted per year
for all t ∈ {1, . . . , T } (2.12)
where C ∈ R + . The form of this constraint comes from a trapezoidal approximation to the integral of the extracted material. 3. Non-negativity constraints
for all k ∈ {0, . . . , K}, t ∈ {1, . . . , T } (2.13)
Slope constraints
for all k ∈ {1, . . . , K}, t ∈ {1, . . . , T } (2.14)
Notice that both the cost function and the constraints are linear in the decision variables. Thus, the problem can be described as a stochastic linear program and, as we will see, it can be solved by rewriting it as a deterministic linear program (thus avoiding having to state and solve Bellman's equation explicitly [4, 29] ).
In the following, we will restrict our attention to a simple three-stage price model as shown in Figure 2 .5.
According to this scenario tree, we have that
We next transform the above stochastic problem into a deterministic one by introducing a new state sequence x k (t, s), where k denotes spatial position, t denotes time (or stage) and s denotes the scenario number. Thus, we have
Then, the cost of the deterministic equivalent program can be written as
The constraints for this program are
s ∈ {1, 2, 3, 4}
The solution of this program gives the optimal (closed-loop) solution of the mine-planning problem.
Alternatively, if we are interested in the reactive solution to this problem, we can achieve this by adding extra constraints as follows:
The inclusion of these constraints gives us a deterministic linear program whose solution provides x k (1, 1) for k ∈ {0, . . . , K}, since they force a open-loop solution for stage 1. Similarly, we can repeat for stage 2 by considering two problems depending on whether c2 takes the value v2 or v3.
We will examine several sets of pricing data. 
Under these conditions, it turns out that the closed-loop and reactive policies coincide. The solution for the first two stages is shown in Figure 2 .7, and the solution for stage 3 is shown in Figure 2 .8. Thus, at every stage the ore price "tends" to decrease (in a mean sense), so common sense tells us that the best strategy is to extract as much ore as possible as soon as one can in order to maximize the return. Since this tendency is exhibited in both a conditional and unconditional sense (with respect to the information available at the present time), the optimality of this strategy does not depend on how much information we actually have at a specific stage, and thus the closed-loop and reactive policies must coincide. Notice that the coefficients of the cost function (2.19) are proportional to the differences in the conditional means. On the other hand, if we introduce the constraints (2.23) in the cost function (2.19), the coefficients of the resulting cost function are proportional to the differences in the unconditional means. This observation supports the conclusions of the previous paragraph.
(ii) Pricing data #2 The above discussion suggests the form that alternative pricing data would need to take to ensure that reactive and closed-loop policies were different. we now have that
This means that the ore price exhibits an "unconditional tendency" to decrease, but if c2 = v3 = 10.5, c3 "conditionally" tends to increase. Thus, the information available at stage 2 has the potential to be quite valuable when making a decision. The above line of reasoning suggests that, in this case, closed-loop and reactive policies might differ. This is indeed exactly what happens, as is shown in Figure 2 .9. 
Discrepancy Between Theory and Experiments
Discussion of the Simple Example of Section 2.3
Whilst it may seem, at first sight, that closed-loop planning would offer substantial advantages, the differences between closed-loop and reactive planning appear to be relatively modest for the mine-planning problem. Specifically, the costs obtained for the example of Section 2.3 when using the closed-loop and reactive policies are 14.37744 and 14.23304, respectively. The difference may seem small (1%), but in the mine industry even a 1% improvement can equate to tens of millions of dollars! This means that there may indeed be cases where it might be worthwhile to obtain the closed-loop solution instead of just computing the reactive one. Perhaps of more interest in this example, is the qualitative difference between the strategies. Indeed, we see from Figure 2 .9b, that the reactive policy simply tries to extract as much ore as possible. On the other hand, the closed-loop policy (Figure 2 .9a) makes preparations for a possible future price increase by removing some waste material so that one can be in a better position, at the next step, to exploit a potential price increase by then allowing more ore to be extracted.
Some General Observations
Although it is difficult in general to know in advance whether there will be differences between the three kinds of stochastic programming policies for a particular problem, we have seen that for the above mine-planning example it is relatively simple to arrive at some necessary conditions for the existence of discrepancies. In particular, there have to be discrepancies between the signs of the differences of the conditional means and the signs of the differences of the unconditional means.
Another interesting observation we can make from this example is that the number of possible optimal solutions is essentially finite, in the sense that to achieve the optimal cost, we only need consider a finite number of strategies. This follows from the fact that the mineplanning problem is equivalent to a deterministic linear program, which has a finite number of basic solutions [21, p. 20] .
Moreover, from the sensitivity theory of linear programming [33, Chapter 7] , we know that small changes in the coefficients of the cost function of a linear program do not change the optimal solution (except for a set of parameter values of Lebesgue measure zero), and the optimal cost is a continuous function of those coefficients.
Since the coefficients of the cost function are directly related to the scenario tree, the above line of reasoning implies that the solution of the mine-planning problem is "locally insensitive" to changes in the scenario tree (at least assuming that its structure remains unchanged), but it may suffer "global bifurcations", since the solution may "jump" to other entirely different solutions for other changes in the scenario tree. This behavior is evident in the difference between the solutions to the problem described above under Pricing Data #1 and Pricing Data #2.
The previous remark is quite interesting, since it implies that it is unhelpful to try to find an "exact" scenario tree to represent the uncertainty in the ore price. On the other hand, it can be very insightful to generate several scenario trees in order to study the robustness of the obtained solution to changes in the ore price structure. (This idea can be contrasted with the "contamination technique" developed in [14] , which is aimed at studying the local sensitivity, or stability, of the stochastic program.)
Application to a Real Mine-planning Problem
The work described in this chapter has been carried out in collaboration with personnel at BHP Billiton Melbourne Technology Centre. They have tested the relative efficacy of the different policies on real problems. For simple ore geometries it turns out that reactive planning achieves near-optimal performance. However, for more complex geometries, greater differences between open-loop, reactive and closed-loop planning become apparent.
To illustrate the potential discrepancies between the theory and practice, we consider a real mine-planning exercise (actually based on the mine illustrated in Figure 2.1) . Three planning methods were tested, namely,
The latter policy cannot be carried out in practice since future prices are unknown. However, it does provide an upper bound on the achievable closed-loop performance. Table 2 .1 tabulates the average NPVs obtained over 6 tests using the expected forward price conditional on the current spot price (i.e. "present knowledge" or "open-loop" approach), the reactive approach and perfect knowledge of future price. In each test, 25 equally likely price realizations were generated using Monte Carlo simulations based on a log-normal mean reverting price model. The notation used in Table 2 .1 is as follows: Figure 2 .10 shows the NPVs obtained using the three planning methods for each price scenario. Figures 2.11a and 2 .11b show the histograms of the NPV for each price scenario using the "present knowledge" approach and the "reactive" approach, respectively.
It can be seen from the above results that, for this particular mine, the reactive approach yields approximately 10 % improvement over the open-loop approach. This strongly suggests that reactive planning offers considerable benefits over open-loop planning. On the other hand, perfect knowledge yields only a further 2.7 % improvement. Thus, for this particular mine the gap between reactive planning and planning with perfect knowledge is quite small. Thus one might anticipate that the improvements resulting from closed-loop planning could be small. However, one should be careful to draw general conclusions from this simple example. Indeed, as discussed in Section 2.4.2, there can be situations where closed-loop planning can offer substantial qualitative and quantitative advantages over reactive planning. 
Conclusions
This chapter has described the application of closed-loop stochastic optimal control to optimal mine planning. Key ideas that have emerged are:
1. This is a quintessential example of a complex optimization problem. 2. There is a substantial theory/practice gap associated with this problem and, indeed, to have the slightest hope of solving it, one needs to make major simplifications. 3. For certain ore geometries and problem parameters, there appears to be little practical gain to be achieved by using closed-loop planning rather than reactive planning. 4. For alternative ore geometries and/or different problem parameters, closed-loop planning can be beneficial. 5. Due to the enormous complexity of this problem, one needs to carefully choose a representative set of scenarios for the uncertain variables. 6. The cardinality of the scenarios must be quite small to be able to solve the closed-loop planning problem in practice. 7. Real mine-planning problems involve a host of complexities not touched on here. 8. The ideas presented here undoubtedly have relevance to other complex planning problems outside of the mining sphere.
