Crack identification in engineering structures has been widely investigated by researchers. Most of the literature on multiple crack identification, however, has focused on rather simple structures like beams and it is often assumed that the number of cracks is known while this is not a practical assumption. In this article, multiple crack identification in frame structures is investigated based on experimental vibration data using the Bayesian model class selection and swarm-based optimization methods to identify both the number of cracks and their characteristics. To this end, first, the numerical model of the intact frame is updated based on the natural frequencies of the intact state using the particle swarm inspired multi-elitist artificial bee colony algorithm. After updating the intact model of the structure, a set of numerical models of the cracked frame with different numbers of cracks is constructed. Since the number of cracks is not known a priori, the Bayesian model class selection is employed to find the most plausible model class in order to predict the number of cracks. Then, the parameters of the cracks are identified using the particle swarm inspired multi-elitist artificial bee colony algorithm. Instead of pinpointing to one optimal solution obtained after a large number of function evaluations, a set of best solutions whose objective values are less than 10
Introduction
The vibration-based crack identification in engineering structures has been widely investigated by researchers in the recent years and different methods have been proposed to find single or multiple cracks in structures. The different vibration-based damage identification methods and their developments were reviewed by Carden and Fanning, 1 Yan et al., 2 and Fan and Qiao.
wavelet transform of the data in the intact state 9,10 and using probabilistic approaches 11, 12 are several techniques that have been utilized in the published literature to find the number of cracks. It has also been noted that most of the literature dealing with multiple crack identification has focused on rather simple structures like beams and has often used simulated data instead of real experimental data. When using the experimental data obtained through modal testing, some important issues must be considered; keeping the test duration as short as possible and using less equipment can help to manage time and costs of the test and thereby paving the way for commercialization of the vibration-based crack detection techniques. However, it is known that extracting proper experimental mode shape data often requires many frequency response function (FRF) measurements; therefore, the test becomes very time-consuming or requires a lot of equipment, for example, sensors. Moreover, having the mode shape data in the vicinity of the cracks plays an important role in the success of the mode shape-based crack detection methods; thus, high-resolution mode shapes are required which is a drawback for these methods. In addition, the measurement noise may affect the mode shapes and consequently the effect of the crack, which is usually very small, might be covered by the noise. In contrast, the natural frequencies can be easily extracted from one or a few FRF diagrams and are less contaminated by measurement noise. However, it may happen that different crack cases produce the same change in natural frequencies and therefore, false crack parameters are obtained.
For the inverse problem of crack identification in structure, an efficient mathematical model of the structure is required. When a mathematical model of the frame structures is utilized in the crack identification practice based on vibration data, modeling the structure with one-dimensional (1D) elements is usually preferred over more complicated models; nevertheless, some uncertainties arise due to modeling the joints, the supports, the materials, and the geometrical simplifications of the structure which should to be recovered. Selection of proper design parameters can help to efficiently improve the model in an updating procedure based on experimental data. To assess the effectiveness of the selected design parameters, the sensitivity of the model output to the design parameters must be evaluated and the optimum values of the best design parameters are obtained through model updating.
After updating the intact model of the structure, the cracks can be introduced in the intact model by placing rotational and/or translational springs in crack locations to model the increased flexibility caused by the cracks. The next challenge is to find the number of cracks. The Bayesian method 13 is a probabilistic approach that has drawn the attention of many researchers to solve a variety of engineering problems including the damage identification in structures. [14] [15] [16] [17] [18] [19] [20] More specifically, the Bayesian model class selection method 21 can be utilized to rank each model class of a structure based on experimental data. Lam et al. 11 utilized the Bayesian model class selection method to find the number of cracks in a cantilever beam based on transient vibration data obtained through modal testing. The similar approach was employed to find multiple cracks in a plate structure using simulated data. 12 Zheng and Yu 22 also used the Bayesian model class selection method to select the best model class for a nine-bay truss structure based on simulated time responses.
In this article, a combination of the Bayesian model class selection and particle swarm inspired multi-elitist artificial bee colony (PS-MEABC) is applied to find multiple cracks in the frame structures using a few natural frequencies of the intact and cracked states. To this end, the numerical model of the intact structure, constructed using the differential quadrature element (DQE) method, is updated based on the experimental natural frequencies of the intact state using the PS-MEABC method. To model the cracked structure, a rotational spring is used at the location of each crack and a set of numerical models of the cracked frame with different number of cracks is constructed. Since the number of cracks is not known a priori, the Bayesian model class selection method is employed to find the most plausible model class or better to say to find the number of cracks based on the experimental natural frequencies of cracked state. After that, using the best model class, the parameters of the cracks are identified using the PS-MEABC algorithm. To fully assess the effectiveness of this approach, the simulated data of a one-story frame and experimental data of a three-story frame are used to verify the proposed method. The effect of using more natural frequencies on the accuracy of the obtained solutions is also investigated.
The DQE modeling of the cracked frame structures
The governing differential equations to the in-plane linear vibrations of a frame element based on the EulerBernoulli beam theory assuming uniform cross section and constant Young's modulus (Figure 1 ) are defined by equations (1) and (2) , where the harmonic nature of the linear vibrations is also considered in these equations
where u i e and v i e are the axial and transverse displacements, respectively, of the ith point of the eth element in the local coordinate system of the element. In this context, the bar over the parameter indicates that the parameter is stated in the local coordinate system of the element. The parameters E e , A e , r e , I e , and N e are the Young's modulus, the cross-sectional area, the density, the second moment of area, and the number of the domain points of the eth element, respectively, and v is the natural frequency of the vibrations.
To construct the DQE model of a plane frame, one should numerically evaluate equations (1) and (2) using the differential quadrature (DQ) approximation method in which the nth order derivative of the function f is approximated using the weighted summation of the objective function values at the domain points 23 as expressed in equation (3)
where C (n) is the weighting coefficient matrix of the nth order derivative.
By applying the DQ approximation method to equations (1) and (2), one can find the numerical approximation of the governing differential equations to the in-plane vibrations of the frame element
where l e and d e are the length and the displacement vector of the eth element, respectively. C
u are the weighting coefficient matrices of the ith order derivative of v and u, respectively, and I u and I v are the identity matrices whose full descriptions are available in Appendix 1. To better explain the model, equations (4) and (5) can be combined in the following matrix notation
where k e and m e are the local stiffness and mass matrices of the eth element, respectively. Then, considering a frame structure with M e elements, the governing equations to the in-plane vibrations of the structure are expressed using equation (7)
where
Note that k e = k e T e and m e = m e T e where the full description of T e is provided in Appendix 2.
By employing the boundary and continuity conditions, the displacements of boundary points can be related to those of the domain points; thereby equation (7) can be expressed only in terms of the domain points. Interested readers are referred to Fatahi and Moradi 24 for a detailed description regarding the application of the DQE method to the vibration modeling of the frames.
To model a cracked frame, assuming the effect of the crack is only apparent in its vicinity, each crack is modeled by a rotational spring whose stiffness is obtained from the concepts of the fracture mechanics 25 as provided in equation (12) . Therefore, a discontinuity in the flexural slope should be applied at the crack location
where EI, n, b, and a are the flexural stiffness, the Poisson's ratio, the height of the beam, and the crack depth, respectively. A modification parameter, denoted by f (a=b) as defined in equation (13) Crack identification using a combination of the Bayesian model class selection and PS-MEABC algorithms
After constructing the DQE model of the frame, a combination of the Bayesian model class selection method and the swarm-based optimization methods is utilized to find multiple cracks in the frame structures using a few natural frequencies of the intact and cracked states.
In the first step, the DQE model of the intact frame is updated using the experimental natural frequencies of the intact state. Due to the robustness of the swarmbased optimization algorithms, PS-MEABC algorithm, proposed by Xiang et al., 26 is utilized in the updating process. This method has the benefits of both the particle swarm optimization 27 and the artificial bee colony algorithm. 28 Although these stochastic optimization algorithms may take many iterations to converge, the convergence is guaranteed and does not depend on the initial guess of the design parameters. In the second step, a set of the DQE models of the cracked frame with different number of cracks is constructed. Since the number of cracks is not known, the Bayesian model class selection using the transitional Markov chain Monte Carlo (TMCMC) method is employed to find the most plausible model class, that is, the number of cracks. Finally, in the last step, the PS-MEABC method is utilized to find the crack parameters. In this step, instead of pinpointing to only one optimal solution obtained after a large number of function evaluations, all the best solutions whose objective function values are less than 10 25 are recorded and the regions where the best solutions are concentrated are identified. Hence, it can be noted how the solution would differ if less number of function evaluations is considered.
Step 1: updating the DQE model of the intact frame structure using the PS-MEABC algorithm
To update the DQE model of the intact frame using the experimental data, an optimization problem is defined in which the objective function is constructed using the weighted summation of the squared errors between the natural frequencies of the experimental and the DQE models, as defined in equation (14) 
where w i is the weighting factor of the ith mode to represent its measurement accuracy and N m is the number of modes. The subscripts ex and dq also refer to the experimental and DQE models, respectively. Considering equal accuracy for all the N m measured modes, all the weighting factors are assumed to be one. After defining the objective function, the uncertain parameters of the model are considered as the design parameters and their optimal values are obtained through model updating procedure. Selection of proper design parameters is essential for the success of the updating procedure. Performing a sensitivity analysis can help to quantify the sensitivity of the natural frequencies to the selected design parameters and to avoid those parameters to which the natural frequencies are almost insensitive. After choosing proper design parameters, the PS-MEABC algorithm is utilized to minimize equation (14) . The swarm in the PS-MEABC algorithm includes three groups of bees: employed bees (half of the swarm), onlookers (the other half of the swarm), and scouts. Employing a combination of explorations and exploitations, the bees are able to find the best food source, that is, the best solution to the optimization problem. The main steps of the PS-MEABC algorithm are briefly described in Figure 2 where the initialization of N S random solutions each with d dimensions is applied by x ij = lb j + u(ub j À lb j ) for i = 1, . . . , N s j = 1, . . . , d. In this equation, the lower and upper bounds of the parameter j are denoted by lb j and ub j , respectively, and u is a random number between 0 and 1. The updating equation for the employed bees is defined by xemployed ij = x ij + a 1 (x ij À x kj ) + a 2 (x ij À el si, j ) where k is the index of a randomly selected solution; a 1 and a 2 are two random numbers between 21 and 1; and el si,j denotes the value of jth dimension of the elitist chosen by the roulette wheel method; and si is the selected index. The probability of the ith solution is also defined as its fitness value divided by the summation of all the N fitness values. To find a new food source for an onlooker bee, one can use xonlooker ij = x ij + a 1 (x ij À x kj ) + a 2 (x ij À gb j ) where gb j is the jth dimension of the best solution found so far. Moreover, based on the boundary treatment of the PS-MEABC method, for the onlooker bee phase if one dimension of the solution surpasses the boundary, then its value is set to the boundary value. But in the employed bees phase, the value of the parameter going beyond the boundary is set to that of the selected elitist to keep the population diverse. 26 Step 2: finding the number of cracks using the Bayesian model class selection method
After updating the intact model of the structure, the next challenge is to find the number of cracks. In case of several possible models for a structure, as in the modeling of a structure with an unknown number of cracks, it is apparent that when utilizing a more complicated model, for example, a model with more cracks, the data are better fitted than when using a model with fewer tunable parameters. Therefore, if the number of cracks itself is considered as a design parameter, that is, a variable dimensional problem, and the best model class is selected only based on minimizing the error between the experimental data and the corresponding model output, the best model will be the one with the maximum number of cracks. To solve this drawback in multiple crack identification, a probabilistic approach can be utilized where more complicated models are penalized. Among the probabilistic methods, the Bayesian model class selection method by employing the TMCMC method is utilized in this work to rank each model class of the frame structure based on experimental natural frequencies of the cracked structure.
Let D stand for a set of experimental data, for example, the natural frequencies of the cracked structure, and M j with j = 1, . . . , N nc refers to a model with j cracks where the maximum number of cracks is assumed to be N nc . According to the Bayes theorem, the posterior probability distribution function (PDF) of the model class M j given the experimental data D is expressed by equation (15) 
In the above equation, the posterior PDF is defined as the product of P(DjM j ) and P(M j ), the first one is called the evidence for the model class M j on the basis of data D, and the second one is the prior PDF of the model class M j before observing the data D. When there is not any priority between the different model classes, equal probability can be assigned to each model, that is, P(M j ) = 1=N nc . Moreover, to force the probability volume under the posterior PDF to be equal to 1, P(D) in the denominator is defined by
After observing the experimental data, the most suitable model class is selected based on the posterior probability calculated by equation (15) . In fact, the most plausible model class is the one which maximizes the posterior probability or equivalently has the largest evidence. It has been proved that the log-evidence contains two terms, one of them depends on the ability of the model to fit the data and the other is the relative entropy of the posterior probability compared to the prior probability which works as a penalty against more complicated models. 29, 30 This is why the evidence can be a good measure of the plausibility of each model class. According to the theorem of total probability, 15 the evidence of the model class M j provided by the data D is defined by equation (16) 
where u stands for the vector of the model parameters. To evaluate the evidence, different exact and approximate methods can be utilized; however, in real applications, it is computationally too expensive to evaluate the exact value of a multi-dimensional integral as expressed in equation (16), Alternatively, the asymptotic approximation of complex integrals using Laplace method can be utilized for globally identifiable cases 31 or for a general case, the Markov chain Monte Carlo (MCMC) methods 32 can be used to draw random samples from the posterior PDFs. The MCMC methods tackled the computational difficulties of the Bayesian method and made it a popular statistical tool for researchers. There is a large number of the MCMC methods including Gibbs sampling, MetropolisHastings (MH) sampling, slice sampling, and so on. These methods are commonly used when it is difficult to sample directly from a PDF. A good review of the MCMC methods can be found in a technical report by Neal. 33 Because all the the MCMC methods can be viewed as special cases of the MH algorithm, this method is used in the study to draw samples from PDFs. The MH algorithm was first proposed by Metropolis et al. 34 and later extended and generalized by Hastings. 35 The MH algorithm is utilized to construct a sequence of Markov chains that after a certain number of steps converge to the target PDF. Despite the success of the MCMC methods to sample from rather simple posterior PDFs, there are some challenges when dealing with difficult PDFs, for example, multimodal, very peaked, or very flat PDFs, or when the dimension of the model parameters space is too large. To solve these challenges, the researchers recommend algorithms which use the MCMC methods more elaborately. In this article, the TMCMC method proposed by Ching and Chen 36 is utilized to evaluate the evidence of each model class. To this end, as described in the followings, the samples are drawn from the posterior PDF of the model parameter of each model class and the evidence of each model class is estimated based on the obtained samples.
The TMCMC method creates a series of transitional PDFs P k as defined in equation (17), which starts from the prior PDF of the model parameters u of the model class M j , that is, P 0 = P(ujM j ) and after m steps converges to the posterior PDF, that is, P m = P(Dju, M j ) P(ujM j ). Note that, in this work, the model parameters of each class are the depth and location of the cracks; therefore, for the model class M j , u consists of 2j elements, that is, location and depth of j cracks. In the first step, random samples are drawn from the prior PDF. In this study, the prior PDF is assumed to have a uniform distribution over the parameter space. Then, in subsequent steps, the MH algorithm is utilized to draw samples from the probability distribution
where k = 0, . . . , m and 0 = b 0 \b 1 \Á Á Á\b m = 1. The samples in the first step are drawn from the whole parameter space. Then, they are gradually contracted until finally placed in the region with the highest probability mass. Note that, if it is assumed that the errors between the predicted and the measured parameters have independent normal distributions with zero mean and some unknown variance, the likelihood function can be stated as
where the superscript ex denotes the experimental data and s 2 stands for the variance. 16, 30 For each intermediate step (i.e. k = 1, 2, . . . , m À 1), the plausibility weight of each sample is evaluated using equation (18) and is normalized as expressed in equation (19) 
where N(k) is the number of samples at the kth step. The normalized plausibility weights are used to identify those samples of the previous step which also lies in the region with significant probability mass of the current intermediate distribution. The MH algorithm is then employed for re-sampling procedure based on the calculated normalized weights. Note that the proposal probability of the MH algorithm is a multivariate normal distribution centered at the previous sample and with a covariance matrix S k mentioned in equation (20)
where the parameter c controls the rejection rate of the MH algorithm. After finishing the last step, using equation (21), the evidence of the model class M j , that is, P(DjM j ), is evaluated to find out which model class, each with a different number of cracks, is the most plausible one. Interested readers are referred to Ching and Chen 36 for a detailed explanation of the TMCMC method and the evaluation of the evidence
Step 3: identifying the parameters of the cracks using the PS-MEABC algorithm
After finding the number of cracks in the structure, one should identify the parameters of the cracks. To this end, an objective function as expressed in equation (14) is constructed based on the natural frequencies of the cracked structure and the cracked DQE model of the frame. Then, considering the locations and depths of the cracks as the design parameters, the PS-MEABC algorithm is utilized to minimize the objective function.
To investigate the results, the optimum solution obtained after a large number of function evaluations is reported. All the best solutions whose objective function values are less than 10 25 are also recorded and their dispersions are quantified by evaluating the coefficient of the variation of these solutions. The region where the concentration of solutions occurs is also graphically shown.
Results and discussions
To verify the proposed approach for multiple crack detection in frame structures, both numerical and experimental examples are studied. The numerical example deals with multiple crack detection in a onestory frame, while the experimental example is of a three-story steel frame with up to three cracks. The first five experimental natural frequencies of the structure in the intact and cracked states are used to identify multiple cracks in the frames. The details of the verification examples are described in the next two subsections.
Numerical example
As the first verification case study, the crack identification procedure is employed on a one-story frame with the dimensions provided in Figure 3 . The Young's modulus and the density of the frame are 180 GPa and 7800 kg/m 3 , respectively. A concentrated mass of 0.025 kg is also assumed to be on the left column as shown in Figure 3 . Four crack scenarios as tabulated in Table 1 are used to assess the effectiveness of the proposed methodology. The crack locations are shown in Figure 4 . The locations are indicated by an abscissa called x which spans from 0 to 1.8 m, that is, sweeping through all the three members of the frame. To construct the DQE model of the frame, each member was divided into four elements with eight sampling points. Then, the first five natural frequencies of the cracked DQE model, as presented in Table 1 , were evaluated to be used as the simulated data.
In the first step, the TMCMC method is utilized to identify the number of cracks. Using 1000 samples with a rejection rate of 0.2, in a total number of 30 steps, the relative evidence of four model classes, also known as the Bayes factor, Z ij = P(DjM i )=P(DjM j ), for i, j = 1, . . . , 4 were evaluated. Table 2 contains the Bayes factor of the four model classes of the cracked one-story frame. To interpret these values, the Jeffrey's 37 scale, as described in Table 3 , is utilized. According to the Jeffrey's scale, for all the four cases, the superiority of the correct model class of each case to M 1 is decisive and to other classes is strong. Therefore, one can correctly identify the proper model class, that is, the number of the cracks in the model, for all the four cases.
In the next step, after finding the correct model class of the cracked frame, the parameters of the cracks are identified using the PS-MEABC method with the swarm size of 50. The convergence of the best solution after 40,000 function evaluations is shown in Figure 5 for all the four crack cases. Not only the optimum solution but also the best solutions whose objective functions are less than 10
25 are recorded to find the regions where the solutions, that is, the location and depth of the cracks, are concentrated. To this end, the mean value and the coefficient of variation (COV; COV is a normalized measure of dispersion defined as the ratio of the standard deviation to the mean value) of the selected best solutions together with the corresponding optimal solution are presented in Table 4 . In the cases with smaller crack depth, that is, Cases 1 and 3 in comparison to Cases 2 and 4, the COVs are higher for both the location and depth of the cracks; in fact, more exploitation attempts are required to improve the result for these cases. Nevertheless, after 40,000 function 
Experimental example
In the experimental case study, the crack identification in a three-story steel frame is investigated. A schematic diagram of the frame structure and the experimental setup in the laboratory are shown in Figure 6 (a) and (b). The list of the laboratory equipment for modal testing is also mentioned in Table 5 . Note that to construct the three-story frame structure, two column members were welded to three beam members. The columns were also welded to a heavy support. To model the welded joint efficiently, an updating process is performed on the intact DQE model of the frame where the parameters contributing to the axial and bending stiffnesses of the elements connected by the joints are considered as the design parameters. Hence, the optimum effective To extract the natural frequencies of the frame required for both model updating and crack identification procedures, impact hammer modal testing was performed on the structure to find the natural frequencies of the in-plane vibrations. The frequency span of interest was from 0 to 600 Hz with a resolution of 0.125 Hz. The structure was first tested in the intact state and its first five natural frequencies were measured. Then, three cracks were introduced in the structure using a blade saw. After introducing each crack, the natural frequencies of the cracked structure were recorded to be used in the crack identification procedure. Two typical FRF diagrams related to the intact and one of the cracked states are shown in Figure 7 . Moreover, Table  6 contains the location and depth of the cracks for different experimental crack scenarios and the corresponding natural frequencies. In Table 6 , the crack locations are expressed in the abscissa x which spans from 0 to 2L c + 3L d to sweep the length of all nine members of the frame as illustrated in Figure 8 . The crack locations of the frame are also depicted in Figure 9 .
The DQE model updating of the intact three-story frame. In the proposed method, an accurate numerical model of the intact frame is necessary. To update the DQE model Figure 8 . The abscissa spanning the length of all the nine members of the three-story frame.
of the intact frame, uncertain parameters of the model are considered as the design parameters and their optimum values are obtained by minimizing the frequencybased objective function given in equation (14) using the PS-MEABC method. Note that for the sake of practicality and simplicity, the experimental mode shapes, which often take much time to be measured with high resolution, are not utilized for the crack detection procedure. However, the experimental mode shapes of the intact state with a moderate resolution are measured for mode matching purpose when the intact model of the frame is updated. Since most of the uncertainties in the numerical model are caused by the welded joints, the flexibility of the joints, the Young's modulus, the cross-sectional area of the elements connected by the joints, and also the geometrical lengths of the members are selected as the design parameters. The Young's modulus and density of the whole structure are also considered as the design parameters as expressed in Table 7 . Since selection of proper design parameters is of paramount importance, two sensitivity indices, LSI and GSI as defined in equations (22) and (23), are utilized to quantify the local and global sensitivity of the model output, that is, the natural frequencies, to the selected design parameters
where X i and Y in equation (22) are the ith design parameter and the resulting output of the model, respectively, and the multiplier X i =Y is used to remove the effect of the unit. In equation (23), Y max and Y min are the outputs of the model using the maximum and minimum values of the ith input parameter. The lower and upper bounds of each suggested design parameters used in equation (23) are provided in Table 7 . It should be noted that the chosen ranges for the geometrical lengths were defined based on the allowable limit to change the location of the neutral axis as shown in Figure 10 where the subscripts 1 and 2 refer to the lower and upper bounds, respectively. Only for the parameter L a , a wider range was chosen to account for the length of the columns covered by the welding material. An average value of each design parameter is utilized to construct a base DQE model required in equation (22) . After that, each parameter of the base model is individually changed by a percentage of its standard deviation to evaluate the LSI. The obtained values of the local and global sensitivity indices of each design parameter are shown in Figure 11 . As it is inferred from Figure 11 , although the local sensitivities to the Young's modulus and width of the cross section of elements connected to the joints (i.e. parameter numbers [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] are considerably lower than those of other design parameters, but their global sensitivities are suitable enough to include these parameters in the updating process. Note that high global sensitivity of the natural frequencies to the design parameters can speed up the exploration phase of the updating (i.e. optimization) algorithm, while the high local sensitivity to the design parameters can improve the exploitation phase. Using the PS-MEABC algorithm, the optimum values of these design parameters are obtained to update the DQE model of the intact three-story frame.
The optimum values of the design parameters and the resulting natural frequencies of the updated DQE model are also tabulated in Tables 8 and 9 . Because of the proper modeling of the welded joints, the first five natural frequencies of the updated DQE model match well with the corresponding experimental ones and the maximum frequency error is very negligible (i.e. 0.002%). The optimum values of the design parameters are utilized in the DQE model of the cracked frame.
Multiple crack identification in the three-story frame. To identify multiple cracks in the frame, in the first step, the number of the cracks should be determined. Using the TMCMC method with the same parameters as described in the numerical example, the Bayes factors Z ij = P(DjM i )=P(DjM j ) for four model classes M 1 to M 4 were evaluated based on the experimental natural frequencies as reported in Table 10 . According to the Jeffrey's scale, for Cases 1 and 2, the correct model class, that is, model M 2 , is strongly superior to M 1 and M 4 but its superiority over M 3 is week. For Cases 3 and 4, however, model M 3 is stronger than all other model classes. It is observed that for all the four crack cases, the row of the Bayes factor matrix corresponding to the correct model class contains the largest value of the column; therefore, this row can be an indicator of the most suitable model class.
After finding the numbers of the cracks, the location and severity of the cracks are identified using the PS-MEABC method with the swarm size of 50. The convergence of the solution after 40,000 function evaluations for each crack case is shown in Figure 12 . To observe where the solutions concentrate in the parameter space of the cracks during the convergence to the optimum solution, all the best solutions with the objective value less than 10 25 are recorded. The COVs of these solutions together with the optimum solutions obtained after 40,000 function evaluations are also reported in Table 11 . The relative errors of the obtained optimum solutions are included in this table where the maximum location and depth errors are 13.60% and 23.89%, respectively. Because the exact location of the cracks is based on the initial location of the neutral axis, as shown in Figures 9 and 10 , it would be more reasonable to normalize the identified location of each crack with respect to the total length of the frame as shown in Figure 8 , then use the normalized locations for the comparison purpose. The normalized predicted and exact crack locations are compared in Table 12 where the maximum location error is about 12.727%.
To investigate whether using more natural frequencies could reduce the errors of the identified location and depth of the cracks, the first seven natural frequencies of the structure are extracted and utilized in the identification process. The next subsection describes the updating of the intact model using this set of the experimental natural frequencies and the corresponding crack identification results.
The effect of using more natural frequencies on the accuracy of the crack identification results. The first seven natural frequencies of the three-story frame, as tabulated in Table 13 , are utilized to identify the cracks in the structure. In the first step, the intact model of the frame is updated using the new set of the natural frequencies. Using the design parameters mentioned in Table 7 , model A is constructed and updated using the PS-MEABC algorithm. The obtained results are tabulated in Table 14 where the maximum frequency error is 1.772% which is higher than the maximum frequency error obtained in the previous updating procedure of the intact model. Since a more accurate intact model of the structure can improve the crack identification results, another model, denoted by model B, is also utilized. In this model, the elements connected to the joints are allowed to have different Young's modulus and cross-sectional area. The ranges of these parameters are provided in Table 7 . Note that, for the sake of simplicity, in the model A, the elements connected to each joint had similar material and geometrical properties. The relative evidence of the model B to that of the model A is 3.164 which, according to the Jeffrey's scale, shows that model B is substantially superior to model A. Therefore, the model B is utilized in the updating process. The natural frequencies of the updated model are also included in Table 14 for comparison purpose. It is observed that the maximum frequency error is 0.083% and it is considerably lower than that of model A. Therefore, the optimum values of the design parameters of model B are used in the crack model of the structure.
The obtained Bayes factors of four model classes with one to four cracks are again reasonable similar to the results obtained in the previous identification procedure. The results of the crack identification are reported in Table 15 . According to this table, the maximum location and depth errors of the cracks are 5.454% and 11.111%, respectively, which are considerably lower than the errors obtained in the previous identification procedure (i.e. 12.727% and 23.890% for the normalized location and depth of the cracks, respectively). Therefore, using more natural frequencies in the crack identification procedures can improve the accuracy of the predicted location and depths of the cracks.
Conclusion
In this article, multiple crack identification in frame structures was employed using the experimental natural frequencies of the structure. A combination of the Bayesian model class selection method and the PS-MEABC algorithm was utilized to first find the number of cracks and then identify their location and severity. The simulated experimental example investigated the multiple crack detection in a one-story frame and the experimental example dealt with a three-story frame.
An accurate numerical model was crucial to the success of the proposed crack identification procedure. Having the updated model of the intact frame structure, a set of DQE models of the cracked frame with different numbers of cracks was created where each crack was modeled by a rotational spring. Then, the Bayesian model class selection method using the TMCMC method was employed to find the most plausible model class, that is, the number of the cracks. Using the obtained model class, the parameters of the cracks were identified using the PS-MEABC algorithm. In this stage, all the best solutions whose objective function values were less than 10 25 were reported to investigate how the solution differs with less number of function evaluations. The results proved the effectiveness of the proposed method for identifying multiple cracks in the frame using a few experimental natural frequencies of the structures. Moreover, utilizing more natural frequencies improved the accuracy of the predicted location and depths of the cracks. 
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