Spams are what users and developers should be aware of in all Internet-based communication tools (such as e-mail, websites, Social Networking Sites (SNS), instant messengers and so on). This is because spammers have not ceased from using these platforms to deceive and lure users into releasing vibrant and sensitive information (especially, financial details). This paper developed an architectural based technique for SPIM (Instant Message Spam or IM SPAM) detection using the classification method. The classification was done using the C4.5 classifier with a dataset of messages gotten from an instant messaging environment. The dataset served as the input to the classification algorithm method which was able to distinguish spam from non-spam messages. This classification method was depicted in a tree form to show its usefulness. The results show that its precision, recall and accuracy rate satisfied standard recommendation with a commendable error rate. The proposed technique will find implication in the reduction of the number of Internet users.
INTRODUCTION
The Internet has revolutionized the way we communicate. Electronic mail (E-mail) has been the most rapid adopted form of communication ever known. Less than two decades ago, not many people had heard of it. Now, many of us use e-mail instead of writing letters or even calling people on the phone. People around the world send out billions of e-mail messages every day. Even though e-mails are still very much in use, there are other means of communicating electronically which even tends to be faster than emails. This technology is called Instant Messaging (IM). IM is a typical communication tool, which enables endusers to send messages in a one-to-one or one-to-many way in near real-time with awareness of each other's presence. Presence in this context refers to the realization that some principal thing is present or not on the network. IM allows effective and efficient communication. It allows the immediate receipt of acknowledgment or reply. Many IM services allow video calling features, voice over IP and Web conferencing services. Due to IM's unique features realtime nature and presence, the rate at which IM grows is extremely high. In a brave new smartphone and in an obsessed world that we live in, more and more people are sending messages through these IM applications such as Web Chat, AOL, Yahoo, WhatsApp, Snapchat, Viber, Skype, Facebook, Messenger, Live Chat, Hip Chat and so on across the world. IM apps are surging in popularity. In China alone, the number of mobile IM accounts approached 1.5 billion in 2013. As IM is more and more widely deployed, these and many more IM applications have fragmented IM user market. Not only does IM gain popularity among home or business users, it is also exposed to some security risks such as spamming. Spams are unsolicited messages ranging from advertisements and solicitations to jokes and chain letters. They are usually unwanted messages and users in general dislike being subjected to such messages. The most common form of spam that is recognized is e-mail spam (SPAM). As a matter of fact, spammers have started to expand their battle field from e-mail to IM. Instant Messaging Spam (SPIM) which is a type of spam targeting users of instant messaging services. Although, less ubiquitous than it's e-mail counterpart 500 million spam IMs were sent in 2003, which is twice the level in 2002 [1] . IMs are not usually blocked by firewalls. This makes them an especially useful channel. In order to solve this security risk, which is faced by IM, there is need to protect IMs against instant message spam (SPIM). This protection can be built into IM systems so that IM will not end up surrendering to spammers. The purpose of this paper is to develop a protection model, which is architecturalbased and it is capable of detecting spam in an IM system. The remaining part of this paper is arranged as follows; Section 2 discussed the related work in SPIM detection, Section 3 described the methodology and simulation, while the result and evaluation are discussed in Section 4. Finally, the conclusion is presented in Section 5.
2. LITERATURE REVIEW Information security research communities have proposed SPIM removal by handling botnet and worms since IM is mostly used to deliver their campaign messages and change point detection. Virus Throttling [2] are some of the known techniques. In another work [3] provided a characterization of spam traffic using work-load variation, density, inter-arrival time distribution, e-mail size distribution, temporal locality, which were compared with non-spam e-mails. The work showed that non-spam e-mail transmissions were driven by bilateral social relationship, while spam transmissions were usually unilateral actions that are based on the spammers' will to reach a large number of recipients. In the work of [4] , a group-based anti-spam framework was proposed. The work that investigated the clustering structures of spammers based on spam traffic that was collected at a domain mail server. The study showed that the relationship among spammers demonstrated a high clustering structure based on URL grouping. For [5] a new architecture for real-time SPIM defense and filtering is needed in a personalized setting and for various IM gateways [2] . In the work, a number of filtering methods that include collaborative feedback based filtering, content-based technique, challengeresponse based filtering, IM sending rate, contentbased SPIM defending techniques and so on were tested. After a number of experiments, they reported that the blacklisting spammers based on user feedback produced the most efficient blocking technique with least error rate. In another related work by [6] , a neural network-based system for automated email classification was formulated. The work also presented a linger technique with a neural network approach that automatically categorized emails and filters them into mailboxes. However, the work was not oriented towards real SPIM detection.
The work in [7] published a technique to distinguish BOTS from human users by mining user characteristics. The features used in the dataset were word-length, message length, URLs, Capital and small letters. However, the work implemented SPIM detection at the user end while ignoring vital architectural considerations. In a recent work by [8] , data mining approaches were used to classify SMS spam and their performance was compared to gain insight and further explore available weaknesses. The simulation results showed that a multinomial naive Bayes; C4.5 and SVM with linear kernel were among the best classifiers for SMS spam detection. The work provided sufficient insight on how to use the C4.5 technique for classification. In [9] the research work used a neural network method with a data set of email messages that captured single users. A descriptive characteristic of words and messages that are similar to those required to identify spam messages were used as a feature for defining spam messages. A total corpus of 1654 emails was used and they were received over undisclosed number of months. Results of comparisons between their technique and that of Naïve Bayesian technique showed that their technique only needed additional features to achieve a better result than the result from the neural network approach. In [10] an anti-spam filtering model for agglutinative languages specified for Turkish was developed. They used a dynamic technique based on Artificial Neural Networks and Bayesian Networks with a user-specific algorithm. The algorithm adjusts itself to the characteristics of incoming e-mail messages in order to detect the spam. A total of 750 emails including 410 spams and 340 hams were used in the experiments with a success rate of approximately 90%. SPIM classification is a challenging task for IM application providers, especially in telecommunication systems. This is due to its architecture, which is peer to peer and the use of heterogeneous communication protocols. Attempts at solving the problem have been done by trying to take advantage of interoperability, usability, Quality of Service (QoS) concerns and other secured solutions as suggested in Swagata [2] . This paper approached its solution-based technique provision through a multilayered architecture based technique. The contribution made in this paper are unlike the ones reviewed so far; aside being an architecture based approach it is useful for many scenarios. The implication of this is that SPIM will be detected in any of the one to one or one to many and in near real-time scenarios. 772 3. METHODOLOGY The C4.5 classifier is a standard data mining classifier that was simulated in the WEKA (Waikato Environment for Knowledge Analysis) environment. In this paper the set of data used is a standard data set.
The classification testing was done using the C4.5 classifier model within the WEKA simulation environment following the practice of [11] which proposed the C4.5 algorithm and was leveraged in this paper in an architecture based manner as shown in Figure. 1 following the postulation in [11] . The dataset used in this work is a standard dataset. It is known as the SMS Spam Collection. It is a public set of data of 5574 SMS (Text) labeled messages. It has a dataset that is composed of real and non-encoded messages that are tagged as legitimate (ham) or spam. WEKA was used to simulate the detection and protection model. The model was formulated using C4.5 data mining technique. In the Weka environment, the model was trained by 60% of the classified dataset, while the remaining part was used for testing. A sample (or snap shot) of the datasets that were used is as shown in Figure 2 . In order to classify the message instances as spam and/or non-spam contents, the decision tree aspect of the C4.5 classifier was applied in the WEKA 3.8 environment on the dataset. The dataset that was used was in the form of a string (text), which could not be analyzed directly using the C4.5. For the dataset to be analyzed using the model, the dataset was first preprocessed into an analyzable format. In order to simplify the process that was applied to the datasets, the workflow presented in Figure 3 was adopted. A screenshot of the output of the workflow diagram which is the normalized data (nominal dataset) is as shown in Figure 4 . Figure 5 shows the 'pre-processed' panel with the data set loaded into it. The panel showed the instances of the data, the class and attributes. The pre-process panel is an environment that allows for the editing of the dataset, to save the dataset in different formats as required and undo any process when necessary. Figure 6shows the attributes of the training dataset. A result, each word in a message or sentence in the dataset that was sent was taken to discover the degree of spamminess, which is between 0 and 1 as the standard threshold. Using the C4.5 Classifier, an algorithm for building, decision trees were developed. The texts used for the classification, training, and testing did not need to be changed to obtain a good performance. The evaluation of the performance was carried out using the training data, which was loaded at the preprocessing stage. Then, the 'Use a training set' from the test options part of the "Classify panel" as shown in Figure 6 was activated. The classifier was therefore built and evaluated. This processed the training set using the C4.5. Then it classified all the instances in the training data. The corresponding output performance statistics are shown in Figure 7 . The result of training the proposed model is shown in Figure 7 in the form of a decision tree as presented in Figure 8 . The same process of loading the training dataset and classification was repeated based on standard practice to test the data as shown in Figure 9 and the output is tabulated as presented in Table 1 . This was also done for the testing dataset, but at the 'classify' panel, here the 'supplied test set' was chosen instead. 
.5 Results Evaluation
The simulation process that was followed in the work reported in this paper used estimators such as: True Positive (TP) rate, which was used to establish instances of correctly classified data as a given class while, False Positive (FP) rate is used to show (instances) of falsely classified data as a given class. Precision is the proportion of instances that are truly of a class divided by the total instances of the classified dataset was leveraged. The equation for precision is given by; recision T T F
Recall is described as the proportion of instances that are classified as a given class divided by the actual total in that class (equivalent to TP rate). The formula for recall is given by; ecall T T F Accuracy was used to measure the degree of correctness of the classifier. The accuracy is easily derived from a confusion matrix, where the TP and the TN were summed up over all other parameters in the matrix as seen below; ccuracy T T F F Error rate was used to signify the degree of deviation from the correctness of a classified results/output. This was measured as error rate as shown in equation (4) rror ate T T F F A Classification time was simply introduced to show how long it took the system to classify an inputted dataset. While training the C4.5 classifier, six (6) iterations of the datasets were loaded into WEKA. These iterations are seen in Table 2 , which shows a summary of the results obtained based on some of the key model estimators. The result from the training session revealed that the model has high accuracy ability with an accuracy measure between 95.80 and 97.00%. A graph of the generated accuracy was plotted against the number of instances as shown in Figure 10 . The graph generates a line that looks so straight and very close to 100%.This accuracy measure is very reliable in binary classification, since it is very close to 100%. Likewise, the precision, true positives, that were generated for all six (6) instances were more than 95.00%. The error rate generated was very reliable for binary classification since it amounted to a very small percentage that is as low as 5.61% and 6.88%. A histogram of the generated accuracy, precision, TP rate, FP rate and error rate of all the number of instances are also presented as depicted in Figure 11 . The classification time that was generated from all instances of the datasets shows that the more the number of instances, the longer time it took the proposed model to make classification into spam and non-spam. A graph showing the classification time against the number of instances is also shown in Figure  12 . The graph shows a progressing line that increases as the number of instances increases.
CONCLUSION
In this paper, a model that uses an architectural based approach and a data mining technique (C4.5 algorithm) is presented, to show how the rate of SPIM invasion can be reduced in electronic communication. The architectural model presented in this paper, when implemented will go a long way in: (i) reducing the security risks that could be caused by password stealing, Trojans and other threats in a workplace where Instant Messaging applications are used; and the (ii) reduction of network bandwidth consumption due to the reduction of malicious content that consumes the available bandwidth. The limitation of this work is with respect to the learning classifiers used which showed an ability to learn but none of these could show 100% predictive accuracy. In the future, we intend to look at deceptive suspicious messages in other formats other than text and also take care of cases with encrypted suspicious messages.
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