Twenty-four judges estimated the conceptual difficulty level of 870 five-letter words, using a 5-point scale. The words were selected from three word-frequency categories (1, 5-10, and 50-3,562/million) based on the word counts provided by Kucera and Francis (1967) . The ratings were reliable. Tables in this paper list the means and standard deviations of the ratings for each word. Reaction time (RT) for valid word identification was tested in 20 subjects, using four sets of 50 words designed to test the effects of word frequency and word difficulty. RT was longer for more difficult words when word frequency was held constant. A word-frequency effect on RT was present when difficulty was held constant. The relationship of the results to subjective estimates of word familiarity is discussed.
The word-frequency effect is one of the best established findings in word recognition research. Typically, a subject's task is to distinguish valid words from nonwords as rapidly as possible, indicating a decision by a voluntary motor response. Reaction time (RT) for words that occur frequently in printed English tends to be shorter than for words that occurless often. Some word-frequency effect studies (Baker & Goodglass, 1979; Graf & Williams, 1987; Neisser & Beller, 1965) used Thorndike and Lorge's (1944) study to obtain word frequency data. Kucera and Francis's (1967) study was the source for others (Dobbs, Friedman, & Lloyd, 1985; Gerratt & Jones, 1987; Matlin & Derby, 1978; McCann, Besner, & Davelaar, 1988; Monsell, Doyle, & Haggard, 1989; Polich & Donchin, 1988; Sabol & DeRosa, 1976; Scarborough, Cortese, & Scarborough, 1977; Stuss, Picton, & Cerri, 1988) .
The Kucera and Francis words were derived from an approximately one million word corpus of literature. Frequency of occurrence ranged from lIrnillion for many words to 69,9711mil1ion for the most commonly used word (THE). Examination of the counts given in their list shows that some of the words occurred as frequently as might be expected from a subjective standpoint. Other counts seemed to be jarringly inaccurate. For example, the word PIZZA occurred only three times, but the word HYMEN occurred 13 times.
Several explanations can be offered for the apparent discrepancy with everyday experience. At the time that the literature in the corpus was written, pizza may have been a less familiar item than it is today. Evolution of language might account for some discrepancies, but experimental results suggest other factors to be more important. Graf
This work was supported in part by Public Health Service Grant I ROI NS29340-oIAl awarded to the author. Correspondence should be addressed to A. P. Rudell, Department of Physiology, Box3I, SUNY, Health Science Center at Brooklyn, 450 Clarkson Ave., Brooklyn, NY 11203. and Williams (1987) asked subjects to complete threeletter sterns to form words. The frequency of the first word completion supplied by the subjects was correlated significantly with language frequency as defined by both Kucera and Francis (r = .30 ) and Thorndike and Lorge (r = .48) . The authors concluded that the Thorndike and Lorge norms provided a better estimate of word familiarity. This was surprising (Graf & Williams, 1987) because the Thorndike & Lorge norms were collected 23 years before the Kucera and Francis norms.
The Kucera and Francis literature corpus consisted of 500 samples of usually continuous passages, each about 2,000 words long. The limited number of topics treated and serial dependencies in the continuous passages probably resulted in certain words' occurring more often than in common usage. The three occurrences of PIZZA had three different sources, but the 13 occurrences of HYMEN all came from the same source. Perhaps the latter was from a gynecology journal. Even more striking, the word ANODE occurred 72 times, but in only 2 of the 500 samples. Since the word did not appear in any of the other, sources, there was a highly disproportionate use of it in the two samples in which it did appear.
Serial dependency cannot explain all the apparently discrepant results. The word PHASE occurred 72 times and was found in 36 samples. SPITE occurred 56 times in 49 samples. The large number of sources for these words indicates that serial dependency was not an important factor. From a subjective standpoint, PHASE and SPITE do not seem much more common than words like JEWEL, GROAN, and SKATE. Yet the latter words occurred only once in the corpus. Kibby (1977) gives other anomalous examples. Many words used only once seem to be commonly known, even to a child. The words PUDDLE and DONKEY occurred only once per million, but they are considered at the 6-year-old level by intelligence tests (Wechsler Intelligence Scale for Children-Revised [WISC-R], and Stanford-Binet Intelligence Test).
Since the literature in the corpus was written for publication, it seems reasonable to suppose that much of it was edited and revised to improve its quality. Slang expressions and words considered to be appropriate only when speaking to small children were probably avoided to maintain a professional tone. This could result in the apparent underrepresentation of some words commonly used in less formal language settings.
The considerations discussed above suggestthat the word counts given by Kucera and Francis may have weaknesses as estimates of frequency of word usage by the general populace. If so, this would have important consequences for experiments that either study the word-frequency effect itself or use word-frequency estimates for balancing when studying the effects of other variables.
Even if the word counts did estimate frequency of word usage accurately, they might fail to accurately predict RT in certain cases. The word WHICH had a higher count than any other five-letter word (3,562 occurrences in 474 samples). It may have been used frequently because of its utility in sentence construction. It is doubtful that WHICH is conceptually that much easier than other words used less frequently, such as CHAIR (66/million)or APPLE (9/million).
Word difficulty is one of several variables related to the Kucera and Francis word counts. It can be defined in a number of ways, emphasizing any of a number of factors, such as degree of abstractness, specificity, or conceptual difficulty (Kibby, 1977) . When difficulty was defined by intelligence test, it correlated with word frequency. Kibby reported a correlation of -.58 between Kucera and Francis frequency estimates and word difficulty as estimated from the WISC-R.
The effect of word frequency on RT performance is robust. The response time for correct identification is on the order of 50-100 msec longer for less frequently used words, depending on the magnitude of frequency difference. Differences of this order are easily detected and have consistently been found. Studies of other word features, such as bigram frequency composition and concreteness, yield less consistent results. A probable reason for the inconsistency was identified by Gemsbacher (1984) . The experimental designs required balancing of word frequency, but the word counts used for this purpose were inadequate. They were particularly unreliable for low counts. The paradoxical results could be explained if a subjective variable, experiential familiarity, was used for predicting RTs. Schwanenflugel, Harnisfeger, and Stowe (1988) confirmed Gernsbacher's findings in the course of studying context availability.
Precedence in the learning of words might be an important factor for RT performance. Age-of-acquisition effects on RT have been obtained, but the relationship tends to vanish when word frequency, length, and familiarity have all been controlled (Gilhooly & Logie, 1982) .
In the present study, adult judges were asked to estimate word difficulty. One objective was to estimate the degree of correspondence between perceived word difficulty and Kucera and Francis word-frequency counts. In the definition of difficulty, emphasis was placed on the level of intellectual development required for use of a word. It was hoped that this definition would generate a statistic that could be used in conjunction with the wordfrequency variable to provide substantially more accurate prediction of RT performance than could be obtained from word counts alone.
Word counts lack an index of variance. Individuals may disagree considerably about the difficulty of certain words. Variation in word difficulty across subjects is a source of error in many experiments. It decreases statistical power and generates less accurate estimates than otherwise might be obtained. The variance measure could be useful for excluding words with highly divergent ratings.
Some words (e.g., THUMB, QUIET), though commonly used and conceptually not difficult, even for a child, are harder to spell than are conceptually more difficult words. It did not seem reasonable to expect the subjects to be uninfluenced by such factors, even if instructed to ignore them. Neither were they asked to distinguish the concept of difficulty from related concepts, such as age of acquisition, familiarity, or perceived word frequency.
The main objective of the rating procedure was to obtain greater power for prediction of the recognition times of words used in electrophysiological experiments of visual recognition (Rudell, 1991 (Rudell, , 1992 . The brain wave response that occurs when a subject views a recognizable image is recorded in the presence of background noise. Response averaging is necessary to obtain an improved signal-to-noise ratio that is adequate for accurate estimation of the latency of the response. The response is biphasic. If the response latencies that comprise the average are highly variable, a latency estimate derived from that average may be inaccurate. Choosing word stimuli for an average that are recognizable with approximately equal ease should reduce latency variability and produce more accurate estimates of the latency of the electrophysiological response. The primary goal of this study, therefore, was to obtain, for a sufficiently large number of words, accurate estimates of speed of correct word identification. Accurate prediction of the latent period of a behavioral response was considered sufficient for this purpose, regardless of the specific mechanisms involved. Therefore, the success of the method could be judged solely by the power obtained for predicting RTs, whether this identified a single underlying variable or not.
METHOD

Difficulty Ratings
A set of 870 five-letter words was selected from those listed by Kucera and Francis. There were 290 words in each of three wordfrequency categories. The high-usage category included words that occurred 50 or more times/million. Words occurring 5-10 times/ million made up the medium-usage category. For the low-usage category, words were chosen that occurred once/million. On the basis of the generalization that words differing in frequency by a factor of 10 differ by about 50 msec in response time (Scarborough et al., 1977) , the differences in frequency for the three word categories were expected to be large enough to detect significant differences in RT. Most of the five-letter words in a category were accepted, but proper names and plurals ending in "s" were avoided.
The 24 judges (14 males, 10 females) who rated the difficulty of the words were locally recruited volunteers (mean age = 42, range = 24-67 years). They had varied occupations: they were cafeteria workers, secretaries, technicians, nurses, graduate students, and college faculty members. The majority of the judges had bachelor's or higher university degrees. The large variation in age, profession, and education was deliberate. It was reasoned that differences in experience related to a person's education and vocation would result in words rated easy by some people and difficult by others. The standard deviation of the ratings should reflect such differences. Words with highly variable scores could then be excluded in subsequent experiments.
The judges received a randomly ordered list of the 870 words. They were asked to rate the difficulty of each word on a 5-point scale based on the level of development typically needed for use and comprehension by (1) a six-year old child, (2) a grade school student, (3) a high school student, (4) a well-read adult, or (5) a professor in his/her particular field of expertise. This criterion for difficulty was printed at the top of each page of the list.
The rating task was explained individually to each judge. Full use of the scoring range was encouraged. Questions about the task, such as the source of the words or the purpose of the rating procedure, were candidly answered. The judges were expected to perform the ratings during leisure moments. They were told to take as much time as they wanted for the task, but a response was required for every word. This procedure was designed to allow the judges to work at their own rate, the desirability of which was recognized by Gemsbacher (1984) . It may have made hurried decisions even less likely than in the Gernsbacher procedure, because the task did not have to be completed in a single experimental session. All 24 of the scored word lists were returned within 2 months, with no need for prompting in most cases. Every word received a difficulty rating. Interviews with the judges after completion of the ratings showed that they had spent considerable time on the rating task, usually much more than 2 h. Many of them recalled how they had agonized over particular words. In general, their remarks reflected a genuine effort and suggested that they had tried hard to make accurate decisions.
For each judge, the ratings assigned to the 870 words were converted to standard scores. Consequently, the average score for each judge was 0 and the variance was I.
Reaction Time Experiments
A computer algorithm generated four sets of 50 words for RT testing. They were constructed to permit testing of the effect of word frequency on RT when difficulty level was held constant and testing of the difficulty effect when word frequency was held constant. The program excluded words for which the standard deviation of the difficulty score was greater than 0.8. This rule disqualified the 39 words for which there was the least agreement about difficulty level. Words occurring more than 400 times/million were also excluded. This rule eliminated the 33 words with the highest word frequency and narrowed the range of frequencies permitted in a word set. The first set of words (E I(0) was expected to yield the shortest RTs. It was composed of words in the high-frequency category. The algorithm chose the 50 words that were rated least difficult and whose mean word frequency was closest to loo/million. The log of the word counts was used for these computations to correct for positive skew. The observed mean difficulty score for the 50 words was -1.16 (SD = .06). The observed mean word frequency was 99.9/million.
The second set of 50 words (Aloo) was also chosen from the high-frequency category. They were selected for mean frequency of loo/million and word difficulty of O. Thus, these words were WORD DIFFICULTY RATINGS AND RT 457 of average difficulty, relative to the 870-word set. The observed mean difficulty score was 0.00 (SD = .22). The observed mean frequency was loo.5/million. RTs were expected to be longer for this set because the words were judged to be more difficult. Longer RTs for Set Aloo could not be explained by the word-frequency effect, because the difference in word frequency was negligible, and the small difference observed favored shorter RTs for AlOO than for Eloo. A third set of words (AI) was chosen from the frequency category l/million. A computer algorithm selected the words with the difficulty scores that most closely matched those of the words in Set A 100. As a result, the observed mean difficulty was 0.00 (SD = .22), and the distribution of word difficulty for the two sets was very similar. If there was a word-frequency effect apart from word difficulty, RTs should be faster for Set Aloo than for Set AI, since on the average the words of the former set occurred 100 times more frequently than did those of the latter.
The fourth set of words (D1) was chosen from the l/million category. A target value for difficulty was selected that made the difference in difficulty ratings for the low-frequency words (0 vs, 1.16) the same as that for the high-frequency words (-1.16 vs. 0). The observed mean difficulty score was 1.16 (SD = .20).
People willing to serve without pay were locally recruited for the RT experiment. They were younger than the subjects who participated in word-difficulty rating. Older subjects were excluded because their RTs were likely to be longer and there was greater likelihood of problems with vision. Ten males (23-43 years, M = 31.8) and 10 females (22-38 years, M = 28.5) were tested. Every subject had some post-secondary education. All were right handed, and none reported uncorrected problems of vision or history of neurological disorder.
The subjects viewed a stream of random letters in which a valid target word was occasionally displayed (Rudell, 1992) . The display device was a Zenith model ZVM-123, green-monochrome monitor. There were 3,200 distractors. They were five-letter strings generated by random selection of letters from the 200 experimental words. This produced equivalent letter frequency for target words and distractors. A judge screened the distractors, eliminating valid words and unusual sequences, such as all vowels or repetition of a letter three or more times. The target words were randomly mixed with the distractors. A subject signaled identification of a valid word by lifting the right index finger. This unblocked a beam of light that was detected by a phototransistor device. The subjects were asked to respond as quickly as possible, consistent with accurate performance.
Several practice viewing periods were permitted before the experimental words were presented. For this purpose, four sets of 50 words were chosen from the middle-frequency category. They averaged 7 occurrences/million. The mean difficulty ratings were -0.96, -0.31,0.32, and 0.97. These words were presented only during practice trials to familiarize the subjects with the task and to ensure that they were able to detect a sufficiently large fraction of them, at least 50%. Correct word identification was usually well above 50% during practice, but one potential subject (who hadpreviously apprised the experimenter of a problem referred to as "visual slowness") was unable to perform the task and was not included in the study.
The experimental words were tested in the same manner as the practice words. Five words from each experimental set were presented during a viewing period. Rest was permitted when the period ended. After 10 viewing periods, each of the 200 experimental words hadbeen presented exactly once. The order of presentation was random. A different word order was used for each subject.
Statistical Analysis
The procedure described by Gemsbacher (1984) was used to correct the RTs. Responses in a word category that were more than 2.5 SD from the mean were replaced, following the winsorization method suggested by Winer (1971, pp. 51-54) . A reciprocal transform converted the RTs to speed scores. Response speed was a variable that met the assumptions required for statistical analysis more closely than RT did.
The method of planned comparisons on repeated measures (Hays, 1963) was used to test the effect of word difficulty on RT. One comparison tested whether difficulty rating was an important factor for words occurring once/million. Another tested the difficulty effect for words that averaged 100 occurrences/million. A third comparison tested whether a word-frequency effect was present when word difficulty was held constant at the average value.
RESULTS
Interjudge Agreement
The mean difficulty scores for each word were computed separately for the 12 odd-numbered and 12 evennumbered subjects. A Pearson product-moment correlation coefficient (r), was calculated for odd and even groups, including the scores for all 870 words. The value of r was .96. This statistic showed that a substantial part of the variance in the mean judgments for one group was accounted for by the judgments made by the other group of subjects. Thus, the group judgments were in good agreement, indicating high reliability. Comparing the 12 oldest and the 12 youngest judges, r was .97. For males versus females, r was .96.
The reliability of a single judge was estimated by calculating r for his or her ratings and the mean ratings of the other 23 judges. The average value of r was .83 (range .62 to .90). Only three of the 24 judges had r values less than .80. Thus, the ratings of most judges conformed well to the group ratings.
Correspondence of Group Ratings to Word-Frequency Category
The group scores for the 870 words were correlated with frequency of usage, as defined by the three wordfrequency categories. The value for r was .65; so frequency of usage accounted for a significant portion of the variance in mean estimates of word difficulty.
The 870 words were ranked by their mean difficulty scores. Each was assigned to one of three categories: the lowest, the middle, or the highest ranking. The cut-off point between the low to middle thirds was -.533 standard deviations. For the middle to high thirds, it was .401 standard deviations. For the 290 most commonly used words, 196,89, and 5 words ranked in the lowest, middle, and highest third, respectively. For the medium word frequency, the corresponding numbers were 80,121, and 89; for the least commonly used words, they were 14, 80, and 196. Thus, for the extreme word-frequency categories, about two thirds of the words received the expected ranking. Nearly one third of them were misplaced in the adjacent category. Far fewer words were misplaced in the more remote category. The middle third was unique in having two adjacent categories. This accounted for the smaller number of hits for the middle category than for the extreme categories. For the middle frequency category, nearly one third of the responses were misplaced in the lower frequency categories and one third in the higher frequency categories; so less than half received the expected middle ranking.
Lists of the Words
The 870 words are listed in order of difficulty in Tables 1-3. Table 1 contains the words that occurred 50 or more times/million, Table 2 contains those occurring 5-10 times/million, and Table 3 contains those occurring once/million. The successive columns contain the word, the Kucera and Francis word count, mean difficulty score, and standard deviation of the difficulty score for the 24 judges. The means and standard deviations were multiplied by 100 to avoid decimal points.
In Table 1 , the first 16 words all have the same mean score. This occurred because every judge assigned these words a score of 1. However, the standard deviation (.21) was not 0, because of the standardization procedure. This produced somewhat different scores for each individual's rating of 1, depending on the extent to which the full range of the 5-point scale was used. The mean difficulty score for Table 1 was -.67. The standard deviations averaged .42. All of the standard deviations were less than 1. For Table 2 , the mean score was .01. The average standard deviation was .51. Three words (QUACK, CANON, and RE-PAY) stand out for having standard deviations greater than 1. For Table 3 , the mean score was .67. The average standard deviation was .61. Eight words had standard deviations greater than 1. In general, there was somewhat greater variance in the scoring for words occurring less frequently.
Reaction Time Results
The rates of correct responding for word sets El00, Al00, AI, and Dl were 87.1 %, 81.2%, 69.9%, and 53.4%, respectively. False alarms occurred for 3.4% of the distractors. The word-difficulty effect was significant for the words that averaged 100 occurrences/million [F(I,57) = 33.86, p < .01]. RTs were longer for the more difficult words (585 msec) than for the easier words (556 msec). For words occurring once/million, word difficulty was also a significant factor [F(1,57) = 59.36,p <
.01]. The response latency was 618 msec for the easier words and 668 msec for the more difficult ones. With word difficulty held constant at zero, a significant word frequency effect was present [F(1,57) = 34.42, p < .01].
The words had equal difficulty ratings, but the mean response latency for the l00/million words was 33 msec less than that for the l/million words. These relationships are displayed in Figure 1 .
Comparison With Familiarity Ratings Gilhooly and Logie (1980) listed 1,944 words rated for familiarity and other variables. Of these, 145 were the same as those rated here for word difficulty. Word difficulty and word familiarity were negatively related (r = -.77). The majority of these words were in the higher frequency category. Of these, 27 were tested in the RT experiment. Both ratings were significantly related to response speed. For word difficulty, r was -.55. For familiarity, r was .45. The difficulty and familiarity scores were significantly related for the 27 words (r = -.70).
When familiarity was held constant, the partial correlation coefficient for response speed and difficulty was -.36. This value was statistically significant (p < .05).
With word difficulty held constant, the partial correlation coefficient of response speed with familiarity was not significant (r = .12, p > .05). The same pattern of results was observed for the other variables provided by Gilhooly and Logie. For age of acquisition, imagery, concreteness, log Thorndike and Lorge word count, and log Kucera and Francis word count, the partial correlation for response speed with difficulty was significant when these other variables were held constant. None of these correlations were significant when word difficulty was held constant.
The number of words in the low-frequency category that were tested in the RT experiment and were common to the Gilhooly and Logie words was insufficient for statistical analysis. However, Gernsbacher (1983) analyzed 455 low-frequency words that were rated for familiarity.
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Of these, 75 were common to those judged for difficulty. Word difficulty and familiarity were negatively related (r = -.81). Of the 75 common words, 19 were tested in the RT experiment. Both word difficulty (r = -.56) and familiarity (r = .49) were significantly related to response speed. The correlation between difficulty and faIniliarity for the 19 words was -.85. With familiarity held constant, the partial correlation coefficient of response speed with word difficulty was -.30, not significant at the .05 level. With difficulty held constant, the partial coefficient of response speed with familiarity was insignificant (r = .05, p > .05).
Of the words scored for familiarity in the Gilhooly and Logie and the Gernsbacher studies, 33 were the same. The familiarity scores were positively correlated (r = .69).
DISCUSSION
The results show that the word-difficulty ratings were reliable and, like word frequency, had predictive power for speed of correct word identification. The question of whether word-frequency or word-difficulty rating has more impact on performance is meaningless unless some equivalence of units can be established. In this study, a difference of 1.16 in difficulty score with frequency held constant was approximately equal to a loo-to-l difference in word frequency when difficulty was held constant. The observed differences in RT were of the same order as those reported for the word-frequency effect in other studies (Dobbs et al., 1985; Gerratt & Jones, 1987; Monsell et al., 1989; Scarborough et al., 1977) .
The words tested in the RT experiment included those that had the lowest word-frequency value possible for Kucera and Francis words, l/million. The greatest difficulty score for any word tested was 1.51. There were 35 words in the l/million category that had greater difficulty scores, ranging from 1.54 to 2.58. A linear relationship of difficulty score to response speed cannot be assumed, but it seems reasonable to suppose that response times would have been even slower for these words, if tested, than for those that averaged 1.16. Thus, the range of difficulty score tested could be increased by including words with larger difficulty scores, whereas the Kucera and Francis word count had reached its limit at l/million.
The results showed that word difficulty ratings were at least as effective as familiarity ratings for predicting response time. There was some evidence that difficulty was a better predictor than was familiarity. This conclusion should be tempered by the following consideration. The subjects who participated in the RT experiments were drawn from the same geographic area as those who rated the words. Actual word usage may differ significantly from one region to another. Had the subjects been drawn from Scotland or Texas instead of New York, the apparent superiority of the difficulty ratings might have disappeared if it depended primarily on regional differences in word usage.
Whether or not difficulty is a better predictor of RT than is familiarity, there is little doubt that consideration of either variable in conjunction with word frequency improves prediction of RT over that derived from consideration of word frequency alone. If it is assumed that difficulty and familiarity are significantly different factors, an investigator may wish to balance some words by familiarity, others by difficulty, to show that neither variable could explain the experimental effects that were obtained.
Investigators faced with a need to balance both word frequency and familiarity may find the available pool of rated five-letter words too small for their purposes. This is particularly a problem if word length must be held constant. If it can be assumed that for balancing purposes the familiarity ratings that were done in Scotland are equivalent to those that were done in Texas and to the difficulty ratings that were done in New York, then the tables provided here greatly increase the available number of rated words. Only 145 words were included among the 348 fiveletter words given in Gilhooly and Logie (1980) , yielding 725 additional rated words. There were 795 words that were not included among the 445 rated for familiarity in Gemsbacher's (1983) study; so 75 of them overlapped. The number of overlapping words is probably sufficient to establish an equivalence for familiarity and difficulty ratings. A statistic could be generated that applied to a larger number of five-letter words.
To decrease the amount of computation required, the familiarity and difficulty scores could be left in the units given, balancing some word categories by one, others by another type of score. If the assumption of equivalent balancing effectiveness is correct, a statistical test should reject the hypothesis that the experimental effect depended on the score used for balancing.
The improvement in predictive power produced by taking word difficulty into account in addition to word frequency was not restricted to words that occur rarely. Words occurring 100 times/million on the average showed significant differences in response time that depended on word difficulty. Thus, analysis of both high-and lowfrequency words could benefit from consideration of rated word difficulty.
