Abstract. In this paper, by using a Taylor development type formula, we show how it is possible to associate differential operators with stochastic differential equations driven by a fractional Brownian motion. As an application, we deduce that invariant measures for such SDEs must satisfy an infinite dimensional system of partial differential equations.
It can be shown that such a process admits a continuous version whose paths have p finite variation for 1/p < H. Let us observe that for H = 1 2 , B is a standard Brownian motion.
In this paper, we are interested in the study in small times of stochastic differential equations on R Let us recall that a smooth vector field V on R n is simply a smooth map
It defines a differential operator acting on the smooth functions f : R n → R as follows:
With this notation, we observe that V is a derivation, that is a map on C ∞ (R n , R), linear over R, satisfying for f, g ∈ C ∞ (R n , R),
If H > are understood in the sense of Young's integration; see [15] , [21] and [22] . But if H > 1 3 the integrals that appear in (1.1) are understood in the rough paths sense of Lyons (see [9] ). For the convenience of the reader, we included in an appendix at the end of this paper some results of rough paths theory that are used in our proofs.
By using [9] and Theorem 6.3.1. pp. 179 of [13] , it is possible to show the existence and the uniqueness of a process (X x0 t ) t≥0 solving (1.1). Observe that from the change of variable formula the process (X x0 t ) t≥0
is such that for every smooth function f : R n → R,
let us denote
where X x0 t is the solution of (1.1) at time t.
Our main result is the following: Theorem 1. Assume H > of differential operators such that:
) and x ∈ R n , then for every N ≥ 0, when t → 0 
where β(a, b) = 
Remark 2. The proof of this Theorem relies on the explicit bound of modulus of continuity of the Itô map (see the appendix).
In the book of [13] , this is done only for sample paths with p finite variation, with 2 ≤ p < 3,. This is the only reason why this Theorem is stated for H > Remark 3. In the case of Brownian motion, some more precise results are available in [1] , [2] and [4] .
Commutative case
In this section, we investigate the simplest case which is the commutative case. More precisely, we assume throughout the section that the Lie brackets
For i = 1, ..., d, let us denote by (e tVi ) t∈R the (deterministic) flow associated with the ordinary differential
Proposition 4. The flow Φ t associated with equation (1.1) is given by the formula
Proof. Observe first that since the vector fields V i 's are commuting, the flows (e tVi ) t∈R are also commuting.
We set now for (
By applying the change of variable formula, we easily see that the process e
A new application of Itô's formula shows now that, since
We deduce hence, by an iterative application of the change of variable formula that the process (
Thus, by pathwise uniqueness for the equation (1.1), we conclude that
Remark 5. Observe that the expression [14] .
Corollary 6. For any smooth f :
That is, the function
satisfies the partial differential equation
associated with the initial condition
Proof. Observe first that from Itô's formula for the fractional Brownian motion, see [7] E e
It has been seen that (Proposition 4) 
3. Asymptotic development in small times of P t
We now study the generic case of non-commuting vector fields. Throughout this section we assume H > 1 3 and introduce the following notations:
(1)
k is a word with length k,
and Consider now the equation
The process X m,x , defined in (3.1) has Lipschitz continuous sample paths. Let p > Let f be in C ∞ b (R n , R). Using 2N + 1 times the change of variable formula
we obtain
.
By taking the expectation we obtain therefore:
Since f is continuous and bounded the left member of (3.3) converges to P t f (x) when m goes to infinity : According to Theorem 4 of [9] , B m,2 converges, in the distance of p variation p > 
According to Theorem 3.1.3 of [13] or Theorem 26 of the Appendix 6, the geometric functional B 2 has a unique extension in C 0,p (T (2N +1) (R n )) denoted by B 2N +1 , and for k ≤ 2N + 1,
belongs to the kth Wiener chaos of B, the limit also holds in L 1 according to [3] .
That is, for k ≤ 2N + 1,
Let us now observe that by symmetry for k an odd integer
Using scaling property of fractional Brownian motion, we have for k an even integer
Then, the first sum in the right member of (3.3) converges to
According to Theorem 17 of [8] , for any q ≥ 1 and p > 1 H there exists a random variable C p belonging to L q such that for any m, k = 1, 2,
In what follows θ and κ may vary from lines to lines. According to Theorem 37, there exist θ ≥ 1, κ ≥ 1
Then, according to Theorem 35 applied to 
By taking the expectation of each members of (3.7) and using the fact that C θ p belongs to L 1 , we deduce that there exists a constant κ depending only on x, f, V i , i = 1, ...d, N and p, such that for
Finally, by taking the limit of each term of (3.3) and by using (3.4), (3.6) and (3.8) we get Theorem 9.
Expectation of iterated integrals of the fractional Brownian motion
In this section we analyse the coefficients appearing in the differential operators
We shall need the following lemma
We have
where S 2k is the group of the permutations of the set {1, ..., 2k}.
where δ i,j is the Kronecker's symbol.
Proof. Let us first hint how this formula works with a heuristic argument. We have
But, from the Lemma 10
. By using the covariance function of the fractional Brownian motion, we get therefore
, which leads to the expected result.
We now turn to the rigorous proof. Let us again denote by B m the sequel of linear interpolation of B along the dyadic subdivision of mesh m and recall that
¿From the Lemma 10, we have
Here, ∆ 
and the result follows from the Lebesgue convergence dominated theorem.
Proof. The result follows by direct but tedious computations.
First of all, we recall that the beta function
satisfies:
(1) For the first integral:
(2) For the second integral:
(3) For the third integral
On one hand,
On the other hand,
By putting things together, we obtain the expected result.
(4) For the last integral, the computation follows the same lines so that we do not enter into details.
As an immediate corollary, we deduce
It is interesting to observe that the previous corollary makes sense and actually also holds true for H > ,
is easy. Indeed, let (i 1 , i 2 ) ∈ {1, ..., d} 2 such that i 1 = i 2 . It is easily seen that B m,i1 and B m,i2 are independent, thus
Since Γ
we get the expected result.
Let now I = (i, j, k, l) ∈ {1, ..., d} 4 . Recall that B m is absolutely continuous with respect to the Lebesgue measure, and the fourth iterated integral is
Applying Lemma 10 yields
where
Therefore, we have to prove that
The proof relies on several Lemma. 
Lemma 15. For any α < H, the random variable
Proof. Integrating with respect to u 1 and u 2 in the expression of A m,1 leads to
Using Fubini's theorem, we integrate first with respect to u 4 :
Now, using the expression of B m we obtain that for u ∈ [t
Then, using Fubini's theorem, we get
For all r ∈ [0, 1], a m (r) converges to E(B(r) 2 ) = r 2H . Following Lemma 15, it is bounded uniformly on m and r. Then, using dominated convergence Lebesgue theorem we obtain
Proof. Recall that
Integrating with respect to u 2 and u 3 we obtain
We introduce the indices i, j such that
|x − y| 2H−2 dxdy for j < i − 1.
Then, we split A m,3 into three parts
where Moreover, since |t
Using Lemma 15 and dominated Lebesgue convergence theorem, we take the limit when m goes to infinity
Finally,
Proof. We know that if the vector fields commute then
Application to the study of invariant measures
Consider the stochastic differential equation on R n (5.1)
where the V i 's are C ∞ -bounded vector fields on R n and B is a d dimensional fractional Brownian motion with Hurst parameter H > 
Proposition 19.
Assume that µ is a probability measure on R n that is invariant by (5.1) . In the sense of distributions, we have for every k ≥ 1,
But since µ is invariant,
The result follows therefore.
Appendix : On rough path theory
We recall some definitions and results on rough path theory, see [13] . Indeed, we precise how all the constants appearing in the continuity Theorem of the Itô map depend on the vectors fields and the control of the paths.
6.1. Basic definitions and properties. We work on V = R d endowed with the Euclidean norm. The tensor product is V ⊗k = V ⊗ ... ⊗ V (of k copies of V ) endowed with a norm |.| k compatible with the tensor product that is
For each n ∈ N, the truncated tensor algebra T (n) (V ) is
Its multiplication is
The pair (T (n) (V ), |.|) is a tensor algebra with identity element (1, 0, ..., 0) and for ξ, η ∈ T (n) (V ), |ξ⊗η| ≤ |ξ||η|.
The tensor algebra
We use ∆ 
where the tensor product ⊗ is taken in T (n) (V ).
Equality (6.1) is called Chen identity, although it appears long before Chen's fundamental works in which a connection is made from iterated path integrals along smooth paths to a class of differential forms on a space of loops on manifold. 
for some control ω.
Definition 23. A multiplicative functional with finite p variation on T ([p]) (V ) is called a rough path (of roughness p). We say that a rough path (of roughness
The set of all rough path with roughness p in T ([p]) (V ) will be denoted by Ω p (V ).
Definition 24. A smooth rough path X is an element of Ω p (V ) such that there exists a Lipschitz
6.2. Extension of rough path. The following theorem shows that the higher (than [p]) order terms 
, then we may uniquely extend X to be a multiplicative functional in
with finite p variation. Moreover, if ω is a control such that
where β is a constant such that
then (6.2) remains true for all
The extension of a rough path X to a higher-order multiplicative functional is continuous in p− variation distance.
Theorem 26. Theorem 3.1.3 p 39 of [13]
Let X and Y be two rough path of roughness p and let β be a constant such that β ≥ 2p
If ω is a control such that
then (6.3) and (6.4) hold for all i. 
The following theorem justifies the name of almost rough path. 
for K i defined by induction
The following theorem shows that in fact the map X →X is continuous. 
, with the same inequality also holding for Y. Suppose that
where the B i are defined inductively by 
where X i s,t ∈ V ⊗i is the ith component of X (also called the ith level path of X). The subset of the
where sup D runs over all finite subdivisions of [0, T ].
[0,T ] , T (n) (V )) satisfy Chen's identity (6.1) ( i.e. X is a multiplicative functional in T (n) (V ) of order n). If X has a finite p-variation, then
is a control function, and
The space (Ω p (V ), d p ) is a complete metric space. The space of all geometric rough paths with roughness p is denoted by GΩ p (V ).
Integration theory degree 2. Let
function which sends elements of V linearly to W -valued one-forms on V. Suppose that α posseses all kth continuous derivatives d k α up to the degree 3 and denote
Let X ∈ Ω p (V ) and let X s,t = (1, X 1 s,t , X 2 s,t ). The almost rough path which defines the path integral 
Assume that X ∈ Ω p (V ) is controlled by ω, namely
Then Y is an almost rough path with roughness p in T (2) (W ) with control ω and θ = 3/p i.e. there exists a universal constant C such that
. Then the integral of the one-form α against the rough path X, denoted by α(X)dX, is the unique rough path with roughness p in T (2) (W ) associated to the almost rough path 
Assume that X,X ∈ Ω p (V ) is controlled by ω, namely
[0,T ] and i = 1, 2, where K is a constant which is polynomial in M, max ω.
6.4.
Itô maps : rough path with 2 ≤ p < 3. 
Since the integral f (Y )dX for rough path X, Y make no sense generally we are not able to iterate differential equation eqn (6.6) to obtain the unique solution directely. To overcome this difficulty, the idea is to combine X and Y together as a new path. We view equation (6.6) as
The initial condition of X is irrelevant, and therefore we simply take X 0 = 0. Definef : V ⊕ W → L(V ⊕ W ; V ⊕ W ) (V ⊕ W is the direct sum of V and W ) bŷ f (x, y)(v, w) = (v, f (y + y 0 ).v), ∀(x, y) ∈ V ⊕ W, ∀(v, w) ∈ V ⊕ W.
Then eqn (6.7) can be written in the following more appreciating form dZ t =f (Z t )dZ t . where P(N ) is polynomial in N and then in C p .
