Abstract. During the past 10 years, the amount of effort put on setting up benchmarking repositories has considerably increased at the organizational, national and even at international levels to help software managers to determine the performance of software activities and to make better software estimates. This has enabled a number of studies with an emphasis on the relationship between software product size, effort and cost drivers in order to either measure the average performance for similar software projects or to develop estimation models and then refine them using the collected data. However, despite these efforts, none of those methods are yet deemed to be universally applicable and there is still no agreement on which cost drivers are significant in the estimation process. This study discusses some of the possible reasons why in software engineering, practitioners and researchers have not yet been able to come up with reasonable and well quantified relationships between effort and cost drivers although considerable amounts of data on software projects have been collected. An improved classification of application types in benchmarking repositories is also proposed.
Introduction
Software project management provides a number of challenges in comparison to managing projects in traditional engineering disciplines. Software engineering being a new discipline, the amount of accumulated data and know-how is much less extensive and most is not derived from large sets of controlled experiments.
As of today, there is not yet a software estimation method or model which has a large acceptance in the software community: reliable estimation of budget and duration and allocation of staff and other resources for a new project are still significant management challenges to the software industry.
Over the past decade, software engineering community has identified the need to develop benchmarking repositories (such as the International Software Benchmarking Standards Group (ISBSG) Dataset 1 [12] , the Promise Dataset [23] , Laturi/Finnish Software Metrics Association (FISMA) Experience Database [10] ) to provide to the community publicly available benchmark data and experience bases 2 that supports reuse of experience and collective learning by understanding, assessing and packaging of the data [2] [3] .
However, there does not yet exist an international standard on how to develop benchmarking repositories for software: the different repositories were developed independently in different environments, in different countries by using different terminologies, attributes and categories. Therefore, it is difficult to map the attributes of one repository to another in order to compare the results of various empirical studies or to replicate those studies using other repositories to verify if findings could be confirmed and generalized to other contexts.
Some of the issues that are related to standard definitions for the project and product related attributes (e.g. Functional Size, Length of Code, Development Effort, Application Type) as well as the categories associated with the categorical attributes (e.g. Management Information System, Process Control System, etc. for the Application Type attribute) have been worked out, discussed and reviewed extensively by measurement experts from all over the world such as in [6] (CSBSG) . However, although considerable amount of effort has been put forth to develop high quality benchmarking repositories, there still exist some improvement opportunities that could bring additional benefits to the software community.
Within the scope of this paper we highlight some improvement opportunities for the benchmarking process and provide some suggestions, especially for the use of benchmarking repositories in performance measurement and in effort estimation. Specifically, we focus on the definition and categorization of the project-related attributes in the benchmarking repositories.
The paper is organized as follows: Section 2 presents the improvement opportunities for benchmarking and estimation purposes. Section 3 presents a proposal for better classification of application types which is one of the significant attributes for performance measurement and effort estimation. Section 4 presents the conclusions and future work of this study.
Improvement Opportunities for Benchmarking and Estimation
One common approach in industry for estimating effort is to use the average performance of an organization on similar projects completed and to take into account a variety of cost drivers. The cost drivers can be project, product or development organization related attributes. As the benchmarking repositories grow, the assumption is that more accurate estimations can be made.
The organizational know-how is important in making more reliable estimates. However, if organizational data is lacking, which is usually the case, another approach is to use 'top-down' estimation models (such as COCOMO II [4] , Putnam's Model/SLIM [18] , SoftCost [26] , Price-S [24] , Galorath SEER-SEM 8 and Cost Xpert 9 , etc.) available in the market place or to use industry averages or publicly available benchmarking repositories.
In [9] , Cukic claims that the lack of publicly available benchmarking repositories results in poorly validated estimation models, this leading to a distrust regarding many existing estimation models as well as the proliferation of new ones. One of the findings of the Jorgensen and Shepperd systematic review on the research on software development effort and cost estimation [17] is that most of the researchers evaluate estimation methods by picking one or more available repositories and leave it to the readers to decide the degree to which it is possible to generalize the results to other contexts and other sets of projects. They state that this is one of the reasons why systematic aggregation of the research results in this field is still challenging.
In order to make better performance measurements and to develop improved estimation methods or to evaluate the existing ones; it is necessary not only to collect data, but also to collect the data in a format relevant for such purposes. Figure 1 represent a Root-Cause Analysis (RCA) expressed by a mind map, as suggested in [5] , analyzing some of the most relevant causes that might lead to unreliable estimates when using benchmarking repositories.
This list can be extended and does not aim to be all-inclusive. Within the scope of this paper we elaborate on some of those causes in order to identify improvement opportunities for the benchmarking repositories available for benchmarking and effort estimation.
In particular, the issue for benchmarking is two-fold: on one hand, it is necessary to verify the source of data we intend to use in terms of completeness, clearness and consistency of definitions applied, quality of data in a historical data series, etc. On the other hand, it is necessary to have access to common and shared guidelines for the definitions and categorization of the attributes of the entities involved in developing software benchmarking repositories. A guiding principle in any benchmarking activity is to avoid comparing 'apples to oranges'. Accordingly, we identified one of the significant improvement opportunities as the development of a standard and unified vocabulary, definitions and categories for the benchmarking repository attributes. This would allow local and international repositories to map their specific definitions and categories to the standard ones accepted by the international community. This might also help in providing a more rigorous approach to refine and improve the existing definitions and categories in a more organized way.
An example is presented next to illustrate the significance of this improvement opportunity. A number of empirical studies were performed utilizing the projects data in different repositories to investigate the product functional size-effort relationship. The details of some of the attributes on which these studies derived some conclusions are provided in Appendix. ISBSG Dataset [12] has three different attribute definitions to provide context to the work effort variable 11 which is a basic attribute to measure the average performance of the projects in a repository: -Customer billing/relationship management; Business; 10 According COCOMOII model "a cost driver refers to a particular characteristic of the software development that has the effect of increasing or decreasing the amount of development effort, e.g. required product reliability, execution time constraints, project team application experience". 11 In the ISBSG dataset, the second and third attributes are not collected directly but are transformed values, calculated on the basis of a number of variables.
-Customer billing/relationship management; Document management; Trading; -Customer billing/relationship management; CRM; -Customer billing/relationship management; Document management; Trading;
These project data must be handled with caution by the researchers for any analysis when attempting to identify the significance of this cost driver. Moreover, when this is done, this leads to a number of data points being filtered out for further analyses.
Another problem occurs when making analyses among different repositories. If one study based on the ISBSG dataset concludes that Application Type is significant in modeling the effort relationship with the categories defined, another study with a distinct dataset may not find the same pattern based on other categories. Then, which one should be considered by the practitioners as a basis for estimation?
Therefore, there is a need for the standard definitions and better categories for at least the cost drivers identified by different studies as significant such as Team Size, Programming Language Type, Development Type, Organization Type, Business Area Type, Application Type and Development Platform so that we can compare and generalize the results.
It is also needed to report Effort and Duration based on a standard way of expressing the Software Development Life Cycle (SDLC) phases. The information regarding the derived attributes should also be provided. For example, the relationship between effort recorded for different phases in the life cycle and the derived normalized effort which involves all the development phases should be well defined. When this is defined differently from one repository to another, then inconsistencies in analyses are unavoidable.
A Suggestion for Better Classification of Application Types
In this section, we propose a way of classifying the application types in Software Engineering based on the practices for classification in Civil Engineering and two Software Engineering standards.
Classification Practices in Civil Engineering
In Civil Engineering, the parametric estimating method employs databases in which key project parameters, which are priced from past projects using appropriate units, are recorded [7] .
Various parametric systems exist for different types of civil engineering projects. An example can be as follows: As in Civil Engineering products, different types of software engineering products are being developed such as Management Information System (MIS), Process Control Software, Embedded Software, Real Time Software, etc. In the next section, different software application types are elaborated and an approach for better classification of the application types is proposed.
Application Type Classification for Software
In the software engineering standardization community, the ISO TR 12182 [14] defines software types and the ISO TR 14143-5 [15] , the elements of Functional Domains 12 (in this paper 'Application Type' is consistently used) were identified for the specific needs of Functional Size Measurement (FSM) community. Here, the classification of ISO TR 12182 [14] is considered (see Table 2 ) and the defined software functionality types are explicitly mapped to respective software application types by using different methods.
One of the methods recommended in ISO 14143-5 [15] for determining the application types is the CHAR Method. In the CHAR Method, the characteristics (CHARs) of functional user requirements (FUR) are categorized into three groups; data-rich, control-and communication rich and manipulation-and algorithm-rich (see Table 2 ). This table provides some examples of well-known application types and is not intended to be an all-inclusive list. The CHAR Method uses a rating scale to determine the amount of functionality types in an application:
• Negligible: no CHAR present, or sum of CHARs < 3 % of requirements • Present: at least one CHAR present and sum of CHARs < 50 % of requirements • Dominant: one CHAR dominant or sum of CHARs > 50 % of requirements One of the benefits of this method is that the application types of software are classified based on the requirements types and the audience is always aware of the detailed functionalities existing in a specific application. Therefore, it is possible to add one more application type to the existing list whenever new functionality types are added to the above.
The following examples show how this categorization might be more beneficial when using these projects' data for benchmarking purposes.
Let's suppose data on a number of projects are to be stored into a benchmarking repository (see Table 3 ). These example projects are real projects and we have detailed knowledge on these projects and organizations. For each project, Functional Size (in COSMIC Function Points -CFP), Development Effort and Productivity Delivery Rate (PDR) are given in Table 3 .
Two of the projects' data are provided by one software organization; Organization A:
• Project-1 is a development project of one of the subsystems of an avionics managements system for small to medium size commercial aircrafts on a Flight Display System. • Project-2 is a Collision Avoidance Subsystem of the Traffic Alert and Collision Avoidance System. Two other projects' data are provided by another organization; Organization B:
• Project-3 involves the development of a multimedia sponsored call system.
• Project-4 involves the development of an equipment identification registrar which detects and warns the operator against potential fraud risks such as Subscriber Identity Module (SIM) card cloning and International Mobile Equipment Identity (IMEI) cloning. Table 3 shows how to categorize these projects into application types by using the CHAR method.
This kind of categorization with an explicit meaning of an Application Type helps to understand partially the variations in PDR values. For example, the presence of data-rich FURs in the first application might be a significant factor which makes this application a hybrid and more complex system to develop.
For the other two projects (Project-3 and Project-4), even with this categorization it is not possible to explain why the PDR for Project-3 is less than Project-4 although Project-3 is a hybrid system as well. In fact, if the scale used by CHAR method defined a scale which distinguishes the amount of specific kinds of requirements; such as a rating between 1 to 5 instead of 1 to 3, then we would have seen that Project-4 involves much more manipulation and algorithm-rich FURs than Project-3, which also increases the complexity of Project-4 and decreases the PDR.
In practice, variations in PDR might be due to a lot of other variables, but a proper categorization of projects by their application types can at least help in making analyses on more homogeneous data subsets.
In its current form, the CHAR Method's categorization only distinguishes between 'negligible', 'present' and 'dominant'. This causes to lose data which is already available. However, this is not a weakness of the CHAR method since this method was developed with a specific purpose of assessing the applicability of different Functional Size Measurement methods to different software application types. And this level of differentiation is sufficient for that initial purpose.
We suggest extending this method's usage area in software engineering to a broader context: identification of the Application Type for a software product which is significant for many purposes including performance measurement and effort estimation using benchmarking repositories.
Conclusions and Prospects
Over the past years, interest in software benchmarking has been growing. Although considerable improvements have been accomplished to better serve the software engineering community, there is still some room for further improvements.
In this paper, the possible causes for inefficient usage of benchmarking repositories are identified for benchmarking and effort estimation purposes. One of the significant improvement opportunities for benchmarking is the development of a standard and unified vocabulary, definitions and categories for the benchmarking repository attributes. The significance of this was discussed by giving some examples from some of publicly available benchmarking repositories.
Another contribution of this paper is a proposal of an improved way of classifying the application types in software engineering derived from the practices for classification in civil engineering and two software engineering standards: ISO 12182 and 14143-5. Here, our aim was not to find the ultimate solution to categorization of software application types, but rather to provide an approach for refining it.
The future work involves implementing this method to identify application types of other projects and refine the method accordingly for one specific attribute; Application Type. There are other significant attributes such as Business Area Type, Development Type, etc. which require better categorization as well.
