In this article, the secure transmission of data is being realized on the basis of the synchronization of two chaotic systems. The transmitted signal is only the sign of a projection of the state. This has the advantage of making the transmission not very sensitive to the noises of transmission and the attenuation of the transmitted signal without using a VCO (Voltage Control Oscillatory) into the transmitter and the receiver. It should be noted that for the considered type of chaotic system, the traditional conditions of observability and linearization by injection of outputs are not checked. Here, we can only carry out an estimator.
Introduction
The data-processing protection is currently a vital activity for systems of communication and data transmission. Let us quote as an example the transmissions system, for which ciphering aims at transmitting a signal for which the spectral properties are close to the random one, while preserving a sufficient richness in ciphering.
The chaotic nonlinear systems and the theory of observers present interesting prospects in the field for ciphering/deciphering. In a general way, for a given dynamic system, the knowledge of information coming from the measured outputs allows, if some structural properties are checked (observability), to rebuild information relating to its internal states. This is possible by using an appropriate observer. The observers can play a very significant role in communication systems. Indeed, during the transfer of information (binary or analogical), it is possible to use techniques of ciphering based on the chaotic character of certain dynamic systems: such systems present complex behaviors, close to the random. In ciphering, the interest in using chaotic systems is to offer increased possibilities of ciphering while preserving the spectral richness.
A standard approach in solving the observer problem is to use as receiver a copy of the transmitter modified with a term depending on the difference between the received signal and its prediction derived from the observer. The additional term aims at attenuating the difference between the state of the transmitter and the state of the observer.
The unmodeled influence of the masked message on the receiver chaotic dynamics must be such that the injected transmission signal has an "observable" effect on the corresponding locally generated carrier chaotic state, which allows, by elementary substraction, the subsequent masked message deciphering.
The protected data transmission can be approached in several ways and with various points of view. Since the early nineties, data transmission can be carried out using synchronization of two chaotic systems [Pecora & Carroll, 1990] . Information, in this case, is superposed on carrying chaotic signals, the diagram of transmission is then given as in Fig. 1 .
Since [Nijmeijer & Mareels, 1997] , the problem of synchronization can be seen as a problem of observation, which allowed many developments as the literature attests on the subject (see e.g. [Fan Wang & Quan Wang, 2001] and [Frankov et al., 2000] ). Nevertheless, we always tend towards more safety and speed of transmission, also to solve some problems such as the attenuation on line of the transmitted signal [Kolumban et al., 1997] , or the reduction of sensitivity to noises. For this, the method based on the addition of the message and chaotic signal is not well adapted. A solution to solve this problem consists in introducing into the band of emission and reception a VCO so that the transmitted signal is not affected by these two types of disturbance [Guitard et al., 2001; Larger et al., 2000] . But this is achieved by reducing the speed transmission and making the system more complex.
Here, thanks to the structure proposed in [Di Bernardo et al., 2001 ] (see also [Johansson et al., 1999] for an analysis with other commutation and attraction conditions) we overcome the difficulties of attenuation and noise during the transmission without using VCO.
The system that we employ in this article is not observable within the meaning of [Hermann & Krener, 1977 ]. Thus it is not possible to employ the methods of observers design proposed in [Krener & Isidori, 1983; Besançon, 1999; Plestan & Glumineau, 1997] . On the other hand, the stable character of a part of the system makes it possible to synthesize an estimator based on the analysis in [Sira-Ramirez & Cruz-Hernandez, 2001] . One can also see [Barbot et al., 2003; Boutat-Baddas et al., 2001] for the introduction of observability bifurcation and detectability analysis into a data transmission by chaotic synchronization. In this method, it is important to note that the notion of the signal bearer does not exist. Indeed, in the method by addition, the signal in the line of transmission is the addition of the message and the chaotic signal (the message is hidden in the chaotic signal). The quality of ciphering is measured by σ = signal/message. In the case of the method by inclusion (diagram shown in Fig. 2 ), this notion does not exist. The message is hidden in the structure of the system and the signal of the line of transmission does not contain the message added to the chaotic signal but the output of the chaotic system. It strengthens the security of the transmission. In fact, the signal in the line of transmission does not contain the message but an output of the chaotic system used for the synchronization of the receiver and afterward the recovery of the message based on the study of the error of synchronization.
On the other hand, it is interesting to study the loss of information on the transmitted signal due to noise and attenuation. These will lead to the following quantity λ = St/Sr where St is the transmitted signal (signal in the public chanal) and S r is the received (and recovered) signal.
The article is organized as follows: In Sec. 2, we propose a first approach based on multiestimators in order to reconstitute the emitted signal. This section will end with simulation results illustrating the interest of the proposed method. In Sec. 3, we will present a second method based on the introduction of a variable delay to carry the message. This section will end with simulation results. Finally, in Sec. 4, the interest in the chaotic systems in information transmission, will be illustrated by the sensitivity to the parametric variations. This ensures the safety of the transmission, because roughly speaking each system is a key component.
Estimation Approach
The class of systems with variable structure that we consider consists of linear single input single output systems for which the variable of control u is equal to the sign of the negative feedback of the output.
Such a system is written in the following form:
where
and A is an invertible and stable matrix of dimension n × n. Such a system is called system with relay in the Russian literature. Moreover, if CA −1 B < 0 the system is Astable [Di Bernardo et al., 2001; Johansson et al., 1999] . Now, let H(p) to be the transfer function of our system, then the static profit H(0) = −CA −1 B is negative, this returns in the unstable condition previously mentioned. More precisely, the hyperplane
shares the state space in two regions:
Under the condition CA −1 B < 0, the system evolves in Π 1 with the dynamics dx/dt = Ax − B. The singularity of this dynamic (Ax − B = 0), gives the equilibrium point (attractive point)
In the same way, in Π 2 , the system evolves with the dynamic dx/dt = Ax + B, the singularity of this dynamic (Ax + B = 0), and this gives the equilibrium point (attractive point)
From this, it results that trajectories never reach the attractive point. Indeed, they return in the area opposed before to have reached the singularity (the attractive one). Thus, one attends a phenomenon of "go and return" between Π 1 and Π 2 . This kind of phenomenon is visible, if matrix A has complex eigenvalues (see the portrait phase given in Fig. 4 , case of system (1) with the matrices (2)).
Indeed, if all the eigenvalues are real negative, the trajectories do not have clean oscillations and we have only small oscillations of the type "teeth of saw" (here it is only chattering on the surface and the edges of this surface |CAx| = |CB|) in the vicinity of Π. Thus, a cycle limit simply exists (see the portrait phase given in Fig. 5 , case of system (1) with the matrices (2)).
We define the sliding band G as being the subset of Π by:
This set is not empty if CB > 0. To solve the problem of synchronization of the chaotic system, we consider an observer of the following form:
wherex is the estimated state andû = sign(Cx). A standard approach in solving the observer problem is to use as receiver a copy of the transmitter Ax+Bu modified with a term depending on the difference between the received signal and its prediction derived from the observer Γ(sign(y) − sign(ŷ)). The additional term aims at attenuating the difference between the states of the transmitter and the observer. The dynamic error e = x −x, between the real and estimated states is given by: 
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the time derivative of V is:
if we consider Γ = µM −1 C T where µ > 0 (which will be considered as our variable of regulation of the speed of convergence), then Γ T M = µC, we obtain:
with ν always positive only for Cx = Cx = 0 but in this case we have |Ce| = 0 and the term 2µν|Ce| cannot decrease the speed of the natural convergence of the system. Now, and in order to be more precise in our application, we consider, in the following example, the system presented in [Di Bernardo et al., 2001] (a third-order filter, easily realizable in analogical electronics controlled by function signs which can be carried out using an operational amplifier assembled out of comparator).
In the form of (1), they are:
where 0 < |ξ| < 1 , λ > 0 and k > 0, this gives a transfer function of order three of the form:
interpreted respectively as the frequency and the depreciation amortization of the system. To have a stable system, it is necessary to draw attention to the choices of ξ and λ. This system has for sliding band
It is significant to note that the identification from the parameters ρ, σ, ω, λ and ξ cannot be approached in a traditional way because of the function signs. Thus, if we choose among these parameters our signal needs a code and our key of ciphering, the problem of cryptography (i.e. of the breaking of the code and the key) become less traditional. But be careful, here one should not view only from the control theory but, for example, also view from the treatment of the signal (decomposition in Fourier series of the signal, etc. . .), and the various risks of attacks.
Simulations results
For reasons of simplicity, we treated the transmission of a binary digit representing the message to be transmitted m ∈ {0, 1}.
We add the message m to the variable ρ 0 . So, the transmitter will have a variable ρ = ρ 0 + m. The first receiver will be configured so as to converge to a value of ρ = ρ 0 (synchronize for m = 0) and the second receiver will be configured to converge to the value ρ = 1 + ρ 0 (synchronize for m = 1). Here, we use a method of n-models of the same type as in [Morse, 1998] . The transmission scheme which we use is represented in Fig. 6 . Initial conditions are x 10 = 0; x 20 = 0.5; x 30 = 0.1; for the transmitter and x 110 = 0; x 210 = 0.8; x 310 = 0.5; for the receiver one and x 120 = 0; x 220 = 0.6; x 320 = 0.15; for the receiver two, and parameters w = 100, ζ = 0.078, λ = 0.5, σ = −1, ρ 0 = 10, and k = 1. Figure 7 gives the portrait phase of the transmitter which shows its chaotic aspect.
Figures 8 and 9 give errors "of observation" between the transmitter and two receivers 1 and 2, respectively. We note that the receivers are synchronized with the transmitter only when they have the value of the parameter ρ correspondent to that taken by the transmitter at this time. In order to reconstitute the message, a decision block is necessary. This block allows us, on the basis of two errors between the two receivers (estimators) and the transmitter (chaotic system) to reconstitute the transmitted message as shown in Fig. 10 .
Figures 11 and 12 illustrate the role of the parameter µ introduced. This parameter makes it possible to accelerate the convergence of the receiver towards the transmitter. Indeed, the convergence of the difference between the transmitter and the receiver is improved by a good choice of this parameter and consequently the speed of the transmission of the data is improved. This decreases the loss of information due to time of convergence. Initial conditions are x 10 = 0; x 20 = 0.5; x 30 = 0.1; for the transmitter and x 10 = 10; x 20 = 10; x 30 = 20. This choice makes it possible to conclude that even when removed from initial conditions, the receiver clings on to the signal of the transmitter, as shown in Proposition 1.
Variable Delay Approach
In this section, we will not use the technique of the n-models type [Morse, 1998 ] in order to avoid a very large sized receiver, and in addition, we wish to make the system even more complex by introducing delays. The illustration of this method for protected data transmission is represented in Fig. 13 .
Consider the following transmitter:
where the delay τ represents the information to be transmitted "the message". before being very close to the attractive point related to this value of u. In addition, a phenomenon of chattering or reserve on the sliding band G could make it possible to find the delay, and consequently to decipher the message partially. But this can be easily circumvented by reducing the width of the sliding band G and/or by introducing a switching time minimum higher than the maximum delay (τ max ).
For our study, we will consider again the thirdorder filter used in the preceding section. A possible receiver for this system is:
we obtain the observation error:
that converges towards zero, because of the stability of matrix A, independent of the delay τ . At the time of deciphering, information is represented by the variation of time betweenŷ(t) = Cx(t) and
This information is discrete and does not have a fixed frequency. On the other hand, if w (the natural pulsation of the linear system) is sufficiently large compared to the bandwidth of information to transmit, then there is no loss of information.
Here, we find the limitations in bandwidth which occur with the use of VCO. Indeed, the variations of τ in amplitude must be small and not greater than the time between two commutations of the system. Moreover, it is necessary that the pulsation w is very large compared to the bandwidth of the signal τ .
Simulation results
Simulations for this approach were carried out with the same parameters and the same initial conditions for the transmitter and receiver. The message to be transmitted is binary m ∈ {0, 1}, it will represent the delay τ in our case. Thus, Fig. 14 shows the chaotic character of the transmitter, one notices more chattering, compared to Fig. 7 . Figure 15 represents the error e i = x −x i between the transmitter and receiver. We note that as soon as the receiver clings to the transmitter, it is not disturbed more by the variation of delay, and that it follows the behavior of the transmitter. This error converges independently of the delay τ . Figure 16 shows the transmitted message and the received message. We note a good restitution of the message. The signal of the line of transmission is given between 0 and 0.2 s for its form, whereas the beach of transmission is 20 s.
Variation of Parameters and Key of Ciphering
In order to briefly study the sensitivity of the system compared to the parametric variations, representing the key of the deciphering, we assume
It is noted that we study this variation only for the method based on the estimators seen in Sec. 2. It is supposed that the transmitted signal is the input u = −sign(y). The estimator is chosen to be:
One obtains the following dynamic error:
Let us remember that the matrix A is stable but weakly deadened, then the solution of the error:
becomes very sensitive to the variation of parameters. In that case, both estimators do not sustain and deciphering is very difficult, and may be impossible.
Simulation results
We carried out simulations with a variation of ∓5% on parameters λ, ρ and σ for receivers with the same initial conditions as those in Sec. 2. We noted that receivers 1 and 2 do not converge, as seen in Figs. 17 and 18. Moreover, as receivers do not converge, this makes impossible the restitution of the message transmitted as attested in Fig. 19 . This confirms that the key of deciphering can be produced using parameters of the system. Moreover, the message can be contained in the variations of one of these parameters.
Influence of Noise in the Line Transmission
If the transmitted signal in the public channel of transmission undergoes an enfeeblement and noises, (see Fig. 20 ), is it possible to recover the transmitted message correctly? It is easy to say that it depends on the importance of the influence of noise and attenuation on the transmitted signal in the public channel.
In fact, in Figs. 21 and 22, simulations showed that if the noise is represented until 20% of the signal (an enfeeblement of 20%), it is adequate to make a function of correction on the entrance of the receiver to have a good quality of the signal, and subsequently a good recovery of the message. In Figs. 23 and 24, we have also shown that without the function of reshaping, the quality of the message is completely degraded. This degradation increases also with the increase of the report σ s = N/St where N is noise and St is the transmitted signal (signal in the public channel). 
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Discussion
This paper is concerned with the bifurcation analysis of linear dynamical systems with relay feedback. The emphasis is on the bifurcations of the system's periodic solutions and their symmetry. It is shown that, despite what has been conjectured in the literature, a symmetric and unforced relay feedback system can exhibit asymmetric periodic solutions. Moreover, the occurrence of periodic solutions characterized by one or more sections lying within the system discontinuity set is outlined. The mechanisms underlying their formation are carefully studied and shown to be due to an interesting, novel class of local bifurcations. As indicated at the beginning of the article, the message is well hidden in the structure of the system, it is not so interesting to see the value of σ m = N/m where N is noise and m is the message to be transmitted, but σ s = N/St where N is noise and St is the transmitted signal (signal in the public channel).
This work, which is in progress, allows us to see how our receiver and our decision block react to the online loss and in the degradation of the transmitted signal (output of the chaotic system).
