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Re´sume´ – Nous conside´rons le proble`me d’estimation conjointe de la modulation et de la densite´ spectrale de puissance d’un signal stationnaire
(large bande) transforme´ par une modulation de fre´quence inconnue. Ce travail est motive´ par des applications en analyse de sons, dans lesquelles
une fluctuation de fre´quence instantane´e peut traduire une modification de vitesse d’un syste`me (me´canique par exemple) a` l’origine du signal
Les techniques d’estimation de fre´quence instantane´e ont e´te´ largement e´tudie´es dans le domaine des te´le´communications, mais se focalisent
souvent sur des porteuses a` bande e´troite. L’approche propose´e ici se base sur une mode´lisation explicite sous la forme timbre×dynamique,
faisant intervenir une porteuse Gaussienne stationnaire. L’estimation est base´e sur une analyse temps-fre´quence et des approximations valables
pour une modulation lentement variable.
L’algorithme propose´ se base sur une mode´lisation d’un signal stationnaire sous-jacent pas un signal stationnaire Gaussien de spectre inconnu,
modifie´ par une modulation de fre´quence inconnue. Nous obtenons une forme approche´e pour la covariance de la transforme´e de Gabor de tels
signaux, exploite´e ensuite dans des estimateurs du maximum de vraisemblance.
Abstract – The problem of joint estimation of the modulation and power spectrum of a (wideband) signal obtained by modulating a weakly
stationary random process. This work is motivated by audio applications, in which time fluctuations of the spectrum can originate from speed
fluctuations of some underlying system (for instance a mechanical system).
Instantaneous frequency estimation methods have received very significant attention, for example in telecommunication sciences; however
there were mainly limited to the case of narrow band carrier signals. The proposed approach is based upon an explicit modeling of the form
timbre×dynamics, involving aGaussian stationary random carrier. The estimation relies on time-frequency analysis, together with approxi-
mations valid for slowly varying frequency modulations.
The proposed algorithm models the underlying stationary signal as a Gaussian random signal with unknown spectrum, modified by some
unknown frequency modulation. We derive an approximate expression for the covariance of fixed time Gabor transform of the modified signal,
that is further exploited within maximum likelihood estimators.
1 Introduction, position du proble`me
Les mode`les temps-fre´quence usuels pour les signaux au-
dio sont ge´ne´ralement base´s sur des de´compositions de ces si-
gnaux sur des dictionnaires temps-fre´quence. Ces approches
sont pertinentes pour certaines classes de signaux (parole, mu-
sique,...) pour lesquels certaines proprie´te´s (localisation temps-
fre´quence, parcimonie) peuvent eˆtre exploite´es. Elles le sont
moins pour des sons moins structure´s tels que les sons large
bande (par exemple sons d’environnement, bruits de moteurs,...).
Nous nous focalisons sur une approche alternative, destine´e a`
mode´liser des sons non-stationnaires, dont la non-stationnarite´
peut porter une information pertinente (comme par exemple
une information de vitesse dans le cas de bruits de moteur en
phase d’acce´le´ration). Le mode`le est de la forme
timbre×dynamique
ou` un signal stationnaire (de spectre de puissance inconnu) est
module´ par une transformation dynamique. Le proble`me est
l’estimation conjointe de la modulation et du spectre a` partir
d’une observation.
Dans le cas ou` le spectre du signal stationnaire sous-jacent
est un spectre a` bande e´troite, voire discret, c’est a` dire lorsque
le signal peut eˆtre mode´lise´ comme une somme de compo-
santes sinusoı¨dales module´es en fre´quence, ce proble`me se ra-
me`ne au proble`me classique d’estimation de fre´quence instan-
tane´e, pour lequel existe une abondante litte´rature (voir par
exemple [1, 6, 5] et les re´fe´rences incluses). Le cas de spectres
large bande a e´te´ moins e´tudie´ a` notre connaissance. Nous nous
limitons ici au cas particulier de signaux Gaussiens, module´s
en fre´quence par une fonction de modulation re´gulie`re. L’ap-
proche consiste a` caracte´riser la distribution de la transforme´e
de Gabor de tels signaux, pour formuler l’estimation par maxi-
mum de vraisemblance. Elle repose sur une approximation de
la covariance de signaux module´s en fre´quence valide dans
les cas ou` la modulation est re´gulie`re, laquelle approximation
conduit a` une formulation approche´e du maximum de vrai-
semblance, qui peut eˆtre re´solue nume´riquement. L’algorithme
fournit en sortie une estimation de la modulation, ainsi qu’une
estimation du spectre du signal stationnaire sous-jacent.
La me´thode est valide´e sur des simulations nume´riques, avec
des exemples de spectres large bande et des spectres de raies.
2 Mode`le et estimation
2.1 Mode`le
On conside`re des signaux ale´atoires Gaussiens complexesX
de longueur L, centre´s, pe´riodiques (i.e. Xt+L = Xt). Nous
noterons CX la matrice de covariance et RX la matrice de re-
lation de X (voir [4] par exemple), de´finies par
CX(t, s) = E
{
XtXs
}
, et RX(t, s) = E {XtXs} , (1)
et nous notons X ∼ CN (0, CX , RX). X est circulaire si
RX = 0. Nous noterons enfin Z le signal analytique associe´ a`
X .
L’observation est la partie re´elle d’une copie module´e Y
d’un signal stationnaire de re´fe´rence X , de la forme
Yt = Zte
2ipiγ(t) +Nt , (2)
ou` γ ∈ C2 est une modulation inconnue, re´gulie`re et lentement
variable, etN = {Nt, t = 0, . . . L−1} est un bruit blanc com-
plexe Gaussien circulaire de variance σ20 . Clairement, quand γ
n’est pas constante, Y n’est pas stationnaire. Le proble`me pose´
est d’estimer la modulation inconnue γ ainsi que le spectre de
puissance SX a` partir d’une re´alisation de Y .
Nous nous basons pour cela sur une transformation de Gabor
(finie), pour laquelle nous utilisons les de´finitions suivantes.
Partant d’une feneˆtre g, la TFCT correspondante d’un signal
x ∈ CL est de´finie par
Vgx(m,n) =
L−1∑
t=0
x[t]g[t− n]e−2ipim(t−n)/L . (3)
Si a et b sont deux diviseurs de la longueur L, la transforme´e
de Gabor correspondante est
Gx[m,n] = Vgx(mb, na) , m ∈ ZM , n ∈ ZN , (4)
ou` M = L/b et N = L/a. GX est une matrice M × N .
Pour des choix convenables de g, et pour a et b assez petits, la
transformation de Gabor est inversible (voir [5, 7]), et des algo-
rithmes efficaces sont disponibles en dimension finie (voir [9]).
2.2 Estimation
Notre proce´dure d’estimation est base´e sur la proprie´te´ clas-
sique de covariance de la TFCT. La TFCT d’une copie mo-
dule´e (avec fre´quence de modulation constante) d’un signal est
e´gale a` une copie translate´e en fre´quence de la TFCT du signal
original. Lorsque la fre´quence modulante varie (lentement) au
cours du temps, cette proprie´te´ reste vraie de fac¸on approche´e,
ce qu’exprime le re´sultat suivant [8]
The´ore`me 1 1. Pour chaque valeur fixe´e de l’indice temporel
n, la transforme´e de Gabor peut eˆtre approxime´e comme
GY [m,n] = G
(n;γ′(na)/b)[m] +R[m] , ou` (5)
G
(n;δ)[m]=
L−1∑
t=0
Ztg[t−na]e
−2ipi[m−δ][t−an]/M+ GN [m,n] ,
(6)
et le reste R[m] est borne´ par
E
{
|R[m]|2
}
≤ σ2Z
(πe
L
‖γ′′‖∞µ2 + 2µ1
)2
, (7)
avec
µ1 =
∑
t∈Ic
T
|g(t)| , µ2 =
∑
t∈IT
t2|g(t)| , T =
√
L
π‖γ′′‖
∞
, (8)
et ou` IT = [−T, T ] et ou` son comple´mentaire est note´ I
c
T .
2. Pour δ donne´, et pour n fixe´, G(n;δ) est distribue´ suivant une
loi Gaussienne complexe circulaire de matrice de covariance
CG(n;δ) [m,m
′] = CGZ [m−δ,m
′−δ]+CGN [m−δ,m
′−δ] . (9)
Nous utilisons un estimateur du maximum de vraisemblance
approche´ base´ sur cette approximation. L’estimation ne´cessite
de pouvoir inverser la matrice de covariance des vecteursG(n;δ),
cette dernie`re est semi-de´finie positive, mais souvent singulie`re.
Le re´sultat suivant fournit une condition suffisante sur le bruit
et sur g pour l’inversibilite´ de cette matrice.
Proposition 1 On suppose que la feneˆtre g est telle que
Kg := min
t=0...L−1
(
b−1∑
k=0
|g[t+ kM ]|2
)
> 0 . (10)
Alors la matrice de covariance est inversible a` inverse borne´ :
pour tout x ∈ CM ,
x∗CGx ≥ σ
2
0Kg . (11)
Notons que cette condition, qui pousse a` conside´rer de faibles
valeurs de M , donc a` limiter la redondance fre´quentielle, as-
sure uniquement la non-singularite´ de la matrice de covariance,
ce qui simplifie l’estimation par maximum de vraisemblance.
Nous verrons cependant plus tard que la pre´cision de l’estima-
tion est potentiellement d’autant meilleure que le nombre M
de canaux fre´quentiels est e´leve´. Le proble`me est contourne´ en
conside´rant une nouvelle de´finition de la transforme´e de Gabor
Gcx[m,n] = Vgx(mb+ c, na) , m ∈ ZM , n ∈ ZN , (12)
ou` c ∈ [0, b−1]. Ceci fournit un ensemble de b transforme´es de
Gabor, correspondant chacune a` un diffe´rent e´chantillonnage
de la TFCT. Les re´sultats pre´ce´dents restent alors valides avec
cette nouvelle de´finition, les e´quations (5) et (6) devenant
GcY [m,n] = G
(n;γ′(na)/b−c/b)[m] +R , (13)
ou`
G
(n;δc)[m] =
L−1∑
t=0
Ztg[t− na]e
−2ipi[m−δc][t−an]/M
+ GcN [m,n] . (14)
L’equation (9) devient alors :
CG(n;δc) [m,m
′] = CGZ [m−δ
c,m′−δc]+CGN [m−δ
c,m′−δc] .
(15)
Estimation de la modulation. Avec les notations ci-dessus,
pour chaque indice temporel n, on notera G = G(n). La log-
vraisemblance est donne´e par
Lδ(G) = G
∗ (CG(n;δc))
−1
G +ln
(
πM det(CG(n;δc))
)
. (16)
et l’estimateur du maximum de vraisemblance est obtenu en
minimisant cette expression. Comme, det(C
(n;δ)
G
) ne de´pend
pas du parame`tre de modulation δc, l’estimateur a pour expres-
sion
δˆc = arg min
δc
[
G
∗ (CG(n;δc))
−1
G
]
, (17)
proble`me que nous re´solvons par recherche exhaustive. Comme
le montrent les e´quations (13) et (14), δc(n) ≈ (γ′(an)− c) /b,
et l’estimation de δc fournit ainsi une estimation quantifie´ de γ′,
a` savoir γˆ′(an) ∈ [c, b + c, 2b + c, .., (M − 1)b + c]. Notons
que la condition ne´cessaire de la Proposition 1 implique que
le parame`tre b soit grand, et l’estime´e de γ′ est par conse´quent
fortement quantifie´e. Ce proble`me est contourne´ en utilisant la
collection de transforme´es de Gabor de´finies en (12), en effec-
tuant une nouvelle recherche exhaustive sur les δc :
δˆ = arg min
c
[
G
∗
(
C
G(n;δˆ
c)
)−1
G
]
. (18)
Ainsi, γˆ′(an) ∈ [0, L − 1] et l’effet de quantification sur l’es-
time´e est fortement atte´nue´. Notons que l’estimation de la mo-
dulation requiert la connaissance pre´alable de la matrice de co-
variance CG(n;0) correspondant a` la transforme´e de Gabor du
signal stationnaire bruite´. Cette dernie`re n’est ge´ne´ralement pas
disponible est il sera ne´cessaire de l’estimer.
Estimation de la matrice de covariance. Ayant une estima-
tion de γ′(an)/b pour tout n, on peut en de´duire, par interpo-
lation, une estimation de γ. Le signal peut alors eˆtre de´module´
via cette estimation
U = Y e−2ipiγˆ/L . (19)
Cela nous permet, apre`s transformation de Gabor, d’en de´duire
une estimation de la matrice de covarianceCG(n;0) . La me´thode
est de´crite en de´tail dans [8], notons ne´anmoins que l’estima-
tion deCG(n;0) requiert la connaissance pre´alable de la fonction
de modulation γ.
Re´sume´ de la proce´dure d’estimation. La proce´dure d’es-
timation repose sur l’alternance des deux proce´dures ci-dessus.
Etant donne´ une premie`re estimation de la modulation, nous
pouvons effectuer une premie`re estimation de la matrice de co-
variance, cette dernie`re nous permettant alors d’effectuer une
nouvelle estimation de la modulation, ainsi de suite. L’ite´ration
est stoppe´e lorsque la norme de la diffe´rence entre deux es-
time´es conse´cutives de la modulation est infe´rieure a` un seuil
fixe´
||δˆ(k) − δˆ(k+1)||2
||δˆ(k+1)||2
< ǫ. (20)
L’algorithme est initialise´ en faisant une premie`re estimation de
la modulation par le calcul du barycentre spectral de la trans-
forme´e de Gabor du signal module´
δˆ(0)(n) =
∑M−1
m=0 m|G
(n;δ)|2[m]∑M−1
m=0 |G
(n;δ)|2[m]
. (21)
Le pseudo-code de l’algorithme est donne´ ci-dessous
Algorithme 1 Estimation conjointe covariance/modulation
Initialiser suivant (21)
tant que le crite`re (20) est faux faire
• Calculer γˆ(k) par interpolation de δ(k).
• De´moduler le signal suivant (19)
• Calculer la transforme´e de Gabor du signal de´module´
Gˆ
(k;n)[m] = GU(k) [m,n]
• Estimer δˆ(k+1) en utilisant la matrice de covariance de
Gˆ
(k;n) suivant (17) et (18)
• k := k + 1
fin tant que
3 Tests et re´sultats
L’algorithme a e´te´ imple´mente´ en MATLAB/OCTAVE, et s’ap-
puie sur les transformations temps-fre´quence mises en oeuvre
dans la boıˆte a` outils LTFAT [10]. Nous de´crivons ici deux
exemples d’application sur signaux synthe´tiques.
FIG. 1 – Transforme´e de Gabor d’un signal synthe´tique de
type bande de bruit, superpose´ avec les courbes de modulation
de fre´quence vraie (pointille´s, jaune) et estime´e (traits pleins,
rouge).
FIG. 2 – Gauche : Evolution du crite`re d’arreˆt en fonction des
ite´rations. Doite : Spectre du signal stationnaire (en vert) et ses
estimations, a` partir du signal de´module´ (en rouge) et du signal
stationnaire initial (en bleu).
Un premier exemple d’estimation se trouve en FIG. 1, ou` est
repre´sente´e la transforme´e de Gabor d’un signal ale´atoire sta-
tionnaire (large bande), module´ en fre´quence, superpose´e avec
la courbe de modulation de fre´quence estime´e, et la modula-
tion re´elle. La convergence de l’algorithme est illustre´e par
la courbe de gauche en FIG. 2, ou` est exhibe´e l’e´volution du
crite`re d’arreˆt en fonction des ite´rations (moyenne´ sur 20 re´ali-
sations du signal). La courbe de droite repre´sente la densite´
spectrale du signal stationnaire sous-jacent, superpose´e avec la
densite´ spectrale estime´e a` partir de la re´alisation conside´re´e,
et la densite´ estime´e a` partir du signal stationnarise´. Comme on
peut le voir, ces deux dernie`res sont proches.
Un second exemple d’estimation est donne´ en FIG. 3. Le si-
gnal stationnaire sous-jacent est cette fois un signal a` spectre
de raies, et la modulation est lisse par morceaux, avec quelques
discontinuite´s. La modulation de fre´quence estime´e suit encore
fide`lement la ve´rite´ terrain, y compris en pre´sence de disconti-
nuite´s, comme on peut notamment le voir sur la figure du bas
qui repre´sente un “zoom” sur l’une de ces discontinuite´s.
FIG. 3 – Haut : Transforme´e de Gabor d’un signal synthe´tique
de type spectre de raie, superpose´ avec les courbes de modula-
tion de fre´quence vraie (pointille´s) et estime´e (trait plein). Bas :
Zoom sur un de´tail.
4 Conclusions et perspectives
Dans cet article, nous avons de´crit dans ses grandes lignes
une nouvelle approche pour l’estimation conjointe de la loi
de modulation de fre´quence et d’un spectre dans un mode`le
timbre×dynamique. Nous nous sommes limite´s a` des modula-
tions de fre´quence, la transformation de Gabor nous fournissant
dans ce cas un cadre naturel pour l’estimation.
Dans un cadre plus ge´ne´ral, il est envisageable de transposer
ces re´sultats a` des transformations dynamiques plus ge´ne´rales
et/ou complexes que des modulations. Par exemple, des chan-
gements d’horloge locaux peuvent eˆtre traite´s de fac¸on simi-
laire en remplac¸ant la repre´sentation temps-fre´quence par une
repre´sentation temps e´chelle, le changement d’horloge se tra-
duisant en premie`re approximation par une translation loga-
rithmique en e´chelle [3, 2]. Ceci introduit ne´anmoins de nou-
velles difficulte´s techniques, lie´es a` la ne´cessite´ de re´-e´chan-
tillonner le signal. L’extension a` d’autres transformations plus
complexes est a` l’e´tude.
Le contexte applicatif de ce programme de recherches est
l’application de cette approche et de ses extensions a` l’estima-
tion de dynamique a` partir de sons re´els.
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