The mammalian brain is a densely interconnected network that consists of millions to billions of neurons. Decoding how information is represented and processed by this neural circuitry requires the ability to capture and manipulate the dynamics of large populations at high speed and resolution over a large area of the brain. While there has been a rapid increase in use of optical approaches in the neuroscience community over the last two decades, most microscopy approaches lack the ability to record the activity of all neurons comprising a functional network across the mammalian brain at relevant temporal and spatial resolution.
Introduction
One of the key goals of neuroscience is to decipher how the complex dynamics of neuronal activity in the brain is related to perception, cognition and behavior, and what the underlying principles for information processing by these circuits are (Averbeck et al. 2006) . Mammalian brains consist of millions to billions of neurons, each of which making thousands of connections to other neurons (Herculano-Houzel et al. 2006 . This results in an extreme density of interconnectivity in the brain, so that randomly selected neurons are, on average, only via a few neurons connected to each other. From this anatomical fact alone it becomes clear that, in such a densely interconnected system, information can be often represented in a distributed fashion and any given neuron can be involved in representation of multiple stimuli or behavioral states in a context-dependent manner. Progress in identifying the "neuronal code" has been limited by the lack of appropriate tools and technologies that would allow to record and manipulate the activity of many -and potentially all -neurons within a functional network. This requires methods that enable: (1) control of arbitrary spatiotemporal patterns of neural activity and (2) read out of the entire system at adequate temporal and spatial resolution.
One of the first approaches for simultaneous measurement of the activity of multiple neurons has been based on electrodes that capture the electrical responses from neurons within the brain region of interest (Krüger 2005) . Extracellular neuronal recordings with multi-electrode arrays (Buzsaki 2004 ) are now used together with algorithms for spike sorting to distinguish signals from different neurons based on their waveform (Harris et al. 2016 , Rey et al. 2015 . However, insertion of electrodes is invasive and approaches for spike sorting work only within the immediate vicinity of the electrodes where the peak amplitudes are high. This, depending on the number of electrodes used, currently limits the effective number of neurons that can be interrogated to~1,000 -2,000 neurons (Berenyi et al. 2014 , Hilgen et al. 2017 .
Functional MRI (Ogawa et al. 1990 ), in contrast, allows for whole-brain recordings in a variety of nervous systems including humans in a non-invasiveness manner. The contrast in fMRI stems from the hemodynamic response, which is based on changes of the blood oxygenation level in response to neuronal activity. Consequently, fMRI is not a direct measure of neuronal activity and provides a temporal resolution that is only in the sub-Hz regime. Moreover, limited by the gradient of magnetic fields that can be created, its spatial resolution is limited to the millimeter range such that each voxel contains millions of neurons (Huettel et al. 2008) .
Another approach to record neuronal activity is based on optical microscopy in combination with functional contrast agents. The first experiments based on this approach used purified proteins from jellyfish (Shimomura et al. 1962) , and organic fluorescent dye molecules that are voltage sensitive as reporters of membrane depolarization, as well as dyes that can act as reporters of concentration changes of ions such as Ca 2+ (Grinvald et al. 1987 , Grynkiewicz et al. 1985 , Salzberg et al. 1977 . Transformative for the field of optical imaging of neuronal activity was the conception of GECIs (Miyawaki et al. 1997 , Nakai et al. 2001 . The advent of these novel probes allowed advanced optical microscopy methods such as 2p excitation fluorescence microscopy (Denk et al. 1990 , So et al. 2000 to be used to their full potential, allowing to record neuronal activity at cellular to sub-cellular resolution at tissue depths up to about 1mm, comparable to the thickness of the mouse cortex (Chen et al. 2013 , Mao et al. 2008 ). In the past decade, the number of new tools and technologies has soared, with an exponential increase over the last five years, in part fueled by interdisciplinary ventures such as the Brain Research through Advancing Innovative Neurotechnologies (BRAIN) Initiative (Insel et al. 2013) as well as other initiatives (Yuste & Bargmann 2017) . Today, whole-brain functional imaging of small organisms such as C. elegans (Schrödel et al. 2013) or zebrafish larvae (Ahrens et al. 2013 , Prevedel et al. 2014 have been demonstrated, and current developments are aimed at large-scale recording and interrogation of mammalian brains with ever-increasing neuronal population size.
The aim of this review is to provide an overview of the various microscopy techniques for Ca
2+
imaging, that are available today, from a conceptual point of view while providing guidelines for biological users which allow them to identify the most-suited techniques for their particular biological questions and context. While we have limited ourselves to only optical methods for Ca 2+ imaging in this review, a number of the discussed tradeoffs also apply to optogenetics (Boyden et al. 2005 , Nagel et al. 2002 , Vaziri & Emiliani 2012 , Zhang et al. 2007 ) and optical voltage imaging (Xu et al. 2017) .
General microscopy concepts and considerations
To gain access to the full level of information that a brain represents at any given moment in time, a method capable of capturing the activity of every single neuron with adequate temporal and synaptic resolution over the entire brain would be required. It would need to allow for non-invasive recording in mammalian brains over extended periods of time, typically on the order of hours as needed for behavioral studies, and for a number of sessions over several weeks to months. Figure 1 gives an overview of some numerical values of the key anatomical features for the brains of traditionally used model systems, and it illustrates the order of magnitude differences in neuron numbers, synapses or brain volume, that imaging methods must cover. While none of the currently available techniques is able to achieve these requirements at the same time, a plethora of tools, especially various microscopy approaches, have emerged over the recent years aimed at addressing this grand challenge at different levels. In particular, volumetric microscopy methods have been shown to achieve single cell resolution -and in some cases synaptic resolution -at acquisition rates comparable to or faster than the average rate of activity of cortical neurons.
The anatomical properties ( Fig. 1 ) define the required spatial and temporal resolution, however, they also establish the sparsity in time and space, within which methods need to operate, but also what they can actively exploit to relax some of the optical constraints. Key parameters of an imaging modality are its spatial resolution, the acquisition speed and the volume size it can record from. These parameters are linked and further determined by biological and technical limitations: When imaging in a transparent medium, the NA and the wavelength λ determine the spatial resolution, d = λ/(2NA) (Weisenburger & Sandoghdar 2015) . In diffraction-limited imaging, the spatial resolution d, the size of the acquisition volume V, and the number of acquired voxels n per time unit determine the volume rate. Neglecting any overhead due to technical limitations, the number of acquired voxels per second is n = M /∆t, where ∆t is the voxel dwell time and M is the multiplicity of the acquisition, that is the number of voxels recorded in parallel. To avoid acquisition crosstalk and obtain optimal signal per voxel in fluorescence imaging, the dwell time ∆t must be longer than the fluorescence lifetime, which is the time the fluorophore spends in the excited state before emitting a fluorescence photon, typically on the order of a few nanoseconds. Besides this fundamental limit, properties of the sample and the used fluorophore, such as fluorophore concentration and quantum yield, limit the dwell time in a more practical fashion in the required SNR.
A limiting factor for all imaging modalities is photodamage: One source of damage is related to the average amount of power that is deposited into the tissue causing tissue heating. Onset of damage has been observed at temperatures above 40
• C in the mammalian brain (Podgorski & Ranganathan 2016) . At the same time it has been shown that cranial windows and immersion water can lower the superficial brain temperature to 32
• C (Kalmbach & Waters 2012) . The maximum average laser power for which heating will be non-detrimental depends on the illuminated volume, the size of the window and imaging depth, as well as the thermal properties of the brain tissue and the vasculature. For 2p in vivo imaging in the mouse brain, average laser powers of about 250 mW have been used without observation of damage as reported by immunohistochemistry (Podgorski & Ranganathan 2016 , Prevedel et al. 2016 . Another possible source of damage is nonlinear photo-damage which is caused by nonlinear tissue absorption, intracellular dielectric breakdown or possible plasma formation due to high peak intensities (Hopt & Neher 2001 , Koester et al. 1999 . Reported damage thresholds for non-linear photo-damage are~20 nJ/µm 2 (Hopt & Neher 2001) , which corresponds to~10 mW in a diffraction-limited focus of a standard 80-MHz titanium sapphire oscillator. Any limitations in the employable average power or peak intensity affects the available signal or SNR and has, in turn, an influence on reachable depth or acquisition speed.
Since the discussed tissue heating and photodamage mechanisms restrict the maximum average power and peak intensities that the issue can tolerate, they also indirectly restrict the multiplicity M, the number of voxels that are simultaneously recorded at each time point. Furthermore, when imaging in scattering tissue while using a 2D detector array such as a camera, the ability to distinguish nearby voxels degrades with increasing depth due to scatter-induced crosstalk between neighboring voxels, setting another limit on the practically utilizable multiplicity M. These sets of relations and interdependencies between the fundamental imaging parameters and condi- Figure 1 : Overview of numerical values for the key anatomical parameters of the nervous systems /brains of traditionally used model organisms in neuroscience. The table illustrates the order of magnitude differences in neuron numbers, synapses, and brain volumes that imaging methods need to cover. Numbers based on (White et al. 1986 ): C. elegans, (Naumann et al. 2010) : zebrafish larvae, (Gouwens & Wilson 2009 , Rein et al. 2002 : drosophila, (HerculanoHouzel et al. 2006 , Howarth et al.2012 , Kovacevic 2004 , Simpson 2009 ): mouse, (Braitenberg & Schüz 1998 , Buzsaki &Mizuseki 2014 , Herculano-Houzel et al. 2006 , Martin et al. 2010 , Sahin et al.2001 : rat, (Buzsaki & Mizuseki 2014 , Herculano-Houzelet al. 2007 ): marmoset.
tions, within which samples can be imaged, shows that there is no single ideal method. Each system or biological question brings a different set of conditions, challenges and opportunities.
Molecular indicators for optical readout of neuronal activity
Fluorescence is a key contrast mechanism in biological imaging due to the diversity of labeling strategies that it offers, its high contrast, sensitivity, and the possibility to obtain cell type specific labeling when genetically expressible fluorescence labels are used. In the case of functional imaging, neuronal activity is either directly or indirectly translated into the modulation of a fluorescence signal by a molecular sensor. A dramatic advance for functional fluorescence imaging was the advent of GECIs in the beginning of the 2000s (Miyawaki et al. 1997 , Nakai et al. 2001 . GECIs revolutionized functional neuronal imaging for several reasons: The most recent generation of GECIs provide superb SBR (Chen et al. 2013 ) which has enabled recording of neuronal activity at several hundreds of microns in the scattering rodent tissue in vivo. Additionally, they offer genetic targeting, allowing for recording of activity from specific neuronal cell types. Finally, they also allow for a diverse range of delivery strategies. Viral transduction strategies through e.g. lentiand adeno-associated viruses (Dittgen et al. 2004 , Tian et al. 2009 ) including systemic delivery approaches , Foust et al. 2008 , Shimogori & Ogawa 2008 , as well as methods for genomic integration of the transgenes and generation of transgenic animals (Ji et al. 2004 , Tallini et al. 2006 , Zariwala et al. 2012 ) are now being routinely used (Grienberger & Konnerth 2012) .
The Ca 2+ reporter GCaMP was created by fusing a GFP to calmodulin, a Ca 2+ binding protein, such that a conformational change modifies the chemical environment of the chromophore upon Ca 2+ binding. Thus, neurons expressing GCaMP show a weak fluorescence signal when they are inactive and become brightly fluorescent upon onset of neuronal activity due to the influx of Ca ions. Ca 2+ reporters have been continuously improved in brightness, response time, fluorescence modulation or binding affinity (Akerboom et al. 2012 , Chen et al. 2013 , Nagai et al. 2004 , Tian et al. 2009 ). The currently widely used version GCaMP6f is one of the fastest Ca 2+ indicators with a decay time of~140 ms and is still very bright with a strong fluorescence modulation of ~20 % for a single action potential (Chen et al. 2013) .
All Ca 2+ imaging techniques share some fundamental limitations due to the fact that they are a second messenger for the membrane depolarization (Lin & Schnitzer 2016) . The time scale of the fluorescent signal in Ca 2+ imaging is dictated by diffusion, Ca 2+ buffering and cooperativity. Their reaction is about two orders of magnitude slower than the time scale of an action potential which results in inaccuracies and variabilities in spike timing and response characteristics. The Ca 2+ signal also saturates during bursts of activity, limiting the maximal fluorescence modulation to~200 %. Furthermore, GECIs typically cannot report any membrane hyperpolarization or subthreshold voltage changes (Lin & Schnitzer 2016) .
Thus, parallel efforts are aimed at the development of genetically encoded voltage indicators (GEVIs) as a direct reporter of the membrane polarization dynamics. Currently, GEVIs do not provide the same activity contrast ratios as GECIs, but they are able to capture neuronal signals with~10 ms time resolution (Chamberland et al. 2017 , Hochbaum et al. 2014 . We expect that their further development will lead to a synergetic impact with the technological progress on the microscopy side as discussed in this review.
Computational signal extraction and computational imaging
The steep increase in computer processing power over the past decades enabled the emergence of computational imaging methods where computation becomes an integral part of the imaging process. In a range of computational imaging strategies, any form of prior knowledge about the sample or the experimental instrumentation is used to enable or enhance the capabilities of the imaging system. Examples include statistical tools such as independent component analysis (ICA) (Mukamel et al. 2009 ) or nonnegative matrix factorization (NMF) techniques (Pnevmatikakis et al. 2016 ) that have been shown to allow the extraction and de-mixing of neuronal signals even when they are overlapping in space or time. While ICA is a linear de-mixing method, nonlinear, NMF-based techniques allow for a better de-mixing in the case of strongly overlapping sources (Pnevmatikakis et al. 2016) . NMF makes use of the fact that spatiotemporal activity can be approximated as the product of a spatial matrix containing the location of each neuron and a temporal matrix representing their activity. When seeded or informed by prior knowledge about the location of neurons, such an approach can de-mix neuronal signals stemming from deep inside scattering tissue even when combined with wide-field detection, as recently demonstrated in combination with LFM by the technique of seeded iterative de-mixing (SID) (Nöbauer et al. 2017) .
In general, computational deconvolution and reconstruction methods can reduce the burden on the optics or generally the demands on instrumentation (Friedrich et al. 2017) . Extrapolating from the current trends that point towards an ever-increasing complexity of the imaging apparatus, the use of computational imaging and other tools to relax the constraints on the instrumentation are expected to become increasingly important and an integral aspect of future optical engineering efforts.
Categorization of current microscopy methods used for Ca 2+ imaging
Current techniques for Ca 2+ imaging can be broadly categorized according to their degree of parallelization of acquisition and whether the acquisition is unbiased or prior-based as the obtainable acquisition speeds and the applicability of the various methods to different scattering properties of the sample are determined by them (Fig.  2 ). In addition, there are currently several strategies and emerging techniques for optical recording at greater depths, which we will discuss in this section and describe their advantages and limitations.
Mode of acquisition: Parallel versus
sequential In a sequential acquisition, a focal spot is scanned across one or more dimensions in space to cover the entire volume. In a parallel acquisition mode, a certain number or all voxels are recorded simultaneously.
Based on this definition, a range of techniques exists that share some degree of parallelization with some degree of sequential acquisition (Fig 2) . In fully sequential techniques such as diffractionlimited point scanning, the location of the signal is determined by the instantaneous position of the excitation beam. Consequently, a point detector can be used that collects emitted fluorescence photons irrespective of the path on which they reach the detector. Thus, fully sequential acquisition techniques, and to a lesser extent partially sequential techniques, provide robustness towards scattering and are therefore well-suited for deep tissue imaging. They typically also deposit only a small amount of energy per time unit in the sample which reduces or avoids the risk of tissue damage. Yet, this comes at the cost of a reduced time resolution. A parallelized acquisition mode based on a detector array or a camera allows for higher volume rates, but, depending on the scattering properties of the tissue, at the cost of potential scatter-induced crosstalk between neighboring camera pixels. Furthermore, the deposited average power and the potential risk for tissue damage increases with the degree of paralleliza-tion.
Sequential acquisition:
The most basic fully sequential technique for 3D imaging using point scanning is confocal LSM (Pawley 2006) , Fig. 2a . Confocal microscopy is rarely used for in vivo imaging in scattering brains due its low efficiency to collect emitted fluorescence photons and level of fluorophore bleaching. As a result, the application of some of its variants such as confocal spinning disk microscopy has been limited to small and semi-transparent organisms such as C. elegans (Kato et al. 2015) .
A prominent technique for functional imaging using point scanning is 2p LSM (Denk et al. 1990 , So et al. 2000 . Here, the absorption of two lowerenergy photons is necessary for the fluorophore to be able to emit fluorescence. This means that the 2p absorption probability depends on the light intensity in the focal spot squared. To reach the necessary peak intensities for 2p fluorescence excitation, pulsed femtosecond lasers are typically utilized. The nonlinearity in the excitation comes with another benefit: Only fluorescent molecules in the laser focus experience a sufficient intensity for 2p excitation and subsequent fluorescence emission. This results in a significant reduction of the out-of-focus fluorescence and thereby an increase in the SNR and SBR while minimizing photobleaching outside of the focus. 2p excitation is also beneficial for a deeper penetration of the excitation light owing to the lower absorption of tissue in the NIR region of the spectrum and because the scattering intensity approximated by Mie scattering scales as~1/λ
4 . An additional design consideration when using ultrafast laser pulses for excitation in both scattering and transparent tissue is pulse broadening due to dispersion which reduces the fluorophore excitation probability and therefore the SNR (Trebino & Zeek 2000) .
Although 2p microscopy has enabled a wide range of studies in scattering brain tissue, primarily in rodents, during the past two decades, its low speed has limited neuroscience studies to planar recordings, even with fast resonant scanning schemes (Kerr & Denk 2008) .
One way to increase the speed is to introduce multiplicity in the acquisition. This can be done by scanning across the volume with multiple beams simultaneously, a technique termed temporal multiplexing (Amir et al. 2007 , Cheng et al. 2011 , Stirman et al. 2016 . Here, the excitation laser beam is divided into multiple beamlets, which are delayed with respect to each other, and then are used for simultaneous excitation and recording in different lateral or axial positions in the imaging volume (Fig. 2b) . While a single point detector such as a PMT is used, it is possible in this scheme to distinguish the fluorescence signal from different spatial regions by their different arrival times at the PMT. Four-times multiplexing schemes have been demonstrated, in which the degree of multiplicity was limited by the typical 80 MHz laser repetition rate of a titanium sapphire oscillator, corresponding to a 12.5 ns inter-pulse interval, and the fluorescence lifetime which is on the order of a few nanoseconds (Cheng et al. 2011) . Using this approach, multiplane diffraction-limited imaging over a FOV of 400 x 400 µm has been shown for four planes at a rate of 60 fps over an axial range of less than 100 µm (Cheng et al. 2011 ). In the above scheme, the required average power scales linearly with the number of multiplexed beams, so that photodamage due to tissue heating ultimately limits the multiplicity that can be practically achieved using this technique. This method is also not easily scalable as the complexity of the optical setup increases with the multiplicity. Another approach to increase the volumetric recording speed in sequential imaging is to optimize and adapt the spatial resolution and sampling frequency to the structure of interest (Fig.  2c) . Since the average size of neuronal cell bodies in mammalian cortex (~10-20 µm) is more than ten times larger in diameter than a diffractionlimited focus, spatial resolution can be traded for speed, allowing recording of neuronal signals from larger populations at a higher speed while maintaining single-cell resolution, and depending on excitation depth can allow for a higher SNR at the same average power. Fundamental constraints from optics do not allow an arbitrarily shaped excitation PSF when a Gaussian beam is Figure 3 : Overview of the categories and key imaging properties of the available techniques for functional optical imaging, and their strengths and limitations. The modalities are categorized based on the acquisition mode(fully sequential, 1D parallel, 2D parallel and 3D parallel) and sampling strategy (unbiased/prior-based sampling). The key imaging properties, acquisition speed, scattering compatibility, suitability for awake imaging(including susceptibility to motion artifacts), photodamage, optical access, and scalability of the method, are rated with ++ (best, green), + (green), 0 (yellow), − (red), −− (worst, red). Example references for the techniques are provided. used. In particular, isotropic resolution cannot be achieved with a Gaussian beam because of the intrinsic coupling of the lateral (d ) and the axial (z ) confinement of excitation in a Gaussian focus, z~d 2 (Fig. 4a,b) . Using light sculpting based on TeFo (Oron et al. 2005 , Zhu et al. 2005 , this issue can be addressed: The spectrum of a femtosecond laser pulse is spatially dispersed by using a grating. Imaging the spot on the grating onto the sample with a telescope that consist of the microscope objective and a lens, results in a configuration where the spectral components of the laser pulse overlap in time and space only within a small axial region in which 2p excitation can occur. Thereby, axial sectioning can be achieved independently from the lateral size of the excitation spot through dispersion and, thus, an effective de-coupling of the axial and lateral confinement of excitation can be realized (Fig. 4c) . In our laboratory, we have used scanned TeFo (s-TeFo) to shape the 3D PSF of our microscope nearisotropically to match the required size to sample neuronal cell bodies in mouse cortex (~10-15 µm) (Prevedel et al. 2016) . To generate sufficient pulse energy for exciting the~100 times larger spot, a fiber amplified laser system was used. We have shown that s-TeFo enabled unbiased singleand dual-plane high-speed (up to 160 Hz) Ca
2+
imaging as well as in vivo volumetric Ca 2+ imaging of a mouse cortical column (0.5 mm x 0.5 mm x 0.5 mm) at single-cell resolution and fast volume rates (3-6 Hz). An advantage of this approach is that the peak intensities are lower because of the larger spot size, which is beneficial for preventing nonlinear tissue damage. On the other hand, the larger spot size requires a higher average power, so that s-TeFo operates closer to limits imposed by heating, even though no detrimental effects due to sample heating as reported through immunohistochemistry were observed under the above conditions. Finally, the reduced spatial resolution can be compensated by using computational signal extraction approaches to reduce possible mixing of neuronal signals (Friedrich et al. 2017 , Pnevmatikakis et al. 2016 .
1D parallel acquisition:
A possibility to reduce the sequential scanning to two dimensions is scanning a line along the lateral or axial dimension instead of a focal spot across the volume. One way is to generate a line, which is scanned across the volume while the fluorescence signal is being recorded using an array detector, e.g. a camera (Fig. 2d) . In this case, crosstalk due to scattering of the fluorescence light from neighboring pixels in the parallel readout limits the spatial resolution and the reachable imaging depth. To improve this, the synchronization of a line-shaped illumination with the rolling shutter readout of modern CMOS cameras can be exploited (Baumgart & Kubitscheck 2012 , Spiecker 2011 . Our laboratory has demonstrated the full potential of this method by combining the line-scanning acquisition scheme with light sculpting using TeFo (Rupprecht et al. 2015 ). We could demonstrate high-speed planar imaging of 200 x 200 µm FOV at 75 fps down to a depth of 75 µm in scattering brain tissue. By optimizing the rolling shutter width, scattering effects could be reduced by about a factor of three.
TeFo based excitation is part of the general category of PSF engineering. Another instantiation of PSF engineering are axially elongated PSFs. They have been shown to enable simultaneous recording along the axial direction and thereby reducing the scanning to a 2D planar fashion (Fig.  2e ). An example of such a technique uses Bessel beams which are generated by an annular pattern in the back-focal plane; the resulting interference of plane waves at a shallow angle produces an axially elongated focus (Fig. 4d) . Bessel beams have been applied to 2p Ca 2+ imaging in brain slices (Botcherby et al. 2006 , Thériault et al. 2014 and recently also to volumetric in vivo functional imaging (Lu et al. 2017) . In the latter implementation, the neuronal sparsity in the brain volume was exploited to ensure minimal structural overlap in the 2D projection. Neural activity could be monitored at volume rates equivalent to the 2D frame rates, achieving up to 30 vol/s for ã 250 x 250 x 100 µm volume at depths down tõ 160 µm in zebrafish larvae and fruit fly, as well as scattering mouse and ferret cortex. Bessel foci have a stronger lateral confinement than Gaussian beams in the central peak for the same NA -but the redistribution of power into the side rings requires higher average power, in practice about 3-4 times more in the case of 2p excitation (Lu et al. 2017) , and the fraction of power in the side rings becomes larger with increasing NA. This is one of the limitations of this approach as it leads to a high fluorescence background when a one-photon excitation strategy is used and to an increased level of tissue heating in 2p excitation. Furthermore, both practical limitations in the achievable aspect ratio of the focus and the increased mixing of neuronal signals from different planes, as the Bessel beam's axial length is increasing, restrict the accessible axial range of this approach.
An interesting approach where a different type of engineered PSF was used is vTwINS (Song et al. 2017) . Here, a volume was imaged using an elongated, V-shaped PSF (Fig. 2f) . Such a PSF can be generated by impinging two small converging beams displaced from the optical axis onto the back-focal plane of the microscope objective (Fig. 4e) . Due to the V-shaped focus, single neurons appear as spatially separated pairs in the resulting projection where the distance between the projections encodes for the axial position in the volume. Thereby, volumetric recordings from 550 x 550 x 50 µm at a speed of 30 vol/s could be demonstrated. A disadvantage of this technique is the increased background due to the V-shaped PSF. Moreover, in this technique, the extent of the axial range is limited as the success of decoding axial positions from the projection images relies on sparsity, and thus restricts its application to superficial volumes.
2D parallel acquisition:
To further reduce scanning, 2D parallel acquisition schemes record 2D images using a camera while illuminating only a thin slice of the sample volume orthogonally to the direction of observation ( Fig. 2g) (Huisken et al. 2004 , Voie et al. 1993 . These techniques are generally referred to as SPIM or 'light sheet' microscopy while there are also other names for the different realizations of this general idea (Santi 2011). SPIM comes in various flavors that differ in the exact optical arrangement, how the light sheet is generated and how the signal is acquired. It has been used to record the activity of the entire brain volume of zebrafish larvae at~1 Hz, capturing the activity of the majority of all neurons at single-cell resolution (Ahrens et al. 2013 ). The latest versions of SPIM demonstrated Ca 2+ imaging of the zebrafish brain with 420 x 830 x 160 µm FOV at 33 vol/s and cellular resolution which is more than an order-of-magnitude improvement in volume rate (Quirin et al. 2016) . The light sheet is typically generated using a cylindrical lens. While the lateral resolution is determined by the wide-field detection optics, the axial resolution is dictated by the thickness of the light sheet. However, a thin, high-NA light sheet diverges rapidly limiting the FOV. An alternative is to generate the light sheet using a scanning Bessel beam; 2 µm axial resolution over a span of~600 µm has been demonstrated in the context of vasculature imaging in zebrafish . There are implementations of SPIM with both one-photon and 2p excitation; an advantage of SPIM with onephoton excitation is that the required excitation powers are much lower compared to 2p excitation.
However, one-photon excitation is limited to nonor weakly scattering tissue because the scattering of the illumination beam strongly degrades the illumination light sheet and impairs the spatial resolution. The combination of 2p excitation and SPIM allowed an increased SNR for imaging in weakly scattering tissue (Truong et al. 2011 , Wolf et al. 2015 . Another restriction is the fact that SPIM requires optical access from at least two orthogonal sides, in the case of opposing light sheets even more (Lemon et al. 2015) , to project the excitation light sheet into the sample. The dual-objective geometry limits biological applications to organisms such as zebrafish larvae where optical access from different sites is possible, and the organism needs to be immobilized making it incompatible with behavioral studies.
Another technique that is based on the concept of SPIM but requires optical access from only one direction is swept confocally-aligned planar excitation (SCAPE) (Bouchard et al. 2015 , Kumar et al. 2011 . Here, an angled, swept light sheet is used for excitation, and the detection is through the same single microscope objective (Fig. 2h) . A confocal de-scanning and rotation mapping is used to capture the scanned plane with a camera achieving a volume rate of 10 vol/s for a FOV of 600 x 650 x 135 µm in scattering mouse brain. As a one-photon modality, also SCAPE has a limited penetration depth in scattering tissue.
One way to overcome the constrained sample geometry of conventional LSM is to use 2p excitation and light sculpting to introduce optical sectioning for wide-field fluorescence imaging in epiconfiguration (Fig. 2i) . Our laboratory demonstrated wide-field TeFo where a disc-shaped excitation area of~75 µm diameter with an axial confinement of~2 µm was generated, and then axially scanned (Schrödel et al. 2013) . Using this approach, we could for the first time demonstrate whole-brain volumetric imaging in C. elegans by recording from 75 x 75 x 40 µm at 13 vol/s. A 10 kHz-repetition rate laser system was used to provide the required higher peak pulse energies of 2 µJ at the sample for the wide-field excitation (20 mW average power). Since the required average laser power scales linearly with the excitation area, ultimately damage due to heating poses a limitation to this technique.
3D parallel acquisition:
A fully parallel acquisition modality captures an entire volume in a single acquisition. This requires the ability to map simultaneously all axial information onto a single lateral plane that can then be imaged in a parallel fashion.
One way to realize that experimentally is to image different focal planes simultaneously using different cameras or different regions of a single camera, which has been applied to functional imaging in C. elegans using nine focal planes (Abrahamsson et al. 2016) (Fig. 2j) . In this one-photon excitation realization, a volume of 40 x 40 x 18 µm was imaged at 3 vol/s and diffraction-limited resolution. Custom diffractive optical elements are required to split the focal planes and to correct for spherical and chromatic aberrations. While this approach does not require any computational reconstruction, the increasing complexity of the optical system with more focal planes puts a practical limitation on the accessible volumes. A major limitation of this type of multifocal microscopy is the lack of optical sectioning; as a consequence, both SNR and SBR are compromised by out-offocus fluorescence and because the fluorescence signal is split over the number of focal planes.
Another technique for simultaneous 3D imaging is LFM, which captures both the 2D location and the 2D angular information of incident light at the same time (Levoy et al. 2006 , Lippmann 1908 . A great advantage of LFM is that it is fully scalable since the volume rate is fundamentally independent of the volume size and only determined by the number of pixels and readout rate of the camera. To realize LFM, a microlens array is placed in the native image plane such that the camera pixels can capture the rays of the light field simultaneously (Fig. 2k) . Thus, the PSF encodes for the angular and, in consequence, the axial information, and 3D volumes can be computationally reconstructed using algorithms that solve the inverse problem (Agard 1984 , Broxton et al. 2013 . In our laboratory, we have shown the application of LFM for whole-brain Ca 2+ imaging in small organisms like C. elegans and zebrafish larvae (Prevedel et al. 2014) . Recently, other variants of LFM have also been used to demonstrate whole-brain Ca 2+ imaging of freely swimming larval zebrafish (Cong et al. 2017) and Drosophila (Aimon et al. 2017) .
4D phase-space measurements, as done by LFM, contain a high redundancy in the information on the 3D location of an object, resulting in a strong robustness against scattering compared to other camera-based wide-field techniques (Liu et al. 2015) . By using a computational approach termed Seeded Iterative Demixing (SID), our laboratory could extend the capabilities of LFM to mammalian cortex and show large-volume functional recording in awake, behaving mice (Nöbauer et al. 2017) reaching 30 vol/s at single cell resolution for volumes as large as 900 x 900 x 260 µm and at depths down tõ 380 µm. It is noteworthy that the signal extraction using SID considerably reduces crosstalk between voxels compared to frame-by-frame image reconstructions. Furthermore, SID reduces the computational cost by about three orders of magnitude.
An advantage of the one-photon excitation as used in LFM is the low level of required average power minimizing potential tissue damage. A limitation of LFM is its reduced spatial resolution as the microlens array trades lateral resolution for the axial information, albeit potential signal mixing can be addressed by computational approaches. The ultimate depth limit in LFM-based methods is given by multiple scattering events that will lead to a full loss of any directional information of the emitted fluorescence photons and is expected to be in the range of~400-500 µm in the cortex.
Sampling strategies: Unbiased versus
prior-based All imaging modalities discussed above are based on an unbiased sampling strategy. This means that they treat every voxel of the volume in the same way -regardless if it contains a neuron or not. If prior knowledge on the specific neuron locations is available, a deterministic, sparse sampling strategy can be used, which will reduce the required samples to the theoretical minimum of one sample per neuron within the volume per time unit. In cases where prior knowledge on only average properties of the sample such as the sparsity is available, the number of spatial samples can be reduced by a probabilistic approach.
One class of Ca 2+ imaging that exploits spatial sparseness and uses prior knowledge on neuronal positions is RAM (Fernández-Alfonso et al. , Katona et al. 2012 , Reddy et al. 2008 . In this modality, fast scanners, such as AODs, are used to access points in 3D that are known to contain neurons or neuronal processes along arbitrary trajectories in the volume (Fig. 2l) . By only recording at the a-priori known locations of the neurons, acquisition rates up to~50 points per kHz can be achieved. A technical issue is that AOD scanners have diffraction efficiencies of~80-90%. Since multiple (up to 4) AODs are used for a full 3D RAM, this results in low power efficiency. Moreover, AODs can only be used for small scan angles, typically on the order of a few degrees, limiting the FOV; and they also introduce strong dispersion up to 72,000 fs 2 (Katona et al. 2012 ). Furthermore, the use of AODs puts limitations on using multiple excitation wavelengths. A fundamental disadvantage of RAM is its higher susceptibility to sample motion which makes its application in awake, behaving animals difficult.
Another class of techniques using prior spatial information are holographic techniques. They typically generate multiple spots at arbitrary locations within the volume. In one realization, a spatial light modulator in combination with traditional galvanometric scanners has been used to simultaneously image multiple areas or alternatively up to three axially separated layers within the sample , Fig. 2m . This was done by the spatial light modulator generating multiple beamlets that are then scanned across the FOV via the scanners. The fluorescence signal is detected by a PMT which results in an image that is effectively a super-position of individual images stemming from the different beamlets. To de-multiplex the signals, prior knowledge of the neuron locations, the time-sparsity in their activity as well as a constraint non-negative matrix factorization algorithm can be utilized. In practice, the number of planes in this approach is limited by the available laser power and, more fundamentally, by the neuronal sparsity. Furthermore, the separation between planes needs to be more thañ 5 times the size of the axial PSF to avoid decreased optical sectioning and signal mixing.
Another holographic approach, called volume projection imaging (VPI), uses an SLM to simultaneously excite neurons at locations which are a-priori identified from a conventional 2p LSM image stack (Quirin et al. 2014) . Using a custom imaging system that employs a phase mask in the imaging path, the PSF is modified such that the image of each neuron becomes independent of its axial position. Thus, the neurons can be projected onto a single plane without out-offocus blur of the PSF and recorded on a camera (Fig. 2n) . This approach has been used to demonstrate simultaneous 3D imaging within 280 x 270 x 110 µm at 30 vol/s in zebrafish. As with all techniques relying on spatial priors, difficulties arise with motion during the acquisition in awake, behaving animals. Furthermore, prior knowledge must be available, most likely by using a correlative technique which might not always be possible.
Optical recording at greater depth
In the case that there is no or only weak scattering, our above considerations regarding spatial resolution and acquisition speed are universally applicable to all sample locations. In the presence of scattering and absorption this is no longer true.
In general, the maximally obtainable imaging depth z in optical microscopy is limited by the scattering length l in the medium, because the excitation intensity is attenuated as I = I 0 exp(-z /l ). In brain tissue, scattering is forward directed with an anisotropy factor g~0.9, resulting in photons that maintain some directional information even after a few scattering events (Ntziachristos 2010) . The scattering length in brain tissue is~50-100 µm in the visible part of the spectrum and~100-400 µm in the NIR. Since available fluorescent indicators have absorption and emis-sion wavelengths in the visible part of the spectrum, single-photon excitation techniques are limited to a few hundred microns in practice; for certain NIR wavelengths a few millimeters can be reached. In 2p microscopy, the visible indicators can be excited with NIR light which can penetrate deeper into scattering tissue. Secondly, the SBR in 2p microscopy is significantly higher at greater depths since 2p microscopy achieves a high localization of excitation and an effective suppression of out-of-focus fluorescence.
However, as fewer photons reach the focal volume with increasing tissue depth due to scattering, higher photon densities will be required at the tissue surface to maintain the same level of SBR, which will contribute to the background signal. This will eventually limit the achievable depth in 2p microcopy. One way to achieve high SBR even at greater tissue depths is to use 3p excitation. Here, the higher degree of nonlinearity in the interaction allows for a higher SBR compared to 2p microscopy since the SBR in 3p excitation is given by (Horton et al. 2013 ). 3p excitation is also beneficial because the excitation wavelengths for the available green and red Ca 2+ indicators lie within transparency windows of brain tissue where absorption and scattering is reduced, allowing to reach imaging depths beyond one millimeter. Recently, functional imaging of hippocampal neurons at a depth of~1 mm through the intact mouse cortex has been demonstrated using 3p excitation (Ouzounov et al. 2017) . Since the 3p excitation cross-section of fluorophores (~10 −82 cm 6 s 2 / photon 2 ) is considerably smaller than the 2p equivalent (~10 −49 cm 4 s / photon), the 3p signal is more strongly affected by dispersion and the associated pulse broadening as well as scatterinduced reduction of photon density at the excitation spot (Horton & Xu 2015) . As a result, about one order of magnitude higher pulse energies are necessary in practice to produce a comparable signal level in 3p compared to 2p excitation which, in turn, has to be considered in terms of tissue heating (Wang et al. 2017) .
An alternative approach is to alleviate the underlying issue instead of avoiding it: When enough information about the scattering process is available, one can account for scattering using a corrected wave-front (Vellekoop & Mosk 2007) . Wave front-shaping techniques accomplish this by inverting the corresponding scattering matrix (Conkey et al. 2012 ). This can be done by using a fluorescent object of a known size, referred to as a guide star, and various types of algorithms that infer the tissue-induced aberrations from the recordings of the guide star and use that information to shape the wave front of the excitation beam such that it counters the effects of aberration at the focal plane. Different methods using various types of algorithms and guide stars have been demonstrated to implement the general idea above (Horstmeyer et al. 2015) . This includes photo-acoustic techniques (Lai et al. 2015) , the intrinsic 2p fluorescence signal (Katz et al. 2014) , or by focus scanning holographic aberration probing (F-SHARP) (Papadopoulos et al. 2016) . The required correction patterns for the wave front are usually computed in an iterative fashion and applied to the excitation beam via amplitude or phase wave-front shaping using a spatial light modulator (SLM) or a digital micromirror device (DMD). The technical challenge in these methods is that the wave-form correction is only valid for a small FOV within the memoryeffect range of the scattering medium, which is several tens of microns in brain tissue. Thus, large FOVs would have to be tiled from individually corrected smaller FOVs. This means that a large number of corrections have to be computed for many sub-volumes, and they also need to be applied fast enough while imaging. Furthermore, in case of in vivo imaging, the correction is only valid for a time period until the scattering channels have de-correlated due to tissue physiology and vasculature or tissue deformation, for which values on the order of 20 minutes have been reported (Papadopoulos et al. 2016) . When aberration correction methods are used in combination with Ca 2+ imaging, these effects either impact the volume rate or the volumetric FOV at which neuronal population recording can be practically realized.
How to choose a microscopy method?
In the following section, we provide guidance for navigating the main microscopy techniques which have emerged over the recent years, and for choosing the suitable method for a particular application. Assuming that the goal is to achieve the highest possible neuronal sampling rate for a given volume size, a maximally parallel acquisition strategy -within the limits set by photo-induced, compatible with the tissue scattering properties -that is only as sequential as necessary, should be used. Neurons or neuronal processes should be spatially sampled as sparsely as possible and as densely as necessary. If we assume that it is desired to access the largest possible volume at the highest possible acquisition speed, imaging modalities with a high degree of parallelization should be chosen if the tissue exhibits no or a low level of scattering. In the presence of scattering and depending on the desired imaging depth, the methods of choice will be dominated by techniques with an increasing level of sequential acquisition. Figure 5 provides a summary of the most widely used microscopy techniques and their corresponding areas of application. For instance, unbiased imaging methods should be chosen for in vivo applications where significant sample motion is to be expected such as in freely behaving or awake head-fixed animals performing a motor tasks. In contrast, when sample motion is limited or knowledge about neuronal positions can be readily obtained, prior-based sampling is preferred as it reduces the number of sampled voxels and thereby increases the acquisition speed or the imaging volume. Another factor, as briefly discussed above, is the degree of tissue scattering and recording depth. In general, sequential methods, in particular 2p or multi-photon excitation, are preferred in scattering tissue at the cost of reduced acquisition speed. Methods using array detectors such as cameras can be faster but are limited by scattering and therefore more suited for non-or weakly scattering samples. LFM-based methods in combination with computational source extraction can considerably push the reachable depths for camera-based modalities in scattering tissue (Nöbauer et al. 2017) .
Future developments
From the above discussions, it becomes clear that there is a unique set of conditions and parameter space, within which each of the microscopy techniques operate optimally. Thus, generally, hybrid methods can be expected to cover a broader application space, since they have the potential to combine advantages from multiple complementary techniques. Moreover, there are several frontiers for hardware improvement which mutually contribute to the ability to image larger volumes at faster acquisition rates. In the following, we will briefly discuss recent progress for faster scanners in LSM, cameras for parallel recording modalities and laser technology.
A major limitation of the acquisition rates in LSM methods is speed of the beam scanning. When using mechanical scanning, the inertia is usually the limiting factor. This becomes particularly limiting in the case of axial scanning by moving the microscope objective. Thus, a strategy when using mechanical scanning is to reduce inertia by minimizing moving masses. For instance, axial scanning of a heavy microscope objective can be prevented by employing remote scanning approaches (Botcherby et al. 2008) , based on scanning a light-weighted mirror via a voice coil (Rupprecht et al. 2016 , Sofroniew et al. 2016 , by using electro-tunable lenses (Chen et al. 2016 , Grewe et al. 2011 , electro-wetting lenses, or ultrasound (TAG) lenses (Kong et al. 2015) . One way to increase the lateral scanning speed is to replace the commonly used combination of a resonant galvanometer scanner, which can achievẽ 16 kHz line scan rates, and a galvanometer scanner with polygonal scanners (Bouchard et al. 2015 , Li et al. 2017 , or a combination of two resonant scanners that have a fixed phase relation and can be used to scan on a Lissajous trajectory (Newman et al. 2015) . A variety of other technologies have been used for either lateral or axial scanning, including AODs (Grewe et al. 2010) , electro-optic deflectors (Schneider et al. 2015 ), and all-optical scanning (Wu et al. 2017) . In the case of parallel recording, ever-faster sensor arrays with larger number of pixels, faster read-out speed, and better light sensitivity are becoming available. Progress in these technical areas will further catalyze upscaling and the development of novel optical techniques.
The possibility to record at increasing volume rates over larger FOVs at sufficient SNR goes hand in hand with progress in the illumination sources. We believe that novel laser sources that can provide high pulse energy with adjustable repetition rates will be transformative as they allow to flexibly adapt the light source to the design of the imaging system for various applications and sample conditions (Prevedel et al. 2016) . Fiber lasers or solid-state lasers at fixed wavelengths optimized for the wavelengths of well-engineered fluorophores will prove to be more useful than tunable titanium sapphire lasers. Lasers based on phenomena such as soliton self-frequency shift (Gruner-Nielsen et al. 2010 , Zhu et al. 2013 are starting to become commercially available and will give access to a broader range of more wavelengths -especially in the infrared. Ultimately, all high-speed Ca 2+ imaging techniques will challenge fundamental limits such as energy dissipation (Marblestone et al. 2013) and constrains given by the properties of the currently used fluorescent probes. Progress in imaging techniques will also incentivize further developments in the probe development. We expect that together they will further push the boundaries of current possibilities for manipulating and recoding neuronal network activity from large population at high speed and resolution.
