Abstract During the last three decades, the averaging method has been successfully applied to a wide range of problems involving differential inclusions, simplifying the study of the systems under consideration. In this work, the main development trends and methods in the application of the averaging method to the study of stability and optimality of solutions to differential inclusions are surveyed. A detailed list of references is given and some examples of applications are presented.
Introduction
The averaging method is one of the most powerful tools used to analyze differential equations appearing in the study of non-linear problems. The idea behind the averaging method consists in replacing the original equatioṅ where is a small parameter, by an averaged one,
This new equation is autonomous, allowing an easier study and characterization. These techniques were applied to solve a wide range of problems. For differential equations, the first rigorous justification of the method was given by Fatou [16] for some special cases of periodic vector fields. His result was later generalized by Bogoliubov, see, e.g., Bogoliubov and Mitropolsky [3] , and is currently known as the first Bogoliubov theorem. Following fundamental Bogoliubov's ideas, the averaging method was developed and extended by many authors, forming today a solid theory with applications in many branches of nonlinear analysis, see, e.g., Sanders and Verhulst [109] and Burd [4] .
The first Bogoliubov theorem guarantees that solutions of (1) and (2) remain close at least for t ∈ [0, 1/ ]. Other questions arise naturally when applying the averaging method. Namely, in many situations it is important to know the conditions when it is possible to extend the previous result to an infinite time interval and what correspondence can be establish between proprieties of solutions to Eqs. 1 and 2. Under certain conditions, it is possible to obtain some answers to the previous questions (see, e.g., the books by Sanders and Verhulst [109] and Burd [4] , and the paper by Samoilenko and Stanzhitskii [108] ).
As the theory of differential inclusions grew, it encountered many applications in different areas, ranging from control theory to discontinuous dynamical systems. With them, came the need to adapt some of the methods developed in the theory of differential equations to differential inclusions. The first generalization of the first Bogoliubov theorem to differential inclusions appeared at the end of 70's of the last century, in two papers by Plotnikov [92, 93] . In fact, averaging method for differential inclusions suffered a major development with the works of Plotnikov and his school. For an account of this results, we refer the reader to the books Plotnikov [100] and Plotnikov [95] , and a recent survey of Plotnikov's research, Klymchuk et al. [62] .
Since Plotnikov's first results, many authors contributed to the development of the averaging method for differential inclusions. In this survey we give a detailed account of the main development trends and methods in the application of the averaging method to the study of stability and optimality of solutions to differential inclusions. We emphasize the results not explored in the survey by Klymchuk et al. [62] . More precisely, the paper is organized as follows. In the second section we consider several extensions of the fundamental result, Bogoliubov's first theorem, to differential inclusions under various sets of hypotheses. In the third section we give an account of the various ramifications of the averaging method for differential inclusions. Section 4 is devoted to the presentation of results extending the averaging method to the infinite time interval and the relation between qualitative proprieties of both averaged and original inclusions. The fifth, and last section, concerns the application of the method in the study of optimization problems for differential inclusions.
Throughout this paper we denote by R n the real n-dimensional space. The set of non-negative real numbers is denoted by R + . We use the notations ·, · and | · | for the usual inner product and Euclidean norm, respectively. The set of all
