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Abstract
In the present paper we investigate the predictive risk of possibly misspecified quantile regression
functions. The in-sample risk is well-known to be an overly optimistic estimate of the predictive
risk and we provide two relatively simple (asymptotic) characterizations of the associated bias, also
called expected optimism. We propose estimates for the expected optimism and the predictive
risk, and establish their uniform consistency under mild conditions. Our results hold for models
of moderately growing size and allow the quantile function to be incorrectly specified. Empirical
evidence from our estimates is encouraging as it compares favorably with cross-validation.
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1. Introduction
Predictive modeling is at the core of many scientific disciplines, including business, engineering,
finance, and public health. A natural way to gauge the predictive capability of a statistical model
is to estimate its predictive risk. The systematic study of the risk of a statistical procedure traces
back to at least Stein (1981). Since then, the concept of risk has become an integral part of applied
statistical modeling: predictive risk is routinely used to assess the complexity of statistical modeling
procedures (e.g. Akaike, 1992; Mallows, 1973; Foster and George, 1994) to compare different statis-
tical models (e.g. Hastie and Tibshirani, 1990; Ye, 1998), and to choose between tuning parameters
that control bias-variance trade-offs (e.g. Donoho and Johnstone, 1995; Kou and Efron, 2002). In
several special cases, Stein’s (1981) theory of unbiased risk estimation provides simple estimates
for the risk of a statistical model. However, in general, there does not exist a unified approach to
estimating the predictive risk of a statistical model or procedure.
In this paper, we focus on the predictive risk of possibly misspecified quantile regression models.
In addition to its role in applied statistical modeling as outlined above, the predictive risk from
quantile regression models has also garnered significant interest in finance and risk management
to assess the value-at-risk and expected shortfall of investments or to solve portfolio choice prob-
lems (e.g. Xiao et al., 2015; Cahuich and Herna´ndez-Herna´ndez, 2013; Gaglianone et al., 2011; He
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and Zhou, 2011; Bassett et al., 2004; Engle and Manganelli, 2004; Chernozhukov and Umantsev,
2001).
We contribute to the theory on the predictive risk of quantile regression models by deriving two
asymptotic characterizations of the bias of the in-sample risk (when used to estimate the predictive
risk) and proposing a uniformly consistent, de-biased estimator for the predictive risk. Following
the terminology introduced by Efron (1983) we call the bias of the in-sample risk the “expected
optimism”.
Our first characterization of the expected optimism provides a characterization comparable
to Efron’s (2004) covariance penalty and Tibshirani and Knight’s (1999) covariance inflation cri-
terion. The second characterization relates to robust and generalized Akaike-type information
criteria (e.g. Lv and Liu, 2014; Portnoy, 1997; Burman and Nolan, 1995). Both characterizations
show that large part of the expected optimism can be attributed to a nonlinear function of the quan-
tile level, the conditional density of the response variable given the predictors and the (weighted)
covariance matrix of the predictors. Specializing to location models, we glean additional insight
into the expected optimism and its functional dependence on the conditional density and the num-
ber of predictors. As a consequence, the commonly used notion of effective degree of freedom for a
statistical model has a richer content for misspecified models.
The second characterization of the expected optimism lends itself to a simple plug-in estimator.
We establish its uniform consistency over a class of candidate models and, based on this result,
propose a uniformly consistent, de-biased estimator of the predictive risk. Our theoretical analysis
indicates that the de-biased estimator is particularly relevant in the case in which the dimension
of candidate models grows at least in the order of the square root of the sample size. Empirical
evidence suggests that the de-biasing procedure is practically relevant even when the model size
is fixed and relatively small compared to the sample size. A comparison of our de-biased estimate
against the popular method of cross-validation is favorable for our procedure.
To allow broad applicability our our results, we develop our theory in a triangular array of
row-wise independent random vectors whose dimension may grow with the sample size. We only
require minimal assumptions on the joint distribution of the response and predictor variables.
Notably, the response and the predictor variables can both be unbounded, their marginal distri-
butions can be non-Gaussian, and their relationship (i.e. the conditional quantile functions) can
be linear, nonlinear or nonparametric. Thus, our framework for quantile regression generalizes the
frameworks of Lee (2016); Noh et al. (2013); Angrist et al. (2006); Kim and White (2003) who
consider misspecified quantile regression models with a fixed number of parameters. Unlike the
recent literature on quantile regression based on series, semi- and nonparametric estimators we do
not assume that the misspecification error vanishes as more predictors are included in the regres-
sion function (Belloni et al., 2017; Chao et al., 2017). Naturally, our results continue to hold if the
model is (asymptotically) correctly specified.
We organize this article as follows: In Section 2 we lay out a general framework for misspecified
quantile regression models. We introduce necessary terminology and discuss how to define the
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predictive risk of potentially misspecified quantile regression models. In Section 3 we derive two
asymptotic characterizations of the expected optimism of the in-sample risk and discuss insights that
we gain from these characterizations. In Section 4 we propose a nonparametric plug-in estimator
for one of the asymptotic characterizations of the expected optimism and use it to construct a
de-biased estimate of the predictive risk. We establish uniform consistency of both estimators.
In Section 5 we report numerical evidence that our estimates of the expected optimism and the
predictive risk are on target, and that the predictive risk estimate can be better than the commonly-
used cross-validation approach. We conclude in Section 6 with additional remarks, and present
all proofs in Appendix A. We provide further theoretical results and technical lemmata in the
Supplementary Materials S.1, S.2, and S.3. Additional simulation results are relegated to the
Supplementary Materials S.4.
2. Misspecified quantile regression and predictive risk
2.1. Notation and framework
The setting of interest is a high-dimensional triangular array Dn = {(Yni, Xni)}ni=1, where
(Yni, Xni) ∈ R×X are row-wise independent random vectors with distribution Fn which may change
with the sample size n. As per convention the scalar variable Yni denotes the response variable
and the vector Xni ∈ X denotes a vector of covariates. We denote by FYn|Xn the conditional
distribution of Yni given Xni. We use subscripts on the expectation operator E to specify to which
random variable the operator is applied to, i.e. E(Yn1,Xn1) means that expectation is only taken
over (Yn1, Xn1) whereas EDn means that expectation is taken over the entire triangular array Dn.
We let
x 7→ Z(x) = (Z1(x), . . . , Zd(x)) (1)
denote a mapping from X into Rd and call the transformed covariates Z(Xn1), . . . , Z(Xnn) predictor
variables. We consider the case where the dimension d of the predictor variables grows with the
sample size n and may be much larger than n. We call a subset S ⊆ {1, . . . , d} of predictors Z(Xni)
a model and write
ZS(Xni) =
(
Zj(Xni)
)
j∈S . (2)
We denote the collection of models under consideration by M . We allow M to be as large as the
power set of {1, . . . , d} and to grow with the sample size n. We write |S| for the cardinality of a
model S and denote the largest cardinality of models in M by m. Clearly, we have m ≤ d.
The purpose of linear quantile regression is to approximate the true conditional quantile function
(CQF) of Yni given Xni,
QYn(τ |Xni) = inf
{
y : FYn|Xn(y|Xni) ≥ τ
}
, (3)
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by a linear function of the predictor variables Z(Xni). To this end, we assume that the vectors of
predictor variables Z(Xni) consist of series functions with reasonably good approximation properties
such as indicators, B-splines, regression splines, polynomials, Fourier series, or wavelets (e.g. Belloni
et al., 2017; Chao et al., 2017). However, unlike them we do not require that the approximation
error vanishes as the number of predictors m increases, i.e. we allow for persistent misspecification.
We define the vector of regression coefficients θτn,S = (θ
τ
n1, . . . , θ
τ
n|S|)
′ associated with model S as
the solution to the quantile regression problem
min
θ∈R|S|
EDn
[
ρτ
(
Yn1 − ZS(Xn1)′θ
)− ρτ(Yn −QYn(τ |Xn1))] , (4)
and the vector of estimated regression coefficients θˆτn,S = (θˆ
τ
n1, . . . , θˆ
τ
n|S|)
′ as the solution to the
sample quantile regression problem
min
θ∈R|S|
1
n
n∑
i=1
ρτ
(
Yni − ZS(Xni)′θ
)
, (5)
where ρτ (u) = (τ − 1{u ≤ 0}) is the check loss (Koenker, 2005). The estimate of the true CQF of
Yn given Xn based on model S is given as
Q̂Yn(τ |Xn, S) = ZS(Xn)′θˆτn,S . (6)
Koenker and Bassett (1978) show that under mild conditions Q̂Yn(τ |Xn, S) is a consistent
estimate ofQYn(τ |Xn) if the true CQF is indeed linear in ZS(Xni) and the dimension of the predictor
variables is fixed. Angrist et al. (2006) establish corresponding consistency and asymptotic normality
results for misspecified quantile regression models. The results on general M-estimators (He and
Shao, 2000) (Theorem 1), semi-parametric quantile regression (Chao et al., 2017) and quantile
series estimators (Belloni et al., 2017) extend these result to cases in which the dimension of the
predictors m increases with the sample size n.
2.2. Predictive risk and expected optimism
Two statistical theories have been developed to estimate the predictive risk, cross-validation (e.g.
Stone, 1974, 1977; Allen, 1974; Golub et al., 1979; Wahba, 1990; Efron, 1983, 1986, 2004; Efron and
Tibshirani, 1997) and covariance penalties, which include techniques such as Mallows’s (1973) Cp,
Akaike’s (1998) information criterion (AIC) and final prediction error (FPE), Takeuchi’s (1976)
information criterion (TIC), and Stein’s (1981) unbiased risk estimate (SURE). Our approach to
estimating the predictive risk of potentially misspecified quantile regression models falls into the
category of covariance penalties. In this section we therefore introduce necessary terminology and
the rational behind covariance penalties.
Suppose that a model f is fitted to some data Zn = {Z1, . . . , Zn} producing an estimate
µˆn = f(Zn) for target µ. Predictive risk evaluation tries to assess how well µˆn predicts µ at a
future data point Z0 independently generated from the same mechanism that produced Zn. To
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measure the error between µˆn and µ one chooses a loss function L and defines the predictive risk
as the average loss over current and future data, i.e.
EZn,Z0
[
L
(
µ(Z0), µˆn(Z
0)
)]
. (7)
Covariance penalties provide as an intermediate result an estimate of the bias of the in-sample
risk when used as estimate of the predictive risk. Following the terminology introduced by Efron
(1983) we call the negative bias the “expected optimism” of the in-sample risk,
bn(L, µ) = EZn,Z0
[
L
(
µ(Z0), µˆn(Z
0)
)]
− EZn
[
1
n
n∑
i=1
L
(
µ(Zi), µˆn(Zi)
)]
. (8)
Given a consistent estimate bˆn(L, µ) of bn(L, µ) one obtains a consistent and de-biased estimate
of the predictive risk via
1
n
n∑
i=1
L
(
µ(Zi), µˆn(Zi)
)
+ bˆn(L, µ). (9)
Even though covariance penalties are conceptually straightforward, so far, they have only been
derived for a limited number of loss functions, namely the square loss and the “q class of error
functions” (Efron, 1986). This is likely because the expected optimism of most other loss functions
is a highly non-linear function for which it is difficult to construct estimators. Yet, in principle,
covariance penalties have two advantages over cross-validation techniques: First, cross-validation
techniques tend to produce estimates of the predictive risk that have a high variance than covariance
penalties, since they split the sample into test and training sets and thereby reduce the number
of samples from which µˆn is estimated (e.g. Efron, 2004). Second, cross-validation techniques
are known to produce biased estimates of the predictive risk. Several heuristic adjustments to (the
vanilla) cross-validation techniques have been proposed, but they lack rigorous proofs (e.g. Burman,
1989; Tibshirani and Tibshirani, 2009).
2.3. Predictive risk and expected optimism in quantile regression
We discuss the choice of the loss function to measure the predictive risk of a potentially mis-
specified quantile regression model S and define the associated expected optimism.
Let (Y 0n , X
0
n) be a pair of data points drawn from Fn and independent of sample Dn =
{(Yni, Xni)}ni=1. Fix a model S ⊆ {1, . . . , d} and consider the estimate of the CQF of Y 0n given X0n
based on model S and sample Dn, i.e.
Q̂Y 0n (τ |X0n, S) = ZS(X0n)′θˆτn,S . (10)
Since the true CQF of Y 0n given X
0
n, QY 0n (τ |X0n), is not an observable statistic given the data
Dn and (Y 0n , X0n), risk measures which assess directly the difference between estimate Q̂Y 0n (τ |X0n, S)
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and target QY 0n (τ |X0n), such as the mean squared prediction error or the mean absolute prediction
error, do not have (simple) sample analogues. We therefore propose the following risk measure
which depends only on observables.
Definition 1 (Predictive risk). The predictive risk of quantile regression model S is
PRτn(S) = EDn,(Y 0n ,X0n)
[
ρτ
(
Y 0n − Q̂Y 0n (τ |X0n, S)
)− ρτ (Y 0n )] ,
where (Y 0n , X
0
n) is a pair of data points drawn from Fn and independent of sample Dn.
The associated expected optimism of using the in-sample risk 1n
∑n
i=1
(
ρτ
(
Yni−Q̂Yn(τ |Xni, S)−
ρτ (Yni)
)
as an estimate of the predictive risk is defined as follows.
Definition 2 (Expected Optimism). The expected optimism of quantile regression model S is
bτn(S) = PR
τ
n(S)− EDn
[
1
n
n∑
i=1
(
ρτ
(
Yni − Q̂Yn(τ |Xni, S)
)− ρτ (Yni))] .
Several comments are in order with regard to these two definitions. First, the reason for
subtracting ρτ (Y
0
n ) in Definition 1 (and ρτ (Yni) in Definition 2) is purely technical: it allows us
to dispense with moment conditions on the response variable Y 0n . To see this, note that the
check loss ρτ is Lipschitz continuous and hence the predictive risk PR
τ
n(S) is upper bounded by
EDn,(Y 0n ,X0n)
∣∣ZS(X0n)′θˆτn,S∣∣. For this expected value to be finite it suffices that the CQF of Y 0n given
X0n has finite second moments (e.g. Angrist et al., 2006).
Second, the predictive risk of model S can be shown to be an (almost) affine transformation of
the unconditional mean squared prediction error (MSPE) EDn,X0n
[(
QY 0n (τ |X0n)− Q̂Y 0n (τ |X0n, S)
)2]
,
which cannot be estimated directly since it depends on QY 0n (τ |X0n), the unobserved true CQF.
Since the MSPE is itself an important quantity to assess model fit, its connection with our notion
of predictive risk may be of independent interest. We relegate the precise statement of this technical
result to the Supplementary Materials S.1.
Third, the predictive risk based on the check loss ρτ has garnered significant interest in finance
and risk management. For example, it is used in the context of value-at-risk (e.g. Xiao et al.,
2015; Gaglianone et al., 2011), conditional value-at-risk and expected shortfall (e.g. Engle and
Manganelli, 2004; Chernozhukov and Umantsev, 2001) and portfolio choice problems with Choquet
expectation (e.g. Cahuich and Herna´ndez-Herna´ndez, 2013; He and Zhou, 2011; Bassett et al., 2004;
Tversky and Kahneman, 1992).
Fourth, the predictive risk and the expected optimism play an important role in model selec-
tion criteria (e.g. Akaike, 1992; Ronchetti, 1985; Foster and George, 1994; Burman and Nolan,
1995; Portnoy, 1997; Ye, 1998; Bozdogan, 2000; Lv and Liu, 2014), model comparison (e.g. Hastie
and Tibshirani, 1990; Tibshirani and Knight, 1999; Kou and Efron, 2002), and computation of
generalized degrees of freedom (e.g. Ye, 1998).
6
2.4. Technical assumptions
For the theoretical investigations of the predictive risk and the expected optimism of potentially
misspecified quantile regression models we require several assumptions, which we discuss in this
section. Since the quantile level τ is always pre-specified, we suppress the dependence on τ in some
notation. Recall that S ⊆ {1, . . . , d}, |S| ≤ m, and that M is a subset of the power set of {1, . . . , d}.
Throughout, we assume that M contains at least two models, i.e. |M | ≥ 2, and that n ≥ 16, i.e.
log logn ≥ 1.
(A1) The data (Yni, Xni) ∈ R× X are row-wise independent random vectors with distribution Fn,
where Fn may change with the sample size n.
(A2) The conditional density fYn|Xn of Yn given Xn is uniformly bounded from above, i.e. there
exits ν+ <∞ such that
lim sup
n→∞
sup
a∈R
sup
x∈Rd
∣∣fYn|Xn(a|x)∣∣ ≤ ν+.
(A3) The conditional density fYn|Xn of Yn given Xn is α-Ho¨lder continuous for α ∈
[
1
2 , 1
]
, i.e.
there exists a constant νH > 0 such that for any a, b ∈ R,
lim sup
n→∞
sup
x∈Rd
∣∣∣fYn|Xn(a|x)− fYn|Xn(b|x)∣∣∣ ≤ νH |a− b|α.
(A4) The maximum eigenvalue of the matrix of second moments is uniformly bounded from above,
i.e. there exists λ+ <∞ such that
lim sup
n→∞
max
S∈M
λmax
(
EXn
[
ZS(Xn)ZS(Xn)
′]) ≤ λ+,
and the minimum eigenvalue of the weighted second moment matrix is bounded from below by
λn > 0,
min
S∈M
λmin
(
EXn
[
fYn|Xn
(
ZS(Xn)
′θτn,S |ZS(Xn)
)
ZS(Xn)ZS(Xn)
′]) > λn.
In the above assumptions the uniformity in n is necessary since we consider triangular arrays.
Assumptions (A1), (A2), and (A3) with α = 1 are fairly standard in the quantile regression liter-
ature (e.g. Angrist et al., 2006; Belloni et al., 2017; Chao et al., 2017). It is possible to relax the
(implicit) assumption that the random variables are identically distributed within each row; in fact
independence suffices for our results. However, we do not pursue these refinements in the present
paper. The stringentness of Assumption (A4) depends on how fast λn is allowed to go to zero. We
require the following technical rate condition on λn:
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(A5) The minimum eigenvalue of the matrix of second moments, λn, is bounded below asymptoti-
cally in the following way:
λn &
(
m log |M | log log n
n
)1/2−1/(4α)
.
This rate condition is purely technical and difficult to motivate. Clearly, the condition is less
stringent the larger α, i.e. the smoother the conditional density fYn|Xn of Yn given Xn. In particular,
if α = 1/2, we require λn = O(1); whereas in the case of a continuous conditional density, we
allow λn = O
(
(m log |M | log log n)1/4n−1/4). The rate condition relaxes the stronger boundedness
assumptions on the largest and smallest eigenvalue of the weighted second moment matrix that
prevail in the literature on quantile regression (Koenker et al., 2017). Together with the upper
bound on the largest eigenvalue of the expected value of the Gram-matrix the rate condition implies
that m . n. This is a much weak condition on the growth rate of the number of predictors than
has been proposed in recent work on (misspecified) quantile regression with increasing number of
predictors. E.g. Belloni et al. (2017) and Chao et al. (2017) require that ζm ≡ supx∈X ‖Z(x)‖2 <∞
satisfies mζ2m(log n)
2 = o(n). If the predictors are element-wise bounded, this amounts to the
condition m2(log n)2 = o(n). We shall see that our relaxed assumption on the growth rate is
important in the theoretical analysis of the proposed estimate for the predictive risk in Section 4.
Lastly, we introduce the following moment condition on the predictors:
(A6) The vector Z(Xn) =
(
Z1(Xn), . . . , Zd(Xn)
)
is a vector of random variables with finite 8 + δ
moment, for some δ > 0. In particular, for 1 ≤ k ≤ 8, there exist constants µk > 0 such that
lim sup
n→∞
max
j=1,...,d
(
EXn
[
|Zj(Xn)|k+δ
])1/(k+δ) ≤ µk.
This condition is significantly weaker than the uniform boundedness assumption on the map Z
imposed in Belloni et al. (2017) and Chao et al. (2017) (i.e. ζm ≡ supx∈X ‖Z(x)‖2 < ∞). Again,
uniformity in n is necessary since we consider triangular arrays.
3. Two asymptotic characterizations of the expected optimism
3.1. The covariance form of the expected optimism
In the case of ordinary least squares, the expected optimism can be evaluated via Mallows’
(1973) Cp. In the case of nonlinear least squares with Gaussian errors, the expected optimism can
be estimated via Stein’s (1981) divergence formula. And for loss functions that belong to Efron’s
(2004) “q class of error measures”, the expected optimism can be expressed as a function of the
covariance of two observable quantities.
Since the expected optimism bτn(S) from Definition 2 is based on the check loss ρτ , none of the
above three results applies. Instead we have the following result.
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Theorem 1 (Covariance Form of the Expected Optimism). Suppose that Assumptions (A1) – (A6)
from Section 2.4 hold. Then,
bτn(S) = tr
(
Cov
(
1
n
n∑
i=1
ZS(Xni)ϕτ
(
Yni − ZS(Xni)′θτn,S
)
, θˆτn,S − θτn,S
))
+ rn,1(S),
where ϕτ (u) = τ − 1{u < 0} and
sup
S∈M
|rn,1(S)| = O
(
1
λ
3/2
n
(
m log |M | log logn
n
)5/4)
.
We postpone a discussion of the rate of the remainder term to the next section. Focusing instead
on the leading term of above approximation, we observe the following: If the true CQF is indeed
linear in ZS(Xn), i.e. QYn(τ |Xn) = ZS(Xn)′θτn,S , then the leading term of the optimism bτn(S) can
be re-formulated as
1
n
n∑
i=1
Cov
(
−1{Yni < QYn(τ |Xni)}, Q̂Yn(τ |Xni, S)) . (11)
Thus, in this case the expected optimism is essentially the covariance between the estimates
Q̂Yn(τ |Xni, S) and a simple function of the targets QYn(τ |Xni), i = 1, . . . , n. This is reminis-
cent of Efron’s (2004) results for the “q class of error measures”: For this specific class of error
measures the expected optimism is equal to the covariance between estimate µˆn and target µ, i.e.
1
n
∑n
i=1Cov
(
µ(Zi), µˆn(Zi)
)
. Theorem 1 states that for the check loss ρτ a similar relation holds
up to the deterministic error rn,1(S).
Re-writing the leading term of the optimism bτn(S) as the expected value of the gradient of the
check loss and the centered regression vector,
EDn
[
1
n
n∑
i=1
ϕτ
(
Yni − ZS(Xni)′θτn,S
)
ZS(Xni)
′(θˆτn,S − θτn,S)
]
, (12)
we gain two more insights:
First, the covariance form of the expected optimism can be viewed as a first order linearization of
the check loss. In particular, the covariance form is the (expected value) of the directional derivative
of the check loss in direction θˆτn,S − θτn,S and evaluated at the vector of regression coefficients θτn,S .
Since the check loss is convex, this directional derivative is always non-negative, i.e. the leading
term of the expected optimism non-negative. This confirms our statistical intuition that the bias
of the in-sample risk as estimate of the predictive risk is negative.
Second, using the naive sample analogue 1n
∑n
i=1 ϕτ
(
Yni − ZS(Xni)′θˆτn,S
)
X ′ni,S θˆ
τ
n,S to estimate
the expected optimism will inevitably result in a poor estimate because the gradient evaluated at
its sample minimizer θˆτn,S is close to zero. Thus, even though the approximate covariance form does
not dependent on the future (unattainable) data point (Y 0n , X
0
n), it does not allow us to entirely
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bypass the computation of the expected value with respect to the unknown distribution Fn. A
similar observation was first made by Efron (1986) about his covariance penalties. To overcome
this difficulty, he proposes a parametric bootstrap approach; below we show a different approach
which does not rely on re-sampling.
3.2. The trace form of the expected optimism
As noted in Section 2.3, the predictive risk under check loss ρτ is an almost affine transformation
of the unconditional mean squared prediction error. We might therefore expect that the expected
optimism can be approximated by an expression similar to the penalty term in Mallows’ (1973) Cp
or Takeuchi’s (1976) TIC. The following theorem shows that this intuition is correct.
Theorem 2 (Trace Form of the Expected Optimism). Suppose that Assumptions (A1) – (A6) from
Section 2.4 hold. Then,
bτn(S) =
1
n
tr
(
Dτn,0(S)
−1Dτn,1(S)
)
+ rn,2(S),
where
Dτn,0(S) = EXn1
[
fYn|Xn
(
ZS(Xn1)
′θτn,S |Xn1
)
ZS(Xn1)ZS(Xn1)
′
]
,
Dτn,1(S) = EXn1
[
ϕ2τ
(
Yn1 − ZS(Xn1)′θτn,S
)
ZS(Xn1)ZS(Xn1)
′
]
,
with ϕτ (u) = τ − 1{u < 0} and
sup
s∈M
|rn,2(S)| = O
(
1
λ2n
(
m log |M | log logn
n
)5/4)
.
We observe the following: First, under Assumptions (A1) – (A6) the trace from is roughly of
order O
(
λ−1n n−1|S|
)
and hence dominates the remainder term rn,2(S). Therefore, the trace form
is a meaningful approximation of the expected optimism. We also conclude that the same is true
for the covariance form and the remainder term rn,1(S) from Theorem 1.
Second, in the literature on robust estimation the trace form is also known as “expected self-
influence”, i.e. the average influence that an observation has on its own fitted value (e.g. Hampel
et al., 2005, p. 317). While at hindsight the connection between expected optimism and “expected
self-influence” appears intuitive, it has not been made in the past, to the best of our knowledge.
Third, the trace form clearly resembles the complexity penalties of AIC-type model selection
criteria for misspecified (linear) regression models (e.g. Takeuchi, 1976; Bozdogan, 2000) and mis-
specified robust and generalized linear models (e.g. Ronchetti, 1985; Lv and Liu, 2014). This
similarity is expected since complexity penalties of AIC-type model selection criteria aim at esti-
mating the expected optimism of the in-sample risk based on a loss function equal to the negative
(pseudo) log-likelihood.
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Lastly, by Theorem 2 the expected optimism is a nonlinear function of the conditional density
fYn|Xn , the quantile level τ , the (weighted) covariance of the predictors ZS(Xn), and the size |S| of
model S. This property becomes more salient in the following two special cases:
Corollary 1 (Location Model). Let Yni = X
′
niθS0 + ni, with i.i.d. covariates Xni and i.i.d. errors
ni ∼ F and density f. Suppose that the Xni and ni are mutually independent for i = 1, . . . , n.
Let the map Z be the identity map so that the Z(Xni) = Xni. Suppose that the conditions of
Theorem 2 hold and that the fitted model S contains the true model S0, i.e. S0 ⊆ S. Then,
1
n
tr
(
Dτn,0(S)
−1Dτn,1(S)
)
=
τ(1− τ)
f
(
F−1 (τ)
) |S|
n
.
Corollary 2 (Nested Quantile Regression Location Models). Suppose that the data generating
process is a (potentially nonlinear) location model. Let S1 and S2 be two models such that S1 ⊆ S2.
The trace form of the larger model S2 can be written in terms of the conditional density of Yn given
the predictors ZS1(Xn) of the smaller model, i.e.
1
n
tr
(
Dτ0(S2)
−1Dτ1(S2)
)
=
τ(1− τ)
n
tr
(
D0(S1, S2)
−1D1(S2)
)
,
where
D0(S1, S2) = EXn
[
fYn|ZS1 (Xn)
(
ZS2(Xn)
′θτS2 |ZS1(Xn)
)
ZS2(Xn)ZS2(Xn)
′
]
,
D1(S2) = EXn
[
ZS2(Xn)ZS2(Xn)
′] .
Both corollaries are an immediate consequences of Theorem 2 and Angrist et al.’s (2006) charac-
terization of the misspecified quantile regression problem as a weighted least squares problem. We
omit their proofs. We will return to these two corollaries in Section 5 and use them as benchmark
in our numerical experiments.
4. Consistent estimators for expected optimism and predictive risk
4.1. A plug-in estimator for the expected optimism
The trace form of Theorem 2 lends itself to a simple plug-in estimator for the expected optimism
since the two matrices Dτn,0(S) and D
τ
n,1(S) are well-studied in the context of the (asymptotic)
covariance matrix of the quantile regression vector (e.g. Koenker, 2005). In the case of incorectly
specified quantile regression models, the following estimates for Dτn,0(S) and D
τ
n,1(S) have been
proposed
D̂τ0,h(S) =
1
2nh
n∑
i=1
1
{∣∣Yni − Q̂Yn(τ |Xni, S)∣∣ ≤ h}ZS(Xni)ZS(Xni)′, (13)
D̂τn,1(s) =
1
n
n∑
i=1
ϕτ
(
Yni − Q̂Yn(τ |Xni, S)
)
ZS(Xni)ZS(Xni)
′, (14)
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where h is a bandwidth parameter and ϕτ (u) = τ − 1{u < 0} (e.g. Angrist et al., 2006; Belloni
et al., 2017). We therefore propose the following plug-in estimate for the expected optimism bτn(S),
bˆτn,h(S) =
1
n
tr
(
D̂τ
−1
0,h (S)D̂
τ
n,1(S)
)
. (15)
Since our regularity conditions are slightly more general than those in Belloni et al. (2017), the
following consistency theorem does not follow from their Lemma 30. In particular, our Assumption
(A5) on the growth rate of the number of predictors is less stringent than theirs. We shall see that
this relaxation is important in the context of predictive risk estimation in Section 4.2.
Proposition 1 (Uniform Consistency of the Estimated Trace Form). Suppose that Assumptions
(A1) – (A6) from Section 2.4 hold, let h > 0 be the bandwidth parameter, and rn =
1
λn
(
m log |M | log logn
n
)1/2
.
Then,
sup
S∈M
∣∣∣n · bˆτn,h(S)− tr(Dτn,0(S)−1Dτn,1(S))∣∣∣ = Op(m hαλ2n + m rnhλn + m r
α
n
λ2n
)
.
The first and second terms on the right hand side capture the variance and bias of the estimator
with bandwidth h. They are standard in nonparametric smoothing. The third term controls
the bias induced by
{(
Yni − Q̂Yn(τ |Xni, S)
)}n
i=1
at model S which serve as proxies for
{(
Yn −
ZS(Xni)
′θτn,S
)}n
i=1
.
Specializing to the common case of a continuous conditional density fYn|Xn , i.e. α = 1, we
observe the following: The optimal, mean-variance-balancing bandwidth is h∗ = (c1/c0)1/2(λnrn)1/2
with constants c0, c1 > 0 given in eq. (A.13) and (A.14), respectively. In principle, these constants
can be estimated from the data; however, in practice, we find that the specific choice of the
bandwidth has no significant effect. With bandwidth h∗ the estimate bˆτn,h(S) is consistent at rate
Op
(
m r
1/2
n λ
−3/2
n +m rnλ
−2
n
)
= Op
(
m r
1/2
n λ
−3/2
n
)
. That is, bˆτn,h(S) is consistent at a rate that is the
same as if the true errors
{(
Yni − Q̂Yn(τ |Xni, S)
)}n
i=1
at model S were known.
Combining Theorem 2 and Proposition 1 we obtain the following consistency result.
Theorem 3 (Uniform Consistency of the Estimated Expected Optimism). Let rn =
1
λn
(
m log |M | log logn
n
)1/2
.
Under the conditions of Proposition 1,
sup
S∈M
∣∣∣∣∣ bˆτn,h(S)bτn(S) − 1
∣∣∣∣∣ = Op
(
nλ3/2n r
5/2
n +
m hα
λ2n
+
m rn
hλn
+
m rαn
λ2n
)
.
Since bˆτn,h(S) is the plug-in estimator for the trace form approximation, it is a biased estimate
of the actual expected optimism bτn(S). This deterministic bias is captured in the first term; the
remaining three terms are already familiar from Proposition 1. Specializing once again to the case
of a continuous conditional density, i.e. α = 1, we have under the optimal bandwidth h∗ a rate
of Op
(
nλ
3/2
n r
5/2
n + m r
1/2
n λ
−3/2
n
)
= Op
(
nλ
3/2
n r
5/2
n
)
. Thus, the deterministic error of using the trace
form tr
(
Dτn,0(S)
−1Dτn,1(S)
)
to approximate the expected optimism bτn(S) dominates the stochastic
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estimation error. In other words, as point estimate bˆτn(S) is as good in estimating the expected
optimism bτn(S) as the unattainable trace form tr
(
Dτn,0(S)
−1Dτn,1(S)
)
.
4.2. A de-biased estimator of the predictive risk
As outlined in Section 2.2, given the consistent estimate of the expected optimism (15) we can
construct the following de-biased estimate of the predictive risk,
P̂R
τ
n,h(S) =
1
n
n∑
i=1
(
ρτ
(
Yni − Q̂Yn(τ |Xni, S)
)− ρτ (Yni))+ bˆτn,h(S). (16)
We call this estimate “de-biased” because the in-sample risk 1n
∑n
i=1
(
ρτ
(
Yni − Q̂Yn(τ |Xni, S) −
ρτ (Yni)
)
is itself already a consistent estimate for PRτn,h(S) in the sense that for any S ∈ M with
fixed model size |S|,∣∣∣∣∣PRτn(S)− 1n
n∑
i=1
(
ρτ
(
Yni − Q̂Yn(τ |Xni, S)
)− ρτ (Yni))
∣∣∣∣∣ = Op (n−1/2) . (17)
We strengthen this fact in several ways: First, we show that under appropriate conditions our
proposed estimator P̂R
τ
n,h(S) is consistent uniformly over all S ∈M and for models whose size |S|
grows with the sample size n. Second, we will see that for large models with size |S| & n1/2 the
in-sample risk is no longer n1/2-consistent for the predictive risk and that under certain conditions
de-biasing the in-sample risk with bˆτn,h(S) restores the n
1/2-consistency. We deduce these claims
from the following general result.
Theorem 4 (Uniform Consistency of the De-biased Predictive Risk Estimate). Suppose that As-
sumptions (A1) – (A6) from Section 2.4 hold. In addition, assume that fYn|Xn is uniformly bounded
away from 0 for all n and that lim supn→∞ EXn
[
Q2Yn(τ |Xn)
]
< ∞. Let h > 0 be a bandwidth and
rn =
1
λn
(
m log |M | log logn
n
)1/2
. Then,
sup
S∈M
∣∣∣P̂Rτn,h(S)− PRτn(S)∣∣∣ = Op
((
log |M |
n
)1/2
+
rn
n1/2
+ λ3/2n r
5/2
n +
m hα
λ2nn
+
m rn
hλnn
+
m rαn
λ2nn
)
,
The last four terms on the right hand side are familiar from the uniform consistency result of
the trace form estimate for the expected optimism (i.e. Theorem 3), while the first two terms are
related to the in-sample risk. Clearly, if m = o(λ−2n n log |M | log logn) and bandwidth h satisfies
1
λn
m
n
(
m log |M | log log n
n
)1/2
. h . 1
λ
2/α
n
( n
m
)1/α
, (18)
then P̂R
τ
n,h(S) is consistent for PR
τ
n(S) uniformly for all S ∈ M . However, we can learn more by
considering special cases. To simplify this discussion, we consider the case in which the conditional
13
density fYn|Xn is continuous and the bandwidth is chosen to balance the nonparametric estimation
bias and variance (see discussion in Section 4.1). Then, Theorem 4 implies the following.
Corollary 3. Suppose that the conditions of Theorem 4 hold, that the conditional density fYn|Xn
is continuous, and that λ2nm = o (n log |M | log logn). If n1/4h ∼ (m log |M | log log n)1/4, then
sup
S∈M
∣∣∣P̂Rτn,h(S)− PRτn(S)∣∣∣ = Op
((
log |M |
n
)1/2
+
1
λ2n
(
m log |M | log logn
n
)5/4)
.
These rates have an intuitive explanation: The first term O
(
n−1/2(log |M |)1/2) is related to the
stochastic variability of the in-sample risk. And the second termO(λ−2n n−5/4(m log |M | log logn)5/4)
is known from Theorem 2 to be the deterministic error of using the trace form tr(Dτn,0(S)
−1Dτn,1(S))
to approximate the expected optimism bτn(S). Thus, unlike one might have suspected, it is not the
nonparametric estimate of the expected optimism but the deterministic approximation of the ex-
pected optimism and the stochastic variability of the in-sample risk which limit the accuracy of
our predictive risk estimate. It is easy to verify that under the stated assumptions P̂R
τ
n,h(S) is
consistent for PRτn(S) uniformly over all S ∈M .
It is instructive to consider the implication of Corollary 3 under different growth regimes of
the number of predictor variables. To this end, recall that the estimated trace form, bˆτn,h(S), is of
order O(λ−1n n−1|S|). Hence, if n1/2 . |S| . n the estimated trace form, bˆτn,h(S), dominates (rate-
wise) the stochastic error and also the deterministic error (provided that we sharpen condition
on m and n to m = o(n λ4n(log |M | log logn)−5)). Thus, in this regime the in-sample risk alone
is not n1/2-consistent for the predictive risk; de-biasing the in-sample risk is necessary to retain
n1/2-consistency.
However, if |S| . n1/2 the stochastic error of the in-sample risk dominates (rate-wise) the
estimate of the trace form. Thus, from the perspective of first order asymptotics the correction
provided by the bˆτn,h(S) is not necessary in this regime. However, in Section 5 we report numerical
evidence showing that even in this regime the de-biasing effect of bˆτn,h(S) is practically relevant.
As an aside, this discussion provides another explanation for the well-known fact that Akaike-
type model selection criteria are not model selection consistent: Akaike-type penalties (based on
estimates of the expected optimism) are too small to effectively discriminate between models of
size |S| . n1/2 since the stochastic variability of the in-sample risk is relatively large. For correctly
specified (linear least squares regression) models with a fixed number of parameters this has already
been recognized (e.g. Shao, 1997; Yang, 2005).
It is natural to consider using the de-biased predictive risk estimator for model selection pur-
poses. Indeed, the uniform consistency result from Theorem 4 implies that the model(s) minimizing
the de-biased predictive risk estimate P̂R
τ
n,h are consistent for the model(s) minimizing the pre-
dictive risk PRτn. For a precise statement and proof of this claim, we refer to the Supplementary
Materials S.2. In contrast, neither Akaike-type Information Criteria (e.g. Burman and Nolan, 1995;
Koenker, 2005), nor Schwarz/ Bayesian Information Criteria (e.g. Machado, 1993; Koenker et al.,
1994; Lee et al., 2014), nor the Asymptotically defined Information Criterion (Portnoy, 1997) are
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known to satisfy such a model selection consistency property if the candidate models are (possibly)
misspecified.
5. Empirical evidence
5.1. Set-up of the simulation study
We conduct Monte Carlo experiments to evaluate empirically the trace form approximation
of the expected optimism and to corroborate the theoretical results from Sections 3 and 4. We
also compare the empirical performance of the trace form approximation to the commonly used
cross-validated estimate of the expected optimism. Our Monte Carlo study uses four designs as
the data generating processes (DGP), but only the results from DGP1 are given in the paper. The
results from the other DGPs are qualitatively similar and details are given in the Supplementary
Materials in S.4.
• Independent Gaussian design (DGP1): yi = xi1 + xi2 + xi3 + xi4 + i, with xi ∼iid N(0, Ip)
independent of the errors i ∼i.i.d. N(0, 4).
We use this process to illustrate the elementary properties of the predictive risk and the
expected optimism from Corollaries 1 and 2. The joint Gaussianity of predictors and errors
allows us to compute the exact value of the trace form with which we can assess the accuracy of
our estimates. The variance of the error distribution is chosen such that signal-to-noise-ratio
equals one.
• Correlated Gaussian design (DGP2): yi = xi1 +xi2 +xi3 +xi4 + i, with i ∼i.i.d. N(0, 12.384)
independent of xi ∼iid N(0,Σ) and Σij = 0.8|i−j| for all i, j = 1, . . . , p.
The variance of the error distribution is chosen such that the signal-to-noise ratio equals one.
• Heteroscedastic noise (DGP3): yi = xi1 + xi2 + xi3 + (1 + 1.5xi4)i, where xij ∼i.i.d. U ([0, 2])
for j = 1, . . . , 4 independent of the errors i ∼iid N(0, 1).
In this DGP the covariate x4 is active for the conditional quantile functions except at the
median.
• Single interaction term with heavy-tailed noise (DGP4): yi = xi1 + xi2 + xi3 + 4xi3xi4 + i,
where i follow the t-distribution with 2 degrees of freedom independent of the predictors
xi ∼iid N(0, Ip).
In this DGP all quantiles are non-linear functions of the covariates.
We set the dimension of the space of covariates X equal to 50, and let Z be the identity
map, so that the predictors are simply the covariates X1, . . . , X50. We consider a collection of 176
candidate models with model seizes ranging between 0 to 50. This implies that we the size of the
largest model under consideration is m = 50. We explain the choice of those candidate models in
Section 5.2. Throughout the numerical experiments we keep the sample size fixed at n = 500. All
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reported estimates are averages over 10,000 independent realizations of the corresponding DGPs.
To estimate the matrix D0(S) at quantile τ we use Powell’s (1986) nonparametric estimator with
uniform kernel function and bandwidth
cn,S = κn,S
(
Φ−1(τ + hn)− Φ−1(τ − hn)
)
,
where Φ denotes c.d.f. of the standard normal distribution, κn,S is the minimum of the standard
error and the inter-quartile-range of the estimated quantile regression residuals of model S, and
hn =
1
n1/5
(
4.5φ
(
Φ−1(τ)
)4
(2Φ−1(τ)2 + 1)2
)1/5
,
where φ denotes the p.d.f. of the standard normal distribution. Thus, cn,S satisfies the conditions of
Theorems 3 and 4 which guarantee (uniform) consistency of the estimates of the expected optimism
and the predictive risk; see Koenker (2005) for a detailed discussion of this choice of bandwidth.
Recall Definitions 1 and 2 that the predictive risk and the expected optimism require the
evaluation of a double expectation. Since the quantile regression vector is only implicitly defined,
this double expectation cannot be evaluated analytically. Instead, we use Monte Carlo estimates
based on 50,000 samples to obtain values for the predictive risk and the expected optimism.
5.2. Estimation of the expected optimism
In Theorem 3 we establish uniform consistency of the estimated trace form for the expected
optimism. In Figure 1 under DPG1, we plot the bias of 176 models (subsets of the 50 predictors)
against their model sizes. We only consider 176 models because it is computationally expensive to
evaluate the predictive risk and the expected optimism on all possible subsets of the 50 predictors.
However, the special structure of the DGP together with Corollary 2 guarantee that this collection
constitutes a representative subset of all possible models: The true DGP contains only four relevant
predictors 1, 2, 3, and 4; those predictors are independent and identically distributed and contribute
equally to the model (i.e. have the same regression coefficients). We can therefore stratify the
collection of all possible subsets of the 50 predictors according to how many relevant predictors
are included in a specific subset. This results in five collections of nested models indexed by
0 (relevant predictors), 1 (relevant predictor), . . . , 4 (relevant predictors). By Corollary 2 the
expected optimism of all nested models with j relevant predictors lie (approximately) on a ray
emanating from the in-sample bias of the smallest model with j relevant predictors. Moreover, the
slope of the ray is given by τ(1−τ)500φj , where φj denotes the value of the density of a centered normal
random variable with variance j2 + 1 evaluated at 0. The 176 models comprise the model that
contains only the intercept and 35 models of each of the five stratified collections.
In Figure 1 the top gray line corresponds to the theoretical values of the trace form of models
that have four relevant predictors and additional, irrelevant, predictors. The second line from the
top corresponds to the theoretical values of the trace form of models that contain three relevant
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predictors and additional, irrelevant, predictors, and so forth. The last line (fifth from above)
corresponds to models that do not contain any relevant predictors.
We observe that the estimates of the trace form (in red) lie on (or are very close) to theoretical
values of the trace form uniformly for all 176 models. This confirms the fast uniform convergence
rates obtained in Theorem 3. Note that the plot shows only 50 red dots and not as one might
expect 176 dots. This is due to the fact that for DGP1 the value of the estimated trace form does
not depend on the specific subset of predictors (i.e. S) but only on the size of the model (i.e. |S|),
e.g. the two models with predictors {1, 2, 5} and {3, 4, 10} have the same trace form which is fully
determined by the fact that they contain two relevant and one irrelevant predictors. The expected
optimism (in blue) does not follow the dashed gray lines of the theoretical values of the trace form
as closely as the estimates do. This reflects the fact that the trace form is only an approximation
to the expected optimism (see Theorem 2). The difference between the values of the trace form
and the expected optimism appears to be negligible for models of size up to 20 ≈ √n (recall that
n = 500).
The vertical red lines indicate the standard deviations of the estimated trace forms. The
standard deviation increases with the model size and, holding the number of nuisance predictor
variables fixed, decreases with the number of relevant predictor variables that are included in the
model. The latter effect is rather weak and can be best observed in the plot for the 80% quantile.
5.3. Comparison with cross-validated expected optimism
Cross-validation is a commonly-used method for estimating the predictive risk and the expected
optimism. In this subsection we compare the trace form estimate with a 10-fold cross-validation
estimate of the expected optimism.
Figure 2 shows the results of 10-fold cross-validation and the trace form for DGP1 at the
median. We consider four representative models: Model I is the correct model (with predictors
1 to 4), Model II is an over-fitted model (with predictors 1 to 10), Model III is an under-fitted
model (with predictors 1 and 2) and Model IV is the model that comprises the relevant predictors
1 and 2 and the irrelevant predictors 5 to 15. The vertical red line indicates the expected optimism.
The white histograms show the empirical distribution of 10,000 cross-validation estimates of the
expected optimism and the dark gray histograms show the empirical distribution of 10,000 trace
form estimates of the expected optimism.
Both histograms are centered around the expected optimism; however, the estimate of the trace
form concentrates significantly more around the target. As mentioned in Section 2.2 the reason for
this is that the cross-validation estimate is based on a smaller sample size both for model estimation
and for risk estimation.
6. Conclusion
In the present paper, we have derived two asymptotic approximations of the expected optimism,
or the bias of the in-sample risk when used as an estimate of the predictive risk, and have proposed
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Figure 1: Red: estimates of the trace form and standard errors. Blue: expected optimism. Dashed gray lines: exact
evaluation of the trace form. Top: DGP1 with τ = 0.5. Bottom: DGP1 with τ = 0.8.
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Figure 2: Histograms of the 10-fold CV estimate of the expected optimism and the trace form estimate for DGP1
and τ = 0.5. Red line: expected optimism. White histogram: 10-fold CV. Gray histogram: trace form estimate.
Model I: correct model (with predictors 1 to 4), Model II: an over-fitted model (with predictors 1 to 10), Model III:
an under-fitted model (with predictors 1 to 2) and Model IV that comprises the relevant predictors 1 and 2 and the
irrelevant predictors 5 to 15.
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consistent estimates of the expected optimism and the predictive risk of potentially misspecified
quantile regression models. The asymptotic approximations based on two explicit forms help us
understand how the expected optimism depends on several factors, including the quantile level, the
model misspecification bias, the model size, and sampling variability. In some simpler cases, the
expected optimism is asymptotically linear in the model size, but for under-fitted or misspecified
models in general, the relationship is far more complicated. The results show that commonly used
AIC-type model selection criteria for quantile regression are not really good proxies of the pre-
dictive risk. We propose a bias-corrected estimate of the predictive risk and establish its uniform
consistency under weak assumptions. Our theoretical results indicate that de-biasing the in-sample
risk with an estimate of the expected optimism is necessary when considering models whose di-
mension grow with at least n1/2. Empirical evidence suggests that even in the case of models with
fixed dimension estimates of the predictive risk can be significantly improved via de-biasing the
in-sample risk.
The asymptotic approximations derived in the present paper are uniform in a class of candidate
models, but those models are not data-dependent. An interesting question that relates more to
model selection criteria is how well the bias, and thus the predictive risk estimation, hold up for
data-dependent models. Clearly, additional research is needed to address this question.
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Appendix A. Proofs
We denote the check loss of the τth quantile by ρτ (u) = u(τ −1{u < 0}) and the corresponding
score function by ϕτ (u) = τ−1{u < 0}. We define Zni,S = ZS(Xni), Z0ni,S = ZS(X0ni), δˆτn,S = θˆτn,S−
θτn,S , e
τ
ni,S = Yni−Z ′ni,Sθτn,S , eˆτni,S = Yni−Z ′ni,S θˆτn,S , and eˆ0τn,S = Y 0n −Z0
′
n,S θˆ
τ
n,S . We use C, c, c0, c1, . . .
to denote absolute constant that may change from line to line. Let rn =
c3
λn
(
m log |M | log logn
n
)1/2
,
where c3 > 0 is the absolute constant from Lemma S.3.6. Throughout we assume that |M | ≥ 2 and
log logn > 1, i.e. n > 15.
Appendix A.1. Proof of Theorem 1
Proof of Theorem 1. Step 1: By Knight’s identity,
ρτ (u− v)− ρτ (u) = −vϕτ (u) +
∫ v
0
(1{u ≤ s} − 1{u ≤ 0}) ds,
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for arbitrary S ∈M , we can write the optimism as
EDn,(Y 0n ,X0n)
[
1
n
n∑
i=1
ρτ (Yni − Z ′ni,S θˆτn,s)− ρ(Yni)− ρτ (Y 0n − Z0
′
n,S θˆ
τ
n,S) + ρτ (Y
0
n )
]
= EDn
[
− 1
n
n∑
i=1
Z ′ni,S δˆ
τ
n,Sϕτ (e
τ
ni,S) +
1
n
n∑
i=1
∫ Z′ni,S δˆτn,S
0
(
1{eτni,S ≤ t} − 1{eτni,S ≤ 0}
)
dt
]
− EDn,(Y 0n ,X0n)
[
−Z0′n,S δˆτn,Sϕτ (e0τn,S) +
∫ Z0′n,S δˆτn,S
0
(
1{eˆ0τn,S ≤ t} − 1{eˆ0τn,S ≤ 0}
)
dt
]
=
(
−EDn
[
1
n
n∑
i=1
Z ′ni,S δˆ
τ
n,Sϕτ (e
τ
ni,S)
]
+ EDn,(Y 0n ,X0n)
[
Z0
′
n,S δˆ
τ
n,Sϕτ (eˆ
0τ
n,S)
])
+
(
EDn
[
1
n
n∑
i=1
∫ Z′ni,S δˆτn,S
0
(
1{eτni,S ≤ t} − 1{eτni,S ≤ 0}
)
dt
]
−EDn,(Y 0,X0)
[∫ Z0′n,S δˆτn,S
0
(
1{eˆ0τn,S ≤ t} − 1{eˆ0τn,S ≤ 0}
)
dt
])
= An(S) +Bn(S). (A.1)
Step 2: Uniform upper bound on Bn(S). Let ε1, . . . , εn be independent Rademacher
random variables. Then,
sup
S∈M
Bn(S) ≤ sup
S∈M
EDn,(Y 0n ,X0n)
[
sup
‖δS‖2≤rn
1
n
n∑
i=1
∫ Z′ni,SδS
0
(
1{eτni,S ≤ t} − 1{eτni,S ≤ 0}
)
dt
−
∫ Z0′n,sδS
0
(
1{e0τn,S ≤ t} − 1{e0τn,S ≤ 0}
)
dt
]
≤ sup
S∈M
EDn,ε
[
sup
‖δS‖2≤rn
1
n
n∑
i=1
εi
(
Z ′ni,SδS
)
1{0 ≤ eτni,S ≤ Z ′ni,SδS}
]
+ sup
S∈M
EDn,ε
[
sup
‖δS‖2≤rn
1
n
n∑
i=1
εie
τ
ni,S1{0 ≤ eτni,S ≤ Z ′ni,SδS}
]
≤ sup
S∈M
EDn,ε
[
sup
‖δS‖2≤rn
∥∥∥∥∥ 1n
n∑
i=1
εiZni,S1{0 ≤ eτni,S ≤ Z ′ni,SδS}
∥∥∥∥∥
2
]
rn (A.2)
+ sup
S∈M
EDn,ε
[
sup
‖δS‖2≤rn
1
n
n∑
i=1
εie
τ
ni,S1{0 ≤ eτni,S ≤ Z ′ni,SδS}
]
. (A.3)
Bound on eq. (A.2). Note that after de-symmetrizing eq. (A.2) is upper bounded by the
centered quantile regression score. Thus, by the almost sure upper bound of Lemma S.3.5,
sup
S∈M
EDn,ε
[
sup
‖δS‖2≤rn
∥∥∥∥∥ 1n
n∑
i=1
εiZni,S1{0 ≤ eτni,S ≤ Z ′ni,SδS}
∥∥∥∥∥
2
]
rn
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= O
(
1
λ
3/2
n
(
m log |M | log logn
n
)5/4)
.
Bound on eq. (A.3). Similarly to the bound on eq (A.2) we conclude that
sup
s∈M
EDn,ε
[
sup
‖δS‖2≤rn
1
n
n∑
i=1
εie
τ
ni,S1{0 ≤ eτni,S ≤ Z ′ni,SδS}
]
= O
(
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(
m log |M | log log n
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)5/4)
.
Step 3: Uniform expansion of An(S).
sup
S∈M
An(S)
= sup
S∈M
∣∣∣∣∣−EDn
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1
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= 0. (A.4)
Step 4: Conclusion. The claim follows by combining the upper bounds in equations (A.1)–
(A.4).
Appendix A.2. Proof of Theorem 2
Proof of Theorem 2. We only need to approximate the covariance form of Theorem 1.
sup
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,
where the second to last equality follows from Lemmata S.3.5 and S.3.6. To conclude, combine this
remainder term with the one of Theorem 1.
Appendix A.3. Proof of Proposition 1
We split the proof of Proposition 1 in three parts.
Lemma 1. Suppose that Assumptions (A1) – (A6) hold. Then,
sup
S∈M
∣∣∣tr (Dτn,0(S)−1 (D̂τn,1(S)−Dτn,1(S)))∣∣∣ = Op
(
m
λ2n
(
m log |M | log log n
n
)1/2
+
m
λn
(
log |M |
n
)1/2)
.
Remark 1. Since we use the quantile regression errors eˆτni,S as proxies for the true errors e
τ
ni,S the
process tr
(
Dτn,0(S)
−1
(
D̂τn,1(S)−Dτn,1(S)
))
is not centered. Therefore, we need to control not only
the variance (standard deviation) of the process but also its deterministic drift. The deterministic
drift is reflected in the first term, the variance in the second term. Note that the rate of deterministic
drift can be written a mλn × rn, where rn is the rate at which the estimated quantile regression vector
θˆτSconverges to θ
τ
S in probability, i.e. the rate at which the estimation bias of the residuals vanishes.
As one expects, the rate of the term controlling the variance is proportional to the size of the
maximal standard deviation (i.e. m) of the n summands and proportional to (log |M |)1/2, where
|M | is the size of the finite set over which we take the supremum.
Remark 2. Clearly, under the stated assumptions, the first rate (controlling the bias) dominates
the second rate (controlling the variance).
Proof of Lemma 1. The goal is to apply Markov’s inequality. Therefore, in the following we
obtain upper bounds on the expected values of certain stochastic processes.
Step 1: Decomposition into deterministic bias and stochastic error terms. By Lem-
mata S.3.5 and S.3.6 there exists N0 > 0 such that for all n ≥ N0,
sup
S∈M
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2
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Step 2: Upper bound on EDn [supS∈M An(S)]. Let D0n be an independent copy of Dn and
define
En(S) = EDn
[
sup
‖δS‖≤rn
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(
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Note that for 1 ≤ p ≤ 4,
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‖Zni‖2p2
]1/p
≤ EDn
[
1
n
n∑
i=1
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m1/2−1/(2p) ≤ µ22pm1/2+1/(2p). (A.6)
By Lemma S.3.2 applied to g(Z) = (1 − 2τ) ∥∥Dτn,0(S)−1/2Zni,S∥∥22 and eq. (A.6) applied to the
envelope function G(Z) = λ−1n ‖Z‖22,
En(S) ≤ c0m
λn
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)3/4∨ c0m
λn
r1/2n
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n
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m log |M | log logn
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, (A.7)
where c0 > 0 is an absolute constant independent of S ∈M .
By the Hartman-Wintner law of iterated logarithm, Lemma S.3.2 and eq. (A.6), there exists
N1 > N0 such that for all n ≥ N1,
Wn(S) ≤ sup
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]
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where c1 > 0 is an absolute constant independent of S ∈M .
Note that
(
ϕ2τ (e
τ
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.
Thus, for fixed S ∈M Lemma S.3.1 and eq. (A.7)–(A.8) yield for any t > 0,
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Now, for n ≥ N1 set t to log |M |+ t2 and integrate out the tail bound,
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, (A.10)
where c2 > 0 is an absolute constant and the last inequality follows from the rate condition (A5).
Step 3: Upper bound on supS∈M Bn(S).
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‖δS‖2≤rn
EDn
[
1
n
n∑
i=1
∣∣∣Feτn,S |Xn,S (Z ′ni,SδS)− Feτn,S |Xn,S (0)∣∣∣ ∥∥∥Dτn,0(S)−1/2Zni,S∥∥∥22
]
≤ 2ν+ sup
S∈M
sup
‖δS‖2≤rn
EDn
[
1
n
n∑
i=1
∣∣Z ′ni,SδS∣∣ ∥∥∥Dτn,0(S)−1/2Zni,S∥∥∥2
2
]
≤ 2ν+ sup
S∈M
sup
‖δS‖2≤rn
EDn
[
δ′SZn,SZ
′
n,SδS
]1/2 EDn [∥∥∥Dτn,0(S)−1/2Xni,S∥∥∥4
2
]1/2
≤ 2λ
1/2
+ ν+
λn
rn sup
S∈M
EDn
[
‖Zni,S‖44
]1/2
m(4−2)/4
≤ 2λ
1/2
+ ν+µ
2
4
λn
rn m
= 2c3λ
1/2
+ ν+µ
2
4
m
λ2n
(
m log |M | log log n
n
)1/2
. (A.11)
Step 4: Upper bound on EDn [supS∈M Cn(S)]. Let D0n be an independent copy of Dn and
define
En(S) = EDn
[
sup
u∈{−1,1}
1
n
n∑
i=1
(
ϕ2τ (e
τ
ni,S)
∥∥∥Dτn,0(S)−1/2Zni,S∥∥∥2
2
u
− EDn
[
ϕ2τ (e
τ
ni,S)
∥∥∥Dτn,0(S)−1/2Zni,S∥∥∥2
2
u
])]
,
Wn(S) = ED0n
[
sup
u∈{−1,1}
1
n2
n∑
i=1
(
ϕ2τ (e
τ
ni,S)
∥∥∥Dτn,0(S)−1/2Zni,S∥∥∥2
2
u
− ϕ2τ (e0τni,S)
∥∥∥Dτn,0(S)−1/2Z0ni,S∥∥∥2
2
u
)2
|Dn
]
.
Now, proceed as in Step 2. Thus, there exists N2 > N1 such that for all n ≥ N2,
EDn
[
sup
S∈M
Cn(S)
]
≤ c5m
λn
(
log |M |
n
)1/2
, (A.12)
where c5 > 0 is an absolute constant independent of n, m, and M .
Step 5: Conclusion: The claim follows from Markov’s inequality and the bounds (A.7)–
(A.12). Note that the bound (A.10) is dominated by the bound (A.11).
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Lemma 2. Suppose that Assumptions (A1) – (A6) hold. Then, for any h > 0,
sup
S∈M
∥∥∥Dτn,0(S)−1 (D̂τ0,h(S)−Dτn,0(S))∥∥∥
= Op
(
hα
λn
∨ 1
λ1+αn
(
m log |M | log logn
n
)α/2 ∨ 1
λnh
(
m log |M | log logn
n
)1/2)
.
Remark 3. The process
∥∥∥Dτn,0(S)−1 (D̂τ0,h(S)−Dτn,0(S))∥∥∥ is not centered; as in Lemma 1 we
need to control variance and a deterministic drift term: the first term captures the bias of the non-
parametric estimation technique, the second term captures the bias of using the quantile regression
errors eˆτni,S as proxies for the true errors e
τ
ni,S, and the third term captures the variance of the
non-parametric estimate. Note that the rate of the second drift term can be written as 1λn × rnα,
where α is the Ho¨lder-continuity coefficient and rn is the rate at which the estimated quantile
regression vector θˆτS converges to θ
τ
S in probability, i.e. the rate at which the estimation bias of the
residuals vanishes. The log logn-factor in the third term, is an artifact of our proof (for details,
see comment at the beginning of the proof). However, apart from log log n-factor, the rate of the
third term matches the rates of comparable results (e.g. Vershynin, 2012a, Theorem 5.45).
Proof of Lemma 2. The operator norm requires a different approach than the proof of Lemma 1.
Since we take the supremum over all S ∈M a natural idea is to use a uniform version of Rudelson’s
inequality (e.g. Rudelson and Vershynin, 2008, Lemma 3.6). However, Rudelson’s uniform inequal-
ity requires bounded predictors Zni and is not easy to modify to also handle either dependent
matrices or the supremum over δS ∈ R|S| with ‖δS‖2 ≤ rn. Thus, instead of bounding the expected
value and applying Makrov’s inequality (as we did in the proof of Lemma 1), we use Lemma S.3.1
to bound the tail probability, apply the union bound, and then integrate the tail probability to
upper bound the expected value.
Let Kh(u) =
1
21{|u| ≤ h}.
Step 1: Decomposition into deterministic bias and stochastic error terms. By Lem-
mata S.3.5 and S.3.6 there exists N0 > 0 such that for all n ≥ N0,
sup
S∈M
∥∥∥Dτn,0(S)−1 (D̂τ0,h(S)−Dτn,0(S))∥∥∥
= sup
S∈M
sup
‖v‖2=1
∣∣∣∣∣ 1nh
n∑
i=1
(∣∣∣v′Dτn,0(S)−1/2Zni,S∣∣∣2Kh (eτni,S − Z ′ni,S δˆn,s)
− h EDn
[
feτn,S |Xn(0|Xni)
∣∣∣v′Dτn,0(S)−1/2Zni,S∣∣∣2])∣∣∣∣
≤ sup
S∈M
sup
‖v‖2=1
sup
‖δS‖2≤rn
∣∣∣∣∣ 1nh
n∑
i=1
(∣∣∣v′Dτn,0(S)−1/2Zni,S∣∣∣2 [Kh (eτni,S − Z ′ni,SδS)−Kh (eτni,S)]
− EDn
[∣∣∣v′Dτn,0(S)−1/2Zni,S∣∣∣2 [Kh (eτni,S − Z ′ni,SδS)−Kh (eτni,S)]])∣∣∣∣
31
+ sup
S∈M
sup
‖v‖2=1
sup
‖δS‖2≤rn
∣∣∣∣∣EDn
[
1
nh
n∑
i=1
∣∣∣v′Dτn,0(S)−1/2Zni,S∣∣∣2 (Kh (eτni,S − Z ′ni,SδS)− hfeτn,S |Xn(0|Xni))
]∣∣∣∣∣
+ sup
S∈M
sup
‖v‖2=1
∣∣∣∣∣ 1nh
n∑
i=1
(∣∣∣v′Dτn,0(S)−1/2Zni,S∣∣∣2Kh (eτni,S)− EDn [∣∣∣v′Dτn,0(S)−1/2Zni,S∣∣∣2Kh (eτni,S)])
∣∣∣∣∣
= sup
S∈M
sup
‖v‖2=1
An(S, v) + sup
S∈M
sup
‖v‖2=1
Bn(S, v) + sup
S∈M
sup
‖v‖2=1
Cn(S, v) a.s.
Step 2: Upper bound on EDn
[
supS∈M sup‖v‖2=1An(S, v)
]
. Let D0n be an independent copy
of Dn and define
En(S, v) = EDn
[
sup
‖δS‖≤rn
1
nh
n∑
i=1
(∣∣∣v′Dτn,0(S)−1/2Zni,S∣∣∣2 1{h < eτni,S ≤ Z ′ni,SδS + h}
−EDn
[∣∣∣v′Dτn,0(S)−1/2Zni,S∣∣∣2 1{h < eτni,S ≤ Z ′ni,SδS + h}])] ,
Wn(S, v) = ED0n
[
sup
‖δS‖≤rn
1
(nh)2
n∑
i=1
(∣∣∣v′Dτn,0(S)−1/2Zni,S∣∣∣2 1{h < eτni,S ≤ Z ′ni,SδS + h}
−
∣∣∣v′Dτn,0(S)−1/2Z0ni,S∣∣∣2 1{h < e0τni,S ≤ Z0′ni,SδS + h})2 |Dn
]
.
By Lemma S.3.2 applied to g(Z) =
∣∣v′Dτn,0(S)−1/2Zni,S∣∣2 and Lemma S.3.3 applied to the
envelope G(Z) ≡ g(Z),
En(S, v) ≤ c0
λnh
(m
n
)3/4∨ c0
λnh
r1/2n
(m
n
)1/2 ≤ c0
λ
3/2
n h
(
m log |M | log logn
n
)3/4
, (A.13)
where c0 > 0 is an absolute constant independent of S ∈M and v ∈ R|S|.
By the Hartman-Wintner law of iterated logarithm, Lemma S.3.2 and Lemma S.3.3, there exists
N1 > N0 such that for all n ≥ N1,
Wn(S, v) ≤ sup
‖δS‖2≤rn
2
(nh)2
n∑
i=1
∣∣∣v′Dτn,0(S)−1/2Zni,S∣∣∣4 1{h < eτni,S ≤ Z ′ni,SδS + h}
+ ED0n
[
sup
‖δS‖2≤rn
2
(nh)2
n∑
i=1
∣∣∣v′Dτn,0(S)−1/2Z0ni,S∣∣∣4 1{h < e0τni,S ≤ Z0′ni,SδS + h}
]
≤ 2
(nh)2
n∑
i=1
(∣∣∣v′Dτn,0(S)−1/2Zni,S∣∣∣4 − EDn [∣∣∣v′Dτn,0(S)−1/2Zni,S∣∣∣4])
+
4ν+
(nh)2
n∑
i=1
EDn
[∣∣∣v′Dτn,0(S)−1/2Zni,S∣∣∣4]
+ ED0n
[
sup
‖δS‖2≤rn
2
(nh)2
n∑
i=1
(∣∣∣v′Dτn,0(S)−1/2Z0ni,S∣∣∣4 1{h < e0τni,S ≤ Z0′ni,SδS + h}
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−EDn
[∣∣∣v′Dτn,0(S)−1/2Z0ni,S∣∣∣4 1{h < e0τni,S ≤ Z0′ni,SδS + h}])]
≤ c
2
1(log log n)
1/2
λ2nh
2n3/2
+
c21rn
λ2nh
2n3/2
+
c21
λ2nh
2n
a.s.
≤ c
2
1
λ2nh
2n
a.s., (A.14)
where c1 > 0 is an absolute constant independent of S ∈M and v ∈ R|S|.
By definition of Kh(u),∣∣∣v′Dτn,0(S)−1/2Zni,S∣∣∣2 [Kh (eτni,S − Z ′ni,SδS)−Kh (eτni,S)]
=
1
2
∣∣∣v′Dτn,0(S)−1/2Zni,S∣∣∣2 ∣∣1{h < eτni,S ≤ Z ′ni,SδS + h} − 1{−h < eτni,S ≤ Z ′ni,SδS − h}∣∣ .
Thus, for fixed S ∈M and v ∈ R|S| Lemma S.3.1 and eq. (A.13)– (A.14) yield for any t > 0,
P
(
sup
‖δS‖≤rn
1
nh
n∑
i=1
(∣∣∣v′Dτn,0(S)−1/2Zni,S∣∣∣2 [Kh (eτni,S − Z ′ni,SδS)−Kh (eτni,S)]
−EDn
[∣∣∣v′Dτn,0(S)−1/2Zni,S∣∣∣2 [Kh (eτni,S − Z ′ni,SδS)−Kh (eτni,S)]])
≥ c0
λ
3/2
n h
(
m log |M | log logn
n
)3/4
+ 2
c1t
1/2
λnhn1/2
)
≤ 2P
(
sup
‖δS‖≤rn
1
nh
n∑
i=1
(∣∣∣v′Dτn,0(S)−1/2Zni,S∣∣∣2 1{h < eτni,S ≤ Z ′ni,SδS + h}
−EDn
[∣∣∣v′Dτn,0(S)−1/2Zni,S∣∣∣2 1{h < eτni,S ≤ Z ′ni,SδS + h}])
≥ En(S, v) + 2W 1/2n (S, v)t1/2
)
≤ 8ee−t/2. (A.15)
Let NS be an 13 -net of the |S|-dimensional unit sphere. Then |NS | ≤ 7|S| and for any symmetric
|S| × |S|-dimensional matrix A we have sup‖v‖=1 |v′Av| ≤ 3 supv∈NS |v′Av| (e.g. Vershynin, 2012b,
Lemma 5.4). Thus, n ≥ N1,
EDn
[
sup
S∈M
sup
‖v‖2=1
An(S, v)
]
≤ 3EDn
[
sup
S∈M
sup
v∈NS
An(S, v)
]
≤ 3c0
λ
3/2
n h
(
m log |M | log log n
n
)3/4
+
6c1
λnh
(
log |M |+ log log n
n
)1/2
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+
6c1
λnhn1/2
∫ ∞
0
P
(
sup
S∈M
sup
‖v‖2=1
An(S, v) ≥ c0
λ
3/2
n h
(
m log |M | log logn
n
)3/4
+
2c1
λnhn1/2
(
t+ (log |M |+m log 7)1/2)) dt
≤ 3c0
λ
3/2
n h
(
m log |M | log log n
n
)3/4
+
6c1
λnh
(
log |M |+ log log n
n
)1/2
+
6c1
λnhn1/2
∫ ∞
0
e−t
2/2dt
≤ c2
λnh
(
m log |M | log logn
n
)1/2
, (A.16)
where c2 > 0 is an absolute constant and the last inequality follows from the rate condition (A5).
Step 3: Upper bound on supS∈M sup‖v‖2=1Bn(S, v). The Ho¨lder-continuity of feτn,S |Xn
yields
sup
S∈M
sup
‖v‖2=1
Bn(S, v)
≤ sup
S∈M
sup
‖v‖2=1
sup
‖δS‖2≤rn
∣∣∣∣∣EDn
[
1
n
n∑
i=1
∫
K1(u)
[
feτn,S |Xn(Z
′
ni,SδS + uh|Xni)− feτn,S |Xn(Z
′
ni,SδS |Xni)
]
du
×
∣∣∣v′Dτn,0(S)−1/2Zni,S∣∣∣2]∣∣∣∣
+ sup
S∈M
sup
‖v‖2=1
sup
‖δS‖2≤rn
∣∣∣∣∣EDn
[
1
n
n∑
i=1
∫
K1(u)
[
feτn,S |Xn(Z
′
ni,Sδ|Xni)− feτn,S |Xn(0|Xni)
]
du
×
∣∣∣v′Dτn,0(S)−1/2Zni,S∣∣∣2]∣∣∣∣
≤ sup
S∈M
sup
‖v‖2=1
EDn
[
1
n
n∑
i=1
∫
K1(u)νH |uh|α du
∣∣∣v′Dτn,0(S)−1/2Zni,S∣∣∣2
]
+ sup
S∈M
sup
‖v‖2=1
sup
‖δS‖2≤rn
EDn
[
1
n
n∑
i=1
∫
K1(u)νH
∣∣Z ′ni,SδS∣∣α du ∣∣∣v′Dτn,0(S)−1/2Zni,S∣∣∣2
]
≤ νH
λn
(∫
K1(u) |u|α du
)
hα + νHr
α
n sup
S∈M
sup
‖v‖2=1
sup
‖u‖2=1
EDn
[
1
n
n∑
i=1
∣∣Z ′ni,Su∣∣α ∣∣∣v′Dτn,0(S)−1/2Zni,S∣∣∣2
]
≤ νH
λn
(∫
K1(u) |u|α du
)
hα
+ νHr
α
n sup
S∈M
sup
‖v‖2=1
sup
‖u‖2=1
(
EDn
[
1
n
n∑
i=1
∣∣Z ′ni,Su∣∣2
])α/2(
EDn
[
1
n
n∑
i=1
∣∣∣v′Dτn,0(S)−1/2Zni,S∣∣∣4
])1/2
≤ c5
λn
hα + cαr
α
nλ
−1
n
≤ c5
λn
hα +
cαc
α
3
λ1+αn
(
m log |M | log log n
n
)α/2
, (A.17)
where c5, c3, cα > 0 are absolute constants independent of S ∈M and v ∈ R|S| (see Lemma S.3.3) .
Step 4: Upper bound on EDn
[
supS∈M sup‖v‖2=1Cn(S, v)
]
. Let D0n be an independent copy
34
of Dn and define
En(S, v) = EDn
[
sup
u∈{−1,1}
1
nh
n∑
i=1
(∣∣∣v′Dτn,0(S)−1/2Zni,S∣∣∣2Kh (eτni,S)u
−EDn
[∣∣∣v′Dτn,0(S)−1/2Zni,S∣∣∣2Kh (eτni,S)u])] ,
Wn(S, v) = ED0n
[
sup
u∈{−1,1}
1
(nh)2
n∑
i=1
(∣∣∣v′Dτn,0(S)−1/2Zni,S∣∣∣2Kh (eτni,S)u
−
∣∣∣v′Dτn,0(S)−1/2Z0ni,S∣∣∣2Kh (e0τni,S)u)2 |Dn
]
.
Now, proceed as in Step 2. Thus, there exists N2 > N1 such that for all n ≥ N2,
EDn
[
sup
S∈M
sup
‖v‖2=1
Cn(S, v)
]
≤ c6
λnh
(
m log |M |
n
)1/2
, (A.18)
where c6 > 0 is an absolute constant.
Step 5: Conclusion: The claim follows from Markov’s inequality and the bounds (A.16)–
(A.18).
Proof of Proposition 1. We factor the stochastic process in two processes involving the processes
in Lemmas 1 and 2. Then, convergence in probability at the given rate follows immediately.
Factorization.
sup
S∈M
∣∣∣tr (D̂τ0,h(S)−1D̂τn,1(S))− tr (Dτn,0(S)−1Dτn,1(S))∣∣∣
= sup
S∈M
∣∣∣tr ((D̂τ0,h(S)−1 −Dτn,0(S)−1) D̂τn,1(S))+ tr (Dτn,0(S)−1 (D̂τn,1(S)−Dτn,1(S)))∣∣∣
≤
(
sup
S∈M
∥∥∥(D0,S − D̂h0,S)Dτn,0(S)−1∥∥∥)( sup
S∈M
∣∣∣tr (D̂τn,1(S)D̂τ0,h(S)−1)∣∣∣)
+ sup
S∈M
∣∣∣tr (Dτn,0(S)−1 (D̂τn,1(S)−Dτn,1(S)))∣∣∣
≤
(
sup
S∈M
∥∥∥(D0,S − D̂h0,S)Dτn,0(S)−1∥∥∥)( sup
S∈M
∣∣tr (Dτn,1(S)Dτ0,h(S)−1)∣∣)
+
(
sup
S∈M
∥∥∥(D0,S − D̂h0,S)Dτn,0(S)−1∥∥∥)( sup
S∈M
∣∣∣tr (D̂τn,1(S)D̂τ0,h(S)−1 −Dτn,1(S)Dτ0,h(S)−1)∣∣∣)
+ sup
S∈M
∣∣∣tr (Dτn,0(S)−1 (D̂τn,1(S)−Dτn,1(S)))∣∣∣ .
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Re-arranging and solving for supS∈M
∣∣∣tr (D̂τ0,h(S)−1D̂τn,1(S))− tr (Dτn,0(S)−1Dτn,1(S))∣∣∣ gives
sup
S∈M
∣∣∣tr (D̂τ0,h(S)−1D̂τn,1(S))− tr (Dτn,0(S)−1Dτn,1(S))∣∣∣
=
supS∈M
∥∥∥(D0,S − D̂h0,S)Dτn,0(S)−1∥∥∥
1− supS∈M
∥∥∥(D0,S − D̂h0,S)Dτn,0(S)−1∥∥∥ supS∈M
∣∣tr (Dτn,1(S)Dτ0,h(S)−1)∣∣
+
supS∈M
∣∣∣tr (Dτn,0(S)−1 (D̂τn,1(S)−Dτn,1(S)))∣∣∣
1− supS∈M
∥∥∥(D0,S − D̂h0,S)Dτn,0(S)−1∥∥∥ .
(A.19)
Thus, by Lemmata 1 and 2,
sup
S∈M
∣∣∣tr (D̂τ0,h(S)−1D̂τn,1(S))− tr (Dτn,0(S)−1Dτn,1(S))∣∣∣
= Op
(
mhα
λ2n
∨ m
λ2+αn
(
m log |M | log logn
n
)α/2 ∨ m
λ2nh
(
m log |M | log logn
n
)1/2)
+Op
(
m
λ2n
(
m log |M | log log n
n
)1/2
+
m
λn
(
log |M |
n
)1/2)
= Op
(
mhα
λ2n
+
m
λ2nh
(
m log |M | log logn
n
)1/2
+
m
λ2+αn
(
m log |M | log logn
n
)α/2)
, (A.20)
by Assumption (A5) on the lower bound on λn.
Appendix A.4. Proof of Theorem 3
Proof of Theorem 3. By Theorem 2 we have infS∈M bτn(S) > 0 and
inf
S∈M
bτn(S) & O
(
n−1
)
. (A.21)
Let rn,2 be as defined in Theorem 2 and fix T > 0. By Theorem 2 there exists T > 0 and N > 0
such that for all n ≥ N ,
sup
S∈M
∣∣∣∣bτn(S)− 1ntr (Dτn,0(S)−1Dτn,1(S))
∣∣∣∣ ≤ Trn,2.
Thus, by Proposition 1 for any  > 0 there exist T ′ > T and N ′ ≥ N such that for all n > N ′,
P
(
sup
S∈M
∣∣∣∣∣ bˆτn(S)bτn(S) − 1
∣∣∣∣∣ > TinfS∈M bτn(S)
(
m hα
λnn
+
m rn
nh
+
m rαn
λnn
+ rn,2
))
≤ P
(
sup
S∈M
∣∣∣∣bˆτn(S)− 1ntr (Dτn,0(S)−1Dτn,1(S))
∣∣∣∣+ sup
S∈M
∣∣∣∣bτn(S)− 1ntr (Dτn,0(S)−1Dτn,1(S))
∣∣∣∣
36
>
T
n
(
hα
λn
+
rn
h
+
m rαn
λn
)
+ Trn,2
)
≤ P
(
sup
S∈M
∣∣∣nbˆτn(S)− tr (Dτn,0(S)−1Dτn,1(S))∣∣∣ > T (m hαλn + m rnh + m r
α
n
λn
))
< .
To conclude, note that by eq. (A.21)
rn,4
infS∈M bτn(S)
= O
(
n
λn
(
m log |M | log logn
n
)5/4
+
(
m hα
λn
+
m rn
h
+
m rαn
λn
))
= O
(
nλ3/2n r
5/2
n +
m hα
λn
+
m rn
h
+
m rαn
λn
)
.
Appendix A.5. Proof of Theorem 4
Proof of Theorem 4. Step 1: Decomposition.
sup
S∈M
∣∣∣∣∣ 1n
n∑
i=1
ρτ (Yni − Z ′ni,S θˆτn,S)− ρτ (Yni) + tr
(
D̂τh,0(S)
−1D̂τn,1(S)
)
−EDn,(Y 0n ,X0n)
[
1
n
n∑
i=1
ρτ (Y
0
ni − Z0
′
ni,S θˆ
τ
n,S)− ρτ (Y 0ni)
]∣∣∣∣∣
≤ sup
S∈M
∣∣∣∣∣ 1n
n∑
i=1
ρτ (Yni − Z ′ni,S θˆτn,S)− ρτ (Yni − Z ′ni,Sθτn,S)
−EDn
[
1
n
n∑
i=1
ρτ (Yni − Z ′ni,S θˆτn,S)− ρτ (Yni − Z ′ni,Sθτn,S)
]∣∣∣∣∣
+ sup
S∈M
∣∣∣∣∣EDn
[
1
n
n∑
i=1
ρτ (Yni − Z ′ni,S θˆτn,S)− ρτ (Yni)
]
− EDn,(Y 0n ,X0n)
[
1
n
n∑
i=1
ρτ (Y
0
ni − Z0
′
ni,S θˆ
τ
n,S)− ρτ (Y 0ni)
]
+
1
n
tr
(
Dτn,0(S)
−1Dτn,1(S)
)∣∣∣∣
+ sup
S∈M
1
n
∣∣∣tr (D̂τh,0(S)−1D̂τn,1(S))− tr (Dτn,0(S)−1Dτn,1(S))∣∣∣
+ sup
S∈M
∣∣∣∣∣ 1n
n∑
i=1
ρτ (Yni − Z ′ni,Sθτn,S)− ρτ (Yni)− EDn
[
1
n
n∑
i=1
ρτ (Yni − Z ′ni,Sθτn,S)− ρτ (Yni)
]∣∣∣∣∣
= sup
S∈M
An(S) + sup
S∈M
Bn(S) + sup
S∈M
Cn(S) + sup
S∈M
Dn(S). (A.22)
Step 2: Bounds on supS∈M Bn(S) and supS∈M Cn(S). By Theorem 2,
sup
S∈M
Bn(S) = O
(
λ3/2n r
5/2
n
)
a.s.,
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and by Theorem 3,
sup
S∈M
Cn(S) = Op
(
m hα
λ2nn
+
m rn
hλnn
+
m rαn
λ2nn
)
.
Step 3: Bound on supS∈M Dn(S). Recall that θτn,S solves the population quantile regression
minimization problem under the constraint that the minimizer is a linear function, while QYn(τ |Xn)
solves the unconstrained population quantile regression minimization problem. Therefore, we have
for all i = 1, . . . , n,
0 ≤ EDn
[
min
S∈M
ρτ (Yni)− ρτ (Yni − Z ′ni,Sθτn,S
]
≤ EDn
[
min
S∈M
ρτ (Yni)− ρτ (Yni −QYn(τ |Xni))
]
≤ EDn
[∣∣QYn(τ |Xni))∣∣] <∞. (A.23)
The chain of inequalities in A.23, the convexity of the maximum operator together with Jensen’s
Inequality, and eq. S.1.1 imply
0 ≤ EDn
[
min
S∈M
{
ρτ (Yni)− ρτ (Yni − Z ′ni,Sθτn,S)
}]
≤ EDn
[∣∣QYn(τ |Xni))∣∣]+ EDn [min
S∈M
{−ρτ (Yni − Z ′ni,Sθτn,S) + ρτ (Yni −QYn(τ |Xni))}]
≤ EDn
[∣∣QYn(τ |Xni))∣∣]− EDn [max
S∈M
{
ρτ (Yni − Z ′ni,Sθτn,S)− ρτ (Yni −QYn(τ |Xni))
}]
≤ EDn
[∣∣QYn(τ |Xni))∣∣]− ν−2 EDn
[
max
S∈M
(
Z ′ni,Sθ
τ
n,S −QYn(τ |Xn)
)2]
.
For i = 1, . . . , n above inequality gives
EDn
[
max
S∈M
(
Z ′ni,Sθ
τ
n,S −QYn(τ |Xni)
)2] ≤ 2
ν−
EDn
[∣∣QYn(τ |Xni))∣∣] <∞. (A.24)
Let ε = (ε1, . . . , εn) be a vector of i.i.d. Rademacher variables independent of Dn. By the
Sub-Gaussianity of the conditional Rademacher average, the Lipschitz continuity of the quantile
loss function, and eq. (A.24),
EDn
[
sup
S∈M
∣∣∣∣∣ 1n
n∑
i=1
ρτ (Yni − Zni,Sθτn,S)− ρτ (Yni)− EDn
[
ρτ (Yni − Zni,Sθτn,S)− ρτ (Yni)
]∣∣∣∣∣
]
≤
(
EDn
[
sup
S∈M
1
n
n∑
i=1
(
Z ′ni,Sθ
τ
n,S
)2])1/2( log |M |
n
)1/2
≤
(EDn
[
sup
S∈M
1
n
n∑
i=1
(
Z ′ni,Sθ
τ
n,S −QYn(τ |Xni)
)2])1/2
+
(
EDn
[
1
n
n∑
i=1
Q2Yn(τ |Xni)
])1/2( log |M |
n
)1/2
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≤ c1
(
log |M |
n
)1/2
,
where c1 > 0 depends on the constants in eq. (A.24). Thus,
sup
S∈M
Dn(S) = Op
((
log |M |
n
)1/2)
.
Step 4: Bound on supS∈M An(S). Note that
2
(
ρτ (Y − Z ′θ1)− ρτ (Y − Z ′θ2)
)
= Z ′(θ1 − θ2)1{Y ≥ Z ′θ1}1{Y ≥ Z ′θ2}
− Z ′(θ1 − θ2)1{Y < Z ′θ1}1{Y < Z ′θ2}
+ (2Y − Z ′θ1 − Z ′θ2)1{Y ≥ Z ′θ1}1{Y < Z ′θ2}
− (2Y − Z ′θ1 − Z ′θ2)1{Y < Z ′θ1}1{Y ≥ Z ′θ2}
+ (2τ − 1)Z ′(θ1 − θ2).
(A.25)
Let D0n be an independent copy of Dn and define
Wn = ED0n
[
max
S∈M
sup
‖δS‖2≤rn
1
n2
n∑
i=1
(
ρτ (e
τ
ni,S − Z ′ni,SδS)− ρτ (eτni,S)− ρτ (e0τni,S − Z0
′
ni,SδS)− ρτ (e0τni,S)
)2|Dn] .
By expansion (A.25),
Wn ≤ max
S∈M
sup
‖δS‖2≤rn
2
n2
n∑
i=1
(
ρτ (e
τ
ni,S − Z ′ni,SδS)− ρτ (eτni,S)
)2
+ E
[
max
S∈M
sup
‖δS‖2≤rn
2
n2
n∑
i=1
(
ρτ (e
0τ
ni,S − Z0
′
ni,SδS)− ρτ (e0τni,S)
)2]
≤ max
S∈M
sup
‖δS‖2≤rn
9
n2
n∑
i=1
((
Z ′ni,SδS
)2 − EDn [(Z ′ni,SδS)2])
+ ED0n
[
max
S∈M
sup
‖δS‖2≤rn
9
n2
n∑
i=1
((
Z0
′
ni,SδS
)2 − EDn [(Z0′ni,SδS)2])
]
+ max
S∈M
sup
‖δS‖2≤rn
EDn
[
18
n2
n∑
i=1
(
Z ′ni,SδS
)2]
a.s. (A.26)
As in Step 2 of the proof of Lemma S.3.5, we conclude that there exist absolute constants
N2, c2 > 0 such that for all n ≥ N2,
max
S∈M
sup
‖δS‖2≤rn
9
n2
n∑
i=1
((
Z ′ni,SδS
)2 − EDn [(Z ′ni,SδS)2]) ≤ c2(m log |M | log log nn
)1/2 r2n
n
a.s.
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Thus, there exist absolute constants N3, c3 > 0 such that for all n ≥ N3,
Wn ≤ c3 r
2
n
n
a.s. (A.27)
By the second statement of Lemma S.3.1 for any t > 0 and all n ≥ N3,
P
(
sup
S∈M
1
n
n∑
i=1
(
ρτ (Yni − Z ′ni,S θˆτn,S)− ρτ (Yni − Z ′ni,Sθτn,S)
)
−EDn
[
1
n
n∑
i=1
ρτ (Yni − Z ′ni,S θˆτn,S)− ρτ (Yni − Z ′ni,Sθτn,S)
]
≥ 2W 1/2n t
)
≤
∑
S∈M
P
(
− sup
‖δS‖2≤rn
− 1
n
n∑
i=1
(
ρτ (Yni − Z ′ni,S θˆτn,S)− ρτ (Yni − Z ′ni,Sθτn,S)
)
+ EDn
[
sup
‖δS‖2≤rn
− 1
n
n∑
i=1
ρτ (Yni − Z ′ni,S θˆτn,S)− ρτ (Yni − Z ′ni,Sθτn,S)
]
≥ 2W 1/2n t
)
≤
∑
S∈M
P
(
sup
‖δS‖2≤rn
− 1
n
n∑
i=1
(
ρτ (Yni − Z ′ni,S θˆτn,S)− ρτ (Yni − Z ′ni,Sθτn,S)
)
≤ EDn
[
sup
‖δS‖2≤rn
− 1
n
n∑
i=1
ρτ (Yni − Z ′ni,S θˆτn,S)− ρτ (Yni − Z ′ni,Sθτn,S)
]
− 2W 1/2n t
)
≤ 4|M |ee−t2/2. (A.28)
Analogously, we derive a bound on the probability for the lower tail via the first statement of
Lemma S.3.1,
P
(
sup
S∈M
1
n
n∑
i=1
(
ρτ (Yni − Z ′ni,S θˆτn,S)− ρτ (Yni − Z ′ni,Sθτn,S)
)
−EDn
[
1
n
n∑
i=1
ρτ (Yni − Z ′ni,S θˆτn,S)− ρτ (Yni − Z ′ni,Sθτn,S)
]
≤ −2W 1/2n t
)
≤ 4|M |ee−t2/2. (A.29)
Thus, combining eq. (A.27)- (A.29) and setting t = t′(log |M |)1/2, there exists N4 > N3 such that
for all n > N4,
P
(
sup
S∈M
An(S) ≥ c4rn t
1/2
n1/2
)
≤ 4ee−t′/2,
where c4 > 0 is an absolute constant. Hence, as in Step 2 of the proof of Lemma 2 integrating this
tail bound out yields for all n > N4, EDn [supS∈M An(S)] ≤ c5 rnn1/2 , where c5 > 0 is an absolute
40
constant, and
EDn
[
sup
S∈M
An(S)
]
= Op
( rn
n1/2
)
.
Step 5: Conclusion. Combining above bounds on supS∈M An(S), supS∈M Bn(S), supS∈M Cn(S),
and supS∈M Dn(S) we have
sup
S∈M
∣∣∣P̂Rτn,h(S)− PRτn(S)∣∣∣ = Op
((
log |M |
n
)1/2
+
rn
n1/2
+ λ3/2n r
5/2
n,3 +
m hα
λ2nn
+
m rn,3
hλnn
+
m rαn,3
λ2nn
)
.
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Supplementary Materials for “On the Predictive Risk in Misspecified
Quantile Regression”
S.1. On the interpretation of misspecified quantile regression
Our setting of persistently misspecified quantile regression models as outlined in Section 2.1
generalizes the framework of Angrist et al. (2006) to the case in which the number of predictors
grows with the sample size. Angrist et al. (2006) (Theorem 1) show that the solution to the quan-
tile regression problem (4) under persistent misspecification can be interpreted as the best linear
approximation to the true CQF under a weighted square loss with (random) weights that down
weight regions of the parameter space in which the conditional density of Yn1 given Xn1, fYn|Xn , is
low, i.e. θτn,S equivalently solves
min
θ∈R|S|
EDn
[
ωτ ·
(
QYn(τ |Xn1)− ZS(Xn1)′θ
)2]
, (S.1.1)
where
ωτ ≡ ωτ (Xn1, S) =
∫ 1
0
(1− u)fYn|Xn
(
u · ZS(Xn1)′θ + (1− u) ·QYn(τ |Xn1)|Xn1
)
du.
As an immediate consequence of this result we have the following relation between the predictive
risk based on the check loss ρτ and the (weighted) mean squared prediction error.
Proposition S.1.1. Suppose that EX0n
[
QY 0n (τ |X0n)
]
is finite and θτn,S uniquely solves (4). Then,
the predictive risk satisfies
PRτn(S) = EDn,X0n
[
ωτ (Dn, X0n, S) ·
(
QY 0n (τ |X0n)− Q̂Y 0n (τ |X0n, S)
)2]
+
(
EX0n
[
FY 0n |X0n(0|X0n)
]− τ).
(S.1.2)
where
ωτ (Dn, X0n, S) =
∫ 1
0
(1− u)fY 0n |X0n
(
u · Q̂Y 0n (τ |X0n, S) + (1− u) ·QY 0n (τ |X0n)|X0n
)
du.
Proof. Add and subtract Q̂Y 0n (τ |X0n, S) in expression S.1.1 and expand the squares.
Note that the second term on the right in eq. (S.1.2) is a constant in the interval (−τ, 1 − τ)
and independent of sample Dn, quantile model S, and estimate Q̂Y 0n (τ |X0n, S); only the first term
depends on the data and the model. This first term is a weighted version of the mean squared
prediction error with weights that down-weight regions on the real line where the conditional density
of Y 0n given X
0
n is low. Angrist et al. (2006) demonstrate that for most practical purposes the weight
ωτ tends to be constant across X0n. Thus, we can think of the predictive risk PR
τ
n(S) as a nearly
affine transformation of the mean squared prediction error EDn,X0n
[(
QY 0n (τ |X0n)− Q̂Y 0n (τ |X0n, S)
)2]
.
1
S.2. On model selection via the de-biased predictive risk estimate
Our de-biased, uniformly consistent, estimate of the predictive risk from Section 4.2 can be
used construct an Akaike-type information criterion which satisfies a notion of model selection
consistency even if the regression model is misspecified.
The principal idea underlying Akaike-type information criteria is to choose a model S that
minimizes the expected Kullback-Leibler divergence between the density associated with target µ
and the density associated with estimate µˆn,S (e.g. Lv and Liu, 2014; Akaike, 1992, 1998). For
general M -estimators, whose minimizers are not associated with a density, this approach amounts
to choosing a model S that minimizes the expected predictive risk associated with the estimate µˆn,S .
More precisely, we define the model with minimum predictive risk, S∗n, and its sample analogue,
Ŝn, as
S∗n = arg minS∈MPR
τ
n(S) and Ŝn = arg minS∈M P̂R
τ
n,h(S). (S.2.1)
We have the following result.
Proposition S.2.1 (Model Selection Consistency for Minimum Predictive Risk Model). Suppose
that the conditions of Corollary 3 hold and that S∗n is the unique minimizer of PR
τ
n. If n
1/4h ∼
(m log |M | log log n)1/4, then limn→∞ P
(
Ŝn = S
∗
n
)
= 1.
Proof. By the optimality of S∗n and Ŝn we have
0 ≤ PRτn(Ŝn)− PRτn(S∗n) = PRτn(Ŝn)− P̂R
τ
n,h(Ŝn) + P̂R
τ
n,h(Ŝn)− PRτn(S∗n)
≤ PRτn(Ŝn)− P̂R
τ
n,h(Ŝn) + P̂R
τ
n,h(S
∗
n)− PRτn(S∗n)
≤ 2 sup
S∈M
∣∣∣PRτn(S)− P̂Rτn,h(S)∣∣∣→ 0,
where the last inequality follows from Theorem 4. The claim follows since by assumption S∗n is
unique.
This proposition states that, under weak conditions and arbitrary misspecification, the min-
imizer of the de-biased predictive risk estimate, Ŝn, is consistent for the (population) minimum
predictive risk model, S∗n. If the true model S0 is contained in the family of candidate models M ,
then it holds that S∗n = S0. Thus, in this case, model selection based on the de-biased predictive
risk estimate is model selection consistent in the traditional sense, i.e. for S0.
S.3. Technical lemmata
Lemma S.3.1 (Panchenko (2003)). Let X1, . . . , Xn, X
0
1 , . . . , X
0
n be i.i.d. random vectors on a
measurable space X and let F = {f : X → R} be a countable class of measurable functions. Define
2
the mixed uniform variance as
V = EX0
[
sup
f∈F
n∑
i=1
(
f(Xi)− f(X0i )
)2]
.
Then for any α > 0 and t > 0,
P
(
sup
f∈F
n∑
i=1
f(Xi) ≥ EX
[
sup
f∈F
n∑
i=1
f(Xi)
]
+ 2
√
V t
)
≤ 2α+1 exp
{
1− α
α+ 1
t
}
and
P
(
sup
f∈F
n∑
i=1
f(Xi) ≤ EX
[
sup
f∈F
n∑
i=1
f(Xi)
]
− 2
√
V t
)
≤ 2α+1 exp
{
1− α
α+ 1
t
}
.
The next two technical lemmata are needed in the consistency proofs involving the matrices
Dτn,0(S) and D
τ
n,1(S).
Lemma S.3.2. Let {(Wn, Xn), (Wni, Xni), i = 1, . . . , n} be a triangular array of row-wise i.i.d.
random vectors in R×Rd. Suppose that Wn|Xn has a continuous distribution function and density
bounded by F+ > 0. Let g : Rd → R be an arbitrary function with envelope G such that E
[
G4+2δ
]
<
∞ for some δ > 0. Then, for all rn > 0 there exists an absolute constant c0 > 0 such that
EW,X
[
sup
‖θ‖2=rn
1
n
n∑
i=1
(
1
{
0 < Wni ≤ X ′niθ
}
g(Xni)− EW,X
[
1
{
0 < Wni ≤ X ′niθ
}
g(Xni)
] )]
≤ c0
(
d
n
)3/4
E
[
G4(Xn1)
]1/4 E [G4+2δ(Xn1)]1/(4+2δ) E [G2+δ(Xn1)]1/(2+δ)
+ c0r
1/2
n
(
d
n
)1/2
F
1/2
+ sup
‖u‖2=1
E
[
(X ′n1u)G
2(Xn1)
]1/2 E [G2+δ(Xn1)]1/(2+δ) .
Proof. We combine a combinatorial (i.e. sample distribution independent) bound on the entropy
of a conditional Rademacher average with a probabilistic (i.e. sample distribution dependent)
bound on the second and fourth moments of the corresponding unconditional Rademacher average.
This allows us to leverage the fact that the variance of the unconditional Rademacher process is
proportional to rn.
Step 1. VC-index and covering numbers. For rn > 0 and a function g : Rd → R with
envelop G define the class of functions
F(rn) =
{
(W,X) 7→ 1{0 < W ≤ X ′θ}g(X) : ‖δ‖2 ≤ rn, θ ∈ Rd
}
.
Without loss of generality we can assume that G ≥ 1. Define
F˜(rn) = {f/G : f ∈ F(rn)} .
3
Denote by Γ the collection of subgraphs of f ∈ F˜(∞). Then,
Γ =
{
(w, x, t) : f(w, x) ≥ t, f ∈ F˜(∞)} = {g(x)/G(x) ≥ t} ∩ {w > 0} ∩ {w ≤ x′θ, θ ∈ Rd}.
By Lemma 2.6.17 in van der Vaart and Wellner (1996) F˜(∞) is VC-subgraph with VC-index at
most 2d + 2. Therefore, by Haussler’s VC bound for any probability measure Q, r ≥ 1, and
0 < η < 1
N
(
η, F˜(∞), Lr(Q)
)
≤ C(16e)2d+2d
(
1
η
)r(2d+1)
, (S.3.1)
where C > 0 is a universal constant. For δ > 0 let
σn(G, δ) = sup
f∈F(rn)
‖f‖L2(Pn)‖G‖L2+δ(Pn).
Without loss of generality we can assume that G > 1 and hence σn(G, δ) ≥ supf∈F(rn) ‖f‖L2(Pn).
For arbitrary f1, f2 ∈ F(rn), the generalized Ho¨lder inequality yields,
‖f1 − f2‖2L2(Pn)σ−1n (G, δ) ≤ sup
f∈F(rn)
2
n
n∑
i=1
∣∣∣∣f1(Wni, Xni)G(Xni) − f2(Wni, Xni)G(Xni)
∣∣∣∣ |f(Wni, Xni)G(Xni)|σ−1n (G, δ)
≤ 2‖f1/G− f2/G‖L2+4/δ(Pn) sup
f∈F(rn)
‖f‖L2(Pn)‖G‖L2+δ(Pn)σ−1n (G, δ)
= 2‖f1/G− f2/G‖L2+4/δ(Pn). (S.3.2)
Eq. (S.3.2) implies that
N
(
ησn(G),F(rn), L2(Pn)
) ≤ N(η2/2, F˜(rn), L2+4/δ(Pn)) ≤ N(η2/2, F˜(∞), L2+4/δ(Pn)). (S.3.3)
Thus, applying eq. (S.3.1) with Q = Pn and r = 2 + 4/δ to right side of eq. (S.3.3), yields
N
(
ησn(G),F(rn), L2(Pn)
) ≤ C(16e)2d+2d(2
η
)(2+4/δ)(2d+1)
. (S.3.4)
Step 2. Combinatorial bounds. Let ε = (ε1, . . . , εn) be a vector of i.i.d Rademacher random
variables independent of (Wn1, Xn1), . . . , (Wnn, Xnn). By Dudley’s entropy inequality (e.g. van der
Vaart and Wellner, 1996, Corollary 2.2.8) inequality (S.3.4), a change of variable, two applications
of the Cauchy-Schwarz inequality and one of Jensen’s inequality,
E
[
sup
f∈F(rn)
1
n
n∑
i=1
(
f(Wni, Xni)− Ef(Wni, Xni)
)]
≤ 2E
[
sup
f∈F(rn)
1
n
n∑
i=1
εif(Wni, Xni)
]
4
≤ C1
n1/2
E
[∫ σn(G,δ)
0
(
logN
(
η,F(rn), L2(Pn
))1/2
dη
]
≤ C1
(
d
n
)1/2
E [σn(G, δ)]
∫ 1
0
(
log(1/η)
)1/2
dη
≤ C1
(
d
n
)1/2
E
[
sup
f∈F(rn)
1
n
n∑
i=1
f2(Wni, Xni)
]1/2
E
[
1
n
n∑
i=1
G2+δ(Xni)
]1/(2+δ)
, (S.3.5)
where C1 > 0 is an absolute constant that may change from line to line. Analogously,
E
[
sup
f∈F(rn)
1
n
n∑
i=1
(
f2(Wni, Xni)− Ef2(Wni, Xni)
)]
≤ C2
(
d
n
)1/2
E
[
sup
f∈F(rn)
1
n
n∑
i=1
f4(Wni, Xni)
]1/2
E
[
1
n
n∑
i=1
G4+2δ(Xni)
]1/(2+δ)
,
(S.3.6)
where C2 > 0 is an absolute constant.
Step 3. Moment bounds. By the boundedness of the conditional density of Wni|Xni,
E
[
sup
f∈F(rn)
1
n
n∑
i=1
f2(Wni, Xni)
]
≤ E
[
sup
f∈F(rn)
1
n
n∑
i=1
f2(Wni, Xni)− E
[
f2(Wni, Xni)
]]
sup
f∈F(rn)
E
[
1
n
n∑
i=1
f2(Wni, Xni)
]
≤ E
[
sup
f∈F(rn)
1
n
n∑
i=1
f2(Wni, Xni)− E
[
f2(Wni, Xni)
]]
+ rn
(
sup
‖u‖2=1
E
[
F+
n
n∑
i=1
(X ′niu)G
2(Xni)
])
.
(S.3.7)
Since 0 ≤ f ≤ 1 ≤ G,
E
[
sup
f∈F˜(rn)
1
n
n∑
i=1
f4(Wni, Xni)
]
≤ E [G4(Xn1)] . (S.3.8)
Step 4. Conclusion. We now combine the combinatorial and moment bounds.
E
[
sup
f∈F
1
n
n∑
i=1
(
f(Wni, Xni)− Ef(Wni, Xni
)]
≤ C1
(
d
n
)1/2
E
[
sup
f∈F(rn)
1
n
n∑
i=1
f2(Wni, Xni)
]1/2
E
[
1
n
n∑
i=1
G2+δ(Xni)
]1/(2+δ)
≤ C1
(
d
n
)1/2 ∣∣∣∣∣E
[
sup
f∈F(rn)
1
n
n∑
i=1
f2(Wni, Xni)− E
[
f2(Wni, Xni)
]]∣∣∣∣∣
1/2
E
[
1
n
n∑
i=1
G2+δ(Xni)
]1/(2+δ)
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+ C1
(
d
n
)1/2
r1/2n
(
sup
‖u‖2=1
E
[
F+
n
n∑
i=1
(X ′niu)G
2(Xni)
])1/2
E
[
1
n
n∑
i=1
G2+δ(Xni)
]1/(2+δ)
≤ C1C1/22
(
d
n
)3/4
E
[
sup
f∈F(rn)
1
n
n∑
i=1
f4(Wni, Xni)
]1/4
E
[
1
n
n∑
i=1
G4+2δ(Xni)
]1/(4+2δ)
E
[
1
n
n∑
i=1
G2+δ(Xni)
]1/(2+δ)
+ C1
(
d
n
)1/2
r1/2n
(
sup
‖u‖2=1
E
[
F+
n
n∑
i=1
(X ′niu)G
2(Xni)
])1/2
E
[
1
n
n∑
i=1
G2+δ(Xni)
]1/(2+δ)
≤ C1C1/22
(
d
n
)3/4
E
[
G4(Xn1)
]1/4 E [G4+2δ(Xn1)]1/(4+2δ) E [G2+δ(Xn1)]1/(2+δ)
+ C1
(
d
n
)1/2
r1/2n F
1/2
+
(
sup
‖u‖2=1
E
[
(X ′n1u)G
2(Xn1)
])1/2
E
[
G2+δ(Xn1)
]1/(2+δ)
, (S.3.9)
where the first inequality follows from eq. (S.3.5), the second from eq. (S.3.7) and the third from
eq. (S.3.6). The fourth inequality holds since Xni are identically distributed.
Lemma S.3.3. Let {Xni, i = 1, . . . , n} be triangular array of row-wise i.i.d. Rd-valued random
vectors. Let max‖u‖2=1 E
[
(X ′n1u)2
] ≤ λ+. Suppose that there exists p ≥ 1 and an absolute constant
µ4p <∞, independent of d, such that max1≤k≤d E
[
(X
(k)
n1 )
4p
]
≤ µ4p. Then,
sup
‖v‖2=1
(
E
[
1
n
n∑
i=1
|X ′niv|2p
])1/(2p)
≤ 22+1/(2p)K1/2p1/2µ1/(2p)4p + λ1/2+ ,
where K = 1/(e−√e).
Proof. Let ε = (ε1, . . . , εd) be a vector if i.i.d. Rademacher variables independent of Xn =(
X
(1)
n , . . . , X
(d)
n
)
. Let K = 1/(e−√e), p ≥ 1, and ‖v‖2 = 1, v ∈ Rd. Then,
(
E
[
1
n
n∑
i=1
|X ′niv|2p
])1/(2p)
≤
E
∣∣∣∣∣
d∑
k=1
X
(k)
n1 vk − E
[
X
(k)
n1 vk
]∣∣∣∣∣
2p
1/(2p) + ∣∣E [X ′nv] ∣∣
≤ 2
E
∣∣∣∣∣
d∑
k=1
εkX
(k)
n1 vk
∣∣∣∣∣
2p
1/(2p) + ∣∣E [(X ′nv)2] ∣∣1/2
≤ 22+1/(2p)K1/2p1/2
E
( d∑
k=1
(
X
(k)
n1 vk
)2)2p1/(2p) + λ1/2+
≤ 22+1/(2p)K1/2p1/2
d∑
k=1
(
E
[(
X
(k)
n1 vk
)4p])1/(2p)
+ λ
1/2
+
= 22+1/(2p)K1/2p1/2
d∑
k=1
µ
1/(2p)
4p v
2
k + λ
1/2
+
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≤ 22+1/(2p)K1/2p1/2µ1/(2p)4p + λ1/2+ , (S.3.10)
where the second inequality follows from Jensen’s and the symmetrization inequality for conditional
Rademacher averages, the third from Khinchine’s inequality for conditional Rademacher averages,
the fourth from Minkowski’s integral inequality, and the remaining inequalities from elementary
calculations. Note that eq. (S.3.10) is independent of n, d, and v. This concludes the proof.
The next lemma provides an almost sure bound on the centered quantile regression score.
Lemma S.3.4. Suppose that Assumptions (A1) – (A6) hold. There exists an absolute constants
N0, c0 > 0 such that for any any rn > 0 and all n > N0,
sup
S∈M
sup
‖δ‖2=rn
∥∥∥∥∥ 1n
n∑
i=1
−ϕτ (eτni,S − Z ′ni,Sδ)Zni,S + ϕτ (eτni,S)Zni,S + EDn
[
ϕτ (e
τ
ni,S − Z ′ni,Sδ)Zni,S − ϕτ (eτni,S)Zni,S
]∥∥∥∥∥
2
≤ c0r1/2n
(
m log |M |
n
)1/2
+ c0
(
m log |M | log log n
n
)3/4
a.s.
Proof. The Lemma can be proved as Lemma 3.3 in He and Shao (2000) but with Lemma 3.1 (He
and Shao, 2000) replaced by Lemma S.3.1.
The following lemma provides an almost sure bound on the (un-centered) quantile regression
score.
Lemma S.3.5. Suppose that Assumptions (A1) – (A6) hold. There exists an absolute constants
N1, c1 > 0 such that for all n > N1,
sup
S∈M
∥∥∥∥∥ 1n
n∑
i=1
ϕτ (e
τ
ni,S)Zni,S
∥∥∥∥∥
2
≤ c1
(
m+ log |M |+ log log n
n
)1/2
a.s.
Proof. We combine Lemma S.3.1 with upper bounds on the expected value of the supremum of the
empirical process under consideration and the corresponding mixed uniform variance.
Step 1. Decomposition. We upper bound the process by two empirical processes and then
analyze those processes separately:
sup
S∈M
∥∥∥∥∥ 1n
n∑
i=1
ϕτ (e
τ
ni,S)Zni,S
∥∥∥∥∥
2
≤ sup
S∈M
sup
‖uS‖2=1
1
n
n∑
i=1
(
Z ′ni,SuS − EDn
[
Z ′ni,SuS
] )
+ sup
S∈M
sup
‖uS‖2=1
1
n
n∑
i=1
(
1{eτni,S ≤ 0}Z ′ni,SuS − EDn
[
1{eτni,S ≤ 0}Z ′ni,SuS
] )
.
Step 2. Almost sure bound on the first term. For fixed S ∈M let NS be a 12 -net of the
7
unit sphere in R|S|. Then,
sup
‖uS‖2=1
1
n
n∑
i=1
(
Z ′ni,SuS − EDn
[
Z ′ni,SuS
] ) ≤ max
v∈NS
2
n
n∑
i=1
(
Z ′ni,Sv − EDn
[
Z ′ni,Sv
] )
.
Let D0n be an independent copy of Dn. For v ∈ NS define
Wn(S, v) = ED0n
[
1
n
n∑
i=1
(
Z ′ni,Sv − Z0
′
ni,Sv
)2|Dn] .
By the Hartman-Wintner law of iterated logarithm there exists an NS > 0 such that for all n > NS
and for all v ∈ NS ,
Wn(S, v) ≤ 2
n
n∑
i=1
(v′Zni,S)2 + EDn
[
2
n
n∑
i=1
(v′Zni,S)2
]
≤ 2
n
n∑
i=1
(
(v′Zni,S)2 − EDn
[
(v′Zni,S)2
] )
+
4
n
EDn
[
(v′Zn1,S)2
]
≤ 2
n
EDn
[
(v′Zn1,S)4
]1/2( log log n
n
)1/2
+ 4
λ+
n
≤ c1/n,
where c1 > 0 is a constant independent of n and S.
Thus, by the union bound and Lemma S.3.1, for all n > N0 ≡ maxS∈M NS and for any t > 0,
P
(
sup
S∈M
sup
‖uS‖2=1
1
n
n∑
i=1
(
Z ′ni,SuS − EDn
[
Z ′ni,SuS
] ) ≥ 4c1( t+ 2m log 5 + log |M |
n
)1/2)
≤ 4e
∑
S∈M
|NS |e−m log 5−log |M |−t/2
≤ 4ee−t/2.
Standard arguments now guarantee that there exists a universal constant c1 > 0 and N
′
0 ≥ N0 such
that for all n > N ′0,
sup
S∈M
sup
‖uS‖2=1
1
n
n∑
i=1
(
Z ′ni,SuS − EDn
[
Z ′ni,SuS
] ) ≤ c1(m+ log |M |+ log log n
n
)1/2
. (S.3.11)
Step 3. Almost sure bound on the second term. Follows in the same way as the bound
on the first term.
The final lemma is a strengthened version of Theorems 2.1 and 2.2 in He and Shao (2000) in
the special case of quantile regressions.
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Lemma S.3.6. Suppose that Assumptions (A1) – (A6) hold. Then, there exists a universal con-
stants N2, c2, c3 > 0 such that for all n > N2,
θˆτn,S = θ
τ
n,S +
(
E
[
fYn|Xn
(
Z ′n1,Sθ
τ
n,S |Xn1
)
Zn1,SZ
′
n1,S
] )−1 1
n
n∑
i=1
ϕτ
(
eτn,S
)
Zni,S + r
τ
n,S ,
and
sup
S∈M
∥∥rτn,S∥∥2 ≤ c2λ2n
(
m log |M | log log n
n
)1/4(m log |M |+ log log n
n
)1/2
a.s.,
and
sup
S∈M
‖θˆτn,S − θτn,S‖2 ≤
c3
λn
(
m log |M | log logn
n
)1/2
a.s.
Proof. The claims follow from Lemma S.3.5 and steps analogous to those in the proofs of the
corresponding theorems in He and Shao (2000) but with Lemma 3.3 (He and Shao, 2000) replaced
by Lemma S.3.4.
S.4. Numerical evidence
In this section we provide further numerical evidence for the DGPs 2–4 from Section 5 in the
main paper. The interpretations given in Section 5 apply to below plots as well. Qualitatively, the
conclusion for DGPs 2–4 are the same for DGP1. However, the variations are sometimes higher in
the results because DGP 2–4 involve more complex settings.
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