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REGULARIZED ESTIMATION OF HIGH-DIMENSIONAL VECTOR
AUTOREGRESSIONS WITH WEAKLY DEPENDENT INNOVATIONS
RICARDO P. MASINI, MARCELO C. MEDEIROS, AND EDUARDO F. MENDES
Abstract. There has been considerable advance in understanding the properties of
sparse regularization procedures in high-dimensional models. Most of the work is lim-
ited to either independent and identically distributed setting, or time series with inde-
pendent and/or (sub-)Gaussian innovations. We extend current literature to a broader
set of innovation processes, by assuming that the error process is non-sub-Gaussian
and conditionally heteroscedastic, and the generating process is not necessarily sparse.
This setting covers fat tailed, conditionally dependent innovations which is of particular
interest for financial risk modeling. It covers several multivariate-GARCH specifications,
such as the BEKK model, and other factor stochastic volatility specifications.
JEL: C32, C38, C58.
Keywords: time series, LASSO, vector autoregression, finite-sample.
1. Introduction
Modeling multivariate time series data is an important and vibrant area of research.
Applications range from economics and finance, as in Sims (1980), Bauer and Vornik
(2011), Chiriac and Voev (2011), or Ramey (2016), to air pollution and ecological stud-
ies (Hoek et al., 2013; Ensor et al., 2013; Schweinberger et al., 2017). Among alterna-
tives, the Vector Autoregressive (VAR) model is certainly one of the most successful.
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The advances in data collection and storage have created data sets with large num-
bers of time series (Big Data ), where the number of model parameters to be estimated
may exceed the number of available data observations. A common approach to deal-
ing with high-dimensional data is to impose additional structure in the form of (ap-
proximate) sparsity and estimate the parameters by some sort of shrinkage method.
Examples of estimation techniques range from Bayesian estimation with “spike-and-
slab” priors to sparsity-inducing shrinkage, such as the least absolute and shrinkage
estimator (LASSO) and its many extensions. See Miranda-Agrippino and Ricco (2019)
for a nice survey on Bayesian VARs or Kock et al. (2020) for a review on penalized
regressions applied to time-series models.
1.1. Our Contributions. In this paper we study non-asymptotic properties of high-
dimensional VAR models and their parameter estimates using equation-wise LASSO.
The data are assumed to be generated from a covariance-stationary and weakly sparse
VAR model, where the innovation vector is a geometrically strong (α−) mixing, martin-
gale difference process. These conditions contemplate VAR models with conditional
heteroskedasticity as in Bauwens et al. (2006); Boussama et al. (2011) or stochastic
M. C. Medeiros acknowledges partial support from CNPq/Brazil.
1See also Lu¨tkepohl (1991) or Wilson et al. (2015) for comprehensive textbook introductions.
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volatility as in Chib et al. (2009). We show that, with high probability, estimated and
population parameter vectors are close to each other in the Euclidean norm and dis-
cuss restrictions on the rate which the number of parameters can increase as the
sample size diverges.
The importance of our results relies on the fact that our non-asymptotic guarantees
serve as a key ingredient for the derivation of asymptotic properties of penalized esti-
mators in high-dimensional VAR models. In particular, our results apply even when
the parameters are taken to be the best linear projection of the vector process on its
lags with virtually no restriction on the conditional variance model. Moreover, aux-
iliary results proved in this paper can also be used to derive finite bounds for other
type of penalization such as elastic-net, SCAD or non-convex penalties.
1.2. Comparison to the Literature. Some consistency results on model estimation
and selection of high-dimensional VAR processes were obtained by Song and Bickel
(2011), though under much stronger assumptions. Loh and Wainwright (2012) and
Basu and Michailidis (2015) developed powerful concentration inequalities that en-
abled them to establish consistency under weaker conditions and prove that these
conditions hold with high probability. In particular, Basu and Michailidis (2015) es-
tablished consistency of ℓ1-penalized least squares and maximum likelihood estima-
tors of the coefficients of high-dimensional VAR processes and related the estimation
and prediction error to the complex dependence structure of VAR processes. Other
estimation approaches, including Bayesian approaches, are discussed by Davis et al.
(2016).
More recently, Wong et al. (2019) derived finite-sample guarantees for the LASSO
in a misspecified VAR model involving β-mixing process with sub-Weibull marginal
distributions. We differ from these authors in a number of directions and we see our
work as complementary. First, although they consider model misspecification, they
impose sparsity. We, on the other hand, derive our results under approximate (weak)
sparsity, which is a more reasonable assumption in many applications. Second, we
allow for more flexible error distributions than the sub-Weibull case, in fact ranging
from polynomial to sub-Gaussian. We require only weak stationarity in constrast
to strict stationarity. Fourth, we consider a strong (α-) mixing error process in the
model, nesting a richer class of volatility models as in (Carrasco and Chen, 2002),
for example. The most striking difference from Wong et al. (2019) is that, although
the error is assumed to be strong mixing, the multivariate observed time series is a
mixingale process, and not necessarily strong mixing. It means that previous results
in the literature are not valid in our case. In conclusion, in one hand we are less
flexible than Wong et al. (2019) with respect to model misspecification. However, on
the other hand, we allow for much richer class of distributions and heteroskedastic
processes.
1.3. Organization of the Paper. The paper is organized as follows. In Section 2 we
define the model and the main assumptions in the paper. In Section 3 we discuss ex-
amples of applications of our results. The theoretical results are presented in Section
2
4, while in Section 5 we provide a discussion of our findings and conclude the paper.
All technical proofs are relegated to the Appendix.
1.4. Notation. Throughout the paper we use the following notation. For a vector
b = (b1, ..., bk)
′ ∈ Rk, |b|p = (
∑k
i=1 |bi|p)1/p is its lp vector norm were |b|∞ = maxi |bi|
and |b|0 =
∑k
i=1 I(bi 6= 0). For a random variable X, ‖X‖p = (E|X|p)1/p and ‖X‖∞ =
sup{a : Pr(|X| ≥ a) = 0}. For a m × n matrix A with elements aij, we denote |||A|||1 =
max1≤j≤n
∑m
i=1 |aij |, |||A|||1 = max1≤i≤m
∑n
j=1 |aij |, the induced l∞ and l1 norms respec-
tively, and the maximum elementwise norm |||A|||max = maxi,j |aij |. Also Λmin(A) and
Λmax(A) denotes the minimum and maximum eigenvalues of the matrix A, respec-
tively.
2. Model setup and Assumptions
Let {yt = (yt,1, ..., yt,n)′} be a vector stochastic process taking values on Rn given by
yt = A1yt−1 + · · ·+Apyt−p + ut, (1)
where ut = (ut,1, ..., ut,n)
′ is a zero-mean vector of innovations and A1, . . . ,Ap, are n× n
parameter matrices. The dimension n ≡ nT and order p ≡ pT of the process are allowed
to increase with the number of observations T . Write the vector-autoregressive (VAR)
process (1) using its first-order representation:
y˜t = F T y˜t−1 + u˜t, (2)
where y˜t = (y
′
1, ...,y
′
p−1)
′, u˜t = (u
′
t,0
′, ...,0′)′, and
F T =

A1 A2 · · · Ap−1 Ap
In 0n · · · 0n 0n
0n In 0n 0n
...
. . .
...
...
0n 0n In 0
 .
Consider now the following assumptions.
Assumption (A1). All roots of the reverse characteristic polynomialA(z) = In−
∑p
i=1Ajz
j
lie outside the unit disk and there exist positive, universal, finite constants c¯Φ and cφ such
that
max
δ=1,...,n
∞∑
k=m
|φk,δ|1 ≤ c¯Φe−cφm, (3)
where Φk := J
′F kTJ = (φk,1, ..., φk,n)
′ for all n and p, F T denote the companion matrix
and J = (In,0n, ...,0n)
′.
Assumption (A2). The sequence {ut} is zero-mean, covariance stationary, martingale
difference process with respect to the filtration Ft−1 = σ(ut−1,ut−2, . . . ), and geometri-
cally strong mixing (α-mixing). The mixing coefficients {αm} satisfy αm ≤ e−b1m for all
m and some positive constant b1. The largest and smallest eigenvalues of Σ := E(u1u
′
1)
are bounded away from 0 and ∞ respectively, uniformly in T ∈ N.
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Assumption (A3). For all b ∈ Rn such that |b′1| ≤ 1 and |b|∞ ≤ 1} and for all t ∈ N,
either one of these condition are true:
(a) for some d ≥ 4, there exists 0 < cd <∞ such that ‖b′ut‖d = (E|b′u1|d)1/d ≤ cd;
(b) there exists 0 < c∞ < ∞ such that E[eγu|b′ut|a] ≤ c∞ for some a > 0 and all γu
inside some neighborhood of zero.2
Assumption (A1) requires that the VAR process is stable and admits an infinite-order
vector moving average, VMA(∞), representation for all n and p as
yt =
∞∑
i=0
J ′F iTJut−i =
∞∑
i=0
Φiut−i. (4)
Furthermore, the coefficients of the MA(∞) representations of each {yi,t}, i = 1, .., n,
are absolutely summable with exponentially decaying rate. This condition is satisfied
in standard VAR(p) models, where n and p are fixed. In models that n is large, Lemma
4 in Appendix A.1 shows that condition (3) is satisfied if
∑p
k=1 |||Ak|||∞ < 1 and further
regularity conditions on the size of the coefficients. Finally, notice that under (A1) it is
also true that maxk,i |φk,i|∞ ≤ c¯Φ, which means that the coefficients {Φk} are uniformly
upper bounded under the maximum entry-wise norm.
Assumption (A2) requires the innovation process to be a geometric strong mixing,
martingale difference process. Note that uniform mixing sequences (φ-mixing) and
β-mixing sequences are also strong mixing (or α-mixing), but the converse is not true
(Bradley, 2005, Equations (1.11) - (1.18)). Finally, Assumptions (A1) and (A2) com-
bined ensure that {yt} is second order stationary for each n and p (Lu¨tkepohl, 2006,
Ch. 2).
Condition (A3) imposes restrictions on the tail behavior of the innovation process
{ut} that are shared by {yt}. More precisely, we impose moment conditions on all
linear combinations b′ut and Lemma 3, in the appendix, shows that each {yi,t} also
share the same tail properties. This condition is essential for defining the rate in
which n and p increase.3
Assumptions (A2) and (A3) describe the innovation process and have been shown to
be satisfied by a series of processes under particular conditions. For instance, Propo-
sition 3 in Carrasco and Chen (2002) shows that under a set of regularity conditions
our assumptions (A2) and (A3) are satisfied by the polynomial random coefficient au-
toregressive model; Boussama et al. (2011) derive conditions for stationarity and geo-
metric ergodicity and geometric strong mixing for the general multivariate GARCH(p,q)
model under the BEKK parametrization; and Hafner and Preminger (2009a,b) provide
conditions under which (A2)–(A3) is satisfied for a multivariate GARCH specification
and factor-GARCH models.
It is convenient to write the model in stacked form. Let xt = (y
′
t−1, . . . ,y
′
t−p)
′ be the
np × 1 vector of regressors and X = (x1, ...,xT )′ the T × np matrix of covariates. Let
Yi = (yi,1, ..., yi,T )
′ be the T × 1 vector of observations for the ith element of yt, and
Ui = (ui,1, ..., ui,T )
′ the corresponding vector of innovations. Denote βi the np× 1 vector
2In practice we can fix c∞ and restrict the range in which γu takes value.
3Recall that both n and p are allowed to increase with the number of observations T .
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of coefficients corresponding to equation i. Then, model (1) is equivalent to
Yi = Xβi +Ui, i = 1, . . . , n. (5)
We now make additional assumptions concerning model (5).
Assumption (A4). The true parameter vectors βi, i = 1, . . . , n, satisfy
∑np
j=1 |βi,j |q ≤ Rq
for some 0 ≤ q < 1 and 0 < Rq <∞.4
Assumption (A5). The smallest eigenvalue of Γ := T−1E(X′X) is greater than a positive
universal constant σ2Γ, uniformly on T .
Assumption (A4) imposes weak sparsity of the coefficients, in a sense that most of
them are small. In the case q = 0 we have sparsity in the standard sense, meaning that
R0 = s, the number of non-zero coefficients. In practice, we estimate a sparse model
that truncates all coefficients close to zero. This assumption is standard for weak
sparsity, see Negahban et al. (2012)[section 4.3] and Han and Tsay (2019)[Assumption
1] for an application in time series setting.
Assumption (A5) is often used in the sparse estimation literature (e.g. Kock and Callot,
2015; Medeiros and Mendes, 2016b; Han and Tsay, 2019). Basu and Michailidis (2015)
(Proposition 2.3) derived bounds for Λmin(Γ) and Λmax(Γ) using properties of the block
Toeplitz matrix Γ and its generating function, the cross-spectral density of the gener-
ating VAR(p) process:
Λmin(Σ)
max|z|=1Λmax(A
∗(z)A(z))
≤ Λmin(Γ) ≤ Λmax(Γ) ≤ Λmax(Σ)
max|z|=1Λmin(A
∗(z)A(z))
, (6)
where A∗ is the conjugate transpose of A, the reverse characteristic polynomial, de-
fined in Assumption (A1). Basu and Michailidis (2015)[Proposition 2.2] shows that
under (A1),
max
|z|=1
Λmax(A
∗(z)A(z)) <
[
1 +
∑p
k=1(|||Ak|||1 + |||Ak|||∞)
2
]2
.
Hence, (A5) is satisfied if, for instance, Λmin(Σ) > 0,
∑p
k=1 |||Ak|||1 <∞ and
∑p
k=1 |||Ak|||∞ <
∞.
3. Polynomial Random Coefficient Autoregressive Models
Carrasco and Chen (2002) study a mixing and moment properties of a large class
of GARCH and Stochastic Volatility models. They show that Assumptions (A2) and
(A3) are satisfied by a set of lower level conditions on the evolution of the conditional
innovation process {ut}. Their theoretical framework contemplate multivariate volatil-
ity process. Note that the setup is high level in a sense that particular models yield
distinct conditions on the respective parameter vector. We explain their setup and list
alternative Assumptions replacing (A2) and (A3).
We follow the exposition in the original paper. Let {vt} denote an Rm-valued process
satisfying
vt+1 =H(et+1)vt +K(et+1), t = 0, 1, 2, . . . (7)
4This condition is slightly stronger than we need in a sense that we may have distinct qi and Rq,i for
each equation.
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where {et} satisfy:
Assumption (B0). {et} is a sequence of Rq-valued i.i.d. random variables. The marginal
probability distribution of et is absolutely continuous with respect to Lebesgue measure
on Rq. The support of et is defined by its strictly positive density and contains an open
set and zero. Also, et+1 is independent of the sigma-algebra generated by {vt, ...,vt}.
Assumption (B1). H(·) is an m × m matrix-valued polynomial function and K(·) is a
m×1 vector-valued polynomial function. Both are measurable with respect to the sigma-
algebra generated by et+1.
Let ρ(·) denote largest eigenvalue in absolute value of the matrix ·, i.e, its spectral
norm.
Assumption (B2). ρ(H(0)) < 1, E{ρ(H(et))s} < 1 and E|K(et)|s2 < ∞ for some even
integer s ≥ 2.
Most GARCH and Stochastic Volatility models can be viewed as generalized hidden
Markov models. We borrow the definition found in Carrasco and Chen (2002, Defini-
tion 3):
Definition (Generalized Hidden MarkovModel). A process {ut}with state space (U ,B(U))
follows a generalized hidden Markov model with a hidden chain {vt} if
(i) {vt} is an unobserved stationary Markov chain with state space (V,B(V)).
(ii) For all t ≥ 1, the conditional distribution of ut|(vt,ut−1,vt−1, . . . ,u0,v0) depends
only on vt.
(iii) The conditional distribution of ut|vt does not depend on t.
Proposition 1 shows that Assumption (A2) and, in part, Assumption (A3) could be
replaced by restrictions on the evolution process of the hidden Markov chain and
conditions on the error process {et}. It corresponds to Proposition 3 and Proposition
4 in Carrasco and Chen (2002). The original paper discusses conditions (B0) – (B2)
and illustrates them in distinct models.
Proposition 1 (Proposition 3 and 4 in Carrasco and Chen (2002)). Suppose conditions
(B0), (B1) and (B2) are satisfied, and {ut} is a generalized hidden Markov model with
hidden chain {vt} defined in (7):
(i) the process {vt} is Markov;
(ii) {vt,ut} is geometrically ergodic, and ‖vi,t‖s <∞ for i = 1, ...,m;
(iii) if v0 is initialized from the invariant distribution, then {vt,ut} is strictly stationary
and β-mixing with exponential decay.
This proposition is adapted from Carrasco and Chen (2002, Proposition 3 and 4),
with minor modifications to adjust the result to our setting. As a consequence, As-
sumption (A2) is partially satisfied under conditions (B0) – (B2). It remains to show
that the eigenvalues of the covariance of u1 are bounded away from zero and infinity.
Unfortunately, without more structure it is impossible to show whether it holds or
Assumption (A3) is satisfied.
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We illustrate how Assumptions (A2) and (A3) are satisfied in a General Constant
Conditional Correlationmodel with distinct GARCH(1,1) specifications. Carrasco and Chen
(2002, Section 4) discuss linear and power GARCH(p,q) models and the same develop-
ment below can be applied. Boussama et al. (2011); Hafner and Preminger (2009b,a)
examine other multivariate GARCH models, estimation properties, moments and con-
ditions for geometric ergodicity. In particular, Boussama et al. (2011) consider the
BEKK model, a very general conditional volatility specification.
Example. A general Constant Conditional Correlation (CCC) model
Bollerslev (1990) proposed the Constant Conditional Correlation (CCC) model. The
CCC is a class of multivariate GARCH models where the conditional correlation is held
constant over time, but the variances may evolve according to a GARCH(1,1) model.
More generally, onemay assume each conditional variance evolves following a particular
GARCH-type model (Bauwens et al., 2006, Section 2.3). We follow this latter definition.
Let {ǫt = (ǫ1,t, ..., ǫn,t)′} independent and identically distributed sequence taking val-
ues on Rn, with mean zero and covariance matrix Σǫ, with unity variances. Let V t =
diag (v1,t, ..., vn,t) and
ut = V
1/2
t ǫt γ(vi,t+1) = Hi(ei,t)γ(vi,t) + ki(ei,t),
for i = 1, ..., n and t = 1, 2, ..., where ei,t is ameasurable function of ǫi,t and vi,t. Carrasco and Chen
(2002, Section 3) develop conditions under which E|γ(vi,t)|s <∞ and {vi,t} is strictly sta-
tionary and uniformly strong mixing.
Assumption ((C1)). (a) {ǫt} is independent and identically distributed random vec-
tor, independent of V 0, with E[ǫt] = 0 and E[ǫ1ǫ
′
1] = Σǫ with diagonal entries
equal one. The distribution of ǫ is positive on Rn.
(b) The covariance matrix Σǫ satisfy
0 < cmin ≤ Λmin(Σǫ) ≤ Λmax(Σǫ) ≤ cmax <∞.
(c) et+1 is some measurable function of ǫt and satisfy Assumption (B0).
(d) ki and Hi, for i = 1, ..., n, are polynomial functions.
(e) There is an integer d ≥ 1 such that for all i = 1, ..., n,
|Hi(0)| ≤ 1, E|Hi(ei,t)|d < 1, E|ki(ei,t)|d <∞.
Under Assumption (C1) (Carrasco and Chen, 2002, proposition 5) states that:
(1) {Vt} is Markov geometrically ergodic;
(2) if V0 is initialized from the invariant measure, then {Vt} and {ǫt} are strictly sta-
tionary and β-mixing with exponential decay;
(3) E[|γ(vi,t)|d] <∞, i = 1, ..., n;
(4) if γ(x) = xk, k > 0, and E|ǫi,t|2kd <∞, for each i = 1, ..., n, then E|ui,t|2kd <∞.
We first show that under Assumption (C1), 0 < Λmin(Σ) < Λmax(Σ) < ∞. The covari-
ance matrix E[u1u
′
1] = E[V
1/2
1 ΣǫV
1/2
1 ]. Let δ ∈ Rn \ {0} and verify that
min
1≤i≤n
E[vit] inf
δ′δ=1
δ′Σǫδ ≤ inf
δ′δ=1
δ′E[u1u
′
1]δ ≤ sup
δ′δ=1
δ′E[u1u
′
1]δ ≤ max
1≤i≤n
E[vit] sup
δ′δ=1
δ′Σǫδ.
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Nowwemust show that ‖b′ut‖d ≤ cd <∞. Letmaxi=1,...,n ‖ǫit‖d ≤ cǫ andmaxi=1,...,n ‖vit‖d/2 ≤
cv. Then, for all b ∈ Rn,
‖b′ut‖d ≤ |b|1cǫcv .
First, verify that for any random vector x = (x1, ..., xn) in R
n, multi-index J = (j1, ..., jn)
with |J |1 = d, and AJ := {x ∈ Rn :
∏n
i=1 |xi|ji > 0}
E[
n∏
i=1
|xi|ji ] = E[I(x ∈ AJ) exp{
n∑
i=1
ji log |xi|}]
≤
n∑
i=1
ji
d
E[I(x ∈ AJ)|xi|d]
≤ max
i=1,...,n
E|xi|d
n∑
i=1
ji
d
.
Applying the binomial theorem where J is, again, a multi-index
E
∣∣b′ut∣∣d = E
∣∣∣∣∣∣
∑
|J |=d
(
d
J
) n∏
i=1
(biv
1/2
i,t ǫi,t)
ji
∣∣∣∣∣∣
≤
∑
|J |=d
(
d
J
) n∏
i=1
|bi|ji max
|J |=d
E
n∏
i=1
|vi,t|ji/2 max
|J |=d
E
n∏
i=1
|ǫi,t|ji
≤ |b|d1 max
|J |=d
E
n∏
i=1
|vi,t|ji/2 max
|J |=d
E
n∏
i=1
|ǫi,t|ji
= (|b|1cǫcv)d.
Hence, Assumption (A3) is satisfied under conditions (C1).
4. LASSO estimation bounds
Let LT (βi) = 1T |Yi−Xβi|22 denote the empirical squared risk, for each i = 1, ..., n. We
estimate βi, i = 1, . . . , n, equation-wise using the LASSO procedure
β̂i ∈ arg min
βi∈R
np
{LT (βi) + λi|βi|1} , i = 1, ..., n, (8)
where λi are positive regularization parameters. For ease of exposition we assume
λ1 = · · · = λn = λ. It is well known that β∗i = argminβi E {LT (βi)} are the population
parameters in (5), under stated conditions.
We follow the steps in Negahban et al. (2012) to derive error bounds for the equation-
wise LASSO estimator. First define the pair of subspaces M(S) = {u ∈ Rnp|ui =
0, i ∈ Sc} and its orthogonal complement M⊥(S) = {u ∈ Rnp|ui = 0, i ∈ S}, where
S ⊆ {1, . . . , np}. Set uM and uM⊥ the projection of u onM(S) andM⊥(S), respectively.
Clearly, for any u ∈ Rnp, |u|1 = |uM|1+ |uM⊥ |1. We say | · |1 is decomposable with respect
to the pair (M(S),M⊥(S)) for any set S ⊂ {1, . . . , np}.
We have to show two conditions to obtain a finite sample estimation error bound
for the parameter vectors. The first condition is known as restricted strong convexity
(RSC) and restricts the geometry of the loss function around the optimum β∗ and is
related to the Restricted Eigenvalue (Van De Geer et al., 2009). The second condition
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is known as deviation bound and restricts the size of the ℓ∞ norm of the gradient
∇LT (β∗).
Definition (Deviation Bound (DB)). The deviation bound condition holds if the event
{λ ≥ 2|X′U i/T |∞} occurs with high probability for all i = 1, ..., n.5
Definition (Restricted Strong Convexity (RSC)). DefineC(β∗,M,M⊥) = {∆ ∈ Rnp||∆M⊥ |1 ≤
3|∆M|1 + 4|β∗M⊥ |1}. The restricted strong convexity holds for parameters κL and τL if
for any ∆ ∈ C,
∆′X′X∆
T
≥ κL|∆|22 − τ2L(β∗).
Negahban et al. (2012)[Section 4] show these conditions are satisfied by many loss
functions and penalties. Basu and Michailidis (2015) show that both DB and RSC are
satisfied by Gaussian VAR(p) models in high dimensions.
If both DB and RSC hold with large probability, Negahban et al. (2012)[Theorem 1]
provides an ℓ2 estimation bound for β̂i. Our goal is to show that the error bounds are
valid for each ∆i = β̂i − β∗i , i = 1, . . . , n at the same time.
Lemma 1 characterizes the solutions of the optimization program in (8). We require
further notation. Define Ci := C(β
∗
i ,Mi,η,M⊥i,η) for a pair of subsetsMi,η =M(Si,η) and
M⊥i,η = M⊥(Si,η), where Si,η = {j ∈ {1, ..., pn}||βi,j | > η} and Sci,η = {j ∈ {1, ..., pn}||βi,j | ≤
η}. These sets represent the active parameters under weak sparsity. In Theorem 1 we
set η = λ/σ2Γ to derive our results.
Lemma 1. Suppose {yt} is generated from (1) and Assumptions (A1) and (A2) are sat-
isfied.
(a) If (A3.a) holds and λ ≥ 2C2d (n2p)2/dt2/
√
T , let π1(t) =
(
Cd
t
)d
for t ≥ Cd
(b) If (A3.b) holds and λ ≥
(
2t
γ
)2/a log(np)+t
T
[
1 +
√
1 + 2Tlog(np)+t
]
, let π1(t) = (2+8c∞)e
−t
for t ≥ log(T ∨ (2 + 8c∞)) and γ = ( 2γ
2
u
1+c¯Φ
)a/2.
Then, with probability at least 1− π1(t),
{
β̂i − β∗ ∈ Ci
}
, for i = 1, ..., n.
Lemma 1 shows that under restrictions on λ the solutions to the optimization pro-
gram in (8) lie inside the star-shaped sets Ci with high probability, as the sample size
increases. It restricts the directions in which we should control the variation of our
estimators. The value of Cd is explicitly found on Proposition 2.
If condition (A3.b) holds, the regularization parameter λ satisfies
2
√
2(2/γ)2/a ≤ λ
(
t2/a
√
log(n2p) + t
T
)−1
≤ 5(2/γ)2/a.
This rate is of the same order as the regression with independent with sub-Gaussian
errors for any fixed t and, at least, O(log(T )2/α) slower if we allow t to increase with the
sample size T . The same does not hold if the tail decreases polynomially.
5This condition is trivially modified if one adopts individual λis for each equation.
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Next result shows the deviation bound holds with high probability for appropriate
choice of λ. To formalize the idea, let
Di(λ) =
{
λ ≥ 2
∣∣∣∣ 1TX ′Ui
∣∣∣∣
∞
}
, i = 1, ..., n, (9)
denote the event “DB holds for equation i with regularization parameter λ.”
Proposition 2 (Deviation Bound). Suppose {yt} is generated from (1), and Assumptions
(A1) and (A2) are satisfied. Then, the following is true:
(a) suppose (A3.a) holds and let C2d = (d − 1)cdc¯Φ. Then, for all t > Cd and λ ≥
2t2(np)2/d/
√
T ,
Pr(Dci ) ≤
(
Cd
t
)d
.
If λ ≥ 2t2(n2p)2/d/√T then Pr(∪ni=1Dci ) ≤ (Cd/t)d.
(b) suppose (A3.b) holds and let λ ≥
(
2t
γ
)2/a
log(np)+t
T
[
1 +
√
1 + 2Tlog(np)+t
]
with γ =
( 2γ
2
u
1+c¯Φ
)a/2. Then, for all t > log(T ∨ (2 + 8c∞))
Pr(Dci ) ≤ (2 + 8c∞)e−t,
If λ ≥
(
2t
γ
)2/a log(n2p)+t
T
[
1 +
√
1 + 2T
log(n2p)+t
]
then Pr(∪ni=1Dci ) ≤ (2 + 8c∞)e−t.
The dependence in t may be removed by replacing it by some increasing function of
T , n, and p.
Let ΦT = X
′X/T denote the scaled Gram matrix and Γ its expected value. We show
that if each element in ΦT is sufficiently close to its expectation, and Assumptions
(A4) and (A5) hold, then RSC is satisfied with high probability.
Lemma 2 (Restricted Strong Convexity). Suppose Assumptions (A4) – (A5) hold and
that |||ΦT − Γ|||max ≤
σ2Γη
q
64Rq
. Then, for any ∆i ∈ Ci,
∆′iΦT∆i ≥
σ2Γ
2
|∆i|22 −
σ2Γ
2
Rqη
2−q. (10)
To show RSC holds with high probability for all i = 1, .., n at the same time, we have
to bound the event6
B =
{
|||ΦT − Γ|||max ≤
σ
2(1−q)
Γ λ
q
64Rq
}
. (11)
Proposition 3. Let b0, b1 and b2 denote positive constants. Under (A1) and (A2),
Pr(Bc) = Pr
{
|||ΦT − Γ|||max >
σ
2(1−q)
Γ λ
q
64Rq
}
≤ π2(t),
where
(a) If (A3.a) holds, for all 0 ≤ δ < 1 and all p ≤ d− 1
2d
b0T
(1−δ)/3,
π2(λ) = (np)
2
[
b0 +
b1
ǫ
]
e
−T
(1−δ)/3
4b2
1 +
4b2
T
δ
2
(d−1)ǫd
.
6If we assume distinct Rq,i and qi for each equation, we should work with ∩iBi and Bi defined accordingly.
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(b) if (A3.b) holds, for all p ≤ (1/6)b1(T ǫ2)
a
3a+4 ,
π2(λ) = (np)
2
(
4
3
b1(Tǫ
2)
a
3a+4 + b0
24
ǫ
)
exp
[
−(Tǫ
2)
a
3a+4
4b2
]
.
and ǫ =
σ
2(1−q)
Γ λ
q
64Rq
.
Explicit expressions for the constants b0, b1 and b2 in Proposition 3 are found in
Lemma 8, for part (a), and Lemma 9 for part (b). Similar probability bound controlling
the proximity from the empirical and population covariance matrix was derived by
(Kock and Callot, 2015, Lemma 9) and (Loh and Wainwright, 2012, Lemma 14). Their
result cannot be directly applied as we are working with a more general process.
Finally, we show the main result of the paper. We use the bounds π1 and π2 in
Proposition 2 and Proposition 3.
Theorem 1. Suppose assumptions (A1) – (A5) hold. Set η = λ/σ2Γ,
(a) if (A3.a) holds, t > Cd,
λ ≥ 2t2(n2p)2/d/
√
T , p ≤ d− 1
2d
b0T
(1−δ)/3;
(b) if (A3.b) holds, t > log(T ∨ (2 + 8c∞)),
λ ≥
(
2t
γ
)2/a log(n2p) + t
T
[
1 +
√
1 +
2T
log(n2p) + t
]
, p ≤ (1/6)b1(T ǫ2)
a
3a+4 ,
where γ is defined above. There exists T0 > 0 such that for all T ≥ T0,
|β̂i − βi∗|22 ≤ (44 + 2λ)Rq
(
λ
σ2Γ
)2−q
, i = 1, ..., n,
in a set with probability at least 1− π1(t)− π2(λ).
Theorem 1 states that, with high probability, estimated and population parameter
vectors are close to each other in the Euclidean norm. It effectively imposes restric-
tions on the rate which n and p can increase. These rates are guided by two factors:
dependence and tail bounds. Assumption (A1) and (A2) imposes a geometric mixing
property, whereas Assumption (A3) allows for polynomial, heavy tailed, sub-geometric
and sub-Gaussian tail bounds.
If (A3.a) holds with d > (1− q)−1, we set λ = T−1/2σ4(1−q)Γ 2C2dR2qq (np)(6−4q)/4 to obtain
π1 + π2 =
(
Cdd + 2b2(32/Cd)
qdn−2q + o(1)
) σ2d(1−q)Γ
Rdqq (np)2(1−q)
,
for all T sufficiently large. In this case R4qq (np)(12−8q)/dσ
8(1−q)
Γ = o(T ) or, if Rq and σΓ are
fixed, np = o(T d/4(3−2q)) and p = o(T [d(1−q)−1]/3(d−1)).
If (A3.b) holds, set t = log(n2p) and λ = 5(2/γ)2/aT−1/2(log(n2p))
4+a
2a . If
(log(np))
(3−q)a+(1−q)4
(1−q)a
R
2
1−q
q
σ4Γ
∨ (log(np)) 4+aa = o(T )
then
π1 + π2 ≤ (2 + c∞)e− log(n2p) +
(
4
3
b1 + 24b0
)
e− log(np).
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for all T sufficiently large. If Rq and σΓ are fixed, the total number of variables may
increase as fast as eT
α
for some α ≤ (1−q)a(3−q)a+(1−q)4 ∧ a4+a .
5. Discussion
This work provides finite sample ℓ2 error bounds for the equation-wise LASSO pa-
rameters estimates of a weakly sparse, high-dimensional, VAR(p) model, with depen-
dent and heavy tailed innovation process. It covers a large collection of specifications,
including many generalized conditionally heteroscedastic models, as illustrated in sec-
tion 3.
A distinctive feature this work is that the process {yt} is not necessarily strong
mixing, in contrast to {ut}. It means that previous results in the literature are not valid
in our case. In particular, Wong et al. (2019) develop a set of finite sample bounds that
hold under sub-Gaussian tails and strong mixing or sub-Weibull tails and β-mixing.
We see the finite bounds we provide as the key ingredient in any asymptotic theory
involving the estimation of high-dimensional VAR models. In particular, our results
apply even when the parameters are taken to be the best linear projection onto its lags
with little restriction on the conditional variance model. Therefore it accommodates
applications of interest as illustrated in Section 3.
Despite working with a relatively simple model structure and estimation procedure,
the probability bounds derived in Lemma 5 and Lemma 6 may be used to derive finite
bounds for other type of penalization such as elastic net, group LASSO, SCAD or non-
convex penalties. Lemma 8 and Lemma 9 may slightly modified to handle group-wise
penalties or more structured covariances, such as in a panel VAR model.
Appendix A. Auxiliary Lemmata
A.1. Properties of yt. In this section we will derive properties of the process {yt}
described in (1)
Lemma 3. Suppose that for some norm ‖ · ‖ψ we have
max
t
max
|b|1≤1
‖b′ut‖ψ ≤ cψ,
for some constant cψ <∞ that only depends on the norm ‖ · ‖ψ. Then, under conditions
(A1) - (A2), for all t and i ∈ {1, . . . , n},
‖yi,t‖ψ ≤ cΦ ×
∞∑
j=0
|e′iΦj|1.
Proof. Under assumption (A1) the VAR model in (1) admits the VMA(∞) representation
(4) for all n and p. Let {ei = (0, ..., 0, 1, 0, ..., 0)′ , i = 1, ..., n} the canonical basis vectors.
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Then, for all i, yi,t = e
′
iyt and
‖e′iyt‖ψ =
∥∥∥∥∥∥
∞∑
j=0
e′iΦjut−j
∥∥∥∥∥∥
ψ
=
∥∥∥∥∥∥
∞∑
j=0
n∑
k=1
e′iΦjekuk,t−j
∥∥∥∥∥∥
ψ
=
∥∥∥∥∥∥
∞∑
j=0
|e′iΦj|1
n∑
k=1
e′iΦjek
|e′iΦj|∗
uk,t−j
∥∥∥∥∥∥
ψ
≤
 ∞∑
j=0
|e′iΦj|1
max
t
max
|b|1≤1
∥∥b′ut∥∥ψ
≤
∞∑
j=0
|e′iΦj|1 × cψ,
where | · |∗ := | · |1I(| · | > 0) + I(| · |1 = 0). 
Due stability condition (A1), for each n and p, there exists c¯Φ such that
∑∞
i=0 |φi,δ|1 ≤
c¯Φ for all δ = 1, ..., n. Let ‖ · ‖ψ be the Orlicz norm,
‖ · ‖ψ = inf{c > 0 : ψ(| · |/c) ≤ 1},
where ψ(·) : R+ 7→ R+ is convex, increasing function with ψ(0) = 0 and ψ(x) → ∞ as
x→∞. Traditional choices of ψ(·) are (a) ψ(x) = xp, p ≥ 1, (b) ψ(x) = exp(xa)− 1, a > 1,
and (c) ψ(x) = (ae)1/axI(x ≤ a−1/a) + exp(xa)I(x > a−1/a). These choices contemplate
sub-Gaussian and sub-exponential tails, as well as process with heavy-tails, such as
sub-Weibull and polynomial tails. In case (a), under (A3.a), ‖yi,t‖d ≤ c¯Φ cd. In case
(b), under (A3.b), set c∞ = 2 and verify that ‖b′u‖ψ ≤ γ−1/au , then ‖yi,t‖ψ ≤ γ−1/au c¯Φ and
E[exp(γu|yi,t|a/c¯aΦ)] < c∞. Now, in case (c), note that ψ(x) ≤ ex
a ≤ e1/a−1 + ψ(x). Under
(A3.b) we obtain ‖yi,t‖ψ ≤ c¯Φγ−1/a and E[exp(γu|yi,t|a/c¯aΦ)] < e1/a−1 + 1. Hence, for a > 0
we have E exp(γ
1/a
u |yi,t|a/c¯Φ)a ≤ c∞ with c∞ = (e1/a−1 ∨ 1) + 1.
Assumption (A1) is satisfied under restrictions on the parameter space. The stabil-
ity assumption is standard in the literature whereas the tail sum (3) requires further
constraints on the parameter matrices. Lemma 4 presents a sufficient set of restric-
tions on the sparse parameter matrices A1, ...,Ap so that (3) is satisfied.
Lemma 4. Suppose that for all n and p, there exists some ρ > 0 such that
p∑
k=1
|||Ak|||∞ =
p∑
k=1
max
j=1,...,n
|ak,j|1 ≤ e−ρ,
where Ak = [ak,1 : · · · : ak,n]′. Then for every δ = 1, ..., n,
i. |φk,δ|1 ≤
∑p∧k
j=1 |||Aj|||∞|φk−j,δ|1, k = 1, 2, ...
ii.
∑∞
k=m |φk,δ|1 ≤ c0 e−mρ, m ≥ 1, provided that for all p,
max
δ=1,...,n
max
k=1,...,p
ekρ ×
k∑
j=1
α˜j|φj,δ|1 ≤ (1− e−ρ)c0, (A.1)
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where αi = e
ρ|Ai|∞ and α˜i =
∑
i:|i|=k−p+j
∏k−p
l=1 αil where i = (i1, ..., ik−p) is a
multi-index.
Proof. Starting from the recursive definition of Φk =
∑p∧k
j=1Φk−jAj,
|φk,δ|1 = |e′δΦk|1 =
∣∣∣∣∣∣
p∧k∑
j=1
e′δΦk−jAj
∣∣∣∣∣∣
1
≤
p∧k∑
j=1
|φk−j,δAj|1 ≤
p∧k∑
j=1
|φk−j,δ|1|||Aj|||∞.
Suppose k ≥ p, let αj = eρ|||Aj |||∞ and verify that 0 ≤
∑p
j=1 αj ≤ 1. Iterating on the
previous argument s ≤ k − p times yields
|φk,δ|1 ≤
p∑
j1=1
· · ·
p∑
js=1
(
s∏
l=1
|Ajl |∞
)
|φk−∑sl=1 jl,δ|1
= e−sρ
p∑
j1=1
· · ·
p∑
js=1
(
s∏
l=1
αjl
)
|φk−∑sl=1 jl,δ|1
= · · ·
= e−ρ(k−p)
p∑
j=1
 ∑
i:|i|1=k−p+j
k−p∏
l=1
αil
 |φp−j,δ|1,
where i = (i1, ..., ik−p) is a multi-index and the summation is over all combinations
satisfying |i|1 = k− p+ j. The term inside parentheses is α˜j and under the conditions
of the lemma
|φk,δ|1 ≤ e−ρ k ×
eρ p p∑
j=1
α˜j|φp−j , δ|1
 ≤ (1 − e−ρ)c0 e−ρ k.
The same result follows trivially for k < p under the assumptions of the lemma.
Summing over all values of k ≥ m,
∞∑
k=m
|φk,δ|1 ≤ c0(1− e−ρ)
∞∑
k=m
e−ρ k = c0e
−mρ
∑∞
k=0 e
−ρ k
(1− e−ρ)−1 = c0e
−mρ.

A.2. Concentration bounds. In this section we derive concentration bounds for mar-
tingales. In the firs theorem we consider martingales with at most d finite moments,
whereas in the second we allow the tails of the marginal distributions to decrease at
a sub-Weibull, sub-exponential or, even sub- and super-Gaussian rate.
Lemma 5 (Concentration bounds for martingales with polynomial tails). Let {ξt} de-
note a martingale difference process on the real line with respect to Ft. Suppose that for
some d ≥ 2, supt≥1 ‖ξt‖d ≤ cd. Then,
Pr
[∣∣∣∣∣
T∑
t=1
ξt
∣∣∣∣∣ ≥ Tx
]
≤
(
cd(d− 1)
x
√
T
)d
∧ 1,
for all x > 0.
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Proof. Using the Burkho¨lder-Davis-Gundy inequality and the Cr inequality, we have
E
∣∣∣∣∣maxn≤T
n∑
t=1
ξt
∣∣∣∣∣
d
≤ (d− 1)dE
(
n∑
t=1
ξ2t
)d/2
≤ (d− 1)
dT d/2
T
T∑
t=1
‖ξt‖dd
≤
(
(d− 1)
√
Tcd
)d
. (A.2)
The result follows after application of the Markov inequality:
Pr
[∣∣∣∣∣
T∑
t=1
ξt
∣∣∣∣∣ ≥ Tx
]
≤
E
∣∣∣∑Tt=1 ξt∣∣∣d
T dxd
≤
(
cd(d− 1)
x
√
T
)d
.

Lemma 6 (Concentration bounds for martingales). Let {ξt} denote a difference mar-
tingale process with respect to the filtration Ft. Suppose that for some c > 0, α > 0 and
all γ inside some neighborhood of zero, supt≥1 Pr(|ξ| > x) ≤ ce−γx
α
for all x > 0. Then,
Pr
(∣∣∣∣∣
T∑
t=1
ξt
∣∣∣∣∣ > Tx
)
≤ 2 exp
(
− Tx
2
2M2 + xM
)
+ 4Tce−γM
α
,
for all M > 0 and x > 0. If one sets M = T 1/(2+α),
Pr
(∣∣∣∣∣
T∑
t=1
ξt
∣∣∣∣∣ > Tx
)
≤ 2 exp
(
−T α2+α x
2
2 + xT
−1
2+α
)
+ 4ce−
γ
2
T
α
2+α
,
which is rate-optimal for α > 0.
Proof. The proof follows after application of (Fan et al., 2012a, Corollary 2.3). Write
V 2k (M) =
∑k
t=1 E[ξ
2
t I(ξt < M)|Ft], Xk =
∑k
t=1 vi and X
′
k(M) =
∑k
t=1 ξtI(ξt ≤M). It follows
that for v > 0 and x > 0,
Pr(Xn > x) ≤ Pr(k : Xk > x ∩ V 2k (M) ≤ v2) + Pr(V 2n (M > ev2)
≤ Pr(∃k : X ′k(M) > x ∩ V 2k (M) ≤ v2) + Pr(V 2n (M) > v2)
+ Pr
(
k∑
t=1
ξtI(ξt > M) > 0
)
(1)
≤ exp
(
− (Tx/M)
2
2((v/M)2 + T3 x/M)
)
+ Pr(V 2n (M) > v
2)
+ Pr
(
max
1≤t≤T
ξt > M
)
(2)
≤ exp
(
− Tx
2
2M2 +Mx)
)
+ 2Pr
(
max
1≤t≤T
|ξt| > M
)
.
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In (1) we use (Fan et al., 2012a, Theorem 2.1) and in (2) we set v2 = T (M2 + 16TMx)
and the following:
Pr(V 2n (M) > v
2) ≤ Pr
(
T∑
t=1
E[ξ2t I(|ξt| ≤M)|Ft] ≥ v2
)
+ Pr
(
T∑
t=1
E[ξ2t I(ξt < −M)|Ft] > 0
)
≤ Pr
(
T∑
t=1
E[ξ2t I(|ξt| ≤M)|Ft] ≥ T (M2 +
1
6T
Mx)
)
+ Pr
(
max
1≤t≤T
|ξt| > M
)
≤ Pr
(
max
1≤t≤T
|ξt| > M
)
,
where in the last line we note that
∑T
t=1 E[ξ
2
t I(|ξt| ≤ M)|Ft] ≤ TM2. It follows from
Markov’s inequality and union bound that Pr(max1≤t≤T |ξt| > M) ≤ Tc∞e−γMα. Finally,
write Pr(|Xn| ≥ Tx) = Pr(Xn ≥ Tx) + Pr(−Xn ≥ Tx) and apply above development in
both terms.
Setting M = T 1/(2+α) and log(T ) < γ2T
α
α+2 , yields the second bound. Optimality
follows from Fan et al. (2012b). 
A.3. Concentration bound for empirical covariance matrices. Here we derive con-
centration bound for ‖ΦT − Γ‖max, where ΦT = X′X/T and Γ = EΦT . The approach
used here is similar to Medeiros and Mendes (2016a), in which we construct a strong
mixing approximation to yt and use it, together with the approximation error, to cal-
culate the probability bound.
Lemma 7 (Strong mixing approximation). Suppose (A1)–(A3) hold. For any k = 1, 2, ...
write y
(k)
t =
∑k−1
i=0 Φiut−i, with y
(k)
t = (y
(k)
1,t , ..., y
(k)
n,t )
′. The following are true for any δ =
1, ..., n:
i. {y(k)δ,t } is strong mixing with mixing coefficients α(k)m ≤ cue−cα(m−k);
ii. denote ‖ · ‖ψ either the lp norm or the Orlicz norm, ‖y(k)δ,t ‖ψ ≤ c¯Φcψ;
iii. ‖yδ,t − y(k)δ,t ‖2d ≤ c¯Φc2de−cφk.
Proof. The process {yt(k)} is a measurable function of (ut, ....,ut−k) and, hence, since
{ut} is strongmixing with coefficients αm, {yt(k)} is also strongmixing with coefficients
α
(k)
m < αm−k ≤ cue−cα(m−k) by assumption (A2). (Davidson, 1994, Theorem 14.1)
Using the same arguments from Lemma 3 and assumptions (A1)-(A3), it also holds
that ‖y(k)δ,t ‖ψ ≤ c¯Φcψ. Finally, write y(−k)δ,t = yδ,t − y(k)δ,t =
∑∞
i=k φi,δut−i. Following again the
proof of Lemma 3
‖y(−k)δ,t ‖2d ≤ c¯Φc2d
∞∑
i=k
|φi,δ|1 ≤ c¯Φc2de−cφk.

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We are interested in the joint vector xt = (y
′
t, ...,y
′
t−p)
′ and its respective approxima-
tion x
(k)
t = (y
(k)
t
′
, ...,y
(k)
t−p
′
)′’. Each element x
(k)
δ,t has a form y
(k)
i,t−l for some i and l, and
the mixing coefficient is upper bounded by α
(k)
m−p ≤ cue−cα(m−k−p). We apply Theorems
14.1 and 14.2 in (Davidson, 1994) to show that for any pair of indices 1 ≤ i, j ≤ n, and
Fm defined in (A2)
‖E[x(k)i,t x(k)j,t |Fm]− E[x(k)i,t x(k)j,t ]‖1 ≤ 6α(k)m−p
1−1/d‖xi,t‖2d‖xj,t‖2d. (A.3)
Lemma 8 (Concentration bound-I for covariancematrix). Suppose (A1), (A2) and (A3.a)
hold. For any 0 < δ < 1 and all p ≤ b0 d−12d T (1−δ)/3 and T sufficiently large7,
Pr(‖ΦT − Γ‖max > ǫ) ≤ (np)2
[
b0 +
b1
ǫ
]
e
−T
(1−δ)/3
4b2
1 +
4b2
T
δ
2
(d−1)ǫd
, (A.4)
where the constants b0 = [d(cα+2cφ)/cαcφ]
−1/3, b1 =
(
6c0c¯
2
Φc
2
4 + 4c¯
2
Φc
2
2
)
and b2 = (c¯
4
Φc
2
2d)
2−1/d.
,
Lemma 9 (Concentration bound-II for covariance matrix). Suppose (A1), (A2) and
(A3.b) hold. For all p ≤ (1/6)b1(T ǫ2)
a
3a+4 ,
Pr(‖ΦT − Γ‖max > ǫ) ≤ (np)2
(
4
3
b1(Tǫ
2)
a
3a+4 + b0
24
ǫ
)
exp
[
−(Tǫ
2)
a
3a+4
4b2
]
, (A.5)
where the constants b0 = c¯
2
Φc
2
4(
√
c∞/2∨1.5c0), b1 =
(
γ4u
c¯4aΦ
(cαcφ)
a+4
(cα+2cφ)a+4
) 1
3+4a
and b2 =
(
(cφcα)
2a
(cα+2cφ)2a
γ4u
c¯4aΦ
) 1
3a+4
.
Proof. We prove Lemmas 8 and 9 together. This derivation based on (Jiang, 2009).
Using the union bound
Pr(‖ΦT − Γ‖max > ǫ) ≤
∑
1≤i,j≤np
Pr
(
|
T∑
t=1
xitxjt − E[xitxjt]| > Tǫ
)
. (A.6)
We focus on the random variable |∑Tt=1 xitxjt−E[xitxjt]|. Using a telescopic expansion
on a truncated version of xitxjt:
xitxjtI(|xitxjt| < C) =
m−1∑
s=0
E[xitxjtI(|xitxjt| < C)]|Ft−s]− E[xitxjtI(|xitxjt| < C)]|Ft−s−1]
=
m−1∑
s=0
Vt,s,
where for each s, {Vt,s} is a difference martingale process.
7The sample size T should satisfy T (1−δ)/3 > 4b20 log(T
(1−δ)/3).
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Then,
T∑
t=1
xitxjt − E[xitxjt] =
m−1∑
s=0
(
T∑
t=p
Vt,s
)
︸ ︷︷ ︸
S1
+
T∑
t=p
xitxjtI(|xitxjt| > C)− E[xitxjt] + E[xitxjtI(|xitxjt| < C)|Ft−m]︸ ︷︷ ︸
S2
= S1 + S2,
which, in turn, implies that Pr(|S1 + S2| > Tǫ) ≤ Pr(|S1| > Tǫ/2) + Pr(|S2| > Tǫ/2).
Applying the the union bound and the Azuma-Hoeffding inequality:
Pr
(
|S1| > Tǫ
2
)
≤
m−1∑
s=0
Pr
(∣∣∣∣∣
T∑
t=p
Vt,s
∣∣∣∣∣ > Tǫ2m
)
≤ 2me− Tǫ
2
8m2C2 . (A.7)
As for S2:
Pr
(
|S2| > Tǫ
2
)
≤ 2
ǫ
1
T
E|S2|, (A.8)
where we write
1
T
E|S2| ≤ E
∣∣∣∣∣ 1T
T∑
t=p
xitxjtI(|xitxjt| > C)− E[x(k)it x(k)jt I(|xitxjt| > C)|Ft−m]
∣∣∣∣∣︸ ︷︷ ︸
I1
+ E
∣∣∣∣∣ 1T
T∑
t=p
E[x
(k)
it x
(k)
jt |Ft−m]− E[x(k)it x(k)jt ]
∣∣∣∣∣︸ ︷︷ ︸
I2
+ E
∣∣∣∣∣ 1T
T∑
t=p
E[xitxjtI(|xitxjt| < C)|Ft−m]− E[x(k)it x(k)jt I(|xitxjt| < C)|Ft−m]
∣∣∣∣∣︸ ︷︷ ︸
I3
+ E
∣∣∣∣∣ 1T
T∑
t=p
E[x
(k)
it x
(k)
jt ]− E[xitxjt]
∣∣∣∣∣︸ ︷︷ ︸
I4
= I1 + I2 + I3 + I4.
We bound I1 − I4 individually. Starting with I1:
I1 ≤ 1
T
T∑
t=p
E|xitxjtI(|xitxjt| > C)|+ EE[|x(k)it x(k)jt I(|xitxjt| > C)||Ft−m]
≤ max
ijt
E|xitxjtI(|xitxjt| > C)|+max
ijt
E|x(k)it x(k)jt I(|xitxjt| > C)|. (A.9)
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For any random variable X such that ‖X‖d < ∞ it follows from the Markov’s and
Holder’s inequalities that
E[|X|I(|X| > C)] ≤ ‖X‖p Pr(|X| > c)1/q ≤ ‖X‖d
(‖X‖d
Cd
)1/q
≤ ‖X‖
1+1/q
d
Cd/q
=
‖X‖2−1/dd
Cd−1
,
choosing p = d and q = d/(d − 1). Therefore, if (A3.a) holds, it follows from Lemma 4:
I1 ≤
‖xitxjt‖2−1/dd
Cd−1
+
‖x(k)it x(k)jt ‖2−1/dd
Cd−1
≤ 2(c¯
4
Φc
2
2d)
2−1/d
Cd−1
. (A.10)
On the other hand, if (A3.b) holds, we may employ a tighter bound. Write
E|xitxjt|I(|xitxjt| > C) ≤ ‖xitxjt‖2
[
Pr(|xit| >
√
C) + Pr(|xjt| >
√
C)
]1/2
.
For all (i, t) and b > 0, following discussion after Lemma 4
Pr(|xit| >
√
C) ≤ c∞ exp
{
−γuC
a/2
c¯aΦ
}
,
for c∞ = (e
1/a−1 ∨ 1) + 1. Hence,
Pr (|xitxjt| > C)1/2 ≤
√
2c∞ exp
{
− γu
2c¯aΦ
Ca/2
}
.
Finally, ‖xitxjt‖2 ≤ c¯2Φc24 which means that the first term on (A.9) is bounded. Lemma 7
tells us that same arguments hold for the second term on the right hand side of (A.9):
I1 ≤ 2
√
2c¯2Φc
2
4c
1/2
∞ exp
{
− γu
2c¯aΦ
Ca/2
}
. (A.11)
Moving to I2, recall that x
(k)
it x
(k)
jt is strong mixing. Then, following (A.3) and condi-
tions (A2)-(A3),
I2 ≤ max
ijt
E|E[x(k)it x(k)jt |Ft−m]− E[x(k)it x(k)jt ]|
≤ 6α(k)m−p
1−1/d‖xi,t‖2d‖xj,t‖2d
≤ 6c0e−cα(m−p−k)/2‖xi,t‖4‖xj,t‖4
≤ 6c0c¯2Φc24e−
cα
2
(m−p−k). (A.12)
We bound I3 and I4 using the approximation bound derived in Lemma 7. For all
i, j, t,
E
∣∣∣xitxjt − x(k)it x(k)jt ∣∣∣ ≤ ‖xit‖2‖xjt − x(k)jt ‖2 + ‖x(k)jt ‖2‖xit − x(k)it ‖2.
Therefore,
I4 ≤ max
i,j,t
[
‖xit‖2‖xjt − x(k)jt ‖2 + ‖x(k)jt ‖2‖xit − x(k)it ‖2
]
≤ 2c¯2Φc22e−cφ k.
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Similarly,
I3 ≤ max
i,j,t
E
∣∣∣E [(xitxjt − x(k)it x(k)jt ) I(|xitxjt| ≤ C)|Ft−m]∣∣∣
≤ max
i,j,t
E
∣∣∣(xitxjt − x(k)it x(k)jt ) I(|xitxjt| ≤ C)∣∣∣
≤ max
i,j,t
E
∣∣∣xitxjt − x(k)it x(k)jt ∣∣∣
≤ 2c¯2Φc22e−cφ k.
Therefore,
I3 + I4 ≤ 2c¯2Φc22e−cφ k + 2c¯2Φc22e−cφ k = 4c¯2Φc22e−cφ k (A.13)
We finish the proof by combining the bounds and optimizing the right hand size.
First suppose Assumption A3(b) hold. Then, combining (A.11), (A.12) and (A.13) and
setting m > 4p,
1
T
E|S2| ≤ 2
√
2c¯2Φc
2
4 exp
{
− γu
2c¯aΦ
Ca/2
}
+ 6c0c¯
2
Φc
2
4e
− cα
2
(m−p−k) + 4c¯2Φc
2
2e
−cφ k
≤ 4c¯2Φc24(
√
c∞/2 ∨ 1.5c0)
[
e−a1C
a/2
+ e−a2((3/4)m−k) + e−a3k
]
,
where a1 = γu/2c¯
a
Φ, a2 = cα/2 and a3 = cφ. Setting a2((3/4)m − k) = a3k yield k =
(3/4)a2/(a2 + a3)m and a3k = (3/4)(a2a3)/(a2 + a3)m = a4m. Now, setting a4m = a1C
a/2
yield C = (a4/a1)
2/am2/a. Therefore,
1
T
E|S2| ≤ 12c¯2Φc24(
√
c∞/2 ∨ 1.5c0)e−a4m = 12b0e−a4m, (A.14)
with b0 = c¯
2
Φc
2
4(
√
c∞/2 ∨ 1.5c0). Replacing the value of C as a function of m on (A.7)
2m exp
{
− Tǫ
2
8m2C2
}
= 2m exp
{
− Tǫ
2
8(a4/a1)4/am2+4/a
}
.
Equating the exponents with (A.14),
Tǫ2
8(a4/a1)4/am2+4/a
= a4m⇔ m =
(
Tǫ2
8a
1+4/a
4 a
−4/a
1
)a/(3a+4)
.
Plugging in the values of a1 − a4,
m = 2
4−a
3+4a 3−
4+a
3+4a
(
γ
4/a
u
c¯4Φ
(cαcφ)
1+4/a
(cα + 2cφ)1+4/a
) a
3+4a
(Tǫ2)
a
3a+4
≤ 2
3
b1(Tǫ
2)
a
3a+4 ,
where b1 =
(
γ4u
c¯4aΦ
(cαcφ)
a+4
(cα+2cφ)a+4
) 1
3+4a
. The exponential terms are identical with
e−a4m ≤ exp
[
−(Tǫ
2)
a
3+4a
4b2
]
,
where b2 =
(
(cφcα)
2a
(cα+2cφ)2a
γ4u
c¯4aΦ
) 1
3a+4
.
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Finally, under the assumption p ≤ (1/6)b1(T ǫ2)
a
3a+4 , we replace these bounds on
(A.7), (A.8) and (A.14):
Pr(|S1 + S2| > Tǫ) ≤
(
4
3
b1(Tǫ
2)
a
3+4a + b0
24
ǫ
)
exp
[
−(Tǫ
2)
a
3a+4
4b2
]
,
where the constants b0, b1 and b2 are given above.
Now suppose Assumption A3(a) hold. In this case one of the terms on the right
hand side is polynomial. We first optimize the exponential terms and, then, choose
m so that the bound is minimized. We bound T−1E|S2| using equations (A.10), (A.12)
and (A.13). Given m ≥ d/(d − 1)p and choosing k appropriately yields
1
T
E|S2| ≤ 2(c¯
4
Φc
2
2d)
2−1/d
Cd−1
+ 6c0c¯
2
Φc
2
4e
− cα
2
(m−p−k) + 4c¯2Φc
2
2e
−cφ k
≤ a1
Cd−1
+ a2e
−a3m,
where a1 = 2(c¯
4
Φc
2
2d)
2−1/d, a2 =
(
6c0c¯
2
Φc
2
4 + 4c¯
2
Φc
2
2
)
and a3 = (1/d)cαcφ/(cα + 2cφ). Equating
the exponential term above and (A.7) yieldsm = (Tǫ2/8a3C
2)1/3 and a3m = (a
2/3
3 /2) (Tǫ
2/C2)1/3.
Choose 0 ≤ δ ≤ 1 and set C = T δ/2ǫ. We obtain m = T (1−δ)/3/2a1/33 and Cd−1 =
T
δ
2
(d−1)ǫd−1. Combining all bounds and restricting p ≤ b0 d−12d T (1−δ)/3,
Pr(|S1 + S2| > Tǫ) ≤
[
b0 +
b1
ǫ
]
e
−T
(1−δ)/3
4b2
1 +
4b2
T
δ
2
(d−1)ǫd
.
with b0 = [d(cα + 2cφ)/cαcφ]
−1/3, b1 =
(
6c0c¯
2
Φc
2
4 + 4c¯
2
Φc
2
2
)
and b2 = (c¯
4
Φc
2
2d)
2−1/d.
The result follows by setting
Pr
(∣∣∣∣∣
T∑
t=1
xitxjt − E[xitxjt]
∣∣∣∣∣ > Tǫ
)
= Pr(|S1 + S2| > Tǫ),
and replacing the bounds on (A.6). 
A.4. Proof of main results.
Proof of Lemma 1. We apply Negahban et al. (2012, Lemma 1). The empirical loss
LT (βi) is convex for each i. Proposition 2 ensures each (9) hold with desired prob-
abilities. 
Proof of Proposition 2. Write the eventAi = {maxj |u′ixj | < Tλ0/2}. We shall derive prob-
ability bounds for Pr(Ai) and Pr(∩ni=1Ai). We derive such bounds under tail conditions
in (A3.a) and (A3.b).
Write ξt,ijl = ut,iyt−l,j and verify that E[ξt,ijl|Ft−1] = 0, hence each {ξt,ijl} is a difference
martingale process. Under the conditions (A1), (A2) and (A3) one may apply Lemmas
5 and 6 with vt = ξt,ijl:
Pr(Aci ) ≤
n∑
j=1
p∑
l=1
Pr
(∣∣∣∣∣
T∑
t=1
ξt,ijl
∣∣∣∣∣ > Tλ02
)
≤ npmax
j,l
Pr
(∣∣∣∣∣
T∑
t=1
ξt,ijl
∣∣∣∣∣ > Tλ02
)
.
Suppose (A3.a) holds. Then for d ≥ 4, ‖ξt,ijl‖d/2 = ‖utyt−l,i‖d/2 ≤ ‖ut‖1/2d ‖yt−l,i‖
1/2
d .
Using Lemma 3 and (A3.a), ‖ut‖1/2d ≤
√
cd and ‖yt−l,i‖1/2d ≤ c¯Φ
√
cd where these constants
are defined in (A1) and (A3.a). Therefore, ‖ξt,ijl‖d/2 ≤ cdc¯Φ and it follows from Lemma 5
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that
Pr
(∣∣∣∣∣
T∑
t=1
ξt,ijl
∣∣∣∣∣ > Tλ02
)
≤
(
C2d ×
2
λ
√
T
)d/2
,
where C2d = (d− 1)cdc¯Φ. Finally, using λ = 2t2(np)2/d/
√
T ,
Pr(Aci ) ≤
(
C2d
2n2/dp2/d√
Tλ
)d/2
=
(
Cd
t
)d
.
Hence, Pr(Ai) ≥ 1− (Cd/t)d as required.
Now suppose that (A3.b) holds. Then, following comments after Lemma 3, we may
derive the following exponential tail bound for ξt,ijl. For any two random variables u
and v, Pr(|uv| ≤ b) ≤ Pr(|u|2 ≤ 2(1− t)b) + Pr(|v|2 ≤ 2tb) for any t ∈ (0, 1). Choose u = ui,t
and v = yj,t−l verify that
Pr
(|ui,t|2 ≥ 2(1 − t)b) ≤ c∞e−γau [2(1−t)b]a/2 and Pr (|yj,t−l|2 ≥ 2tb) ≤ c∞e−γau ( 2tbc¯Φ )a/2 .
Set t = c¯Φ1+c¯Φ
Pr (|ξt,ijl| > b) ≤ 2c∞e
−
(
2γ2ub
1+c¯Φ
)a/2
,
which means that we can apply the bounds on Lemma 6 with b = λ0/2 = λ/4, c = 2c∞,
γ = ( 2γ
2
u
1+c¯Φ
)a/2 and α = a/2, yielding
Pr
(∣∣∣∣∣
T∑
t=1
ξt,ijl
∣∣∣∣∣ > Tλ02
)
≤ 2 exp
(
− Tλ
2
32M2 + 4λM
)
+ 4Tce−γM
α
For t > log(T ∨ (2 + 8c∞)), let M = (2t/γ)2/a and
λ =
(
2t
γ
)2/a log(np) + t
T
[
1 +
√
1 +
2T
log(np) + t
]
.
Then Pr(Aci ) ≤ (2 + 8c∞)e−t. Hence, Pr(Ai) ≥ 1− (2 + 8c∞) e−t as required.
Joint probability bound for A = ∩ni=1Ai follows after the same arguments using
Pr(A) = 1− Pr(Ac) = 1− Pr(∪ni=1Aci) ≥ 1− nmaxi≤i≤n Pr(Aci ). Hence, under assumption
(A3.a), setting λ = 2t2n4/dp2/d/
√
T , we have Pr(A) ≥ 1 − (Cd/t)d. Under assumption
(A3.b), setting λ =
(
2t
γ
)2/a
log(n2p)+t
T
[
1 +
√
1 + 2T
log(n2p)+t
]
for t > log(T ∨ (2 + 8c∞)), we
have Pr(A) ≥ 1− (2 + 8c∞) e−t, as required. 
Proof of Lemma 2. For notational simplicity, write ‖ΦT − Γ‖max ≤ δ ≤ σ2Γ/64ψ2(Mi,η)
where ψ(Mi,η) = supu∈Ci |u|1/|u|2 =
√|Si,η|. Using the arguments in (Negahban et al.,
2012, section 4.3), |βi,M⊥i,η |1 ≤
∑
j∈Sci,η
|βi,j |q|βi,j |1−q ≤ η1−qRq, and Rq ≥
∑
j∈Siη
|βi,j |q ≥
22
|Si,η|ηq. Hence σ
2
Γη
q
64Rq
≤ σ2Γ
64ψ2(Mi,η)
. It follows that
∆′iΨT∆i = ∆
′
iΓ∆i +∆
′
i[ΦT − Γ]∆i
≥ |∆i|22 inf
u∈Ci\{0}
u′Γu
u′u
− |∆i|1|[ΨT − Γ]∆i|∞
≥ σ2Γ|∆i|22 − |∆i|21|||ΦT − Γ|||max
≥ σ2Γ|∆i|22 − δ|∆i|21
≥ σ2Γ|∆i|22 − δ
(
4|∆i,Mi,η |1 + 4|βi,M⊥i,η |1
)2
≥ |∆i|22
(
σ2Γ − 32δψ(Mi,η)2
)
+ 32δ|βi,M⊥i,η |
2
1
≥ |∆i|22
σ2Γ
2
− σ
2
Γ
2ψ2(Mi,η) |βi,M⊥i,η |
2
1
≥ |∆i|22
σ2Γ
2
− σ
2
Γ
2Rqη−q
η2(1−q)R2q
= |∆i|22
σ2Γ
2
− σ
2
Γ
2
η2−qRq,
proving the result. 
Proof of Proposition 3. The proof consists on a trivial application of Lemmas 8 and 9.
Verify that ∩iBi = B1. Then, setting ǫ = σ2(1−q)Γ λq/64Rq in Lemma 8, yields part (a). Part
(b) follows after an application of lemma 9. 
Proof of Theorem 1. We apply (Negahban et al., 2012, Theorem 1). Lemma 1 ensures
λ is selected accordingly, LT (βi) is a convex function of βi, Lemma 2 ensures RSC is
satisfied with κL = σ
2
Γ/2 and τ
2
L(βi) =
σ2Γη
2−qRq
2 . Define ψ(Mi,η) as in the proof of Lemma
2 and recall |Si,η ≤ Rqη−q and |βi,M⊥i,η |1 ≤ Rqη
1−q, and that η = λ/σ2Γ. For each i,
|β̂i − β∗|22 ≤ 9
λ
κ2L
ψ2(Mi,η) + λ
κL
[
2τ2L(β
∗
i ) + 4|βi,M⊥i,η |1
]
≤ 36 λ
σ4Γ
Rqη
−q + 2
λ
σ2Γ
[
Rqη
2−qσ2Γ + 4Rqη
1−q
]
≤ 36 λ
σ4Γ
Rq
(
λ
σ2Γ
)−q
+ 2
λ
σ2Γ
[
Rq
(
λ
σ2Γ
)2−q
σ2Γ + 4Rq
(
λ
σ2Γ
)1−q]
≤ 36Rq
(
λ
σ2Γ
)2−q
+ 2λRq
(
λ
σ2Γ
)2−q
+ 8Rq
(
λ
σ2Γ
)2−q
= (44 + 2λ)Rq
(
λ
σ2Γ
)2−q
.

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