The Input Covariance Constraint (ICC) control problem is an optimal control problem that minimizes the trace of a weighted output covariance matrix subject to multiple constraints on the input (control) covariance matrix. ICC control design using the Linear Matrix Inequality (LMI) approach was proposed and applied to a tensegrity simplex structure in this paper. Since it has been demonstrated that the system control variances are directly associated with the actuator sizes for a given set of L 2 disturbances, the tensegrity simplex design example is used to demonstrate the capability of using the ICC controller to optimize the system performance in the sense of output covariance with a given set of actuator constraints. The ICC control design was compared with two other control design approaches, pole placement and Output Covariance Constraint (OCC) control designs. Simulation results show that the proposed ICC controllers optimize the system performance (the trace of a weighted output covariance matrix) for the given control covariance constraints whereas the other two control design methods cannot guarantee the feasibility of the designed controllers. Both, state feedback and full-order dynamic output feedback controllers have been considered in this work.
INTRODUCTION
The ICC control problem is an optimal control problem that minimizes the trace of the weighted output covariance matrix subject to multiple constraints on the input (control) covariance matrix. The constraints on the input covariance can be interpreted physically as constraints on actuator sizes of the closed loop system [1, 2] . The physical interpretation of the ICC control problem is that for a set of actuators with a given size, the ICC controller provides the best performance in terms of the output covariance matrix. Therefore, it is an optimization problem that minimizes the output performance subject to multiple constraints on the control input covariance matrix U of the form U i ≤ U i , where U i is given and it represents the upper bound on the control covariance of the input channel i.
The ICC control problem has two interesting interpretations: stochastic and deterministic. For the stochastic interpretation the exogenous inputs are assumed to be uncorrelated zero-mean white noises with a given intensity. With the exogenous input defined in this way, the ICC control problem minimizes the trace of the weighted output covariance while satisfying constraints on actuators size. These constraints can be interpreted as constraints on the variance of the control inputs covariance matrix. On the other hand, deterministic interpretation assumes that the exogenous inputs are unknown disturbances that belong to a bounded L 2 energy set. Since the output variance is the L 2 to L ∞ gain of the closed loop system from L 2 disturbance input to the associated output channel, it is critical to design a controller that guarantees L ∞ output performance as long as this performance is directly related to the actuators capabilities. Therefore, the ICC control problem is to design a stabilizing controller that minimizes the weighted sum of worst-case peak values (L ∞ norm) on the performance outputs subject to constraints on the worst-case peak values of the control inputs. This interpretation is important in practical applications where hard constraints on the actuating Proceedings of the ASME 2014 Dynamic Systems and Control Conference DSCC2014 October 22-24, 2014, San Antonio, TX, USA signals are present, such as space telescope pointing control [3] , system identification, and machine tool control.
Covariance controllers have been widely studied in control literature for the last two decades [4, 5] . Chen et al [6] considered the constrained LQ control problem that minimizes the control energy while satisfying output covariance constraints. Zhu et al [7] developed algorithm that solves the problem in [6] with optimal selection of the output weight matrix and guaranteed convergence. The constrained LQ control that minimizes quadratic performance index have been considered in [8] with LMI formulation. Therefore, this paper will consider the dual problem considered in [6, 7] of design control policy that minimizes the output performance while satisfying control covariance constraints using LMI approach.
For a linear system, it is assumed that the system actuators are linear with infinite magnitude. The resulting closed loop control system could drive control to the level that a physical actuator can not provide, which violates the assumption of linearity. In this case, the closed loop system stability and/or performance cannot be guaranteed. Hence, it is important to guarantee that the system remains in the linear range. Also in many spacecraft control problems, the actuator size is critical since it is related to the spacecraft payload. Therefore, it is critical to design a controller that optimizes the closed loop system performance subject to the constraints on the actuator sizes (or the magnitude of control signals). Additionally, when there are multiple actuators available to control a multi-input physical system, it can be difficult to know how to obtain the best performance with the given actuation resources. The ICC controller not only guarantees that the control signals will stay within the actuator capabilities but also utilizes all the actuator resources to provide the best possible performance. These concepts will be demonstrated in this paper through the design example.
The outline of this paper is as follow. Section II describes the necessary theorems for the ICC control problem using LMI formulation for state feedback control and full-order dynamic output feedback control in two subsections respectively. The LMI solution of the dual problem, OCC control problem is also provided in this section. A realistic tensegrity simplex structure model (which has been used as an application design example) with its mathematical model are presented in Section III. To show the effectiveness of the ICC control design proposed in this paper, the closed loop system performance of the ICC control design is compared with the pole placement and OCC designs in Section IV. Conclusion remarks are given in the last section.
LMI FORMULATION OF ICC PROBLEM
Linear matrix inequalities (LMI) have received substantial attention as a powerful formulation and design tool for a variety of linear control problems [9, 10] . Regarding the ICC control problem, this section describes the formal statement of the problem and gives the theoretical foundation to design ICC controller using LMI formulation. Consider the LTI continuous-time system:ẋ
where x p (t), u(t), y p (t), w p (t), z(t), and v(t)represent the states, control, controlled variables, process noise, measured outputs, and measurement noise, respectively.
State Feedback Control
Suppose that we apply to the open-loop (1) a full state feedback stabilizing controller of the form:
Then the resulting closed-loop system iṡ
where
and W = W T > 0 with dimensions compatible to the noise w. Considering the closed-loop system (3), let X represent the closed-loop controllability Gramian from the (weighted) disturbance input W −1/2 w. Since A is stable, X satisfies
in other words, X represents state covariance matrix. The control input u(t) in (3) is partitioned into
such that each u i for i = 1, 2, · · · , m is given by
where Φ i is an appropriately selected projection matrix for each input u i . Our goal is to find controller of the form (2) that minimizes the (weighted) output performance trace(W y C p X C T p ) and satisfies the constraints
where U is the control covariance, X solves (5), U i > 0 (i = 1, 2, · · · , m) are given (upper bounds), and W y > 0 is the output weighting matrix. This problem, which is called the input covariance constraint (ICC) problem, is defined as follows. Find a static state feedback controller for the system (1) to:
1. Stabilize the closed loop system (3), and 2. Minimize the ICC cost
subject to (5) and (8), where Y represents the output covariance matrix.
In this paper, we consider a convex optimization solution to the ICC problem using LMIs. The next two theorems are important in such formulation (See [11] for proof).
Theorem 1.
Consider the closed-loop system (3). Given the input constraints U i for i = 1, 2, · · · , m, if there exists a symmetric matrix P such that the following LMIs are satisfied
then the closed-loop system (3) is asymptotically stable with an input covariance bounded by
and an ICC cost bounded by
Theorem 2. There exists a controller in the form (2), given by
that minimizes J ICC (9) and satisfies the input constraints (8) if there exists a matrix L ∈ R m×n and a symmetric positive definite matrix P ∈ R n×n that minimize the upper bound of the ICC cost
subject to the LMIs
On the other hand, the OCC control problem can be defined as following: find a static state feedback controller for the system (1) to minimize the OCC cost
subject to (5) and
Y i > 0 are given bounds on the output performance and W u is weighting matrix on control input channels. In other words, the OCC control problem minimizes the control effort while ensuring that the maximum singular value of the regulated outputs are less than the corresponding output performance constraints. The next two theorems illustrates the LMI formulation of the OCC controller (see [2] for proof).
Theorem 3.
There exists a controller in the form (2), given by
that minimizes J OCC (20) and satisfies the output constraints (21) if there exists a matrix L ∈ R m×n and a symmetric positive definite matrix P ∈ R n×n and Z ∈ R p×p that minimize the upper bound of the OCC cost
Stochastic analysis of the ICC controller provides information to bound the deterministic behavior (L ∞ norm) of the system as illustrated in the next theorem [2] .
Theorem 4.
For the asymptotically stable system (1), the output covariance matrix is Y C p X C p , where X is defined by
where y ∞ is the L ∞ norm of the output y, and σ (Y ) is the maximum singular value of the output covariance matrix Y .
Theorem 4 has the following interpretation. When any L 2 input is applied to a stable linear system, its L ∞ response (used as a measure of the actuators size in this paper) is bounded by the product of the L 2 norm of the actual input and the square root of the maximum singular value (spectral norm) of the controllability gramian with input weight W .
Output Feedback Control
Consider now the full-order dynamic output feedback controller given by:ẋ
Then augmenting this controller with (1), results the following closed-loop system:
with the closed-loop matrices:
The following theorem determine the controller matrices that satisfy covariance constraints [11] .
Theorem 5.
There exists a controller in the form (29), given by
that minimizes J ICC (9) and satisfies the input constraints (8) if there exists matrices L ∈ R m×n , F ∈ R n×q , and Q ∈ R n×n and symmetric matrices X ∈ R n×n and Y ∈ R n×n that minimize the upper bound of the ICC cost
for i = 1, 2, · · · , m. where
TENSEGRITY SIMPLEX STRUCTURE
Tensegrity structures are extremely flexible prestressed assemblies of tendons and bars, with few rigid to rigid joints. These features make them ideal for control applications because their shape can be modified with low energy consumption. 1 In this paper we consider, as a representative example, a tensegrity simplex. This structure, depicted in Fig.1, is 
where d i is the tendon damping coefficient, l i the length, k i its stiffness, and r i its rest-length. Triangle T where δ i is the angle between b 3 and A i B i . The controls are torques acting on the bars. Lagrange equations applied to this system yield six nonlinear second order ordinary differential equations, which are easily linearized around an arbitrary equilibrium solution [13] , [14] . The resulting linear equations are
where M > 0, D ≥ 0, K > 0, are mass, damping, and stiffness symmetric matrices, while q and u ∈ R n are small perturbations from the equilibrium values of the generalized coordinates and controls, respectively (see [13] for details). In this example we consider an equilibrium configuration obtained under no external actions applied to the structure. Such equilibria are called prestressable configurations and are 1 Their dynamics can also be described accurately enough using finite sets of ordinary differential equations for relatively large ranges of parameter values, which is a major benefit for control design, validation and verification; see [12] for a recent review. quintessential to tensegrity. Effectively the structure achieves the equilibrium configuration only due to the internal interactions between bars and tendons [12] . In addition the prestressable configuration considered here belongs to the class of symmetrical configurations defined by
where α i is the angle between b 1 and the projection of A i B i onto
The structure is symmetrical with respect to the vertical axis b 3 . The advantage of symmetrical configurations is that analytical solutions to the equilibrium problem under zero external actions exist (see [13] where it was also proved that these configurations are exponentially stable and detailed formulas for the M , D, K matrices are given). Here a particular element of this class characterized by l = 1, b = 0.67, α = 15, and δ = 48.04 is considered (distances are in meters and angles in degrees). The mass of each bar is m = 0.5 kg and its central transversal moment of inertia, J = 0.042 kg.m 2 . In addition the example analyzed herein corresponds to an optimal design presented in details in [14] , for which the stiffness and damping coefficients have the following values 
  
The state space model is :
where the corresponding matrices are easily constructed using the relations [15] :
where A ∈ R 2n×2n , B ∈ R 2n×m , n = 6 (number of generalized coordinates), and m = 6 (number of inputs), respectively.
CONTROL DESIGN AND SIMULATION RESULTS
Initially, pole placement controller (K pp ) has been designed with the square root of the maximum diagonal elements of the control covariance matrix has been used as constraint on the torque actuators of the tensegrity simplex structure as follows
where U is the control covariance associated with K pp defined in (8) and i represents the ith control channel. Using Theorem 2, the set of LMIs (17)- (19) has been implemented and solved in MATLAB using YALMIP [16] to design ICC controller (K ICC1 ). By comparing the ICC cost (J ICC ) of the both controllers K pp For the tensegrity simplex structure with multiple control inputs, the constraints on the torque actuators could be different from each other. Since the first and last three control channels of the K pp controller have the peak control covariances equal to 76.1127 and 38.6172, respectively, ICC controller (K ICC2 ) has been designed to achieve different constraints on different torque actuators as follow
In this set of constraints, actuators associated with the control channels i = 4, 5, 6 designed to be more conservative than the first three control channels. Table 1 shows the L ∞ norm of the control energy and the resulting output performance (ICC cost for K ICC2 is J ICC2 = 0.0019). By comparing the ICC costs, It is clear that K ICC2 has a slightly larger cost than that of K ICC1 (J ICC1 = 0.0004184) because the hard constraints in (40). However, the output performance is still much better than the cost associated with the pole placement controller by a factor of more than 1000 for the same actuators size.
For comparison purposes, two OCC controllers (K OCC1 and K OCC2 ) have been designed to achieve the same output performances associated with the ICC controllers, respectively. The results given in Tab. 2 show that both OCC controllers maintain the same output performance, but fail to satisfy the control constrains defined by (39) and (40), respectively. This indicates that the actuators would be saturated under certain L 2 disturbance belonging to the given L 2 set, which results in a deviation from the linearity assumption of the system, thus, even stability will no longer be guaranteed. For K OCC1 , the control covariances for channels 2,4, and 6 are 84.5545, 84.3535, and 84.3641, respectively, which violate the upper bound in (39). On the other hand, the control covariances associated with K OCC2 for channels 4 and 6 are 50.1353 and 50.1095, respectively, which indicate that their upper bounds in (40) have also been violated. Thus, both OCC controllers require larger actuator sizes (on the violated input channels) to achieve the same output performance compared with the ICC controllers. To demonstrate that these control constraints are tight, a worst case L 2 disturbance signal w p has been designed such that
in order to guarantee the L ∞ norm of the controller response be bounded by the square root of the maximum singular value of the control covariance. This disturbance signal used to simulate the closed loop systems with K OCC1 and K ICC1 controllers, respectively. The L ∞ norm (peak) of the sixth (actuator) control channel associated with the worst case L 2 disturbance signal for both controllers and their responses are shown in Fig. 2 . It can easily be shown that the K OCC1 violates the constraints on the actuators size to achieve the same output performance as the K ICC1 does. The L ∞ norm of the response of K ICC1 is bounded by the square root of the control covariance:
while the L ∞ norm of the response associated with the K OCC1 is u 6 ∞ = 9.1842 > U violates the constraints (39) on the actuator size. The unit step response of both controllers and their outputs are shown in Fig. 3 . Another comparison has been made between the K OCC2 and K ICC2 controllers. Figure 4 shows the control effort requirement of K OCC2 and K ICC2 for the fourth control channel to maintain the same performance output (J ICC = 0.0019). The controller design requirement constraint on the 4th control channel is defined in (40) to be U = 6.2143 for both controllers. For the same L 2 input signal w p , the L ∞ norm of the K ICC2 controller is
38.6161 = 6.2142 < 6.2143 = U which is bounded by the square root of the control variance corresponding to this control channel. On the other hand, the L ∞ norm of the K OCC2 controller is u 4 ∞ = 7.0786 < √ 50.1353 = 7.0806 > 6.2143 = U which indicates that this controller will provide a control signal that will breach the (limit) constraint (40) of this actuator. Using Theorem 5, the LMIs (34) are implemented into MAT-LAB using the LMI parser YALMIP and solved with SDPT3 [16] - [17] solver to design a full-order dynamic output feedback controller matrices that stabilize the closed loop system (30) and satisfy different actuators constraints while minimizing the ICC cost. Fig. 5 illustrates the response of the output feedback controller with different actuators constraints
respectively. As can be easily seen from this figure, this controller optimizes the physical resources (actuators) efficiently and all control signals provided by this controller satisfy (tightly) the different actuator limitations with J ICC = 0.0141. These control design and simulation results show the benefits of the ICC controllers proposed in this paper (state feedback and dynamic output feedback) over the pole placement and OCC controllers when (different) multiple hard constraints (for MIMO systems) are posted on the actuators. 
CONCLUSIONS
ICC controllers have been proposed and used to design closed loop controllers for a tensegrity simplex structure in this paper using the LMI formulation. The ICC control problem minimizes the system output performance subject to multiple constraints on the control input covariances. The physical interpretation of this problem has significant importance in practical applications when the outputs of the physical system actuators have limits. For instance, a 10 foot-pound torque actuator can not produce output torque more than its limit (10 foot-pounds). Thus, the hardware constraints in terms of control variances have been considered in the ICC control designs to achieve the best possible performance with the given actuator set. This theory successfully applied to a realistic tensegrity simplex structure model in this paper. The proposed ICC control designs were compared with the other two control design methods, pole placement and OCC control designs. The control design results show that pole placement controller, for a given actuator set, produces the worst output performance compared with the ICC and OCC controllers. On the other hand, the designed OCC controllers achieve the same output performance as ICC ones, but the actuator constraints are violated or larger actuator sizes are required. This indicated the importance of utilizing the ICC control design method when the system actuator constraints need to be satis- fied. Both, state-feedback and full-order dynamic output feedback controllers have been successfully designed in this paper.
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