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Abstract
We define the algebra G˜(A) of Colombeau generalized functions on a subset
A of the space of generalized points R˜d. If A is an open subset of R˜d, such
generalized functions can be identified with pointwise maps from A into the ring
of generalized numbers C˜. We study analyticity in G˜(A), where A is an open
subset of C˜. In particular, if the domain is an open ball for the sharp norm on
C˜, we characterize analyticity and give a unicity theorem involving the values
at generalized points.
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1 Introduction
From the very beginning of the theory of nonlinear generalized functions, holomor-
phic generalized functions have been studied [1, 5, 6]. More recently, analyticity of
pointwise maps A ⊆ C˜ → C˜ (A open) has been considered [2, 11] in relation with
holomorphic generalized functions on an open domain Ω ⊆ C (which can be consid-
ered as pointwise maps on the set Ω˜c of so-called compactly supported generalized
points in Ω [8, §1.2.4]). Recently, a theory of integration of generalized functions on
generalized subsets (called membranes) has been developed and a generalized Cauchy
formula has been proved [3]. Very soon in the development of the theory, also some
striking differences with the classical theory have been noticed. For instance, neither
the values of the derivatives of any order of a generalized holomorphic function f at
one point, nor an accumulation point of values of f determine f uniquely [5, §8.7].
Nevertheless, strong unicity theorems for holomorphic generalized functions have been
obtained in [9].
We define the algebra G˜(A) of generalized functions on a subset A ⊆ R˜d in such a
way that the traditional Colombeau algebra G(Ω) on an open subset Ω ⊆ Rd co-
incides with G˜(Ω˜c) (Corollary 3.10), and the pointwise actions as a map Ω˜c → C˜
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are identical (proposition 3.6). After establishing some properties of G˜(A) that ex-
tend known results about the traditional Colombeau algebras, such as an analogue of
the sheaf property (propostion 3.13) and a pointwise invertibility criterium (propo-
sition 3.19 and its corollary), we focus our attention to analyticity in G˜(A), where
A ⊆ C˜ is open. We use a result on complex integration over generalized paths similar
to [3] (proposition 4.12), though our definition of generalized path is slightly differ-
ent (definition 4.5). For generalized holomorphic functions on a domain of the form
{z˜ ∈ C˜ : |z˜ − z˜0|e < r}, with z0 ∈ C˜, r ∈ R
+ (an open ball for the sharp norm |.|e on
C˜), the unicity theorem that is lacking for traditional generalized functions on open
domains in C holds (proposition 4.24). The phenomenon for traditional holomorphic
generalized functions on an open domain Ω in C can thus be interpreted as a result
of the fact that the largest part of Ω˜c lies on the ‘boundary of the convergence disc’.
We further characterize analyticity in an open ball for the sharp norm in four different
ways (theorem 4.20). Generalized domains are also a natural setting to obtain an
analogue of Liouville’s theorem (proposition 4.14). Apart from developing a tool for
modeling singular nonlinear phenomena, our motivation for considering (in particular
holomorphic) generalized functions on generalized domains is also to obtain a spectral
radius formula in the theory of Banach C˜-algebras [13].
2 Preliminaries
Let E be a locally convex vector space over C with its topology generated by a family
of seminorms (pi)i∈I . Then the Colombeau space GE :=ME/NE [7], where
ME = {(uε)ε ∈ E
(0,1) : (∀i ∈ I)(∃N ∈ N)(pi(uε) ≤ ε
−N , for small ε)}
NE = {(uε)ε ∈ E
(0,1) : (∀i ∈ I)(∀m ∈ N)(pi(uε) ≤ ε
m, for small ε)}.
Elements of ME are called moderate, elements of NE negligible. The element of GE
with (uε)ε as a representative is denoted by [(uε)ε]. If Ω ⊆ Rd is open and C∞(Ω)
is provided with its usual locally convex topology, i.e., generated by the seminorms
pm,K(u) := sup|α|≤m,x∈K |∂
αu(x)| (m ∈ N, K ⊂⊂ Ω), then G(Ω) := GC∞(Ω) is the
so-called (special) algebra of Colombeau generalized functions (cf. [8, §1.2]). R˜ := GR
and C˜ := GC are the so-called Colombeau generalized numbers. We will denote ρ :=
[(ε)ε] ∈ R˜.
For (xε)ε ∈ (Rd)(0,1), the valuation v(xε) := sup{b ∈ R : |xε| ≤ εb, for small ε} and the
so-called sharp norm |xε|e := e
−v(xε). For x˜ = [(xε)ε] ∈ R˜d, v(x˜) := v(xε) ∈ (−∞,∞]
and |x˜|e := |xε|e ∈ [0,+∞) are defined independent of the representative of x˜. Thus R˜
d
becomes a metric space for the ultrametric d(x˜1, x˜2) := |x˜1 − x˜2|e. The corresponding
topology is called the sharp topology on R˜d [4, 7, 12]. Similarly, the sharp topology
on C˜ is defined. For x˜ = [(xε)ε] ∈ R˜d, we will denote |x˜| := [(|xε|)ε] ∈ R˜ (and similarly
for z˜ ∈ C˜).
Let Aε ⊆ R˜d, ∀ε ∈ (0, 1). Then the set
[(Aε)ε] := {x˜ ∈ R˜
d : (∃ repres. (xε)ε of x˜)(xε ∈ Aε, for small ε)}
is called the internal subset of R˜d with representative (Aε)ε [10] (and similarly for
subsets of C˜). For A ⊆ Rd, we denote A˜ := [(A)ε].
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A subset A of R˜d is called sharply bounded if supx˜∈A |x˜|e < +∞. An internal set A
is sharply bounded iff A has a sharply bounded representative, i.e., a representative
[(Aε)ε] for which there exists M ∈ N such that supx∈Aε |x| ≤ ε
−M , for small ε [10,
Lemma 2.4].
If Ω ⊆ Rd is open, then Ω˜c :=
⋃
K⊂⊂Ω K˜ ⊆ R˜
d is the set of compactly supported
points in Ω. For u = [(uε)ε] ∈ G(Ω) and x˜ = [(xε)ε] ∈ Ω˜c, the generalized point value
u(x˜) := [(uε(xε))ε] is well-defined (independent of representatives of u and x˜) [8, §1.2].
We refer to [8] for further properties of Colombeau generalized functions.
3 The Colombeau algebra on a subset of R˜d
Definition 3.1. Let ∅ 6= A ⊆ R˜d. We define G˜(A) = EM(A)/N (A), where
EM(A) =
{
(uε)ε ∈ C
∞(Rd)(0,1) : (∀α ∈ Nd)
(
∀[(xε)ε] ∈ A
)(
(∂αuε(xε))ε ∈ MC
)}
,
N (A) =
{
(uε)ε ∈ C
∞(Rd)(0,1) : (∀α ∈ Nd)
(
∀[(xε)ε] ∈ A
)(
(∂αuε(xε))ε ∈ NC
)}
.
(Here ∀[(xε)ε] ∈ A means: for each representative (xε)ε of an element of A.)
Since EM(A) is a differential algebra (for the ε-wise operations) and N (A) is a differ-
ential ideal of EM(A), G˜(A) is a differential algebra.
Definition 3.2. Let ∅ 6= A ⊆ B ⊆ R˜d. Then the identity map on representatives gives
rise to a well-defined map .|A: G˜(B)→ G˜(A) which we call the restriction map.
Lemma 3.3. Let (An)n∈N be a decreasing sequence of non-empty, internal, sharply
bounded subsets of R˜d. Let (uε)ε∈(0,1) be a net of maps R
d → C. Then for any sharply
bounded representatives (An,ε)ε of An,
(uε(xε))ε ∈MC, ∀[(xε)ε] ∈
⋂
n∈N
An ⇐⇒ (∃N ∈ N)
(
sup
x∈AN,ε+εN
|uε(x)| ≤ ε
−N , for small ε
)
.
Proof. ⇒: By [10, Prop. 2.9], for each m ∈ N, there exists ηm ∈ (0, 1) such that
for each ε ≤ ηm and x ∈ Am,ε, d(x,Ak,ε) ≤ εm, for each k ≤ m. W.l.o.g., (ηm)m∈N
decreasingly tends to 0. By contraposition, let
(∀n ∈ N)(∀η ∈ (0, 1))(∃ε ≤ η)
(
sup
x∈An,ε+εn
|uε(x)| > ε
−n
)
.
Then we can find a strictly decreasing sequence (εn)n∈N and xεn ∈ An,εn + ε
n
n such
that εn ≤ ηn and |uεn(xεn)| > ε
−n
n , ∀n ∈ N. Choose xε ∈ Am,ε, if ηm+1 < ε ≤ ηm and
ε /∈ {εn : n ∈ N}. Then for each n ∈ N, (d(xε, An,ε))ε ∈ NR. By [10], x˜ := [(xε)ε] ∈⋂
n∈NAn ((xε)ε is moderate, since (An,ε)ε are sharply bounded). Yet (uε(xε))ε /∈MC.
⇐: let [(xε)ε] ∈
⋂
n∈NAn. Let N ∈ N as in the statement. By [10], (d(xε, An,ε))ε ∈
NR for each n ∈ N. In particular, xε ∈ AN,ε + ε
N for small ε. Hence |uε(xε)| ≤
supx∈AN,ε+εN |uε(x)| ≤ ε
−N for small ε.
Proposition 3.4. Let (An)n∈N be a decreasing sequence of non-empty, internal, sharply
bounded subsets of R˜d. Then for any sharply bounded representatives (An,ε)ε of An,
EM
(⋂
n∈N
An
)
=
{
(uε)ε ∈ C
∞(Rd)(0,1) : (∀α ∈ Nd)(∃N ∈ N)(
sup
x∈AN,ε+εN
|∂αuε(x)| ≤ ε
−N , for small ε
)}
.
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Proof. By lemma 3.3.
Corollary 3.5. Let ∅ 6= A ⊆ R˜d be internal and sharply bounded. Then for each
sharply bounded representative (Aε)ε of A,
EM(A) =
{
(uε)ε ∈ C
∞(Rd)(0,1) : (∀α ∈ Nd)(∃N ∈ N)(
sup
x∈Aε+εN
|∂αuε(x)| ≤ ε
−N , for small ε
)}
.
Proposition 3.6. Let ∅ 6= A ⊆ R˜d. Let u = [(uε)ε] ∈ G˜(A).
1. For x˜ = [(xε)ε] ∈ A, u(x˜) = [(uε(xε))ε] ∈ C˜ is well-defined (independent of
representatives).
2. If x˜ ∈ A◦ and u(y˜) = 0, for each y˜ in a sharp neighbourhood of x˜, then ∂αu(x˜) =
0, ∀α ∈ Nd.
3. If A is open, then u = 0 iff u(x˜) = 0, ∀x˜ ∈ A.
Proof. (1) To prove independence of the representative of x˜, let x˜ = [(xε)ε] = [(yε)ε].
By corollary 3.5, since {x˜} is internal and sharply bounded, there exists N ∈ N
such that sup|x−xε|≤εN |∇uε(x)| ≤ ε
−N , for small ε. Hence there exist y′ε ∈ R
d with
|y′ε − xε| ≤ |yε − xε| such that
|uε(yε)− uε(xε)| ≤ |yε − xε| |∇uε(y
′
ε)| ≤ ε
−N |yε − xε| ,
for small ε.
(2) Let N ∈ N such that y˜ ∈ A and u(y˜) = 0, for each y˜ ∈ R˜ with |y˜ − x˜| ≤ εN . Let
x˜ = [(xε)ε]. By contraposition, (sup|x−xε|≤εN |uε(x)|)ε ∈ NC. Since (uε)ε ∈ EM(A), we
find as in part 1 for each α ∈ Nd some N ∈ N such that sup|x−xε|≤εN |∂
αuε(x)| ≤ ε−N ,
for small ε. The statement follows analogously to [8, Thm. 1.2.3].
(3) ⊆: clear.
⊇: let α ∈ Nd and x˜ ∈ A. By part 2, ∂αu(x˜) = 0. By part 1, (∂αuε(xε))ε ∈ NC for
any representative [(xε)ε] of x˜.
Proposition 3.7. Let ∅ 6= A ⊆ R˜d be internal and sharply bounded. Then for each
sharply bounded representative (Aε)ε of A,
N (A) =
{
(uε)ε ∈ C
∞(Rd)(0,1) : (∀α ∈ Nd)(∀m ∈ N)
(∃N ∈ N)
(
sup
x∈Aε+εN
|∂αuε(x)| ≤ ε
m, for small ε
)}
=
{
(uε)ε ∈ EM(A) : (∀α ∈ N
d)
((
sup
x∈Aε
|∂αuε(x)|
)
ε
∈ NR
)}
.
Proof. (1)⊆(2): by contraposition (as in proposition 3.4).
(2)⊆(3): clear by corollary 3.5.
(3)⊆(1): let α ∈ Nd and x˜ ∈ A. Then x˜ = [(aε)ε], with aε ∈ Aε for small ε. By
hypothesis, (∂αuε(aε))ε ∈ NC. By proposition 3.6(1), ∂αu(x˜) = 0 and (∂αuε(xε))ε ∈
NC for any representative [(xε)ε] of x˜.
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Lemma 3.8. Let ∅ 6= Bλ ⊆ R˜d, for each λ ∈ Λ (where Λ is some index set). Then
EM(
⋃
λ∈ΛBλ) =
⋂
λ∈Λ EM(Bλ) and N (
⋃
λ∈ΛBλ) =
⋂
λ∈ΛN (Bλ).
Proof. By definition.
Corollary 3.9. Let A =
⋃
λ∈ΛBλ ⊆ R˜
d, where each Bλ is nonempty, internal and
sharply bounded. Let (Bλ,ε)ε be a sharply bounded representative of Bλ, for each λ.
Then
EM(A) =
{
(uε)ε ∈ C
∞(Rd)(0,1) : (∀α ∈ Nd)(∀λ ∈ Λ)
(∃N ∈ N)
(
sup
x∈Bλ,ε+εN
|∂αuε(x)| ≤ ε
−N , for small ε
)}
.
N (A) =
{
(uε)ε ∈ EM(A) : (∀α ∈ N
d)(∀λ ∈ Λ)
((
sup
x∈Bλ,ε
|∂αuε(x)|
)
ε
∈ NR
)}
.
Proof. Combine the previous lemma with corollary 3.5 and proposition 3.7.
Corollary 3.10. Let Ω be an open subset of Rd. Then G(Ω) = G˜(Ω˜c).
Proof. Since Ω˜c =
⋃
∅6=K⊂⊂Ω K˜, and since elements of G(Ω) have representatives in
C∞(Rd)(0,1) (by a cut-off procedure), this follows by corollary 3.9.
Similarly, since R˜d =
⋃
n∈N{x ∈ R˜
d : |x| ≤ ρ−n}, G˜(R˜d) coincides with the definition
of G(R˜d) given in [14].
Another approach to generalized functions on subsets of R˜d could use nets of functions
defined on subsets of Rd only. The following lemma relates such an approach to our
definitions.
Lemma 3.11. For each ε ∈ (0, 1), let Ωε ⊆ Rd be open. Let Am,ε = {x ∈ Rd :
d(x,Rd \ Ωε) ≥ εm}, for each m and ε ∈ (0, 1). Let uε ∈ C∞(Ωε) such that for each
α ∈ Nd and m ∈ N, there exists N ∈ N such that supx∈Am,ε,|x|≤ε−m |∂
αuε(x)| ≤ ε−N ,
for small ε. Let A =
⋃
m∈N[(Am,ε)ε]. Then there exists a unique u ∈ G˜(A) such that
∂αu(x˜) = [(∂αuε(xε))ε], for each x˜ ∈ A, for each representative (xε)ε of x˜ and α ∈ Nd.
Proof. For m ∈ N and ε ∈ ( 1
m+1
, 1
m
], let χε ∈ C∞(Rd) with χε(x) = 1, if x ∈ Am,ε and
χε(x) = 0, if x /∈ Am+1,ε. Then vε := χεuε ∈ C∞(Rd), ∀ε. Let x˜ ∈ A. Then there
exists m ∈ N and a representative (xε)ε with xε ∈ Am,ε, for each ε. Hence for any
representative (x′ε)ε, x
′
ε ∈ Am+1,ε, for small ε, and ∂
αvε(x
′
ε) = ∂
αuε(x
′
ε), for small ε
and for α ∈ Nd. Thus u := [(vε)ε] ∈ G˜(A) and ∂αu(x˜) = [(∂αuε(x′ε))ε]. Unicity of u
follows directly from the definition of N (A).
Under the conditions of the previous lemma, we will (loosely) say that [(uε)ε] ∈ G˜(A).
Lemma 3.12. Let A ⊆ R˜d be internal and sharply bounded and let B ⊆ R˜d be an
internal sharp neighbourhood of A. Then:
1. There exists m ∈ N such that for each a˜ ∈ A, B(a˜, ρm) = {x˜ ∈ R˜d : |x˜− a˜| ≤
ρm} ⊆ B.
2. Given a sharply bounded representative (Aε)ε of A, we can find a representative
(Bε)ε of B such that Aε + ε
m ⊆ Bε, ∀ε.
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Proof. (1) Let A = [(Aε)ε] and B = [(Bε)ε]. W.l.o.g., A 6= ∅ and (Aε)ε is a sharply
bounded representative. Suppose that for each n ∈ N, there exists a˜n = [(an,ε)ε] ∈ A
and x˜n = [(xn,ε)ε] ∈ R˜d \B with |x˜n − a˜n| ≤ ρn. W.l.o.g., an,ε ∈ Aε, ∀ε. By [10, Prop.
2.1], (d(xn,ε, Bε))ε /∈ NR, so for each n ∈ N, there exists kn ∈ N such that for each η ∈
(0, 1), there exists ε ≤ η with d(xn,ε, Bε) ≥ εkn. We can thus find εn,m ∈ (0, 1/m), for
each n,m ∈ N (by enumerating (εn,m)n,m∈N, we can ensure that all εn,m are different)
and xn,εn,m ∈ R
d with d(xn,εn,m, Bεn,m) ≥ ε
kn
n,m and |xn,εn,m − an,εn,m| ≤ 2ε
n
n,m, for
each n,m ∈ N. Let aεn,m := an,εn,m, for each n,m ∈ N and aε ∈ Aε arbitrary, if
ε /∈ {εn,m : n,m ∈ N}. Let xn,ε := aε, if ε /∈ {εn,m : m ∈ N}, for each n ∈ N. As (Aε)ε
is sharply bounded, a˜ := [(aε)ε] ∈ A and |x˜n − a˜| ≤ 2ρn, for each n ∈ N. Since B is a
neighbourhood of A, x˜n ∈ B for large n, a contradiction.
(2) As (Aε)ε is sharply bounded, it follows that [(Aε + ε
m)ε] ⊆ B. Since [((Aε +
εm) ∪ Bε)ε] is the smallest internal set containing [(Aε + ε
m)ε] and B [10, Prop. 2.8],
B = [((Aε + ε
m) ∪Bε)ε].
Recall that the interleaved closure of A ⊆ R˜d [10, Lemma 2.7.] is the set
interl(A) :=
{ m∑
j=1
eSjxj : m ∈ N, {S1, . . . , Sm} partition of (0, 1), xj ∈ A
}
.
Proposition 3.13 (Generalized sheaf property).
1. Let Ω ⊆ R˜d be a union of an increasing sequence (An)n∈N of internal sets with
An+1 a neighbourhood of An, for each n (hence, in particular, Ω open). If un ∈
G˜(An) and un+1|An = un, for each n ∈ N, then there exists a unique u ∈ G˜(Ω)
such that u|An = un, for each n ∈ N.
2. For each m ∈ N, let Ωm ⊆ R˜d be a union of an increasing sequence (Am,n)n∈N of
internal sets with Am,n+1 a neighbourhood of Am,n, for each n. Let um ∈ G˜(Ωm),
for each m ∈ N such that um|Ωm∩Ωm′ = um′ |Ωm∩Ωm′ , for each m, m
′ ∈ N. Let
Ω = interl(
⋃
m∈NΩm). Then there exists a unique u ∈ G˜(Ω) such that u|Ωm = um,
for each m ∈ N.
Proof. Let Ωm, Ω and Am,n as in (2). Let um,n = [(um,n,ε)ε] ∈ G˜(Am,n), for each
m,n ∈ N such that um,n|Am,n∩Am′,n′ = um
′,n′ |Am,n∩Am′,n′
, for each m, m′, n, n′ ∈ N.
It is sufficient to show that there exists a unique u ∈ G˜(Ω) such that u|Am,n = um,n,
for each m,n,∈ N. Let Am,n = [(Am,n,ε)ε]. Since Ωm =
⋃
(Am,n ∩ B(0, ρ
n)), we may
assume that all Am,n (and hence (Am,n,ε)ε [10, Lemma 2.4]) are sharply bounded. We
may also assume that all Am,n,ε are closed [10, Cor. 2.2]. Let m,n ∈ N. By lemma
3.12, we may assume that there exist km,n ∈ N such that Am,n,ε+ εkm,n ⊆ Am,n+1,ε, for
each m,n, ε.
Let Bn = [(Bn,ε)] with Bn,ε = A1,n,ε ∪ · · · ∪ An,n,ε, for each n ∈ N and ε ∈ (0, 1). Let
θ ∈ C∞(Rd) with θ(x) = 0, if |x| ≥ 1 and θ(x) ≥ 0, for each x ∈ Rd with
∫
Rd
θ = 1
and let θr(x) := r
−1θ(r−1x), for r ∈ R+. Let χA denote the characteristic function
of a set A ⊆ Rd. For each m,n, ε, let φm,n,ε = χAm,n+2,ε\Bn−1,ε ⋆ θεlm,n , where lm,n =
maxi≤m,j≤n+2 ki,j. Then φm,n,ε(x) = 1, for each x ∈ Am,n+1,ε \ Bn,ε and supp φm,n,ε ⊆
Am,n+3,ε \Bn−2,ε. Further, supx∈Rd |∂
αφm,n,ε(x)| ≤ ε−lm,n|α|
∫
Rd
|∂αθ| by the properties
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of the convolution. Let φε :=
∑
m,n∈N,m≤n+1 φm,n,ε. Then φε ∈ C
∞(
⋃
n∈NBn,ε) and for
each n, (supx∈Bn,ε |∂
αφε(x)|)ε ∈MR, since supp φm′,n′,ε ∩Bn,ε 6= ∅ only for n′ ≤ n+ 2.
Also φε(x) ≥ 1, for each x ∈
⋃
m,n∈N,m≤n+1(Am,n+1,ε \Bn,ε) =
⋃
n∈NBn,ε (since Bn+1,ε \
Bn,ε =
⋃
m≤n+1(Am,n+1,ε \Bn,ε), for each n). Let ψm,n,ε := φm,n,ε/φε ∈ C
∞(Rd). Then∑
m,n∈N,m≤n+1 ψm,n,ε(x) = 1, for each x ∈
⋃
n∈NBn,ε. Since supx∈Bn,ε |1/φε(x)| ≤ 1, for
each n, we find Mm,n ∈ N such that
sup
x∈Rd
|∂αψm,n,ε(x)| = sup
x∈Bn+3,ε
|∂αψm,n,ε(x)| ≤ ε
−Mm,n,
for small ε. Let uε :=
∑
m,n∈N,m≤n+1 ψm,n,ε · um,n+3,ε ∈ C
∞(
⋃
n∈NBn,ε), for each ε.
Let N ∈ N and α ∈ Nd. Then there exists M ∈ N such that
sup
x∈BN,ε
|∂αuε(x)| ≤
∑
m≤n+1≤N+3
sup
x∈BN,ε
|∂α(ψm,n,ε · um,n+3,ε)(x)|
≤
∑
m≤n+1≤N+3
sup
x∈Am,n+3,ε
|∂α(ψm,n,ε · um,n+3,ε)(x)| ≤ ε
−M ,
for small ε, since suppψm,n,ε ⊆ Am,n+3,ε, and by corollary 3.5. As in lemma 3.11, we
find a unique u ∈ G˜(
⋃
nBn) with ∂
αu(x˜) = [(∂αuε(xε))ε], for each x˜ ∈
⋃
nBn and
α ∈ Nd. Let x˜ = [(xε)ε] ∈ Am,n. W.l.o.g., xε ∈ Am,n,ε, for each ε.
|uε(xε)− um,n,ε(xε)| ≤
∑
m′≤n′+1≤max(m,n)+3
|ψm′,n′,ε(xε)| |um′,n′+3,ε(xε)− um,n,ε(xε)| ∈ NR,
by the coherence property, since suppψm′,n′,ε ⊆ Am′,n′+3,ε. Hence u(x˜) = um,n(x˜).
By proposition 3.6(2), also ∂αu(x˜) = ∂αum,n(x˜), for each α ∈ Nd, since um,n(x˜) =
um,n+1(x˜) and x˜ ∈ (Am,n+1)
◦. Hence u|Am,n = um,n by the definition of N (Am,n).
Finally, let x˜ ∈ interl(
⋃
m∈NΩm), i.e., x˜ =
∑M
j=1 x˜jeSj , for some M ∈ N, a partition
{S1, . . . , SM} of (0, 1) and x˜j ∈ Ωmj , for some mj ∈ N. Then there exists n ≥ maxj mj
such that x˜j ∈ Amj ,n ⊆ Bn, for each j. Since Bn is internal, x˜ ∈ interl(Bn) = Bn.
Hence u ∈ G˜(interl(
⋃
m∈NΩm)).
The following lemma shows that the sheaf property of G(Ω), Ω ⊆ Rd [8, Thm. 1.2.4]
can be viewed a special case of proposition 3.13 (in view of the fact that every open
cover of an open Ω ⊆ Rd has a countable subcover).
Lemma 3.14. Let Ωλ ⊆ Rd be open, for λ ∈ Λ and let Ω =
⋃
λ∈ΛΩλ. Then Ω˜c =
interl(
⋃
λ∈Λ(Ωλ)
∼
c ).
Proof. ⊆: let x˜ ∈ Ω˜c. There exists K ⊂⊂ Ω such that x ∈ K˜. As K is compact,
K ⊆
⋃
λ∈F Ωm, for some finite F ⊆ Λ. Let x˜ = [(xε)ε] with xε ∈ K, for each ε. Then
(∃N ∈ N)(∃ε0 ∈ (0, 1))(∀ε ≤ ε0)(∃λ ∈ F )(d(xε,R
d \ Ωλ) ≥ 1/N),
since otherwise, we can construct a decreasing sequence (εn)n∈N tending to 0 such that
for each n ∈ N and λ ∈ F , d(xεn ,R
d \ Ωλ) < 1/n. As K is compact, a subsequence
xεnk would converge to x0 ∈ K. But then x0 ∈ R
d \ Ωλ = R
d \ Ωλ, for each λ ∈ F ,
contradicting K ⊆
⋃
λ∈F Ωλ. Hence x˜ ∈ interl(
⋃
λ∈F (Ωλ)
∼
c ).
⊇: let x˜ ∈ interl(
⋃
λ∈Λ(Ωλ)
∼
c ), i.e., x˜ =
∑M
j=1 x˜jeSj , for some M ∈ N, a partition
{S1, . . . , SM} of (0, 1) and x˜j ∈ K˜j, for some Kj ⊂⊂ Ω. Then K :=
⋃M
j=1Kj ⊂⊂ Ω
and x˜ ∈ K˜.
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Lemma 3.15. Let ∅ 6= A ⊆ R˜d be internal and sharply bounded, u = [(uε)ε] ∈ G˜(A).
Let (Aε)ε be a sharply bounded representative of A. Then u(x˜) = 0, ∀x˜ ∈ A iff
(supx∈Aε |uε(x)|)ε ∈ NR.
Proof. ⇒: If the conclusion is not true, we find m ∈ N, a decreasing sequence (εn)n∈N
tending to 0 and xεn ∈ Aεn such that |uεn(xεn)| ≥ ε
m
n , for each n. Let xε ∈ Aε arbitrary
if ε /∈ {εn : n ∈ N}. As (Aε)ε is sharply bounded, x˜ := [(xε)ε] ∈ A, and u(x˜) = 0 by
assumption, contradicting |uεn(xεn)| ≥ ε
m
n , for each n.
⇐: clear.
Definition 3.16. (cf. [14]) Let A ⊆ R˜d. Then G˜∞(A) = {u ∈ G˜(A) : (∀x˜ ∈ A)(∃N ∈
N)(∀α ∈ Nd)(|∂αu(x˜)| ≤ ρ−N ).
Proposition 3.17. Let ∅ 6= A ⊆ R˜d be internal and sharply bounded. Let u = [(uε)ε] ∈
G˜(A). Let (Aε)ε be a sharply bounded representative of A. Then u ∈ G˜∞(A) iff
(∃N ∈ N)(∀α ∈ Nd)
(
sup
x∈Aε
|∂αuε(x)| ≤ ε
−N , for small ε
)
.
Proof. ⇒: (cf. [14, Prop. 5.3]). Supposing the conclusion is not true, we find αn ∈ Nd
(for each n ∈ N), εn,m ∈ (0, 1/m) (for each n,m ∈ N) (by enumerating the countable
family (εn,m)n,m, we can successively choose the εn,m in such a way that they are
all different) and xεn,m ∈ Aεn,m with
∣∣∂αnuεn,m(xεn,m)∣∣ > ε−nn,m, ∀n,m ∈ N. Choose
xε ∈ Aε arbitrary, if ε /∈ {εn,m : n,m ∈ N} is sufficiently small (Aε 6= ∅ for small
ε since A 6= ∅). Then x˜ = [(xε)ε] ∈ A (moderateness is guaranteed since (Aε)ε is
sharply bounded). By hypothesis, there exists N ∈ N such that for each α ∈ Nd,
|∂αu(x˜)| ≤ ρ−N . This contradicts the fact that for a fixed n > N , limm→∞ εn,m = 0
and
∣∣∂αnuεn,m(xεn,m)∣∣ > ε−nn,m, ∀m ∈ N.
⇐: clear.
Proposition 3.18. Let A ⊆ R˜d and u = [(uε)ε] ∈ G˜(A). Let u(A) = {u(x˜) : x˜ ∈
A} ⊆ B ⊆ C˜. Let v = [(vε)ε] ∈ G˜(B). Then v ◦ u := [(vε ◦ uε)ε] ∈ G˜(A).
Proof. By definition, (vε◦uε)ε ∈ C∞(Rd). For each α ∈ Nd and [(xε)ε] ∈ A, (∂αuε(xε))ε ∈
MC. As [(uε(xε))ε] ∈ u(A) ⊆ B, also (∂
αvε(uε(xε)))ε ∈ MC. The moderateness-
conditions follow inductively by the chain rule. Similarly, one sees that the definition
does not depend on the representative of v. Independence of the representative of
u: the estimates for 0-th order derivatives follow as in [8, Prop. 1.2.6] by corollary
3.5 (applied to a singleton). Since G˜(A), G˜(B) are closed under partial derivatives,
the chain rule reduces the estimates for the higher order derivatives to the 0-th order
ones.
Proposition 3.19. Let ∅ 6= A ⊆ R˜d be internal and sharply bounded. Let u = [(uε)ε] ∈
G˜(A). The following are equivalent for a sharply bounded representative (Aε)ε of A:
1. there exists v ∈ G˜(A) such that uv = 1
2. for each x˜ ∈ A, u(x˜) is invertible in C˜
3. (∃ε0 ∈ (0, 1)) (∃n ∈ N) (∀ε ≤ ε0) (infx∈Aε+εn |uε(x)| ≥ ε
n).
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Proof. (1)⇒ (2): for x˜ ∈ A, u(x˜)v(x˜) = 1 in C˜.
(2) ⇒ (3): supposing that the conclusion is not true, we find a decreasing sequence
(εn)n∈N tending to 0 and xεn ∈ Aεn + ε
n
n and |uεn(xεn)| < ε
n
n, for each n ∈ N. Let
xε ∈ Aε, for small ε /∈ {εn : n ∈ N}. As (Aε)ε is sharply bounded, x˜ := [(xε)ε] ∈ A,
but u(x˜) is not invertible in C˜ by [8, Thm. 1.2.38].
(3) ⇒ (1): using a cut-off function, we find vε ∈ C∞(Rd) with vε(x) = uε(x)
−1, for
x ∈ Aε+εn+1 and ε ≤ ε0. Since each ∂αvε(x) is a linear combination (with coefficients
indep. of ε) of
∏
β ∂
βuε(x)/u
|α|+1
ε (x) (finite products) for x ∈ Aε + εn+1 and ε ≤ ε0,
v := [(vε)ε] ∈ G˜(A). As uε(x)vε(x)−1 = 0, for each x ∈ Aε+ ε
n+1 and ε ≤ ε0, we have
uv = 1 in G˜(A).
Corollary 3.20. Let Ω =
⋃
n∈NAn 6= ∅, where (An)n∈N is an increasing sequence
of internal subsets of R˜d such that An+1 is a neighbourhood of An, for each n. Let
u ∈ G˜(Ω). The following are equivalent:
1. there exists v ∈ G˜(Ω) such that uv = 1
2. for each x˜ ∈ Ω, u(x˜) is invertible in C˜
3. for each m ∈ N, u|Am ∈ G˜(Am) has a multiplicative inverse.
Proof. (1)⇒ (3): by restriction.
(3) ⇒ (1): let vm ∈ G˜(Am) such that u|Amvm = 1 in G˜(Am), for each m. Then
vm · u|Am · vm+1|Am = vm+1|Am = vm, for each m. By proposition 3.13, there exists a
unique v ∈ G˜(Ω) with v|Am = vm, for each m ∈ N. In particular, u(x˜)v(x˜) = 1, for
each x˜ ∈ Ω. Since Ω is open, uv = 1 by proposition 3.6.
Since (1) ⇔ (3), property (3) is independent of the choice of Am with Ω =
⋃
mAm.
As Ω =
⋃
m(Am ∩ B(0, ρ
m)), (2)⇔ (3) follows by proposition 3.19.
4 Analyticity on G˜(C˜)
Definition 4.1. Let A be an open subset of C˜. We let G˜H(A) be the differential algebra
consisting of those u ∈ G˜(A) with ∂¯u = 1
2
(∂x + i∂y)u = 0. Let A ⊆ B ⊆ C˜. We say
that u ∈ G˜(B) is holomorphic in A iff u|A ∈ G˜H(A), i.e, iff ∂¯u(z˜) = 0, for each z˜ ∈ A.
For u ∈ G˜H(A) and z˜ ∈ A, we write u′(z˜) = ∂xu(z˜) = −i∂yu(z˜). Iterated derivatives
are denoted by Dk (k ∈ N).
Clearly, every polynomial with coefficients in C˜ (i.e., every element of C˜[z]) belongs
to G˜H(C˜).
Lemma 4.2. For each ε ∈ (0, 1), let Ωε ⊆ Rd be open, let N ∈ N and let uε: Ωε →
B(0, ε−N) ⊆ C be holomorphic. Let B ⊆
⋃
m∈N[({z ∈ C : d(z,C \ Ωε) ≥ ε
m})ε] be
open. Then u := [(uε)ε] ∈ G˜H(B).
Proof. By lemma 3.11, it is sufficient to show that for each m, k ∈ N, there exists
N ∈ N such that supd(z,C\Ωε)≥εm,|z|≤ε−m
∣∣Dkuε(z)∣∣ ≤ ε−N , for small ε. This follows
by the Cauchy estimate
∣∣Dkuε(z)∣∣ ≤ k!ε−(m+1)k sup∂B(z,εm+1) |uε(z)| for z ∈ C with
d(z,C \ Ωε) ≥ εm.
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Remark. As in lemma 3.11, it is sufficient that uε satisfy: for each m ∈ N, there
exists N ∈ N such that uε: {z ∈ C : d(z,C \ Ωε) ≥ εm and |z| ≤ ε−m} → B(0, ε−N) is
holomorphic.
Lemma 4.3. Let Ω ⊆ C˜ be open. Let u ∈ G˜H(Ω).
1. If 1/u ∈ G˜(Ω) exists, 1/u ∈ G˜H(Ω).
2. Let Ω =
⋃
n∈NAn, where (An)n∈N is an increasing sequence of internal subsets
of R˜d such that An+1 is a neighbourhood of An, for each n. If u(z˜) is invertible,
for each z˜ ∈ Ω, then 1/u ∈ G˜H(Ω).
Proof. (1) If uv = 1 and ∂¯u = 0, then 0 = ∂¯(uv) = u · ∂¯v.
(2) By corollary 3.20 and part 1.
Lemma 4.4. Let A ⊆ C˜ and u = [(uε)ε] ∈ G˜H(A). Let u(A) = {u(z˜) : z˜ ∈ A} ⊆ B.
Let v = [(vε)ε] ∈ G˜H(B). Then v ◦ u := [(vε ◦ uε)ε] ∈ G˜H(A).
Proof. By propositon 3.18, v ◦ u ∈ G˜(A) and for z˜ ∈ A, ∂¯u(z˜) = ∂¯v(u(z˜)) = 0. Hence
∂¯(v ◦ u)(z˜) = ∂xv(u(z˜))∂¯ Re u(z˜) + ∂yv(u(z˜))∂¯ Im u(z˜) = v′(u(z˜))∂¯u(z˜) = 0, for each
z˜ ∈ A.
Definition 4.5. Let C1pw([0, 1]) be the space of those u ∈ C
0([0, 1]) that are piecewise
C1, provided with the norm max{supx∈[0,1] |u(x)| , supx∈[0,1] a.e. |u
′(x)|}. We call a path
in C˜ an element of GC1pw([0,1]).
So for a representative (γε)ε of a path γ, we have γε ∈ C1pw([0, 1]), ∀ε, and the nets(
supt∈[0,1] |γε(t)|
)
ε
and
(
supt∈[0,1] a.e. |γ
′
ε(t)|
)
ε
are both moderate. Since
|γε(tε)− γε(t
′
ε)| =
∣∣∣∣
∫ t′ε
tε
γ′ε(t) dt
∣∣∣∣ ≤ |tε − t′ε| sup
t∈[0,1] a.e
|γ′ε(t)| ,
generalized point values γ(t˜) are well-defined, for each t˜ ∈ [0, 1]∼. On the other hand,
if γ(t˜) = γ˜(t˜), for each t˜ ∈ [0, 1]∼, then the paths γ, γ˜ need not be equal (e.g., they
can have different curve length). If A ⊆ C˜ and γ(t˜) ∈ A, for each t˜ ∈ [0, 1]∼, we call γ
a path in A.
Proposition 4.6. Let A ⊆ C˜, u ∈ G˜(A) and γ a path in A. Then∫
γ
u(z) dz :=
[( ∫
γε
uε(z) dz
)]
∈ C˜
is well-defined (independent of representatives of u and γ). Moreover, if γ, γ˜ are paths
in A such that γ(t˜) = γ˜(t˜), for each t˜ ∈ [0, 1]∼, then
∫
γ
u(z) dz =
∫
γ˜
u(z) dz.
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Proof. Let γ = [(γε)ε]. Since u ∈ G˜(A) and [(γε([0, 1]))ε] = {γ(t˜) : t˜ ∈ [0, 1]∼} ⊆ A,
corollary 3.5 implies that supz∈γε([0,1]) |uε(z)| ∈ MR. Hence (
∫
γε
uε(z) dz)ε ∈ MC.
Independence of the representative of u follows similarly by proposition 3.7.
To prove independence of the representative of γ, we use an argument similar to
Green’s theorem. More generally, let γ = [(γε)ε] and γ˜ = [(γ˜ε)ε] as in the statement of
the theorem. Let ε ∈ (0, 1). Let [aε, bε] ⊆ [0, 1] such that γε, γ˜ε ∈ C1([aε, bε]). Consider
the homotopy Hε: [0, 1]× [0, 1]→ C: Hε(t, s) = γε(t) + s(γ˜ε(t)− γε(t)). As
∂t
(
(uε ◦Hε) · ∂sHε
)
− ∂s
(
(uε ◦Hε) · ∂tHε
)
= i
(
((∂x + i∂y)uε) ◦Hε
)
· (∂tH1,ε∂sH2,ε − ∂sH1,ε∂tH2,ε),
integration over [0, 1]2 (via integration over different [aε, bε] × [0, 1] and summation),
yields
∫
γ˜ε
uε(z) dz −
∫
γε
uε(z) dz =
∫ 1
0
[(uε ◦Hε)(t, s)∂sHε(t, s)]
t=1
t=0 ds
− i
∫∫
[0,1]2
(
(∂x + i∂y)uε
)
(Hε(t, s)) ·
(
∂tH1,ε∂sH2,ε − ∂sH1,ε∂tH2,ε
)
(t, s) dt ds.
Since u ∈ G˜(A) and
[(Hε([0, 1]
2))ε] = {H(t˜, s˜) : t˜, s˜ ∈ [0, 1]
∼} = {γ(t˜) : t˜ ∈ [0, 1]∼} ⊆ A,
corollary 3.5 implies that supz∈Hε([0,1]2) |∂
αuε(z)| ∈ MR, for each α ∈ Nd. The moder-
ateness of ∂tHε and the negligibility of ∂sHε(t, s) = γ˜ε(t)−γε(t) then yield the required
negligibility.
Since G(Ω) = G˜(Ω˜c) and a c-bounded (cf. [8, Def. 1.2.7]) path in Ω is a path in Ω˜c, we
immediately obtain the following corollary.
Corollary 4.7. If u ∈ G(Ω) and γ is a c-bounded path in Ω, then
∫
γ
u(z) dz is well-
defined.
Definition 4.8. Let C1pw([0, 1]
2) be the space of those u ∈ C0([0, 1]2) for which there
exists a partition (aj)
n
j=0 of [0, 1] with u ∈ C
1([ai−1, ai] × [aj−1, aj ]), for i, j = 1, . . . ,
n, provided with the norm max{supx∈[0,1]2 |u(x)| , supx∈[0,1]2 a.e. |∇u(x)|}. As for paths,
one sees that for u ∈ GC1pw([0,1]2), generalized point values are well defined (for each
(t˜, s˜) ∈ ([0, 1]∼)2).
Let γ, γ˜ be two closed (i.e., γ(0) = γ(1)) paths in C˜. We call H ∈ GC1pw([0,1]2) a
homotopy between γ and γ˜ if H(t˜, 0) = γ(t˜), H(t˜, 1) = γ˜(t), ∀t˜ ∈ [0, 1]∼ and H(0, s˜) =
H(1, s˜), ∀s˜ ∈ [0, 1]∼. H is called a homotopy in A ⊆ C˜ if H(t˜, s˜) ∈ A, for each
t˜, s˜ ∈ [0, 1]∼.
If each two closed paths in A are homotopic in A, we call A simply connected.
Example 4.9. Let A ⊆ C˜ be (pointwise) convex, i.e., for each z˜1, z˜2 ∈ A and t˜ ∈
[0, 1]∼, tz1 + (1− t)z2 ∈ A. Then A is simply connected.
Proof. Let γ = [(γε)ε], γ˜ = [(γ˜ε)ε] are two closed paths in A, the homotopy defined by
Hε(t, s) = γε(t) + s(γ˜ε(t)− γε(t)) is a homotopy in A between γ and γ˜.
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Proposition 4.10. Let A ⊆ C˜ be open, u ∈ G˜H(A) and γ, γ˜ two closed paths, homo-
topic in A. Then ∮
γ
u(z) dz =
∮
γ˜
u(z) dz.
Proof. LetH = [(Hε)ε] be the given homotopy inA between γ and γ˜. As [(Hε([0, 1]
2))ε] ⊆
A and ∂¯u = 0 in G˜(A), proposition 3.7 implies that supz∈Hε([0,1]2)
∣∣∂¯uε(z)∣∣ is negligible.
As in proposition 4.6 (now using the given homotopies Hε and integration for fixed ε
over each [ai−1,ε, ai,ε]× [aj−1,ε, aj,ε], and summation), we find (νε)ε ∈ NC such that for
each ε, ∫
Γ˜ε
uε(z) dz −
∫
Γε
uε(z) dz =
∫
δ˜ε
uε(z) dz −
∫
δε
uε(z) dz + νε,
where Γε(t) = Hε(t, 0), Γ˜ε(t) = Hε(t, 1), δε(s) = Hε(0, s) and δ˜ε(s) = Hε(1, s), ∀t, s ∈
[0, 1] and ε ∈ (0, 1). Since Γ := [(Γε)ε], Γ˜ := [(Γ˜ε)ε], δ := [(δε)ε] and δ˜ := [(δ˜ε)ε] are
paths in A and Γ(t˜) = γ(t˜), Γ˜(t˜) = γ˜(t˜), δ(s˜) = δ˜(s˜), ∀t˜, s˜ ∈ [0, 1]∼, the statement
follows by applying proposition 4.6.
Corollary 4.11. Let A ⊆ C˜ be open and simply connected, u ∈ G˜H(A) and γ a closed
path in A. Then ∮
γ
u(z) dz = 0.
Proof. Since A is simply connected, there exists a homotopy between γ and a constant
path. The result follows by the previous proposition.
Let x˜ ∈ R˜. We write x˜ ≫ 0 iff x˜ ≥ 0 and x˜ invertible in R˜ (i.e., |x˜| ≥ ρm, for some
m ∈ N [8, Thm. 1.2.38]). Similarly, x˜≫ y˜ iff y˜ ≪ x˜ iff x˜− y˜ ≫ 0.
Proposition 4.12. Let r ∈ R˜, r ≫ 0. Let a˜ ∈ C˜. Let A ⊆ C˜ be open with {ζ˜ ∈ C˜ :
|ζ˜ − a˜| ≤ r} ⊆ A. For u ∈ G˜H(A), k ∈ N and γ = ∂B(a˜, r) with positive orientation
and z˜ ∈ C˜ with |z˜ − a˜| ≪ r,
Dku(z˜) =
k!
2πi
∮
γ
u(ζ)
(ζ − z˜)k+1
dζ.
Proof. Let z˜ = [(zε)ε]. Let M ∈ N such that |z˜ − a˜| ≤ r − ρM . For m > M , let
Am = {ζ˜ ∈ C˜ : |ζ˜ − z˜| ≥ ρm, |ζ˜ − a˜| ≤ r}. Since v(ζ) :=
u(ζ)
(ζ−z˜)k+1
∈ GH(Am), for each
m ∈ N, we may perform the integration over γm := ∂B(z˜, ρm) instead of γ (for any
m ∈ N) by proposition 4.10. Let k = 0. Since u ∈ EM({z˜}), as in proposition 3.6,
there exists N ∈ N such that for sufficiently large m, sup|z−zε|≤εm |uε(z)− uε(zε)| ≤
ε−N sup|z−zε|≤εm |z − zε| ≤ ε
m−N . Hence∣∣∣∣ 12πi
∮
γm
u(ζ)
ζ − z˜
dζ − u(z˜)
∣∣∣∣ =
∣∣∣∣ 12πi
∮
γm
u(ζ)− u(z˜)
ζ − z˜
dζ
∣∣∣∣ ≤ ρm−N ,
for each sufficiently large m. Let u = [(uε)ε] and γ = [(γε)ε]. By differentiation under
the integral sign,
( ∫
γε
uε(ζ)
ζ−z
dζ
)
ε
∈ EM({ζ˜ ∈ C˜ : |ζ˜−a˜| ≪ r}), hence u(z) =
1
2pii
∫
γ
u(ζ)
ζ−z
dζ
in G˜({ζ˜ ∈ C˜ : |ζ˜− a˜| ≪ r}) by proposition 3.6(3). By definition of G˜({z˜}), this implies
that all partial derivatives in the point z˜ are equal.
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Corollary 4.13. Let r ∈ R˜, r ≫ 0. Let a˜ ∈ C˜. Let A ⊆ C˜ be open with {ζ˜ ∈ C˜ :
|ζ˜ − a˜| ≤ r} ⊆ A. Let u ∈ G˜H(A) and let z˜ ∈ C˜ with |z˜ − a˜| ≪ r. Then for each
k ∈ N,
∣∣Dku(z˜)∣∣ ≤ k!r−kmax|ζ˜−a˜|=r |u(ζ˜)|.
Proof. By the previous proposition, since for a˜ = [(aε)ε], r = [(rε)ε] and u = [(uε)ε],
max
|ζ˜−a˜|=r
|u(ζ˜)| =
[(
max
|ζ−aε|=rε
|uε(ζ)|
)
ε
]
.
Proposition 4.14 (Liouville’s theorem). If u ∈ G˜H(C˜) is bounded (i.e., there exists
C ∈ R˜ such that |u(z˜)| ≤ C, for each z˜ ∈ C˜), then u is a generalized constant.
Proof. By corollary 4.13, u′(z˜) = 0, for each z˜ ∈ C˜. Hence u′ = 0 in G˜(C˜). As in [8,
Prop. 1.2.35], this implies that u is a generalized constant.
Proposition 4.15. If u ∈ G˜H(C˜) is of polynomial growth (i.e., there exist C ∈ R˜ and
m ∈ N such that |u(z˜)| ≤ C + C |z˜|m, for each z˜ ∈ C˜), then u ∈ C˜[z].
Proof. Let z˜ ∈ C˜ and n ∈ N. Then by corollary 4.13,
∣∣Dm+1u(z˜)∣∣ ≤ (m+ 1)!ρn(m+1) max
|ζ˜−z˜|=ρ−n
|u(ζ˜)|
≤ (m+ 1)!ρn(m+1)(C + C(|z˜|+ ρ−n)m) ≤ ρn−M ,
for some M ∈ N only depending on C, m and z˜. As n ∈ N arbitrary, Dm+1u(z˜) = 0.
As z˜ ∈ C˜ arbitrary, Dm+1u = 0. Hence u ∈ C˜[z] (as in G(C), u′ = 0 implies that u is
a generalized constant, cf. [8, Prop. 1.2.35]).
Lemma 4.16. Let an ∈ C˜, for each n ∈ N. Then the sum
∑∞
n=0 anz˜
n converges
for each z˜ ∈ C˜ with |z˜|e < R and does not converge for each invertible z˜ ∈ C˜ with
|z˜−1|e < 1/R, where R = 1/ lim supn→∞
n
√
|an|e ∈ [0,+∞]. Moreover, convergence is
uniform over each ball {z˜ ∈ C˜ : |z˜|e ≤ r}, where r < R.
Proof. Let r < r′ < R. Let z˜ ∈ C˜ with |z˜|e ≤ r. By the ultrapseudonorm property
of the sharp norm,
∑∞
n=0 anz˜
n converges iff limn→∞ anz˜
n = 0 (in the sharp topology).
By definition of R, n
√
|an|e ≤ 1/r
′, as soon as n is large enough. Hence |anz˜n|e ≤
|an|e |z˜|
n
e ≤ (r/r
′)n → 0.
Let z˜ ∈ C˜ invertible and |z˜−1|e ≤ 1/r < 1/R. By definition of R, there are infinitely
many n ∈ N such that n
√
|an|e ≥ 1/r. Then |anz˜
n|e ≥ |anz˜
n|e r
n |z˜−1|
n
e ≥ |an|e r
n ≥
1 6→ 0 as n→∞.
We call R the convergence radius of the power series.
Lemma 4.17. Let ∅ 6= A ⊆ R˜d be internal and sharply bounded. Let (Aε)ε be a sharply
bounded representative of A. Let u ∈ G˜(A). Then lim sup|α|→∞
|α|
√
|∂αu(x˜)|e ≤ 1,
∀x˜ ∈ A iff
(∀c ∈ R+)(∃N ∈ N)(∀α ∈ Nd, |α| ≥ N)
(
sup
x∈Aε
|∂αuε(x)| ≤ ε
−c|α|, for small ε
)
.
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Proof. ⇒: Supposing the conclusion is not true, we find c ∈ R+, αn ∈ Nd with
|αn| ≥ n (for each n ∈ N), εn,m ∈ (0, 1/m) (for each n,m ∈ N) (by enumerating the
countable family (εn,m)n,m, we can successively choose the εn,m in such a way that
they are all different) and xεn,m ∈ Aεn,m with
∣∣∂αnuεn,m(xεn,m)∣∣ > ε−c|αn|n,m , ∀n,m ∈ N.
Choose xε ∈ Aε arbitrary, if ε /∈ {εn,m : n,m ∈ N} is sufficiently small (Aε 6= ∅ for
small ε since A 6= ∅). Then x˜ = [(xε)ε] ∈ A (moderateness is guaranteed since (Aε)ε is
sharply bounded). By hypothesis, there exists N ∈ N such that for each α ∈ Nd with
|α| ≥ N , |∂αu(x˜)| ≤ ρ−c|α|. This contradicts the fact that for a fixed n > N , |αn| ≥ N ,
limm→∞ εn,m = 0 and
∣∣∂αnuεn,m(xεn,m)∣∣ > ε−c|αn|n,m , ∀m ∈ N.
⇐: clear.
Proposition 4.18. Let z˜0 ∈ A ⊆ {z˜ ∈ C˜ : |z˜ − z˜0|e < 1} and let A be open and
star-shaped around z˜0 (i.e., for each z˜ ∈ A and t˜ ∈ [0, 1]∼, t˜z˜ + (1 − t˜)z˜0 ∈ A).
Let u ∈ G˜(A) with lim sup|α|→∞
|α|
√
|∂αu(z˜)|e ≤ 1, ∀z˜ ∈ A and ∂¯u(z˜0) = 0. Then
u(z˜) =
∑∞
n=0
Dn(z˜0)
n!
(z˜ − z˜0)n, for each z˜ ∈ A and u has a representative consisting of
polynomials in C[z] (in particular, u ∈ G˜H(A)).
Proof. We may suppose that z˜0 = 0 (consider the translated generalized function
v(z) = u(z + z˜0)). Let a ∈ R+. Then |Dnu(0)|e ≤ e
na, for large n. Hence we can find
an ∈ R with an → 0 and representatives (cn,ε)ε of Dnu(0) with |cn,ε| ≤ ε−nan , ∀ε. Let
wε(z) =
∑mε
n=0
cn,ε
n!
zn, for each ε ∈ (0, 1), where limε→0mε =∞. Let a ∈ R+. As there
exists N ∈ N such that for each n ≥ N , an ≤ a/2, we find for each k ∈ N,
sup
|z|≤εa
∣∣Dkwε(z)∣∣ ≤ sup
|z|≤εa
mε∑
n=k
ε−nan |z|n−k
(n− k)!
≤ ε−ka
∑
n<N
ε(a−an)n + ε−ka
mε∑
n=N
εan/2
≤ ε−ka
∑
n<N
ε(a−an)n +
ε−ka
1− εa/2
≤ ε−ka−M ,
for some M ∈ N not depending on k and for small ε. As a ∈ R+ is arbitrary, w ∈ G˜(A)
and lim sup|α|→∞
|α|
√
|∂αw(z˜)|e ≤ 1, ∀z˜ ∈ A. Further,D
kwε(0) = ck,ε, for small ε, hence
Dkw(0) = Dku(0), for each k ∈ N. Since (∂x + i∂y)u(0) = (∂x + i∂y)w(0) = 0, also
∂αw(0) = ∂αu(0), for each α ∈ N2.
Let f = u−w ∈ G˜(A). Then ∂αf(0) = 0, ∀α ∈ N2 and lim sup|α|→∞
|α|
√
|∂αf(z˜)|e ≤ 1,
∀z˜ ∈ A. Let z˜ = [(zε)ε] ∈ A. Then there exists a ∈ R+ such that |zε| ≤ εa, for small
ε. Since [({tzε : t ∈ [0, 1])ε] = {t˜z˜ : t˜ ∈ [0, 1]∼} ⊆ A is internal and sharply bounded,
lemma 4.17 implies that for each α ∈ Nd, supt∈[0,1] |∂
αfε(tzε)| ≤ ε−a|α|/2, for small ε.
By the Taylor expansion up to order m (in two real variables),
|fε(zε)| ≤ νε + |zε|
m+1
∑
|α|=m+1
sup
t∈[0,1]
|∂αfε(tzε)| ≤ ε
a(m+1)/2−1,
for small ε and for some (νε)ε ∈ NR. As m ∈ N arbitrary and a > 0, f(z˜) = 0, i.e.,
u(z˜) = w(z˜). By proposition 3.6, (wε)ε is a representative of u.
By lemma 4.16, the convergence radius of the power series
∑
n
Dnu(0)
n!
zn is at least
equal to 1, hence the Taylor expansion of u around z˜0 converges for each z˜ ∈ A. Fix
z˜ ∈ A. Let am :=
∑m
n=0
Dnu(0)
n!
z˜n ∈ C˜, ∀m ∈ N. By the convergence of (am)m∈N (in
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the sharp topology), one easily shows that there exist εm ∈ (0, 1) with limm→∞ εm = 0
such that bε := am,ε, for εm+1 < ε ≤ εm defines a representative (bε)ε of limm→∞ am.
If we choose well the representatives of am, (bε)ε =
(∑mε
n=0
cn,ε
n!
zn
)
ε
with cn,ε and mε
as before. Hence
∑∞
n=0
Dnu(0)
n!
z˜n = u(z˜).
E.g., if u ∈ G˜∞(A), then lim sup|α|→∞
|α|
√
|∂αw(z˜)|e ≤ 1, ∀z˜ ∈ A.
Proposition 4.19. Let r ∈ R, r > 0. Let z˜0 ∈ C˜. Let z˜0 ∈ A ⊆ {z˜ ∈ C˜ : |z˜ − z˜0|e <
r} and let A be open and star-shaped around z˜0 (i.e., for each z˜ ∈ A and t˜ ∈ [0, 1]∼,
t˜z˜ + (1 − t˜)z˜0 ∈ A). Let u ∈ G˜(A). Suppose that for each z˜ ∈ A, there exists
N ∈ N such that for each α ∈ N2, |∂αu(z˜)| ≤ ρ|α| ln r−N and let ∂¯u(z˜0) = 0. Then
u(z˜) =
∑∞
n=0
Dn(z˜0)
n!
(z˜ − z˜0)n, for each z˜ ∈ A and u has a representative consisting of
polynomials in C[z] (in particular, u ∈ G˜H(A)).
Proof. As in proposition 4.18, we may suppose that z˜0 = 0. Let u = [(uε)ε] and let
vε(z) = uε(ε
− ln rz), for each ε. Then v = [(vε)ε] ∈ G˜(ρln rA), with {0} ∈ ρln rA ⊆
{z˜ ∈ C˜ : |z˜|e < 1} star-shaped around 0. Further, ∂
αv(z˜) = ρ−|α| ln r∂αu(z˜), for each
z˜ ∈ ρln rA and α ∈ N2. Hence v ∈ G˜∞(ρln rA) and ∂¯v(0) = 0. The assertion follows by
applying proposition 4.18.
Theorem 4.20. Let z˜0 ∈ C˜ and r ∈ R+. Let A = {z˜ ∈ C˜ : |z˜ − z˜0|e < r}. The
following are equivalent:
1. u ∈ G˜H(A)
2. u ∈ G˜(A), lim sup|α|→∞
|α|
√
|∂αu(z˜)|e ≤ 1/r, ∀z˜ ∈ A and ∂¯u(z˜0) = 0
3. u: A→ C˜: u(z˜) =
∑∞
n=0 an(z˜ − z˜0)
n, for some an ∈ C˜
4. u ∈ G˜(A) has a representative consisting of polynomials (∈ C[z]).
Proof. We may suppose that z˜0 = 0 and r = 1 (consider w(z˜) := u(z˜0 + ρ
− ln rz˜)).
(1)⇒ (2): let z˜ ∈ A and a ∈ R, a > 0. Then B(z˜, ρa) ⊆ A. By corollary 4.13, for each
k ∈ N,
∣∣Dku(z˜)∣∣ ≤ k!ρ−akmax|ζ˜−z˜|=ρa |u(ζ˜)|. Hence lim supn→∞ n√|Dnu(z˜)|e ≤ ea,
∀a > 0.
(2)⇒ (3): by proposition 4.18.
(3) ⇒ (4): let c ∈ R, c > 0. By lemma 4.16, lim supn→∞
n
√
|an|e ≤ 1. Hence |an|e ≤
enc, for large n. Hence we can find cn ∈ R with cn → 0 and representatives (an,ε)ε of
an with |an,ε| ≤ ε−ncn, ∀ε. Let vε =
∑mε
n=0 an,εz
n, ∀ε ∈ (0, 1), where limε→0mε = ∞.
Let c ∈ R, c > 0. As there exists N ∈ N such that for each n ≥ N , cn ≤ c/2, we find
for k ∈ N,
sup
|z|≤εc
∣∣Dkvε(z)∣∣ ≤ ∑
n<N
n! |an,ε| εnc
(n− k)!
+
∑
n≥N
n!εcn/2−kc
(n− k)!
≤
∑
n<N
n! |an,ε| εnc
(n− k)!
+
k!ε−kc/2
(1− εc/2)k+1
,
for small ε. As c > 0 is arbitrary, (vε)ε ∈ EM(A) by corollary 3.5.
Let v = [(vε)ε] ∈ G˜(A). Let c ∈ R, c > 0. Let m ∈ N sufficiently large. Similarly,
sup
|z|≤εc
∣∣∣vε(z)−∑
n≤m
an,εz
n
∣∣∣ ≤ ∑
n>m
εcn/2 ≤
εcm/2
1− εc/2
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for small ε. As c > 0 is arbitrary, v(z˜) = u(z˜), for each z˜ ∈ A.
(4)⇒ (1): clear.
The example u(z˜) =
∑∞
n=0 ρ
− n
lnn z˜n shows that the conditions of the previous proposi-
tion may be fulfilled for u ∈ G˜(A) \ G˜∞(A) (in the case r = 1).
Corollary 4.21. The following are equivalent:
1. u ∈ G˜H(C˜)
2. u ∈ G˜(C˜), lim sup
|α|→∞
|α|
√
|∂αu(z˜)|e = 0, ∀z˜ ∈ C˜ and ∂¯u(z˜0) = 0, for some z˜0 ∈ C˜
3. for each z˜ ∈ C˜, u: C˜→ C˜: u(z˜) =
∑∞
n=0 anz˜
n, for some an ∈ C˜
4. u ∈ G˜(C˜) has a representative consisting of polynomials (∈ C[z]).
Proof. (3)⇒ (4): as in the proof of proposition 4.20, now with cn → −∞.
The other implications follow directly from proposition 4.20.
Example 4.22. Let u(z˜) =
∑∞
n=0
ρn
2
n!
z˜n. Then u ∈ GH(C˜)\ C˜[z] is the unique element
of GH(C˜) with Dku(0) = ρk
2
, for each k ∈ N.
Definition 4.23. Let A ⊆ C˜. Then z˜0 is a strict accumulation point of A if for each
r ∈ R+, there exists z˜ ∈ A such that z˜ − z˜0 is invertible and |z˜ − z˜0|e < r.
Theorem 4.24. Let z˜0 ∈ C˜ and r ∈ R+. Let A = {z˜ ∈ C˜ : |z˜ − z˜0|e < r} and
u ∈ G˜H(A). Then the following are equivalent:
1. z˜0 is a strict accumulation point of generalized zeroes of u
2. Dku(z˜0) = 0, for each k ∈ N
3. u = 0 (in G˜(A)).
Proof. (1) ⇒ (2): by the sharp continuity of u, u(z˜0) = 0. By theorem 4.20, u(z˜) =
(z˜ − z˜0)
∑∞
n=1 an(z˜ − z˜0)
n−1, for each z˜ ∈ A (with an = Dnu(z˜0)/n!, ∀n). Let u1(z˜) :=∑∞
n=1 an(z˜ − z˜0)
n−1. By lemma 4.16, this series converges for each z˜ ∈ A, hence
theorem 4.20 implies that u1 ∈ G˜H(A). Then z˜0 is also a strict accumulation point
of generalized zeroes of u1. By the sharp continuity of u1, u1(z˜0) = a1 = u
′(z˜0) = 0.
Inductively, one finds Dku(z˜0) = 0, for each k ∈ N.
(2)⇒ (3): by theorem 4.20, u(z˜) =
∑∞
n=0
Dnu(z˜0)
n!
(z˜ − z˜0)n = 0, for each z˜ ∈ A.
(3)⇒ (1): trivial.
The conditions in the previous theorem, however, do not imply that u = 0 on the
‘boundary of the convergence disc’, as is shown by the example (cf. [9]) uε(z) =
z⌊ln(ε
−1)⌋, for each ε ∈ (0, 1), defining u ∈ GH(C) with u(z˜) = 0 iff z˜ ≈ 0.
Proposition 4.25 (Analytic representatives). Let A be a sharply bounded, internal
subset of C˜ with a sharply bounded representative (Aε)ε. Let B ⊆ C˜ be an open set
that contains an internal sharp neighbourhood of A, and u ∈ G˜H(B). Then u has a
representative (uε)ε with uε analytic on Aε, for each ε.
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Proof. Let m ∈ N such that u ∈ G˜H({z˜ ∈ C˜ : (∃ζ˜ ∈ A)(|z˜ − ζ˜ | ≤ ρm)}) (such m exists
by lemma 3.12). For each ε ∈ (0, 1), Aε +
εm
2
⊂ C is compact. Hence we can cover
Aε +
εm
2
by an open set ωε consisting of a finite union of open squares of diameter
εm/2. Thus ∂ωε is a polygon. Given a representative (uε)ε of u (with uε ∈ C
∞(C), for
each ε), we can define vε(z) := uε(z)(1−χε(z)) +
χε(z)
2pii
∫
∂ωε
uε(ζ)
ζ−z
dζ , where χε ∈ C∞(C)
with χε(z) = 1, for each z ∈ Aε +
εm
4
and χε(z) = 0, for each z ∈ C \ (Aε +
εm
3
), and
(χε)ε ∈ EM(C). Then vε is analytic on Aε. Further, by the Cauchy-Green theorem,
χε(z)
2πi
(∫
∂ωε
uε(ζ)
ζ − z
dζ −
∫
∂B(z,εm+1)
uε(ζ)
ζ − z
dζ
)
=
χε(z)
π
∫∫
ωε\B(z,εm+1)
∂¯uε(ζ)
ζ − z
dx dy
defines a negligible net, since
sup
z∈C
∣∣∣∂α(χε(z)
∫∫
ωε\B(z,εm+1)
∂¯uε(ζ)
ζ − z
dx dy
)∣∣∣ ≤ ε−Mαµ(ωε) sup
z∈ωε
∣∣∂¯uε(z)∣∣ ,
which is negligible by proposition 3.7 and the fact that u ∈ G˜H([(ωε)ε]). Also,
sup
z∈C
∣∣∣∣∂α(χε(z)2πi
∫
∂B(z,εm+1)
uε(ζ)
ζ − z
dζ
)∣∣∣∣ ≤
ε−Mα sup
z∈Aε+
εm
3
, k≤|α|+1
∣∣∣ ∫
∂B(z,εm+1)
uε(ζ)
(ζ − z)k
dζ
∣∣∣ ≤ 2πε−Mα−(m+1)|α| sup
z∈Aε+εm
|uε(z)| ,
hence (vε)ε ∈ EM(B). Again by the Cauchy-Green theorem,
sup
z∈C
|uε − vε| = sup
z∈C
∣∣∣χε(z)(uε(z)− 1
2πi
∫
∂ωε
uε(ζ)
ζ − z
dζ
)∣∣∣
≤ sup
z∈Aε+
εm
3
∣∣∣ ∫∫
ωε
∂¯uε(ζ)
ζ − z
dx dy
∣∣∣ ≤ (2π + µ(ωε)) sup
z∈ωε
∣∣∂¯uε(z)∣∣ ,
hence u = [(vε)ε] by proposition 3.6(3).
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