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Señores miembros del Jurado, presento ante ustedes la tesis titulada “Implantación de 
un modelo para  Clasificación Automática de Textos en Grupo Coril”, la misma que 
someto a su consideración, esperando que cumpla con los requisitos de aprobación para 
obtener el título Profesional de Ingeniero de Sistemas. El presente trabajo de investigación 
consta de seis capítulos. 
El primer capítulo, consiste en la introducción del proyecto, donde se expone la realidad 
problemática, los trabajos previos y teorías relacionadas al tema, que son el sustento base 
de esta tesis, además se manifiestan los problemas, las justificaciones, los objetivos y las 
hipótesis que persigue la investigación. 
En el capítulo dos, se detalla la metodología aplicada describiendo el diseño de la 
investigación, las variables y su operacionalización, además se determinan la población y 
muestra sobre la cual se realizaron las pruebas de pre-test y post-test, se explican las 
técnicas e instrumentos de recolección de datos y se describen los métodos de análisis de 
datos. 
En el capítulo tres, se muestran los resultados obtenidos por cada indicador al realizar 
las pruebas respectivas tanto antes como después de la implementación del sistema de 
información, los cuales fueron descritos en el capítulo anterior, con sus tablas y gráficos 
correspondientes. 
El capítulo cuatro muestra las comparaciones de los resultados del trabajo con los 
resultados obtenidos en otras investigaciones con la intención de respaldar estos trabajos o 
discrepar de ellos en el caso de no coincidir con la solución planteada. 
En el capítulo cinco, se dan a conocer las conclusiones finales del proyecto de 
investigación por cada indicador según los resultados obtenidos en el capítulo anterior. 
El capítulo seis VI se ven las recomendaciones correspondientes, así mismo se muestran 
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Las tecnologías de la información y la comunicación en los últimos tiempos han 
permitido al ser humano tener una cantidad excesiva de documentos en lenguaje natural. 
Dentro de toda la información que se genera hoy en día, podemos encontrar una nueva 
forma de comunicación, este trabajo de  tesis surge con la necesidad de brindar una 
solución a los problemas  que son el procesamiento del lenguaje natural y la ingeniería de 
software. 
Generalmente para el diseño de un sistema de clasificación de información se recurren a 
una gran variedad de recursos lingüísticos el resultado son sistemas de gran portabilidad en 
diferentes idiomas. Podemos encontrar textos sobre productos, política, noticias, personas 
famosas, etcétera. Sin embargo, la capacidad del ser humano para analizar la información 
de estos textos tiene un tope, el cual en cierta forma, mediante el  lenguaje de 
procesamiento natural se puede maximizar. 
En la presente tesis se propone una metodología y se desarrolla una aplicación que 
permite el análisis de textos, clasificándolos en un repositorio de base de datos. 
Enfocándonos en textos cortos del idioma español y considerando una de las herramientas 
más importantes el NLTK. 
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The technologies of information and communication in recent times have allowed the 
human being to have an excessive amount of documents in natural language. Within all the 
information that is generated today, we can find a new form of communication, this thesis 
work arises with the need to provide a solution to the problems that are natural language 
processing and software engineering. 
Generally, for the design of an information classification system, a great variety of 
linguistic resources are used, the result being highly portable systems in different 
languages. We can find texts about products, politics, news, famous people, etcetera. 
However, the capacity of the human being to analyze the information of these texts has a 
cap, which in a certain way, through the language of natural processing can be maximized. 
In the present thesis a methodology is proposed and an application is developed that 
allows the analysis of texts, classifying them in a database repository. Focusing on short 
texts of the Spanish language and considering one of the most important tools the NLTK. 
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 Realidad Problemática 
Los sistemas tecnológicos de acceso a la información están evolucionando, en las 
empresas existe una gran demanda de aplicaciones informáticas de documentación, lo que 
representa actualmente un gran mercado. (Maseda García, 1997, Pag.133).  
La base  de la documentación es el contenido de la información, el éxito de la empresa 
en un mercado competitivo depende muchos factores entre ellos el conocimiento y el 
aprendizaje, estos factores determinan si la empresa puede adaptarse a los cambios frente a 
la incertidumbre, dinamismo y la complejidad de los nuevos entornos. (Molina Pinto, 
1998, Pag.171-183). 
En el Perú la mayor parte de las empresas cuenta con una infraestructura básica en 
conectividad y comunicaciones. (INEI, 2015). Existe cierta cautela, confusión y en muchos 
casos desorientación al momento de implementar una solución documental,  actualmente 
existen muchas aplicaciones informáticas que implementan esta solución, lo cierto es que 
todas comparten características en común pero responden a diferentes enfoques. Maseda 
García (1997, Pag.137). 
En general la innovación tecnológica está a disposición para cualquier empresa y es 
económicamente accesible. Maseda García (1997, Pag.139) menciona que el uso del 
escáner de una impresora ha mejorado el reconocimiento óptico de caracteres, gráficos así 
como los tamaños gracias algoritmos que pueden minimizar la densidad de los archivos. 
El procesamiento de lenguaje natural se lleva practicando desde hace tiempo y se 
comienza a recoger los frutos de años de inspección para dirigirlas a maximizar los 
recursos disponibles y optimizar los conocimientos  gracias a los algoritmos de 
procesamiento que integran el uso de redes neuronales. (Cortes Vásquez, 2009, pag.53). 
Grupo Coril necesita herramientas informáticas que generen conocimiento,  el estándar 
de los programas informáticos, no son aquellos que simplifiquen o automaticen los 
procesos, (Matich 2011, pág. 4) menciona que son aquellos que puedan imitar el 
comportamiento humano, estamos viviendo tiempos donde la tecnología está a disposición, 
donde las aplicaciones cada día están desplazando el esfuerzo tratando de aliviar las cargas 
del trabajo inventando, diseñando y mejorando los procesos. 
El personal de Grupo Coril recurre a un ERP de trámite documentario en el que de 
forma recurrente se desperdicia el tiempo en el registro manual, estas funciones están 
apartadas a la labor principal del empleado.  
Por lo anterior, contribuir mediante una propuesta que facilite la clasificación de 
documentos por categorías y además que realice la tarea con buena precisión tendría un 
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gran aporte en el campo de la ingeniería,  aun siendo experimental elevara la calidad de la 
gestión documentaria.                                                                                                                                                         
 Trabajos previos 
En materia de estudio y teniendo en cuenta las dos variables que son aplicación del 
Lenguaje de Procesamiento Natural y clasificación Documentaria se encontró los 
siguientes trabajos previos: 
 
 Trabajos previos internacionales 
En la tesis de Daniel Isaac Paz Villaseca con titulo “Herramientas Deep Learning 
para Predictive Analytics. Una aplicación.”, para obtener la título de profesional de 
magíster en ingeniería industrial en la Universidad de Concepción – Chile 2017. 
Se buscó implementar una aplicación Bussines Analytics. Utilizando las redes 
neuronales artificiales profundas con respecto a la elaboración de pronósticos, se hace la 
comparación entre los métodos estadísticos tradiciones versus el pronóstico de una red 
neuronal recurrente, adicional se realiza la comparación de modelos de pronósticos para 
minimizar el error. 
Se llegó a la conclusión que mediante los algoritmos presentados se obtuvieron un 
mayor desempeño  para el pronóstico de ventas y resultaron más eficientes que los reportes 
tradicionales (históricos).  
En la tesis  Betancourt Salazar Silvana del Rocío,  Ponce Proaño Miguel Alejandro, con 
título “Sistema de reconocimiento óptico de caracteres, como solución al procesamiento 
digital”, con motivo de obtener el título profesional de Ingeniero Informático de la 
Universidad Central del Ecuador”, 2012.  
Implemento en un sistema de procesamiento digital utilizando el reconocimiento óptico 
de caracteres, con librerías open source y programas básicos para su funcionamiento, las 
cuales permitieron el procesamiento de texto, almacenamiento del contenido del 
documento, procesamiento en batch de varios documentos, durante el proceso la 
información digitalizada se almacenaba en una base de datos, permitiendo la generación de 
reportes, numero de caracteres, número de líneas, rendimiento de software. 
En conclusión se logró obtener buenos resultados de las pruebas realizadas en 
reconocimiento óptico de caracteres y procesamiento de texto llegando a un control de un 




En la tesis de Andres Fabian Rodriguez Peña con el título “Implementar un herramienta 
tecnológica de información para la producción y gestión de documentos en la organización 
Serdán”, para obtener el título Ingeniero Industrial en la Universidad Libre de Colombia, 
en Colombia 2016. 
En la investigación  propone obtener la eficiencia y la confianza de la gestión 
documental para el uso de la información oportuna y toma de decisiones, utilizando la 
metodología PETI (Planeación estratégica de Tecnologías de la información). 
En conclusión se logró buenos resultados con gestión documentaria por el uso del  
proceso de planeación dinámico, en la que las estrategias sufren continua adaptación, 
innovación y cambios. 
En la tesis de Elvia Leticia Williams Map, con el título “Propuesta para la digitalización 
del fondo documental  del Dr. Belisario Porras” con motivo de optar el título de “Master en 
gestión documental y administración de archivos “, en la Universidad de Anda Lucia en el 
país de España, 2013. 
Implemento el sistema de gestión documentaria donde se gestiona los documentos 
históricos del presidente Dr. Belisario Porras, aplicando la digitalización de documentos. 
En conclusión el sistema permite el procesamiento  sobre texto e imágenes con el 
objetivo de preservar la seguridad de la información. 
En la tesis de Nadia Nadia Patricia Araujo Arredondo con el título “Método 
Semisupervisado para la clasificación Automática de Textos de Opinión” para obtener el 
grado de Maestría en Ciencias en el área de Ciencias Computacionales en el Instituto 
Nacional de Astrofísica,Óptica y Electrónica en Tonantzintla, Puebla,  2009. 
Implemento la clasificación de la polaridad de opiniones, construyo un corpus en 
español y desarrollo el método de clasificación semi-supervisado utilizando para su 
clasificación el método de máquina de vectores de soporte el cual demostró un gran 
desempeño en una gran variedad de clasificación de textos. 
En conclusión al realizar los experimentos de clasificación de polaridad de opiniones se 
concluyó que utilizando la clasificación semi-supervisada se permite alcanzar mejores 
resultados con un porcentaje del 10% de exactitud a comparación de los métodos 
tradicionales. 
En la tesis de Roque Enrique López Condori con el título “Método de Clasificación 
Automática de Textos basado en Palabras Claves utilizando Información Semántica: 
Aplicación a Historias Clínicas”, para obtener la título de profesional de Ing. de Sistemas 




Implemento un método de clasificación de historias clínicas basándose en palabras 
claves utilizando la información textual, selecciono las palabras más representativas. 
Estableció un ranking de palabras claves y evaluó el método propuesto. Es importante 
mencionar que se implementó para el idioma ingles  debido a los corpus disponibles 
utilizando la medición de Resnik que mide la relación semántica entre conceptos.  
En conclusión se mostró una propuesta para la clasificación de historias clínicas, gracias 
a las mediciones de los algoritmos propuestos se pudo concluir cual es clasificador con 
mayor desempeño ayudando a la clasificación  de documentos. 
En la tesis de Alberto Téllez Valero  con el título de “Extracción de Información con 
Algoritmos de Clasificación”, para obtener la título de profesional de  Maestro de ciencias 
en Instituto Nacional de Astrofísica, Óptica y Electrónica. En Tonantzintla, Pue, el 2015. 
Implemento un clasificador utilizando métodos empíricos  que mejoran el 
entendimiento del lenguaje comparando los resultados obtenidos por los algoritmos de 
clasificación. 
En conclusión la arquitectura propuesta presenta una carencia del entendimiento del 
lenguaje reemplazando los métodos de clasificación supervisada mostrando de manera 
detalla las ventaja s y desventajas, como las palabras que no aportan con un significado a la 
clasificación. 
En la tesis de Raúl Ignacio Sanhueza Arancibia con el título “Formas de representación 
de textos cortos para su posterior Clasificación Automática”  para obtener título 
profesional de Ingeniero Civil en Informática en la Pontificia Universidad Católica de 
Valparaíso, 2013. 
Implemento un método de clasificación de textos utilizando en el enfoque de máquinas 
de aprendizaje con la representación vectorial. La investigación mejoro gracias al árbol de 
decisiones porque mediante los grafos se pudo entregar buenos resultados. 
En conclusión se clasificaron 5239 twets, por su grado de intención sin embargo este 
proceso es muy lento por lo que queda descartado, en general para un tiempo optimo se 
considera un volumen de 800 datos, que es menor a 5239. 
En la tesis de J. David Lojo Vicente con el título de “Clasificación Automática de 
Documentación Clínica” para obtener el grado de Doctor en la Universidad de Santiago de 
Compostela en Da Coruña, 2012. 
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Implemento la clasificación automática de en un entorno de la documentación clínica. 
Utilizando el aprendizaje supervisado donde los documentos son informes de alta 
hospitalaria. 
En conclusión se clasifico la documentación de las altas, utilizando los algoritmos de 
clasificación KNN y SVM (Maquinas de Soporte Vectorial). Una de las conclusiones más 
importantes es que la clasificación manual es muy caro e ineficiente frente a las soluciones 
automatizadas. 
En la tesis de Moisés Pastor Jorge Carrillo de Albornoz Cuadrado con el título “Un 
Modelo Lingüístico-Semántico Basado en emociones para la Clasificación de Textos según 
su Polaridad e Intensidad” para obtener la título de profesional de Doctor en Informática de 
la Universidad Complutense de Madrid, 2011. 
Implemento de un clasificador de análisis sentimental como la negación, los 
cuantificadores o los modales. La tecnología utilizada es un modelo basados en emociones 
desde la perspectiva emocional utilizando las palabras más frecuentes  o patrones de 
expresión y sustantivos subjetivos desarrollando un análisis profundo utilizando el 
software Word Net Affect. 
En conclusión los resultados nos indican que a pesar de que las palabras más frecuentes 
pueden ser un indicador alternativo para la clasificación de textos, cabe mencionar que 
gran parte de los errores de clasificación se debe al mal uso del lenguaje de expresión de 
parte de usuario.  
En la tesis de  Lic. Hugo Librado Jacobo con el título  “Análisis automático de 
opiniones de productos en redes sociales”, para obtener el grado de Maestría en Ciencias 
de la Computación en el Instituto de Politécnico Nacional en México, 2016. 
Implemento una aplicación de software que permita analizar textos cortos en idioma 
español de redes sociales, twitter y determinar su polaridad. En el desarrollo de la 
aplicación propuso una metodología diferente a las existentes haciendo uso de la 
comparación de los resultados obtenidos en otros sistemas. 
En conclusión el trabajo desarrollado transmite una complejidad diferenciada de la 
unipolaridad porque trata de en diferentes sentidos en un árbol de decisión, considerando 
los términos que resultan multipolares. 
En la tesis de Arkaitz Zubiaga Mendialdua con el título de “Aproximaciones a SVM 
semisupervisado multiclase para clasificación de páginas web” para obtener la título de 
profesional de Master de Tecnologías Web en la Universidad de Educación a Distancia en 
España, el año 2008. 
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Implemento el clasificador SVM para la clasificación de páginas web. El estudio está 
centrado al análisis del algoritmo SVM. Utilizando el método semisupervisado que utiliza 
una colección de datos no etiquetada refinando el clasificador de forma inductiva. 
En conclusión se realizó una comparación del método de clasificación SVM 
semisupervisado ante la problemática de clasificación de páginas web destacando una 
mayor efectividad en el tratamiento de los datos no etiquetados. 
En la tesis de Lic. María Verónica Rosas con el título de “Un Framework de Ingeniería 
del lenguaje para el pre-procesado Semántico de Textos”, para obtener la título de 
profesional el grado de Maestría en Ingeniería de Software en Argentina, 2012. 
Implemento los métodos supervisados para representación semántica de documentos 
utilizando WSD para el entrenamiento. El WSD demuestra uno de los mejores 
comportamientos en base a resultados porque constituyen una herramienta al realizar 
trabajos de representación semántica.  
De los resultados obtenidos en los experimentos el procesamiento de textos se concluye 
que la información semántica representación de los textos aporta  beneficios  en el enfoque 
del conocimiento y en la tarea de la desambiguación. 
En la tesis de Dr. Juan M. Ale con el nombre “Procesamiento de Lenguaje Natural en 
Sistemas de Análisis de Sentimientos” para obtener el grado de Ingeniero de Informática 
en la Universidad de Buenos Aires Argentina, 2013. 
Implemento un análisis de texto relacionado a los sentimientos dentro de un mismo 
documento. Seleccionado aquellas características utilizo el “parser” que permite las frases 
nominales del documento. Con el uso de la evaluación del porcentaje polaridad de los 
métodos de clasificación  será suficiente  para ejecutar la clasificación y obtener los 
parámetros necesarios para la evaluación de la misma. 
En conclusión se investigaron las técnicas para el análisis de sentimientos adaptadas al 
idioma español alcanzando un 95% de dominio de la clasificación. 
En la tesis de Pablo Toloza con el título “Construcción automática de grafos RDF a 
partir de frases en lenguaje natural para la integración de bases de datos heterogéneas”, 
para obtener la título de profesional el grado de Master en Madrid España, 2014. 
Implemento dentro del Sistema p-medice un servicio  que tiene el propósito de la 
búsqueda en lenguaje natural, el servicio permitirá desarrollar al usuario consultas a la base 
de datos  a partir de frases naturales. Implemento NLTK con el objetivo de proporcionar un 
marco intuitivo, uniforme el que construye automáticamente las palabras gracias al corpus 




En conclusión se desarrolló una aplicación en REST para interpretar el lenguaje natural 
disminuyendo el tiempo utilizado por otros etiquetadores el resultado es sencillo de 
aprender e intuitivo y su desempeño en cuando al procesamiento es aceptable. 
En la tesis de Toselli Alejando Hector con el título “Reconocimiento de textos 
manuscrito Continuo”, para obtener la título de profesional el grado de Doctor en de 
informática en la Universidad Politécnica de Valencia en España, 2014. 
Implemento un Sistema automático de textos implementando la metodología de cadena 
oculta de Markov. También utilizo el modelamiento de N-Gramas para la representación 
gráfica de grafos en la fase de entrenamiento se utilizó el HTK un software de 
reconocimiento de habla. 
En conclusión se logró tener una tasa de error de 9.4 % obtenida en un resolución de 28. 
El test final se utilizando la topología HMMS con unas 5000 pruebas logrando un tasa de 
error que corresponde a un 9.3% para la estimación de una medida de confianza.  
En la tesis de Gómez Durand Mauricio con el título “Reconocimiento de caracteres 
ópticos OCR por medio de la correlación y redes neuronales”, para obtener la título de 
profesional el grado de Ingeniero Electrónico en la Universidad Pontificia Bolivariana en 
Bolivia, 2014. 
Implemento el reconocimiento de manuscritos por medio del método de correlación de 
redes neuronales. Usando el lápiz óptico gracias al método de correlación y redes 
neuronales en los cuales se aplicaron los conceptos teóricos, matemáticos  y aplicaciones. 
En conclusión se logró un porcentaje en uso de la red de base radial, obteniendo un 
porcentaje de 91% gracias al método Matlab y tuvo una efectividad de un 87%. Para el 
entrenamiento de la red de back – propagation. 
 
 Trabajos previos nacionales 
En la tesis de Raúl Elías Rosado Exellmes con título “Aplicación de una interfaz de 
lenguaje natural textual  para la gestión administrativa del sistema de registro académico 
del instituto de educación superior tecnológico público Juli”, para obtener la título de 
profesional de Ingeniero de Sistemas”, en Puno Perú 2016.  
Presenta una aplicación que aprovecha el procesamiento de lenguaje natural para la 
generación de información sin utilizar el SQL realizando consultas simples en ILNBD 
(Interfaz de lenguaje natural de base de datos) que se encarga de la red de transmisiones 
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dándole facilidad al usuario de personalizar reportes siempre que se entienda su forma de 
uso y limitaciones. 
En conclusión la investigación comprobó que aplicar ILNBD mejora la gestión 
administrativa, se reduce el tiempo de administración, adquiere una aceptación en 66.66% 
en los usuarios, además el lenguaje de procesamiento natural es muy útil para que el 
software entienda el lenguaje humano. 
En la tesis de Eduart Rudolf Garrido Rojas, con título “Diseño e implementación de 
reconocimiento de números manuscritos”, con motivo de optar por el título ingeniero 
electrónico  en la Universidad Pontifica Católica del Perú, 2010.  
Estudio la efectividad que tiene el reconocimiento  de caracteres para modelos de 
Matlab, en su investigación implemento el reconocimiento  de manuscritos gracias a la 
inteligencia artificial, con el método Matlab de redes recurrentes y BackPropagation se 
propuso el análisis de las pruebas  que resultaron en un 95.9% de efectividad con un 
porcentaje de error de 0.8%., usando como metodología los métodos Markovianos que son 
generados por mecanismos interrelacionados con un número finito de estados el cual nos 
da como resultado las probabilidades de transición de letras que pueden ser de un carácter 
finito dándonos una palabra. 
En conclusión la metodología desarrollada obtuvo un reconocimiento óptico de 
caracteres del 90.11% y el error de 3.67% con la base de datos “National Institute of 
Standards and Technology” con el que se puede optimizar y obtener mejores resultados. 
En la tesis de Malaver Elera, Manuel Alexander con el título “Aplicación de redes 
neuronales para determinar el pronóstico de las ventas en la empresa catering & buffets 
Mys ubicada en la ciudad de Piura” para obtener la título de profesional de Ingeniero de 
Sistemas en la Universidad Cesar Vallejo en el Perú, 2015.  
Implemento el pronóstico de ventas con un bajo porcentaje de error  aplicando el 
modelo de red supervisada. Kaastra y Boyd fue el modelo que implemento para el 
desarrollo la red neuronal multicapas. Los resultados de su trabajo fueron que las redes 
neuronales multicapas  son las más adecuadas aplicadas para este tipo de organizaciones. 
Como conclusión el porcentaje de error del modelo de red neuronal planteada es del 
1%. Donde  la función sigmoidal fue el más adecuado para predecir  una mejor ventaja 
competitiva en las ventas. 
Rogelio Nazar, Patricio Arriagada. 2017. “Sociedad española para el lenguaje de 




Implemento una metodología que ayudo en la clasificación y detección de nombres 
propios (NP), la hipótesis  trata sobre el contexto de la aparición de nombres propios que 
pueden dar seguimiento al nombre de la entidad. Por tal motivo elaboro el método de 
clasificación que se entrenó con el corpus “Freeling” supervisado,  un anotador en la 
selección de los idiomas y el corpus CONNLL-2002 en su edición en castellano.  
En conclusión se presentó un trabajo de metodología para la clasificación y detección de 
nombres de una entidad, la propuesta es de carácter investigativo  y  de bajo coste 
computacional al no requerir ningún procesamiento de corpus. La propuesta CONNLL-
2002 se procesa en menos de 1 segundo en una PC de escritorio el cual presenta una 
ventaja importante sobre otros modelos más complejos. 
En la tesis de Saavedra Rosales, Yeffer José con el título “Sistema web  para la gestión 
documental en la empresa Development It E.I.R.L”  para obtener la título de profesional de 
Ingeniería de Sistemas en la Universidad Cesar Vallejo en el Perú, 2015. 
Implemento un sistema web para la gestión documental. 
En conclusión se puede destacar el tiempo de procesamiento que disminuyo en un 84% 
para gestión documental. 
En la tesis de Jhony Richard Quispe Obregón, Jewer Smith Vilchez Huachaca con el 
título “Relación entre la implementación de un sistema de tramite documentario y la 
gestión documentaria en la municipalidad del Rímac” para obtener la título de profesional 
de Ingeniero Empresarial y de Sistemas en la Universidad San Ignacio de Loyola en el 
Perú, 2017. 
En la investigación se implementó el sistema de tramite documentario en la 
municipalidad de Rímac en una entrevista con los gerentes muestran su preocupación  por 
algunos inconvenientes en el uso del aplicativo. 
En conclusión el sistema documentario recopila en tiempo real el impacto de la gestión 
documental. 
En la tesis de Rodrigo David Barahona Llore con el título “Perceptron Wavelert y 
algoritmos genéticos para la predicción de captura de la anchoveta” para obtener la título 
de profesional de Ingeniero Civil en informática en la Pontificia Universidad Católica de 
Valparaíso, 2014. 
Implemento una red neuronal artificial que posee la capacidad de “aprender con la 
experiencia”, aplicando redes neuronales recurrentes evolutivas y evaluando el rendimiento 
de Jordan  y Elman en el proceso de asertividad  utilizando métricas residuales. 
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En conclusión se obtuvo el mejor rendimiento utilizando el modelo Elvan a 
comparación de Jordán, debido a su metodología. Se establecieron los modelo predictivos 
para las anchovetas en el volumen mensual y estableciendo paramétricas que ayuden a 
seleccionar el modelo con un buen resultado. 
En la tesis de  Luis Alejandro Pinto Valdiviezo con el nombre de  “Modelo algorítmico 
para la clasificación de documentos de carácter judicial en lenguaje portugués según su 
contenido” para obtener la título de profesional de Ingeniero Informático  en la   Pontifica 
Universidad Católica del Perú en el Perú, 2015.  
Implemento un modelo de algoritmo de clasificación de documentos en el lenguaje 
Portugués, para la investigación propuso 4 algoritmos de clasificación, realizo la tarea de 
recopilación de información para la selección del modelo utilizando un cuadro comparativo 
en base a resultados, finalmente para el análisis de la información utilizo el software 
WEKA para el tratamiento del texto. 
En conclusión se mostró el uso del Software WEKA para el tratamiento de los datos, la 
aplicación ayudo a probar los diversos modelos de clasificación, seleccionando de 
clasificación más confiable. 
En la tesis de   Br. Barrios Méndez Arnaldo Abel  con el título   “Sistema Web y móvil 
de Trámite Documentario para mejorar la Gestión de Movimientos de equipos 
Informáticos del área de soporte técnico en una Universidad” en la universidad cesar 
vallejo para obtener el título de ingeniero de sistemas, 2016. 
Implemento la metodología ICONIX que permite realizar el análisis y diseño del 
Sistema haciendo uso del UML para el modelamiento. Para el desarrollo del software se 
utilizó Java para la arquitectura web y Android para dispositivos móviles. 
En conclusión se obtuvo un reducción de tiempo en 2.76 minutos a un tiempo de 1.83 
que es un porcentaje del 34%, como consecuencia el nivel de satisfacción de 2.13% a 
4.63%. 
En la tesis de  Mgtr. Patricia Malena Cepeda Gamio con el título “Programa de 
automatización de los procedimientos de trámite documentario en la calidad del servicio a 
los usuarios del Hospital Nacional Arzobispo Loayza – Lima, 2016” en la Universidad 





Implemento un programa de automatización de procesos de trámite documentario que 
permite el CRUD de un expediente, consultas en tiempo real, facilidad de búsquedas y 
permite emitir informes estadísticos utilizando la metodología Hipotética deductiva. 
En conclusión se concluye que la aplicación mejora la calidad del servicio a los usuarios 
aumentando la productividad de la gestión documental. 
En la tesis de  Egusquiza Escriba, Xiomi Geraldine con el título “Sistema Web para el 
proceso de gestión documental para la empresa de prevención Global” en la Universidad 
Cesar Vallejo para obtener el título profesional de Ingeniero de Sistemas en el Perú, 2015.  
Implemento de un sistema de archivos para la gestión documental bajo la metodología 
RUP para el desarrollo del software. 
En conclusión se mejoró el proceso de la gestión documental en un 40% mejorando los 
sistemas de trámite documentario tradicionales. 
En la tesis de  Miguel Ángel Flores Márquez con el título “Sistema informático para el 
proceso de Tramite Documentario en la municipalidad de Chaclacayo” en la Universidad 
Cesar Vallejo para obtener el título profesional de Ingeniero de Sistemas en el Perú, 2017. 
Implemento un sistema de trámite documentario bajo la metodología RUP y un 
ambiente de programación WEB.  Para el desarrollo se implementó Spring MVC para el 
desarrollo del Back-End y para el Fron-End Angular JS.  
En conclusión luego de la implementación del aplicativo WEB mejoro el acceso a la 
información, reduciendo  el tiempo a 37 segundos el porcentaje que equivale a un 47 % del 
tiempo. 
En la tesis de  Maldonado Barrios Alexander con el título “Sistema Web para el proceso 
de Gestión Documental de la División de Seguridad de Contraminas – PNP-Rímac” en la 
Universidad Cesar Vallejo para obtener el título profesional de Ingeniero de Sistemas en el 
Perú, 2018. 
Implemento un software para determinar la influencia del Sistema web  en el proceso de 
trámite documentario de la división de Seguridad de la información. Para su desarrollo 
utilizo la metodología RUP, estableciendo parámetros y buenas prácticas. Utilizando Java 
como plataforma y mysql para la base de datos. 
En conclusión el sistema web mejora el proceso de trámite documentario, porque 
localizo los documentos en un 19% a comparación de otros sistemas por lo que se afirma 
que el sistema Web Incrementa el servicio de tramite documentario. 
En la tesis de  Moran Trujillo, Luis Ángel con el título “Sistema de Informático para la 
gestión documental para la empresa Hector Gonzales Sandi Agencia afianzada de Aduana 
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S.A.” en la Universidad Cesar Vallejo para obtener el título profesional de Ingeniero de 
Sistemas en el Perú, 2017. 
Implemento un Sistema de Información para determinar la influencia de la gestión 
documental por tal motivo se desarrolló una metodología ágil con el propósito de 
almacenar y recuperar documentos y todo el flujo documentario. La metodología utilizada 
es RUP  y SCRUM. Que mejora el control y el orden de toda la información documental. 
En conclusión se puede afirmar que la gestión documental tenía un valor de 41.8 % 
antes de implementar el sistema y aumento su valor a 87.7%, de la misma forma el 
porcentaje de documentos localizados de 41% a 86.6%. 
En la tesis de Alva Machengo Fernando Emilio con el título “Sistema de Información de 
detección de plagio en documentos digitales usando el método Document FingerPrinting”, 
para obtener la título de profesional de Ingeniero Informático en la Universidad de Católica 
del Perú, 2010. 
Implemento un sistema que permitió almacenar una serie de documentos que sea capaz 
de detectar plagio por copia directa la metodología  de desarrollo es SCRUM. Para la 
clasificación de palabras se utilizó los métodos de redes bayesianas. 
En conclusión, la implementación del método Document FingerPrinting se justifica 
porque obtiene un mayor puntaje, además de que se explica de las técnicas de 
reconocimiento de patrones de texto que son utilizados en diferentes algoritmos de 
clasificación  para demostrar su eficiencia. 
En la tesis de Carrera Jiménez Dorila Sarita con el título “Análisis y diseño de un 
sistema de tramite documentos de pago de proveedores vía Intranet”, para obtener la título 
de profesional de Ingeniero Informático en la Universidad de Católica del Perú, 2009. 
Implemento un sistema de registro de documentos digitalizados, la metodología es RUP 
y para el Back End  JEE2 usando la programación orientada a objetos, toda la  arquitectura 
es WEB en tres capas MVC. 
En conclusión se mejoró el proceso de pagos de documentos se controló el seguimiento 
al flujo de pago todo se realizó gracias a la implementación del sistema. 
En la tesis de Escobar Sedano Mayra Carolina con el título “Análisis, Diseño e 
implementación de un sistema de apoyo al seguimiento de proceso judiciales para un 
estudio de abogados”, para obtener la título de profesional de Ingeniero Informático en la 
Universidad de Católica del Perú, 2010. 
Implemento un sistema de toma de decisiones con la metodología RUP porque 
proporciona muchas herramientas para la programación orientada a objetos, se utilizó la 
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metodología de desarrollo XP para aumentar la velocidad del desarrollo y minimizar la 
documentación. 
En conclusión al comparar las metodologías  RUP y XP se demostró que ambos llegan a 
los mismos resultado sin embargo la metodología tradicional tiene un gran impacto en el 
costo del proyecto, además de la implementación completa de los requerimientos en el 
diagrama de RUP. 
En la tesis de Gómez Ruiz Bach. Erickson Piere con el título “Implementación de un 
Sistema de Documentación bajo la plataforma Web para la gestión y control documental de 
la empresa Corporación JUJEDU E.I.R.L. – talara 2017”, para obtener la título de 
profesional de Ingeniero Informático en la Universidad de Católica de los Ángeles de 
Chimbote. Perú, 2017. 
Implemento un sistema de información web  usando la metodología de desarrollo RUP, 
entre los procesos principales se encuentra la automatización la programación orientada  a 
objeto, conceptos de desarrollo y diagrama de procesos. 
En conclusión se tiene un nivel de satisfacción, gracias a la implementación del sistema 
actual. Permitiendo que un 75% de los trabajadores expresen su interés en la gestión 
documental. 
En la tesis de Liberato Navarro Albert Felix, Nadya Elida Marcial Reynalde con el 
título “Desarrollo de un sistema de gestión documental, fichas de resumen y lista de 
publicación para el proyecto PROCAL-PROSER”, para obtener la título de profesional de 
Ingeniero Informático en la Universidad de Católica del Perú, 2014. 
Implemento un sistema de gestión documental con la guía de PMBOK el mismo que 
propone la dirección de la toma de proyectos. La metodología es RUP, la programación es 
orientada a objetos en PHP y MYSQL para el gestor de base de datos. 
En conclusión mejoro la gestión documentaria porque se implementó la elaboración de 
publicaciones, asignación de etiquetas, autores y grupos. Además se identificó las 
falencias. 
En la tesis de Herrera Garcia Bach. Maikel Edu con el título “Implementación de un 
sistema Web de Gestión de tramite documentario para optimizar los procesos en el área de 
mesa de partes en la municipalidad distrital de Bellavista –Sullana”, para obtener la título 
de profesional de Ingeniero Informático en la Universidad de Católica de los Ángeles de 
Chimbote. Perú, 2018. 
Implemento un Sistema de trámite documentario en un ERP usando la metodología 
UML  para desarrollar el comportamiento de las aplicaciones. El lenguaje utilizado es 
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PHP el servidor de aplicaciones es XAMP con MYSQL, realizo el desarrollo bajo la 
metodología de desarrollo ágil XP. 
En conclusión se logró mejorar los procesos de la organización gracias a la 
estructuración del modelado de procesos, también se logró mejorar el tiempo de respuesta 
del trámite documentario, con la ayuda del Sistema Web. 
En la tesis de Romero Galindo Raúl Miguel con el título “Análisis, Diseño e 
implementación de un Sistema de información aplicado a la gestión Educativa en centros 
de educación especial”, para obtener la título de profesional de Ingeniero Informático en la 
Universidad de Católica del Perú, 2014. 
Implemento un Sistema que permita generar el documento de capacitación para los 
niños con habilidades especiales, se utilizó la metodología RUP para la correcta gestión de 
requerimientos el entorno de desarrollo se utilizó WEB con ASP en C#, ADO para 
conexión a SQL. 
En conclusión el trabajo fue estrictamente académico sin fin lucrativo logrando 
incorporar un sistema para automatización de programas educativos. Se logró la 
integración de módulos bajo la plataforma .net, con un diseño a escalabilidad. 
 
En la tesis de Villar García Gustavo con el título “Implementación de un Sistema de 
gestión de Investigación para la especialidad de Ingeniería informática de la PUCP”, para 
obtener la título de profesional de Ingeniero Informático en la Universidad de Católica del 
Perú, 2014. 
Implemento un Sistema de Gestión de la Investigación en la plataforma WEB tomando 
como metodología la programación extrema (XP) de acuerdo a la problemática de la 
empresa, también se añadió los generadores de reportes del estado de la investigación. El 
desarrollo está en RUBY y MYSQL. 
En conclusión el sistema de gestión permitió la recopilación de la información que es 
tema de investigación, logrando centralizar la información por medio de la navegación del 
software. 
En la tesis de Monge Osorio Manuel Alejandro con el título “Diseño y arquitectura de 
una Red Neuronal Artificial Perceptron Multicapa sobre un FPGA aplicada al 
reconocimiento de Caracteres”, para obtener la título de profesional de Ingeniero 
Electrónico en la Universidad de Católica del Perú, 2008. 
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Implemento un sistema de reconocimiento de caracteres utilizando las redes neuronales 
artificiales usando el algoritmo Perceptron – back propagation. Diseño una red de una 
neurona artificial y verifico su funcionamiento. 
En conclusión los resultados obtenidos por la neurona requerían una mayor cantidad de 
datos para mejorar la probabilidad. Se concluye que las redes neuronales pueden 
implementarse en hardware y en software. La velocidad del procesamiento de la red 
neuronal es veloz por lo que se puede implementar en tiempo real. 
En la tesis de Ascarza Mendoza Franco Javier con el título “Segmentación automática 
de textos, mediante las redes neuronales convolucionales en imágenes de documentos 
históricos”, para obtener la título de profesional de Magister en Informática con Mención 
en Ciencias de la Computación Universidad de Católica del Perú,  2018. 
Implemento una red neuronal convolucional profunda para la segmentación de 
imágenes con el objetivo de construir una red de aprendizaje, también se evaluó el 
desempeño de los algoritmos. 
En conclusión se procesó las imágenes bajo una secuencia de procesos el pre-
procesamiento, la red neuronal y el entrenamiento. Los resultados obtenidos por la 
clasificación de imágenes demuestra la calidad de la segmentación de imágenes. 
 
 Teorías relacionadas al tema 
 Redes Neuronales 
Son sistemas de procesamiento de la información, está inspirado en las redes neuronales 
biológicas, estas consisten en nodos o neuronas que están conectadas entre sí y tienen un 
peso que es modificable. De forma simple es sumar los valores de entrada que son 
comparadas al valor del umbral para enviar una activación o salida. El procesamiento de la 
información se da mediante parámetros que definen el “conocimiento” que una red 
neuronal posee. En los sistemas convencionales el modelo conexionista se echa a perder 
por un resultado dañado, por otro lado el modelo de red neuronal permite reconocer objetos 
que solo presenten como entrada, una parte del mismo. Por último el modelo de red 
neuronal es “entrenado” con el aprendizaje que consigue con el ajuste de los pesos entre 







 Procesamiento de Lenguaje Natural 
(Siddiqui & Tiwari, 2008) mencionó, que la Inteligencia Artificial (AI) tiene como 
ramas principales el procesamiento del lenguaje natural. El lenguaje de procesamiento 
natural se enfoca en la actualidad en problemas prácticos, en los que están mejor dirigidos. 
El lenguaje de procesamiento natural se diferencia de otros sistemas por el uso del 
conocimiento de la lengua. En ese sentido, los sistemas deben enfocar todos los grados de 
la lengua (morfológico, sintácticos, léxico), además de las intenciones del uso 
(pragmático). (Jurafsky & Martin, 2000). 
(Ferreira, 2010) menciono, el procesamiento natural  es la tecnología que permite 
desarrollar  algoritmos, que diferentes lenguaje de programación han implementado en sus 
frameworks, estos, a su vez han permitido incorporar  librerías haciendo uso de la  
lingüística, estas reglas pueden ser ecuaciones predictivas de casos frecuentes de palabras. 
Se puede mencionar, que el proceso inicia con el análisis de las estructuras en los párrafos 
ingresadas por una persona que genere inputs de datos, con esta información lingüística se 
pueden realizar operación de detección de errores, buscar palabras en un párrafo, 
implementar una conversación, etcétera.  
 
 Técnicas básicas para el tratamiento de lenguaje natural 
Las técnicas del procesamiento de lenguaje natural se desarrollan a través de etapas, 
estas pueden ser de manera secuencial o paralela la etapa inicial es el procesamiento de las 
palabras que incurre en un proceso textual,  bajo esta premisa, el párrafo puede ser 
mencionado como una simple cadena de silabas, los procesos que se deben realizar en esta  
fases son: 1) la segmentación del párrafo, 2) el filtrado de palabras no relevantes en el texto 
y, 3) la ubicación de caracteres procesados. Tiene una apariencia simple por la secuencia 
de pasos, sin embargo, estos procesos resultan complicaciones en algunos sistemas. 
(Ferreira, 2010). 
 
 Arquitectura de un Sistema de procesamiento de lenguaje natural 
La arquitectura del lenguaje de procesamiento natural se define por niveles el 
fonológico en su definición son los sonidos relacionados a las palabras, morfológico son 
unidades pequeñas llamadas morfemas que en conjunto forman la palabra, sintáctico  son 
formadas por unión de palabras buscando la estructura de una oración , semántico es el 
significado de las palabras en las oraciones estructuradas y pragmático es el significado 
32 
 
que le precede a las oraciones de acuerdo a las situaciones y el uso afectado. (Vásquez, 
2009). 
 
 Clasificación del Lenguaje de Procesamiento Natural 
En el campo de la clasificación del procesamiento del lenguaje natural se busca 
respuesta en la especialidad de la detección y clasificación los nombres propios nombrados 
de manera genérica como “entidades”. Estas se catalogan de manera principal como 
entidades incluyen fechas, números  y signos, para ser tratados y clasificados como valores 
o cantidades en la tarea de reconocimiento de texto. El procesamiento de lenguaje natural  
requiere el análisis de texto, sintáctico y en algunos casos hasta textuales, sin embargo la 
investigación continúa abierta hasta la actualidad. (Procesamiento del Lenguaje Natural, 
Revista nº 58, marzo de 2017). 
 
 Clasificación automática de documentos  
(Figuerola, 2013, Pág. 2), menciona que la clasificación de documentos tiene como 
finalidad fundamental el poder localizar con facilidad los documentos con unas 
características determinadas. La clasificación automática es aplicable a documentos en 
formato digital estas permiten resolver tareas de asignación automática, como sucede en las 
páginas web según menciona (Sebastiani, 2012) mencionado por Figuerola. 
La clasificación se da mediante técnicas simples como la detección de palabras claves, 
sin embargo existe muchas obstáculos como la sinonimia y la polisemia, bien conocidos 
desde hace tiempo en las ciencias de la documentación que da como resultado el fracaso en 
la mayoría de los casos. 
La aplicación de técnicas a la clasificación automática puede producir buenos resultados 
si son procesadas de forma específica. Esta especialidad la tienen los algoritmos que 
funcionan como manejadores de texto que podrían clasificar por palabras que conforman 
dichos texto, el cual requiere una dimensionalidad alta, puesto que el vocabulario del 
lenguaje natural es muy amplio. 
 
 Que es un Corpus 
(Editorial tecnologías del lenguaje, pag43, 2017), menciona que es una colección de 
datos seleccionados y ordenados, para ser usada como muestra. Un corpus automatizado es 
aquel que tiene uniformidad y está generalizado para la tarea de recuperación de la 
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información. Por tal motivo hay que señalar que la recuperación empírica no habría podido 
generarse sin haberse desarrollado antes esta tecnología. 
Cada tipo de corpus tienen un propósito que es justificado por la estructura y por el 
proceso en el cual se han planteado, por ende estas se utilizan dentro del marco de 
desarrollo. 
El uso que tienen estos corpus es la información contenida, dentro de sus características 
se pueden mencionar el etiquetado  o la anotación. Por medio del etiquetado podemos 
determinar la categoría gramatical de cada elemento léxico y entender las apariciones que 
tendrán dentro del contexto en la documentación. 
A diferencia de un archivo plano de texto o de una biblioteca electrónica, los corpus 
suelen incorporar diferentes tipos de clasificación donde cada unidad de texto contiene una 
naturaleza que permite ser explotada y procesada de manera específica algunos ejemplos 
pueden ser: 
1) Aspectos bibliográficos del texto: autor, título, año de publicación, tema, género, etc. 
2) Aspectos de estructura del texto: marcado tipográfico, divisiones textuales, párrafos, 
citas, títulos, fragmentos no analizables, etc. 
3) Caracterización de las unidades léxicas: léxico general, extranjerismos, nombres 
propios, abreviaturas, siglas, etc. 
4) Caracterización morfosintáctica de las unidades léxicas: categoría gramatical, forma, 
gráfica del lema, categorías morfológicas, etc. 
5) Constituyentes sintácticos: representación de los árboles sintácticos, funciones 
sintácticas de cada constituyente, etc. 
6) Caracterización semántica: desambiguación de unidades homógrafas, caracterización 
de usos polisémicos, etc. 
 
 Indicador de precisión en la clasificación de documentos 
Precisión de documentos clasificados: (Cruz, Troyano, Enriquez, & Ortega, 2008) Es 
el proceso de clasificar documentos, basados en contenido, es la tarea que trata de 
identificar la naturaleza del documento, aplicando un corpus de entrenamiento de 
documentos clasificados, conociendo el significado de las palabras a nivel sintáctico, 
semántico y pragmático. 
 






) ∗ 100 
PC: Porcentaje de precisión de documentos. 
DC: Cantidad de documentación clasificados correctamente. 
DU: Cantidad de documentos  analizados. 
 Indicador de tiempo promedio de registro de documentos 
Tiempo promedio de registro de documentos: (Amendola, 2003), menciona que es 
un indicador capaz medir la confiabilidad que tiene los usuarios en el uso del sistema, 
que también es llamado “Tiempo promedio de registro de documentos”. Es por esa 
razón que es el tiempo que trascurre entre el ingreso al módulo de documentos y la 
clasificación de la misma. 
 La fórmula para el tiempo promedio de registro de documentos. 
 




𝑇𝑃𝑅 = Tiempo promedio para clasificar un documento. 
𝑇𝑅: Tiempo utilizado en la clasificación de documentos 
𝑛: Cantidad de documentos analizados 
 
 Deep Learning  
Es aprendizaje profundo  comprende un área dentro del machine learning que compone 
de procesos como redes neuronales, inteligencia artificial, optimización,  son un desarrollo 
revolucionario para predictores potentes. En la base están dos estilos básicos de 
aprendizaje a partir de la información supervisada y no supervisada  (Villaseca,  2017)  





Figura 1 : La pirámide Deep learning 
 
 NLTK 
Es la plataforma líder para crear aplicaciones en Python con el procesamiento de 
lenguaje natural. Nos proporción interfaces con más de 50 corpus etiquetados y recursos 
léxicos como WordNet. Algunas de las herramientas que proporcionan para la clasificación 
son tokenización, derivación, etiquetado análisis y razonamiento semántico. Es el más 
adecuado para los estudiantes, ingenieros, empresas, investigadores y usuarios.  
NLTK está creado desde el 2001 como parte de un curso de informática de una 
institución educativa Universidad de Pennsylvania. Desde entonces se está ampliando 
gracias a su código abierto y a la comunidad. (Loper E, pp. 63-70, 2002). 
 
 OCR 
 Sanchez (2009) mencionó,  el OCR que es la tecnología para el reconocimiento de 
caracteres, contiene una serie de procesos basados en la predicción. El formato de cómo se 
representan las letras es mediante símbolos ASCII. Las comparaciones y las unidades 
tratables son procesos que ayudaran a  intercambiar pesos entre sí para determinar en 
forma práctica las diferencias que existen entre el alfabeto, los números y los códigos. 
Existe una probabilidad alta de que, la precisión que se obtiene al tratar de identificar los 
símbolos de un conjunto de datos enviados no se puedan reconocer al 100%. En tal sentido, 
se puede afirmar que cuantos más tipos de símbolos existan en un conjunto de datos es 





 Perceptrón multicapa 
Barahona (2014) dio a entender que se desprende la arquitectura Feed-forward, tiene un 
patrón de entrada con una gran cantidad de neuronas que se activan posee una capa oculta. 
Una deficiencia del algoritmo es que es de aprendizaje lento, porque una alteración a los 
pesos genera un cambio en toda la red perdiendo el efecto de los ciclos previos. 
 
  
Figura 2: Perceptron multicapa   
 
 Regla de aprendizaje de Perceptron 
Se realiza de acuerdo a la cantidad de neuronas (Collins, M. (2002, julio) la deducción 
matemática de una capa de entrada está representando por la siguientes ecuación. 
𝑞 : Equivalente al número de vectores. 
𝑚 : Equivales a la cantidad de neuronas sobre la capa oculta. 
𝑖 : Equivalente a la cantidad de neuronas en la capa de salida. 
Cuando un patrón de entrenamiento, esta propagada se produce una entrada 𝑛 en cada 
una de las neuronas de la capa siguiente, la entrada de la neurona 𝑗 . 
 
𝑛𝑗







0 : Peso de la neurona del componente 𝑖 de la entrada de la neurona 𝑗 
𝑃𝑖 : Vector 𝑝  , componente 𝑖  del que contiene el patrón de entrenamiento  de 𝑞. 
𝑏𝑗
0: Capa oculta de ganancia de la neurona. 












𝑒𝑝2 : Error medio cuadrático para cada patrón de entrada 𝑝. 
𝑆𝑘 : Error de la neurona 𝑘 de la capa de salida con 𝑙 neuronas.  
 
 Red Bayesiana 
La red bayesiana es un generador estadístico de probabilidades, determinado en un 
conjunto de arcos y nodos ambas partes son los componentes de un grafo. El enfoque 
bayesiano es uno de los métodos más útiles  en el procesamiento de lenguaje natural 
estadístico. (Mannig Christopher D. (1999, pág. 202). 
 
 Naives Bayes 
El modelo presentado  por (Sanchis, 2004) es un clasificador ampliamente utilizado 
para el aprendizaje debido a su gran eficiencia y su capacidad de combinar pruebas de una 
gran cantidad de características. En nuestro caso se estimaría la evaluación de las palabras 
del documento con el teorema de Bayes. Se tiene un conjunto de documentos 𝐷 =
{𝑑1, 𝑑2, 𝑑3…,𝑑𝑛} que están relacionadas a las clases definidas 𝐶 = {𝑐1,𝑐2,𝑐3,..,𝑑𝑛}, cada 
documento es representado por un vector 𝑑𝑗 = {𝑤1,𝑤2,𝑤3,..,𝑤|𝑇|𝑗}  donde 𝑇 es el conjunto 







Para el cálculo de 𝑃(𝑐𝑖|𝑑𝑗)  se asume como características independientes a los datos 
analizados, un supuesto que no cumple con la realidad. De lo anterior mencionado, mejora 
la simplicidad de los cálculos complejos, permitiendo combinar características por cada 
palabra, en nuestro caso 𝑇 es la dimensión del vector de características. 
 







La clase 𝑐𝑖 puede ser utilizada para el cálculo de las estimación de la división de los 







Donde 𝑁 es el número total de documentos, 𝑁𝑗 el número de documentos para la clase 
𝑐𝑖. 
 
La predicción  𝑃(𝑑𝑗|𝑐𝑖) para 𝑃(𝑑|𝑐𝑖)está dada por: 
𝑃(𝑑𝑗|𝑐𝑖) =
1 + 𝑁𝑖𝑗





𝑁𝑖𝑗 es el contador de palabras del conjunto 𝑖  , en los documentos de clase  𝑐𝑖 . S Se 
agrega + 1 para que la probabilidad no resulte Cero. 𝑀 es el número de términos en el 
vocabulario. 
 
 K-Vecinos más cercanos 
(Fac.Ingenieria, 2008), menciona que es un método para clasificar textos mediante el 
análisis, este algoritmo no tiene fase de entrenamiento los K-NN vecinos necesitan una 
definición a priori del número de K-vecinos  K, en resumen consiste en estimar el valor de 
un dato desconocido a partir de las características del dato más próximo. 
La fórmula de la distancia euclidiana entre dos vectores  𝑑 =𝑑1, 𝑑𝑛 y 𝑒 =  𝑒1 , en  se 
obtiene con el coseno entre dos vectores. 




Para encontrar el coseno entre dos vectores se utiliza  














 K-Modelo oculto de Markov 
(Sonnhammer, 1998) menciona, es una herramienta para calcular probabilidades, los 
valores pueden ser discretas, valores reales, o cualquier dato. Por tal motivo se asume que 
las observaciones son muestreadas en intervalos que resulta un valor entero. 
Poseen una capa oculta donde concurren dos procesos estocásticos, el primero de ellos 
ocurre de en la capa oculta y el segundo proceso está asociado a un estado autómata el cual 
emite un resulta de un conjunto de premisas por tanto se asume que cada estado satisface a 
las propiedades de markov. 
Formulación de Markov 𝑄 = {𝑞1,𝑞2, . . . 𝑞𝑛} es el conjunto de estados 𝑎 ∶ 𝑄 . 𝑄 → [0,1]. 
 





Fritz (1997) mencionó, TensorFlow es un framework de código abierto para el estudio 
de procesos automáticos, desarrollado por la comunidad de Google para realizar sus 
procesos de sistemas, estas herramientas son  capaces de emular redes neuronales para 
clasificar, predecir  correlaciones y patrones, que son producto del estudio del pensamiento 
usados por los humanos. En la actualidad  es utilizado para la implementación de estudios 
en los problemas actuales,  Google continuamente está cambiando el rol de su predecesor 
de código privado, DistBelief. TensorFlow que fue originalmente implementado por el 
team de Google Brain para el uso de Google antes de ser de licencia de código abierto. 
 
 Python 
Clavijo, Bernal y Silva (2006) mencionaron, Python es un lenguaje multiparadigma. Lo 
que significa que es  fácil de implementar porque permite varios estilos de programación, 
la herramienta está orientada a objetos, tiene desarrollo imperativo y funcional. Algunos 
paradigmas son soportados gracias al uso de las extensiones. Es tipado, dinámico por lo 








 Formulación de Problema  
 Problema General: 
¿En qué medida  permite mejorar la gestión documental la implantación del modelo de 
clasificación  automática de documentos en Grupo Coril?  
 
 Problemas Específicos: 
¿En qué medida permite la implantación del modelo mejorar el porcentaje de precisión 
de documentos clasificados? 
¿En qué medida la aplicación permite disminuir el tiempo para gestión de clasificación 
de documentos? 
 
 Justificación del Estudio 
 Justificación teórica 
Esta investigación también ayudara a divulgar los conceptos relacionados al 
aprendizaje, (Gonzales, 2004, Pag.573) menciona que  lenguaje de procesamiento natural 
tienen como modelo asociado los métodos interpretativos, deductivos, variables de entrada 
dentro del ámbito investigativo, por lo que este trabajo, bien puede servir de base para el 
desarrollo de otras aplicaciones similares. 
(Gelpunk, 2009)  menciono, existe una gran cantidad de información digital no 
procesada, el material es de naturaleza experimental e investigativa  algunos temas son la 
interacción de los  proteínas y los genes,  lo que resulta en un trabajo tedioso sin el 
procesamiento del lenguaje natural resultando imposible  para una persona poder valerse 
de este volumen de información, por lo que resulta beneficioso el lenguaje de 
procesamiento natural , además de ser apropiado para los grandes volúmenes de 
información. 
 
 Justificación práctica 
Se considera una justificación práctica porque automatiza los procesos con nuevas 
herramientas de procesamiento de lenguaje natural, (Gonzales, 2004, Pag.573), menciona 
que el análisis del contenido ahorra tiempo, dinero, recursos humanos y recursos 
computacionales, a su vez este tiempo recuperado, se pueden invertir en otros usos, por 
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ejemplo tareas dedicadas al negocio de la empresa,  finalmente el procesamiento de la 
información  rompe la forma tradicional de tomar requerimientos en la actualidad. 
 
 Justificación Metodológica 
La investigación metodológica del estudio propone un nuevo método para la 
clasificación documentaria, (Nazar, 2017, Pag.14), menciona que  la metodología para la 
detección y clasificación se basa en el diseño de un algoritmo que entrena con los 
resultados. En nuestra investigación de forma concreta el clasificador toma las oraciones 
contenidas y abstrae durante el aprendizaje aquellas características para la clasificación 
automática. 
 
 Justificación social 
Este proyecto de investigación servirá a la sociedad para poder brindarles una 
herramienta que facilite la clasificación de diferentes textos utilizando lenguaje de 
procesamiento natural  el cual permitirá el registro de los datos al sistema documentario en 
un formato estructurado. 
(Isidoro Gil, 2017) menciona, el futuro próximo se tiene que estar atento  a la evolución 
del procesamiento del lenguaje natural porque este tipo de investigación se lleva 




 Hipótesis General: 
HG: A través de la implantación del modelo de clasificación de documentos se mejorará 
la gestión documental en Grupo Coril. 
 
 Hipótesis Específicos: 
H1: A través de la comparación de los resultados obtenidos por la clasificación se 
mejorará el porcentaje de precisión documentos clasificados. 









 Objetivo General 
Implantación de un modelo de Clasificación de textos que permitan analizar 
documentos  en idioma español  y determine su clasificación para mejorar la gestión 
documental en Grupo Coril. 
 
 Objetivos Específicos 
Comparar los resultados obtenidos por clasificación automática para determinar el 
porcentaje de precisión documentos clasificados. 











































 Diseño de Investigación 
La investigación realizada es de tipo experimental que corresponde al diseño 
experimental, se caracteriza por la manipulación  intencionada de la variable independiente 
y se analizan las consecuencias que la manipulación tendrá sobre una o más variables 
dependientes en términos generales. 
 
 Tipo de Investigación 
El tipo de investigación del proyecto es aplicada, porque tiene el objetivo de resolver el 
problema de la clasificación automática de textos. A su vez es descriptiva porque explica y 
realiza un estudio profundo del tema. 
(Hedrick etal., 1993). Menciona, los diseños experimentales tienen el mismo propósito 
de corroborar la relación existente entre dos o más variables. Cuando es imposible  la 
selección de una muestra aleatoria,  entonces los  experimentos nos permiten calcular el 
impacto del programa o la metodología, como requerimiento se necesita que entre las 
variables se llegue a establecer la comparación necesaria. (p. 58).  
 
 Variables, operacionalización 
 
 Variable independiente: Implantación de un modelo. 








Matriz Operacional de la Variable 








Su finalidad es poder localizar con facilidad los 
documentos con características determinadas, se da 
mediante la detección de palabras claves de forma 
específica que lo tienen los dimesionadores del 





Porcentaje de la precisión  de 
documentos clasificados.  
Nominal 
Tiempo 





Implantación de un 
modelo. 
Cuando una tecnología revoluciona la forma tradicional 
de cómo se desarrollan los procesos, entonces estamos en 
el último eslabón de la implementación de software. 
(Clavijo, Bernal y Silva (2006). 
La implantación del método de clasificación automática de textos 
permitirá mostrar lo útil que es en tareas de extraer información de 
los documentos escaneados. Esta aplicación tiene un porcentaje de 
servicios web para mostrar los resultados obtenidos. 













Porcentaje de la 
precisión  de 
documentos 
clasificados. 
Determina  el 
porcentaje de 
precisión que tiene 
la clasificación de 
texto al clasificarse 
por el usuario y 
luego por el 
algoritmo. 
Aumentar el porcentaje de 








) ∗ 100 
PC: Porcentaje de precisión de 
documentos. 
DC: Cantidad de documentación 
clasificados correctamente. 
DU: Cantidad de documentos  
analizados. 
Tiempo promedio de 
registrar un 
documento. 
Permite gestionar el 
tiempo de la gestión 
documentaría. 
Disminuir o eliminar el área 










𝑇𝑃𝑅 = Tiempo promedio para 
clasificar un documento. 
𝑇𝑅: Tiempo utilizado en la 
clasificación de documentos 




 Población y muestra  
 Población 
Según Judith Scharager (2001, pág. 1), “son llamadas también muestras dirigidas o 
intencionales”, son seleccionadas con mecanismos informales lo que implica que es imposible 
calcular el porcentaje de la precisión del error estándar en nuestra población, las muestras no 
probabilísticas tienen carencia teórica, son consideradas poco minuciosas, utilizadas frecuentemente 
cuando nuestro estudio está dirigido a un grupo muy específico. 
Para el desarrollo de esta investigación, la población estará conformada por el número de 
documentos gestionados en un mes en la empresa Grupo Coril donde se utilizara  tres algoritmos de 
tipo finito Navies Bayes, K vecinos y el modelo oculto de Markov, todos ellos serán escogidos para 




Número de documentos gestionados en un mes  
Día de la 
semana  
Dia1 Día 2 Día 3 Día 4 Día 5 Total 
1 0 0 89 37 47 173 
2 31 52 0 0 26 109 
3 60 37 20 31 0 148 
4 0 97 37 43 53 230 
5 68 33 24 50 58 233 
Total 159 219 170 161 184 893 
 
 Muestra 
Blanca Arteaga. (2017), menciona que los resultados de la muestra tienen su fundamento en la 
estadística inferencial según lo mencionado para la investigación se conoce el tamaño de la 
población y se procede a obtener el tamaño de la muestra. 
 
𝑛 = (𝑍2 ∗ 𝑁)/(𝑍2 + 4 ∗ 𝑁 ∗ 𝐸𝐸2) 
𝑛 = Es tamaño de la muestra. 
𝑁= tamaño de la población 
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𝑍0.025 = 1.96  
 
    Figura 3 Tabla de Distribuciones 
 
𝐸𝐸 = error estimado al 5% 
Reemplazando los datos de la formula 
𝑛 = (1.962 ∗ 893)/(1.962 + 4 ∗ 893 ∗ 0.052) = 269 
Por lo tanto el tamaño de la muestra para el presente estudio es 269 documentos.  
 
 Muestreo 
Alaminos, A., & Castejón, J. L. (2006), mencionan que una muestra probabilística es ciega al 
seleccionar el número de elementos muéstrales, mientras que la no probabilística intencional se 
requiere conocer previamente las características de los individuos que forman la muestra, por lo que 
requiere un conocimiento elevado de la población que se quiere estudiar. 
El muestreo de nuestra investigación será no probabilístico, debido a que desarrollara métodos 
de clasificación de textos mencionados en la población, que pueda reducir el grado de complejidad 







 Técnicas e instrumento de recolección de datos 
Cuando el planteamiento de la investigación es coherente con el marco conceptual se inicia el 
proceso de recolección de datos el cual es siempre posible crear un nuevo instrumento de 
recolección de datos específicamente. 
 
Figura 4: Instrumentos de recolección de datos 
¿Qué tipo de datos nos permiten responder a nuestros objetivos? , ¿Cuál nuestro input donde 
obtenemos la información?, ¿A través de que método se puede recolectar datos? 
 
- Experimentos: Constituyen el modo de recolección más clásico en la investigación científica, 
los experimentos son una manera directa, precisa, confiable y muy valiosa de recolectar 
datos, por lo que se utilizar los algoritmos empaquetados en las librerías de Python, también 
se utilizara un conjunto de entrenamiento de textos clasificados en español para respaldar la 
información sobre nuestras variables de mejora de precisión. 
- Cronometro: Es un medidor que permite la medición de una pequeña fracción de tiempo. En 
la presente investigación será la herramienta utilizada para verificar el tiempo promedio de 
clasificación de un documento. 
 
 Métodos de análisis de datos 
 Procesamiento de datos 
Hair  (1999, pág. 201). Menciono que la clasificación de la información se exhibe mediante 
distribuciones de frecuencias de las variables cuantitativas. La información de partida ahora es una 
matriz de dimensión 𝐼 x 𝐽, que representan las frecuencias absolutas. En resumen el método de 
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análisis de datos es un conjunto de número positivos dispuesto en una matriz. 𝐼 una manera de 




 Frecuencia de Clasificación de algoritmos 
Descripción de Algoritmos K-Vecinos Bayesianos Markov 
C1 0.92 0.82 0.5 
C2 0.95 0.7 0.65 
C3 0.927 0.95 0.91 
Promedio 0.93233333 0.82333333 0.68666667 
 
 Definición de Variables 
Ia= Indicador de la aplicación actual 
Ip= Indicador de la aplicación propuesta  
 
 Hipótesis Estadística 
Hipótesis 𝐇0: La implantación del modelo de clasificación de documentos no  mejora la gestión 
documental en Grupo Coril.  
Hipótesis 𝐇a: La implantación del modelo de clasificación de documentos mejora la gestión 
documental en Grupo Coril.  
. 
Hipótesis Específicas:  
Hipótesis 𝐇10: La comparación de los resultados obtenidos por la clasificación no mejora el 
porcentaje de precisión documentos clasificados en Grupo Coril. 
 
𝐇10: 𝐈1a≤ 𝐈1p  
 
Hipótesis 𝐇2a: La comparación de los resultados obtenidos por la clasificación mejora el porcentaje 
de precisión documentos clasificados en Grupo Coril. 
 




Hipótesis 𝐇30: La aplicación no reduce el tiempo de clasificación de documentos en la gestión 
documental para la empresa Grupo Coril. 
 
𝐇20: 𝐈2a≤ 𝐈2p  
 
Hipótesis 𝐇3a: La aplicación reduce el tiempo de clasificación de documentos en la empresa 
Grupo Coril.  
 
𝐇2a: 𝐈2a>𝐈2p  
 
 Nivel de Significancia 
Nivel de significancia (α): 0.05 Nivel de confianza (γ = 1-α): 0.95  
 
 Pruebas de Normalidad 
“Cuando la nuestra es menor, n<50 se aplica la prueba de shapiro-Wilk para la prueba de 
normalidad. Esta prueba ayuda a calcular la estadística de prueba W, que si llega a ser mayor al 
nivel de significancia o se asume que la distribución es normal, si no la distribución es no normal”.  
 
 Pruebas de hipótesis Estadísticas 
Se basan en la respuesta de la muestra aleatoria, en una población de estudio la cual nos guía por 
un  proceso para aceptar o rechazar la hipótesis presentada. 
 
 Interpretación de datos 
Se tiene la distribución de frecuencias absolutas, cuadros estadísticos, gráficos de superficie de 
barra para la comparación entre métodos de clasificación y grafica de líneas para  medición de los 
datos. 
 
 Aspectos éticos 
En la presente investigación se podrá obtener información de artículos científicos y revistas 































En este capítulo se describen los resultados de la recolección de documentos  empleados para 
evaluar el método propuesto. Haciendo uso de los indicadores “Porcentaje de precisión de la 
clasificación obtenida” y “Tiempo promedio de registrar un documento”, además se explicara el 
desarrollo de aplicación en la empresa Grupo Coril y la comparación de la tasa de aciertos con los 
métodos de clasificación. 
 Análisis Descriptivo 
Para el análisis descriptivo se utilizó el ERP Sinergia para evaluar el tiempo promedio de 
clasificación de documento y para el porcentaje de precisión de  documento se utilizó el método 
clasificación del algoritmo bayesiano, para este resultado se aplicó el pre-test el cual permitió 
conocer las variables iniciales; en un segundo momento se implementó el sistema de clasificación 
automática de textos un post-test realizando una nueva evaluación al tiempo de registro de 
documentos y el porcentaje de precisión de clasificación documentaria. 
Primer Indicador: Porcentaje de la precisión  de documentos clasificados correctamente.  
Técnica de estimación de rendimiento el cual se utilizara la validación cruzada, la precisión del 
modelo será estimado por el total de documentos clasificados de manera correcta sobre la totalidad  
documentos. El proyecto se ha definido con un total de 269 documentos clasificados por un 
especialista. A continuación se muestra en la tabla 5 los resultados de la precisión para la 
clasificación de documentos. 
Tabla 5  
Cuadro de validación cruzada para la selección del modelo 
 
Red Bayesiana Instancias 




Cadenas de Markov 
Test 82.07 % 0% 0% 
 
Tabla 6 







Pre-test 269 65 0.420 0.176 





Figura 5 Porcentaje de Precisión de Clasificación 
En el caso de la precisión de documentos clasificados correctamente, se tiene en el pre-test un 
valor a 65 errores. En caso de post-test se obtuvo un valor de 4 errores de clasificación, esta 
diferencia muestra la diferencia antes y después de la implantación del método de clasificación de 
textos. 
Como se puede observar, la clasificación de datos cruzada el rendimiento del método de 
clasificación de una red bayesiana es la más apropiada para la clasificación de documentos. 
Segundo Indicador: Tiempo Promedio de registrar documentos. 
Los resultados obtenidos del tiempo promedio de registrar documentos 
Tabla 7  
Tiempo Promedio de Registro de documentos 
 N-Documentos Tiempo en segundos Desviación estándar Varianza 
Pre-test 269 715.16 34.7561 1207.99 
Post-Test 269 358.01 33.6198 1130.29 
  
 






































En el caso del tiempo de registro de documentos de las pruebas pre-test de la muestra se tiene un 
valor de 715.16 segundos por mantenimiento. En el caso de post-test se obtuvo un promedio de 
358.01 segundos, esta información muestra la diferencia antes y después de la implantación del 
método de clasificación de textos. 
 Análisis Inferencial 
Pruebas de normalidad 
Los datos de las muestras para los indicadores precisión de clasificación y tiempo, fueron 
examinados mediante pruebas de normalidad, determinando la hipótesis a realizar. 
En el indicador de Porcentaje de precisión del resultado obtenido por la clasificación la muestra 
es de 269 documentos,  que es mayor a 50, se ejecutaron las pruebas de normalidad de 
Kolmogorov-Smirnov dado a que es un indicador de porcentaje, dicha prueba se realizó utilizando 
los algoritmos de clasificación en el software PYTHON y para el indicador de “Tiempo promedio 
de registrar un documento”, la muestra es de 269 documentos  el cual supera las 50 muestras , se 
ejecutaron las pruebas de normalidad de Kolmogorov-Smirnov.  
Para efectos de cálculos se utilizó el software IBM SPSS Statics Version 23 con un nivel de 
confiabilidad del 95% bajo las siguientes premisas: 
 
  Si sig >= 0.05 se trata de una distribución normal. 
  Si sig < 0.05 se trata de una distribución  no normal. 
 
De la variable sig = nivel crítico. 
Primer indicador: El porcentaje de precisión de documentos clasificados, tiene el objetivo de 
seleccionar nuestra prueba de hipótesis;  para someter los datos a un indicador de clasificación 
documental el cual tiene la distribución normal. 
 
Figura 7: Kolmogorov- Precisión 
Para la muestra mayor a 50 datos se toma la prueba de normalidad de kolmogorov Smirnov para 
el P-Valor (Pre-Test)  precisión de documentos clasificados correctamente antes del sistema 0.00 el 
cual es menor al valor de 0.05 que es el nivel de insignificancia . Para el P-Valor (Post-Test) 
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precisión de documentos clasificados correctamente con el nuevo sistema  0.00 es menor al valor 
0.05. En ambos casos la variable porcentaje de precisión de registro de documentos es menor al 
nivel de significancia por lo que se concluye que no es una distribución normal. Por lo se confirma 
la distribución no normal los cuales se pueden apreciar en el gráfico de figura 8 y la figura 9. 
 
                        
Figura 8: Pre-Test Porcentaje de Precisión 
 




Segundo indicador: Tiempo Promedio para registrar un documento tiene el objetivo de 
seleccionar la prueba de hipótesis; los datos fueron sometidos a un indicador de tiempo promedio el 
cual tiene la distribución normal. 
 
Figura 10: KOLMOGOROV-SMIRNOV 
En la figura 5 el valor de Sig. Para la muestra mayor a 50 datos se toma la prueba de normalidad 
de kolmogorov Smirnov para el P-Valor (Pre-Test)  tiempo de registro de documentos antes del 
sistema 0.00 el cual es menor al valor de 0.05 que es el nivel de insignificancia . Para el P-Valor 
(Post-Test) tiempo de registro de documentos con el nuevo sistema  0.00 es menor al valor 0.05. En 
ambos casos la variable tiempo de registro de documentos es menor al nivel de significancia por lo 
que se concluye que no es una distribución normal. Por lo se confirma la distribución no normal los 
cuales se pueden apreciar en el gráfico de figura 11 y la figura 12. 
 
      




   Figura 12: Tiempo Promedio en Registrar un Documento Post-Test 
 Prueba de Hipótesis 1 
La implantación de modelo de clasificación de documentos aumenta el porcentaje de precisión 
de documentos clasificándolos de manera efectiva en la empresa GRUPO CORIL. 
Indicador: Porcentaje de la precisión  de documentos clasificados correctamente. 
Hipótesis Estadística 
Definición de variables: 
PDCCa: Porcentaje de la precisión  de documentos clasificados correctamente antes de la 
implantación del modelo de clasificación de documentos. 
PDCCd: Porcentaje de la precisión  de documentos clasificados correctamente después de la 
implantación del modelo de clasificación de documentos. 
Hipótesis 𝐇20: El modelo de clasificación disminuye el porcentaje de precisión de documentos 
clasificados correctamente en empresa Grupo Coril. 
 
𝐇20: PDCCa ≤ PDCCp  
Sea: El indicador de la aplicación actual mejoro el indicador de la aplicación propuesta. 
Hipótesis 𝐇2a: El modelo de clasificación aumenta el porcentaje de precisión de documentos 




𝐇3a: PDCCa > PDCCp  
 
Sea: El indicador de la aplicación  propuesta mejoro el indicador de aplicación actual. 
Prueba de rangos con WilCoxon 
Las pruebas de normalidad que se encuentran en la figura 6 y figura 7 de los resultados que se 
obtuvieron se notó que son de distribución no normal en el Pre-test como Post-Test por lo que se 




 Si sig < 0.05 Se acepta la prueba de hipótesis alternativa. 
 Si sig >= 0.05 Se rechaza la prueba de hipótesis alternativa. 
Validación de la hipótesis 
Al aplicar la prueba de rangos de Wilcoxon, se aprecia que el valor de sig. Es de 0.000 el cual es 
menor que 0.05. La hipótesis alternativa es aceptada. La implantación del modelo de clasificación 
de documentos mejora el porcentaje  de precisión de documentos con probabilidad  del 95%. 
 Prueba de Hipótesis 2 
La implantación de modelo de clasificación de documentos automática reduce el tiempo 
promedio de la gestión documental para la empresa GRUPO CORIL. 
Indicador: Tiempo promedio para registrar un documento. 
Hipótesis Estadística 
Definición de variables: 
TPRDa: Tiempo promedio de registro de documentos antes de la implantación del modelo de 
clasificación de documentos. 
TPRDd: Tiempo promedio de registro de documentos después de la implantación del modelo de 
clasificación de documentos. 
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Hipótesis 𝐇30: La aplicación no reduce el tiempo de clasificación de documentos en la gestión 
documental para la empresa Grupo Coril. 
 
𝐇30: TPRDa ≤ TPRDp  
Sea: El indicador de la aplicación actual mejoro el indicador de la aplicación propuesta. 
Hipótesis 𝐇3a: La aplicación reduce el tiempo de clasificación de documentos en la gestión 
documental para la empresa Grupo Coril.  
 
𝐇3a: TPRa > TPRp  
 
Sea: El indicador de la aplicación  propuesta mejoro el indicador de aplicación actual. 
Prueba de rangos con WilCoxon 
Las pruebas de normalidad que se encuentran en la figura 8 y figura 9 de los resultados que se 
obtuvieron se notó que son de distribución no normal en el Pre-test como Post-Test por lo que se 
aplicara la prueba de Wilcoxon, los resultados se muestran a continuación: 
 
 
     Figura 13 : Prueba de rangos Wilcoxon 
 Si sig < 0.05 Se acepta la prueba de hipótesis alternativa. 
 Si sig >= 0.05 Se rechaza la prueba de hipótesis alternativa. 
Validación de la hipótesis 
Al aplicar la prueba de rangos de Wilcoxon, se visualiza que sig  tiene el valor de 0.0 por lo que 
es menor a 0.05. La hipótesis alternativa es aceptada. La implantación del modelo de clasificación 






































En los resultados de la investigación se compararon el porcentaje de precisión de documentos 
clasificados y  el tiempo de la gestión documental en Grupo Coril. 
 
1.- Se aplicó las pruebas de precisión de clasificación, en el sistema anterior los usuarios que 
participaron en la ficha de observación obtuvieron una precisión al clasificar de en 75.83%, cuando 
se implementó  el método de clasificación automática aumento el porcentaje de precisión en un 
98%. 
Según la investigación Luis Alejandro Pinto Valdiviezo al utilizar el clasificador KNN obtuvo un 
porcentaje de instancias incorrectas clasificadas en un 79% de precisión. Con esta información se 
concluye que el método de clasificación influye  en el porcentaje de precisión en base a la 
clasificación. 
2.-El tiempo de la gestión documental que se evaluó en Grupo Coril durante el Pre-Test tiene un 
equivalente a 715 segundos, y con la implantación del método de clasificación automática se redujo 
a 358 segundos. Por lo tanto se puede determinar que la implantación del modelo de clasificación 
automática produjo una disminución 357 segundos. 
Según la investigación realizada por Saavedra Rosales, Jeffer Jose Los resultados obtenidos de la 
gestión documentaria en el pre-test equivalen a 728 segundo que se redujeron a aproximadamente a 
97 segundos. Con esta conclusión se demuestra que los sistemas automatizados influyen en la 






































Con la implantación del método de clasificación de textos automática se mejoró la gestión 
documental. 
1.- Se concluye con las pruebas de precisión para clasificación documentaria,  que los usuarios 
que participaron en la ficha de observación, utilizando el software anterior, obtuvieron una 
clasificación de 75.83% de precisión, cuando se implementó  el método de clasificación automática 
aumento el porcentaje de precisión en un 98%. 
2.- Se concluye que aplicando las pruebas de medición de tiempo en la gestión documental, los 
usuarios que participaron obtuvieron el promedio 715 segundos por registro, pero con la 
implantación del método de clasificación automática se redujo a un promedio de 358 segundos por 
registro  lo que equivale al 50%. 
3.- Por ultimo luego de presentar los siguientes resultados queda demostrado que disminuye de 
manera significativa el proceso del indicador de tiempo de registro de documentos y aumenta en un 
porcentaje significativo la precisión documentaria, por lo que se concluye que la implantación del 





































Se recomienda migrar el alcance del aplicativo a entornos de impresoras, existen marcas como 
Xerox que de manera gratuita implementan herramientas de desarrollo como solución a los 
problemas de las empresas, para inscribirse no es necesario pertenecer a un grupo corporativo por 
tal motivo Xerox permite a todo tipo de desarrolladores puedan usar el api de servicios de la 
impresora. 
Se recomienda ampliar las palabras claves para una mejor clasificación documentaria, investigar 
sobre otros algoritmos de precisión y clasificación. 
Se recomienda mejorar el corpus lingüístico implementado  en Grupo Coril. 
Se recomienda entre los principales trabajos para el futuro incrementar la robustez de la entrada 
de los datos analizando y explotando al máximo los algoritmos de clasificación. 
 
La clasificación automática de textos está ganando mucha importancia por la masiva cantidad de 
documentos en formato digital. Como se mostró en capítulos anteriores los métodos de clasificación 
existentes pueden competir con el desempeño de los empleados, estas tareas pueden ser 
automatizadas ahorrando tiempo y dinero. 
En resumen se recomienda en el campo del procesamiento de lenguaje natural, investigar 
respecto a  temas como la minería de datos, polaridad de opiniones, Deep learnig, etcétera. La 
arquitectura expuesta posee una fuerte carencia del entendimiento del lenguaje de procesamiento de 
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ANEXO 1 : Matriz de Consistencia 
Tabla 8 
Matriz de Consistencia Implantación de un modelo para  Clasificación Automática de Textos en Grupo Coril 
Problemas  Objetivos Hipótesis Variable Dimensiones Indicadores 
¿En qué medida  permite 
mejorar la gestión documental la 
implantación del modelo de 
clasificación  automática de 
documentos en Grupo Coril? 
Implantación de un modelo 
de Clasificación de textos que 
permitan analizar documentos  
en idioma español  y 
determine su clasificación 
para mejorar la 
HG: A través de la 
implantación del modelo 
de clasificación de 
documentos se mejorará la 











Porcentaje de la 
precisión  de 
documentos 
clasificados. 
¿En qué medida permite la 
implantación del modelo 
mejorar el porcentaje de 
precisión de documentos 
clasificados? 
Comparar los resultados 
obtenidos por clasificación 
automática para determinar el 
porcentaje de precisión 
documentos clasificados. 
H1: A través de la 
comparación de los 
resultados obtenidos por la 
clasificación se mejorará el 
porcentaje de precisión 
documentos clasificados. 
¿En qué medida la aplicación 
permite disminuir el tiempo para 
gestión de clasificación de 
documentos? 
Reducir el tiempo de 
clasificación de documentos 
para gestión documentaria en 
Grupo Coril. 
H2: El uso de la aplicación 
reducirá el tiempo 
empleado para gestión 








    ANEXO 2: Desarrollo de Teorías 
 DESARROLLO 
 Datos utilizados 
Para el desarrollo de esta aplicación se tomara un conjunto de documentos que fueron brindados 
por la empresa Grupo Coril. 
Actualmente Grupo Coril tiene una gran cantidad de documentos clasificados las cuales han sido 
recopiladas, sintetizadas y estructuradas en el siguiente documento de Excel donde la columna A es 
la clase, y la columna B es el contenido. 
 
Figura 14: Conjunto de Datos en Excel 
 Corpus NLTK 
El corpus NLTK es un conjunto de datos más utilizado por la comunidad para la clasificación de 
textos. Adicional se implementa gramáticas de práctica, modelos entrenados. 
Para instalar el corpus, primero se debe  instalar el NLTK  a continuación se realizaran los 
siguiente pasos. 
Ejecutar en el intérprete Anaconda Python 
>>> import NLTK 
>>> nltk.download() 
Se abrirá una nueva ventana, seleccione los paquetes que desea descargar. 
La clasificación de documentos de NLTK se caracteriza por estar bien formateadas y escritas de 
manera concisa y eficiente para nuestro caso el muestreo de esta investigación será  de tipo 
intencionado, ya que se escogerán los documentos que cumplan con las especificaciones para ser las 
pruebas clasificación de textos automáticas. 
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El objetivo de esta etapa es la obtención de un conjunto de datos aplicables a los modelos de 
clasificación disponibles, dado que dichos modelos son importantes para detallar la estimación de 
pesos por palabras, y otros atributos correspondientes, la cual determinara la frecuencia relativa de 
la palabra en la colección total de documentos. 
Tabla 9 
 Clasificación de documentos 
 Cantidad Tipo de documento 
91 Carta 
4 Carta De Renuncia 
3 Carta Notarial 
1 Certificado 
1 Circular 
743 Comprobante De Pago 
2 Comprobante De Percepcion Vent 
1 Esquela 
15 Factura Electronica 
1 Formulario 
3 Oficio 
1 Papeleta De Infraccion 
10 Requerimiento 
2 Resolucion 
3 Resolucion Coactiva 
8 Sesion De La Comision Administ 
15 Transferencia 
     
 Etapa de Entrenamiento 
Está definido como la categorización de textos lo que requiere un clasificador automático de un 
conjunto de datos clasificados manualmente al que se conocerá como conjunto de entrenamiento, se 
asume entonces que en esta etapa se incluirá las características que definan la clase de documento a 
la que pertenece de un conjunto de clases ya definidas. 
 Pre – procesamiento de textos 
 
Está  definida para eliminar las partes del documento que no aportan con nada para la 
clasificación automática, esto consta de tres fases: 
 Tokenizacion: Consiste en dividir las palabras en tokens(unidad de seguridad) estas 
pueden ser palabras, símbolos, números, etcétera. 
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 Eliminación de palabras auxiliares: Consiste en eliminar las palabras que aparecen 
frecuentemente dentro del texto, pronombres, preposiciones, conjunciones, artículos, 
etcétera. 
 Etiquetación morfosintáctica: Consiste en etiquetar cada palabra de un texto con su 
categoría (Sustantivo, adjetivo, verbo, etc.). Para esta tarea utilizaremos un etiquetador 
NLTK (Kit de herramientas de lenguaje natural). 
 Extracción de palabras claves 
(Bermonti, 2016), menciona que las palabras claves representan el contenido esencial del 
documento. Se podría mencionar algunas palabras como por ejemplo Recibo por honorarios, 
factura, nota de crédito, certificado de retenciones, etc. Que aparecen frecuentemente en los 
documentos del módulo de documentación de grupo coril, por tal motivo  la frecuencia relativa de 
la palabra del documento tendrá mayor valor para una clase, el cual será determinado con un peso 
por palabra. 
Fórmula para calcular el peso por palabra. 




Donde 𝑡𝑓𝑖 es el número de documentos de la clase en los que la palabra 𝑖-ésima aparece, este 
valor es normalizado entre el total de documentos en la clase; 𝑁𝑐𝑙𝑎𝑠𝑒𝑠 es el total de clases; y 
𝑛𝑖𝑐𝑙𝑎𝑠𝑒𝑠 es el número de clases que tienen los documentos con la 𝑖 ésima palabra. 
 
 Ranking de palabras Claves 
(Alberto Esteban, 2017), menciona que para calcular la relevancia de una frase y establecer un 
ranking de palabras se verifica la relevancia según el tipo de fuente de información a la que 
pertenece, en esta fase es donde radica el mayor grado de complejidad para nuestro conjunto de 
entrenamiento obtenida previamente. Si dos conceptos o términos tienden  a estar frecuentemente 
de manera secuencial esto es un indicativo de que la relación semántica entre ellos es más fuerte. 
Por ejemplo  Gerente General y Grupo Coril, tienen más relación que las palabras Gerente General 
y certificado. 
 Etapa de evaluación semántica 
Para la evaluación de este método se ha propuesto tres algoritmos Naives Bayes, Cadenas de 
Markov y k-vecinos. 
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Se realizaron los experimentos utilizando 8 clases de tipos de comprobante que posee el Corpus  
NLTK.  La evaluación del rendimiento del clasificador propuesto fue realizada en base a exactitud y 
precisión que son los estándares de medición de clasificación de textos. 
En la figura 6 se muestra una comparación de la exactitud (tasa de aciertos) de los métodos 
propuestos en nuestros indicadores que ayudan a mejorar la clasificación automática de textos. 
Como se puede observar en la figura 6 utilizando el método de clasificación de documentos para 
8 clases de tipo de documento se obtiene con exactitud 82.07% usando el método de clasificación 
del algoritmo de naives bayes a comparación de los algoritmos k-vecinos y cadenas de markov. 
 
En la tabla 6, los resultados obtenidos no son muy buenos esto se debe a que existe una gran 
cantidad  clases de documentos. En esta evaluación solo se evaluó el clasificador Navies Bayes, 
como se explicó anteriormente en las bases teóricas el funcionamiento de este clasificador. 
 
Tabla 10 
Comparación de Precisión de Clases 
Clase Precisión 
Acta 0.81 
Aviso de cobranza 0.76 
Boleta de Venta 0.75 
Carta 0.87 
Carta de Renuncia 0.75 
Cedula de notificación 0.63 
Certificado 0.66 
Comprobante de Pago 0.68 
 
Es importante mencionar que los tres métodos implementados están comparados gracias a la 
tokenizacion utilizadas en nuestro conjunto de entrenamiento para cada método. También se 
explicaron los algoritmos para la aplicación adicional se explicó cómo es que el método utiliza 
palabra claves para su clasificación y cuál de todos los métodos es el más representativo en la 
clasificación documentaria. En la tabla 7 se muestra las palabras claves con mayor peso 
seleccionadas por nuestro clasificador para cada una de las clasificaciones presentes en el corpus 
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NLTK. Como se pueden observar estas palabras son claves para la clasificación. El cual es reflejo 
de que la semántica ayuda a la clasificación de textos. 
 
Tabla 11 
Palabras Claves de Clasificación 




Aviso, Cobranza,  
Boleta de Venta Boleta, Venta, 
Carta Presente, estimados, atentamente, por medio, agradeciendo 
Carta de 
Renuncia 
Carta de Renuncia, Renuncia, oportunidad. 
Cedula de 
notificación 
Cédula, Expediente, Tribunal 
Certificado Instrumentos, Certificado, Rentas 
Comprobante de 
Pago 














ANEXO 3: Desarrollo de Software 
 
 PROCESOS DEL DESARROLLO DE LA APLICACIÓN 
La programación del software se culminó. A continuación los pasos a realizar: 
Habilitar un espacio de trabajo para  realizar pruebas con las tecnologías mencionadas, 
desarrollar el test para verificar los resultados obtenidos, programar el servicio y procesar la 
data de la empresa. 
 Entorno de trabajo 
Para el entorno de trabajo se utilizó un sistema operativo Ubuntu linux, con las siguientes 
características: 
- Ubuntu 16 de 64-bit 
-  Kernel Linux 3.3.0-59 
-  AMD FX 4100, 8gb ram 
 Instalación de Programas necesarios. 
A continuación los comandos a utilizar para el desarrollo de Inteligencia Artificial: 
1.-Instalación de Anaconda Python 
 
 





2.-Entorno de trabajo Jupyter Notebook 
 
 
         Figura 16: Entorno Jupyter 
3.-Instalación de Python y escribir los comandos 
 
 Instalación del CORPUS NLTK 
 NLTK viene con gramáticas, un corpus de práctica, los métodos de entrenamiento,  etc. 
 Para instalar el corpus, se tiene que  instalar iniciando el NLTK, a continuación, se deben 
ejecutar los siguientes comandos en el intérprete python. 












6.-Creación del Servicio Web 
El desarrollo del servicio REST está en el archivo “appClasificador.py”, es donde se configuran 
las rutas para que se puedan utilizar las librerías necesarias en este caso NLTK: 
La servicio tiene la ruta (“/”): que es  la url por defecto, para las pruebas se mostrará la interfaz 
del módulo de servicio. Esta interfaz está ubicada en la carpeta “api-erp”. Solo responderá a 
peticiones del tipo “POST, GET”. 
Implementación con Python y NLTK+ 
7.-Uso de la Herramienta StringTagger 
 
 
8.-Importación del Corpus en español. 
 













ANEXO 4: Implantación del Modelo 
 IMPLANTACION DEL MODELO DE CLASIFICACION 
1.- Pasos para instalar OCR y Convertir de PDF a IMG 
1.1- Instalación  Tesseract en ubuntu 16.04 
 
1.2 Tesseract OCR for PHP 
 
1.3 Instalación del idioma en español de Tesseract 
 
1.4 Instanciamos el framework 
 
2. Declaramos el controller para ser accedido 
 
2.1 Instalación de ImageImagik 
 
2.2 Instanciamos los paquetes 
 
 




ANEXO 5: Código Fuente 
ACCION REGISTRAR DOCUMENTO AUTOMATICAMENTE 
En el sistema se tiene el botón guardar y clasificar, el evento mostrado en la imagen siguiente es 




ACCEDIENDO AL SERVICIO DE REGISTRAR DOCUMENTO 
En el proceso se registra el documento en la base de datos, luego sigue un proceso de 












ACCEDIENDO AL SERVICIO DEL CLASIFICADOR BAYESIANO 








ANEXO 6: Interfaz de Usuario 
1.- Ingreso de usuario y contraseña.  
 
    Figura 18: Inicio de Sesión login 
2.- Ingreso de tipos de documento. 
 
 





3.- Registro de usuario. 
 
Figura 20: Registro de Usuarios 
4.- Registro de Proveedores 
 










4.- Gestión documental formulario principal 
 
Figura 22 Gestión Documental 
5.- Clasificar un documento botón “Clasificar”. 
 





5.- Seleccionamos los documento(s). 
 
6.- Visualización de documentos 
 






7.- Confirmación del envió para que sea clasificado por la IA. 
 
Figura 25 Confirmación del Sistema 
 
8.- Resultado de la clasificación. 
 
 







































































































ANEXO 13: Porcentaje del Turnintin 
 
             
