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a b s t r a c t
A characterization of the weak subalgebra lattice of a partial algebra of a fixed type is a
natural algebraic problem. In Pióro (2000, 2002) [13,15] we have shown that this algebraic
problem is equivalent to the following hypergraph question, interesting in itself:When can
edges of a hypergraph be directed to form a partial algebra of a fixed type (equivalently, to
form a directed hypergraph of a fixed type)? This problem will be solved in the present
paper.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
The notions of subalgebra and subalgebra lattice are quite important both in universal algebra and in classical algebras
(see e.g., [7,9] or [10]). In the theory of partial algebras the classical notion of subalgebra splits into several completely
distinct notions (see e.g., [2] or [5]). On the one hand, these new structures provide additional tools to investigate algebras
and varieties of algebras also in the total case. The weak subalgebra lattice together with the subalgebra lattice may yield
more information on an algebra than the latter lattice alone. On the other hand, very few properties of weak subalgebras
are known. Therefore the starting point of this paper is the following question: When can a given lattice be represented by
the weak subalgebra lattice of a partial algebra of a fixed type?
More formally, recall that a partial algebra of type ⟨K , κ⟩ is a pair A = ⟨A, (kA)k∈K ⟩, where A is the carrier of A and for
each k ∈ K , kA is a κ(k)-ary partial operation in A, i.e., kA is defined on a subset of Aκ(k). Here the type ⟨K , κ⟩ is a pair,
where K is a set of operation symbols and κ: K −→ N is an arity function from K to the set of all the non-negative integers.
We say that ⟨K , κ⟩ is a finite (infinite) type if K is finite (infinite).
Next, a partial algebra B = ⟨B, (kB)k∈K ⟩ of type ⟨K , κ⟩ is a weak subalgebra of a partial algebra A = ⟨A, (kA)k∈K ⟩ of
the same type, if B ⊆ A and kB ⊆ kA for all k ∈ K . It is well-known that the set of all the weak subalgebras of A forms a
complete and algebraic lattice Sw(A) under (weak subalgebra) inclusion≤w .
The paper [1] gives the following complete characterization of the weak subalgebra lattice.
Theorem 1.1. A complete latticeL is isomorphic to the weak subalgebra lattice of some partial algebra if and only if
(w.1) L is algebraic and distributive,
(w.2) every element is a join of join-irreducible elements,
(w.3) the set Ir(L) of all non-zero and non-atomic join-irreducible elements of L is an antichain with respect to the lattice
ordering ≤L,
(w.4) for each i ∈ Ir(L), the set At(i) of all atoms contained in i is finite and non-empty.
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Recall (see [6] or [8]) that a non-zero element i of a complete lattice L is completely join-irreducible if for each set S of
elements of L, if i equals the supremum of S (in L), then i ∈ S. An element i is join-irreducible if this condition holds for
every two-element set S. A non-zero element a of a lattice L (with zero) is an atom if there is no non-zero element b ≠ a
such that b≤L a. Recall also (see [7] or [8]) that a complete latticeL is algebraic if each of its elements is the supremum of
a set of compact elements. An element c is compact if for each set S of elements of L, c being contained in the supremum
of S implies that c is contained in the supremum of a finite subset of S.
The proof of this theorem is based on the classical result (see [6] p. 83) that an algebraic and distributive latticeL inwhich
each element is a join of completely join-irreducible elements is isomorphic to a latticeK of all the order-ideals of the set
of all the completely join-irreducible elements ofL. This isomorphismmaps an element l onto the order-ideal consisting of
all the completely join-irreducible elements contained in l. Note that if L satisfies (w.1)–(w.4) of Theorem 1.1, then all the
atoms and all the non-zero and non-atomic join-irreducible elements form the family of all the completely join-irreducible
elements ofL. We do not use these facts later, but they make it easier to understand why such conditions must be satisfied
by a lattice.
Unfortunately, [1] does not contain any information on the type of algebraswhich can be used to represent a given lattice.
This is a very natural algebraic question: When can a given lattice be represented by the weak subalgebra lattice of a partial
algebra of a fixed type? In [13,15] we have shown that this algebraic problem is equivalent to some natural hypergraph
question, which is interesting in itself. Informally, when can edges of a hypergraph be directed to form a partial algebra of
a fixed type (equivalently, to form a directed hypergraph of a fixed type)?
A very particular case of this problem is the following: when can edges of a graph be directed to obtain a functional
directed graph, or equivalently, to obtain a partial monounary algebra? Such graphs have been characterized by O. Ore
in [11] (see also [3, Chapter 3, Theorem 17]) in the following way: edges of a graph G can be directed to form a functional
digraph if and only if each connected component of G contains at most one cycle.
For graphs and unary algebras this problem is solved in [12] (for finite unary types) and in [14] (for infinite unary types).
Now we generalize methods from these two papers to solve our problem for arbitrary hypergraphs.
Since we use hypergraphs to represent algebras and lattices, vertex and edge sets may have arbitrary cardinalities,
and also multiple edges and isolated vertices are admitted. Moreover, we also use subhypergraphs to represent partial
subalgebras. Therefore we will use the following slightly more formal definitions (see e.g., [3,4]).
Definition 1.2. (a) An (undirected) hypergraph Hwill be represented by a triple ⟨VH, EH, IH⟩, where VH is its vertex set, EH
is its edge set and IH is its incidence mapping, i.e., IH is a mapping from EH to the family of all the finite and non-empty
subsets of VH.
We say that H is finite if its vertex set is finite. Otherwise H is infinite.
(b) A hypergraph K = ⟨VK, EK, IK⟩ is called a weak subhypergraph of a hypergraph H = ⟨VH, EH, IH⟩ if VK ⊆ VH, EK ⊆ EH
and IK(e) = IH(e) for each e ∈ EK.
(c) A weak subhypergraph K of a hypergraph H is said to be relative if K contains all the edges of H which have endpoints
in K.
Usual subhypergraphs are called weak to stress their relation to weak subalgebras, and also to distinguish them from
relative subhypergraphs.
Note that a relative subhypergraph is uniquely determined by its vertex set. Conversely, for each set W ⊆ VH there is
exactly one relative subhypergraph of Hwith the vertex setW .
We have seen in [13] that the set of all the weak subhypergraphs of a hypergraph H forms a complete and algebraic
lattice Sw(H) = ⟨Sw(H),≤w⟩ under (weak subhypergraph) inclusion ≤w . Moreover, it is proved in the same paper that
the conditions (w.1)–(w.4) of Theorem 1.1 completely characterize the weak subhypergraph lattice.
By the condition (w.4) of Theorem 1.1 the following definition from [13] is correct.
Definition 1.3. LetL be a lattice that satisfies (w.1)–(w.4) of Theorem 1.1. Then U(L) is the hypergraph such that EU(L) =
At(L), where At(L) is the set of all the atoms ofL, EU(L) = Ir(L) and IU(L) = At(e) for each e ∈ Ir(L).
So defined a hypergraph that is closely connected withL. More precisely, the following result is proved in [13].
Lemma 1.4. Let a latticeL satisfy (w.1)–(w.4) of Theorem 1.1 and let H be a hypergraph. Then Sw(H) is isomorphic toL if and
only if the hypergraphs H and U(L) are isomorphic.
In particular, the lattice of all the weak subhypergraphs of U(L) is isomorphic toL.
We also need the notion of a directed hypergraph, a simple generalization of a directed graph.
Definition 1.5. A dihypergraph (directed hypergraph)D = ⟨VD, ED, ID⟩ is a triple such that VD is its vertex set, ED is its edge
set and ID = ⟨ID1 , ID2 ⟩ is its incidence mapping, i.e., ID1 is a mapping from ED to the family of all the finite (possibly empty)
subsets of VD and ID2 is a mapping from E
D to VD.
For a directed edge e of D, ID1 (e)will be called the initial set of e and I
D
2 (e) the final vertex of e.
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A directed edge e of a dihypergraph D is said to be a directed loop if its final vertex belongs to its initial set, i.e.,
ID2 (e) ∈ ID1 (e). Otherwise e is regular.
Further, we say that e is a directed k-edge if its initial set ID1 (e) has exactly k vertices. A directed loop that is a k-edge is a
directed k-loop. ED(k) denotes the set of all the directed k-edges of D.
Note that our definition admits directed 0-edges. Such edges can be identified with their final vertices and therefore they
are sometimes called constants.
We will also need two kinds of subdihypergraphs introduced in [13], called weak and strong, respectively, to stress their
relation to weak and strong subalgebras.
Definition 1.6. Let D = ⟨VD, ED, ID⟩ and G = ⟨V G, EG, IG⟩ be dihypergraphs. Then
(a) G is a weak subdihypergraph of D if V G ⊆ VD, EG ⊆ ED and IG(e) = ID(e) for each e ∈ EG.
(b) A weak subdihypergraph G of D is said to be strong if G contains all the directed edges of D starting in G, i.e., ID1 (e) ⊆ V G
implies e ∈ EG.
We have (see [13]) that for a given set W ⊆ VD there is the least strong subdihypergraph of D containing W , that will be
denoted by ⟨W ⟩D.
Every dihypergraph D has its undirected skeleton D∗ obtained from D by omitting the orientation of all the directed edges,
i.e.,
VD
∗ = VD, ED∗ = ED and ID∗(e) = ID1 (e) ∪ {ID2 (e)} for each e ∈ ED.
Now recall (see [13]) that a partial algebraA can be represented by a dihypergraph D(A).
Definition 1.7. Let A = ⟨A, (kA)k∈K ⟩ be a partial algebra of type ⟨K , κ⟩. Then D(A) is the dihypergraph such that A is
its vertex set and each of its directed edges is of the form ⟨Va, a, k, kA(a)⟩, where kA is a κ(k)-ary operation in A, a =
(a1, . . . , aκ(k)) ∈ Aκ(k) is a κ(k)-element sequence, Va = {a1, . . . , aκ(k)} is the set of all the pairwise distinct elements of a
and the partial operation kA is defined on a.
For each directed edge ⟨Va, a, k, kA(a)⟩, Va is its initial set and kA(a) is its final vertex.
Note that a constant cA defined in A is represented by a 0-edge of the form ⟨∅,∅, c, cA⟩, where c ∈ K is the constant
symbol corresponding to cA.
For example, take the three-element groupZ3 = ⟨{0, 1, 2},+⟩ considered as a groupoidwith one binary operation. Then
its dihypergraph D has one 1-loop in 0 (since 0 + 0 = 0); two regular 1-edges: one from 1 to 2 (since 1 + 1 = 2) and the
second from 2 to 1 (since 2+ 2 = 1); four 2-loops: two from {0, 1} to 1 (since 0+ 1 = 1+ 0 = 1) and two from {0, 2} to
2; and two regular 2-edges from {1, 2} to 0 (since 1+ 2 = 2+ 1 = 0).
On the other hand, the group Z3 can be considered as an algebra with one constant 0, one unary operation − and one
binary operation+. Then to obtain its dihypergraph we have to add one 0-edge 0, one 1-loop in 0 (since−0 = 0) and two
regular 1-edges to D: one from 1 to 2 and the second from 2 to 1 (because−1 = 2 and−2 = 1).
The skeletonD(A)∗ of the dihypergraphD(A) is closely related to theweak subalgebra lattice Sw(A) ofA. First, it is easy
to see that ifB is a weak subalgebra ofA, then D(B)∗ is a weak subhypergraph of D(A)∗. Secondly, by standard verification
we obtain (see [13]) that the function which assigns its hypergraph to each weak subalgebra is an isomorphism between
lattices Sw(A) and Sw(D(A)∗). Thus we have the following proposition.
Proposition 1.8. Let A = ⟨A, (kA)k∈K ⟩ be a partial algebra. Then Sw(A) ≃ Sw(D(A)∗).
This fact together with Lemma 1.4 shows that our algebraic problem is equivalent to the following hypergraph question:
Given a hypergraph H and an algebra type ⟨K , κ⟩, when is there a partial algebraA = ⟨A, (kA)k∈K ⟩ of type ⟨K , κ⟩ such that
D(A)∗ ≃ H?
Applying results from [13,15] we can further reduce this hypergraph problem by replacing a partial algebra of a fixed
type by a special dihypergraph. To this purpose we recall some notions and facts from these two papers.
Definition 1.9. Let D be a dihypergraph and let τ = (τ0, τ1, τ2, . . .) be an infinite sequence of cardinal numbers. Then
(a) For each finite set V ⊆ VD let
EDd (V ) = {e ∈ ED: ID1 (e) = V } and dD(V ) = |EDd (V )|
(where |X | denotes the cardinality of a set X).
(b) We say that D is of (dihypergraph) type τ = (τ0, τ1, τ2, . . .) if dD(V ) ≤ τ|V | for each finite set V ⊆ VD.
A dihypergraph type τ is said to be finite if τ is a sequence of non-negative integers. Otherwise τ is infinite.
A dihypergraph type τ is called strictly infinite if τ is non-zero and each of its elements is an infinite cardinal number or
zero.
Note that EDd (∅) contains all the constants of D. Thus a dihypergraph D of type τ has at most τ0 constants, since |EDd (∅)| =
dD(∅) ≤ τ0.
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For instance, each functional digraph is of type (0, 1, 0, 0, . . .). Moreover, in the above example the first dihypergraph is of
type (0, 1, 2, 0, 0, . . .) and the second is of type (1, 2, 2, 0, 0, . . .).
These examples show that the type ofD(A) closely depends on the type of the partial algebraA (see [15]).More precisely,
let A = ⟨A, (kA)k∈K ⟩ be a partial algebra of type ⟨K , κ⟩ and k ∈ N be a non-negative integer. Take a k-element set V ⊆ A.
Then for each non-negative integer m ∈ N, all the elements of V may be set into an m-element sequence in exactly
sur(m, k) ways, where sur(m, k) is the number of all the surjections from an m-element set onto a k-element set (note
that sur(0, 0) = 1, sur(m, 0) = 0 for m ≥ 1 and sur(m, k) = 0 for m ≤ k − 1 and k ≥ 1). For each such sequence, there
are at most |κ−1(m)| operations in A being defined on this sequence, because κ−1(m) is the set of all the m-ary operation
symbols in ⟨K , κ⟩ andA is partial.
To precisely formulate this connection we need the following notation from [15]. Here symbols
∑
and · denote the
sum and the product of cardinal numbers (finite and infinite), respectively. Next, N denotes the set of all the non-negative
integers.
Definition 1.10. Let ⟨K , κ⟩ be a type of algebras. Then T(K , κ) = (T0(K , κ), T1(K , κ), T2(K , κ), . . .) is a sequence such that
for each k ∈ N,
Tk(K , κ) =
−
m≥k
sur(m, k) · |κ−1(m)|,
where sur(m, k) is the number of all the surjections from anm-element set onto a k-element set.
Observe that T0(K , κ) is the cardinality of the set of all the constant symbols in K , i.e., T0(K , κ) = |κ−1(0)|. It is also easy
to see that Ti+1(K , κ) ≥ Ti(K , κ) for all i = 1, 2, 3, . . . , i.e., it is a decreasing sequence except possibly the first element.
If ⟨K , κ⟩ is a finite type of algebras, then the sets κ−1(0), κ−1(1), κ−1(2), . . . are finite and almost all of them are empty.
Hence, Tk(K , κ) is a non-negative integer for k ∈ N. Moreover, Tk(K , κ) = 0 for k ≥ l, where l ∈ N is an integer such that
κ−1({l, l + 1, l + 2, . . .}) = m≥l κ−1(m) = ∅. Thus T(K , κ) is a sequence of non-negative integers such that almost all of
its elements equal zero.
If K is an infinite set, then κ−1(0) or

m≥1 κ−1(m) is an infinite set. Thus T(K , κ) is not a sequence of integers, because
then T0(K , κ) or T1(K , κ) is an infinite cardinal number.
These simple facts imply thatmanydihypergraph types cannot be obtained by this construction fromany type of algebras.
Having this definition we can precisely formulate the relationship between algebra and dihypergraph types (see [15] for
details).
Proposition 1.11. Let ⟨K , κ⟩ be a type of algebras. Then
(a) For every partial algebraA of type ⟨K , κ⟩ its dihypergraph D(A) is of type T(K , κ).
(b) For each dihypergraph D of type T(K , κ) there is a partial algebraA of type ⟨K , κ⟩ such that D(A) ≃ D.
Observe that by Propositions 1.8 and 1.11 we easily obtain that a complete lattice is isomorphic to the weak
subhypergraph lattice of some hypergraph if and only if it satisfies (w.1)–(w.4) of Theorem 1.1.
Further, by these two propositions and Lemma 1.4 we obtain (see also [15]) the following result fundamental for our
investigation.
Theorem 1.12. Let a lattice L satisfy (w.1)–(w.4) and let ⟨K , κ⟩ be a type of algebras. Then L is isomorphic to the weak
subalgebra lattice of some partial algebra of type ⟨K , κ⟩ if and only if all the edges of U(L) can be directed to form a dihypergraph
of type T(K , κ).
In what follows we will say that a hypergraph H can be directed into a type τ if all its edges can be directed to form a
dihypergraph of type τ . More formally, if there is a dihypergraph D of type τ such that D∗ = H. Analogously, we will say
that a hypergraph H can be directed to form a dihypergraph D if all its edges can be so directed.
Thus we reduce our problem to the following natural hypergraph question: When can a given hypergraph be directed
into a fixed type? Observe that this form of the hypergraph problem is slightly more general than the previous one, since
there are many sequences that cannot be obtained from any type of algebras.
Obviously there are hypergraphs that cannot be directed into a given type. For instance, a graph with one vertex and
two loops cannot be directed into the type (1, 0, 0, . . .). Hence, the lattice L consisting of the sets ∅, {0}, {0, 1}, {0, 2} and
{0, 1, 2}with inclusion, cannot be represented by theweak subalgebra lattice of a partial algebrawith one nullary operation,
although L satisfies (w.1)–(w.4). Next, a hypergraph H which has three vertices v1, v2, v3 and four edges with endpoints
v1, v2, v3, cannot be directed into the type (0, 0, 1, 0 . . .). First, because a dihypergraph D of this type has only directed
2-edges, so for each edge e, |ID∗(e)| = 2 or 3. Secondly, at most one directed 2-edge starts in a given two-element set
V ⊆ VD.
In the next sections we will also need the following auxiliary notions from [15].
Definition 1.13. Let D be a dihypergraph, k ∈ N and let η be a (finite or infinite) cardinal number. Then
(a) D is said to be a k-dihypergraph if D contains only directed k-edges.
(b) A k-dihypergraph D is said to be of k-type η if dD(V ) ≤ η for each k-element subset V ⊆ VD.
A k-type η is said to be finite (infinite) if η is finite (infinite).
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Observe first that 1-dihypergraphs are just directed graphs. Secondly, a directed graph is of 1-type η if for each vertex v
the set of all the directed edges starting in v has cardinality not greater than η. Observe also that 0-dihypergraphs consist of
constants only and 0-dihypergraphs of 0-type η contain at most η constants.
Definition 1.14. Let H be a hypergraph, k ∈ N and let η be a (finite or infinite) cardinal number. Then
(a) H is said to be a k-uniform hypergraph (see [4]) if each of its edges has k endpoints, i.e., |IH(e)| = k for all e ∈ EH.
(b) H is said to be a (k, k+ 1)-uniform hypergraph if each of its edges has k or k+ 1 endpoints.
(c) We say that a (k, k + 1)-uniform hypergraph H can be directed into a k-type η if H can be directed to form a k-
dihypergraph of k-type η.
First, (1, 2)-uniform hypergraphs are just graphs with loops. Second, (0, 1)-uniform hypergraphs have only edges with
one endpoint. Third, if D is a k-dihypergraph, then D∗ is a (k, k+ 1)-uniform hypergraph, but not conversely.
For each k,m ∈ N, there are (k, k+1)-uniform hypergraphs that cannot be directed into the k-typem. For instance, letH
contain exactly k vertices v1, . . . , vk if k ≥ 1 (exactly one vertex w if k = 0) and exactlym+ 1 edges e1, e2, . . . , em+1 with
endpoints v1, . . . , vk (w). H cannot be directed into the k-type m, because each edge would have to be directed to form a
k-loop starting in {v1, . . . , vk} (if k = 0, then each edge would have to be directed to form a constant).
The following result is given in [15].
Proposition 1.15. A hypergraph H can be directed into a type τ = (τ0, τ1, τ2, . . .) if and only if there is a family of weak
subhypergraphs {Hk}k∈N such that EH = k∈N EHk and for each k ∈ N the hypergraph Hk is (k, k + 1)-uniform and can be
directed into the k-type τk.
The proof is simple. If D is a dihypergraph of type τ such that D∗ = H, then we take the weak subdihypergraphs Dk that
contain all the directed k-edges of D for k ∈ N. Clearly, {D∗k} is the required family. Conversely, if {Hk}k∈N is such a family,
then it is easy to see that there is also a suitable family with pairwise edge-disjoint hypergraphs. Next, it is sufficient to
direct Hk to form a k-dihypergraph Dk of k-type τk for each k ∈ N.
Definition 1.16. Let H be a hypergraph and let V ⊆ VH be a finite set of vertices. Then
EHh (V ) = {e ∈ EH: IH(e) = V } and hH(V ) = |EHh (V )|.
We will often use, mostly in Section 3, the following simple fact from [15].
Proposition 1.17. Let H be a hypergraph which can be directed into a type τ . Then for each finite and non-empty set V ⊆ VH,
hH(V ) ≤ |V | · τ|V |−1 + τ|V |. (I)
Note that if τ|V |−1 or τ|V | is an infinite cardinal number, then |V | · τ|V |−1 + τ|V | = max{τ|V |−1, τ|V |}.
2. Finite types
Our hypergraph problem can be naturally divided into two cases: for finite dihypergraph types and for infinite
dihypergraph types. In this section we consider finite types.
First, we show that for infinite hypergraphs, it is sufficient to investigate their finite subhypergraphs.
Theorem 2.1. Let H be a hypergraph and τ = (τ0, τ1, τ2, . . .) be a finite dihypergraph type. Then the following three conditions
are equivalent:
(a) H can be directed into τ ,
(b) each finite weak subhypergraph of H can be directed into τ ,
(c) each finite relative subhypergraph of H can be directed into τ .
Proof. The implications (a) H⇒ (b) and (b) H⇒ (c) are obvious. Next, (c) H⇒ (b) follows from the fact that for a weak
subhypergraph there is (exactly one) relative subhypergraph with the same vertex set.
In the proof of the implication (b) H⇒ (a) we will often use the following simple fact. A transfinite sequence of
dihypergraphs (hypergraphs) (Dα)α<ξ , where ξ is an ordinal number, is said to be increasing ifDα is aweak subdihypergraph
(a weak subhypergraph) of Dβ for α ≤ β < ξ .
Lemma 2.2. Let (Dα)α<ξ be an increasing sequence of dihypergraphs of finite type τ . Then its unionD = ⟨α<ξ VDα ,α<ξ EDα ,
α<ξ I
Dα ⟩ is also a dihypergraph of finite type τ . Moreover, each Dα for α < ξ is a weak subdihypergraph of D.
Proof. It is obvious that D is a well-defined dihypergraph such that each Dα for α < ξ is its weak subdihypergraph. Next,
assume that there is a finite set V such that dD(V ) ≥ τ|V |+1. Let e1, . . . , em be pairwise distinct directed edges starting from
V , wherem = τ|V | + 1. Then ei belongs to Dαi for some αi < ξ . So e1, . . . , em belong to Dβ for β = max{α1, . . . , αm}, since
the sequence (Dα)α<ξ is increasing. Hence,m ≤ τ|V |,Dβ being of type τ . This contradiction shows that D is of type τ . 
(b) H⇒ (a): We apply transfinite induction on the cardinal number ξ = |EH|. If EH is finite, then the implication is
trivial.
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Thus let ξ ≥ ℵ0. Then by the Well-ordering Theorem we can set all the edges of H in an injective sequence (eα)α<ξ , i.e.,
EH = {eα:α < ξ} and eα ≠ eβ for α ≠ β .
Next, for α < ξ letHα be a weak subhypergraph ofH, which consists of all the vertices ofH and EHα = {eγ : γ < α}. Note
that (Hα)α<ξ is an increasing sequence.
Since |EHα | = |{γ : γ < α}| ≤ α < ξ , by induction hypothesis we obtain that Hα for α < ξ can be directed into τ .
Now it is sufficient to show that there is an increasing sequence (Dα)α<ξ of dihypergraphs of type τ such that D∗α = Hα
for α < ξ . Indeed, then we would take the union of this sequence to obtain a dihypergraph D of type τ such that D∗ = H.
We apply induction again. The basis and the induction step will be considered together. Let ζ < ξ and assume that there
is an increasing sequence (Dα)α<ζ (of order type ζ ) of dihypergraphs of type τ such that D∗α = Hα for each α < ζ and
moreover, the following condition holds:
(AC) for each ζ ≤ γ < ξ there is a dihypergraph Cγ of type τ such that C∗γ = Hγ and each Dα for α < ζ is a weak
subdihypergraph of Cγ .
For ζ = 0 (basis) we just take the empty sequence.
Let G be the union of the sequence (Dα)α<ζ and let K be the union of the sequence (Hα)α<ζ . First, G is of type τ . Second,
G∗ = K. Third, G is a weak subdihypergraph of every dihypergraph Cγ from (AC), G being a union of weak subdihypergraphs
of Cγ .
We have that EK =α<ζ EHα =α<ζ {eδ: δ < α}. Hence, if ζ is a limit ordinal, we obtain that EK = {eδ: δ < ζ } = EHζ .
So K = Hζ . Thus in this case it is sufficient to take Dζ = G.
Now assume that ζ is a successor, i.e., ζ = β + 1 for some β . Then EK = {eδ: δ < β}, so
EHζ = {eδ: δ < ζ } = {eδ: δ ≤ β} = EK ∪ {eβ}.
Let A be the family of all the dihypergraphs A of type τ such that A∗ = Hζ and G is a weak subdihypergraph of A. Each
such dihypergraph is obtained from G by adding eβ somehow directed. The undirected edge eβ can be directed in exactly
2 · |IH(eβ)|ways, since we choose v from IH(eβ) as its final vertex and take IH(eβ) \ {v} or IH(eβ) as its initial set to obtain a
regular directed edge or a directed loop, respectively. Thus A is finite. Moreover, (AC) implies that A is non-empty.
We show that there is F ∈ A such that each Hγ for γ ≥ ζ can be directed to form a dihypergraph Aγ of type τ that
contains F as its weak subdihypergraph. Observe first that if such a dihypergraph exists, then it is sufficient to take Dζ = F.
Assume otherwise, i.e., for each J ∈ A there is an ordinal number ζ (J) ≥ ζ such that Hζ (J) cannot be directed in such a
way. Since A is non-empty and finite, we can take δ = max{ζ (J): J ∈ A}.
By (AC) there is a dihypergraph Cδ of type τ such that C∗δ = Hδ and G is a weak subdihypergraph of Cδ . SinceHζ is a weak
subhypergraph of Hδ (as ζ ≤ δ), we can take the weak subdihypergraph B of Cδ consisting of all the vertices and edges of
Hζ . Then B ∈ A, because B, being a weak subdihypergraph of Cδ , is of type τ .
Now take Hζ (B). Then ζ (B) ≤ δ, so Hζ (B) is a weak subhypergraph of Hδ = C∗δ . Thus we can export the direction of edges
from Cδ into Hζ (B) to obtain a dihypergraph of type τ , which contains B as a weak subdihypergraph. This, however, is a
contradiction with the choice of ζ (B). 
Our next step will be to describe finite hypergraphs that can be directed into a fixed finite type. But first we introduce
the following auxiliary notions.
Definition 2.3. Let D be a dihypergraph and k ∈ N. Then VD(k; k) is the family of all the k-element sets V ⊆ VD such that
V ⊆ ID1 (e) ∪ {ID2 (e)} for some directed k-edge e ∈ ED.
Observe first that for a directed graph G the family VG(1; 1) contains singletons of all the non-isolated vertices of G.
Second, ED(0) ≠ ∅ implies that VD(0; 0) = {∅}; if ED(0) = ∅, then VD(0; 0) = ∅.
Definition 2.4. LetH be a hypergraph and k ∈ N. ThenUH(k; k, k+ 1) denotes the family of all the k-element setsW ⊆ VH
such thatW ⊆ IH(e) for some edge e ∈ EH with k or k+ 1 endpoints (i.e., |IH(e)| = k or |IH(e)| = k+ 1).
For a graph G the familyUG(1; 1, 2) consists of singletons of all the non-isolated vertices of G. Next, if a hypergraph H
contains edges with one endpoint, thenUH(0; 0, 1) = {∅}. Otherwise,UH(0; 0, 1) = ∅.
For each dihypergraph Dwe obviously have that VD(k; k) ⊆ UD∗(k; k, k+ 1) and the equality need not hold, because a
directed k + 1-loop becomes an undirected edge in D∗ with k + 1 endpoints. However the following fact holds (its simple
proof is omitted).
Lemma 2.5. For each k-dihypergraph D,VD(k; k) = UD∗(k; k, k+ 1).
We also modify the classical definitions of chains and paths in directed graphs to the case of dihypergraphs.
Let r = (f1, . . . , fn) be a sequence of directed k-edges of a dihypergraph D (where n, k ≥ 1). We say that r is a k-chain if
for each i = 1, . . . , n− 1,
ID2 (fi) ∈ ID1 (fi+1) ⊆ ID1 (fi) ∪ {ID2 (fi)}.
We denote by Er the set of all the edges of r.
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A k-chain r = (f1, . . . , fn) is called a k-path if f1, . . . , fn are regular and ID1 (fi) ≠ ID1 (fj) for i ≤ j (in particular, f1, . . . , fn
are pairwise distinct). For k = 1 we obtain the ordinary notions of chains and paths in directed graphs.
We say that a k-chain r = (f1, . . . , fn) starts in a set U ⊆ VD (where U has at least k vertices) if ID1 (f1) ⊆ U . Similarly, r
ends in a non-empty setW if ID2 (fn) ∈ W ⊆ ID1 (fn) ∪ {ID2 (fn)}. In particular, r ends in a vertex v if ID2 (fn) = v.
Now we define the following technical kind of weak subdihypergraphs, which will be needed later.
Definition 2.6. Let D be a dihypergraph, k ∈ N \ {0} and let U ⊆ VD be a finite set with at least k vertices. Then [U]kD is a
weak subdihypergraph of D consisting of U and of all the k-chains (f1, . . . , fn) starting in U .
The following two technical results will be also needed.
Lemma 2.7. Let D be a dihypergraph, k ∈ N \ {0}. Moreover, let U ⊆ VD be a finite set with at least k vertices and let
W ∈ V[U]kD(k; k). If W ⊈ U, then there is a k-path p starting in U and ending in W.
Proof. Since W ∈ V[U]kD(k; k), there is a k-edge e of [U]kD such that W ⊆ ID1 (e) ∪ {ID2 (e)}. First, e belongs to some k-chain
r = (f1, . . . , fi) starting in U , say e = fi. Second, ID2 (e) ∈ W ⊆ ID1 (e) ∪ {ID2 (e)} or W = ID1 (e), since W contains exactly k
vertices. In the first case r is a k-chain going from U to W . In the second case we take (f1, . . . , fi−1) (here i ≥ 2, because
W ⊈ U). Since W ⊈ U , it can be shown, similarly as for graphs (and therefore details are omitted), that there is a k-path
going from U toW . 
Lemma 2.8. Let D be a dihypergraph, k ∈ N \ {0} and let U ⊆ VD be a finite set with at least k vertices. Finally, let W be a
k-element set such that W ∈ V[U]kD(k; k) or W ⊆ U. Then
E
[U]kD
d (W ) = EDd (W ) and d[U]
k
D(W ) = dD(W ).
Proof. We obviously have that E
[U]kD
d (W ) = EDd (W ) ∩ E[U]
k
D ⊆ EDd (W ). Thus take f ∈ EDd (W ). If W ⊆ U , then (f ) is a one-
element k-chain starting in U , so f belongs to [U]kD. If W ⊈ U , then by Lemma 2.7 there is a k-path (f1, . . . , fn) starting in
U and ending in W . Since W has exactly k vertices and f starts in W , we have that (f1, . . . , fn, f ) is a k-chain starting in U .
Thus again f belongs to [U]kD. 
Now we can prove the main result for finite (k, k+ 1)-uniform hypergraphs.
Theorem 2.9. Let k,m ∈ N and let H be a finite (k, k+1)-uniform hypergraph. Then the following two conditions are equivalent:
(a) H can be directed into the finite k-type m.
(b) For each weak subhypergraph K of H, |EK| ≤ m · |UK(k; k, k+ 1)|.
Proof. (a) H⇒ (b): Each weak subhypergraph K of H can also be directed to form a finite k-dihypergraph D of k-type m.
Thus
|EK| = |ED| = |ED(k)| =
−
V⊆VD
dD(V ).
Obviously, if V ∉ {ID1 (e): e ∈ ED(k)}, then dD(V ) = 0. Moreover,
{ID1 (e): e ∈ ED(k)} ⊆ VD(k; k).
These facts imply
|EK| =
−
V∈VD(k;k)
dD(V ) ≤ m · |VD(k; k)|.
Hence and by Lemma 2.5 we obtain the following inequality.
|EK| ≤ m · |UK(k; k, k+ 1)|.
(b)H⇒ (a): Ifm = 0, then (b) implies that H has no edges. Thus we can assume
m ≥ 1.
If k = 0, then H contains only undirected edges which have one endpoint. Next, by (b) we have that |EH| ≤ m · |{∅}| = m,
sinceUH(0; 0, 1) ⊆ {∅}. Hence, it easily follows that H can be directed to form a 0-dihypergraph of 0-typem. Thus we can
also assume
k ≥ 1.
Now observe that for every k-element subset V ⊆ VH,
|{e ∈ EH: IH(e) = V }| ≤ m. (I)
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It is sufficient to take a weak subhypergraph K of H such that VK = V , EK = {e ∈ EH: IH(e) = V } and apply (b), as
UK(k; k, k+ 1) ⊆ {V }.
By (b) we also have that EH is finite. Thuswe can apply induction on the number of all the edges ofHwith k+1 endpoints.
If H does not contain edges with k+ 1 endpoints, then each edge e can be directed to form a directed k-loop by taking any
vertex v from IH(e) as its final vertex and IH(e) as its initial set. Thus we obtain a k-dihypergraph, which is of k-typem by (I).
We can therefore assume that there is an undirected edge e0 ∈ EH such that |IH(e0)| = k + 1. Let K be a hypergraph
obtained from H by removing e0. The induction hypothesis implies that K can be directed to form a k-dihypergraph C of
k-typem.
If dC(V0) ≤ m − 1 for some k-element subset V0 ⊆ IH(e0), then we can direct e0 by setting V0 as its initial set and v0
as its final vertex, where v0 is the unique vertex such that V0 ∪ {v0} = IH(e0). Of course the dihypergraph so obtained is of
k-typem.
Thus we can assume that for each k-element subset V ⊆ IH(e0),
dC(V ) = m. (1)
Take the dihypergraph B = [IH(e0)]kC and let L be a weak subhypergraph of H obtained from B∗ by adding e0. We will prove
that
VB(k; k) = UL(k; k, k+ 1). (2)
The inclusion⊆ is obvious. Thus take V ∈ UL(k; k, k+ 1). Then V ⊆ IL(f ) for some f ∈ EL. If f ≠ e0, then f ∈ EB. If f = e0,
then dB(V ) = dC(V ) = m ≥ 1 by (1) and Lemma 2.8. Thus there is g ∈ EB such that V = IB1 (g). In both cases we obtain that
V ∈ UB∗(k; k, k+ 1) = VB(k; k) by Lemma 2.5.
Since e0 does not belong to B, (2) and (b) (applied to L) imply
|EB| + 1 = |EL| ≤ m · |UL(k; k, k+ 1)| = m · |VB(k; k)|,
so
|EB| ≤ m · |VB(k; k)| − 1.
Next, we have that (see the proof of (a)H⇒ (b))
|EB| =
−
V∈VB(k;k)
dB(V ).
Since B, being a weak subdihypergraph of C, is of k-typem, we also have that for each V ∈ VB(k; k)
dB(V ) ≤ m.
The above three facts imply that there is a set V0 ∈ VB(k; k) such that
dB(V0) ≤ m− 1.
Thus by Lemma 2.8,
dC(V0) ≤ m− 1. (3)
Further, by (1) we obtain
V0 ⊈ IH(e0).
Thus by Lemma 2.7 there is a k-path r = (f1, . . . , fn) in C starting in IH(e0) and ending in V0.
Now we can invert the direction of r to obtain a new k-dihypergraph P. Formally, since f1, . . . , fn are pairwise distinct
regular k-edges, we can set
IP1 (fi) = IC1 (fi+1), IP2 (fi) ∈ IC1 (fi) \ IC1 (fi+1) for i = 1, . . . , n− 1
and
IP1 (fn) = V0 IP2 (fn) ∈ IC1 (fn) \ V0.
It can be shown by straightforward verification (details are omitted) that
dP(V0) = dC(V0)+ 1 ≤ m and dP(V1) = dC(V1)− 1 ≤ m− 1,
where V1 = IC1 (f1).
Moreover, for other k-element subsetsW ⊆ V C we have
dP(W ) = dC(W ).
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Hence we first obtain that P is also of k-typem. Second, since V1 is a k-element subset of IH(e0), we can direct e0 by setting
V1 as its initial set and v1 as its final vertex, where v1 is the unique vertex such that V1 ∪ {v1} = IH(e0).
This completes the proof of the induction step. 
It is easy to see that a (k, k + 1)-uniform hypergraph H can be directed into a k-type m if and only if H can be directed
into the type (τ0, τ1, τ2, . . .), where τk = m and τi = 0 for i ≠ k. Hence and by Theorems 2.1 and 2.9 we obtain
Theorem 2.10. Let k,m ∈ N and let H be a (k, k+ 1)-uniform hypergraph. Then the following conditions are equivalent:
(a) H can be directed into the finite k-type m,
(b) each finite weak subhypergraph K of H can be directed into the finite k-type m,
(c) for each finite weak subhypergraph K of H, |EK| ≤ m · |UK(k; k, k+ 1)|.
An immediate consequence of the above theorem is the following result proved in [12].
Corollary 2.11. A graph G can be directed to form a directed graph D of finite 1-type m if and only if |EK| ≤ m · |VK| for each
relative subgraph K of G.
More precisely, we know that for a graph K the familyUK(1; 1, 2) consists of singletons of all the non-isolated vertices.
Thus UK(1; 1, 2) can be replaced by VK (by omitting isolated vertices). Next, each weak subgraph of G is contained in a
relative subgraph on the same vertex set.
Let H be a hypergraph with four vertices v1, v2, v3, v4 and twelve edges e1, e2, . . . , e12 such that IH(ei) = {v1, v2, v4} for
i = 1, . . . , 6, IH(ej) = {v2, v3, v4} for j = 7, . . . , 11 and IH(e12) = {v1, v3, v4}.
Take the hypergraph K obtained from H by removing e12. ThenUK(2; 2, 3) is the family of all the two-element subsets
of VK except {v1, v3}. Thus |EK| = 11 = 2 · |UK (2; 2, 3)| + 1 > 2 · |UK (2; 2, 3)|, so H cannot be directed into the 2-type 2.
Note that K is not a relative subhypergraph of H.
On the other hand, by simple verification we obtain that |EM| ≤ 2 · |UM(2; 2, 3)| for each relative subhypergraphM of
H. This shows that, contrary to graphs, it is not sufficient to verify (b) of Theorem 2.9 for relative subhypergraphs only.
This example shows also that, again contrary to graphs, the number |UK(k; k, k+ 1)| in Theorem 2.9 cannot be replaced
by the number of all the k-element subsets of VK.
Let k,m ∈ N. Let H be a finite k+ 1-uniform hypergraph with at least (m+ 1) · (k+ 1) vertices and such that hH(V ) ≥ 1
for each k + 1-element set V ⊆ VH. ThenUH(k; k, k + 1) is the family of all the k-element subsets of VH. Next, |EH| is not
less than the number of all the k+ 1-element subsets of VH. Hence we obtain
|EH| ≥ (|V
H| − k) · . . . · |VH|
(k+ 1)! =
|VH| − k
k+ 1 ·
(|VH| − k+ 1) · . . . · |VH|
k!
= |V
H| − k
k+ 1 · |U
H(k; k, k+ 1)| > m · |UH(k; k, k+ 1)|.
Thus H cannot be directed into the k-type m. Obviously neither can any (k, k + 1)-uniform hypergraph (finite or infinite)
containing H be directed into this k-typem.
Let K be a k+1-uniform hypergraphwith at most (k+1) ·m+k vertices and such that hK(V ) ≤ 1 for each k+1-element
set V ⊆ VH.
First, for each edge e of K there are exactly k + 1 subsets of IK(e) with k elements. Second, a k-element subset W of VK
is contained in at most |VK| − k sets of the form IK(e), since the family of all the k+ 1-element subsets of VK containingW
has exactly |VK| − k elements. Hence form ≥ 1,
|UK(k; k, k+ 1)| ≥ (k+ 1) · |E
K|
|VK| − k ≥
(k+ 1) · |EK|
(k+ 1) ·m+ k− k =
|EK|
m
.
Thus |EK| ≤ m · |UK(k; k, k + 1)| (this is also true for m = 0, because then |VK| ≤ k and K has no edges). Each weak
subhypergraph L of K also satisfies the same conditions as K, so the same inequality holds for L. Thus K can be directed into
the k-typem.
Let H be a k+ 1-uniform hypergraph with exactly (k+ 1) · (m+ 1) vertices such that hH(V ) = 1 for each k+ 1-element
subset V ⊆ VH. Then H cannot be directed into the k-type m. On the other hand, if a weak subhypergraph L of H has less
vertices than H, then L can be directed into the k-type m. Note that by Theorem 2.10, such a situation is impossible in the
case of infinite (k, k+ 1)-uniform hypergraphs.
Let τ = (τ0, τ1, τ2, . . .) be a finite dihypergraph type and k ∈ N. Take finite sets X, Y such that |X | ≥ (τk + 1) · (k+ 1)
and |Y | ≥ τk+1 + 1. Let HXY be a hypergraph with VHXY = X, EH = X× Y (whereX is the family of all the k+ 1-element
subsets of X) and IH((W , y)) = W for (W , y) ∈ EH.
We show that H (thus also each hypergraph containing H) cannot be directed into τ . Assume otherwise. Then by
Proposition 1.15 there is a suitable family {Hk}k∈N of weak subhypergraphs of H. For i ≤ k− 1 and i ≥ k+ 2, the (i, i+ 1)-
uniform hypergraph Hi has no edges. Next, Hk+1 can be directed to form a k+ 1-dihypergraph D of (k+ 1)-type τk+1. Since
each edge of Hk+1 has exactly k+ 1 endpoints, D has only k+ 1-loops. Thus for each k+ 1-element set V ⊆ VHXY ,
hHk+1(V ) = dD(V ) ≤ τk+1.
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Hence,
τk+1 + 1 ≤ |Y | = hHXY (V ) ≤ hHk(V )+ hHk+1(V ) ≤ hHk(V )+ τk+1,
so hHk(V ) ≥ 1 for each k+1-element setV ⊆ VHXY . This implies thatHk cannot be directed into the k-type τk, a contradiction.
Now takeHXY with |X | = (τk+1) · (k+1) and |Y | = τk+1+1.We have shown thatHXY cannot be directed into τ . On the
other hand, for each weak subhypergraphK ofHXY if K has less vertices thanHXY , then K can be directed into τ , since we can
decompose K into weak subhypergraphs K1 and K2 such that hK1(V ) = 1 and hK2(V ) = τk+1 for each k+ 1-element subset
V ⊆ VK. We know that K1 can be directed into the k-type τk. Moreover, by the proof of Theorem 2.9 (see the beginning of
the proof of (b)H⇒ (a)), K2 can be directed into the k+ 1-type τk+1.
Finally, observe that the above examples show that the inequality (I) in Proposition 1.17 is not a sufficient condition for
any finite and non-zero type τ . We take k ∈ N such that τk ≠ 0 and HXY with |X | ≥ (τk + 1) · (k+ 1), |Y | = τk+1 + 1. Then
hHXY (V ) = τk+1 + 1 ≤ (k+ 1) · τk + τk+1 for each k+ 1-element set V ⊆ X and hHXY (U) = 0 for all other finite subsets U
of X .
3. Infinite types
We start with two auxiliary results. First, we show that our hypergraph problem for infinite dihypergraph types can
be divided into two separate cases: for finite dihypergraph types (solved in the previous section) and for strictly infinite
dihypergraph types. Second,wewill prove that for strictly infinite types the decomposition fromProposition 1.15 is uniquely
determined.
Further, in the main result of this section we will prove that a (k, k + 1)-uniform hypergraph H can be directed into a
fixed infinite k-type if and only if there is a special algebraic closure operator on VH.
Proposition 3.1. Let H be a hypergraph and let τ be an infinite dihypergraph type. Let τ 1 and τ 2 be dihypergraph types such
that for each i ∈ N,
τ 1i =

τi, if τi ≥ ℵ0,
0, if τi < ℵ0 and τ
2
i =

0, if τi ≥ ℵ0,
τi, if τi < ℵ0.
Then the following conditions are equivalent:
(a) H can be directed into τ .
(b) There exist two weak subhypergraphs K1 and K2 of H such that
(b.1) EH = EK1 ∪ EK2 ,
(b.2) K1 can be directed into the strictly infinite type τ 1,
(b.3) K2 can be directed into the finite type τ 2.
(c) There exist weak subhypergraphs K1 and K2 of H which satisfy (b.1)–(b.3) and additionally, for every m ∈ N,
(c.1) if τm < ℵ0 and τm+1 ≥ ℵ0, then K1 contains all the edges of H with m+ 1 endpoints,
(c.2) if τm ≥ ℵ0 and τm+1 < ℵ0, then for each m+ 1-element subset V ⊆ VH,
hH(V ) > τm+1 implies EHh (V ) ⊆ EK1 .
Observe also that by the inequality (I) from Proposition 1.17 we have that for eachm ∈ N,
if τm, τm+1 ≥ ℵ0, then K2 (being of type τ 2) does not contain edges withm+ 1 endpoints. So K1 contains all the edges of
Hwithm+ 1 endpoints;
if τm, τm+1 < ℵ0, then K1 (being of type τ 1) does not contain edges withm+ 1 endpoints. So K2 contains all the edges of
Hwithm+ 1 endpoints.
Proof. (b)H⇒ (a):Without loss of generality we can assume thatK1 andK2 are edge-disjoint, since otherwise it is sufficient
to remove from K2 all the edges which belong to K1. Let D1 and D2 be dihypergraphs of types τ 1 and τ 2, respectively, such
that D∗1 = K1 and D∗2 = K2. Then D1 and D2 are also edge-disjoint, so their union D = ⟨VD1 ∪ VD2 , ED1 ∪ ED2 , ID1 ∪ ID2⟩ is a
well-defined dihypergraph and D∗ = H. Moreover, for each finite set V ⊆ VD,
dD(V ) ≤ dD1(V )+ dD2(V ) ≤ τ 1|V | + τ 2|V | = τ|V |.
Thus D is of type τ .
(a)H⇒ (c): Direct H to form a dihypergraph D of type τ . For each k ∈ N take a weak subdihypergraph Dk containing all
the directed k-edges of D and all the vertices of D. Then Dk is a k-dihypergraph of k-type τk. Obviously D0,D1,D2, . . . are
pairwise edge-disjoint.
Now let A = {m ∈ N: τm < ℵ0 and τm+1 ≥ ℵ0}. For each m ∈ A remove all the regular directed m-edges from Dm
to obtain a new m-dihypergraph Cm. Next, add all these directed edges as directed m + 1-loops to Dm+1 to obtain a new
m+ 1-dihypergraph Cm+1. Note that being a weak subdihypergraph of Dm, Cm is ofm-type τm.
Take anm+ 1-element set V ⊆ VH and observe that
hH(V ) ≤ (m+ 1) · τm + τm+1 = τm+1
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by Proposition 1.17, because τm+1 ≥ ℵ0. Hence,
dCm+1(V ) ≤ hH(V )+ dDm+1(V ) ≤ τm+1 + τm+1 = τm+1.
Thus Cm+1 is of (m+ 1)-type τm+1.
Observe also that if e is an edge of Hwith k+ 1 endpoints, then e belongs to Dk as a regular directed k-edge, or to Dk+1 as
a directed k+ 1-loop. Thus by this construction we obtain that form ∈ A all the edges withm+ 1 endpoints, are contained
in Cm+1 as directedm+ 1-loops.
Additionally, set Ck = Dk for k ∈ N such that k− 1, k ∉ A. Note that C0, C1, C2, . . . are edge-disjoint.
Let B = {m ∈ N: τm ≥ ℵ0 and τm+1 < ℵ0}. Takem ∈ B and anm+ 1-element set V ⊆ VH such that hH(V ) > τm+1. Then
first,
τm+1 < hH(V ) ≤ hC∗m(V )+ hC∗m+1(V ),
because EHh (V ) =

k∈N E
C∗k
h (V ) and E
C∗k
h (V ) = ∅ for k ≠ m,m+ 1.
Second,
hC
∗
m+1(V ) ≤ dCm+1(V ) ≤ τm+1,
because edges of C∗m+1 withm+ 1 endpoints are obtained from directedm+ 1-loops of Cm+1.
Thus
τm+1 < hC
∗
m(V )+ hC∗m+1(V ) ≤ hC∗m(V )+ τm+1.
Hence, hC
∗
m(V ) ≥ 1, i.e., there is a regular directedm-edge e of Cm such that
ICm1 (e) ∪ {ICm2 (e)} = IC
∗
m(e) = V .
Thus each undirected edge f in the set E
C∗m+1
h (V ) ⊆ EHh (V ) = EC
∗
m
h (V ) ∪ E
C∗m+1
h (V ) can be exported to Cm. Set I
Cm(f ) = ICm(e)
to obtain a new directed m-edge of Cm. Next, apply this procedure to each (m + 1)-element set W ⊆ VH such that
hH(W ) > τm+1. Thuswe obtain two dihypergraphs Bm and Bm+1. The latter is obtained from Cm+1 by omitting some directed
edges. In particular, Bm+1 is anm+ 1-dihypergraph ofm+ 1-type τm+1. The former is obtained from Cm by replacing some
regular directed m-edges of Cm by sets of regular directed m-edges. Each of these sets has cardinality not greater than τm,
because for eachm+ 1-element set V ,
hH(V ) ≤ (m+ 1) · τm + τm+1 = τm,
by Proposition 1.17.
Thus for eachm-element set V we obtain
dBm(V ) ≤ dDm(V ) · τm ≤ τm · τm = τm,
since τm ≥ ℵ0. Hence, Bm is of infinitem-type τm.
By this construction we have that form ∈ B and eachm+ 1-element set V ⊆ VH, hH(V ) > τm+1 implies EHh (V ) ⊆ EBm .
Additionally, we set Bk = Ck for k ∈ N such that k − 1, k ∉ B. Then {Bk}k∈N is a family of pairwise edge-disjoint
dihypergraphs. Thus we can take unions of the two subfamilies {Bk: τk ≥ ℵ0} and {Bk: τk < ℵ0} to obtain dihypergraphs A1
and A2, respectively. Then A1 is of type τ 1 and A2 is of type τ 2. Next, A1 and A2 contain all the directed edges of D. Thus A
∗
1
and A∗2 are the required weak subhypergraphs of H, because by the above constructions they satisfy (c.1), (c.2).
The implication (c)H⇒ (b) is obvious. 
Now we show the second result.
Proposition 3.2. Let H be a hypergraph and let τ be a strictly infinite type. For each k ∈ N let Hk be a k+1-uniform hypergraph
such that
EHk = {e ∈ EH: |IH(e)| = k+ 1 and hH(IH(e)) > τk+1}.
Then the following conditions are equivalent:
(a) H can be directed into τ .
(b) For each k ∈ N,Hk can be directed into the k-type τk.
(c) For each k ∈ N,
(c.1) if τk ≤ τk+1, then hH(V ) ≤ τk+1 for every k+ 1-element set V ⊆ VH,
(c.2) if τk > τk+1, then Hk can be directed into the k-type τk.
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Proof. The implication (c)H⇒ (b) is obvious, because if τk ≤ τk+1, then by (c.1) we have that Hk has no edges.
(b) H⇒ (a): For k ∈ N take a k-dihypergraph Dk of k-type τk such that D∗k = Hk. Let Ak be the family of all the edges
e ∈ EH such that |IH(e)| = k and hH(IH(e)) ≤ τk. Next, direct each edge in Ak to form a directed k-loop and add it to Dk. Thus
we obtain a new k-dihypergraph Ck such that for each k-element set V
dCk(V ) = dDk(V )+ |{e ∈ Ak: IH(e) = V }| ≤ dDk(V )+ hH(V ) ≤ τk + τk = τk
since τk = 0 or τk ≥ ℵ0.
Hence, Ck is of k-type τk, too.
Now take an edge e ∈ EH and let k = |IH(e)|. If hH(IH(e)) > τk, then e belongs to Dk−1 and therefore also to Ck−1. If
hH(IH(e)) ≤ τk, then e ∈ Ak, so e belongs to Ck. Hence
k∈N
ECk = EH.
Thus the family {C∗k}k∈N of weak subhypergraphs of H satisfies the conditions of Proposition 1.15.
(a) H⇒ (c): The first condition (c.1) follows from Proposition 1.17, because then τk and τk+1 are both equal to zero or
τk+1 ≥ ℵ0, so max{τk, τk+1} = τk+1. Thus it remains to show (c.2).
First, take k ∈ N such that τk > τk+1, in particular τk ≥ ℵ0. Second, direct H to form a dihypergraph D of type τ . Third,
take a k-dihypergraph Dk which consists of all the directed k-edges of D and a k + 1-dihypergraph Dk+1 which consists of
all the directed k+ 1-edges of D. Then Dk is of the infinite k-type τk and Dk+1 is of the k+ 1-type τk+1.
Now let e be an edge ofHk which is not in Dk and let E = EHh (IH(e)). Each element of E belongs to Dk as a regular directed
k-edge or to Dk+1 as a directed k + 1-loop with the initial set IH(e). But Dk+1 is of k + 1-type τk+1 and |E| > τk+1, so there
is a regular directed k-edge fe ∈ E which belongs to Dk. Thus we can add e to Dk and set IDk(e) = IDk(fe). Next, apply this
procedure to each edge of Hk which is not in Dk to obtain a new k-dihypergraph Ck such that C∗k = Hk. In this way some
regular directed k-edges of Dk are replaced by sets of regular directed k-edges. Each of these sets has cardinality not greater
than τk, because
hH(IH(e)) ≤ (k+ 1) · τk + τk+1 = τk
by Proposition 1.17.
Hence, for each k-element set V ,
dCk(V ) ≤ dDk(V ) · τk ≤ τk · τk = τk.
Thus Ck is of the infinite k-type τk. 
Note that results from [15] which solve our hypergraph problem for particular kinds of infinite dihypergraph types may
be easily derived from Propositions 3.1 and 3.2.
Observe also that the following simple fact holds.
Proposition 3.3. Let τ = (τ0, τ1, τ2, . . .) be an infinite dihypergraph type such that τ0 ≤ τ1 and τ1 ≥ ℵ0. Then a hypergraph
H can be directed into τ if and only if H can be directed into the type (0, τ1, τ2, . . .).
Proof. The implication⇐H is obvious. To see the opposite implicationwe directH to form a dihypergraphD of type τ . Next,
each of its constants is replaced by a 1-loop. We thus obtain the required dihypergraph D′ of type (0, τ1, τ2, . . .), because
dD
′
({v}) ≤ dD({v})+ dD(∅) ≤ τ1 + τ0 = τ1 for each vertex v ∈ VD. 
Now observe that Proposition 3.1 and Theorems 2.1 and 2.9 reduce our hypergraph problem to the case of strictly infinite
types. Next, having Proposition 3.2, it is sufficient to describe (k, k+ 1)-uniform hypergraphs which can be directed into a
fixed infinite k-type. To this purpose we need the following two auxiliary notions and their properties.
Definition 3.4. Let H be a hypergraph, U ⊆ VH and u ∈ VH \ U . Then H(U, u) is a hypergraph such that
VH(U,u) = U,
EH(U,u) = {e ∈ EH: u ∈ IH(e) ⊆ U ∪ {u} and IH(e) ∩ U ≠ ∅}
and for each e ∈ EH(U,u), IH(U,u)(e) = IH(e) ∩ U .
This construction is correct also for u ∈ U . But then the situation is quite different, because H(U, u) turns out to be a
weak subhypergraph of H, and consequently, it has completely different properties.
For example, for a graph H we have that H(U, u) has only loops. Moreover, these loops are obtained from edges which
connect uwith U .
It is easy to see that the following lemma holds.
Lemma 3.5. Let H be a hypergraph, U ⊆ VH and u ∈ VH \ U. Then
(a) For each finite ∅ ≠ V ⊆ U,
EH(U,u)h (V ) = EHh (V ∪ {u}) and hH(U,u)(V ) = hH(V ∪ {u}).
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(b) If H is a (k+ 1, k+ 2)-uniform hypergraph, then H(U, u) is a (k, k+ 1)-uniform hypergraph.
(c) If H is a (k+ 1)-uniform hypergraph, then H(U, u) is a k-uniform hypergraph.
Proof. obvious. 
Definition 3.6. Let D be a dihypergraph, U ⊆ VD and u ∈ VD \ U . Then D(U, u) is a dihypergraph such that
VD(U,u) = U,
ED(U,u) = {e ∈ ED: u ∈ ID1 (e) ⊆ U ∪ {u} and ID2 (e) ∈ U}
and for each e ∈ ED(U,u), ID(U,u)1 (e) = ID1 (e) ∩ U and ID(U,u)2 (e) = ID2 (e).
We assume that u ∉ U , because otherwise it is a weak subdihypergraph of D and, as in the case of hypergraphs, it has
completely different properties.
For example, if D is a directed graph, then D(U, u) is a 0-dihypergraph with constants obtained from directed edges of D
starting in u and ending in U .
This construction preserves regular directed edges and directed loops. Moreover, the following facts hold (their simple
proofs are omitted).
Lemma 3.7. Let D be a dihypergraph, U ⊆ VD and u ∈ VD \ U. Then
(a) for each finite V ⊆ U,
ED(U,u)d (V ) = {e ∈ EDd (V ∪ {u}): ID2 (e) ∈ U} and dD(U,u)(V ) ≤ dD(V ∪ {u}).
(b) If D is a k+ 1-dihypergraph, then D(U, u) is a k-dihypergraph.
(c) If D is a k+ 1-dihypergraph of k+ 1-type η, then D(U, u) is a k-dihypergraph of k-type η.
(d) If D is of type τ = (τ0, τ1, τ2, . . .), then D(U, u) is of type (τ1, τ2, τ3, . . .).
Obviously (D(U, u))∗ is a weak subhypergraph of D∗(U, u). But the equality need not hold even if u ∈ U . This follows
from the fact that any directed edge e ofDwhich starts in U and ends in u does not belong toD(U, u), whereas its undirected
version in D∗ belongs to D∗(U, u).
However, if D has no loops and U is the vertex set of a strong subdihypergraph, then the equality holds. More precisely,
Lemma 3.8. Let D be a dihypergraph, G a strong subdihypergraph of D and u ∈ VD \ U, where U = V G. Then
(a) If D has no loops, then (D(U, u))∗ = D∗(U, u).
(b) If D is a dihypergraph of type (τ0, τ1, τ2, . . .), then D∗(U, u) can be directed into the type (τ1, τ2, τ3, . . .).
(c) If D is a k+1-dihypergraph of k+1-type η, then the (k−1, k)-uniform hypergraphD∗(U, u) can be directed into the k-type
η.
Note that if u belongs to G, then (a) is not true in general, which easily follows from the proof below.
Proof. (a): It is sufficient to show that each edge e of D∗(U, u) also belongs to (D(U, u))∗, as the inverse inclusion always
holds. Take an edge e such that u ∈ ID∗(e) ⊆ U ∪ {u}. Then ID2 (e) ∈ U or ID2 (e) = u. In the first case e belongs to D(U, u). In
the second case ID1 (e) ⊆ U , since D has only regular directed edges. Thus u = ID2 (e) ∈ U,G being a strong subdihypergraph.
This, however, is not possible.
(b) and (c): If l is a loop of D having at least one endpoint v in U and ID2 (l) ∉ U , then change the direction of l by setting
v as its new final vertex. Applying this procedure to each such loop we obtain a dihypergraph C such that for each loop
l, IC1 (l) ∩ U ≠ ∅ implies IC2 (l) ∈ U . Hence and by the proof of (a) we easily obtain that
(C(U, u))∗ = C∗(U, u) = D∗(U, u),
because C∗ = D∗ and G is also a strong subdihypergraph of C.
Further, for every finite V ⊆ VD,
ECd (V ) = EDd (V ).
Hence we have first that if D is of type (τ0, τ1, τ2, . . .), then C is also of this type. Thus C(U, u) is of type (τ1, τ2, τ3, . . .).
Second, if D is a k+ 1-dihypergraph of k+ 1-type η, then C is also a k+ 1-dihypergraph of k+ 1-type η. Thus C(U, u) is
a k-dihypergraph of k-type η. 
Given any set X , recall (see e.g., [7] or [9]) that a mapping C from the family of all the subsets of X to itself is called a
closure operator on X if for every Y , Z ⊆ X the following three conditions hold:
Y ⊆ C(Y ),
C(C(Y )) = C(Y ),
Z ⊆ Y implies C(Z) ⊆ C(Y ).
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Further, a closure operator C is algebraic if C is closed under unions of directed families. More precisely, if Y is a directed
family, then C

Y
 =C(Y).
Now we prove the main result of this section. Here, for a cardinal number η, let η(0) = η and let η(m+1) be the least
cardinal number greater than η(m), wherem ∈ N.
Theorem 3.9. Let η ≥ ℵ0 be an infinite cardinal number and let H be a (k, k+ 1)-uniform hypergraph (where k ≥ 1) such that
hH(V ) ≤ η for each k- and k+ 1-element set V ⊆ VH. (∗)
Then the following conditions are equivalent:
(a) H can be directed into the infinite k-type η.
(b) There is an algebraic closure operator CH on the vertex set VH such that
(b.1) for each W ⊆ VH,
|CH(W )| ≤ max{η, |W |},
(b.2) for each W ⊆ VH and v ∈ VH \ CH(W ), the (k − 1, k)-uniform hypergraph H(CH(W ), v) can be directed into the
infinite (k− 1)-type η.
(c) There is an algebraic closure operator CH on VH satisfying (b.2) and such that
(c.1) for each W ⊆ VH,
|CH(W )| ≤ max{η(k), |W |}.
First recall the obvious fact from [15] that a 1-uniform hypergraph H can be directed into a (finite or infinite) 0-type η if
and only if |EH| ≤ η.
Observe also that (∗) is not an essential restriction, because it is a necessary condition for (a). More precisely, if D is a
k-dihypergraph of k-type η, then D is also of type τ , where τi = 0 for i ≠ k and τk = η. Hence and by Proposition 1.17 (since
η ≥ ℵ0) we obtain that hD∗(V ) ≤ k · τk−1 + τk = 0+ η = η for each k-element set V and hD∗(W ) ≤ (k+ 1) · τk + τk+1 =
η + 0 = η for each k+ 1-element setW .
Proof. The implication (b)H⇒ (c) is obvious.
(a)H⇒ (b): DirectH to form a k-dihypergraphD of k-type η. It is proved in [13, Propositions 2.7 and 2.8] that the function
which assigns to each set W ⊆ VD the least strong subdihypergraph ⟨W ⟩D of D containing W is a well-defined algebraic
closure operator which satisfies (b.1). Lemma 3.8 implies that (b.2) also holds.
To prove the implication (c)H⇒ (a), which is the main part of our result, we need the following technical fact.
Lemma 3.10. Let η be an infinite cardinal number, let H be a (k, k+1)-uniform hypergraph (where k ≥ 1) and let an increasing
sequence (Hα)α<ξ of relative subhypergraphs of H satisfy the following three conditions:
(i) for each α < ξ,Hα can be directed into the k-type η,
(ii) for each α < ξ and a vertex u of Hα , if u ∉ γ<α VHγ , then the (k− 1, k)-uniform hypergraph H γ<α VHγ , u can be
directed into the (k− 1)-type η,
(iii) EH =α<ξ EHα .
Then H can be directed into the k-type η.
Proof. Assume first that we have constructed a sequence (Dα)α<ξ of k-dihypergraphs of k-type η such that D∗α = Hα
for α < ξ and Dα is a strong subdihypergraph of Dβ for α ≤ β < ξ . Then it is obvious that the union D =
α<ξ V
Dα ,

α<ξ E
Dα ,

α<ξ I
Dα

of this sequence is a well-defined k-dihypergraph such that D∗ = H. Next, if a directed
k-edge e of D starts in a k-element set V ⊆ VDα , then e ∈ EDβ for some β < ξ . If α ≤ β , then Dα is a strong subdihypergraph
of Dβ , so e ∈ EDα . If β < α, then e ∈ EDβ ⊆ EDα . Hence we have that each Dα for α < ξ is a strong subdihypergraph of D.
This fact implies that D is of k-type η, because for a set V = {v1, . . . , vk} ⊆ VD there are β1 . . . , βk < ξ such that vi ∈ VDβi
for i = 1, . . . , k. Thus V ⊆ VDβ for β = max{β1 . . . , βk}. Consequently, dD(V ) = dDβ (V ) ≤ η.
We use transfinite induction to construct (Dα)α<ξ . The basis follows from (i). Thus take 1 ≤ ζ < ξ and assume that there
is a suitable sequence (Dα)α<ζ . Let C be the union of this sequence. Then, just as above, we obtain that C is a well-defined
k-dihypergraph of k-type η, which contains each Dα for α < ζ as a strong subdihypergraph. Note that if ζ = β+1 for some
β , then C = Dβ .
We have that (Hα)α<ζ is an increasing chain of relative subhypergraphs of H. Next, C∗ is the union of this sequence.
These two facts imply that C∗ is also a relative subhypergraph of H, so in particular C∗ is a relative subhypergraph of Hζ .
More precisely, take an edge e of H such that IH(e) = {v1, v2, . . . , vk} ⊆ V C∗ . Then there are α1, α2, . . . , αk < ζ such that
vi ∈ VHαi for i = 1, 2, . . . , k. Thus IH(e) ⊆ VHβ for β = max{α1, α2, . . . , αk} < ζ , because (Hα)α<ζ is increasing. Hence,
e ∈ EHβ ⊆ EC∗ , because Hβ is a relative subhypergraph of H.
Take a vertex u of K = Hζ such that u ∉ V C =α<ζ VHα . Observe that
K(V C, u) = H(V C, u),
because K is a relative subhypergraph of H.
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Hence and by (ii) we obtain that K(V C, u) can be directed to form a (k− 1)-dihypergraph Bu of (k− 1)-type η.
Let Bu be a k-dihypergraph such that
V Bu = V Bu ∪ {u} = V C ∪ {u}, EBu = EBu
and for each e ∈ EBu ,
IBu1 (e) = IBu1 (e) ∪ {u}, IBu2 (e) = IBu2 (e).
Then for each (k− 1)-element set V ⊆ V C,
EBud (V ∪ {u}) = EBud (V ).
Hence we have first that Bu is of k-type η. Second, for each directed k-edge e of Bu,
IBu1 (e) \ V C = {u}. (1)
Since u was arbitrarily chosen, we obtain a family {Bu}u∈VK\VC of k-dihypergraphs of k-type η. Take two distinct vertices
u, v ∈ VK \ V C. Then it follows from Definition 3.4 that hypergraphs K(V C, u) and K(V C, v) are edge-disjoint. Hence, Bu and
Bv are edge-disjoint, too. In sum, dihypergraphs from the family {Bu}u∈VK\VC are pairwise edge-disjoint. Obviously they are
also edge-disjoint with C.
LetM be a weak subhypergraph of K consisting of all the edges of K that are not in C and not in {Bu}u∈VK\VC . By (i),M can
be directed to form a k-dihypergraph B of k-type η.
Since k-dihypergraphs {Bu}u∈VK\VC , B and C are pairwise edge-disjoint and contain all the edges of K, we can take their
union to obtain a k-dihypergraph A such that A∗ = K.
Take a k-element set V ⊆ V C and let e ∈ EAd (V ). By (1) we obtain that e belongs to no element of the family {Bu}u∈VK\VC .
Next, assume that e ∈ EB. Then e ∉ EC, so we have that IB2 (e) ∉ V C, since C∗ is a relative subhypergraph of K. Then e is also
an undirected edge of K(V C, v0), where v0 = IB2 (e). Hence, e belongs to Bv0 and consequently to Bv0 , which is impossible.
This shows that
ECd (V ) = EAd (V ).
Thus C is a strong subdihypergraph of A. This implies that each Dα for α ≤ ζ is also a strong subdihypergraph of A.
Now take a k-element set V ⊆ VK. Then
V ⊆ V C or |V \ V C| ≥ 2 or |V \ V C| = 1.
In the first case we have shown above that dA(V ) = dC(V ) ≤ η.
In the second case, we have that EAd (V ) ∩

u∈VK\VC EBu = ∅ by (1). Hence, EAd (V ) = EBd (V ), so dA(V ) = dB(V ) ≤ η.
Let V \ V C = {w} for some vertexw ∈ VK \ V C. Then by (1) we have that EAd (V ) ∩ EBu = ∅ for each u ≠ w. Thus
EAd (V ) = EBd (V ) ∪ EBwd (V ),
which implies
dA(V ) ≤ dB(V )+ dBw (V ) ≤ η + η ≤ η.
These three cases show that A is of k-type η.
Now to complete the proof of the induction step it is sufficient to take Dζ = A. 
The following result needed in the proof of (c)H⇒ (a) is interesting in itself.
Theorem 3.11. Let η ≥ ℵ0 be an infinite cardinal number and let H be a (k, k+ 1)-uniform hypergraph such that
(∗) hH(V ) ≤ η for each k- and k+ 1-element set V ⊆ VH,
(∗∗) |EH| ≤ η(k).
Then H can be directed into the infinite k-type η.
Proof. We apply two inductions, the first on the non-negative integer k and the second on the cardinal number |EH|.
For k = 0 it is sufficient to direct H to form a 0-dihypergraph D, since then we have that dD(∅) = |EH| ≤ η(0) = η by
(∗∗). So D is of the 0-type η.
Now take k ≥ 1 and assume that the theorem is true for every (k− 1, k)-uniform hypergraph.
Nowweuse transfinite induction on ξ = |EH|. If ξ ≤ η, then it is sufficient to directH to form an arbitrary k-dihypergraph
D, since then we have that dD(V ) ≤ |EH| = ξ ≤ η for each finite V ⊆ VH.
Thuswe can take η < ξ ≤ η(k) and assume that our thesis is true for (k, k+1)-uniform hypergraphs L such that |EL| < ξ .
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Having Lemma 3.10 it is sufficient to construct an increasing sequence (Hα)α<ξ of relative subhypergraphs ofH satisfying
(i)–(iii) of this lemma. We can assume that VH =e∈EH IH(e) (omitting isolated vertices if necessary). Hence and by (∗)we
obtain
|VH| ≤ |EH| = ξ .
Note that the equality also holds (see below), but we will not use this fact in what follows.
Thus by the Well-ordering Theorem all the vertices of H can be set in an injective sequence (vα)α<ξ , i.e., vα ≠ vβ for
α ≠ β .
For each α < ξ let Hα be the unique relative subhypergraph of H with vertex set {vγ : γ < α}. Obviously, (Hα)α<ξ is an
increasing sequence.
Since |VHα | = |{vγ : γ < α}| = |{γ : γ < α}| ≤ α < ξ , we obtain that the family X of all the k- and k + 1-element
subsets of VHα has cardinality less that ξ . Hence and by (∗),
|EHα | =

V∈X
EHαh (V )
 ≤ |X| · η < ξ · η < ξ · ξ = ξ .
Thus by induction hypothesis (induction on ξ ), Hα can be directed into the k-type η.
Now take a vertex u ∈ VHα \γ<α VHγ and the (k − 1, k)-uniform hypergraph K = H γ<α VHγ , u. First, for each
(k− 1)- or k-element set V we have that
hK(V ) = hH(V ∪ {u}) ≤ η.
Second,
γ<α
VHγ
 ≤ |VHα | ≤ η(k−1),
because VHγ ⊆ VHα for γ < α and |VHα | < ξ ≤ η(k).
As above, these two facts imply that |EK| ≤ η(k−1). Thus by induction hypothesis (induction on k) we infer that K can be
directed into the (k− 1)-type η.
Finally observe that

α<ξ V
Hα =α<ξ {vγ : γ < α} = {vγ : γ < ξ} = VH, since in particular ξ is a limit ordinal. Hence,
EH =

α<ξ
EHα ,
as (Hα)α<ξ is an increasing sequence of relative subhypergraphs of H.
Thus Lemma 3.10 completes the proof of the induction step of the transfinite induction on ξ . Consequently the induction
step of the induction on k is also completed. 
The proof of (c)H⇒ (a) of 3.9. We apply transfinite induction on ξ = |VH|. If ξ ≤ η(k), then in the same way as in the
previous proof we obtain that |EH| ≤ η(k). Hence and by Theorem 3.11, H satisfies (a).
Thus we can assume that
ξ ≥ η(k+1).
Having Lemma 3.10 it is sufficient to construct an increasing sequence (Hα)α<ξ of relative subhypergraphs of H satisfying
(i)–(iii) of this lemma.
Applying the Well-ordering Theorem we set all the vertices of H in an injective sequence (vα)α<ξ . Next, for each α < ξ
let Vα = {vγ : γ < α} and let Hα be the unique relative subhypergraph of Hwith the vertex set CH(Vα).
Since (Vα)α<ξ is an increasing sequence and CH is an algebraic closure operator, we can deduce two facts. First, that
(Hα)α<ξ is also an increasing sequence, and the second, that for each α < ξ ,
CH

γ<α
VHγ

=

γ<α
CH(VHγ ) =

γ<α
CH(CH(Vγ )) =

γ<α
VHγ .
Hence and by (b.2) we obtain that (Hα)α<ξ satisfies (ii) of Lemma 3.10.
Similarly to the previous proof we obtain that

α<ξ Vα = VH. Hence, VH =

α<ξ V
Hα , since Vα ⊆ CH(Vα) for α < ξ .
Thus, again as in the previous proof, we have
EH =

α<ξ
EHα
as (Hα)α<ξ is an increasing sequence of relative subhypergraphs of H.
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Nowwe show that eachHα for α < ξ can be directed into the k-type η. It is well-known that we can restrict the algebraic
closure operator CH to VHα to obtain a new operator Cα , which is also algebraic and satisfies (c.1).
Moreover, for every W ⊆ VHα and u ∈ VHα \ CH(W ), the hypergraph Hα(Cα(W ), u) is a weak subhypergraph of
H(CH(W ), u). Hence we obtain that Cα satisfies (b.2) for Hα . Observe also that |VHα | = |CH(Vα)| ≤ max{η(k), |Vα|} < ξ ,
because ξ ≥ η(k+1) and |Vα| = |{γ : γ < α}| ≤ α < ξ . Thus by induction hypothesis Hα can be directed into the
k-type η. 
A simple consequence of Theorem 3.9 is the following result for graphs proved in [14].
Corollary 3.12. A graph G can be directed to form a directed graph D of infinite 1-type η if and only if G
satisfies (∗) of Theorem 3.9 for k = 1 and there is an algebraic closure operator CG which satisfies (c.1) of Theorem 3.9 for
k = 1 and such that for each W ⊆ V G and v ∈ V G \ CG(W ), the set of all the edges connecting v and CG(W ) has cardinality not
greater than η.
Let η be an infinite cardinal number and let H be a (k+ 1)-uniform hypergraph such that |VH| ≥ η(k+1) and hH(V ) ≥ 1
for each k+ 1-element set V ⊆ VH.
Applying induction on k we show that H cannot be directed into the k-type η. If k = 0, then |EH| ≥ |VH| ≥ η(1) > η,
which means that H cannot be directed into the 0-type η. Thus assume k ≥ 1. Let C be an arbitrary closure operator on VH
such that |C(U)| ≤ max{η(k), |U|} for U ⊆ VH. Take a setW ⊆ VH such that |W | = η(k). Then η(k) = |W | ≤ |C(W )| ≤ η(k),
so |C(W )| = η(k). Hence, there is a vertex v ∈ VH \ C(W ). Let K = H(C(W ), v). Since hK(U) = hH(U ∪ {v}) ≥ 1 for every
k-element set U ⊆ C(W ), we obtain by induction hypothesis that K cannot be directed into the (k − 1)-type η. Thus C
does not satisfy (b.2) of Theorem 3.9 and consequently H cannot be directed into the k-type η. This example shows that the
condition (∗) of Theorem 3.9 is not sufficient for infinite k-types η.
Now take a k+ 1-uniform hypergraph H such that |VH| = η(k+1) and hH(V ) = 1 for each k+ 1-element set V ⊆ VH. We
have shown above that H cannot be directed into the k-type η. On the other hand, if K is a weak subhypergraph of H such
that |VK| < |VH|, thenK can be directed into the k-type η. This follows from Theorem 3.11, because |EK| = |V∈X EKh (V )| =
|X| = |VK| < η(k+1), where X is the family of all the k + 1-element subsets of VK. This example shows that for infinite
k-types there is no characterization as simple as for finite ones.
By Proposition 3.2 and Theorem 3.11 (see also Proposition 1.17) we obtain in particular
Corollary 3.13. Let a hypergraph H and a strictly infinite dihypergraph type τ = (τ0, τ1, τ2, . . .) satisfy the following two
conditions:
(∗) hH(V ) ≤ max{τ|V |−1, τ|V |} for every non-empty and finite set V ⊆ VH,
(∗∗) for each k ∈ N if τk > τk+1, then
|{e ∈ EH: |IH(e)| = k+ 1, hH(IH(e)) > τk+1}| ≤ (τk)(k).
Then H can be directed into τ .
Proposition 3.2 and Theorem 3.9 give the following solution of our hypergraph problem for strictly infinite types (note
that (2) below is equivalent to the fact that the hypergraph H0 from Proposition 3.2 can be directed into a 0-type τ0).
Theorem 3.14. A hypergraph H can be directed into a strictly infinite dihypergraph type τ = (τ0, τ1, τ2, . . .) if and only if the
following conditions hold:
(1) for each non-empty and finite set V ⊆ VH, hH(V ) ≤ max{τ|V |−1, τ|V |},
(2) if τ0 > τ1, then |{e ∈ EH: |IH(e)| = 1, hH(IH(e)) > τ1}| ≤ τ0,
(3) for each k ∈ N \ {0} if τk > τk+1, then the (k + 1)-uniform hypergraph Hk from Proposition 3.2 satisfies (b) or (c) of
Theorem 3.9 (where η is replaced by τk).
Proposition 3.1 and Theorem 3.14, together with Theorems 2.1 and 2.9 and also Proposition 1.15, characterize hypergraphs
which can be directed into a fixed (finite or infinite) dihypergraph type τ .
It is shown in [15] that the necessary condition (I) of Proposition 1.17 is also sufficient for dihypergraph types τ =
(τ0, τ1, τ2, . . .) which are increasing sequences with at most one non-zero natural number, i.e., there is a non-negative
integer m ∈ N such that τ0 = τ1 = · · · = τm−2 = 0, τm−1 ∈ N and ℵ0 ≤ τm ≤ τm+1 ≤ · · · (if m = 0, then we have an
increasing sequence of infinite cardinal numbers).
Observe first that this fact follows from Propositions 3.1 and 3.2 too. More precisely, take such a type τ and a hypergraph
H which satisfies (I) for τ . Next, let K1 and K2 be weak subhypergraphs of H such that the first contains all the edges of H
with m − 1 endpoints and the second contains all the other edges of H. By (I) we have that hH(V ) ≤ τ|V | for each finite
and non-empty V ⊆ VH. Hence, K1 can be directed into the finite type (0, . . . , 0, τm−1, 0, . . .), since each edge of K1 can
be directed to form a directed (m − 1)-loop. Further, it easily follows from this inequality and Proposition 3.2 that K2 can
be directed to the strictly infinite dihypergraph type (0, . . . , τm, τm+1, . . .). Thus by Proposition 3.1 we infer that H can be
directed into τ .
Now we show that (I) of Proposition 1.17 is a sufficient condition only for such types. Let τ = (τ0, τ1, τ2, . . .) be a
dihypergraph type which does not satisfy the above conditions. Then there is k ∈ N such that
(1) 1 ≤ τk < ℵ0 and τk+1 < ℵ0 or (2) τk > τk+1 and τk ≥ ℵ0.
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More precisely, if τ is increasing but has at least two non-zero natural numbers, then τ satisfies (1). If τ is not increasing,
then τk > τk+1 for some k ∈ N. Thus we have (1) if τk ∈ N, and (2) if τk ≥ ℵ0.
Assume first that τ satisfies (2). Take the hypergraph HXY (defined at the end of Section 2) for sets X, Y such that
|X | ≥ τ (k+1)k and |Y | = τ (1)k+1. Then hHXY (V ) = |Y | ≤ τk for V ∈ X by (2), so HXY satisfies (I).
On the other hand, take weak subhypergraphs K1 and K2 of HXY as in Proposition 3.1(c). If τk+1 ≥ ℵ0, then K1 contains
all the edges of HXY , because τk ≥ ℵ0. If τk+1 < ℵ0, then EHXYh (V ) ⊆ EK1 for each V ∈ X, because hHXY (V ) = |Y | > τk+1,
so again K1 contains all the edges. Thus in both cases we can assume K1 = HXY (adding some vertices of HXY if necessary).
Next, since hK1(V ) = hHXY (V ) > τk+1, we have that Hk = K1, where Hk is the k+ 1-hypergraph from Proposition 3.2 for K1.
Since we have shown above that HXY cannot be directed into the k-type τk,K1 cannot be directed into τ 1, where τ 1 is the
strictly infinite dihypergraph type corresponding to τ as defined in Proposition 3.1. Consequently, HXY cannot be directed
into τ .
If τ satisfies (1), then we take the finite hypergraph HXY with |X | ≥ (k + 1) · (τk + 1) and |Y | = τk+1 + 1. Then HXY
satisfies (I) of Proposition 1.17, since τk ≥ 1. On the other hand, we have shown in the end of Section 2 that HXY cannot be
directed into τ 2, where τ 2 is the finite type corresponding to τ as defined in Proposition 3.1. ThusHXY cannot be directed into
τ either, since for every decomposition of HXY into two hypergraphs K1,K2 as in Proposition 3.1(c), we have (see remarks
following Proposition 3.1) that K2 contains all the edges of HXY .
Now let τ be a type such that its strictly infinite part τ 1 of Proposition 3.1 is non-zero and is not increasing. Then
there exists k ∈ N such that τk > τk+1 and τk ≥ ℵ0. We have shown above that HXY cannot be directed into τ for
X and Y such that |X | = τ (k+1)k and |Y | = τ (1)k+1. On the other hand, take a weak subhypergraph K of HXY such that
|VK| < |X | = τ (k+1)k . Then |VK| ≤ τ (k)k and hK(V ) ≤ hH(V ) = |Y | ≤ τk for each k + 1-element set V ⊆ VK. Hence
we obtain that |EK| = V∈X EKh (V ) ≤ τk · |X| ≤ τk · τ (k)k = τ (k)k , whereX is the family of all the k + 1-element subsets
of VK. Thus by Corollary 3.13 we have that K can be directed into τ 1 and therefore also into τ . This example shows that for
infinite dihypergraph types our problem has no solution as simple as for the finite case (see e.g., Theorem 2.1).
Proposition 3.15. Let τ be a dihypergraph type such that τ0, τ1, . . . , τm−1 ∈ N and ℵ0 ≤ τm ≤ τm+1 ≤ · · · for some m ∈ N.
Then a hypergraph H can be directed into τ if and only if each of its finite weak subhypergraphs can be directed into τ .
Proof. The implicationH⇒ is obvious. To see the inverse implication it is sufficient to use Proposition 3.1. More precisely,
we take weak subhypergraphs K1,K2 ofH such that K1 consists of all the edges with k endpoints for k ≥ m, and K2 contains
the remaining edges. Since τ 1 = (0, . . . , 0, τm, τm+1, . . .), we have that K1 can be directed into τ 1 if and only if K1 satisfies
the inequality (I) of Proposition 1.17 for τ 1. Obviously K1 satisfies (I) if and only if each of its finite weak subhypergraphs
satisfies (I). Thus to complete the proof we apply Theorem 2.1 to K2. 
Observe that the hypergraph results obtained solve our initial algebraic problem for algebra types ⟨K , κ⟩ and for latticesL
satisfying (w.1)–(w.4) of Theorem 1.1. The solution is in terms of subhypergraphs of the hypergraphU(L), which represents
L. But vertices and edges of U(L) are atoms and non-zero non-atomic join-irreducible elements of L, respectively, so
hypergraph conditions can be translated into an algebraic language.Moreover, the following fact holds (see [12] and also [15]
for proof details; note only that this fact is implied by the lattice result which is recalled after Theorem 1.1). Let a lattice L
satisfy (w.1)–(w.4) of Theorem 1.1. Let A ⊆ At(L) and I ⊆ Ir(L) be sets such that At(i) ⊆ A for each i ∈ I . Then the complete
sublattice [A∪ I]L generated by A∪ I ∪ {0} (where 0 is the least element ofL) consists of joins of elements from A∪ I ∪ {0}
only; in particular, At([A ∪ I]L) = A, Ir([A ∪ I]L) = I and [A ∪ I]L satisfies (w.1)–(w.4) of Theorem 1.1.
Hence, U([VK ∪ EK]L) = K for each weak subhypergraph K of U(L). And conversely, if A and I are sets as above, then
K = U([A∪ I]L) is the weak subhypergraph ofU(L)with A as its vertex set and I as its edge set. If I = {i ∈ Ir(L): At(i) ⊆ A},
then K is a relative subhypergraph of U(L).
For example, we have by this fact that (k, k + 1)-uniform subhypergraphs of U(L) correspond to sublattices of L
generated by At(L) ∪ {0} and the set {i ∈ Ir(L): |At(i)| = k or |At(i)| = k+ 1}.
Moreover, we obtain the following algebraic version of Theorem 2.1: a lattice L is isomorphic to the weak subalgebra
lattice Sw(A) of some partial algebra A of a given finite type ⟨K , κ⟩ if and only if for each finite set A ⊆ At(L) there is a
partial algebraB of type ⟨K , κ⟩ such that Sw(B) ≃ [A ∪ {i ∈ Ir(L): At(i) ⊆ A}]L.
Recall also that not every dihypergraph type is interesting from an algebraic point of view (see remarks following
Definition 1.10, for more details see also [15]). In particular, for each algebra type ⟨K , κ⟩ the dihypergraph type T(K , κ) is a
decreasing sequence with possible exception of the first element T0(K , κ) which equals |κ−1(0)|. Next, if ⟨K , κ⟩ is a finite
algebra type, then almost all the terms of T(K , κ) are equal zero. Thus in this case the decomposition given in Proposition 1.15
is finite.
Now take an infinite algebra type ⟨K , κ⟩. First we can assume that κ−1(0) = ∅ or |κ−1(0)| > |κ−1(N \ {0})| (i.e., it
has no constants or its set of constants has cardinality greater than the set of all the other operation symbols). Since for
|κ−1(0)| ≤ |κ−1(N \ {0})|, we easily obtain by Proposition 3.3 that a lattice L can be represented by a partial algebraA of
type ⟨K , κ⟩ if and only if L can be represented by a partial algebra B of type ⟨K ′, κ ′⟩, where ⟨K ′, κ ′⟩ is the type obtained
from ⟨K , κ⟩ by omitting all the constant symbols.
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Second, exactly one of the following two conditions holds:
(1) κ−1({i, i+ 1, . . .}) ≠ ∅ for each i ∈ N
or
(2) there ism ∈ N such that |κ−1(m)| ≥ ℵ0 and |κ−1({m+ 1,m+ 2, . . .})| < ℵ0.
If ⟨K , κ⟩ satisfies (1), then using our assumption we get that T(K , κ) is a strictly infinite and decreasing (possibly except for
the first element, which may be 0) dihypergraph type which contains only infinite cardinal numbers. Thus in this case it is
sufficient to use Theorem 3.14.
Now let ⟨K , κ⟩ satisfy (2) and take two its subtypes ⟨K1, κ1⟩, ⟨K2, κ2⟩ such that K1 = κ−1({0, . . . ,m}), K2 = κ−1({m +
1,m+ 2, . . .}) and κ1 = κ|K1 , κ2 = κ|K2 . Then the first subtype ⟨K1, κ1⟩ satisfies the following particular case of (2):
(3) there ism ∈ N such that |κ−11 (m)| ≥ ℵ0 and κ−11 ({m+ 1,m+ 2, . . .}) = ∅.
Observe that Ti(K1, κ1) = Ti(K , κ) for i = 0, . . . ,m and Ti(K1, κ1) = 0 for i ≥ m + 1. In particular T(K1, κ1) is a
strictly infinite dihypergraph type, because Tm(K , κ) ≥ |κ−1(m)| and T0(K , κ) is zero or infinite (by our assumption).
Further, Ti(K2, κ2) = Tm+1(K , κ) for i = 0, . . . ,m and Ti(K2, κ2) = Ti(K , κ) for i ≥ m + 1. In particular T(K2, κ2) is
a finite dihypergraph type (and even almost all of its elements are equal zero). Thus, in this case, Proposition 3.1 shows
that our algebraic problem can be divided into two cases: for finite algebra types (here we use Theorems 2.1 and 2.9 and
Proposition 1.15) and for infinite algebra types such that their corresponding dihypergraph types are strictly infinite, here
we apply Theorem 3.14.
Note that if an infinite algebra type ⟨K , κ⟩ satisfies (1) or (3), then we have T0(K , κ) = |κ−1(0)| and for each i ≥
1, Ti(K , κ) = |κ−1({i, i+ 1, i+ 2, . . .})|.
Recall (see [13] and also Section 1, Lemma 1.4 and remarks following Definition 1.2 and Proposition 1.11) that the family
of all the weak subhypergraphs of a hypergraph H forms a lattice Sw(H) satisfying (w.1)–(w.4) of Theorem 1.1. Next, the
hypergraph U(Sw(H)) is isomorphic to H. Applying these facts we can build lattices that satisfy (w.1)–(w.4) of Theorem 1.1
(i.e., they are represented by weak subalgebra lattices), but are not isomorphic to the weak subalgebra lattice of any partial
algebra of a given type ⟨K , κ⟩. It is sufficient to take the dihypergraph type T(K , κ) and any hypergraph Hwhich cannot be
directed into T(K , κ) and then take the lattice Sw(H).
It easily follows from Proposition 1.17 (see also [15]) that if L ≃ Sw(A) for some partial algebraA of type ⟨K , κ⟩, then
for each finite and non-empty set A ⊆ At(L), |{i ∈ Ir(L): At(i) = A}| ≤ T|A|−1(K , κ) · |A| + T|A|(K , κ). We also know by [15]
that it is a sufficient condition for algebra types ⟨K , κ⟩ such that T0(K , κ) ≤ T1(K , κ) = T2(K , κ) = · · · ≥ ℵ0.
Now observe that this is true only for such types of algebras. For a finite type ⟨K , κ⟩ it is sufficient to take the hypergraph
H as in the last example of Section 2 for τ = T(K , κ) and the lattice Sw(H). So assume that ⟨K , κ⟩ is an infinite type. Since
T0(K , κ) ≥ ℵ0 or T1(K , κ) ≥ ℵ0, we have that if ⟨K , κ⟩ is not as above, then there is k ∈ N such that Tk(K , κ) > Tk+1(K , κ)
and Tk(K , κ) ≥ ℵ0. Thus we take the hypergraphH as in the first example following Theorem 3.14 for T(K , κ) and the lattice
Sw(H).
Moreover, we can take the hypergraph H as in the last example following Theorem 3.14. Then L = Sw(H) is a lattice
which satisfies (w.1)–(w.4) and cannot be represented by the weak subalgebra lattice of a partial algebra of type ⟨K , κ⟩,
although such an algebra exists for every sublattice [A ∪ I]L such that |A| < |At(L)|, where A ⊆ At(L), I ⊆ Ir(L) and
At(i) ⊆ A for i ∈ I , since U([A ∪ I]L) is a weak subhypergraph of U(L) ≃ H and A is its vertex set.
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