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This paper dealswith first order integro-differential equations ofmixed typewith deviating
arguments. We investigate the existence of solutions of such problems with integral
boundary conditions by establishing a comparison result and applying the monotone
iterative technique. To obtain corresponding results, we also discuss first order differential
inequalities with deviating arguments. Two examples demonstrate the application of our
results.
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1. Introduction
In this paper, we study the following integral boundary value problems for first order integro-differential equations with
deviating arguments:
x′(t) = f (t, x(t), x(α(t)), Tx(t), Sx(t)) ≡ Fx(t),
x(0) = λ1x(τ )+ λ2
∫ T
0
ω(s, x(s))ds+ k, (1.1)
where t ∈ J = [0, T ](T > 0), f ∈ C(J × R4, R), α ∈ C(J, J), τ ∈ (0, T ], ω ∈ C(J × R, R), λ1, λ2, k ∈ R, and
(Tx)(t) =
∫ β(t)
0
k(t, s)x(γ (s))ds, (Sx)(t) =
∫ T
0
h(t, s)x(δ(s))ds.
Here β, γ , δ ∈ C(J, J), k(t, s) ∈ C[D, R+], h(t, s) ∈ C[D0, R+],D = {(t, s) ∈ R2 | 0 ≤ s ≤ β(t), t ∈ J},D0 = {(t, s) ∈ R2 |
0 ≤ s ≤ t, t ∈ J}, R+ = [0,+∞).
If λ1 = 1, λ2 = k = 0 and τ = T , then we have the periodic boundary condition, if λ1 = 0, then we have the integral
boundary condition, and if λ1 = λ2 = 0, we have an initial condition as the special case of the boundary condition in (1.1).
Remark 1. Wenote that the boundary value condition in (1.1) would change if τ changes from zero to any positive constant
in the interval (0, T ]. That is, our boundary value condition has a very general form.
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Remark 2. For appropriate and suitable choices of α, β, γ , δ, λ1, λ2 and τ , it is easy to see that problem (1.1) includes
a number of differential equations, differential equations with deviating arguments, integro-differential equations and
integro-differential equations with deviating arguments studied by many authors as special cases, see [1–5,8,11] and the
references therein.
The theory of integro-differential equations with deviated argument is an important and significant branch of nonlinear
analysis. It is worth mentioning that integro-differential equations with deviated argument appear often in investigations
connectedwithmathematical physics,mechanics, engineering, economics and so on (see [12–14]). One of the basic problems
considered in the theory of integro-differential equations with deviated argument is to establish convenient conditions
guaranteeing the existence of solutions of those equations.
To obtain existence results for differential equations, someone used the monotone iterative method, for details, see [1].
There is a vast literature devoted to the applications of this method to differential equations with initial and boundary
conditions, for details, see [1,4–11,15–17]. We also apply this technique to problem (1.1).
Some existence results for special cases of problem (1.1) are known. In paper [4], by using themethod of lower and upper
solutions combined with the monotone iterative technique, the author successfully investigated the problems
x′(t) = f (t, x(t)), t ∈ J = [0, T ], T > 0,
x(0) = λ
∫ T
0
x(s)ds+ d, d ∈ R,
where f ∈ C(J×R, R) andλ = 1 or−1. The existence of extremal and unique solutionswas discussed. It isworth pointing out
that the author of [4] applied a completely different method in [2,3]. In paper [8], the method of lower and upper solutions
combined with the monotone iterative technique and the numerical-analytic method was applied to study the problems
x′(t) = f
(
t, x(t),
∫ T
0
k(s)x(s)ds
)
≡ Fx(t), t ∈ J = [0, T ], T > 0,
x(0) = λx(T )+
∫ T
0
D(s)x(s)ds+ d ≡ Bx, d ∈ R,
where f ∈ C(J × R2, R), f is non-decreasing with respect to the third variable, k,D ∈ C(J, R+), λ ∈ R and λ ≥ 0. Theorem
1 of Jankowski [8] improves and generalizes Theorem 1 of Jankowski [4]. The existence of extremal and unique solutions
was investigated. Our results essentially improve, generalize and unify the corresponding results of the above-mentioned
papers, which can be obtained as special cases of our general considerations.
In this paper, we first establish a new comparison theorem, and then, by using the monotone iterative technique, we
investigate the extremal solutions and iterative approximation of the unique solution of (1.1). Two examples illustrate our
results.
2. Several lemmas
The following comparison results and lemmas play an important role in this paper.
Lemma 1 (Comparison Theorem). Let α, β, γ , δ ∈ C(J, J), α(t), β(t), γ (t), δ(t) ≤ t on J, Assume that p ∈ C1(J, R) satisfies{
p′(t) ≥ −M(t)p(t)− K(t)p(α(t))− N(t)(Tp)(t)− L(t)(Sp)(t),
p(0) ≥ 0, (2.1)
where M(t), K(t),N(t), L(t) are non-negative bounded integrable functions, and satisfy∫ T
0
[
M(t)+ K(t)+ N(t)
∫ β(t)
0
k(t, s)ds+ L(t)
∫ T
0
h(t, s)ds
]
dt ≤ 1. (2.2)
Then p(t) ≥ 0,∀t ∈ J.
Proof. Assume that p(t) ≥ 0,∀t ∈ J is not true, then there exists a t0 ∈ (0, T ] such that p(t0) < 0. Let max{p(t) : 0 ≤ t ≤
t0} = λ, then λ ≥ 0.
Case 1: if λ = 0, then p(t) ≤ 0,∀t ∈ [0, t0]. Thus, by (2.1), we have p′(t) ≥ 0,∀t ∈ [0, t0]. So, we have p(t0) ≥ p(0) ≥ 0,
which contradicts p(t0) < 0.
Case 2: if λ > 0, then there exists a t1 ∈ [0, t0] such that p(t1) = λ > 0. From (2.1), we have
p′(t) ≥ −λM(t)− λK(t)− λN(t)
∫ β(t)
0
k(t, s)ds− λL(t)
∫ T
0
h(t, s)ds
= −λ
[
M(t)+ K(t)+ N(t)
∫ β(t)
0
k(t, s)ds+ L(t)
∫ T
0
h(t, s)ds
]
, ∀t ∈ [0, t0].
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Thus, we have that
p(t0) = p(t1)+
∫ t0
t1
p′(t)dt
≥ λ− λ
∫ T
0
[
M(t)+ K(t)+ N(t)
∫ β(t)
0
k(t, s)ds+ L(t)
∫ T
0
h(t, s)ds
]
dt
= λ
(
1−
∫ T
0
[
M(t)+ K(t)+ N(t)
∫ β(t)
0
k(t, s)ds+ L(t)
∫ T
0
h(t, s)ds
]
dt
)
.
Then, by p(t0) < 0, we get
∫ T
0 [M(t)+ K(t)+ N(t)
∫ β(t)
0 k(t, s)ds+ L(t)
∫ T
0 h(t, s)ds]dt > 1, which contradicts (2.2).
Hence p(t) ≥ 0,∀t ∈ J . 
For any h(t) ∈ C(J, R) and non-negative bounded integrable functions M(t), K(t),N(t), L(t), we consider the linear
integral boundary value problems for integro-differential equations of mixed type with deviating arguments:
x′(t) = g(t)−M(t)x(t)− K(t)x(α(t))− N(t)(Tx)(t)− L(t)(Sx)(t), t ∈ J,
x(0) = λ1h(τ )+ λ2
∫ T
0
ω(s, h(s))ds+ k, (2.3)
where g(t) = f (t, h(t), h(α(t)), Th(t), Sh(t))+M(t)h(t)+ K(t)h(α(t))+ N(t)(Th)(t)+ L(t)(Sh)(t),∀t ∈ J.
Lemma 2. Let α, β, γ , δ ∈ C(J, J), α(t), β(t), γ (t), δ(t) ≤ t on J, and non-negative bounded integrable functions
M(t), K(t),N(t), L(t) satisfy (2.2). Then (2.3) has a unique solution x(t) ∈ C1(J, R) which is given by
x(t) =
∫ t
0
e−
∫ t
s M(r)dr [g(s)− K(s)x(α(s))− N(s)(Tx)(s)− L(s)(Sx)(s)]ds
+ e−
∫ t
0 M(r)dr
[
λ1h(τ )+ λ2
∫ T
0
ω(s, h(s))ds+ k
]
. (2.4)
Proof. Let x(t) be defined by (2.4). Direct differentiation gives
x′(t) = g(t)−M(t)x(t)− K(t)x(α(t))− N(t)(Tx)(t)− L(t)(Sx)(t), ∀t ∈ J,
x(0) = λ1h(τ )+ λ2
∫ T
0
ω(s, h(s))ds+ k. (2.5)
Hence, x(t) is a solution of (2.3) in C1(J, R).
Now, it remains to show that (2.3) has only a solution in C1(J, R). Let x, y ∈ C1(J, R) be two different solutions of (2.3).
Put p = x− y, then p satisfies the following problem:{
p′(t) = −M(t)p(t)− K(t)p(α(t))− N(t)(Tp)(t)− L(t)(Sp)(t),
p(0) = 0.
By Lemma 1,we know p(t) ≥ 0 on J , so x(t) ≥ y(t),∀t ∈ J . If we now put p = y− x, then using again Lemma 1, we have
y(t) ≥ x(t),∀t ∈ J . It shows that x(t) = y(t),∀t ∈ J . 
Lemma 3. Let M(t) be a non-negative bounded integrable function on J. x(t) ∈ C1(J, R) is a solution of (1.1) if and only if
x(t) ∈ C(J, R) and it is a solution of the following integral equation:
x(t) =
∫ t
0
e−
∫ t
s M(r)dr [f (s, x(s), x(α(s)), (Tx)(s), (Sx)(s))+M(s)x(s)]ds
+ e−
∫ t
0 M(r)dr
[
λ1x(τ )+ λ2
∫ T
0
ω(s, x(s))ds+ k
]
.
The proof of Lemma 3 is easy, so we omit it. 
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3. Main results
We say that u ∈ C1(J, R) is called a lower solution of (1.1) if
u′(t) ≤ Fu(t), t ∈ J, u(0) ≤ λ1u(τ )+ λ2
∫ T
0
ω(s, u(s))ds+ k,
and it is an upper solution of (1.1) if the above inequalities are reversed.
Theorem 1. Let y0, z0 ∈ C1(J, R) be lower and upper solutions of (1.1), respectively, and y0(t) ≤ z0(t), t ∈ J . In addition
assume that:
(H1) : f ∈ C(J × R4, R), α, β, γ , δ ∈ C(J, J), α(t), β(t), γ (t), δ(t) ≤ t,∀t ∈ J, τ ∈ (0, T ], ω ∈ C(J × R, R) and λ1, λ2 ≥ 0.
(H2) : There exist non-negative bounded integrable functions M(t), K(t),N(t), L(t) on J and satisfy (2.2), such that
f (t, u1, u2, Tu1, Su1)− f (t, v1, v2, Tv1, Sv1)
≥ −M(t)(u1 − v1)− K(t)(u2 − v2)− N(t)T (u1 − v1)− L(t)S(u1 − v1),
if y0(t) ≤ v1 ≤ u1 ≤ z0(t), y0(α(t)) ≤ v2 ≤ u2 ≤ z0(α(t)).
(H3) : There exists a(t) ∈ C(J, R+) such that
ω(t, v)− ω(t, v¯) ≥ a(t)(v − v¯),
if y0(t) ≤ v¯ ≤ v ≤ z0(t).
Then (1.1) has extremal solutions y, z ∈ [y0, z0]. Moreover, there exist monotone iterative sequences {yn(t)}, {zn(t)} ⊂
[y0, z0] such that yn → y, zn → z(n→+∞) uniformly on t ∈ J , where {yn(t)}, {zn(t)} are defined as
yn(t) =
∫ t
0
e−
∫ t
s M(r)dr [f (s, yn−1(s), yn−1(α(s)), Tyn−1(s), Syn−1(s))+M(s)yn−1(s)
− K(s)(yn − yn−1)(α(s))− N(s)T (yn − yn−1)(s)− L(s)S(yn − yn−1)(s)] ds
+ e−
∫ t
0 M(r)dr
[
λ1yn−1(τ )+ λ2
∫ T
0
ω(s, yn−1(s))ds+ k
]
, ∀t ∈ J, n = 1, 2, . . . , (3.1)
zn(t) =
∫ t
0
e−
∫ t
s M(r)dr [f (s, zn−1(s), zn−1(α(s)), Tzn−1(s), Szn−1(s))+M(s)zn−1(s)
− K(s)(zn − zn−1)(α(s))− N(s)T (zn − zn−1)(s)− L(s)S(zn − zn−1)(s)] ds
+ e−
∫ t
0 M(r)dr
[
λ1zn−1(τ )+ λ2
∫ T
0
ω(s, zn−1(s))ds+ k
]
, ∀t ∈ J, n = 1, 2, . . . , (3.2)
and
y0 ≤ y1 ≤ · · · ≤ yn ≤ · · · ≤ y ≤ z ≤ · · · ≤ zn ≤ · · · ≤ z1 ≤ z0. (3.3)
Proof. For any yn−1, zn−1 ∈ C(J, R), by Lemma 2, we know that (3.1) and (3.2) have unique solutions yn, zn ∈ C(J, R),
respectively.
Next, we show that
yn−1 ≤ yn ≤ zn ≤ zn−1, n = 1, 2, . . . . (3.4)
By (3.1) and (3.2), we have
y′n(t) = f (t, yn−1(t), yn−1(α(t)), Tyn−1(t), Syn−1(t))−M(t)(yn − yn−1)(t)− K(t)(yn − yn−1)(α(t))− N(t)T (yn − yn−1)(t)− L(t)S(yn − yn−1)(t),
yn(0) = λ1yn−1(τ )+ λ2
∫ T
0
ω(s, yn−1(s))ds+ k,
(3.5)

z ′n(t) = f (t, zn−1(t), zn−1(α(t)), Tzn−1(t), Szn−1(t))−M(t)(zn − zn−1)(t)− K(t)(zn − zn−1)(α(t))− N(t)T (zn − zn−1)(t)− L(t)S(zn − zn−1)(t),
zn(0) = λ1zn−1(τ )+ λ2
∫ T
0
ω(s, zn−1(s))ds+ k.
(3.6)
Let p(t) = y1(t)− y0(t), by (3.5) and y0 be the lower solution of (1.1), we have{
p′(t) ≥ −M(t)p(t)− K(t)p(α(t))− N(t)(Tp)(t)− L(t)(Sp)(t),
p(0) ≥ 0.
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Hence, by Lemma 1, we have y0(t) ≤ y1(t),∀t ∈ J . Similarly, we can show that z1(t) ≤ z0(t),∀t ∈ J . Now, we let
p(t) = z1(t)− y1(t), by (3.5), (3.6), (H2) and (H3), we have
p′(t) = Fz0(t)− Fy0(t)−M(t)(z1 − z0)(t)− K(t)(z1 − z0)(α(t))
−N(t)T (z1 − z0)(t)− L(t)S(z1 − z0)(t)+M(t)(y1 − y0)(t)
+ K(t)(y1 − y0)(α(t))+ N(t)T (y1 − y0)(t)+ L(t)S(y1 − y0)(t)
≥ −M(t)p(t)− K(t)p(α(t))− N(t)(Tp)(t)− L(t)(Sp)(t),
p(0) ≥ λ1(z0 − y0)(τ )+ λ2
∫ T
0
[ω(s, z0(s))− ω(s, y0(s))]ds
≥ λ2
∫ T
0
a(s)(z0 − y0)(s)ds ≥ 0.
Thus, by Lemma 1, we can get y1(t) ≤ z1(t),∀t ∈ J . Therefore, we have y0 ≤ y1 ≤ z1 ≤ z0.
Now, we suppose that (3.4) is true for k > 1, i, e., yk−1 ≤ yk ≤ zk ≤ zk−1, and we prove that (3.4) is true for k+ 1 too. In
fact, by (3.5), (H2) and (H3), let q(t) = yk+1 − yk, we have that
q′(t) ≥ −M(t)q(t)− K(t)q(α(t))− N(t)(Tq)(t)− L(t)(Sq)(t),
q(0) ≥ λ1(yk − yk−1)(τ )+ λ2
∫ T
0
a(s)(yk − yk−1)(s)ds ≥ 0.
Thus, by Lemma 1, we can obtain q(t) ≥ 0,∀t ∈ J . That is, yk(t) ≤ yk+1(t),∀t ∈ J . Similarly, by (3.6), (H2), (H3) and
Lemma 1, we can get zk+1(t) ≤ zk(t),∀t ∈ J . Next, we let q(t) = zk+1 − yk+1, Then, by (3.5), (3.6), (H2) and (H3), we have
q′(t) = Fzk(t)− Fyk(t)−M(t)(zk+1 − zk)(t)− K(t)(zk+1 − zk)(α(t))
−N(t)T (zk+1 − zk)(t)− L(t)S(zk+1 − zk)(t)+M(t)(yk+1 − yk)(t)
+ K(t)(yk+1 − yk)(α(t))+ N(t)T (yk+1 − yk)(t)+ L(t)S(yk+1 − yk)(t)
≥ −M(t)q(t)− K(t)q(α(t))− N(t)(Tq)(t)− L(t)(Sq)(t),
q(0) ≥ λ1(zk − yk)(τ )+ λ2
∫ T
0
[ω(s, zk(s))− ω(s, yk(s))]ds
≥ λ2
∫ T
0
a(s)(zk − yk)(s)ds ≥ 0,
and so, by Lemma 1, we can obtain yk+1 ≤ zk+1,∀t ∈ J . Thus, we have yk ≤ yk+1 ≤ zk+1 ≤ zk. So, by induction, (3.4) holds
for all positive integers n. That is,
y0 ≤ y1 ≤ · · · ≤ yn ≤ · · · ≤ zn ≤ · · · ≤ z1 ≤ z0. (3.7)
Using the standard arguments, it is easy to show that {yn} and {zn} are uniformly bounded and equicontinuous in [y0, z0].
By (3.7) and the Arzela–Ascoli theorem, we have
lim
n→∞ yn(t) = y(t), limn→∞ zn(t) = z(t)
uniformly on t ∈ J , and the limit functions y, z satisfy (1.1). Moreover, y, z ∈ [y0, z0]. By Lemma 3, we know y(t) and z(t)
are solutions of (1.1) in [y0, z0].
Next, we prove that y, z are extremal solutions of (1.1) in [y0, z0]. In fact, we assume that u ∈ [y0, z0] is any solution of
(1.1). That is,
u′(t) = f (t, u(t), u(α(t)), Tu(t), Su(t)), t ∈ J,
u(0) = λ1u(τ )+ λ2
∫ T
0
ω(s, u(s))ds+ k.
By (3.5) and (3.6), (H2), (H3) and Lemma 1, it is easy by induction to show that
yn ≤ u ≤ zn, n = 1, 2, . . . . (3.8)
Now, letting n→+∞ in (3.8), we have y ≤ u ≤ z. That is, y, z are extremal solutions of (1.1) in [y0, z0]. 
Remark 3. In (1.1), if ω(s, x(s)) = a(s)x(s), where a(s) ∈ C(J, R+), then (H3) is not required in Theorem 1, and we have the
following theorem.
Theorem 2. Assume that conditions (H1) and (H2) hold. Let y0, z0 ∈ C1(J, R) be lower and upper solutions of (1.1), respectively,
and y0(t) ≤ z0(t), t ∈ J . Then the conclusion of Theorem 1 holds.
Proof. The proof is almost the same as that of Theorem 1, so we omit it. 
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Remark 4. In the special case where f does not contain the deviating argument x(α(t)) and the operators Tx(t), Sx(t), by
setting λ1 = 0 and ω(s, x(s)) = x(s), Theorems 1 and 2 develop Theorem 1 of Jankowski [4]. Moreover, condition (H2) in
this paper is more extensive than (H3) in [4], and if we let M(t) = M, K(t) = N(t) = L(t) = 0 in (H2), we can obtain
condition (H3) in [4]. Therefore, Theorems 1 and 2 develop and generalize the results in [4].
Remark 5. In (1.1), if f does not contain the deviating argument x(α(t)) and the operator Tx(t), by setting τ = T and
λ2ω(s, x(s)) = D(s)x(s), h(t, s) = k(s), δ(s) = s, then Theorems 1 and 2 imply Theorem 1 of Jankowski [8]. But the
conditions in this paper are more extensive than those of [8]. So the results presented in this paper generalize the results
of [8].
Remark 6. Theorems 1 and 2 also improve and generalize Theorem4 of Jankowski [5] and the theoremof Song and Zhu [11].
It is worth pointing out that our conclusions of Theorems 1 and 2 cannot be obtained by Theorem 1 of Jankowski [4,8],
Theorem 4 of Jankowski [5] and the theorem of Song and Zhu [11].
Let ‖x‖C = maxt∈J |x(t)|, we have the following theorem.
Theorem 3. Let all assumptions of Theorem 1 hold. In addition assume that:
(H4) : There exist non-negative integrable bounded functions ri(t) (i = 1, 2, 3, 4) on J, such that
f (t, u1, u2, Tu1, Su1)− f (t, v1, v2, Tv1, Sv1)
≤ r1(t)(u1 − v1)+ r2(t)(u2 − v2)+ r3(t)T (u1 − v1)+ r4(t)S(u1 − v1),
if y0(t) ≤ v1 ≤ u1 ≤ z0(t), y0(α(t)) ≤ v2 ≤ u2 ≤ z0(α(t)).
(H5) : There exists b(t) ∈ C(J, R+) such that
ω(t, v)− ω(t, v¯) ≤ b(t)(v − v¯),
if y0(t) ≤ v¯ ≤ v ≤ z0(t).
Then (1.1) has a unique solution y¯ ∈ [y0, z0]. Moreover, there exist monotone iterative sequences {yn(t)}, {zn(t)} ⊂
[y0, z0] such that yn → y¯, zn → y¯(n → +∞) uniformly on t ∈ J , where {yn(t)}, {zn(t)} is defined as (3.1) and (3.2) such
that
‖yn(or zn)− y¯‖C ≤ Hn‖z0 − y0‖C , n ∈ N, (3.9)
where H = λ1+
∫ T
0 [λ2b(t)+ r1(t)+M(t)+ r2(t)+K(t)+ (r3(t)+N(t))
∫ β(t)
0 k(t, s)ds+ (r4(t)+ L(t))
∫ T
0 h(t, s)ds]dt < 1.
Proof. It follows from the proof of Theorem 1 that
y0 ≤ y1 ≤ · · · ≤ yn ≤ · · · ≤ zn ≤ · · · ≤ z1 ≤ z0. (3.10)
By (3.1) and (3.2), (H4) and (H5), we have
0 ≤ (zn − yn)(t)
=
∫ t
0
e−
∫ t
s M(r)dr [Fzn−1(s)− Fyn−1(s)+M(s)(zn−1 − yn−1)(s)
− K(s)(zn − zn−1)(α(s))− N(s)T (zn − zn−1)(s)− L(s)S(zn − zn−1)(s)
+ K(s)(yn − yn−1)(α(s))+ N(s)T (yn − yn−1)(s)+ L(s)S(yn − yn−1)(s)]ds
+ e−
∫ t
0 M(r)dr
[
λ1(zn−1 − yn−1)(τ )+ λ2
∫ T
0
(ω(s, zn−1(s)))− ω(s, yn−1(s))ds
]
≤
∫ t
0
e−
∫ t
s M(r)dr [(r1(s)+M(s))(zn−1 − yn−1)(s)+ (r2(s)+ K(s))(zn−1 − yn−1)(α(s))
+ (r3(s)+ N(s))T (zn−1 − yn−1)(s)+ (r4(s)+ L(s))S(zn−1 − yn−1)(s)]ds
+ e−
∫ t
0 M(r)dr
[
λ1(zn−1 − yn−1)(τ )+ λ2
∫ T
0
b(s)(zn−1 − yn−1)(s)ds
]
≤
[
λ1 +
∫ T
0
[
r1(s)+M(s)+ r2(s)+ K(s)+ (r3(s)+ N(s))
∫ β(r)
0
k(s, r)dr
+ (r4(s)+ L(s))
∫ T
0
h(s, r)dr + λ2b(s)
]
ds
]
‖zn−1 − yn−1‖C
≡ H‖zn−1 − yn−1‖C . (3.11)
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By (3.11), it is easy to show by induction that
‖zn − yn‖C ≤ Hn‖z0 − y0‖C , n = 1, 2, . . . . (3.12)
Thus, by (3.10) and (3.12), for any positive integerm, n, we have
‖yn+m − yn‖C ≤ ‖zn − yn‖C ≤ Hn‖z0 − y0‖C ,
‖zn − zn+m‖C ≤ ‖zn − yn‖C ≤ Hn‖z0 − y0‖C . (3.13)
Hence, by (3.13) and H < 1, we know {yn}, {zn} are Cauchy sequences in C(J, R). It is easy to get limn→∞ yn =
y∗, limn→∞ zn = z∗ and yn ≤ y∗ ≤ z∗ ≤ zn, n = 1, 2, . . .. By (3.12), we have
‖z∗ − y∗‖C ≤ ‖zn − yn‖C → 0(n→∞),
so, z∗ = y∗ , y¯, That is, limn→∞ yn = limn→∞ zn = y¯.
By taking limits in (3.1) (or (3.2)) as n→∞, we have
y¯(t) =
∫ t
0
e−
∫ t
s M(r)dr [f (s, y¯(s), y¯(α(s)), (T y¯)(s), (Sy¯)(s))+M(s)y¯(s)]ds
+ e−
∫ t
0 M(r)dr
[
λ1y¯(τ )+ λ2
∫ T
0
ω(s, y¯(s))ds+ k
]
.
Thus, by Lemma 3, we know y¯(t) is a solution of (1.1) in [y0, z0]. If there exists a z¯(t) ∈ [y0, z0] and z¯(t) is also a solution
of (1.1), then, by a proof process similar to that of Theorem 1, we can obtain y¯ ≤ z¯ ≤ y¯, that is z¯ = y¯.
Hence, y¯ is a unique solution of (1.1) in [y0, z0]. Also, we can obtain (3.9) if we take limits in (3.13) asm→∞. 
Remark 7. In (1.1), if ω(s, x(s)) = a(s)x(s), where a(s) ∈ C(J, R+), then (H3) and (H5) are not required in Theorem 3, and
we have the following theorem.
Theorem 4. Assume that conditions (H1), (H2) and (H4) hold. Let y0, z0 ∈ C1(J, R) be lower and upper solutions of (1.1),
respectively, and y0(t) ≤ z0(t), t ∈ J . Then the conclusion of Theorem 3 holds.
Proof. The proof is almost the same as that of Theorem 3, so we omit it. 
Remark 8. Compare our Theorems 3 and 4 with Theorem 2 in [8]; our required conditions are weaker, and our method is
completely different.
Remark 9. In this paper, we obtain the unique solution and its iterative approximation, which is an important improvement
compared with those in the above-mentioned papers.
4. Examples
Example 1. Consider the following problems:
x′(t) = − 1
10
tx(t)+ 1
5
t2[t − x(α(t))]3 + 2
(
t5 −
∫ t2
0
2tsx(s)ds
)5
+
(
t3 −
∫ 1
0
2tsx(s)ds
)7
≡ Fx(t), t ∈ J = [0, 1],
x(0) = λ1x(τ )+ λ2
∫ 1
0
(2s+ s2x(s))ds+ k, τ ∈ (0, 1], λ1, λ2, k ∈ [0,+∞).
(4.1)
Put y0(t) = 0, z0(t) = 1, α ∈ C(J, J), α(t) ≤ t,∀t ∈ J and λ1 + 43λ2 + k ≤ 1. Note that
Fy0(t) = 15 t
5 + t25 + t21 ≥ 0 = y′0(t),
y0(0) = 0 ≤ λ2 + k = λ2
∫ 1
0
2sds+ k;
Fz0(t) = − 110 t +
1
5
t2(t − 1)3 ≤ 0 = z ′0(t),
z0(0) = 1 ≥ λ1 + 43λ2 + k = λ1 + λ2
∫ 1
0
(2s+ s2)ds+ k.
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It shows that y0 and z0 are lower and upper solutions of (4.1). Let
f (t, u, µ, v,w) = − 1
10
tu+ 1
5
t2(t − µ)3 + 2(t5 − v)5 + (t3 − w)7,
we have
f (t, u, µ, v,w)− f (t, u¯, µ¯, v¯, w¯) = − 1
10
t(u− u¯)+ 1
5
t2[(t − µ)3 − (t − µ¯)3] + 2[(t5 − v)5 − (t5 − v¯)5]
+ [(t3 − w)7 − (t3 − w)7]
≥ − 1
10
t(u− u¯)− 3
5
t2(µ− µ¯)− 10t20(v − v¯)− 7t18(w − w¯),
where y0(t) ≤ u¯ ≤ u ≤ z0(t), y0(α(t)) ≤ µ¯ ≤ µ ≤ z0(α(t)), Ty0(t) ≤ v¯ ≤ v ≤ Tz0(t), Sy0(t) ≤ w¯ ≤ w ≤ Sz0(t).
We see thatM(t) = 110 t, K(t) = 35 t2,N(t) = 10t20, L(t) = 7t18 and∫ T
0
[
M(t)+ K(t)+ N(t)
∫ β(t)
0
k(t, s)ds+ L(t)
∫ T
0
h(t, s)ds
]
dt
=
∫ 1
0
[
1
10
t + 3
5
t2 + 10t20
∫ t2
0
2tsds+ 7t18
∫ 1
0
2tsds
]
dt
≤ 1
20
+ 1
5
+ 5
13
+ 7
20
< 1.
For a(t) = t2, it is easy to see that (H3) holds. Thus, all conditions of Theorem 1 are satisfied. Therefore, by Theorem 1,
(4.1) has extremal solutions y, z ∈ [y0, z0], which can be obtained by taking limits from some iterative sequences.
Remark 10. By Theorem 1, we obtain the conclusion of Example 1, which cannot be obtained by Theorem 1 of Jankowski [4,
8], Theorem 4 of Jankowski [5] and the theorem of Song and Zhu [11].
Example 2. Consider the following problems:
x′(t) = 1
15
t3[t − x(t)] − 1
5
tx(α(t))+ 1
10
t2x2(α(t))+ 1
500
t
[
t3 −
∫ 1
2 t
0
8tsx(s2)ds
]5
− 1
600
t2
[
t3 −
∫ 1
2 t
0
8tsx(s2)ds
]6
+ 1
700
t2
[
t2 −
∫ 1
0
2t2sx(s2)ds
]7
− 1
800
t3
[
t2 −
∫ 1
0
2t2sx(s2)ds
]8
≡ Fx(t), t ∈ J = [0, 1],
x(0) = 1
4
x(τ )+ 1
4
∫ 1
0
(2s+ x(s))ds+ 1
4
,
(4.2)
where τ ∈ (0, 1], α ∈ C(J, J) and α(t) ≤ t on J . Note that β(t) = 12 t, γ (t) = δ(t) = t2,∀t ∈ J.
Take y0(t) = 0, z0(t) = 1, Then
Fy0(t) = 115 t
4 + 1
500
t16 − 1
600
t20 + 1
700
t16 − 1
800
t19 ≥ 0 = y′0(t),
y0(0) = 0 ≤ λ2 + k = λ2
∫ 1
0
2sds+ k;
Fz0(t) = 115 t
3(t − 1)− 1
5
t + 1
10
t2 ≤ 0 = z ′0(t),
z0(0) = 1 ≥ 14 +
1
2
+ 1
4
= 1
4
+ 1
4
∫ 1
0
(2s+ 1)ds+ 1
4
.
It shows that y0 and z0 are lower and upper solutions of (4.2). Let
f (t, u, µ, v,w) = 1
15
t3(t − u)− 1
5
tµ+ 1
10
t2µ2 + 1
500
t(t3 − v)5 − 1
600
t2(t3 − v)6
+ 1
700
t2(t2 − w)7 − 1
800
t3(t2 − w)8,
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we have
f (t, u, µ, v,w)− f (t, u¯, µ¯, v¯, w¯)
≥ 1
15
t3[(t − u)− (t − u¯)] − 1
5
t(µ− µ¯)+ 1
500
t[(t3 − v)5 − (t3 − v¯)5]
+ 1
700
t2[(t2 − w)7 − (t2 − w¯)7]
≥ − 1
15
t3(u− u¯)− 1
5
t(µ− µ¯)− 1
100
t13(v − v¯)− 1
100
t14(w − w¯),
where y0(t) ≤ u¯ ≤ u ≤ z0(t), y0(α(t)) ≤ µ¯ ≤ µ ≤ z0(α(t)), Ty0(t) ≤ v¯ ≤ v ≤ Tz0(t), Sy0(t) ≤ w¯ ≤ w ≤ Sz0(t).
We see thatM(t) = 115 t3, K(t) = 15 t,N(t) = 1100 t13, L(t) = 1100 t14 and∫ T
0
[M(t)+ K(t)+ N(t)
∫ β(t)
0
k(t, s)ds+ L(t)
∫ T
0
h(t, s)ds]dt
=
∫ 1
0
[
1
15
t3 + 1
5
t + 1
100
t13
∫ 1
2 t
0
8tsds+ 1
100
t14
∫ 1
0
2t2sds
]
dt
≤
∫ 1
0
(
1
15
+ 1
5
+ 1
50
)
dt < 1.
For a(t) = t , it is easy to see that (H3) holds. Thus, all conditions of Theorem 1 are satisfied. Therefore, by Theorem 1,
(4.2) has extremal solutions y, z ∈ [y0, z0], which can be obtained by taking limits from some iterative sequences.
Moreover, for b(t) = 1, it is easy to see that (H5) holds. In addition, we have
f (t, u, µ, v,w)− f (t, u¯, µ¯, v¯, w¯)
≤ 1
10
t2(µ2 − µ¯2)− 1
600
t2[(t3 − v)6 − (t3 − v¯)6] − 1
800
t3[(t2 − w)8 − (t2 − w¯)8]
≤ 1
5
t2(µ− µ¯)+ 1
100
t17(v − v¯)+ 1
100
t17(w − w¯),
where y0(t) ≤ u¯ ≤ u ≤ z0(t), y0(α(t)) ≤ µ¯ ≤ µ ≤ z0(α(t)), Ty0(t) ≤ v¯ ≤ v ≤ Tz0(t), Sy0(t) ≤ w¯ ≤ w ≤ Sz0(t).
Obviously, r1(t) = 0, r2(t) = 15 t2, r3(t) = r4(t) = 1100 t17, and
H = 1
4
+
∫ 1
0
[
1
4
+ 1
15
t3 + 1
5
t2 + 1
5
t +
(
1
100
t17 + 1
100
t13
)∫ 1
2 t
0
8tsds+
(
1
100
t17 + 1
100
t14
)∫ 1
0
2t2sds
]
dt
≤ 1
4
+
∫ 1
0
(
1
4
+ 1
15
+ 2
5
t + 1
15
)
ds
= 5
6
< 1.
Hence, (H4) holds. By Theorem 3, (4.2) has a unique solution in [y0, z0].
Remark 11. By Theorems 1 and 3, we obtain the conclusions of Example 2, which cannot be obtained by Theorem 1 of
Jankowski [4], Theorem 4 of Jankowski [5], Theorems 1 and 2 of Jankowski [8] and the theorem of Song and Zhu [11].
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