Abstract. In this article we show how to modify the proof of the Abelian Subvariety Theorem by Bost ([3] theorem 5.1) in order to improve the bounds in a quantitative respect and to extend the theorem to subspaces instead of hyperplanes. Given an abelian variety A defined over a number field κ and a non-trivial period γ in a subspace W of t A K with K a finite extension of κ, the Abelian Subvariety Theorem shows the existence of an abelian subvariety B of A Q , whose degree is bounded in terms of the height of W , the norm of γ, the degree of κ and the degree and dimension of A. If A is principally polarized then the Theorem is explicit.
- [29]. As an application they obtained a proof of the Tate Conjecture, different from the proof originally given by G. Faltings in 1983. One of the central results in the work of Masser and Wüstholz states that, given an abelian variety A defined over a number field κ, there exists only a finite number of κ-isomorphism classes of abelian varieties defined over κ which are isogenous to A. Their approach consists in giving a bound for the degree of a minimal abelian subvariety B of A whose tangent space at the origin contains a given period of the lattice associated to A. The proof is a completely effective version of the Analytic Subgroup Theorem by G. Wüstholz [46] in the special case where the group is an abelian variety and where torsion points are considered. No other known method gives such precise quantitative results. In 1995 J.-B. Bost [3] gave a Bourbaki talk on the work of Masser and Wüstholz.
In 1997 and 1999 he also gave lectures at the Institut Henri Poincaré in Paris [5] , where he explained many details of the proofs not presented in [3] . One of the interesting aspects of his approach is the intrinsic and geometric version of the argument originally given by Masser and Wüstholz. Several new tools were introduced. For example, the use of Arakelov geometry which had meanwhile become available. Arithmetic intersection theory allows, among others, to define the height of an algebraic variety in general, [7] . This height has nice functorial properties.
Other geometric ingredients are hermitian vector bundles on the spectrum of the ring of integers of a number field and the related concept of Arakelov degree and slopes. An interesting aspect is the use of semistability in transcendence. His approach avoids theta functions, the study of the moduli space of polarized abelian varieties and the construction of auxiliary functions as they appear in the work of Masser and Wüstholz. As a consequence proofs and effective computation are more direct.
In this paper we present the proof of the Abelian Subvariety Theorem. We focus our attention on the analytic estimates. 1 We improve the bounds given by Bost [3] in a quantitative respect and we extend the theorem to subspaces rather than hyperplanes. We consider an abelian variety A of dimension g defined over a number field κ of absolute degree d = [κ : Q]. Let L be a symmetric ample line bundle on A. We denote by t A K the stalk at zero of the tangent bundle of A K where K is a finite extension of κ. Let W be a proper subspace of t A K of codimension s. Let σ 0 : K → C be an embedding and γ a non-trivial period of A σ0 (C) such that γ ∈ W σ0 . We consider on t Aσ 0 the norm || · || σ0 induced by the first Chern-class of L σ0 . We call exp : t Aσ 0 → A σ0 the exponential map. We denote by h(A) the Faltings height of A and by h(W ) the height of the space W , (see 1.1 and 1.5 for notation). We prove the following and C(g) is a constant depending only on g. If L is a principal polarization for A we can set C(g) = (5g)
Note that the condition (1) ensures that dim t B ∩ W σ0 ≥ 1 (if not δ 1 = 0) and that t B + W σ0 = t Aσ 0 (if not s = δ − δ 1 ). If δ 1 = 0 or s = δ − δ 1 the relation (1) is contradicted.
Using an idea given by Masser and Wüstholz [26] , we can deduce the following where C(g) and (g) are constants depending only on g. In particular we can set (g) = 5 g .
As a nice application of our Abelian Subvariety Theorem in [45] , we improve in a quantitative respect the estimate given by Masser and Wüstholz for a minimal elliptic isogenies, see [24] . Our proof is effective and puts in light the geometric aspects of the problem. Estimates of this type have been studied by S. David [9] and later by F. Pellarin [39] . However their bounds are weaker in the dependence on the degree d of the field of definition of A and on the constants. This simplest case has been a test for the more general case of abelian varieties. The geometrical techniques used here can possibly also be used to improve the result of Masser and Wüstholz for abelian varieties. Further technical difficulties are expected. For instance the more complicate structure of the ring of endomorphisms for an abelian variety of dimension bigger than 2, or the bigger range for dimensions of a proper abelian subvariety may cause problems. A very ambitious conjecture is that the degree of the isogeny, at least in the case of elliptic curves, does not depend on the elliptic curve at all, but just on its field of definition. This would imply for instance that an elliptic curve defined over a number field κ has only finitely many torsion points defined over κ. This result was proven by Mazur [32] and [33] , in the case that the field of definition is the field of rational numbers. It was later generalized by Merel [34] for number fields. However, how to extend the result to an arbitrary abelian variety seems to be unknown. We are convinced that further ingenious ideas are needed to prove this conjecture. In order to deduce the conjecture with the classical approach one shall prove that, under the same hypotheses of the Abelian Subvariety Theorem, there exists a proper, non-trivial abelian subvariety B of A Q whose degree is bounded only in terms of dimension, degree and field of definition of A.
We now say something about the structure of this work. In the first chapter we fix notation and we recall the main properties of abelian varieties, Moret-Bailly models, non-reduced subschemes and heights. In chapter 2, 3 and 4 we prove the Abelian Subvariety Theorem. We give a proof of the Slope Inequality which gives a relation between the analytic and algebraic quantities attached to a morphism of modules. We define non-reduced subschemes of A of dimension zero and an arithmetic filtration in order to be able to apply the Slope Inequality to our problem, (chapter 2). We estimate the norms of the evaluation operators. Here the classical Schwarz lemma, which is fundamental for all modern transcendence proofs, is replaced, on Bost's suggestion, by the Phragmen-Lindelöf theorem to obtain a better lemma, (chapter 3). For the algebraic estimates we refer to [3] and [16] . Using the Slope Inequality and the estimates, we prove that there exists a section of a line bundle on A which vanishes on a non reduced torsion subscheme. By the Multiplicity Estimate, theorem 3, we conclude that there exists a proper abelian subvariety of A Q of bounded degree, (chapter 4). Finally, in the Appendix we recall basic properties of the Arakelov degree.
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Preliminaries and Notation
Let O K be the ring of integers of a number field K. We denote by S = Spec O K and by S = Spec K. If E is an O K -module and R an O K -algebra, we denote by E K and R K the tensor product E ⊗ O K K and R ⊗ O K K respectively. If X is a scheme over S, we denote by X K the fiber product of X and S over S. If K is fixed we might denote X K simply by X. If Σ is a finite subscheme of X we denote by Σ K the fiber product of Σ and S over S. If σ : K → C is an embedding we will write X σ for the fiber product X × σ C. Let E be a sheaf of O X -modules on X , we denote by E σ the sheaf on X σ given by pull-back E σ = p * 1 E, here p 1 is the canonical projection of the fiber product X σ on X . We denote by X(K) = Hom Z (S, X) the set of points of X with value in K.
1.1. Abelian Varieties. Let A be an abelian variety of dimension g, defined over a number field K and L an ample line bundle on A. The Euler-Poincaré characteristic χ(A, L) is defined as the alternating sum of the H i (A, L) dimensions. The degree of A with respect to L is defined as the intersection number of the first Chern class c 1 (L) with itself g-times. The Riemann-Roch theorem ([22] theorem 3.10) gives the relation
If L is an ample line bundle then the i-th cohomology group vanishes for every
One says that L is a principal polarization for A if χ(A, L) = 1. We denote the stalk of the tangent bundle of the variety A at zero by t A . We indicate the sheaf of differentials by Ω A and its stalk at zero byť A . On an abelian variety the global forms are translation invariant, this is a consequence of the fact that the translation maps are isomorphisms, ( [37] par. 11 prop. p. 98). Let σ : K → C be an embedding. Let exp σ : Lie(A σ ) = t Aσ → A σ (C) be the exponential map of A σ , we denote by Λ Aσ its kernel. The first Chern class
There exists a unique translation invariant representative of c 1 (L σ ). It defines an alternating 2-form E σ (γ 1 , γ 2 ) on Λ Aσ with values in Z such that E σ (ix, iy) = E σ (x, y) and E σ = ImH σ where H σ is a hermitian form on t Aσ × t Aσ ([22] lemma 3.1, 3.4, [37] I.2 p. [18] [19] [20] [21] . Since L σ is ample H σ turns out to be positive defined, thus it can be seen as a positive element ω σ in Ω 1,1 (ť Aσ ), we define the g-exterior product by
3). The determinant of E σ does not depend on the embedding σ, we denote it by det E. From [22] theorem 2.3 we have the following relation (4)
where F Aσ is a fundamental domain with respect to the lattice Λ Aσ .
1.1.1. Trivialization. In this section, to avoid heavy notation, we identify A σ with A and a line bundle L σ on A σ with L. We consider on t A the hermitian metric induced by the first Chern class of L. We denote the related norm || · ||. We denote by | · | the standard Euclidean norm on C. We endow the trivial bundle O t A on t A with the norm
where f is a section of O t A and m(z) = − 
for γ ∈ Λ A and automorphic factor e γ(z) = α(z)e −πH(γ,z)+ π 2 H(γ,γ) where (H, α) is a Appel-Humbert couple. Since (5) is compatible with this identification it defines a metric on L whose first Chern form is equal to ω. Thus the metric induced by L on exp * L and the one defined by (5) are equal up to a multiplicative constant. Then we can choose a trivialization such that the isomorphism ζ : O t A → exp * L is an isometry, (see also [13] p. 70).
Let Ω be an open set of t A on which exp is a homeomorphism. Let L D be the D tensor product of L and s a section of L D (exp(Ω)). For every z ∈ Ω we have
. By definition the normalized Haar-measure on A satisfies
Since the Haar-measure is unique we can write
1.1.2. Injectivity Radius. The radius of injectivity of A σ with respect to the metric on t Aσ induced by L σ is the largest real number ρ i (A σ , L σ ) such that the restriction of the exponential map to the open ball with center in zero and radius
Minkowski's theorem (see [8] VIII.4.3.) yields
2g .
An important estimate for the radius of injectivity is due to Masser and Wüstholz [25] lemma 8.6. For every line bundle L on A one has
where c(g) is a positive real constant depending only on g and h(A) is the Faltings height of A (see section 1.5). Effective versions, when L is a principal polarization for A, have been given by P. Graftieaux [16] proposition 2.11 and by S. David and P. Philippon [10] appendix, lemma 6.7, 6.8. In this case one can set c(g) = 2g 4 .
1.2. Arithmetic Varieties. Definition 1. An arithmetic variety X over O K is a scheme over Spec O K such that π : X → Spec O K is a quasi-projective flat morphism of schemes. Moreover we require that there exists a section P : Spec O K → X and that the generic fiber is smooth and proper.
The set of complex points X (C) = Hom Z (Spec C, X ) is the disjoint union of complex varieties X (C) = σ:K→C X σ (C). Indeed, if P : Spec C → X K is a complex point, then the composition π K • P : Spec C → Spec K induces an embedding σ = (πP ) from K to C. The notion of hermitian vector bundle is given in the appendix A.1.
Definition 2. Let X be an arithmetic variety over Spec O K . A hermitian vector bundle E on X is a pair (E, h) where E is a locally free sheaf of finite rank on X , and (E(C), h) is a hermitian vector bundle on X (C) invariant under conjugation. If E has rank 1 one says that E is a hermitian line bundle.
Invariant under conjugation means that if σ and σ c are conjugated embeddings of K, then for every open set U of X the map id ⊗ c : E(U ) ⊗ σ C → E(U ) ⊗ σ c C is an isometry, in particular we get ||s|| σ = ||s|| σ c . Example. In the special case of S := Spec O K , we have that S C = {σ:K→C} Spec C.
Galois theory there exists an isomorphism between the embeddings {σ : K → C} and the roots of f (x). Thus we can write f (x) = σ (x − α σ ). By the Chinese Reminder Theorem we get the isomorphism
K→C Spec C and we have the following commutative diagram
In an analogous way, if X is a S-scheme then X C = σ:K→C X σ , where X σ is the fiber product of X and Spec C over Spec K through the embedding σ.
A sheaf on an affine variety is locally free if and only if its global sections are a projective module, (see [19] , chap. II, par. 5). For a finitely generated module over a Dedekind-domain the notions of torsion free, flat and projective module coincide, (see [12] , Theorem 13, p.95). Therefore there exists an isomorphism of categories between the category of locally free sheaves of finite rank over Spec O K and the category of finitely generated torsion free O Kmodules. For this reason we will identify the objects of the two categories. 
with dµ σ a measure on X σ and || · || 2 Eσ = h σ,x (·, ·). In the special case of an abelian variety we will choose dµ σ to be the normalized Haar measure, i.e. the only normalized measure, invariant under the group law. In the case of a projective space one can use the Fubini-Study metric ( [15] example 2 page 30).
1.3. Moret-Bailly Models. Definition 3. A semiabelian scheme π : A → Spec O K is a smooth group scheme (separated and of finite type), such that the components of its fibers are extensions of abelian varieties by tori (semiabelian group), and its generic fiber is an abelian variety.
A semiabelian scheme A is in particular an arithmetic variety, thus for any line bundle L on A the direct image π * L is a locally free sheaf on Spec O K , ( §1.2). If L is a hermitian ample line bundle, we can endow the vector bundle π * L with the push-forward metric (1.
. We are going to recall the definition of MB-models given in [4] 4.3.1. Let A be an abelian variety over Q, L an ample symmetric line bundle over A and Σ Q a finite subset of A(Q). A MB-model of (A, L, Σ Q ) over a number field K is defined as the data
• for each point P ∈ Σ Q a section P : Spec O K → A of π such that the geometric point P Q coincides with i(P ), which satisfy the following condition: there exists a subscheme K of A flat and finite over Spec O K such that i −1 (K Q ) coincides with the Mumford group K(L 2 ) (see [22] 4.1). The properties of MB-model we are going to use are summarized in the following theorem (see [4] ii) Néron-Tate height. For any MB-model and any P ∈ Σ Q the Arakelov degree deg n P * L coincides with the normalized Néron-Tate height of P associated to L. iii) Semistability. The vector bundle π * L is semistable and its slope iŝ
where h(A) is the Faltings height of A (see section 1.5). iv) Compatibility of a MB-model with scalar extension. If we have a MB-model of (A, L, Σ Q ) over some number field K and K is a finite extension of K, then the model got by extension of scalar from O K to O K is a MB-model of (A, L, Σ Q ) over the number field K.
1.4.
Non-Reduced Subschemes. If X is a scheme we denote by X top its underlying topological space and by O X its structural sheaf. If j : Y → X is a closed immersion, we denote by I Y = ker j the ideal sheaf of Y and by I t Y its t-th power. [19] exercise II.3.11.d) Example. A point P of A with value in O K is defined as a morphism of schemes P : S → A. Since A is a scheme over S, the morphism P is a closed immersion. We denote by P t , meaning P t : S t → A, the subscheme of A of multiplicity t at P. The scheme A is smooth over S thus the push forward via π • P t of the structural sheaf O P,t of P t is a locally free sheaf over S. If we consider an abelian variety over S = Spec K and a point P : S → A defined over K, we can define the subscheme P t : S t → A of multiplicity t at P . If A, P is a MB-model of A, P then the subscheme P t is the schematic closure in A of the subscheme P t .
1.4.3.
Multiplicity along a Subspace. Let A be an abelian variety of dimension g defined over a number field κ, and let L be an ample symmetric hermitian line bundle over A. We denote by S the scheme Spec K with K a finite extension of κ. We consider a reduced closed subscheme of dimension zero Σ K : S → A with values in A(K), i.e. a disjoint union of points P : S → A defined over K. We suppose that the neutral element 0 We consider the schematic image S W,t of the scheme S W,1 × · · · × S W,1 under the addition morphism
We call 0 A,W,t : S W,t → A the subscheme of A of multiplicity t at 0 A along W . If P is any point of A different from the origin we consider the translation by −P τ −P : A → A. We define the subscheme P W,t of multiplicity t at P along W as the pull-back via the isomorphism τ −P of the scheme 0 A,W,t . Let t : Σ K → N + be a multiplicity map that associates to any P ∈ Σ K the multiplicity t(P ). We denote Σ K,W,t = P ∈Σ K P W,t(P ) the scheme of multiplicity t along W at Σ K . In the following work we will suppose 0 A ∈ Σ K and to every natural number m ∈ N we associate the multiplicity function m : Σ → {2m, m} such that m(0 A ) = 2m and m(P ) = m for 0
We denote by S W,t the schematic closure of S W,t in A and we call 0 A,W,t : S W,t → A the subscheme of A of multiplicity t at 0 A along W . Since A is smooth, the scheme 0 A,W,t is a flat finite subscheme of A hence affine. For each point P ∈ Σ K we define the scheme P W,t(P ) of multiplicity t(P ) at P along W as the schematic closure of P W,t(P ) in A, or equivalently as the pull-back via the translation map τ −P of the immersion 0 A,W,t . Finally we define the scheme associated to Σ K,W,t as Σ W,t = P ∈Σ K P W,t(P ) . The scheme Σ W,t is not always a subscheme of A. We recall that, from the definition of MB-model, for every point P ∈ Σ K there exists a section P : Spec O K → A. Therefore there is a natural epimorphism from Σ W,t to the schematic closure of Σ K,W,t . This is an isomorphism only if the ideals (I P ) P∈Σ are pairwise coprime.
1.5. Heights.
1.5.1. Faltings Height. Let π : A → S be a MB-model for the abelian variety A and 0 A : S → A be the zero section. We denote by Ω A/S the sheaf of relative differentials of A with respect to S = Spec O K . Since the global forms are translation invariant, it follows that
with 0 A the neutral element of A and g the dimension of A.
On the canonical line bundle ω A/S , we consider the natural hermitian inner product (13) h(A) = deg n ω A/S .
Height of a Subspace. Any subspace W of the tangent space t
where t A is the stalk at zero of the tangent bundle of A. The hermitian inner product on W is the one induced by t A . We define the height of the subspace W as
An important result on the maximal slope of the dual spaceW of a subspace W of the tangent space t A K is due to Bost [3] (5.41). For all finite extensions K of K and any subspace W ⊂ t A K we have
where c 1 (g) is a positive real constant depending only on g. An explicit version in the case of principal polarization is given in [14] remark 4.8, at the end of the section Gromov-type lemma. One can set c(g) = 14g 5 .
The Ingredients of the Proof
We would like to give an idea of the structure for the Abelian Subvariety Theorem's proof, referring also to the classical Baker's method in transcendence. We start with an abelian variety A over a number field κ and a symmetric ample line bundle L on A. We consider a N -torsion sub-scheme Σ K of A, with K a finite extension of κ. We denote by (A, L, Σ) a MB-model of (A, L, Σ K ). Bundles on A define O K -modules and metrics. We can then use Arakelov geometry, in particular the slopes inequality (property 1) which concerns an injective morphism φ : E → F between hermitian O K -modules. The module E is given by the global sections of L D with D a positive integer. The module F is given by the restriction of these sections at a highly non-reduced subscheme with support on Σ. The morphism φ is then the restriction morphism. A filtration of F is defined in order to split the problem and consider, time by time, the evaluation at Σ with a certain order of multiplicity. We want to prove the existence of a section s ∈ E in the kernel of φ. The Multiplicity Estimate, Theorem 3, shows how to associate to such a section an abelian subvariety B of A Q with bounded degree. If we can contradict the slopes inequality, then φ cannot be injective, so the required section exists. According to Baker terminology, the so called 'constructive part' concerns the evaluation at zero, i.e. the terms F 0,k of the filtration. We suppose that the rank of E is big enough (choose D large enough) in order to have a section s of E vanishing at zero with multiplicity at least 2gM . The so called 'de-constructive part' concerns the evaluation at the non-zero points of Σ, i.e. the terms F k of the filtration. We want to conclude that the section produced in the constructive part has vanishing order at least gM at the non-zero points of Σ. In other words we want s to be in the kernel of φ. The idea behind it is that a section of L is related to a holomorphic function on the tangent space of A at zero. Such a function has quite rigid behavior, so if it is very small at zero it cannot be too big in a small neighborhood, (Schwarz Lemma). In order to contradict the slopes inequality we must estimate its right and left-hand sides. The algebraic estimates are summarized in the bounds given in [3] and [16] for deg n E and for the slopes of the G 0,k and G k . The analytic estimates, on which we focus our work, concern the norm of the evaluation operators. We need to apply the Phragmen-Lindelöf Theorem, to refine the classical Schwarz Lemma. We substitute these estimates in the slopes inequality and we see that there exists a choice of the parameters D, M and N which contradict the inequality. We choose D and N as small as possible and M as big as possible. These values produce the wished bound for the degree of B.
2.1. The Slopes Inequality. Let E be a hermitian vector bundle over Spec O K and F a vector bundle over Spec O K . Let φ : E → F be a morphism of bundles. We consider a filtration
we consider the restriction or quotient metrics induced by E. We endow the vector bundles G i with hermitian metrics, note that these metrics are not a priori related to others. We denote by φ i : φ −1 (F i ) → G i the composition of φ and the natural projection. Property 1. Let φ : E → F be injective and non trivial then
Proof. Consider the injective map ϕ i :
induced by φ i and the natural projection. Since F i /F i−1 is torsion free and ϕ i is an inclusion, the module φ
. By property 4 we get
)) = 0 and so there is no contribution to the right-hand side of (15) . If ϕ i = 0 then we apply property 9 in the Appendix and we find
Note that ||ϕ i || = ||φ i || because on the submodules of E we consider the induced metrics.
2.2. Ideals Sheaves. We define the torsion subscheme Σ K as follows. We consider a non trivial period γ of A contained in a subspace W of t A K . For a natural number N we consider the reduced N -torsion points P i : S → A such that P top i,σ0 = exp σ0 iγ N , where σ 0 : K → C is a fixed embedding. We consider the disjoint union of these points
Here K is a field of definition for W , Σ K and A. For any positive integer M , we consider the non-reduced scheme Σ K,W,gM = 0 A,W,2gM 0 A =P ∈Σ K P W,gM where g is the dimension of A. Note that the multiplicity at zero is 2gM and at the other points of Σ K is gM . We would like to spend a word on the notation. The index K reminds us that we are working on A, the fiber product of A and Spec K over Spec O K . The index W reminds us that we differentiate with respect to the variables determined by the subspace W . The multiplicity index gM reminds us that we consider a non-reduced subscheme with multiplicity at least 2gM at zero and multiplicity at least gM at the non zero points of Σ K . The notation are unfortunately quite heavy, but they are the clearest we could find. The schemes Σ K,W,gM and Σ W,gM are affine schemes, hence we identify a sheaf on Σ K,W,gM or Σ W,gM with the module of its global sections. Moreover we identify projective O K -modules of finite rank with locally free sheaves on Σ W,gM . The module of global sections of a sheaf on Σ W,gM is an O K -module that coincides with the module of global sections of the push-forward of the sheaf on Spec O K . Thus we will identify locally free sheaves on Σ W,gM and their push-forward to Spec 
We want to define a filtration of O K -modules associated to the subscheme Σ K,W,gM .
There exist closed immersions 0
We define O K -modules associated to these ideals as follows
The ascending chain
of saturated submodules of O Σ,W,gM , hence the quotients I 0 A ,W,k /I 0 A ,W,k+1 are torsion free. There exists a natural map (16) I : Sym
Since any formal group over a field of characteristic zero is an additive formal group the map I is an isomorphism, (see [18] 
The map I restricts to an injective morphism of O K -modules
whose cokernel is annihilated by k!.
For each point P ∈ Σ K we reproduce the previous construction and we define O Kmodules I P,W,k for which the quotients I P,W,k /I P,W,k+1 are torsion free. There is a natural isomorphism
and there exists an injection of modules
We can conclude that for each point P ∈ Σ the module k!I P,W,k /I P,W,k+1 is a submodule of Sym k (W). We will use this injection to define a metric on the quotient modules G 0,k and G k (see (22) and (23) 
Since π : A → S is an arithmetic variety E is a locally free sheaf on Spec O K of rank equal to the dimension of H 0 (A, L D ), (see 1.2.1). Being the pull-back, F is a locally free sheaves over Spec O K ( [19] II proposition 5.8). We denote the restriction map that sends a global section s ∈ L D to its pull-back via Σ W,gM by φ : E → F.
We remark that the precise definition of
We have
2.4. Arithmetic Filtration. For 0 ≤ k ≤ gM we denote by I Σ,W,k = I 0 A ,W,2gM ⊕ 0 A =P∈Σ I P,W,k , for convenience we set I 0 A ,W,0 = O Σ,W,gM and I P,W,0 = O P,W,gM . We define
The descending chain of O K -modules
induces the filtration of the module F on Spec
We can then consider the corresponding quotients (21)
Note that by definition the ideals modules are saturated, thus the G 0,i and G i are torsion free modules.
2.5. Evaluation Operators. We want to define a metric on the quotients G 0,k and G k . From the morphisms (16) and (17) we deduce that for all 0 ≤ k ≤ 2gM − 1 one has
From the morphisms (18) and (19) we deduce that for all 0 ≤ k ≤ gM − 1 one has
We assumed to have a hermitian line bundle L on A and we endowed t A with the hermitian inner product defined by the first Chern class of L, (see 1.1). We consider onť A the dual hermitian product of t A and onW the quotient metric. We endow P * L D with the pull-back metric given by L D . We then canonically induce a hermitian product on the symmetric product, tensor product, direct sum and subbundle. We define on G gM −k and G 0,2gM −k a hermitian inner product such that the morphisms (22) and (23) are isometries on the image.
to be the composition of the restriction map φ and the natural projection
3. Analytic Estimates 3.1. Bounds for the Evaluation Operators at Zero. In order to avoid heavy notation in the proofs of this chapter and in lemma 1 we omit the index σ. We shall then keep in mind that we are dealing with complex varieties. We define ε = min (1, ρ i (A, L)) where ρ i (A, L) is the radius of injectivity of L, (see 1.1.2). With respect to the inner product induced by c 1 (L D ), we choose an orthonormal basis e 1 , ..., e g ofť A such that the subspaceW is spanned by e 1 , . . . , e g−s . Let z 1 , ..., z g be the corresponding coordinates. The form dλ is the g-exterior power of the first Chern form of
ť A , we denote by |I| = i k the norm of I and by I! = g j=1 i j !. Given a multi-index I = (i 1 , ..., i g ) we denote by I sub the sub-index (i g−s+1 , . . . , i g ), if I sub = 0 then z I ∈ Sym |I| W Let I, J be two multi-indeces of norm k and let z I , z J be the related monomial of Sym k ť A . We consider on Sym k ť A two different inner products. The first one is defined by
with B(0, ε) the ball on t A with center in zero and radius ε. The second one is the induced quotient metric as we have described in A.1.7
Lemma 1. We use the above notation. i) There exists a constant C (g, k, ε) such that
ii) The following estimate holds
Proof. i) The action of the unitary group G is irreducible on Sym k ť A (see [20] I.4). From Parseval's formula it follows that ·, · L D = 0 if and only if ·, · Sym k = 0.
The two norms are G-invariant hence the space W 1 is G-invariant. The irreducibility of the action implies
ii) We choose the basis e i ofť A so that the Riemann form of L D has a diagonal representation and ||z|| 2 = |z i | 2 . From i) we know that C (g, k, ε) is the same for all elements in Sym k ť A , then it is enough to compute it for one polynomial. Let us consider the function
where the last equality is the generalized binomial formula. From (50) in the Appendix we know that
Then we can write
We now estimate the integral
Passing to polar coordinates we get
The maximum of the function e −πDr 2 for r ∈ (0, ε) is attained in r = 0 thus
We recall that the volume of the (2g − 1)-dimensional ball is
From (26), (27) and (24) we deduce the requested bounds.
We are now ready to give an estimate for the norm of the evaluation operator φ 0,k , (definition 4). We recall that the norm of a morphism between hermitian O K -modules is the operator norm.
Lemma 2. For any integer 0 ≤ k ≤ 2gM − 1 and any embedding σ : K → C the norm of the evaluation operator φ 0,k satisfies the inequality
Proof. We estimate ||φ 0,2gM
with s a non trivial section of φ −1 (F 0,2gM −k ). As first step we find a lower bound for
with dµ the normalized Haar-measure. From relations (7) and (8) we get
where Ω is an open of t A on which exp is a homeomorphism and dλ is associated to c 1 (L D ). In particular we can choose Ω to be the open ball B(0, ε) with center in zero and radius ε. Replacing formula (6) in the integral above we get
The holomorphic function f (z) can be developed in Taylor power series
where I is a multi-index and a I ∈ C. Then
Parseval's formula yields
Lemma 1 gives the relation
As second step we estimate the norm of the image of the section s
recall that I sub = (i g−s+1 , . . . , i g ), so if I sub = 0 then z I ∈ Sym |I| W . Finally we use steps 1 and 2 to estimate the norm of the evaluation operator
3.2.
Bounds for the Evaluation Operators. First we are going to state the analogous of lemma 2 for the operators φ k .
Lemma 3. For any integer 0 ≤ k ≤ gM − 1 and any embedding σ : K → C the norm of the evaluation operators ||φ gM −k || σ satisfies the inequality
Proof. This proof is similar to Lemma 2. Let f be a trivialization of a non trivial section s in the domain of φ gM −k . We recall that the function |f (z) | 2 e −πD||z|| 2 is periodic with respect to the fundamental domain F A . We denote by P i = iγ N so P i = exp P i . From formula (28) we deduce that for each point
dλ.
Let I c i I z I be the Taylor expansion of the function f centered in P i . We denote simply by I c I z I the Taylor expansion of the function f centered in P i0 such that
Sym k is maximal. From Parseval's formula and lemma 1 we deduce
Now we estimate the norm of the image of the section s
Finally we estimate the norm of the operator φ gM −k using (30) and (31) .
This concludes the proof.
We want to improve the bound for the norm of the operators φ k . The idea is to use the fact that every section in the domain of φ k has a zero of multiplicity at least 2gM in zero and to apply a special form of the Schwarz lemma. Let us consider the spaces Lemma 4. The map
is an isometric isomorphism.
Proof. Since
we have||j(f )|| Θ = ||f || Ψ . Moreover j is an isomorphism because e −πDz 2 = 0.
We apply the Phragmen-Lindelöf Theorem [41] 12.9, to refine the classical Schwarz Lemma and use this to get the bound in lemma 5. The Phragmen-Lindelöf Theorem is a generalization, for a certain class of functions, of the maximum modulo theorem from bounded to unbounded regions.
Property 2. (Schwarz Lemma) Let f be a function in Θ.
We suppose that f has a zero of order at least T at RZ with R a real number and that the function |f (z)| is R-real periodic. Let us consider the strip
2 then for every z ∈ ∆ we have
Proof. The function
T is holomorphic because of the vanishing multiplicity of f at R · Z. Let z = x + iy, we recall that | sin (x + iy) | 2 = | sin x cosh y + i cos x sinh y| 2 = (sin x cosh y) 2 + (cos x sinh y) 2 . Since (cosh y) 2 > (sinh y) 2 we have that | sinh y| ≤ | sin (z) | ≤ cosh y. Since f belongs to Θ we have (32) |g
where z = x + iy. We want to verify that g satisfies the hypothesis of the Phragmen-Lindelöf Theorem. We have to control that the function g does not grow too fast when |x| goes to ∞. Because of the periodicity assumption we have |g(z)| ∆ ≤ | f (Rz) (sin πz) T | K , where K is the compact region {x + iy : |x| ≤ 1/2, |y| ≤ T /πDR 2 }. Thus |g(z)| ∆ ≤ C with C a constant. By the Phragmen-Lindelöf Theorem we conclude that the maximum of the holomorphic function g(z) on the strip ∆ is attained on its boundary ∂∆, i.e. Now we want to estimate g (z) on the boundary ∂∆. Because of (32) (34) s (y) = 4πDR 2 y − T π coth πy.
The function s (y) has just one zero given by the intersection of the line
T y and the function coth πy. This zero is a point of minimum because s (y) goes to infinity for y that goes to zero or to infinity. If T y intersects coth πy for a value y 0 such that coth y 0 is 'about' 1. By the relation (34) it follows that y 0 approaches T 4DR 2 . This explains why we shall suppose T > 4DR 2 , moreover it gives an approximation of the value of y for which S(y) attains its minimum.
We are now ready to produce the 'good' bound for ||φ k ||. then for any 0 ≤ k ≤ gM − 1 and any embedding σ : K → C that coincide with σ 0 on the field of definition of P i ∈ Σ K , the norm of the evaluation operator φ gM −k satisfies the inequality
Proof. We recall that P i = i N γ and exp σ0 P i = P i . The pull-back exp * s = f (t) is an holomorphic function with a zero of order at least 2gM at Z · γ. From relation (6) and lemma 4 it follows that the restriction f(z) = f (zγ/||γ||)e 
for any z in the strip ∆ = {z = x + iy : |y| ≤ gM πD||γ|| 2 }.
In particular we get |f Cauchy's estimate gives
where ∂B(z, ε) is the circle of radius ε and center z. Let z = x + iy, then we have
Here the second inequality arises from Cauchy's estimate for f(t). For the third inequality recall that y 2 ζ ≤ 2(y 2 + ε 2 ). We then deduce
Now we are ready to estimate ||φ gM −k (s)|| 2 as follows:
This gives the result.
The Proof of the Abelian Subvariety Theorem

4.1.
Choice of the Parameters. If we suppose that the restriction morphism φ : E → F (see 2.
3) is injective then we are in the condition to apply property 1 for the map φ : E → F and the filtration {F 0,i , F i }, where the corresponding quotients G 0,i , G i are hermitian vector bundles as specified in 2.5. The idea to prove lemma 6 is the following. On one side we use theorem 2 to find a lower bound for the left hand side of the slope inequality. On the other side we use the analytic estimates for the evaluation operators to find an upper bound for the right hand side of the slope inequality. We then choose the parameters N , M and D so that lower and upper bounds are sharp enough to contradict the slope inequality. In this way we can conclude that φ is non injective.
Let A be an abelian variety of dimension g defined over a number field κ and L a symmetric ample line bundle on A. Let W be a subspace of t A K with K a finite extension of κ. Let σ 0 : K → C be an embedding and γ ∈ W σ0 be a non trivial period of A σ0 . We consider the torsion subscheme Σ K,W,gM = 0 A,W,2gM 
is not injective.
, s is the codimension of W and c(g) is a constant depending only on g. If L is a principal polarization for A we can set c(g) = 14g
5 .
Proof. Recall that Φ is injective if and only if the restriction morphism φ is injective, see 2.3. By contradiction we assume that φ is injective. We prove that
This contradicts property 1 for an injective map. Thus φ and Φ can not be injective. We will denote the right hand-side of the above inequality by RHS and the left hand-side by LHS.
Using theorem 2 iii, we get
Now we estimate the right hand-side. The P i are torsion points, by theorem 2 ii we have deg n P * i L D = 0 . We use the inclusions (22) and (23) to bound µ max (G 0,2gM −k ) andμ max (G gM −k ). From properties 5 and 7 in the Appendix, we get the estimateŝ
From relation (14) we deducê
where
). In the case of principal polarization we can set c 1 (g) = 14g
We supposed that φ is injective thus
Using the isomorphisms (22) and (23) we can compute
Since the logarithm is a concave function, relations (11) implies
and in the case of principal polarization c 2 (g) = 4g
4 . Lemma 2 and relation (41)
We recall that the degree of the field of definition of a N -torsion point of A is at most
and κ the field of definition of A. We suppose that gM ≥ 2πD||γ|| 2 . Using lemma 3 and 5 and (41) we deduce
We set c(g) = max(c 1 (g), 2gc 2 (g)). We can give a first bound for RHS
To estimate the negative part of this upper bound it remains to find a lower bound for
it is the module of sections of L D with a zero of multiplicity at least 2gM along W at 0 A , therefore from (17) we have
We deduce the bound
We suppose that N ≥ 2 and that
Under these conditions, from (43), we deduce
This contradicts (40) and proves (39) .
Remark 3. In special cases one could remarkably improve the constant. This can be useful for applications. We give a couple of example in view of our work [45] .
Suppose that g = 4 and s = 2 then the last two conditions in Lemma 6 become
For g = 3 and s = 2 we have
Finally for g = 2 and s = 1 we get
4.2. A Multiplicity Estimate. Let A be an abelian variety of dimension g defined over a number field κ and L a symmetric ample line bundle on A. Let σ : κ → Q be an embedding. We consider the addition morphism
Let S be a subscheme of A of dimension zero. We denote by Σ : S g → A the schematic image of S × ... × S under the addition morphism. If B is an abelian subvariety of A Q we denote by r : A Q → A Q /B the natural projection.
Theorem 3. (Multiplicity Estimate) If the restriction map
is non injective then there exists an abelian subvariety B of A Q , different from A Q , such that
with length(r(S)) the length of the scheme r(S).
We recall that the length of a module M is the length of a chain 0 = M 0 ⊂ · · · ⊂ M r = M with M i /M i−1 simple (see [31] p. 12). The length of an affine scheme is the length of the module of global sections of its structural sheaf.
Results of this type have been established by G. Wüstholz [47] , P. Philippon [40] and further refinement given by M. Nakamaye [38] , L. Denis [11] . 
Using (17) and (19) we compute the length of the subscheme r(S). 
then, from (45) we exclude the case B = 0 and from (46) we exclude the case g = ρ, which implies dim(B ∩ exp W σ0 ) ≥ 1 and the case ρ = c + s which implies t B ⊥ ∩W σ0 = t B ⊥ . Since the neutral element of A is in S we see that (S+B/B) ≥ 1. The conditions (38) and (47) are compatible. They are satisfied if we choose N depending only on g, and D and M to be the integer parts of
), s the codimension of W , C D and C M real positive constants and t a natural number. In particular we can choose the following values t = 0,
, here c(g) is the constant appearing in Lemma 6 and in the particular case of principal polarization c(g) = 14g
5 . Substituting those values in (44) and taking in account (46), we deduce (2), where
Note that the worse values of the constants are obtained for c = g − 1 and s = 1. In general we can set
2 +1 so that the constants C M , C D and C depend only on g.
.
We can exclude (g−1)(ρ−c) ≥ s(g−c). In this case the relation ( 
In the special cases we considered in remark 3 we can improve the constant C(g).
In particular for g = 4 and s = 2 or g = 2 and s = 1 we have
For g = 3 and s = 2 we get
Recall that we can set
Proof. We can use a method introduced by Masser and Wüstholz in [26] §1 and §10 and recalled by Bost [3] One applies a recursive method till, for a question of dimension, γ t is a period of B t for some integer t < dim W . Then γ is a period of the abelian subvariety B = B 0 + · · · + B t . Note that condition (1) ensures that the subspaces W i are proper of strictly decreasing dimensions. If the codimension of W i is not 1 we can choose one equation among the one defining W i and replace W i by this new subspace of codimension 1. This means we can suppose that the codimension of W i is one. The degree of B is bounded by the product of the degree of the B i . It remains to give an upper bound for these degrees. We want to show that the weakest bound for the degree of B is given when the dimension of each B i is one. First note that if δ > δ 1 then the bound given via relation (2) improves. So we can suppose t Bi ⊂ W i . Second note that for each step of the recursion the bound for the degree of the B i does not improve because the degree of B 
From which we deduce
For the last inequality note that
with small. By a recursive substitution we see that
In order to compute the exponent note that (1) = 1 and (i) = (i − 1) + (4 + ) (i − 1). In particular (i) = (5 + ) i−1 . Therefore
Using the estimate (2) for B 0 we conclude
Choosing small enough we can write 
defines the quotient hermitian inner product on E .
A.1.5. The Pull-back f * E. Let f : Y → X be a morphism of complex manifold and E a hermitian vector bundle on X. Since (f
A.1.6. The k-th Exterior Product ∧ k E. The k-th exterior product ∧ k E is a quotient bundle of the tensor product E ⊗k . On E ⊗k we induce the inner product h ⊗k . We define ∧ k h as the quotient hermitian product induced by h ⊗k . For a point z ∈ X we compute (
fixed under the action of the k-symmetric group S k . We are going to show that the bundle Sym k E is isomorphic to Γ k E. We consider the exact sequence
where S is the projector S(t) =
Then the kernel K can be identified with (S − Id)E ⊗k . The exact sequence
The projector S is trivial on R k . In fact an element of K is of the form u :=
By definition of R k we have that π(η(t)) = π(t) thus π(u) = 0. The projection π is trivial on K. In fact a generator of R k is of the form η(t) − τ (t) with η, τ ∈ S k . Thus S(η(t) − τ (t)) = 0. This implies that the map S :
, where t is any representative of t, is an isomorphism. It follows that the quotient hermitian product induced by h ⊗k via π on Sym k E coincides with the bull-back metric S * h Γ k , where h Γ k is the restriction of h ⊗k to Γ k E. Hence we set Sym k h := S * h Γ k . For a given point z ∈ X we compute ||e I ||, where we use the following notations: {e 1 , · · ·, e n } is an orthogonal basis of E z ; e I = e 
Note that h z (η(e I ), τ (e I )) = 0 : τ (e I ) = η(e I ) 1 : τ (e I ) = η(e I )
If we set F = {(τ, η) s. t. (τ (e I ) = η(e I ))}, it follows (50)
This shows that Sym k h is positive. 
If E is a hermitian vector bundle of rank r, we define
The real number deg E does not depend on the choice of the section.
Proof. We want to prove that log (E/sO
II.2.4 theorem 1, II.3.3 property 8 and the corollary of property 9, we get that for every projective O K -module of rank 1
v . We now prove that deg E does not depend on the choice of the section s. Let t be another global section, then t = ks for some k ∈ K * . We deduce
the last equality because of the product formula v∈M K ||k|| v = 1 for an element in K * (see [12] III theorem 18).
A.2.1. Some Properties of the Arakelov Degree.
Property 3. Let E and F be hermitian vector bundles over Spec O K of rank n and m respectively. Let L be a hermitian line bundle over Spec O K and L ∨ its dual.
Proof.
(1) The case of a line bundle follows directly from the relations
For the general case consider the isometric isomorphism
(see [1] III.1 property 6).
(2) Let k = rk(E ⊕ F ) = n + m. The claim follows from (1) and the isometric isomorphism: 
If E is a finitely generated projective module over a Dedekind domain then the saturation of a submodule F is torsion free and finitely generated thus it is projective. If E is a hermitian vector bundle over Spec O K , then deg F s ≥ deg F where we consider the induced inner products. Indeed, by definition, ∧ r F ⊂ ∧ r F s . Using the definition (51) of Arakelov degree it trivially follows that deg F s ≥ deg F .
Property 4.
Let E be a hermitian vector bundle on Spec O K and F a saturated subbundle of E. We endow F and E/F with the restriction and quotient metrics canonically induced by E, then deg E = deg F + deg E/F Proof. Since F is saturated E/F is projective therefore F and E/F are direct summands of E. We define the canonical isometric isomorphism
where rank F = m and rank E/F = n. The isomorphism is canonical, indeed for any representative of n classes e 1 , · · ·, e n ∈ E/F and any m elements f 1 , · · ·, f m ∈ F the exterior power f 1 ∧ · · · ∧ f m ∧ e 1 · · · ∧e m does not depend on the choice of the representative. Now apply property 3.
A.2.4. The Canonical Polygon and Slopes. On a subbundle F of E we consider the restriction metric. In the Cartesian product [0 , rk E] × R we consider the set of points (rk F, deg n F ) where F varies over all subbundle of E. The minimal convex function which bounds from above these points is a piecewise linear function P E : [0 , rk E] −→ R called the canonical polygon of E (see [3] A.3). We say that E is semi-stable if P E is a linear function. We remark that P E (0) = 0 and P E (rk E) = deg n E. For every i ∈ [1, rk E] we define the i-th slopeμ i (E) = P E (i) − P E (i − 1). We define maximal and minimal slopeŝ µ max (E) =μ 1 (E) µ min (E) =μ rk E (E).
Since the function P E is convex, the (μ i ) 1≤i≤rk E is a decreasing sequence of real numbers and iμ i = deg n E. Stuhler [43] and Grayson [17] define a canonical filtration proving that if i j is any point of discontinuity of the first derivative of P E then there exists a unique submodule E j of E of rank i j such that P E (i j ) = deg n E j .
A.2.5. Some Properties of Slopes.
Property 5. Let E 1 , ...., E N be hermitian vector bundles over Spec O K then
It is enough to prove it for E 1 ⊕ E 2 , then use induction. There exists a saturated submodule F of E 1 ⊕ E 2 of rank r such thatμ max (E 1 ⊕ E 2 ) = Let r 1 and r 2 be the rank of F 1 and F 2 respectively. The metrics are the induced ones, so we get deg n F r = deg n F 1 + deg n F 2 r ≤ r 1μmax (E 1 ) + r 2μmax (E 2 ) r 1 + r 2 ≤ max (μ max (E 1 ),μ max (E 2 )).
Property 6. Let E be a hermitian vector bundle and L a hermitian line bundle over Spec O K , thenμ max (E ⊗ L) =μ max (E) + deg n L.
Proof. First we prove thatμ max (E ⊗L) ≤μ max (E)+ deg n L. Let F be a submodule of E ⊗ L of rank r such thatμ max (E ⊗ L) = 1 r deg n F . Consider the submodule
From property 3 we get
It remains to proveμ max (E ⊗ L) ≥μ max E + deg n L. For this just consider a submodule F r of E of rank r such thatμ max E = 1 r deg n F r . The module F r ⊗ L is a submodule of E ⊗ L and deg n (F r ⊗ L) = deg n F r + r deg n L henceμ max (E ⊗ L) ≥ µ(F r ⊗ L) =μ max E + deg n L.
Property 7. Let E be a hermitian vector bundle of rank r over Spec O K then µ max (Sym k (E)) ≤ k μ max (E) + 3r log r .
For the proof see [16] proposition A.1.
2
Let E and F be hermitian vector bundles over Spec O K and φ : E → F a morphism of bundles. We define the norm of φ to be the operator norm 
Let rk E = rk φ(E) > 1. We consider the injective map ∧ rk E φ : 
