Can prior network pruning strategies eliminate redundancy in multiple correlated pre-trained deep neural networks? It seems a positive answer if multiple networks are first combined and then pruned. However, we argue that an arbitrarily combined network may lead to sub-optimal pruning performance because their intra-and interredundancy may not be minimised at the same time while retaining the inference accuracy in each task. In this paper, we define and analyse the redundancy in multitask networks from an information theoretic perspective, and identify challenges for existing pruning methods to function effectively for multi-task pruning. We propose Redundancy-Disentangled Networks (RDNets), which decouples intraand inter-redundancy such that all redundancy can be suppressed via previous network pruning schemes. A pruned RDNet also ensures minimal computation in any subset of tasks, a desirable feature for selective task execution. Moreover, a heuristic is devised to construct an RDNet from multiple pre-trained networks. Experiments on CelebA show that the same pruning method on an RDNet achieves at least 1.8× lower memory usage and 1.4× lower computation cost than on a multi-task network constructed by the state-of-the-art network merging scheme.
• We define and analyse inter-and intra-redundancy from an information theoretic perspective, and show that simultaneously reducing inter-and intra-redundancy without accuracy loss in tasks may be conflicting. Such a conflict poses challenges for existing network pruning methods to effectively function in multi-task pruning. To the best of our knowledge, this is the first exploration on applying single-task pruning methods to multi-task pruning.
• We propose Redundancy-Disentangled Networks (RDNets), which minimise the conflict and enable suppressing both intra-and inter-redundancy via single-task pruning. We also design a heuristic network merging scheme to construct an RDNet from pre-trained networks. Experiments on CelebA [16] (LFW [11] ) dataset show that applying the same single-task pruning method on an RDNet achieves at least 1.8× (1.3×) lower memory usage and 1.4× (1.8×) lower computation cost than on a multi-task network constructed by the state-of-theart network merging scheme [9] .
Related Work
Single-Task Pruning. Network pruning is the de facto approach to reduce the number of operations in a deep neural network without incurring loss in accuracy [21] . Unstructured pruning reduces the redundancy in a network by eliminating the unimportant weights [5, 7] . However, customized hardware [8] is compulsory to exploit such irregular sparse connections for inference acceleration. Alternatively, structured pruning enforces sparsity at the granularity of channels/filters [15, 26] or neurons [3, 10] . The resulting sparsity is more regular and easier to achieve acceleration on general-purpose mobile processors.
All previous network pruning research deals with the intra-redundancy of a single network. We make the first attempt to enable prior single-task pruning strategies for multi-task pruning such that both intra-and inter-redundancy of correlated tasks can be suppressed. Aimed at multi-task inference acceleration on general-purpose processors, we enforce neuron-level sparsity within networks as [3, 10] and a higher-level regular sparsity across networks, as will be shown in Sec. 3.3.
Multi-Task Networks. Multi-Task Learning (MTL) is a paradigm that often jointly trains multiple correlated tasks from scratch for better generalisation of tasks [28] . In MTL, a multi-task network is typically configured to avoid improper knowledge transfer [27] . Our work differs from general MTL in that the latter seldom account for the compactness of a multi-task network or any subset of tasks therein. Furthermore, most MTL proposals ignore models pre-trained for individual tasks.
Few proposals have explored constructing a compact multi-task network from pre-trained models [2, 9, 23] . Vandenhende et al. propose a branched multi-task structure by analysing the task relatedness among pre-trained networks, which implicitly reduces their overall size. MTZ [9] and NeuralMerger [2] explicitly compress inter-redundancy by weight sharing among pre-trained networks to reduce their overall memory footprint. In addition to decreasing memory consumption, we also aim at a multi-task network with minimal computation workload. Moreover, we study analytically and empirically whether intra-and inter-redundancy can be simultaneously eliminated by single-task pruning, a problem unexplored in prior research [2, 9, 23] .
Redundancy-Disentangled Networks for Multi-Task Pruning
In this section, we study the redundancy of neural networks in the context of multi-task pruning and propose Redundancy-Disentangled Networks (RDNets), which enable prior single-task pruning strategies to function effectively in multi-task pruning. We first present an intuition on the entangled redundancy in a multi-task pruning in Sec. 3.1. Then we formally define the problem and identify conditions for disentangled redundancy in Sec. 3.2. Finally we design a heuristic to construct an RDNet in Sec. 3.3. For ease of presentation, all the analysis and solution are explained using two neural networks. We discuss extensions to multiple (more than two) neural networks in Sec. 3.4.
Entangled Redundancy: An Intuition
Assume we have two pre-trained neural networks for two tasks A and B. Our goal is to combine them into a multi-task network and apply existing single-task pruning schemes on the combined network to reduce its redundancy.
Neural networks extract and process information from its input. Intuitively there is information only relevant to task A, which we call task-A-exclusive information. Similarly, there is task-B-exclusive information. Moreover, if task A and B are correlated, there should be task-shared information that is relevant to both tasks. Consider a joint multi-task network architecture with two output layers for task A and B. It can be divided into three parts: a task-A-exclusive sub-network which connects only to output A, a task-B-exclusive sub-network which connects only to output B, and a shared sub-network which connects to both outputs. An arbitrary multi-task network architecture may encounter the following problems when applying single-task pruning for redundancy reduction.
• If the task-A-exclusive sub-network and the task-B-exclusive sub-network contain some task-shared information, such information may be necessary for both tasks and hence will not be removed via single-task pruning on each task. However, such tasked-shared information is redundant because it is duplicated in the joint multi-task network. Hence, in this case, single-task pruning cannot reduce all redundancy in a multi-task network.
• If the shared sub-network contains task-exclusive information which is not captured by the two task-exclusive networks, such information is necessary for one task but is redundant for another. Performing single-task pruning on one task may remove important information for another task, thus decreasing its inference accuracy.
The above example calls for a deeper understanding on the redundancy within and across tasks and its impact on multi-task pruning, as we will explain next.
Analysis on Redundancy in Multi-Task Pruning
Our analysis leverages recent advances in information theoretic perspectives on deep learning [19, 22] . We first define redundancy reducible in single-task pruning and multi-task pruning, respectively. We then point out the problem of redundancy entanglement and finally identify the conditions of disentangled redundancy for multi-task pruning.
Graph Representation of Neural Networks. Consider three sets of random variable X ∈ X , Y A ∈ Y A , and Y B ∈ Y B . A task t is defined as finding the conditional distribution Pr(Y t = y|X = x), with t = A or B. The architecture of a neural network M without loop can be described as a simple acyclic directed graph G = (V, E), with a vertex set V and an edge set E. The inputs of a vertex is the outputs of all its in-coming neighbours. The vertex set V contains sink, source and internal nodes, which are defined in Appendix A.1 (in supplementary material). As an example, two separately pre-trained neural networks M A and M B can be represented jointly in a graph G A,B in Fig. 1 
(a).
Two vertices v 1 and v 2 in a neural graph G are said to be connected, if there exists a path from v 1 to v 2 or vice-versa. Otherwise, v 1 and v 2 are said to be unconnected. A graph G A is said to be task-A-connected iff. all internal node v i ∈ G A are connected with v A .
We can organise a neural graph G into layers Γ i by Algorithm 2 in Appendix A.2. The output set of neurons in Γ i is called layer output, denoted by L i . It is easy to see that in a task-A-connected graph, the layer outputs form a Markov chain [22] :
(1) where
To simplify the notation, for a neuron output T i , we write T i ∈ G when its corresponding vertex v i is in G. For a set of neuron outputs T, we write T ∈ G when its all corresponding vertices are in G.
Redundancy in Single-Task Pruning. We define the redundancy in a neural network from the perspective of information theory: Definition 3.1. The redundancy of a set of neuron outputs T with regard to task A is the amount of information that the outputs would contain if they were totally independent of one another, minus the amount of task-A-relevant information that they actually possess. This can be measured by
By this definition we have
where
is the total correlation [25] . Eq.(2) can be interpreted as: the task-related redundancy within a neuron output set consists of the self-redundancy, measured by C(T), and the unnecessary information for the task, measured by H(T|Y A ). Notice that R A (T) ≥ 0 for any A and T.
As shown in [19, 22] , the inference accuracy of a neural network M A is positively correlated to the task-related information transmitted through the network, measured by
Hence pruning can be understood as minimising the the redundancy w.r.t. the task within the network to reduce its memory and computation cost while preserving its inference accuracy. This can be formalised as an optimisation problem (for simplicity we write
where ξ is a parameter to control the trade-off between inference accuracy and inference efficiency.
It is however more convenient to analyse the redundancy layer-by-layer. In general, the redundancy of the join of two neuron output sets T 1 and T 2 can be calculated by (derivation in Appendix A.3):
. From Eq.(4), we have (derivation in Appendix A.4):
Hence the single-task pruning problem in Eq. (3) has an equivalent layer-wise formulation (with different tuning-parameter ξ i ):
Redundancy in Multi-Task Pruning. Now consider a joint graph G A,B for task A and B. It contains a task-A-connected graph G A and a task-B-connected graph G B . It also contains a task-Aexclusive graph defined as
Also for any layer output L ∈ G A,B , its contained neuron outputs can be organised into task-A-connected
Now we can define the intra-and inter-redundancy in a joint graph G A,B :
The intra-redundancy of G A,B w.r.t. task A is defined as the redundancy of all task-A-connected neuron outputs w.r.t. task A
Definition 3.3. The inter-redundancy of G A,B between A and B is the sum of mutual information between all task-A-exclusive neuron outputs and all task-B-exclusive neuron outputs in each layer.
Reducing the intra-redundancy will improve inference efficiency when only one task is performed. Reducing R A,B inter will improve inference efficiency when both tasks are performed. Similar to Eq.(6), multi-task pruning can be formulated as a multi-objective optimisation problem:
Minimising these objective functions results in minimal computation and memory cost when both tasks are performed concurrently as well as when each task is performed individually.
Entangled and Disentangled Redundancy. Applying prior single-task pruning methods on an arbitrary joint graph G A,B encounters the problem of entangled redundancy. This is because the multi-objective optimisation problem in Eq.(9) on G A,B is non-trivial.
• The first two objective conflict with each other because the existence of necessary taskexclusive information in L, which can be measured by I(L
, and hence increases the second objective.
• The first and second objectives also conflict with the third, if there is shared information duplicated in L 
Our key observation here is that enforcing I(L
can be interpreted as the task-A-exclusive information duplicated in the task-exclusive neurons. This is reduced together with R B (L 
holds for all i = 1, · · · , N , the multiobjective optimisation problem in Eq.(10) becomes trivial as the objectives are no longer conflicted.
In summary, the inter-and intra-redundancy in a multi-task network can be minimised with single-task pruning methods, if the network satisfies the property that
We call such a network Redundancy-Disentangled Network (RDNet). Hence, to address multi-task pruning problem with "combine & prune" scheme, we propose to first merge the pre-trained networks into an RDNet.
Constructing Redundancy-Disentangled-Networks
We propose a heuristic to construct an RDNet from pre-trained single-task networks. . They will maintain their original weights, or in case that they do not exist in the pre-trained single-task networks, receive an initialised weight (zero or random value near zero). We use I(T Algorithm 1 illustrates the heuristic to construct an RDNet from two pre-trained single-task neural networks. The result topology is shown in Fig. 1 (c) . 
Extension to Three or More Tasks
When there are K ≥ 3 tasks, we define the set of all the task as υ = {t 1 , · · · , t K }. The joint network can be divided into subset-τ -exclusive sub-graphs G τ , where τ ⊆ υ and τ = ∅. Each neuron in G τ connects to all the outputs Y t with t ∈ τ . Also, we define
Then the condition for an RDNet is extended to
The heuristic method to construct RDNet also needs to be extended: now we use the same greedysearch method to find subset-exclusive neurons T 
Experiments
Since there is no existing dedicated multi-task network design to facilitate single-task network pruning, we compare the performance of the following merging schemes for multi-task pruning.
• Baseline 1. A pseudo joint network consisting of two separated single-task network as in Fig. 1 (a) . The intra-redundancy in this joint network can be efficiently reduced with single-task pruning methods. However, the inter-redundancy cannot be eliminated.
• Baseline 2. A joint network constructed via MTZ, the state-of-the-art network merging scheme for cross-model memory cost compression [9] . We use MTZ to fully merge the smaller network "into" the larger one such that the joint network also saves computation cost ( Fig. 1 (b) ). By definition, there is no inter-redundancy in such a joint network. However the absence of task-exclusive graphs means that the intra-redundancy cannot be fully reduced simultaneously. Moreover, the conflict between the first two terms in Eq. (9) may cause sub-optimal pruning results.
• RDNet. An RDNet constructed by Algorithm 2 as illustrated in Fig. 1 (c) . We use a KL-based mutual information upper bound estimator from [12] .
We prune the multi-task networks in the two baselines and an RDNet with Variational Information Bottleneck (VIB) [3] . VIB explicitly reduces the amount of information in each layer and offers the state-of-the-art pruning performance. It is also a structured pruning method which can accelerate the inference without customised hardware support.
We assess the performance of different methods with memory usage (measured by number of parameters) and computation cost (measured by FLOPs) of the pruned multi-task networks.
All experiments are implemented with TensorFlow and conducted on a workstation equipped with Nvidia RTX 2080 Ti GPU.
VGG-16 on CelebA
Dataset and Settings. This experiment is conducted on the CelebA dataset [16] with VGG-16 architecture [20] . CelebA contains over 200 thousand celebrity face images labelled with 40 attributes. We divide the 40 attributes into two groups (20/20) to form task A and B. More implementation details can be found in Appendix B.1.
Results. Table 1 summarises the performance evaluation of the baselines and RDNet on CelebA. RDNet achieves in general better performance in terms of memory usage and computation cost compared with baseline 1 and 2. Especially, RDNet achieves at least 1.8× lower memory usage and 1.4× lower computation cost in comparison to baseline 2.
VGG-16 on LFW
Dataset and Settings. This experiment is conducted on the Labeled Faces in the Wild (LFW) dataset [11] . The LFW dataset contains over 13,000 face photographs collected from the web. Each face photo is associated with 75 attributes [13] . We choose 20 of them to form task A, and another 20 to form task B. The detailed implementation settings can be found in Appendix B.2
Results. Table 2 summarises the performance evaluation on LFW. It shows similar results as in Sec. 4.1, that RDNet achieves lower memory usage and computation cost in general.
Conclusion
In this paper, we define and analyse the redundancy in multi-task networks from an information theoretic perspective, and identify challenges for single-task pruning to function effectively for multi-task pruning. We propose Redundancy-Disentangled Networks (RDNets), which decouples intra-and inter-redundancy such that all redundancy can be suppressed via previous network pruning schemes. A pruned RDNet also ensures minimal computation in any subset of tasks, a desirable feature for selective task execution. We also propose a heuristic to construct an RDNet from multiple pre-trained networks. Experiments on CelebA (LFW) dataset show that the same pruning method on an RDNet achieves at least 1.8× (1.3×) lower memory usage and 1.4× (1.8×) lower computation cost than on a multi-task network constructed by the state-of-the-art network merging scheme.
A.3 Derivation of Eq.(4)
The redundancy of the join of two output sets T 1 and T 2 can be calculated by:
A.4 Derivation of Eq.(5)
For simplicity we denote R A (T 1 ∪ T 2 ) by R A (T 1 , T 2 ). According to Eq.(4), we have
B Implementation Details
B.1 CelebA
We divide the dataset into training and test sets containing 80% and 20% of the samples. The input picture resolution is resized to 72 × 72 and the width of the fully connected layers in VGG-16 is changed to 512. The convolutional layers are initialised with weights pre-trained for imdb-wiki [18] , and use the same pre-processing steps. The baselines and RDNet are pruned via VIB: First 30 Epochs with KL-factor set to 1 × 10 −5 , then 10 Epochs with KL-factor 1 × 10 −6 .
B.2 LFW
The dataset is devided into training and test sets containing 80% and 20% of the samples. Same as in CelebA, the input picture resolution is resized to 72 × 72 and the width of the fully connected layers in VGG-16 is changed to 512. The convolutional layers are initialised with weights pre-trained for imdb-wiki [18] , and use the same pre-processing steps. The baselines and RDNet are pruned via VIB: First 120 Epochs with KL-factor set to 4 × 10 −5 , then 40 Epochs with KL-factor 1 × 10 −6 .
