Abstract-The adaptive zero-error capacity of discrete memoryless channels (DMC) with noiseless feedback has been shown to be positive whenever there exists at least one channel output "disprover", i.e. a channel output that cannot be reached from at least one of the inputs. Furthermore, whenever there exists a disprover, the adaptive zero-error capacity attains the Shannon (small-error) capacity. Here, we study the zero-error capacity of a DMC when the channel feedback is noisy rather than perfect. We show that the adaptive zero-error capacity with noisy feedback is lower bounded by the forward channel's zero-undetected error capacity, and show that under certain conditions this is tight.
I. INTRODUCTION
Shannon determined that the zero-error capacity, denoted by C 0 , of a point-to-point channel whose channel W (y|x) has confusability graph G X|Y is positive if and only if there exist two inputs that are "non-confusable" [1] . Equivalently, it is non-zero if and only if the independence number of G X|Y is strictly greater than 1.
Shannon's condition for positive zero-error capacity C 0 is restrictive; that for positive zero-error capacity in the presence of perfect output feedback is less so. In the set of slides [2] , Massey showed that it is possible to communicate at a non-zero rate with zero-error over a DMC with noiseless feedback if, and only if, there exists at least one channel output that is reachable from some but not all the channel inputs. Such a channel output is called a "disprover". Not only does the existence of a disprover allow for positive rates, but Massey showed that with perfect feedback, the adaptive zero-error capacity of channels attains the small-error Shannon capacity C. Note that the adaptive zero-error capacity allows for adaptive and variable-length codewords rather than blockcodes. Shannon only considered block codes for zeroerror feedback channels in [1] .
The binary erasure channel (BEC) and the Z-channel are examples of channels whose zero-error capacity C 0 without feedback is equal zero, but, as both contain a disprover, have zero-error capacity equal to their Shannon capacity (positive in general) in the presence of perfect feedback. In order to achieve such zero-error rates, an adaptive communication scheme is used in which the transmitter repeatedly sends a message until it sees that it has been correctly received.
While the zero-error capacity in the presence of feedback has not been extensively studied beyond the slides of Massey [2] , as we will show, it has strong connections with the zeroundetected-error capacity [3] with noiseless feedback [4] . Two types of communication errors occur: i) erasure errors, when the decoder is unable to uniquely decode any message, and ii) undetected-errors, when the decoder uniquely decodes an erroneous message. The zero-undetectable error capacity C 0u , first considered by Forney [3] , denotes the maximal number of inputs that can be transmitted to ensure that the probability of an undetectable error is exactly zero. Forney derived a lower bound for the zero-undetected-capacity (C 0u ) of a channel, which he showed is positive if, and only if, this channel contains a disprover. Later on, a tighter lower bound on C 0u was derived by Ahlswede [5] , which was shown to be tight for two classes of channels in [6] and [7] . Finally, in [4] it was shown that the zero-undetected-error capacity for a channel with noiseless feedback, denoted by C 0uf , is equal to the small-error Shannon capacity C if the channel contains at least one disprover. Note that in general C 0 ≤ C 0u ≤ C 0uf ≤ C.
Contribution. In this paper we focus on zero-error communication for a general DMC with feedback. In Theorem 1, we detail the proof of a result outlined by Massey in his slides [2] for the zero error capacity of a channel with noiseless feedback, C 0f a . In Theorem 2, our main result, we consider noisy (rather than noiseless) feedback, and using an adaptive zero-error scheme, we prove that the adaptive zeroerror capacity of the channel with noisy feedback, C noisy 0f a , is at least the zero-undetected-error capacity of the forward channel C (f ) 0u . Theorem 2 further outlines a class of channels for which this lower bound is tight.
II. DEFINITIONS
Let x j i := (x i , x i+1 , . . . , x j ) when i ≤ j and |x j i | = j −i+1 denote its size. For simplicity we write x n = x n 1 . Let B = {0, 1} be the binary set, and M be the message set. Channels. A channel (X , Y, W ) is used to denote a generic DMC with finite input alphabet X , finite output alphabet Y, and transition probability W (y|x). We write W n to denote the channel corresponding to n uses of W :
We consider channels with feedback, with a forward channel
Small error capacity C without feedback. A C(M, n) code for DMC W with message set M without feedback, consists of a message set M of size 2 nR , for R the rate and n the blocklength, and encoding and decoding functions F and G respectively:
Let c (n) (m) denote a codeword corresponding to message m,
be the conditional probability of error given that message m was sent. The maximum and average, respectively, probabilities of error for a C(M, n) are defined as
The small error capacity C for channel W is defined as the largest number R such that there exists a sequence of C(M, n) codes such that λ (n) tends to 0 as n → ∞. Zero-undetected error code and capacity C 0u [4] . A zero-undetected-error code of block-length n, denoted by C 0u (M, n), again consists of a message set M, an encoding function
ou (m), and a decoding function G 0u described as follows. Let M (y n 1 ) denote the set of probable messages corresponding to a received output y
The decoder declares an erasure, denoted by E, if there exist more than one possible message that could have yielded output y n , i.e. |M (y n )| > 1. A zero-undetected-error decoder function is then defined as
A valid zero-undetected-error code must have no undetected errors, hence the maximal error probability is given only by the probability of erasures as
Fig. 1. Communication Scheme for a DMC with active noisy feedback
The zero-undetected capacity C 0u for channel W is defined as the largest rate R such that there exist a sequence of C 0u (M, n) codes that max m∈M λ m tends to 0 as n → ∞. Adaptive zero-error capacity with feedback, C 0f a . An adaptive zero-error code with feedback C 0f a (M) for a DMC with a forward channel Fig. 1 consists of a message set M, a set of encoding F , feedback G, and decoding functions H respectively for j = 1, 2, · · · We use the notation C 0f a and C noisy 0f a to distinguish the zero-error adaptive feedback capacities when the feedback is noiseless and noisy, respectively.
III. ADAPTIVE ZERO-ERROR COMMUNICATION FOR CHANNELS WITH FEEDBACK
One way of ensuring zero-error communication in a channel with perfect feedback is to keep repeating a message until it is correctly received (the transmitter can verify correct reception from the perfect output feedback). One needs to then calculate the average rate and delay incurred. In the following, we present such communication schemes for channels with perfect (Theorem 1) and noisy (Theorem 2) feedback. We denote
A. Complete, noiseless feedback
When complete, noiseless feedback is available, Massey [2] suggested a method for achieving zero-error at an expected rate approaching the small error or Shannon capacity of the forward channel, C. We outline a Theorem that we attribute to Massey below. Let γ n = o(n), and γ n → ∞ as n → ∞ (e.g. γ n = log(n)). Since the backward channel is noiseless, we omit subscript (f ) for the forward channel and use (X , Y, W ).
Algorithm 1:
6 Send x n through channel ;
; / * L n -th verification iteration [2] ): The adaptive zeroerror capacity C 0f a for a DMC channel (X , Y, W ) with noiseless feedback is
where C denotes the Shannon capacity of the channel (X , Y, W ), and C 0u denotes its zero-undetected error capacity.
Proof If C 0u = 0 then by [3] , channel W does not have a disprover, i.e. for every x ∈ X , y ∈ Y, W (y|x) > 0. Thus, no matter which sequence is sent the receiver is unable to decide anything with zero error and C 0f a = 0.
When
, y c ) ∈ (X × X × Y) such that W (y c |x e ) = 0 and W (y c |x c ) > 0.
The converse proof is trivial using C 0f a
= C, where (1) follows as C f denotes the small-error capacity of the channel with perfect feedback, which is always an outer bound to the more restrictive zero-error setting, and (2) follows from Shannon's result that perfect feedback does not increase the small error capacity of a channel.
For the achievability, let C(M, n) be a capacity achieving code for the DMC W whose maximal probability of error λ (n) tends to zero and whose rate approaches the Shannon capacity C as block length n → ∞. Note that the output block y n is available in real time at the transmitter due to the presence of perfect feedback. The transmitter can thus mimic the receiver's decoding rule and determine whether the receiver obtained the correct message. It then tells the receiver this by sending γ n copies of either x c (if correct) or x e (if erroneous) through the noisy W . Since the receiver can only receive a y c from an x c (definition of a disprover), once it receives at least one y c it realizes that its decoded message is correct, and zeroerror communication is achieved. We note that variable I in the Algorithm 1 is used to synchronize the transmitted and receivers, i.e. indicates when a new message will start.
To calculate the average rate and delay achieved, note that the probability that a message is correctly received with zero error is the probability that the message was correctly received at the receiver after seeing the codeword of length n, and then the receiver seeing at least one correct indicator (i.e. seeing one y c ) in a block of length γ n . Hence after n + γ n channel uses, the probability of correctly decoding message m is p n,m = (1−λ
γn . Viewing this as a probability of success, the number of codeword re-transmissions needed to correctly receive message m and wait for the transceivers to synchronize and start a new message is hence a geometric random variable
Hence, the delay incurred to correctly decode message m is N m = (n + γ n ) · L n (m) and hence the expected delay (not yet normalized by the number of bits) is
where in (1), the outer expectation is with respect to the uniform distribution over messages m ∈ M and the inner expectation is over the channels, and where (2) is because message m is uniform over M. Hence, as n → ∞
where (2) follows as we are using a Shannon capacity achieving code C(M, n), and by definitions of γ n and p n,m . The expected delay incurred isD := lim n→∞ E[N m ]/ log |M| = lim n→∞ n+γn nC = 1 C < ∞ as needed.
B. Noisy feedback
When the feedback channel is noisy, the above scheme no longer works as i) the transmitter does not have perfect access to the received signal, and hence cannot mimic the decoding process. It is thus harder to ensure zero error; and ii) synchronizing the transmitter and receiver becomes more challenging as both channels are noisy. How can the receiver know when a codeword is new versus when it is repeated? When feedback is noiseless, the synchronization issue can be completely resolved at the transmitter. With noisy feedback, we propose a new synchronization technique.
In [2] an adaptive zero-error communication scheme for DMC with noisy feedback was proposed. The synchronized feedback assisted transmitter and receiver are described using Algorithms 2 and 3, respectively. In these, s t , s r ∈ B are the current states of the transmitter and receiver respectively. When equal, both transmitter and receiver are working on transmitting a new message; when different, the receiver has decoded the message but the transmitter does not know this yet due to the noisy feedback channel.
Theorem 2: The adaptive zero-error capacity of a forward DMC W (f ) with noisy feedback DMC W (b) shown in Fig. 1 , denoted by C noisy 0f a , satisfies
where
0u denote the zero-undetected error capacities of the forward and backward links. If furthermore, for some positive functions A(·) and B(·) and some capacity-
0u is positive, there exists at least one triple
0u to be positive as well, else no zero-error communication can take place at all, not even with perfect feedback.
For achievability of (4), take a zero-undetected-error capacity achieving code C 0u (M, n) for channel W (f ) whose maximal erasure probability tends to zero and whose rate approaches C (Fig. 1) ;
Send x n through channel ; (Fig. 1) ; To transmit message m ∈ M, codeword c
, the zero-undetectederror decoder is used to obtain an estimate of the message. Since the probability of undetected-error is equal to zero, the only type of error that might occur is an erasure (|M (y n )| > 1, see (1) A message is re-transmitted until the following happens. In the first iteration that |M (y n )| = 1, the receiver setŝ m = M (y n ) = b k 2 (recalling that the first bit b 1 carries the state s t and not the message), and knows with probability 1 that this is the correct message (i.e. zero-error in decoding the message by definition of a zero undetected error code). The challenge now is to tell the transmitter, through the noisy channel, that it has received the message and hence that the transmitter can move on to a new message. This is done through a careful protocol for keeping the binary states s t and s r at the transmitter and receiver synchronized. They start off synchronized to b 1 . Once the receiver sees |M (y n )| = 1, and looks at the decoded message, before sending confirmation that it received the message, the receiver switches its internal state, i.e. s r = s As in the previous case, to calculate the average rate and delay achieved, note that the probability that a message is correctly received with zero error is the probability that the message was correctly received at the receiver after seeing the codeword of length n, and then the transmitter (now through a noisy channel) seeing at least one y ′ c in a block of length γ n . Hence after n + γ n channel uses, the probability of correctly decoding message m is p n,m = (1 − λ (n)
γn . Viewing this as a probability of success, the number of codeword re-transmissions needed to transmit message m is hence a geometric random variable L n (m) with E[L n (m)] = 1/p n,m . The analysis of the achieved average rate and delay is identical to Theorem 1, except that we now use the backward W (b) (y ′ c |x ′ c ) in the definition of p n,m , and the code we use is an undetected error capacity achieving code, in which case the rate tends to C (f ) 0u as n → ∞. To show that our bound is tight for the class of channels stated below (4), note that Csiszár and Narayan showed that if C (f ) 0u > 0, and if the conditions after (4) hold then the zeroundetected capacity becomes equal to small error Shannon capacity (C (f ) 0u = C (f ) ). Thus, for these channels, we can easily prove that C noisy 0f a ≥ C (f ) . This is tight, as we always have C noisy 0f a ≤ C 0f a ≤ C (f ) .
IV. CONCLUSION
A major difference between our adaptive-zero-error communication schemes with noiseless versus noisy feedback is that the verification sequence (i.e. transmitter and receiver agreeing the receiver has decoded it successfully) is sent by the transmitter in the noiseless case whereas it is sent by the receiver in the noisy case. In the former, the perfect feedback allows us to approach rates up to C as undetected errors can be caught by the transmitter. In the latter, due to the noisy feedback, our scheme must backoff from C to C 0u in order to ensure that no undetected errors occur, as they cannot be corrected by the transmitter under our scheme.
