A private proximity retrieval (PPR) scheme is a protocol which allows a user to retrieve the identities of all records in a database that are within some distance r from the user's record x. The user's privacy at each server is given by the fraction of the record x that is kept private. We assume that each server stores a copy of the database. In this paper, this research is initiated and protocols that offer trade-offs between privacy and computational complexity and storage are studied. In particular, we study the required minimum number of servers by our protocol which provides a given privacy level. Each server gets a query in the protocol and the set of queries form a code. We study the family of codes generated by the set of queries and in particular the minimum number of codewords in such a code which is the minimum number of servers required for the protocol. These codes are closely related to a family of codes known as covering designs. We introduce several lower bounds on the sizes of such codes as well as several constructions. This work focuses on the case when the records are binary vectors together with the Hamming distance. Other metrics such as the Johnson metric are also investigated.
I. INTRODUCTION
The growing amount of available information, which mostly resides in the web and on the cloud, has made information retrieval (IR) one of the more important computing tasks. In fact, web search has become the standard source of information search and in general, IR refers to information access in order to obtain data, in any form, from any available information resources. However, this form of communication also poses a risk to the user privacy, since the servers can monitor the user's requests in order to deduce important information on the user and his interests. Therefore, an important aspect of IR is hiding the information the user is searching for.
A. Private Information Retrieval, Private Computation, and Proximity Searching
Private information retrieval (PIR) is one of the well-known studied problems that provide privacy to user's requests. This problem was introduced by Chor, Goldreich, Kushilevitz, and Sudan in [9] . PIR protocols make it possible to retrieve a data item from a database without disclosing any information about the identity of the item being retrieved. This problem has attracted considerable attention since its inception, see [3] - [7] , [10] , [39] - [42] . The classic PIR model of [9] views the database as a collection of bits (or records) and assumes that the user wishes to retrieve the ith record without revealing any information about the index i. A naive solution is to download the entire database, and in fact this solution cannot be improved upon if the database is stored on a single server [9] . In order to achieve sublinear communication complexity it was proposed in [9] to replicate the database on several servers that do not communicate with each other. One of the disadvantages of this PIR model is that every record consists of a single bit, while in practice a record is much longer. As a consequence of this model's drawback, this problem has received recently significant attention from an information-theoretic perspective, wherein the database consists of large records (the number of bits in each file is much larger than the number of files) and the goal is to minimize the number of bits that are downloaded from the servers [6] , [7] . This reformulation of the problem introduces the rate of a PIR scheme to be the ratio between the size of the file and the total number of downloaded bits from all servers [33] . Since then, extensions of this model for several more setups have been rigorously studied; see e.g. [1] , [2] , [15] , [20] , [33] , [34] , [36] , [38] and references therein.
PIR protocols have been rigorously studied mostly for the very basic IR problem which assumes that the user knows which data records are stored in the database (but not their content) and simply asks for the content of one of them. However, the user may be interested in other forms of information from the database rather than just asking for a particular record. The recently-introduced problem of private computation is a generalization of PIR which allows a user to compute an arbitrary function of a database, without revealing the identity of the function to the database. This problem has been studied for linear functions in [25] , [29] , [35] and for polynomial functions in [18] , [31] . Many open questions about private computation remain, especially for non-linear functions, one of which is the topic of this paper.
Another important IR problem is that of proximity searching. One example of proximity searching is the K-nearest neighbor search (K-NNS), where the goal is to find the K elements from the database that minimize the distance to a given query [8] , [22] . Proximity searching has several applications, among them are classification, searching for similar objects in multimedia databases, searching for similar documents in information retrieval, similar biological sequences in computational biology, and more. While proximity searching has been well-studied in the literature, to the best of our knowledge, there are no existing solutions which offer both proximity searching and privacy simultaneously. The assumption in proximity searching algorithms is that there is only a single server which stores the database. However, modern data storage systems are stored across several servers in a distributed manner, and thus we can take advantage of this setup in order to provide privacy for proximity retrieval.
B. Private Proximity Retrieval
In our setup of the problem we assume the user has a record and is only interested in knowing the identities, i.e., the indices, of the records in the database that are close to his record. The measure of closeness is determined according to some distance measure. This setup can fit for example to the case when the records stored in the database are attributes of different users. Given the user's attributes, he is only interested to know the users which have similar attributes to his according to some distance measure between the attributes. For example, a record may be a user's location and the database may consist of the locations of agents. In this context, the user seeks to determine the identity of the agents nearest to him, without necessarily knowing their exact location, while minimizing the amount of information that is exposed to the servers about his location. This example is related to the private proximity testing problem in which two users seek to determine whether they are close to each other, without revealing any information about each other's location [27] , [28] , [30] . Yet another example assumes that each record is a file (song, movie, DNA sequence etc.), and the user is interested in determining the records which are similar to his.
Assume an M-file database X = {x 1 , . . . , x M } ⊆ V is stored on N non-colluding servers and the user has a record x ∈ V. Let B(x, r) be the ball of radius r centered at x according to some distance measure d on V. The user seeks to know the identity of every record in B(x, r) ∩ X , i.e., the index of every record in the database similar to his, which is given by the set I(x, r) {m ∈ {1, . . . , M}| x m ∈ B(x, r)}. As opposed to the classical PIR problem, our solutions do not provide full privacy. Thus, it is required that this computation is invoked while minimizing the amount of information the servers learn about x.
A private proximity retrieval (PPR) scheme consists of three steps. First, the user generates, with some degree of randomness, N queries which are sent to the N servers. Based upon these queries and the database X , each server responds back with an answer to the user, and finally the user calculates the set I(x, r). The user's privacy at each server is defined to be the fraction of bits of x which are kept private from the server. The schemes we study in this paper have a common structure. The query sent to the nth server is given by q n = (y n , ρ n ), where y n is an element of V and ρ n is a distance parameter, and the server's answer is the set of indices given by A n = I(y n , ρ n ). Finally, the user computes the set I(x, r) = n∈[N] A n = n∈[N] I(y n , ρ n ). The main goal of our work is studying the trade-offs between the search radius r, the privacy at each server, and the number of servers. In general, one can achieve more privacy at the expense of a smaller search radius or the use of more servers. Finally, it is worth noting that private proximity retrieval can be viewed as another instance of the general private computation problem, in which I(x, r) is the function to be computed on X . Here the user wishes to hide the identity of this function amongst all functions of the form I(y, r) for any y ∈ V.
While the study of PPR schemes can be investigated for arbitrary space V and distance measure d on V, the primary focus of this paper is on the case V = F L 2 , where d is the Hamming distance on F L 2 . Then, the tradeoff between the number of servers and the privacy can be translated to the problem of finding the smallest subset
where s is a design parameter of the PPR scheme which determines its privacy and w(y) is the Hamming weight of y. Such a subset C will be called an (L, s, r) Private Proximity Retrieval Intersection Covering (PPRIC) code, and the minimum size of C will be denoted by N(L, s, r). Our primary interest in the paper is to determine exactly the value of N(L, s, r) for a large range of the parameters L, s, r by providing tight lower and upper bounds on this value. An important connection in studying the value of N(L, s, r) is derived by showing that PPRIC codes are closely related to a well-studied problem in design theory, called covering design. Namely, an (n, k, t) covering design, n k t > 0, is a collection of k-subsets (called blocks) of an n-set such that each t-subset of the n-set is contained in at least one block of the collection. We will show that PPRIC codes are also covering codes which have some additional constraints. Thus, the existence of a PPRIC code implies a corresponding covering design, but the opposite direction does not always hold. Therefore, all lower bounds on covering designs hold also for PPRIC codes and in some cases the constructions of covering designs are still valid for PPRIC codes. For the remaining parameters we show how to close on the gap by the results that can be derived by covering designs and present tighter lower bounds and specific code constructions.
C. Paper Organization
The rest of this paper is organized as follows. In Section II, the PPR problem is formally defined and a specific PPR scheme is presented that will be studied throughout the paper. Basic properties of this PPR scheme are presented when the records are binary vectors with the Hamming distance and it is studied how to achieve a high level of privacy. However, this solution requires a significantly large number of servers. This leads us to the main problem studied in the paper in which the minimum number of servers that provide a given privacy level is investigated. Lower bounds on this value are studied in Section III-A. Upper bounds by specific construction are given in III-B. The analysis of these bounds is given in Section III-C. In Section IV, we generalize our results beyond the Hamming metric to distance regular graphs such as the Johnson graph. Finally, Section V concludes the paper.
II. PRIVATE PROXIMITY RETRIEVAL SCHEMES AND BASIC PROPERTIES

A. Basic Definitions
Assume a database X consisting of M records is stored on N servers, where each server stores the whole database. Assume further that a user has a record x and wants to know which records in the database are similar to his record, that is, within some distance r with respect to a given metric. The user wants to keep the contents of his record as private as possible, i.e., reduce the amount of information which is revealed to the servers about his record.
Let V be a finite set and let d be a metric on V, d : V × V → R 0 . For x ∈ V, we define by B(x, r) its ball of radius r, that is, the set B(x, r) {y ∈ V | d(x, y) r}. Let X be a random variable on V and let X = (x 1 , . . . , x M ) consist of M i.i.d. samples of X. We refer to X as the database, and assume a copy of X is stored on each of the N servers. A user has his own independent sample x of X, and wishes to exactly compute the set
In other words, the user wishes to answer the question "Is x m ∈ B(x, r)?" for all x m in the database. We refer to r as the search radius of the user. We denote by H(·) the binary entropy function, given by H(p) = −p log 2 p − (1 − p) log 2 (1 − p) for 0 p 1. For a discrete random variable Y supported on a set Y, we define its entropy by 2 1 Pr(y) = − ∑ y∈Y Pr(y) log 2 (Pr(y)).
It will always be clear from the context whether the function H(·) is taking a scalar or a random variable as its argument. For a positive integer n, the set {1, 2, . . . , n} is denoted by [n]. Definition 1. Let X = (x 1 , . . . , x M ) be a database of M records sampled i.i.d. from a random variable X on a metric space V. Suppose that X is replicated on N non-communicating servers, and that a user has his own record x ∈ V and a desired search radius r > 0. A private proximity retrieval (PPR) scheme for this setup consists of three algorithms. 1) A randomized algorithm Q that forms N queries, q 1 , . . . , q N , depending on X, M, the user's record x, and the search radius r. 2) An algorithm A that calculates answers A n , for n ∈ [N], given a query q n generated by the algorithm Q, and the database X . 3) An algorithm R, that calculates exactly the set I(x, r), given X, x, r, the set of queries q 1 , . . . , q N , and the corresponding answers A 1 , . . . , A N .
Definition 2. For a given PPR scheme, the user's privacy at a server n ∈ [N] is defined to be
The user's privacy at server n ∈ [N] measures the fraction of bits of x which are kept private from server n. Note that our definitions do not demand that a PPR scheme has perfect privacy, and a major theme of this work will be the trade-off between the privacy P n , the search radius r, and the number of servers N required by the PPR schemes. Lastly we comment here that a more general definition of this problem, which takes also into account the distortion of computing the set I(x, r), has been presented in a research which has motivated the current paper (see [12] ).
B. A Simple Scheme for Hamming Space
The main part of the current work concentrates on the case of V = F L 2 , d is the Hamming distance on F L 2 , and the random variable X equals to the uniform distribution on F L 2 , and this is the case to which we now specify unless stated explicitly otherwise. For two vectors u and v of the same length, the Hamming distance between u and v is denoted by d(u, v) and the Hamming weight of u is denoted by w(u). The support of u will be denoted by supp(u). For s 0, let W s be the set of all vectors of weight exactly s in F L 2 , i.e., W s = {y ∈ F L 2 | w(y) = s}. The following proposition will motivate our approach. Proposition 3 Given r, s, L 0 such that r < L and x ∈ F L 2 , we have that B(x, r) = z∈W s B(x + z, r + s) (1) if and only if r + 2s + 1 L. Proof: Assume first that r + 2s + 1 L. By translation invariance of the Hamming distance, we can assume that x = 0. Let y ∈ B(0, r), i.e., y is a vector whose Hamming weight is at most r. Clearly, y ∈ B(z, r + s) for all z ∈ W s , since d(z, y) w(z) + w(y) s + r. Hence, B(0, r) ⊆ z∈W s B(z, r + s). Now let w(y) > r, and without loss of generality we assume that the support of y is exactly the first w(y) coordinates. Let z ∈ W s be the vector with support on the last s coordinates. We see that For the other direction, let B(x, r) = z∈W s B(x + z, r + s) and assume for contradiction that r + 2s + 1 > L. We will exhibit a vector y which is in z∈W B(x + z, r + s) but not in B(x, r), which will lead to a contradiction. Given x, consider the all-ones vector 1 and let y = x + 1. Clearly y ∈ B(x, r) since d(x, y) = L > r. One can easily verify that easily d(x + z, y) = d(z, 1) = L − s r + s and hence y is contained in B(x + z, r + s) for all z ∈ W s . Thus, r + 2s + 1 L. Proposition 3 suggests that to construct a PPR scheme for retrieving I(x, r), we should apply a PPR scheme wherein the user randomly picks a different translation vector z ∈ W s for each of N = |W s | = ( L s ) servers, and sends each server the vector x + z. The queries are of the form (x + z, r + s) for all z ∈ W s , and are transmitted to a set of servers indexed by the elements of W s . Thus, the server corresponding to an element z ∈ W s will respond with the indices I(x + z, r + s). By Proposition 3, we have
and hence the user can compute I(x, r) exactly. However, the number of servers N for such a scheme is unacceptably large. With the intention of reducing the number of servers but retaining the general scheme outline, we introduce the following family of PPR schemes.
C. A General PPR Scheme and Some Basic Properties
While the PPR scheme described in the previous subsection using the set W s has the advantage of being easy to describe, the number of servers is ( L s ), which even for small values of L is unreasonable. Our general strategy for improving on this construction will be to consider subsets Z ⊆ W s which satisfy the equation of Proposition 3, but for which |Z| ≪ |W s |. We formalize the family of PPR schemes we will consider in the following definition.
Definition 4. Let X = (x 1 , . . . , x M ) be a database of M records sampled i.i.d. from a random variable X on a metric space V. Suppose that X is replicated on N non-communicating servers, and that a user has his own private record x ∈ V. The user also has a desired search radius r > 0, another integer parameter s > 0, and a set of query vectors Z ⊆ W s of size N, all of which are public knowledge.
The PPR scheme PPR(r, s, Z) associated with this setup is defined to consist of the following algorithms: 1) The algorithm Q applies a uniform random permutation of [L] to the coordinates of all vectors z n ∈ Z, and then sends the query q n = (x + z n , r + s) to server n = 1, . . . , N, where x is the user's record. I(x + z n , r + s).
2) The algorithm A computes
Proposition 5. For the PPR scheme PPR(r, s, Z), the privacy at any server n ∈ [N] satisfies
In particular, if σ = s/L is constant with respect to L, then P n → H(σ) as L → ∞.
Proof: The coordinate permutation used in the algorithm Q guarantees that any single server observes an element x + z which is chosen uniformly at random amongst all vectors of F L 2 which are at distance s from x, i.e., the set x + W s . Therefore H(X|q n ) = log 2 |W s |. Since x is a sample of the uniform distribution on F L 2 , we have H(X) = L and the result holds. In case σ = s/L, computing the limit as L → ∞ is straightforward and may be done using Stirling's approximation.
Let P = P n for the PPR scheme PPR(r, s, Z), which by Proposition 5 is independent of n. It is not hard to show that P < H(σ), thus approximating P ≈ H(σ) for large L slightly overestimates the privacy level. Nevertheless, to maximize privacy, one wants σ to be as close as possible to 1/2, so that H(σ) ≈ 1. Apart from its role in the above brief analysis of the privacy of PPR(r, s, Z), the random coordinate permutation used by the algorithm Q is largely immaterial to the analysis of the scheme, and in what follows we will largely ignore it.
From the definition of the PPR scheme PPR(r, s, Z), we see that it is possible to successfully compute the desired set of indices I(x, r) if the set Z satisfies I(x, r) = z n ∈Z I(x + z n , r + s). Furthermore, the scheme uses N = |Z| servers and obtains an asymptotic privacy level of H(σ) where σ = s/L. Hence, for given values of L, s, r, the goal is to find a set Z of minimum size, which translates to the number of servers required by the PPR scheme PPR(r, s, Z). For the rest of the paper we study this value which will be denoted by N(L, s, r). That is, N(L, s, r) is the minimum size of a set Z such that for all x ∈ V, it holds that I(x, r) = z n ∈Z I(x + z n , r + s).
III. BOUNDS ON THE SIZE OF PPR CODES
In this section, we analyse the quantity N(L, s, r), which is the minimum number of servers required for the PPR schemes introduced in Definition 4. The set of query words related to these servers form a code for PPR schemes. We will start by giving a formal definition and an appropriate name for these codes. Lower bounds on the size of such codes will be derived in Section III-A. Upper bounds will be provided in Section III-B and analysis on the bounds will be discussed in Section III-C. Proposition 3 has motivated the definitions of PPR schemes and the quantity N(L, s, r) in Section II. We note that the righthand side of (1) reflects the elements which are covered by intersection of balls centered at words whose distance from the record of the user is s. This is the motivation for the following definition. For given L, s, and r, such that L r + 2s + 1, let C be a subset of W s such that
Such a set C will be called an (L, s, r) Private Proximity Retrieval Intersection Covering code, or an (L, s, r) PPRIC code in short. Let N(L, s, r) be the minimum number of codewords in such an (L, s, r) PPRIC code C. We continue and discuss bounds on the sizes of such codes and some properties related to their structure. Our main interest is in bounds for which r is fixed, L → ∞, and σ = s L is fixed. An important concept that will be used in our lower bounds and constructions for PPRIC codes, is a word which has a nonempty intersection with the support of each codeword of a given PPRIC code. Given a PPRIC code C,
Lemma 6. Let r, s, and L be nonnegative integers, such that L 2s + r + 1, and let C ⊆ W s be an (L, s, r) PPRIC code. If v is an MIPPR word, then wt(v) r + 3.
Proof: Assume to the contrary that v is an MIPPR word with respect to C and wt(v) r + 2, and let y ∈ F L 2 be any word of weight r + 2 such that supp(v) ⊆ supp(y). Since supp(v) ∩ supp(c) = ∅ for all c ∈ C and supp(v) ⊆ supp(y), if follows that | supp(y) ∩ supp(c)| 1 for all c ∈ C. Hence, for any c ∈ C, we have that
and therefore, y ∈ c∈C B(c, r + s), a contradiction to (3) since wt(y) > r. Corollary 7. If r, s, and L are nonnegative integers, such that L 2s + r + 1, then N(L, s, r) r + 3.
By Lemma 6, the weight of an MIPPR word is at least r + 3. This motivates constructions and lower bounds on the sizes of (L, s, r) PPRIC codes for which the weight of each MIPPR word is exactly r + 3. In general MIPPR words of (L, s, r) PPRIC codes do not have to be of weight r + 3. For example, let C be the (L, s, r) PPRIC code C which contains all the ( L s ) words of length L and weight s. The support of any word v of weight L − s, have an empty intersection with the support of its binary complementv, which has weight s and hencev ∈ C. Therefore, any MIPPR word related to C has weight L − s + 1. Conjecture 8 implies the following weaker conjecture.
Conjecture 9. Any MIPPR word of minimum weight, in a minimal (L, s, r) PPRIC code, has weight r + 3.
We believe that MIPPR words can throw light on the general structure of the related PPRIC code and hence we are interested in the results on MIPPR words.
A. Lower Bounds on the Size of PPR Codes
Note, that by Lemma 6 the weight of any MIPPR word is at least r + 3. Conjectures 8 and 9 imply that this lower bound on the weight of any MIPPR word is in fact the weight of such a word. Lemma 6 also implies that we can obtain bounds on N(L, s, r) by considering words which intersect the support of every c ∈ C (where C is a PPRIC code which attain the value of N(L, s, r)) in at least one coordinate. This approach was used in the following theorem presented in [12] which is proved by repeatedly applying Lemma 6.
Theorem 10. If r, s, and L are nonnegative integers, such that L 2s + r + 1, then
where σ = s/L.
One can easily verify that the values in (4) are increasing with k, as long as k ⌊r
In the sequel we obtain a lower bound which also implies Theorem 10 and Corollary 7. The new lower bound is based on design theory and we will present first the required definitions for this lower bound. These definitions will be also used in our constructions given in the next subsection. We will show that our PPRIC codes are covering codes (more commonly known as covering designs or just coverings) which have some additional constraints.
An (n, k, t) covering design, n k t > 0, is a collection of k-subsets (called blocks) of an n-set (w.l.o.g.
[n]) (whose elements are called points), such that each t-subset of the n-set is contained in at least one block of the collection. Let c(n, k, t) denote the minimum number of blocks in such an (n, k, t) covering design. Finally, the complementS of the design S is defined byS
Similarly for a binary code C of length n, the complementC is the code formed from the binary complements of all the codewords in C. In other words, the codewords inC are exactly all the words whose set of supports is
Covering designs were extensively studied mainly from a combinatorial point of view [24] . They have also found many applications, especially in various problems related to coding theory, e.g. [14] . Bounds on the sizes of covering designs, i.e. on c(n, t, k), are very important in our discussion as a consequence of the connection between PPRIC codes and covering designs given in the next result.
Lemma 11. The set of supports in the complement of an (L, s, r) PPRIC code is an (L, L − s, r + 2) covering design.
Proof: Let C be an (L, s, r) PPRIC code, S {supp(c) : c ∈ C}, andS its complement design. By Lemma 6, for an (L, s, r) PPRIC code all MIPPR words have at least weight r + 3. It implies that there are no r + 2 coordinates which contain an element from the support of each codeword. In other words, for each subset P ⊂ [L] of size r + 2 there exists a codeword c ∈ C such that P ∩ supp(c) = ∅. It follows that for each subset P ⊂ [L] of size r + 2 there exists a block B ∈S such that P ⊂ B. Moreover, inS each block has size L − s. Thus,S forms an (L, L − s, r + 2) covering design.
An (n, k, t) Turán design, n k t > 0, is a collection S of t-subsets (called blocks) of an n-set, such that each k-subset of the n-set contains at least one block of S. There is a simple connection between covering designs and Turán designs implied by the complement of the design.
Theorem 12. S is an (n, k, t) covering design if and only ifS is an (n, n − t, n − k) Turán design. (n, k, t) Turán designs were considered only for small k and t, i.e. n 2k. Hence, most of the results on Turán designs will not help in our exposition on PPRIC code. Those which can help were translated into covering designs by Theorem 12. Hence, we won't consider Turán designs in the sequel. Remark 1. Lemma 11 and Corollary 13 imply that given an (L, s, r) PPRIC code C, for each word v of length L and weight L − r − 2, there exists a codeword c ∈ C such that supp(c) ⊂ supp(v). For each word v of length L and weight L − r − 2 − 2γ, γ 0, there exists a codeword c ∈ C such that | supp(c) ∩ supp(v)| s − γ. This is exactly what is need for data compression as explained in [14] , where some bounds including asymptotic bounds in this direction are given.
An (L, s, r) PPRIC code C is the complement of an (L, L − s, r + 2) covering design. Therefore, for every word v of weight r + 1 or r + 2, there exists a codeword c ∈ C such that supp(c) ∩ supp(v) = ∅. However, PPRIC code has some more requirements. Equality (3) suggests that, for each word v of weight r + 2γ − 1 or
These properties of PPRIC codes imply a method to verify that a code C is indeed an (L, s, r) PPRIC code or not. To show that C is a PPRIC code, we just need to prove that any word of length L which intersects each codeword of C in at least γ coordinates should have weight at least r + 2γ + 1. Equivalently, to show that C is not a PPRIC code, we just need to find one word of weight r + 2γ which intersects each codeword of C in at least γ coordinates, and therefore has distance at most r + s from all the codewords of C.
Lemma 11 also implies the following important lower bound.
Corollary 14. If r, s, and L are nonnegative integers, such that L 2s + r + 1, then N(L, s, r) c(L, L − s, r + 2).
Corollary 13 implies several lower bounds on N(L, s, r). In fact, most of our lower bounds are based on the lower bounds on the size of the related covering designs, but there are some parameters for which N(L, s, r) > c(L, L − s, r + 2) as we will see in the sequel. The first lower bound is the basic covering bound.
Lemma 15. If r, s, and L are nonnegative integers, such that L 2s + r + 1, then
The next result is well known as the Schönheim's bound [32] .
Lemma 16 can be applied iteratively to obtain several results.
Corollary 18. If r, s, and L are nonnegative integers, such that L 2s + r + 1, then
Corollary 19 implies Lemma 15. It also implies that c(t, k, n) t + 1 and by applying Corollary 18 we obtain Theorem 10.
Usually, (n, k, t) covering designs were considered for small k and t, i.e. n 2k. In our context we need small t and large k, i.e. small n − k. These types of designs were considered for a given m and t, and pairs (n, k) such that m = c(n, k, t). There has been extensive research in this direction, which is exactly what is required for our bounds on PPRIC codes. The main difficulty as was pointed in [24] is to establish the correct lower bound with long and complicated proofs. Mills [23] and Todorov [37] found the maximum ratio n k on the pairs (n, k) such that m = c(n, k, t). The first value was given by Mills [23] (Theorem 2.2 and Theorem 2.3). This is quoted as in Todorov [37] (Theorem 2). Theorem 20. Let n > k > t > 0 and assume that m = c(n, k, t). If m and t are positive integers such that t < m
Clearly, we have to translate the results from the pair of parameters (n, k) to the pair (L, s) which is performed by the simple equation
Corollary 21. Let r, s, and L be nonnegative integers, such that L 2s + r + 1. If m and r are nonnegative integers such that r + 2 < m 3(r+3) 2 , then L s
Theorem 20 was extended by Todorov [37] as follows.
Theorem 22. Let n > k > t > 0 and assume that m = c(n, k, t). For every integer ℓ 1 we have the following requirements.
1) If m = 3ℓ + 1 and t = 2ℓ − 1, then n Corollary 23. Let n > k > t > 0 and assume that m = c(n, k, t). For every integer ℓ 1 we have the following requirements.
1) If t is odd and 3t+3 3t−1 < n/k 9t+7 9t−5 , then c(n, k, t) 3t+5 2 . 2) If t is even and 3t+4 3t < n/k 3t+3 3t−1 , then c(n, k, t) 3t+4 2 . 3) If t is even and 3t+3 3t−1 < n/k 3t+2 3t−2 , then c(n, k, t) 3t+6 2 . , then N(L, s, r) 3r+12 2 . The next result demonstrates the difference between the lower bounds on c(n, k, t) and N(L, s, r). The proof is quite tedious and to simplify some parts we present some auxiliary lemmas throughout the proof.
Theorem 25. If r = 0 and L/s = 2 + ǫ, where ǫ < 1 8 , then N(L, s, r) > 6. Proof: Assume that for r = 0 and L/s = 2 + ǫ, where ǫ < 1 8 , there exists an (L, s, r) PPRIC code with only 6 codewords A, B, C, D, E, F. If some five codewords have a nonempty intersection then obviously we can find two coordinates intersecting all codewords, a contradiction to Lemma 6. We distinguish now between four cases depending on the number of four codewords with a nonempty intersection. The distinction is between three such quadruples of intersection codewords (called later intersecting quadruples), exactly two such quadruples, exactly one such quadruple, or no such quadruple of codewords. Note that if there exist two such quadruples {A, B, C, D} and {A, B, E, F} then there exists an MIPPR word of weight two contradicting Lemma 6. Therefore, any two intersecting quadruples should have exactly three codewords in common. W.l.o.g. two of the quadruples are {A, B, C, D} and {A, B, C, E}, a third quadruple can be w.l.o.g. either {A, B, C, F} or {A, B, D, E}. It is easy to verify that in both cases there is no other quadruple which has three codewords in common with the other three quadruples. This implies that the four cases which follow are comprehensive. We continue with a lemma which will be used throughout the proof.
Lemma 26. There do not exist 2t types of intersecting triples, where each codeword is contained in exactly t types of intersecting triples.
Proof: Let v be a word of weight 2t with intersect each type in one coordinate. The weight of v is 2t and it intersect each codeword in t coordinates. Hence, for X ∈ {A, B, C, D, E, F} we have d(v, X) = 2t + s − 2t = s, a contradiction to (3) . Now, we continue with the four cases. 
This implies that
Clearly to avoid more intersecting quadruples, A is disjoint to C ∩ D ∩ E and also B is disjoint to C ∩ D ∩ E. This implies that |A ∩ R| 3ǫs and |A ∩ F| (1 − 3ǫ)s and similarly |B ∩ F| (1 − 3ǫ)s and hence |A ∩ F| + |B ∩ F| (2 − 6ǫ)s > s = |F| and therefore A ∩ B ∩ F = ∅. Since also C ∩ D ∩ E = ∅, it follows that there exists an MIPPR word with weight two, contradicting Lemma 6. Case 2: There are exactly two such quadruples of codewords.
W.l.o.g. the two quadruples are {A, B, C, D} and {A, B, C, E}. To avoid an MIPPR word with weight two, F has to be disjoint from D ∪ E. Assume F is also disjoint from A or B or C. W.l.o.g. F is disjoint from C, i.e. F is disjoint from C ∪ D ∪ E and this case is solved as in Case 1 (2) . If |D ∩ E| = βs, then since F is disjoint from
Let [L] be the union of three pairwise disjoint sets, F, D ∩ E and R. Assume first that
a contradiction. Therefore, w.l.o.g. we assume that A ∩ B ∩ F = ∅. This implies that C ∩ D ∩ E = ∅ to avoid an MIPPR word with weight two and hence |C ∩ F| = |C| − |C ∩ D ∩ E| − |C ∩ R| s − 0 − 2ǫs = (1 − 2ǫ)s. We continue and distinguish between two subcases. Case 2.1: If A ∩ C ∩ F = ∅, then the same arguments implies that |B ∩ F| (1 − 2ǫ)s. Hence, |B ∩ F| + |C ∩ F| (2 − 4ǫ)s > s which is only possible if B ∩ C ∩ F = ∅. Therefore, the same arguments also imply that |A ∩ F| (1 − 2ǫ)s. But now,
which implies that A ∩ B ∩ C ∩ F = ∅ , contradicting the assumption that we have exactly two distinct intersecting quadruples. Case 2.2: If C ∩ F is disjoint from A ∪ B, then recall that |C ∩ F| (1 − 2ǫ)s and it implies that |A ∩ F| 2ǫs and |B ∩ F| 2ǫs. Hence, Assume that there are exactly βs coordinates which are contained in three codewords. Hence, 6s = |A| + |B| + |C| + |D| + |E| + |F| 3βs + 2(2 + ǫ − β)s since (2 + ǫ − β)s coordinates are contained in at most two codeword. It implies that β 2 − 2ǫ. We continue and distinguish between two cases: Case 4.1: Any two codewords are contained in some intersecting triple.
The types of candidates for these intersecting triples are as follows (the notation ∩ is omitted for simplicity).
ABC ABD ABE ABF ACD ACE ACF ADE ADF AEF DEF CEF CDF CDE BEF BDF BDE BCF BCE BCD
To avoid an MIPPR word with weight two there are no two triples from the same column in the code. Consider now the type of intersecting triples which are contained in the code. W.l.o.g we may assume that A is a codeword which appears the most number of times in distinct types of intersecting triples (other might appear the same number of times). Not all the types in the codes contains A since |A| = s. Hence, w.l.o.g we may assume the existence of the intersecting triple D ∩ E ∩ F in the code. Since B and C are involved in an intersecting triple and to avoid an MIPPR word with weight two it cannot be A ∩ B ∩ C, it follows that w.l.o.g we may assume the existence of the intersecting triple B ∩ C ∩ F. The updated table of candidates (where the red color is for a triple in the code and strike-through lines is for a triple not in the code) is as follows. 
Recall that each pair of codewords is part of a type which is contained in the code. Consider the pair A ∩ C, one readily verify that A ∩ C ∩ F is the only possible type which remained in the table to be in the code. The three types A ∩ C ∩ F, D ∩ E ∩ F and A ∩ B ∩ E forbid the appearance of the type B ∩ C ∩ D in the code by Lemma 26. Finally, there is a type containing C ∩ D in the code and the only remaining choice is C ∩ D ∩ E. The table for the types of triples is as follows.
These six intersecting triples form a contradiction to Lemma 26. Case 4.2: There is a pair of codewords, say E and F which are not contained together in any intersecting triple. This case is solved in Lemma 28.
Thus, all possible cases were analyzed and it was shown that in the given range there is no PPRIC code with six codewords and hence N(L, s, 0) > 6.
Theorem 25 is important as it presents a set of parameters for which the smallest PPRIC code has larger size than the smallest related covering design. This will be further discussed in Section III-C. Proof: W.l.o.g, the intersecting quadruple is A ∩ B ∩ C ∩ D, which implies that E and F are disjoint, and hence |A ∩ B ∩ C ∩ D| = π s ǫs. Each one of the 2s coordinates of E ∪ F can support at most three codewords. Those which support exactly three codewords will be called saturated. Assume E ∪ F contains βs saturated coordinates and therefore each of the other (2 − β)s coordinates are contained in at most two codewords and hence they are unsaturated coordinates. |A| + |B| + |C| + |D| + |E| + |F| is equal 6s and it is also at most 4ǫs + 3βs + 2(2 − β)s. Therefore, 6 4ǫ + 3β + 2(2 − β) and since ǫ < 1/8, it follows that β 2 − 4ǫ > 3s 2 . We continue to show, by using other counting arguments, that the number of saturated coordinates in the code is smaller than (2 − 4ǫ)s, which is a contradiction.
For the saturated coordinates we only have to consider intersecting triples which have the form {X, Y, Z}, where X, Y ∈ {A, B, C, D} and Z ∈ {E, F}. There are twelve such possible intersecting triples, but to avoid an MIPPR word of weight two if {X 1 ,
is not an intersecting triple, and hence at most six such intersecting triples can be contained in the code. W.l.o.g. assume that A ∩ B ∩ E is such an intersecting triple with the largest size and that |A ∩ B ∩ E| = γs. Since there are only six possible intersecting triples and their total size is greater than 3s 2 , it follows that 6γs > 3s 2 and hence γ > 
Clearly, there is at least one intersection triple which contains F and w.l.o.g. we assume that A ∩ C ∩ F = ∅. Assume further that A ∩ C ∩ F is the only intersecting triple which contains F. Since there are more than 3s 2 saturated coordinates and at most s of them contain E, it follows that |A ∩ C ∩ F| > s 2 . But, |A ∩ B ∩ E| |A ∩ C ∩ F| which implies that |A| |A ∩ B ∩ E| + |A ∩ C ∩ F| > s, a contradiction. Hence, there is at least one more intersecting triple which contains F. We already have the intersecting triples A ∩ B ∩ E, C ∩ D ∩ E, and A ∩ C ∩ F, and by Lemma 26 B ∩ D ∩ F cannot be an intersecting triple. Hence, w.l.o.g. a second intersecting triple which contains F is B ∩ C ∩ F.
Since |A ∩ B ∩ E| = γs, it follows that |D ∩ E| (1 − γs) and since |A ∩ B ∩ C ∩ D| ǫs it follows that |D ∩ (E ∪ F)| = (1 − ǫ)s, which implies that |D ∩ F| (γ − ǫ)s.
By Lemma 26 the code cannot contain the intersection triples A ∩ D ∩ F, B ∩ D ∩ F, and since also C ∩ D ∩ F is not an intersecting triple, it follows that all coordinates in D ∩ F are not saturated. Recall, that the number of saturated coordinates is βs > 3s 2 and hence |D ∩ F| < 1/2, which implies that (γ − ǫ)s < 1/2 and hence γ < 5/8. Hence, there are more than 11s 8 coordinates in E ∪ F which are not in A ∩ B ∩ E. To summarize, we have four intersecting triples, A ∩ B ∩ E for which we proved that |A ∩ B ∩ E| < 5/8, C ∩ D ∩ E, A ∩ C ∩ F, B ∩ C ∩ F; six intersecting triples were excluded from the code, and two A ∩ C ∩ E and B ∩ C ∩ E may be contained in the code. Note, that the last five intersecting triples contain C. We call the coordinates in E ∪ F which support the codeword C, C-coordinates. All the coordinates in E ∪ F which are not in A ∩ B ∩ E are C-coordinates or unsaturated coordinates. Clearly, the number of C-coordinates is at most (1 − π )s. The number of appearances of A, B, C, and D, in the coordinates of E ∪ F is at least 4s − 4π s − 3(ǫ − π )s = (4 − 3ǫ − π )s and hence the number of saturated coordinates is at least (2 − 3ǫ − π )s (since |E ∪ F| = 2s). This implies that the number of coordinates (inside E ∪ F) which are unsaturated or C-coordinates is at most (3ǫ + π )s + (1 − π )s < 11s 8 . But, these are exactly the coordinates in E ∪ F which are not in A ∩ B ∩ E. There are more than 11s 8 such coordinates, a contradiction.
Lemma 28. If r = 0 and L/s = 2 +ǫ, where ǫ < 1 8 , then an (L, s, r) PPRIC code with six codewords A, B, C, D, E, F, with no intersecting quadruple, where {E, F} is not contained in any intersecting triple, does not exist.
Proof: We define the saturated coordinates to be the ones on which there are intersecting triples. There are a total of (2 + ǫ)s coordinates and hence at least 6s − 2(2 + ǫ)s > 7s 4 saturated coordinates which implies that there are at most (2 + ǫ)s − 7s 4 < 3s 8 unsaturated coordinates. Since there is no intersecting triple of the form X ∩ E ∩ F, it follows that there are sixteen possible intersecting triples as follows ABE ACE ADE BCE BDE CDE ABC ABD ABF ACF ADF BCF BDF CDF ACD BCD 1) the intersecting triples are chosen from {ABE, ACE, ADE, ABF, ACF, ADF, ABC, ABD, ACD, BCD} such that nine triples contain A and only B ∩ C ∩ D does not contain A. By the Claim |B ∩ C ∩ D| ( 1 2 + ǫ)s, and all the intersecting triples which contain A have size at most s, and hence the total size of these triples is at most (1 + 1 2 + ǫ)s which is smaller than 7s 4 , a contradiction. 2) the intersecting triples are chosen from {ABE, ACE, BCE, ABF, ACF, BCF, ABC, ABD, ACD, BCD}. Each triple has at least one pair from the set {A, B, C}. Since |A| + |B| + |C| = 3s and each intersecting triple have a pair from these three codewords, it follows that the total size of these triples is at most 3s 2 which is smaller than 7s 4 , a contradiction. Hence, w.l.o.g. there are at least two such intersecting triples, say A ∩ B ∩ E and C ∩ D ∩ E. We can also assume w.l.o.g. that A ∩ C ∩ F is an intersecting triple. If there is no other intersecting triples which contain F, then by the claim the number of saturated coordinates which support F is at most 1 2 + ǫ, and hence the total number of unsaturated coordinates supporting F is at least 1 2 − ǫ which is larger than 3s 8 , a contradiction. Hence, there is another intersecting triple which contains F. By Lemma 26, B ∩ D ∩ F is not an intersecting triple and hence w.l.o.g. B ∩ C ∩ F is an intersecting triple. Any triple from the set {ACE, BCE, ABC, ABD, ACD, BCD} can be also an intersecting triple. We count the number of saturated coordinates supporting C. Recall that A ∩ B ∩ E, C ∩ D ∩ E, and A ∩ C ∩ F are three intersecting triples. All the other triples cannot be intersecting triples.
Let |C ∩ D ∩ E| = γs; note that every other intersecting triple has two codeword from the set {A, B, C}. Hence, the number of saturated coordinates which support C is at most (γ + 3−γ 2 )s. Since the total number of saturated coordinates is at least (2 − 2ǫ)s it follows that (γ + 3−γ 2 )s (2 − 2ǫ)s, i.e. γ > 1 − 4ǫ. All the coordinates which support F and are not contained in A ∩ C ∩ F or B ∩ C ∩ F are unsaturated. The total number of unsaturated coordinates is at most 3ǫs and hence |A ∩ C ∩ F| + |B ∩ C ∩ F| (1 − 3ǫ)s. Therefore, we have that the total number of coordinates supporting C is at least (2 − 7ǫ)s > s, a contradiction.
Thus, the lemma is proved.
B. Upper Bounds on the Size of PPRIC Codes
In this subsection we present a few constructions for PPRIC codes which imply upper bounds on N(L, s, r). Some of these bounds are already known from the constructions of covering designs in [17] , [23] , where the covering designs can be proven to be also PPRIC codes. But, these constructions of covering designs are not always PPRIC codes, and for many parameters no constructions are given. Other bounds known from the general constructions on covering designs are given in [16] . Analysis of our construction, and especially with comparison of related covering designs, will be given in Section III-C. By Proposition 3 we know that for an (L, s, r) PPRIC code, L 2s + r + 1. There are only trivial requirements on the parameters of an (n, k, t) covering design. By Corollary 14 we have that N(L, s, r) c(L, L − s, r + 2) and hence for the related (L, L − s, r + 2) covering design we only have L L − s r + 2, i.e. L s + r + 2. The first result implies that if L (r + 3)s, then the optimal (L, s, r) PPRIC code is derived in a trivial way. As a consequence of Corollary 30, henceforth we only consider values of L for which 2s + r + 1 L < (r + 3)s. It appears that many of the constructions of optimal covering designs or almost optimal, are also constructions for optimal PPRIC codes or almost optimal, respectively. But, there are constructions of covering designs which are certainly not PPRIC and also constructions of optimal covering designs which are not PPRIC codes. These will be discussed in Section III-C. But, the upper bounds on c(n, k, t) are not translated immediately into analog bounds on N(n, n − k, t − 2). We start with bounds on c(n, k, t) for which a related bound on N(n, n − k, t − 2) can be obtained. These bounds can be found for example in [17] .
Lemma 31. If n > k > t > 0 then c(n + 1, k + 1, t) c(n, k, t).
Corollary 32. If n > k > t > 0 and α > 0 are integers, then c(αn, αk, t) c(n, k, t).
The analog of Lemma 31 is the following lemma which can be easily verified.
Lemma 33. If L, s, and r, are nonnegative integer such that L 2s + r + 1, then N(L + 1, s, r) N(L, s, r).
Corollary 32 also has an analog bound on N(L, s, r) as follows.
Lemma 34. If L, s, r, and α, are nonnegative integer such that L 2s + r + 1, then N(αL, αs, r) N(L, s, r).
In contrary to Corollary 32 which is an immediate consequence from Lemma 31, Lemma 34 is not a consequence of Lemma 33 and a proof has to be provided. We omit the proof which is very similar (and relatively simpler) to proofs of results given in the sequel.
We continue with a construction for PPRIC codes which is general and all our the other constructions for PPRIC codes are variants of this construction. To this end, we will need the following definition. For a given ℓ 0 a design of type ℓ is a collection of blocks of size s from a set Q having the following property. For any subset P ⊆ Q, intersecting with each block in a subset whose size is at least t, we have that |P| ℓ + t. In other words, for a subset R ⊆ Q of size less than ℓ + t, there exists at least one block whose intersection with R is smaller than t.
Construction 1:
Let ℓ 1 , . . . , ℓ p , p 2, be nonnegative integers and let r = ∑ ℓ i + (p − 2)t − 1. Choose p designs of types ℓ 1 , . . . , ℓ p on p subsets of disjoint coordinates of [L] to form a code C. 
i p, be the related design of type ℓ i . It is sufficient to show that for each word v of weight r + 2t − 1 or r + 2t, where t 1, there exists a codeword c ∈ C, such that d(v, c) > r + s. Since
it follows that there exists one i for which | supp(v) ∩ S i | < ℓ i + t. Hence, at least for one of codeword (block) c ∈ S i we have | supp(v) ∩ supp(c)| < t and hence
Next, we consider how to construct the best PPRIC code by using construction 1. For this purpose, an important upper bound on c(n, k, t) is the following theorem of Morley and van Rees [26] generalized in [17] . Covering designs obtained by the related methods are referred in that paper and also in [16] as a special case of a dynamic programming construction.
Construction 1 implies a related result for PPRIC codes.
To apply Construction 1 we have to consider constructions for designs of type ℓ. For this we will define the concept of a superset. Let S be a collection of α-subsets (called blocks) of an n-set, where α divides s andS is an (n, n − α, t) covering design. An S-superset is a set of ns α elements partitioned into n pairwise disjoint subsets called grain-sets, where each grain-set has size s α . Each S-superset will contribute exactly |S| codewords to the related PPRIC code, which will be a union of such S-supersets. Each codeword is defined by the support of α distinct grain-sets related to the |S| blocks of S. Clearly, each support of such a codeword has weight s. Lemma 38. IfS is an (n, n − α, ℓ) covering design, then the related S-superset (obtained from S), where each grainset has size s α . is a design of type ℓ. Proof: In the S-superset there are n grain-sets each one of size s α with labels {1, 2, . . . , n}. Let Q be the union of all these grain-sets. For any block B ∈ S whose size is α, we form a codeword of size s from the grain-sets related to B.
Assume the contrary that the S-superset is not a design of type ℓ, i.e. that we have a subset Q ′ ⊆ Q of size at most ℓ + t − 1, which intersects each block from the S-superset in a subset whose size is at least t. We distinguish now between two cases: Case 1: Q ′ contains elements from at least ℓ distinct grain-sets. Let P ⊆ Q ′ be a subset of size ℓ with elements from distinct ℓ grain-sets. P intersect ℓ grain-sets with labels {i 1 , . . . , i ℓ } ⊂ {1, 2, . . . , n}. By the definition of an (n, n − α, ℓ) covering design, {i 1 , . . . , i ℓ } is contained in some (n − α)-subsetB ∈S. Therefore the block B ∈ S is disjoint from the grain-sets with labels {i 1 , . . . , i ℓ }, and hence |B ∩ Q ′ | t − 1, a contradiction. Case 2: Q ′ contains elements from exactly ℓ ′ distinct grain-sets, where ℓ ′ ℓ, with labels {i 1 , . . . , i ℓ ′ } ⊂ {1, 2, . . . , n}. By the definition of an (n, n − α, ℓ) covering design, {i 1 , . . . , i ℓ ′ } is also contained in some (n − α)-subsetB ∈S. Therefore the block B ∈ S is disjoint from the grain-sets with labels {i 1 , . . . , i ℓ ′ }, and hence B ∩ Q ′ = ∅, a contradiction.
Therefore, we have proved that any subset of Q, which intersects each block from the S-superset in a subset whose size is at least t, should have size at least ℓ + t. Thus, an S-superset is a design of type ℓ.
For the following two constructions, which are special cases of Construction 1, let (ℓ, 1)-superset denote an S-superset, where S is the (ℓ + 1, 1, 1) covering design which consists of ℓ + 1 blocks, each one of size one.
Construction 2 (A construction for odd r):
Let k 1 and t, 0 t r+1 2 , be an integer such that
.
Let {A i : 1 i t} be a set of t (k + 1, 1)-supersets and {A i : t + 1 i r+3 2 } be a set of r+3 2 − t (k, 1)supersets, where the r+3 2 supersets are pairwise disjoint. From each (k + 1, 1)-superset we form k + 2 codewords of weight s and from each (k, 1)-superset we form k + 1 codewords of weight s. Theorem 39. Construction 2 produces an (L, s, r) PPRIC code with
codewords.
Proof: First, note that since
it follows that it is possible to choose r+3 2 pairwise disjoint supersets as required. The size of the code is readily derived by its definition. In view of (3) we only have to show that for any vector v of weight r + 2γ − 1 or r + 2γ, γ > 0, there exists a codeword c ∈ C such that d(v, c) > r + s. Assume for the contrary, i.e., there exists such a vector v for which v ∈ ∩ c∈C B(c, r + s), i.e. d(v, c) r + s for each c ∈ C. Since wt(c) = s for each c ∈ C and d(v, c) s + r, it follows that | supp(v) ∩ supp(c)| γ for each c ∈ C. For any (ℓ, 1)-superset S, ℓ ∈ {k, k + 1}, supp(v) must have a non-empty intersection with at least one of its ℓ + 1 grain-sets. The other ℓ grain-sets of S form the support set of a codeword c and hence intersects supp(v) in at least γ elements. Therefore, | supp(v) ∩ S| γ + 1 and since there are r+3 2 supersets, it follows that this argument holds to all these supersets and hence we have
which is not possible when γ > 0 and r is an odd positive integer.
Construction 3 (A construction for even r):
Let k 1 and t, 0 t r 2 , be an integer such that
Let {A i : 1 i t} be a set of t (k + 1, 1)-supersets, {A i : t + 1 i r+2 2 } be a set of r+2 2 − t (k, 1)-supersets, and A (r+4)/2 be an (s, 0)-superset, where the r+4 2 supersets are pairwise disjoint. From each (k + 1, 1)-superset we form k + 2 codewords of weight s and from each (k, 1)-superset we form k + 1 codewords of weight s. To these codewords we add the last codeword of weight s whose support is disjoint to the supports of all the other codewords.
Similarly to the proof of Theorem 39 one can prove the following theorem Theorem 40. Construction 3 produces an (L, s, r) PPRIC code with
codewords.
The disadvantage of Construction 3 is that s elements of [L] are occupied by just a single codeword and it requires just one element from a related MIPPR word with r + 3 elements. The other supersets occupy either s + s k or s + s k+1 elements of [L] for two elements from the related MIPPR word. Replacing this single codeword and one other superset with another type of superset occupying less elements of [L] for three elements from a related MIPPR word which has r + 3 elements will improve the upper bounds. Moreover, using other types of supersets and their combinations will yield better upper bounds and upper bounds for more parameters.
Finally, for many parameters we might find a smaller upper bound on N(L, s, r), than the one obtained via our constructions. One example is when r = 0 and L/s 17 8 . We have constructed the following (L, s, 0) PPRIC code C = {c 1 , c 2 , c 3 , c 4 , c 5 , c 6 } of size six implying that N(L, s, 0) = 6. We define the following six sets of intersecting pairs, triples, and quadruples.
, and A 6 c 4 ∩ c 6 . Furthermore, let |A 1 | = s/8, |A 2 | = 5s/8, |A 3 | = 3s/8, |A 4 | = s/4, |A 5 | = s/4, and |A 6 | = s/2. Theorem 41. The code C is an (L, s, 0) PPRIC code of size six.
Proof: Let v be a word which intersects each codeword in C in at least t coordinates, t 0. If C is a PPRIC code then the weight of v is at least 2t + 1. For 1 i 6, let a i be the size of the intersection of A i and v. Since v intersect each codeword of C in at least t coordinates, it follows that the following six inequalities must be satisfied.
Assume the contrary, that C is not an (L, s, 0) PPRIC code. Then, the weight of v is at most 2t, i.e.
Equation (11), equation (9), and equation (10) imply that a 1 = 0. Equation (11), a 1 = 0, equation (6), and equation (8) imply that a 4 = 0. Equation (11), a 4 = 0, equation (5), and equation (10) imply that a 3 = 0. Equation (11), a 1 = 0, a 4 = 0, equation (5), and equation (7) imply that a 6 = 0, contradicting (8) . Hence, C is an (L, s, 0) PPRIC code. Theorem 25 and Theorem 41 imply the following result [23] has size six, but it is not a PPRIC code. This will be further discussed in Section III-C.
C. Analysis of the Lower and Upper Bounds
In this subsection we present a short analysis for the lower and upper bounds on N(L, s, r) which were obtained in the previous subsections. We are interested to know the gap between the upper and the lower bound on N(L, s, r) and in particular when these bounds coincides, i.e. the exact value of N(L, s, r) is known. We would like to know the range of parameters for which the bounds in Corollary 14 is attained, i.e. when the (L, s, r) PPRIC code of the minimum size has the same size as the minimum size of an (L, L − s, r + 2) covering design. A followup question is for which range the size of the minimum PPRIC code is strictly larger? Is there a region in which any (L, L − s, r + 2) covering design is also an (L, s, r) PPRIC code?
By Corollary 30 for L (r + 3)s we have that N(L, s, r) = r + 3. The results of Mills and Todorov [23] , [37] on covering designs provide several lower bounds for N(L, s, r) for certain regions of L s , while our constructions meet some of these bounds. To be more specific:
• The lower bound of Corollary 21 for odd r is met by applying Construction 2 and Theorem 39 with k = 1 and arbitrary t;
• The lower bound of Corollary 21 for even r is met by applying Construction 3 and Theorem 40 with k = 1 and arbitrary t;
• The lower bound of Corollary 24(1) is met by applying Construction 2 and Theorem 39 with k = 2 and t = 1;
• The lower bound of Corollary 24(2) is met by applying Construction 1 with r/2 (2, 1)-supersets and the design of type 2 with 5 blocks coming from the (9, 5, 2) covering design with the blocks • The lower bound of Corollary 24(3) is met by applying Construction 1 with r/2 (2, 1)-supersets and the design of type 2 with 6 blocks coming from the (4, 2, 2) covering design with the blocks
To summarize, we have the following exact bounds on N(L, s, r).
Theorem 43. Let r, s, L, be nonnegative integers such that L 2s + r + 9 4 , then N(L, s, r) = 6. Given any other set of parameters L, s, and r, what is the best strategy to form the smallest possible (L, s, r) PPRIC code? Clearly, this is a difficult question, for which also the answer for the related covering designs is not known. Construction 1 is our general construction and it can be applied recursively using Theorem 37. But, this application is not unique, so dynamic programming (as mentioned in [17] ) should be used to obtain the best bound. Note, that since our main interest is for an (L, s, r) PPRIC for fixed r and L s (note that σ = s L ), where L → ∞, it follows that our construction will be based on supersets.
Example 1. Suppose that r = 11 and L s = 7. We choose L = 56 and s = 8 and write 56 = L = L 1 + L 2 = 28 + 28, i.e. L 1 = L 2 = 28. Since c (28, 20, 6) 25 [16] it follows that N(L, s, 11) 50 for this case. Note that other covering designs can be used in this case. In general using an (n, k, t) covering designs with larger n would be better. For this case c (21, 15, 6) 27 yields an (L, s, 11) PPRIC code of size 54, and c (35, 25, 6) 27 yields an (L, s, 11) PPRIC code of size 54 implying that for small covering designs we sometimes have to be careful in our choice of code on which we apply Construction 1. ✷ Is the value of N(L, s, r) always equal to the one of c(L, L − s, r + 2). The answer is definitely no. For example, by Theorem 25 and Corollary 42, for r = 0, L/s = 2 + ǫ where ǫ < 1 8 , we have N(L, s, r = 0) > 6, while c(L, L − s, r + 2 = 2) = 6 [23] . Moreover, for any given nonnegative integers L, s, r, such that L = 2s + r + 1, there exists an (L, L − s, r + 2) covering design S, whereS is not an (L, s, r) PPRIC code. Let A and B be two disjoint subsets of size 2s and r + 1, respectively. A ∪ B will be the set of points for the design. Let R be any (2s, s, r + 2) covering design on the points of A. The set of blocks of the design is defined by
Clearly, the size of a block in S is s + r + 1 = L − s, the number of blocks in S is the same as the number of blocks in R, and S is (2s + r + 1, s + r + 1, r + 2) covering design. Clearly, the codewords inS have weight s.
Let v be the vector of length 2s + r + 1 for which supp(v) = A. Clearly, the weight of v is 2s and since s > r, it follows that 2s r + 1. But, d(v, x) = s r + s for each x ∈S, contradicting (3) and henceS is not an (L, s, r) PPRIC code.
A related interesting question is the value of N(2s + r + 1, s, r) for each r and s > r. It is easy to verify that for r odd The construction for these bounds is by a partition of [2s + r + 1] into two subsets S 1 and S 2 of size which differ by at most one, and taking from S 1 and S 2 all the s-subsets.
As indicated, some of the exact value for c(L, k, t) given in [23] , [37] are also exact values for N(L, L − k, t − 2). The construction of the related covering designs yields also PPRIC codes. The constructions given in [23] , [37] are special cases (or variants) of Construction 2 and Construction 3. For any given r and σ, there exists an integer m 0 (r, σ) such that for all m m 0 , N(L, s, r) = c(L, L − s, r + 2) = m, for large enough L, where σ = s L . Moreover, there exist m 1 (r, σ) m 0 (r, σ) such that any (L, L − s, r + 2) covering design is also an (L, L − s, r + 2) PPRIC code. Let m 1 (r, σ) denote this m 1 . Finding these two value as well as proving that m 0 (r, σ) = m 1 (r, σ) or disproving this claim, are interesting problems for future research. The gap in size between the size of the optimal PPRIC code and the related covering design is a very intriguing question for future research.
IV. GENERALIZATIONS TO OTHER METRICS
In our exposition so far we have considered the database to consist of binary words of length L and the distance measure which was taken between the words was the Hamming metric. It appears that our framework of the PPR scheme and the PPRIC codes is not restricted for binary words and to the Hamming scheme. In this section we consider the PPR scheme in other metrics. Some of the basic foundations of our setup are true to other metrics as well. The result of Proposition 3 (as well as many other results in this work) can be generalized for other metrics on other spaces. In other words, the database X need not to be a set of binary words of length L with the Hamming distance taken as the distance measure. The generalization of the PPRIC codes to other metrics yields interesting covering codes in other metrics which were not examined before. In this section we consider a general framework for some of these spaces with their related distance measures.
Let V be a space with a distance measure d. By abuse of definition we call such a pair, a (V , d) scheme. The largest distance L in the scheme is called the diameter of the scheme. A scheme will be called symmetric if • for any two elements u 1 ,
• the size of a ball with radius r around a word x ∈ V does not depend on x. We will be interested only in symmetric schemes, some of which are defined in the next few paragraphs.
The Hamming scheme H q (L) consists of all words of length L over an alphabet of size q. The Hamming distance d H (x, y) between two words x and y of length L over an alphabet with q letters, is the number of coordinates in which they differ, i.e., d H (x, y) |{i : x i = y i }|.
The Johnson scheme J(n, L) consists of all L-subsets of an n-set (equivalent to binary words on length n and weight L). By abuse of notation we won't distinguish between the representation by words or the one by L-subsets. The one which will be used will be understood from the context. The Johnson distance d J (x, y) between two L-subsets x and y is half of the related Hamming distance, i.e., d J (x, y) d H (x, y)/2 which also implies that that d J (x, y) = | supp(x) \ supp(y)|. The Johnson schemes J(n, L) and J(n, n − L) are isomorphic and hence w.l.o.g. we always assume that 2L n.
The Grassmann scheme G q (n, L) consists of all L-dimensional subspaces of an n-space over F q . The Grassmann distance d G (x, y) between two L-subspaces x and y is defined by d G (x, y) L − dim(x ∩ y). The Grassmann schemes G q (n, L) and G q (n, n − L) are isomorphic and hence w.l.o.g. we always assume that 2L n. Codes with this metric have found application mainly in error-correction for random network coding [13] , [19] .
The Hamming scheme, the Johnson scheme, and the Grassmann scheme (as well as some other schemes) are symmetric (the proof can be found in [21] as all these scheme are association schemes). There are other interesting and important schemes in coding theory, but we restrict ourselves to the previous metrics and ignore the other. For more information on other metrics and schemes the interested reader is referred to [21] .
Our PPR schemes can be adapted to any symmetric scheme. We will leave this claim as an exercise to the reader and only refer in the sequel to the random permutation used in the scheme. For example, in the Hamming scheme over an arbitrary alphabet this permutation is exactly as in the binary Hamming scheme.
In our exposition there are three parameters -the radius r for the record of the user, the radius s from the proximity queries, and the diameter L of the scheme. For an element x ∈ V, let W x s denote the set of words in V which are at distance s from x, i.e. W x s {z : d(z, x) = s}. Given x ∈ V, we want to express the ball B(x, r) as an intersection of some other balls. The first step towards this goal is proved in the next result which generalizes one direction of Proposition 3. Note, that the other side given in Proposition 3 for the binary Hamming scheme is not true for all the other related schemes. It is not difficult to verify this claim and it is also left for the interested reader.
As for the binary Hamming scheme, a PPRIC code C is a subset C ⊆ W x s such that B(x, r) = c∈CW x s B(c, r + s). We continue to examine PPRIC codes in symmetric schemes. For L, r, s, let us denote by N d (L, s, r) the minimum size of a PPRIC code with these parameters in a scheme with metric d. Some of our analysis for the binary Hamming scheme can generalized for the Hamming scheme over an alphabet with q letters.
Theorem 45. For any given admissible L, r, and s, we have that N H (L, s, r) N(L, s, r).
Proof: Let C be a binary (L, s, r) PPRIC code whose size is N(L, s, r). We claim that C is also a PPRIC code over an alphabet of size q > 2. To complete the proof it is sufficient to show that for each word y of length L, over an alphabet with size q, whose weight is r + t, t 1, there exists a codeword c ∈ C such that d H (y, c) > r + s. Let y be such a word and y ′ be the binary word obtained from y by replacing all the nonzero elements in y with ones. Since C is a binary PPRIC code, it follows that there exists a codeword c ∈ C such that d(y ′ , c) > r + s. Hence we have d H (y, c) d(y ′ , c) > r + s , and the proof of the claim is completed. Our next step is to generalize the concept of an MIPPR word for a PPRIC code over an arbitrary alphabet in the Hamming scheme. Given a PPRIC code C, over an alphabet of size q, a word v of length L is called an intersection PPR word related to C, if for each c ∈ C there exists a coordinate i such that v i = c i = 0. Such a word v is called an MIPPR word if there is no intersection PPR word u such that supp(u) ⊂ supp(v).
Lemma 46. Let r, s, and L be integers, such that L 2s + r + 1, and let C ⊆ W s be a PPRIC code over an alphabet with q letters. If v is an MIPPR word, then wt(v) r + 3.
Proof: Assume to the contrary that v is an MIPPR word with respect to C and wt(v) r + 2, and let y be any vector of weight r + 2 such that v i = y i if v i = 0. Since v in an MIPPR word, the definition of y implies that for all c ∈ C, y has at least one nonzero entry i such that y i = c i . Hence, for any c ∈ C, we have that d(y, c) wt(y) + wt(c) − 2 = r + 2 + s − 2 r + s and therefore, y ∈ c∈C B(c, r + s), a contradiction to the assumption that C is a PPRIC code since wt(y) > r.
Corollary 47. For any admissible L, s, r, and an alphabet with at least two letters, N H (L, s, r) r + 3. Corollary 48 implies that in the extreme case when L s(r + 3) the size of optimal PPRIC codes is the same for all the Hamming schemes. This is not the case for all admissible values of L, s, and r. One can verify that Theorem 49. For all admissible values of L, s, and r, if q is large enough then N H (L, s, r) = r + 3 over an alphabet with q letters.
Next, we discuss the Johnson scheme. We note again that the PPR scheme is defined exactly as in the Hamming scheme, with one exception. The PPRIC code, formed by the queries, is related to a binary word of length n and weight L. Clearly, all such words are isomorphic and hence w.l.o.g. we can take x to be the word with ones in the first L coordinates, and it is akin to the all-zero word in the Hamming scheme. The set W x s which replaces W s , consists of all words of length n with L − s ones in the first L coordinates. Finally, the random permutation (used for privacy) on the L coordinates in the Hamming scheme is replaced by two random permutations, one on the first L coordinates and a second one on the last n − L coordinates. We continue to consider bounds on N J (L, s, r) and to establish a result which is analog to Corollary 30 and to Corollary 48. The first lemma will be used in the proofs of Theorem 51 and Theorem 52. Proof: The claim is derived from the following sequence of equalities using the fact that x and β are disjoint and σ is contained in x:
Theorem 51. If L s(2r + 3) in the Johnson scheme J(n, L), then N J (L, s, r) 2r + 3.
Proof: Let x ∈ V and let C = {v 1 , v 2 , . . . , v 2r+3 } ⊆ W x s be a code with the following properties: (p.1) d J (x, v i ) = s for each 1 i 2r + 3. (p.2) d J (v i , v j ) = 2s for each 1 i < j 2r + 3
Such a code C is easily constructed. Each v i differs from x in s of the first L coordinates and s of the last n − L coordinates. Any two distinct v i 's differ from x in s different coordinates. This implies that L s(2r + 3) as given and n − L s(2r + 3) which is also true since n − L L. Next, we claim that
It is readily verified that B(x, r) ⊆ c∈C B(z, r + s). Assume now that y ∈ V and d J (x, y) r + 1. To complete the proof it is sufficient to prove that y / ∈ c∈C B(c, r + s). Property (p.1) implies that |x \ v i | = s and |v i ∩ ([n] \ x)| = s. Property (p.2) implies that for 1 i < j 2r + 3 we have that |(
Let a i def = |y ∩ (x \ v i )| be the number of elements shared by x and y, which are not contained in v i . Let b i def = |y ∩ v i ∩ ([n] \ x)| be the number of elements shared by y and v i which are outside x. Now, we have
, where x \ v i ⊆ x and (v i ∩ ([n] \ x)) ∩ x = ∅, and hence by Lemma 50 we have Let u i = v i \ x and t i = x \ v i for 1 i 2r + 2, i.e., v i = (x \ t i ) ∪ u i . For each 1 i r + 1 let a i ∈ t i be any arbitrary element in supp(x) which is contained in supp(v i ). For each r + 2 i 2r + 2 let b i ∈ u i be an arbitrary element in supp(v i ) which is not contained in supp(x).
Let σ be a subset of x with size r + 1 which contains {a i : 1 i r + 1} (note that some of the a i 's might be the same). Similarly, let β be a subset of [n] \ x with size r + 1 which contains {b i : r + 2 i 2r + 2} ∪ β ′ .
Define the word y = x \ σ ∪ β. Since x ∈ J(n, L), |σ| = |β| = r + 1, σ ⊂ x, and β ∩ x = ∅, it follows that y ∈ J(n, L) and d J (x, y) = r + 1 and hence y / ∈ B(x, r). Next, we compute a lower bound on the distance between y and each codeword of C. Since v i = (x \ t i ) ∪ u i , where t i ⊆ x and u i ∩ x = ∅, it follows that Lemma 50 can be applied to obtain d J (v i , y) = |x \ y| + |u i \ y| − |t i \ y| .
We distinguish between two cases: Case 1: If 1 i r + 1, then |x \ y| = d J (x, y) = r + 1, |u i | = s and hence |u i \ y| s. Furthermore, since a i ∈ t i and a i / ∈ y, it follows that |t i \ y| 1 and therefore, d J (v i , y) = |x \ y| + |u i \ y| − |t i \ y| r + 1 + s − 1 = r + s.
Case 2:
If r + 2 i 2r + 2, then |x \ y| = d J (x, y) = r + 1, |u i | = s and since b i ∈ u i ∩ y, it follows that |u i \ y| s − 1. Furthermore, |t i \ y| 0 and therefore, d J (v i , y) = |x \ y| + |u i \ y| − |t i \ y| r + 1 + s − 1 = r + s.
Thus, by Cases 1 and 2 we have that for each 1 i 2r + 2, d(v i , y) r + s, i.e. y ∈ c∈C B(c, r + s), a contradiction to B(x, r) = c∈C B(c, r + s) since y / ∈ B(x, r). Thus, N J (L, r, s) 2r + 3.
Corollary 53. If L s(2r + 3) in the Johnson scheme J(n, L), then N J (L, r, s) = 2r + 3.
PPRIC codes have their own combinatorial interest and not just as the minimum number of servers in the PPR schemes. For the Johnson schemes, an (n, L, k, t) covering code C is a collection of binary words of length n and weight L with L − k ones in the first L coordinates, such that for each vector v of length n and weight L with L − t ones in the first coordinates, there exists exactly one codeword c ∈ C such that d J (c, v) = k − t. These types of codes (designs) were considered for various problems, e.g. [11] , but bounds on their size were not considered before, but they can easily derived from (n, k, t) covering design.
A Steiner system S(t, k, n) is a collection of k-subsets (called blocks) of an n-set, such that each t-subset of the n-set is contained in exactly one block of the collection. Clearly, a Steiner system S(t, k, n) is a covering design C(t, k, n).
One can easily verify the following result.
Theorem 54. If C 1 is an (L, k, t) covering design and C 2 is an (n − L, k, t) covering design, then C C 1 × C 2 is an (n, L, k, t) covering code C in the Johnson scheme. Moreover, if C 1 is a Steiner system S(t, k, L) and C 2 is a Steiner system S(t, k, n − L), then C is a covering code of minimum size.
Theorem 54 implies a simple way to construct optimal (n, L, k, t) covering codes. But, generally a product construction for two covering designs in the Hamming scheme does not yield an optimal covering code in the Johnson scheme. The simplest example for this claim can be viewed from the minimum covering design of size r + 3 implied by Corollary 30 for the Hamming scheme, and the minimum covering code of size 2r + 3 implied by Corollary 53 for the Johnson scheme. It is clear that this leaves lot of interesting questions concerning PPRIC codes, MIPPR words, and covering codes in the Johnson scheme. This questions are left for future research. The Grassmann scheme is even more difficult to analyse and it is left for future research.
V. CONCLUSION AND FUTURE RESEARCH
This paper studies a new family of protocols, called private proximity retrieval, which provide a certain form of private computation. Under this paradigm, the user has some file and is interested to retrieving the indices of all files in the database which are close to his file. As opposed to many existing privacy protocols, here perfect privacy cannot be achieved and the main goal of the paper is to determine the tradeoff between the user's privacy and the number of servers in the system. The construction of these protocols is mostly based on a new family of codes, called PPRIC codes, which have their own interest as covering codes. In the binary Hamming scheme they are constant weight codes whose balls with radius ℓ intersect in exactly a ball of radius r. These covering codes form a generalization for covering designs. Our exposition raises many problems for future research, some of which were mentioned alongside our discussion. These problems are of interest from both coding theory and combinatorics points of view.
