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Abstract
We review the general aspects of the concept of temperature in equilibrium
and non-equilibrium statistical mechanics. Although temperature is an old
and well-established notion, it still presents controversial facets. After a
short historical survey of the key role of temperature in thermodynamics
and statistical mechanics, we tackle a series of issues which have been re-
cently reconsidered. In particular, we discuss different definitions and their
relevance for energy fluctuations. The interest in such a topic has been
triggered by the recent observation of negative temperatures in condensed
matter experiments. Moreover, the ability to manipulate systems at the
micro and nano-scale urges to understand and clarify some aspects related
to the statistical properties of small systems (as the issue of temperature’s
“fluctuations”). We also discuss the notion of temperature in a dynami-
cal context, within the theory of linear response for Hamiltonian systems at
equilibrium and stochastic models with detailed balance, and the generalised
fluctuation-response relations, which provide a hint for an extension of the
definition of temperature in far-from-equilibrium systems. To conclude we
consider non-Hamiltonian systems, such as granular materials, turbulence
and active matter, where a general theoretical framework is still lacking.
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The meaning of the world is the
separation of wish and fact.
Kurt Go¨del
1. Introduction
1.1. Introductory remarks and plan of the paper
Temperature is surely one of the central concepts in thermodynamics and
statistical mechanics. Since we study such a topic in elementary courses, at
first glance, a review on this argument can appear of mere scholarly interest,
without particular relevance for the present research.
The recent developements in statistical mechanics of small systems, as
well as for non-equilibrium and/or non-Hamiltonian systems, are becoming
more and more important due to the theoretical and technological challenges
of micro, and nano physics. In the treatment of situations far from the
“traditional ones”, i.e. equilibrium Hamiltonian systems with many degrees
of freedom, the need to reconsider in a careful way the basic aspects of the
notion of temperature appears in a natural way. Such a renewed interest
in the foundations of statistical mechanics has shown that temperature is
a rather difficult and subtle issue, and a clear understanding of its role in
thermodynamics and statistical mechanics goes beyond the mere academic
level.
The paper is organised as follows. In this Section we give a brief historical
overview on the birth of the concept of temperature, focusing in particular on
its connection with the fluctuations theory. Section 2 is devoted to some gen-
eral aspects of temperature. In particular we review the role of temperature
for the energy fluctuations and its connection with the ergodic hypothesis
in the buiding of consistent statistical mechanics theory. In addition we dis-
cuss the link between entropy and large deviations, and how temperature
can be computed as time average of a suitable observable. Such an approach
allows one to determine the temperature for any Hamiltonian system. In
Section 3 we treat several subtle points, namely the (non existing) temper-
ature fluctuations and systems with negative temperature. Morevover we
discuss some statistical features of small systems. In Section 4 we review
the role of the temperature in the context of the Response Theory. The link
between relaxation and fluctuations allows for a bridge from equilibrium to
non equilibrium statistical mechanics, and in addition it suggests a possible
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path for the introduction of temperature out of equilibrium. The statistical
mechanics approach, and the possibility to introduce a concept of tempera-
ture for non Hamiltonian systems is discusses in Section 5. We shortly review
such a challenge in topics as granular media, chaotic systems, fluids and ac-
tive matter. In Section 6 we present some general considerations and final
remarks.
1.2. Historical overview
Let us start this review with a brief, non systematic, historical outlook.
We believe to have an intuitive idea of temperature because of our physi-
ological sense of hot and cold. Actually our sense of temperature depends
also upon the heat flux across the skin. For instance, if we touch a piece of
metal and a piece of wood at the same temperature we have different per-
ceptions: the metal feels colder than the wood. Although one can find some
ideas about the concept of temperature in the ancient Greek and Islamic
science, the first attempts to give a coherent definition started in the 16-th
century [1, 2]. Galileo had a crucial role in the development of the concept
of temperature, starting several studies which led to the construction of the
first thermometer, named after him: a closed glass cylinder containing a clear
liquid and several glass vessels of varying densities, see Fig. 1. Actually such
an instrument, which now is used as a decorative object, has been invented
by a group of academics and technicians who included E. Torricelli and V.
Viviani [3].
Using Galileo’s thermometer, G. Sagredo had been able to understand
the distinction between our physiological senses and physical properties. On
February 7th, 1615, in a letter to Galileo he wrote
... Con questi istrumenti ho chiaramente veduto, essere molto piu´ freda l’
aqua de’ nostri pozzi il verno che l’estate...., ancorche´ il senso nostro giu-
dichi diversamente. [... With these instruments I have clearly seen that water
of our wells is colder in winter than in summer ..., although our senses tell
differently.] [1]
The introduction of the temperature at quantitative level needs a ther-
mometric scale. For instance one can divide the interval between the values
of two suitable temperatures into a given number of subdivisions. In the Cel-
sius scale, 0oC corresponds to the equilibrium between liquid water and ice,
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Figure 1: An example of Galileo’s thermometer: the room temperature has an uncertainty
of 1oC (Courtesy of Andrea Baldassarri).
while 100oC is the temperature at the equilibrium between liquid water and
vapour, both at pressure of 1 atmosphere. For the Fahrenheit scale one has
a rather similar procedure. A very important step has been the observation
that in all the gases, if the pressure p is sufficiently low (ideal gases), the
so-called Boyle-Charles-Gay-Lussac law holds:
pV = nR(t+ 273.15oC), (1)
where V is the volume, n the number of moles, R a universal constant and
t the temperature in Celsius degrees.
1.2.1. The zero law implies that temperature is a consistent concept
Before going on in the attempt to define temperature in a systematic
way, even in systems different from ideal gases, it is necessary to be sure that
the temperature “really exists”, i.e. one has to show that it is possible to
introduce such a concept in a non ambiguous way.
The key physical point for such an aim is the zero law of thermodynam-
ics. If two systems A and B are each in thermal equilibrium with a third,
then they are in thermal equilibrium with each other; in other words thermal
6
equilibrium between two systems is a transitive relation. Such an empirical
(and intuitive) law is the physical basis which allows us to establish the con-
cept of temperature, as shown by the following simple and elegant argument,
see [4, 5]. Consider two systems A and B whose volumes and pressures are
(VA, PA) and (VB, PB) respectively. We can say that there exists a function
of the variables of state such that, when the two systems are in equilibrium,
one has:
F1(PA, VA, PB, VB) = 0. (2)
Of course the form of the function depends on the considered system. In the
following we show that, assuming the zero law, one has
φ1(PA, VA) = φ2(PB, VB), (3)
from which one can derive the existence of a quantity (the temperature)
common to the two systems.
Let us consider three systems A, B and C; if A and C are in equilibrium
we have:
F2(PA, VA, PC , VC) = 0, (4)
from which one can obtain PC :
PC = f1(PA, VA, VC). (5)
If B and C are in equilibrium we can repeat the previous reasoning:
F3(PB, VB, PC , VC) = 0, (6)
and
PC = f2(PB, VB, VC), (7)
and therefore
f2(PB, VB, VC) = f1(PA, VA, VC). (8)
Due to the zero law A is in equilibrium with B, and therefore (2) holds:
however VC appears in (8) but not in (2), therefore f1 and f2 must depend
on VC in a proper way. For instance the form
f1(PA, VA, VC) = φ1(PA, VA)ζ(VC) + η(VC) (9)
satisfies (8) and implies (3); in addition, see [4], it is possible to show that
not only (9) is sufficient to have (3), but it is also necessary.
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From the above reasoning one has that, for systems in equilibrium, there
exists a quantity (empirical temperature θ) depending on P and V
θ = φ(P, V ),
which defines the equation of state. For the ideal gases we have the equation
PV = f(θ),
and the form of f(θ) is determined by the empirical scale. Being t the
temperature in degrees Celsius, the experimental result (1) suggests a linear
shape: f(θ) = nRθ with θ = 273.15 + t.
1.2.2. Absolute temperature in thermodynamics
Using Carnot’s theorem on the efficiency of reversible engines working
between two heat reservoirs, it is possible to go beyond the empirical temper-
ature and introduce the absolute temperature. Let us recall Kelvin’s idea [5]:
denote Q1 the heat absorbed by the engine from the hotter reservoir (with
empirical temperature θ1), and Q2 the heat delivered by the engine to the
colder reservoir (with empirical temperature θ2), in one cycle; from Carnot’s
theorems one has that Q2/Q1 only depends on the empirical temperatures
θ1 and θ2:
Q2
Q1
= G(θ1, θ2).
It is easy to show that 1 the function G(θ1, θ2) must be independent of the
details of the reservoirs and the engine, one can write
Q2
Q1
=
g(θ2)
g(θ1)
, (10)
being g(θ) a universal function. Therefore, using the result (1) for the ideal
gases, g(θ) can be identified, apart from a multiplicative constant, with the
absolute temperature.
1Considering the cycles between θ1 and θ3, θ2 and θ3 and θ1 and θ2, we have
Q1
Q3
= G(θ1, θ3),
Q2
Q3
= G(θ2, θ3),
Q1
Q2
= G(θ1, θ2),
therefore we have
G(θ2, θ3) =
Q2
Q1
Q1
Q3
=
G(θ1, θ3)
G(θ1, θ2)
=
g(θ2)
g(θ3)
,
proving Eq. (10).
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1.3. Temperature in statistical mechanics
Due to its intrinsic phenomenological character it is difficult to associate
the thermodynamic temperature with any specific dynamical property of the
considered system. However once it was clear that macroscopic systems are
made of particles (atoms, molecules) ruled by the mechanical laws, it was
mandatory an attempt to find a link between the mechanical world, on the
one hand, and thermodynamics on the other.
The first approach, dating back to Daniel Bernoulli, has been for ideal
gases considered to be point-like particles of mass m that collide with the
walls of the container [6]. Later Clausius had been able to show that in such
a model of matter, Eq. (1) holds, and the temperature T is proportional to
the mean kinetic energy:
m〈v2〉 = kBT,
being v one component of the velocity, and kB the Boltzmann’s constant.
Such a first step toward the kinetic theory of gases has been the starting
point for the building of a consistent bridge, both theoretical and concrete,
between mechanics and thermodynamics. The most relevant contribution in
such a great project is due to Boltzmann; we can summarise his grand vision
in two points:
1. the introduction of probabilistic ideas and their use for the interpreta-
tion of physical observables;
2. the relationship linking the macroscopic world (thermodynamics) to
the microscopic one (dynamics).
Point 1 is rather subtle and it is the object of intense study still today.
Boltzmann’s idea was to replace time averages with averages coming from
a suitable probability density, which is nothing but the ergodic hypothesis.
The relation connecting thermodynamics to the microscopic world (point 2)
is given by the celebrated equation (engraved on Boltzmann’s tombstone, see
Fig. 2):
S = k logW, (11)
where S denotes the entropy of the macroscopic body (a thermodynami-
cal quantity) and W is the number of microscopic states (a mechanical-like
quantity) realising the macroscopic configuration. Actually, Eq. (11), usually
called Boltzmann’s law, has been written by Planck [7].
9
Figure 2: The celebrated Boltzmann’s relation engraved on his tomb.
If we are able to express W as function of the energy E, from the ther-
modynamic relation we have
1
T
=
∂S
∂E
,
and therefore we obtain a mechanical definition of temperature.
In the canonical ensemble the temperature appears in the probability
distribution in the phase space:
P (X) = const. e−βH(X), β =
1
kBT
, (12)
being X the vector describing the microscopic state of the system, i.e. the
coordinates and momenta of all the particles. In the case of systems with
short range interactions, the canonical distribution describes the statistical
features of a (small) part of the system interacting with the remaining (large)
part. Therefore T can be seen as a property of the heat bath with which the
system is in contact.
10
1.4. Temperature and fluctuations
The bridge law (11) has important consequences supported by empiri-
cal evidence, including, in particular, those derived by Einstein, see for in-
stance [8]. Denote with α1, · · · , αm some macroscopic functions of the micro-
scopic state X : αj = gj(X), j = 1, ...,m. Einstein’s idea was to use Eq. (11)
with the constraints {αk}. Since W ({αk}) is proportional to the probability
density of the variables {αk}, one can invert the formula and obtain
P (α1, · · · , αm) ∼ e[S({αk})−Se]/kB , (13)
where Se = S({α∗k}) is the equilibrium entropy computed at the equilibrium
values {α∗k}, and S({αk}) is the entropy of a spontaneous fluctuation of the
collective variables {αk}.
Formula (13) is meant to represent the probability of fluctuations around
equilibrium states of macroscopic mechanical quantities. Since in the limit
of large N the fluctuations are small, we can expand S({αk}) − Se around
the equilibrium values {α∗k}:
S({αk})− Se ' 1
2
∑
i,j
∂2S
∂αi∂αj
∣∣∣
{α∗k}
δαiδαj, (14)
where δαi = αi−α∗i . With such an approximation, P (α1, · · · , αm) is nothing
but a multivariate Gaussian distribution
P (α1, · · · , αm) ∼ e−
1
2kB
∑
Aijδαiδαj , (15)
where
Aij = − ∂S
∂αi∂αj
∣∣∣
{α∗k}
,
and therefore one has:
〈δαiδαj〉 = kB
[
A−1
]
ij
. (16)
Let us comment on the relevance of the above formula: the fluctuations of
observable quantities can be described in terms of macroscopic equilibrium
thermodynamic functions. For instance, if α is the energy, one identifies the
average 〈E〉 of the energy with the internal energy U of the system, and one
has the well known formula:
〈E2〉 − 〈E〉2 = kBT 2Cv, (17)
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which gives us information on the size of the energy fluctuations, being Cv
the heat capacity at constant volume. Since Cv is extensive, i.e. proportional
to the number N of particles in the system, the relative size of the energy
fluctuations is negligible in large systems. Apparently this should lead one
to relegate fluctuations to the set of only marginally interesting phenomena.
For instance Boltzmann wrote
In the molecular theory we assume that the laws of the phenomena found
in nature do not essentially deviate from the limits that they would approach
in the case of an infinite number of infinitely small molecules. [7]
Gibbs had rather similar opinions:
[the fluctuations] would be in general vanishing quantities, since such experi-
ence would not be wide enough to embrace the more considerable divergences
from the mean values. [7]
On the contrary the fluctuations have a key role in statistical mechanics.
More than one century ago Einstein, in his search of an ultimate proof of the
existence of atoms [9, 10], realised that Eq. (17)
would yield an exact derivation of the universal constant [kB or, equivalently,
Avogadro’ s number NA] if it were possible to determine the average of the
square of the energy fluctuations of the system.
Einstein’s intuition was correct, and later he was able to understand how
to relate Avogadro’s number to a macroscopic quantity, namely the diffusion
coefficient of Brownian particles; the theoretical work by Einstein and the
experiments by Perrin gave a conclusive evidence of atomism [11]. In ad-
dition, Einstein’s seminal paper on the Brownian motion contains another
very important result, namely the first example of Fluctuation-Dissipation
Theorem (FDT), see Section 4: a relation between the fluctuations (given
by correlation functions) of an unperturbed system and the mean response
to a perturbation [12, 13, 14]. In the specific case of Brownian motion, FDT
appears as a link between the diffusion coefficient (a property of the unper-
turbed system) and the mobility, which measures how the system reacts to
a small perturbation: a fundamental observation is that the temperature of
the system appears in the proportionality factor between these two variables.
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Beyond their conceptual relevance and the link with response functions,
fluctuations in macroscopic systems are quantitatively extremely small and
hard to detect (but for the case of second order phase transitions in equilib-
rium systems). On the other hand, in recent years statistical mechanics of
small systems, where fluctuations are observable and cannot be neglected, is
becoming more and more important due to the theoretical and technological
challenges of micro and nano physics. For instance in [15] the energy fluctu-
ations of a finite free-electron Fermi gas have been studied; one has quite a
non-Gaussian effect at low temperature. Such a topic will be treated more
in detail in Section 4.
2. General aspects of temperature and entropy
2.1. Different equilibrium definitions of temperature and entropy
Surely it is not possible to underestimate the conceptual difficulties around
the notion of entropy (and therefore temperature), even in equilibrium con-
ditions:
Entropy, like force, is an undefined object, and if you try to define it, you will
suffer the same fate as the force definers of the seventeenth and eighteenth
centuries. Either you will get something too special or you will run around
in a circle. [16]
Let us start noting that there are, at least, two natural definitions of en-
tropy (and therefore temperature) in equilibrium statistical mechanics. In
the most common cases (i.e. system described by a Hamiltonian with a ki-
netic contribution and a potential term) the two definitions are equivalent in
the limit of large systems. However it is interesting to discuss in some details
such a topic which, after the publication of experimental measurements of a
negative absolute temperature [17], has been in the last years the subject of
an intense debate. In Section 3 we discuss the issue in more details.
As already mentioned in the Introduction the starting point for a mi-
croscopic foundation of temperature is the definition of entropy in terms
of mechanical quantities. Even if not historically precise [7], we adopt the
current convention and call “Boltzmann entropy” of a system containing N
particles, with Hamiltonian H(Q,P), where Q and P are vectors in RdN ,
being d the dimension of the system, the quantity
SB(E,N) = kB lnω(E,N), (18)
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where
ω(E,N) =
∫
δ(H(Q,P)− E)ddNQddNP = ∂Σ(E,N)
∂E
,
and
Σ(E,N) =
∫
H(Q,P)<E
ddNQddNP.
Assuming Eq. (18), one can define the “Boltzmann temperature” through
kBβB =
1
TB
=
∂SB(E,N)
∂E
.
On the other hand, one can adopt a different definition of microcanon-
ical entropy, proposed by Gibbs [18]. The Gibbs entropy, which is always
monotonically increasing, reads
SG(E,N) = kB ln Σ(E,N),
and leads to the Gibbs temperature definition, which is always positive:
kBβG =
1
TG
=
∂SG(E,N)
∂E
≥ 0.
In the rest of this Section we consider systems made of a finite but large
number N  1 of particles with local interactions, i.e. we exclude long-
range potentials or mean-field models [19].
2.1.1. Canonical ensemble and energy fluctuations
Let us consider a vector X in R2dN1 , with N1 < N , that is a subsystem
of the full phase space (Q,P) and let us indicate with X˜ in R2d(N−N1) the
remaining variables. For the Hamiltonian we have
H = H1(X) +H2(X˜) +HI(X, X˜),
with an obvious meaning of symbols. Let us consider the case N  1 and
N1  N . In the microcanonical ensemble with energy E, the probability
density function for the full phase space is
P (Q,P) =
1
ω(E,N)
δ(H(Q,P)− E). (19)
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The probability distribution function (PdF) of X can be obtained from the
latter with a marginalization procedure, i.e. integrating over X˜. Since the
Hamiltonian HI(X, X˜) is negligible (a consequence of our assumption of non
long- range interaction), we have
P (X) ' ω(E −H1(X), N −N1)
ω(E,N)
. (20)
Now writing ω in terms of SB:
ω(E,N) = eSB(E,N)/kB , (21)
ω(E −H1(X), N −N1) = eSB(E−H1(X),N−N1)/kB , (22)
and reminding that N1  N we can assume H1  E, obtaining
SB(E −H1(X), N −N1) ' SB(E)− ∂SB(E,N)
∂E
H1(X) + const. (23)
Therefore, using Eqs. (20, 21, 22) and (23) one obtains the PdF in the canon-
ical ensemble:
P (X) =
1
Z
e−βBH1(X).
The above derivation is quite standard, and it is presented in many textbooks.
We repeated the reasoning with the aim to clarify that, once one assumes
the microcanonical distribution, TB is the “correct” temperature ruling the
statistics of fluctuations of physical observables in a subsystem. For instance,
the PdF of energy E1 in the subsystem, is
P (E1, N1) ∝ ω(E1, N1)e−βBE1 . (24)
2.2. Large deviation theory and convexity property of entropies
Let us discuss the following relevant property: SB(E,N) is always convex,
i.e. d2SB(E,N)/dE
2 ≤ 0. This result is a consequence of the second law of
thermodynamics, and, in addition, it can be proved in a rigorous way in
the limit of vanishing interaction, and in short-range interacting systems,
for large N [20, 21]. Actually SB is strictly related to the large deviation
function associated with the density of states.
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2.2.1. Convexity of SB and the second law of thermodynamics
Let us consider a system A of NA particles described by the variables
{QA,PA} and Hamiltonian HA(QA,PA), a system B of NB particles de-
scribed by the variables {QB,PB} and Hamiltonian HB(QB,PB), and a small
coupling among the two, so that the global Hamiltonian is
H = HA(QA,PA) +HB(QB,PB) +HI(QA,QB).
If the two Hamiltonians have the same functional dependencies on the canon-
ical variables (i.e. they correspond to systems with same microscopic dynam-
ics, with possibly different sizes NA and NB) for large N , we can introduce
the (Boltzmann) entropy per particle s(e)
s(e) =
SB(E,N)
N
, e =
E
N
,
with s(e) a function which is identical for the two systems.
Let us now suppose that systems A and B have, respectively, energy
EA = NAeA and EB = NBeB and the corresponding inverse Boltzmann
temperatures are β
(A)
B and β
(B)
B . When the two systems are put in contact,
a new system is realized with N = NA + NB particles. Indicate with a =
NA/N the fraction of particles from the system A, the final energy is Ef =
EA + EB = Nef , where ef = aeA + (1 − a)eB. From the second law of the
thermodynamics we have that the final entropy cannot be smaller than the
in initial one:
SB(EF , N) = Ns(ef ) ≥ NAs(eA) +NBs(eB) = N [as(eA) + (1− a)s(eB)].
The previous inequality is nothing but a way to express the convexity of s(e),
i.e.
s[aeA + (1− a)eB] ≥ as(eA) + (1− a)s(eB).
The final inverse temperature β
(f)
B is intermediate between β
(A)
B and β
(B)
B , i.e.
if eB > eA - that is β
(A)
B > β
(B)
B - then
β
(B)
B < β
(f)
B < β
(A)
B .
The energy flux obviously goes from smaller βB (hotter) to larger βB (colder).
The consequence of convexity is that βB(E) is always decreasing and a neg-
ative value does not lead to any ambiguity.
In the next Section we’ll discuss a particularly interesting case with dif-
ferent Hamiltonians where in the system A negative temperatures can be
present, whereas system B has only positive temperatures.
16
2.2.2. Entropy and large deviations
If we consider the energy per particle e = E/N , Eq. (24), dropping the
subscript 1, can be written in the form
P (e) =
1
Z
exp{−NβB[e− TBs(e)]},
where
Z ∼ exp{−NβBf(TB)},
being f(TB) the free energy per particle
f(TB) = min
e
{e− TBs(e)}.
The value e for which e−TBs(e) reaches its minimum is given by the condition
1
TB
=
∂s(e)
∂e
∣∣∣
e
,
i.e. it is the value such that the corresponding microcanonical ensemble has
temperature TB . Therefore we can write
P (e) ∼ exp{−NC(e)},
with
C(e) = βB[e− TBs(e)− f(TB)].
Of course the value of e such that C(e) is minimum (zero) is the mean energy:
e = 〈e〉. With the Gaussian approximation around e one can compute the
variance of energy fluctuations obtaining the (exact) formula (17).
The above simple computations are nothing but an example of large devi-
ations theory (LDT). For the sake of self-consistence let us briefly remind the
basic aspects of this approach [21, 22]. The general mathematical formulation
of LDT has been introduced in the 1930s mainly by Crame´r for independent
identical distributed random variables x1, x2, · · · , xN with mean value 〈x〉,
and standard deviation σ. The main aim of the LDT is to go beyond the
central limit theorem, which is able to describe only the typical fluctuations
of the “empirical mean” y = (x1 + · · ·+xN)/N , i.e. for |y−〈y〉| < O(σ/
√
N).
Under the rather general assumption of existence of the moment generating
function 〈eqx〉 in some neighbourhood of q = 0, it is possible to prove that
for N  1 one has
P (y) ∼ e−NC(y).
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Figure 3: An example of Crame´r function as in Eq. (25) for p = 0.4. For comparison we
show its parabolic approximation (“G” curve).
The Crame´r function C(y) depends on the probability distribution of x, it is
positive everywhere but for y = 〈x〉 where it vanishes.
From an historical point of view it is interesting that the first LDT cal-
culation has been carried out by Boltzmann [20]. He was able to express
the asymptotic behavior of the multinomial probabilities in terms of relative
entropy. In the case xi takes the value +1 with probability p and −1 with
probability 1 − p, using the Stirling approximation it is possible to obtain
the explicit expression for the Crame´r function:
C(y) = 1 + y
2
ln
1 + y
2p
+
1− y
2
ln
1− y
2(1− p) . (25)
Let us stress that the Crame´r function for independent variables must
obey the following constraints:
(i) C(y) > 0 for y 6= 〈y〉 = 〈x〉;
(ii) C(y) = 0 for y = 〈y〉;
(iii) C(y) ' (y − 〈y〉)2/(2σ2), where σ2 = 〈(y − 〈y〉)2〉, if y is close to 〈y〉;
(iv) d2C/dy2 > 0.
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Properties (i) and (ii) are consequences of the law of large numbers, and
(iii) is nothing but the central limit theorem; property (iv) has not a simple
justification, and in statistical physics it corresponds to a “mathematical
translation” of the second law of thermodynamics. Moreover, the Crame´r
function is linked, via a Legendre transform, to the cumulant generating
function of the variable x
C(y) = sup
q
{qy − L(q)},
where
L(q) = ln〈eqx〉.
The propetries (i)-(iv) are valid under rather general hypothesis, in particular
it is not necessary that the variables {xn} are independent, provided that the
correlation function c(k) = 〈(xn+k − 〈x〉)(xn − 〈x〉)〉 goes to zero faster than
1/k as k →∞ [23, 21, 22].
2.3. Entropy in the Γ-space and in the µ-space
Let us now briefly discuss some aspects related to entropy, which, al-
though simple from a technical point of view, are rather subtle and can
induce confusion.
A popular way to formulate the second law of thermodynamics is to
say that the entropy increases in time; such a statement deserves careful
considerations, in particular on how to associate an entropy-like quantity to
the state of a physical system [24, 25, 26]. Considering a Hamiltonian system
with N weakly interacting particles, its microscopic state, in the so called
Γ-space, is given by the vector X = (q1, ..,qN ,p1, ...,pN), where qn and pn,
are the position and the momentum of the n-th particle respectively. From
the probability distribution in the Γ- space ρ(X, t) at time t, following Gibbs,
we can introduce an entropy
SΓ(t) = −kB
∫
ρ(X, t) ln ρ(X, t)dX. (26)
If ρ is the stationary canonical distribution e−βH(X)/Z, the quantity SΓ is the
usual entropy. More interesting is its dynamical aspect: using the Liouville
theorem it is easy to show that SΓ(t) must be constant.
In order to observe an increase over time for SΓ(t)-like quantities, one can
introduce a coarse-graining of the Γ-space. Consider a partition of the phase
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space in cells {Λi()} of size , and consider the probability to stay, at time
t, in the i−th cell:
Pi(, t) =
∫
Λi()
ρ(X, t)dX,
the  coarse-grained Gibbs entropy is
S
()
Γ (t) = −kB
∑
i
Pi(, t) lnPi(, t). (27)
Now S
()
Γ (t), for any small  6= 0 is, typically, an increasing function of time:
for instance in a suitable time interval one has
S
()
Γ (t)− S()Γ (0) ' hKSt+ const., (28)
where hKS is the Kolmogorov-Sinai entropy. The above behaviour is surely
interesting in a dynamical systems context. Numerical results show that
even such a coarse-grained Gibbs entropy remains constant up to a crossover
time t∗() ∼ ln(1/). Only after t∗(), S()Γ (t) increases, showing the linear
growth (28) [27]. This -dependence indicates that the increasing of S
()
Γ (t)
has no genuine thermodynamic meaning and it is merely originated by the
coarse-graining procedure; therefore (28) cannot be viewed as the second law
of thermodynamics [27].
We discuss now another way, due to Boltzmann, to introduce the concept
of entropy in weakly interacting systems. Instead of dealing with the prob-
ability distribution in the Γ-space, let us define the one particle distribution
function in the µ-space:
f(r, t) =
1
N
N∑
n=1
δ(r− rn(t)), (29)
where rn = (qn,pn), and introduce the quantity
Sµ(t) = −kB
∫
f(r, t) ln f(r, t)dr. (30)
It is easy to realise that at equilibrium the two entropies are equivalent:
SΓ ' NSµ.
At a first glance the two definitions of entropy, (26) and (30), appear
rather similar, but a close analysis shows that their dynamical behaviours
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are rather different. We remind that from the celebrated H-theorem there
follows that, under suitable conditions, Sµ increases in time [28, 29]. It is
remarkable the fact that a coarse-grained procedure for Sµ, at variance with
the result for SΓ, does not change the qualitative behaviour of Sµ(t) vs t [27].
Let us note that the two definitions (26) and (30), somehow, reflect two
different approaches to the foundations of the statistical mechanics and con-
ceptual differences on how to consider probability. For the computation of
the entropy SΓ, one needs ρ(X, t), namely an ensemble. It is easy to realise
that ρ(X, t), and therefore SΓ(t), is accessible only in numerical experiments
with systems composed by few degrees of freedom [30]. On the contrary, if
N  1, the one particle distribution function f(r, t), and therefore Sµ(t), can
be seen as an empirical distribution, it is a well defined macroscopic observ-
able and can be, in principle, measured in a single system; actually this is the
standard procedure in numerical simulations [24, 25, 26]. One may object
that the introduction of f(r, t) is a form of coarse-graning, although different
from Pi(, t). However, as briefly discussed above, we know that this is the
“correct coarse-graining”, which is consistent with thermodynamics and in
addition it is quite natural in a numerical approach [31, 32].
2.4. Helmholtz’s monocycle and some Boltzmann’s ideas about ergodicity
As already discussed, usually Boltzmann’s journey towards a consistent
formulation of statistical mechanics starting from mechanics, is summarised
with two (apparently independent) items:
• the ergodic hypothesis;
• the law relating entropy to mechanics: the celebrated S = kB lnW . On
the other hand there is an interesting way to introduce ergodicity using the
second law of thermodynamics and the formula (11). Such a link between
ergodicity and entropy, had an important role for the development of Boltz-
mann’s ideas, and it is based on a result of Helmholtz for one-dimensional
Hamiltonian systems. Apparently this topic seems to be almost unknown
even to scholars interested in the history of physics. Luckily it was recently
exhumed by Gallavotti [33] and discussed in a very clear way by Campisi and
Kobe [34].
Consider a one dimensional system with Hamiltonian
H(q, p, V ) =
p2
2m
+ φ(q, V ),
where V is a control parameter, for instance in a pendulum V is the length
which can be varied. Assume that for each V , φ(q, V ) has a unique minimun
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and in addition diverges as |q| → ∞. In such a system, for any value of E,
the motion is surely periodic; denote with τ(E, V ) the period, q−(E, V ) and
q+(E, V ) the minimum and maximal value of q respectively. Of course the
motion is ergodic, i.e. the time averages coincide with the averages computed
with the microcanonical distribution:
dµ(p, q) =
δ(H(q, p, V )− E)dqdp∫ ∫
δ(H(q, p, V )− E)dqdp. (31)
Let us mention Helmholtz’s theorem:
Define the temperature T and the pressure P in terms of time averages
〈(....)〉t computed on the period τ(E, V ):
T =
2
kB
〈
p2
2m
〉
t
, P = − 1
kB
〈
∂φ(q, V )
∂V
〉
t
. (32)
Then, the function
S(E, V ) = kB ln 2
∫ q+(E,V )
q−(E,V )
√
2m[E − φ(q, V )]dq (33)
satisfies the following relations
∂S
∂E
=
1
T
,
∂S
∂V
=
P
T
. (34)
To prove the above formulas it is enough to use
δ(f(p)) =
∑
i
δ(p− pi)
|f ′(pi)| ,
where {pi} are determined by f(pi) = 0, and therefore one has
〈f〉t =
2m
τ(E, V )
∫ q+(E,V )
q−(E,V )
f(q, p(q))
p(q)
dq
with p(q) =
√
2m[E − φ(q, V )], see [34] for the details. Let us note that
S(E, V ) can be written in the usual form
S(E, V ) = kB ln
∫
H(q,p,V )<E
dpdq.
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The above results imply a rather interesting consequence, namely the exis-
tence of a mechanical analogue for the entropy: indeed, the following quantity
dE + PdV
T
,
where T and P are expressed via time averages of mechanical observable, is
an exact differential.
Boltzmann’s idea was to generalise the above result, which is surely valid
for 1d Hamiltonian, to systems with many particles, in other words to find
a function S(E, V ) such that the relations (32) and (34) are still valid. In
a Hamiltonian system with N particles, assuming ergodicity it is possible to
show a Generalised Helmholtz’s theorem for the function
S(E, V ) = kB ln
∫
H(q,p,V )<E
dqdp.
The proof is quite similar to that one for the 1d case, see [34].
We can summarize Boltzmann’s reasoning as follows: in systems with
many particles the periodic trajectory of the 1d case is replaced by the hy-
pothesis that the trajectory will sweep the whole surface H = E (this is a
way to say that the time averages can be replaced with the microcanonical
averages). Then from the Generalised Helmholtz’s theorem one has the sec-
ond law of thermodynamics, i.e. the existence of a function (the entropy S)
which can be expressed in mechanical terms, and, in addition, dS/T is an
exact differential.
In view of the discussion about the different possible definitions of entropy
and temperature (see Section 3.3) we note that all the above arguments hold
for systems with the typical Hamiltonian including a quadratic kinetic term.
2.5. Temperature as a time average
We now focus on a dynamical approach to temperature, which allows one
to measure it as a time average. This result is due to Rugh [35, 36], who has
been able to show that the (microcanonical) temperature can be written as
an average of a suitable observable, namely:
1
kBT
=
∂ lnω(E)
∂E
=
1
ω(E)
∂ω(E)
∂E
=
〈
∇ ·
( ∇H
||∇H||2
)〉
E
. (35)
Here the average is computed with the microcanonical distribution on the
energy constant hypersurface ΣE = {X : H(X) = E}.
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The physical relevance of the above result is that the temperature can be
written in terms of an average of a mechanical observable [37], and therefore,
assuming ergodicity, one can obtain the temperature with a time average
along a trajectory:
1
kBT
= lim
T →∞
1
T
∫ T
0
Φ(X(t)) dt,
where
Φ = ∇ ·
( ∇H
||∇H||2
)
. (36)
If the system is very large, one can write
1
kBT
=
〈 ∇2H
||∇H||2
〉
E
(
1 +O
( 1
N
))
=
〈∇2H〉E
〈||∇H||2〉E
(
1 +O
( 1
N
))
.
For ideal gases, as well as for harmonic systems, it is easy to see that, for
N  1, the above result coincides with the usual one, i.e. the temperature
is proportional to mean kinetic energy.
Rugh’s approach is much more interesting if the Hamiltonian is different
from the standard, i.e. containing a kinetic term and a potential part:
H =
N∑
n=1
p2N
2m
+ V (q1, ....,qN). (37)
We discuss such a class of systems in Section 3.3.
2.5.1. Generalization of Rugh’s result
The result (35) has been generalised, see e.g. [36, 38, 39], and it is possible
to show that
1
kBT
=
〈
∇ ·
( B
B · ∇H
)〉
E
, (38)
where B is an arbitrary continuous and differentiable vector in phase-space.
The original Rugh’s result corresponds to the case B = ∇H.
For an Hamiltonian with the shape (37), with the choice B = (0, · · · , 0,p1, · · ·pN),
Eq. (38) leads to
1
kBT
=
〈
mdN∑
n p
2
n
〉
E
, (39)
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where d is the spatial dimension, and in the limit N  1 one has the usual
relation
kBT =
1
mdN
〈∑
n
p2n
〉
E
.
With the choice B = (q1, · · ·qN , 0, · · · , 0), in the limit N  1 one obtains
kBT =
1
dN
〈∑
n
qn · ∂
∂qn
V
〉
E
,
which is nothing but the Clausius virial theorem.
Let us now consider the choice B = ∇V , for N  1, which yields
1
kBT
=
〈
∇ ·
( ∇V
||∇V ||2
)〉
E
' 〈∇
2V 〉E
〈||∇V ||2〉E
. (40)
The above formula provides a definition of the temperature only in terms of
the coordinates and not of the momenta.
The generalization of Rugh’s formula, in particular the configurational
temperature, has been successfully used in numerical simulations, for instance
for checking the algorithmic correctness of Monte Carlo computer programs,
and (following the Nose´-Hoover approach) to design new thermostats [40, 38].
2.5.2. A brief mathematical parenthesis: derivation of Rugh’s result
For the sake of completeness and selfconsisteny, we report the derivation
of Eq. (35), which is a special case of the following result: for any function
F (X) one has
d
dE
∫
H=E
F (X) dσ(X) =
∫
H=E
∇ ·
(
F (X)
∇H
||∇H||
) 1
||∇H|| dσ(X), (41)
where dσ(X) is the infinitesimal “area” on ΣE. Let us introduce the quantity
GF (E,∆E) =
1
∆E
(∫
H=E+∆E
F (X) dσ(X)−
∫
H=E
F (X) dσ(X)
)
,
and the unitary inner vector normal to ΣE in X is n(X) = ∇H/||∇H||.
Using the identity 1 = ∇H · ∇H/||∇H||2, we can write:
GF (E,∆E) =
1
∆E
(∫
H=E+∆E
F (X)
∇H
||∇H|| ·n dσ(X)−
∫
H=E
F (X)
∇H
||∇H|| ·n dσ(X)
)
=
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1∆E
(∫
H=E+∆E
F (X)
∇H
||∇H|| · ne dσ(X) +
∫
H=E
F (X)
∇H
||∇H|| · ne dσ(X)
)
,
where ne is the unitary normal pointing toward the exterior of the region
{X : E < H(X) < E + ∆E}. Now, applying the divergence theorem, we
obtain
GF (E,∆E) =
1
∆E
∫
E<H<E+∆E
∇ ·
(
F (X)
∇H
||∇H||
)
dX.
Since we can write
dX = dE
dσ(X)
||∇H|| , (42)
one has
GF (E,∆E) =
1
∆E
∫ E+∆E
E
dE
∫
H=E
∇ ·
(
F (X)
∇H
||∇H||
) 1
||∇H||dσ(X),
and, in the limit ∆E → 0, one obtains Eq. (41).
For our aim the interesting case is
F (X) =
1
||∇H|| .
Reminding that
ω(E) = lim
∆E→0
1
∆E
∫
E<H<E+∆E
dX,
using (42) and (41), one has
ω(E) =
∫
H=E
1
||∇H|| dσ(X),
∂ω(E)
∂E
=
∫
H=E
∇ ·
( ∇H
||∇H||2
) 1
||∇H|| dσ(X).
Eventually, using the relation
〈( · )〉E =
1
ω(E)
∫
H=E
( · ) dσ(X)||∇H|| ,
one has a proof of Eq. (35).
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3. Temperature beyond the mean kinetic energy
3.1. Temperature cannot fluctuate
The energy of a finite system interacting with a thermal reservoir may
fluctuate, while the temperature is a constant representing a thermodynamic
property of the reservoir. However, as discussed in Sec. 1.4, Einstein showed
that the statistical properties of macroscopic variables can be determined in
terms of quantities computed in thermodynamic equilibrium [41, 8].
Some authors have suggested that Einstein’s fluctuation theory can be
extended to give expressions for 〈(δT )2〉, leading to apparent relations of
complementarity between temperature and energy, similar to position and
momentum in quantum mechanics [42, 43, 44, 45]. Discussion and mea-
surements of temperature fluctuations have been given also in [46, 47]. In
contrast, others have stressed the contradictory nature of the concept of
temperature fluctuations [48]: in the canonical ensemble, which describes
systems in contact with a thermal reservoir, the temperature is a parameter,
so it cannot fluctuate. Mandelbrot has shown that this problem can receive
a satisfactory answer within the framework of estimation theory [49]. We
summarize here the main points of this discussion, referring to [50] for more
details.
As seen in Sec. 1.4, in statistical mechanics the fluctuations of n macro-
scopic variables {α1...αn} close to their equilibrium values {α∗1...α∗n} obey a
multivariate Gaussian distribution with covariance matrix
〈δαiδαj〉 = kB
[
A−1
]
ij
, Aij = − ∂S
∂αi∂αj
∣∣∣
{α∗k}
, (43)
where S is the entropy.
The Aij are functions of quantities evaluated at thermodynamic equilib-
rium, so that we can write δS = S({αk})−S({α∗k}) as a function of different
variables. If we can express S as function of T and V [41], then
δS = − CV
2T 2
(δT )2 +
1
2T
∂P
∂V
∣∣∣
T
(δV )2, (44)
where we assume δT = δ(∂E/∂S). This manipulation of variables is mis-
leading if used inside Eq. (43), as it gives
〈(δT )2〉 = kBT
2
CV
, (45)
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whose meaning is not clear, although it appears in many textbooks. Let
us note that the fluctuation of kinetic energy per particle is a well defined
quantity, but it is conceptually very different from (45), although apparently
rather similar (just a different numerical constant) [51].
If we insist in considering Eq. (45) valid, using also Eq. (17), we get
〈(δT )2〉〈(δE)2〉 = k2BT 4, (46)
or
〈(δβ)2〉〈(δE)2〉 = 1. (47)
Equation (46) and (47) can be interpreted as “thermodynamic uncertainty
relations” formally similar to the Heisenberg principle. Some authors discuss
a “thermodynamic complementarity” where energy and β play the role of
conjugate variables [42]. Let us briefly explain the origin of the trouble.
Eq. (43) holds if S is function of the macroscopic variables {αk}, which are
functions of the microscopic variables. On the contrary, Eq. (44) gives just δS
as function of δV and δT , and it is not related to a probability distribution.
Other authors, such as Kittel [52, 48], claim that the concept of tempera-
ture fluctuations is misleading. The argument is simple: temperature is just
a parameter of the canonical ensemble, which describes the statistics of the
system, and therefore it is fixed by definition. In particular, when a system
is in equilibrium with a thermal reservoir, we can have two situations: either
we know the temperature of the reservoir and can describe the energy dis-
tribution of the system; or we do not know the temperature of the reservoir,
and can determine it from the energy distribution of the system. The latter
situation is called the inverse problem. For such a problem we can use the
tools of estimation theory, which makes it possible to use the available data
(in this case a series of energy values) to evaluate an unknown parameter (in
this case T ). We will see that Eq. (45) can be somehow considered valid, but
now
√〈(δT )2〉 must be interpreted as a measure of the uncertainty on the
temperature.
In order to clarify the discussion, let us recall here a few basic concepts
from estimation theory [53, 54]. Consider a probability density function
f(x, β) of the variable x, which depends on the parameter β, together with
a sample of n independent events (x1, . . . , xn), governed by the probability
density f , so that the probability density of the sample is
L(x1, . . . , xn, β) =
n∏
i=1
f(xi, β). (48)
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We would like to estimate the unknown parameter β from the values {xi}. For
this purpose we have to define a suitable function of n variables, β̂(x1, . . . , xn),
to obtain the estimate of β from the available information. The quantity
β̂ is, by construction, a random variable. We call F (β̂, β) its probability
density, which of course depends upon the parameter β. We can calculate,
for instance, its expected value and its variance. When 〈β̂〉 = β, one says
that β̂ is an unbiased estimate of β. It is clear that the usefulness of an
estimating function is tightly linked to its variance.
Given certain general conditions of regularity, the Crame´r-Rao inequal-
ity [53] for unbiased estimators can be established:∫ (
β̂ − β
)2
F (β̂)dβ̂ ≥
{
n
∫ ( ∂
∂β
ln f(x, β)
)2
f(x, β)dx
}−1
, (49)
where the quantity in the braces on the right hand side of Eq. (49) is known
as the Fisher information [53]: it gives a measure of the maximum amount
of information we can extract from the data about the parameter to be
estimated. This inequality puts a limit on the ability of making estimates,
and also suggests that the estimator should be chosen by minimizing the
inequality. When the variance of β̂ is the theoretical minimum, the result
β̂ is said to be an “efficient estimate” [53]. Here we follow the convention
of distinguishing between an efficient estimate, which has minimum variance
for finite n, and an asymptotically efficient estimate, which has minimum
variance in the limit n→∞.
It is now useful to relate fluctuations of measurements of energy and
fluctuations of estimates of temperature. For this purpose, let us consider a
gas of N classical particles. For simplicity, we begin by measuring the energy
u of a single particle, whose probability distribution we write as
P (u, β) =
g(u) exp(−βu)
Z(β)
, (50)
where the parameter β is 1/kBT and the density of single particle states g(u)
is assumed to be known. Suppose that we have measured n independent
values of particle energy (u1, . . . , un). We can write
P (u1, . . . , un, β) =
g(u1) exp(−βu1)
Z(β)
· · · g(un) exp(−βun)
Z(β)
, (51)
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or
P (u1, . . . , un, β) =
g(u1) · · · g(un)
G0(U)
G0(U) exp(−βU)
Zn(β)
(52)
≡ h(u1, . . . , un−1|U)P (U, β), (53)
where U =
∑n
i=1 ui and G0(U) is given by
G0(U) =
∫
g(u1) · · · g(un)δ
(
n∑
i=1
ui − U
)
du1 · · · dun. (54)
Because P (U, β) is the probability density of measuring a total energy U in n
independent single particle energy measurements, we see that h(u1, . . . , un−1|U),
which is the conditional distribution of the energy in the sample given the
total measured energy, does not depend on β. We conclude that good es-
timators of β can be constructed as a function of the sum of the measured
energies.
A possible choice of temperature estimator is the maximum likelihood
estimator determined by the condition
− ∂
∂β
lnZn(β)
∣∣∣
β̂MLE
=
n∑
i=1
ui, (55)
which - for the case of density of states g(u) ∝ uη - reads
β̂MLE =
n(η + 1)
U
, (56)
which can be demonstrated not to be an unbiased estimate. In general, for
large n, the values of β̂ extracted from Eq. (55) are normally distributed
around the true value β, with variance 1/(nσ2u) where σ
2
u is the variance of
the single-particle energy calculated with the true β. Therefore β̂ is asymp-
totically efficient.
Another estimator for β is given by
β̂G =
∂
∂U
lnG0(U). (57)
Unlike the maximum likelihood estimator, β̂G is an unbiased estimator of β
for any n, but like the maximum likelihood estimator, it is not an efficient
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estimator for finite n. It becomes asymptotically efficient when the density
of states g(u) ∝ uη is considered [55, 56].
An important point of the preceding discussion is that, due to the expo-
nential form of the canonical ensemble probability density, all the information
about β is contained in the total energy of an isolated sample. We gain noth-
ing by knowing the distribution of this energy among the n elements of the
sample. We say that U =
∑n
i=1 ui is sufficient for estimating β. Therefore
we may also argue as follows. Instead of n measurements of the molecular
energy, we make one measurement of the energy E on the macroscopic sys-
tem with density P (E, β) = G(E) exp(−βE)/ZN(β), G(E) being the density
of states of the entire system, which reduces to G0(E) for systems made of
non-interacting components. The Crame´r-Rao inequality becomes∫ (
β̂ − β
)2
F (β̂)dβ̂ ≥ 1
σ2E
, (58)
where σ2E is the variance of the canonical energy of the macroscopic body.
For an ideal gas of N identical particles, σ2E = Nσ
2
u, and Eq. (58) becomes
σ2
β̂
≥ 1/Nσ2u. With regard to the determination of β, a single value of the
macroscopic energy contains the same information as N microscopic mea-
surements.
We know that a non-ideal gas of N identical particles with short-range
interparticle interactions behaves (if not at a phase transition) as if it were
composed of a large number, Neff ∝ N , of (almost) independent components,
and σ2E ≈ Neff σ2c , where σ2c is the variance of one component. For instance,
consider a system of N particles in a volume V with a correlation length
` = (cV/N)1/3, where c  1 indicates strong correlations. We have Neff ∼
V/`3 = c−1N . Thus, even if n = 1 in Eq. (58), that is, we perform a
single measurement of energy, the variance of E, which is the energy of a
macroscopic system, is extensive and the variance of β̂ may be small. We
have σ2
β̂
≥ 1/Neff σ2c , with Neff ∝ N  1. By looking at E as the result of Neff
elementary energy observations, our preceding considerations can be applied
here with Neff playing the role of n. In particular, the asymptotic properties
for large Neff of the two estimators are preserved, and the estimates of β
obtained by the two expressions
− ∂
∂β
lnZN(β)
∣∣∣
β̂MLE
= E, (59a)
and
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β̂G =
∂
∂E
lnG(E) (59b)
approach the same value for Neff  1, a condition that is verified for macro-
scopic bodies. Therefore, for a macroscopic system, we can obtain a good
estimate of β even with a single measurement of its energy.
In conclusion we have given a justification, in terms of estimation theory,
of the definition of temperature in statistical mechanics either in the canonical
or microcanonical ensemble by means of Eq. (59). From our discussion we
see that the fluctuations of the random variables β̂MLE and β̂G when n  1
are approximately Gaussian with a variance 1/(nσ2u). The fluctuations of
the total energy of the sample U =
∑n
i=1 ui also become Gaussian (by the
central limit theorem) with variance nσ2u. Therefore, in this limit, we have
σ2
β̂
σ2U = 1.
Let us notice that, although the Rao-Crame´r inequality, Eq. (58), is for-
mally similar to Eq. (46), which was obtained by an incorrect use of Einstein’s
fluctuation formula, the analogy is inexact and misleading. In mathematical
statistics the quantity σ2
β̂
measures the uncertainty in the determination of
the value of β and not the fluctuations of its values.
3.1.1. About temperature uncertainty in small systems
It is useful to illustrate the above ideas by means of a mechanical model
for a thermometer [50]. A box is filled with N non-interacting particles of
mass m. On the top of the box there is a piston of mass M which can
move without friction in the xˆ direction, see Fig. 4. Although the box is
three-dimensional, only the motion in the xˆ direction is relevant because we
assume that the particles interact only with the piston. The other directions
are decoupled from xˆ, independently of their boundary conditions. The one-
dimensional Hamiltonian of the system is
H =
N∑
i=1
p2i
2m
+
P 2M
2M
+ FX, (60)
where X is the position along the xˆ axis of the piston, and the positions
of the particles xi along the same axis are constrained to be between 0 and
X. A force F acts on the piston, and in addition there are elastic collisions
of the gas particles with the piston. The particles exchange energy with a
thermostat at temperature T placed on the one side of the box at x = 0
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Figure 4: Sketch of the mechanical model for a thermometer, see Eq. (60)
(see [50] for details of its computational implementation). In the following
we set kB = 1, which is equivalent to measuring the temperature in units of
1/kB.
It is straightforward to compute the mean value of the piston position
〈X〉 = (N + 1)T
F
. (61)
As a consequence of this formula, an unbiased estimator for the temperature
of the thermostat is
Tˆ =
FXˆ
N + 1
, (62)
where Xˆ is an estimate of the average piston position. We use for it
XˆN = (X(1) + . . .+X(N ))/N (63)
where X(1), . . . , X(N ) are N independent measurements of the piston posi-
tion. The probability distribution function of the piston position is
P (X) =
1
N !
(βF )N+1XNe−βFX , (64)
which is an infinitely divisible distribution [57], so that the variable XˆN has
a probability distribution function of the same shape, with N replaced by
NN . The variance of XˆN is σ2Xˆ/N , because the values of X are independent.
From Eq. (64) we have also that σ2
Xˆ
= (N + 1)/β2F 2, and therefore
σ2
XˆN
=
1
N
N + 1
β2F 2
. (65)
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This gives the following variance for the temperature estimator Tˆ obtained
by using XˆN as estimator of Xˆ:
σ2
Tˆ
=
T 2
N (N + 1) , (66)
which is exactly the Crame´r-Rao lower bound, i.e. Tˆ is an unbiased and
efficient estimator for every N [50]. In particular, Eq. (65) shows that the
variance of the estimator is of order ∼ 1/N , which can be non-negligible for
single measurements on small systems, but it can be arbitrarily reduced by
increasing the number N of measurements.
In a real experiment one cannot be sure that the N measurements are
independent. In general, the data are correlated, and a correlation time
τ must be estimated numerically. A simple and natural way is to look at
the shape of the correlation functions of the observables of interest. If the
distance in time δt between two successive measurements is smaller than τ ,
the effective number of independent measurements is approximately Neff =
N δt/τ . By plotting Nσ2
Tˆ
versus Neff we expect that the dependence on
N disappears, resulting in a collapse of the curves: this is exactly what
happens in Fig. 5, where we have used for τ the minimum time such that the
autocorrelation of piston’s position |CX(t)| < 0.05, where
CX(t) =
〈δX(t)δX(0)〉
〈δX2(0)〉 . (67)
3.2. Small systems: models and stochastic thermodynamics
In recent years, the development of experimental techniques allowing us
to observe and even manipulate objects on mesoscopic (nano and micro)
scales, paved the way to the investigation of physical systems composed by a
small number of elementary constituents [58]. This “middle world” includes
several interesting topics, such as macromolecules (DNA, proteins and molec-
ular motors) [59], colloidal suspensions [60], granular media [61] and active
matter [62], just to name a few. Several results obtained in the last decades
proved that the tools and the concepts introduced in statistical mechanics
can predict with success the behaviour of small systems.
This new range of applicability exceeds the original intent of statistical
physics, i.e. the justification of thermodynamics from the microscopic level,
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Figure 5: The quantity Nσ2
Tˆ
for different values of N is numerically calculated and plotted
as function of Neff = N δt/τ . For large times, the uncertainty goes to zero as 1/Neff . The
parameters are δt = 0.01, M = 10, m = 1, F = 10, T = 1, N = 5, 30, 70, and 200. It is
clear that for the uncertainty of T , the relevant quantity is Neff which depends both on
N and τ .
and introduces new perspectives. However, extending statistical mechan-
ics to small systems is a very delicate issue, that can generate misleading
conclusions, when treated without the required care. From a theoretical per-
spective, a central issue is the possibility to use the ergodic hypothesis for
these systems. Here, we identify three classes of small systems for which
a statistical approach seems to be still meaningful. In the following, we
restrict our attention, for the sake of consistency and simplicity, to classi-
cal systems: in fact, the description of quantum small systems, even with
some similarities, must be developed independently, since it presents a very
different phenomenology and a huge number of technical and conceptual sub-
tleties [63].
Single (or very few) particle systems. A Hamiltonian system composed
of a single particle in one dimension that moves in an external potential is
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trivially ergodic. In fact, in the phase space of such a system (which is two-
dimensional) the “constant energy surface”, where the system evolves, coin-
cides with the trajectory of the system. This is not necessarily true when we
increase the number of particles, since it is possible to exhibit systems com-
posed of two constituents which are no longer ergodic (e.g. two coupled har-
monic oscillators). Nevertheless there are many examples of few-dimensional
ergodic systems and several authors claim that a notion of thermodynamics
is possible also for this class of systems [18, 64]. It is very interesting to note
that one of the first historical efforts to derive thermodynamics from me-
chanics focused on isolated single particle systems, for which Helmholtz [65]
derived a theorem (on the monocycle) later used by Boltzmann to introduce
the ergodic hypothesis: in Sec. 2.4 this topic has been discussed in detail.
Small systems with stochastic dynamics. This class includes systems with
a non-deterministic dynamics, such as Markov chains or systems ruled by
stochastic differential equations, like the following Langevin equation
x¨ = −dV (x)
dx
− γx˙+
√
2Dη, (68)
where η represents white noise, 〈η(t)η(t′)〉 = δ(t − t′), V (x) is an external
potential and γ and D are constants. The proof of the validity of ergodicity
for Markov stochastic systems is far more accessible than its counterpart for
deterministic systems: in particular it can be proven that every irreducible
and non-periodic Markov process is ergodic [66, 67] and that, in addition,
it also satisfies the so-called mixing condition, i.e. the fact that any (non-
pathological) initial probability distribution ρ0(X) of the system converges
toward an asymptotic stationary state:
ρ(X, t)
t→∞−→ ρ(X). (69)
Moreover, for these systems, the typical relaxation times are usually small,
and analytical approaches are possibile. These are some of the reasons why
single particle stochastic systems have been extensively used in the most
recent developments on stochastic thermodynamics [68].
Another conceptual advantage of small stochastic systems over determin-
istic ones is the fact that the aleatory dynamics can be interpreted as the
effect of the interaction of the system of interest with a large environment.
Consider a subsystem of a larger isolated system, its state is a many-to-one
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function: (X,Y) ∈ R2d(N1+N2) → Y ∈ R2dN1 , with N1  N2, where Y
is the variable representing the system of interest, N1 and N2 are, respec-
tively, the number of particles of the system and of the environment, and
d is the spatial dimension. This means that many different configurations
of the environment correspond to the same Y, allowing, at least heuristi-
cally, to interpret the state of the small subsystem as a “thermodynamical
observable”. Of course, in order to obtain a stochastic description for the
subsystem, one has to assume that fluctuations induced by the environment
are not too large: this condition can be realized, for instance, when the mass
of the system particles is larger than that of the particles of the environment.
Many-Particle Small Systems (MPSS). By this term we mean systems
composed of O(10 − 102) particles, where the interesting collective typical
behaviors of large systems can be observed and that, at the same time, are far
enough from the infinite-N limit, to exhibit several features of small systems
(large fluctuations, non-standard equilibrium states, etc...). The question re-
garding the ergodicity of these systems may appear more difficult to answer
with respect to single-particle or stochastic systems. However, from a phys-
ical and practical point of view, it is important to stress that the Khinchin
argument for the validity of the ergodicity in systems with N  1 for a class
of collective observables applies to MPSS. In fact, even if N is not infinite,
many large-N approximations (e.g. Laplace approximation for the computa-
tion of integrals) can be carried on safely, and discrepancies with the asymp-
totic behavior are small, and do not affect the overall phenomenology [69].
Regardless, since N is finite, the fluctuations are visible and non-negligible,
and indeed their study is the main focus of stochastic thermodynamics.
Let us note that MPSS includes the class of systems usually studied in
numerical simulations: in fact, typical computer simulations involve systems
with a number of particles spanning from the few hundreds up to some tens
of thousands. These numbers are clearly much smaller than the typical size
of macroscopic systems O(1020), nevertheless they are commonly considered
large enough for the study of the properties of macroscopic real systems.
3.2.1. Stochastic thermodynamics
As already stressed, the distinguishing feature of small systems is the
relevance of fluctuations, which are negligible only when the number of con-
stituents is very large, as for macroscopic bodies. The study of fluctuations of
thermodynamics functions, such as energy or entropy, goes back to Einstein,
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Onsager and Kubo, but it has recently raised a renewed interest with the
establishing of important results in response theory [14] and in the so-called
stochastic thermodynamics [70, 71, 72, 73, 74, 75, 68]. The main aim of this
theory concerns the statistical properties of fluctuations in systems which are
far from thermodynamic equilibrium. Here we briefly give some definitions
and describe the principal conceptual aspects, referring the interested reader
to the review [68] and references therein, for an exaustive presentation of the
subject.
The first issue consists in the proper microscopic definition of work and
heat for small systems. In particular, as we will show in the rest of this
Section, the naive definition of infinitesimal work as dW = pdV (being p
the pressure and V the volume), is not appropriate in a large variety of
situations, e.g. when the external varied parameter is not the volume. In
fact this definition comes from a basic application of the classical definition
of work (dW = F · dx) and pressure (F · nˆ = pS, where S is the surface):
in systems beyond the usual applications of thermodynamics the definition
must be reconsidered. We will first discuss the definition in the context of
Hamiltonian systems.
Consider a time-dependent Hamiltonian H(X, t) and let {X˜(t)}Tt=0 be
a solution of Hamilton equations of motion; then, the time derivative of a
generic function A(t) = A(X˜(t), t) reads
dA(t)
dt
=
∂A(X, t)
∂X
X˙ +
∂A(X, t)
∂t
= {A,H}+ ∂A
∂t
. (70)
It is natural to identify the internal energy of the system with the value of
the Hamiltonian E(t) = H(X˜(t), t) and compute its time derivative via Eq.
(70)
dE(t)
dt
= {H,H}+ ∂H
∂t
=
∂H
∂t
∣∣∣∣
X˜(t)
. (71)
Therefore, if the Hamiltonian depends on an external varying parameter, the
total energy of the system changes and it is not difficult to see that, from a
thermodynamic point of view, this change corresponds to the time derivative
of the work W˙ (t), leading to
W˙ =
∂H
∂t
. (72)
It is important to remark that this convention implies that, whenever the
energy of the system increases, the work is positive, whereas, in the opposite
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case, the work is negative: this is in contrast with the usual thermodynamic
convention, but has a far more transparent energetic interpretation.
Suppose now that the explicit time dependence of the Hamiltonian is
given by an additional term, namely H = H0 + h(t), with h(t) = λ(t)Xi,
Xi being one of the component of the phase space variable X and λ(t) a
time-dependent parameter; in this case one has
W˙ (t) = X˜i(t)λ˙(t), (73)
which is equivalent to dW = V dp, but differs from the standard definition
dW = −pdV . The explanation of this result was reported in Ref. [76]:
assume that, generalizing the above situation, the Hamiltonian depends upon
a certain number of external parameters λk(t), with k = 1, . . . ,M :
H = H0(X) +
∑
k
λk(t)gk(X), (74)
where gk(X) are functions of X, which define the macroscopic states. In this
case one can apply an alternative definition of internal energy, E(t) = H0(t),
whose time derivative reads
dH0
dt
= {H0,H} = −
∑
k
λk(t){gk,H} = −
∑
k
λk(t)g˙k(X(t)). (75)
Therefore, using this definition where all the time-dependent terms are con-
sidered external, the work takes the form
W˙ = −
∑
k
λk(t)g˙k(X(t)). (76)
In particular, when k = 1 and g(X) = Xi, we recover the usual thermody-
namic definition of work
W˙ (t) = −λ(t)X˙i, (77)
that is equivalent to dW = −pdV . It is important to remark that this
definition gives a nonzero work also when the external parameters are fixed,
λ˙ = 0. This occurs because some energy may be exchanged between the
internal energy H0 and the external terms appearing in the Hamiltonian,
despite the fact that the value of the Hamiltonian H(X(t)) does not change
over time. In the rest of this section we will use the first definition of work,
Eq. (72).
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It is not possible to define the heat exchange in the context of purely
Hamiltonian systems, since these systems do not transfer energy with the
external environment. Moreover, in general, there are several different ways
to define the interaction of a system with an external thermostat at tem-
perature T (stochastic, deterministic, etc. . . ). For this reason, to keep the
discussion on general terms, it is important to give a definition of heat that
does not rely on the specific model. In the following we will discuss this topic
in the context of coarse-grained stochastic differential equations.
When a time-dependent Hamiltonian system is coupled to an external
thermostat, the variation of the total energy E(t) = H(X(t), t) is due to
different causes: indeed, a part of energy is funneled through the external
parameter that varies in time, whereas another part is exchanged with the
thermostat to which the system is attached. It is customary to denote by the
term heat all the energy that is not exchanged in “Hamiltonian manner”, i.e.
Q˙(t) = E˙(t)− W˙ (t), (78)
where W˙ (t) is the quantity defined in Eq. (72). This last equation is the
microscopic equivalent of the first principle of thermodynamics, when the
appropriate sign convention is chosen. From a practical point of view, there
may be some ambiguity in the definition of Q˙ in the context of stochastic
differential equations: in particular, as we will see later, it is very impor-
tant to specify whether the derivative is taken according to the Itoˆ or the
Stratonovich convention. To avoid such ambiguities it can be useful to report
the integrated version of Eq. (78):
Q(T ) = ∆E −
∫ T
0
∂H(t)
∂t
dt, (79)
where T is the total time of the measurement, and ∆E = E(T )−E(0) is the
total energy variation in such an interval. This last equation does not present
any ambiguity, since the integration variable of the integral appearing on the
r.h.s. is the time t (and not the phase space position X), and therefore E(t)
is a well-defined function of time.
Analogous definitions of heat and work can be given in the framework
of stochastic differential equations. In particular, following Ref. [74], we will
examine the simple case of a unidimensional Brownian particle, with mass m,
position x and velocity v, in contact with a thermal bath at temperature T ,
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and moving in an external time-dependent potential V (x, t). The stochastic
differential equation describing this system in the underdamped regime reads
x˙ = v
v˙ = −γv − ∂xV (x, t)
m
+
√
2kBTγ
m
η, (80)
where η is white noise with 〈η(t)η(t′)〉 = δ(t−t′) and γ a constant parameter.
From the natural choice for the energy of the particle E(t)
E(t) =
1
2
mv(t)2 + V (x(t), t), (81)
there follows that the work performed on the system is
W˙ (t) =
∂V (x, t)
∂t
∣∣∣∣
x=x(t)
. (82)
Those definitions, despite their apparent coherence, conceal some inconsis-
tencies due to the fact that Eq. (80) is a coarse grained equation. It is very
easy to show that, in the simple case ∂tV = 0, the (equilibrium) invariant
distribution of the stochastic system is
ρ(x, v) ∝ exp
{
−β
(m
2
v2 + V (x)
)}
. (83)
On the other hand, when considering x as a single component of a much larger
Hamiltonian system X = (x, v, x1, v1, x2, v2 . . . , xN , vN) with Hamiltonian
H(X), we have, at equilibrium,
ρeq(x, v) =
∫
dx1dv1 . . . dxNdvN
Z
e−βH(X), (84)
where Z is the partition function. Whenever the Hamiltonian can be split
into the sum of a kinetic term of the particle and another part involving all
the remaining degrees of freedom of the system,
H(X) = mv
2
2
+Hint(x, x1, v1, . . . , xN , vN), (85)
it is possible to recast Eq. (84) in the following form
ρeq(x, v) =
Z(x)
Z0
e−βm
v2
2 , (86)
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where Z(x) =
∫
exp{−βHint}dx1dv1 . . . dxNdvN , and Z0 is the normalizing
constant. Therefore, by comparing the last expression with Eq. (83), it is
easy to see that
V (x) = − 1
β
lnZ(x), (87)
which is interpreted by many authors (see [74]) as a conditional free energy
function, rather than a proper potential energy. The simplest case is when
Hint(x, x1, v1, . . . , xN , vN) can be split in an external potential V (x) depend-
ing only on x, and another contribution with all the remaining variables.
The above considerations show that the microscopic definition, Eq. (72),
and the coarse-grained one Eq. (82), are, in general, not equivalent. There-
fore one should take some care in doing energetic considerations when start-
ing from a Langevin equation, without having an underlying microscopic
description of the system [77].
When Eq. (82) is adopted, the heat Q is the difference between energy
and work (first principle of thermodynamics). An explicit formula for heat
can be readily obtained:
Q˙ =
dE
dt
− W˙ = (∂vE)v˙ + (∂xE)x˙
= mv
(
−γv − ∂xV
m
+
√
2γkBT
m
η
)
+ v∂xV
= m
(
−γv +
√
2γkBT
m
η
)
v, (88)
where, since we applied the usual calculus rules, the differential equation
must be interpreted with the Stratonovich convention [78, 66]. Nevertheless,
in order to compute 〈Q˙〉, it is useful to derive the equivalent result with the
Itoˆ convention:
Q˙ = m
(
−γv +
√
2γkBT
m
η
)
v + γkBT. (89)
Of course, the average of Eq. (89) and (88) must give the same result, the
Itoˆ expression being more explicit:
〈Q˙〉 = −γm〈v2〉+ kBTγ = −2γ
(
m〈v2〉
2
− kBT
2
)
. (90)
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It is clear that the quantities Q˙ and W˙ , and thus the integrated heat and
work, are fluctuating quantities because they depend upon the single trajec-
tories {x(t), v(t)}Tt=0.
The stochastic equation (80) gives a description of the system at the level
of single trajectories: naturally, an equivalent description can be given in
terms of the probability distribution function ρ(x, v, t), i.e. the probability
density of finding the particle at time t with position x and velocity v. The
time evolution of this quantity is given by a partial differential equation, the
Fokker-Planck equation [66]:
∂tρ(x, v, t) = −∇ · J(x, v, t), (91)
where the two components of the current J = (Jx, Jv) are
Jx = vρ(x, v, t), (92)
Jv = −γvρ(x, v, t)− ∂xV
m
ρ(x, v, t)− kBTγ
m
∂vρ(x, v, t). (93)
The average values of the thermodynamic quantities introduced above can be
obtained by taking the time derivative of the average energy of the system,
i.e.
〈E(t)〉 =
∫
dxdv
(
1
2
mv2 + V (x, t)
)
ρ(x, v, t), (94)
that yields
〈E˙〉 =
∫
dxdv ∂tV ρ(x, v, t) +
∫
dxdv E(x, v, t)∂tρ(x, v, t)
= 〈W˙ 〉+ 〈Q˙〉. (95)
The identification of the first term of the r.h.s. in the first line with the
average mechanical power is immediate, since this quantity trivially coincides
with Eq. (82). The other term of the sum is associated with the average heat
rate, because, in agreement with the first principle of thermodynamics, the
sum of the two terms must represent the total (internal) energy variation of
the system. In order to show that this second definition, i.e.
〈Q˙〉 =
∫
dxdvE(x, v, t)∂tρ(x, v, t), (96)
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is consistent with Eq. (90), it is necessary to perform some algebra:
〈Q˙〉 = −
∫
dxdv E(x, v, t)∇ · J(x, v, t) =
∫
dxdv J(x, v, t) · ∇E(x, v, t)
=
∫
dxdv (−γv) (mv + kBT∂v ln ρ) ρ(x, v, t). (97)
By performing one last integration by parts, one gets Eq. (90) from the
above expression. It is important to remark that it is very useful to have two
different formalisms describing the stochastic thermodynamics of one-particle
systems: in fact, on the one hand, Eqs. (82) and (89) give a recipe on how to
measure the work and heat exchanged on a single trajectory. Therefore, e.g.
in numerical simulations where the state of the system is accessible at every
time t, one can integrate the two expressions and obtain the (fluctuating) heat
and work exchanged in a single realization of the experiment. On the other
hand, the expressions involving the distribution ρ(x, v, t) and its derivatives
are more useful in an analytic context, and, as we will show in the following
subsection, are necessary to obtain a connection between these quantities
and the entropy production.
3.2.2. Connection with standard thermodynamics and entropy production
Let us briefly recall that in thermodynamics the entropy S(A) of a state
A is well defined only if A represents a set of thermodynamic variables iden-
tifying an equilibrium state. In particular, the entropy is a state function
obtained through the formula
∆S = S(B)− S(A) =
∫ B
A
dQ
T
, (98)
where dQ is the heat exchanged with the exterior, and T the temperature of
the system on any quasi-static transformation, i.e. a generic path consisting
in a succession of equilibrium states that connects A to B. The second
principle of thermodynamics, in the form of Clausius inequality, reads∮
dQ
T
≤ 0, (99)
i.e. ∆S ≥ ∫ A
B
dQ
T
, and the equality only holds in the case of quasi-static
transformations. Assuming that the system interacts with a thermostat at
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constant temperature T , when considering the system of interest and the
thermostat attached to it, one simply gets
∆Stot = ∆Ssys + ∆Stherm ≥ 0 (100)
or, equivalently,
∆Ssys = −∆Stherm + Σ. (101)
Here Σ is a positive quantity which, with an evident meaning, is called total
entropy production (it is the increase of entropy in an isolated system due
only to the irreversibility of the dynamics), and the other term of the sum is
∆Stherm = −Q
T
, (102)
where Q is the heat absorbed by the system, i.e. Q =
∫ B
A
dQ. This last quan-
tity has been called in recent years entropy production of the medium [79],
since it is the variation of the entropy of the thermostat, as explained below.
These quantities can be reinterpreted in the framework of stochastic ther-
modynamics as follows. The entropy function in this the context is provided
by the Gibbs entropy, previously defined in Eq. (26),
SΓ(t) = −kB
∫
dxdv ρ(x, v, t) ln ρ(x, v, t). (103)
It is possible to compute the derivative of the Gibbs entropy and express it
as a sum of different terms:
dSΓ(t)
dt
= −kB
∫
dxdv [∂tρ(x, v, t) ln ρ(x, v, t) + ∂tρ] = −kB
∫
dxdv
J · ∇ρ
ρ
= −kB
∫
dxdv
[
v∂xρ− γv∂vρ− ∂xV
m
∂vρ− kBTγ
m
(∂vρ)
2
m
]
= kB
∫
dxdv
[
γv∂vρ+
kBTγ
m
(∂vρ)
2
ρ
]
, (104)
where, in the last line, we used an integration by parts. Carrying on the cal-
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culations further, one can identify two contributions in the entropy variation
dSΓ(t)
dt
= kB
∫
dxdv
(
2γv∂vρ+
kBTγ
m
(∂vρ)
2
ρ
)
− kB
∫
dxdv γv∂vρ
= kB
∫
dxdv
1
ρ
(√
kBTγ
m
∂vρ+
√
γm
kBT
vρ
)2
− 1
T
∫
dxdv
(
γmv2ρ+ γvkBT∂vρ
) ≡ A˙(t) + 〈Q˙〉
T
, (105)
where A˙(t) is a positive quantity. The identification of the two contributions
with their thermodynamic counterparts is immediate: S˙Γ(t) is the entropy
production of the system, A˙(t) = Σ˙ is the total entropy production (i.e. of
the system and the thermostat), and the last term is the entropy production
of the medium S˙therm.
This calculation also allows us to obtain a single-trajectory, fluctuating
entropy variation of the system. The state-dependent entropy of the system
is defined as
s(x, v, t) = −kB ln ρ(x, v, t), (106)
so that its average gives the Gibbs entropy in Eq. (103). This quantity can
be measured once the state of the system x and the probability distribution
function ρ(x, v, t), i.e. the solution of the Fokker-Planck equation, are known.
For instance, in every trajectory that originates at time t0 in (x0, v0) and
finishes at time tf in (xf , vf ) one can measure the entropy difference:
∆s = −kB ln ρ(xf , vf , tf )
ρ(x0, v0, t0)
. (107)
Averaging on all the possible trajectories one gets 〈∆s〉 = ∆SΓ. Moreover,
the single-trajectory equivalent of the total entropy production Σ˙ can be
obtained as the sum of the two terms
Σ˙(x, v, t) = s˙(x, v, t)− Q˙
T
(x, v, t). (108)
The value of this observable depends on the single realization of the process,
while 〈Σ˙〉 is positive on average. This observation constitutes a probabilistic
interpretation of the second principle of the thermodynamics: from the point
of view of the single realization, there may happen “violations” of the sec-
ond principle, i.e. trajectories on which the entropy production is negative,
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but on average this occurrences must been compensated in order to give a
positive average. Fluctuation Relations are obeyed by the above quantities,
as discussed below in Section 4.
Let us recall that, whenever the dynamics is conservative, i.e. a Liou-
ville theorem holds, the value of the Gibbs entropy is always constant, for
every initial distribution ρ(x, v, 0), as already discussed: for this reason this
entropy is not appropriate to describe some irreversible processes like the
free expansion of a gas in a container, as discussed in detail in [26]. In the
present context, on the other side, the system has a stochastic dynamics and
- in addition - because of the very few degrees of freedom, the criticisms to
the use of SΓ, discussed in Section 2.3, are not relevant.
3.3. Negative temperature
In Section 2 we already mentioned that in equilibrium statistical mechan-
ics one can introduce two different definitions of temperature. Such a topic
has been recently the subject of an intense debate [80, 81, 82, 83, 18, 64, 84,
85, 86]. This new interest is due to the publication of experimental measure-
ments of a negative absolute temperature [17, 87]: it was demonstrated the
possibility to prepare a state where the observed distribution of the modi-
fied kinetic energy per atom appeared to be inverted, i.e. with the largest
population in the high energy states, yielding a de facto negative absolute
temperature.
The possibility of a negative absolute temperature is well known since the
work by Onsager on the statistical hydrodynamics of point vortices [88] and
the results on nuclear spin systems by Pound, Ramsey and Purcell (see [89,
90, 91] for a review and discussion). In those investigations, it was clear that
an inverse temperature parameter βB ranging in the full infinite real line
(−∞,∞) did not lead to any inconsistency or paradox.
It is interesting that TG appears in the theory of Helmholtz monocycles,
which had an important role in the development of Boltzmann’s ideas for
the ergodic theory, for one-dimensional systems [65, 34], see Section 2.4.
Therefore one could conclude that the “correct” temperature is TG. However
the approach based on the Helmholtz monocycle can be used only in systems
whose Hamiltonian contains a quadratic kinetic term and a potential part.
For such systems in the limit N  1 one has TG = TB + O(1/N). Since
in the reasoning in terms of monocycles the temperature is defined via the
average of the kinetic energy, in a generic system it is not possible to follow
the argument discussed in Section 2.4.
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In the following we present a line of reasoning where Boltzmann tempera-
ture TB (positive or negative), in systems with many degrees of freedom and
short range interaction, is the (unique) proper parameter which is relevant for
the statistical properties of the energy fluctuations, as well as in determining
the flux of energy between two systems at different temperatures, in addition
it is measurable, without the appearance of any evident inconsistency. Let
us remark that the systems discussed in [64], from which the authors try
to show that only TG is the “correct” temperature, are small (N = O(1))
and/or with long-range interactions.
In our discussion, we assume that SB(E,N) is always convex, i.e. d
2SB(E,N)/dE
2 ≤
0. This is certainly true in the limit of vanishing interaction and in short-
range-interacting systems for large N , since SB is strictly related to the large
deviation function associated with the density of states, see Section 2.2.2.
3.3.1. Point-Vortex systems
One of the first, and very important, systems showing negative temper-
ature has been studied by Onsager in a seminal paper at the origin of the
modern statistical hydrodynamics [92]. Because of its historical and technical
relevance we briefly summarize the main results.
Consider a two-dimensional incompressible ideal flow ruled by Euler equa-
tion
∂tu + (u · ∇)u = −∇p
ρ0
, ∇ · u = 0, (109)
where ρ0 is the constant density and p the pressure. The vorticity can be
written as ∇ × u = ωzˆ, where zˆ is the unitary vector perpendicular to the
plane of the flow, and ω evolves according to
∂tω + (u · ∇)ω = 0. (110)
The previous equation expresses the conservation of vorticity along fluid-
element paths [93]. From the incompressibility we can write the velocity in
terms of the stream function, u = ∇⊥ψ = (∂y,−∂x)ψ, while the vorticity is
given by ω = −∆ψ. Therefore, the velocity can be expressed in terms of ω
u(x, t) = −∇⊥
∫
dx′G(x,x′)ω(x′, t),
where G(r, r′) is the Green function of the Laplacian operator ∆, e.g. in the
infinite plane G(r, r′) = −1/(2pi) ln |r− r′|. Consider now an initial condition
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at t = 0 such that the vorticity is localized on N point-vortices
ω(r, 0) =
N∑
i=1
Γiδ(r− ri(0)),
where Γi is the circulation of the i−th vortex. The Kelvin theorem ensures
that the vorticity remains localized at any time, and therefore
ω(r, t) =
N∑
i=1
Γiδ(r− ri(t)),
which, plugged in Eq. (110), implies that the vortex positions ri = (xi, yi)
evolve according to
dxi
dt
=
1
Γi
∂H
∂yi
,
dyi
dt
= − 1
Γi
∂H
∂xi
,
with
H =
∑
i 6=j
ΓiΓjG(ri, rj).
So the N point-vortices constitute a N degrees of freedom Hamiltonian sys-
tem [94] with canonical coordinates
qi =
√
|Γi|xi, pi =
√
|Γi|sign(Γi)yi.
Consider now N point-vortices confined in a bounded domain Ω of area
A. Since for each point-vortex ri ∈ Ω one has
Σ(E) =
∫
H<E
dq1 · · · dqNdp1 · · · dpN ≤ CNAN , CN =
N∏
i=1
|Γi|.
Therefore ω(E) = dΣ(E)/dE must approach to zero for E → ±∞, and must
attain its maximum at a certain value EM , so that for E > EM the entropy
SB(E) = kB lnω(E) is a decreasing function and hence TB(E) is negative.
The states at large energy, E  EM , are those in which the vortices are
crowded in special way. Since in any domain Ω for r ∼ r′ we have G(r, r′) '
−1/(2pi) ln |r− r′|, the configurations with very large energy are those where
point vortices, whose Γi have the same sign, are close. Therefore in a system
with positive and negative Γi, negative temperature states correspond to
49
Figure 6: A schematic plot of entropy versus energy for the point-vortex model of [95].
Blue and green colors correspond to vortices and anti-vortices respectively. The vortex
binding-unbinding phase transition separates the normal state (NS) from the pair-collapse
(PC) state at positive temperature, whereas there is a transition to the coherent Onsager
vortex (OV) state at a vortex-number-dependent negative temperature. Reprinted Figure
2 with permission from [T Simula, M J Davis and K Helmerson, Phys. Rev. Lett., 113,
165302 (2014)]. Copyright 2014 by the American Physical Society.
the presence of well separated clusters of vortices with the same vorticity
sign. On the contrary for E < EM (positive temperature) the vortices of
opposite Γi tend to remain close [92, 93, 94]. Such a clustering phenomenon
has been observed also in simulations of quasi-2d superfluid Bose-Einstein
condensates [95], see Fig. 6.
3.3.2. Systems with negative temperature are not pathologic
The Hamiltonian of the point-vortex system contains a long range in-
teraction, however the presence of negative TB does not depend on such a
peculiarity. Replacing G(ri, rj) with a bounded function with a maximum
for ri = rj and fastly decreasing to zero for large values of |ri−rj|, we have a
short range system and it is straightforward to show the presence of negative
temperature.
In Section 2 we already discussed the second law and energy flux between
two systems in contact. The energy flux obviously goes from smaller βB
(hotter) to larger βB (colder), and a negative TB does not lead to any ambi-
guity. Confusion may arise from the fact that TB < 0 is, for the purpose of
establishing the energy flux, hotter than TB > 0. However using the variable
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βB, the confusion is totally removed [89]. Let us now briefly discuss a partic-
ularly interesting case of two systems with different Hamiltonians. Suppose
that for the system A negative temperatures can be present, whereas system
B has only positive temperatures; it is quite easy to see that the coupling of
the system A at negative temperature with the system B at positive temper-
ature always produces a system with final positive temperature. Indeed, at
the initial time the total entropy is
SI = S
A(EA) + SB(EB), (111)
while, after the coupling, it will be
SF = S
A(E ′A) + S
B(E ′B), (112)
where E ′A + E
′
B = EA + EB and, within our assumptions, E
′
A is determined
by the equilibrium condition [96] that SF takes the maximum possible value,
i.e.
βA =
∂SA(E ′A)
∂E ′A
= βB =
∂SB(E ′B)
∂E ′B
. (113)
Since βB is positive for every value of E ′B, the final common temperature
must also be positive. The above result, which can also be found, without
a detailed reasoning, in some textbooks [97, 98], helps to understand why it
is not easy to observe negative temperature for a long time. Experiments
showing negative temperatures have been recently realized, by means of an
efficient isolation of the system of interest [17].
3.3.3. The generalised Maxwell-Boltzmann distribution
In systems whose Hamiltonian contains the kinetic term
∑
n p
2
n/(2m),
we know the probability distribution density for the momentum of a single
particle:
P (p) ∝ e−β p
2
2m , (114)
in such a case, for N  1, β = βB = βG. Let us wonder about the same
problem in the case with
H =
N∑
n=1
g(pn) +
N∑
n,k
V (qn, qk), (115)
where the variables {pn}, as well as the function g(p), are limited. With stan-
dard arguments one may compute the probability density for the distribution
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of a single momentum p, obtaining the generalised Maxwell-Boltzmann dis-
tribution:
P (p) ∝ e−βBg(p), (116)
which is valid for both positive and negative βB. We mention that in the
experiment in [17], the above recipe has been applied to measure both positive
and negative system’s temperatures.
From (116) and the PdF of the energy in the canonical ensemble, the
deep meaning of the (Boltzmann) temperature is quite transparent: it is a
quantity which rules the statistical features of energy of a subsystem (as well
as the “momentum” of a single particle). Let us stress again that since TB
is associated with the large microcanonical system (in physical terms, the
reservoir) it is a non-fluctuating quantity [50] also for each sub-system and,
in general, for non-isolated systems, see Section 3.1.
It is remarkable that (a quantum version of) Eq. (116) has been observed
in [17] in an experiment with a bosonic system of cold atoms in 2d. The
generalised kinetic energy as a function of quasi-momenta (px, py) - in the
first Brillouin zone - is g(px, py) = −2J [cos(pxλ) + cos(pyλ)] where λ is the
lattice constant and J a coupling strength. The experimental result is shown
in Fig. 7.
3.3.4. About the measurement of TB and TG
The definitions of βB and βG discussed in Section 2 are based on the
functional dependence of ω(E) and Σ(E) upon the energy. In a real or
numerical experiment it is pretty impossible to make use of such an approach.
On the other hand, after the work of Rugh [35], we know that, assuming the
ergodicity, βB can be computed with a molecular dynamics simulation, and,
at least in principle, by a long-time series from an experiment.
Coming to βG, a way, even discussed in textbooks and considered some-
times rather important [64], to determine its measurement is via the equipar-
tition theorem, which states 〈
xi
∂H
∂xj
〉
= δijTG. (117)
However the usual derivation of Eq. (117) implies the possibility to neglect
boundary terms in an integration by parts. Such a possibility is challenged
in the class of systems with bounded energy and phase space that we are
considering. In particular it is easy to show that (117) does not hold under
the simultaneous realization of the following conditions:
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Figure 7: Probability distribution of the “kinetic energies” in the cold atoms experiment
of [17]. The blue and the red circles are data at two different energies (red is with higher
energy). The blue line is a fit through a Bose-Einstein distribution with positive tempera-
ture, while the red one is with a negative temperature. The inset shows the distributions
of (px, py) in the two situations (left for the low energy, or positive temperature). From
S. Braun et al., Science 339, 52 (2013) [17]. Reprinted with permission from AAAS.
• bounded space of the canonical variables;
• bounded derivatives of the Hamiltonian ∂H
∂xj
;
• bounded energy from above and below: Em ≤ E ≤ EM ;
• vanishing density of states at the boundaries, i.e. ω(EM) = 0.
Given such conditions, one has that, on the one side, TG(E) = Σ(E)/ω(E)
diverges when E → EM . On the other side,
〈
xi
∂H
∂xj
〉
is limited, resulting in
a contradiction.
We note that a failure of (117) is possible even in the absence of negative
temperatures, i.e. TG ' TB > 0 for all E. Consider, for instance, the
following Hamiltonian
H =
N∑
n=1
p2n
2
+ 
N∑
n=1
[1− cos(φn − φn−1)] (118)
where φn ∈ [−pi, pi). For large E, i.e. E  N , the contribution to Σ(E)
of the variables {φn} does not depend too much on the value of E, so that
Σ(E) ' Σ0(E) ∝ EN/2, and TG ' 2E/N and, for large N , TB = TG +
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O(1/N). On the other hand, it is easy to see that∣∣∣∣φn ∂H∂φn
∣∣∣∣ ≤ 2pi, (119)
and, therefore, the formula (117) cannot hold for large value of E and N .
3.3.5. A case study for negative temperatures
In order to discuss how systems with negative TB are not atypical at
all, we treat a system composed of N “rotators” with canonical variables
φ1, ..., φN , p1, ..., pN with all φi and pi defined in [−pi, pi), and with Hamilto-
nian
H(φ1, . . . , φN , p1, . . . , pN) =
N∑
n=1
[1−cos(pn)]+
N∑
n=1
[1−cos(φn−φn−1)]. (120)
Choosing, as boundary condition, φ0 = 0 guarantees that the only conserved
quantity by the dynamics is the total energy E. Let us note that the shape
of the kinetic part in the previous Hamiltonian is a one-dimensional version
of the model used in [17].
It is immediate to verify that the energy has a maximum value EM =
2N(1 + ) which is realised when pn = pi and φn − φn−1 = pi for every n.
When  = 0 it is easy to see that Hamiltonian in Eq. (120) implies negative
Boltzmann temperatures. Indeed at small energy one has 1− cos(pn) ' p2n/2
so that
Σ(E) ' CNEN/2, ω(E) ' N
2
CNE
N/2−1,
with CN = (2pi)
N piN/2
Γ(N/2+1)
. Close to EM = 2N one has
ω(E) ' N
2
CN(EM − E)N/2−1 . (121)
In conclusion we have that ω(E) = 0 if E = 0 and E = EM , which implies
a maximum in between and a region (at high energies) with negative βB.
The previous scenario is expected to hold also in the presence of a small
interaction among the rotators, this can be numerically confirmed with a
sampling of the phase-space (see [99]): the density of states ω(E) has a
maximum in E˜ ≈ EM/2; it is an increasing function for E < E˜ whence
TB > 0; it decreases for E > E˜ whence TB < 0.
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Let us now discuss some statistical features of systems with negative
temperature, stressing in particular the differences, and the analogies, with
the more common cases with TB > 0.
A rather natural way to determine TB is via Eq. (116): computing the
following average (over a single long trajectory of the system)
ρ(p) = lim
τ→∞
1
Nτ
∫ τ
0
dt
N∑
i=1
δ [pi(t)− p] , (122)
for different values of p, and assuming that the system is ergodic, it is possible
to recover the single-particle-momentum probability density function P (p).
The result of such a measure is reported in Fig. 8: for two different values
of energy E+ < E˜ and E− > E˜ the measured ρ(p) is plotted as a function
of the “kinetic energy” of the individual rotator g(p) = 1 − cos(p). The
presence of a negative temperature at E = E− can be readily indentified.
Of course the clear positive slope of the function at E = E− is due to the
fact that TB(E−) < 0: the opposite situation is encountered at E = E+,
where the decreasing behavior of ρ(p) indicates a temperature TB(E+) > 0.
These conclusions can also be drawn by measuring the time average of the
function φ(X) (see Section 2); in the inset of Fig. 8 we report the temperature
obtained with the Rugh’s method.
3.4. Equivalence of ensembles and the equipartition formula
Following the usual treatment of textbooks, assuming that SB(E,N) =
Ns(e), where e = E/N and s(e) is convex and performing a steepest descent
analysis, for large N , one obtains the canonical functions from the (Boltz-
mann) microcanonical ones, e.g.:
TB(e)s(e) = e− f(TB(e)), (123)
where f(T ) is the free energy per particle in the canonical ensemble. In such
a derivation, the relevant point is the convexity of S(e) and nothing about its
first derivative is required. Therefore, the equivalence of ensembles naturally
holds under our hypothesis even for negative TB. Since TB and TG can be
different even for large N , as in our model defined with Eq. (35), it is evident
that TG is not relevant for the ensemble equivalence.
A proposal [64] to measure the Gibbs temperature is by means of the
equipartition formula, Eq. (117): for the Hamiltonian in Eq. (120) one
should get
〈pn sin pn〉E = TG(E), (124)
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Figure 8: Measure of the Boltzmann temperature in the rotators chain for N = 100 and
 = 0.5. Probability distribution function of the momentum of the rotators as a function
of their “kinetic energy” g(p) = 1 − cos(p) at energy E = E− = 170 (blu squares) and
E = E+ = 130. The slopes of the two black straight lines are −1/T∞B (E), where T∞B (E)
is the asymptotic value of the corresponding curve in the inset. Inset: The TB obtained
from the cumulated average of the observable φ(X(t)) (see Eq. (36)) over a trajectory up
to time t at E = 170 (blue line) and E = 130 (red line).
for every 1 ≤ n ≤ N . Here we use the notation 〈 〉E to denote the average
in the microcanonical ensemble, in order to distinguish it from a canoni-
cal average 〈 〉β which is useful to get some analytic expressions and better
investigate the validity of Eq. (124).
An explicit expression (see details of analogous calculations in Ref. [100])
can be derived for the mean energy
U(β) = 〈H〉β = − ∂
∂β
lnZ(β) = N
(
1 + − I1(β)
I0(β)
− I1(β)
I0(β)
)
, (125)
where I0(x) and I1(x) are, respectively, the zeroth and the first modified
Bessel function of the first kind. Analogously, one can get an analytic formula
for the equipartition function
〈p sin(p)〉β = 1
β
− e
−β
βI0(β)
. (126)
Let us remark that Eqs. (125) and (126) hold for both positive and negative
β.
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In Fig. 9 we report the plot of the parametric curve (U(β), 〈p sin(p)〉β)
obtained by varying β both in the positive and in the negative region of the
real axis. This curve can be compared with measures of 〈p sin(p)〉E computed
from molecular dynamics simulations in the microcanonical ensemble at dif-
ferent values of the energy E (Fig. 9). Such a comparison clearly shows that
the results obtained in the two different ensembles are identical, a transpar-
ent evidence that the equivalence of ensemble already exists for this system
quite far from the thermodynamic limit (N = 100).
In addition Fig. 9 shows that the equipartition formula cannot be used to
measure the Gibbs temperature: indeed, as already pointed out, the equipar-
tition theorem can fail if the density of states ω(E) vanishes. This is the case
of our system where TG = Σ(E)/ω(E) should diverge for E → 2N(1 + ): on
the other hand the results obtained in the canonical and in the microcanon-
ical ensemble clearly indicate that 〈p sin(p)〉E → 0 as E → 2N(1 + ).
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Figure 9: Black line: 〈p sin(p)〉β vs U(β) in the canonical ensemble and as parametric
functions of β ∈ (−∞,∞). Red squares: time averages of the equipartition function in
molecular dynamics simulations at fixed energy E (microcanonical ensemble). The values
for the parameters of the model are N = 100 and  = 0.5.
3.4.1. Spatial coherence
In analogy with systems of point vortices previosly discussed, as well as
in other systems e.g. discrete non-linear Schro¨dinger equation [101], the ro-
tators model in Eq. (120) possesses a spatially ordered phase at large values
of E: this can be easily understood by noting that the density of states ω(E)
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vanishes in E = EM , i.e. that there is a small number of microscopic con-
figurations corresponding to large values of E. In particular, the maximum
of the energy EM = 2N(1 + ) is attained by the unique microscopic state
where, for every n, pn = pi and φn− φn−1 = pi; that is, where all the rotators
are fixed (φ˙ = sinpi = 0) and the distance among two consecutive rotators is
∆φ = pi. As a consequence, since φ0 = 0, all the particles with even index
(n = 0, 2, 4 . . .) must be at φ = 0 and the others (n = 1, 3, . . .) in φ = pi. At
smaller values of E . EM , such considerations can be extended, yielding a
very similar situation: even and odd rotators must be close, respectively, to
φ = 0 or φ = pi.
3.5. Temperature in small isolated systems?
Let us briefly discuss about the possibility to introduce, or not, the con-
cept of temperature in small systems. As already mentioned, such a topic,
beyond its interest in the general context of the statistical physics, can be
relevant in the treatment of nanosystems which can involve just few particles.
As discussed in Section 2, for Hamiltonian systems, following the elegant ap-
proach introduced by Rugh, we can define (and compute) the temperature
TB in terms of time average 〈(....)〉t of a suitable observable φ(X):
1
TB
= 〈φ(X)〉t . (127)
In a similar way one can compute (at least for a certain class of systems) the
TG using the relation
kBTG =
〈
xi
∂H
∂xi
〉
t
. (128)
A quite natural, and general, question is the possible dependence of the time
averages on the initial condition X(0). If the number of degrees of freedom is
very large, one can invoke a well know important result due to Khinchin [69]
which can be summarized as follows: the physically relevant observables (i.e.
that ones involving all the degrees of freedom) are selfaveraging; they are
practically constant (except in a region of small measure) on a constant- en-
ergy surface. More precisely in system with N  1 the ergodicity is not a
real problem, at least at a physical practical level: the time average of “phys-
ical observables” (e.g. the kinetic energy) is very close to the microcanonical
average, with the exception of initial conditions in a (small) region whose
measure is O(N−1/4), and therefore goes to zero a N →∞.
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Unfortunately such a result does not hold in small systems. Some authors
computed numerically TB and TG in small Hamiltonian systems, e.g. the cel-
ebrated He´non- Heiles model, or systems with quartic nonlinearity, usually
with N = 2 or N = 4 [102, 103, 104]. They observed that TG 6= TB and in
addition, as expected from very general results of the Hamiltonian systems,
the results depend on the initial conditions. Let us note that the investigated
systems do not show negative temperature, the difference between TG and
TB are just a consequence of the small value of N.
In our opinion the results in [102, 103, 104] show, in a rather clear way, that
in small isolated systems the concept of temperature (both TB and TG) is
rather misleading: its value can depend on the initial condition, and more
important, does not have a clear physical relevance.
In Section 3.2 we discussed small systems interacting with a thermal bath.
We saw how, in spite of the limited value of N , the temperature is well de-
fined and rules the statistical feautures, e.g. it appears in the probability
distribution of the energy. In an analogous way also for a class of Langevin
equations with detailed balance (see Section 4.1) e.g. modelling the evolution
of a colloidal particle interacting with a thermal bath, it is not difficult to
introduce the temperature.
The mathematical reason of such a difference is quite transparent: at vari-
ance with the deterministic case previously discussed, because of the presence
of a bath (noise) we are dealing with stochastic systems: the problem of the
validity of the ergodicidy is solved. So we have that for small, but non iso-
lated, systems we can introduce in a coherent way the concept of temperature
which is a property of the reservoir, and rules the statistical features of the
system.
4. Temperature and Response Theory
In the present Section we discuss the role played by temperature in the
behavior of a system which is driven out of equilibrium. A weak perturba-
tion is treated by means of the close-to-equilibrium linear response theory,
summarized in the Equilibrium Fluctuation-Dissipation Relation (EFDR),
where temperature has a clear status of proportionaly factor between re-
sponse function and correlation of fluctuations (see Subsection 4.1). Far from
equilibrium, things are much more complex and - in general - temperature
loses its preeminent role. Nevertheless, several theoretical results in far-from-
equilibrium statistical systems have been obtained, in the last twenty years,
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chiefly ascribable to two lines of research: linear response of systems which
are already out of equilibrium (see Subsection 4.2), and relations between
asymmetric fluctuations of entropy production (partially discussed in both
Subsections 4.1 and 4.2). In the close-to-equilibrium limit all those results co-
incide with the EFDR. In particular cases, as in systems with well-separated
timescales, it is possible to extend the notion of temperature-like quantities
to the non-equilibrium realm (see Subsection 4.3).
4.1. Close to equilibrium: Temperature from Kubo relation in Hamiltonian
systems and Langevin equations
In Section 1.4 we have seen the Einstein theory for the fluctuations of
macrostates, repeated here for convenience:
P (α1, ..., αm) ∼ e[S{αk}−Se]/kB . (129)
Eq. (129) expresses the probability of a spontaneous fluctuation as the expo-
nential of the entropy difference with respect to equilibrium. Such a formula
leads, by means of a simple perturbative expansion, to Eq. (16) which relates
the amplitude of macro-fluctuations, quantified by the covariances 〈δαiδαj〉,
to the second derivatives of the entropy which involve temperature. The lat-
ter represent, in general, the susceptibilities, i.e. the long time responses of
the system to external perturbations.
Summarizing, Eq. (129) teaches us that in statistical mechanics - under
equilibrium conditions - three fundamental concepts, i.e. spontaneous fluc-
tuations, responses to a perturbation and temperature, are connected in a
unique relation. One of the simplest examples of such a threefold connection
is the textbook formula
〈E2〉 − 〈E〉2 = kBT 2Cv, (130)
where the variance of the energy distribution is proportional to the heat
capacity (a susceptibility, i.e. a response function) and to the square of the
temperature. An analogous formula, due to Einstein, relates the diffusivity
D to the mobility µ for a Brownian particle disperesed in a solvent fluid:
D = kBTµ, (131)
where again the temperature appears as the constant of proportionality re-
lating a measure of fluctuations (D) and a measure of response (µ).
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The above examples involve quantities which do not depend upon time
and, for this reason, are often referred to as static EFDR. In the first half of
the 20th century a series of important results, with different physical systems
and observables, showed that many other similar relations exist, tying in the
same way those three ingredients: spontaneous fluctuations, response and
temperature [97, 14]. The generalisation to a time-dependent - or dynamic -
relation with the same form was stated in universal terms for the first time
by Onsager in 1931 [105, 106]. For instance, by recalling the general relation
between diffusivity and the velocity autocorrelation, i.e. that
D =
∫ ∞
0
dt〈v(t)v(0)〉, (132)
it is seen that Eq. (131) is equivalent to
〈v(t)v(0)〉 = kBTRvF (t), (133)
with the identification
µ =
∫ ∞
0
dtRvF (t). (134)
In the r.h.s. of Eq. (133) it appears the so-called response function, RvF (t),
which is the mean variation at time t to an impulsive perturbation at time
0: in our examples RvF (t) relates the rate of variation of colloidal (tracer)
particle’s velocity and a perturbation of the external force applied at time
0. In order to discuss in full generality the Fluctuation-Dissipation Relation
(FDR), it is useful to recall the definition of response functions which is
the central object of linear response theory. For simplicity we restrict the
discussion to the linear perturbation of stationary states, i.e. states which
are invariant under translations of time. For this reason time-dependent
correlation functions and response functions only depend on differences of
times. The general case is treated in Section 4.2.
The response function ROF(t) for an observable O(t) to a time-dependent
perturbation of a parameter or degree of freedom δF(t) is implicitly defined
in the following relation
∆O(t) =
∫ t
−∞
dt′ROF(t− t′)δF(t′), (135)
where ∆O(t) = O(t) − 〈O(t)〉0 represents the average deviation, at time t,
of the observable O with respect to its average value in the unperturbed
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stationary system. Here we use f(t) to denote a time-dependent (perturbed)
average of the observable f , and 〈f〉0 to denote its stationary unperturbed
average. It is clear that, taking an impulsive shape for the external per-
turbation i.e. δF(t) = ∆Fδ(t) (with δ(t) the Dirac delta distribution), one
has
∆O(t)|imp
∆F = ROF(t), (136)
which gives a more operational definition to the response function 2. It is
also useful to see what happens when the perturbation takes the shape of a
Heaviside unit step function, i.e. δF(t) = δF0Θ(t):
∆O(t)|step
δF0 =
∫ t
0
dt′ROF(t′), (137)
If O(t) is the tracer velocity along one axis and F(t) is the external force
applied from time 0 to time ∞ to the tracer (parallel to that axis), the final
velocity reached by the tracer is exactly δF0
∫∞
0
dt′RvF (t′), which explains
the connection with the identification made in Eq. (134).
Equipped with the response function definition, it is possible to enunciate
the FDR for Hamiltonian H systems at equilibrium with a thermostat at
temperature T [107]:
ROF(t) =
1
kBT
〈O(t)A˙(0)〉0 = − 1
kBT
〈O˙(t)A(0)〉0, (138)
where A is the observable (or degree of freedom) which is coupled to F(t) in
the Hamiltonian to produce the perturbation, i.e. H(t) = H0 − F(t)A. We
immediately see that if O is the tracer’s velocity and F(t) is an external force
applied to its x coordinate, Eq. (138) is nothing but Eq. (133). In conclusion
the Einstein relation is a particular case of the EFDR.
From Eq. (138) one may get several possible variants, which are useful in
different physical situations. A large amount of remarkable results concern,
for instance, the time-Fourier transform of Eq. (138), as well as the relation
connecting currents and conductivities (the so-called Green-Kubo relations,
see below) [97, 14].
An interesting generalisation of the EFDR concerns the realm of stochas-
tic processes. For instance, the so-called Klein-Kramers model, for a single
2Be careful that ∆F has the dimensions of a time-integral of F(t).
62
particle in 1 dimension [66], well describes the dynamics of a system at ther-
mal equilibrium:
dx(t)
dt
= v(t) (139a)
m
dv(t)
dt
= −dU(x)
dx
− γv(t) +
√
2γkBTξ(t), (139b)
where ξ(t) is a white Gaussian noise with 〈ξ(t)〉 = 0 and 〈ξ(t)ξ(t′)〉 = δ(t−t′),
γ is the viscosity, U(x) is an external potential. The model can be easily gen-
eralised to N > 1 interacting particles in any dimensions. In the absence of
the external potential, Eq. (139) coincides with the original Langevin equa-
tion proposed a few years after the theories of Einstein [10] and Smolu-
chovski [108] to explain diffusion in Brownian motion [109]. Eq. (139) actu-
ally describes more than spatial diffusion (which is the long time behavior of
Eq. (139)), as it includes short times “ballistic” effects. From a mathematical
point of view, it describes a Markovian time-continuous process.
Most importantly, the distribution of its stationary states (achieved with
the condition γ > 0 and confining potential) is given by the Gibbs measure
P (x, v) ∝ e−H(x,v)/(kBT ) withH(x, v) = mv2/2+U(x): such a stationary state
satisfies detailed balance, which is equivalent to say that the unconditioned
probability of observing a trajectory is equal to the unconditioned probability
of the time-reversed trajectory [78]. Linear response theory, when applied
to the Klein-Kramers model in its stationary state, gives exactly the same
result as Eq. (138) [78, 14].
The Klein-Kramers process is Markovian with respect to the variables
(x, v), usually such a property is just a rough approximation for the dynam-
ics of a tracer which interacts with other particles in a fluid. For instance
the Langevin equation - i.e. the Kramers equation with U(x) = 0 - must
be generalised to take into account retarded hydrodynamic effects, by the
introduction of linear memory terms, e.g. by writing a generalized Langevin
Equation (GLE) [97]:
m
dv(t)
dt
= −
∫ t
−∞
dt′Γ(t− t′)v(t′) + η(t), (140)
where Γ(t) is a memory kernel representing retarderd damping, and η(t)
is a stationary stochastic process with zero average 〈η(t)〉 = 0 and time-
correlation which - at equilibrium - satisfies the so-called FDR of the second
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kind:
Γ(t) =
1
kBT
〈η(t)η(0)〉. (141)
It is clear that Eq. (141) has the same structure of Eq. (138) and this mo-
tivates the name of the relation. The Markovian case (damping with zero
memory) is obtained when Γ(t) = 2γδ(t) (recalling that
∫ t
−∞ dt
′2γδ(t′)v(t′) =
γv(t)).
In the discussion of the Fluctuation-Dissipation theorem of the second
kind, Kubo put in evidence that such a result is necessary to guarantee the
equipartition theorem and this is the reason why it is a signature of ther-
modynamic equilibrium. A condition for (Markovian) microscopic dynamics
which is necessary and sufficient for thermodynamic equilibrium is detailed
balance [110], commonly assumed in stochastic thermodynamics [73, 111].
It is interesting to discuss a simple example which connects the concept of
detailed balance to the FDR of the second kind.
Let us consider the following bivariate Ornstein-Uhlenbeck process
m
dv(t)
dt
= −γv(t) +
√
MΓ0z(t) +
√
2γkBT0φ1(t) (142a)
M
dz(t)
dt
= −
√
MΓ0v(t)− M
τ
z(t) +
√
2
M
τ
kBTτφ2(t), (142b)
where v(t) is the velocity of a Brownian particle and
√
MΓ0z(t) represents an
effective fluctuating force3 induced by the surrounding solvent upon the par-
ticle: we assume that it evolves according to a separate Ornstein-Uhlenbeck
process with characteristic relaxation time τ , effective mass M , effective
“temperature” Tτ and feedback from the particle itself (with φ1 and φ2 Gaus-
sian white noises with unitary variances). Recently such a model has been
used to study a massive tracer diffusing through a moderately dense granular
material [113] (we discuss this case below, in Subsection 5.3). A similar model
has also been proposed to represent a kind of active Brownian particles, where
z(t) represents self-propulsion [114] (this model is briefly described in Sub-
section 5.4). The system in Eqs. (142) is linear and therefore fully solvable.
The stationary state is characterized by a bivariate Gaussian distribution
pst(X) ∝ exp
(
−1
2
XΣ−1XT
)
, (143)
3Therefore we assume that z(t) is a variable with even parity under time-reversal. The
parity of coarse-grained variables is, in general, a subtle problem, see for instance [112, 77].
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where X = (v, z) with covariance matrix Σ given by
Σvv = 〈v2〉 = kBT0/m+ 〈vz〉
√
Γ0M/γ (144)
Σzz = 〈z2〉 = kBTτ/M − 〈vz〉
√
Γ0Mτ/M (145)
Σvz = Σzv = 〈vz〉 = Γ0τγ
(γ + Γ0τ)(m+ γτ)
√
Γ0M
kB(Tτ − T0). (146)
The probability of a trajectory going from time 0 to time t, denoted as
{v(s), z(s)}ts=0, conditioned to the initial point (v(0), z(0)) is given by the
Onsager-Machlup expression [115]
lnP ({v(s), z(s)}ts=0) =
C−
∫ t
0
ds
{
[mv˙(s) + γv(s)−√MΓ0z(s)]2
γkBT0
+
[Mz˙(s) +
√
MΓ0v(s) + z(s)M/τ ]
2
kBTτM/τ
}
,
(147)
where C is a constant. According to the above expression, the probability
(with the condition of starting at (−v(t), z(t))) of the time-reversed trajectory
reads
lnP ({−v(t− s), z(t− s)}ts=0) =
C−
∫ t
0
ds
{
[mv˙(s)− γv(s)−√MΓ0z(s)]2
γkBT0
+
[−Mz˙(s)−√MΓ0v(s) + z(s)M/τ ]2
kBTτM/τ
}
.
(148)
The ratio between the probabilities of the forward (Eq. (147)) and backward
(Eq. (148)) trajectories is obtained straightforwardly, by noting that many
terms cancel out and some of the remaining ones are integral of exact time-
differentials. In few passages it is verified that
P ({v(s), z(s)}ts=0)
P ({−v(t− s), z(t− s)}ts=0)
=
pst[−v(t), z(t)]
pst[v(0), z(0)]
, (149)
if and only if Tτ = T0. Eq. (149) shows, in this case, the equivalence between
thermodynamic equilibrium and detailed balance.
The linear response of variable v(t) in Eqs. (142) to an infinitesimal per-
turbation of v of intensity δv(0) (which is equivalent to an impulsive force
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mδv(0)δ(t)), can be obtained by recalling that - if the average dynamics is
linear, i.e.
X˙ = AX, (150)
as it is in this case, then the linear response is obtained straightforwardly as
δX(t) = eAtδX(0), (151)
while the covariance matrix (at positive time-delay t) in the steady state
reads
〈X(t)X(0)〉 = ΣeAt. (152)
Putting together results (151) and (152) we get
mRvF (t) =
δv(t)
δv(0)
= Σ−1vv 〈v(t)v(0)〉+ Σ−1vz 〈v(t)z(0)〉. (153)
Again it is immediate to see that the Einstein relation, Eq. (133), is recovered
when Tτ = T0 which coincides with Σ
−1
vz = 0 and Σ
−1
vv = m/(kBT0).
It is interesting to note [116, 117, 112] that a formal solution of z(t) from
Eq. (142b), put into Eq. (142a), leads to a GLE of the kind in Eq. (140) with
memory kernel given by
Γ(t) = 2γδ(t) + Γ0 exp(−t/τ) (t > 0), (154)
and noise made of two uncorrelated terms: η(t) = η0(t) + ητ (t), with both
terms having zero average and time-correlations
〈η0(t)η0(t′)〉 = 2kBγT0δ(t− t′) (155)
〈ητ (t)ητ (t′)〉 = kBTτΓ0 exp(−|t− t′|/τ). (156)
Again we see that Eq. (141) is satisfied only when T0 = Tτ . This clarifies the
deep connection between the symmetry under time-reversal, thermodynamic
equilibrium and the Fluctuation-Dissipation theorem of the second kind.
To conclude this succinct summary of a wide topic of non-equilibrium
statistical mechanics (close to equilibrium), it is interesting to discuss the
case of currents, which has been mentioned a few pages above. Currents are
physically relevant responses to external perturbations: examples include
the electrical current in a conductor under an external electrical potential,
the heat flow in a material under a temperature gradient, or the transverse
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momentum current in a fluid under shear. Most importantly, a measurement
in a finite sample, observed for a finite time, will result in a fluctuating
current: this has become a real possibility in the last decades, with the
advent of experiments at micro or nano scale, as well as with the increase in
the time-resolution of instruments [118, 68]. The typical quantity which is
measured is a finite-time (over a duration τ) averaged current, i.e.
Jτ (t) =
1
τ
∫ t+τ
t
dsj(s), (157)
where j(s) is an instantaneous current at time s, defined over a finite volume
of the system: for instance, in the case of a simple current of mass of a
certain species of molecules (e.g. tracers in a mixture), it is proportional to
the empirical average (in the volume) of the instantaneous velocity of such
molecules. The situation, and the following discussion, is greatly simplified
under the assumption of stationarity.
Physical currents have the property of changing sign under the action of
the operation of time-reversal. Indeed if a given trajectory of the system (in
the full phase space) corresponds to observing a value x for Jτ (t), the time-
reversed trajectory corresponds to observing −x for Jτ (t). In the mentioned
example, where the current is related to a flow of massive tracers, a time-
reversed microscopic trajectory corresponds to observe - in a chronologically
inverted order - all tracers’ velocities with a change of sign, i.e. j(s)→ −j(s)
and therefore Jτ → −Jτ 4
A system in equilibrium does not contain net physical currents, i.e. the
stationary average of Jτ (t) is zero. A stationary state with a small non-zero
average current 〈j〉 is, therefore, understood as the t → ∞ response to a
small external perturbation δF0Θ(t), applied since time 0, in an equilibrium
system. For this reason it has to satisfy the Fluctuation-Dissipation theorem
near equilibrium, Eq. (138), that in this particular case takes the form
〈j〉 = δF0
∫ ∞
0
dt′RJF(t′) =
δF0
kBT
∫ ∞
0
dt′〈j(t′)A˙(0)〉0, (158)
with A(t) the observable conjugated to the perturbation F . An interesting
simplification comes by observing that the observable conjugate to the per-
turbation needed to produce a current J is the time-integral of the current
4the change of time-ordering does not affect the integral in Eq. (157) as ds changes
sign together with an inversion of the extremes of integration.
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itself [97], which leads to the classical Green-Kubo relation
〈j〉 = 〈Jτ 〉 = δF0
kBT
∫ ∞
0
dt′〈j(t′)j(0)〉0. (159)
What happens to the fluctuations, e.g. the variance, of the τ -averaged current
Jτ? At equilibrium (when 〈j〉 = 0), and for large τ , it is always possible to
write
τ 2〈J2τ 〉0 =
〈[∫ τ
0
dt′j(t′)
]2〉
0
≈ 2τ
∫ τ
0
dt′〈j(t′)j(0)〉0. (160)
In the framework of linear response theory, where O(δF2) and higher order
terms are neglected, the variance of a current is not changed too much by the
perturbation, that is 〈J2τ 〉 − 〈Jτ 〉2 ≈ 〈J2τ 〉0. In conclusion, putting together
Eq. (159) and (160), it is found for large τ
〈J2τ 〉 − 〈Jτ 〉2 ≈ 2
kBT 〈Jτ 〉
τδF0 . (161)
At equilibrium, and close to it (at first order in the perturbation), the statis-
tics of Jτ is well described by a Gaussian probability density function [111],
which - according to the last result - reads at large τ
p(Jτ ) ∝ exp
[
−τ (Jτ − µδF0)
2
4µkBT
]
, (162)
where we have defined the generalised mobility µ = 〈Jτ 〉/δF0.
Remarkably, Eq. (162) - which is a mere consequence of the Fluctuation-
Dissipation relation (and the limit τ →∞) appears to be the particular form,
when close to equilibrium, of a more general “Fluctuation Relation” which
establishes a symmetry between time-reversed values of the current, i.e. Jτ
and −Jτ . Indeed it is immediate to verify that Eq. (162) satisfies
p(Jτ )/p(−Jτ ) = exp
(
τ
S˙τ
kB
)
, (163)
where we have introduced the “fluctuating entropy production rate” S˙τ av-
eraged over the time τ , defined as
S˙τ =
JτδF0
T
. (164)
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In the following sections, together with some relevant non-equilibrium gen-
eralisation of the Fluctuation-Dissipation theorem, we discuss the universal-
ity of Eq. (163), which also applies to cases with a large perturbation δF0,
where p(Jτ ) is no more guaranteed to be Gaussian, and even to cases without
a single thermostat, where Eq. (164) has to be replaced by a more general
definition of fluctuating entropy production.
In conclusion it is rewarding, after a journey through linear response the-
ory, stochastic processes, time-reversal symmetry and current fluctuations,
to arrive to relation Eq. (163) which is reminiscent of the starting point,
Eq. (129). It is important to underline that the coherence among the many
concepts touched in the last pages is a gift of thermodynamic equilibrium,
where temperature is a well defined concept. 5
4.2. Extension to far-from-equilibrium systems: a generalized fluctuation-
dissipation relation
The significance of an equation is somehow determined by the difference
of definition between the concepts underlying the left and right hand sides of
the equality sign [119]. The FDT discussed in the previous Section represents
a clear instance of such a deep connection between different quantities: spon-
taneous fluctuations and response to external stimuli. On the one hand, the
theoretical interest in deriving such kind of relations relies on the possibility
to go deep into the mechanisms governing a given phenomenon, uncovering
hidden links between its facets and shedding further light on its nature. On
the other hand, from the experimental perspective, such relations allow us
to obtain information about a certain quantity by measuring a related one,
which could be more easily accessible in the lab.
Unfortunately, the particularly elegant and simple forms of the FDT,
Eqs. (133) and (138), do not hold when the considered system is in nonequi-
librium conditions, for instance when it is coupled to thermostats at different
temperatures, or during the relaxation from an initial to a final state. In these
cases, due to the presence of currents (of energy, entropy or particles) crossing
the system, the dynamics is not invariant under time reversal. Nevertheless,
fluctuation-dissipation relations (FDRs) between the response function to an
external perturbation in a nonequilibrium state and the correlation functions
5All along the present Subsection we have always considered stochastic processes whose
invariant probability distribution is the canonical one. For this reason there is no ambiguity
in the definition of temperature.
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computed in the unperturbed dynamics, can still be derived for a large class
of systems. The price to pay is that such relations do not share the same
generality of the EFDR, and their explicit forms depend on the system un-
der investigation. Several efforts have been devoted to give an intelligible
physical meaning to the extra (nonequilibrium) contributions appearing in
the FDRs, but a clear and shared understanding in terms of macroscopic
thermodynamic quantities is still lacking.
The literature on the generalized FDRs has rapidly increased in the last
decades and we refer the interested reader to the very accurate reviews re-
cently appeared on this wide topic [14, 120, 68, 121] to have a complete
overview. In this section we present a concise perspective, identifying two
main classes of FDRs:
• A) FDRs involving the explicit shape of the invariant probability dis-
tribution of the process;
• B) FDRs involving quantities defined in terms of the microscopic dy-
namical rules (transition rates) of the model.
These two classes may have applications in complementary cases, depending
on the problem at hand.
4.2.1. Class A
The first kind of nonequilibrium FDR we consider expresses the average
response of the observable O, in terms of correlation functions, which in-
volve (derivatives of) the stationary distribution of the system. As shown
in [122, 123], for a system with states X, the response of O(t) to an impulsive
perturbation applied at time s, defined in Eq. (136), takes the form
ROF(t− s) = −
∑
j
〈
O(t)δ log pst(X)
δXj
∣∣∣∣∣
s
〉
, (165)
where pst(X) is the invariant probability distribution of the system. This
result can be obtained both for deterministic and stochastic dynamics. Sim-
ilar formulae derived following different approaches, and generalized even to
non-stationary conditions, have been proposed recently [124, 125, 126].
Form Eq. (165), the EFDR is immediately recovered replacing pst with
the equilibrium distribution. In general conditions, however, if the explicit
form of pst is known or if some physical assumptions can be made on it, then
70
Eq. (165) gives information on the coupling among degrees of freedom that
have to be taken into account out of equilibrium to reconstruct the response
function from unperturbed correlators. In the following, we will discuss an
explicit example where this formalism can be applied, in the context of gran-
ular systems (see Section 5).
4.2.2. Class B
Let us consider a stochastic continuous variable α evolving according to
the following stochastic differential equation
α˙(t) = A[α(t)] + η(t), (166)
where A[α] is a known function of the variable α and η is a Gaussian noise,
with zero mean and variance 〈η(t)η(t′)〉 = 2Dδ(t− t′). Then, expressing the
response function as a correlation with the noise [127, 128], one obtains the
following FDR
ROF(t, s) =
1
2D
{〈O(t)α˙(s)〉 − 〈O(t)A[α(s)]〉} , (167)
where 〈· · · 〉 denotes an average over initial conditions and noise realizations.
The above result is valid in general non-equilibrium conditions, in stationary
or transient regimes, where an explicit dependence on the two times (t, s)
appears in the response function, and can be easily generalized to vectorial
variables or field theories [129].
From the general expression Eq. (167), one obtains the FDR for the Klein-
Kramers model (139), with the following substitutions: α = v, A = −γv −
dU(x)/dx and D = γT , which yields
ROF(t, s) =
1
2γT
{
〈O(t)v˙(s)〉 −
〈
O(t)
[
−γv(s)− dU(x)
dx
]〉}
. (168)
The equilibrium form of the FDT, Eq. (138), can be recovered from Eq. (168)
exploiting time translation invariance and causality. Indeed, the first term
in the r.h.s. of Eq. (168) can be rewritten as
〈O(t)v˙(s)〉 = −〈v˙(t)O(s)〉 = −
〈
[−γv(t)− dU(x)
dx
+ η(t)]O(s)
〉
= γ〈v(t)O(s)〉+
〈
dU(x)
dx
O(s)
〉
= γ〈O(t)v(s)〉 −
〈
O(t)dU(x)
dx
〉
, (169)
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where we used the Onsager relations and we have assumed that O is odd
under time inversion. Finally, substituting Eq. (169) into Eq. (168) one gets
Eq. (138).
Analogously, the FDR for an overdamped Langevin system is obtained
from the relation (167) by taking α = x, A = F (x)/γ and D = T/γ, which
yields
ROF(t, s) =
γ
2T
{〈O(t)x˙(s)〉 − 〈O(t)A[x(s)]〉} . (170)
These kinds of relations (and their generalizations) have been derived in
different contexts and with different approaches [128, 130, 131, 132, 68], pro-
viding several physical interpretations for the nonequilibrium contributions,
in terms of stochastic entropy, entropy production, dynamical activity, etc.
We will briefly discuss some of these concepts below.
The generalization of Eq. (167) to systems with a discrete state space,
such as the Ising model or spin glasses, is non-trivial and requires the solution
of some technical problems. For instance, the FDR for discrete variables σ =
±1 evolving according to a Master Equation with transition rates w(σ → σ′),
in contact with a reservoir at temperature T , takes the following form [133]
ROF(t, s) =
1
2T
{
∂
∂s
〈O(t)σ(s)〉 − 〈O(t)B(s)〉
}
, (171)
where the quantity B[σ] is defined by
B[σ(s)] =
∑
σ′
[σ′ − σ(s)]w[σ(s)→ σ′]. (172)
From the relation (171), the equilibrium FDT (138) is immediately obtained
exploiting the property〈
O(t)
∑
σ′′
[σ′′ − σ(s)]w[σ(s)→ σ′′]
〉
eq
= − ∂
∂s
〈O(t)σ(s)〉eq, (173)
valid when the average is taken in the equilibrium state [133]. A unified
formalism for the derivation of FDRs including both the cases of continuous
and discrete variables is presented in [134].
In order to illustrate with an explicit example the form assumed by the
FDRs in a specific case, let us consider the two-variable model introduced
previously in Eq. (142). For this system one can apply both the FDR of class
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A, Eq. (165), and the FDR of class B, Eq. (167). Using the known stationary
distribution Eq. (143), from Eq. (165) one immediately gets the expression
(153). Alternatively, applying Eq. (167), one has
RvF(t) =
1
2γT0
[
− d
dt
〈v(t)v(0)〉+ γ
m
〈v(t)v(0)〉 −
√
MΓ0
m
〈v(t)z(0)〉
]
, (174)
where the variable z(t) is an effective field velocity, defined in the model (142).
Obviously the two formulae are equivalent, as it can be checked.
4.2.3. Nonlinear FDRs
The FDRs in the form (167) or (171) can be generalized to nonlinear
orders, providing a relation between nonlinear response functions and multi-
point correlation functions. These cases are relevant for instance in the con-
text of disordered systems, where usually growing characteristic lengths near
critical points cannot be measured through linear response functions or two-
point correlators, which remain always short-ranged. The problem of deriving
nonlinear FDRs in this context has been addressed initially in [135], and the
general formalism valid for arbitrary order has been set in [136, 134]. As an
example we report here the form of the second order response function for a
system of discrete variables σ perturbed by two fields F1 and F2 at times t1
and t2 [134]
R
(2)
OF(t, t1, t2) ≡
δ〈O(t)〉F
δF1(t1)δF2(t2)
∣∣∣∣
h=0
=
1
4T 2
{
∂
∂t1
∂
∂t2
〈O(t)σ(t1)σ(t2)〉 − ∂
∂t1
〈O(t)σ(t1)B(t2)〉
− ∂
∂t2
〈O(t)B(t1)σ(t2)〉+ 〈O(t)B(t1)B(t2)〉
}
, (175)
that in equilibrium, exploiting the property (173), simplifies to
R
(2)
OF(t, t1, t2) =
1
2T 2
{ ∂
∂t1
∂
∂t2
〈O(t)σ(t1)σ(t2)〉 − ∂
∂t2
〈O(t)B(t1)σ(t2)〉, (176)
with t > t1 > t2. Note that even at equilibrium there remains a depen-
dence on the quantity B, which explicitly involves the transition rates of the
model, making the second order FDR less general than the linear one. This
result has several consequences, implying that kinetic effects (combined in
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the quantity B), irrelevant at linear order, have to be taken into account for
the nonlinear behavior of the system, even in equilibrium conditions. This
can be exploited to obtain information on the dynamical rules governing the
system from the study of the equilibrium second order response, as proposed
in [137]. Experiments on colloidal particles in anharmonic potentials confirm
the validity of this theoretical approach [138].
Another interesting result recently derived in [139], shows that the second
order response function to an external force, in a form similar to Eq. (175),
can be related to the thermal response of the system. More specifically,
in the case of models described by an overdamped Langevin dynamics, the
linear response to perturbations of the noise intensity can be expressed as a
nonlinear response to a constant force, leading to the study of nonequilibrium
heat capacities and thermal expansions coefficients.
Finally, let us mention that nonlinear response functions also play a cru-
cial role in nonlinear optics and quantum spectroscopy. In particular, in this
context, the lack of a unique nonlinear FDR is responsible for the differences
between classical and quantum response [140, 141, 142].
4.2.4. Applications
The exact relations derived above find many applications in different con-
texts. Here we briefly discuss some of them, referring the interested reader
to the abundant literature on the subject [14, 120, 68, 121].
Zero-field algorithms. In general, in statistical systems, the numerical
measure of the linear response function is a very time-demanding task, due
to a poor signal to noise ratio. Moreover, the linear regime has always to
be checked with repeated measures in a range of different values of the ex-
ternal field. This problem is overcome by FDRs, which allow one to obtain
information on the response by the measure of suitable correlation functions,
without applying any external perturbation. Moreover, the linear regime is
already “built-in” and does not need any further check. These kinds of algo-
rithm have been used in several nonequilibrium contexts, from spin systems
showing aging dynamics [143, 144, 145, 133, 146], to glasses [147] and active
matter [148]. Note that some of the relations derived for the purpose of a
numerical implementation [144, 145, 147] cannot be applied to real systems
because the terms appearing in the unperturbed correlators are only acces-
sible in numerical protocols (e.g. measurement of attempted, but rejected,
moves in Monte Carlo simulations) and do not correspond to physical quan-
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tities experimentally observable. On the contrary, the form of FDR reported
in Eq. (171) involves the quantity B defined in (172), which only depends
on the state of the system at a give time, and therefore is an observable
quantity (see [146] for an accurate discussion of this issue in the context of
spin models).
Harada-Sasa relation. Analogously to the numerical studies, in real ex-
periments, the use of FDRs can simplify the measurement of some quantities
which are otherwise not directly accessible. A major example is the Harada-
Sasa relation [149, 150, 151], where the stationary heat dissipated in the
system Jx, is expressed in terms of the violations of the equilibrium FDT in
the frequency domain. For the Langevin equation (139), this relation reads
Jx = γ
{
〈x˙〉2 +
∫ ∞
−∞
dω
2pi
[C˜(ω)− 2TR˜′(ω)]
}
, (177)
where C˜(ω) and R˜′(ω) are the Fourier transforms of the velocity autocorrela-
tion and the real part of the response function, respectively. This result has
been recently generalized to systems evolving according to a Master Equa-
tion and in non-stationary states [152], and with separate time scales [153].
These relations turned out to be very useful in different experimental con-
texts; for instance to evaluate the single-molecule energetics of a rotary
molecular motor F1-ATPase [154], or to measure the heat dissipated by an
optically confined colloidal particle in an aging gelatin droplet after a fast
quench [155, 156].
Nonequilibrium extra-terms. More generally, from a theoretical perspec-
tive, the off equilibrium FDRs highlight the coupling of the system variables
with new quantities, which play a central role in the nonequilibrium dynam-
ics.
A recently proposed line of research focuses on the FDR of class B,
pointing out the symmetry properties under time reversal of the different
terms [131, 132, 121, 137, 157]. In particular, using a path integral formal-
ism, Maes and coworkers have shown that the part of the action functional
which is symmetric under time reversal, called dynamical activity (traffic, or
“frenesy”), enters the nonequilibrium FDR and plays a role complementary
to the entropy production (that is antisymmetric for time reversal). The
dynamical activity, which for instance for discrete spin systems takes the
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explicit form given in Eq. (172), is responsible for the nonequilibrium behav-
iors [131]. In particular, it is shown that kinetic factors, such as details of the
coupling between the system and the environments or symmetric prefactors
appearing in the transition rates, play a central role in the characterization
of nonequilibrium response.
On the other hand, following the approach of the FDRs of class A, the
appearance of extra terms singles out the coupling arising out of equilibrium
among degrees of freedom and can be exploited to validate phenomenological
models introduced to describe the system under study. An enlightening ex-
ample of such an approach in the context of granular fluids will be discussed
in Section 5.
4.3. Effective temperature: a subtle concept
Within the context of non equilibrium phenomena, the first natural at-
tempts to formulate a general theory start from the concepts well defined
in the consolidate equilibrium theory. In particular, the possibility that also
out of equilibrium a characterization of the statistical features of the system
in terms of a few variables is still feasible, leads to extend familiar concepts
as temperature to the non equilibrium realm. As a matter of fact, the ques-
tion of whether and in what way such a quantity can be properly defined in
this context is a fundamental issue in the construction of a general theory of
nonequilibrium systems [158, 159]. This topic is really vast and we refer the
interested reader to the reviews [160, 120] for a wider discussion.
In the next subsections we recall how the effective temperature can be
introduced via the linear FDR and discuss some specific issues. Explicit
applications in the framework of granular systems, turbulence and active
matter, will be discussed in Section 5.
4.3.1. Definition of effective temperature
One of the first attempts to define the concept of an effective temperature
Teff in systems out of equilibrium is based on the linear FDR [158]. Con-
sidering the case of an Ising spin system, let us start by writing the linear
susceptibility, using the FDR (171)
χ(t, tw) ≡
∫ t
tw
dsRσF(t, s) =
β
2
∫ t
tw
ds
[
∂
∂s
C(t, s)− 〈σ(t)B(s)〉
]
, (178)
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where C(t, s) = 〈σ(t)σ(s)〉 and tw is a reference waiting time. We then
introduce the quantity
ψ(t, tw) =
∫ t
tw
ds
∂
∂s
C(t, s) = 1− C(t, tw), (179)
which, for fixed tw, is a monotonously increasing function of time. Then, it
allows us to reparametrize t in terms of ψ and to write χ(t, tw) in the form
χ(ψ, tw), with a little abuse of notation.
In equilibrium, where time translation invariance holds, the dependence
on tw disappears and the parametric representation becomes linear, yielding
χ(ψ) = βψ, (180)
with the obvious consequence
β =
dχ(ψ)
dψ
. (181)
Out of equilibrium, the parametric representation is not linear and an effec-
tive temperature can be defined by the generalization of the above relation
βeff (ψ, tw) =
∂χ(ψ, tw)
∂ψ
, (182)
with βeff = 1/Teff .
The underlying idea for the introduction of an effective temperature can
be precisely illustrated within the picture of coarsening systems, which af-
ter a sudden quench to a low temperature T , evolve from the disordered
initial condition at high temperature, via the growth of domains of positive
and negative magnetic order [161]. These systems are characterized by a
slow relaxation due to the time dependent correlation length which typically
increases with a power-law behavior. In order to give a full description of
the non equilibrium dynamics, two-time observables have to be considered.
In particular, the spin-spin autocorrelation C(t, tw) and the linear response
R(t, tw) to an external field, in the off-equilibrium aging regime show a separa-
tion of time scales. This means that, for tw sufficiently large, such quantities
display quite different behaviors in the short and in the long time regimes,
defined by the conditions t − tw  tw and t − tw  tw, respectively. More
specifically, C(t, tw) first approaches a plateau at M
2
eq in a stationary man-
ner, Meq being the equilibrium magntization, and then it decays below this
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value with an explicit dependence on tw. At fixed tw, it decays to zero for
sufficiently large t.
Such a phenomenology reflects the existence of fast and slow degrees of
freedom in the system. For ordering kinetics, the fast degrees of freedom
represent the thermal fluctuations within ordered domains, while the slow
ones (e.g. the spontaneous magnetization) represent domains. In this context
the off-equilibrium behavior during the slow dynamics can be described by
the separation of the time scales for different groups of degrees of freedom.
Then, each of these is considered as in equilibrium with a different thermostat
at some effective temperature, which depends on the time scale and differs
from the physical temperature of the real external thermostat. The value of
Teff can be therefore obtained by forcing the out of equilibrium linear FDR
in the equilibrium form of FDT, as in Eq. (182). Since in coarsening systems
the full response function obeys the asymptotic form
lim
tw→∞
χ(ψ, tw) =
{
βψ, for 0 ≤ ψ ≤ 1−M2eq
β(1−M2eq), for 1−M2eq < ψ ≤ 1, (183)
from Eq. (182) one obtains
lim
tw→∞
βeff (ψ, tw) =
{
β, for 0 ≤ ψ ≤ 1−M2eq
0, for 1−M2eq < ψ ≤ 1. (184)
Namely, the effective temperature coincides with the temperature of the ther-
mostat in the short time regime, where the system seems to be equilibrated,
while it is drastically different from it in the out of equilibrium regime, at
long times, where it takes the value Teff = ∞. This result suggests that in
the quench below the critical point, the fast degrees of freedom thermalize,
whereas the slow ones do not interact with the thermal bath and keep on
remaining to the temperature of the initial condition.
In disordered glassy systems the above scenario can show different, more
complex behaviors [143]. For instance, in models of fragile structural glasses
the effective temperature takes two values: T in the stationary regime, but
T < Teff <∞ in the aging one [158, 162, 163, 147, 164], see Fig. 10 showing
a typical parametric plot χ vs. C. Models of spin glasses are instead char-
acterized by the presence of a continuous range of temperatures in the aging
regime, extending from a lower bound T ∗ > T up to infinity [143].
4.3.2. Effective temperature and Fluctuation Relations
Fluctuation Relations include recent theoretical results on general sym-
metry properties of the density probability of quantities such as entropy
78
0 0,2 0,4 0,6 0,8 1
C
0
0,2
0,4
0,6
0,8
1
χ(
C)
Equilibrium FDR
Coarsening systems
Two-timescales systems
β
β
eff=0
β
eff>0
Figure 10: Schematic example of a parametric plot χ vs. C showing effective temperatures
in different systems.
production, heat and work in non-equilibrium systems. Initially discovered
in numerical simulations of molecular fluids under shear [165], these relations
have been proven for a large class of models [71, 166, 167, 73, 168], and rep-
resent an important step forward in the construction of a general theory for
off equilibrium processes (see [68] for a recent review).
We have already encountered an example of these relations, when study-
ing some general properties of non-equilibrium currents in stationary states,
see Eq. (163) above. For a system in contact with a single thermostat at
temperature T , a small external perturbation δF0 produces a current Jτ ,
which is proportional to the entropy production associated with the driving
via the temperature T , see Eq. (164). In this simple case, the asymmetry
function, defined as
R(Jτ ) =
1
τ
log
p(Jτ )
p(−Jτ ) , (185)
shows a linear behavior R(Jτ ) = JτδF0/kBT , with slope δF0/kBT .
In more general situations, defining the fluctuating entropy production
Στ as
Στ = log
P({X}τ0)
P(I{X}τ0)
, (186)
where P({X}τ0) represents the probabiltiy to observe the trajectory {X}τ0 in
the time interval [0, τ ], and I denotes the time-inversion operator, one can
prove, under quite general assumptions, that the density distribution of Στ ,
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p(Στ ), satisfies the following relation
log
p(Στ )
p(−Στ ) = Στ . (187)
The properties of Στ have been investigated in great detail in several cases.
In particular, the study of the distribution p(Στ ), in many experiments and
numerical works, revealed a non-universal form and the thermodynamic in-
terpretation in terms of macroscopic heat, work and entropy is, in general,
an open issue. For practical purposes, a central point relies on the fact that
the definition in Eq. (186) is not always useful, due to the difficulty to get
access directly to Στ (for instance in experiments, where usually measures
are constrained to somehow coarse-grained quantities), and one has to re-
sort to an expression based on phenomenological grounds. In these cases, a
possible way out is to assume that the entropy production is the heat ex-
changed by the system with the environment (or the work applied on the
system), divided by a parameter playing the role of an effective temperature.
However, extreme care must be used, because “reasonable” candidates for
this parameter, such as the bath temperature or the (rescaled) kinetic en-
ergy of some degrees of freedom, could be misleading. Therefore, an accurate
analysis of the model is necessary, as highlighted in different non-equilibrium
situations, where, for instance, the system is coupled with themostats at dif-
ferent temperatures, or where the action of the thermal bath is irrelevant,
as in athermal systems [169, 170, 113, 171, 172]. An explicit example in the
context of granular fluids will discussed in Subsection 5.3.
In the context of non-stationary, slow relaxing systems, which cannot
equilibrate even in the absence of external driving, the issue of the relation
between the effective temperature defined through the FDR and the Fluc-
tuation Relations for the entropy production has been addressed in [173] for
kinetically constraint models, and in [174] for mean-field glassy models and
coupled Langevin equations. Other studies focused on the symmetry prop-
erties of the distribution of the heat exchanged by the system with the bath
during the relaxation after a quench to the low temperature phase, in spin
galss models and for Brownian oscillators [175, 176, 177].
4.3.3. Some caveats on effective temperature
The real usefulness of the concept of effective temperature and its range
of applicability is still under debate [120]. The first issue is concerned with
the properties satisfied by the standard equilibrium temperature. In fact,
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in order to get the status of temperature, the new quantity ought to satisfy
the properties imposed by thermodynamics. For non-equilibrium stationary
systems, characterized by the presence of currents due to the simultane-
ous action of driving and dissipation, forces of non-thermal origin are also
present, and one wonders whether the observed fluctuations of the relevant
quantities under investigation can be described through a single parameter
playing the role of an effective temperature. For instance, granular media -
as discussed in Section 5 - are usually subjected to vibration and dissipate
energy in the particle-particle collisions, whereas systems of active particles
present an internal conversion of energy into directed motion. In these cases,
an equilibrium-like description of the system is then reliable if this parameter
satisfies some requirements, dictated by the equilibrium picture for Brown-
ian fluctuations. In particular, it should appear i) in the amplitude of the
effective noise in the system, ii) in the proportionality constant between the
linear response of an observable and the corresponding correlation function,
iii) in the variance of the distribution probability of relevant quantities (such
as energy), if Gaussian. In Section 5 we will discuss in more details these
issues.
Another important requirement is that the effective temperature ought
to be independent of the observable used to construct the correlations and
responses functions appearing in the FDR. This condition seems quite strong
and turns out to be not satisfied in different systems [178, 179, 180]. However,
within the mean-field theory, the effective temperature has been shown to
display many of the required properties [158]. In particular, within a time
sector, it is the reading which would be shown by a thermometer tuned to
respond on that timescale. Moreover, it is independent of the observable used
to construct the FDR. Conversely, in non-mean field models, such properties
are not yet well established. Nonetheless, the concept remains quite useful
and suggestive.
The presence of a separation of time scales in the system is certainly a
necessary (but not sufficient) condition for the application of the concept
of effective temperature. For instance, it is possible to chose the parame-
ters in the model introduced in Eqs. (142) in order to have a scenario with
time-scale separations which is quite different from that observed in aging
glassy systems, as accurately discussed in [116]. In the general case, the
response-correlation parametric plot may be more difficult to read, showing
intermediate “effective temperatures”, as well as a more complex nonlinear
shape.
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A preliminary exploration of another open end in the important question
of how general the effective temperature can be, focused on whether it is
possible to extend this definition to the nonlinear FDR, consistently with
what it is done in the linear case. In fact, if such a concept actually provides
important information in the characterization of the off-equilibrium behavior,
one expects it to be independent of the order of the FDR used to construct
it. In [134], it has been shown that the concept of effective temperature
can be extended to the second order, drawing a consistent picture with that
obtained in the linear case, within the context of non disordered coarsening
systems. The results obtained provide a further support to the idea that the
effective temperature can play an interesting role in the description of the
off equilibrium dynamics of such systems. It would be very interesting to
apply the same line of reasoning presented in [134] to the case of disordered
systems, such as structural or spin glasses.
Finally, let us note that the concept of effective temperature has also been
revisited within the theoretical framework for linear response proposed by
Maes and coworkers [181]. From this perspective, the effective temperature
is given by the ratio between the dynamical activity and the entropic terms,
measuring the weight of “active states” in the dynamics.
Explicit examples of the application of an effective temperature, together
with a critical analysis of its practical relevance, will be discussed in Section 5
in different contexts, from granular systems to turbulence and active matter.
5. Towards a temperature for non-Hamiltonian systems?
5.1. Thermodynamics and Chaos
About three decades ago, large deviations theory inspired a sort of “ther-
modynamic formalism” for chaotic systems and fully developed turbulence [182,
183, 184, 185, 186]. For sake of completeness we briefly discuss, avoiding too
technical details, such a topic stressing its relation with statistical mechan-
ics [187].
5.1.1. Multifractal measures for chaotic attractors
Let us condider a smooth measure µ(y). For any x, one has∫
|x−y|<`
dµ(y) ∼ `d,
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where d is the (integer) dimension of the phase space. In the case of a chaotic
attractor one has a singular behavior: in the simplest case (homogeneous
fractal measure) one has ∫
|x−y|<`
dµ(y) ∼ `DF ,
where x belongs to the attractor, and DF is the fractal dimension. On the
other hand, usually the measure on a chaotic attractor (as well as in fully
developed turbulence) is not homogeneous, and a single fractal dimension is
not enough to give a complete description of the singularities.
Consider a partition of the attractor in cells (boxes) {Λi(`)} of size `, and
introduce the probability to stay in the i−th cell:
Pi(`) =
∫
Λi(`)
dµ(x). (188)
Let us now introduce Renyi’s dimensions dq (where q is a real number) [184,
186]:
Mq(`) =
∑
i
Pi(`)
q ∼ `(q−1)dq , (189)
or, in a more formal way
dq = lim
`→0
1
q − 1
lnMq(`)
ln `
.
It is possible to show that dq must be a non increasing function, and, in
addition, for q = 0 one has d0 = DF . Of course if the measure is homogeneous
one has dq = DF , and more dq is far from the horizontal line DF , more the
disomogeneity of the measure is strong.
The information dimension d1 is the most relevant one: for almost any x
on the attractor one has ∫
|x−y|<`
dµ(y) ∼ `d1 .
There exists a nice way to describe the singularities of the measure using a
procedure which follows an approach in terms of the large deviation theory
and quite similar to that one used in statistical mechanics. Such an approach
is called multifractal [184, 185, 186]: the starting point consists in grouping
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all the boxes having the same singularity index α, i.e. all the i such that
Pi(`) ∼ `α. Let dN(α, `) be the number of boxes with crowding index in
the infinitesimal interval [α, α+ dα], we can rewrite the quantity (189) as an
integral over α
Mq(`) ∼
∫
`αqdN(α, `), (190)
where we have used the scaling relation Pi(`) ∼ `α. Let us now introduce
the multifractal spectrum of singularities, i.e. the fractal dimension f(α) of
the subset with singularity α: in the limit ` → 0 the number of boxes with
crowding index α, scales as
dN(α, `) ∼ `−f(α)dα. (191)
Therefore we have
Mq(`) ∼
∫ αM
αm
`[qα−f(α)]dα, (192)
where αm and αM are the minimum and maximal value of α respectively,
corresponding to the strongest (αm) and weakest (αM) singularity. In the
limit `→ 0 one has
dq =
1
q − 1minα{qα− f(α)} =
1
q − 1[qα∗(q)− f(α∗(q))],
where α∗(q) is the solution of
d
dα
[qα− f(α)] = 0.
It is easy to see that for q  1 one has α∗(q) ' αm, i.e. the strongest
singularity, while for q  −1 the weakest singularity is selected α∗(q) ' αM .
At varying q, from the value dq we are able to understand the weight of the
singularities α.
5.1.2. Fluctuation of the finite time Lyapunov exponent
A quite similar approach has been used to describe the statistical features
of the fluctuations of the finite time Lyapunov exponent [183, 184, 186]. Let
us introduce the fluctuating quantity γ defined as
γ(τ, t) =
1
τ
ln
[ |w(t+ τ)|
|w(t)|
]
,
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where w(t) is the tangent vector in phase space (basically the difference
between two very close trajectories when such a difference is very small);
γ(τ, t) indicates the local, growth rate of the tangent vectors within the time
interval [t, t+ τ ].
The large fluctuations of γ can be quantitatively characterised in terms of
the so called generalised exponents L(q):
〈eqγτ 〉 ∼ eL(q)τ ,
where τ is large. It is easy to show that the Lyapunov exponent can be
expressed in terms of L(q):
λ = lim
τ→∞
〈ln γ〉 = dL(q)
dq
∣∣∣
q=0
.
The large deviation theory suggests the shape, at large τ , of the probability
distribution density:
P (γ, τ) ∼ e−S(γ)τ , (193)
where S(γ) is a Cramer’s function (see Section 2.2), with S(λ) = 0, S(γ 6=
λ) > 0 and d2S/dγ2 > 0. Using Eq. (193) we have
〈eqγτ 〉 =
∫
eτqγP (γ, τ)d γ ∼
∫
eτ [qγ−S(γ)]d γ,
and the Laplace’s method shows how the generalised Lyapunov exponents
are given by a Legendre transformation [183, 184, 188, 189]
L(q) = maxγ[qγ − S(γ)].
Of course for L(q) and S(γ) we can repeat in a straightforward way the same
remarks previously discussed for dq and f(α).
5.1.3. Analogies with the equilibrium statistical mechanics
Let us now briefly remind that from the statistical mechanics of a system
of N  1, we can write the partition function Z as
Z(β,N) =
∫
e−N [βe−s(e)]d e = e−NβF (β) ,
being e = E/N the energy for particle, s(e) the microcanonical entropy and
F (β) the free energy per particle. We have F (β) = e∗ − Ts(e∗), where e∗
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depends on the temperature, and is selected by the minimum of e − Ts(e).
We can say that varying the temperature T , we can ”explore” the phase
space of the Hamiltonian.
It is not difficult to realize the strong analogies among the multifractal
description of singular measure, fluctuations of Lyapunov exponent and equi-
librium statistical mechanics [184, 189, 186]. The following table summarises
the correspondences.
Correspondences among multifractal measures (MM), fluctuations
of the Lyapunov exponent (FL), and statistical mechanics (SM)
MM FL SM
`→ 0 τ →∞ N →∞
α γ e
Mq(`) eL(q)τ Z(β,N)
f(α) S(γ) s(e)
q q β
(q − 1)dq L(q) βF (β)
We conclude this subsection noting that in MM (as well in FL) q is a free
parameter, which does not appear in µ(x) (as well as in P (γ, t)), and can be
changed in order to explore the typical statistical features (for |q| < O(1)),
or extreme ones (for |q|  1). Since in SM β appears in the probability
distribution of e, one could conclude that the above analogies are just formal.
On the contrary even in SM it is possible, following a procedure quite
similar to that one used in MM (as well as FL), to investigate the statistical
features at any β computing the mean value of suitable observables at a
given β0. For instance it is possible to compute the free energy per particle
F (β) performing an average with the canonical probability density at β0. For
β = β0 + ∆β a trivial computation gives
e−βNF (β) =
∫
e−βH(x)dx =
∫
e−β0H(x)e−∆βH(x)dx = e−β0NF (β0)〈e−∆βH(x)〉β0 ,
where 〈( )〉β0 indicates the average according to the canonical distribution at
β0:
ρβ0(x) = e
β0NF (β) e−β0H(x) .
The idea of the previous result is the so called data reweighting technique
used in Monte Carlo numerical computations [190].
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5.2. Statistical Hydrodynamics
In Section 3 we already discussed the statistical mechanics of a system
of point vortices in 2d incompressible fluids. Such a system is Hamiltonian,
therefore, although the Hamiltonian has not the usual shape (37), it is enough
to use the standard statistical mechanics.
5.2.1. Perfect fluids
Usually, apart from a few special cases, a fluid (even in the absence of vis-
cosity) does not obey Hamiltonian equations. In spite of this, one can easily
build an equilibrium statistical mechanical approach to the Euler equation:
it is enough to follow straightforwardly the path used to obtain the micro-
canonical formalism [191, 93, 185].
Let us consider a 3d perfect fluid, i.e. with zero viscosity, and without
external forcing, in a cube of edge L with periodic boundary conditions, so
that the velocity field u(x, t) can be expanded in Fourier series as
uj(x, t) =
1
L3/2
∑
n1,n2,n3
ei(k1x+k2y+k3z)vj(k, t), (194)
where
k =
2pi
L
(n1, n2, n3),
being nj integer numbers. In addition we introduce an ultraviolet truncation
vj(k) = 0 for |k| > KM , being KM the maximum allowed wave vector.
Because of the incompressibility condition (∇ · u = 0) and the fact that
the velocity field is real, the variables {vj(k, t)} are not independent, and
indeed one has
3∑
j=1
kjvj(k, t) = 0 and vj(−k, t) = [vj(k, t)]? , (195)
where ? denotes complex conjugation. Therefore it is useful to introduce
a new set of real variables {Xn(t)} which replace {vj(k, t)}, and obey an
ordinary differential equation:
dXn
dt
=
∑
m,`
Mn,m,`XmX`, n = 1, 2, ..., N. (196)
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From Euler’s equation we have the following properties: Mn,m,` = Mn,`,m and
Mn,m,` + Mm,`,n + M`,n,m = 0: for details see [93]. Because of the introduc-
tion of the ultraviolet truncation, we have a finite system of equations, and
therefore one avoids the infinite energy problems of the classical field theory.
Since Eq. (196) conserves the volume in the phase space (Liouville theo-
rem) ∑
n
∂
∂Xn
dXn
dt
= 0, (197)
and in addition one has the (energy) conservation law
1
2
∑
X2n = E.
It is straightforward, following the usual approach of equilibrium statistical
mechanics, i.e. assuming that ergodicity holds, to obtain the microcanonical
distribution:
Pmc({Xn}) ∝ δ
(
1
2
∑
X2n − E
)
. (198)
In addition, the N →∞ limit yields the canonical distribution
Pc({Xn}) ∝ exp
[
−
(
β
2
∑
X2n
)]
, (199)
and therefore
〈X2n〉 =
2E
N
=
1
β
. (200)
Let us note that, although the system is not Hamiltonian, we have a well
defined temperature (which can be identified with 1/β), which, as in the usual
statistical mechanics for Hamiltonian systems, is the relevant parameter for
the probability distribution in phase space.
It is remarkable that for perfect fluids one has a rather simple fluctuation-
dissipation relation. From the general result discussed in Section 4, one has
δXn(t) =
∑
j
Rn,j(t)δXj(0),
and, in the limit N  1,
Rn,j(t) =
〈Xn(t)Xn(0)〉
〈X2n〉
δnj. (201)
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Let us stress an important technical aspect: although the probability density
distribution for {Xn} is Gaussian, the dynamics is not linear and the shape
of each correlation 〈Xn(t)Xn(0)〉 is not trivially exponential [192, 14].
The previous procedure, used for 3d perfect fluids, can be easily general-
ized to the two-dimensional case. In such a system, in addition to the energy,
there is a second conserved quantity, the enstrophy:
Ω =
1
2
∑
n
k2nX
2
n. (202)
Therefore the microcanonical distribution should be defined on the surface
in which both energy and enstrophy are constant:
Pmc({Xn}) ∝ δ
(1
2
∑
X2n − E
)
δ
(1
2
∑
k2nX
2
n − Ω
)
, (203)
and, in the large N limit, we have the canonical distribution
Pc({Xn}) ∝ exp
[
−
(β1
2
∑
X2n +
β2
2
∑
k2nX
2
n
)]
, (204)
with
< X2n >=
1
β1 + β2k2n
. (205)
Now, due to the presence of two conservation laws, we have two “tempera-
tures”, 1/β1 and 1/β2.
Let us open a short parenthesis on the possibility to have “more than
one temperature”: the presence of a unique temperature in the typical cases
of the statistical mechanics is due to the fact that usually one considers
systems with only one conservation law (energy). However in the presence of
another conservation law, a “second temperature” appears in a quite natural
way [193]. For instance in a system with central forces among particle pairs in
a cylindrical vessel with elastic walls, the energy and the angular momentum
along the axis of the cylinder are constant, resulting in a microcanonical
distribution similar to Eq. (203).
Beyond 3d and 2d Euler equations, in hydrodynamics there are other
interesting systems described by inviscid ordinary differential equations, such
as Eq. (196), with quadratic invariants, for which the Liouville theorem holds
(e.g. in magnetohydrodynamics and geostrophyc flows). Detailed numerical
simulations show that such systems are ergodic and mixing if N is large:
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arbitrary initial distributions of {Xn} evolve towards the Gaussian (199)
or (204), and the statistical mechanics predictions are in perfect agreement
with the actual results, see [93].
5.2.2. Viscous fluids
In the presence of viscosity ν > 0, Eq. (196) must be modified:
dXn
dt
=
∑
m,`
Mn,m,`XmX` − νk2nXn + fn, n = 1, 2, . . . , N. (206)
The external forcing fn is necessary in order to have a statistical steady
state. Apparently in the limit ν → 0, and fn → 0, the system (206) can
sound rather similar to the perfect fluids. The actual situation is rather
different: as paradigmatic example we can remind that in 3d the limit ν → 0
of the Navier-Stokes equations, is singular and cannot be interchanged with
the limit KM → ∞. Therefore the statistical mechanics of an inviscid fluid
has a rather limited relevance for the Navier-Stokes equations at very high
Reynolds numbers [194].
Let us briefly remind the basic phenomenology of the fully developed
turbulence: in the ν → 0 limit and in the presence of forcing at large scale
(small k), one has an intermediate range, called the inertial range, where
practically there are neither pumping nor dissipation. In addition there is
a strong departure from equipartition (200): instead of 〈X2n〉 = const. one
has 〈X2n〉 ∼ k−γn where γ ' 11/3, the value γ = 11/3 corresponding to the
Kolmogorov spectrum.
Let us stress that while the statistical mechanics of perfect fluids has an
equilibrium behavior, the statistical features of turbulence belongs to the non
equilibrium realm. There is an energy flux (cascade in the turbulent jargon)
from large scale, i.e. small k where the energy is injected, to small scale,
where the energy is dissipated by the molecular viscosity [194, 195, 185].
Because of viscosity, the system (206) is dissipative, and therefore the
measure on the attractor is singular, see [185]. On the other hand the above
point is not the main difficulty: one can avoid the mathematical trouble of
the singular measure simply by adding a small noise. With the introduction
of a noisy term, which is quite natural from a physical point of view, we
have a Langevin equation, and therefore a Fokker-Planck equation whose
stationary solution for the PdF is surely non singular and continuous with
respect to the Lebesgue measure, but, unfortunately its shape is not known.
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Although from the generalised fluctuation-dissipation relation, see Section
4, we can say that there exists a relation linking response and a (suitable)
correlation, i.e.
Rn,j(t) = 〈Xn(t)Fj(X(0)〉,
where the functions Fj( ) depend on the shape of the stationary PdF, as a
matter of fact the statistical mechanics of turbulence is still a difficult open
problem and also the existence of an FDR is not particularly useful at a
practical level.
5.2.3. Difficulties for the introduction of temperature
Let us note that in all the cases where we are able to introduce, in a
consistent way, the temperature, such a quantity plays the role of the (unique)
parameter appearing in the probability distribution, with a known specific
functional shape. For equilibrium Hamiltonian systems one has
ρ(x) =
1
Z
e−βH(x) .
In a similar way in systems ruled by a Langevin equation with a gradient
drift −∇V (x),
dxn
dt
= − ∂V
∂xn
+
√
2
β
ηn , (207)
one has
ρ(x) =
1
Z
e−βV (x) .
The possibility to introduce a temperature from the comparison between
response function and correlation function is a consequence of the specific
shape of the PdF, e.g. for Langevin equation (207) one has
Rn,j(t) = −β d
dt
〈xn(t)xj(0)〉 = −β
〈
xn(t)
∂V (x(0))
∂xj(0)
〉
. (208)
On the contrary, for turbulence the introduction of the concept of tempera-
ture does not appear as an easy task even assuming a simple relation between
response functions and correlations. For instance in the direct-interaction-
approximation (DIA) developed by Kraichnan [196, 197, 198] one assumes:
Rn,n(t) =
〈Xn(t)Xn(0)〉
〈X2n〉
, (209)
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as a consequence, in such an approximation, the PdF is a Gaussian function.
In spite of the fact that the above relation appears identical to (201) for
the perfect fluid, there is an important difference. For the perfect fluids
〈X2n〉 = 1/β, so β is the unique parameter in the (Gaussian) PdF. On the
contrary in turbulent flows the scenario is rather different, even assuming
the validity of the DIA, we have a Gaussian PdF for the {Xn} where 〈X2n〉
depend on kn, e.g. in the inertial range 〈X2n〉 ∼ k−γn .
Therefore also the validity of a fluctuation-response relation and a Gaussian
PdF does not imply the possibility to introduce a temperature-like quantity.
Of course we can introduce a sort of ”effective temperature” Tn for each n,
simple writing the relation (209) in the form
Rn,n(t) =
〈Xn(t)Xn(0)〉
Tn
, (210)
in other words 〈X2n〉 = Tn, now the “temperatures” Tn have a rather trivial
role: they are the variance of the {Xn}.
Let us stress that the above difficulty does not originate from the “complex-
ity” of the turbulence. This is quite clear noting that the same difficulty is
present also in the case of a generic linear Langevin equation, i.e. different
from Eq. (207), whose PdF is gaussian but the relation (208) does not hold,
and therefore it is not possible to introduce a temperature, see the discussion
in Section 4. In such a system the PdF is a multivariate Gaussian
P (X) =
1
(2pi)N/2
√
Det σ
e−
1
2
∑
ij(σ
−1)ijxixj ,
and, since the matrix σ is symmetric we can perform a linear transformation:
Zj =
N∑
i=1
CjiXi
in such a way that the PdF is
P (Z) =
1
(2pi)N/2
√
Det σ
e
−∑ij Z2i2ai
where {ai} are the eigenvalues of σ. Of course Eq. (210) holds, and one as
that each ai can be (naively) considered as the ”effective temperature”, but
we are not able to see any physical meaning in the above result.
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5.3. Granular systems
Granular materials are important systems which appear in our everyday
life as well as in many industrial applications, posing interesting and partly
unanswered questions to statistical physics, geophysics and technology [199,
200, 61, 201]. One of those questions is the possibility of defining a suitable
and meaningful concept of “granular temperature” [202].
A granular medium is an ensemble of “grains”, which are macroscopic
objects interacting among each other, and with the surroundings, through
non-conservative forces. Being almost undeformable, a granular particle is
fairly described by a solid of mass m, for instance a sphere of radius r,
and fully characterised by the position and velocity of its center of mass,
and (possibly) angular momentum. In a collision, a fraction of the kinetic
energy associated with such macroscopic variable is transferred into inter-
nal degress of freedom and is irreversibly lost. Several orders of magnitude
separate the average energy of internal thermal fluctuations at room tem-
perature - kBT ∼ 5 · 10−21J - and the macroscopic energy of a grain: for
instance mgr ∼ 10−5J for a steel sphere with r = 2mm, g being the gravity
acceleration. For this reason, until a few decades ago, granular matter was
commonly described as athermal. Recently a different point of view has been
accepted, where fluctuations have a role and can be characterized by some
kind of temperature, which is however very different - in nature and in value
- from the temperature associated with a reservoir at equilibrium, such as
the surrounding environment (air, walls of the container, etc.).
Granular media can be in very different “phases”, depending on boundary
conditions, including external forcing: under violent shaking and with enough
allowed volume, one may realise a granular “gas”, but when allowed volume
and/or the intensity of shaking are reduced, the observed regime is much
closer to dense liquids or even slowly deforming solids [203]. Temperature
can be defined in different ways, or may have different meaning, depending
upon the dominant regime: for this reason we separate the discussion in three
sections.
5.3.1. Granular gases
A granular gas is realized when the packing fraction (percentage of con-
tainer volume which is occupied by grains) is small, typically of the order of
1% or less. In such a situation one can assume for the interactions instan-
taneous inelastic binary collisions. In the most common model in a collision
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between particles of mass m1 and m2, the velocities v1 and v2 are changed
into v′1 and v
′
2 with the rule
v′1 = v1 −m2
1 + α
m1 +m2
[(v1 − v2) · nˆ]nˆ (211)
v′2 = v2 +m1
1 + α
m1 +m2
[(v1 − v2) · nˆ]nˆ, (212)
where nˆ is the unit vector joining the center of particle 1 to the center of
particle 2 and α ∈ [0, 1] is the restitution coefficient, which is 1 in the limit
of elastic interactions [61].
Since experiments are usually done under gravity, in order to keep the
packing fraction small everywhere in the allowed volume it is necessary to
shake the container with accelerations much larger than gravity [204, 205,
61]. Many theoretical models (in simulations or analytical calculations, for
instance kinetic theories) of granular gases exist. Here we list three main
categories:
1) cooling granular gases, which are obtained by initialising the veloci-
ties and positions of the particles as in a gas (for instance at equilibrium)
and leaving the total kinetic energy dissipate under the effect of inelastic
collisions [206, 207, 208];
2) boundary driven granular gases, obtained by considering the presence
of at least one wall which injects energy into the gas (e.g. in the fashion of
a thermostat, or by a periodic vibration, etc.);
3) bulk driven granular gases, where each particle is constantly in contact
with some source of energy, for instance a monolayer of grains hopping above
a vibrating rough plate [209, 210].
The first category is in the class of non-stationary states (the ultimate
fate is a gas of non-colliding particles, possibly at rest) and is considered
very difficult to be observed in a laboratory. The second category is close
to many experimental realisations with shaken containers, and has the pecu-
liarity of leading to steady states which are non-homogeneous in the spatial
distribution of positions and velocities of grains, with interesting emerging
patterns [211, 212, 213]. The third category results in spatially homogeneous
steady states and has been recently realised in experiments [214, 215, 216].
In all those examples the lack of a Hamiltonian structure (due to the pres-
ence of non-conservative interactions) is the main obstacle to the realisation
of an equilibrium-like description and therefore of a statistical mechanics def-
inition of temperature. The easiest and effective replacement is the kinetic
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temperature [217, 218, 202, 219], often called “granular temperature”
kBTg =
m〈|v|2〉
d
, (213)
with v the velocity of each particle, d the dimensionality of space and kB is
usually replaced with 1, as we do in the following. The average can have sev-
eral possible meanings, depending on the considered case: in an experimental
steady state it can be the empirical average cumulating observations made
upon many particles and many different instants; in a theoretical study it
can be realised with a theoretical probability distribution which can be time-
dependent (as in cooling cases) or steady (as in driven systems), and in the
latter case is naturally replaced by an average over time.
The concept of kinetic granular temperature is grounded in kinetic theory,
which gives a description of granular gases through the inelastic Boltzmann
equation [208, 220] and its hydrodynamic limit (slow variations of the fields
in space and time) [221]. The study of inelastic Boltzmann equation shows
that deviations from a Maxwellian are inevitable in the presence of inelas-
tic collisions, but are small in many practical situations: therefore one may
characterize the statistics of velocities through a second moment (propor-
tional to granular temperature Tg) and a kurtosis excess (or second Sonine
coefficient) which is small in many regimes [208, 220]. Granular hydrody-
namics introduces a field Tg(x, t) which is assumed to change slowly in space
and time (with respect to mean free path and mean free time) obeying an
equation which is similar to the analogous equation for molecular (elastic)
gases, but with two crucial differences: 1) a sink term representing the loss
of kinetic energy due to collisions, and 2) a conduction term which is propor-
tional to the density gradient (in addition to the usual Fourier term) [222].
While energy is globally conserved in molecular gases, the same is not true
in granular gases, and for this reason the assumption of slow variation of the
temperature field has a smaller range of validity, restricting the application
of granular hydrodynamics to small inelasticities.
Another challenge to the concept of granular temperature, even in gran-
ular gases, is posed by the breakdown of the validity of the equipartition of
energy among degrees of freedom. This has been observed comparing the
granular temperature of different species in a granular mixture, as well as
comparing the kinetic energy along different Cartesian components in a sin-
gle species gas under non-isotropic conditions [223, 224, 225, 226, 227, 228].
Primarily for this reason, it is not believed that granular temperature con-
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tains more information than just a description of the (local) average kinetic
energy. In the following we discuss some exception to this general view.
The role of granular temperature in the description of energy fluctuations
has solicited further questions about its role in linear response relations [229,
230, 231, 232, 233, 234, 235, 236, 116, 237, 238]. While in cooling gran-
ular gases linear response is not described by the equilibrium Fluctuation-
Dissipation relation [230, 235], the case is considerably simpler in driven gran-
ular gases, where such a relation is satisfied, provided that the canonical tem-
perature is replaced with granular temperature Tg [229, 231, 232, 236, 116].
For instance, a granular tracer under the action of a weak perturbing force
in a dilute driven granular system satisfies the Einstein relation
RvF (t) =
〈v(t)v(0)〉
Tg
. (214)
Such a result is quite interesting as, on the basis of the generalized Fluctuation-
Response relation (see Section 4.2) and of the non-Gaussian distribution of
velocities, one would expect a correction to it. Nevertheless, in many dif-
ferent dilute cases, such corrections are not observed or - in certain solvable
models - can even be proven to vanish [116]. A possible explanation to such
a general result is the following. In the dilute limit, molecular chaos is likely
to be valid, which - for statistical purposes (and provided that the gas is in a
bulk-driven steady state) - is equivalent to say that a particle 1 meets particle
2 only once. As a matter of fact the inelastic rule in Eq. (211), if restricted
only to particle 1 (that is, disregarding the fate of particle 2) is equivalent to
an elastic collision with effective masses m′1 and m
′
2 such that [239]
m′1
m′2
=
2
1 + α
(
m1
m2
+ 1
)
− 1. (215)
This is equivalent to say that - if the information about the second particle
is lost - then for the first particle it is irrelevant if the collision is elastic or
not.
A phenomenology which is consistent with the above observation has been
seen studying the dynamics of a massive intruder [240], i.e. a (spherical)
granular particle with mass M diffusing in a stochastically driven granular
gas of particles of mass mM . It is not important the exact mechanism of
driving, provided that it guarantees in a finite time a relaxation to a dilute
and spatially homogeneous steady state of the gas at granular temperature
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Tg, as it occurs for instance in the model introduced in [210]. For simplic-
ity we assume that the intruder does not interact directly with the driving
mechanism (in the more realistic case of interaction with the bath, additional
terms appear in the following formula). In appropriate limits (large number
of granular bath particles and dilute limit) the massive tracer does not influ-
ence appreciably the statistics of the surrounding granular gas and therefore
its statistics is governed by a Lorentz-Boltzmann equation. Such an equation
may be further simplified in the limit of large intruder’s mass, i.e. basically
truncating an expansion in powers of (small) m/M [241]. This procedure,
which has given results in fair agreement with numerical simulations, has
shown that the dynamics of the intruder’s velocity V(t) is fairly described
(in the large mass limit) by the following Ornstein-Uhlenbeck process:
MV˙(t) = −ΓV(t) + E(t), (216)
with E(t) an unbiased white Gaussian noise and
Γ = (1 + α)mfc, (217)
〈Ei(t)Ej(t′)〉 = 2Γ1 + α
2
Tgδijδ(t− t′), (218)
where α is the restitution coefficient for the intruder-particle collisions, fc is
the frequency of collisions experienced by the intruder and Tg is the granular
temperature of the surrounding gas. Both fc and Tg are determined by the
average number density of the gas, the dimension of the particles and the
parameters of the external driving mechanism [240]. Note that Eq. (216)
leads to
Ttr = M
〈|V |2〉
d
=
1 + α
2
Tg, (219)
where we have defined the tracer granular temperature Ttr. Interestingly,
formula (219) is equivalent to equipartition
M ′
〈|V |2〉
d
= Tg, (220)
with M ′ = 2
1+α
M which is the large M limit of formula (215) (with replacing
m1 →M and m2 → m).
Another observation that gives relevance and usefulness to the concept
of granular temperature, again in the dilute limit, comes from the study
of “granular ratchets”. Changing the shape of the intruder, one can break
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a spatial symmetry (for instance x → −x, which also requires some con-
straint to prevent rotation of the object), a large mass expansion shows the
appearance of an additional constant force in Eq. (216), which is known as
motor or ratchet effect [242, 243]. The role of granular temperatures is ev-
ident in the observation that the motor force is proportional to Ttr − Tg =
1−α
2
Tg [242, 244, 245].
The departure from the dilute limit changes many of the above results and
make deviations from an equilibrium description emerge: as a consequence
the effective meaning of granular temperature is drastically reduced.
5.3.2. Granular liquids
The first experiment focusing on a Brownian-like description of a large
intruder in a granular liquid, i.e. a shaken granular material in a non-dilute
but rapidly evolving regime, is discussed in Ref. [246]. The validity of an
equilibrium-like Fluctuation-Dissipation relation was observed, with an ef-
fective temperature which - as orders of magnitude - was “related to the
granular temperature”, a fact which is reminiscent of the observations dis-
cussed in the previous paragraphs, but cannot be fully evaluated since the
real granular temperature was not measured. Most recent studies, both the-
oretical [234, 236, 116, 113, 247] and experimental [237], have shown that
when the granular is a liquid and not a gas, deviations from the equilibrium
Fluctuation-Dissipation relation are observed: most importantly, such devia-
tions are not well described by an effective temperature. In granular liquids,
as a matter of fact, granular temperature is much less useful than in gases,
and cannot be replaced by some other temperature for the purpose of an
effective description.
A simple example is provided, again, by the case of a massive intruder
M  m [113, 247]. For the purpose of describing the velocity autocorrelation
of the tracer and its linear response, the model in Eqs. (142) has revealed
to give an excellent description. A particularly clear re-formulation of that
model, using the notation of the present section, and restricting to a single
dimension for the purpose of clarity, reads
MV˙ (t) = −Γ[V (t)− U(t)] +
√
2ΓTtrEv(t) (221a)
M ′U˙(t) = −Γ′U(t)− ΓV (t) +
√
2Γ′TbEU(t), (221b)
where Γ′ and M ′ are parameters to be determined, for instance from the
measured autocorrelation function, and Tb is the value of Tg in the elastic
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Figure 11: Left: response function RvF (t) and auto-correlation function C(t) =
〈V (t)V (0)〉/〈V (0)V (0)〉 as a function of time, measured in molecular dynamics simula-
tions of a system composed of a massive intruder interacting with a driven granular fluid.
Right: Fluctuation Relation satisfied at large times by the fluctuating entropy production
measured in the same system, using the definition (222).
case: for instance if the steady state is guaranteed by an external “bath”, it is
the bath temperature [210] (a more detailed discussion is given below). The
dilute limit, Eq. (216), can be obtained with Γ′ ∼ M ′ → ∞, which implies
small U . In the elastic limit (Ttr = Tb = Tg), on the other side, the coupling
with U can still be important (as a first approximation for the breakdown
of Molecular Chaos), but the equilibrium Fluctuation-Dissipation relation
is recovered, as seen in Section 4.1. The model in Eqs. (221) is, of course,
an approximation which is seen to work for packing fractions smaller than
40%: its advantage is in its particular simplicity and analytical solvability.
Interestingly, numerical simulations have shown that the auxiliary field U(t)
is a local average of the velocities of the particles surrounding the intruder
(in an persistence radius which has been discussed in [113]). A striking
confirmation of the usefulness of Eqs. (221) came also from a measurement
of the fluctuating entropy production, which is proportional to the work done
by the force ΓU(t) upon the intruder,
Σt ≈ Γ
(
1
Ttr
− 1
Tb
)∫ t
0
dsV (s)U(s), (222)
and which satisfies very well the Fluctuation Relation [113], see Fig. 11. The
latter is quite a remarkable result, in particular if compared with previous
attempts to define and measure a granular entropy production [169, 170, 248,
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is the average number density, σ is the diameter of the disks and λ0 is the mean free path.
249, 239, 250].
A few words are in order about the temperatures Ttr and Tb appearing
in the “thermostats” of the V (t) and U(t) fields in Eqs. (221). As discussed
above, in the dilute limit Ttr → 1+α2 Tg. On the contrary, when the density
increases numerical simulations suggest Ttr → Tg, likely due to a reduction
of effective inelasticity in recolliding particles. The appearance of Tb is also
interesting: the fact that the temperature of the local velocity field U is
equal to the bath temperature comes as a consequence of the conservation
of momentum in collisions, implying that the average velocity of a group of
particles is not changed by collisions among themselves and is only affected
by the external bath and a (small) number of collisions with outside particles.
Summarizing, model (221) suggests that in a granular liquid - at some level
of approximation - two temperatures are relevant, one related to the single
particle scale and another one related to a many-particle, or collective, scale.
Such a conclusion is consistent with a series of recent results about spa-
tial velocity correlations, typically measured as structure factors of the ve-
locity field. The question about velocity structure factors has been initially
addressed - through numerical studies and models of fluctuating hydrody-
namics [251, 252] - for the case of cooling granular gases [253, 254, 255] or
bulk-driven gases with an infinite relaxation time [209]. In those studies the
large scale behavior of velocity structure factors appeared to be unbounded
and therefore useless for the definition of a large-scale granular temperature.
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More recently, the velocity correlations for a bulk-driven model of granular
particles interacting at a finite frequency, proportional to γb, with the exter-
nal bath [210] has been studied under some theoretical approximation and
in experiments [215, 256, 216, 257, 258]. The key finding is represented by a
study of the steady transverse velocity structure factor, which can be defined
- for instance - as
S⊥(k) =
N∑
n,j=1
vn,yvj,ye
−ikpi(xn−xj), (223)
where xn and vn,y are the x-component of the position and the y-component
of the velocity of the n-th particle respectively. The structure factor was
found to be given by the following expression for a large range of packing
fractions in the liquid regime (0− 40%)
S⊥(k) ≈ γbTb + νk
2Tg
γb + νk2
, (224)
where ν is the kinematic viscosity of the granular fluid. Such an expression
clearly shows the dependence upon the two temperatures which appear at
large scales, limk→0 S⊥(k) = Tb, and at small scale limk→∞ S⊥(k) = Tg ≤ Tb.
The structure factor becomes flat, as it should, at equilibrium (Tg = Tb).
Out-of-equilibrium, on the contrary, a finite correlation length ξ ∼ √ν/γb
appears. In the numerical studies [215, 256], where full control of Tb was
available, it was possible to put in evidence that (at fixed Tb) the value of Tg
decreases with the packing fraction: this implies a larger contrast Tb/Tg =
S⊥(k → 0)/S⊥(k →∞), which is equivalent to more pronounced correlations
between velocities, see Fig. 12. A strict analogy with the several intruder’s
examples discussed above is recovered [234, 113].
5.3.3. Dense granular materials
When packing fraction is further increased, the granular liquid typically
falls in a more complicate regime which is associated with a very slow re-
laxation dynamics, often known as “glassy” granular state. A dynamics
can still be observed, for instance in the presence of low-frequency tapping,
but on time-scales much longer than in the previously considered collisional
or liquid states. Schemes of deduction of the constitutive relations start-
ing from the microscopic dynamics can hardly be applied to such a regime,
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unless at the cost of uncontrolled approximations. Phenomenological de-
scriptions [200] are more common and useful, at least as a descriptive tool
or for industrial applications. In these models, see [259, 260, 200] for re-
views, macroscopic stresses are related to strains and/or strain rates through
empirical formulae inspired by viscoelasticity (e.g. the so-called Maxwell
model or the Kelvin-Woigt model) or Bingham materials (e.g. mayonnaise,
which is characterised by the presence of a yield - or threshold - stress), or
Herschel-Bulkeley models, which are fully non-linear in the strain/shear rate,
or to more recent friction-like theories [261, 262, 263, 264, 265]. A notice-
able exception to the phenomenological approach is the so-called Edwards
theory of compactivity, which is an elegant attempt to build a theory of
dense granular states, formally equivalent to equilibrium statistical mechan-
ics [266, 267, 268, 269, 270, 271, 272, 273].
The essence of Edwards’ idea is to reproduce the observables attained
dynamically by a sort of ergodicity hypothesis. In the theoretical approach
one fixes the density of the system (which in real tapping experiment is not
constant), and then calculates the value of the observables in an ensemble
consisting of all the “blocked” configurations at that density. The blocked
configurations are defined as those in which every grain is unable to move.
It is clear that configurations with low mobility are relevant in a jammed
situation, while it is a much stronger hypothesis that the configurations
reached dynamically are the typical ones of given energy and density. Had we
restricted averages to blocked configurations having all macroscopic observ-
ables coinciding with the dynamical ones, the construction would exactly,
and trivially, reproduce the dynamic results. The fact that conditioning av-
erages to the observed energy and density suffices to give (even if maybe only
as an approximation) other dynamical observables is highly non-trivial [273].
This “Edwards ensemble” leads naturally to the definition of an entropy
SEdw, given by the logarithm of the number of blocked configurations of given
volume, energy, etc. Associated with this entropy are state variables which
play a role similar to the usual thermodynamics quantity (as temperature),
e.g. “compactivity”
1
XEdw
=
∂
∂V
SEdw(V ), (225)
and “Edwards temperature”
1
TEdw
=
∂
∂E
SEdw(E). (226)
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A series of interesting results helped to clarify and support Edwards’ pro-
posal. In particular several points of contact emerged with linear response
theory of glassy systems, which is quite a different framework with respect
to Edwards’ approach. As discussed in Subsection 4.3, in the presence of
a large separation of timescales, it is meaningful to define an effective tem-
perature Tdyn as the one replacing the bath temperature in the Equilibrium
Fluctuation-Dissipation Relation, for instance in the Einstein-like relation
between diffusion and mobility [143]. In several mean-field models of disor-
dered systems exhibiting glassy dynamics, it was possible to identify all the
energy minima (the blocked configurations in a gradient descent dynamics),
and calculate 1/TEdw as the derivative of the logarithm of their number with
respect to energy. Explicit computations showed that TEdw coincides with
Tdyn obtained from linear response of the out of equilibrium dynamics of the
models, i.e. during a slow aging transient in contact with an almost zero
temperature bath [274, 275, 276, 277, 278, 279, 280, 281]. Moreover, given
the energy E(t) at long times, the value of any other macroscopic observable
is also given by the flat average over all blocked configurations of energy
E(t). In some simplified models of dense granular media the Edwards con-
figurational entropy can be computed and a negative temperature can arise
in certain ranges of packing fraction [282]. Within the same approximation,
one can also treat systems that, like granular matter, present a non-linear
friction and different kinds of energy input, and the conclusions remain the
same [283], despite the fact that there is no thermal bath temperature. Ed-
wards’ scenario then seems to be correct within mean-field schemes and for
very weak vibration or forcing. The problem that remains is to what extent
it carries through to more realistic models [284]. Recently, this approach has
been revitalised due to the development of efficient algorithms for computing
granular entropy [285, 286].
5.4. Active matter
The study of active matter embraces systems composed by many ele-
mentary constituents with a common fundamental ingredient: self propul-
sion [287, 62]. Typical examples are found in biology, ranging from aggre-
gates of macroscopic living beings [288] (e.g. bird flocks, insect swarms, fish
schools, etc.) to ensembles of microscale entities (e.g. interacting cells or
bacteria) and, even smaller, sub-cellular unities such as actuated biopoly-
mers (actin filaments, kinesin molecules etc.). Another important category
of active matter is that of non-living - often man-made - systems, for instance
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self-propelled colloids at the micro-scale (typical example are the Janus par-
ticles, which propel due to asymmetric interactions with the solvent induced
by inhomogeneous chemical properties of their surfaces), driven granular par-
ticles at the scale of millimiters [289] (asymmetrically manufactured granular
objects may crawl due to friction asymmetries along a vibrating surface), and
- at larger scales - swarming robots [290, 291].
The most salient aspect of self-propulsion is an intrinsic lack of thermo-
dynamic equilibrium with the surrounding environment, with a net transfer
of energy from the “active reservoir” (a source of self-propulsion energy)
to the “thermal reservoir” (the environment, usually a liquid solvent or
air) [292, 293, 294]. Moreover the number of elementary constituents of
an active system is large but not too much: hundreds or thousands are the
most common figures. This makes active systems very interesting for the
study of fluctuations, which are rarely negligible [295, 296].
There is a plethora of collective phenomena observed in real active sys-
tems as well as in theoretical models. Two major ordering modes in active
systems - which can also combine together - are phase separation [297] and
swarming [298, 299]: the former is typically a dilute-dense transition (of-
ten simply called clustering, or in the most extreme cases, jamming and
crystallisation), the latter consists in a macroscopic fraction of the particles
moving in the same direction. In the presence of polar or chiral particles, the
number of symmetries to break increases and so do the observable ordered
phases [62]. Turbulent phases with whirls, jets and vortices have also been
observed [300]. Other rich fields of study are that of confined active systems,
where the interaction between self-propelled particles and complex geome-
tries are considered, and that of active-passive mixtures, where the transport
of passive particles is affected by the presence of self-propelled particles [290].
5.4.1. Modelling active particles
The motion of an active “particle” is usually modelled trough simple
dynamical equations, i.e. neglecting the details of the self-propulsion mecha-
nism. Given the huge variety of systems under the label “active”, a homoge-
neous and agreed classification is lacking. According to a recent review [290],
a major distinction concerns the interaction between the self-propelled agent
and its surrounding fluid: with respect to that, one can distinguish between
1) active Brownian particles (ABP), which feel just viscous damping as
a “simplified” effect of their solvent, and
2) microswimmers (MS), which are more sophisticate models taking into
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account the modification of the surrounding fluid due to momentum transfer:
indeed the self-propelled particle acts as a localised source of momentum in
the fluid.
This difference of course reverberates into the complexity of particle-
particle interactions: ABP interact through short-range forces (unless an
additional long-range interaction of external origin is considered, e.g. in the
case of electrically charged particles); MS are subject to hydrodynamic in-
teractions, which - in incompressible fluids - are typically long-range. Apart
from the fluid-particle mode of interaction, another discriminating property
is the shape of the particle or of its self-propulsion mechanism. Shape may
induce some kind of chirality, which is relevant for the possible observable
collective behaviors.
Irrespective of their range - short or long - particle-particle interactions
for active systems can be placed into two main categories: aligning and non-
aligning. Non-aligning forces include all the kinds which are already known
to act in passive (equilibrium) systems, such as excluded volume, charge re-
pulsion, liquid-like interactions (e.g. Lennard-Jones), depletion forces, etc.
Aligning forces usually involve some dissipative mechanism, the most com-
mon being a force which depends upon the velocity of the interacting particles
which tends to reduce the misaligned component. The ancestor of aligning
self-propelled particles is the Vicsek model, where the aligning mechanism is
collective: at each time-step all particles in a given radius take as new ori-
entation (which determine the direction of motion) their average orientation
plus a small amount of noise [298].
Notwithstanding the simplicity of the models, emergent collective be-
haviors can be surprisingly rich. The theoretical tools most often adopted
to analyse such collective behaviors are numerical simulations and coarse-
graining techniques. Interestingly, a role of a certain relevance has been
played by equilibrium-like or equilibrium-inspired models, where the intrinsic
non-equilibrium condition of active systems has been neglected or drastically
reduced [301, 297]. This occurred for two main reasons: 1) equilibrium is
deeply rooted in statistical mechanics and offers well-established approaches
to explain complex phase diagrams in the presence of non-trivial broken
symmetries (active particles, such as microswimmers, spermatozoa, bacteria,
etc., but also birds in flocks, are elongated “polar” particles which can dis-
play many kinds of order, in analogy - for instance - with liquid crystals); 2)
in several cases - for instance in low-Reynolds situations, e.g. in viscous sol-
vents and at the micro-scale - the lack of thermodynamic equilibrium affects
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the dynamics of the self-propelled particles only at short time-scales, while
on long time scales the difference between equilibrium and nonequilibrium is
much harder to be observed [293, 294].
5.4.2. Toward a temperature for active matter
The simplest way of defining a temperature for active systems is consid-
ering active diffusivity Deff = limt→∞〈|X|2(t)〉/(2dt), where X indicates the
particle’s position in d dimensions, and the viscous damping γ exherted on
the particle by the surrounding solvent:
kBTeff = γDeff . (227)
This is perfectly analogous to the definition of effective temperatures based
upon linear response theory (see Section 4.1).
For several basic models of non-interacting ABPs, e.g. the so-called “ac-
tive Brownian motion”, “run-and-tumble” and the “Gaussian colored noise”
model (also known as Ornstein-Uhlenbeck ABP), the mean-squared displace-
ment (considering d = 2 for the sake of simplicity) reads [290]
〈|X|2(t)〉 = [4DT + v2τR]t+ v
2
2
τ 2R
[
e−2t/τR − 1] , (228)
where DT = kBT/γ is the passive translational diffusion coefficient due to
Brownian motion at the thermal temperature T , v is the typical velocity
of self-propulsion, and τR is the mean re-orientation time, related to rota-
tional diffusion (the rotational diffusion coefficient is τ−1R ). Even without
entering into the details of the mentioned ABP models, the expression in
Eq. (228) already gives an idea of the difference between ABP and passive
Brownian motion: in the latter the rotational diffusion is not coupled to
translational diffusion and therefore τR does not appear in the expression of
〈|X|2(t)〉. The translational movement of an ABP, on the contrary, occurs
preferentially along a direction parallel to its orientation, for instance marked
by its flagellum, and therefore the rotational dynamics affects translations.
Eq. (228) also shows that at small times t τR (of course still larger than the
very small average time between collisions with the fluid-molecules) one has
〈|X|2(t)〉 ≈ 4DT t, i.e. the short-time behavior is equivalent to the thermal
diffusion of passive Brownian particles.
As a consequence of Eq. (228), the effective (long-time) translational dif-
fusion coefficient of an ABP reads
Deff = DT +
1
4
v2τR (229)
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and therefore its “effective temperature” takes the expression
kBTeff = kBT +
γτR
4
v2. (230)
Typical velocities v of biological or artificial micro-scale active particles are
in the range of 1 − 100µms−1, while their translational and rotational dif-
fusivities are (in water) DT ∼ 0.1µm2s−1 and τR ∼ 5s. For such particles,
the ratio Teff/T is commonly of the order of 10
3 or larger. This is the rea-
son why ABP may be considered as “hot colloids”, a scenario which is also
observed in some experiments. However, when interactions or external (inho-
mogeneous) fields become important, this simple picture based upon a single
equilibrium-like temperature breaks down.
Numerical studies of the linear-response-theory-based effective tempera-
ture in active models with relevant particle-particle interactions (e.g. active
liquids) have been performed in [302, 303, 304, 305]. These results, however,
are not conclusive. Some of them [302, 305] indicate a certain robustness in
the definition of Teff , which can also be measured by coupling “thermome-
ters” (e.g. tracer particles whose mass selects time-scales and therefore de-
grees of freedom) or which can be relevant for a liquid-glass transition. The
measured Teff/T is however of order 1 (typically between 1 and 2), which
suggests that the adopted models are not very close to real active systems.
Other studies [303, 304], apparently enforcing stronger self-propulsions, in-
dicate that a temperature based upon linear response or diffusivity/mobility
ratios is not a useful concept.
Recent theoretical and experimental studies have also tested the concept
of effective temperature in different active systems, such as hair bundle’s
spontaneous oscillations [306], biopolymers in an active medium [307], red-
blood-cell membranes [308], DNA harpins [309], and active colloid suspen-
sions [310] and mixtures [311].
5.4.3. Effective temperature in the Gaussian colored noise model
An interesting alternative to effective temperatures based upon response
has emerged, recently, in the study of the Gaussian colored noise model for
active systems [312, 313]. Even the simple one-dimensional case with no
particle-particle interactions, but only in the presence of an external inho-
mogeneous field, is interesting [314]. In this case each active particle obeys
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the following equation of motion:
x˙(t) = v(t) (231a)
mv˙(t) = −γv(t) +
√
2γTξ(t)− U ′(x) + γva(t) (231b)
v˙a(t) = −va(t)
τR
+
√
2
Deff
τ 2R
ξa(t), (231c)
where γ, T , τR and Deff have the same qualitative meaning as above, m is
the particle’s mass, U(x) is an external potential and both ξ(t) and ξa(t) are
Gaussian white noises with zero average and unitary variance. The model in
Eq. (231) has three main timescales:
1) τm = m/γ, which is the momentum relaxation timescale due to inter-
action with fluid molecules;
2) τR, which is the persistence timescale of the active force;
3) τU , the characteristic time needed by the particle to see the variations
of the potential U(x): for instance, it can be defined as τU = ∆x/V , with ∆x
a characteristic length-scale (e.g. periodicity) of the external potential and
V the typical particle’s velocity, which in the presence of activity is of the
order of
√
Deff/τR while in the passive case is
√
T/m. Apart from atypical
choices of the potential (e.g. U(x) varying over very small lengthscales) and
in the low-Reynolds regime (Re ∼ τm/τR), the order of the three timescales
is τm  τR  τU .
In the literature, the model is usually presented in its overdamped limit [314,
312, 313], i.e. disregarding the time-scales of order τm or smaller, that is
equivalent to consider x˙ ≈ x(t+∆t)−x(t)
∆t
with τR  ∆t τm. The overdamped
equation reads:
x˙(t) =
√
2
T
γ
ξ(t)− U
′(x)
γ
+ va(t) (232a)
v˙a(t) = −va(t)
τR
+
√
2
Deff
τ 2R
ξa(t). (232b)
In view of the quite large difference between thermal and active diffusivi-
ties, it is reasonable to neglect thermal noise, the first term in the r.h.s. of
Eq. (232a). This has the advantage of leading to a differentiable dynam-
ics for x˙(t). Indeed, upon time-differentiation of Eq. (232a) (and few more
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passages), one gets
v˙(t) = − 1
τR
(
1 +
τR
γ
U ′′(x)
)
v(t)− 1
τRγ
U ′(t) +
√
2Deff
τ 2R
ξa(t). (233)
Of course this equation is different from Eq. (231b), because of the over-
damped approximation considered to derive it: basically v(t) in Eq. (233)
is not the same velocity as in Eq. (231b). Interestingly, a second level of
coarse-graining is available, that is looking at larger time-scales ∆t, with
τU  ∆t  τR. This is the so-called uniform colour noise approximation
(UCNA) 6, which reads
x˙(t) = − 1
γΓ(x)
U ′(x) +
√
2D
Γ2(x)
ξa(t), (234)
where the Stratonovich convention is assumed and Γ(x) = 1 + (τR/γ)U
′′(x).
The stationary distribution for Eq. (234) is known and reads
pucna(x) = N|Γ(X)| exp
(
− U(x)
γDeff
− τR
2γ2Deff
[U ′(x)]2
)
. (235)
Most importantly, a joint position-velocity stationary distribution
p(x, v) = pucna(x)
√
Γ(x)τR
2piDeff
exp
(
−Γ(x)τR
2Deff
v2
)
(236)
is an approximate solution of the stationary Fokker-Planck equation associ-
ated with Eq. (233). Among the properties of the joint probability density
function in Eq. (236), a remarkable one is that it satisfies a coarse-grained
form of detailed balance: more precisely, the first three velocity moments of
the irreversible probability current are zero [294].
The above considerations suggest an interesting interpretation of the
quantity Ta(x) = Deff/(τRΓ(x)) ≡ Teff/(τRγΓ(x)) as the local temperature
of the active bath. Two additional arguments support such an interpretation:
6A rigorous discussion of the UCNA, see for instance [315], shows that it can be obtained
in the limit τR → 0 but also in the opposite limit τR → ∞, provided that one focuses in
the regions of stable potential U ′′ > 0.
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1) an equation of state of the kind p(x) ≈ ρ(x)Ta(x) (with local density
ρ(x) =
∫
dvp(x, v)) fairly explains anomalous density fluctuations due to
activity in the presence of confining potentials [314];
2) a generalised Clausius inequality can be demonstrated involving a local
heat flux normalised by Ta(x) [294]:∫
dx
q˙(x)
Ta(x)
≤ 0, (237)
where q˙(x) represents the local density of heat flux from the system to the
active bath:
q˙(x, t) =
Γ(x)
τR
[
Ta(x)ρ(x, t)−
∫
dvv2p(x, v, t)
]
. (238)
The interpretation of Ta(x) as a temperature with some thermodynamic
meaning is still a conjecture. Nevertheless it has interesting fascinating con-
sequences, including a possible connection with the issue of negative temper-
atures.
Another open question strictly connected to the previous considerations
on heat fluxes is that of entropy production. Only few studies have addressed
such a problem, adopting - to represent self-propulsion - the Gaussian col-
ored noise model [293, 294] or a velocity-dependent force [316]. The latter
approach has been seen to raise ambiguities in the equivalence between zero
entropy production and equilibrium [77].
6. Conclusions
In this review we have revisited the notion of temperature, focusing on
some difficult aspects that arise when one tries to extend such a concept
beyond the standard cases covered by thermodynamics and equilibrium sta-
tistical mechanics. The need for such a critical analysis is motivated also
by new experimental achievements, allowing us to study the non-equilibrium
statistical properties of “small systems”, at the micro and nano-scales, such
as macromolecules (like DNA, proteins and molecular motors), colloidal sus-
pensions, granular media and active matter, just to name a few examples.
Our main purpose was to provide the reader with the basic aspects and the
open issues related to a mindful use of the concept of temperature, from
different perspectives.
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We have followed a line of reasoning that, starting from the two possi-
ble definitions of temperature (Boltzmann vs Gibbs) in the well-established
framework of equilibrium statistical mechanics, led us to clarify some debated
points, such as the problem of “temperature fluctuations” and the existence
of negative temperatures, related to cases of systems with few degrees of
freedom or with a limited phase space, respectively.
Our journey, then, crossed the realm of non-equilibrium systems, where
a notion of effective temperature can be introduced via the generalization
of the fluctuation-dissipation relation. We critically discussed its physical
meaning and usefulness in the description of non-equilibrium states, focusing
on some specific examples of non-Hamiltonian systems, such as statistical
hydrodynamics, granular media and active matter.
In particular, we have discussed how, in dilute granular fluids, an effective
temperature can be safely introduced, while, in dense regimes, a good de-
scription cannot be obtained with a single macroscopic parameter, due to the
presence of not well-separated time-scales in the system. On the contrary, a
statistical approach based on few macroscopic parameters, directly inspired
by the equilibrium theory, seems to be effective for describing the slow dy-
namics of very dense granular systems, as suggested by Edwards. In the
context of active matter, we have focused our attention on a specific model
characterized by coloured noise, where a local temperature of the active bath
can be introduced, consistently with the thermodynamic requirements. An-
other rich field of research where similar issues naturally arise, is represented
by systems characterized by aging dynamics, such as glassy and disordered
models, or colloidal suspensions, for reviews of such aspects see [143, 120].
In conclusion, some questions related to the notion of temperature, at
least in the context of equilibrium statistical mechanics, seem to have been
by now sufficiently clarified. Others remain largely open, in particular in the
field of out of equilibrium and non-Hamiltonian systems. Here, the search
for general theories based on few macroscopic parameters, in analogy with
the equilibrium approach, is far from being completed. Despite some impor-
tant recent results, such as the Fluctuation Relations or the extensions of
the fluctuation-dissipation theorem [165, 71, 317], general methods to treat
non-equilibrium dynamics are not available. From this perspective, the gen-
eralization of the notion of temperature to characterize non-equilibrium be-
haviors seems to play a central role. To pursue such an ambitious program,
further efforts have to be devoted, in particular, to the study of the effects
of typical non-equilibrium features, such as coarse-graining, memory terms,
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or mixed time-scales in the system.
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