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In this paper, we consider a HIV infection model with CTL-response delay and analyze
the effect of time delay on stability of equilibria. We obtain the global stability of the
infection-free equilibrium and give sufficient conditions for the local stability of the CTL-
absent equilibrium and CTL-present equilibrium. By choosing the CTL-response delay τ as a
bifurcation parameter, we prove that the CTL-present equilibrium is locally asymptotically
stable in a range of delays and a Hopf bifurcation occurs as τ crosses a critical value.
Numerical simulations are given to support the theoretical results.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The study of HIV dynamics has attracted much attention in the past decades. This is because mathematical models can
offer a way to study the dynamics of viral load in vivo, and can be very useful in understanding the interaction between virus
and host cell. Perelson et al. in [1,2] proposed a HIV infection model of ordinary differential equations for the time evolution
of the population of healthy and infected cells, as well as viral load, which can be written as
dx(t)
dt
= s− dx(t)− βx(t)v(t),
dy(t)
dt
= βx(t)v(t)− ay(t),
dv(t)
dt
= ky(t)− uv(t),
(1.1)
where x, y and v represents the concentration of uninfected target cells, infected cells and virus particles at time t ,
respectively. The parameters s, d, β, a, k, u are positive constants, s is the rate at which new target cells are generated, d is
the death rate of uninfected target cells, β is the rate constant characterizing infection of cells, k is the fractional production
rate of free virus particle by infected cells, u is the rate at which virus particles are cleared from the system.
Antibodies, cytokines, natural killer cells, and T cells are essential components of a normal immune response to a virus.
But inmost virus infections, cytotoxic T lymphocytes (CTLs) play a critical role in antiviral defense by attacking virus-infected
cells. Indeed, in HIV infection, CTLs are the main host factors which determine viral load. Therefore, the dynamics of HIV
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infection with CTL response has received much attention in the past decades [3–7]. If z(t) is the concentration of CTLs, then
(1.1) can be modified to
dx(t)
dt
= s− dx(t)− βx(t)v(t),
dy(t)
dt
= βx(t)v(t)− ay(t)− py(t)z(t),
dv(t)
dt
= ky(t)− uv(t),
dz(t)
dt
= f (x, y, z)− bz(t),
(1.2)
where p is the strength of the lytic component, b is the death rate of CTLs, and f (x, y, z)describes the rate of immune response
activated by the infected cells. There have several forms of f based on different mechanism assumptions. Arnaout et al. [8]
and Kaifa Wang et al. [6] assume that the production of CTLs depends only on the population of infected cells, and chose the
former f (x, y, z) = cy(t). Nowak and Bangham [5] assumed that the production of CTLs also depends on the population of
CTL cells, and given f (x, y, z) = cy(t)z(t). Arnaout et al. [8] found that the turnover of free virus is much faster than that
of infected cells, which allowed them to make a quasi-steady-state assumption, that is, the amount of free virus is simply
proportional to the number of infected cells. Hence, the number of infected cells y(t) can be considered as ameasure of viral
load v(t), thus, (1.2) is simplified to
dx(t)
dt
= s− dx(t)− βx(t)v(t),
dy(t)
dt
= βx(t)v(t)− ay(t)− py(t)z(t),
dz(t)
dt
= f (x, y, z)− bz(t).
(1.3)
Because of importance of biological meanings, HIV-infection models with time delay have been studied by many authors
in recent years. There are some models which include an intracellular delay [9–13]. Some author believe that time delays
cannot be ignored in models for immune response [14,15]. Antigenic stimulation generating CTLs may need a period of
time τ , i.e. the CTL response at time t may depend on the population of antigen at a previous time t − τ . Kaifa Wang [15]
investigated the effect of a time delay on the three-dimensional system to obtain the following model:
dx(t)
dt
= s− dx(t)− βx(t)v(t),
dy(t)
dt
= βx(t)v(t)− ay(t)− py(t)z(t),
dz(t)
dt
= cy(t − τ)− bz(t).
(1.4)
Culshaw et al. [16] thought that when HIV invades the body, it targets the CD+4 T cells, often referred to as ‘‘helper’’ T cells.
These cells can be considered ‘‘messengers’’, or the command centers of immune system. They signal other immune cells
that an invader is to be fought. The immune response to this message set out to eliminate infection by killing infected cells.
So they take f (x, y, z) = cx(t)y(t)z(t). This assumption seems more reasonable. In this paper, we consider a signal pool of
immune response cells-CTLs, taking f (x, y, z) = cx(t)y(t)z(t) and incorporating a time delay of the immune response in
(1.2) to obtain the following model:
dx(t)
dt
= s− dx(t)− βx(t)v(t),
dy(t)
dt
= βx(t)v(t)− ay(t)− py(t)z(t),
dv(t)
dt
= ky(t)− uv(t),
dz(t)
dt
= cx(t − τ)y(t − τ)z(t − τ)− bz(t),
(1.5)
where τ represents CTL-response delay, that is, the time between antigenic stimulation and generating CTLs.
The main purpose of this paper is to study the effect of time delay on the dynamics of (1.5). When the time delay τ = 0,
system (1.5) describes the dynamics between virus replication and instantaneous immune response.
This paper is organized as follows: In Section 2, the positivity and boundedness of solutions of system (1.5) are addressed.
The stability analysis for the three equilibria on system (1.5) are given in Section 3. In Section 4, some simulations are
provided to confirm our analytical theory. Finally, conclusion and discussion are given in Section 5.
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2. Positivity and boundedness
Let X = C([−τ , 0]; R) be the Banach space of continuous mapping from [−τ , 0] to R equipped with the sup-norm. The
initial conditions for system (1.5) are given as follows:
x(θ) ≥ 0, y(θ) ≥ 0, v(θ) ≥ 0, z(θ) ≥ 0, θ ∈ [−τ , 0]
x(0) > 0, y(0) > 0, v(0) > 0, z(0) > 0. (2.1)
From [17,18], we can check that there is a unique solution (x(t), y(t), v(t), z(t)) to system (1.5) with initial conditions (2.1).
Let (x(t), y(t), v(t), z(t)) be any solution of system (1.5)–(2.1). The following lemma is useful for discussing the positivity
and boundedness.
Lemma 2.1. For any solution (x(t), y(t), v(t), z(t)) of (1.5) satisfying conditions (2.1), we have that
lim sup
t→+∞
x(t) ≤ s
d
.
Proof. If there is t1 > 0 such that x(t1) > sd and x˙(t1) > 0, then we have that
x˙(t1) = s− dx(t1)− βx(t1)v(t1) ≤ −βx(t1)v(t1) ≤ 0.
Here we have used x(t1) > sd . This is a contradiction to x˙(t1) > 0. So, the conclusion of Lemma 2.1 holds. 
Theorem 2.1. Let (x(t), y(t), v(t), z(t)) be the solution of system (1.5) satisfying conditions (2.1). Then x(t), y(t), v(t) and z(t)
are positive and there exists an M > 0, such that x(t) < M, y(t) < M, v(t) < M and z(t) < M hold after sufficiently large
time t.
Proof. From (1.5), we have
x(t) = x(0)e−
 t
0 (d+βv(ε))dε +
∫ t
0
se−
 t
η (d+βv(ε))dεdη,
y(t) = y(0)e−
 t
0 (a+pz(ε))dε +
∫ t
0
βx(η)v(η)e−
 t
η (a+pz(ε))dεdη,
v(t) = v(0)e−ut +
∫ t
0
ky(η)e−u(t−η)dη,
z(t) = z(0)e−bt +
∫ t
0
cx(η − τ)y(η − τ)z(η − τ)ebtdη.
It is easy to see that x(t) is positive on the existence interval. Then, we prove that y(t) is positive. In fact, let t1 > 0 be the first
time such that y(t1) = 0. By the third equation of system (1.5), we obtain v(t1) = v(0)e−ut1 +
 t1
0 ky(η)e
−u(t−η)dη > 0. On
the other hand, from the second equation of (1.5), we have y˙(t1) = βx(t1)v(t1) > 0. This means y(t) < 0 for t ∈ (t1−ξ, t1),
where ξ is an arbitrarily small positive constant, which leads to a contradiction. It is follows that y(t) > 0 and v(t) > 0. By
the similar argument as the above, from the fourth equation of (1.5), it is easy to show that z(t) is positive on the existence
interval.
Next, we sketch the arguments for ultimate boundedness of solution of (1.5).
Let
N(t) = x(t)+ y(t)+ a
2k
v(t)+ pd
cs
z(t + τ),
and denote q = min d, a2 , u, b. By Lemma 2.1 and the positivity of solutions of system (1.5), we have
d
dt
[N(t)] = s− dx(t)− a
2
y(t)− py(t)z(t)− au
2k
v(t)+ pd
s
x(t)y(t)z(t)− pbd
cs
z(t + τ)
≤ s− dx(t)− a
2
y(t)− au
2k
v(t)− pbd
cs
z(t + τ)
< s− q
[
x(t)+ y(t)+ a
2k
v(t)+ pd
cs
z(t + τ)
]
= s− qN.
Therefore, N < sd + ξ for all large t, where ξ is an arbitrarily small positive constant. Thus, x(t), y(t), v(t) and z(t) are
ultimately bounded by some positive constantM . This completes the proof of Theorem 2.1. 
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3. Stability analysis
The basic reproductive ratio of virus for system (1.5) is given by R0 = sβkadu . This describes the average number of newly
infected cells generated from one infected cell at the beginning of the infectious process. We find that system (1.5) has three
equilibria. They are
Infection-free equilibrium: E0 =
 s
d , 0, 0, 0

,
CTL-absent infection equilibrium: E1 =

au
βk ,
sβk−adu
aβk ,
sβk−adu
aβu , 0

,
CTL-present infection equilibrium: E¯ =

cus−βkb
cdu ,
bdu
cus−βkb ,
kbd
cus−βkb ,
1
p

βk(cus−βkb)
cdu2
− a

.
The first is an infection-free equilibrium corresponding to maximal levels of healthy CD+4 T cells. The second equilibrium
E1 correspond to positive levels of healthy CD+4 T cells, infected cells, virus, but no immune response. The third equilibrium
correspond to positive levels of healthy CD+4 T cells, infected cells, virus, and immune response.
3.1. Stability of infection-free equilibrium E0
To discuss the local asymptotic stability of the infection-free equilibrium E0, we have that the corresponding linearized
system of (1.5) at E0 is
dx(t)
dt
= −dx(t)− βs
d
v(t),
dy(t)
dt
= −ay(t)+ βs
d
v(t),
dv(t)
dt
= ky(t)− uv(t),
dz(t)
dt
= −bz(t).
(3.1)
The characteristic equation for (3.1) is
(λ+ b)(λ+ d)
[
λ2 + (a+ u)λ+ au− kβs
d
]
= 0. (3.2)
Two of the roots of the characteristic equation (3.2) is λ1 = −b, λ2 = −d. The remaining two roots are obtained by
considering
λ2 + (a+ u)λ+ au− kβs
d
= 0. (3.3)
If R0 < 1, then au− kβsd > 0, and (a+ u)2 − 4

au− kβsd

> 0. We have
λ3,4 =
−(a+ u)±

(a+ u)2 − 4

au− kβsd

2
.
This shows that all roots of (3.3) have negative real parts. We have the following theorem.
Theorem 3.1.
(i) If R0 < 1, then the infection-free equilibrium E0 is locally asymptotically stable;
(ii) If R0 > 1, then the infection-free equilibrium E0 is unstable.
Indeed, when R0 < 1, we can also obtain the global asymptotic stability of E0 by constructing a Lyapunov functional.
Theorem 3.2. The infection-free equilibrium E0 is globally asymptotically stable if R0 < 1.
Proof. Define a Lyapunov functional
V = 1
2

x(t)− s
d
2 + s
d
y(t)+mv(t)+ p
c
z(t)+ p
∫ t
t−τ
x(θ)y(θ)z(θ)dθ,
wherem is a positive constant to be chosen later. Calculating the time derivative of V along the solution of system (1.5), we
obtain
V ′|(1.5) =

x(t)− s
d
 
−d

x(t)− s
d

− βx(t)v(t)

+ s
d
[βx(t)v(t)− ay(t)− py(t)z(t)]
+m[ky(t)− uv(t)] − pb
c
z(t)+ px(t)y(t)z(t).
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Since βx(t)v(t) = βv(t) x(t)− sd + βsd v(t), we have
V ′|(1.5) = −d

x(t)− s
d
2 − βv(t) x(t)− s
d
2 + py(t)z(t) x(t)− s
d

−
 sa
d
− km

y(t)−

um− βs
2
d2

v(t)− pb
c
z(t).
Since R0 < 1 reduces to sakd − βs
2
ud2
> 0, there must be a positive constant m

m ∈

βs2
ud2
, sakd

, such that sad − km > 0 and
um− βs2
d2
> 0. Considering x(t), y(t), v(t), z(t) are positive and x(t) ≤ sd holds, we have that V ′|(1.5) ≤ 0, and V ′|(1.5) = 0 if
and only if (x(t), y(t), v(t), z(t)) =  sd , 0, 0, 0. Then the global asymptotic stability of E0 follows from the Lyapunov–LaSalle
type theorem. See [18]. 
3.2. Stability of CTL-absent equilibrium E1
Letting E1 = (x˜, y˜, v˜, 0) =

au
βk ,
sβk−adu
aβu ,
sβk
aβu , 0

, the linearized equations of system (1.5) at E1 is
dx(t)
dt
= −(d+ βv˜)x(t)− β x˜v(t),
dy(t)
dt
= βv˜x(t)− ay(t)+ β x˜v(t)− py˜z(t),
dv(t)
dt
= ky(t)− uv(t),
dz(t)
dt
= cx˜y˜z(t − τ)− bz(t).
(3.4)
So the associated transcendental characteristic equation of (3.4) is
(λ− cx˜y˜e−λτ + b)(λ3 + a1λ2 + a2λ+ a3) = 0,
where a1 = a+ u+ d+ sβk−aduau , a2 = (a+ u)

d+ sβk−aduau

, a3 = sβk− adu.
First we consider
λ3 + a1λ2 + a2λ+ a3 = 0. (3.5)
Obviously, if R0 > 1, we have a1 = a+ u+ d+ sβk−aduau > 0 and a3 = sβk− adu > 0 hold; moreover,
a1a2 − a3 =

a+ u+ d+ sβk− adu
au

(a+ u)

d+ sβk− adu
au

− (sβk− adu)
= a2d+ a(sβk− adu)
u
+ adu+

u+ d+ sβk− adu
au

ad+ sβk− adu
u
+ ud+ sβk− adu
a

> 0.
From the Routh–Hurwitz criteria, it follows that Eq. (3.5)has no positive roots.
Next, we analyze the transcendental equation
λ− cx˜y˜e−λτ + b = 0. (3.6)
For τ = 0, λ = βkcus−β2k2b−acdu2
β2k2
. Clearly, if R0 < 1 + β2k2bacdu2 , then w < 0, which shows that the roots of (3.6) have negative
parts for τ = 0. Let λ = ±wi (w > 0) be purely imaginary roots of (3.6) for somew > 0 and τ > 0. From (3.6), we have
w = −uc(sβk− adu)
β2k2
sinwτ,
b = uc(sβk− adu)
β2k2
coswτ,
(3.7)
which implies that
w2 = c2
[
uc(sβk− adu)
β2k2
]2
− b2.
Note that if 1 < R0 < 1+ β2k2bacdu2 , thenw2 < 0. From the above, we can have the following.
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Theorem 3.3.
(i) If 1 < R0 < 1+ β2k2bacdu2 , then the CTL-absent infection equilibrium E1 is locally asymptotically stable;
(ii) If R0 > 1+ β2k2bacdu2 , then the CTL-absent infection equilibrium E1 is unstable.
3.3. Stability and Hopf bifurcation at the CTL-present equilibrium E¯
In this section, we shall take the CTL-response delay τ as a bifurcation parameter and show that when the delay τ passes
through a critical value, the CTL-present equilibrium E¯ loses its linear stability and a Hopf bifurcation occurs.
First of all, we translate the equilibrium E = (x, y, v, z) of system (1.5) to the origin. Let x1(t) = x(t) − x¯, y1(t) =
y(t) − y¯, v1(t) = v(t) − v¯, z1(t) = z(t) − z¯. For the sake of simplicity, we also use x(t), y(t), v(t), z(t) instead of
x1(t), y1(t), v1(t), z1(t). The system (1.5) becomes
dx(t)
dt
= −(d+ βv¯)x(t)− βx(t)v(t)− β x¯v(t),
dy(t)
dt
= βx(t)v(t)+ βv¯x(t)− (a+ pz¯)y(t)+ β x¯v(t)− py¯z(t)− py(t)z(t),
dv(t)
dt
= ky(t)− uv(t),
dz(t)
dt
= cx(t − τ)y(t − τ)z(t − τ)+ cy¯x(t − τ)z(t − τ)+ cx¯y(t − τ)z(t − τ)
+ cx¯y¯z(t − τ)+ cz¯x(t − τ)y(t − τ)+ cy¯z¯x(t − τ)+ cx¯z¯y(t − τ)− bz(t).
(3.8)
Then, the origin (0, 0, 0, 0)T is the steady state of (3.8) and the linearized equations of system (3.8) at the origin is
dx(t)
dt
= −(d+ βv¯)x(t)− β x¯v(t),
dy(t)
dt
= βv¯x(t)− (a+ pz¯)y(t)+ β x¯v(t)− py¯z(t),
dv(t)
dt
= ky(t)− uv(t),
dz(t)
dt
= cy¯z¯x(t − τ)+ cx¯z¯y(t − τ)+ cx¯y¯z(t − τ)− bz(t).
(3.9)
It is known from the theory of delay differential equations that if the trivial solution of (3.9) is asymptotically stable, then
the trivial solution of system (3.8) is locally asymptotically stable. The stability of the trivial solution of (3.9) is governed by
the real parts of the roots of the associated characteristic equation given by
H(λ) = λ4 + A1λ3 + A2λ2 + A3λ+ A4 − (B1λ3 + B2λ2 + B3λ+ B4)e−λτ , (3.10)
where
A1 = b+ d+ βv¯ + u+ a+ pz¯,
A2 = bd+ bβv¯ + bu+ du+ βv¯u+ (a+ pz¯)(b+ d+ βv¯),
A3 = bdu+ bβv¯u+ (a+ pz¯)(bd+ bβv¯)+ kβ2x¯v¯,
A4 = bkβ2x¯v¯,
B1 = b,
B2 = bd+ bβv¯ + bu+ ab,
B3 = bdu+ bβv¯u+ (a+ pz¯)(bd+ bβv¯)− bpz¯(d+ βv¯ + u),
B4 = bkβ2x¯v¯ − bdupz¯.
Theorem 3.4. When τ = 0, if R0 > 1+ β2k2bacdu2 , then the trivial solution of system (3.9) is locally asymptotically stable.
Proof. When τ = 0, Eq. (3.10) become
λ4 + (A1 − B1)λ3 + (A2 − B2)λ2 + (A3 − B3)λ+ A4 − B4 = 0. (3.11)
Since R0 > 1+ β2k2bacdu2 , x > 0, y > 0, v > 0, z > 0. By the Routh–Hurwitz criteria, we get
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D1 = A1 − B1 = D+ βv¯ + u+ a+ pz¯ > 0,
D2 = (A1 − B1)(A2 − B2)− (A3 − B3)
= (d+ βv¯ + u+ a+ pz¯)[du+ βv¯u+ (a+ pz¯)(b+ d+ βv¯)− ab] − bkβ2x¯v¯ − bpz¯(d+ βv¯ + u)
× (d+ βv¯ + u)[du+ uβv¯ + (a+ pz¯)(d+ βv¯)] + (a+ pz¯)[du+ (a+ pz¯)(d+ βv¯)+ bpz¯] > 0.
D3 =
A1 − B1 A3 − B3 01 A2 − B2 A4 − B40 A1 − B1 A3 − B3

= (A1 − B1)[(A2 − B2)(A3 − B3)− (A1 − B1)(A4 − B4)] − (A3 − B3)2.
For the simplicity of calculation, letm = a+ pz¯, n = d+ βv¯. Then
D3 = [um(n− d)+ pbz¯n+ pbz¯u](un2 +mn2 + u2n+ umn+ dum+m2n+ bmpz¯)
− bdupz¯(n2 + u2 + 2un+m2 + 2mn+ 2mu)
= um(n− d)(un2 +mn2 + u2n+ umn+ dum+m2n+ bmpz¯)
+ bupz¯n2(n− d)+ bu3pz¯(n− d)+ 2bpz¯u2n(n− d)+ bpz¯um2(n− d)+ 2bpz¯umn(n− d)
+ bpz¯u2m(n− d)+ bpz¯mn3 + bpz¯dumn+ bpz¯m2n2 + b2mp2z¯2n+ b2p2z¯2um.
Clearly, we have D3 > 0 since n− d > 0.
D4 =

A1 − B1 A3 − B3 0 0
1 A2 − B2 A4 − B4 0
0 A1 − B1 A3 − B3 0
0 1 A2 − B2 A4 − B4
 = a4D3.
Noting that a4 = bdupz¯, it is easy to obtain that D4 > 0. Therefore, all the roots of Eq. (3.11) have negative real parts.
This completes the proof of Theorem 3.4. 
It is found from Theorem 3.4 that when τ = 0, the roots of H(λ) = 0 have negative real roots. By the continuous
dependence of roots of H(λ) = 0 on the parameters, it follows that there exists a τ0 > 0 such that for τ ∈ [0, τ0), all the
roots of (3.10) will satisfy
H(λ) = 0, Re(λ) < 0, for τ ∈ [0, τ0), (3.12)
and when τ = τ0, Re(λ) = 0. To determine this τ0 and the associated purely imaginary roots w0i (w0 > 0), we solve Eq.
(3.10) with λ = w0i. For the sake of simplicity, we use τ ,w instead of τ0, w0. From (3.10), we have
w4 − A1w3i− A2w2 + A3wi+ A4 − (−B1w3i− B2w2 + B3wi+ B4)(coswτ − i sinwτ) = 0. (3.13)
Separating the real and imaginary parts, we have
(B4 − B2w2) coswτ + (B3w − B1w3) sinwτ = w4 − A2w2 + A4,
(B1w3 − B3w) coswτ + (B4 − B2w2) sinwτ = A1w3 − A3w. (3.14)
There are two unknowns in (3.14), namelyw and τ . By simple calculation, (3.14) leads to
coswτ = 1
∆
w4 − A2w2 + A4 B3w − B1w3A1w3 − A3w B4 − B2w2

= 1
∆
[(A1B1 − B2)w6 + (B4 + A2B2 − A1B3 − A3B1)w4 + (A3B3 − A2B4 − A4B2)w2 + A4B4]
= 1
∆
(c1w6 + c2w4 + c3w2 + c4).
sinwτ = 1
∆
 B4 − B2w2 w4 − A2w2 + A4B1w3 − B3w A1w3 − A3w

= −w
∆
[B1w6 + (A1B2 − B3 − A2B1)w4 + (A2B3 + A4B1 − A3B2 − A1B4)w2 + A3B4 − A4B3]
= −w
∆
(d1w6 + d2w4 + d3w2 + d4)
where
∆ =
 B4 − B2w2 B3w − B1w3B1w3 − B3w B4 − B2w2

= (B4 − B2w2)2 + (B3w − B1w3)2 = B1w6 + (B2 − 2B1B3)w4 + (B23 − 2B2B4)w2
+ B24 = (e1w6 + e2w4 + e3w2 + e4) > 0.
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Noting sin2wτ + cos2wτ = 1, it follows that
w14 + f1w12 + f2w10 + f3w8 + f4w6 + f5w4 + f6w2 + f7 = 0, (3.15)
where
f1 = 1d21
(c21 + 2d1d2 − e21),
f2 = 1d21
(2c1c2 + d22 + 2d1d3 − 2e1e3),
f3 = 1d21
(c22 + 2c1c3 + 2d1d4 + 2d2d3 − e22 − 2e1e3),
f4 = 1d21
(2c1c4 + 2c2c3 + d23 + 2d2d4 − 2e1e4 − 2e2e3),
f5 = 1d21
(c23 + 2c2c4 + 2d3d4 − e23 − 2e2e4),
f6 = 1d21
(2c3c4 + d24 − 2e3e4),
f7 = 1d21
(c24 − e24).
Denoting: z = w2, (3.15) becomes
z7 + f1z6 + f2z5 + f3z4 + f4z3 + f5z2 + f6z + f7 = 0. (3.16)
There is no algebraic formula that will give the solutions to this equation. However, for known coefficients, the exact roots
can be numerically calculated with the help of computational software.
First, z = 0 is not a root of (3.16) if B4 ≠ 0.
Next, we suppose (3.16) has no positive real root, i.e., w = √z does not exist, then the critical bifurcation parameter τ
does not exist. In this case, the existence of Hopf bifurcation is not possible.
Now, we suppose (3.16) always has positive real roots.
Assume
(H1) Eq. (3.16) has only one positive real root;
(H2) Λ , [4w6 + 3(A21 − 2A2 − B21)w4 + 2(A22 − B22 + 2A4 + 2B1B3 − 2A1A3)w2 + A23 − B23 + 2B2B4 − 2A2A4] > 0 for any
w > 0.
Let z0 be the positive roots of (3.16), denotingw0 = √z0. From the above, we get
τj = 1
w0

arccos
c1w60 + c2w40 + c3w20 + c4
e1w60 + e2w40 + e3w20 + e4
+ 2jπ

, j = 0, 1, 2, 3, . . . ,
and
τ0 = 1
w0
arccos
c1w60 + c2w40 + c3w20 + c4
e1w60 + e2w40 + e3w20 + e4
, j = 0.
Without loss generality, we focus on the pair (w0, τ0) to investigate the characteristic of the roots of (3.10) near τ0. By
implicit differentiation of H(λ)with respect to τ , we obtain[
dλ
dτ
]−1
= −(4λ
3 + 3A1λ2 + 2A2λ+ A3)eλτ
λ(B1λ3 + B2λ2 + B3λ+ B4) +
3B1λ2 + 2B2λ+ B3
λ(B1λ3 + B2λ2 + B3λ+ B4) −
τ
λ
. (3.17)
Noting (3.14), we have
Re
[
dλ
dτ
]−1
= 1
w∇ {(3A1w
2 − A3)[(B1w3 − B3w) coswτ + (B4 − B4w2) sinwτ ]
+ (4w3 − 2A2w)[(B4 − B2w2) coswτ − (B1w3 − B3w) sinwτ ]
+ (B3 − 3B1w2)(B1w3 − B3w)+ 2B2w(B4 − B2w2)}
= 1∇ [4w
6 + 3(A21 − 2A2 − B21)w4 + 2(A22 − B22 + 2A4 + 2B1B3 − 2A1A3)w2
+ A23 − B23 + 2B2B4 − 2A2A4], (3.18)
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Fig. 1. The numerical solution of system (1.5). Here s = 1.4. τ = 1.2. Note that the equilibrium is stable. The initial condition is xˆ0 = 100, yˆ0 = 10, vˆ0 =
10, zˆ0 = 5 for θ ∈ [−τ , 0].
where ∇ = (B1w3 − B3w)2 + (B4 − B2w2)2 > 0. If the hypothesis (H2) is satisfied, then ((3.18)) > 0 will hold for any
w > 0. So,
sign

Re
[
dλ
dτ
]
|τ=τ0

= sign

Re
[
dλ
dτ
]−1
|τ=τ0

, sign(·) = 1.
Therefore, when the delay τ near τ0 is increased, the root of Eq. (3.11) have negative real parts. When τ = τ0, there exist
a pair of purely imaginary roots for H(λ) = 0, and other roots have negative real parts. From the above analysis, we have
following
Theorem 3.5. For system (3.8), when the conditions (H1), (H2) hold,
(i) if τ ∈ [0, τ0), then the CTL-present equilibrium E¯ is locally asymptotically stable;
(ii) if τ > τ0, then the CTL-present equilibrium E¯ is unstable and system (1.5) undergoes a Hopf bifurcation at E¯ when τ = τ0.
4. Simulation
In this section, to support the theoretical analysis,weperformnumerical calculation for different birth rates of susceptible
cells s and time delay τ . Using the software Matlab, we numerically solve the delayed differential equation (1.5). We fix the
parameter d = 0.5, β = 0.009, a = 0.1, p = 0.024, k = 100, u = 15, c = 0.15, b = 0.5 and the initial condition
(xˆ0, yˆ0, vˆ0, zˆ0), whereˆdenotes the constant function.
If Eq. (3.16) has no positive roots, then the CTL-present equilibrium is locally asymptotically stable. By taking s =
1.4, then R0 = 1.68, and the CTL-present equilibrium E = (2.4, 1.3889, 9.2593, 1.8333). From (3.16), we have that
z7 + 459.3513z6 + 52 894z5 + 32 954z4 + 5232.2z3 + 27.2062z2 + 0.1839z + 5.5688 × 10−5 = 0, has no positive
roots, and all roots have negative real parts, that is, the equilibrium is locally asymptotically stable; see Figs. 1 and 2.
Next,we illustrate the existence ofHopf bifurcation. Increasing s to 1.6, other parameter values are the same asmentioned
earlier. Clearly, R0 = 1.92, and the CTL-present equilibrium is E = (2.8, 1.1905, 7.9365, 2.8333). From (3.16), we have that
z7 + 460.7713z6 + 53 215z5 + 31 724z4 + 4842.7z3 + 26.2594z2 − 1.2681z − 0.0021 = 0 has only one positive real root
z = 0.0141 and any other roots have negative real parts. Thus,w0 = √z = 0.118743421. It is not difficult to calculate that
the critical bifurcate value is τ0 = 2.311. In addition, it is easy to show thatΛ = 2.7962 > 0, i.e., (H2) is satisfied.
Fig. 3 confirms that when τ = 2 < τ0, E is locally asymptotically stable. Fig. 4 illustrates that when τ = 2.7 > τ0, E is
unstable, and a Hopf bifurcation occurs.
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Fig. 2. The numerical solution of system (1.5). Here s = 1.4, τ = 7.5. Note that time delay cannot effect the dynamic behavior even though the time delay
is large. The initial condition is xˆ0 = 100, yˆ0 = 10, vˆ0 = 10, zˆ0 = 5 for θ ∈ [−τ , 0].
Fig. 3. The numerical solution of system (1.5). Here τ = 2. The initial condition is xˆ0 = 100, yˆ0 = 10, vˆ0 = 10, zˆ0 = 5 for θ ∈ [−τ , 0].
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Fig. 4. The numerical solution of system (1.5). Here τ = 2.7. The initial condition is xˆ0 = 100, yˆ0 = 10, vˆ0 = 10, zˆ0 = 5 for θ ∈ [−τ , 0].
5. Conclusion and discussion
In this paper, we have studied a HIV infection model with CTL-response delay. We assume that the production of CTLs
depends on the infected cells, CTL cells, and uninfected cells for some important biological meanings. Global stability of
the infection-free equilibrium has been given by the Lyapunov–LaSalle type theorem when the basic reproductive ratio
R0 < 1. For the time delay τ = 0, when R0 > 1, either the CTL-absent equilibrium E1 or the CTL-present equilibrium
E is stable, depending upon the parameter values. If 1 < R0 < 1 + β2k2bacdu2 , E1 is stable; if this inequality is reversed, that
is, R0 > 1 + β2k2bacdu2 , E1 is unstable and E is locally asymptotically stable. For τ > 0, 1 < R0 < 1 + β
2k2b
acdu2
, E1 is stable no
matter the time delay is small or large. When R0 > 1 + β2k2bacdu2 , if the birth rate of susceptible cells λ is large so that the
basic reproductive ratio is greater than 1+ β2k2b
acdu2
but below a certain threshold, the associated transcendental characteristic
equation of linearized equation of system (1.5) at E have no positive real roots, and E is stable. That is, time delay has no
effect to the dynamic behavior. However, when the birth rate of susceptible cells is increased so that the basic reproductive
ratio is greater than a certain value and the characteristic equation Eq. (3.16) has only one positive real root, there is a τ0,
when τ < τ0, the CTL-present equilibria E is stable; when τ > τ0, the equilibrium E is unstable, and a Hopf bifurcation
occurs.
Unfortunately, for the case that (3.16) hasmore than one positive roots, we are unable tomake a conclusion in this paper,
and we think that the dynamic behavior of system (3.8) sounds more rich and interesting. This deserves further study in the
future.
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