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a b s t r a c t
In fed-batch culture of glycerol bio-dissimilation to 1, 3-propanediol (1, 3-PD), the aim
of adding glycerol is to obtain as much 1, 3-PD as possible. So a proper feeding rate is
required during the process. Taking the concentration of 1, 3-PD at the terminal time
as the performance index and the feeding rate of glycerol as the control function, we
propose an optimal control model subject to a nonlinear dynamical system and constraints
of continuous state and non-stationary control. A computational approach is constructed
to seek the solution of the above model in two aspects. On the one hand we transcribe
the optimal control model into an unconstrained one based on the penalty functions
and an extension of the state space; on the other hand, by approximating the control
function with simple functions, we transform the unconstrained optimal control problem
into a sequence of nonlinear programming problems, which can be solved using gradient-
based optimization techniques. The convergence analysis of this approximation is also
investigated. Numerical results show that, by employing the optimal control policy, the
concentration of 1, 3-PD at the terminal time can be increased considerably.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Themicrobial conversion of glycerol to 1, 3-propanediol (1, 3-PD) is particularly attractive in that the process is relatively
easy and does not generate toxic byproducts. 1, 3-PD has numerous applications in polymers, cosmetics, food, lubricants,
and medicines. Industrial 1, 3-PD production has attracted much attention as an important monomer to synthesize a new
type of polyester, polytrimethylene terephthalate (PTT) [1]. However, compared with chemical production, it is difficult to
obtain a high 1, 3-PD concentration in the fermentor using the microbial culture. Hence, it is an area of interest to develop
an improved technique to improve the productivity of 1, 3-PD.
Glycerol can be converted to 1, 3-PDby severalmicroorganisms [2,3]. Among these,Klebsiella pneumoniae (K. pneumoniae)
ferments glycerol to 1, 3-PD in a high yield and productivity [4–6].With regard to fermentation, almost all of existing culture
techniques, including batch culture, fed-batch culture and continuous culture, have beenpracticed. During the bioconversion
of glycerol to 1, 3-PD, the most efficient cultivation method appears to be a fed-batch culture which corrects pH by alkali
addition for glycerol supply [7]. In the actual fermentation process, the fed-batch culture begins with batch culture. After
the exponential growth phase (a period in which the number of new bacteria appearing per unit time is proportional to
the present population) ends, glycerol and alkali are added continuously to the fermentor. This helps to maintain a suitable
environment for cells growth. At the end of the feeding, a batch phase starts again. The above processes are repeated until
the end of the final batch phase.
The fermentation of glycerol by K. pneumoniae under anaerobic conditions is a complex bioprocess, since microbial
growth is subjected to multiple inhibitions of substrate and products [8]. Modeling the fermentation process is a premise to
carry out optimal control and to improve the productivity of product. Therefore, it is a key step to formulate the fermentation
E-mail address: chongyangliu@yahoo.cn.
0377-0427/$ – see front matter© 2009 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2009.06.006
C. Liu / Journal of Computational and Applied Mathematics 232 (2009) 252–261 253
process by a precise mathematical model. In recent years, nonlinear dynamical systems have been extensively investigated
to formulate the fermentation process [9–13]. Although the achieved results are interesting, these dynamical systems are
based on an assumption that the feeding of glycerol only occurs at impulsive time. In fact, the feeding rate of glycerol is
finite, so the feeding is not an impulsive form but a time-continuous process. Therefore, the impulsive dynamical system
cannot rationally describe the actual fed-batch fermentation process.
Compared with the previous systems, a controlled dynamical system which does not take the feeding process as an
impulsive form, but a time-continuous process, is proposed in this work. To maximize the concentration of 1, 3-PD at
the terminal time, we develop an optimal control model subject to our proposed dynamical system and constraints of
continuous state and non-stationary control. There exist many methods to solve the problem of optimal feeding rate, such
as Luus–Jaakola search method [14], multiple shooting technique [15], genetic algorithm [16] and so on. However, these
methods are all applied to the fed-batch process in which the substrates are fed to the fermentor continuously. In the actual
fermentation, glycerol and alkali are intermittently fed in fermentor. As a result, the computation is more complex. Hence,
it is necessary to present a new method to solve this class of problem.
Optimal control problems involving continuous state and/or control inequality constraints have been extensively studied
in the literature. Many interesting theoretical results can be found in books such as [17]. For numerical computation, several
successful families of algorithms have already been developed, see, for example [18–23]. In particular, the parametrization
method (PM) in [20] is based on sequential development of a simple idea to account that solutions of real optimal control
problem have a rather simple structure and control functions can be well approximated in some parametric function
classes. Consequently, control functions can be finitely parametrized, and the optimal control problemwill become a finite-
dimensional nonlinear programming problem. In addition, optimal control problems can be solved by the PMwith the help
of the information about the derivatives of performance indices.
In view of the characteristic of the proposed optimal control model, we construct a computational approach to find
the optimal control in two aspects. Firstly, we transcribe the optimal control model into an unconstrained one based on the
penalty functions and an extension of the state space. Secondly, the PM is applied to approximating the above unconstrained
optimal control problem. The convergence analysis of this approximation is investigated. The first and second derivatives
of the performance index with respect to control parameters are also presented. Numerical results show that, by employing
the optimal control policy, the concentration of 1, 3-PD at the terminal time can be increased by 28.32% compared with the
experimental result.
The remainder of this paper is organized as follows. In Section 2, a description is carried out about the controlled nonlinear
dynamical system of microbial fed-batch culture. Section 3 proposes an optimal control model. A computational approach
is developed to solve the optimal control model in Section 4, while Section 5 illustrates the numerical results. Finally,
conclusions are provided in Section 6.
2. Controlled nonlinear dynamical systems
In fed-batch culture, the composition of culture medium, cultivation conditions and analytical methods of fermentative
products were similar to those previously reported in [24]. According to experiment process, we assume that
(H1): The concentrations of reactants are uniform in reactor. Time delay and nonuniform space distribution are ignored.
(H2): During the process of fed-batch culture, only glycerol and alkali are fed into the reactor.Moreover, the feeding velocity
ratio r of alkali to glycerol is a constant.
Let x(t) := (x1(t), x2(t), x3(t), x4(t), x5(t), x6(t))T ∈ R6+ be the continuous state, where x1(t), x2(t), x3(t), x4(t), x5(t),
x6(t) are the concentrations of biomass, glycerol, 1, 3-PD, acetate, ethanol and the volume of culture fluid at t in fermentor,
respectively. u(t) ∈ R1 is the control function, which is the rate of adding glycerol in the fed-batch culture. Let T be the
terminal time of fermentation. Denote t2i+1, the moment of adding glycerol, at which the fermentation process switches to
continuous culture frombatch culture, and t2i+2, themoment of ending the flow of glycerol, i ∈ Λ1 := {0, 1, 2, . . . , n−1}, at
which the fermentation process jumps into batch culture fromcontinuous culture. Note that 0 = t0 < t1 < t2 < · · · < t2n <
t2n+1 = T and these moments are decided a priori in the experiment. LetΛ2 := {0, 1, 2, . . . , n}. Mass balances of biomass,
substrate and products in fed-batch culture can be formulated as the following controlled nonlinear dynamical system:{x˙(t) = f (x(t), u(t)),
x(0) = x0,
u(t) ∈ U(t),
t ∈ [0, T ], (1)
where
f (x(t), u(t)) =

(µ− D(x(t), u(t)))x1(t)
D(x(t), u(t))
(
cs0
1+ r − x2(t)
)
− q2x1(t)
q3x1(t)− D(x(t), u(t))x3(t)
q4x1(t)− D(x(t), u(t))x4(t)
q5x1(t)− D(x(t), u(t))x5(t)
(1+ r)u(t)
 . (2)
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Table 1
The values of critical concentrations and the parameters in (1).
` m` Y` ∆` k` n` b` c` x∗` x∗`
1 – – 0.67 0.28 – 0.025 0.06 0.01 6
2 1.17 0.0088 13.35 16.69 1 5.18 50.45 15 2039
3 –4.58 67.69 15.06 15.50 3 – – 0 1036
4 –0.97 33.07 5.74 85.71 3 – – 0 1026
5 – – – – 3 – – 0 60.9
6 – – – – – – – 4 7
In (2), D(x(t), u(t)) is the dilution rate. r is the velocity ratio of adding alkali and glycerol. cs0 denotes the initial
concentration of glycerol in feed. In addition,
D(x(t), u(t)) = (1+ r)u(t)
x6(t)
. (3)
The specific growth rate of cells µ, specific consumption rate of substrate q2 and the specific formation rates of products
q`, ` = 3, 4, 5, are expressed by the following equations based on the previous work [6].
µ = ∆1x2(t)
x2(t)+ k1
5∏
`=2
(
1− x`(t)
x∗`
)n`
, (4)
q2 = m2 + µY2 +∆2
x2(t)
x2(t)+ k2 , (5)
q` = m` + µY` +∆` x2(t)x2(t)+ k` , ` = 3, 4, (6)
q5 = q2
(
b1
c1 + µx2(t) +
b2
c2 + µx2(t)
)
. (7)
Under anaerobic conditions at 37 ◦C and pH 7.0, the critical concentrations for cells growth x∗, x∗ and the parameters in
(4)–(7) are listed in Table 1.
Let U1 := {0} and U2 := [a∗, a∗]. Then, according to the actual fermentation process, U(t) := [ζ∗(t), ζ ∗(t)] is U2 on
[t2i+1, t2i+2), i ∈ Λ1 and U1 on [t2i, t2i+1), i ∈ Λ2, where a∗ and a∗ are positive constants which denote the minimal and the
maximal rates of adding glycerol, respectively. Now, we define the class of admissible control functions as
U := {u ∈ L2([0, T ], R1)|u(t) ∈ U(t), t ∈ [0, T ]}, (8)
where L2([0, T ], R1) is the space of Lebesgue functions from [0, T ] into R1. Since the concentrations of biomass, glycerol,
products and the volume of culture fluid are restricted in a certain range according to the factual experiment, we consider
the properties of the system with state inW :=∏6`=1[x∗`, x∗`].
Now, some important properties of the system (1) and its solutions are given in the following theorems.
Theorem 1. The function f (·, ·) defined in (2) satisfies that
(a) f (·, ·) : R6+ × U1 ∪ U2 → R6 is twice continuously differential in x and u on R6+ × U1 ∪ U2; and
(b) there exists a constant K > 0 such that the linear growth condition holds
‖f (x(t), u(t))‖ ≤ K(‖x(t)‖ + 1), ∀ (x(t), u(t)) ∈ R6+ × U1 ∪ U2, t ∈ [0, T ]. (9)
where ‖ · ‖ is the Euclidean norm.
Proof. (a) This conclusion can be obtained by the expression of f in (2).
(b) We can complete the proof using a method similar to the proof of Proposition 1 in [25]. 
Theorem 2. For each u ∈ U, the controlled dynamical system (1) has a unique continuous solution denoted by x(·; u). Moreover,
x(·; u) satisfies the following integral equation
x(t; u) = x(0)+
∫ t
0
f (x(s), u(s))ds, ∀ t ∈ [0, T ]. (10)
Proof. The proof can be obtained from Theorem 1 and the theory of ordinary differential equations [26]. 
Theorem 3. If x(·; u) is a solution of the system (1) with given initial state x0, then it is uniformly bounded and Lipschitz
continuous in u.
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Proof. In view of Theorems 1 and 2, we obtain that, for each u ∈ U,
‖x(t; u)‖ ≤ ‖x0‖ +
∫ t
0
‖f (x(s), u(s))‖ds,
≤ ‖x0‖ + K
∫ T
0
(‖x(s)‖ + 1)ds.
By Gronwall inequality, it follows that
‖x(t; u)‖ ≤ (‖x0‖ + KT ) exp(KT ), ∀t ∈ [0, T ],
which gives a value,M ′1 = (‖x0‖ + KT ) exp(KT ), for the uniformly bounded property.
Let v, v˜ be two distinct control functions inU. Applying the mean value inequality, we have
‖f (x(t), v(t))− f (x(t), v˜(t))‖ ≤ ‖fu(x(t), vˆ(t))‖‖v(t)− v˜(t)‖, ∀ t ∈ (0, T ],
where vˆ = θv˜ + (1− θ)v and 0 < θ < 1.
Hence,
‖x(t; v)− x(t; v˜)‖ ≤
∫ t
0
‖f (x(s), v(s))− f (x(s), v˜(s))‖ds
≤
∫ t
0
‖fu(x(s), vˆ(s))‖‖v(s)− v˜(s)‖ds.
Setting K ′ = maxs∈[0,T ]{max(x,vˆ)∈M ′×U(s) ‖fu(x(s), vˆ(s))‖}, where M ′ = {x ∈ R6 | ‖x‖ ≤ M ′1}, we conclude that, for all
v, v˜ ∈ U,
‖x(t; v)− x(t; v˜)‖ ≤ K ′
∫ t
0
‖v(s)− v˜(s)‖ds
≤ K ′√T‖v − v˜‖2, ∀t ∈ [0, T ],
where ‖ · ‖2 is the norm in L2([0, T ], R1). This yields the Lipschitz continuity of the solution of (1). 
3. Optimal control models
Now, we define the set of the solutions to the system (1), S0, as follows:
S0 := {x(·; u) | x(t; u)is the continuous solution to the system (1) with u ∈ U for all t ∈ [0, T ]}. (11)
Since the concentrations of biomass, glycerol and products are restricted inW , we denote the admissible set of the solutions
by
S := {x(·; u) ∈ S0 | x(t; u) ∈ W for all t ∈ [0, T ]}. (12)
Furthermore, the set of the feasible control functions can be defined as
F := {u ∈ U | x(·; u) ∈ S}. (13)
To improve 1, 3-PD production, a proper glycerol feeding strategy is required in the microbial fed-batch culture. Based
on the above definitions and notations, the problem of optimizing the rate of infused glycerol to obtain as much 1, 3-PD as
possible at the terminal time can be described as follows:
(OCP) min J(u) := −x3(T ; u)
s.t. u ∈ F ,
where x3(·; u) is the third component of the solution to the system (1).
By similar arguments as those in [27], we obtain the following existence theorem of the optimal solution to the optimal
control problem.
Theorem 4. The optimal control problem (OCP) has at least one optimal solution.
4. Computational approaches
In this section, wewill develop a computationalmethod for solving our proposed optimal control problem in two aspects.
On the one hand we transcribe (OCP) into an unconstrained optimal control problem bymeans of the penalty functions and
an extension of state space; on the other hand, the control parametrization method introduced in [20–22] is applied to
approximating the above unconstrained optimal control problem.
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Since (OCP) is an optimal control problem with the constraints of continuous state and non-stationary control, we can
transcribe (OCP) into an unconstrained one with a penalty parameter. To begin with, we introduce a new state variable y
satisfying{
y˙(t) = g(x(t), u(t)), t ∈ [0, T ],
y(0) = 0, (14)
where
g(x(t), u(t)) =
6∑
i=1
([xi(t)− x∗i ]+)2 +
6∑
i=1
([x∗i − xi(t)]+)2 + ([u(t)− ζ ∗(t)]+)2 + ([ζ∗(t)− u(t)]+)2, (15)
and [xˆ]+ := max{0, xˆ}. Obviously, the process {x(t), u(t)} satisfies the constraints of continuous state and non-stationary
control in the system if and only if
y(T ) = 0. (16)
Let x˜ := (x1, x2, x3, x4, x5, x6, y)T and h(x˜, u) := (f T(x, u), g(x, u))T. Furthermore, denote the performance index in (OCP)
by
J˜µ(u) := −x˜3(T )+ µx˜7(T ), (17)
where µ > 0 is a penalty parameter. Then (OCP) can be rewritten as
(OCP(µ)) min J˜µ(u)
s.t. ˙˜x(t) = h(x˜(t), u(t)),
u(t) ∈ R1, t ∈ [0, T ].
(18)
Obviously, the optimal control model (OCP(µ)) is an unconstrained one with the penalty parameter and equivalent to (OCP)
as µ→∞.
The control function parametrizationmethod is applied to approximating (OCP(µ)) as follows. LetΛ3 := {1, 2, . . . , 2n+
1}. For each pi ≥ 1, i ∈ Λ3, let the time subinterval [ti−1, ti] be partitioned into npi subintervals with npi + 1 partition points
denoted by
τ
pi
0 , τ
pi
1 , . . . , τ
pi
npi
, τ
pi
0 = ti−1, τ pinpi = ti, and τ
pi
k−1 < τ
pi
k . (19)
Define a structure of function u(t) on subintervals as
u(t) = upi,k(t; νpi,k), τ pik−1 ≤ t < τ pik , k = 1, . . . , npi . (20)
Here, the vector νpi,k ∈ Rd and τ pik are sought as control parameters, upi,k(t; νpi,k) are given in analytical formof differentiable
functions.
Denote
ω
pi
k := (τ pik , (νpi,k)T)T ∈ R1+d, (21)
ωpi := ((ωpi1 )T, . . . , (ωpinpi−1)
T, (νpi,npi )T)T ∈ R(1+d)npi−1. (22)
Substituting the control function (20) into the differential equation in (18), one has a solution (if it exists) depending on
control parameters
x˜(t) = z(t;ωp1 , . . . , ωpi−1 , ωpi1 , . . . , ωpik−1, νpi,k), t ∈ [τ pik−1, τ pik ). (23)
Let κ := ∑2n+1i=1 ((1 + d)npi − 1), ω := ((ωp1)T, . . . , (ωp2n+1)T)T ∈ Rκ and np := (np1 , np2 , . . . , np2n+1)T. Then, (OCP(µ))
with the parametrized control (20) is reduced to a sequence of nonlinear programming problems
(NLP(µ, np)) min
ω∈Rκ J˜µ,np(ω) := −x˜3(T ;ω)+ µx˜7(T ;ω)
under the time-parameter constraints (19).
In view of Theorem 3 and by similar arguments as those given in [22], the convergence property of the extended control
parametrization method can be established.
Theorem 5. Suppose that u∗ is an optimal control of (OCP). Let ω∗ be an optimal parameter vector of the nonlinear programming
problem (NLP(µ, np)) and ν∗ be the corresponding optimal parametric control vector such that
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uω
∗
(t) := upi,∗,k(t; νpi,∗,k), τ pi∗k−1 ≤ t < τ pi∗k , k = 1, . . . , npi∗, i = 1, . . . , 2n+ 1,
where τ ∗ is the corresponding optimal partition point vector. If {uω∗}∞p=1 is a bounded sequence of controls in L2([0, T ], R1), then
there exists a subsequence, denoted by the original sequence, such that
lim
µ→∞ limmax
i
max
k
|τpik −τ
pi
k−1|→0
J˜µ,np(ω
∗) = J(u∗). (24)
(NLP(µ, np)) in parametrized control vector, partition point vector can be solved by any efficient optimization technique,
such as the classical Newton method. For this, we need the information on the values of the perform index J˜µ,np(ω) and
their first and second derivatives with respect to ω ∈ Rκ . Those derivatives can be effectively calculated with the help of
variational techniques and adjoint variables.
Using the method similar to the one given in [22], the first and second derivatives of the performance index with respect
to ω are obtained in the following theorems.
Theorem 6. Consider the (NLP(µ, np)). Then, it holds that
∂ J˜µ,np(ω)
∂ν
pi,k
α
=
∫ τpik
τ
pi
k−1
∂H(λ(t), x˜(t), u(t))
∂u
∂upi,k(t; νpi,k)
∂ν
pi,k
α
dt, 1 ≤ k ≤ npi ,
∂ J˜µ,np(ω)
∂τ
pi
k
= M(τ pik −)−M(τ pik +), 1 ≤ k ≤ npi − 1, i = 1, . . . , 2n+ 1,
(25)
where
M(t) = H(λ(t), x˜(t), u(t)), (26)
H(λ(t), x˜(t), u(t)) = λT(t)h(x˜(t), u(t)), (27)
and
λ(t) = (λ1(t), λ2(t), λ3(t), λ4(t), λ5(t), λ6(t), λ7(t))T (28)
is the solution of the costate system
λ˙(t) = −
(
∂H(λ(t), x˜(t), u(t))
∂ x˜
)T
, (29)
with the boundary conditions
λ(T ) = (0, 0,−1, 0, 0, 0, µ)T, (30)
λ(τ pinpi
−) = λ(τ pi+10 +), i = 1, 2, . . . , 2n. (31)
Theorem 7. The second derivatives of J˜µ,np(ω) with respect to control parameters are defined by the following expressions:
(1) derivatives on parameters ν
pi1 ,j
α , ν
pi2 ,k
β (i1 < i2, or i1 = i2 and j ≤ k):
∂2 J˜µ,np(ω)
∂ν
pi1 ,j
α ∂ν
pi2 ,k
β
=
∫ τpi2k−1
τ
pi2
k−1
∂upi2 ,k(t; νpi2 ,k)∂νpi2 ,kβ
[
∂2H(λ(t), x˜(t), u(t))
∂u∂ x˜
+
(
∂h(x˜(t), u(t))
∂u
)T
Ψ (t)
]
yi1jα(t)+ δi1,i2δj,k
[
∂upi2 ,k(t; νpi2 ,k)
∂ν
pi2
β , k
× u
pi2 ,k(t; νpi2 ,k)
∂ν
pi2 ,k
α
∂2H(λ(t), x˜(t), u(t))
∂u2
+ ∂u
pi2 ,k(t; νpi2 ,k)
∂ν
pi2 ,k
α
×
[
∂2H(λ(t), x˜(t), u(t))
∂u∂ x˜
+
(
∂h(x˜(t), u(t))
∂u
)T
Ψ (t)
]
yi2kβ(t)
+∂
2u
pi2 ,k(t; νpi2 ,k)
∂ν
pi2 ,k
α ∂ν
pi2 ,k
β
∂H(λ(t), x˜(t), u(t))
∂u
 dt; (32)
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(2) on parameters ν
pi1 ,j
α , τ
pi2
k (i1 < i2, or i1 = i2 and j ≤ k):
∂2 J˜µ,np(ω)
∂ν
pi1 ,j
α ∂τ
pi2
k
=
[
∂H(λ(τ
pi2
k ), x(τ
pi2
k ), u
pi2 ,k(τ
pi2
k ; νpi2 ,k))
∂ x˜
− ∂H(λ(τ
pi2
k ), x(τ
pi2
k ), u
pi2 ,k+1(τ
pi2
k ; νpi2 ,k+1))
∂ x˜
+ (Ψ (τ pi2k )
× yi2k0(τ pi2k ))T
]
yi1jα(τ
pi2
k )+ δi1 i2δjk
∂upi2 (τ
pi2
k )
∂ν
pi2
α
∂H(λ(τ
pi2
k ), x(τ
pi2
k ), u
pi2 ,k(τ
pi2
k ; νpi2 ,k))
∂u
; (33)
(3) on parameters τ
pi1
j , ν
pi2 ,k
β (i1 < i2, or i1 = i2 and j < k):
∂2 J˜µ,np(ω)
∂τ
pi1
j ∂ν
pi2 ,k
β
= −δi1 i2δjk−1
∂H(λ(τ
pi2
k−1), x˜(τ
pi2
k−1), u
pi2 (τ
pi2
k−1; νpi2 ,k))
∂u
+
∫ τpi2k
τ
pi2
k−1
∂upi2 ,k(t; νpi2 ,k)
∂ν
pi2 ,k
β
[
∂2H(λ(t), x˜(t), u(t))
∂u∂ x˜
+
(
Ψ (t)
∂h(x˜(t), u(t))
∂u
)T]
yi1j0(t)dt; (34)
(4) on parameters τ
pi1
j , τ
pi2
k (i1 < i2, or i1 = i2 and j < k):
∂2 J˜µ,np(ω)
∂τ
pi1
j ∂τ
pi2
k
=
(
∂H(λ(τ
pi2
k ), x˜(τ
pi2
k ), u
pi2 ,k(τ
pi2
k ; νpi2 ,k))
∂ x˜
− (35)
∂H(λ(τ
pi2
k ), x˜(τ
pi2
k ), u
pi2 ,k+1(τ
pi2
k ; νpi2 ,k+1))
∂ x˜
+ (Ψ (τ pi2k )yi2k0(τ
pi2
k ))
T
)
× yi2k0(τ pi2k )+ δi1i2δjk
{
∂H(λ(τ
pi2
k ), x˜(τ
pi2
k ), u
pi2 ,k+1(τ
pi2
k ; νpi2 ,k+1))
∂ x˜
× yi2k0(τ pi2k )+
∂H(λ(τ
pi2
k ), x˜(τ
pi2
k ), u
pi2 ,k(τ
pi2
k ; νpi2 ,k))
∂u
∂upi2 ,k(τ
pi2
k ; νpi2 ,k)
∂t
− ∂H(λ(τ
pi2
k ), x˜(τ
pi2
k ), u
pi2 ,k+1(τ
pi2
k ; νpi2 ,k+1))
∂u
∂upi2 ,k+1(τ
pi2
k ; νpi2 ,k+1)
∂t
}
, (36)
where δij is the Kronecker delta and Ψ (t) is a matrix function defined byΨ˙ (t) = −∂h(x˜(t), u(t))∂ x˜ Ψ (t)− Ψ (t) ∂h(x˜(t), u(t))∂ x˜ − ∂
2H(λ(t), x˜(t), u(t))
∂ x˜2
,
Ψ (T ) = 0;
(37)
and
yi2j0(t) = ∂z(t; ·)
∂τ
pi2
j
, yi2jα(t) = ∂z(t; ·)
∂ν
pi2 ,j
α
, τ
pi2
k−1 ≤ t < τ
pi2
k . (38)
Here, 1 ≤ j ≤ k ≤ npi2 , 1 ≤ i2 ≤ 2n+ 1, and those functions are defined byy˙i2k0 =
∂h(x˜(t), u(t))
∂ x˜
yi2k0, τ
pi2
k ≤ T
yi2k0(τ
pi2
k ) = h(x˜(τ
pi2
k ), u
pi2 ,k(τ
pi2
k ; νpi2 ,k))− h(x˜(τ
pi2
k ), u
pi2 ,k+1(τ
pi2
k ; νpi2 ,k+1)),
(39)
and y˙
i2kα(t) = ∂h(x˜(t), u(t))
∂ x˜
yi2kα(t)+ θ(τ pi2k − t)
∂h(x˜(t), u(t))
∂u
∂upi2 ,k(t; νpi2 ,k)
∂ν
pi2 ,k
α
, τ
pi2
k−1 ≤ t ≤ T
yi2kα(τ
pi2
k−1) = 0.
(40)
In (40), if s ≤ 0, the Heaviside function θ(s) = 0. Otherwise θ(s) = 1.
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Fig. 1. The optimal feeding strategy of 1, 3-PD in fed-batch fermentation process. Blue vertical lines partition the fermentation process, red line denotes
the first batch culture phase, and black lines in each phase represent optimal feeding rates of glycerol. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)
Based on the above theorems, we can obtain an approximate optimal control for (OCP), as shown in the following
algorithm.
Algorithm 1. Step 1. Set parameters µ1 > 0, ε1 > 0, ε2 > 0, γ > 1 and np = (np1 , np2 , . . . , np2n+1)T, where n1pi ≥ 2, i =
1, 2, . . . , 2n+ 1. Let N := 1.
Step 2. Set nNp := n1p .
Step 3. Solve (NLP(µN , nNp )) by the Classical Newton method to give ω
N . Then obtain uN(t), t ∈ [0, T ] by (19).
Step 4. If |J˜µN ,nNp (ωN)− J˜µN ,nNp′ (ω
N)| ≤ ε1, where nNp′i := n
N
pi − 1, then go to Step 5; else nNpi := nNpi + 1, i = 1, 2, . . . , 2n+ 1,
and go to Step 3.
Step 5. If N ≥ 2 and |JµN ,nNp (ωN)− JµN−1,nNp (ωN)| ≤ ε2, stop. Otherwise set µN+1 := γµN , N := N + 1, and go to Step 2.
The control function uN obtained is an approximate optimal solution of (OCP).
5. Numerical results
According to the proposed Algorithm 1 in previous section, we have programmed the software and applied it to
investigate the optimal feeding strategy of glycerol in microbial fed-batch culture. Based on the reactant composition,
cultivation conditions, determination of biomass, substrate and metabolites were reported in [24]. The initial state, initial
volume of fermentor, velocity ratio of adding alkali to glycerol, concentration of initial feeding of glycerol and fermentation
time are x0 = (0.1115 gL−1, 495 mmol L−1, 0, 0, 0)T, V0 = 5 L, r = 0.75, cs0 = 10762 mmol L−1, and T = 23.83 h,
respectively. The fed-batch culture began at t1 = 5.33 h. The feeding moment t2i+1, the stopping moment t2i+2, i ∈ Λ4 :=
{1, . . . , 666}, a∗ = 0.35856 Lh−1 and a∗ = 1.37592 Lh−1 are determined by the experiment. We shall parametrize the
control in the form
u(t) = a0 + a1t + a2t2, (41)
and parameters µ1, ε1, ε2, γ and n1p take values 10, 10
−5, 10−5, 1.1 and (2, . . . , 2)T, respectively. These parameters are
derived empirically after numerous experiments. The corresponding Cauchy problems are integrated by the fourth order
Runge–Kutta method with the relative error tolerance 10−4. Applying Algorithm 1 to (OCP), we obtain the optimal feeding
strategy of glycerol. Note that the fermentation process is partitioned into the first batch phase (Bat.Ph.) and phases I–VIII
(Ph.I–Ph.VIII) according to the actual experiment. In Ph.I–Ph.VIII the feeding time is 5, 7, 8, 7, 6, 4, 3 and 2 s in each 100 s,
leaving 95, 93, 92, 93, 96, 97 and 98 s for batch cultures, respectively. For simplicity, the same feeding strategy is adopted in
each of Ph.I–Ph.VIII. The feeding rate in the first batch phase and the positive one in each of Ph.I–Ph.VIII whose units have
been transformed into Lh−1 are shown in Fig. 1. Furthermore, we obtain that the concentration of 1.3-PD at the terminal
time is 1022.66 mmol L−1 which has been increased by 28.32% in comparison with 797 mmol L−1 in the experiment. The
concentration change of 1, 3-PD obtained from optimal feeding strategy is shown in Fig. 2. The curve also confirms that the
simulation result is better than the one in the experiment.
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Fig. 2. The changes of 1, 3-PDwith respect to fermentation time. Stars represent the experimental data, and solid line denotes the concentration of 1, 3-PD
according to the optimal feeding strategy.
6. Conclusions
In thiswork, the optimal controlmodel subject to the nonlinear dynamical systemand constraints of continuous state and
non-stationary control was proposed to obtain the maximal concentration of 1, 3-PD at the terminal time. Parametrization
method was used to solve the optimal control problem. The convergence analysis of this approximation method was
investigated. Numerical results showed that, by employing the optimal control policy, the concentration of 1, 3-PD at the
terminal time could be increased by 28.32% compared with the experimental result.
Acknowledgements
The author is grateful to the referees for their valuable suggestions which improved the presentation of the work. This
work is supported by the National Natural Science Foundation (No.10471014 and No.10871033).
References
[1] H. Bibel, K. Memzel, A.P. Zeng, Microbial production of 1, 3-propanediol, Appl. Microbiol. Biotechnol. 52 (1999) 289–297.
[2] A. Reimann, H. Biebl,W.D. Deckwer, Production of 1, 3- propanediol by Clostridium butyricum in continuous culturewith cell recycling, Appl.Microbiol.
Biotechnol. 49 (1998) 359–363.
[3] H. Biebl, A.P. Zeng, K. Menzel, W.D. Deckwer, Fermentation of glycerol to 1, 3-propanediol and 2,3-butanediol by Klebsiella pneumoniae, Appl.
Microbiol. Biotechnol. 50 (1998) 24–29.
[4] K. Menzel, A.P. Zeng, W.D. Deckwer, High concentration and productivity of 1, 3-propanediol from continuous fermentation of glycerol by Klebsiella
pneumoniae, Enzyme Microb. Technol. 20 (1997) 82–86.
[5] A.P. Zeng, Pathway and kinetic analysis of 1, 3-propanediol production from glycerol fermentation by Clostridium butyricum, Bioproc. Eng. 14 (1996)
169–175.
[6] Z.L. Xiu, A.P. Zeng, L.J. An, Mathematical modelling of kinetics and research on multiplicity of glycerol bioconversion to 1, 3-propanediol, J. Dalian
Univ. Technol. 4 (2000) 428–433.
[7] A.P. Zeng, H. Biebl, Bulk-chemicals from biotechnology: The case of microbial production of 1, 3-propanediol and the new trends, Adv. Biochem, Eng.
Biotechnol. 74 (2002) 239–259.
[8] A.P. Zeng, A. Rose, H. Biebl, C. Tag, B. Guenzel, W.D. Deckwer, Multiple product inhibition and growthmodeling of Clostridium butyricum and Klebsiella
pneumoniae in glycerol fermentation, Biotechnol. Bioeng. 44 (1994) 902–911.
[9] C.X. Gao, E.M. Feng, Z.T. Wang, Z.L. Xiu, Nonlinear dynamical systems of bio-dissimilation of glycerol to 1, 3-propanediol and their optimal controls,
J. Ind. Manag. Optim. 3 (2005) 377–388.
[10] C.X. Gao, K.Z. Li, E.M. Feng, Z.L. Xiu, Nonlinear impulsive system of fed-batch culture in fermentative production and its properties, Chaos Solutions
Fractals 28 (2006) 271–277.
[11] G. Wang, E.M. Feng, Z.L. Xiu, Modelling and parameter identification of microbial bioconversion in fed-batch cultures, J. Process Contr. 18 (2008)
458–464.
[12] H.Y. Wang, E.M. Feng, Z.L. Xiu, Optimality condition of the nonlinear impulsive system in fed-batch fermentation, Nonlinear Anal. 68 (2008) 12–23.
[13] C.X. Gao, Z.T. Wang, E.M. Feng, Z.L. Xiu, Parameter identification and optimization of process for bio-dissimilation of glycerol to 1, 3-propanediol in
batch culture, J. Dalian Univ. Technol. 46 (2006) 771–774.
[14] R. Luus, Piecewise linear continuous optimal control by iterative dynamic programing, Ind. Eng. Chem. Res. 32 (1993) 856–865.
[15] H.J. Oberle, B. Sothmann, Numerical computation of optimal feed rates for a fed-batch fermentation model, J. Optim. Theory App. 100 (1999) 1–13.
[16] D. Sarkar, J.M. Modak, Optimization of fed-batch bioreactors using genetic algorithm: multiple control variables, Comput. Chem. Eng. 28 (2004)
789–798.
[17] L. Cesari, Optimization Theory and Applications, Springer-Verlag, New York, 1983.
[18] E. Polak, An historical survey of computational methods in optimal control, SIAM Rev. 15 (1973) 553–584.
[19] A. Bryson, Y.C. Ho, Applied Optimal Control, Halsted Press, New York, 1969.
[20] V.K. Gorbunov, The parameterization method for optimal control problems, Comput. Math. Math. Phys. 19 (1979) 18–30.
[21] V.K. Gorbunov, I.V. Lutoshkin, The parameterization method in optimal control problems and differential-algebraic equations, J. Comput. Appl. Math.
185 (2006) 377–390.
C. Liu / Journal of Computational and Applied Mathematics 232 (2009) 252–261 261
[22] V.K. Gorbunov, I.V. Lutoshkin, Development and experience of using the parameterization method in singular problems of dynamic optimization,
J. Comput. System Sci. Int. 43 (2004) 725–742.
[23] C.Z.Wu, K.L. Teo, Y. Zhao, Numerical method for a class of optimal control problems subject to nonsmooth functional constraints, Comput. Appl. Math.
217 (2008) 311–325.
[24] X. Chen, D.J. Zhang, W.T. Qi, S.J. Gao, Z.L. Xiu, P. Xu, Microbial fed-batch production of 1, 3-propanediol by Klebsiella pneumoniae under microaerobic
conditions, Appl. Microbiol Biotechnol. 63 (2003) 143–146.
[25] C.Y. Liu, Z.H. Gong, E.M. Feng, H.C. Yin, Optimal switching control for microbial fed-batch culture, Nonlinear Anal. 2 (2008) 1168–1174.
[26] D.K. Arrowsmith, C.M. Place, Ordinary Differential Equations, Chapman and Hall, London, 1982.
[27] C.Y. Liu, Z.H. Gong, E.M. Feng, H.C. Yin, Modelling and optimal control for nonlinear multistage dynamical system of microbial fed-batch culture, J. Ind.
Manag. Optim. (in press).
