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W e  present a  simple algorithm for approximating all roots of a  polynomial p(x) 
when it has  only real roots. The  algorithm is based  on  some interesting propert ies 
of the polynomials appear ing in the Extended Eucl idean Scheme for p(x) and  
p’(x). For example, it turns out that these polynomials are orthogonal;  as  a  conse-  
quence,  we are able to limit the precision required by  our  algorithm in intermedi- 
ate steps. A parallel implementation of this algorithm yields a  P-uniform NC2 
circuit, and  the bit complexity of its sequential implementation is within a  polylog 
factor of the bit complexity of the best known algorithm for the problem. o  1990 
Academic Press, Inc. 
1. INTRODUCTION 
In this paper, we study the problem of approximating all roots of a  
polynomial whose roots are all real. l The  following notion of approxima- 
tion is used throughout the paper: 
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DEFINITION 1. The rational number (2-fi 12~ u 1) is the p-approxima- 
tion to the real number a. 
We present a P-uniform NC* circuit for solving the following problem: 
Real Roots Problem. Given an error tolerance p and a polynomial 
p(x) of degree n with m bit integer coefficients, all of whose roots are real 
and are given by x1 < x2 < * . . < x,, , find Zr < iz < . . . < &, such that ii 
is the p-approximation to xi. 
As a by-product, we also obtain a simple and efficient sequential algo- 
rithm for solving this problem. The new algorithm is much simpler to 
implement and its bit complexity is within a polylog factor of the bit 
complexity of Schonhage’s algorithm (1982).2 
All algorithms in this paper are based some interesting, and apparently 
new, properties of the polynomials appearing in the Extended Euclidean 
Scheme for p(x) and p’(x) (the derivative of p(x)). For example, it turns 
out that these polynomials are orthogonal (Szego, 1959); as a conse- 
quence, we are able to limit the precision required by our algorithm in 
intermediate steps. 
It is not known if the general root finding problem (i.e., when the roots 
are not restricted to be real) is in NC. This last question has received 
attention in recent years because of the work of Ben-Or et al. (1988), 
Canny (1988), Renegar (1988), etc. We hope that the methods of this 
paper will provide more insight into the general problem. 
In an earlier paper Ben-Or et al., (1988), we showed that the Real Roots 
Problem is in NC. While no exponent was claimed, any implementation 
using currently known methods must have depth SZ(log3(m + n + p)). 
Although several new ideas were used in constructing that algorithm, it is 
still a very complicated algorithm. Despite much effort, the Real Roots 
Problem has defied a simple parallel solution so far. The main advantages 
of the new algorithm are that unlike the algorithm in Ben-or et al. (1988): 
1. it does not involve solving systems of linear equations; 
2. it can be implemented in NC3 using a simple Newton iteration and 
without any contour integral; 
3. it needs fewer bits of precision for intermediate operations; 
4. it does not use any lower bound on the distance between any pair of 
roots of a polynomial (see, for example, Mahler (1964)); and 
5. it has an efficient sequential implementation. 
2 It should be noted that Schiinhage’s algorithm is applicable to the general root-finding 
problem and is not restricted to the case when all the roots are real. However, it is not 
known to be parallelizable, and it is very intricate. 
APPROXIMATING ALL ROOTS OF A POLYNOMIAL 419 
The rest of this paper is organized as follows. In Section 2, we sketch 
the outline of an algorithm for the Real Roots Problem. All other ,algo- 
rithms in this paper are derived from this algorithm. In Section 3, we point 
out that, because of two different reasons, some intermediate operations 
in the algorithm of Section 2 require superpolynomial precision. Reme- 
dies to these precision problems are described in Section 4, and a modi- 
fied algorithm is presented in Section 5. In Section 6, we present an 
algorithm for solving an important subproblem. Sections 7 and 8 discuss 
parallel and sequential implementations, respectively, of the modified al- 
gorithm. Finally, we conclude with several remarks in Section 9. 
2. OUTLINE OF THE ALGORITHM 
In this section we present an extremely simple, and apparently new, 
root-finding algorithm which is the basis of all the algorithms presented in 
this paper. This algorithm is based on some properties of the polynomials 
appearing in the Extended Euclidean Scheme for the polynomial p(x) and 
its derivative p’(x) (Aho et al., 1974). However, we have not been able to 
prove that, in a naive implementation of this algorithm, all operations can 
be carried out within @(‘)-bits precision. In Section 5, we present an 
alternate implementation that resolves this difficulty. 
Consider the following sequence of polynomials, where h(x) and fi(x) 
are arbitrary polynomials, and the (i + 1)th polynomial is the negative of 
the remainder obtained on dividing the (i - 1)th polynomial by the ith 
polynomia13: 
fob) 
.fl(X) 
h(x) = q1(xlfl(x) - h(x) 
.6+1(X) = qi(X)RX) -h-l(X) (1) 
.L(x) = q,-l(x)&l(x) -f&2(x) = constant. 
The sequence fo(x), f,(x), . . . , f$(x) = constant, obtained by starting 
with two arbitrary polynomials fo(x> and f,(x), is called the remainder 
3 Observe that this is a slight modification of the the Euclidean algorithm applied to p(x) 
and p’(x): the next polynomial in the sequence, f;+,(x), is the negative of the remainder 
obtained upon dividing xf;- ,(x) by f(x). 
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sequence for fO(x) and fi(x), or for convenience, just a remainder se- 
quence. Whenft(x) = &(x), the resulting sequence is called the standard 
remainder sequence for fo(x). 
The following definitions are used extensively throughout the paper. 
DEFINITION 2. For real numbers a and b, a 5 b, let (a, b) (respec- 
tively, [a, b]) denote the open (respectively, closed) interval on the real 
line from a to b. Given two sets of real numbers A = {a,,, aI, . . . , a,} 
andB={b,,b*, . . . , b,}, B is said to interleave A if a0 5 bl 5 al d b2 I 
. . . I b, I a,, . Similarly, B is said to strictly interleave A if a0 < 6, < al 
<b2<. . * < b, < a,,. 
DEFINITION 3. (Jacobson, 1974, pp. 295). A sequence go(x), g,(x), 
. . . ) g$(x) of polynomials with real coefficients is a Sturm sequence for 
go(x) for the closed interval [a, b], provided that the following conditions 
are satisfied: 
1. g,(x) has no root in [a, 61; 
2. soWgo@> f 0; 
3. ifc E [a, b] is a root of gj(x), 0 <j < S, then gj-r(c)gj+i(c) < 0; and 
4. if go(c) = 0 for c E [a, b], then there exist open intervals (cl, c) and 
(c, CZ) such that go(u)gl(u) < 0 for u E (cl, c), and go(u)gi(u) > 0 for u E 
cc, c2). 
Note that any Sturm sequence for go(x) over the interval [a, bl is also a 
Sturm sequence over any subinterval [c, d], where a 5 c 5 d i 6, 
provided that go(c f 0. 
It is well known, and easy to verify, that the standard remainder se- 
quence.h(x),fi(x) (=fXx)), . . . , h(x) satisfies the conditions of Defini- 
tion 3 (see, for example, (Jacobson, 1974, pp. 297)).4 This sequence is 
called the standard Sturm sequence (over the interval (-=, ia)) forfo(x). 
Theorem 1, below, gives a fundamental property of Sturm sequences. 
The following definition is needed in order to state this property: 
DEFINITION 4. Let (Y be a real number. Then sign CY is -1, 0, or 1 
depending upon whether LY is negative, zero, or positive, respectively. Let 
al,a2, . . . , a, be a sequence of real numbers. This sequence is said to 
have a sign variation at position i if aiai+l < 0. The total number of sign 
variations in a sequence is determined by dropping all the zeros from the 
4 This is false if.&) has multiple roots. But if&(x) = a nf=, (X - x,)‘+, n, P I, g(x) = #=, (X 
- x,P’-‘, f&d = g(xMx), thenfo(x)ig(x),f~(x)lg(x), .fXx)lg(x), , .L,(x)lg(x) is a Sturm 
sequence. Hence, Theorem 1 holds for the sequencef&),f,(x), ,f&(x). Even in the case 
of multiple roots, the polynomial B,(X) of Section 4 has simple real roots which can be 
determined by the algorithms of this paper; then the roots of f(x) can be determined by 
solving at most n Interval Problems of Section 5. This increases the complexity of all 
algorithms by only a constant multiplicative factor. 
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sequence and then counting the number of positions that have a sign 
variation. 
THEOREM 1 (Jacobson, 1974) Let p(x) be a polynomial with real coef- 
Jicients, and let p(x) = fO(x),fi(x), . . . ,f$(x) be a Sturm sequence for 
p(x) in the interval [a, b]. Then the number ofdistinct roots offo(x) in (a, 
6) is V, - Vt,, where V, is the total number of sign variations in the 
sequence .hW, fib), . . . , fs(4. 
Theorem 2 below is also implicit in (Jacobson, 1974). 
THEOREM 2. Zffo(x) andfi(x) have only simple real roots, the roots of 
h(x) strictly interleave the roots of&(x), and the leading coefficients of 
fo(x) andfi(x) have the same sign, then fo(x), f,(x), . . . , fs(x) (=con- 
stunt) is a Sturm sequence forfo(x) over the interval (-cc), SW), where, as 
in (l),A+r(x) is the negative of the remainder obtained on dividingJ-,(x) 
by J;:(x). 
Proof. All the conditions of Definition 3 can be verified easily. n 
The following lemma is an immediate consequence of Theorem 1. 
LEMMA 3. Zfp(x) has n distinct real roots and p(x) = h(x), f,(x), 
. . . , fs(x) is a Sturm sequence for p(x) over the interval (-so, +w), 
where deg f,(x) = n - 1, then 
1. s = 12. 
2. The leading coefficients offi and fo(x) have the same sign. 
3. The degree ofi is n - i. 
4. qAx) is a polynomial of degree one. 
5. The leading coefficient of qi(x) is positive. 
Proof. Since degfr(x) = n - 1, s 5 n. By definition, 0 5 V-, , V+, I s, 
and by Theorem 1, the number of distinct roots of p(x) equals VL - V+, 
= n. Therefore, V-, = n and V+, = 0. Consequently, s = n, and the 
leading coefficients ofJ;:(x), for i = 0, 1, . . . , n, all have the same sign. 
Thatfi(x> has degree at most n - i follows from its definition, and s = n 
implies that the degree of$(x) is at least n - i. This in turn implies that 
q,(x) is linear. 
The equality5+r = qif; - A-1 implies that leading coefficients of qif;. and 
A-1 have the same sign, and therefore the leading coefficient of qi is 
positive. H 
Using (l), define the polynomials ai and hi(x) such that 
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Let t; be the 2 x 2 matrix on the left-hand side of the above equation. It is 
clear that to is the 2 x 2 identity matrix, and 
l-3 
Observe that the ai and b,(x) have degrees (i - 2) and (i - l), 
respectively. The following lemma gives an important property of the 
polynomials bk(x) and&(x). 
LEMMA 4. Suppose that fo(x) andfi(x) are polynomials of degrees n 
and n - 1, respectively, all of whose roots are real and distinct, In 
addition, suppose that the roots of f,(x) strictly interleave the roots of 
fo(x), andA( ai( and b,(x) are us defined in (1) and (2). Then: 
1. The roots of bk(x), together with the roots of fk(x), interleave the 
roots of fO(x). 
2. The polynomial bk(x) has distinct real roots, and the same is true of 
the polynomial fk(x). 
3. Suppose that xl < x2 < * . * < x, are the roots offo(x). If bk(xJ = 0 
then fk(xJ = 0, and vice versa; in addition, neither bk(xjkl) = 0 nor f&xi& 
= 0. 
Proof. Recall that ak(x)fo(x) + &(x)fi(x) = fk(x). Let xl < x2 < . . . < 
x, be the roots of f&x). Since fo(xj) = 0, we have bk(Xj)fr(xj) = fk(xj). 
Therefore, the closed interval [xi, Xj+,] contains at least one root off,(x) 
or bk(x). Since fi(xj> # 0, xj is a root of either both or neither bk(x) and/nor 
h(x). The degree constraints imply all the assertions in the lemma. n 
On the basis of these facts, in Fig. 1, we describe a simple algorithm 
SROOT for determining p-approximations to all the roots of p(x). 
3. ALGORITHM SROOT MAY REQUIRE LARGE PRECISION 
In this section, we point out two shortcomings of algorithm SROOT. 
First, it has been well documented that the coefficients offi(x in (1) 
grow very rapidly (Collins, 1967). Several authors have proposed reme- 
dies for this problem. In fact, constant multiples of J(x)‘s can be com- 
puted that have O(n[m + log n])-bit5 integer coefficients. We follow the 
discussion in (Collins, 1967) and use these multiples offi(x) 
5 In this paper, all logarithms are to base 2. 
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Input: A polynomial p(x). All roots of p(x) are real and distinct. 
Output: p-approximations I,, iz, . , to all the roots of p(x). 
Algorithm SROOT: 
1. If deg(p) = 1 (i.e., p(x) = cx + d) then return 2-&2*dlcl. Else, let n = deg(p(x)) and 
proceed to the next step. 
2. Let K = [n/2]. F rom the standard remainder sequence for p(x), find uI(x), hi(x), and 
h(x) such that asp + bk(x)p’(x) = h(x). (Note that deg(f,) = n - k, deg(bJ = k - 1.) 
3. Recursively, find p-approximations to the roots offi and the roots of bl(x). Denote 
these approximations by y, c y? 5 . 5 y,,-,. 
4. ye, y?, . , Y.-I partition the real line into n intervals. Use the interleaving proper- 
ties of the y,‘s and the roots of p(x) (Lemma 4) to determine and return p-approximations x,, 
iz. ) f, to the roots of p(x). 
FIG. 1. Sketch of a simple algorithm for approximating all roots of p(x). The straightfor- 
ward implementation of this algorithm may require mn Ooogn’-bits precision for some interme- 
diate operations. The implementation of Step 4 is discussed in Section 6. 
Second, as the depth of recursion increases, the size of the coefficient 
in the standard remainder sequence grows rapidly. In fact even after a 
remedy for the first problem mentioned above is adopted, at depth 1 the 
size of the coefficients may become as large as mn”@-bits. Since the 
maximum depth of recursion is @ log n), the coefficients can grow to 
mn”(lognJ-bits. Therefore, we also need some method for restricting the 
size of the coefficients of all intermediate polynomials encountered during 
recursive calls to SROOT. 
In the next section, we examine some interesting properties of the 
polynomialsjXx) and hi(x) in detail, and give a simple algorithm based on 
these properties that avoids the precision problems mentioned above. 
4. RESOLVINGTHE PRECISION PROBLEMS 
In this section, we assume that p(x) is a polynomial of degree n, m-bit 
integer coefficients, and II distinct real roots. In addition, we assume that 
h(x) = P(XMl(X) = P’(X), * . . ,fn(x) is the standard Sturm sequence for 
p(x), and that the polynomials ai( hi(x), and qi(x) are defined according 
to (1) and (2). 
The second precision problem mentioned in Section 3 is a consequence 
of the fact that the algorithm SROOT recursively computes standard 
remainder sequences for bk(x) andfj(x). We circumvent this problem by 
replacing the standard remainder sequence by another remainder se- 
quence. In fact, the aim of this section is to show that while computing a 
particular Sturm sequence (to be defined later) for the original polynomial 
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p(x), we have already “computed” a Sturm sequence for each off&x) and 
bk(x) and for many other useful polynomials! 
It is convenient to keep in mind that a polynomial represented by an 
uppercase letter in this section is (later proved to be) a constant multiple 
of the polynomial denoted by the same letter, in lowercase. Coefficients 
of all polynomials denoted by uppercase letters are proved to be integers. 
Define a sequence F&X), F,(x), . . . , F,(x) of polynomials as follows. 
Let Fe(x) = p(x) and F,(x) = p’(x). Let ci be the leading coefficient of 
Fi(X). For i = 1, 2, . . . , n - 1, define Fi+r(x) = Qi(x)Fi(x) - c?Fi-i(X), 
where Fi+i(x) is the negative of the remainder obtained on dividing 
CfFi-l(x) by Fi(x). 
Using Lemma 3 and induction on i, one can easily prove that (i) Fi(x) is 
a (positive) multiple ofJ;(x); (ii) ci > 0; (iii) Qi(x) is a (positive) multiple of 
qi(x); and (iv) the leading coefficent of Q;(x) is positive. It is also not 
difficult to verify that Fe(x), F,(x), . . . , F,(x) is a Sturm sequence for 
P(X). 
4.1. Bounds on the Size of the CoeJjcients 
We now describe a result of Collins (1967) that bounds the size of the 
coefficients of Fi(X)* 
Let M be the (2n - 1) x (2n - 1) matrix whose determinant defines the 
resultant of Fe(x) and Fl(x). If Fe(x) = Z&, pix’ and F,(x) = X:1; oiXi, 
then 
Pn+i-j ifl%i<n 
Mti = 
Ui-j ifn5iI2n-- 1. 
Here we have assumed that all the p’s and o’s, with the subscripts outside 
the defined range, are zero. 
Let Moe1 be the (2n - 2j - 1) x (2n - 2j - 1) submatrix of M obtained by 
deleting the last j of the n - 1 rows of the F,,(x) coefficients, the last j of 
the n rows of the Fl(x) coefficients, and the last 2j + 1 columns, excepting 
column 2n - 1 - i - j, for 0 I i “j < n - 1. Finally, define R,(x) = IX& 
det MC&. 
THEOREM 5 (Collins, 1967). For 2 5 1% n, F,(x) = + R,-/(x), andfor 
1 5 1 < n, Q,(x) has integer coeficients. 
COROLLARY 6. All coejjicients of FL(X) and Qi(x) are integers of at 
most O(n[m + log n] bits. 
This provides a satisfactory solution to the first precision problem men- 
tioned in Section 3. 
Next, we compute polynomials A!(X) and B,(X) with integer coefficients 
that are (positive) multiples of ai and b,(x). respectively. 
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LetMjbethe2(n-j-1)x2@-j- I) matrix obtained from M(o) by 
deleting the kth row and the last column. (The resulting matrix is indepen- 
dent of i.) For 0 ~j < n - 1, define A&x) = (Y E$?r’ det M+xn-j-l-k and 
B,-,(X) = a x$$i;’ &t MkX2n-2j-1-k where (Y E { 1, - 1) is chosen so that 
the leading coefficient B,(i) is posit&e. In addition, let AO(x) = B,(x) = 1 
and A,(x) = Be(x) = 0. (Observe that, in Theorem 5, Fn-j(X) = c+(x).) It 
immediately follows from the definitions that all coefficients of Ai and 
Bi(x) are integers of at most O(n[m + log n]) bits each. 
The following lemma is implicit in the work of Collins (1967): 
LEMMA 7 (Collins, 1967). For 1 = 0, 1, 2, . . . , IZ, A,(x)Fo(x) + 
&(x)Fdx) = F/(x). 
Proof. Choose an arbitrary value of 1 and fix it for the rest of the 
proof. Letj = n - 1 and set v = cY[det M j’, det My, . * . , det MT’-‘1 to be a 
21 - l-component vector, where aE { 1, - I} is chosen so that (Y det M j’ L 
0. Note that the first 1 - 1 components of v are the coefficients of Al(x) and 
the remaining 1 components are the coefficients of B,(x). 
In order to complete the proof, note that the components of the vector 
w = vM(hl, for some fixed i, 0 5 i 5 (n - I), are some of the coefficients of 
F/(x). (In fact, for 1 5 k 5 2(1 - l), the kth component of w is the 
coefficient of x”+/-I-~ in F,(x)). The last component of w is the coefficient 
of xi in F,(x). 
Observe that any component of w, except the last one, is zero because 
it equals the determinant of a matrix with two identical columns. The last 
component of w equals det Moo), which, by Theorem 5 and the choice of (Y, 
is the coefficient of xi in Fl(x). n 
COROLLARY 8. If all roots of Fe(x) are real and distinct, then the roots 
of Bdx), together with the roots of Fk(x), interleave the roots of Fo(x>. 
Furthermore, all roots of Bk(x) are real and distinct, and the same is true 
of F&h 
Proof. Similar to the proof of Lemma 4. n 
4.2. Another Class of Remainder Sequences 
Clearly, the sequence FO(x), Fl(x), . . . , F,,(x) does not satisfy (l), 
and therefore, it is not a remainder sequence in the sense of Section 2. 
However, it does possess several nice properties of remainder sequences 
(see also Subsection 4.3). In this subsection, we study this sequence and 
several associated sequences. 
Let 
Si=(-:: Qi:x,) and Ti=SiSi-r*..Sr. 
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Then 
DEFINITION 5. Fo(x),F,(x), . . . , F,,(x) is a normalized remainder 
sequence and S1 , S2, . . . , S,-, , F,-&x), F,(x) is the corresponding 
quotient sequence. In addition, F,-,(x) is the polynomial corresponding to 
the quotient sequence Sr , SZ, . . . , S,-, , F,-,(x), F,,(x). 
It is easy to check that Sk+l, Sk+2, . . . , S,, F,-,(x), F,(x) is the 
quotient sequence corresponding to the normalized remainder sequence 
Fdx), Fk+dx), . . , F,,(x).‘j Furthermore, it follows from Lemma 7 that 
Ai 
Ti = 
Ai+ I(X) 
This in turn implies that 
Therefore, A!!&!, A, AS;.‘z A, . . , AS;’ A, I,0 is the quotient sequence 
corresponding to the normalized remainder sequence Bk(x), Bk. ,(x). 
. . . , B,(x) = 1, B&C) = 0. 
We have proved the following lemma: 
LEMMA 9. Z’S,, Sz, . . . , S,-1, F,-,(x), F,,(x) is the quotient se- 
quence corresponding to the normalized remainder sequence FO(x), 
FIbI, . . . 3 F,(x) and ifBi(x)‘s are as defined above, then: 
1. Sk+l,Sk+Z, . . . , S,, F,-,(x), F,(x) is the quotient sequence corre- 
sponding to the normalized remainder sequence Fk(x), Fk+,(x), . . . , 
F,(x); and 
2. ASL?, A, AS[jZ A, . . . , ASI-’ A, I, 0 is the quotient sequence 
corresponding to the normalized remainder sequence BA(x), BLm ,(x), 
. . . , B,(x) = I, B(,(x) = 0. 
Similarly, if at(x) and pi(x), for i = 0, I, . . . , k, are such that 
dx)Bk(x) + pi(x)Bk-I(x) = Bi(x) then, by (31, 
4X) 
ai- I(X) 
= (AS;‘A)(A,C&;;A) . . * (AS;i!,A) 
’ Observe that, by definition, ,fi(x). ,fi+,(.x). , ,f;,(x) is a remainder sequence. Since 
h,+,(x) = &)h,(x) - h,- ,w, h(x), bl&,(.U). . 1 h,(x) = I is also a remainder sequence. 
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= AS;‘si;;‘, . . . S&A 
= A(Sk-ISk-2 * . * S/)-IA 
= A(Tk-lT,d,-‘A 
= ATi-1Ti?lAe (4) 
This also implies that 
Hence, $+I, SI+Z, . . . , Sk-, , 1,O is a quotient sequence for the normal- 
ized remainder sequence p,(x), p,+,(x), . . . , PL-,(x) = 1, PC(x) = 0. In 
addition, a multiple of p,(x) that has O(n[m + log n])-bit integer coeffi- 
cients can be easily computed as described in the next paragraph. 
Observe that det T; is a positive integer. Therefore, in (4), 
= 6 
( 
Ai-I(XWk(X) - A/dX)Bi-I(X) A-I(XP-I(X) - Ai-I(X)Bk-l(X) 
AWW) - AAxPXx) Ak- ,(X)Bi(X> - AAXM- I(X) 
2 
where 6 is a positive constant. This implies that Ai(X)Bk(X) - Ak(x)B;(x) is 
a constant multiple of pi(x), and furthermore, all of its coefficients are 
O(n[m + log n])-bit integers. 
Thus, we have proved the following corollary to Lemma 9: 
COROLLARY 10. lfAS~/,A, AS;!? A, . . . , ASi’d, 1,O is the quotient 
sequence corresponding to the normalized remainder sequence &(x), 
Bk-l(X), . . . , B,(x) = 1, B,(x) = 0, and /3;(x) are as define above, then 
s/+1, s,+27 . . . , Sk-, , 1, 0, for I 2 0, is a quotient sequence correspond- 
ing to the normalized remainder sequence p”(x), p,(x), . . . , pae2(x), 
/3-,(x) = 1, &(x) = 0. If p(x) is a polynomial in the normalized remainder 
sequence corresponding to either AS[l, A, ASii,2 A, . . . , AS;’ A, 1, 0 
orS,,S,+l, . . . , Sk-, , 1 ,O, then there is a constant multiple of p(x), all of 
whose coefficients are O(n[m + log n])-bit integers. Furthermore, this 
multiple can be computed easily. 
4.3. Important Properties of Fi(x) and Bi(x) 
The following simple lemma is useful in identifying a class of Sturm 
sequences. We use this lemma in order to prove that the sequences Fk(x), 
F/c+,(X), . . . , F,(x) and &(x), &-I(x), . . . , B,(x) = 1 are, in fact, 
Sturm sequences. 
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LEMMA 11. Consider the polynomials g(x), h(x), and s(x), where s(x) 
= q(x)h(x) - g(x) is the negative of the remainder obtained on dividing 
g(x) by h(x). Zf the polynomials g(x) and h(x) have only simple real roots 
and the roots of h(x) strictly interleave the roots of g(x), then s(x) has only 
simple real roots that strictly interleave the roots of h(x). 
Proof. Let deg(g(x)) = d; then deg(h(x)) = d - 1, and deg(s(x)) 5 d - 
2. Let xl < x2 < + ’ . < xdml be the roots of h(x). Since the roots of h(x) 
interleave the roots of g(x), g(xJg(x;+J < 0, for i = 1, 2, . . . , d - 2. 
But s(xi) = - g(xi) f 0, and therefore s(xi)s(xi+l) < 0. Hence, S(X) has a 
root in each of the intervals (xi, xi+,) for i = 1, 2, . . . , d - 2, and 
deg(s(x)) = d - 2. n 
Corollaries 12 and 14, below, immediately follow from the fact that the 
sequences of polynomials considered are in fact sequences of orthogonal 
polynomials. (This follows from Lemma 3, which implies that the corre- 
sponding Christoffel-Darboux identities (Szego, 1959) satisfy the desired 
conditions.) In the following, we describe a short and elementary proof of 
these facts. 
COROLLARY 12. For the sequence F;(x) dejined at the beginning of 
this section: (i) the roots of Fk,,(x) strictly interleave the roots of FL(X); 
and 
(ii) the subsequence 
FL(X), Fk+,(x), . . . , F,,(x) = constant (5) 
is a Sturm sequence for Fk(x). 
Proof. Note that the roots of F,(x) = F;(x) strictly interleave the roots 
of F,(x). Since Fj+, = Q;Fi-1 - c:F;, Lemma 11 implies that the roots of 
F;+,(x) strictly interleave the roots of Fi(x) for i = 1, 2, . . . , n - 2. 
Furthermore, by Lemma 3, the leading coefficients h(x) and fk+ i (x) have 
the same sign. Therefore, Theorem 2 implies that Fk(x), Fk+,(x), . . . , 
F,(x) is a Sturm sequence for Fk(x). n 
LEMMA 13. Let U,, UZ, . . , Uk, Q(X) = 1, v~+i(x) = 0 be the quo- 
tient sequence corresponding to the normalized remainder sequence 
vo(x), VI(X), . . . , vk(x). In addition, assume that 
IJi =GA; w;ixJ~ 
where A; > 0 and wi(x) is a linear polynomial with positive leading coeffi- 
cient. Then the roots of Q+,(X) interleave the roots of v;(x), and Q(X), 
v,(x), . . . 7 vk(x) is a Sturm sequence. 
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PKK$. By definition, hiui+,(x) = h;w;(X)Ui(x) - Vi-,(X). Note that deg 
(Vi(x)) = k - i, and that the leading coefficient of Vi(X) is positive because it 
is nj”,,,, Xi times the product of the leading coefficients of wj(x) forj = k, k 
-I,. . . ) i + 1. We prove, by (downward) induction on i, that the roots 
of u;+,(x) strictly interleave the roots of Vi(X) for i = k - 2, k - 3, . . . , 0: 
As the basis, note that for i = k - 2, sign ukm2(+m) = sign I.+~(-~) = 1, 
but Uk-2 = hk-,Wk-,,,&I - xk-,uk (u,(x) = 1) implies that sign u&(Y) = -1, 
where (Y is the only zero of ut-, (x). Therefore, IJ-~(x) has one root in each 
of the intervals (-co, CX) and (a, +a). For the induction step, assume that 
the roots of Vi+,(x) interleave the roots of Vi(X). Since the leading coeffi- 
cient of II-,(X) is positive, sign ui-,(-m) = (-1)’ and sign vi-,(m) = I. 
Then, an argument similar to that used in the proof of Lemma 1 I implies 
that the roots of vi(X) strictly interleave the roots of Vi- ,(x). Therefore, 
Theorem 2 implies that Q(X), u,(x), . . . , uk(x) is a Sturm sequence for 
uow. n 
COROLLARY 14. The roots of Bi(x) strictly interleave the roots of 
Bi+,(x), and&(x), B~-I(x), . . . , B,(x) is a Sturm sequence for Bk(x). 
We make the following definition for convenience: 
DEFINITION 6. If S,, SZ, . . . , S,-,, E,,-,(X), F,(x) is a quotient se- 
quence, then by the phrase “roots of S,, SZ, . . . , SnP,, F,-,(X), F,,(x)” 
we mean the roots of the polynomial corresponding to S,, SZ, . . . , S,-,, 
F,-,(x), Fn(x). 
In view of this definition, Lemma 4 can be restated as follows: 
COROLLARY 15. Let U,, Uz, . . . , Un-,, unm,(x), u,(x) be a quotient 
sequence, all of whose roots are real and distinct. Then the roots of 
AU&A, AU&A, . . . , AUT’A, 1, 0, together with the roots of uk+,. 
U k+2, . . . , Un-,, unp,(x), u,(x), interleave the roots of U,, Ul, . . . , 
Un-,, u,-,(x), u,(x). Furthermore, the roots of AU;!,A, bU$(rl~A, . . . , 
AU;‘A, 1, 0, are all real and distinct, and the same is true of the roots of 
U ktlr Uk+2, . . . , U-l, u,-,(x), u,(x). 
Proof. This is just a restatement of Lemma 4. n 
5. A MODIFIED ALGORITHM 
Corollary 15 immediately suggests a modification to algorithm SROOT. 
The modified version, algorithm MROOT, is presented in Fig. 2. 
Several comments on this modified algorithm are in order. In Step 3, 
one can not guarantee that {y,, y2, . . . , y,-,} interleave the roots of p(x) 
because the Yi’S are not the roots of Sk+,, Sk+*, . . . , Sn-,, F,_,(x), F,(x) 
and AS;!,A, ASij2A, . . . , AS;‘A, 1,O but rather are p-approximations 
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Input.’ A quotient sequence S,. Sz, . , S,,-, , F,, ,(x), FJx) for a polynomial p(x), All roots 
of p(x) are real and distinct. 
Output: p-approximations .f,. Pz, , to all the roots of p(x). 
Algorithm MROOT: 
1. If n = I (i.e., p(x) = F”(x) = cx + d) then return 2- ~[-2Wcl. Otherwise, let K = [n/2\. 
and proceed to the next step. 
2. Recursively, find p-approximations to the roots of ASI!,A, AS;‘zA, , AS, ‘A, I, 
OandtherootsofSn+,rS1+2,. .S, ,, F,,- r(x). F&). Denote these approximations by y, 5 
y2 % . ‘SY” /. 
3. y,, yz, , y.-, partition the real line into n intervals. Use the interleaving proper- 
ties of the y,‘s and the roots ofp(x) (Corollary 8) to determine and return k-approximations 
.f,, .f’z, , f-, to the roots of p(x). 
FIG. 2. Modified version of the algorithm in Fig. I. The implementation of Step 3 is 
discussed in Section 6. 
to the roots. An algorithm for implementing Step 3 is described in Section 
6. 
Also note that during recursive calls to MROOT, we need to construct 
the polynomials corresponding to various quotient sequences. However, 
it is enough to compute these polynomials to within a constant multiple, 
and Corollary 10 provides a method of computing such multiples, all of 
whose coefficients are O(n[m + log n])-bit integers. 
Finally, observe that algorithm MROOT also has a simple iterative 
implementation. This is discussed in Section 8. 
6. AN ALGORITHM FORDETERMINING,U-APPROXIMATIONS TO THE 
ROOTS OF F&c) FROM ~-APPROXIMATIONS 
TO THE ROOTS OF &(x) AND Fk(x) 
In this section, we discuss an algorithm for implementing Step 3 of 
MROOT. 
It is well known that all the roots of p(x) (=F&)) are bounded in 
absolute value by 2’” (see, for example, (Householder, 1970)). As a conse- 
quence of Lemma 4, all the roots of B&V) and Fk(x) are also bounded in 
absolute value by 2”. Thus, we can restrict our search for the roots of p(x) 
in the interval [-2”‘, 2’n]. 
Suppose that we are given the multiset {y,, y2, . . . , Y,,~~ = O} of P- 
approximations to the roots of &(x) and FL(x). We construct an alternate 
representation of this multiset of p-approximations and use it for the rest 
of this section. 
Let zI < zz < . . . < z, be the ordered list obtained by deleting the 
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duplicates from the list ye, ~2, * . . , ynel. For convenience, let z0 = -2” 
and let z$+~ = 2”. Define ei for 1 5 i i s + 1 as 
1 if either &(zJ = 0 or Fk(ti) = 0, but not both; 
ei = 2 if Bk(Zi) = 0 andh(z;) = 0; 
0 otherwise. 
Define li to be the total number of roots of Bk(x) and F&) in the interval 
(Zi - 2-g, zi). (If (Y E (Zi - 2-@, Zi), By = 0, and FL(a) = 0, then Q! 
contributes “two” to C.) Note that li can easily be determined because the 
total number of occurrences of zi in the list yl, ~2, . . . , ynel is exactly 
li + ei. 
Next, define ri to be the number of roots of p(x) in the interval (-00, zi]. 
Then Ti = yi + Ii + Ej:i=! (lj + ei), where 
1 if p(zJ = 0 and ei = 0, 
2 if p(ZJ = 0 and ei # 0, 
yi = 0 if sign p(zi) = (- l)~+/,+E~::If(l,+r,), 
1 if sign p(zi) = -(- l)~+b+&f(l,+r,), (6) 
where 6 is one if the leading coefficient of p(z) is negative and zero if it is 
positive. The correctness of these expressions can be checked by a 
straightforward case by case analysis. 
We can now produce a list Ii, iz, . . . , & such that Pi is the p- 
approximation to the ith root of&) from the left (on the real line). For i = 
1,2,. . . , n, do the following (in parallel): If the interval (~~-1, Zi - 2-r”] 
contains a root’ of p(x), then let &-, + i be the p-approximation to this root 
(see the next paragraph) and let ij = Zi for ri- 1 + 1 < j C= Ti. On the other 
hand, if the interval (zi-1, zi - 2-r”] does not contain any root of p(x), then 
let ij = & for Vi-1 <j ‘: ri. 
In the last paragraph, we needed to solve instances of the following 
problem: 
Interval Problem. Let u(x) be a polynomial of degree in and let (a, b] 
be an interval on the real line such that: 
1. u(x) has exactly one root A in the interval (a, b]. 
’ Note that the interval (z,-,, z’ - 2.~1 contains a zero of p(x) if and only if 2, - 2-11 > z, -, 
and sign p(z, - 2-w) # (- I)‘#- 1+6, where 6 is one if the leading coefficient of p(x) is negative 
and zero if it is positive. 
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2. a and b are rational numbers with denominators of the form 2’ for 0 
iiap. 
3. All roots of U(X) are real and are bounded by 2’” in absolute value. 
4. All coefficients of U(X) are O(n[m + log n&bit integers. 
The problem is to determine the p-approximation h to the roots A. 
Parallel and sequential methods for solving this problem are discussed 
in Section 7 and Subsection 8.2, respectively. 
7. PARALLEL IMPLEMENTATION OF MROOT 
Let us begin by computing all the polynomials that are required during 
the execution of MROOT. Polynomials Fi(x). A;(x), and &(x) (and hence, 
the matrices T;) can be computed using the determinant computation 
discussed in Subsection 4.1. By using Fi-,(x), Fi(x), and the relation 
F;+ I(X) = Q;(x)Fi(x) - cTF;-, (x) (where ci is the leading coefficient of 
FJx)), Q;(X) can be computed by simple division. This also gives all the 
entries of the matrix S;. For I 5 i < k < n, i # k, the entries of (det 
Tk)T;T;‘, which are used in Corollary 10, can be determined. Note that all 
these computations can be carried out in NC? (Berkowitz, 1984). 
In the rest of this section, we show that the Interval Problem can be 
solved in P-uniform NC’. This immediately implies that the algorithm 
MROOT can be implemented in P-uniform NC’. 
A sequential algorithm, based on a Newton8 iteration, is described in 
Section 8. While that algorithm can be easily implemented in NC, we have 
not been able to implement it in P-uniform NC’. 
In order to solve the Interval Problem in P-uniform NC’, we borrow 
some ideas from our earlier work (Ben-Or et ul., 1988). 
Recall the notation from the definition of the Interval Problem in Sec- 
tion 5. Toward solving this problem, let us first eliminate the case when 
eitherA-a<2~~+‘orb-h~2~” . +I First consider the condition A - (Y 
5 2-p+‘. (If b - u 5 2-p+‘, then this condition is always true.) Let U; = u(a 
+ i2-@) for i = 0, 1, 2. If ,u~~u~ 5 0 holds for either i = 1 or i = 2, then the 
condition A - u c: 2-@“+’ holds. Let k E (1, 2) be such that u!,-iup 5 0, and 
choose’ X = a + k2-@. In a similar manner, we can take care of the case 
where b - A 5 2-p”+‘. 
8 It is worth pointing out that a simple NC* scheme for solving the Interval Problem using 
Newton iteration leads to a logspace uniform NC3 circuit for the Real Roots Problem. 
‘) If the condition is satisfies for both k = 1 and k = 2, then we must choose k = 1. 
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In the case where neither A - a 5 2-F+’ nor b - A 5 2-w”, define a = a 
+ 2-p and 6 = b - 2-@. Now we look for the roots of U(X) in the interval 
(6, 6). For n o a Ional convenience, we denote this interval by (a, b), but t t’ 
with the additional property that no root @-u(x) is within 2-r” of either a or 
6. 
Let L denote fl, and consider the rectangular contour r in the com- 
plex plane with vertices at A = a - ~2’+‘, B = a + ~2’“~’ C = b + ~2’“+‘, 
and D = b - ~2~~‘. By the Cauchy Integral Theorem (&is, 1948), we 
have 
AL- I x&(x) 27TL I’ - dx. u(x) (7) 
Our strategy for finding the approximation k is to determine a p-approxi- 
mation to this integral. 
In the following, we present a P-uniform NC’ circuit for evaluating the 
integral 
I 
B xu’(x)dx 
(4 +ro p(x) (8) 
to within 2-w-3 of its exact value. Other parts of the integral in (7) may be 
evaluated in a similar fashion. 
LEMMA 16. Let g(x) and h(x) be degree in polynomials with O(n[m + 
log n])-bit integer coefjkients, and let CY be a complex number such that 
h(a) f 0. Let 
g(x) - = co + c,(x - a) + C?(X - a)2 + * . . + cr(x - a)’ + R,(x) 
h(x) 
be the Taylor series of g(x)lh(x) about (Y, where R,(x) is the remainder 
after the jirst t terms. Then &approximations 60, 21, . . . , 6, to co, cl, 
. . . ) cl, respectively, can be computed in P-uniform NC’, i.e., they can 
be computed by a P-uniform circuit of depth O(log(n + m + t + 6)). 
Proof. Let z = x - CY, G(z) = g(z + a), and a(z) = h(z + (Y). Let c be 
the constant term of A(z). Clearly, c = h(a) # 0. Define H(z) = 1 - (l! 
c)&(z). Then 
g(x) G(z) -= 
h(x) c(1 - H(z)) 
= F -f Hqz). 
i=O 
(9) 
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Note that, for 0 5 k 5 t, Q. is also the coefficient of xk in 
y i H’(z). 
i-o 
(10) 
Reif (1983) gives an arithmetic NC’ circuit (with O(l) alternations be- 
tween additions and multiplications) for computing the coefficients of 
W(z). By using this circuit in a straightforward manner, we can easily 
construct an arithmetic NC’ circuit (again, with 0( 1) alternations between 
additions and multiplications) for computing the coefficients in (10). Next, 
by using the results from (Beame ec al., 1983), we can derive a P-uniform 
NC’ Boolean circuit for computing Fi, for 0 5 i I t. n 
Now define two sequences {yj}j”,-, and {aj}j”,-, , where k = bog&2”+‘) 
- 1og3,2(2-p-1j/, as follows: yml = 0, y. = 2--cL-‘, y1 = ($)2-p-’ 
($)j2-r”-1 
ks2m ;‘;.’ 
) Yk-] = (p’p-1, y/( z p+1 ,anda.=u+r;.‘$te%t J J’ 
Note that 
Our immediate aim is to evaluate each integral in this sum to within 2-fle3/ 
(k + 2) of its exact value. It is clear that by adding these values, we will 
obtain the required approximation to the integral in (8). 
Let CO + C,(X - aj) + C~(X - aj)* + * . . + C,(X - a,j)’ + R,(X) be the 
Taylor series of xu’(x)lu(x) about the point aj. Later, the parameter t is 
specified to be a polynomial in p, m, and n. Consider the relation 
I 
a,+ I xu’(x)dx u(x) = 2 (5 (a;:; - a,j+q + .Ts;“’ R,(x)dx. (II) al 
By Lemma 16, (m + l)(t + 1) + p + 3 + log(k + I)-approximations to cj’s 
can be computed by P-uniform NC’ circuit. Therefore (using (Beame et 
al., 1983)) each term on the right-hand side of (1 I), except the last inte- 
gral, can be approximated to polynomial precision by a P-uniform NC’ 
circuit. Next, we argue that the value of the last integral in (I 1) can be 
made negligible by choosing t large enough (but still bounded by a polyno- 
mial in p, m, and n). 
Recall that (R,(x)( 2 (rlyj)f+’ Myj/(yj - r), for all x such that r = 
Ix - a,( < y,, where A4 is th e maximum value of xu’(x)lrr(x) in the closed 
disc of radius vj centered at a/ (Curtis, 1948). But 
APPROXIMATING ALL ROOTS OF APOLYNOMIAL 435 
xu’(x) 
M  = max max - 
i I I .r: Ix-+?, u(x) 
x p+ I 
5 n max max max I I I 
- 9n----- 
j .r:IV-a,14~, X - Xi 2-p-1 ’ 
whereh,,XZ,. . . , are the roots of u(x). Furthermore, for any x E [ajui, 
aj+l], Y = IX - ajl 5 yj/2. Therefore 
I 
a’+’ R,(x)(-jx 5 @p+11+ 1-f. (12) a, 
As a consequence, t can be chosen to be 2(m + p) + 4 + 2bog r&l in order 
to obtain the desired approximation to the integral in (8). 
We have just proved the following result. 
THEOREM 17. The Real Roots Problem is in the class P-uniform NC?. 
8. SEQUENTIALIMPLEMENTATION OF MROOT 
In this section, we describe an iterative implementation of the algorithm 
MROOT. Its complexity is within a polylog factor of the complexity of 
Schiinhage’s algorithm (1982). 
Perhaps it is best to start with an example for the case n = 16. On 
unraveling the execution of MROOT in this case, we encounter the tree 
structure shown in Fig. 3. We refer to this tree as the quotient tree. 
In Subsection 8.1, we present an efficient algorithm for constructing the 
S;‘s and the corresponding quotient tree structure (similar to that in Fig. 3) 
for the general problem. (This algorithm is a simple adaptation of algo- 
rithms HGCD (Aho et al., 1974, pp. 304), and GCD (Aho et al., 1974, pp. 
308).) In Subsection 8.2, we present an efficient sequential algorithm for 
solving the Interval Problem. Using these algorithms, a sketch of the 
sequential implementation of MROOT is given in Fig. 4. Its complexity is 
discussed in Subsection 8.3. 
8.1. Efjcient Computation of the Quotient Tree 
We denote the nodes of the tree by numbers 1, 2, . . . . The tree is 
defined by three arrays, left, right, and parent: left(i) and right(i) are the 
left child and the right child of i, respectively, and parent(i) is the parent 
of i. It would be useful to define several other quantities. The array parity 
is defined as follows: Count the number of times one has to take an edge 
to a left child in traversing the path from the root of quotient tree to the 
vertex i. If this number is odd, set parity(i) to one; otherwise set parity(i) 
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AS;’ A. AS,’ A. AS;’ A, AS;’ A AS;’ A AS;' A, AS;’ A S~.S,".S,l.Sil,S,~.S,,.S,~ 
i Sr.Sn.S, 
A 
AS;’ A Si 
AS,;’ A. AS;’ A AS;’ A AS;,‘A,AS;o’A,AS;‘A 
A A 
53 AS;'A SII AS;’ A AS,’ A SI5 
FIG. 3. The quotient tree for n = 16. The last two polynomials are not shown for any 
quotient sequence. These polynomials are 1 and 0, respectively, for all nodes except the 
rightmost node at each level. For the rightmost node at each level, these polynomials are 
F,.,(x) and F,(X), respectively. 
1. Use procedure Quotient-Tree with arguments p(x) and p’(x) in order to generate a 
quotient tree (similar to that in Fig. 3). 
2. Determine the CL-approximation to the (only) root of the polynomial associated with 
each leaf of the quotient tree. 
3. For i = 1 to log n (in that order) determine p-approximations to the roots of each 
polynomial corresponding to the quotient sequence associated with each node at level i as 
follows. (Leaves are at level 0.) Let M’(X) be the polynomial (of degree 2’) corresponding to 
the quotient sequence associated with a node. By Section 4, we can easily compute a 
constant multiple of w(x), say G(x), that has O(n[m + log n])-bit integer coefficients. (In fact, 
KJ(,(x) is readily available in one of the r-matrices printed during the execution of procedure 
Quotient-Tree.) We can split the process of determining y-approximations to the roots of 
G(X) into following two steps: 
(a) Apply the algorithm of Section 6 to the polynomial M$x). This yields p-approxima- 
tions to several roots of G(X) and k Interval Problems, where k 5 2’. 
(b) Solve these k interval problems using the double exponential sieve of Subsection 
8.2. (In order to improve the bit complexity, it is better solve these k problems in an 
interleaved manner, i.e., to solve these k problems in phases. and in each phase, to perform 
one polynomial evaluation for each of these k problems.) 
FIG. 4. Sketch of a sequential implementation of MROOT. 
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to zero. F(i) and L(i) are such that either SF(;), SF(;)+~, . . . , SL(i) or 
AS&A, AS&A, . . . , ASF[ijA is the quotient sequence associated with 
node i, depending on whether parity(i) equals zero or one, respectively. 
In the rest of this subsection, we discuss an algorithm for computing the 
above-mentioned arrays. For each i, this algorithm also yields the matrix 
TLW’& I . 
Recall the notation from Section 5. In Figs. 5 and 6, we describe algo- 
rithms HQS and QS, simple modifications of algorithms HGCD and GCD, 
respectively, given in (Aho et al., 1974, pp. 303-308). If the input polyno- 
mial p(x) has complex or multiple roots, then this fact can be easily 
detected during the execution of procedure Quotient-Tree. 
The following results can be proved using arguments similar to those in 
(Aho et al., 1974): 
procedure HQS&, a,): 
I. if deg(a,) 5 deg(q,)/2 then return 
(I:, 3 O) 
else 
begin 
k=i+l; 
2. let u,, = boxm + cat where m = ldeg(a,,)lZJ and deg(c,) < m; 
3. let U, = b,x” + c,, where deg(c,) < m; 
4. (R, link) + HQS(bo, b,); 
i=i+ l;j=i; 
left(j) = link; 
if link f 0 then parent(link) = j; 
f+ Qje - Aj,zd, where A, is the leading coefficient of e; 
0 1 
x, = 
r I -A; Q, 
; print X,; 
let e = g,,~!~“! + ho, where deg&) < Lml2J; 
letf= g,~!“‘~! + h,, where deg(h,) < [m/2 1; 
(S, link) + HQS(g,, g,); F(j) = k; L(j) = ;; right(j) = link; 
if link f 0 then parent(link) = j; 0 I T(k = s *I 1 -if Q, * R; print T,~; 
IO. return (T,I, j) 
end 
end. 
FIG. 5. Procedure HQS is a simple modification of procedure HGCD (Aho er al., 1974, 
p. 304). The numbered steps are similar to those in HGCD, while the unnumbered steps are 
added here for bookkeeping. Variables i, left, right, and parent are global; all other variables 
are local. Variable i is set by calling the routine. 
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procedure QS&, a,): 
1. ifdega,= Itbenreturn([~ :],o) 
else begin 
k=i+ I; 
2. (R, link) @ HQS(a,,, (I,); 
4. ifdegb,-Otbenreturn([: :],link) 
else begin 
i = i + I; j = i; left(j) = link; parent(link) =j; 
5. c + Q,hr ~ A$,, where A; is the leading coefficient of h,; 0 I I, = L 1 -if Q, ; print 2,; 
(S, link) + QS(br, c): F(j) = X; L(j) = i; right(j) = link; 
if link # 0 then parent(link) = j; 0.1 ‘. T,A = s *I 1 -G Q, * R; print T,~; 
6. return (7,~. j) 
end 
end 
procedure Quotient-Tree&, u,); 
i = 0; (R, link) + QS@,, a,); 
return link 
end 
FIG. 6. Procedure QS is a simple modification of procedure GCD (Aho et (I/., 1974, p. 
308). The numbered steps are similar to those in GCD, while the unnumbered steps are 
added here for bookkeeping. Variables i, left, right, and parent are global; all other variables 
are local. Procedure Quotient-Tree sets the value of the global variable i and returns the 
number of the node that is the root of the coefficient tree. 
THEOREM 18. Output of Quotient-Tree (p(x), p’(x))) satisfies the ji>/- 
lowing statements: 
1. Sj=xj,forj= 1,2,. . . ,Iz- 1. 
2. rik = TiTLJI, for all the 7ik printed by the algorithm. 
8.2. An Efficient Solution to the Interval Problem 
In this subsection, we sketch a sequential algorithm for solving the 
Interval Problem. 
Recall the notation from the definition of the Interval Problem in Sec- 
tion 5. By the reduction described in Section 7, we may assume that A E 
(a, b), and that there is no root of u(x) within 2-p of a or b. 
APPROXIMATING ALL ROOTS OF A POLYNOMlAL 439 
We need the following fact from (Renegar, 1987): 
LEMMA 19. Let u(x) be a polynomial ofdegree in, u(h) = 0, and let p 
be the smallest of the distances from A to the other roots of U(X). lf (Y 
satisJies IX - (Y( 5 p/5d2, then the Newton iteration, starting at a, con- 
verges quadratically from the start. 
In view of Lemma 19, we restrict our attention to finding a point (Y such 
that IA - (~1 I p/5d2. Our strategy is to determine an interval (6, b) 
containing A such that there is no other root of u(x) within lO(A - ci)d’ of B 
or within 10(X - 6)d2 of 6. Then either the Newton iteration starting from 
B or the one starting from b converges quadratically from the start. 
We use the following “double exponential sieve” to locate the interval 
(6, 6). Let lo = (a, b) and let 10 = b - a denote the length of the interval lo. 
By evaluating U(X) at a + 10/2, we can determine if A 5 a + 442. Assume, 
without loss of generality, that A E (a, a + 10/2). Evaluate U(X) at points a 
+ 10/22i, i = 0, 1,2, . . : , to the maximum i0 such that A E (a, a + 10/22io). 
Define I, = (a, a + 10/2210), and let 1, be the length of I,. If A 12 a + lJ2, then 
we can isolate the desired interval (8, 6) by O(log d) bisections of the 
interval 1,. 
On the other hand, if A < a + 11/2, we repeat the same procedure on II 
to construct another interval 12. Let i, be such that A E (u, a + 1,/22i’) but A 
$ (a, u + lt/22i’). Suppose that IO, II, 12, . . . , Ij is the sequence of 
intervals constructed in this manner with lengths lo, I,, . . . , 4, respec- 
tively. Furthermore, assume that lk+, = lk/22’k. Note that io > il > . * . > 
I+-, 2 0. This also implies that j < io. Assuming lo I 2”, it follows that i. = 
O(log(m + p)). Therefore, the total number of evaluations of U(X) is 
bounded by’O(log2(m + p)). 
8.3. Complexity of the Sequential Implementution 
First, we recall some bounds on the bit complexity of integer multipli- 
cation, polynomial multiplication, and multipoint polynomial evaluation. 
Then, we discuss the bit complexity of constructing the quotient tree, 
followed by the bit complexity of finding roots of various polynomials 
appearing in the quotient tree. 
Let M(s) denote the bit complexity of multiplying a pair of s-bit inte- 
gers. Recall that M(s) = O(s log s log log s) (Aho et al., 1974, Theorem 
7.8). By using Corollary 4 to Theorem 7.4 in (Aho er al., 1974) (and 
working modulo 23(s+‘ogd)) one can multiply a pair of degree d polynomials 
with s-bit integer coefficients in O(dM(ds))-bit operations (assuming that 
M(s) is at least s log s; otherwise, a better bound is possible). 
We are also interested in the complexity of the multipoint polynomial 
evaluation problem: G iven a polynomial w(x) of degree d and s-bit integer 
coefficients and a set of d l-bit integers al, u2, . . . , ad, determine ~(a,), 
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4a2), * . . , w(aJ. If one works modulo 23(‘d+s) and uses the algorithm 
from (Aho, 1974, Theorem 8. IO), this problem can be solved using O(M(ld 
+ s)M(d) log d)-bit operations. 
In the following analysis, we assume that m 2 log n. This assumption 
simplifies several expressions and is therefore convenient. 
Recall that in Step 1 of Fig. 4, procedure Quotient-Tree is called with 
arguments p(x) and p’(x), where p(x) has degree n, m-bit integer coeffi- 
cients, and only distinct real roots. By the arguments in Section 4, all the 
coefficients of any polynomial encountered during the execution of proce- 
dure Quotient-Tree (including the resulting executions of procedures QS 
and HQS) are O(mn)-bit integers. Following the analysis of (Aho et ul., 
1974, Section 8.9) and using the above-mentioned algorithm for polyno- 
mial multiplication, we conclude that the bit complexity of computing the 
desired quotient tree is O(M(mn)M(n)log n). 
Step 2 (of Fig. 4) involves only O(n) divisions and multiplications of (mn 
+ p)-bit integers. Therefore, its bit complexity is bounded by O(nM(mn + 
t-4). 
In Step 3a, we use the algorithm of Section 6. Its bit complexity is 
dominated by the O(2’) evaluations performed in (6). These evaluations 
can be reduced to O(l) instances of the multipoint polynomial evaluation 
with d = 2’, s = mn + np, and 1 = m + p using the following simple 
transformation: Multiply the coefficient of .j in w(x) by 2~(~~yi), and multi- 
ply all the evaluation points by 2~. (This ensures that all the evaluation 
points are integers, as required.) Step 3a is executed once for each node of 
the quotient tree. Therefore, the total number of bit operations used by all 
executions of Step 3a is bounded by O(M(n)M(pn + mn)log2 n). 
In a similar manner, the solution of k interval problems in Step 3b can 
be reduced to O(log’(m + p)) multipoint polynomial evaluation problems. 
Therefore, the total number of bit operations used by all executions of 
Step 3b is bounded by O(M(n)M(pn + mn)log n(log2(m + p) + log n)). 
Therefore, we have proved the following theorem: 
THEOREM 20. A sequential implement&ion of MROOT uses only 
O(n2(m + p) log6 (m + n + p)) bit operations in order to solve the Real 
Roots Problem. 
9. CONCLUSION 
We have proved that the Real Roots Problem is in P-uniform NC2 and 
that it can be solved by by a sequential algorithm that uses only O(n2(m + 
p)log6(m + n + p))-bit operations. Our algorithms are very simple (in 
contrast to Schonhage’s sequential algorithm (1982)) and the bit complex- 
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ity of our sequential algorithm exceeds the complexity of Schonhage’s 
algorithm only by a polylog factor. 
In designing these algorithms, we used novel techniques to circumvent 
a precision problem (Section 4). Our solution to the precision problem 
was based on the fact that a particular polynomial remainder sequence is 
in fact a sequence of orthogonal polynomials. 
We still do not know if the general root-finding problem is in NC. In 
(Ben-Or et al., 1983, we proved that the general root-finding problem is 
NC-reducible to the special case where we are only asked to determine p- 
approximations to the real roots of a polynomial (which may have some 
complex roots). 
In fact, we do not know if the following apparently simple problem is in 
NC: Given a degree IZ polynomial with m-bit integer coefficients with only 
one real root, determine a p-approximation to this real root. 
Solutions to any of the above problems would be very interesting. 
Nofe odded in proof. Recently, Neff (1990) gave an NC solution to the general root-finding 
problem. His algorithm is based on the algorithm due to Ben-Or et crl. 1988). It is still not 
known if Neff’s algorithm can be simplified in the way this paper simplifies the algorithm of 
Ben-Or ef rtl. (1988). 
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