Abstract. We explore a number of problems related to the quadratic Chabauty method for determining integral points on hyperbolic curves. We remove the assumption of semistability in the description of the quadratic Chabauty sets X (Zp) 2 containing the integral points X (Z) of an elliptic curve of rank at most 1. Motivated by a conjecture of Kim, we then investigate theoretically and computationally the set-theoretic difference X (Zp) 2 \ X (Z). We also consider some algorithmic questions arising from Balakrishnan-Dogra's explicit quadratic Chabauty for the rational points of a genus-two bielliptic curve. As an example, we provide a new solution to a problem of Diophantus which was first solved by Wetherell. Computationally, the main difference from the previous approach to quadratic Chabauty is the use of the p-adic sigma function in place of a double Coleman integral.
Introduction
Let (E, O) be an elliptic curve over Q and fix an odd prime p of good reduction.
Denote by E the regular minimal model of E and by X the complement of the origin in E.
When E has Mordell-Weil rank 1 and the Tamagawa number of E/Q is trivial at all primes, Kim [Kim10] and Balakrishnan-Kedlaya-Kim [BKK11] described an explicit analytic function on X (Z p ) which vanishes on the set X (Z) of global integral points.
Subsequently, Balakrishnan-Dan-Cohen-Kim-Wewers [BDCKW18] generalised the result to arbitrary semistable elliptic curves of rank 1 and gave a similar p-adic characterisation of X (Z) when E is semistable and has rank 0.
The discussion fits into Kim's non-abelian Chabauty program as introduced in [Kim05] and [Kim09] . In particular, Kim constructed a sequence of subsets of p-adic points X (Z p ) ⊃ X (Z p ) 1 ⊃ X (Z p ) 2 ⊃ · · · ⊃ X (Z) (see §2.2). The p-adic analytic functions from [BDCKW18] are essentially those that define X (Z p ) 2 , the set of cohomologically global points of level 2, in the larger X (Z p ).
Having given an explicit description of X (Z p ) 2 in the rank 0 semistable case, the authors [BDCKW18] were able to provide computational evidence for the following conjecture (see [BDCKW18, §3.1]). Conjecture 1.1 (Kim, 2012) . For sufficiently large n, we have X (Z p ) n = X (Z). for the prime p = 5 and for all the 256 semistable elliptic curves of rank 0 for which they computed X (Z p ) 2 .
The first goal of this article is to extend the description of X (Z p ) 2 to an arbitrary elliptic curve of rank 0 and at the same time correct a slight imprecision in the analogous statement in the semistable case [BDCKW18, Theorem 1.12] (see Remark 2.6).
Before stating the theorem, we introduce some additional notation, which is convenient to maintain similar to [BDCKW18] . Let E be described by (1) y 2 + a 1 xy + a 3 y = x 3 + a 2 x 2 + a 4 x + a 6 and let S be the set of primes at which E has bad reduction. For each q ∈ S, define the set W q ⊂ Q p as follows. If the Tamagawa number at q is 1, let W q = {0}; in all other cases, Suppose that E has rank 0 and that the p-primary part of the TateShafarevich group is finite.
(1) If E has good reduction at q, where q = 2 or 3, and E(F q ) = {O} or E has split multiplicative reduction of Kodaira type I 1 at 2, then
(2) Otherwise,
where φ(w) = {z ∈ X (Z p ) | Log(z) = 0, 2D 2 (z) + ||w|| = 0}.
We also remove the assumption of semistable reduction in the rank 1 case [BD-CKW18, Proposition 5.12]. Assume E has good ordinary 1 reduction at p. Let E 2 be the Katz p-adic weight 2 Eisenstein series [Kat76] and let (2) C = a 2 1 + 4a 2 − E 2 (E, ω) 12 .
1 Although not explicitly stated in [BDCKW18] , their statement also holds only when p is ordinary.
However, a similar result holds in the supersingular case: see Remark 2.8.
Let h p : E(Q) → Q p be (−2p) times the p-adic height of [MST06] and define c = h p (z 0 ) Log(z 0 ) 2 , for a non-torsion point z 0 ∈ E(Q). Theorem 1.3. Suppose that E has rank 1 and that p is a prime of good ordinary reduction.
where ψ(w) = {z ∈ X (Z p ) | 2D 2 (z) + C(Log(z)) 2 + ||w|| = c(Log(z)) 2 }.
According to [BDCKW18] , the set ∪ w∈W ψ(w) should equal X (Z p ) 2 : hence the notation X (Z p ) ′ 2 . Section 2 is devoted to the proofs of Theorems 1.2 and 1.3. The equations defining the sets of p-adic points of the two theorems can be interpreted elementarily as linear relations amongst Q p -valued quadratic functions on E(Q), dictated by the assumptions on the rank. This point of view is crucial in our investigation, in Section 3, of what points could arise in X (Z p ) 2 \ X (Z) in rank 0. In §3.3, we prove the following Theorem 1.4. There exist infinitely many rank 0 elliptic curves for which X (Z) X (Z p ) 2 for infinitely many good primes p.
We then present in Section 4 the computations of the sets X (Z p ) 2 for all the elliptic curves over Q of rank 0 and conductor less than or equal to 30, 000 and for some choices of p. We propose a slightly different but equivalent way of computing the set X (Z p ) 2 , compared to the one used in [BDCKW18] . In particular, our method does not require explicit computations of double Coleman integrals.
Our computations (run on SageMath [S + 19]), together with the theoretical results derived in Section 3, show the following (see also Theorem 4.10).
Theorem 1.5. There exists exactly one rank 0 elliptic curve of conductor at most 30, 000 for which
for all primes p of good (ordinary and supersingular) reduction.
In future work, it would be interesting to verify whether Conjecture 1.1 holds at level 3 for the curves and primes for which we found #X (Z p ) 2 > #X (Z).
So far we have been concerned with sufficient conditions for X (Z p ) 2 to be larger than X (Z). We conjecture in §4.5 a necessary condition for a point to belong to X (Z p ) 2 and explain why this could be regarded as a non-abelian version of Stoll's Strong Chabauty Conjecture [Sto06, Conjecture 9.5].
When E has rank 1, the set described in Theorem 1.3 (2) is generally larger than X (Z). In §5.1, we ask what algebraic points can belong to X (Z p ) ′ 2 \ X (Z). In §5.2 we compute X (Z p ) ′ 2 for all the 14, 783 rank 1 elliptic curves of conductor at most 5, 000; for each curve, we let p be the smallest prime greater than or equal to 5 at which the curve has good ordinary reduction.
Finally, in Section 6 we explain how one can replace computations of double Coleman integrals with computations involving the p-adic sigma function and division polynomials also for determining the quadratic Chabauty sets containing the rational points of bielliptic curves as in [BD18] . We make the computation explicit for a curve arising from a problem from the Arithmetica of Diophantus and use it to give an alternative proof to the one given by Wetherell in his thesis [Wet97] of the fact that the curve has exactly 8 rational points. Furthermore, by combining results of [BD18] with properties of local p-adic heights on elliptic curves, in §6.1 we give an algorithm that takes as input a bielliptic curve C whose associated elliptic curves have Mordell-Weil rank one together with a good prime p and outputs a finite set of p-adic points containing C(Q).
The code used for the computations in this article is available at [Bia] .
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2. Description of X (Z p ) 2 2.1. The p-adic height and its local components. Let p be an odd prime and extend the usual p-adic logarithm log : 1 + pZ p → Q p to Q × p via log(p) = 0. Let E be an elliptic curve over Q as in Section 1 and assume E has good reduction at p. We will sometimes need to consider the base-change of E to a number field F ; thus, we do not restrict the following definitions to E(Q). Let
be a cyclotomic 2 p-adic height of Coleman-Gross (see [CG89] and [BB15] ). The function h p is quadratic, i.e. satisfies the relation h p (mP ) = m 2 h p (P ) for all m ∈ Z and P ∈ E(F ), and is defined as a sum of local heights, one for each non-archimedean prime of F . In particular, we have
where the sum is over all finite primes v of
is the p-adic local Néron function at v. Let q v be the norm of v and | | v be the normalised absolute value corresponding to v. That is, if x ∈ F × v , we have
where the valuation ord v is such that ord v (F
2 If the space of continuous idele class characters A × F /F × → Qp has dimension larger than 1, we will see in §3.2 that one can define other types of p-adic heights. 3 Here we choose to normalise the p-adic height in such a way that it becomes independent of the choice of the field F containing the coordinates of P ; note that this is not the case in many other articles, such as [MST06] .
2.1.1. For v ∤ p, the local height λ v is uniquely characterised by the following properties:
(i) λ v is continuous on E(F v ) \ {O} and bounded on the complement of any neighbourhood of O with respect to the v-adic topology.
where f m is the m-th division polynomial of E (see for instance [Sil09, III, Exercise 3.7] for the definition of f m ). We say that λ v is quasi-quadratic. These properties also imply that λ v satisfies the quasi-parallelogram law: for all P, Q ∈ E(F v ) such that P, Q, P ± Q = O, we have
Moreover, since the local height λ v is unique, it must be invariant under automorphisms of E defined over F v . We wish to determine which values λ v can attain on X (O v ), where O v is the ring of integers of F v and v ∤ p. For this, it will be convenient to assume that E is minimal at v. If that is not the case, we can always switch to a minimal equation at v and use the following ([CPS06, Lemma 4]):
where ∆ denotes the discriminant and the superscript min has the obvious meaning. See also Remark 3.3. So assume for the rest of this subsection that λ v is computed with respect to a minimal model at the prime v. Denote by E ns (F v ) the group of non-singular points of the reduction of E modulo v and let
If E has good reduction at v, we may also write E(F v ) for E ns (F v ).
is exact, which proves the proposition.
We now give an elementary necessary condition for #E ns (F v ) = 1. We show it is also a sufficient condition in all cases except when v is of good reduction.
Lemma 2.3. The group E ns (F v ) has cardinality at least 2 in all of the following cases:
(1) E has additive or non-split multiplicative reduction at v; (2) E has good reduction at v and q v > 4; (3) E has split multiplicative reduction at v and q v > 2. Conversely, if E has split multiplicative reduction at v and q v = 2, then
Proof. If E has additive reduction at v, then E ns (F v ) ∼ = F + v always contains at least two elements. If the reduction is non-split multiplicative, then
where [k : F v ] = 2 and N k/Fv is the field norm of k/F v . Thus, if q v > 2, then the statement is clear; if q v = 2, then k is the splitting field of x 4 − x over F 2 and each element in k × has norm 1 over F 2 . When E has good reduction at v and q v > 4, the Hasse bound yields #E(F v ) > 1. Finally, if the reduction is split multiplicative, then Proof. By a similar argument to the proof of Proposition 2.2, each non trivial coset of E(F v )/E 0 (F v ) is represented by an element in X (O v ) and there exists at least one point in X (O v ) which reduces to a non-singular point in E ns (F v ) if and only if #E ns (F v ) > 1.
By Lemma 2.1 (i), if P ∈ X (O v ) reduces to a non-singular point, then λ v (P ) = 0; by Lemma 2.3, such P exists unless q v = 2 and E is split multiplicative at 2. Therefore, by Lemma 2.1 (ii), it suffices to show that W bad v coincides exactly with the values of n v λ v on E(F v )/E 0 (F v ) \ {0}. For this, we use the work of CremonaPrickett-Siksek [CPS06] for the local heights of the real canonical height. The proof of Proposition 6 in loc. cit. can be used verbatim here with the p-adic logarithm in place of the real one and Table 1 is nothing but the translation of [CPS06, Table  2 ] to the p-adic setting.
2.1.2. The p-adic local Néron functions at the primes v|p are not unique: they depend on a choice of subspace N v ⊂ H 1 dR (E/F v ) complementary to the space of holomorphic differentials (see [CG89] ). Let ξ v be the one-form of the second kind with a double pole at O and no others, representative of the class in N v dual to ω with respect to the cup product (i.e. such that [ω] ∪ [ξ v ] = 1). Let tr Fv /Qp denote the field trace. Then by [BB15, Theorem 4.1], for all P ∈ E(F v ) \ {O} one has
In particular, ξ v = η + γω, for some γ ∈ F v and hence
In [BB15, Corollary 3.2], it is shown that if E has good ordinary reduction at v and N v is the unit root eigenspace of Frobenius, then λ v is related to the logarithm of the v-adic sigma function of Mazur-Tate [MT91] . In fact, it is easy to see that their proof shows the following stronger result.
Proposition 2.5. Let x(t) be the power series for x in terms of the parameter for the formal group t = − 
] be the unique odd 4 function satisfying
converges. Then, for all P ∈ V \ {O}, we have
We may assume that the prime p splits completely in F and fix an isomorphism F v ≃ Q p . Since λ v is not unique, we will use the following convention. If the reduction is good ordinary at each prime v above p, we choose N v to be the unit root eigenspace of Frobenius, i.e. γ = C, where C is defined in (2). If P belongs to the formal group at v, then Proposition 2.5 says that λ v (P ) = −2 log(σ p (P )), where σ p is Mazur-Tate's p-adic sigma function. Furthermore, in this case the global p-adic height coincides with the p-adic height of Mazur-Tate.
If E is good supersingular at some prime v|p, we let, for each v|p,
is the p-adic sigma function of Bernardi [Ber81] . Unlike the p-adic sigma function of Mazur and Tate, the one of Bernardi does not converge on the whole formal group over F v , as it may not have p-adically integral coefficients, as a power series in t. However, since we are assuming that F v ≃ Q p , the function σ (γ) p converges on all the points P of the formal group whose coordinates are defined over F v , since these satisfy ord v (t(P )) > 1 p−1 .
4 Odd as a function on a subset of the formal group and not as a function of t.
In both the ordinary and supersingular cases, λ v satisfies (see [CG89] , [MT91] , [Ber81] ):
(ii) For all P ∈ E(F v ) and all m ≥ 1 with mP = O,
(iii) For all P, Q ∈ E(F v ) such that P, Q, P ± Q = O,
Note that, in view of the assumption that F v ≃ Q p and by Deuring's criterion, at supersingular primes this is simply saying that λ v is an even function.
We also remark that if L/F is a finite field extension, w is a prime of L above v, where v is any prime of F , and P ∈ E(F v ), then
2.2. Proof of Theorems 1.2 and 1.3. It would be pointless to reproduce here the whole proofs, as they are straightforward from §2.1 and the proofs in [BDCKW18] . Thus we content ourselves with giving a sketch and correcting a few imprecisions in Theorem 1.12 of loc. cit. We start with some notation and we refer the reader to [Kim05] , [Kim09] , [BD-CKW18] for more details. Let T = S ∪ {p} and denote by G T the Galois group of the maximal extension of Q unramified outside T . For a prime q, write G q for the absolute Galois group of Q q . For q ∈ T , G q may be identified with a subgroup of G T . For q ∈ T , this is not possible; however, we may still define maps G q → G T which are trivial on the inertia subgroup I q ≤ G q .
Let U be the unipotent p-adicétale fundamental group of X Q at b and U n the quotient of U by the n-th level of its central series.
For each prime q and n ≥ 1, we have commutative diagrams
We are interested in determining
where the Selmer scheme Sel n (X ) is defined as
From now on, we will focus on n = 2 and will drop the superscript n from the maps j q and loc q .
Proof of Theorem 1.2. If X (Z q ) is empty for some q, then X (Z p ) 2 is trivially empty. Lemma 2.3 shows that this occurs precisely when E has good reduction at q, where q = 2 or 3, and E(F q ) = {O}, or when E has split multiplicative reduction of type I 1 at q = 2. This shows (1).
We may now suppose that X (Z q ) = ∅ for all q (including q = p). Since E(Q) has rank 0 and the p-primary part of the Tate-Shafarevich group is finite, by Lemma 5.2 in [BDCKW18] ,
where χ is the p-adic cyclotomic character and ∪ is the cup product. The middle bijection is proved in [BDCKW18, §4.1.5]. Thus, finding the image of j q is equivalent to finding
When q = p, Theorem 4.1.6 in [BDCKW18] shows that
is the restriction to X (Z q ) of a p-adic local Néron function in the sense of §2.1.1 and must thus be equal to the function λ q .
In particular, for each q = p, the set 2φ q (X (Z q )) is the finite set described by Proposition 2.2 and Proposition 2.4.
The cup product log χ ∪ c, for
, and local reciprocity also yield an isomorphism
and we get a commutative diagram
On the other hand, by global class field theory and Hilbert's Theorem 90, the image of H 2 (G T , Q p (1)) in the bottom row is the kernel of the map
and by dimension considerations, one concludes that the map g is in fact also an isomorphism. From above we know that the image of q∈S j q (X (Z q )) in q∈S Q p is precisely (1/2) q∈S W q , where 
On the other hand, if q ∈ T and c ∈ H 1 f (G T , Q p (1)) then loc q (c) = 0 and Im(j q ) = {0} by Proposition 2.2. Therefore,
It remains to compute the preimage of this set under j p . As is shown in [BDCKW18, §5
.7], we find
indeed, the condition Log(z) = 0 is equivalent to requiring that
) and the other condition comes from the explict formula
Remark 2.6. The corrections to the proof in [BDCKW18] made here are the following. First of all, if X (Z q ) is empty for some q, the proof does not hold. Of course this is a trivial case (treated in (1)), but it is not clear that the union given in Theorem 1.12 of loc. cit. should be empty. In fact, in Example 4.2 we find a curve satisfying the hypotheses of Theorem 1.2 (1), but for which w∈W φ(w) = ∅.
Secondly, if the reduction type at q is non-split multiplicative of type I m , with m > 2, not all the values in their sets W q will be attained by a point in E(Q q ) \ E 0 (Q q ). Therefore, if a prime in S is non-split multiplicative, their statement should just be an inclusion of X (Z p ) 2 into the union of the Ψ(w). One should note, however, that it seems like this was taken care of in the computations when the Tamagawa number at q is 1, but not when it is 2 (and hence m is even).
For the same reasons, if q = 2 is a prime of split multiplicative reduction of type I m , with m > 0, the element 0 should not be included in W q .
We remark that in all the examples they provided the set they computed turned out to be equal to X (Z) and hence to X (Z p ) 2 .
Remark 2.7. The proof of [BDCKW18, Theorem 1.12] is rather technical. However, for an elliptic curve of any rank, denoting by X (Z) tors the set of points of X (Z) of finite order, the easier statement
is elementary to prove. Indeed, the condition Log(z) = 0 cuts out the torsion points in X (Z p ). On the other hand, let
otherwise.
Then we have
and, for z ∈ X (Z), h p (z) = λ p (z) + ||w|| for some w ∈ W , where h p and λ p are the global and local p-adic heights of §2.1. In particular, if z ∈ X (Z) tors , we have h p (z) = 0. In fact, we could have also obtained a height function by setting the local height at p to be the dilogarithm 2D 2 (z).
Proof of Theorem 1.3. The proof of part (1) is identical to the proof of Theorem 1.2 (1). The proof of part (2) is straightforward from §2.2 and the proof of [BD-CKW18, Proposition 5.12]: the idea is that any two quadratic functions on the rank-one E(Q) must be linearly dependent. Note that in the semistable case our statement is slightly different, as our set W is smaller if there are primes of non-split multiplicative reduction of type I m , with m > 2 and also if q = 2 is a prime of split multiplicative reduction (cf. Remark 2.6).
Remark 2.8. Theorem 1.3 is a consequence of the quadraticity of the p-adic height and of the square of the elliptic curve logarithm. Of course, that the latter function is quadratic follows from the linearity of the logarithm. We remark that Log 2 is in fact the p-adic height attached to the basis element ω of the Dieudonné module of E, in the language of generalised p-adic heights (see for instance [SW13, §4] ), whereas the p-adic height h p of Mazur-Tate is the one attached to an eigenvector with unit eigenvalue under the action of Frobenius. We could remove the assumption that p is ordinary in the statement of Theorem 1.3 if we replaced C with and let h p be the global p-adic height that we defined in §2.1 when p is supersingular.
Obstructions to
We now derive some criteria for X (Z p ) 2 X (Z). In Section 4, we will compute X (Z p ) 2 for several curves and provide explicit examples for the results of this section. Since a necessary condition for z ∈ X (Z p ) 2 is that Log(z) = 0, which can only occur if z ∈ X (Z p ) tors , after having fixed all appropriate embeddings, we must have
We consider two reasons why extra points could arise in X (Z p ) 2 : invariance of local heights under automorphism ( §3.1) and existence of non-cyclotomic local heights over certain number fields ( §3.2). Sometimes, a combination of the two is needed, as is the case in Proposition 3.13, which provides us with infinitely many curves over Q with points over a quartic field appearing in X (Z p ) 2 for suitable choices of p. In §3.3, we use this to deduce Theorem 1.4.
We start by proving an elementary fact: any obstruction to X (Z p ) 2 = X (Z) must come from points defined over number fields larger than Q.
Proposition 3.1. Suppose that E satisfies the assumptions of Theorem 1.2 (2) and that p is an odd prime of good reduction. Then
Proof. Suppose P ∈ X (Z p ) 2 ∩ E(Z). In particular, Log(P ) = 0 so that P is torsion and hence h p (P ) = 0. On the other hand, since P ∈ X (Z p ) 2 ,
The p-adic logarithm vanishes precisely on the elements of Q × p of the form p r ζ, where ζ is a root of unity. By the definition of λ q and w, we then must have λ q (P ) = w q for all q ∈ S and λ q (P ) = 0 for all q ∈ S ∪ {p}.
Suppose now that P ∈ E(Z) \ X (Z). Then there exists a prime ℓ such that P is not ℓ-integral. Our other assumptions on P force ℓ to be in S and to have Tamagawa number strictly larger than 1. Since P ∈ X (Z ℓ ), then P has good reduction at ℓ and hence, by Lemma 2.1 (i), we have
Comparing with the values that w ℓ can attain given in Table 1 we see that w ℓ = λ ℓ (P ) is then impossible.
Remark 3.2. According to [Sil09, VII Application 3.5], if P ∈ E(Z) tors then P is integral at all primes except possibly at 2 if P is 2-torsion. Thus the only ℓ for which the proof of Proposition 3.1 is non-empty is ℓ = 2.
Remark 3.3. Unlike in §2.1, given a prime v of a number field, henceforth the notation λ v will be used for the local height at v computed with respect to the model E, which may not be minimal at v. The translation with the values computed with respect to a minimal model (Lemma 2.1 and Proposition 2.4) is given by (4).
3.1. Automorphisms. The invariance of local heights under automorphisms provides a source of points in X (Z p ) 2 . Indeed, suppose that z ∈ X (Z) and that for every τ ∈ Gal(Q/Q) there exists an automorphism ψ τ such that τ (z) = ψ τ (z), where τ acts on z coordinate-wise. Then the p-adic height of z takes the simple form
where q is any prime of Q(z) above q. Intuitively, in terms of local p-adic heights, the point z behaves as if it were defined over Q. Therefore, Proposition 3.4. Suppose that E satisfies the assumptions of Theorem 1.2 and that p is an odd prime of good reduction. Let K be a Galois extension of Q with ring of integers O K , such that there is an embedding ρ :
(1) For each rational prime q, let q be one (any) prime of K above q and λ q the local height at q with respect to the model E. If
Proof. The assumption that z is a torsion point implies that h p (z) = 0 and Log(z) = 0. Since for τ ∈ Gal(K/Q) there is an automorphism ψ τ of E which acts on z in the same way as τ and local heights are invariant under automorphisms, for each prime q of K we have
and (1) follows. For (2), since z = ψ ′ (P ), we have, similarly to above,
In particular, the hypothesis of (1) is satisfied.
We now list merely a few consequences of Proposition 3.4. We note that if the j-invariant of E is different from 0 and 1728, then the curve possesses precisely one non-trivial automorphism and consequently the proposition can only apply if K is a quadratic field.
Corollary 3.5. Suppose that E satisfies the assumptions of Theorem 1.2 and that p is an odd prime of good ordinary reduction. Suppose that E : y 2 + a 3 y = x 3 + a 6 , for some a 6 ∈ Z and a 3 ∈ {0, 1},
and that there exists y 0 ∈ Z such that a 6 − y 2 0 − a 3 y 0 is a cube in Z and the points over Q with y-coordinate equal to y 0 have finite order.
Proof. Since E has vanishing j-invariant, its automorphism group Aut(E /Q ) is a cyclic group of order 6 generated by ψ : E → E, ψ(x, y) = (ζx, −y − a 3 ), for a primitive third root of unity ζ.
We may assume that y 2 0 + a 3 y 0 − a 6 is non-zero, as otherwise the statement of the corollary is trivial. Thus p(x) has three distinct roots x 0 , ζx 0 and ζ 2 x 0 in Z. Note also that, by Deuring's criterion [Lan73, Ch.13, Theorem 12], the primes of good ordinary reduction for E split completely in Q(ζ), so p(x) splits completely over Q p . Successively applying ψ to (x 0 , y 0 ) ∈ X (Z) and localising at p we obtain all points of the form ±(α, y 0 ). The corollary then follows from Proposition 3.4 (2).
Corollary 3.6. Suppose that E satisfies the assumptions of Theorem 1.2 and that p is an odd prime of good reduction. Let K be a quadratic field with ring of integers O K , in which p splits. Fix an embedding ρ : K ֒→ Q p and let τ be the non-trivial element in Gal(K/Q). Assume that no prime in S ramifies in K and that, if q ∈ S is inert, then either E has Kodaira symbol I * 0 at q with Tamagawa number at least 2 or E has maximal Tamagawa number for its Kodaira symbol. Then
Proof. Since no prime in S ramifies in K/Q, Tate's algorithm [Sil94, IV §9] shows that the equation for E defines a global minimal model for the base-change E/K and that the Kodaira symbol at q|q is the same as the Kodaira symbol at q. Furthermore, in view of our assumptions, the Tamagawa number also does not change, except possibly if the Kodaira symbol is I * 0 . If q splits in K, fix a prime q above it and an isomorphism ρ q :
With the notation as in Proposition 3.4 and by Proposition 2.4, we have
for some w ∈ W . For the last step note that Proposition 2.4 gives the values of 2λ q (z) for q inert. However, the norm of q is q 2 . The corollary then follows from Proposition 3.4 (1) with ψ = −id ∈ Aut(E /Q ).
Remark 3.7. Another source of quadratic points in X (Z p ) 2 comes from elliptic curves with j-invariant equal to 1728. Suppose that E satisfies the assumptions of Theorem 1.2, that p is an odd prime of good reduction and that
Let z ∈ {(± √ −a 4 , 0)} and K = Q( √ −a 4 ) be its field of definition. Let ψ ∈ Aut(E /Q ) be defined by ψ(x, y) = (−x, iy). Then ψ(z) = τ (z), where Gal(K/Q) = τ . Therefore, under suitable conditions on how the reduction types change in K/Q and on the splitting of p in K, the localisations of the points z appear in
The following corollary explains how points over biquadratic extensions can show up in X (Z p ) 2 when the j-invariant is zero. For ease of notation, we assume that the a 3 -coefficient in the equation defining E is zero, but this assumption could be removed.
Corollary 3.8. Suppose that E satisfies the assumptions of Theorem 1.2 and that p is an odd prime of good ordinary reduction. Suppose that E : y 2 = x 3 + a 6 , for some a 6 ∈ Z and that there exists x 0 ∈ Z such that the points over Q with x-coordinate equal to x 0 have finite order. Assume that p splits in Q( x 3 0 + a 6 ).
For each rational prime q, let q be one (any) prime of K above q and λ q the local height at q with respect to the model E.
0 + a 6 is a square in Z, the statement is precisely Corollary 3.5. Thus, we may assume that either (i) K has degree 4 over Q, or (ii) K = Q( √ −3) = Q( x 3 0 + a 6 ). Let ζ ∈ K be a primitive third root of unity. The automorphism group Aut(E /K ) is generated by ψ : E → E, ψ(x, y) = (ζx, −y). In case (i), the Galois group of K over Q is generated by two elements: σ, whose fixed field is Q( x 3 0 + a 6 ) and τ , whose fixed field is Q( √ −3). In case (ii), the Galois group is generated by σ :
Similarly, in case (ii), we have
Therefore, we may apply Proposition 3.4 (1).
3.2. p-adic heights attached to non-cyclotomic idele class characters. The set X (Z p ) 2 is a finite set of p-adic points containing X (Z). After having fixed a choice of a subspace of H 1 dR (E/Q p ) complementary to the space of holomorphic forms, there is only one Coleman-Gross global height pairing on E(Q), up to multiplication by a constant. The definition of X (Z p ) 2 depends on this height function. Nevertheless, when analysing what points could arise in the set X (Z p ) 2 \ X (Z), we should bear in mind that other global height functions may exist on E(F ), where F is a number field, and that these also vanish on E(F ) tors . In particular, suppose that there exists at least one embedding ρ : F ֒→ Q p and let O F be the ring of integers of F . It may happen that, for some w ∈ W and some Q ∈ X (O F ),
In order to introduce these more general types of heights, we need to recall the definition and properties of an idele class character.
Definition 3.9. Let A × F be the group of ideles of F . An idele class character is a continuous homomorphism
here the sum is over all places of F .
We list some properties of an idele class character χ (see [BBBM] for more details).
(PI) The local character χ q is trivial at an archimedean place q. Thus, henceforth q will always denote a finite prime. (PII) At a prime q not above p, the local character χ q vanishes on the units O × q . Thus, the value of χ q at a uniformiser determines χ q completely. (PIII) At a prime p above p, the restriction of the character χ p to O × p equals the composition 
where ρ p : F ֒→ F p is an embedding (see [BBBM] for a proof). In particular, it suffices to check that (6) is satisfied for a set of fundamental units and (PIV) gives a concrete method for classifying all idele class characters for a given number field F .
For instance, for any number field F , the cyclotomic idele class character is the idele class character corresponding to the tuple of trace maps (tr Fp/Qp ) p|p . When F = Q, this is the only non-trivial idele class character, up to multiplication by a scalar. The p-adic height we have considered so far is implicitly associated to this character.
More generally though, we can define a p-adic height as a composition of two maps: firstly, we associate to a point P ∈ E(F ) an idele i(P ) and secondly we apply to i(P ) an idele class character χ.
The theory of local heights that we have outlined in the cyclotomic case in §2.1 goes through unvaried for the height h χ p associated to the idele class character χ, after replacing the p-adic logarithm with − χq nq in each statement about λ q if q ∤ p and the field trace tr Fq/Qp with t q if q|p. We will omit χ from our notation when using the cyclotomic character.
Example 3.10. Let F be an imaginary quadratic field in which p splits. Then by (PIV), any pair of Q p -linear maps Q p → Q p gives rise to an idele class character. In particular, choosing (id, −id) gives the so-called anticyclotomic character.
We now give an instance of how the existence of non-cyclotomic heights for imaginary quadratic fields can give rise to points in X (Z p ) 2 \ X (Z).
Proposition 3.11. Suppose that E satisfies the assumptions of Theorem 1.2 and that p is an odd prime of good reduction. Let K be an imaginary quadratic field, with ring of integers O K , in which p splits. Fix an embedding ρ : K ֒→ Q p . Suppose that z ∈ X (O K ) tors has good reduction at all primes that split in K. Then
where q is a prime of K above q. In particular, if q∈S λ q (z) = ||w||, for some w ∈ W , then ρ(z) ∈ X (Z p ) 2 .
Proof. It suffices to show that 2D 2 (ρ(z)) + q∈S λ q (z) is the value at z of a height function on E(K), since then the assumption that z is a torsion point will imply the vanishing. The height function that we are after is the one corresponding to an idele class character A
, if p is the prime corresponding to the embedding ρ. Indeed, with the notation of (PIV), consider the idele class character corresponding to (id :
× and in view of (PII), if there is a unique prime q above q, we have
so that 2λ χ q = λ q for all primes which are either inert or ramified. Thus 2h
In some cases, extra points in X (Z p ) 2 are explained by a combination of automorphisms and non-cyclotomic idele class characters, as in Proposition 3.13. Before we state it and prove it, we first need an auxiliary lemma.
Lemma 3.12. Let F be a number field and let L be a field extension of F . Suppose that χ : A × F /F × → Q p is an idele class character determined by the tuple of Q plinear maps (t p :
Proposition 3.13. Let d be a non-zero square-free integer and let E d be the quadratic twist of X 0 (49) by d; assume that E d satisfies the assumptions of Theorem 1.2. Let p be an odd prime which is unramified in the quartic field L = Q[x]/(x 4 + 7d 2 ) and which has at least 3 primes above it in L. Then
of order 4 and for every embedding ρ : L ֒→ Q p .
Remark 3.14. The proposition also holds in rank 1 if we replace
Recall that E d has complex multiplication by K = Q(a), where a is a root of
short has the following factorisation
In particular, since
all the points of order 2 are defined over K. As for the points of order 4, we see that, as a polynomial in x, f 
Let Q be the image of Q short in a minimal model E d for E d over Z and let P be the image of P short . Now, let p be an odd prime of good reduction for E d which splits in K. By Deuring's criterion, this is equivalent to requiring that p is a prime of good ordinary reduction for E d . Let pO K = pp. Suppose furthermore that p is unramified in L and that pO L = q 1 q 1 , pO L = q 2 or pO L = q 2 q 2 , for some primes q 1 and q 2 of L.
By Lemma 3.12, the idele class character on A
(and which we used also in the proof of Proposition 3.11) extends to an idele class
In particular, the tuple of linear maps
determines an idele class character χ. Consider the associated global height h Furthermore, using (PII) and the fact that χ is trivial on L × , we find that, for a fixed rational prime ℓ,
In order to prove the proposition, it then suffices to show that P ∈ X d (Z), where X d is the complement of the origin in E d , and
where the left sum runs over primes of L and the right sum over rational primes.
First of all, we note that
• if d ≡ 2, 3 mod 4, then we may take
which has discriminant ∆ = −2 12 · 7 3 · d 6 . Minimality of E d at the primes different from 2 follows as in the case d ≡ 1 mod 4. At the prime 2, it can be deduced following Tate's algorithm. We have x(P ) = 8d ∈ Z. In view of Lemma 3.12 and (4), we are allowed to perform isomorphisms over extensions of L to calculate local heights. In particular, the change of variables (x, y) → (36dx − 9d, 216d
short to (7), which has discriminant −7
3 . Under this isomorphism,
Therefore, the local heights of P and Q away from 7p are trivial when computed with respect to (7). Using (9) and letting
, the second sum runs over the primes w of F and the character χ F is the idele class character of F obtained from χ as in Lemma 3.12. Similarly, to calculate heights of P away from 7p we may base-change to Q( √ d) and get:
where u runs over primes of Q( √ d). It remains to calculate the local contributions at primes above 7. For this, it is convenient to work with E . Let E be an elliptic curve over Q. There exists infinitely many non-zero square-free integers d such that the quadratic twist
Theorem 3.16 (Kolyvagin [Kol88] ). Let E be an elliptic curve over Q such that L(E, 1) = 0. Then the rank of E(Q) is zero and the Tate-Shafarevich group of E/Q is finite.
It follows from Theorems 3.15 and 3.16 that there are infinitely many twists of X 0 (49) satisfying the hypotheses of Proposition 3.11. For each such curve, by Chebotarev's density theorem, there are infinitely many primes for which the proposition holds.
We now see how Corollary 3.5 also provides us with an alternative proof of Theorem 1.4. Consider the elliptic curve E with LMFDB label 36.a3 (see [LMF19, 36 .a3]), which has reduced minimal equation
We have E(Z) = E(Z)[2] = {O, (3, 0)}. It follows that every quadratic twist E d of E by a non-zero square-free integer d satisfies
has discriminant equal to −2 4 ·3 9 ·d 6 and is hence globally minimal, except if 3|d, in which case we apply (x, y) → (9x, 27y) to obtain a minimal model. Thus, the point of exact order 2 of E d defined over Q is integral. Therefore, by Theorems 3.15 and 3.16, there exists infinitely many d for which Corollary 3.5 holds with y 0 = 0.
4. Algorithm and computations in rank 0 4.1. The algorithm. We wish to explicitly compute the sets φ(w) and ψ(w) from Theorems 1.2 and 1.3. Each of D 2 (z) and Log(z) are locally analytic functions on X (Z p ). In other words, given a point P ∈ E(F p ) \ {O} and a fixed point P ∈ X (Z p ) reducing to P modulo p, one can pick a uniformiser t ∈ Q p (E) at P , which reduces to a uniformiser at P . Then, for each Q ∈ X (Z p ) in the residue disk of P , we have
] convergent at all x ∈ Z p with |x| p < 1.
On the other hand, let γ = C if p is of good ordinary reduction and γ = if p is of good supersingular reduction. By Proposition 2.5 and §2.1.2 (ii), provided that mQ = O, where m = #E(F p ), then
Since there are finitely many points in each residue disk satisfying mQ = O, the local expansion of the right hand side of (10) in terms of the local parameter t holds in the whole residue disk. In fact, the local expansion of σ (γ) p (mQ) and f m (Q) have precisely the same zeros with the same multiplicity 1 and two p-adic power series which agree at infinitely many points of absolute value less than 1 are equal by the p-adic Weierstrass Preparation Theorem.
By the same observation as in Remark 2.7, we obtain a way of computing the intersections of φ(w) and ψ(w) with each residue disk using local expansions of the p-adic sigma function (of Mazur-Tate or Bernardi) and the m-th division polynomial 5 , in place of the double Coleman integral D 2 (z). The function Log : X (Z p ) → Q p is odd; the function λ p : X (Z p ) → Q p is even (cf. property (iv) in §2.1.2). Therefore, z ∈ φ(w) ⇐⇒ −z ∈ φ(w) and it will thus suffice to consider residue disks up to P → −P . The same holds for ψ(w).
We also notice that different models can be used for computing the p-adic heights and the single Coleman integrals. In fact, we defined local p-adic heights using an integral minimal model and, for instance, there is an implementation for the Mazur-Tate p-adic sigma function in SageMath due to Harvey (see [Har08] and also [MST06] ). On the other hand, for Coleman computations on SageMath (see [BBK10] ), one requires the elliptic curve to be described by a Weierstrass model whose a 1 and a 3 coefficients are zero and there is no requirement on minimality; the only requirement on integrality is Z p -integrality.
Examples for Section 3.
In the examples that follow, as well as in the ones of the next sections, we avoid making distinctions between the curve E/Q and the model E/Z. The Weierstrass equations that we work with are always minimal and reduced, unless stated otherwise.
Example 4.1 (Corollary 3.6, Proposition 3.11). Consider the rank 0 elliptic curve 17.a1 [LMF19] (11) E : y 2 + xy + y = x 3 − x 2 − 91x − 310 and the prime p = 5 of good ordinary reduction. Since none of the conditions of Theorem 1.2 (1) are satisfied, we need to explicitly compute X (Z p ) 2 as a union of φ(w). The curve has split multiplicative reduction at 17 with Kodaira symbol I 1 and good reduction everywhere else: thus, W = {0}. We find (11) defines a global minimal model also for the basechange E/Q(i) and the prime p splits in K = Q(i). We extend ρ to a map E(K) ֒→ E(Q p ). The point Q = (−5, 2 + i) ∈ E(K)
is integral with respect to the global minimal model above and satisfies 4Q = O.
5 Computationally, it is more convenient to take m to be the order of P in E(Fp), i.e. to choose potentially different values of m for different residue disks.
Thus, since the reduction types at the bad primes of E/Q(i) are the same as over Q, we have
where pZ[i] = p 1 p 2 and explicitly (without loss of generality)
where Gal(K/Q) = τ , so that τ (Q) = (−5, 2 − i). On the other hand, τ (Q) = −Q and λ p is an even function. Therefore
Note that Proposition 3.11 would also explain why the p-adic localisation of the point Q belongs to X (Z p ) 2 .
Example 4.2 (Proposition 3.11, Proposition 3.4 (1)). Consider the elliptic curve 121.d3 [LMF19] (12) E :
and the prime p = 5, at which E has good ordinary reduction. We have #E(F 2 ) = 1 and thus
by Theorem 1.2 (1). On the other hand, we can still compute w∈W φ(w) of Theorem 1.3 (2). The curve has additive reduction of type I * 1 at 11 with Tamagawa number 2 and has good reduction everywhere else. Therefore, W = {0, − log 11}.
We find that φ(0) = ∅, but φ(− log 11) = − 7, ρ −1 ± 11 √ −11 2 , 4, ρ −1 ± 11 √ −11 2 , where ρ : Z[(1 + √ −11)/2] ֒→ Z p is a fixed embedding. Let K = Q( √ −11). The prime 11 ramifies in K/Q and E/K has split multiplicative reduction of type I 2 at q, where q 2 = 11. Let
The point Q has order 5. Unlike in Example 4.1, the Weierstrass equation (12) is minimal at all primes except at q and hence we cannot use straightforwardly the explicit formulae for the local height at q given in §2.1.1. The curve E/K admits the global minimal model
and the image of Q in E min (K) has good reduction at q, so that λ min q (Q) = 0. Equation (4) then yields λ q (Q) = − log 11. Therefore, by Proposition 3.11, we have 0 = λ p (ρ(Q)) + λ q (Q) = λ p (ρ(Q)) − log 11.
Similarly to Example 4.1, the appearance of ρ(Q) in φ(− log 11) is also justified by Proposition 3.4 (1).
Example 4.3 (Remark 3.7)
. Consider the elliptic curve 14112.q1 [LMF19] (13) E : y 2 = x 3 − 9261x and the prime p = 5, which is of good ordinary reduction. Note that p splits in K = Q( √ 21) and by Remark 3.7, the localisations of the point Q ± = (±21 √ 21, 0) belong to X (Z p ) 2 provided that (1/2) times the sum of its local heights at bad primes is in ||W ||. Both at 3 and 7, the curve has bad reduction of additive type III * with Tamagawa number 2; at 2 the curve has reduction of type III with Tamagawa number 2. Thus, W = W 2 × W 3 × W 7 , with W q = {0, − 3 2 log q} for each q ∈ {3, 7} and W 2 = {0, − 1 2 log 2}. A global minimal model for the base-change of E to K is given by y 2 = x 3 − 21x. Furthermore, 2 is inert in K and its reduction type does not change. The primes 3 and 7 become of type I * 0 with Tamagawa number 4. By Proposition 2.4 and Proposition 3.4 (1) (see also Remark 3.7), we then find that Q ± is indeed in X (Z p ) 2 . Our computations of X (Z p ) 2 recover precisely the integral points and the ones coming from Q ± .
Example 4.4 (Proposition 3.4 (1)). Consider the elliptic curve 11025.y2 [LMF19] , whose reduced minimal model is
and let p = 13, which is the smallest prime of good ordinary reduction for E. Note that E has vanishing j-invariant. We find that
where ζ 3 is a primitive third root of unity and we assume that we have fixed an embedding of Q(ζ 3 , 3 √ 120050) into Q p . As usual, the equality (14) is deduced from computations combined with theoretical results. In this particular example, the theory needed is that the Galois group of Q(ζ 3 , 3 √ 120050)/Q acts on the the order-6 points ±(ζ i 3 3 √ 120050, 367) by automorphisms. We leave the reader to check that these points also have the right local heights at bad primes. and the prime 19, which is of good ordinary reduction for E. We have
where ζ 3 is a primitive third root of unity and we assume that we have fixed an embedding of Q(ζ 3 , √ −30375) into Q 19 .
4.3. Large-scale data. We ran the code on all the 86, 213 elliptic curves over Q of rank 0 and conductor less than or equal to 30, 000; for each curve we let p be the smallest prime ≥ 5 of good ordinary reduction 6 . Out of these, we found exactly 470 pairs (E, p) for which X (Z p ) 2 X (Z). The 10 such pairs with E of conductor ≤ 100 are listed in Table 2 .
We summarise the results of the computations in Propositions 4.6, 4.7, 4.9.
Proposition 4.6. Let E be an elliptic curve of rank 0 and conductor less than or equal to 30, 000 and let p ≥ 5 be the smallest prime of good ordinary reduction. Assume that j(E) ∈ {0, 1728, −3375}. Then X (Z p ) 2 \ X (Z) is either empty or 
Prop. 3.4 (1) Table 2. All curves of rank 0 and conductor ≤ 100 for which X (Z p ) 2 X (Z) (p ≥ 5 smallest good ordinary prime); b satisfies x 4 + 7 = 0. The curve is given in the first column as an LMFDB label [LMF19] . In the third column, SS means 'semistable' and '-' neither semistable nor CM.
consists of localisations of points defined over the ring of integers of a quadratic field K on which the Galois group of K/Q acts as multiplication by ±1.
Proposition 4.7. Let E be an elliptic curve of rank 0 and conductor less than or equal to 30, 000 and let p ≥ 5 be the smallest prime of good ordinary reduction. If X (Z p ) 2 \ X (Z) contains localisations of points defined over a quadratic field K, these points satisfy the hypotheses of Proposition 3.4, i.e. the non-trivial element of Gal(K/Q) acts on them in the same way as an automorphism of E.
Remark 4.8. In view of the large data collected, it might have been tempting to expect that Propositions 4.6 and 4.7 would be true for arbitrary prime and conductor. It turns out that this is not the case: varying the prime for the curve 8712.u5 (which does not have CM), we found some quadratic points on which Galois does not act by automorphisms (cf. Example 4.11). We note nevertheless that in the latter case the extra points were explained by Proposition 3.11.
We now turn to the extra points in our data defined over number fields of degree 7 at least equal to 3. By Proposition 4.6, these can only show up if E has complex multiplication and, in fact, its j-invariant is one of 0, 1728, −3375. There was only one curve beside the one of Example 4.4 where cubic points were recovered, namely the curve 19881.g2 [LMF19] . As in Example 4.4, the curve has j-invariant equal to zero and the appearance of these points in X (Z p ) 2 is explained by Proposition 3.4.
Finally, we recovered points defined over number fields of degree 4 on the curve 14112.q2 (j = 1728) [LMF19] , which is explained by Proposition 3.4, and on all 7 Note that by degree we mean the degree of the smallest number field over which a point in X (Zp) 2 is defined and not the degree of the number field containing all the coordinates of the points in X (Zp) 2 , which could be larger.
the twists of the modular curve X 0 (49), as predicted by Proposition 3.13. In fact the inclusion in the statement of Proposition 3.13 is an equality in all the following cases.
Proposition 4.9. Let E be an elliptic curve of rank 0, conductor less than or equal to 30, 000 and j(E) = −3375. Then X (Z 11 ) 2 = X (Z) ∪ {±Q}, where Q has order 4 and comes from a point over the ring of integers of the smallest number field L over which E(L)[4] ∼ = Z/2Z × Z/4Z.
Variation of the prime.
In what follows, we assume that the rank of the elliptic curve is equal to zero. However, the discussion could easily go through word for word with X (Z p ) ′ 2,tors in place of X (Z p ) 2 . We have established that there exist curves of rank 0 and primes p for which X (Z p ) 2 X (Z). The next question we ask is whether there always exists a (not necessarily ordinary) prime for which the cohomologically global points of level 2 are precisely the global integral points. It turns out that the answer is negative, as we will see in Example 4.11 below.
Let us first gather some intuition on what is happening. Recall that, after having fixed all appropriate embeddings,
Therefore, if P ∈ E(F ) tors for some minimal number field F , by picking p such that [F v : Q p ] > 1 for all v|p, we can guarantee that P ∈ X (Z p ) 2 . For instance in Example 4.1, if we pick p ′ = 7, which is of good ordinary reduction and which is inert in Q(i), we find
Note that, in view of Corollary 3.5 and §3.3, there exist (infinitely many) curves for which X (Z p ) 2 is strictly larger than X (Z) for all odd primes p of good ordinary reduction. More generally, if E has complex multiplication by the quadratic field K and there exist points defined over K and satisfying the assumptions of Proposition 3.4 (1), then these points will show up in X (Z p ) 2 for any good ordinary odd prime p by Deuring's criterion.
On the other hand, Deuring's criterion also implies that the good supersingular primes cannot split in K.
We ran the code on all the 470 curves of §4.3 for which we had found some extra points: this time, we varied the good ordinary prime until we found a prime for which no extra points showed up or we proved that such prime does not exist. If a good ordinary prime p for which X (Z p ) 2 = X (Z p ) does not exist, we repeated the calculations with supersingular primes. We summarise the results in the following theorem (which includes also the statement of Theorem 1.5).
Theorem 4.10. Let E be an elliptic curve over Q of rank 0 and conductor less than or equal to 30, 000. Then there exists a good ordinary odd prime p for which X (Z p ) 2 = X (Z), unless:
(1) E is 32.a4 (j = 1728) [LMF19]; (2) E is one of the 20 elliptic curves of rank 0 with j = 0 and Z/2Z ⊂ E(Q) or E is 27.a3 (j = 0) [LMF19]; (3) E is 8712.u5 [LMF19] . Moreover, in cases (1) and (2), X (Z p ) 2 \ X (Z) = ∅ for all good ordinary odd primes p, but there exists a supersingular prime p for which X (Z p ) 2 = X (Z p ); in case (3) X (Z p ) 2 \ X (Z) = ∅ for all good (ordinary and supersingular) primes p.
Proof. That there exists a good ordinary prime for which Conjecture 1.1 holds at level 2 for all curves not in (1), (2) and (3) is shown computationally. The assertion of cases (1) and (2) follows from the discussion before the statement of the theorem together with explicit computations of X (Z p ) 2 at some supersingular primes p. Finally, we treat the curve 8712.u5 in detail in Example 4.11.
Example 4.11. Consider the elliptic curve 8712.u5, given by (15) E : y 2 = x 3 + 726x + 9317.
We have S = {2, 3, 11}: in particular, the reduction is of type III with Tamagawa number 2 at 2, of type I * 1 with Tamagawa number 4 at 3 and of type I * 0 with Tamagawa number 2 at 11. Thus W = W 2 × W 3 × W 11 , where
If p ∈ S, then p splits at least in one of Q( √ −11), Q( √ 33) and Q( √ −3) and therefore A ∩ X (Z p ) = ∅ (after having fixed embeddings). The fact that
then follows from Proposition 3.4 (1) (for the points over Q( √ −11) and Q( √ 33)), Proposition 3.11 (for the points over Q( √ −3)) and the following table, which shows how the reduction changes at the primes in S. The symbol -means that the reduction type has not changed. In the last column, there are the possible values of λ q (X (O q )) where O q is the ring of integers of the completion K q at a prime q above q in the field K. We briefly explain how the table is computed. When the prime q splits in K, there is nothing to show: λ q (X (O q )) = W q if q|q. If q is inert, by Tate's algorithm, (15) is minimal at q|q and the Kodaira symbol is unchanged. Once we know the Tamagawa number at q, we can find λ q (X (O q )) directly from Proposition 2.4. Finally, if q ramifies in K, then λ q (X (O q )) may be deduced from Proposition 2.4, Lemma 2.1 (i) and (4). Note that some points in X (O q ) may map to non-integral points in a minimal model at q (see also Lemma 6.4).
11 ramified good 11
W 3 11 ramified good 11
4.5. Further observations and analogies with the Strong Chabauty Conjecture. In view of the computations, we formulate the following conjecture. We add the assumption that p is ordinary simply because most of our computations were for ordinary primes; however, we expect no different behaviour for supersingular primes.
Conjecture 4.12. Let p ≥ 5 be a prime of good ordinary reduction for the elliptic curve E, which has rank 0 and whose Tate-Shafarevich group has finite p-primary part. Suppose that z ∈ X (Z p ) 2 \ X (Z) is the localisation of a torsion point over a number field K. Then, for each rational prime q, the local height λ q (z) is independent of the prime q|q of K.
Corollary 4.13. If Conjecture 4.12 is true, then if z ∈ X (Z p ) 2 \ X (Z) is the localisation of a point defined over K, we have z ∈ X (O K ).
Proof. The proof is similar to that of Proposition 3.1. Note that a torsion point defined over an arbitrary number field can fail to be integral at q only if its order is q n for some n (where q is the norm of q) and ord q (q) ≥ q n − q n−1 (cf. [Sil09, VIII, Theorem 7.1]).
Conjecture 4.12 is in some sense a natural analogue of a conjecture of Stoll for the classical abelian Chabauty method [Sto06, Conjecture 9.5], which appears in an unpublished draft of [Sto07] . Let us restrict to the case when C is a hyperelliptic curve over Q of genus g, whose Jacobian J has rank g − 2 over Q (for the conjecture in its full generality see [Sto06] ). Suppose that ι : C ֒→ J is an embedding such that ι(C) generates J and that J is simple. Stoll's conjecture predicts the existence of a finite subscheme Z ⊂ J and a set R of primes which has density 1 in the set of all primes and such that, for each ℓ ∈ R, we have J(Q) ∩ ι(C(Q)) ⊂ Z(Q ℓ ), where J(Q) is the ℓ-adic closure of J(Q) in J(Q ℓ ).
In [BBCF + ] some evidence for Stoll's conjecture was collected when g = 3, with the scheme Z being the intersection of ι(C) with the saturation of J(Q), that is
In our setting of an elliptic curve of rank 0, it is clear that X (Z p ) 2 should be contained in the saturation of the Mordell-Weil group E(Q), since E(Q) = E(Q) tors and the equation Log z = 0 cuts out the torsion points in E(Q). However, this is not a very strong requirement in the elliptic curve case, because the curve and the Jacobian are identified.
The conjecture asserts that the extra constraint λ p (z) = −||w||, for some w ∈ W , leads to another type of "saturation", in the sense that we would be looking at those points for which the local heights behave as if the point were defined over Q.
Note that Stoll's conjecture assumes that g − r + 1 ≥ 3, where l = 1 is the level, in the sense that the Chabauty-Coleman method computes the cohomologically global points of level 1. In the situation discussed here we have g = 1, r = 0, l = 2, i.e. g − r + l = 3, so one could naively hope that for rank 1 similar conjectures could be formulated at level 3.
5. The rank 1 case 5.1. Algebraic non-rational points in X (Z p ) ′ 2 in rank 1. We retain the notation of Theorems 1.2 and 1.3. The set consisting of the torsion points in ψ(w) is equal to φ(w). Therefore, the results of Section 3 translate into results for X (Z p ) ′ 2,tors . Since each ψ(w) is defined by a single p-adic equation, in most cases it is expected that X (Z p ) ′ this subsection is which algebraic non-torsion points could arise in X (Z p ) ′ 2 . The following elementary lemma shows that if a non-torsion point in X (Z p ) ′ 2 comes from a quadratic point in the saturation of E(Q), then its belonging to X (Z p ) ′ 2 cannot be explained by automorphisms (cf. §3.1).
Lemma 5.1. Let E be an elliptic curve over Q and K a quadratic field with Gal(K/Q) = τ . Let P ∈ E(K) \ E(Q) such that mP ∈ E(Q) for some nonzero integer m. Then, if ψ(P ) = τ (P ) for some ψ ∈ Aut(E /Q ), P has finite order.
Proof. The hypotheses on P imply that ψ = id. Since mP ∈ E(Q), we have
thus, P has order dividing 2m.
where R ⊂ C. Then there exists a root of unity ζ such that ψ(P ) = [ζ]P . Therefore,
We could try and use non-cyclotomic idele class characters to motivate the existence of some algebraic points of infinite order in X (Z p ) ′ 2 , following the ideas of §3.2.
For example, what we could hope to prove is that at a certain z ∈ X (Z) satisfying mz ∈ E(Q) for some non-zero integer m, the quantity 2D 2 (z) + C(Log(z)) 2 + ||w||, for some w ∈ W , equals the value of some p-adic height function at z. If such a p-adic height comes from a character which restricts to the cyclotomic character on A × Q with the right normalisations, then looking at the equation defining ψ(w) we see that this is enough to show z ∈ X (Z p ) ′ 2 . However, our computations (more on this in §5.2) also recovered some algebraic non-torsion points defined over real quadratic fields and we know that that the space of idele class characters of a real quadratic field is one-dimensional. Therefore, in the following proposition we present a sufficient condition for a point defined over a quadratic field to belong to X (Z p ) 2 , which looks less geometric or algebraic in nature compared to the results of Section 3. However, we then discuss in Remark 5.3 when we expect the hypotheses of the proposition to be satisfied.
Proposition 5.2. Suppose that E satisfies the assumptions of Theorem 1.3 and that p is an odd prime of good ordinary reduction. Let K be a quadratic field with ring of integers O K in which p splits. Fix an embedding ρ : K ֒→ Q p and let τ be the non-trivial element in Gal(K/Q). Suppose that z ∈ X (O K ) is such that mz ∈ E(Q) \ {O} for some non-zero integer m and that
for some root of unity ζ. For each rational prime q, let q be one (any) prime of K above q and λ q the local height at q with respect to the model E. If
Proof. Let q ∤ p. By quasi-quadraticity ( §2.1.1 (iii)) applied twice and the assumptions on z and m, we have
Similarly, if pO K = p 1 p 2 , then (without loss of generality)
Therefore, h p (z) = λ p (ρ(z)) + ||w||. Since z is in the saturation of E(Q) (i.e. mz ∈ E(Q)), then z ∈ ψ(w).
Remark 5.3. Let E, K and p be an in Proposition 5.2. Suppose that z ∈ X (O K ) is such that mz ∈ E(Q) \ {O} and write x(mz) = n(mz) d(mz) 2 , for some coprime integers n(mz) and d(mz) > 0. When can we expect (16) to hold? By [Wut04, §2] and our assumptions, we know that
where g m is some univariate polynomial over Z and g m (z) := g m (x(z)). For w ∈ {z, τ (z)}, define
By Proposition 1 of loc. cit. δ m (w) is a unit at all primes at which w has nonsingular reduction. Furthermore, we have
Thus, if for example z has good reduction at all primes which are split in K, then τ (δ m (τ (z))) = δ m (τ (z)) up to multiplication by elements of O × K : thus, in this case, f m (z) = uf m (τ (z)) for some u ∈ O × K . If K is imaginary then u is a root of unity; otherwise u may or may not be. Note that if K is imaginary, we could have also avoided talking about division polynomials and followed a strategy similar to Proposition 3.11. Conversely, note that Proposition 5.2 is often not applicable for torsion points as it requires the existence of a non-zero multiple of z in E(Q).
5.2.
Computations in rank 1. The technique explained in §4.1 to compute X (Z p ) 2 in the rank 0 case can easily be adapted to compute X (Z p ) ′ 2 when the Mordell-Weil group has rank 1. As remarked in §5.1, the expectation is that X (Z p ) ′ 2 should generally be larger than X (Z).
We ran the code on all the 14, 783 rank 1 elliptic curves of conductor at most 5, 000 and let p be the smallest prime greater than or equal to 5 at which the curve has good ordinary reduction. The first observation is that it can happen that there are no points in X (Z p ) ′ 2 beside those in X (Z). For example, the curves of conductor at most 500 -satisfying the assumptions of Theorem 1. Studying the torsion points of X (Z p )
′ 2 morally provides more data on the extra points that can arise in X (Z p ) 2 when E has rank 0. No new phenomenon was observed, except that torsion points defined over some degree 4 number fields were also recovered on the two CM elliptic curves 576.e1 and 576.e2 [LMF19] of j-invariant 54000. The appearance of the latter points can be proved in a similar way to Proposition 3.13.
As far as algebraic non-torsion points are concerned, on 26 curves we identified non-torsion points defined over quadratic extension of Q. All of these were explained by Proposition 5.2 and only on two curves the points were defined over real quadratic fields. We now present an example in which some algebraic torsion and non-torsion points were recovered in X (Z p ) 2 \ X (Z). Afterwards, we also include for completeness an example in which the extra algebraic non-torsion points are real.
Example 5.4. Consider the elliptic curve 576.e4 [LMF19] E : y 2 = x 3 + 8, whose Mordell-Weil group over Q has rank 1 and is generated, modulo torsion, by the point z 0 = (1, 3). Let p = 7, at which E has good ordinary reduction. We have S = {2, 3} and W = W 2 × W 3 where
,nontors , where the subscripts tors and nontors have the obvious meaning. Let K = Q( √ −3) and let τ generate the Galois group of K/Q. Assuming that we have fixed an embedding of Q( √ −3) into Q p , we find that
where A nonalg? denotes the set of points of X (Z p ) ′ 2 which have not been recognised as algebraic. Note that A nonalg? modulo ± consists of 15 points. Corollary 3.5, together with the observation at the beginning of this section, proves why the twotorsion quadratic points (1
We will show why Q ∈ X (Z p ) ′ 2,nontors . Without loss of generality we may assume that Q = (−5 + √ −3, 6 + 6 √ −3). As
2Q ∈ E(Q). We have
Therefore, in order to apply Proposition 5.2, it suffices to verify the condition on the local heights at the bad primes. For each prime q ∤ p, we could use the formula involving f 2 (Q) in order to compute λ q (Q), as in the proof of the proposition. We choose to compute it instead by the quasi-parallegram law
The fact that Q is in X (Z p ) ′ 2 then follows from Proposition 5.2.
Example 5.5. Consider the elliptic curve 525.c1 [LMF19] E : y 2 + xy = x 3 + x 2 − 450x + 3375.
Let p be an odd prime of good ordinary reduction split in Q( √ 5) and fix an embedding Q( √ 5) ֒→ Q p . Then by Proposition 5.2 with m = 2, the infinite order points
Rational points on bielliptic curves
Let C be a smooth projective curve over Q of genus g and whose Jacobian J has Mordell-Weil rank equal to g. Assume in addition that the Néron-Severi group of J has rank at least equal to 2, that p is an odd prime of good reduction for C and that the p-adic closure of J(Q) has finite index in J(Q p ). In [BD18, Theorem 1.2] Balakrishnan and Dogra use the Chabauty-Kim method to explicitly describe a finite set
which depends upon the choice of a correspondence Z ⊂ C × C and which contains all the rational points of C. Note that one has C(Q p ) 2 ⊂ C(Q p ) Z . The authors then make Theorem 1.2 algorithmic when C is a bielliptic curve of genus 2, under the extra assumption that J is ordinary at p. We remove this hypothesis here. Let
be a genus 2 bielliptic curve with a rank-2 Jacobian and consider the associated maps ϕ i : C → (E i , O Ei ), described affinely by
Assume that each of E 1 and E 2 has rank 1. Then one may pick Z in such a way that C(Q p ) Z can be described in terms of local and global p-adic heights of the images of the points of C in the two elliptic curves. The superscript Ei indicates on which curve we are computing these quantities. Let P i be a point of infinite order in E i (Q) and write
where, as usual, h Ei p is the global p-adic height of Mazur-Tate or Bernardi depending on whether the reduction is ordinary or not. Let Q 1 = (0, √ a 0 ) ∈ E 1 (Q( √ a 0 )) and Q 2 = (0, a 0 ) ∈ E 2 (Q). We assume that a 0 is a square in Q p . Furthermore, let
where the inverted square brackets denote the residue disk modulo p around the given point and ∞ ± = (1, ±1, 0) ∈ C(Q).
Theorem 6.1 (Balakrishnan-Dogra 8 ). For each i ∈ {1, 2}, the following set is finite
Furthermore,
The second assertion in Theorem 6.1 can be derived from the parallelogram law satisfied by the global p-adic height (as a consequence of 2.1.1 (3) and 2.1.2 (iii)) and the fact that there is at most one quadratic function (up to multiplication by a scalar) on each of E 1 (Q) and E 2 (Q), due to the assumption on their ranks, in analogy to the proof of Theorem 1.3. The set of p-adic points described in the theorem is C(Q p ) Z ∩C (i) (Q p ). We will explicitly determine the sets W i for Example 6.3. For a general bielliptic curve we will give in Proposition 6.5 a description of a finite set containing W i , hence giving a proof of finiteness of W i .
Remark 6.2. If Q 1 is not defined over Q, with the notation λ E1 q (ϕ 1 (z) ± Q 1 ) in Theorem 6.1 we mean λ E1 q (ϕ 1 (z)± Q 1 ), where q is any prime of Q( √ a 0 ) lying above the rational prime q. Indeed, since τ (Q 1 ) = −Q 1 , where τ = Gal(Q( √ a 0 )/Q), there is no dependence on q|q and
The equations defining the sets C(Q p ) Z ∩C
(1) (Q p ) in [BD18, Corollary 8.1] contain a typo in the case when Q 1 is not in the saturation of E 1 (Q), which we have corrected in Theorem 6.1. Their formula has the term 2c 1 Log E1 (Q 1 ) 2 in place of 2h E1 p (Q 1 ) and does not hold unless the two quantities are equal.
One of the advantages of computing rational points using Theorem 6.1 for a bielliptic curve, rather than the more general techniques developed in [BDM + 17], is that we do not need to have prior knowledge of any affine point in C(Q).
Balakrishnan-Dogra-Müller [BD18] use Theorem 6.1, combined with the MordellWeil sieve, to determine precisely the rational points of two bielliptic curves. As in §4.1, we suggest here that one can replace the computations of double Coleman integrals with computations involving the p-adic sigma function and division polynomials. We use the resulting algorithm to compute C(Q p ) Z for a bielliptic curve whose rational points were already found using different Chabauty-type techniques the associated elliptic curves are 496.a1 and 248.a1 [LMF19] , given by the following minimal models
We have Q 1 = (0, 1) ∈ E 1 (Q), Q 2 = (0, 1) ∈ E 2 (Q). Both elliptic curves have rank 1. Let p = 3, which is a prime of good reduction for C. Since E 1 is supersingular at p, we use Bernardi's p-adic height for our calculations.
Proof. The curves E 1 and E 2 have everywhere good reduction except at 2 and 31. At 31, the Tamagawa number of each E i is trivial. Assume first that ϕ i (z) = O Ei . Then, for each q = p, the quasi-parallelogram law (3) gives
thus, if q = 2, by Lemma 2.1 (i),
It remains to consider the case ϕ i (z) = O Ei . Then ϕ 3−i (z) ∈ {±Q 3−i } and
by Proposition 2.2, since Q i and Q 3−i are integral and the Tamagawa numbers at q are equal to 1. Claim 2. We have
Proof. By Claim 1,
i (±Q i )}} First note that the curve E 1 has Tamagawa number equal to 1 at 2, whereas E 2 has Tamagawa number equal to 2 and reduction type III. If |x(z)| 2 ≤ 1, then ϕ 2 (z) has good reduction at 2 and λ E2 2 (ϕ 2 (z)) = log |x(z) −2 | 2 ; otherwise ϕ 2 (z) reduces to a singular point modulo 2 and, by Proposition 2.4, λ 
for the remaining points z = ∞ ± we get w 2,1 (z) = −2λ E2 thus proving the claim for W 1 . The set W 2 is determined in a very similar fashion and we leave the details to the reader.
We can now compute C(Q p ) Z as a union of the two C(Q p ) Z ∩ C(Q p ) (i) . We find
where A is a set of size 4. Note, however, that up to the automorphisms (x, y) → (−x, y), (x, y) → (x, −y) and their composites, A actually consists of one point:
We follow the same strategy to the one of the proof of [BD18, Theorem 8.6] to rule out the possibility that P could be rational. The image of the point P under ϕ 2 is a point in E 2 (Q p ) whose x-coordinate has valuation ord p (x(ϕ 2 (P ))) = −2. On the other hand, the Mordell-Weil group E 2 (Q) ∼ = Z is generated by Q 2 and, thus, if ϕ 2 (P ) ∈ E 2 (Q), there must exist a multiple of Q 2 whose x-coordinate has p-adic valuation equal to −2. As the smallest multiple of Q 2 in the formal group at p is 6Q 2 = 
2 is a polynomial in x(6Q 2 ) of degree m 2 − 1 and coefficients in Z.
6.1. Explicit formulae for the sets W i . Theorem 6.1 asserts that the sets W i , for i = 1, 2, are finite, but does not describe them explicitly. In order to obtain an implementation for the computations of the sets C(Q p ) Z ∩C (i) (Q p ) for an arbitrary genus 2 bielliptic curve C, it would be convenient to have a characterisation of W i that can be made algorithmic, in analogy with that of the sets W q of Theorems 1.2 and 1.3.
We assume in this section that the coefficients a 0 , a 2 , a 4 defining C are in Z. For i = 1, 2, let W Ei,min q be the set W q from Section 1 for a global minimal model E i,min of E i if q is a prime of bad reduction and with non-trivial Tamagawa number. If E i,min has good reduction at q ∈ {2, 3} \ {p} and E i,min (F q ) = {O} or q = 2 and E i,min has split multiplicative reduction I 1 at q, let W ∪ {2k log q : 1 ≤ k ≤ 1 12 ord q (δ Ei )}).
In particular, W Ei q is finite; it equals {0} for all but finitely many q.
Proof. Let x, y resp. x min , y min be the Weierstrass coordinates for E i resp. E i,min . Then there exist u, r, s, t ∈ Q, u = 0, such that x = u 2 x min + r, y = u 3 y min + su 2 x min + t.
Since ord q (∆ Ei,min ) ≤ ord q (∆ Ei ) for each prime q, the scalars u, r, s, t are furthermore all integral (see [Con99, Lemma 5.3 .1]). Now let P ∈ E i (Q q ) such that x(P ), y(P ) ∈ Z q . By (4), we have , where by assumption |x(P ) − r| q ≤ 1 and the valuation of
is an even negative integer. Since δ Ei = u 12 , this completes the proof of ⊆. To see why the inclusion is actually an equality, notice that the preimage of an integral point in E i,min (Q q ) is certainly an integral point on E i (Q q ). Furthermore, the points on E i,min (Q q ) in the formal group are parametrised by z ∈ pZ p as follows: z → (x min (z), y min (z)), where x min (z) = 1 z 2 − a 1,min z − a 2,min − a 3,min z + · · · ∈ Z[a 1,min , . . . , a 6,min ]((z)),
where a 1,min , . . . , a 6,min are the Weierstrass coefficients of E i,min ; in particular, we have ord q (x min (z)) = −2 ord q (z). Thus for each 1 ≤ k ≤ 1 12 ord q (δ Ei ), setting z = q k gives a point on E i,min (Q q ) whose preimage in E i (Q q ) has integral xcoordinate. The second assertion of the lemma follows from the explicit description of the sets W . When i = 2, note that, while it is not always the case that Q 1 is defined over Q q (and hence that λ E1 q (Q 1 ) ∈ W E1 q ), here this follows from the assumption that its preimage under ϕ 1 is in C(Q q ).
Otherwise, by the quasi-parallelogram law (3), we have Proposition 6.5 and Lemma 6.4 turn Theorem 6.1 into an algorithm for computing a finite set of p-adic points containing C(Q), for an arbitrary genus 2 bielliptic curve C whose associated elliptic curves E 1 and E 2 have Mordell-Weil rank equal to 1. Furthermore, to improve the estimates of the sets W i provided by Proposition 6.5 we may use the fact that the contributions at primes of potential good reduction for C are trivial (cf. [BD18, Theorem 1.2 (i)]). It seems unlikely to the author that the elementary approach of Proposition 6.5 could show the latter for an arbitrary curve, since it is hard to imagine how the proof could be made sensitive to the difference between C being of potential good reduction and its Jacobian only being of potential good reduction. Furthermore, even at primes not of potential good reduction, the sets W i′ q might be larger than W i q . Nevertheless, having fixed an explicit curve C, the steps of the proof of the proposition should guide the reader through computing W i precisely. Here we are instead interested in an algorithm which does not require prior computations of W i . So let W i′′ be obtained from W i′ of Proposition 6.5 by replacing W i′ q with {0} whenever q is a prime of potential good reduction. We implemented on SageMath the results of this section and could test them for several bielliptic curves, including the ones of [BD18] have size 3, whereas W i has size 1. We also remark that in Example 6.3, as well as the two examples of [BD18] , the elliptic curve E 1 has trivial Tamagawa number at all primes and E 2 has trivial Tamagawa numbers everywhere except for at one prime where it has Tamagawa number equal to two or three. In other words, finding precise expressions for the sets W i by hand is straightforward. In Example 6.3 as well as [BD18, §8.3] the task is further simplified by the fact that the Weierstrass equations for E 1 and E 2 have minimal discriminant. On the other hand, we cannot expect this for a generic curve. For example, the elliptic curves corresponding to (20) have Tamagawa numbers (2, 1) respectively (4, 2) at the primes not of potential good reduction and analysing what happens at each prime by hand might be rather tedious. In this case, we find #W 1′′ = #W 2′′ = 18 and in fact this results in many points in C(Q p ) that are probably not rational (142 when p = 5).
