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Abstract 
Let (Xi,) be a double sequence of independent, identically distributed random variables, with 
mean zero and variance one, whose moment generating function is finite in a neighbourhood 
of the origin. Let &(t) be the partial sum process constructed from ,I’,.. We consider the sets 
F, = {m’s,(~): i<a,}, where an is a nondecreasing sequence of integers and yn is a suit- 
able normalizing sequence. We prove a strong approximation result that in particular implies a 
Strassen-type law if a, grows slower than exponential. If a, grows at an exponential rate, we 
prove another Strassen-type result. 0 1997 Elsevier Science B.V. 
AMS 1991 classification: Primary 60F17; secondary 60G50 
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1. Introduction 
Let (Xlj) be a double array of independent, identically distributed random variables. 
Assume that 
EX, = 0, 
EX;. = 1, 
T+=sup{u:Eexp(Xiju)<oo}>O, 
T_ =inf{u:Eexp(Xiju)<m}<O. 
The large deviation rate functional is defined as 
$(x) = SUP{XU - log(E(exp(Xiju))) : u E R}. 
Furthermore, let 
s;(X) = C Xij + (X - [xl)Xi,[x]+l 
jCx 
(1) 
(2) 
(3) 
(4) 
(5) 
(6‘) 
([xl denotes the largest integer not exceeding x) be the (rowwise) partial sum processes. 
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Now, let a,, be a nondecreasing sequence of integers. We define 
F, = {y,‘Si(n.): 1 <ida,}, 
where 
(7) 
yn = (2n(log log n + log a,))“2. (8) 
The asymptotic behaviour of F, has been studied by Deheuvels and R&&z (1993) for 
the special case where X, has a normal distribution (they formulate their result for 
independent Wiener processes, but this formulation is clearly equivalent to ours). In 
order to state their results, let us introduce some of their notation. 
If A,, is a sequence of subsets of some topological space, then we define 
(9) 
(10) 
If lim sup A, = lim inf A,, = A, we say that lim A, exists and equals A. 
Now we can state some of their results as follows. The underlying topological space 
being Co[O, 11, the set of all continuous functions f on [0, l] with f(0) = 0, endowed 
with the topology of uniform convergence: 
Theorem A. If (log log n)-‘log a, + c E (0, co), then 
lim sup F, = 91, (11) 
and 
lim inf F, = ,YEI(,+I). (12) 
Theorem B. If (log log n)-‘log a, + 00, then 
limF, =Yr. (13) 
In these theorems, 
x= { lXf(u)du: lli(u)du.ia}. (14) 
In the same setting, Deheuvels and Teicher (1996) and Deheuvels and Steinebach 
(1996) study the functional 
M,(a,)= max Sup Si(?Zs). 
1 GiGa, o<~$* 
(15) 
They obtain a characterization of the strong limiting behaviour of M,. 
A question that is very much related to the one that we are studying here is the 
functional Erdos-Renyi law; this has been covered to some extent by Borovkov (1990), 
Sanchis (1994a, b), and Deheuvels (1991). Some aspects of the last reference will be 
discussed later. 
K. CrillIStochastic Processes and their Applications 71 (1997j I-10 :; 
2. .4 strong approximation result 
We shall prove that for n-’ log(a,) - 0 Theorems A and B hold for general X,, 
satisfying (l)-(4). This will follow from the following strong approximation result. 
Theorem 1. Suppose that (Xti) satisfies conditions (l)-(4). Then, on some probability 
space, we can construct a copy of (Xij) together with u sequence &(.) qf independent 
Wiener processes such that 
sup{l$(u) - e(u)1 :Odu<n, 1 <ida,} =O(logn + loga,) 
with probability one. 
(16) 
Proof. By Komlbs et al. (1975) strong approximation theorem, there are constants ~1, 
~2, and c3 such that for each i we can construct a probability space Qi with a copy of 
X,. and a Wiener process &(.) such that 
P(I&(u) - J+X u >x for some u<n)<c,nC2 exp(-cjx). )I (17) 
Consider the product of the probability spaces Q. On this space, ( W;(.)) is a sequence 
of independent Wiener processes, (Xij) is a double sequence of independent identically 
distributed random variables, and 
pn=P(3u<n, i<a,:ISi(u)- II$(~)(>x)da,cin~‘exp(-cjx). (18) 
Letting x =K(logn + loga,) with K large enough, we find that the series C pn is 
convergent, so the Borel-Cantelli lemma implies Theorem 1. 0 
Corollary 1. If n-’ log(a,) + 0, then Theorems A and B are true for general (X,) 
satisfying (l)-(4). 
Proof. It is sufficient to observe that, by Theorem 1, 
sup 
II 
S(n.) - @(n.) +o 
/I 
(19) 
I <i<u, Yn 
with probability one (here and in the sequel, ljfll = sup{ I,f(u)l, 0 dud l}). / I 
The rate obtained in Theorem 1 is best possible; namely, in a similar way as for the 
usual ErdGs-Renyi law of large numbers, one can show that, letting 
k, = C log(na,), (20) 
the limit 
p(C) = lim max max si(j + b) - Z(j) 
n-02 i<a, j<n-kn kn 
(21) 
exists and, viewed as a function of C, characterizes the distribution of X. Thus, if 
we have a rate that is of smaller order than log(na,), then the distribution of X is 
necessarily normal. 
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3. The case n-l log(a,) + a 
Now, let us see what happens if a,, increases at an exponential rate. So, in the sequel, 
we shall assume that 
log 4 
-4-,crE(O,cm). 
n (22) 
In addition, we are going to slightly change our notation. In particular, we replace the 
normalizing factor yn by n. So, let 
Mu> q*(u) = ~ (O<ud I), 
n (23) 
and 
Gn={Gin(.): l<i<a,}. (24) 
We are going to embed Cs[O, l] in a larger space as follows: let Ba[O, I] (B,*[O, 11) be 
the set of all nondecreasing (strictly increasing) functions f in Cs[O, l] with f (1) = 1. 
On Ba[O, l] x Cs[O, l] we define the following pseudometric: 
4(sl,h),(S2,tZ)) 
= inf{](si ofi - s2 of211 + llh of1 - t2 Ofill :f1,f2 EBo*[O, 11) 
=infWofi -~2~f211+h~fl -t20f2)I:fl,f2EBo[o,l]}. (25) 
It is readily checked that d(. , .) is indeed a pseudometric, i.e., it is nonnegative and 
obeys the triangle inequality. So we can define an equivalence relation by 
h, t1> N (s2, t2) @ 4@1, t1 ),(sz, t2)) = o. (26) 
The latter, in turn, is equivalent to 
~fl,f2~~o[o,ll: s10f1=s20f2, t10f1=t20f2. (27) 
Now, let &[O, l] be the set of all equivalence classes with respect to -. d(. , .) is clearly 
a metric on &[O, 11, and we can identify f E Co[O, l] with (x, f (x))w = {(s, f OS) : s E 
Bo[O, 11) EDo[O, 11. It is not hard to verify that Co[O, l] is dense in Do[O, l] and that 
for fn, f E Co[O, 11, fn + f with respect to d(. , .) is equivalent to fn --f f uniformly. 
Other spaces of interest, too, can be embedded in Do[O, 11. In particular, if f is a 
right-continuous function on [0, l] that has left-hand limits everywhere, let xfl be an 
enumeration of the (at most countable) set of discontinuities of f, and 
g has the same discontinuities as f. Let 
(28) 
(29) 
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and 
f (s(u)) 
i 
if s(u) is a continuity point of f, 
t(u)= (U-g(S(U)-o))f(s(u))+(S(S(U))-U)f(S(U~ otherwise, (30) 
sMu))-Mu)-0) 
We can identify f with the equivalence class (s, t)_. In that case, the metric d(. , .) 
generates the Skorohod topology, and we can view Do[O, l] as the completion of the 
Skorohod topology with respect to d(. , .). In particular, we can view the set of mono- 
tone functions as a subset of Da[O, 11, and the restriction of our topology to this set 
will be the topology of weak convergence (of the generated measures). 
The case of functions of bounded variation is a little more intricate. We let 
Bk[O,l]={f :[O,l]+R:f(O)=O, Ql(f)bC}, (31) 
where cb(f) denotes the total variation of f over [a,b]. On this set, we may, e.g., 
compare our topology to the ones studied by Deheuvels (1991). It is easily checked 
that ours is weaker than the topology W2 in that paper, which is generated by the 
metric 
dl(f ,g)=dL(f+,g+)-tdL(f-,g-), (32) 
where dL is the Levy metric and f+, f_ are the positive and negative variations of j’, 
and stronger than WI (which is defined by another metric, but actually coincides with 
the topology of weak convergence of the signed measures generated by f ). Both 
topologies WI and Wz have their drawbacks; with regard to WI, some interesting 
functionals (in particular the supremum) fail to be continuous, whereas in W2, the 
union of the sets G, is not relatively compact if T+ and T- are finite. In both cases, 
we have trouble trying to use Corollary 2 below. 
We can extend BVc[O, l] to the set SVc[O, l] of all f in Da[O, l] that have a repre- 
sentative (s,t) with V,‘(t)<C. It is clear that the value of Q’(t) does not depend on 
the actual representative chosen, so we call it the total variation of f. 
The next lemma will be used to show that SI+[O, l] is relatively compact in our 
topology. 
Lemma 1. If f E Co[O, l] then f is of bounded variation ifs there is an ubsolutely 
continuous function CT E Bz [0, l] such that f o CT is absolutely continuous. Furthermore. 
o cun be chosen in such a way that 
a’(x) + I(f 0 c)‘(x)1 d 1 + V,‘(,f) 
almost everywhere. 
(33) 
Proof. Let 
g(x)=x+ vd’(f) (34) 
and 
6) = g-‘((1 + v,‘( f >)x). (35) 
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For Odyl<y~<l we have 
Y2 - Yl + If(Y2) - f(Yl )I GdY2) - dY1). 
Letting yi = @(xi) (i = 1,2), this becomes 
(36) 
4x2) - 4x1) + If(4x2>> - .f-(4JQ))l6(1 + F&->)(x2 -x1). (37) 
Thus, both 0 and f o CJ are Hiilder continuous, hence absolutely continuous, and the 
inequality (33) follows by taking limits. Thus, one part of the lemma is proven; 
the reverse part, however, is trivial, as the total variation of f is the same as that of 
f o CT which is finite since f o rs is absolutely continuous, and hence of bounded varia- 
tion. 0 
This lemma, in particular, implies that for f EBVC[O, l] there exists (s, t) E f with 
s and t absolutely continuous and 
s’(x) + [t’(x)1 < 1 + c 
almost everywhere. 
(38) 
Let fn be a sequence from BQ[O, 11. Then the sequences s, and t, of absolutely 
continuous functions that we can choose by the above lemma are equicontinuous, so, by 
Ascoli’s theorem, they have subsequences that converge uniformly to continuous f&c- 
tions s and t. This means that fn converges to f = (s, t),_, with respect to d; so the set 
BVc[O, l] is relatively compact. It is easily seen that its closure is SVc[O, 11. 
For f E BVc[O, l] choose (s, t) E f with s and t absolutely continuous and define 
+ T- 
J 
t’(x) dx. (39) 
s’(x) = 0, P(X) < 0 
For any other f, let Z(f) = 00. 
We have to prove that Z(f) is well defined. So, suppose that both (s, t) and (J^; I) are 
pairs of absolutely continuous functions in f. There are functions g and g in Bo[O, l] 
such that 
sog=;og” (40) 
and 
tog=t”oij (41) 
Now, by a similar reasoning as in the proof of Lemma 1, we can find a function G 
such that the functions 
sogoo, togoa, s”og”oa, t”OljO@ (42) 
are all absolutely continuous. We can then use the chain rule to show that the two 
integrals representing Z(f) are equal. 
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r(f) is, in fact, the large deviation-rate functional as defined by Mogulskii (1993). 
Although the discussion there concerns processes with independent increments, which 
means to us the case where the distribution of X, is infinitely divisible, it is quite 
clear that it extends to the general case, so we can use his large-deviation principle as 
follows: 
Theorem C. If A is an open set in DOIO, 11, then 
lirmkf nP1logP(S,/nEA)>,-inf{I(f):fEA}. 
If A is u closed set in Do[O, 11, then 
limsupn-‘logP(S,/nEA)<-inf{/(f):fEA}. 
n-CX2 
(43) 
(44) 
We are now ready to state 
Theorem 2. If (Xij) satisfies conditions (l)-(4) and if n-' log a, 
lim G, = L$, 
where 
a > 0 then 
(45) 
~u;={fEDo[O,l]:I(f)da}. (46) 
Proof. We first prove that lJ G,, is relatively compact. To this end, we show that there 
is an M too such that 
limsup sup{&‘(f): f EG,}<M. 
n-CC 
In fact, 
so 
pn=P(3i<U,: b’(Cin)),M)bUnexp(-nMt)(Eexp(tIX,I))”. (49) 
In this formula, if we choose t > 0 in such a way that the expectation is finite, and if 
M is large enough, then the series C p,, will converge, so the HorelLCantelli lemma 
gives us (47). 
The next step is to prove that 
lim sup G, c ZZ. (50) 
Fix E > 0 and let 
H={f:d(f,g)>E for all gES,+,} 
H is closed, so Mogulskii’s large deviation principle yields 
P(Ci,(.) E H)bexp(-n(ol + $2)) 
(51) 
(52) 
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if n is big enough. From this we have 
P(ai,(.)eH for some i<~~~)<a,exp(-n(a+c/2))<exp(-n&/4). (53) 
The sum of these probabilities is convergent, so, by the Borel-Cantelli lemma, all 
the functions K’Si(n.) (i = 1,. . . , a,) are in the complement of H from some n with 
probability one. As E was arbitrary, this proves that 
lim sup G,, c YE. 
Finally, we have to prove that 
(54) 
YE c lim inf G,,. (55) 
Choose f with I(f) <cc. We show that f E lim inf G,,. For the neighbourhood 
u=U(f,&)={g:d(f,g)<&}, (56) 
Mogulskii’s large-deviation principle yields, for n large enough, 
P(Cri,(.) E U)>exp(-n(U - E/2)). (57) 
This yields 
P(Qn(.) $L U for all i<u,)d(l - exp(-n(a - &/2)))a, <exp(-exp(ns/4)). (58) 
Again, by the Borel-Cantelli lemma, for n large enough, G,, will contain a function 
from U. As E was arbitrary, f is in lim inf G,,. 0 
From Theorem 2 we can easily derive the following 
Corollary 2. If qb is a continuous functional on Do[O, 11, then 
lim sup &qn)=sup{4(f): f EL%}. 
n’m i4a, 
(59) 
Examples of such continuous fimctionals are 
J 1 h(t(x)) Mx)> (60) 0 
and 
sup h(Q)), 
O<XQl 
(61) 
where h is a continuous function. These are in fact extensions of the functionals 
J h( f (x)) dx and sup h( f(x)) which are defined on Co[O, 11. 
In particular, we can obtain the result of Deheuvels and Teicher (1996) and De- 
heuvels and Steinebach (1996) this way (with the restriction that the latter allow that 
T- = 0 which is more general than our assumptions). 
Furthermore, we have 
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Corollary 3. If T+ = 00 and T- = -cc then 
9, = 
i 
f E Co[O, l] : f is absolutely continuous and 
s 
I 
$(f’(x))dxda > (62) 
0 1 
and Theorem 2 holds in Co[O, l] with the uniform topology. 
Proof. First observe that for 1(f) to be finite, the second and third integral in its 
definition must vanish. This implies that almost everywhere from s’(x) =0 it follows 
that t’(x) = 0. This means, in particular, that t(x) = t(y) whenever s(x) =s(J~). Now, 
let 
g(x) = sup{y : s(y) a}. (63) 
Clearly, s(g(x)) =x, and we shall prove that h = t o g is continuous. Indeed, if x, 4 x, 
then we can find a subsequence x,, such that g(x,,,) converges to some y. By continuity, 
Mxn, )) --$ S(Y) =x (64) 
and 
t(dxn, 1) + t(y). (65 1 
Since s(y) = s(g(x)) it follows that t(y) = t(g(x)). Thus, h is continuous. Now, t = h (1 .s 
since s(x) = s(g(s(x))) implies t(x) = t(g(s(x))). 
Furthermore, 
t’(x) h’@(x)) = __ 
s’(x) 
exists almost everywhere, and 
.I’ 
SG- ) 
h’(x) dx = h(s(x)), (67) 
0
so h is absolutely continuous and (s, t) E: h. Thus, the corollary follows by applying the 
chain rule in the definition of I(. , .) and by the observation that on Co[O, 11, convergence 
with respect to d(. , .) and uniform convergence are equivalent. •! 
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