The univariate statistical properties of agricultural price series need to be examined as a first step in the analysis of price transmission mechanisms. However, in the case of weekly price series, increasingly available, the testing procedures usually applied in this step are not suitable to deal with evolving seasonal effects. In this study, a method of testing for seasonal unit roots in weekly series of agricultural prices is described. When the deterministic seasonal component does not remain constant over time, the restricted evolving spline model (RESM) is shown to be a useful parametric formulation to capture the deterministic seasonal pattern. Therefore, the RESM model should be included as a deterministic component in auxiliary regression for unit root tests at seasonal frequencies. This proposal is applied to three weekly series of Canary Islands banana prices. From the standard seasonal unit root tests, the null hypothesis is failed to be rejected at the 5% or 10% significance level at some seasonal frequencies for each one of the series. Once critical values are obtained by simulation exercises when the RESM model is included, the hypotheses of unit root are rejected at each one of the seasonal frequencies for all of the three series.
Introduction
Seasonal patterns in weekly series of agricultural prices do not usually remain the same over time. As pointed out by Wang and Tomek (2007) , the amplitudes and timings of seasonal peaks in agricultural price series are not likely to be constant. Therefore, dealing with these seasonal patterns is a complex task. However, in many papers in the field of agricultural economics, the seasonal effects are either ignored or assumed to be fixed. Then, seasonal effects are removed by seasonal adjustment or modelled by means of seasonal dummies. However, wrong assumptions about the seasonal component may lead to wrong conclusions about the dynamic behaviour of the series and the transmission mechanisms between different price series. In particular, nonstationarity due to the presence of unit roots at seasonal frequencies needs to be tested before making a decision about cointegration at the zero frequency. Following Zanias (1999) , when the hypothesis of unit roots at seasonal frequencies cannot be rejected, the law of one price needs to be tested using seasonal cointegration tests.
To this aim, Palaskas and Crowe (1996) , Zanias (1999) , Jumah (2004) and Jumah and Kunst (2008) apply the testing procedure proposed by Hylleberg et al. (1990) (HEGY) to quarterly agricultural price series. HEGY-type tests for monthly data proposed by Franses (1991) and Beaulieu and Miron (1993) have been also applied to agricultural price series by Mart ın-Alvarez et al. (1999) and Garza and Amigo (2013) , among others. However, transmission mechanisms between monthly agricultural prices are usually focused on the zero frequency, whereas seasonality is ignored (Verissimo 2001; Susanto et al. 2008; Alves et al. 2013; Caldarelli 2013; Lee and G omez 2013; Abidoye and Labuschagne 2014; Baquedano and Liefert 2014; Adammer and Bohl 2015; Lajdov a and Bielik 2015; Akhter 2016; Aruga and Li 2016; Fousekis et al. 2016a; Garc ıa-Germ an et al. 2016; Hatzenbuehler et al. 2016) . Fousekis et al. (2016b) and Zimmer (2016) estimate models for monthly price comovements using copula functions, but seasonal effects are not analysed. Other papers about the stationarity of monthly agricultural price series only pay attention to the zero frequency, and seasonal variations are either ignored (Zeng et al. 2011; Ott 2014a,b) or removed by seasonal adjustment procedures (Garc ıa-Enr ıquez et al. 2013).
In most papers about weekly agricultural prices, seasonal variations are left aside (Santeramo 2015 ). An interesting paper by Gil-Alana et al. (2012) investigates the degree of persistence in weekly agricultural prices, but seasonal behaviour is not analysed. In other papers, the length of the time series is not enough to observe changes in the seasonal pattern (Ge et al. 2010; Guill en and Franquesa 2010; Esposti and Listorti 2013; Tabosa et al. 2014) . However, for this type of increasingly available data, Sanju an and Gil (2001) , Ben-Kaabia and Gil (2007) and Cruz and Ameneiro (2007) have applied the extension of HEGY-type tests proposed by C aceres-Hern andez (1996) .
On the other hand, as Hylleberg (1994) pointed out, the existence of seasonal unit roots implies that the seasonal pattern varies too much and that summer may become winter. However, the finding of seasonal unit roots should be interpreted as an indication of a varying and changing seasonal pattern, and the unit root model could not be the true datagenerating process. In particular, when a changing deterministic seasonal pattern is observed, the null hypothesis of seasonal unit roots is less likely to be rejected against the hypothesis of stationarity around a fixed deterministic seasonal component. In fact, the sample distributions of HEGY-type tests depend on the deterministic components included in the auxiliary regressions. In this paper, a nonfixed deterministic seasonal pattern is proposed to be modelled by means of evolving splines (Mart ın-Rodr ıguez and C aceres-Hern andez 2012), able to capture gradual changes in the seasonal pattern as often observed in weekly series of agricultural prices. Such a model of the seasonal pattern is proposed to be included in the auxiliary regressions for HEGY-type tests for the null hypotheses of unit roots at the seasonal frequencies.
The methodological proposal is described in the following section. Firstly, the restricted evolving spline model (RESM) proposed in Mart ın-Rodr ıguez and C aceres-Hern andez (2012) is slightly modified so that adjustments are not required in the estimates of seasonal effects. Secondly, the testing procedures are explained. Besides the filtered series defined as explanatory variables in the auxiliary regression for seasonal unit root tests by C aceres-Hern andez (1996) , the RESM model is also included as an additional deterministic component. Section 3 shows the results of applying these tests to three weekly series of Canary Islands banana prices. Once a model is formulated to capture the evolving seasonal pattern, simulation exercises are carried out to obtain critical values according to the specification of the deterministic component. Finally, concluding remarks are given.
Evolving splines and tests for seasonal unit roots
The following subsection deals with the proposal of a model to capture evolving seasonal patterns in weekly series. In the second part of this methodological section, some procedures for testing the null hypothesis of seasonal unit roots are explained.
Restricted evolving spline model
In a weekly time series, y t f g t¼1;...;T , such that
where l t and c t are the trend or level component and the seasonal component, respectively, and ɛ t is the irregular component, the seasonal pattern can be assumed to be completed in a period whose length does not remain the same over time. Note that the number of weeks in a year is not exact. Most years have 365 days, but a leap year has 366 days. Therefore, 53 weekly observations are occasionally registered in the same year depending on what is called a week. This being the case, an average of the observations corresponding to two contiguous weeks can be calculated to substitute the original observations to ensure the length of the seasonal period remains 52. 
where w c,0 = 0 and w c,k = 1. It is also assumed that w c,i = w i , c = 1, ÁÁÁ, m, i = 0, ÁÁÁ, k. The continuity of the spline function and of its first and second derivatives are enforced by the following conditions:
Furthermore, by assuming that
the area under the spline over the whole seasonal period is restricted to zero.
1 Then, the spline g c (w) can be expressed as a linear function 1 Such a condition is not taken into account by Mart ın-Rodr ıguez and C aceres-Hern andez (2012). This being the case, when the spline is introduced as a regressor into a time series model, the estimates of both the seasonal effects and the level component need to be corrected. Furthermore, in Mart ın-Rodr ıguez and C aceres-Hern andez (2012) , the values of the spline function, and first and second derivatives at the end of the seasonal period, are not assumed to be equal to the corresponding values at the beginning of the seasonal period. In fact, the spline is assumed to be natural, in such a way that ∇ 2 g c,1 (w 0 ) = 0 and ∇ 2 g c,k (w k ) = 0. 
where X g c;i;w , i = 1, ÁÁÁ, kÀ1, are appropriate functions of the proportion w and the break points w c,i = w i , i = 0, ÁÁÁ, k, and g c,2,0 , ÁÁÁ, g c,k,0 are free parameters to be estimated. Therefore, the seasonal pattern in the m subperiods in which the series is divided can be jointly modelled as c t = g(t) + ξ t , where g(t) is the evolving spline
and where
To identify the changes in the shape of the seasonal pattern over time, the seasonal variation at any proportion w in period c can be also expressed as a function of the values of the seasonal effects at break points in such a period, c c;w i , i = 0, ÁÁÁ, k. In a similar sense to Koopman (1992) and Harvey et al. (1997) , the spline g c (w) can be expressed as a linear function
where X c c;1;w ; . . .; X c c;kÀ1;w are appropriate functions of the proportion w and the break points w c,i = w i , i = 0, ÁÁÁ, k, and c c;w 1 ; . . .; c c;w kÀ1 are free parameters to be estimated. Now, the evolving seasonal pattern over time can be modelled as c t = g(t) + ξ t , where g(t) is the evolving spline
and where X . Therefore, changes in the shape of the seasonal pattern over time can be explained by describing the evolution of the seasonal effects at break points. To achieve this aim, a nonperiodic spline is adjusted to the values of each one of these seasonal effects over time, c c;
where ξ i,c is a residual term and g i (w c ) is a third-degree piecewise polynomial function, 
and also assuming that the spline is natural, that is to say, are appropriate functions of the proportion w c and the break points w c j , j = 0, ÁÁÁ, r, and g i,1,0 , g i,1,1 , g i,2,0 , ÁÁÁ, g i,r,0 are free parameters to be estimated. Alternatively, the nonperiodic cubic spline g i (w c ) can be also expressed as a function of the values of the seasonal effect c c;w i at specific seasonal periods c c j ;w i , located at the break points w c j , j = 0, ÁÁÁ, r, as follows:
Finally, from Eqn (14), the parameters c c;w i È É c¼1;...;m , i = 1, ÁÁÁ, kÀ1 could also be assumed to evolve over time according to the parametric model c c;
. Then the evolving spline in Eqn (7) can be written as a function of parameters c c 0 ;w i ; . . .; c c r ;w i È É i¼1;...;kÀ1 , as follows:
where
Note that c c j ;w i is the seasonal variation at proportion w i of the seasonal period corresponding to the break point located at subperiod c j . Therefore, the number of parameters to be estimated is equal to k À 1 ð ÞÃ ðr þ 1Þ. This parametric model can be introduced into a time series model to estimate jointly the seasonal component and the remainder of components in the original series. However, the formulation in Eqn (16) is also useful to provide estimates of seasonal effects at any point in time over the sample. To choose the parameters k and r, a previous approximation of the seasonal variations, c _ t , needs to be obtained. Then, from estimating the model
where g(t) is the spline formulated in Eqn (16), and estimates of seasonal variations are obtained.
Test for seasonal unit roots
To apply conventional unit root or stationarity tests at seasonal frequencies, the length of the seasonal period, s c , is assumed to be 52. Let the datagenerating process for the series y t f g t¼1;...;T be given by
where u B ð Þ is an autoregressive polynomial, and l t represents the deterministic component (trend plus seasonal).
To test for roots that have a modulus of one but correspond to seasonal frequencies (see Table 1 ), the procedure described in C aceres-Hern andez (1996) can be applied. The following auxiliary regression needs to be estimated: 
where D 52 (B) = 1ÀB 52 , and regressors y 1,t , ÁÁÁ, y 27,t are defined as
The regressors are defined as in the approach followed by Franses (1991) . A number of lags of the dependent variable are included to ensure there is no serial correlation in the error term. Then, the hypothesis of a unit root at the zero frequency is rejected when the null hypothesis p 1 = 0 is rejected against p 1 < 0 by means of a t-type test t 1 . The hypothesis of a unit root at the Nyquist frequency is rejected when the null hypothesis p 2 = 0 is rejected against p 2 < 0 by means of another t-type test t 2 . With regard to the remainder of seasonal frequencies, an F-type test F k-2 about the significance of parameters p k,1 , p k,2 , can be applied to test the presence of a pair of unit roots at the seasonal frequency h k , k = 3, ÁÁÁ, 27. Critical values for these tests are obtained in C aceres-Hern andez (1996) when a constant, seasonal dummy variables or a linear trend are included as deterministic components. Del Barrio Castro and Sans o (2015) provide the asymptotic representation to the seasonal unit roots tests proposed by Franses for a general number of seasons. As shown in Del Barrio Castro and Sans o (2015), the distribution of the t-ratio unit root tests associated to the zero and Nyquist frequencies and also for the F-type tests associated to the harmonic frequencies are asymptotically equivalent to the corresponding distributions obtained when the regressors defined in Hylleberg et al. (1990) are applied. However, when the RESM model is included in the auxiliary regression, new critical values need to be obtained, as shown in Section 3.
Application of the HEGY tests to weekly agricultural price series
In this section, the tests for zero and seasonal frequencies described in Section 2 are applied to three weekly series of Canary banana prices in Spanish markets from 2006 to 2015: prices received by farmers, y (see Figure 1) . 2 Original data are publicly available from the web page of the Spanish Ministry of Agriculture, Food and the Environment. In the original source, there are 53 weekly observations corresponding to years 2009 and 2014. However, in order to obtain a fixed number of seasons, the decision has been made to substitute the observations corresponding to weeks 26 and 27 with an average of these two observations. Missing values for the prices received by Canary Islands farmers at weeks 51 and 52 in 2006, at week 1 in 2007 and at week 6 in 2010 have been assigned an average of the corresponding contiguous observations.
Following the conventional procedure to test for seasonal unit roots, a linear trend and seasonal dummies are included as deterministic components in the auxiliary regression in Eqn (19). Furthermore, the results of residual autocorrelation tests lead us to leave out lags of the dependent variable. As shown in Table 2 , the hypothesis of unit roots at the frequency 10p/26 is not rejected at the 10% significance level for the farm price series. At the 5% significance level, the tests fail to reject the null hypotheses of unit roots at the frequency 14p/26 for the farm prices series, at the frequency 8p/26 for the wholesale prices series, and at the frequency 23p/26 for the retail price series. Furthermore, the null hypotheses of a unit root at the frequencies zero and p are not rejected at the 10% significance level for the retail price series.
However, seasonal dummies included in the auxiliary regression are not enough to capture a seasonal pattern that is likely to evolve over time. To check the nature of the seasonal variations, the dependent variable to estimate the RESM model in Eqn (17) has been calculated as the difference between the original series and a 52-week moving average series. To obtain estimates of the seasonal effects in the first half of 2006 and in the second half of 2015, moving averages at these points in time have been calculated using prices observed in 2005 and 2016.
The seasonal effects from estimating such a model are shown in Figure 2 , and the changes in the amplitude and shape of the seasonal pattern can be clearly observed. On the other hand, according to moving averages in 2 Verissimo (2001) analysed the transmission mechanisms between the import, wholesale and retail levels for monthly banana prices in the German, French and US banana markets. In this paper, seasonal variations are clearly observed, but ignored either to test for a unit root at the zero frequency or to make a decision about vertical integration. In Zeng et al. (2011) , nonlinear unit root tests at the zero frequency are applied to monthly banana retail prices in Taiwan, but seasonal effects are not taken into account. Rubin et al. (2013) studied the dynamics of daily wholesale banana prices in Israel, but seasonal variations are assumed to be deterministic and accounted for by quarterly dummies. Figure 1 , a linear trend is probably too rigid to capture the long-term component, whereas a nonperiodic cubic spline seems to be a better alternative model.
Given that the sample distribution of seasonal unit root tests depends on the deterministic components in the data-generating process, Monte Carlo simulation experiments have been designed to obtain critical values when a) a six-segment nonperiodic cubic spline for the trend and b) a RESM formulation with k = r = 6 for the seasonal variation are both included in the auxiliary regression. The number of break points is selected to capture the main changes in the shape of the trend or the seasonal pattern. This decision should be made carefully to avoid wrong results of the unit root tests. The break points in the nonperiodic spline for the trend are assumed to be located at the positions that minimise the sum of squared residuals when such a spline is fitted to the moving average series. For the RESM model, the break points are assumed to be located at the same positions as in the RESM model from which the estimates in Figure 2 are obtained. The effective sample size to estimate auxiliary regressions was 520 (ten years of weekly data), which is the same effective sample size after applying the seasonal difference filter to the available original series of banana prices from the first week in 2005. Table 3 shows the statistical values obtained from estimating the auxiliary regression for the original series when such a RESM model is included. According to the critical values also shown in Table 3 , the hypothesis of unit root at any seasonal frequency is rejected at the 5% significance level for all of the three Note *Testing equation includes a constant, seasonal dummies and a trend, but lags of the dependent variable are not needed as additional regressors. †Critical values have been obtained by Monte Carlo simulation experiments using the TSP 5.1 package. The dataÀgenerating process was a seasonal random walk where the disturbance term has unit variance. Twenty thousand replications were conducted. The effective sample size to estimate auxiliary regressions was 520 (ten years of weekly data).
series. Note that the null hypothesis of unit root at the frequency p for the retail price series is now clearly rejected, whereas the standard HEGY test fails to reject such a hypothesis. Once the seasonal unit roots are rejected, the conclusion about the zero frequency is the most important to a cointegration analysis. Although such an analysis goes beyond the aim of this paper, Table 4 shows the results of the ADF-type tests for the unit root at the zero frequency both when a linear trend and seasonal dummies are included into the auxiliary regression, and also when a nonperiodic spline for the trend and also a RESM formulation for the seasonal variation are included. According to the critical values for the Monte Carlo simulation experiments using the TSP 5.1 package. The data-generating process was a random walk where the disturbance term has unit variance. Twenty thousand replications were conducted. The effective sample size to estimate auxiliary regressions was 520 (ten years of weekly data). ‡Testing equation includes a sixsegment nonperiodic cubic spline for trend and a RESM formulation with k = r = 6 for seasonal variation. The maximum lag of the dependent variable is 52.
retail price series shown in Table 4 , the null hypothesis is not rejected when the first auxiliary regression is estimated, but such a hypothesis is rejected at the 10% significance level when the spline formulation is applied. Note that when the seasonal pattern is wrongly assumed to be fixed, the univariate price series could be assumed to be integrated at some seasonal frequencies. This being the case, seasonal cointegration tests would need to be carried out to analyse the price transmission mechanisms. Anyway, seasonal filters would need to be applied before performing a conventional cointegration analysis, making more difficult to give an economic meaning to the longrun relationships between the filtered series. Furthermore, the conclusion about the unit root at the zero frequency could also change when a spline model for the deterministic trend component is included into the auxiliary regression. Obviously, when the price series seem to be nonstationary around a rigid formulation for the deterministic component, a test for cointegration is needed to analyse dynamic relationships among prices. However, when the prices series are stationary around a more flexible model for the deterministic component, a dynamic model in levels is an appropriate option.
Conclusions
In the standard HEGY-type tests for seasonal unit roots, seasonal variations under the alternative hypothesis are assumed to be stationary around a fixed deterministic seasonal component modelled by seasonal dummies. However, weekly series of agricultural prices usually exhibit seasonal effects that evolve over time. The results obtained in this paper show that such seasonal patterns tend to make the HEGY-type tests incorrectly fail to reject the null hypothesis of unit root at seasonal frequencies. Furthermore, parametric formulations such as a RESM model are capable of capturing the changes in the seasonal pattern and when such a model of the deterministic seasonal component is included in the auxiliary regression, the HEGY-type tests can lead to a rejection of the same hypothesis of unit root at a seasonal frequency, which is not rejected when the deterministic seasonal component is modelled by means of seasonal dummies.
Although the statistical procedure proposed in this paper is applied to Canary Islands banana prices, this analytical approach is flexible enough to adapt to a wide range of evolving seasonal patterns in other agricultural price series. However, the RESM might be unsuitable for capturing sudden shifts in seasonal patterns. Furthermore, a note of caution concerning the results obtained should be made. First, critical values for finite samples obviously depend on the sample size, but a number of parameters should also be set to define the RESM formulation. Note that, besides the number of break points, simulation results are sensitive to the grid of positions in which such break points are located. Therefore, a complex combination of different parameters needs to be accounted for in the design of a response surface useful for empirical applications and would involve cumbersome simulation exercises.
On the other hand, the finding of seasonal unit roots from HEGY-type tests should be interpreted with care and it is advisable to perform stationarity tests before making a final decision. With this aim, further research is needed to obtain critical values when the RESM model is included in the corresponding auxiliary regressions.
