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Let C∗(E) be the C∗-algebra associated with a locally ﬁnite directed graph E and AE be the
AF core of C∗(E). For the topological entropy ht(ΦE ) (in the sense of Brown–Voiculescu) of
the canonical completely positive map ΦE on the graph C∗-algebra, it is known that if E is
ﬁnite
ht(ΦE ) = ht(ΦE |AE ) = hb(E) = hl(E),
where hb(E) (respectively, hl(E)) is the block (respectively, the loop) entropy of E . In
case E is irreducible and inﬁnite, hl(E)  ht(ΦE |AE )  hb(Et) is known recently, where
Et is the graph E with the edges directed reversely. Then by monotonicity of entropy,
hl(E) ht(ΦE ) is clear. In this paper we show that ht(ΦE ) hb(Et) holds for locally ﬁnite
inﬁnite graphs E . The AF core AE is known to be stably isomorphic to the graph C∗-algebra
C∗(E ×c Z) of certain skew product E ×c Z and we also show that ht(ΦE×cZ) = ht(ΦE |AE ).
Examples Ep (p > 1) of irreducible graphs with ht(ΦEp ) = log p are discussed.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
If E is a directed graph with the vertex set E0 and the edge set E1, it is well known that there exists a C∗-algebra
C∗(E) = C∗(pv , se) generated by a universal Cuntz–Krieger E-family {pv , se | v ∈ E0, e ∈ E1} of projections {pv }v∈E0 and
partial isometries {se}e∈E1 (see [2,16,17,19,20] for example). The graph C∗-algebras are regarded as a generalization of the
Cuntz–Krieger algebras [7] which can now be viewed as the graph algebras of ﬁnite graphs. By the universal property, C∗(E)
admits the gauge action β of the unit circle T and in fact the existence of β determines C∗(E) among C∗-algebras generated
by Cuntz–Krieger E-families [2]. C∗(E) contains an important AF subalgebra AE referred to the AF core of C∗(E). AE is the
ﬁxed point algebra of β and is known to be stably isomorphic to the crossed product C∗(E) ×β T [15].
If E is locally ﬁnite, one can show that the map ΦE given by ΦE (a) =∑e∈E1 seas∗e is a completely positive (cp) contrac-
tion on C∗(E) [10]. If DE is the commutative C∗-subalgebra of C∗(E) generated by the commuting projections of the form
sαs∗α (α is a ﬁnite path in E), DE is isomorphic to the C∗-algebra C0(XE) of continuous functions vanishing at inﬁnity on
the locally compact shift space XE of one-sided inﬁnite paths. Moreover, if we denote the shift map on XE by σE , one can
ﬁnd an isomorphism w : DE → C0(XE) such that w ◦ΦE |DE ◦w−1( f ) = σ ∗E ( f ) = f ◦σE for f ∈ C0(XE) [11]. Thus ΦE can be
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J.A Jeong, G.H. Park / J. Math. Anal. Appl. 354 (2009) 664–673 665considered as an extension of σ ∗E to the graph C∗-algebra C∗(E). Since we are concerned with the map ΦE , E will always
be a locally ﬁnite graph throughout this paper unless stated otherwise.
Voiculescu [23] introduced a notion of topological entropy for an automorphism on a unital nuclear C∗-algebra and
Brown [4] extends the notion to the exact C∗-algebras in such a way that it also applies to a contractive cp map on an
exact C∗-algebra (see [3]). Topological entropies of cp maps have been obtained in several interesting cases. For example,
among others, the entropy of the endomorphisms of stationary inductive limits of circle algebras is computed in [8] and
the entropy of the canonical cp map on a simple Cuntz–Krieger algebra is obtained in [3,6]. The free shifts on the Cuntz
algebra O∞ and the reduced free group C∗-algebra C∗r (F∞) are known to have topological entropy zero [5]. For certain
classes of automorphisms α of reduced amalgamated free products of C∗-algebras, Dykema [9] shows that ht(α) = 0 and
the equality ht(α ∗ β) = max{ht(α),ht(β)} has been known for the reduced free product automorphism α ∗ β in [1].
For E ﬁnite with an inﬁnite path, ht(ΦE ) is completely known [3,6,10,18];
ht(ΦE ) = log r(AE ) = ht(Φ|AE ) = ht(Φ|DE ) = hb(E) = hl(E),
where r(AE ) is the spectral radius of the edge matrix AE of E (see Section 2 for the deﬁnitions of hb(E) and hl(E)). Actually
ht(ΦE |DE ) = hl(E) holds even for an irreducible inﬁnite graph E (see the argument following Remark 3.6 in [12]). Hence
hl(E) ht(ΦE ) follows by monotonicity of entropy. For an upper bound, we prove in this paper that
ht(ΦE ) hb
(
Et
)
(1)
for an inﬁnite graph E (Theorem 3.7). The crossed product C∗(E)×β T is isomorphic to the graph C∗-algebra C∗(E ×c Z) of
the skew product graph E×cZ for the labeling c = −1 [13,15]. The group Z acts on the graph E ×c Z by right translation and
the action induces an action of Z on C∗(E ×c Z) which we denote by γ . Thus we have the crossed product C∗(E ×c Z)×γ Z.
To prove (1), we use the isomorphism Θ : C∗(E ×c Z)×γ Z → C∗(E)⊗ K(2(Z)) given in [13, Theorem 3.1] for which the
cp contraction
Ψ := Θ−1 ◦ (ΦE ⊗ Ad(λ−1)) ◦ Θ : C∗(E ×c Z) ×γ Z → C∗(E ×c Z) ×γ Z
satisﬁes the conditions in Lemma 3.1 which implies that ht(Ψ ) = ht(Ψ |C∗(E×cZ)). Lemma 3.1 basically follows from [4,22].
But ht(Ψ ) = ht(ΦE ⊗ Ad(λ−1)), and also ht(Ad(λ−1)) = 0 is easy to see, hence we obtain ht(ΦE ) = ht(Ψ ). Then in Theo-
rem 3.7 we actually show that ht(Ψ )  hb(Et). We also examine the irreducible inﬁnite graphs Ep , p > 1, constructed in
[21] to see that ht(ΦEp ) = log p. Finally we prove that ht(ΦE×cZ) = ht(ΦE |AE ) for locally ﬁnite inﬁnite graphs E .
2. Preliminaries
In this section, we review deﬁnitions and basic facts on topological entropy of a cp map and graph C∗-algebras.
Topological entropy of a cp map. Let π : A → B(H) be a faithful ∗-representation of an exact C∗-algebra A and P f (A) be
the set of all ﬁnite subsets of A. By CPA(π, A), we denote the set of all triples (φ,ψ, B) of cp maps φ : A → B , ψ : B → B(H),
and a ﬁnite-dimensional C∗-algebra B . For ω ∈ P f (A) and δ > 0, let CPAω,δ(π, A) be the set of all (φ,ψ, B) in CPA(π, A)
such that ‖ψ ◦ φ(x) − π(x)‖ < δ for all x ∈ ω. Then the cp δ-rank is deﬁned to be
rcp(π,ω, δ) = inf{rank(B) ∣∣ (φ,ψ, B) ∈ CPAω,δ(π, A)},
where rank(B) denotes the dimension of a maximal abelian subalgebra of B .
Deﬁnition 2.1. (See [3,4].) For a contractive cp map Φ : A → A on an exact C∗-algebra A and a faithful representation
π : A → B(H), set
ht(π,Φ,ω, δ) = limsup
n→∞
1
n
log
(
rcp
(
π,
n−1⋃
i=0
Φ i(ω), δ
))
.
Since rcp(π,ω, δ) is independent of the choice of π , we can write ht(Φ,ω, δ) for ht(π,Φ,ω, δ). (If A is a nuclear C∗-algebra,
assuming A ⊂ B(H) it suﬃces to consider ht(idA,Φ,ω, δ).) Let
ht(Φ,ω) = sup
δ>0
ht(Φ,ω, δ),
ht(Φ) = sup
ω∈P f (A)
ht(Φ,ω).
We call ht(Φ) the topological entropy of Φ .
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(i) If θ : A → B is a C∗-isomorphism, then ht(Φ) = ht(θΦθ−1).
(ii) If A˜ is the smallest unitization of A and Φ˜ : A˜ → A˜ is the extension of Φ , ht(Φ˜) = ht(Φ).
(iii) (Monotonicity of entropy) If A0 ⊂ A is a Φ-invariant C∗-subalgebra of A, then ht(Φ|A0 ) ht(Φ).
(iv) If {ωλ}λ∈Λ is a net (partially ordered by inclusion) of P f (A) such that span{Φl(ωλ) | l 0, λ ∈ Λ} is dense in A, then
ht(Φ) = sup
λ∈Λ
ht(Φ,ωλ).
(See [11, Proposition 3.8].)
Arveson Extension Theorem. (See [4].) Let A be a unital C∗-algebra, S ⊂ A a unital subspace with S = S∗ , and φ : S → B be a
contractive cp map where B = B(H) or dim(B) < ∞. Then φ extends to a cp map φ¯ : A → B. If S is a C∗-subalgebra of A then we
obtain a unital cp extension of φ even when S does not contain the unit of A.
Graph C ∗-algebras C∗(E). We adopt the notation of [16,17] for graphs and graph C∗-algebras. Consider a (directed) graph
E = (E0, E1, r, s) with the vertices E0, the edges E1, and the range, source maps r, s : E1 → E0. We will only consider
locally ﬁnite graphs E , that is, we always assume that every vertex v ∈ E0 receives and emits only ﬁnitely many edges. If
s−1(v) = ∅, the vertex v is called a sink. By En , n  0, we denote the set of all ﬁnite paths α = e1e2 · · · en (r(ei) = s(ei+1))
of length |α| = n (vertices are regarded as ﬁnite paths of length 0). E∗ denotes the set of all ﬁnite paths. We shall use the
notation En
s−1(v) for the set of all paths α of length n with s(α) = v . Similarly Enr−1(v) is the ﬁnite paths of length n with v
as their range vertex. We call E irreducible if for any vertices v,w ∈ E0, there exists a ﬁnite path α = e1 · · · en ∈ E∗ such that
s(α) := s(e1) = v and r(α) := r(en) = w .
It is well known that there exists a C∗-algebra C∗(E) generated by a family {pv , se}v∈E0,e∈E1 of operators satisfying the
following properties:
(i) (Cuntz–Krieger E-family) {pv }v∈E0 is a family of mutually orthogonal projections and {se}e∈E1 is a family of partial
isometries with orthogonal ranges such that s∗e se = pr(e) , pv =
∑
s(e)=v ses∗e . From the second identity it follows that
pv =
∑
α∈En
s(α)=v
sαs
∗
α (2)
for each n 1, where sα = se1 · · · sen if α = e1 · · · en .
(ii) (Universal property) If B is a C∗-algebra generated by a Cuntz–Krieger E-family {qv , te}v∈E0,e∈E1 , there exists a surjective∗-homomorphism π : C∗(E) → B such that π(pv ) = qv and π(se) = te .
It is helpful to note that
C∗(E) = span{sαs∗β ∣∣ α,β ∈ E∗} (3)
(s∗αsβ = 0 only if either β = αβ ′ or α = βα′ , for some β ′,α′ ∈ E∗).
We call a ﬁnite path α (|α|  1) a loop if s(α) = r(α). For brevity of notation, we write C∗(E) = C∗(pv , se) when
{pv , se: v ∈ E0 and e ∈ E1} is a universal Cuntz–Krieger E-family. If E satisﬁes the condition (L) (every loop has an exit), in
particular if E has no loops, every Cuntz–Krieger E-family of nonzero elements generates an isomorphic C∗-algebra, namely
C∗(E). Furthermore it is known that E has no loops if and only if C∗(E) is AF. If C∗(E) = C∗(pv , se), the following AF
subalgebra
AE := span
{
sαs
∗
β ∈ C∗(E)
∣∣∣ α,β ∈ ⋃
n0
En, |α| = |β|
}
is called the AF core of C∗(E) which is the ﬁxed point algebra of the gauge action. The map ΦE : C∗(E) → C∗(E) given by
ΦE (x) =
∑
e∈E1
sexs
∗
e
is a well deﬁned cp contraction for a locally ﬁnite graph E [10]. Hence one can think of its topological entropy ht(ΦE ). On
the other hand, the block entropy hb(E) and the loop entropy hl(E) of an irreducible graph E are deﬁned by
hb(E) = limsup
n
1
n
log
∣∣Ens−1(v)∣∣,
hl(E) = limsup 1 log
∣∣Ens−1(v) ∩ Enr−1(v)∣∣n n
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follows.
Theorem 2.3. (See [3,6,10,18].) Let E be a ﬁnite graph possibly with sinks and AE be the edge matrix of E. If E contains an inﬁnite
path,
ht(ΦE ) = log r(AE ) = ht(Φ|AE ) = ht(Φ|DE ) = hb(E) = hl(E),
where r(AE) is the spectral radius of the edge matrix AE of E.
In the above theorem, if E has no inﬁnite paths, clearly ht(ΦE ) = 0.
3. Main results
The following lemma will be used in the proof of Theorem 3.7. It is well known that the crossed product of an exact
C∗-algebra by an amenable locally compact group is exact (see [14]), hence one can consider the topological entropy of a
cp map deﬁned on such a crossed product. For a discrete group G , let {ξg}g∈G be the orthonormal basis for 2(G) given by
ξg(t) = δg,t for t ∈ G.
Lemma 3.1. Let (A,G,α) be a C∗-dynamical system of an exact C∗-algebra A and an amenable discrete group G. If ug ’s are the
unitaries implementing the action α and Ψ : A ×α G → A ×α G is a cp map such that
(i) Ψ (aug) = Ψ (a)ug ,
(ii) Ψ |A(αg(a)) = αg(Ψ |A(a)),
for a ∈ A, g ∈ G, then ht(Ψ ) = ht(Ψ |A).
Proof. (i) implies that A is Ψ -invariant subalgebra of A ×α G . Thus by monotonicity of entropy, ht(Ψ |A) ht(Ψ ) is obvious.
For ht(Ψ ) ht(Ψ |A), as in [4,22], we identify the crossed product A×α G with the C∗-subalgebra span{aug | a ∈ A, g ∈ G}
of B(2(G, H)) = B(2(G)) ⊗¯ B(H) for a certain Hilbert space H , where
a(ξg ⊗ h) = ξg ⊗ αg−1 (a)h,
ug(ξt ⊗ h) = ξgt ⊗ h, g, t ∈ G, h ∈ H .
It suﬃces to show that for every ω ∈ P f (A ×α G), there is ω˜ ∈ P f (A) such that
ht(idA×αG ,Ψ,ω) ht(idA,Ψ |A, ω˜).
For this, by Remark 2.2(iv), we may choose ω = {a1ug1 , . . . ,akugk }, ‖ai‖  1. Let ω′ := {a1, . . . ,ak} ⊂ A. If δ > 0, by
Lemma 3.4 of [4], there exists a ﬁnite set F ⊂ G depending only on the distinct elements of {g1, . . . , gk} and δ > 0 (in-
dependent of the set {ai}ki=1) such that
rcp(idA×αG ,ω, δ) |F |rcp
(
idA,
⋃
p∈F
αp−1(ω
′), δ/2
)
. (4)
(Lemma 3.4 of [4] assumes that G is a discrete abelian group, but its proof actually applies to every discrete amenable
group G as in [22] with no signiﬁcant modiﬁcations.) Since
⋃n−1
j=0 Ψ j(ω) =
⋃n−1
j=0{Ψ j(a1)ug1 , . . . ,Ψ j(ak)ugk }, (4) holds with⋃n−1
j=0 Ψ j(ω) in place of ω. Then with ω˜ =
⋃
p∈F αp−1 (ω′) we have
rcp
(
idA×αG ,
n−1⋃
j=0
Ψ j(ω), δ
)
= rcp
(
idA×αG ,
n−1⋃
j=0
{
Ψ j(a1)ug1 , . . . ,Ψ
j(ak)ugk
}
, δ
)
 |F |rcp
(
idA,
⋃
p∈F
αp−1
(
n−1⋃
j=0
Ψ j(ω′)
)
, δ/2
)
= |F |rcp
(
idA,
n−1⋃
j=0
Ψ j
(⋃
p∈F
αp−1 (ω
′)
)
, δ/2
) (
by (ii)
)
= |F |rcp
(
idA,
n−1⋃
Ψ j(ω˜), δ/2
)
j=0
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ht(idA×αG ,Ψ,ω, δ) ht(idA,Ψ |A, ω˜, δ/2),
which completes the proof. 
A labeling of E by a discrete group G is a function c : E1 → G . Recall [13] (or [15]) that the skew-product graph E ×c G =
(E0 × G, E1 × G) is the graph with the range and source maps deﬁned by
r( f , t) = (r( f ), t) and s( f , t) = (s( f ), c( f )t) for ( f , t) ∈ E1 × G.
There exists an action γ of G on C∗(E ×c G) = C∗(s( f ,s), p(v,s)) such that
γt(s( f ,s)) = s( f ,st−1) and γt(p(v,s)) = p(v,st−1). (5)
By λ (resp. ρ) we denote the left (resp. right) regular representation of G . Let u be the group homomorphism of G into the
unitary group of the multiplier algebra of C∗(E ×c G) ×γ G implementing γ . Let {ers} denote the matrix units of K(2(G))
such that ers(ξt) = δs,tξr . Note that the multiplication operator (denoted χt in [13]) on 2(G) by the characteristic function
χ{t} is the projection ett , t ∈ G .
Theorem 3.2. (See [15, Corollary 3.9], [13, Theorem 3.1].) Let c be a labeling of a row-ﬁnite directed graph E by a discrete group G and
γ be the action of G on C∗(E ×c G) by (5). Then there is an isomorphism Θ : C∗(E ×c G) ×γ G → C∗(E) ⊗ K(2(G)) such that
Θ(p(v,r)) = pv ⊗ err, Θ(s( f ,r)) = s f ⊗ λc( f )err, and Θ(ur) = 1⊗ ρr .
To study the topological entropy ht(ΦE ), we need the isomorphism Θ of the above theorem when G = Z and c = −1
(that is, c( f ) = −1 for all f ∈ E1).
Notations 3.3. From now on, we consider only the labeling c = −1 and so E ×c Z will denote the skew product for c = −1.
For a path α = f1 · · · fk ∈ E∗ , we write (α,n) for ( f1,n)( f2,n + 1) · · · ( fk,n + k − 1) ∈ (E ×c Z)∗ . Thus
ΦE×cZ
(
s(α,n)s
∗
(β,m)
)= ∑
e∈E1
s(eα,n−1)s∗(eβ,m−1) = δn,m
∑
e∈E1
s(eα,n−1)s∗(eβ,n−1).
A simple calculation shows that for c = −1 the isomorphism Θ satisﬁes
Θ
(
s(α,k)s
∗
(β,l)um
)= sαs∗β ⊗ (δk+|α|,l+|β|)ek−1,l−1+m, (6)
particularly Θ(p(v,k)) = pv ⊗ ekk and Θ(s( f ,k)) = s f ⊗ ek−1,k.
Proposition 3.4. Let c = −1. Then the map
Ψ := Θ−1 ◦ (ΦE ⊗ Ad(λ−1)) ◦ Θ : C∗(E ×c Z) ×γ Z → C∗(E ×c Z) ×γ Z
is a contractive cp map satisfying Ψ (xum) = Ψ (x)um for x ∈ C∗(E ×c Z), m ∈ Z.
Proof. Clearly Ψ is a contractive cp map. Since
((
ΦE ⊗ Ad(λ−1)
) ◦ Θ)(s(α,k)s∗(β,l)um)= (δk+|α|,l+|β|)(ΦE ⊗ Ad(λ−1))(sαs∗β ⊗ ek−1,l−1+m)
= (δk+|α|,l+|β|)
∑
e∈E1
seαs
∗
eβ ⊗ ek−2,l−2+m
= Θ
(∑
e∈E1
s(eα,k−1)s∗(eβ,l−1)um
)
,
we have
Ψ
(
s(α,k)s
∗
(β,l)um
)= Θ−1 ◦ (ΦE ⊗ Ad(λ−1)) ◦ Θ(s(α,k)s∗(β,l)um)
=
∑
e
s(eα,k−1)s∗(eβ,l−1)um.
Then, with m = 0, we obtain
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(
s(α,k)s
∗
(β,l)
)=∑
e
s(eα,k−1)s∗(eβ,l−1) (7)
and so it follows that
Ψ
(
s(α,k)s
∗
(β,l)um
)= (∑
e
s(eα,k−1)s∗(eβ,l−1)
)
um = Ψ
(
s(α,k)s
∗
(β,l)
)
um,
which completes the proof since span{s(α,k)s∗(β,l) | α,β ∈ E∗ , k, l ∈ Z} is dense in C∗(E ×c Z). 
Remark 3.5. Recall from [4, Proposition 2.7] (or [3, Proposition 1]) that
max
{
ht(ΦE ),ht
(
Ad(λ−1)
)}
 ht
(
ΦE ⊗ Ad(λ−1)
)
 ht(ΦE ) + ht
(
Ad(λ−1)
)
.
Then the following easy proposition (together with Remark 2.2(i)) proves that
ht(Ψ ) = ht(ΦE ⊗ Ad(λ−1))= ht(ΦE ). (8)
Proposition 3.6. For the unitary λ−1 : 2(Z) → 2(Z), λ−1(ξk) = ξk−1 , the topological entropy of the automorphism Ad(λ−1) on
K(2(Z)) is ht(Ad(λ−1)) = 0.
Proof. Set ωm := {ekl | −m  k, l  m}. Then {ωm}m1 is a sequence of ﬁnite subsets of K(2(Z)) such that
span{ωm | m  1} = K(2(Z)). Hence ht(Ad(λ−1)) = supm(ht(Ad(λ−1)),ωm) by Remark 2.2(iv). Since (λ−1)mekl(λ∗−1)m =
λ−meklλm = ek−m,l−m , m ∈ Z,
n−1⋃
i=0
Ad(λ−1)i(ωm) =
{
Ad(λ−1)i(ekl)
∣∣ 0 i  n − 1, −m k, lm}
⊂ {ekl ∣∣−(m + n) k, lm + n}
and the C∗-subalgebra Bn generated by the set {ekl | −(m + n)  k, l  m + n} is isomorphic to the matrix algebra
M2(m+n)+1. By Arveson’s extension theorem, the identity map idBn on Bn extends to a cp contraction φn : K(2(Z)) → Bn
and then (φn, ιn, Bn) ∈ CPA(K(2(Z))), where ιn : Bn ↪→ K(2(Z)) is the inclusion. Since ‖ιn ◦ φn(x) − x‖ = 0 for every
x ∈⋃n−1i=0 Ad(λ−1)i(ωm), we have for δ > 0,
rcp
(
idK(2(Z)),
n−1⋃
i=0
Ad(λ−1)i(ωm), δ
)
 rank(Bn) = 2(n +m) + 1.
Thus for every ωm and δ > 0,
ht
(
Ad(λ−1),ωm, δ
)= limsup
n→∞
1
n
log
(
rcp
(
idK(2(Z)),
n−1⋃
i=0
Ad(λ−1)i(ωm), δ
))
 limsup
n→∞
1
n
log
(
2(n +m) + 1)= 0. 
Now let E0 = {v1, v2, . . .} and for each N0,N1 ∈ N, let
ω(N0,N1) :=
{
s(α,k)s
∗
(β,l)
∣∣ r(α,k) = r(β, l) = (vi,N1), 1 i  N0, −N1  k, l N1}.
Then ω(N0,N1) is a ﬁnite subset of C∗(E ×c Z).
Theorem 3.7. Let E be a locally ﬁnite inﬁnite graph and Ψ be the cp map in Proposition 3.4. Then ht(ΦE ) = ht(Ψ |C∗(E×cZ)) and
ht(ΦE ) hb(Et).
Proof. Recall from (7) that Ψ (s(α,k)s∗(β,l)) =
∑
e∈E1 s(eα,k−1)s∗(eβ,l−1) for s(α,k)s
∗
(β,l) ∈ C∗(E ×c Z). Then condition (ii) of
Lemma 3.1, Ψ |C∗(E×cZ) ◦ γn = γn ◦ Ψ |C∗(E×cZ) , n ∈ Z, can be easily seen and so by (8) ht(ΦE ) = ht(Ψ |C∗(E×cZ)) fol-
lows. Thus we show that ht(Ψ |C∗(E×cZ))  hb(Et). We simply write Ψ for Ψ |C∗(E×cZ) . Note from (2) that an element
s(μ,k)s∗(μ,k) ∈ C∗(E ×c Z) can be written as
s(μ,k)s
∗
(ν,l) = s(μ,k)pr(μ,k)s∗(ν,l) =
∑
k+|μη|=N
s(μη,k)s
∗
(νη,l) (9)l+|νη|=N
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ht(Ψ,ω, δ) hb(Et) for a ﬁxed ﬁnite set ω := ω(N0,N1). Let, for j = 0,1,2, . . . ,
ω j :=
{
s(γ α,k− j)s∗(δβ,l− j)
∣∣ s(α,k)s∗(β,l) ∈ ω and γ , δ ∈ E j}.
By (7), Ψ j(ω) ⊂ span(ω j) for every j  0 and ⋃nj=0 Ψ j(ω) ⊂ span(⋃nj=0 ω j). Now let Bn = C∗{⋃nj=0 ω j} be the C∗-
subalgebra of C∗(E ×c Z) generated by ⋃nj=0 ω j . Clearly the set ⋃nj=0 ω j is closed under multiplication and taking invo-
lution, hence B is ﬁnite-dimensional. Note that if s(α,k)s∗(β,l) , s(μ,k′)s
∗
(ν,l′) ∈ ω and
s(γ α,k− j)s∗(δβ,l− j), s(γ ′μ,k′−i)s
∗
(δ′ν,l′−i) ∈
n⋃
j=0
ω j,
then X := (s(γ α,k− j)s∗(δβ,l− j))(s(γ ′μ,k′−i)s∗(δ′ν,l′−i)) = 0 only if one of the paths (δβ, l − j) and (γ ′μ,k′ − i) extends the other.
But, since r(δβ, l − j) = r(β, l) = r(μ,k′) = r(γ ′μ,k′ − i), this is possible exactly when (δβ, l − j) = (γ ′μ,k′ − i). Thus(
s(γ α,k− j)s∗(δβ,l− j)
)(
s(γ ′μ,k′−i)s∗(δ′ν,l′−i)
)= δ(δβ,l− j),(γ ′μ,k′−i)s(γ α,k− j)s∗(δ′ν,l′−i),
namely the set {s(γ α,k− j)s∗(δβ,l− j) ∈
⋃n
j=0 ω j | s(α,k)s∗(β,l) ∈ ω, 0  j  n} forms matrix units for Bn . Then the rank of Bn is
the number of the range projections s(γ α,k− j)s∗(γ α,k− j) of the partial isometries s(γ α,k− j) in
⋃n
j=0 ω j , hence
rank(Bn) =
∣∣{(γ α,k − j) ∣∣ s(α,k) ∈ ω, 0 j  n}∣∣=
∣∣∣∣∣
N0⋃
i=0
( n+N1⋃
j=0
E j
r−1(vi)
)∣∣∣∣∣

N0∑
i=0
(n + N1 + 1)
∣∣En+N1
r−1(vi)
∣∣. (10)
By Arveson extension theorem the identity map on Bn extends to a contractive cp map φn : C∗(E ×c Z) → Bn . Then, with
the inclusion ιBn : Bn → C∗(E ×c Z),
(φn, ιBn , Bn) ∈ CPA⋃nj=0 Ψ j(ω),δ
(
idC∗(E×cZ),C∗(E ×c Z)
)
.
Hence by (10), we have
rcp
(
idC∗(E×cZ),
n⋃
j=0
Ψ j(ω), δ
)

N0∑
i=0
(n + N1 + 1)
∣∣En+N1
r−1(vi)
∣∣.
Then
ht(Ψ,ω, δ) limsup
n→∞
1
n
log
( N0∑
i=0
(n + N1 + 1)
∣∣En+N1
r−1(vi)
∣∣)
= limsup
n→∞
1
n
log
N1∑
i=0
∣∣En+N1
r−1(vi)
∣∣
= limsup
n→∞
1
n
log
∣∣En+N1
r−1(vi0 )
∣∣ (for some vi0 )
= hb
(
Et
)
. 
Example 3.8. Given a pair of positive numbers 1< p  q, there exists a locally ﬁnite irreducible inﬁnite graph Ep,q with
hl(Ep,q) = log p and hb(Ep,q) = logq.
(See [21] or Example 3.3 of [12].) For these graphs Ep,q ,
hb
(
Etp,q
)
 hb(Ep,q)
is shown in Example 3.11 of [12]. Thus, in case p = q, we see from Theorem 3.7 that with Ep := Ep,p ,
ht(ΦEp ) = log p
since log p = hl(Ep) = ht(ΦEp |DE ) ht(ΦEp ) hb(Etp) hb(Ep) = log p.p
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{v1, v2, v3, . . .} and there are 2n edges en, j , 1  j  2n , with s(en, j) = vn , r(en, j) = vn+1 and 2n edges fn, j , 1  j  2n ,
with s( fn, j) = vn+1, r( fn, j) = vn . Then a path of the form
(e1, j1e2, j2 · · · en, jn )( fn,kn fn−1,kn−1 · · · f1,k1 )
is a loop at v1 of length 2n, where 1 ji,ki  2i . Hence the number of loops at v1 of length 2n is greater than(
2122 · · ·2n)(2n2n−1 · · ·21)= 2n(n+1)
and we have
hl(E) = hl(E, v1) limsup
n→∞
1
2n
log2n(n+1) = ∞.
Remark 3.9. If E is an irreducible inﬁnite graph, hl(E) = hl(Et). But the block entropies hb(E) and hb(Et) are not always the
same. In fact, Example 3.3 of [12] shows that hb(Et2,8) = log2< log8 = hb(E2,8).
Note that if k = l, |α| = |β|, or r(α) = r(β), then
ΦE×cZ
(
s(α,k)s
∗
(β,l)
)= ∑
(e,m)∈(E×cZ)1
s(e,m)
(
s(α,k)s
∗
(β,l)
)
s∗(e,m) = 0. (11)
Theorem 3.10. Let E be a locally ﬁnite inﬁnite graph and AE be the AF core of the graph algebra C∗(E) = C∗(pv , se). Then for c = −1
ht(ΦE×cZ) = ht(ΦE×cZ|AE×cZ ) = ht(ΦE |AE ).
Proof. Note that the AF core AE×cZ of C∗(E ×c Z) is a Ψ -invariant subalgebra of C∗(E ×c Z) ×γ Z. Moreover it is easy to
see that
ΦE×cZ|AE×cZ = Ψ |AE×cZ =
(
Θ−1 ◦ (ΦE ⊗ Ad(λ−1)|AE⊗D(2(Z))) ◦ Θ)∣∣AE×cZ ,
where D(2(Z)) = span{ekk | k ∈ Z} is the subalgebra of K(2(Z)) of diagonal elements. (Clearly D(2(Z)) is Ad(λ−1)-
invariant.) Then we obtain
ht(ΦE |AE ) = ht
(
ΦE ⊗ Ad(λ−1)
)∣∣AE⊗D(2(Z))  ht(ΦE×cZ|AE×cZ ) ht(ΦE×cZ).
Thus ht(ΦE |AE )  ht(ΦE×cZ|AE×cZ ) and so ht(ΦE×cZ) = ht(ΦE×cZ|AE×cZ ) follows if ht(ΦE×cZ)  ht(ΦE |AE ) which now we
prove. For convenience of notation, we simply write Φ for ΦE×cZ . Let E0 = {v1, v2, . . .} as before. It then suﬃces to show
that for each ω := ω(N0,N1) and δ > 0, there exists ω′ ∈ P f (AE ) such that
ht(Φ,ω, δ) ht(ΦE |AE ,ω′, δ). (12)
Note that ω(= ω∗) is closed under multiplication and so the C∗-algebra C∗(ω) generated by ω is ﬁnite-dimensional. Now
let x = s(α,k)s∗(β,l) ∈ ω. Then Φ(x) is as follows:
(i) If k = l, Φ(x) = 0 by (11).
(ii) If k = l > −N1, then Φ(x) =∑e∈E1 s(eα,k−1)s∗(eβ,k−1) ∈ C∗(ω).
(iii) If k = l = −N1, then Φ(x) =∑e∈E1 s(eα,−N1−1)s∗(eβ,−N1−1) is orthogonal to C∗(ω), that is, Φ(x)C∗(ω) = C∗(ω)Φ(x) = {0}.
From (i)–(iii), we see that the C∗-subalgebra C∗(ω ∪ Φ(ω)) generated by ω ∪ Φ(ω) is isomorphic to a subalgebra of
C∗(ω) ⊕ span{s(μ,−N1−1)s∗(ν,−N1−1) ∣∣μ,ν ∈ E2N1+1r−1(E0N0 )
}
which can be viewed as a ﬁnite-dimensional C∗-subalgebra of C∗(E ×c Z), where
E0N0 = {v1, v2, . . . , vN0 }.
Similarly one can show that for each n 1, C∗(
⋃n−1
j=0 Φ j(ω)) is a subalgebra of
C∗(ω) ⊕
(
n−1⊕
span
{
s(μ,−N1− j)s∗(ν,−N1− j)
∣∣μ,ν ∈ E2N1+ j
r−1(E0N0 )
})
. (13)j=1
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2N1+ j
r−1(E0N0 )
} is the direct sum
N0⊕
i=1
span
{
s(μ,−N1− j)s∗(ν,−N1− j)
∣∣μ,ν ∈ E2N1+ j
r−1(vi)
}
of ﬁnite-dimensional algebras, we can write (13) as
C∗(ω) ⊕
( ⊕
1 jn−1
1iN0
M jvi
)
,
where
M jvi := span
{
s(μ,−N1− j)s∗(ν,−N1− j)
∣∣μ,ν ∈ E2N1+ j
r−1(vi)
}
.
Then, obviously the map ρ ji : M jvi → A jvi := span{sμs∗ν | μ,ν ∈ E2N1+ jr−1(vi)} given by
ρ
j
i
(
s(μ,−N1− j)s∗(ν,−N1− j)
)= sμs∗ν
is an isomorphism and thus we obtain an isomorphism
ρn := idC∗(ω) ⊕
(⊕
i, j
ρ
j
i
)
: C∗(ω) ⊕
(⊕
i, j
M jvi
)
→ C∗(ω) ⊕
(⊕
i, j
A jvi
)
.
Let
ω′i :=
{
sμs
∗
ν
∣∣μ,ν ∈ E2N1+1
r−1(vi)
} ∈ P f (AE ), i = 1,2, . . . ,N0,
and choose (ϕ( j)i ,ψ
( j)
i , B
( j)
i ) ∈ CPA(idAE ,AE ) with
rank
(
B( j)i
)= rcp
(
idAE ,
j−1⋃
l=0
ΦlE
(
ω′i
)
, δ
)
.
Then ‖ψ( j)i ◦ ϕ( j)i (x) − x‖ < δ for x ∈
⋃ j−1
l=0 Φ
l
E (ω
′
i). Note that
rank
(
B( j)i
)
 rank
(
B(n)i
)
for j = 1, . . . ,n.
Since
C∗(ω) ⊕
( ⊕
1 jn−1
1iN0
A jvi
)
is ﬁnite-dimensional, by Arveson’s extension theorem ρn extends to a cp contraction ρ¯n on C∗(E ×c Z). Similarly, ρ−1n
extends to a cp contraction on C∗(ω) ⊕ (⊕ 1 jn−1
1iN0
AE) which we denote by ρ−1n . Then we obtain the following diagram:
C∗(E ×c Z) ⊃

C∗(
⋃n−1
j=0 Φ j(ω))
∩
C∗(ω) ⊕ (⊕i, j M jvi )


ρ¯n
ρn ρ−1n

C∗(ω) ⊕ (⊕i, j A jvi ) ⊂ C∗(ω) ⊕ (⊕i, j AE )
C∗(ω) ⊕ (⊕i, j B( j)i )


ρ−1n
idC∗(ω) ⊕ (⊕i, j ϕ( j)i ) idC∗(ω) ⊕ (⊕i, j ψ( j)i )
where all maps are cp contractions. It is not hard to see that the triple
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idC∗(ω) ⊕
(⊕
i, j
ϕ
( j)
i
))
◦ ρ¯n,ρ−1n ◦
(
idC∗(ω) ⊕
(⊕
i, j
ψ
( j)
i
))
,C∗(ω) ⊕
(⊕
i, j
B( j)i
))
belongs to CPA⋃n−1
j=0 Φ j(ω),δ
(idC∗(E×cZ),C∗(E ×c Z)). Thus
rcp
(
idC∗(E×cZ),
n−1⋃
j=0
Φ j(ω), δ
)
 rank
(
C∗(ω) ⊕
(⊕
i, j
B( j)i
))
and
ht(Φ,ω, δ) = limsup
n→∞
1
n
log
(
rcp
(
idC∗(E×cZ),
n−1⋃
j=0
Φ j(ω), δ
))
 limsup
n→∞
1
n
log
(
rank
(
C∗(ω) ⊕
(⊕
i, j
B( j)i
)))
= limsup
n→∞
1
n
log
( ∑
1 jn−1
1iN0
rank
(
B( j)i
))
 limsup
n→∞
1
n
log
(
(n − 1)
∑
i
rank
(
B(n)i
))
= limsup
n→∞
1
n
log
(
N0 · rank
(
B(n)i0
))
(for some i0)
= limsup
n→∞
1
n
log
(
rcp
(
idAE ,
n−1⋃
j=0
ΦE
(
ω′i0
)
, δ
))
= ht(ΦE ,ω′i0 , δ).
Hence (12) follows with ω′ = ω′i0 . 
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