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GUEST EDITOR'S INTRODUCTION
TEODOR PRZYMUSINSKI
While the beginnings of the fields of nonmonotonic reasoning and logic program-
ming date back to the early 1970s and their pre-history can be even traced to the
1950s, the realization of a very close relationship existing between these two areas
and the emergence of extensive research on the intersection of the two fields is a
fairly recent phenomenon whose beginnings can be probably best located in the
middle of the 1980s. Since then, the area of nonmonotonic reasoning and logic
programming continued to develop very rapidly, attracting a large number of
researchers working in both fields.
There are good reasons explaining the emergence and rapid growth of this new
research area. Logic programming is based on the idea of declarative programming
stemming from Kowalski's principle of separation of logic and control. Ideally, a
programmer should be only concerned with the declarative meaning of his pro-
gram, while the procedural aspects of the program's execution are handled auto-
matically. Clearly, this ideal cannot possibly be fulfilled without a precise definition
of proper declarative semantics of logic programs and, in particular, of the meaning
of negation in logic programming. Logic programs, however, do not use classical
logical negation, but instead rely on a nonmonotonic operator, often referred to as
negation by failure or negation by default. The nonmonotonicity of this operator
allows us to view logic programs as special nonmonotonic theories, and thus makes
it possible to draw from the extensive research in the area of nonmonotonic
reasoning and use it as guidance in the search for a suitable semantics for logic
programs.
On the other hand, while logic programs constitute only a subclass of the class
of all nonmonotonic theories, they are sufficiently expressive to allow formalizations
of many important problems in nonmonotonic reasoning, as well as providing
fertile testing grounds for new formalizations. Moreover, since logic programs
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typically admit relatively eficient computational mechanisms, they can be used as 
inference engines for nonmonotonic formalisms. Needless to say, the problem of 
finding efficient inference mechanisms, capable of modeling human common-sense 
reasoning, is one of the major research and implementation problems in AI. 
In summary, research in the area of nonmonotonic reasoning and logic pro- 
gramming makes a significant contribution towards the better understanding of 
relations existing between various formalizations of nonmonotonic reasoning, and 
hopefully, towards the eventual discovery of deeper underlying principles of non- 
monotonic reasoning and logic programming. Since the very beginning of the new 
field, the Journal of Logic Programming played a prominent role in promoting its 
growth and development by publishing a number of fundamental papers in this 
area. It is therefore only appropriate that this special issue appears in this highly 
respected Journal. 
The special issue begins with an extensive overview of nonmonotonic reasoning 
and logic programming written by Jack Minker, one of the most influential 
scientists who helped create this exciting area of research and greatly contributed 
to its rapid growth. Jack begins with a discussion of the early history of nonmono- 
tonic reasoning dating back to McCarthy’s seminal paper on common sense 
reasoning written in 1958. He then briefly surveys major results obtained in this 
area during the last 20 years, including circumscription, default reasoning, modal 
nonmonotonic logics, and logic programming. 
The paper culminates with a brief but insightful discussion of the current status 
of the field and some proposed directions for its future development. The article 
contains a wealth of information and an extensive bibliography, and should be of 
great help to researchers tudying the field. 
As pointed out in Minker’s article, recent years brought a rapid growth of 
research involving formal foundations of nonmonotonic reasoning and logic pro- 
gramming which, however, was not matched by a similar progress in the implemen- 
tation and development of application tools based on these formalizations. One of 
the principal causes of this situation is the fact that most nonmonotonic formalisms 
are, in general, nontractable. Short of using approximations resulting in the incom- 
pleteness or even unsoundness of nonmonotonic reasoning systems, the only way to 
alleviate this problem is to limit the scope of such systems to restricted classes of 
theories in which the given formalism is tractable. For example, while the well- 
founded semantics of logic programs is generally nontractable, its computational 
complexity becomes polynomial (in fact, quadratic) in the broad class of programs 
with the bounded tree property which includes the class of all function-free pro- 
grams. 
The paper written by Marco Cadoli and Marco Schae$ contains the first, to the 
best of my knowledge, comprehensive survey of complexity results for nonmono- 
tonic logics and logic programming. It helps us better understand not only the 
overall computational complexity of various formalisms, but also the not always 
obvious sources of complexity and the characteristics of easy and hard cases. The 
paper opens with a brief overview of complexity classes. Subsequent sections 
discuss the computational complexity of default logics, modal nonmonotonic logics, 
logic programming, circumscription, and abduction. In the final section, the authors 
study the polynomial translatability between various nonmonotonic formalisms. 
Various semantics have been proposed for normal logic programs, including 
Clark’s predicate completion semantics and its three-valued refinements due to 
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Fitting and Kunen, Gelfond and Lifschitz’ stable model semantics, the well-founded 
model semantics proposed by Van Gelder, Ross, and Schlipf and the stationary (or 
partial stable) model semantics due to Przymusinski, which provides a common 
generalization of the latter two semantics. All of these semantics have widely 
differing features, and yet they all share one major common property, namely, all 
of them attempt to provide a common sense meaning to logic programs. 
The paper by Allen Van Gelder and John Schlipf provides a formal validation of 
the last claim by showing that all of the semantics mentioned above can be 
obtained by augmenting logic programs with suitable “common-sense axioms, ” as 
well as “dual clauses” which can be viewed as generalizations of the if-and-only-if 
rules appearing in Clark’s program completion, The resulting characterizations 
allow us to better understand the nature of the differences existing between 
various approaches, while at the same time identifying their common features. The 
paper also contains a useful discussion of the domain closure axioms which play an 
important role in the studied semantics. 
The next group of four papers is devoted to the study of the properties of 
well-founded semantics and its applications to common sense reasoning and program 
specification. The first paper in this group, written by Melvin Fitting, shows how to 
extend the class of stationary (or partial stable) models, which includes the 
well-founded model as its smallest member, to a class of lattice-based logic 
programming languages. Fitting’s approach, using the four-valued logic of Belnap, 
not only extends the well-founded, or-more generally-stationary, models to 
significantly broader classes of theories, but it also demonstrates the surprisingly 
simple overall structure of this class of models. 
Luis Pereira, Joaquim Aparicio, and Jose Alferes show how one can represent 
various forms of nonmonotonic reasoning, including defeasible reasoning, abduc- 
tive reasoning, and hypothetical reasoning, using the language of logic programs 
with well-founded semantics. Subsequently, the authors apply the proposed repre- 
sentation method to such complex knowledge domains as hierarchies and reason- 
ing about actions. The paper contains a rich collection of examples which provide a 
convincing illustration of the expressive power of well-founded semantics. In order 
to further increase its expressiveness, the authors augment the well-founded 
semantics with explicit negation and a method for contradiction removal. 
The paper written by Gerard Ferrand and Pierre Deransan describes a validation 
method allowing us to verify that a logic program with well-founded semantics 
satisfies some set of formal properties, often referred to as program specification. 
Their results, which were previously known only for the class of Horn programs 
with the least model semantics, open the door to using normal logic programs with 
well-founded semantics as a specification language in software engineering. 
Since well-founded semantics has a well-established procedural semantics and is 
tractable in relatively large program domains, the fact that logic programs with 
well-founded semantics can be successfully used to represent knowledge in various 
complex domains and can serve as a specification language in software engineering 
has a particular significance. However, the procedural semantics, originally pro- 
posed by Przymusinski and Ross and called SLS-resolution, is largely noneffective, 
and thus provides only an ideal sound and complete procedural mechanism. In 
their paper Weidong Chen and David S. Warren describe a more effective variant of 
SLS-resolution, called XOLDTNF-resolution, based on simple mechanisms for loop 
detection and loop handling. The authors prove that their procedure effectively 
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terminates in the class of logic programs with the bounded term property, which is 
known to include, in particular, all finction-free programs. They also developed a 
Prolog implementation of the XOLDTNF-resolution system which can be used as 
an inference engine for nonmonotonic reasoning systems based on (translation 
into) logic programs with well-founded semantics. 
The paper written by Michael Gelfond and Vladimir Lifschitz deals with the 
problem of representing actions and change in the language of logic programs. 
First, the authors introduce a simple declarative language & for describing actions, 
and show how various classical problems, such as The Yale Shooting Problem and 
The Murder Mystery, can be properly represented in this language. Subsequently, 
they prove the existence of a sound translation of the language. & into the 
language of extended logic programs with stable semantics. The resulting represen- 
tation of properties of actions in the language of logic programming improves upon 
several earlier approaches. 
The paper by L. Thorne McCarty on circumscribing embedded implications 
completes the special issue. The author considers the class of generalized logic 
programs in which premises are not just literals, but also can be implications. 
When interpreted classically, the resulting programs would be equivalent to full 
first-order logic; however, when interpreted intuitionistically, they give rise to an 
interesting class of theories. The semantics of such theories is given by special 
classes of Kripke models, in effect resulting in a new version of circumscription. As 
one of the possible applications, the author considers representing negation by 
failure in logic programs by a simple embedded implication, thus obtaining a new 
semantics for negation with some interesting properties. 
From the brief summary presented above of the papers gathered in the special 
issue, it seems clear that they constitute an important contribution to the fields of 
nonmonotonic reasoning and logic programming, and that some of the papers are 
likely to have a lasting impact on the field. This conclusion certainly should not 
come as a surprise given the fact that their authors include some of the most 
influential and active researchers currently working in the area. 
I would like to conclude this Introduction by thanking the Editorial Board of the 
Journal of Logic Programming and, personally, its Editor-in-Chief, Maurice 
Bruynooghe, for giving me the opportunity to be involved in this highly gratifying 
and worthwhile endeavor. 
