Abstract. The law of the iterated logarithm for discrepancies of lacunary sequences is studies. An optimal bound is given under very mild Diophantine type condition.
Introduction
The discrepancies of a sequence {a k } of real numbers are defined by
where x denotes the fractional part x − [ x ] of x. It is used to measure deviation of the distribution of the fractional parts of a k from the uniform distribution. One can find detailed survey on the theory of uniform distribution in [12] . The celebrated Chung-Smirnov Theorem [11, 28] asserts the law of the iterated logarithm below for the uniformly distributed i.i.d. sequence {U k }: n k+1 /n k ≥ q > 1, Philipp [26] proved the bounded law of the iterated logarithm below by modifying the method due to Takahashi [30] : for almost every x,
Aistleitner [1] improved the estimates and replaced the lower bound and the upper bound by 1/2 − 8/q 1/4 and 1/2 + 6/q 1/4 when q ≥ 2. Recently, it is proved in [13] that these limsups with respect to the sequence {θ k x} are equal to a constant for almost every x if θ > 1. The constant is equal to the Chung-Smirnov constant 1/2 when θ is not a power root of rational number, and is greater than 1/2 otherwise (Cf. [16] ). In the latter case, the constant can be concretely evaluated under some arithmetic condition. For example, when θ = q ≥ 3 is an odd integer the constant is equal to 1 2 q+1 q−1 . Other sequences for which limsups are concretely calculated can be found in [17, 18, 19, 23, 24, 25] .
Aistleitner [1] gave a nearly optimal Diophantine condition on the sequence {n k } to have Chung-Smirnov type result below. For positive integers N and d, and for non-negative integer u, we denote the cardinality of [1] ). Let {n k } be a sequence of positive integers satisfying the Hadamard gap condition (1.1). For any d ∈ N, suppose that there exists an ε > 0 such that
As Aistleitner [2, 3] constructed lacunary sequences for which the limsups are not constant a.e., and we can also find related examples in [15, 22] , we are interested in giving a condition to have constant limsups. Since all limsups so far determined for lacunary sequences with (1.1) belong to
, it is natual to expect the same bound for all lacunary sequences. Now we state our result. Theorem 2. Let {n k } be a sequence of positive integers satisfying the Hadamard gap condition (1.1). For all d ∈ N, suppose that there exists an ε ∈ (0, 1) such that
Then there exists a constant Σ {n k } such that
Moreover, if we assume
together with (1.2) for all d, then we have
The estimate Σ {n k } ∈ I q in (1.3) is best possible when q ≥ 3 is odd, since Σ {q k } attains its upper bound and Σ {q k(k+1) } attains its lower bound, (See [13, 14] ). It is also proved in [20] that the set of constants Σ {q m(k) } for all subsequences {q m(k) } of {q k } coincides with I q . Note that our condition to have (1.5) is weaker than that in the previous theorem. N in this case. Before closing introduction, we mention a result in [21] . Suppose that {n k } is a sequence of non-zero real numbers and suppose that {|n k |} satisfies the Hadamard gap condition (1.1). Then for any permutation of N (i.e. bijection N → N.), we have the bounded law of the iterated logarithm for the discrepancies of {n (k) x} with upper bound constant . For other recent development and studies on permuted sequences, see papers by Aistleitner, Berkes, and Tichy [4, 5, 6, 7, 8, 9] .
. We first prove the following key inequalities.
where
and V (x, ξ) = x ∧ ξ − xξ for 0 ≤ x, y, ξ, η < 1. Hence we have
, we have the first inequality of (2.8)
while the second inequality is proved by (2.6) and (2.7). By (2.5), we can verify
.
where l 0 is the largest integer satisfying q
. By combining this with (2.8), we have (2.2), and with (2.9), we obtain (2.1). By summing
Now we use a method of martingale approximation, which is a slight modification of the proof given in [1] and originated in Berkes-Philipp [10] . We regard [ 0, 1) equipped with the Borel field and the Lebesgue measure as a probability space. First we recall two lemmas. The proof can be found in Berkes-Philipp [10] and [13] . There exists a constant C q depending only on q such that, for any sequence {n k } of positive integers satisfying the Hadamard gap condition (1.1),
We also denote T i and Y i by T 
Here and later, the constant implied by and O depend only on a, b, and d.
Suppose that k ∈ ∆ i and
4 , and (2.10) is proved.
i ∞ , we have (2.11) and (2.12).
where the first inequality is due to
. Therefore, if we fix k, j and j , then the number of k such that k ≤ k and |jn k − j n k | < n i − is at most log q (d + 1) + 1. Thereby we have
Hence we have |E(
. Since we can write
(c u cos 2πux+d u sin 2πux) with
by Lemma 3, we can verify
Hence we have the estimate
3 . Since we can write
(c u cos 2πux + d u sin 2πux) with
We can write
and by (1.2) we have
Hence we have (2.13). We prepare another probability space on which a sequence {U, ξ 1 , ξ 2 , . . . } of independent random variables satisfying P (ξ k = 1) = P (ξ k = −1) = 1/2 and P (U ∈ A) = |A ∩ [ 0, 1 ]| is defined. We make the product of [ 0, 1) on which {Y i } is defined and this new probability space, and regard Y i , U , and Ξ i = k∈∆ i ξ k as random variables on this product probability space. Take m ∈ N arbitrarily and we define a martingale difference sequence { Y i , F i } on this space by putting
By Lemma 4 and (2.12), we have 
By applying Beppo-Levi's theorem, we have (
and hence we have (2.15).
Now we use the following theorem by Monrad-Philipp [27] which is a modification of Strassen's theorem [29] .
for some non-decreasing ψ such that ψ(∞) = ∞ and ψ(x)(log x) α /x is nonincreasing for some α > 50. If there exists a uniformly distributed random variable U which is independent of { Y n }, there exists a standard normal
Hence we have 
Hence by denoting φ(x) = √ 2x log log x and by applying the 0-1 law, we see that there exists a constant C [a,b);d;m such that 
By using conditions (2.1) and (2.2), we can verify the conditions of lemma for Now we apply the next proposition. It is essentially proved in [13] . The proof of the first part can be found in [16] , and the full proof in [21] . 
