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a b s t r a c t
Traditionally, optimization for large-scale multi-level lot sizing (MLLS) problems always
encountered heavy computational burden. Scholars also indicated that ‘‘whatever the
optimal method chosen to solve the MLLS problem, standard optimization packages were
still faced with computer memory constraints and computational limits that prevented
them from solving realistic size cases’’. Therefore, the main purpose of this paper is to
propose an optimal method to reduce the computer memory while solving the large-scale
MLLS problems. The optimal method is designed to implement on a database entirely
because the demand for computer memory can be reduced significantly by means of the
utilization of database storage. An example is given to illustrate the proposed method and
computation capability is tested for the MLLS problems with up to 1000 levels and 12
periods.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
In a production-inventory system, practitioners always desire to make a set of production plans (PPs) for minimizing
the sum of setup costs and inventory holding costs. By virtue of an optimal set of PPs, practitioners can decide how many
quantities have to be produced in which periods at each level. However, this is a classical multi-level lot sizing (MLLS)
problem.
Till now, the MLLS problems have received considerable attentions in the literature [1–3]. The two fundamental optimal
methods for the MLLS problem with a serial production structure (each item has at most one direct predecessor and one
immediate successor), one was Zangwill’s [4] backward recursive algorithm and the other was introduced by Love [5].
Following that, various production structures were addressed and some optimal methods had also been proposed [1,6,7].
As a general production structure (each item has several direct predecessors and immediate successors) is considered, no
optimal method is suitable for the MLLS problems over 50 items and exceeding 24 periods in size [8]. For example, one
famous optimal methods, branch-and-bound-based algorithm, proposed by Afentakis and Gavish [1] handled the MLLS
problem with up to 40 items and 12 periods for a general production structure and 106 items and 12 periods for a assembly
production structure (each item has several direct predecessors but only one immediate successor). Dellaert and Jeunet [8,9]
also pointed out that ‘‘whatever the optimal method chosen to solve the MLLS problem, standard optimization packages were
still faced with computer memory constraints and computational limits that prevented them from solving realistic size cases’’.
However, if the MLLS problem is a large-scale size case, it will be one of the most difficult problems for decision making.
Because of the computational burden of optimization [3,10,11], scholars were usually toward creating the heuristic
methods [8–17]. Simpson and Erenguc [3] found that many heuristic studies often neglected the use of the optimal solution
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as a benchmark by which to evaluate heuristics. Without an exact benchmark, scholars must evaluate heuristic techniques
relative to other heuristic techniques [3]. From this argument, with respect to solving the large-scale MLLS problems, we
are motivated to develop an optimal method rather than a heuristic method.
SomeMLLS heuristic methods [12–14] typically adapted the single-level solution methods, i.e. Wagner–Whitin [18] and
Silver–Meal [19] procedures. Blackburn and Millen [13] were the pioneers in introducing a heuristic method to solve the
MLLS problems by ‘‘improving’’ the single-level solutionmethods. One significant result of Blackburn andMillen’s [13] study
is that ‘‘deviation from the optimality by the heuristics is highly correlated with the ‘depth’ of the production structure’’ namely
the more the level, the larger the deviation from the optimality [12,13]. That is, even if a serial production structure is taken
into account, as it is a large number of levels, how to explore an optimal solution exactly is still a significant issue.
In sum, if theMLLS problemwas considered as a large-scale size case, the past research papers indicated that (1) using the
optimal methods to deal with it would face the computer memory constraints [8,9]; and (2) adopting the heuristic methods
to handle it will get a large deviation from the optimality [12,13]. Therefore, the main purpose of this study is to propose
a solution method to reduce the computer memory for exploring an optimal solution (rather than a sub-optimal solution)
while solving the large-scale MLLS problems.
2. Notation and statement of the problem
2.1. List of notations
In this paper, the following notations are adopted:
m level index (m = 1, 2, . . . ,M);
t period index (t = 1, 2, . . . , T );
sm,t setup cost in period t at levelm;
hm,t unit inventory holding cost from period t to period t + 1 at levelm;
dm,t demands in period t at levelm;
qm,t , the produced quantities in period t at levelm;
Im,t the inventory level of levelm at the end of period t;
cm,m+1 c unit of demands have to be produced at levelm in order to produce one unit of demands at levelm+ 1, namely
‘‘production ratio’’;
δm,t Boolean variable: δm,t = 1 indicating a production policy adopted in period t at level m; δm,t = 0 meaning an
inventory policy adopted in period t at levelm;
g row index corresponding to the created Solving-Process data sheet (g = 1, 2, . . . , 2T−1);
ppm,g the gth feasible PP at levelm (the feasible PP is made up of a series of production policies and inventory policies);
c(ppm,g) total cost of ppm,g ;
osm,g an optimal set of PPs composed of various g , which denote pp1,g , pp2,g , . . . , ppm,g ;
Rm,g (v, j) (1) at the first round to implement the solution method: a set of g represent various ppm−1,g which can connect
with a particular ppm,g (2) after the first round to implement the solution method: a set of g represent various
osm−1,g which can connect with a particular ppm,g ;
c(Rm,g (v, j)) (1) at the first round to implement the solution method: the minimal value of various ppm−1,g included in
Rm,g (v, j) (2) after the first round to implement the solutionmethod: theminimal value of various osm−1,g included
in Rm,g (v, j);
c(osm,g) total cost of osm,g ;
c∗ the minimal total cost of the MLLS problem.
2.2. Problem description
In the past literature, in order tomake the lot sizing problems fit the real-life circumstancesmore closely, several practical
situations had been taken into account by scholars, i.e. quantity discount [20], capacity constraints [21], changes of setup
cost [22–24], etc. In this study, the large-scaleMLLS problem is discussedwith a serial production structurewithout capacity
constraints and lead times are zero, but bill-of-material (BOM) concept is taken into account. Even though to incorporate
capacity constraints into the MLLS problems makes the lot-sizing problems fit a practical circumstance more closely, but it
does not mean that the uncapacitated problem is an out-of-date problem [17]. Pitakaso et al. [25] indicate that, in practice,
uncapacitated lot-sizing models continue to be largely used since the implementation of capacitated approaches requires
much datawhich firms are often reluctant to collect ormaintain. Han et al. [17] also conclude that ‘‘the uncapacitated problem
still has significance’’. In addition, Vickery and Markland [15] also claim that ‘‘developing the solution methods to determine an
optimal set of PPs in a serial production system is beneficial to process industry firms particularly since they are often characterized
by serial-type production systems and batch-flow manufacturing processes’’. Therefore, to develop an optimal method for
solving the large-scale MLLS problem with a serial production structure is worth undertaking.
In a production-inventory system, each operation is assumed to take place in a given level, and only one operation takes
place in a given level [4]. The demands at level m + 1 are always supplied immediately by the yields at level m [4,5],
meaning that the demands at all levels cannot be complemented by external quantities except the first level.Without loss of
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Fig. 1. A network represents the MLLS problem with a serial production structure.
generality, there are no time lags involved in the transmission of goods from one level to next [4]. The serial MLLS problem
can be formulated as follows:
Min
M−
m=1
T−
t=1
[sm,t(δm,t)+ hm,t(Im,t)] (1)
subject to the constraints
Im,t = Im,t−1 + qm,t − dm,t (2)
dm,t = cm,m+1 · qm+1,t (3)
δm,t =

0, if qm,t = 0
1, if qm,t > 0

(4)
Im,0 = Im,T = 0 (5)
qm,t ≥ 0, Im,t ≥ 0. (6)
Since by assumption Im,0 = Im,T = 0, there are 2T−1 feasible PPs at each level. The aboveMLLSproblemcanbe represented
as a combinatorial optimization problem displayed in Fig. 1. Each node in Fig. 1 denotes a feasible PP and various feasible PP
sets (PPSs) are formed by the feasible PPs (or PPSs) at levelm connecting with the PPs at levelm+ 1. Consequently, a globe
optimal solution of the network is an optimal set of PPs for the MLLS problems.
2.3. A constraint on constructing the PPSs
Note that a precondition in a production-inventory system is that the inputs at level m + 1 are always supplied from
the outputs at level m immediately apart from the first level [4,5]. This condition causes that some PPSs are infeasible in
practice.
Let the label (dm,1, δm,2dm,2, . . . , δm,Tdm,T ) represent the feasible PPs. When dm,t is satisfied by adopting a production
policy, δm,t equals 1. Otherwise, δm,t equals 0, namely adopting an inventory policy. By means of the zero-inventory
property [18], the following theorem is useful to reduce the amount of the feasible PPSs.
Theorem 1. Suppose that a feasible PPS is composed of (dm,1, δm,2dm,2, . . . , δm,Tdm,T ) and (dm+1,1, δm+1,2dm+1,2, . . . ,
δm+1,Tdm+1,T ). When dm+1,t adopts an inventory policy, dm,t must also be satisfied by consuming inventory. That is, the adopted
policy for dm,t is subject to the one for dm+1,t if it is an inventory policy for dm+1,t .
Proof. Assume that dm+1,t is/are complemented by inventory, where t = p, p + 1, . . . , q, p > 1, and q ≤ T . The total
produced quantities of dm+1,t−1 are dm+1,t−1 + dm+1,t + · · · + dm+1,q =∑qf=t−1 dm+1,f . Therefore, the total yields of dm,t−1
must be equal to ormore than dm+1,t−1, or else dm+1,t−1 is impossible to be supplied smoothly. In sum, when dm+1,t depends
on inventory, dm,t must also be satisfied by adopting an inventory policy. (When the BOM concept is taken into account,
dm,t−1 has to be equal to or more than cm,m+1 × dm+1,t−1.)
Let us now present a simple example: a feasible PP as (d2,1, 0, 0, d2,4) and c1,2 = 1. The total produced qualities
are (d2,1 + d2,2 + d2,3), 0, 0, and d2,4 in period 1–4 respectively at level 2. (d2,1, 0, 0, d2,4) can be therefore reformed as
(d2,1 + d2,2 + d2,3, 0, 0, d2,4). Initially, eight feasible PPs at level 1 are ‘‘candidates’’ for connecting with (d2,1, 0, 0, d2,4) to
form the feasible PPSs between levels 1 and 2. They are (d1,1, 0, 0, 0), (d1,1, 0, 0, d1,4), (d1,1, 0, d1,3, 0), (d1,1, 0, d1,3, d1,4),
(d1,1, d1,2, 0, 0), (d1,1, d1,2, 0, d1,4), (d1,1, d1,2, d1,3, 0), and (d1,1, d1,2, d1,3, d1,4). In fact, only (d1,1, 0, 0, 0) and (d1,1, 0, 0, d1,4)
can connect with (d2,1, 0, 0, d2,4) because the total produced qualities in each period for these two feasible PPs are
(d1,1 + d1,2 + d1,3 + d1,4, 0, 0, 0) and (d1,1 + d1,2 + d1,3, 0, 0, d1,4).
By Theorem 1, some infeasible PPSs are omitted. A comparison example for the MLLS problem with two levels and four
periods is illustrated with Fig. 2. Initially, there are 64 feasible PPSs between adjacent levels, but they can be reduced to
27 by Theorem 1. Unfortunately, as the planning period of the MLLS problem enlarges, the number of feasible PPs at each
D.-S. Chang et al. / Computers and Mathematics with Applications 60 (2010) 2536–2547 2539
(a) Initially: 64 feasible PPSs. (b) Reduced by Theorem 1: 27 feasible PPSs.
Fig. 2. Comparing the feasible PPSs with a two-level and four-period problem.
Fig. 3. Database structure.
level increases exponentially. This situation results in searching the feasible PPSs form level 1 to level M becoming very
complicated. 
3. Solution method
3.1. Overcome the computer memory constraints
Dellaert and Jeunet [8,9] indicated that as practitioners attempt to get an optimal solution to MLLS problems, how to
overcome the computer memory constraints is a significant issue. Therefore, in this section, we introduce what techniques
are adopted to decrease the demand for computer memory during the computational processes since it plays a primary role
in developing an optimal method. Moreover, the proposed method is coded by Visual Basic 6.0 for implementing on Access
Database as a user-friendly computerized scheduling system.
Firstly, a database is established for storing the abundant computational and input data. Therefore, the coded computer
program only needs to recall the required data from the database for further computation. A ‘‘Solving-Process’’ data sheet is
created and set up 8 fields for storing the computational data. In addition, ‘‘Setup-Cost’’, ‘‘Unit-Holding-Cost’’, and ‘‘Demand’’
data sheets are created for storing the input data. In the ‘‘input’’ data sheets, the first field stores the index number i, where
i = 1, 2, . . . ,M × T . The database structure is expressed as Fig. 3.
Secondly, the entire computational process performing in the solution method is a ‘‘forward calculation’’. That is, the
multiple levels are partitioned into a sequence of adjacent levels for handling repeatedly, namely {level 1 & level 2},
{level (1, 2) & level 3}, . . . , {level (1, 2, . . . ,M − 1) & level M}. The demand for computer memory is reduced from the
entire levels to adjacent levels because the coded computer program only needs to conduct the adjacent levels repeatedly
during the computational processes.
3.2. Generate the feasible PPs entirely and calculate the total cost of each PP
Since the utilization of database storage is applied in the solution procedure, the coded computer programwill recall the
required data from the database for calculation. Hence, the essential data (the feasible PPs, the total cost of each PP, etc.)
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Fig. 4. A procedure on generating the feasible PPs entirely.
Table 1
The generating processes of the feasible PPs with different planning periods.
T = 1 T = 2 T = 3 T = 4
110 12 (dm,1) 210 102 (dm,1, 0) 410 1002 (dm,1, 0, 0) 810 10002(dm,1, 0, 0, 0)
310 112 (dm,1, dm,2) 510 1012(dm,1, 0, dm,3) 910 10012 (dm,1, 0, 0, dm,4)
610 1102 (dm,1, dm,2, 0) 101010102 (dm,1, 0, dm,3, 0)
710 1112 (dm,1, dm,2, dm,3) 1110 10112 (dm,1, 0, dm,3, dm,4)
1210 11002 (dm,1, dm,2, 0, 0)
1310 11012 (dm,1, dm,2, 0, dm,4)
β → δi → ppm,g m = 1, 2, . . . ,M. 1410 11102 (dm,1, dm,2, dm,3, 0)
1510 11112 (dm,1, dm,2, dm,3, dm,4)
Note: In the binary number, 1 represents a production policy and 0 means an inventory policy.
have to be generated and calculated entirely for storing into the Solving-Process data sheet. How to generate the feasible
PPs entirely and compute the total cost of each PP is described as follows.
Before the solution method is performed, the planning period (T ) has to be set. Let β (a number in the decimal system)
vary from 2T−1 to 2T − 1 and then each β can be converted into a binary number by the coded computer program (showed
at Fig. 4) automatically. If the binary number is viewed as a row vector δi = (δi1 . . . δiT ), the entire feasible PPs for each level
is a 2T−1 × T matrix (since by assumption Im,0 = Im,T = 0, there are 2T−1 feasible PPs at each level):
δ = [δij](2T−1)×T
in which δij = 1 if dm,t is satisfied by adopting a production policy and δij = 0 otherwise. Some generating examples with
different planning periods are shown at Table 1.
Because the feasible PPs are encoded as a zero-one version (‘‘1’’ representing a production policy and ‘‘0’’ meaning an
inventory policy), pp1,g will always be identical to ppm,g , where m = 2, . . . ,M . Moreover, the feasible PPs are stored in
the Solving-Process data sheet so the coded computer program only needs to generate a complete feasible PP matrix at
level 1 during the entire computational processes. In further calculations, the feasible PPs can be recalled from the database
repeatedly and decoding it for computing the total cost by inputting the corresponding setup costs, unit holding costs, and
demands (the input data are stored in the Setup-Cost, Unit-Holding-Cost, and Demand data sheets). The decoding procedure
on calculating the total cost of each feasible PP is displayed in Fig. 5.
3.3. Search the PPs (at level 1) and PPSs (at level 2 to M) for each particular successive PP
The feasible PPSs are constructed by the feasible PPs (or PPSs) at level m connecting with the particular PPs at level
m + 1. Initially, there are 2(T−1)M feasible PPSs in a serial MLLS problem, but some of them have been proven infeasible by
Theorem 1. An algorithm is proposed to find out the feasible PPs (at level 1) and PPSs (at level 2 to M) for each particular
successive PP efficiently.
A recursive model is constructed as Eq. (7) in which y is 4[(T/2)−w] as the planning period is an even number, namely
T = 4, 6, 8, etc. Otherwise, y is 4{[(T−1)/2]−w}, namely T = 3, 5, 7, etc. The recursive model is formulated as follows:
Rm,g(v, 1) = {G}
Rm,(g+y)(v, 2) = {G | G ∈ [Rm,g(v, 1) ∪ (Rm,g(v, 1)+ y)]}
Rm,(g+2y)(v, 3) = {G | G ∈ [Rm,g(v, 1) ∪ (Rm,g(v, 1)+ 2y)]}
Rm,(g+3y)(v, 4) = {G | G ∈ [Rm,g(v, 1) ∪ (Rm,g(v, 1)+ (i× y))]}, i = 1, 2, 3
where,
Rm,g(v, j)+ y = {G+ y | G ∈ Rm,g(v, j)}.
(7)
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Fig. 5. A decoding procedure on calculating the total cost of the feasible PPs.
Fig. 6. An algorithm for searching the PPs (at level 1) and PPSs (at level 2 to M) for each particular successive PP.
In Eq. (7), G is a set of g . Onemay note that since ppm,g is the samewith ppm+1,g , Rm,g(v, j)will be identical to Rm+1,g(v, j).
In addition, the recursive model, Eq. (7), is implemented on the developed algorithm, see Fig. 6. The obtained Rm+1,g(v, j)
are stored in the Solving-Process data sheet and the computer program recalls them for further computation.
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Table 2
The feasible PPSs derived by the developed algorithm.
v = 0 v = 1, 2
R2,1(0, 1) = {1} R2,1(1, 1) = {1}
R2,5(0, 2) = {G | G ∈ [R2,1(1, 1) ∪ (R2,1(1, 1)+ y)]} = {G | G ∈ [{1} ∪ {5}]}
= {1, 5}
R2,2(1, 2) = {G | G ∈ [R2,1(2, 1) ∪ (R2,1(2, 1)+ y)]} = {G | G ∈
[{1} ∪ {2}]} = {1, 2}
R2,3(1, 3) = {G | G ∈ [R2,1(2, 1) ∪ (R2,1(2, 1)+ 2y)]} = {G | G ∈
[{1} ∪ {3}]} = {1, 3}
R2,4(1, 4) = {G | G ∈ [R2,1(2, 1)∪ (R2,1(2, 1)+ y)∪ (R2,1(2, 1)+
2y) ∪ (R2,1(2, 1)+ 3y)]} = {G | G ∈ [{1} ∪ {2} ∪ {3} ∪ {4}]} =
{1, 2, 3, 4}
R2,5(2, 1) = {1, 5}
R2,6(2, 2) = {G | G ∈ [R2,5(3, 1) ∪ (R2,5(3, 1)+ y)]} = {G | G ∈
[{1, 5} ∪ {2, 6}]} = {1, 2, 5, 6}
R2,7(2, 3) = {G | G ∈ [R2,5(3, 1) ∪ (R2,5(3, 1)+ 2y)]} = {G | G ∈
[{1, 5} ∪ {3, 7}]} = {1, 3, 5, 7}
R2,1(0, 1)→ R2,1(1, 1)R2,5(0, 2)→ R2,5(2, 1) R2,8(2, 4) = {G | G ∈ [R2,5(3, 1)∪ (R2,5(3, 1)+ y)∪ (R2,5(3, 1)+
2y) ∪ (R2,5(3, 1)+ 3y)]} = {G | G ∈
[{1, 5} ∪ {2, 6} ∪ {3, 7} ∪ {4, 8}]} = {1, 2, 3, 4, 5, 6, 7, 8}
Table 3
Values of the parameters given in the example.
Parameters Periods
Spring Summer Fall Winter
s1,t 950 2450 694 468
h1,t 0.6 0.8 0.6 0.6
s2,t 750 1950 590 338
h2,t 2 2.2 1.8 1.8
s3,t 384 1040 276 184
h3,t 4.8 5.3 4.6 4.6
d4,t 50 120 40 25
Take a MLLS problemwith three levels and four periods for example. Because the planning period is 4 (an even number),
the initial recursive model is composed of R2,1(0, 1) = {1} and R2,5(0, 2) = {1, 5}. The results of searching the feasible PPs
at level 1 for the particular feasible PPs at level 2 by applying the algorithm (Fig. 6) are displayed in Table 2. Besides, R2,g(v, j)
is the same with R3,g(v, j).
At the first round, namely conducting {level 1 & 2}, to implement the solutionmethod, R2,g(v, j) is a set of g representing
various pp1,g which can connect with a particular pp2,g for constructing the feasible PPSs. For instance, R2,6(2, 2) =
{1, 2, 5, 6} denotes that pp1,1, pp1,2, pp1,5 and pp1,6 are the previous feasible PPs connectingwith pp2,6. Notice that R3,6(2, 2)
has not to be recomputed since R3,6(2, 2) is the same with R2,6(2, 2). R3,6(2, 2) = {1, 2, 5, 6} represents that the previous
feasible PPSs for connecting with pp3,6 are os2,1, os2,2, os2,5 and os2,6.
The details about implementing the solution procedures for getting an optimal solution to MLLS problems are described
in Appendix A. In order to make readers understand the solution procedures, a simple example is presented in the next
section and the validity of the proposed method is verified by employing one of the well-known optimal methods, cost-
path algorithm [7], to solve the same example.
4. Numerical experiments
4.1. An illustrated example
Suppose that there is aMLLS problemwith three levels and four periods for a serial production-inventory system. A small
set of numerical data is adopted to reflect a typical pattern of seasonal goods. The end items are assumed as 50 units for
spring, 120 units for summer, 40 units for fall, and 25 units for winter. The production ratio between adjacent levels are
c1,2 = 3, c2,3 = 3, and c3,4 = 2 (level 4 denotes the end items). The values of parameters given in this example are listed in
Table 3.
The details about implementing the proposed solution method on the Solving-Process data sheet are illustrated with
Fig. 7 explicitly. However, the major purpose of solving the MLLS problem is to find out the optimal set of PPs that can
minimize the sum of setup costs and holding costs during production processes. (Referring to the Step 8 in the proposed
solution method (see Appendix A), during the computational processes, the optimal set of PPs can be found and stored into
the database.) Closely examining the results of Field 8 in {Level (1, 2) & Level 3} from Fig. 7, one can detect that the minimal
total cost is 8720 and the corresponding optimal set of PPs is os3,8 = {3, 3, 8}, in which {3, 3, 8} denotes that the optimal set
of PPs is composed of (i) the third feasible PP at level 1, i.e., pp1,3 = (3060, 0, 1170, 0), (ii) the third feasible PP at level 2,
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Fig. 7. Implementing the solution method for conducting the example on the Solving-Process data sheet.
i.e., pp2,3 = (1020, 0, 390, 0), and (iii) the eighth feasible PP at level 3, i.e., pp3,8 = (100, 240, 80, 50) (the notations are
clearly defined in Section 2.1). The meanings of the optimal set of PPs are as follows.
(1) At level 1, there is to produce 3060 units in period 1 to cover the demands from period 1 to 2 and 1170 units in period
3 to cover the demands from period 3 to 4.
(2) At level 2, there is to produce 1020 units in period 1 to cover the demands from period 1 to 2 and 390 units in period 3
to cover the demands from period 3 to 4.
(3) At level 3, there is to produce 100 units in period 1, 240 units in period 2, 80 units in period 3 and 50 units in period 4.
The cost-path algorithm [7] is employed to solve the same example, see Appendix B. Both cost-path algorithm and our
solutionmethod get the same optimal solution. However, the computation procedures of cost-path algorithm are performed
by consuming computer memory, but the proposed solution procedures are implemented on the database completely.
As we inspect the proposed method strictly, it may be treated as an enumeration method, but some infeasible PPSs are
eliminated by Theorem 1, e.g. (3060, 0, 1170, 0) → (1260, 0, 0, 150) → (340, 0, 130, 0), (900, 3330, 0, 0) → (1260, 0,
0, 150) → (100, 370, 0, 0), and (900, 3330, 0, 0) → (1020, 0, 390, 0) → (420, 0, 0, 50), etc. Using the proposed
algorithm (Fig. 6) one can find out the PPs (at level 1) and PPSs (at level 2 to M) for each particular successive PP efficiently.
4.2. Computational results
To demonstrate the capability of the proposed method, the following experimental conditions are designed:
(1) setM = 100, 300, 500, 800, 1000 and T = 6, 7, . . . , 12,
(2) the end items are generated from an uniform distribution U(30, 100),
(3) production ratio between adjacent levels are generated from an uniform distribution U(1, 3),
(4) setup cost are generated from an uniform distribution U(1000, 2000),
(5) unit inventory holding cost are generated from an uniform distribution U(1, 5).
Within the test problems, the largest one is up to 1000 levels and 12 periods, namely dealing with 2,048,000 nodes in the
network of Fig. 1. That shows the capability of the solution method for solving the large-scale MLLS problem. To verify that
the proposed solutionmethod can solve the large-scaleMLLS problemsbyusing an ‘‘economic’’ computer, the computational
time is evaluated by a PC with 800 Hz CPU and 256 MB RAM. Table 4 reveals the evaluation results. The computational time
associatedwith the proposed solutionmethod increases exponentiallywith the length of planning horizons but only linearly
with the number of levels. Even though the one cannot be recognized as an efficient method, however one may notice that
the major purpose of this study is to propose a method to reduce the computer memory for exploring an optimal solution
exactly in a large-scale size case rather than devoting to a ‘‘faster’’ solution method.
Apart from the PC with 800 Hz CPU and 256 MB RAM, the PC with 800 Hz CPU and 1 GB RAM and the PC with 1.66 GHz
CPU and 1 GB RAM are respectively adopted to evaluate the computational time of the MLLS problem with 1000 levels and
12 periods. As the results of testing, the computational time evaluated by 800Hz CPU and 256MBRAM, 800Hz CPU and 1GB
RAM, and by 1.66 GHz CPU and 1 GB RAM is 3,221.23min, 3,057.43min, and 2120.61min, respectively. Such results indicate
that when using the developed computerized scheduling system (coded by our solution method) to solve MLLS problems,
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Table 4
Computational time of large-scale size problems (minutes).
The number of levels The length of planning horizons
6 7 8 9 10 11 12
100 0.92 1.72 4.20 9.23 23.73 76.22 312.00
300 2.78 5.37 12.47 27.85 72.15 243.47 941.47
500 4.68 8.45 21.35 46.23 118.50 411.08 1566.12
800 7.33 13.85 33.43 74.05 190.27 610.05 2511.98
1000 9.30 18.35 42.18 93.03 237.75 794.62 3221.23
CPU seems to be the key factor of reducing the computational time. It is because that the abundant computational data
have been stored into the database; specifically, during computational processes, the coded program only needs to recall
the required data from the database for further computation. Therefore, CPU has an effect on the computational time more
significantly than RAM; this is also the advantage of the proposed solution method.
5. Conclusions
With respect to optimization for the large-scaleMLLS problems, scholars had pointed out that both ‘‘heavy computational
burden [3,10,11]’’ and ‘‘computer memory constraints [8,9]’’ were the significant issues. (Obviously, these two issues relate
to each other.) Besides, as heuristic methods are adopted to solve the MLLS problems, the more the level, the larger the
deviation from the optimality [12,13].Therefore, the main contribution of this study is that a solution method is proposed
to reduce the computer memory for exploring an optimal solution in MLLS problems with a large number of levels. The
major features of the proposed method are that (1) an optimal solution to MLLS problems can be found exactly without the
restriction on the number of levels; (2) even if a large-scale size case is considered, it can be conducted by employing an
‘‘economic’’ computer,meaning a computerwithout superior CPU and RAM; (3) the solution procedures are not complicated
to be understood for implementing in practice. Computer memory constraints and computational limits will no longer
perplex practitioners even if they attempt to solve the large-scale size cases.
For handling theMLLS problems, the introducedmethod is a threshold of incorporating the utilization of database storage
into the solution procedures. During the computational processes, the feasible PPs are generated entirely and encoded as a
zero-one version stored into the database. Therefore, whatever the number of items in each level is considered, the stored
PPs can be recalled repeatedly and decoded for calculating the total cost of each one, if necessary. In addition, the PPs (at
level 1) and PPSs (at level 2 toM) for each particular successive PP are stored as a set of row indices (a set of g) corresponding
to the created Solving-Process data sheet and stored into the database. Even if many items are taken into account at each
level, which PP (or PPS) at level m have a minimal value for a particular successive PP at level m + 1 can be found easy by
recalling the set of row indices and comparing the indicated values with each other. A further work will be undertaken to
extend the proposed method for handling the MLLS problems with a more complex production structure.
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Appendix A. Implementation of the proposed solution method
The details about the implementation of the introduced optimal method for dealing with the MLLS problems are as
follows. Notice that the computational results of Step 3 to 9 are stored into the Solving-Process data sheet.
(1) Implement the solution procedures at the first round, namely conducting {level 1 & level 2}:
Step 1. Establish a database.
1.1 The database structure is displayed in Fig. 3.
Step 2. Input the initial data.
2.1 Set the length of planning horizons (T ) and the number of levels (M).
2.2 sm,t , hm,t , and dm,t are stored into the Setup-Cost, Unit-Holding-Cost, and Demand data sheets, respectively.
Step 3. Generate the feasible PPs entirely.
3.1 The coded computer program (Fig. 4) carries out the generating processes (β → δi). Note that ppm,g are the same
with ppm+1,g since the feasible PPs are encoded as a zero-one version in which 1 represents a production policy
and 0 denotes an inventory policy.
3.2 The feasible PPs are stored into the Field 2.
Step 4. Search the PPs (at level 1) and PPSs (at level 2 toM) for each particular successive PP.
4.1 Perform the developed algorithm showed at Fig. 6. Note that Rm,g(v, j) is identical to Rm+1,g(v, j) because ppm,g are
identical to ppm+1,g .
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4.2 The PPs (at level 1) and PPSs (at level 2 to M) for each particular successive PP are a set of g and stored into the
Field 3.
Step 5. Calculate the total cost of the feasible PPs at level 1.
5.1 Perform the decoding procedure (Fig. 5) for calculating the total cost of each PP.
5.2 The total costs of the PPs at level 1 are stored into the Field 4.
Step 6. Calculate the total cost of the feasible PPs at level 2.
6.1 Perform the decoding procedure (Fig. 5) for calculating the total cost of each PP.
6.2 The total costs of the PPs at level 2 are stored into the Field 5.
Step 7. Compare the total cost of the PPs included in R2,g(v, j).
7.1 Compare c(pp1,g) included in R2,g(v, j) to find out the minimal value, namely c(R2,g(v, j)).
7.2 c(R2,g(v, j)) are stored into the Field 6.
Step 8. Obtain the optimal sets of PPs.
8.1 Since the solving process is a ‘‘forward calculation’’, the optimal sets of PPs are as follows:
osm,g = {∗osm−1,g} ∪ {g} where, os1,g = {g}. (8)
In Eq. (8), ∗osm−1,g indicates a osm−1,g with a minimal value among Rm,g(v, j).
8.2 The osm,g are stored into the Field 7.
Step 9. Calculate the total cost of the optimal sets of PPs.
9.1 The sum of the Field 5 and Field 6 are stored into the Field 8, namely
c(osm,g) = c(ppm,g)+ c(Rm,g(v, j)). (9)
9.2 Ifm = M , go to Step 10. Otherwise, go to the next round.
Step 10. Obtain the minimal total cost of the MLLS problem.
10.1 A global optimal solution in the network (Fig. 1) is the osM,g with a minimal value:
c∗ = Min{c(osM,g)}. (10)
10.2 End running the solution procedures.
(2) Implement the solution procedures after the first round, namely conducting {level (1, 2) & level 3}, {level (1, 2, 3) & level
4}, . . . , {level (1, . . . ,M − 1) & levelM}.
The coded computer program repeats to do Step 5–9 at every round to carry out the solution procedures, but Step 5–7
must be modified as follows.
Step 5. Database updates automatically to make the data of Field 8 substitute for the data of Field 4 in the Solving-Process
data sheet.
5.1 If at the second round to implement the solution method:
5.1.1 Make c(os2,g) substitute for c(pp1,g).
5.1.2 c(os2,g) are stored into the Field 4.
5.2 If after the second round to implement the solution method:
5.2.1 Make c(osm,g) substitute for c(osm−1,g), wherem = 3, 4, . . . ,M − 1.
5.2.2 c(osm,g) are stored into the Field 4.
Step 6. Calculate the total cost of the feasible PPs at levelm.
6.1 Perform the decoding procedure(Fig. 5) for calculating the total cost of each PP.
6.2 The total costs of the feasible PPs at levelm are stored into the Field 5.
Step 7. Compare the total cost of the PPSs included in Rm,g(v, j).
7.1 Compare c(osm−1,g) included in R2,g(v, j) to attain the minimal value, namely c(Rm,g(v, j)).
7.2 c(Rm,g(v, j)) are stored into the Field 6.
Appendix B. Solve the same example by the cost-path algorithm
Chyr et al. [7] had proposed an optimal method, cost-path algorithm, to handle the MLLS problem without capacity
constraints. In the cost-path algorithm, Fm represents the levels, wherem is an index ranging from 1 toM . Let P(m) indicate
the set of indices of all predecessors; gm(t, jt ,m qt) denotes the total setup cost and holding cost for mqt-th PP, where jt is
a relative period of setup; Cm(t, jt ,m qt) represents the minimum cost at Fm(t) and all prior levels Fa(t), a ∈ P(m), when
mqt-th PP is given. The form of the cost-path algorithm with a slight modified version is reconstructed as Fig. 8.
From Fig. 8, the recursive relation is given:
for jt = 1 as
gm(t, 1, mqt) = gm (t − 1, lt−1, mqt−1)+ sm,t where, mqt = mqt−1, lt−1 = 1, . . . , t − 1. (11)
for jt = 2, . . . , T as
gm(t, jt , mqt) = gm(t − 1, jt−1, mqt−1)+ dm,t × hm,t × jt−1 where, mqt = mqt−1 + 2t−2. (12)
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Fig. 8. The form of the cost-path algorithm for a four period,m-level problem.
The computational processes are performed successively from the first level of the production system to the last level:
Cm(t, jt , mqt) = gm(t, jt , mqt)+
−
a∈P(m)
min
1≤mqt≤2t−1
Ca(t, jt , mqt). (13)
The minimal total cost of the MLLS problem can be obtained as
C∗ = min
1≤mqt≤2t−1
CM(t, jt , mqt). (14)
The full implementation of the cost-path algorithm for solving the example in the current study is as follows:
g1(1, 1, 1) = g1(0, 1, 1)+ s1,1 = 950
g1(2, 1, 1) = g1(1, 1, 1)+ s1,2 = 3400
g1(2, 2, 2) = g1(1, 1, 1)+ d1,2 × h1,2 = 2678
. . .
g3(4, 3, 7) = g3(3, 2, 3)+ d4,4 × h4,4 × 2 = 2252
g3(4, 3, 8) = g3(3, 3, 4)+ d4,4 × h4,4 × 3 = 3082.
Then,
C2(4, 1, 1) = g2(4, 1, 1)+ 3642 = 7270
C2(4, 1, 2) = g2(4, 1, 2)+ 3642 = 6904
. . .
C3(4, 1, 1) = g3(4, 1, 1)+ 6836 = 8720
. . .
C3(4, 3, 8) = g3(4, 3, 8)+ 6836 = 9918
C∗ = 8720.
The minimal total cost is 8720 and an optimal set of PPs is composed of (3060, 0, 1170, 0), (1020, 0, 390, 0), and (100,
240, 80, 50) at level 1–3 respectively.
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