Introduction
In last few decades, Population inspired meta-heuristics has received much attention. Several nature inspired meta-heuristics have been proposed, such as genetic algorithm (GA) [1] , particle swarm optimization (PSO) [2] and 2 Differential Evolution (DE) [3, 4] . Although these meta-heuristics are competent to find the solution of the complex optimization functions, it has been demonstrated by the familiar No Free Lunch theorem that there is no optimization technique finding the solutions of all types of functions [5] .
Therefore the theorem allows the scientists to develop several newly nature inspired techniques. Various of the recent meta-heuristics are artificial bee colony (ABC) algorithm [6] , Cuckoo search (CS) algorithm [7] , gravitational search algorithm (GSA) [8] , Firefly algorithm (FA) [9] , Cuckoo Optimization Algorithm (COA) [10] , Adaptive Gbest-guided Gravitational Search Algorithm (GGSA) [11] , Grey Wolf Optimizer (GWO) [12] , Ant Lion
Optimizer (ALO) [13] and Multiverse Optimizer (MVO) [14] , Shuffled frogleaping algorithm (SFLA) [15] , Bacterial foraging optimization algorithm (BFOA) [16] , Opposition-based grey wolf optimization (OGWO) [17] , One
Half Personal Best Position Particle Swarm Optimizations (OHGBPPSO) [18] , Half Mean Particle Swarm Optimization Algorithm (HMPSO) [19] , Personal Best Position Particle Swarm Optimization (PBPPSO) [20] , Hybrid
Particle Swarm Optimization (HPSO) [21] , Hybrid MGBPSO-GSA [22] , MGWO [23] ,HPSOGWO [24] , HGWOSCA [25] and HAGWO [26] and many others.
Biogeography based optimization algorithm proposed by D. Simon [27] is a newly population based variant which is, a study of the geographical distribution of biological organisms. Biogeography based optimization approach adopts the migration operator to share information between solutions. This aspect is same to other nature inspired variant i.e. Genetic algorithm and Particle Swarm Optimization. The performance of BBO variant has been compared with 14 benchmark functions and a real life sensor selection problem. On the basis of obtaining statistical results, it was observed that existing variant gives better quality of solutions outperform than other recent meta-heuristics.
Bat algorithm (BA) was proposed by X. She Yang [28] . BA is a bio-inspired variant and has been found to be very efficient. This variant mimics the echolocation ability of micro bat which use it for navigating and hunting. The position of the bat provides the probable solution of the problem. Fitness of 3 the solution is specified by the best position of a bat to its prey. Bat Algorithm has big advantage over other variants that it has a number of tunable parameters giving a greater control over the optimization process.
Flower Pollination Algorithm (FPA) was firstly proposed by X. She Yang [29] . FPA is inspired by the pollination process of flowers. The performance of this variant was tested on ten test functions and results were compared with those obtained using Particle Swarm Optimization and Genetic Algorithms.
On the basis of simulation results, one can observe that the flower algorithm is more efficient than both PSO and GA. Furthermore, authors also use this variant to solve a nonlinear problems, which shows the convergence rate is almost exponential. Grey Wolf Optimizer (GWO) is a newly developed population based approach inspired from the leadership hierarchy and hunting mechanism of grey wolves in nature and has been effectively applied for solving feature subset selection [33] , economic dispatch problems [34] , flow shop scheduling problem [35] , optimal design of double later grids [36] , time forecasting [37] , optimizing key values in the cryptography algorithms [38] and optimal power flow problem [39] . A number of nature inspired algorithms are also developed to improve the performance of basic GWO that include a hybrid version of GWO with PSO [40] , binary GWO [41] , parallelized GWO [42, 43] and integration of DE with GWO [44] .
L. Li et al. [45] proposes a modified discrete GWO variant, which is used to realize the multilevel image segmentation and optimize the image histograms.
Based on the high efficiency of grey wolf optimizer in the course of stability and optimization, this article effectively applies the MDGWO to the field of MT by improving the location of the agents during the hunting and using weight to optimize the final position of prey. The MDGWO approach not only obtains better segmentation quality but also proves obvious superiority over ABC , DE, GWO, MTEMO and in accuracy, multilevel thresholding and stability.
H. Liu et al. [46] , an intelligent grey wolf optimizer variant called DCS-GWO is developed by combining q-thresholding and GWO variant. In this variant, the grey wolves' positions are initialized by using the q-thresholding approach and updated by using the idea of GWO. The experimental solutions illustrate that the existing variant has better recovery accuracy than previous greedy pursuit approaches at the expense of computational complexity.
S. Mirjalili et al. [47] The rest of the paper is structured as follows.
In section given in section 9 of this paper.
Grey Wolf Optimizer (GWO) Algorithm
The Grey Wolf Optimizer algorithm is a newly global optimization approach which simulate the grey wolves leadership and hunting in nature. These approaches have been inspired by simple concepts.
Mirjalili, S. et al. [12] proposed a Grey Wolf Optimization meta-heuristic approach. The Grey Wolf Optimization variant mimics the hunting mechanism and leadership hierarchy of grey wolves in nature. In the hierarchy of Grey Wolf Optimization, alpha is considered the dominating agent among the group. The rest of the subordinates to alpha are beta, delta which helps to control the majority of wolves in the hierarchy that are considered as omega.
In addition, three main steps of hunting, searching for prey, encircling prey, and attacking prey, are implemented to perform optimization.
The encircling behavior of each member of the population is represented by the following mathematical equations:
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Where, x p is the position vector the prey, t indicates the time and x , indicate the position vector of a grey wolf
The vectors a and c are mathematically calculated as:
Where components of are linearly decreased from 2 to 0 over the course of generations and . . , . , . Optimization, the population is divided into five different groups such as alpha, beta, gamma, delta, and omega which are employed for simulating the leadership hierarchy [see in Figure 1 ]. The all rest operations are same as Grey Wolf Optimizer variant [14] .
Social Hierarchy: In order to develop mathematical model the social hierarchy of wolves when designing modified variant of GWO (MVGWO), we consider the fittest solution as the alpha. Accordingly, the second, third and fourth best 9 solutions are named beta, gamma and delta. The rest of the agent solutions are assumed to be omega.
The mathematical model of the encircling behavior is represented by the equations:
.
Here a and c coefficient vectors are given by:
Where components of , . , .
. Table 1, Table 2 and Table 3 respectively. Table 4 -Table 9 ].
Here, the maximum and minimum value of the objective functions gives the best suitable cost of the classical problems in the least number of iterations. In Figures 3-25 , the convergence performance of GWO, PSO, MGWO and MVGWO algorithms in solving classical problems have been compared, obtained convergence solutions prove that the MVGWO algorithm is more able to find the best optimal solution in minimum number of iterations. Hence MVGWO algorithm avoids premature convergence of the search process to local optimal point and provides superior exploration of the search course.
To sum up, all simulation solutions assert that the newly existing algorithm is very helpful in increasing the efficiency of the Grey Wolf Optimizer Algorithm in the terms of result quality as well as computational efforts.
Sine dataset function
This dataset has number of attributes 01, structure 1-15-1 chosen to be trained and solve this dataset (S. . This function has four peaks that make it extremely difficult to be approximated. Sine dataset function has been testing on different nature inspired meta-heuristics. On the basis of obtaining results, we observe that modified variant of grey wolf optimizer provides extremely accurate solutions on this dataset as can be inferred from test error in Table 10 [51] , cuckoo search (CS) [51] , method of moving asymptotes (MMA) [51] , Grid based clustering algorithm -I and II (GCA-I and GCA-II) [52] and Symbiotic Organisms Search (SOS) [53] .
The experimental results of the different variants on given function are illustrated in Table 11 . That experiment has been tested on the following parameter settings; search agents (30) and maximum number of iterations (500).
It can be seen that the best optimal value of the cantilever beam design function on MVGWO is 1.33966. Hence MVGWO variant gives the better quality of the solutions as compared to other recent algorithms. 
