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Abstract
We present a canonical construction of an injective normal symplectic representation of a given normal j -algebra. On the other
hand, the image of the holomorphic map corresponding to any normal symplectic representation is described as a subset of the
Siegel upper half plane by using vector spaces of matrices satisfying certain axioms. Combining these results, we naturally obtain
Xu’s realization of homogeneous Siegel domains [Y.C. Xu, Automorphism groups of homogeneous bounded domains, Acta Math.
Sinica 19 (1976) 161–191; Y.C. Xu, On the isomorphism of homogeneous bounded domains, Acta Math. Sinica 20 (1977) 248–
266].
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Introduction
Piatetskii-Shapiro introduced the notion of symplectic representation of a normal j -algebra, and investigated that
an injective symplectic representation gives rise to a homogeneous imbedding of a homogeneous bounded domain
into the Siegel disk [6, Chapter 6]. In this paper, we present a canonical construction of an injective symplectic
representation of a given normal j -algebra. Thus every homogeneous bounded domain turns out to be imbedded
equivariantly into the Siegel disk. This result is in contrast with Satake’s work [8] which showed that the exceptional
symmetric bounded domains cannot be imbedded into any Siegel disk with the full automorphism equivariance.
Actually, our imbedding is equivariant under the action of the maximal connected split solvable subgroup of the
holomorphic automorphism group of the domain.
Owing to the one-to-one correspondence between homogeneous Siegel domains and homogeneous bounded do-
mains [11], we are always concerned with the Siegel domain realization of the homogeneous domain in this paper.
Then a symplectic representation corresponds to an equivariant holomorphic map from the Siegel domain into the
Siegel upper half plane. Our second main result is that, if the symplectic representation is normal, the image of the
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plying this result to the canonical symplectic representation, we obtain Xu’s realization of the homogeneous Siegel
domain [12,13].
Let Z be a Hermitian vector space with a complex structure JZ and a Hermitian metric h. Setting Λ := h, we
denote by Sp(Z,Λ) the real symplectic Lie group on Z preserving the form Λ, and by sp(Z,Λ) the Lie algebra of
Sp(Z,Λ). Let (b, j) be a normal j -algebra. A Lie algebra homomorphism φ :b → sp(Z,Λ) is called a symplectic
representation of b if the equality
φ(Y )+ JZ ◦ φ(Y ) ◦ JZ + JZ ◦ φ(jY )− φ(jY ) ◦ JZ = 0
holds for all Y ∈ b. A symplectic representation φ is said to be normal if the operator φ(Y ) has only real eigenvalues
for all Y ∈ b.
Now let us state our results on symplectic representations. For a given normal j -algebra (b, j), we take a compo-
sition sequence of j -ideals
b = b[1] ⊃ b[2] ⊃ · · · ⊃ b[r] ⊃ b[r+1] = {0}.
The set of composition factors Z [m] := b[m]/b[m+1] (m = 1, . . . , r) is unique. The map j induces a complex structure
Jm on the vector space Z [m], and the adjoint action of an element Y of b induces a linear map adm(Y ) on Z [m]. Define
a linear form αm ∈ b∗ by αm(Y ) := tr adm(Y )/Nm(Y ∈ b), where Nm := dimZ [m]/2. We set
φm(Y ) := adm(Y )−
(
αm(Y )/2
)
idZ [m] (Y ∈ b).
Theorem A. If one defines an appropriate Hermitian metric hm on the complex vector space (Z [m], Jm), then φm
becomes a normal symplectic representation of b.
A direct sum of symplectic representations is again a symplectic representation. We define φb := φ1 ⊕ · · · ⊕ φr ,
which is named the canonical symplectic representation of b. Clearly, the dimension of the representation space∑⊕
1mr Z [m] of φb is equal to dimb.
Theorem B. The canonical symplectic representation φb is always injective.
In order to explain the rest of the results, we fix our notation and terminology used in this paper. We denote by
Mat(m,n;F) (F = R,C) the set of m × n matrices over F. We write Mat(n;F) for Mat(n,n;F). Let Sym(n,F) be
the subspace of Mat(n;F) consisting of symmetric matrices. We write 0n and In for the zero and unit matrix of size
n respectively. For a matrix X, we denote by tX the transposition of X. For vector spaces V and V ′, the matrix of a
linear map A :V → V ′ with respect to bases (e1, . . . , en) of V and (e′1, . . . , e′m) of V ′ is an m × n matrix A = (Apq)
defined in such a way that Aeq =∑mp=1 Apqe′p . We often write this relation as
A(e1, . . . , en) =
(
e′1, . . . , e′m
)
A.
If V is a real vector space, then we denote by VC the complexification of V .
Now we take a partition n = n1 + n2 + · · · + nr of a positive integer n, and consider a system of real vector spaces
Vlk ⊂ Mat(nl, nk;R) satisfying the conditions
(V1) A ∈ Vlk,B ∈ Vki ⇒ AB ∈ Vli (1 i < k < l  r),
(V2) A ∈ Vli ,B ∈ Vki ⇒ A tB ∈ Vlk (1 i < k < l  r),
(V3) A ∈ Vlk ⇒ A tA ∈ RInl (1 k < l  r).
Let V be the subspace of Sym(n,R) consisting of real symmetric matrices of the form⎛
⎜⎜⎝
X11 tX21 . . . tXr1
X21 X22 tXr2
...
. . .
⎞
⎟⎟⎠
(
Xll = xllInl , xll ∈ R for l = 1, . . . , r
Xlk ∈ Vlk for 1 k < l  r
)
.Xr1 Xr2 Xrr
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⎜⎜⎝
T11
T21 T22
...
. . .
Tr1 Tr2 Trr
⎞
⎟⎟⎠
(
Tll = tllInl , tll ∈ R for l = 1, . . . , r
Tlk ∈ Vlk for 1 k < l  r
)
.
We take a positive integer n0 and consider a system of complex vector spaces Wl ⊂ Mat(nl, n0;C) (l = 1, . . . , r)
satisfying the conditions
(W1) A ∈ Vlk,C ∈Wk ⇒ AC ∈Wl (1 k < l  r),
(W2) C ∈Wl ,C′ ∈Wk ⇒ C tC¯′ ∈ (Vlk)C (1 k < l  r),
(W3) C ∈Wl ⇒ C tC¯ + C¯ tC ∈ RInl (l = 1, . . . , r).
Let W be the subspace of Mat(n,n0;C) consisting of complex matrices U of the form⎛
⎜⎜⎝
U1
U2
...
Ur
⎞
⎟⎟⎠ ∈ Mat(n,n0;C) (Ul ∈Wl for l = 1, . . . , r).
We put
bV :=
{(
T X
− tT
)
;X ∈ V, T ∈ hV
}
,
and
bV,W :=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
⎛
⎜⎜⎜⎝
0n0 0n0  tU
U T U X
0n0 − tU
− tT
⎞
⎟⎟⎟⎠ ;X ∈ V, U ∈W, T ∈ hV
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
.
It is not difficult to check that bV and bV,W form linear Lie algebras. Indeed, they become normal j -algebras if the
complex structures j on them are defined suitably.
We take an orthonormal basis (e1, . . . , eN) of the Hermitian vector space (Z, JZ , h), and put fp := −JZep (p =
1, . . . ,N). Then B = (e1, . . . , eN, f1, . . . , fN) is a basis of the real vector space Z with the property
Λ(ep, eq) = Λ(fp, fq) = 0, Λ(ep, fq) = δpq (p, q = 1,2, . . . ,N).
Such B is called a standard basis. For a symplectic representation φ and a standard basis B of Z , we denote by bφB
the set of matrices of the linear transforms φ(Y )(Y ∈ b) with respect to B.
Theorem C. If φ is normal, then one can take a standard basis B of Z so that bφB is of the form bV or bV,W .
Utilizing the results concerning symplectic representations, we study equivariant holomorphic maps from a ho-
mogeneous Siegel domain into the Siegel upper half planes. Let B be the Lie group expb, and Db ⊂ Cm the Siegel
domain corresponding to b. The group B acts on Db simply transitively as affine transforms, and there exists a point
p ∈ Db such that (jY ) · p =
√−1(Y · p) for Y ∈ b, where Y · p := ( d
dh
)h=0(exphY) · p ∈ Cm. Let K be the unitary
group on the Hermitian vector space (Z, JZ , h). Then the homogeneous space Sp(Z,Λ)/K equips a structure of a
Hermitian symmetric space. Define a map Φ :Db → Sp(Z,Λ)/K by Φ((expY) · p) := (expφ(Y ))K (Y ∈ b). Since
φ is symplectic, Φ is holomorphic (see Proposition 2.1).
Using a standard basis B of Z , we define a map ΨN : Sp(Z,Λ)/K  gK → (B +
√−1A)(D + √−1C)−1 ∈
Mat(N,C), where A,B,C and D are N ×N real matrices for which (A B
C D
)
is the matrix of g with respect to B. Then
ΨN gives a biholomorphic map from Sp(Z,Λ)/K onto the Siegel upper half plane DN . Now we describe the image
of Φ(Db) ⊂ Sp(Z,Λ)/K by the map ΨN . We set ΩV := {X ∈ V;X is positive definite}.
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ΨN ◦Φ(Db) = {Z ∈ VC;Z ∈ ΩV }.
(ii) If bφB = bV,W , then
ΨN ◦Φ(Db) =
{(√−1In0 tU
U Z −
√−1
2 U
tU
)
;Z ∈ VC, U ∈W,Z − (U tU¯ + U¯ tU)/4 ∈ ΩV
}
.
Thanks to Theorems B, C and D, we can compose all homogeneous Siegel domains and the solvable groups acting
on the domains quite concretely, starting from the vector spaces Vlk and Wl . This work is inspired by Vinberg’s
idea [10] that every homogeneous cone is described by using a formal matrix algebra with vector entries (see also [2,
4,9]). Applying Theorem D to the canonical symplectic representation, we obtain Xu’s standard Siegel domain (N -
Siegel domain) essentially, while our axioms (V1)–(V3) and (W1)–(W3) are simpler and more general than Xu’s [13,
(0.1)–(0.3), (0.5)–(0.8)].
Let us describe the organization of this paper. In Section 1, we review basic facts about normal j -algebras,
homogeneous Siegel domains, and the Siegel upper half plane. After elementary investigations about symplectic
representations, we prove Theorem A (Theorem 2.4) in Section 2. We devote Section 3 to observing the normal
j -algebras bV and bV,W .
In Section 4, we discuss the case that a symplectic representation φ :b → sp(Z,Λ) is normal. In this case, the space
Z is decomposed into a direct sum of weight subspaces. We take a standard basis B of Z by gathering appropriate
orthonormal bases of the weight subspaces. Then Theorem C holds for such B (Theorems 4.2 and 4.7), and Theorem D
(Theorems 4.6 and 4.10) follows from the results in Section 3.
We consider the injectivity of a normal symplectic representation in Section 5. We give a criterion for the injectivity
in terms of the dimensions of weight subspaces (Proposition 5.1), whence Theorem B (Theorem 5.3) follows. In the
end of this paper, we explain how Xu’s description of a homogeneous Siegel domain is derived from our results about
symplectic representations.
1. Preliminaries
1.1. Normal j -algebra
Let b be a real split solvable Lie algebra, j a linear operator on b such that j2 = − idb. The pair (b, j) is called a
normal j -algebra if the following conditions are satisfied:
(NJA1) [Y1, Y2] + j [jY1, Y2] + j [Y1, jY2] − [jY1, jY2] = 0 (Y1, Y2 ∈ b),
(NJA2) There exists a linear form ω ∈ b∗ such that (Y1|Y2)ω := ω([jY1, Y2]) defines a j -invariant inner product on b.
Let a be the orthogonal complement of the subspace [b,b] ⊂ b with respect to the inner product (·|·)ω . Then a is a
commutative subalgebra of b. Furthermore, we shall see that a is a split Cartan subalgebra. Set r := dima, which is
called the rank of b. For a linear form α ∈ a∗, let bα be the subspace of b given by
bα :=
{
Y ∈ b; [C,Y ] = α(C)Y for all C ∈ a}.
Then we have
(1.1)[bα,bβ ] ⊂ bα+β (α,β ∈ a∗).
A non-zero linear form α ∈ a∗ \ {0} is called a root if bα = {0}.
Proposition 1.1. [6, Chapter 2, Section 3] (i) The normal j -algebra b is decomposed into the orthogonal direct sum
of the commutative subalgebra a and the root subspaces bα: b = a ⊕∑⊕α : root bα .
(ii) There are linearly independent r roots αk (k = 1, . . . , r) for which jbαk ⊂ a. If the roots αk are suitably
labelled, all the other roots are of the form
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αk/2 (k = 1, . . . , r),
where not all possibilities need occur.
(iii) Let (A1, . . . ,Ar) be the basis of a dual to (α1, . . . , αr), and put Ek := −jAk for k = 1, . . . , r . Then bαk = REk .
(iv) If 1 k < l  r , then one has jb(αl−αk)/2 = b(αl+αk)/2. Indeed, jT = −[T ,Ek] for T ∈ b(αl−αk)/2.
(v) One has jbαk/2 ⊂ bαk/2 for k = 1, . . . , r .
Put A := A1 + · · · +Ar ∈ a and b(μ) := {Y ∈ b; [A,Y ] = μY } for μ ∈ R. Then we have
(1.2)[b(μ),b(μ′)]⊂ b(μ+μ′) (μ,μ′ ∈ R).
Thanks to Proposition 1.1, we obtain b = b(1)⊕ b(1/2)⊕ b(0) with
b(1) =
r∑⊕
k=1
bαk ⊕
∑⊕
1k<lr
b(αl+αk)/2, b(1/2) =
r∑⊕
k=1
bαk/2,
b(0) = a ⊕
∑⊕
1k<lr
b(αl−αk)/2.
1.2. Homogeneous Siegel domain
Following [6, Chapter 2, Section 5] and [7, Section 4A], we shall construct a homogeneous Siegel domain on which
the solvable Lie group B := expb corresponding to a normal j -algebra b acts simply transitively as affine transforms.
The bracket relation (1.2) tells us that the space b(0) forms a Lie subalgebra of b, and that the corresponding Lie
subgroup B(0) := expb(0) acts on b(1/2) and b(1) by the adjoint action. We set E := E1 + · · · + Er ∈ b(1) and
Ω := Ad(B(0))E. Then Ω is a regular open convex cone in b(1). By Proposition 1.1(v), the operator j defines a
complex structure on b(1/2). We define a b(1)C-valued Hermitian map Q on (b(1/2), j) by
(1.3)Q(U,U ′) := ([jU,U ′] + √−1[U,U ′])/4 (U,U ′ ∈ b(1/2)).
Then Q is Ω-positive, that is, Q(U,U) ∈ Ω \ {0} for U ∈ b(1/2) \ {0}. We define a Siegel domain Db in a complex
vector space b(1)C × (b(1/2), j) by
(1.4)Db :=
{
(Z,U) ∈ b(1)C × b(1/2);Z −Q(U,U) ∈ Ω
}
.
By (1.2) a vector space n(Q) := b(1)⊕ b(1/2) forms a Lie subalgebra of b. The bracket formula is expressed as
[X +U,X′ +U ′] = 4Q(U,U ′) ∈ g(1) (X,X′ ∈ b(1),U,U ′ ∈ b(1/2)).
We denote by N(Q) the corresponding Lie group expn(Q). Then we have B = N(Q)  B(0). We define an affine
action of B on the complex vector space b(1)C × (b(1/2), j) by
exp(X +U)t · (Z0,U0) :=
(
Ad(t)Z0 +X + 2
√−1Q(Ad(t)U0,U)+ √−1Q(U,U),Ad(t)U0 +U)
(1.5)(X ∈ b(1), U ∈ b(1/2), t ∈ B(0), (Z0,U0) ∈ b(1)C × b(1/2)),
where the adjoint action of B(0) on b(1) is extended to b(1)C complex linearly. Then the group B acts simply
transitively on the Siegel domain Db. If b(1/2) = {0}, then the corresponding Siegel domain Db is equal to the tube
domain b(1)+ √−1Ω ⊂ b(1)C. Such a j -algebra b is called a normal j -algebra of tube type.
The condition (NJA1) implies that the Lie group B has a left invariant complex structure j˜ which coincides with j
on the tangent space b = TeB . We set p := (
√−1E,0) ∈ Db.
Lemma 1.2. The orbit map B  b → b · p ∈ Db gives a holomorphic isomorphism from the complex manifold (B, j˜ )
onto the complex domain Db.
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isomorphism between the complex vector spaces (b, j) and b(1)C × (b(1/2), j), where Y ·p := ( ddh )h=0 exp(hY ) ·p.
For Y = X + U + T ∈ b(X ∈ b(1),U ∈ b(1/2), T ∈ b(0)), we have Y · p = (X + √−1[T ,E],U) by (1.5). On the
other hand, we have [T ,E] = −jT and [jX,E] = X by Proposition 1.1(iv). Thus we obtain
(1.6)Y · p = (X − √−1jT ,U), (jY ) · p = (√−1(X − √−1jT ), jU),
whence the lemma follows. 
1.3. The Siegel upper half plane
Let Z be a Hermitian vector space with a complex structure JZ and a positive definite Hermitian form h (we regard
Z as a real vector space in what follows). The imaginary part of h gives an alternating form Λ on Z : Λ(v, v′) :=
h(v, v′)(v, v′ ∈Z). Let Sp(Z,Λ) be the group of real linear transforms on Z preserving Λ:
(1.7)Sp(Z,Λ) := {g ∈ GLR(Z);Λ(gv,gv′) = Λ(v, v′) for all v, v′ ∈Z},
and K the subgroup of Sp(Z,Λ) defined by
K := {g ∈ Sp(Z,Λ);g ◦ JZ = JZ ◦ g}.
The group K is nothing but the unitary group on the Hermitian vector space (Z, JZ , h). It is well known that the
homogeneous space Sp(Z,Λ)/K has a structure of a non-compact Hermitian symmetric space (see [8] for details).
Let sp(Z,Λ) and k be the Lie algebras of Sp(Z,Λ) and K respectively. Then we have
(1.8)sp(Z,Λ) = {A ∈ EndR(Z);Λ(Av, v′)+Λ(v,Av′) = 0 for all v, v′ ∈Z},
(1.9)k = {A ∈ sp(Z,Λ);A ◦ JZ = JZ ◦A}.
The tangent space of the Hermitian symmetric space Sp(Z,Λ)/K at eK is identified with the quotient vector space
sp(Z,Λ)/k. This identification induces a complex structure I on sp(Z,Λ)/k. Then we see from [6, p. 50] that
(1.10)I(A+ k) = [JZ/2,A] + k
(A ∈ sp(Z,Λ)).
We denote by DN the Siegel upper half plane of rank N , that is, the set of N × N complex symmetric matrices
whose imaginary parts are positive definite. We shall see that the Hermitian symmetric space Sp(Z,Λ)/K is holo-
morphically isomorphic to the domain DN with N = (dimZ)/2. First we take an orthonormal basis (e1, . . . , eN)
of the Hermitian vector space (Z, JZ , h), and set fp := −JZep for p = 1, . . . ,N . Then we get a basis B :=
(e1, . . . , eN, f1, . . . , fN) of the real vector space Z for which
(1.11)Λ(ep, eq) = Λ(fp, fq) = 0, Λ(ep, fq) = δpq (p, q = 1,2, . . . ,N).
For g ∈ Sp(Z,Λ), we denote by gB the matrix of g with respect to the basis B. Then gB belongs to the ordinary real
symplectic Lie group Sp(2N,R) = {S ∈ Mat(2N,R); tSJS = J }, where J = ( 0N IN−IN 0N). On the other hand, we have a
well-known linear fractional action ρ of Sp(2N,R) on DN defined by
(1.12)ρ(S)Z := (AZ +B)(CZ +D)−1
(
S =
(
A B
C D
)
∈ Sp(2N,R), Z ∈DN
)
.
We set pN :=
√−1IN ∈DN . It is easy to check that the isotropy subgroup at pN is equal to K :
K = {g ∈ Sp(Z,Λ);ρ(gB)pN = pN},
so that we obtain a bijection ΨN : Sp(Z,Λ)/K →DN defined by
(1.13)ΨN(gK) := ρ(gB)pN
(
g ∈ Sp(Z,Λ)).
Then ΨN is biholomorphic and Sp(Z,Λ)-equivariant.
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We denote by hN the vector space of N × N real lower triangular matrices. Then hN forms a split solvable Lie
algebra. Let bN be the set of matrices Y of the form
(1.14)Y =
(
T X
− tT
)
∈ Mat(2N,R) (T ∈ hN, X ∈ Sym(N,R)).
Then bN is also a split solvable Lie algebra thanks to the relations[(
0N X
0N
)
,
(
0N X′
0N
)]
= 02N
(
X,X′ ∈ Sym(N,R)),
(1.15)
[(
T 0N
− tT
)
,
(
0N X
0N
)]
=
(
0N TX +X tT
0N
)
∈ bN
(
T ∈ hN, X ∈ Sym(N,R)
)
.
For a symmetric matrix X = (Xij ) ∈ Sym(N,R), we denote by Xˇ a unique element of hN for which X = Xˇ +
t(X
ˇ
).
The components of X
ˇ
are given by
(1.16)X
ˇ pq
=
⎧⎨
⎩
Xpq (p > q),
Xpp/2 (p = q),
0 (p < q).
We define an operator jN :bN → bN and a linear form ωN ∈ b∗N by
(1.17)jNY :=
(
X
ˇ
−(T + tT )
− t(X
ˇ
)
)
, ωN(Y ) := trX
for Y ∈ bN in (1.14). Then j2N = − idbN , and it is not difficult to check the condition (NJA1) for the operator jN . On
the other hand, we observe that (Y |Y)ωN = ωN([jNY,Y ]) is equal to trX2 + tr(T + tT )2. Thus (NJA2) is satisfied
and (bN, jN) is a normal j -algebra. Applying the arguments in Section 1.1 to b = bN , we have
(1.18)A =
( 1
2IN 0N
− 12IN
)
, E =
(0N IN
0N
)
,
and
bN(1) =
{(0N X
0N
)
;X ∈ Sym(N,R)
}
, bN(1/2) = {02N },
(1.19)bN(0) =
{(
T 0N
− tT
)
;T ∈ hN
}
.
Let HN be the linear Lie group exphN . Then HN consists of lower triangular matrices with positive diagonals. The
group BN(0) := expbN(0) is described as
BN(0) =
{(
T 0N
tT −1
)
;T ∈ HN
}
,
so that
(1.20)Ad(BN(0))E =
{(0N T tT
0N
)
;T ∈ HN
}
⊂ bN(1).
Let ΩN be the open convex cone in Sym(N,R) consisting of positive definite symmetric matrices. Then we
have ΩN = {T tT ;T ∈ HN }, while the Siegel upper half plane DN is described as DN = {X1 +
√−1X2;
X1 ∈ Sym(N,R),X2 ∈ ΩN }. These observations tell us that the Siegel domain Db corresponding to the normalN
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(1.21)DbN =
{(
0N Z
0N
)
;Z ∈DN
}
⊂ bN(1)C.
Let BN be the Lie group expbN . We see from (1.19) that BN is the set of matrices b of the form
(1.22)b =
(
IN X
IN
)(
T 0N
tT −1
) (
X ∈ Sym(N,R), T ∈ HN
)
.
Then we can easily check that BN is a subgroup of Sp(2N,R). Let us observe how BN acts on the Siegel upper half
plane DN by ρ. For b ∈ BN in (1.22) and Z0 ∈DN , we have ρ(b)Z0 = X + T Z0 tT by (1.12). In particular, we have
(1.23)ρ(b)pN = X +
√−1T tT .
It is easy to check that a natural bijection
DbN 
(
0N Z
0N
)
→ Z ∈DN
is equivariant under the actions of BN .
2. Symplectic representations
In this section, we observe that a symplectic representation φ of a normal j -algebra b gives rise to an equivariant
holomorphic map Φ from the corresponding homogeneous Siegel domain Db into the Hermitian symmetric space
Sp(Z,Λ)/K . Next, we construct symplectic representations on the composition factors of a j -ideal sequence, and
define the canonical symplectic representation as the direct sum of these representations.
2.1. Symplectic representations and equivariant holomorphic maps
Let (b, j) be a normal j -algebra, and (Z, JZ , h) a Hermitian vector space. We retain the relevant notation in
Section 1. A symplectic representation φ of a normal j -algebra b on Z is a Lie algebra homomorphism φ :b →
sp(Z,Λ) satisfying the condition
(2.1)φ(Y )+ JZ ◦ φ(Y ) ◦ JZ + JZ ◦ φ(jY )− φ(jY ) ◦ JZ = 0 (Y ∈ b).
For a symplectic representation φ of b, we define a representation φ˜ of the group B = expb on Z by φ˜(expY) :=
expφ(Y ) ∈ Sp(Z,Λ) (Y ∈ b). Recalling Lemma 1.2, we define a map Φ :Db → Sp(Z,Λ)/K by
(2.2)Φ(b · p) := φ˜(b)K (b ∈ B).
Then Φ is B-equivariant in the following sense:
Φ(b · z) = φ˜(b)Φ(z) (b ∈ B, z ∈ Db).
Proposition 2.1. The map Φ :Db → Sp(Z,Λ)/K is holomorphic.
Proof. It is easy to see that the equality (2.1) can be rewritten as[
JZ , φ(jY )−
[
JZ/2, φ(Y )
]]= 0.
By (1.9), this relation is equivalent to φ(jY )− [JZ/2, φ(Y )] ∈ k, that is,
φ(jY )+ k = [JZ/2, φ(Y )]+ k.
By (1.10), the right-hand side is equal to I(φ(Y )+ k). This means that b  Y → φ(Y )+ k ∈ sp(Z,Λ)/k is a complex
linear map from (b, j) into (sp(Z,Λ)/k,I). Therefore B  b → φ˜(b)K ∈ Sp(Z,Λ)/K gives a holomorphic map
from the complex manifold (B, j˜ ) into the Hermitian symmetric space Sp(Z,Λ)/K , so that the statement follows
from Lemma 1.2. 
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A Lie subalgebra (resp. ideal) b′ of a normal j -algebra b is called a j -subalgebra (resp. j -ideal) if jb′ = b′.
Recalling the root space decomposition of b, we set
(2.3)lm := REm ⊕
∑⊕
k<m
b(αm+αk)/2 ⊕ bαm/2 ⊕
∑⊕
k<m
b(αm−αk)/2 ⊕ RAm
for m = 1, . . . , r . Then we see from (1.1) and Proposition 1.1 that lm is a j -subalgebra of b, and that [lk, lm] ⊂ lm if
k m. Thus, putting b[m] :=∑⊕mkr lk (m = 1, . . . , r) and b[r+1] := {0}, we have a j -ideal sequence
(2.4)b = b[1] ⊃ b[2] ⊃ · · · ⊃ b[r] ⊃ b[r+1] = {0}.
Let us define a Hermitian vector space structure on the quotient space Z [m] := b[m]/b[m+1] (m = 1, . . . , r), on which
a symplectic representation of b will be constructed. We denote by Jm the complex structure on Z [m] induced by j :
Jm(v + b[m+1]) := jv + b[m+1] (v ∈ b[m]).
The map lm  v → v˙ := v + b[m+1] ∈ Z [m] gives a j -algebra isomorphism between (lm, j) and (Z [m], Jm). Since
(lm, j) has no proper j -ideal (see [6, p. 53]), we see that (2.4) is a composition sequence of j -ideals.
If we put l0m :=
∑⊕
k<m b(αm+αk)/2 ⊕ bαm/2 ⊕
∑⊕
k<m b(αm−αk)/2, then each element v of lm is uniquely written as
v = xEm + u+ cAm (x, c ∈ R, u ∈ l0m). We take two elements vi = xiEm + ui + ciAm (xi, ci ∈ R, ui ∈ l0m, i = 1,2)
of lm. Then we have
(2.5)[v1, v2] = [u1, u2] + (c1x2 − c2x1)Em + (c1u2 − c2u1)/2.
Using the decomposition b = a ⊕ [b,b], we regard αm ∈ a∗ as a linear form on b by zero extension, and put m :=
αm ◦j ∈ b∗. Then αm(v) = c and m(v) = x for v = xEm +u+cAm ∈ lm. On the other hand, we have [u1, u2] ∈ REm
by (1.1) and Proposition 1.1(iii), so that we obtain
(2.6)[u1, u2] = m
([u1, u2])Em.
Substituting (2.6) to (2.5), we have
(2.7)[v1, v2] =
(
m
([u1, u2])+ c1x2 − c2x1)Em + (c1u2 − c2u1)/2.
Keeping αm(b[m+1]) = m(b[m+1]) = {0} in mind, we define an alternating form Λm on Z [m] by
(2.8)Λm(v + b[m+1], v′ + b[m+1]) := m
([v, v′])/2 − (αm(v)m(v′)− αm(v′)m(v))/4 (v, v′ ∈ b[m]).
Thanks to (2.7), we have
(2.9)Λm(v˙1, v˙2) = m
([u1, u2])/2 + (c1x2 − c2x1)/4.
On the other hand, we have ω([u1, u2]) = m([u1, u2])ω(Em) by (2.6). Noting that ω(Em) = ω([jEm,Em]) =
‖Em‖2ω > 0, we rewrite (2.9) as
Λm(v˙1, v˙2) = ω(Em)−1ω
([u1, u2])/2 + (c1x2 − c2x1)/4.
Since jvi = xiAm + jui − ciEm, we have
Λm(Jmv˙1, Jmv˙2) = ω(Em)−1ω
([ju1, ju2])/2 + (−x1c2 + x2c1)/4
= ω(Em)−1ω
([u1, u2])/2 + (c1x2 − c2x1)/4 = Λm(v˙1, v˙2),
where the second equality follows from (NJA2). Similarly, we have
Λm(Jmv˙1, v˙1) = ω(Em)−1ω
([ju1, u1])/2 + (c21 + x21)/4
= ω(Em)−1‖u1‖2ω/2 +
(
c21 + x21
)
/4,
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bilinear form (u|u′)0 := m([ju,u′])/2(u,u′ ∈ l0m) defines a j -invariant inner product on l0m. The form (·|·)0, called
the standard inner product [3, Lemma 2.3], will play a substantial role later because (2.6) yields
(2.10)[ju,u′] = 2(u|u′)0Em (u,u′ ∈ l0m).
Since b[m] and b[m+1] are j -ideals of b, the adjoint action of Y ∈ b induces a linear transform adm(Y ) on Z [m]:
adm(Y )(v + b[m+1]) := [Y,v] + b[m+1] (v ∈ b[m]).
We put nmk := dimb(αm+αk)/2 (1  k < m), qm := (dimbαm/2)/2, and Nm := (dim lm)/2. Then Nm = 1 +∑
k<m nmk + qm by (2.3).
Lemma 2.2. For Y ∈ b, the trace of the linear transform adm(Y ) is Nmαm(Y ).
Proof. If Y ∈ [b,b], the trace of adm(Y ) is 0. Thus, it suffices to consider the case Y = C ∈ a. Keeping the isomor-
phism lm  v ∼→ v˙ ∈Z [m] in mind, we see from (2.3) that the trace of adm(C) equals
αm(C)+
∑
k<m
nmk ·
(
αm(C)+ αk(C)
)
/2 + 2qm · αm(C)/2 +
∑
k<m
nmk ·
(
αm(C)− αk(C)
)
/2
=
(
2 + 2
∑
k<m
nmk + 2qm
)
αm(C)/2,
whence the lemma follows. 
We define
(2.11)φm(Y ) := adm(Y )−
(
αm(Y )/2
)
idZ [m] ∈ End(Z [m]) (Y ∈ b).
Then the trace of φm(Y ) equals 0 by Lemma 2.2. Clearly, the map φ :b → End(Z) is a Lie algebra homomorphism.
Proposition 2.3. For Y ∈ b, the linear transform φm(Y ) belongs to the symplectic Lie algebra sp(Z [m],Λm).
Proof. Taking vi = xiEm + ui + ciAm ∈ lm (xi, ci ∈ R, ui ∈ l0m, i = 1,2), we shall show the relation
(2.12)2Λm
(
φm(Y )v˙1, v˙2
)+ 2Λm(v˙1, φm(Y )v˙2)= 0,
or an equivalent equality
(2.13)2Λm
(
φm(Y )v˙1, v˙2
)= 2Λm(φm(Y )v˙2, v˙1)
in the following five cases:
(1) The case Y ∈ b[m+1].
In this case φm(Y ) = 0 by definition, so that (2.12) is trivially true.
(2) The case Y ∈ (b[m])⊥ = l1 ⊕ · · · ⊕ lm−1.
We observe αm(Y ) = 0 and [Y,Am] = [Y,Em] = 0, so that φm(Y )v˙i = [Y,ui] + b[m+1] ∈Z [m]. Since [Y,ui] ∈ l0m,
we see from (2.9) that the left-hand side of (2.12) is equal to
m
([[Y,u1], u2])+ m([u1, [Y,u2]])= m([Y, [u1, u2]])= m([u1, u2])m([Y,Em])= 0,
where the second equality follows from (2.6).
(3) The case Y = u ∈ l0m.
We have αm(u) = 0, while we see from (2.7) that [u,v1] = m([u,u1])Em − c1u/2. Thus we obtain by (2.9)
2Λm
(
φm(u)v˙1, v˙2
)= m([−c1u/2, u2])− c2m([u,u1])/2 = −c1m([u,u2])/2 − c2m([u,u1])/2,
whence (2.13) follows owing to the symmetry of indices.
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We see from (2.11) that φm(Am)v˙1 equals
[Am,v1] − v1/2 + b[m+1] = (x1Em + u1/2)− (x1Em + u1 + c1Am)/2 + b[m+1]
= (x1/2)Em − (c1/2)Am + b[m+1].
Thus we get by (2.9)
2Λm
(
φm(Am)v˙1, v˙2
)= {−(c1/2)x2 − c2(x1/2)}/2 = −(c1x2 + c2x1)/4.
The symmetry in the last term implies (2.13).
(5) The case Y = Em.
We have φm(Em)v˙1 = −c1Em + b[m+1]. Thus 2Λm(φm(Em)v˙1, v˙2) = c1c2/2 by (2.9), so that (2.13) holds.
Consequently, (2.12) is true for all Y ∈ b, which means the statement. 
Theorem 2.4. The map φm :b → sp(Z [m],Λm) is a symplectic representation for m = 1, . . . , r .
Proof. We only have to check that
(2.14)φm(Y )v˙ + Jm ◦ φm(Y ) ◦ Jmv˙ + Jm ◦ φm(jY )v˙ − φm(jY ) ◦ Jmv˙ = 0
for Y ∈ b and v ∈ lm. By (2.11), the left-hand side is([Y,v] − αm(Y )v/2)+ (j [Y, jv] − αm(Y )j2v/2)
+ (j [jY, v] − αm(jY )jv/2)− ([jY, jv] − αm(jY )jv/2)+ b[m+1]
= [Y,v] + j [Y, jv] + j [jY, v] − [jY, jv] + b[m+1].
Therefore (2.14) holds thanks to (NJA1). 
For symplectic representations of a normal j -algebra, we define a direct sum of them as Lie algebra representations.
Then the direct sum is also symplectic in view of (2.1). For a normal j -algebra b, let φb be the direct sum
∑⊕
1mr φm.
Thanks to Lemma 2.2 and (2.11), the representations φm can be defined directly from the composition sequence (2.4)
without referring to the root space decomposition of b. On the other hand, if R is the ring of linear transforms
on b generated by j ∈ End(b) and ad(b) ⊂ End(b), then (2.4) can be regarded as a composition sequence of R-
modules, so that the set of composition factors Z[m] is unique. The uniqueness is also deduced from [5] (see [6,
p. 55]). We name φb the canonical symplectic representation of b. Note that, the dimension of the representation
space Zb :=∑⊕1mr Z [m] of φb is equal to dimb.
3. Composition of j -subalgebras of bN
We shall consider certain j -subalgebras of the normal j -algebra bN , and observe the corresponding Siegel domains.
The subalgebras are composed from a system of vector spaces of matrices satisfying some axioms. Besides their own
interest in supplying various concrete examples of normal j -algebras, the results in this section are significant for the
study of symplectic representations because the image of a normal symplectic representation is always isomorphic to
the j -algebra considered here (see Section 4).
3.1. Composition of a normal j -algebra of tube type
We take a partition n = n1 + n2 + · · · + nr of a positive integer n, and consider a system of real vector spaces
Vlk ⊂ Mat(nl, nk;R) satisfying the conditions
(V1) A ∈ Vlk,B ∈ Vki ⇒ AB ∈ Vli (1 i < k < l  r),
(V2) A ∈ Vli ,B ∈ Vki ⇒ A tB ∈ Vlk (1 i < k < l  r),
(V3) A ∈ Vlk ⇒ A tA ∈ RInl (1 k < l  r).
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(V3)′ A1,A2 ∈ Vlk ⇒ A1 tA2 +A2 tA1 ∈ RInl (1 k < l  r).
Let V be the subspace of Sym(n,R) consisting of real symmetric matrices X of the form
(3.1)
⎛
⎜⎜⎜⎜⎝
X11 tX21 . . . tXr1
X21 X22 tXr2
...
. . .
Xr1 Xr2 Xrr
⎞
⎟⎟⎟⎟⎠
(
Xll = xllInl , xll ∈ R for l = 1, . . . , r
Xlk ∈ Vlk for 1 k < l  r
)
.
We set hV := {Xˇ ;X ∈ V}. Then elements T of hV are of the form
(3.2)
⎛
⎜⎜⎜⎜⎝
T11
T21 T22
...
. . .
Tr1 Tr2 Trr
⎞
⎟⎟⎟⎟⎠
(
Tll = tllInl , tll ∈ R for l = 1, . . . , r
Tlk ∈ Vlk for 1 k < l  r
)
.
We see from the condition (V1) that hV is a Lie subalgebra of hn. On the other hand, the conditions (V1), (V2) and
(V3)′ lead us to
(3.3)TX +X tT ∈ V (T ∈ hV , X ∈ V).
Thus, if we put
(3.4)bV :=
{(
T X
− tT
)
;X ∈ V, T ∈ hV
}
,
then (1.15) and (1.17) imply that bV is a j -subalgebra of bn. Let BV be the Lie subgroup expbV of Bn. Similarly to
the description of Bn in Section 1.4, we have
BV =
{(
In X
In
)(
T 0n
tT −1
)
;X ∈ V, T ∈ HV
}
,
where HV = exphV .
Lemma 3.1. The group HV is described as
HV = Hn ∩ hV .
Proof. For Tlk ∈ Vlk , we denote by T˘lk the matrix of the form (3.2) whose (l, k)-block component is Tlk and the
other components are all zero. Similarly, let A˘l (l = 1, . . . , r) be the matrix of the form (3.2) whose (l, l)-block
component is (1/2)Iνl with the others all zero. Now let us start the proof. The condition (V1) implies that the space
hV forms a subalgebra of the matrix algebra Mat(n,R), so that the linear Lie group HV = exphV is contained in hV .
Since HV is also a Lie subgroup of Hn = exphn, we have HV ⊂ Hn ∩ hV . To show the converse inclusion, we take
T ∈ Hn ∩ hV . Then T is a matrix of the form (3.2) with tll > 0 (l = 1, . . . , r). We define elements Ci (i = 1, . . . , r)
and Lk (k = 1, . . . , r − 1) of hV by Ci := (2 log tii )A˘i and Lk :=
∑r
l=k+1 T˘lk respectively. Then we observe
T = (expC1)(expL1)(expC2) . . . (expLr−1)(expCr).
Since the factors in the right-hand side are elements of HV , the matrix T also belongs to HV . Therefore Hn∩hV ⊂ HV
and the lemma is proved. 
Set ΩV := Ωn ∩ V . Then ΩV is an open convex cone in the real vector space V .
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Proof. Thanks to (3.3), we can define an action a of the group HV on V by a(T )X := TX tT (T ∈ HV , X ∈ V). This
action preserves ΩV . Now take X0 ∈ ΩV . Since X0 is a positive definite matrix, the isotropy subgroup of HV at X0
is trivial. Thus the orbit a(HV )X0 ⊂ ΩV is open because dimHV = dimV . Therefore, the connectedness of the cone
ΩV implies that one orbit a(HV )In through In ∈ ΩV coincides with ΩV , which means the statement. 
Noting that BV is a subgroup of Sp(2n,R), we denote by DV the BV -orbit ρ(BV )pn ⊂Dn through pn ∈Dn. Then
DV = {X +
√−1T tT ;X ∈ V, T ∈ HV } by (1.23). Thus we see from Proposition 3.2 that
(3.5)DV = V +
√−1ΩV =Dn ∩ VC.
By the same argument as in Section1.4, the Siegel domain DbV corresponding to the normal j -algebra bV is given by
DbV =
{(
0n Z
0n
)
;Z ∈DV
}
⊂ bV (1)C,
and we have a BV -equivariant isomorphism
DbV 
(
0n Z
0n
)
→ Z ∈DV .
3.2. Composition of a normal j -algebra of non-tube type
Besides the real vector spaces Vlk ⊂ Mat(nl, nk;R) in the previous subsection, we take a positive integer n0 and
consider a system of complex vector spaces Wl ⊂ Mat(nl, n0;C) (l = 1, . . . , r) satisfying the conditions
(W1) A ∈ Vlk,C ∈Wk ⇒ AC ∈Wl (1 k < l  r),
(W2) C ∈Wl ,C′ ∈Wk ⇒ C tC¯′ ∈ (Vlk)C (1 k < l  r),
(W3) C ∈Wl ⇒ C tC¯ + C¯ tC ∈ RInl (l = 1, . . . , r).
The condition (W3) is equivalent to
(W3)′ C1,C2 ∈Wl ⇒ C1 tC¯2 + C¯2 tC1 ∈ CInl (l = 1, . . . , r).
Let W be the subspace of Mat(n,n0;C) consisting of complex matrices U of the form
(3.6)
⎛
⎜⎜⎝
U1
U2
...
Ur
⎞
⎟⎟⎠ ∈ Mat(n,n0;C) (Ul ∈Wl for l = 1, . . . , r).
The condition (W1) tells us that, for T ∈ hV and U ∈W , we have T U ∈W . We define a Mat(n,C)-valued Hermitian
map on W by
QW (U,U ′) := (U tU¯ ′ + U¯ ′ tU)/4 (U,U ′ ∈W).
Then the image QW (U,U ′) belongs to VC owing to (W2) and (W3)′. Moreover, if U ∈W \ {0}, then QW (U,U) =
(U tU¯ + U¯ tU)/4 is a non-zero positive semi-definite real symmetric matrix. Thus QW is ΩV -positive since ΩV =
Ωn ∩ V .
For X ∈ V,U ∈W and T ∈ hV , let Y(X,U,T ) be the real matrix defined by
(3.7)Y(X,U,T ) :=
⎛
⎜⎜⎜⎝
0n0 0n0  tU
U T U X
0n0 − tU
t
⎞
⎟⎟⎟⎠ .− T
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(3.8)jn0+nY (X,U,T ) = Y
(−(T + tT ),√−1U,X
ˇ
) ∈ bV,W .
On the other hand, we observe
(3.9)[Y(X,U,0n), Y (X′,U ′,0n)]= Y (4QW (U,U ′),0W ,0n) (X,X′ ∈ V, U,U ′ ∈W),
where 0W ∈W is the n0 × n zero matrix, and[
Y(0n,0W , T ), Y (X,U,0n)
]= Y(T X +X tT ,T U,0n) (X ∈ V, U ∈W, T ∈ hV ).
Therefore, bV,W is a j -subalgebra of bn0+n. Applying the arguments in Section 1.1 to b = bV,W , we have
A = Y(0n,0W , In/2), E = Y(In,0W ,0n),
and
bV,W (1) =
{
Y(X,0W ,0);X ∈ V
}
, bV,W (1/2) =
{
Y(0n,U,0n);U ∈W
}
,
bV,W (0) =
{
Y(0n,0W , T );T ∈ hV
}
.
Elements of bV,W (1)C ⊕ bV,W (1/2) are of the form
Y(Z,U,0n) :=
⎛
⎜⎝
0n0 0n0  tUU 0n U Z
0n0 − tU
0n
⎞
⎟⎠ ∈ Mat(2(n0 + n),C) (Z ∈ VC, U ∈W).
Recalling the definition of the Hermitian map Q in (1.3), we have by (3.9)
Q
(
Y(0n,U,0n), Y (0n,U ′,0n)
)= Y (QW (U,U ′),0W ,0n) (U,U ′ ∈W).
Therefore the Siegel domain DbV,W corresponding to the normal j -algebra bV,W is described as
DbV,W =
{
Y(Z,U,0n);Z ∈ VC, U ∈W, Z −QW (U,U) ∈ ΩV
}
.
Let BV,W be the subgroup expbV,W of Bn0+n. For X ∈ V,U ∈W and T ∈ HV , we write b(X,U,T ) for the
element expY(X,U,0) · expY(0,0, logT ) of BV,W , where log :HV → hV is the inverse of the exponential map.
Then we have BV,W = {b(X,U,T );X ∈ V, U ∈W, T ∈ HV }, while a straightforward calculation leads us to
(3.10)b(X,U,T ) =
⎛
⎜⎝
In0 0n0  tU
In U X + (U tU)/2
In0
In
⎞
⎟⎠
⎛
⎜⎝
In0 0n0U T 0n
In0 − tU tT −1
tT −1
⎞
⎟⎠ .
Note that (U tU) belongs to Sym(n,R), but it does not necessarily belong to V .
Let DV,W be the BV,W -orbit ρ(BV,W )pn0+n in the Siegel upper half plane Dn0+n. Comparing (1.22) and (1.23)
with (3.10), we get
(3.11)ρ(b(X,U,T ))pn0+n =
(√−1In0 tU
U Z −
√−1
2 U
tU
)
,
where Z = X+√−1T tT +√−1QW (U,U) ∈ VC. Note that T tT = Z−QW (U,U) ∈ ΩV . Conversely, for Z ∈ VC
and U ∈W such that Z−QW (U,U) ∈ ΩW , Proposition 3.2 tells us that there exists T ∈ HV for which b(X,U,T )
satisfies (3.11) with X = Z. Therefore, writing m(Z,U) for the right-hand side of (3.11), we obtain
DV,W =
{
m(Z,U);Z ∈ VC, U ∈W, Z −QW (U,U) ∈ ΩV
}⊂Dn0+n.
It is not difficult to check that the bijection DbV,W  Y(Z,U,0n) → m(Z,U) ∈DV,W is equivariant under the actions
of BV,W .
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We return to the investigation of a symplectic representation φ of a normal j -algebra b. If φ is normal, the repre-
sentation space Z of φ is decomposed into a direct sum of weight subspaces. We take a basis B of Z by gathering
appropriate orthonormal bases of the weight subspaces. Then we shall see that the set of matrices of the linear trans-
forms φ(Y ) (Y ∈ b) with respect to B coincides with a j -subalgebra of bN of the form bV or bV,W considered in the
previous section. Utilizing the basis B, we define a holomorphic isomorphism ΨN : Sp(Z,Λ)/K →DN as in (1.13).
Then Φ(Db) ⊂ Sp(Z,Λ)/K is mapped biholomorphically onto DV or DV,W by ΨN .
4.1. Weights of a normal symplectic representation
A symplectic representation φ of a normal j -algebra b is said to be normal if every operator φ(Y ) (Y ∈ b) has
only real eigenvalues. For a linear form α on the split Cartan subalgebra a =∑⊕1kr RAk of b, we denote by Zα the
subspace of Z given by {v ∈Z;φ(C)v = α(C)v for all C ∈ a}. Then we have
(4.1)φ(bα)Zβ ⊂Zα+β (α,β ∈ a∗).
A linear form α for which Zα = {0} is called a weight of the representation φ. Piatetskii-Shapiro determined the
possible weights of a normal symplectic representation:
Proposition 4.1. [6, Chapter 2, Lemma 2] For a normal symplectic representation φ :g → sp(Z,Λ), one has
Z =Z0 ⊕
r∑⊕
k=1
Zαk/2 ⊕
r∑⊕
k=1
Z−αk/2
with
(4.2)JZ (Z0) =Z0, JZ (Z−αk/2) =Zαk/2 (k = 1, . . . , r).
Furthermore, for k = 1, . . . , r , one has
(4.3)φ(Ek)v = JZv (v ∈Z−αk/2).
For μ ∈ R, let Z(μ) be the subspace {v ∈Z;φ(A)v = μv} of Z . Then Proposition 4.1 leads us to Z =Z(1/2) ⊕
Z(0)⊕Z(−1/2) with
Z(1/2) =
r∑⊕
k=1
Zαk/2, Z(0) =Z0, Z(−1/2) =
r∑⊕
k=1
Z−αk/2.
On the other hand, we have
(4.4)φ(b(μ))Z(μ′) ⊂Z(μ+μ′) (μ,μ′ ∈ R).
Put N := (dimZ)/2, n0 := (dimZ0)/2, and nk := dimZαk/2(k = 1, . . . , r). We remark that some of nk or n0 might
be zero in general. Thanks to (4.2), we have dimZ−αk/2 = nk for k = 1, . . . , r . Putting n := n1 + · · · + nr , we have
n = dimZ(±1/2) and N = n0 + n.
When Z = Z0, we have φ(bα)Z ⊂ Zα = {0} for a root α = 0 by (4.1). On the other hand, φ(a)Z = {0} by
definition. Thus we have φ = 0 by Proposition 1.1(i). We exclude such a case in what follows. Namely, we always
assume that Z(1/2) = {0}.
Define a JZ -invariant positive inner product on Z by (v|v′)Z := h(v, v′) (v, v′ ∈Z). Then the weight subspaces
Zα of Z are mutually orthogonal with respect to (·|·)Z (see [6, Chapter 2, Lemma 2]). If nk = 0, we take an or-
thonormal basis B(k)+ = (e(k)1 , . . . , e(k)nk ) of the real vector space Zαk/2. We set f(k)p := −JZe(k)p (p = 1, . . . , nk). Then
B(k)− := (f(k)1 , . . . , f(k)nk ) forms an orthogonal basis of Z−αk/2 by (4.2). If n0 = 0, noting that JZ defines a complex
structure on Z0 by (4.2), we take an orthonormal basis (e(0)1 , . . . , e(0)n0 ) of the Hermitian vector space (Z0, JZ , h). Put
f(0)p := −JZe(0)p (p = 1, . . . , n0). Then B(0) := (e(0), . . . , e(0)n , f(0), . . . , f(0)n ) is an orthonormal basis of the real vector1 0 1 0
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if 1  p  n0, and eq := e(k)p if q = p + n0 + · · · + nk−1 with 1  k  r and 1  p  nk . Setting fp := −JZep
(p = 1, . . . ,N), we obtain a basis B := (e1, . . . , eN, f1, . . . , fN) of Z with the relation (1.11). We denote by B± the
basis of Z(±1/2) given by
(4.5)B+ := (en0+1, . . . , eN), B− := (fn0+1, . . . , fN).
For Y ∈ b, let Yφ be the matrix of the linear transform φ(Y ) ∈ sp(Z,Λ) with respect to the basis B. Then
(4.6)φ(Y )(e1, . . . , eN, f1, . . . , fN) = (e1, . . . , eN, f1, . . . , fN)Yφ.
We shall show that the set of Yφ forms a j -subalgebra of bN considered in Section 3 (see Theorems 4.2 and 4.7
below).
4.2. The case Z(0) = {0}
We assume that the space Z(0) = Z0 is trivial throughout this subsection. Then Z = Z(1/2) ⊕Z(−1/2), so that
φ(b(1/2))Z ⊂Z(1)⊕Z(0) = {0} by (4.4). Namely, we get
(4.7)φ(U) = 0 (U ∈ b(1/2)).
Assume nknl = 0 with 1 k < l  r . For an element Xlk of b(αl+αk)/2, we see from (4.1) that φ(Xlk) induces a linear
map from Z−αk/2 to Zαl/2. Let Xφlk be the matrix of this linear map with respect to the bases B(k)− of Z−αk/2 and B(l)+
of Zαl/2. Namely, Xφlk is the nl × nk matrix for which
(4.8)φ(Xlk)
(
f(k)1 , . . . , f
(k)
nk
)= (e(l)1 , . . . , e(l)nl )Xφlk.
We set Vφlk := {Xφlk;Xlk ∈ b(αl+αk)/2} ⊂ Mat(nl, nk;R). If nknl = 0, we let Vφlk be the empty set.
Theorem 4.2. The system of vector spaces Vlk = Vφlk (1 k < l  r) satisfies the conditions (V1)–(V3) in Section 3.
Let Vφ be the subspace of Sym(N,R) composed from the system as in Section 3.1, where the lth row and column are
omitted in (3.1) if nl = 0. Then one has a surjective j -algebra homomorphism b  Y → Yφ ∈ bVφ .
For T ∈ b(0), we see from (4.4) that φ(T ) induces linear transforms on each Z(1/2) and Z(−1/2). We denote by
T
φ
± the matrix of the induced linear transform on Z(±1/2) with respect to the basis B±. For X ∈ b(1), let Xφ be the
matrix of a linear map from Z(−1/2) to Z(1/2) induced by φ(X) with respect to the bases B− and B+. Noting that
n0 = 0 in (4.5), and recalling (4.6) and (4.7), we have
(4.9)Yφ =
(
T
φ
+ Xφ
0N T φ−
)
for Y = X +U + T ∈ b(X ∈ b(1),U ∈ b(1/2), T ∈ b(0)).
Lemma 4.3. (i) One has T φ− = − tT φ+ for T ∈ b(0).
(ii) For X ∈ b(1), the matrix Xφ is symmetric.
Proof. First we note that (1.11) implies
(4.10)v =
N∑
p=1
(
Λ(v, fp)ep +Λ(v,−ep)fp
)
(v ∈Z).
On the other hand, since φ(Y ) ∈ sp(Z,Λ) for Y ∈ b, we see from (1.8) that
(4.11)Λ(φ(Y )v, v′)= −Λ(v,φ(Y )v′)= Λ(φ(Y )v′, v) (v, v′ ∈Z).
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Λ(φ(T )fq,−ep), which is equal to −Λ(φ(T )ep, fq) by (4.11). On the other hand, (4.10) tells us that Λ(φ(T )ep, fq)
is the (q,p)-component of T φ+ , whence (i) follows. By (4.10), the (p, q)-component and (q,p)-component of Xφ are
Λ(φ(X)fq, fp) and Λ(φ(X)fp, fq) respectively, and both coincide owing to (4.11). Thus (ii) is proved. 
We write T φ for T φ+ in what follows. By Lemma 4.3, we can rewrite (4.9) as
(4.12)Yφ =
(
T φ Xφ
− tT φ
) (
Y = X +U + T ,
X ∈ b(1), U ∈ b(1/2), T ∈ b(0)
)
.
Assume nknl = 0 with 1 k < l  r , and take an element Tlk of b(αl−αk)/2. Then φ(Tlk) induces a linear map from
Zαk/2 to Zαl/2 by (4.1). We denote by T φlk the matrix of this linear map with respect to the bases B(k)+ of Zαk/2 and
B(l)+ of Zαl/2. Then
(4.13)φ(Tlk)
(
e
(k)
1 , . . . , e
(k)
nk
)= (e(l)1 , . . . , e(l)nl )T φlk .
Note that φ(Tlk) induces also a linear map from Z−αl/2 to Z−αk/2 by (4.1). By the same argument as in the proof
of Lemma 4.3, we have
(4.14)φ(Tlk)
(
f(l)1 , . . . , f
(l)
nl
)= (f(k)1 , . . . , f(k)nk )(− tT φlk).
For Tll = tllAl ∈ RAl ⊂ a(tll ∈ R), we denote by T φll the scalar matrix (tll/2)Inl if nl = 0. Then clearly
(4.15)φ(Tll)
(
e
(l)
1 , . . . , e
(l)
nl
)= (e(l)1 , . . . , e(l)nl )T φll .
By (4.1), (4.13) and (4.15), we obtain
(4.16)T φ =
⎛
⎜⎜⎜⎜⎝
T
φ
11
T
φ
21 T
φ
22
...
...
. . .
T
φ
r1 T
φ
r2 . . . T
φ
rr
⎞
⎟⎟⎟⎟⎠
(
T =∑rl=1 Tll +∑1k<lr Tlk,
Tll ∈ RAl, Tlk ∈ b(αl−αk)/2
)
,
where lth row and column are omitted if nl = 0. In particular, T φ is a lower triangular matrix, so that the matrix
Yφ(Y ∈ b) belongs to bN by (4.12).
For Xll = xllEl ∈ bαl (xll ∈ R), let Xφll be the scalar matrix xllInl if nl = 0. Then we have by (4.3)
(4.17)φ(Xll)
(
f(l)1 , . . . , f
(l)
nl
)= (e(l)1 , . . . , e(l)nl )Xφll .
Take an element Xlk of b(αl+αk)/2 (1 k < l  r). If nknl = 0, then φ(X) induces a linear map from Z−αl/2 to Zαk/2
by (4.1). The argument in the proof of Lemma 4.3 together with (4.8) leads us to
(4.18)φ(Xlk)
(
f(l)1 , . . . , f
(l)
nl
)= (e(k)1 , . . . , e(k)nk ) tXφlk.
By (4.8), (4.17), (4.18) and (4.1), we obtain
(4.19)Xφ =
⎛
⎜⎜⎜⎜⎝
X
φ
11
tX
φ
21 . . .
tX
φ
r1
X
φ
21 X
φ
22
tX
φ
r2
...
...
. . .
X
φ
r1 X
φ
r2 . . . X
φ
rr
⎞
⎟⎟⎟⎟⎠
(
X =∑rl=1 Xll +∑1k<lr Xlk,
Xll ∈ bαl , Xlk ∈ b(αl+αk)/2
)
,
where lth row and column are omitted if nl = 0.
Lemma 4.4. (i) For an element Xlk of b(αl+αk)/2 (1 k < l  r), put T˜lk := jXlk ∈ b(αl−αk)/2. If nknl = 0, then one
has T˜ φlk = Xφlk .
(ii) For an element Xll of bα (l = 1, . . . , r), put T˜ll := jXll ∈ RAl . If nl = 0, then T˜ φ = Xφ/2.l ll ll
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φ(T˜lk)v + JZ ◦ φ(T˜lk) ◦ JZv − JZ ◦ φ(Xlk)v + φ(Xlk) ◦ JZv = 0.
We see from (4.1) that φ(Xlk)v = 0. We see also φ(T˜lk) ◦ JZv = 0 since JZv ∈ Z−αk/2 by (4.2). Thus we get
φ(T˜lk)v = −φ(Xlk) ◦ JZv. Therefore the (p, q)-component of the matrix T˜ φlk is calculated as
Λ
(
φ(T˜lk)e
(k)
q , f(l)p
)= −Λ(φ(Xlk) ◦ JZe(k)q , f(l)p )= Λ(φ(Xlk)f(k)q , f(l)p )
by (4.10) and (4.13), while (4.8) and (4.10) tell us that the last term is nothing but the (p, q)-component of Xφlk . Thus
T˜
φ
lk = Xφlk and (i) is proved. The assertion (ii) is clear by definition. 
We see from Lemma 4.4(i) that the set {T φlk ;T ∈ b(αl−αk)/2} coincides with Vφlk if nknl = 0. Comparing (4.16),
(4.19) and (1.16) with Lemma 4.4, we have (jX)φ = X
ˇ
φ for X ∈ b(1). Thus we get by (1.17) and (4.12)
(4.20)(jY )φ = jNYφ (Y ∈ b).
To prove Theorem 4.2, it remains to check that the conditions (V1)–(V3) are satisfied for Vlk = Vφlk . Thus, it is
enough to show the following:
Proposition 4.5. (i) Assume ninknl = 0 with 1 i < k < l  r . For Tlk ∈ b(αl−αk)/2 and Tki ∈ b(αk−αi)/2, put T˜li :=
[Tlk, Tki] ∈ b(αl−αi)/2. Then one has T˜ φli = T φlkT φki .
(ii) Under the same assumption as (i), for Tli ∈ b(αl−αi)/2 and Xki ∈ b(αk+αi)/2, put X˜lk := [Tli ,Xki] ∈ b(αl+αk)/2.
Then one has X˜φlk = T φli tXφki .
(iii) Assume ninl = 0 with 1 i < l  r . For Tli ∈ b(αl−αi)/2 and Xli ∈ b(αl+αi)/2, put X˜ll := [Tli,Xli] ∈ bαl . Then
one has X˜φll = T φli tXφli +Xφli tT φli .
Proof. (i) For v ∈Zαi/2, we have
φ(T˜li )v = φ(Tlk)φ(Tki)v − φ(Tki)φ(Tlk)v = φ(Tlk)φ(Tki)v,
since φ(Tlk)v = 0 by (4.1). Thus the assertion follows from (4.13).
(ii) For v ∈Z−αk/2, we have
φ(X˜lk)v = φ(Tli)φ(Xki)v − φ(Xki)φ(Tli)v = φ(Tli)φ(Xki)v,
since φ(Tli)v = 0 by (4.1). Thus the assertion follows from (4.8), (4.13), and (4.18).
(iii) For v ∈Z−αl/2, we have
φ(X˜ll)v = φ(Tli)φ(Xli)v − φ(Xli)φ(Tli)v.
Therefore the assertion follows from (4.8), (4.13), (4.14), (4.17), and (4.18). 
Thanks to Theorem 4.2, the set of matrices of φ˜(b) ∈ Sp(Z,Λ) (b ∈ B) with respect to the basis B coincides with
the linear group BVφ ⊂ BN . On the other hand, we define a holomorphic isomorphism ΨN : Sp(Z,Λ)/K →DN by
using the basis B as in (1.13). Since ρ(BVφ )pN =DVφ , we have by (3.5)
Theorem 4.6. One has
ΨN ◦Φ(Db) =DVφ =
{
Z ∈ Vφ
C
;Z ∈ ΩVφ
}⊂DN.
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In this subsection, we assume Z(0) = {0} unless otherwise stated. We retain the notation in Section 4.2, so
that Lemmas 4.3, 4.4 and Proposition 4.5 still hold. We shall define an n × n0 complex matrix Uφ for an element
U of b(1/2) in a little different way from the previous T φ and Xφ . Let us consider a complex linear transform
φ+(U) := φ(jU)+
√−1φ(U) on the complexification ZC of Z . For v ∈Z0, we see from (2.1) that
φ(U)v − φ(jU) ◦ JZv = −JZ
(
φ(U) ◦ JZv + φ(jU)v
)
,
where the left-hand side belongs to Z(1/2), while the right-hand side belongs to Z(−1/2) by (4.2), so that the both
sides equal 0. Thus we obtain φ(jU) ◦ JZv = φ(U)v and φ(U) ◦ JZv = −φ(jU)v, which lead us to
(4.21)φ+(U) ◦ JZv = −
√−1φ+(U)v.
Therefore φ+(U) induces a complex linear map from the complex vector space (Z(0),−JZ ) to Z(1/2)C. Let Uφ
be the matrix of this linear map with respect to the bases (e1, . . . , en0) of (Z0,−JZ ) and B+ = (en0+1, . . . , eN) of
Z(1/2)C. Then
(4.22)φ+(U)(e1, . . . , en0) = (en0+1, . . . , eN)Uφ.
Similarly, for Ul ∈ bαl/2, we denote by Uφl the nl × n0 matrix for which
(4.23)φ+(Ul)(e1, . . . , en0) =
(
e
(l)
1 , . . . , e
(l)
nl
)
U
φ
l .
By (1.1), (4.22) and (4.23), we have
(4.24)Uφ =
⎛
⎜⎜⎜⎜⎝
U
φ
1
U
φ
2
...
U
φ
r
⎞
⎟⎟⎟⎟⎠ ,
where the lth component is omitted if nl = 0. Set Wφl := {Uφl ;Ul ∈ bαl/2} if nl = 0, otherwise let Wφl be the empty
set.
Theorem 4.7. The system of vector spaces Vlk = Vφlk (1  k < l  r) and Wl = Wφl (l = 1, . . . , r) satisfies the
conditions (W1)–(W3) as well as (V1)–(V3) in Section 3. Let Wφ be the vector subspace of Mat(n0, n;C) composed
from the system as in Section 3.2, where the lth component is omitted in (3.6) if nl = 0. Then one has a surjective
j -algebra homomorphism b  Y → Yφ ∈ bVφ,Wφ .
The operator φ+(U) induces a linear map from Z(0)C to Z(1/2)C. Recalling that fp = −JZep (p = 1, . . . , n0),
we have by (4.21) and (4.22)
(4.25)φ+(U)(e1, . . . , en0, f1, . . . , fn0) = (en0+1, . . . , eN)
(
Uφ
√−1Uφ ).
Note that φ+(U) induces also a complex linear map from Z(−1/2)C to Z(0)C. For q = 1, . . . , n, we have by (4.10)
φ+(U)fn0+q =
n0∑
p=1
(
Λ
(
φ+(U)fn0+q, fp
)
ep +Λ
(
φ+(U)fn0+q,−ep
)
fp
)
,
where Λ is extended to a complex bilinear form on ZC. We see from (4.11) and (4.21) that
Λ
(
φ+(U)fn0+q, fp
)= Λ(φ+(U)fp, fn0+q)= √−1Λ(φ+(U)ep, fn0+q),
while we get by (4.11)
Λ
(
φ+(U)fn0+q,−ep
)= −Λ(φ+(U)ep, fn0+q).
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Therefore we obtain
(4.26)φ+(U)(fn0+1, . . . , fN) = (e1, . . . , en0, f1, . . . , fn0)
(√−1 tUφ
− tUφ
)
.
Since φ(U) is the imaginary part of φ+(U), we see from (4.25) that
φ(U)(e1, . . . , en0, f1, . . . , fn0) = (en0+1, . . . , eN)(Uφ Uφ )
and deduce from (4.26) that
φ(U)(fn0+1, . . . , fN) = (e1, . . . , en0, f1, . . . , fn0)
(  tUφ
− tUφ
)
.
On the other hand, we have φ(b(0))Z0 = φ(a)Z0 ⊕∑1k<lr Z(αl−αk)/2 = {0} by (4.1) and Proposition 4.1. There-
fore we obtain by (4.4) and (4.6)
(4.27)Yφ =
⎛
⎜⎜⎜⎝
0n0 0n0  tUφ
Uφ T φ Uφ Xφ
0n0 − tUφ
− tT φ
⎞
⎟⎟⎟⎠ ∈ bN
(
Y = X +U + T ,
X ∈ b(1), U ∈ b(1/2), T ∈ b(0)
)
.
As in (3.7), we write Y(Xφ,Uφ,T φ) for the right-hand side.
Lemma 4.8. (i) For U ∈ b(1/2), one has (jU)φ = √−1Uφ .
(ii) For Y ∈ b, one has (jY )φ = jNYφ .
Proof. (i) We have φ+(jU) = φ(j2U)+
√−1φ(jU) = √−1φ+(U), whence (i) follows.
(ii) If Y = X +U + T (X ∈ b(1), U ∈ b(1/2), T ∈ b(0)), we have
(jY )φ = Y ((jT )φ, (jU)φ, (jX)φ),
where the right-hand side equals Y(−(T φ + tT φ),√−1Uφ,X
ˇ
φ) by (i) and Lemma 4.4. Thus the assertion (ii) follows
from (3.8). 
We extend φ to a representation φ :bC → EndC(ZC) of the complex Lie algebra bC by φ(Y1 +
√−1Y2) := φ(Y1)+√−1φ(Y2)(Y1, Y2 ∈ b). Then we have φ+(U) = φ(jU +
√−1U) by definition. If nknl = 0 with 1 k < l  r , we
define an nl × nk complex matrix Zφlk for Zlk ∈ (b(αl+αk)/2)C in a similar way to (4.8) so that
(4.28)φ(Zlk)
(
f(k)1 , . . . , f
(k)
nk
)= (e(l)1 , . . . , e(l)nl )Zφlk.
Clearly we have Zφlk ∈ (Vφlk)C.
Assume nl = 0. For Zll = zllEl ∈ (bαl )C, we set Zφll := zllInl . By (4.3) we have
(4.29)φ(Zll)
(
f(l)1 , . . . , f
(l)
nl
)= (e(l)1 , . . . , e(l)nl )Zφll .
Similarly to (4.25) and (4.26), we have for Ul ∈ bαl/2
(4.30)φ+(U)(e1, . . . , en0, f1, . . . , fn0) =
(
e
(l)
1 , . . . , e
(l)
nl
)(
U
φ
l
√−1Uφl
)
,
and
(4.31)φ+(Ul)
(
f(l)1 , . . . , f
(l)
nl
)= (e1, . . . , en0, f1, . . . , fn0)
(√−1 tUφl
− tUφl
)
.
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[Tlk,Uk] ∈ bαl/2. Then one has U˜φl = T φlkUφk .
(ii) Under the same assumption as (i), for Ul ∈ bαl/2 and Uk ∈ bαk/2, put Z˜lk :=
√−1[jUl +
√−1Ul,
jUk −
√−1Uk]/2 ∈ (b(αl+αk)/2)C. Then one has Z˜φlk = Uφl tU¯φk .
(iii) Assume nl = 0 with 1  l  r . For Ul,1,Ul,2 ∈ bαl/2, put Z˜ll :=
√−1[jUl,1 +
√−1Ul,1,
jUl,2 −
√−1Ul,2]/2 ∈ (bαl )C. Then one has Z˜φll = Uφl,1 tU¯φl,2 + U¯φl,2 tUφl,1.
Proof. (i) We can deduce [Tlk, jUk] = j [Tlk,Uk] from (NJA1) (see [6, p. 62]). Thus
φ+(U˜l) = φ
(
j [Tlk,Uk] +
√−1[Tlk,Uk]
)= φ([Tlk, jUk + √−1Uk])
= φ(Tlk)φ+(Uk)− φ+(Uk)φ(Tlk).
For v ∈Z0 we obtain
φ+(U˜l)v = φ(Tlk)φ+(Uk)v,
since φ(Tlk)v = 0 by (4.1). Therefore the assertion follows from (4.13) and (4.23).
(ii) Note that the complex conjugate φ+(Uk) of the operator φ+(Uk) = φ(jUk) +
√−1φ(Uk) equals φ(jUk) −√−1φ(Uk). Thus we have
φ(Z˜lk) =
√−1(φ+(Ul)φ+(Uk)− φ+(Uk)φ+(Ul))/2.
For v ∈Z−αk/2, we have φ+(Ul)v = 0 by (4.1), so that we obtain φ(Z˜lk)v =
√−1φ+(Ul)φ+(Uk)v/2. Therefore, we
see from (4.28), (4.30) and (4.31) that
Z˜
φ
lk =
√−1
2
(
U
φ
l
√−1Uφl
)(−√−1 tU¯φk
− tU¯φk
)
= Uφl tU¯φk .
(iii) Similarly to the argument above, we have
φ(Z˜ll) =
√−1(φ+(Ul,1)φ+(Ul,2)− φ+(Ul,2)φ+(Ul,1))/2.
Hence we obtain by (4.29), (4.30) and (4.31)
Z˜
φ
ll =
√−1
2
{(
U
φ
l,1
√−1Uφl,1
)(−√−1 tU¯φl,2
− tU¯φl,2
)
− ( U¯φl,2 −√−1U¯φl,2 )
(√−1 tUφl,1
− tUφl,1
)}
= Uφl,1 tU¯φl,2 + U¯φl,2 tUφl,1. 
Thanks to Proposition 4.9, the conditions (W1)–(W3) are satisfied for the spaces Vφlk and Wφl , so that Theorem 4.7
is verified. Similarly to Theorem 4.6, we obtain
Theorem 4.10. One has
ΨN ◦Φ(Db) =DVφ,Wφ =
{(√−1In0 tU
U Z −
√−1
2 U
tU
)
;Z ∈ V
φ
C
, U ∈Wφ,
Z −QWφ (U,U) ∈ ΩVφ
}
⊂DN.
5. Injectivity of a normal symplectic representation
In this section, we present a criterion for the injectivity of a normal symplectic representation. Then we see that the
canonical symplectic representation φb defined in Section 2 is injective for any normal j -algebra b.
We always assume that a symplectic representation (φ,Z) of b is normal in this section. As in the previous section,
we write ni (i = 1, . . . , r) for the dimension of the weight subspace Zαi/2 of Z .
Proposition 5.1. The representation φ is injective if and only if ni > 0 for i = 1, . . . , r .
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is verified. To show the ‘if’ part, let us assume that ni > 0 for i = 1, . . . , r . Recalling (1.17), we define a linear
form ωφ ∈ b∗ by ωφ(Y ) := ωN(Yφ) (Y ∈ b). Then we see from (4.19) and (4.27) that ωφ =∑ri=1 nii . Since b =∑⊕
1ir li , every Y ∈ b is uniquely written as Y =
∑r
i=1(xiEi + ui + ciAi) with ci, xi ∈ R and ui ∈ l0i . From (1.1),
we deduce that
(5.1)ωφ
([jY,Y ])= r∑
i=1
nii
(
x2i [jEi,Ei] + c2i [jAi,Ai] + [jui, ui]
)= r∑
i=1
ni
(
x2i + c2i + 2‖ui‖20
)
,
where the second equality follows from Proposition 1.1(iii) and (2.10). Now assume that φ(Y ) = 0. Then
ωφ([jY,Y ]) = ωN([jNYφ,Y φ]) = 0. Thus (5.1) together with ni > 0 implies that ci = xi = 0 and ui = 0 for
i = 1, . . . , r . Therefore we get Y = 0, so that φ is injective. 
Recall the symplectic representation φm (m = 1, . . . , r) in Section 2.2. Since b is split solvable, φm is normal. The
weight subspace Z [m]−αm/2 of Z [m] equals RA˙m, while (2.11) leads us to Z
[m]
α = {v˙;v ∈ lm ∩ bα+αm/2} if α = −αm/2.
Thus we have
Z [m]0 = {v˙;v ∈ bαm/2}, Z [m]±αk/2 = {v˙;v ∈ b(αm±αk)/2} (1 k <m),
(5.2)Z [m]αm/2 = RE˙m, Z
[m]
±αl/2 = {0} (l > m),
so that
dimZ [m]0 = 2qm, dimZ [m]±αk/2 = nmk (1 k <m),
(5.3)dimZ [m]±αm/2 = 1, dimZ
[m]
±αl/2 = 0 (l > m).
Considering the case m = r , we get the following result thanks to Proposition 5.1.
Proposition 5.2. If nrk > 0 for k = 1, . . . , r − 1, then φr is injective.
Now we discuss the canonical representation φb = φ1 ⊕ · · · ⊕ φr . The representation space Zb of φb is the direct
sum
∑⊕
1mr Z [m]. Thus the weight subspace Zbαi/2 of Zb equals
∑⊕
1mr Z [m]αi/2 for i = 1, . . . , r . On the other hand,
we have Z [i]αi/2 = RE˙i by (5.2), so that dimZbαi/2  dimZ
[i]
αi/2 = 1. Therefore, Proposition 5.1 leads us to
Theorem 5.3. The canonical symplectic representation φb of b is always injective.
6. Xu’s description of a homogeneous Siegel domain
Let us apply the results in Section 4 to the symplectic representation φm :b → sp(Z [m],Λm) and the corresponding
holomorphic map Φm :Db → Sp(Z [m],Λm)/K . If qm = 0, we take a basis (em01 , . . . , em0qm ) of the complex vector
space (bαm/2, j) with (em0p |em0q )0 = δpq (p, q = 1, . . . , qm). Then (e˙m01 , . . . , e˙m0qm ,−Jme˙m01 , . . . ,−Jme˙m0qm ) is a basis
of Z [m]0 . If nmk = 0 (1  k < m), we take an orthonormal basis (emk1 , . . . , emknmk ) of b(αm+αk)/2 with respect to (·|·)0.
Then (e˙mk1 , . . . , e˙
mk
nmk
) is a basis of Z [m]αk/2, while (−Jme˙mk1 , . . . ,−Jme˙mknmk ) is a basis of Z
[m]
−αk/2. As a basis of Z
[m]
αm/2
(resp. Z [m]−αm/2), we take 2E˙m (resp. 2A˙m). Gathering these bases as in Section 4.1, we obtain a basis of Z [m] for
which Theorem 4.6 or Theorem 4.10 holds. Namely, we have an equivariant holomorphic map ΨNm ◦ Φm from Db
onto the subsetDVφm orDVφm,Wφm of the Siegel upper half plane DNm . Furthermore, thanks to Theorem 5.3, we have
a holomorphic imbedding
∏r
m=1 ΨNm ◦Φm from Db into DN1 ×DN2 ×· · ·×DNr . In this section, we shall investigate
that this realization of Db is substantially Xu’s description of Siegel domains [12,13].
In order to simplify the argument, we assume that nmk = 0 (1  k < m  r) and qm = 0 (m = 1, . . . , r). For
i = 1,2, . . . , r + 1, we denote r + 1 − i by iˆ. We set fi :=
√
2A
iˆ
∈ a and gi :=
√
2E
iˆ
∈ bα
iˆ
for i = 1, . . . , r . When
1 i < k  r + 1, we define
νik :=
{
n
iˆkˆ
(k  r),
q (k = r + 1),
iˆ
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of these elements fi, gi, fikl and gikl forms a basis of the Lie algebra b. Let us write down the multiplication table of
b with respect to this basis. We assume 1 h < i < k  r + 1 and 1 l  νik in what follows unless otherwise stated.
Recalling (4.8) and (4.22), we write Qhikl for the complex conjugate of (fikl)φhˆ , which belongs to Mat(nhˆiˆ , nhˆkˆ;R)
(k  r) or Mat(n
hˆiˆ
, q
hˆ
;C) (k = r + 1). If k = r + 1, by (4.30) we have
(φ
hˆ
)+(fikl)
(
e˙hˆ01 , . . . , e˙
hˆ0
q
hˆ
,−J
hˆ
e˙hˆ01 , . . . ,−Jhˆe˙hˆ0qhˆ
)= (e˙hˆiˆ1 , . . . , e˙hˆiˆnhˆiˆ )(Qhikl √−1Qhikl ),
which can be rewritten as
(6.1)ad(gikl + √−1fikl)(fhk1, . . . , fhkνhk , ghk1, . . . , ghkνhk ) = (fhi1, . . . , fhiνhi )(−Qhikl √−1Qhikl ).
Similarly, we see from (4.31) that
(6.2)ad(gikl + √−1fikl)(ghi1, . . . , ghiνhi ) = (fhk1, . . . , fhkνhk , ghk1, . . . , ghkνhk )
(√−1 tQhikl
tQhikl
)
.
We shall check that the equalities (6.1) and (6.2) hold even if k  r . Indeed, we have by (4.8)
φ
hˆ
(fikl)
(−J
hˆ
e˙hˆkˆ1 , . . . ,−Jhˆe˙hˆkˆnhˆkˆ
)= (e˙hˆiˆ1 , . . . , e˙hˆiˆnhˆiˆ )Qhikl,
which together with [fikl, fhkl′ ] = 0 (l′ = 1, . . . , νhk) implies
ad(fikl)(fhk1, . . . , fhkνhk , ghk1, . . . , ghkνhk ) = (fhi1, . . . , fhiνhi )
(
0 Qhikl
)
.
Since gikl = −jfikl and [gikl, ghkl′ ] = 0, we see from Lemma 4.4(i) and (4.13) that
ad(gikl)(fhk1, . . . , fhkνhk , ghk1, . . . , ghkνhk ) = (fhi1, . . . , fhiνhi )
(−Qhikl 0 ).
Then we have (6.1). Using (4.18) and (4.14) respectively, we get
ad(fikl)(ghi1, . . . , ghiνhi ) = (fhk1, . . . , fhkνhk , ghk1, . . . , ghkνhk )
( tQhikl
0
)
,
ad(gikl)(ghi1, . . . , ghiνhi ) = (fhk1, . . . , fhkνhk , ghk1, . . . , ghkνhk )
( 0
tQhikl
)
,
which yield (6.2). Since fi =
√
2A
iˆ
, we have
[fi, fikl] = 1√
2
fikl, [fi, gikl] = 1√
2
gikl,
(6.3)[fi, ghil + √−1fhil]= 1√
2
(−ghil + √−1fhil).
Since gi =
√
2E
iˆ
, we have
(6.4)[gi, fi] = −
√
2gi, [gikl, fikl] = −
√
2gi,
where the second equality follows from (2.10). Finally, we see from Proposition 1.1(iv) and [gi, fhil] = 0 that
(6.5)[gi, ghil + √−1fhil]= √2fhil .
The equalities (6.1)–(6.5) give all of the non-trivial bracket relations of b. Now put
(6.6)Aτkhi :=
νik∑
l=1
tQhiklEτl ∈ Mat(νhk, νik;C), Qτhi := Aτ,r+1hi
for τ = 1, . . . , νhi (see [13, (1.23)]), where Eτl ∈ Mat(νhi, νik;R) is the (τ, l)-matrix element. Xu showed in [13,
Theorem 1] that, if the multiplication table of b is given by (6.1)–(6.5) (see [13, (1.15)–(1.22)]), then the set of the
matrices Aτk and Qτ forms the so-called r-complex matrix set [14], that is, the compatibility conditions in [13,hi hi
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(6.7)Rhik(zik) :=
νhi∑
τ=1
νik∑
l=1
ziklEτl
tAτkhi ∈ Mat(νhi, νhk;C) (k  r)
for zik = (zik1, . . . , zikνik ) ∈ Cνik , and
(6.8)Rhi (ui) :=
νhi∑
τ=1
νi,r+1∑
l=1
uilEτl
tQτhi ∈ Mat(νhi, νh,r+1;C)
for ui = (ui1, . . . , uiνi,r+1) ∈ Cνi,r+1 as in [12, (1.43)] and [13, (4.4)] respectively. Let us set
(6.9)C(r)i (z) :=
⎛
⎜⎜⎜⎜⎝
zi zi,i+1 . . . zir
tzi,i+1 zi+1Iνi,i+1 Rii+1,r (zi+1,r )
...
. . .
tzir
tRii+1,r (zi+1,r ) zrIνir
⎞
⎟⎟⎟⎟⎠ , Pi(u) :=
⎛
⎜⎜⎜⎜⎝
ui
Rii+1(ui+1)
...
Rir (ur )
⎞
⎟⎟⎟⎟⎠
for z = (z1, . . . , zr , z12, . . . , zr−1,r ) ∈ Cr ×∏i<k Cνik and u = (u1, . . . , ur ) ∈∏ri=1 Cνi,r+1 (see [12, (1.42)] and [13,
(4.4)]). Then Xu defined the so-called standard Siegel domain (N -Siegel domain [14]) as the set of (z, u) for which
(6.10)C(r)i (z)−
1
2
Pi(u)
tPi(u)− 12Pi(u)
tPi(u) is positive definite
for i = 1, . . . , r [13, (4.5)].
Now we put Z
iˆkˆ
:= ∑νikl=1 ziklfikl ∈ (b(αiˆ+αkˆ)/2)C and Z := ∑ri=1 ziEiˆ + ∑i<k Ziˆkˆ ∈ b(1)C. Put also Uiˆ :=∑νi,r+1
l=1 u¯ilfi,r+1,l ∈ bαiˆ/2, where the complex structure of bαiˆ/2 is given by j , and U :=
∑r
i=1 Uiˆ ∈ b(1/2). If k  r ,
then we see from (6.6) and (6.7) that Rhik(zik) =
∑νik
l=1 ziklQ
h
ikl =
∑νik
l=1 zikl(fikl)
φ
hˆ , which is nothing but (Z
iˆkˆ
)φhˆ .
Similarly, we have Rhi (ui) =
∑νi,r+1
l=1 uilQ
h
i,r+1,l =
∑νi,r+1
l=1 uil(fi,r+1,l)
φ
hˆ , which equals the complex conjugate of the
matrix (U
iˆ
)φhˆ . On the other hand, we can check directly that (Z
iˆkˆ
)φiˆ = zik and (Uiˆ)φiˆ = ui . Therefore, comparing
(4.19), (4.24) and (5.3) with (6.9), we have C(r)i (z) = SiZφiˆ tSi and Pi(u) = SiUφiˆ , where
Si :=
⎛
⎜⎝
Iνir···Iνi,i+1
1
⎞
⎟⎠ ∈ Mat(1 + νi,i+1 + · · · + νir ;R).
Thus the condition (6.10) is equivalent to (Zφiˆ ,√2Uφiˆ ) ∈ DVφiˆ ,Wφiˆ by Theorem 4.10. Hence (z, u) belongs to the
standard Siegel domain if and only if ΨN
iˆ
◦ Φ
iˆ
(Z,
√
2U) ∈DVφiˆ ,Wφiˆ for all i = 1, . . . , r . In other words, the image
of our equivariant holomorphic map
∏r
m=1 ΨNm ◦Φm coincides with Xu’s realization of Siegel domain essentially.
As an example, let us apply the realization discussed above to the Hermitian symmetric space SU(r+s, r)/S(U(r+
s) × U(r)) (r  1, s  1). By [1, Section 3], the symmetric space is realized as a Siegel domain D consisting of
(Z,U) ∈ Mat(r;C) × Mat(r, s;C) for which (Z − tZ¯)/2√−1 − U tU¯/2 is positive definite. Let b be the normal
j -algebra corresponding to D. Then the complex subspace (b(1/2), j) is identified with Mat(r, s;C), while b(1) is
the real vector space Herm(r,C) of r × r Hermitian matrices. Moreover, we can take the roots α1, . . . , αr in such a
way that bαm = REmˆmˆ for m = 1, . . . , r . Then we have
bαm/2 =
s∑⊕
p=1
Cem0p (m = 1, . . . , r)
with em0p := Emˆp ∈ Mat(r, s;C) and
b(αm+αk)/2 = Remk1 ⊕ Remk2 (1 k <m r)
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√−1E
mˆkˆ
− √−1E
kˆmˆ
∈ Herm(r,C). For Z = (ζik) ∈ Mat(r,C) = b(1)C, we have
Z =∑rk=1 zkEkk +∑1i<kr (zik1eiˆkˆ1 + zik2eiˆkˆ2 ) with zk := ζkk, zik1 := (ζik + ζki)/2, and zik2 := (ζik − ζki)/2√−1.
Then we obtain
Rhik(zik) = (Zkˆiˆ )φhˆ =
(
zik1 zik2
−zik2 zik1
)
∈ Mat(2;C) (1 h < i < k  r).
Let uil(1  i  r,1  l  s) be the complex conjugate of the (i, l)-component of U ∈ Mat(r, s;C) = b(1/2). Then
we have U =∑ri=1∑sl=1 u¯ileiˆ0l , so that we get
Rhi (ui) = (Uiˆ)φhˆ =
(
ui1 · · · uis
−√−1ui1 · · · −
√−1uis
)
∈ Mat(2, s;C) (1 h < i  r).
To avoid the complex conjugations concerning U , one may replace the right-hand side of (6.8) by∑νhiτ=1∑νi,r+1l=1 uil ×
Eτl
tQτhi , which seems to be rather natural.
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