We present a new machine learning method that, given a set of training examples, induces a de nition of the target concept in terms of a hierarchy of intermediate concepts and their de nitions. This e ectively decomposes the problem into smaller, less complex problems. The method is inspired by the Boolean function decomposition approach to the design of switching circuits. To cope with high time complexity of nding an optimal decomposition, we propose a suboptimal heuristic algorithm. The method, implemented in program HINT (Hierarchy INduction Tool), is experimentally evaluated using a set of arti cial and real-world learning problems. In particular, the evaluation addresses the generalization property of decomposition and its capability to discover meaningful hierarchies. The experiments show that HINT performs well in both respects.
Introduction
To solve a complex problem, one of the most general approaches is to decompose it into smaller, less complex and more manageable subproblems. In machine learning, this principle is a foundation for structured induction 44]: instead of learning a single complex classi cation rule from examples, de ne a concept hierarchy and learn rules for each of the (sub)concepts. Shapiro 44] used structured induction for the classi cation of a fairly complex chess endgame and demonstrated that the complexity and comprehensibility (\brain-compatibility") of the obtained solution was superior to the unstructured one. Shapiro was helped by a chess master to structure his problem domain. Typically, applications of structured induction involve a manual development of the hierarchy and a manual selection and classi cation of examples to induce the subconcept classi cation rules; usually this is a tiresome process that requires an active availability of a domain expert over long periods of time. Considerable improvements in this respect may be expected from methods that automate or at least actively support the user in the problem decomposition task.
In this article we present a method for automatically developing a concept hierarchy from examples and investigate its applicability in machine learning. The method is implemented in the program called HINT (Hierarchy INduction Tool). As an illustration of the e ectiveness of this approach, we present here some motivating experimental results in reconstruction of Out of the complete 5-attribute space of 32 points, 24 points (75%) were randomly selected as examples for learning. The examples were stated as attribute-value vectors, hiding from HINT any underlying conceptual structure of the domain. In nine out of ten experiments with di erent randomly selected subsets of 24 examples, HINT found that the most appropriate structure of subconcepts is as shown in The following results show how much the detection of a useful structure in data, like the one in Figure 1 , helps in terms of classi cation accuracy on new data. \New data" in our case was the remaining 25% of the points (other than those 24 examples used for learning). The average accuracy on new data over the 10 experiments was 97.5% with standard deviation 7.9%. For a comparison with a \ at" learner (one that does not look for concept structure in data), the program C4. 5 35] was run on the same 10 data sets. Its accuracy was 60% with standard deviation 16.5%. This result is typical of the di erence in performance between HINT and at learners in similar domains where there exist useful concept hierarchies. Table 1 shows experimental results in learning another two Boolean functions when the percentage of data points available for learning was varied between 25% to 75%. These results are given here only to illustrate dramatic e ects of exploiting a possible structure in the domain. A more thorough experimental evaluation of the HINT method is given later in the paper. The HINT method is based on function decomposition, an approach originally developed for the design of switching circuits 1, 10] . The goal is to decompose a function y = F(X) into y = G(A; H(B)), where X is a set of input attributes x 1 ; : : : ; x n , and y is the class variable ( Figure 2 ). F, G, and H are functions partially speci ed by examples, i.e., by sets of attribute-value vectors with assigned classes. A and B are subsets of input attributes such that A B = X. The functions G and H are determined in the decomposition process and are not prede ned in any way. Their joint complexity (determined by some complexity measure) should be lower than the complexity of F. Such a decomposition also discovers a new intermediate concept c = H(B). Since the decomposition can be applied recursively on H and G, the result in general is a hierarchy of concepts. For each concept in the hierarchy, there is a corresponding function (such as H(B)) that determines the dependency of that concept on its immediate descendants in the hierarchy. A method for discovery of a concept hierarchy from an unstructured set of examples by function decomposition can be regarded as a process that comprises the following mechanisms:
Basic function decomposition step which, given a function y = F(X) partially represented by examples E F , and a partition of the attribute set X to sets A and B, nds the corresponding functions G and H, such that y = G(A; c) and c = H(B). The new functions are partially de ned by examples E G and E H . Attribute partition selection is a process which, given a function y = F(X), examines candidate partitions of X to A and B and the corresponding functions G and H. It then selects the preferred partition of X to A and B that minimizes some complexity measure de ned over G and H.
Overall function decomposition is then a recursive invocation of the above two operations on an initial example set that de nes y = F(X). In each step, the best attribute partition of X to A and B for y = F(X) is selected. A function y = F(X) is decomposed to y = G(A; c) and c = H(B) provided that G and H are overall less complex than F. If this is the case, this step is recursively repeated on newly constructed functions G and H.
Generalization usually occurs in the basic function decomposition step. When constructing example sets E G and E H , some points not included in E F may be assigned a class value, thereby inductively generalizing the de nition of F to points other than those explicitly stated in the examples E F .
One of the most important problems with function decomposition is its time complexity. An algorithm for nding an optimal decomposition would consist of steps of exponential time complexity in the number of attributes. To cope with reasonably sized problems, these steps must be replaced by heuristic methods. The method presented here is \greedy" in the sense that it tries to optimize only a single step of the decomposition process; the whole discovered hierarchy, however, might not be optimal. The time complexity of splitting the attributes into sets A and B in a single decomposition step is reduced by bounding the size of B. For the task of determining the required number of values of a newly discovered concept c, which is equivalent to the graph coloring problem, we use a sub-optimal but e cient algorithm.
The proposed decomposition method is limited to nominal-valued attributes and classes.
It only does disjoint partitions of attributes: A \ B = ;. This constrains the discovered concept hierarchies to concept trees. In this article we do not describe the speci c noise handling mechanism in HINT.
Although the function decomposition approach results in a tree, it should be noted that it is quite di erent from the well-known top down induction of decision trees 36]. In decision trees, nodes correspond to attributes and leaves correspond to classes. In function decomposition trees, nodes correspond to functions, and leaves correspond to attributes.
The remainder of this article rst starts with the detailed description of each of the above mentioned decomposition components (Sections 2, 3, and 4). A method that uses function decomposition to detect the redundancy of attributes and to select non-redundant and most relevant attributes is given in Section 5. Section 6 experimentally evaluates the decomposition method and in particular addresses its ability to generalize and to construct meaningful concept hierarchies. The related work on the use and discovery of concept hierarchies is presented in Section 7. Section 8 gives conclusions and points to some directions for further research.
Basic decomposition step
Given a set of examples E F that partially specify a function y = F(X) and a partition of attributes X to subsets A and B, the basic decomposition step of F constructs the functions y = G(A; c) and c = H(B) (Figure 2) . Functions G and H are partially speci ed by the example sets E G and E H , respectively, that are derived from and are consistent with the example set E F . Example sets E G and E H are discovered in the decomposition process and are not prede ned in any way. X is a set of attributes x 1 ; : : : ; x m , and A and B are a nontrivial disjoint partition of attributes in X, such that A B = X, A \ B = ;, A 6 = ;, and B 6 = ;. Consider the decomposition y = G(x 1 ; H(x 2 ; x 3 )), i.e., a decomposition with attribute partition hx 1 ijhx 2 ; x 3 i. This is given in Figure 3 . The following can be observed:
The new concept hierarchy is consistent with the original example set. This can be veri ed by classifying each example in E F . For instance, for attribute values x 1 = med, x 2 = med, and x 3 = low, we derive c = 1 and y = med, which is indeed the same as the value of F(med; med; lo).
The example sets E G and E H are overall smaller than the original E F and also easier to interpret. We can see that the new concept c corresponds to MIN(x 2 ; x 3 ), and E G represents the function MAX(x 1 ; c).
The decomposition generalizes some unde ned entries of F. For example, F(hi; lo; hi), which does not appear in example set E F , is generalized to hi (c = H(lo; hi) = 1 and y = G(hi; 1) = hi). Theorem 1 provides a necessary condition for consistency. Let us de ne a partition matrix to be properly labeled if the same label is used just for mutually compatible columns. Below we introduce a method that constructs E G and E H that are consistent with E F and derived from any properly labeled partition matrix. The labeling preferred by decomposition is the one that introduces the fewest distinct labels, i.e., the one that de nes the smallest domain for intermediate concepts c. Finding such labeling corresponds to nding the lowest number of groups of mutually compatible columns. This number is called column multiplicity and is denoted by (AjB).
De nition 3 Column incompatibility graph I AjB is a graph where each non-empty column of P AjB is represented by a vertex. Two vertices are connected if and only if the corresponding columns are incompatible.
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The partition matrix column multiplicity (AjB) is then the number of colors needed to color the incompatibility graph I AjB . Namely, the proper coloring guarantees that two vertices representing incompatible columns are not assigned the same color. The same colors are only assigned to the columns that are compatible. Therefore, the optimal coloring discovers the lowest number of groups of compatible P AjB columns, and thus induces the assignment of y to every non-empty column of P AjB such that jD c j is minimal. An example of colored incompatibility graph is given in Figure 5 . Graph coloring is an NP-hard problem and the computation time of an exhaustive search algorithm is prohibitive even for small graphs with about 15 vertices. Instead of optimal coloring, a heuristic approach should be used. For proper labeling of partition matrix, an e cient heuristic algorithm called Color In uence Method was proposed by Perkowski and Uong 33] and Wan and Perkowski 49] . They showed that the method generates solutions close to optimal. Essentially, Color In uence Method uses similar idea to a heuristic algorithm for graph coloring by Welsh and Powell 50] , which sorts the vertices by their decreasing connectivity and then assigns to each vertex a color that is di erent from the colors of its neighbors so that the minimal number of colors is used. We use the same coloring method, with the following improvement: when a color is to be assigned to vertex v and several compatible vertices have already been colored with di erent colors, the color is chosen that is used for a group of colored vertices v 1 ; : : : ; v k that are most compatible to v. The degree of compatibility is estimated as is found. For example, an unde ned element P AjB <hi>,<lo,hi>] of the rst partition matrix in Figure 4 was generalized to hi because the column <lo,hi> had the same label as columns <lo,lo> and <hi,lo>.
Some properties of basic decomposition step
Here we give some properties of the basic decomposition step. We omit the proofs which rather obviously follow from the method of constructing examples sets E G and E H .
Theorem 2 The example sets E G and E H obtained by basic decomposition step are consistent with E F , i.e., every example in E F is correctly classi ed using the functions H and G.
Theorem 3 The partition matrix column multiplicity (AjB) obtained by optimal coloring of I AjB is the lowest number of values for c to guarantee the consistence of example sets E G and E H with respect to example set E F .
Theorem 4 Let N G , N H , and N F be the numbers of examples in E G , E H , E F , respectively.
Decomposition derives E G and E H from E F using the attribute partition AjB. Then, E G and E H use fewer or equal number of attributes than E F (jBj < jXj and jAj+1 jXj, where X is the initial attribute set) and include fewer or equal number of examples (N G N F and N H N F ).
E cient derivation of incompatibility graph
Most often, machine learning algorithms deal with sparse datasets. For these, the implementation using the partition matrix is memory ine cient. Instead, the incompatibility graph I AjB can be derived directly from the example set E F . According to De nition 3, an edge (v i ; v j ) of incompatibility graph I AjB connects two vertices v i and v j if there exist examples e k ; e l 2 E F with F(e k ) 6 = F(e l ) such that A(e k ) = A(e l ), i = B(e k ), and j = B(e l ). We propose an algorithm that e ciently implements the construction of I AjB using this de ni- Table 3 : Examples from Table 2 sorted by x 1 and y.
Partition selection measures
The basic decomposition step assumes that a partition of the attributes to free and bound sets is given. However, for each function F there can be many possible partitions, each one yielding a di erent intermediate concept c and a di erent pair of functions G and H. Among these partitions, we prefer those that lead to a simple concept c and functions G and H of low complexity.
Example 3 Consider again the example set from Table 2 . Its decomposition that uses the attribute partition hx 1 ijhx 2 ; x 3 i is shown in Figure 3 . There are two other non-trivial attribute partitions hx 2 ijhx 1 ; x 3 i and hx 3 ijhx 1 ; x 2 i whose decompositions are given in Figure 6 . Note that, compared to these two decompositions, the rst decomposition yields less complex and more comprehensible datasets. While we could interpret the datasets of the rst decomposition (concepts MIN and MAX), the interpretation of concepts for other two decompositions is harder. Note also that these two decompositions both discover intermediate concepts that use more values than the one in the rst decomposition. Among the three attribute partitions it is therefore best to decide for hx 1 Figure 6 : The decompositions y = G 2 (x 2 ; H 2 (x 1 ; x 3 )) and y = G 3 (x 3 ; H 3 (x 1 ; x 2 )) of the example set from Table 2 .
We introduce a partition selection measure (AjB) that estimates the complexity of decomposition of F to G and H using the attribute partition AjB. The best partition is the one that minimizes (AjB). This section introduces three partition selection measures, one based on column multiplicity of partition matrix and the remaining two based on the amount of information needed to represent the functions G and H. The three measures are experimentally compared in Section 6.4.
Column multiplicity
Our simplest partition selection measure, denoted , is de ned as the number of values required for the new feature c. That is, when decomposing F, a set of candidate partitions is examined and one that yields c with the smallest set of possible values is selected for decomposition. The number of required values for c is equal to column multiplicity of partition matrix P AjB , so:
Note that (AjB) also indirectly a ects the size of instance space that de nes G. The smaller the (AjB), the less complex the function G.
The idea for this measure came from practical experience with decision support system DEX 6]. There, a hierarchical system of decision tables is constructed manually. In more than 50 real-life applications it was observed that in order to alleviate the construction and interpretation, the designers consistently developed functions that de ne concepts with a small number of values. In most cases, they used intermediate concepts with 2 to 5 values. Figure 4 , is 3, 4, and 5, respectively. As expected, the best partition according to is hx 1 ijhx 2 ; x 3 i. 2 
Example 4 For the partitions in

Information-based measures
The following two partition selection measures are based on the complexity of functions. Let I(F ) denote the minimal number of bits needed to encode some function F. Then, the best partition is the one that minimizes the overall complexity of newly discovered functions H and G, i.e., the partition with minimal I(H) + I(G). The following two measures estimate I di erently: the rst one takes into account only the attribute-class space size of the functions, while the second one additionally considers speci c constraints imposed by the decomposition over the functions.
Let us rst consider some function of type y = F(X). The instance space for this function is of size
Each instance is labeled with a class value from jD y j. Therefore, the number of all possible functions in the attribute-class space is N 1 (X; y) = jD y j jD X j
Assuming the uniform distribution of functions, the number of bits to encode a function F is then I 1 (F ) = log 2 N 1 (X; y) = jD X j log 2 jD y j (4) Based on I 1 we can de ne our rst information-based measure s , which is equal to the sum of bits to encode the functions G and H s (AjB) = I 1 (G) + I 1 (H) The labels for c are abstract in the sense that they are used for internal bookkeeping only and may be reordered or renamed. A speci c function H therefore represents jD c j! equivalent functions.
For the rst constraint, the number of functions that de ne the concept y with cardinality jD y j using the set of attributes X is: N 2 (X; y) = S(jD X j; jD y j) (6) where S(n; r) is the number of distinct classi cations of n objects to r classes (Stirling number of the second kind multiplied by r!) de 
For function G, the second of the above two constraints does not apply: outputs of G are uniquely determined from examples that de ne F and the developed function H. We may assume that F uses all the values in D y , and so does the resulting function G. Thus, the rst constraint applies to G as well, and the number of bits to encode a speci c function G is: I 0 2 (G) = log 2 N 2 (A fcg; y) (9) The partition selection measure c based on the above de nition is therefore: c (AjB) = I 0 2 (G) + I 2 (H) = log 2 N 2 (A fcg; y) + log 2 N 2 (B; c) jD c j! (10) This measure will, for any attribute partition, always be lower than or equal to s .
Our development of c was motivated by the work of Biermann et al. 2]. They found an exact formula for counting the number of functions that can be represented by a given concept hierarchy. In addition to the constraints on H and G mentioned above, Biermann et al. considered constraints on internal concepts of the hierarchy: if an attribute is a formerly discovered intermediate concept, then all functions should be excluded which make at least one of its values redundant. We did not incorporate these constraints into c since they would considerably complicate the computation and make it practically unfeasible. Namely, the computation of Biermann et al.'s formula is exponential in the number of attributes and their domain sizes. Furthermore, it would require taking into account not only the properties of the function F and its attribute-class space, but also the properties of the complete concept hierarchy developed so far.
Example 6 For the attribute partitions in Figure 4 , the c -based partition selection measures are: c (hx 1 ijhx 2 ; x 3 i) = 20:6 bits, c (hx 2 ijhx 1 ; x 3 i) = 25:0 bits, and c (hx 3 ijhx 1 ; x 2 i) = 28:5 bits. Again, the preferred partition is hx 1 ijhx 2 ; x 3 i. 2 4 Overall function decomposition
The decomposition aims to discover a hierarchy of concepts de ned by example sets that are overall less complex than the initial one. Since an exhaustive search is prohibitively complex, the decomposition uses a suboptimal greedy algorithm.
Decomposition algorithm
The overall decomposition algorithm (Algorithm 1) is a recursive application of basic decomposition step over the evolving example sets in a concept hierarchy, starting with a single non-structured example set. In each step the algorithm arbitrarily selects an example set E F i from a concept hierarchy and tries to decompose it. For this example set, it evaluates all candidate partitions of its attributes. To limit the complexity, the candidate partitions are those with the cardinality of the bound set less than or equal to a user de ned parameter b. For all such partitions, a partition selection measure is determined and the best partition is selected accordingly. Next, the decomposition determines if best partition would result in two new example sets of lower complexity than the example set E F i being decomposed. If this is the case, E F i is called decomposable and is replaced by two new example sets. This decomposition step is then repeated, until a concept structure is found that includes only non-decomposable example sets. The dataset decomposability is determined using the decomposability criterion. Suppose that we are decomposing a function F and its best attribute partition would yield functions G and H. Then, either one of the two information-based complexity measures de ned in Section 3.2 can be used to determine the number of bits I(F ), I(G), and I(H) to encode the three functions, where the method to compute I(F ) is the same as for I
(G). The decomposability criterion is then I(G) + I(H) < I(F ).
Note that because is not based on function complexity, it can not be similarly used as decomposability criterion. Therefore, when using as a partition selection measure, either of the two information-based complexity measures is used to determine decomposability. Table 4 compares the application of decomposability criteria s and c on the example set from Table 2 . Neither criterion allows the decomposition with hx 3 ijhx 1 ; x 2 i. Of the other two partitions, the partition hx 1 ijhx 2 ; x 3 i is the best partition according to both partition selection measures. 
Input
Complexity of decomposition algorithm
The time complexity of a single step decomposition of E F to E G and E H , which consists of sorting E F and deriving and coloring the incompatibility graph is O(Nn c )
where N is the number of examples in E F , k is the number of vertices in I AjB , and n c is the hx 1 
I(G) + I(H) I(F ) I(G) + I(H) I(F ) I(G) + I(H) I(
Therefore, the algorithm's complexity is polynomial in N and n, and exponential in b (k max is exponential in b). Note that the bound b is a user-de ned parameter. This analysis clearly illustrates the bene ts of setting b to a su ciently low value. In our experiments, b was usually set to 3.
5 Attribute redundancy and decomposition-based attribute subset selection
When applying a basic decomposition step to a function y = F(X) using some attribute partition AjB, an interesting situation occurs when the resulting function c = H(B) is constant, i.e., when jD c j = 1. For such a decomposition, the intermediate concept c can be removed as it does not in uence the value of y. Thus, the attributes in B are redundant, and y = F(X) can be consistently represented with y = G(A), which is a decomposition-constructed function G(A; c) with c removed.
Such decomposition-discovered redundancy may well indicate for a true attribute redundancy. However, especially with the example sets that sparsely cover the attribute space, this redundancy may also be due to undersampling: the de ned entries in partition matrix are To overcome this problem, we propose an example set preprocessing by means of attribute subset selection which removes the redundant attributes. The resulting example set is then further used for decomposition. Attributes are removed one at the time, their redundancy being determined by the following de nition.
De nition 4 An attribute a j is redundant for a function y = F(X) = F(a 1 ; : : : ; a n ), if for the partition of attributes X to AjB such that B = ha j i and A = X n ha j i, the column multiplicity of partition matrix P AjB is (AjB) = 1. Figure 7 provides an example of the discovery and removal of a redundant attribute. Besides attribute redundancy, we also de ne redundancy in attribute values.
De nition 5 An attribute a j has redundant values if for a function y = F(X) = F(a 1 ; : : : ; a n ) and for a partition of X to AjB such that B = ha j i and A = X nha j i, the column multiplicity of partition matrix P AjB is lower than jD j j.
By the above de nition, such attribute can be replaced by an attribute a 0 j = H(a j ), and a function y = G(A; a 0 j ) may be used instead of y = F(X). An example of such attribute replacement is given in Figure 8 . Since an example set E H may itself be of interest and point out some regularities in data, it is included in the representation and a 0 j is treated as an intermediate concept.
It relevance of the attributes is determined. Next, the least relevant attribute is selected, and its redundancy removed by either removing the attribute or replacing it by a corresponding attribute with fewer values, whichever appropriate. The process is then repeated on the new example set, until no more redundancies are found.
To estimate the relevance of attributes, we use the ReliefF algorithm as proposed by Kononenko 17] . This particular algorithm is used due to its advantages over the other impurity functions usually used in inductive learning algorithms 18]. ReliefF estimates the attributes according to how well they distinguish among the instances that are close to each other. The relevance of attribute a is then W(a) = P(di erent value of a j k?nearest instances from di erent class) ? P(di erent value of a j k?nearest instances from same class)
We use the version of ReliefF which determines the attribute's relevance based on at most 200 arbitrarily selected examples, and which for every examples examines k = 5 nearest instances of the same and of the di erent class. For further details of the ReliefF algorithm see 17].
6 Experimental evaluation
The decomposition methods described in this article were implemented in the program HINT (Hierarchy INduction Tool). This section attempts to evaluate HINT and the underlying methods from the aspects of generalization and discovery of concept hierarchies. For this purpose, several datasets are used for which either the underlying concepts hierarchy is known or anticipated, or unknown. The latter datasets are considered only for the evaluation of generalization.
The datasets on which experiments were performed are introduced rst. This is followed by the assessment of generalization and evaluation of HINT's capabilities to discover meaningful concept hierarchies. Finally, we study how di erent partition selection measures in uence HINT's behavior.
Datasets
Three types of datasets were used: (1) arti cial datasets with known underlying concepts, (2) real-life datasets taken mostly from UCI Repository of machine learning databases 30], and (3) datasets derived from hierarchical decision support models developed with the DEX methodology. To distinguish among them, we will refer to these datasets as arti cial, repository, and DEX datasets. Their basic characteristics are given in Table 5 Table 5 : Basic characteristics of datasets.
The arti cial datasets are PALINDROME, PARITY, MONK1, and MONK2. PALINDROME is a palindrome function over six 3-valued attributes. PARITY is de ned as XOR over ve binary attributes; the other ve attributes in this domain are irrelevant. MONK1 and MONK2 are well known six-attribute binary classi cation problems 30, 48] that use 2 to 4-valued attributes. MONK1 has an underlying concept x 1 = x 2 OR x 5 = 1, and MONK2 the concept x = 1 for exactly two choices of attributes x 2 fx 1 ; : : : ; x 6 g. VOTE is a real-world database as given with Quinlan's C4.5 package 35] that includes example votes by U.S. House of Representatives Congressmen. The votes are simpli ed to yes, no, or unknown. PROMOTERS, SPLICE and MUSHROOM were all obtained from the UCI Repository 30] . PROMOTERS describes E. coli promoter gene sequences and classi es them according to biological promoter activity. Given a position in the middle of a window of 60 DNA sequence elements, instances in SPLICE are classi ed to donors, acceptors, or neither. Given an attribute-value description of a mushroom, the class of MUSHROOM instances is either edible or poisonous. Common to all four datasets is that they include only nominal attributes. Only MUSHROOM includes instances with unde ned attributes, which were for the purpose of this study removed since HINT { as described in this article { does not include explicit mechanism to handle such cases. As the concept hierarchies for these datasets are unknown to us and neither could we anticipate them, these datasets were only used for the study of generalization. That is, we were interested in HINT's accuracy on test data.
The remaining six datasets were obtained from multi-attribute decision models originally developed using DEX 6] . DEX models are hierarchical, so both the structure and intermediate concepts for these domains are known. The formalism used to describe the resulting model and its interpretation are essentially the same as those derived by decomposition. This makes models developed by DEX ideal benchmarks for the evaluation of decomposition. Additional convenience of DEX examples is the availability of the decision support expert (Marko Bohanec) who was involved in the development of the models, for the evaluation of comprehensibility and appropriateness of the structures discovered by decomposition.
Six di erent DEX models were used. CAR is a model for evaluating cars based on their price and technical characteristics. This simple model was developed for educational purposes and is described in 5]. NURSERY is a real-world model developed to rank applications for nursery schools 32] . HOUSING is a model to determine the priority of housing loans applications 4]. This model is a part of a management decision support system for allocating housing loans that has been used since 1991 in the Housing Fund of Slovenia. BANKING, EIS and BREAST are three previously unpublished models for the evaluation of business partners in banking, evaluation of executive information systems, and breast-cancer risk assessment, respectively.
Each DEX model was used to obtain either 5000 or 10000 attribute-value instances with corresponding classes as derived from the model such that the class distribution was equal as in the dataset that would completely cover the attribute space. We have decided for either 5000 or 10000 examples because within this range HINT's behavior was found to be most relevant and diverse. The only exception is CAR where 1728 instances completely cover the attribute space.
Generalization
Here we study how the size of the training set a ects HINT's ability to nd a correct generalization. We construct learning curves by a variant of 10-fold cross-validation. In 10-fold cross validation, the data is divided to 10 subsets, of which 9 are used for training and the remaining one for testing. The experiment is repeated 10 times, each time using a di erent testing subset. Strati ed splits are used, i.e., the class distribution of the original dataset and training and test sets are essentially the same. In our case, instead of learning from all exam-ples from 9 subsets, only p percent of training instances from 9 subsets are randomly selected for learning, where p ranges from 10% to 100% in 10% steps. This adaptation of the standard method was necessary to keep test sets independent and compare classi ers as proposed in 41] . Note that when p = 100%, this method is equivalent to the standard strati ed 10-fold cross-validation.
HINT derived a concept hierarchy and corresponding classi er using the examples in the training set. The hierarchy was tested for classi cation accuracy on the test set. For each p, the results are the average of 10 independent experiments. The attribute subset selection was used on a training set as described in Section 5. The resulting set of examples was then used to induce a concept hierarchy. HINT used the column multiplicity as a partition selection measure and determined the decomposability based on our rst information-based measure (Section 3.2). The bound set size b was limited to three.
The concept hierarchy obtained from training set was used to classify the instances in the test set. The instance's class value was obtained by bottom-up derivation of intermediate concepts. For each intermediate concept, its example set may or may not include the appropriate example to be used for classi cation. In the latter case, the default rule was used that assigns the value of most frequently used class in the example set that de nes the intermediate concept.
We compare HINT's learning curve to the one obtained by C4.5 inductive decision tree learner 35] run on the same data. As is the case with HINT, C4.5 was also required to induce a decision tree consistent with the training set. Hence, C4.5 used the default options except for -m1 (minimal number of instances in leafs was set to 1) and the classi cation accuracy was evaluated on unpruned decision trees. For several datasets, we have observed that subsetting (option -s) obtains a more accurate classi er: the learning curves for C4.5 were then developed both with and without subsetting, and the better one of the two was used for comparison with HINT. For each p, a binomial test 41] was used to test for signi cant di erences between the methods using = 0:01 (99% con dence level).
The learning curves are shown in Figures 9 and 10 . Drawing symbols are for HINT and for C4.5. Where the di erence is signi cant, the symbol for the better classi er is lled ( for HINT and x for C4.5). The following can be observed:
In general, for arti cial datasets HINT performs signi cantly better than C4.5. For all four domains HINT's classi cation accuracy converges to 100% as the training set sizes increase. The percentage of instances needed to reach 100% accuracy varies between domains from 10% to 60%. Note that C4.5 never reaches the 100% classi cation accuracy.
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Note that it is for DEX and for most of arti cial datasets that we know there exists a concept structure in the form of concept trees. Given su cient training instances, it is exactly in these domains where HINT outperforms C4.5. Repository datasets do not necessarily have such characteristics, which may be the reason why for these domains HINT's performance is worse. Furthermore, DEX and arti cial datasets indicate that although a domain possesses a proper structure discoverable by decomposition, HINT needs a su cient number of training examples to induce good classi ers: HINT's performance su ers from undersampling more than C4.5's. The number of attributes used in concept hierachies depends on attribute subset selection (training data preprocessing by removing redundant attributes). This further depends on the existence of irrelevant attributes and on the coverage of attribute space by training set. Figure 11 illustrates that with increasing coverage the number of attributes in induced structures increases and, in general, converges to a speci c number of most relevant and nonredundant attributes. Interestingly, for PARITY and MONK1 domain HINT nds, as expected, that only 5 and 3 attributes are relevant, respectively. HINT converges to the use of about 10 attributes for VOTE, 12 for SPLICE, and 5 for MUSHROOM. For all DEX domains, with su ciently large training sets HINT does not remove any of the attributes { this was expected since all attributes in these domains are relevant.
The use of default rule for classi cation had a minor impact on classi cation accuracy. This holds even for the smallest training sets, where 95% of instances were classi ed without ring the default rule. In most cases, with increasing training set size this percentage monotonically increased to 100%. 
Hierarchical concept structures
Induced concept structures were compared to those anticipated for arti cial and DEX domains. For each of these, HINT converged to a single concept structure when increasing the training set size. For PALINDROME and PARITY, HINT induced expected structure of the type ( For all DEX domains HINT converged to concept hierarchies that were very similar to original DEX models. A typical example is NURSERY, for which Figure 14 shows the original DEX model and the concept hierarchy discovered by HINT. Note that the two structures are actually the same except that some original DEX intermediate concepts were additionally decomposed. Similarities of the same type were also observed for other DEX domains.
For NURSERY, no attributes were removed by preprocessing and redundancies were found only in attributes' domains: applicant's social status none and medium were found equivalent, and there was no di erence between a family having 3 or more-than-3 children. Similar type of redundancies were also found in other DEX models. When a decision support expert that participated in the development of DEX models was asked to comment on these ndings, he indeed recognized most of them as those that were intentionally used in DEX models with future extension and specialization of model functions in mind.
Comparison of partition selection measures
So far, all experiments with HINT used column multiplicity as the partition selection measure.
The same experiments were also performed under the same settings but using two informationbased partition selection measures. The study revealed that there are no signi cant di erences in terms of classi cation accuracy. Figure 15 depicts typical examples of learning curves; only average classi cation accuracies are shown, which are for all training set sizes insigni cantly di erent for all three measures. Moreover and especially for arti cial and DEX datasets, HINT converged to the same concept structure for either of the selection measures. To conclude, it is interesting that a measure as simple as column multiplicity performed equally well as the other two more complex measures. , but still required the concept structure to be given in advance. While, within machine learning, Samuel and Biermann et al. may be the rst to realize the power of using concept hierarchies, fundamentals of the approach that can discover such hierarchies were de ned earlier in the area of switching circuit design. Curtis 10] reports that in the late 1940's and 1950's several switching circuit theorists considered this subject and in 1952 Ashenhurst reported on a uni ed theory of decomposition of switching functions 1]. The method proposed by Ashenhurst decomposes the truth table of a Boolean function to be realized with standard binary gates. Most of other related work of that time is reported and reprinted in 10], where Curtis compares the decomposition approach to other switching circuit design approaches and further formalizes and extends the decomposition theory. Besides a disjoint decomposition, where each variable can appear as input in just one of the derived tables, Curtis de nes a non-disjoint decomposition where the resulting structure is an acyclic graph rather than a tree. Furthermore, Curtis de nes a decomposition algorithm that aims at constructing a switching circuit of the lowest complexity, i.e., with the lowest number of gates used. Curtis' method is de ned over two-valued variables and requires a set of examples that completely cover the attribute space.
Recently, the Ashenhurst-Curtis approach was substantially improved by research groups of M. A. Perkowski Feature discovery has been at large investigated by constructive induction, a recently active eld within machine learning. The term was rst used by Michalski 24] , who de ned it as an ability of the system to derive and use new attributes in the process of learning. Following this idea and perhaps closest to function decomposition are the constructive induction systems that use a set of constructive operators to derive new attributes. Examples of such systems are described in 23, 34, 37] . The main limitation of these approaches is that the set of constructive operators has to be de ned in advance. Moreover, in constructive induction, the new features are primarily introduced for the purpose of improving the classi cation accuracy of the induced classi er, while the above described function decomposition approaches focused primarily on the reduction of complexity, where the impact on classi cation accuracy can be regarded rather as a side-e ect of decomposition-based generalization. In rst-order learning of relational concept descriptions, constructive induction is referred to as predicate invention. A concept structure as used in this article de nes a declarative bias over the hypothesis space. Biermann et al. 2] showed that concept structure signi cantly limits the number of representable functions. This was also observed by Russel 40] , who proved that treestructured bias can reduce the size of concept language from doubly-exponential to singly exponential in the number of attributes. Tadepalli and Russel 47] show that such bias enables PAC-learning of tabulated functions within concept structure. Their approach for decomposition of Boolean functions requires the concept structure to be given in advance. Their learning algorithm di ers from the function decomposition approaches in that it uses both examples and queries, i.e., asks the oracle for the class value of instances that are needed in derivation but not provided in the training examples. Similar to function decomposition, the learning algorithm of Tadepalli Function decomposition is also related to construction of oblivious read-once decision graphs (OODG). OODGs are rooted, directed acyclic graphs that can be divided into levels 16]. All nodes at a level test the same attribute, and all edges that originate from one level terminate at the next level. Like with decision trees, OODG leaf nodes represent class values. OODGs can be regarded as a special case of decomposition, where decomposition structures are of the form f 1 (x 1 ; f 2 (x 2 ; : : : ; f n (x n ))) and where x n is at the top of a decision graph and the number of nodes at each level equals the number of distinct output values used by corresponding function f i . In fact, decision graphs were found as a good form of representation of examples to be used by decomposition 20, 19, 13] . Within machine learning, the use of oblivious decision graphs was studied by Kohavi 16] . Graphs induced by his learning algorithm are consistent with training examples, and for incomplete datasets the core of the algorithm is a graph coloring algorithm similar to the one de ned by Perkowski and Uong 33] .
Of other machine learning approaches that construct concept hierarchies we here mention Muggleton's DUCE 28, 29] which uses transformation operators to compress the given examples by successive generalization and feature construction. Nevill-Manning and Witten 31] describe SEQUITUR, an algorithm that infers a hierarchical structure from a sequence of discrete symbols. Although there are some similarities with function decomposition (e.g., maintaining consistency and induction of new features), DUCE and SEQUITUR are essentially di erent in both the algorithmic and representational aspects.
Within machine learning, there are other approaches based on problem decomposition, but where the problem is decomposed by an expert and not discovered by a machine. A wellknown example is structured induction, a term introduced by Donald Michie and applied by Shapiro and Niblett 45] and Shapiro 44] . Their approach is based on a manual decomposition of the problem and an expert-assisted selection and classi cation of examples to construct rules for intermediate concepts in the hierarchy. In comparison with standard decision tree induction techniques, structured induction exhibits about the same classi cation accuracy with the increased transparency and lower complexity of the developed models. Michie 25] emphasized the important role of structured induction in the future and listed several real problems that had been solved in this way. Mozeti c 26, 27, 7] employed another scheme for structuring the learning problem. That approach was particularly aimed at automated construction of system models from inputoutput observations of the system's behavior. The structure of the learning problem, speci ed by a Prolog clause, corresponded to the physical structure of the modeled system in terms of the system's components and connections among them. In an experiment, a substantial part of a qualitative model of the heart was induced from examples of the behavior of the heart. It was shown that the structuring of the domain very signi cantly improved the e ectiveness of learning compared to unstructured learning. Again, the structure of the system was speci ed by the user and not induced automatically.
Concept hierarchy has also been used in a multi-attribute decision support expert system shell DEX 6] which has its roots in DECMAK methodology 12, 3] . There, a tree-like structure of variables is de ned by an expert, and several tools assist in the acquisition of decision rules. These are, like Samuel's signature tables, used to derive the values of intermediate and output variables. DEX also allows di erent representations of user-de ned decision tables, including decision trees 44] and decision rules 38]. DEX has been applied in more than 50 real decision making problems.
The method presented in this article essentially borrows from three di erent research areas: it shares the motivation with structured induction and structured approach to decision support, while the core of the method is based on Ashenhurst-Curtis function decomposition. In comparison with related work, the present article is original in the following respects: new method for handling multi-valued attributes and classes, improved decomposition heuristics, treatment of redundancies, emphasis on generalization e ects of decomposition, paying strong attention to the discovery of meaningful concept hierarchies, and experimental evaluation on machine learning problems. Our earlier experiments in function decomposition applied to DEX domains were presented in 53, 52].
Conclusion
We introduced a new machine learning approach based on function decomposition. A distinguishing feature of this approach is its capability to discover new intermediate concepts, orga-nize them into a hierarchical structure, and induce the relationships between the attributes, newly discovered concepts, and the target concept. In their basic form, these relationships are speci ed by newly constructed example sets. In a way, the learning process can thus be viewed as a process of generating new, equivalent example sets, which are consistent with the original example set. The new sets are smaller, have smaller number of attributes, and introduce intermediate concepts. Generalization also occurs in this process.
We have evaluated the decomposition-based learning method on several datasets. In particular, we studied the accuracy of the induced descriptions by HINT and its capability to discover meaningful hierarchies. For all datasets where useful hierarchies existed, HINT signi cantly outperformed C4.5 and found relevant concept hierarchies, provided that enough examples were used for training. Experiments show that decomposition is more sensitive to undersampling and, especially in more complex datasets, C4.5 performed relatively better with small training sets. For other datasets, with no useful concept structure, C4.5 and HINT performed similarly in all but one domain.
In terms of the meaningfulness of discovered structures, the most signi cant experiments were those with DEX domains. For these domains HINT's task was to reconstruct the underlying concept hierarchy. We have observed that for all six domains investigated, HINT converges to concept hierarchies that are very similar or identical to those anticipated. It should be emphasized that we consider these similarities of concept structures as the most signi cant indicator of HINT's success.
The approach described in this article is limited to consistent datasets and nominal features. It is therefore desired to extend the approach to discover new features from noisy data, and from data that comprises continuous features. To handle noisy data, a minimal-error decomposition was recently proposed 51]. It is based on a representation of learning examples with class distributions and uses successive column merging of partition matrix, so that the expected error of classi cation is minimized. For continuously-valued datasets, the function decomposition method was proposed in 11]. They both present preliminary results which strongly encourage further development in this direction and integration of their techniques into common function decomposition framework. The feature construction aspect of HINT is in more detail investigated in 54].
