Abstract-We reexamine the characteristics of electrically short dipoles with nonlinear loads and, specifically, the early work of Motohisa Kanda. Although this topic has been examined in great detail in the past, some inconsistencies between numerical and analytical results are apparent, and these have not been previously addressed. We show that these inconsistencies were due to only periodic sampling of the analytic solution, and an insufficient number of iterations in the numerical solutions, and we give corrected results. Additionally, some of the more significant analytical results, which were once thought to be impractical due to their complexity, are numerically implemented. We also show that a simple approximation accurately describes the behavior of these electrically short dipoles over a wide range of frequency and amplitude.
I. INTRODUCTION
T HIS PAPER addresses some inconsistencies in the early work of Kanda [1] - [6] dealing with the analysis of an electrically short dipole with a nonlinear (diode) load. Such dipoles with diode loads are commonly used in electric-field probes. We show that Kanda's analysis (both analytical and numerical) was approximately correct over the typical operating range of a dipole probe (frequencies greater than 1 MHz and output voltages greater than 0.1 V). However, recent applications have forced us to examine the characteristics at lower ranges of frequency and output voltage, where the approximations and simplifications used by Kanda are no longer valid. In extreme cases, results based on invalid simplifications can show errors of greater than 20 dB. The inconsistencies described here were still present in a recent (1995) publication [6] . We examine the sources of these inconsistencies and give corrections.
We began examining Kanda's work because we wanted to simplify the calibration of electrically short dipole probes, and Kanda had written a number of papers on this subject. In the earliest of these papers [1] , Kanda analyzed an electrically short dipole with a nonlinear load using both analytical and numerical techniques. Initially, his results appeared to match the observed characteristics of our dipole probes, but two characteristics of his results were puzzling: substantial differences existed between some of the numerical and analytical solutions (especially at low frequencies and low input voltages), and the analytical solution suggested a positive bias across the diode load for low input voltages (a result that runs counter to both the nu- Publisher Item Identifier S 0018-9375(02)01457-6. merical models and engineering experience). Upon further investigation we found that, although the theoretical analysis and numerical models were sound, there were subtle errors in the implementation of both. This paper is structured as follows. In Section II, we examine some of the results published by Kanda and point out some of the apparent problems. In Section III we discuss the sources of the differences and give corrected results. We present some of the approximations that have been used to describe the behavior of these probes in Section IV. One of these approximations is quite simple, and describes the high-frequency behavior of these probes over a wide range of input voltages. Finally, in Section V, we reiterate our conclusions that the basic analysis (both numerical and analytical) performed by Kanda was sound, but that the implementation of the final solutions introduced minor errors. We also conclude that one of the approximations given by Kanda as being valid for high frequencies and high voltages is, in fact, much more general than he indicated; the approximation appears to be valid over a wide range of frequencies (greater than 100 kHz) and over the entire range of input and output voltages.
II. EARLY WORK
Kanda used a simple Thevenin's equivalent circuit of an electrically short dipole with a diode [1] , which is reproduced in Fig. 1 . The driving voltage
is the induced open-circuit voltage at the dipole terminal and is given by (1) where is the normal incident electric field strength and is the effective length of the dipole. In Fig. 1 , is the equivalent driving point capacitance of the dipole, and a parallel combination of a diode capacitance and a nonlinear (diode) resistance represents a simplified model of the diode. The physical dimensions were listed as a dipole length of m and an antenna radius of m. Unfortunately, an error in the equations for the effective length and dipole capacitance (corrected versions are given in [6] ), resulted in incorrect values for the dipole parameters used by Kanda. The dipole parameters for Kanda's model were given as m and F. For consistency, we will use these values in our analysis. The diode's capacitance is given as F, and the nonlinear resistance of the diode is characterized by its -characteristic (2) U. S. Government work not protected by U. S. copyright. In (2) , is the current through the nonlinear resistance, is the voltage across the diode,
A is the saturation current, and V , where C is the electronic charge, is the diode ideality factor, is Boltzmann's constant, and K is the temperature. In the analysis that follows, we will make the same assumption as Kanda: that the diode -characteristics given in (2) describe the diode behavior for all values of current and voltage. This is considered a good general model and should be adequate for our analysis, but will not describe all known diode characteristics [7] .
Kanda analyzed the circuit shown in Fig. 1 both analytically and numerically for a sinusoidal input voltage . The steady-state output voltage is a periodic signal of the same period as the input signal. Once this signal has been filtered to remove the high frequency content, we measure the remaining dc voltage , averaged over a complete cycle. The details of Kanda's analysis are given in [1] . Two plots presented in several of Kanda's papers [1] - [6] were digitized and are reproduced in Figs. 2 and 3. Fig. 2 gives the detected dc voltage across the diode as a function of the induced voltage at a driving frequency of 100 MHz for both the analytical and numerical techniques. For large induced voltages ( V), the numerical solution is about 45% greater than the analytical solution, and for small induced voltages the analytical solution is about seven times greater than the numerical solution. The sizes of these offsets was surprising, especially given the simplicity of the circuit model, the fact that both solutions are based on the same diode model, and the general ability of numerical models to simulate similar nonlinear circuits [7] . Fig. 3 gives the transfer function of the circuit shown in Fig. 1 . Using V/m rms as asserted in [1] and (1) we calculate a driving voltage of V. The transfer function in Fig. 3 is approximately dB at 100 MHz, but this does not agree with Fig. 2 , which shows that is approximately V, or 35 dB below for V. Most likely, the actual drive voltage used to generate Fig. 3 was V. Further investigation showed that the apparent null near 8 kHz in Kanda's transfer function depends on the input signal, and an input signal of V results in a curve very similar to that given in Fig. 3 . The differences between the analytical and numerical solutions of the transfer function are substantial, with differences of approximately 9 dB at 10 GHz, and below 7 kHz no analytical solution was given by Kanda. Even though we do not expect typical probes to be used much below 100 kHz, the existence of a difference between these curves across the frequency spectrum emphasizes that a problem is present with one or both of the solutions. We expected that the analytical solution was correct at high frequencies, since we expected a constant transfer function. However, the falloff of the analytical solution near 7 kHz is unexpected, and we expected the numerical solution to describe the behavior of the circuit more accurately here.
As a final puzzle, Kanda's analytical solution predicts a negative value for (biasing the diode "off") for most large values of frequency and input voltage, but also predicts a small positive value for small values of frequency and input voltage. To show this, we use the series representation of Kanda's analytical solution [1] ( 3) where is the normalized period given by (4) is the normalized induced voltage given by (5) and the series representations and are (6) and (7) Taking the first three terms of (which dominate for small values of ), we have (8) which has a value less than one for small values of and positive values of . If the argument of (3) is less than one (but greater than zero), then will be positive.
III. CORRECTIONS
We first duplicated Kanda's numerical model of the circuit in Fig. 1 to see if we could duplicate his results. Using our model, we then duplicated Kanda's simulation conditions by simulating the system for 400 periods of the input signal, with 16 sample points per cycle. Our numerical results were similar to those of Kanda, as shown in Fig. 4 , with a few notable exceptions. For large input signals ( V), our results agreed better with the analytical solution. For small input signals ( V), our numerical results fell somewhere between Kanda's numerical and analytical results. Further investigation showed that our numerical model had not reached a steady-state solution after 400 periods. If we allowed the solution to become stable (which in some cases took over 4000 periods), we obtained much better agreement, as shown in Fig. 4 . Further improvement was obtained by increasing the number of samples per period.
The transfer function generated by our numerical model showed poorer agreement with Kanda's, as shown in Fig. 5 . We showed similar behavior above 100 MHz, but our low-frequency behavior showed substantial differences, and we were unable to duplicate Kanda's results. Allowing our model to reach steady-state conditions helped improve the agreement between the analytical and numerical solutions for frequencies above 20 kHz, but still showed a large difference at lower frequencies. We assumed that the difference must be due to an error in the analytical solution. 
and is undefined in Kanda's paper. We assumed was equal to 1 so that (9) goes to 0 at (this assumption is unimportant since this term vanishes for large ). We compared the numerical and analytical solutions as a function of time and observed very similar results, so there did not appear to be an error in (9) . However, Kanda then shows how to compute (9) for time equal to integer multiples of the period. This is simply a sample of the output, not the average of the output over one cycle. This becomes a good estimate of the average over one cycle if the dc component of the output is large, which is probably why Kanda did not notice the problem. But, for small values of input voltage, the output voltage is sometimes positive and sometimes negative, and, therefore, periodic samples can also be either positive or negative, even if the dc component is strictly negative. A more general approach is given by Randa and Kanda [8] , but it still gives the instantaneous output voltage as a function of time, rather than the average over one period. Their result, which is valid for steady-state conditions, was (12) where . Averaging (12) over one period gives us (13) where the first term in (12) vanishes because we assume the input signal does not have a dc component. We could not find a simple closed-form solution for (13), but it is well behaved and simple to compute numerically. Fig. 6 shows the transfer function described by (13) for various values of the input voltage.
The variability in the high-frequency results for V is due to limited resolution of the numerical computation of (13). In all cases, the transfer functions are essentially flat for frequencies greater than 100 kHz. This is confirmed in Fig. 7 , which shows the detector's voltage response at various frequencies. In all cases, the numerical and analytical solutions agree and are, therefore, indistinguishable in the figure.
IV. APPROXIMATIONS
Since both Kanda's original solution and (13) are difficult to solve, several attempts have been made to approximate the detector's voltage response as a function of input voltage. Kanda showed that, for small input voltages, the output voltage was proportional to the square of the input voltage (14) and for large input voltages, the output voltage is directly proportional to the input voltage:
Equations (14) and (15) can be combined to give a continuous approximation of as a function of of the form where the constants and are chosen such that the behavior agrees with (14) for small input voltages, and with (15) for large input voltages. The combined solution is (16) The high-frequency analytical solution, along with the square-law approximation in (14), the linear approximation in (15), and the combined approximation in (16) are all plotted in Fig. 8 . These approximations have several desirable characteristics, two of which are the possibility of extrapolation and inversion. Assuming that the circuit model is correct but that slight variations in component parameters are possible, then a calibration over a small range of and can easily and accurately be extrapolated to give useful results outside of the calibration range. (However, extrapolation is always a risky proposition and should be used with great caution, since small imperfections in the circuit model can result in large errors. Some sort of limited verification is recommended before extrapolated results are accepted.) Inversion is also useful because, although calibrations are generally performed by varying the incident electric field (which is proportional to ), and then measuring , the final application of such probes involves measuring output voltage and then calculating the incident electric field. This implies that the relationship between the input and output voltages should be invertable, which is the case for (14)-(16).
Another approximation is also provided by Kanda. He states that, for large , the dc voltage averaged over a complete cycle becomes (17) where is the modified Bessel Function of zeroth order. Based on Kanda's caveat that this approximation is good for large , we did not expect this approximation to be much more useful than that given in (15). However, after implementing routines for computing [9] and its inverse (details are given in Appendix), we found that (17) appeared to be a good approximation for all values of . This relationship still needs to be verified analytically, but plots of our final high-frequency analytical and numerical solutions were indistinguishable from plots of (17), so there is little reason to show the result here. The general applicability of (17) could simplify the analysis of dipole probes described by Kanda. It is unfortunate that one of the most significant results of Kanda's analysis has not had greater exposure.
V. CONCLUSION
We have examined Kanda's early work on electrically short dipoles with nonlinear (dipole) loads, and have shown that the basic analysis is sound and reliable. We have also shown that the approximations used by Kanda are valid over the typical operating range of common electric-field probes. However, both the numerical and analytical approaches used by Kanda give erroneous results for small values of input voltage and frequency. We showed that the error in the analytical solution was due to the fact that Kanda periodically sampled the output voltage rather than averaging over a full period. Kanda's sampling procedure was shown to be a good approximation of the ideal result for moderate to large input voltages, and this is most likely the reason that Kanda did not detect the problem.
We also showed that Kanda's numerical procedure can give accurate results, but that some of the results published by Kanda were based on a simulation that had not yet converged to a final solution. Allowing the procedure to continue until it converged to a solution and also sampling at a higher resolution allowed us to see consistent agreement between the analytical and numerical solutions.
Finally, we showed that one of the approximations given by Kanda, that the output voltage can be computed using a natural logarithm and a zeroth-order modified Bessel Function, is quite good at high frequencies and over a wide range of input voltages. Since the zeroth-order modified Bessel function can be computed and inverted using simple procedures, this approximation is both simple and powerful, and will probably prove to be much more useful than Kanda realized.
APPENDIX

A. Approximations and Procedures for Computing the and Its Inverse
The modified Bessel Function of order zero has been studied in detail by Abramowitz and Stegun [9] , and they give several powerful approximations. For large arguments, is proportional to . This can lead to computational problems for very large (greater than 700), so we recommend first applying the natural logarithm to each product term of the approximations given in [9] , rather than computing directly and then computing the logarithm.
There is no direct formula for inverting either or . However, a simple iterative procedure based on the Newton-Raphson method [10] , and implemented below in (A1), will quickly converge to a solution. In general, given a function of the form , where is known and we would like to determine , we begin with an initial guess and then iterate using (A1)
As long as the initial guess is good, this procedure will generate an accurate solution very quickly. If we choose to be , then , and all that is left is to choose an initial guess . Using an approach similar to that used to obtain (16), and based on the asymptotic expansion of for small and large , a good approximation is (A2)
Inverting (A2) gives us an initial guess of (A3) Using (A3) as a starting point, we can iterate using (A4)
For large values of , should be simplified as described above. Similar approximations are available for [9] , and has an asymptotic expansion identical to that of for large . Therefore to avoid overflow problems, should be simplified by factoring out the asymptotic terms before computing the ratio.
