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In the original formulation of inﬂuence diagrams (IDs), each model contained exactly one
utility node. In 1990, Tatman and Shachter introduced the possibility of having super value
nodes that represent a combination of their parents’ utility functions. They also proposed
an arc-reversal algorithm for IDs with super value nodes. In this paper we propose a var-
iable-elimination algorithm for inﬂuence diagrams with super value nodes which is faster
in most cases, requires less memory in general, introduces much fewer redundant (i.e.,
unnecessary) variables in the resulting policies, may simplify sensitivity analysis, and
can speed up inference in IDs containing canonical models, such as the noisy OR.
 2009 Elsevier Inc. All rights reserved.1. Introduction
An inﬂuence diagram (ID) [1] is a probabilistic graphical model for decision analysis, having three kinds of nodes: chance,
decision, and utility—see Section 2.1 for a formal deﬁnition. The goal of evaluating an ID is to obtain the expected utility and
an optimal strategy, which consists of a policy for each decision. The ﬁrst algorithm for evaluating IDs consisted in expanding
and evaluating an equivalent decision tree [1]. Later, Olmsted [2] proposed the arc-reversal (AR) algorithm, which evaluates
the ID recursively by eliminating its nodes and inverting arcs when necessary—see also [3].
In the original proposal [1], each inﬂuence diagram (ID) had only one utility node. A node like this, whose parents are chance
nodes or decision nodes, is nowadays called an ordinary utility node, in contrastwith super value nodes (SVNs), whose parents are
other utility nodes; an SVN represents a utility that is a combination of the utilities of its parents. SVNswere introduced in 1990
by Tatman and Shachter [4], who also extended the AR algorithm to deal with SVNs of type sum and product.
In the next decade, several variable-elimination algorithms were proposed for IDs, some of them combined with cluster-
ing algorithms [5–10]. They allow the ID to contain several ordinary utility nodes, under the assumption that the global util-
ity is the sum of all of them, but none of those algorithms can deal with SVNs.
Our interest in SVNs arose during the construction of a decision-support system for the mediastinal staging of non-small
cell lung cancer [11], whose utilities combine additively and multiplicatively, as shown in Fig. 1. In order to evaluate this ID,
we wanted to have an algorithm for IDs with SVNs, such that it1:
1. were faster than AR;
2. required less memory;
3. avoided redundant variables;
4. simpliﬁed sensitivity analysis;
5. could be integrated with state-of-the-art algorithms for inference in IDs containing canonical models.. All rights reserved.
e), fjdiez@dia.uned.es (F.J. Díez).
ginning of our study, but emerged as a possibility during the design of the algorithm.
Fig. 1. Decision-support system for the mediastinal staging of non-small lung cancer.
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them because, unlike AR, it does not need to divide potentials and the number of potentials stored in the working memory is
smaller.
The third objective refers to redundant variables, i.e., those whose value is known when making a decision but that do not
affect the optimal policy—see Section 2.2. As the complexity of a policy grows exponentially with the number of variables in
its domain, it is desirable to remove as many redundant variables as possible, not only to reduce the storage space but, more
importantly, to communicate the policy to a human being. In fact, the explanation of reasoning is a crucial issue for building
and deploying decision-support systems because it helps to debug the model and to convince the user that the results are
correct, and for building intelligent tutoring systems [12–14]. Policies containing redundant variables are more difﬁcult to
understand and debug. Even worse, the inclusion of structurally redundant variables (cf. Section 2.2), i.e., those that cannot
affect the policy due to the nature of the causal relations involved in the problem, undermines the user’s conﬁdence in the
policies recommended by the expert system. Several algorithms have been proposed in the literature [15–19] for detecting
structurally redundant variables efﬁciently by analyzing the graph of the ID, but none of them can analyze IDs with super
value nodes.
The fourth objective refers to sensitivity analysis, which consists of studying how the expected utility and the optimal
strategy vary as a consequence of changes in the model [20,21]. Parametric sensitivity analysis in IDs is performed by assign-
ing a range of variation or a probability distribution to (some of) the utilities and conditional probabilities that deﬁne the ID,
or by detecting the thresholds that determine a change in the optimal policies. However, in some cases the structure of the
graph that deﬁnes an ID implies that the values of a certain potential (namely, a conditional probability table or a utility
function) do not affect the expected utility or the optimal policies of some decisions. In that case, it is not necessary to
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example of this.
Finally, the ﬁfth objective is related with canonical models, which are probabilistic relations deﬁned by some constraints
usually stemming from casual assumptions [22]. They are called ‘‘canonical” because they can be used as elementary blocks
that combine to build up more sophisticated probabilistic models [23]. In particular, the relation between a node and its par-
ents in a Bayesian network (or a chance node and its parents in an ID), which in the case of discrete variables takes the form
of a conditional probability table (CPT), can sometimes be represented by a particular canonical model, while other CPTs in
the same network might be based on different models. The canonical models that appear more often in practice are the noisy
OR and its extension, the noisy MAX. Canonical models do not only simplify the process of building CPTs, but may also lead to
drastic computational savings in both memory and time. For instance, CPCS [24] is a large medical Bayesian network that for
many years was resistant to exact inference algorithms, because all of them ran out of memory when trying to compute
some marginal queries—see the Ref. [25]. Even most of the approximate algorithms converged very slowly when the evi-
dence introduced was very unlikely [26]. However, in 1999 Takikawa and D’Ambrosio [25] proposed a new factorization
of the noisy MAX that was able to do exact inference on that network in less than a second, and the factorization by Díez
and Galán [27] further reduced that time to 0.05 s. Those factorizations can be integrated with both variable elimination
and clustering algorithms, but not with arc reversal. That was an additional reason for developing a variable-elimination
algorithm for IDs with SVNs, in order to obtain savings similar to those of Bayesian networks.
Our algorithm is an extension of variable-elimination algorithms for IDs [5–8,10,19,28]; in fact, when the ID has no SVN, it
performs essentially the same operations as them. The main difference is that it represents the utility function of the ID in
the form of a tree, and in a reﬁned version of the algorithm, in the form of an acyclic directed graph (ADG). The algorithm
usually transforms that tree or ADG before eliminating each variable, trying to preserve its separability as long as possible, in
order to reduce the space complexity and to avoid redundant variables in the policies.
The remainder of this paper is structured as follows: Section 2 presents the basic deﬁnitions for IDs (Section 2.1) and
analyzes the problem of redundant variables (Section 2.1). Section 3 presents a new algorithm for eliminating chance vari-
ables (Section 3.1) and decision variables (Section 3.2) from a tree of potentials (ToP) and integrates these results into a
variable-elimination algorithm for IDs with SV nodes (Section 3.3). Section 4 proposes a variation of the algorithm that
performs some divisions of potentials. Section 5 describes the empirical evaluation of different versions of our algorithm,
comparing them with arc reversal. We discuss related work and future research lines in Section 6, and conclude in
Section 7.2. Basic deﬁnitions
2.1. Inﬂuence diagrams
An ID is a probabilistic graphical model that consists of three disjoint sets of nodes: decision nodes VD, chance nodes VC ,
and utility nodes VU . Chance nodes represent events that are not under the direct control of the decision maker. Decision
nodes correspond to actions under the direct control of the decision maker. Given that each chance or decision node repre-
sents a variable, we will use indifferently the terms variable and node. IDs assume that there is a total ordering of the deci-
sions, which indicates the order in which the decisions are made.
We distinguish two types of utility nodes: ordinary, whose parents are decision and/or chance nodes, and super value,
whose parents are utility nodes. We assume that there is a utility node U0 that is a descendant of all the other utility nodes,
and therefore has no children.2
The meaning of an arc in an ID depends on the type of nodes that it links. An arc from a decision Di to a decision Dj means
that Di is made before Dj. An arc from a chance node C to a decision node Dj means that the value of variable C is knownwhen
making decision Dj. Arcs into utility nodes represent functional dependency: arcs into ordinary utility nodes indicate the do-
main of the associated utility function, and arcs into an SVN U indicate that the associated utility function is a combination
(generally a sum or a product) of the utility functions of the parents of U.
We assume the non-forgetting hypothesis, which means that a variable C known for a decision Dj is also known for any
subsequent decision Dk, even if there is no explicit link C ! Dk in the graph.
A potential is a real-valued function over a domain of ﬁnite variables. The quantitative information that deﬁnes an ID is
given by (1) assigning to each random node C a conditional probability potential pðCjpaðCÞÞ for each conﬁguration of its par-
ents, paðCÞ,3 (2) assigning to each ordinary utility node U a potential wUðpaðUÞÞ that maps each conﬁguration of parents onto a
real number, and (3) assigning a utility-combination function to each super value node. The domain of each function wU is given
by its functional predecessors, FPredðUÞ; thus, the functional predecessors of an ordinary utility node are its parents,
FPredðUÞ ¼ PaðUÞ, and the functional predecessors of a super value node are all the functional predecessors of its parents:2 Clearly, an ID having only one utility node satisﬁes this condition by identifying such a node with U0. An ID having several utility nodes assumes that the
global utility is their sum, and can be modiﬁed to fulﬁll that condition by adding a new node U0, of type sum, whose parents are the original utility nodes.
Therefore, this assumption does not restrict the types of IDs that our algorithm can solve.
3 PaðXÞ is the set of parents of X, and paðXÞ is a conﬁguration of Pa(X).
D A 
U2
U1
U3
B 
Fig. 2. Graph of a small ID containing two super value nodes: one of them is of type product, and the other of type sum.
618 M. Luque, F.J. Díez / International Journal of Approximate Reasoning 51 (2010) 615–631FPredðUÞ ¼ [fFPredðU0ÞjU0 2 PaðUÞ}. The algorithms described in this paper assume that all the super value nodes in the ID are
either of type sum or product.4
The matrix of an ID w, is deﬁned by4 A su
Uj is a p
utility f
both ou
5 In twðVC ;VDÞ ¼
Y
C2VC
PðCjpaðCÞÞ
 !
wU0 ðFPredðU0ÞÞ: ð1ÞThe total ordering of the decisions fD0; . . . ;Dn1g induces a partition of the chance variables fC0;C1; . . . ;Cng, where Ci is
the set of variables unknown for Di1 and known for Di. The set of variables known to the decision maker when deciding
on Di is called the informational predecessors of Di and denoted by IPredðDiÞ. Consequently,
IPredðDiÞ ¼ C0 [ fD0g [ C1 [    [ fDi1g [ Ci ¼ IPredðDi1Þ [ fDi1g [ Ci.
The maximum expected utility (MEU) of an ID whose chance and decision variables are all discrete isMEU ¼
X
c0
max
d0
X
c1
  
X
cn1
max
dn1
X
cn
wðVC ;VDÞ: ð2ÞAn optimal policy dDi is a function that maps each conﬁguration of the variables in IPredðDiÞ—i.e., those to the left of Di in
the expression above—onto the value di of Di that maximizes the expression to the right of Di5:dDi ðIPredðDiÞÞ ¼ argmax
di2Di
X
ciþ1
max
diþ1
  
X
cn1
max
dn1
X
cn
wðVC ;VDÞ: ð3ÞFor instance, for the graph given in Fig. 2,MEU ¼
X
b
max
d
X
a
PðaÞ  PðbÞ  ½U1ðaÞ þ ðU2ða;dÞ  U3ðbÞÞ ð4ÞanddDðbÞ ¼ argmax
d2D
X
a
PðaÞ  PðbÞ  ½U1ðaÞ þ ðU2ða; dÞ  U3ðbÞÞ: ð5Þ2.2. Redundant variables
According to Eq. (3), in principle, the domain of a policy consists of all the variables whose value is known when making
that decision: domðdDi Þ ¼ IPredðDiÞ. However, in some cases the policy dDi does not depend on a particular variable X of
IPredðDiÞ; we then say that X is redundant. The formal deﬁnition is as follows:
Deﬁnition 1. Let D be a decision variable in an ID and X an informational predecessor of D: X 2 IPredðDÞ. Variable X is said to
be redundant for D if and only if8x; 8x0; 8y; dDðx; yÞ ¼ dDðx0; yÞ;per value node Ui representing a combination function other than the sum or the product can be transformed into an ordinary utility node as follows: if
arent of Ui , we remove Uj from the ID and add its parents as new parents of Ui , and proceed recursively until no parent of Ui is a utility node. The new
unction for Ui derives from the original utility function of Ui and from those of its utility ancestors in the original ID. This transformation is necessary for
r algorithm and arc reversal [4].
he case of a tie, any of the values of Di that maximize that expression can be chosen arbitrarily.
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Shachter [16] distinguished two types of redundant variables, under the names of ‘‘irrelevant” and ‘‘probabilistically irrel-
evant”. Following partially the terminology of Faguiouli and Zaffalon [15], we prefer to use the terms ‘‘structurally redun-
dant” and ‘‘numerically redundant”, which are deﬁned as follows:
Deﬁnition 2. A redundant variable for decision D in an ID I is structurally redundant if and only if it is redundant for all the
IDs having the same graph as I. Otherwise, it is numerically redundant.
Therefore, the structural redundancy only depends on the graph of the ID, while numerical redundancy depends on the
assignment of probability and utility potentials. Several algorithms have been proposed in the literature for detecting struc-
turally redundant variables by analyzing the graph [15–19], but none of them can cope with SVNs. In a future paper we will
propose a new algorithm that solves this problem, but in our opinion this is not a crucial issue, as the variable-elimination
algorithm that we describe in this paper rarely includes structurally redundant variables—see the experiments in Section 5.
However, we could always apply the redundancy-detection algorithm if redundant variables were a relevant problem in our
domain of application.
In this paper we introduce the deﬁnition of quasi-structurally redundant variables as follows:
Deﬁnition 3. An ordinary utility node in an ID is monotonic if its utility function contains only non-positive or non-negative
values.Deﬁnition 4. A variable X in an ID is quasi-structurally redundant for a decision D with respect to a subset of utility nodes if
the monotonicity of all those nodes implies that X is redundant for D.
Please note that quasi-structural redundancy is related with numerical redundancy, because it depends on the values of
some parameters in the ID, but on the other hand, such a variable will be redundant in all the IDs having the same graph and
satisfying that condition, which implies that quasi-structural redundancy is a property of the graph, not of a particular ID—
hence the name ‘‘quasi-structural”.
For instance, for the graph given in Fig. 2 the optimal policy for decision D, given by Eq. (5), depends on B. That equation
can be rewritten asdDðbÞ ¼ argmax
d2D
PðbÞ  u01 þ U02ðdÞ  U3ðbÞ
 
; ð6Þwhere u01 ¼
P
aPðaÞ  U1ðaÞ and U02ðdÞ ¼
P
aPðaÞ  U2ða; dÞ. Given that PðbÞ is always non-negative and u01 is a constant,
dDðbÞ ¼ argmax
d2D
U02ðdÞ  U3ðbÞ: ð7ÞIf the utility node U3 is monotonic, then its values are either all non-negative or all non-positive. In the former case,8b; U3ðbÞP 0 ) 8b; max
d2D
U02ðdÞ  U3ðbÞ ¼ U3ðbÞ max
d2D
U02ðdÞ ð8Þ
) 8b; dDðbÞ ¼ argmax
d2D
U02ðdÞ ð9Þand in the latter8b; U3ðbÞ 6 0 ) 8b; max
d2D
U02ðdÞ  U3ðbÞ ¼ U3ðbÞ min
d2D
U02ðdÞ ð10Þ
) 8b; dDðbÞ ¼ argmax
d2D
U02ðdÞ: ð11ÞIn both cases dDðbÞ is independent of B, i.e., B is quasi-structurally redundant for decision Dwith respect to the subset of util-
ity nodes fU3g.
3. Variable-elimination on a tree of potentials (algorithm VE)
The basic idea of our algorithm consists of representing the matrix of an inﬂuence diagram, deﬁned in Eq. (1), as a tree of
potentials (ToP), whose leaves (also called terminal nodes) represent probability potentials /i or utility potentials wj, and each
non-terminal node indicates either the sum or the product of the potentials represented by its children.
For instance, Fig. 3 shows the ToP for the ID in Fig. 2, whose matrix is PðaÞ  PðbÞ  ½U1ðaÞ þ U2ða; dÞ  U3ðbÞ.
The construction of the ToP proceeds as follows. The root will always be a non-terminal node of type product. Each prob-
ability potential of the ID is added as a child of the root. If the bottom node of the ID, U0, is an ordinary utility node or a super
value node of type sum, it is also added as a child of the root. On the other hand, if U0 is a super value node of type product, its
parents in the ID are added as children of the root in the ToP. All the other utility nodes in the ID must be added in the same
way. As a result, the ToP represents the matrix of the ID, i.e., the tree of utility nodes in the ID, although upside down, to-
gether with the probability potentials.
P(A)
×
+
P(B)
U (A)
U (A,D) U (B)
×
2
1
3
Fig. 3. Tree of potentials (ToP) for the ID of Fig. 2.
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be removed by transferring its children to its parent.
We describe in the next two subsections how the elimination of chance and decision variables in an ID can be handled by
applying the sum and max operators, respectively, to the ToP. We will assume that the ToP does not contain duplicated
nodes.
3.1. Elimination of a chance variable on a ToP
The elimination of a chance variable A consists of applying the operator
P
A to the ToP. We divide this process into two
phases: we ﬁrst unfork the ToP, and then eliminate A in the leaves of the new ToP, according to the following deﬁnitions.
Deﬁnition 5. A variable X appears in a ToP t if it belongs to its domain, i.e., if it belongs to the domain of some of the terminal
nodes of t.Deﬁnition 6. A node n of type product is forked with respect to (wrt) a variable A if A appears in more than one of the branches
of n.
Deﬁnition 7. A ToP is forked wrt A if at least one of its product nodes is forked wrt A. Otherwise, it is non-forked.
For example, variable A appears in the ToP in Fig. 3. The root node is forked wrt A because A appears in two of its three
branches. Consequently, the ToP in that ﬁgure is forked wrt variable A. In contrast, the subtree rooted at the sum node is not
forked wrt A because it only contains one product node, which is not forked.
3.1.1. Eliminating forked nodes
The elimination of forked nodes in a ToP is based on two auxiliary operations: distribute and compact. The former operates
on a product node forked wrt A (the chance variable to be eliminated) by applying the distributive law of multiplication; it
transforms a tree such as that in Fig. 4a, in which both siblings n1 and n2 depend on A, into the tree in Fig. 4b. The new po-
tential is equivalent to the original one becauseFig. 4. (a) A ToP, where both n1 and n2 depend on the chance variable to be eliminated, A. (b) A ToP equivalent to (a), in which n2 has been distributed with
respect to n1.
Fig. 5.
depend
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l¼1
w1;l
 !
 w2 ¼
Xk
l¼1
w1;l  w2
 
: ð12ÞFor instance, in the example in Fig. 3, whose potential was PðaÞ  PðbÞ  ½U1ðaÞ þ U2ða; dÞ  U3ðbÞ, after distributing PðaÞwith
respect to the sum node, the new potential will be PðbÞ  ½PðaÞ  U1ðaÞ þ PðaÞ  U2ða; dÞ  U3ðbÞ (see Fig. 5a).
Please note that the product node that represents PðaÞ  U1ðaÞ in Fig. 5a is forked, but since PðaÞ and U1ðaÞ are terminal
nodes, it can be unforked by compacting it, i.e., by multiplying the children that are terminal—see Fig. 5.
We can now present the operation unfork, which makes use of compact and distribute to transform each forked subtree
into a new subtree representing an equivalent potential, but unforked wrt A. This operation, applied to a node n forked
wrt variable A, proceeds by recursively unforking the children of n. After that, if n is a product node, it compacts n, and suc-
cessively distributes its children that depend on A. After each distribution operation, it may be necessary to unfork the new
subtrees. Despite the recursive nature of the operation unfork, the process terminates in a ﬁnite number of steps, returning a
non-forked ToP. The pseudocode for these operations and the proof of termination can be found in [29].
For example, the ToP in Fig. 6a is forked with respect to A. The operation unfork would start by recursively unforking the
children of the root node. The ﬁrst three children of the root node and the ﬁrst child of the sum node are not modiﬁed, be-
cause they are terminal. When unfork applies to the second child of the sum node, it compacts it, i.e., it multiplies the ter-
minal nodes depending on A, thus creating a new potential U2;3ðA;CÞ—see Fig. 6b. After unforking the children of the root
node, n, unfork proceeds to compact n by multiplying PðAÞ and PðA;BÞ, which creates a new potential P0ðA;BÞ—see Fig. 6c. This
potential must be distributed with respect to the sum node (see Fig. 6d) and unfork is invoked again on the sum node, which
compacts some nodes (see Fig. 6e).
The pseudocode listings of operations distribute, compact, unfork and other algorithms described in the paper are included
in [29].
3.1.2. Elimination of a chance variable from a non-forked tree
When a tree is non-forked, the process of eliminating a chance variable A can be understood as ‘‘transferring” the
P
A
operator from the root of the ToP down to the leaves that depend on A, according to the following theorem.
Theorem 8. Let t be a ToP, non-forked wrt A, representing the potential w. The potential
P
Aw is equivalent to the potential
represented by the ToP t0 obtained by replacing in t each terminal node wi depending on A with the potential
P
Awi.
The proof can be found in [29].
Going back to the example in Fig. 2, the potential PðbÞ  U01ðaÞ þ U02ða; dÞ  U3ðbÞ
 
was represented by the tree in Fig. 5b,
which is non-forked wrt A. The elimination of chance variable A is performed by replacing U01ðaÞ with the constant
u01 ¼
P
aU
0
1ðaÞ, and replacing U02ða; dÞ with U02ðdÞ ¼
P
aU
0
2ða; dÞ. The result is w ¼ PðbÞ  u01 þ U02ðdÞ  U3ðbÞ
 
.
3.2. Elimination of a decision variable on a ToP
The elimination of a decision variable D from a potential w that does not depend on D is trivial, because maxDw ¼ w. The
elimination from a terminal potential that depends on D is also immediate. Let us assume that w is represented by a ToP,
whose root node r is not terminal, and wi is the potential represented by the ith child of r.
We analyze ﬁrst the case in which r is of type sum. If more than one of the wis depend on D, it is not correct to eliminate D
by replacing each wi with maxDwi, because maxDðwi þ wi0 Þmay be different from maxDwi þmaxDwi0—please note the contrast
with Theorem 8. The correct procedure when r is of type sum is to add all the potentials that depend on D before eliminatingP(A)
×
+P(B)
U (A) U (A,D) 
×
×
P(A) U (B)
(a)
P(A)*U (A)
×
+P(B)
×
P(A)*U (A,D) U (B)
U´(A)
U ´(A,D)
(b)
1 2 3
2 3
1
1
2
(a) ToP equivalent to that in Fig. 3, in which PðAÞ has been distributed with respect to the sum node. (b) ToP equivalent to (a), in which the leaves
ent on A have been compacted and replaced by two new potentials, U10 ðAÞ and U20 ðA;DÞ.
Fig. 6. Example of the operation unfork: (a) a ToP forked wrt A. (b) ToP equivalent to (a), in which the children of the root are unforked. (c) ToP after
compacting the root node in (b). (d) ToP after distributing P0ðA;BÞwrt the sum node in (c). (e) ToP unforked wrt A, obtained after unforking the sum node in
(d).
622 M. Luque, F.J. Díez / International Journal of Approximate Reasoning 51 (2010) 615–631D; the rest of the potentials are not modiﬁed. Formally, if J is the set of subindices such that wj does not depend on D, and K
contains the other subindices, then:max
D
w ¼ max
D
X
i
wi ¼
X
j2J
wj þmax
D
X
k2K
wk|ﬄﬄ{zﬄﬄ}
wD
: ð13ÞIf r is of type product, we ﬁrst need the following deﬁnitions.
Let r be a node of type product, whose potential is w, and let wi be the potential represented by the ith child of r. We deﬁne
J as the set of subindices such that wj is monotonic and does not depend on D, and K as its complementary. We also deﬁnem
as the number of indices in J such that wj has at least one negative value (the other values of wj must be either negative or
null, because wj is monotonic).
Given the above deﬁnitions, if m is even, then
Q
j2Jwj is non-negative, and consequently,max
D
w ¼ max
D
Y
i
wi ¼
Y
j2J
wj max
D
Y
k2K
wk|ﬄ{zﬄ}
wD
: ð14ÞIf it is odd, then Qj2Jwj is non-negative and
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D
w ¼ ð1Þ 
Y
j2J
wj max
D

Y
k2K
wk|ﬄﬄﬄ{zﬄﬄﬄ}
wD
: ð15ÞThis analysis leads to the operation eliminateDecision, which eliminates a decision D from the tree rooted at n. Let us ﬁrst
consider the non-trivial case in which n depends on D. If n is a terminal node with associate potential w, then it replaces w
with maxDw and it returns the optimal policy, dD :¼ argmaxDw.
Secondly, let us consider the case in which n is of type sum. If n has several children depending on D, then eliminateDe-
cision collapses those branches into a potential, wD—see Eq. (13)—, which will be added as a child of n, and the algorithm
eliminateDecision is invoked recursively on wD.
Finally, let us assume that n is of type product. First, we calculate K and m for node n in accordance with their deﬁnitions
given above. If jKj > 1, then the children with subindices in K are collapsed into a potential, wD—see Eqs. (14) and (15). Ifm is
odd then it adds a node with the constant potential 1 as a child of n and changes the sign of the potential wk0 , according to
Eq. (15). The last step consists of invoking eliminateDecision recursively on wD.
The pseudocode for this operation can be found in [29].
For example, we have already shown that, for the ID in Fig. 2 (see also Fig. 5), after eliminating A the matrix is
w ¼ PðbÞ  u01 þ U02ðdÞ  U3ðbÞ
 
. When eliminating D, we have maxdw ¼ PðbÞ  u01 þmaxd U02ðdÞ  U3ðbÞ
  
. In general,dDðbÞ ¼ argmax
d2D
ðU02ðdÞ  U3ðbÞÞ: ð16ÞHowever, if U3 is non-negative, then maxdw ¼ PðbÞ  u01 þ u02  U3ðbÞ
 
, where u02 ¼ maxdU02ðdÞ, and the optimal policy isdD ¼ argmax
d2D
U02ðdÞ; ð17Þwhich does not depend on B. If U3 is non-positive, then maxdw ¼ PðbÞ  u01 þ ð1Þ  u02  U3ðbÞ
 
, where u02 ¼ maxd U02ðdÞ
 
, and
the optimal policy isdD ¼ argmax
d2D
U02ðdÞ; ð18Þwhich does not depend on B either. Therefore, when U3ðbÞ is monotonic, our algorithm does not include in the domain of dD
the quasi-structurally redundant variable B. In contrast, the arc-reversal algorithm [4] would collapse all the utility nodes
into a single node when eliminating A; as the parents of the new utility node are B and D, the elimination of D would always
include B in the domain of dD.3.2.1. Sensitivity analysis
Another advantage of our algorithm, closely related to the attempt to avoid redundant variables, is the possibility of sim-
plifying sensitivity analysis. For instance, in the above example the policy for D was given by Eq. (16), where
U02ðdÞ ¼
P
aPðaÞ  U2ða; dÞ. Consequently, if we perform a sensitivity analysis for variable D in order to determine which vari-
ations of the parameters of the ID may lead to a different policy, we need only to examine the probabilities in PðaÞ and the
utilities in U2ða; dÞ and U3ðbÞ, because dD does not depend at all on the other parameters, namely those in PðbÞ and U1ðaÞ. This
may lead to a signiﬁcant simpliﬁcation of sensitivity analysis.
Additional simpliﬁcations occur when U3ðbÞ is monotonic. In this case, Eqs. (17) and (18) tell us that the policy only de-
pends on the values of PðaÞ and U2ða; dÞ, and on the sign of the values of U3ðbÞ. This is important because usually human
experts are uncertain about the exact value of a parameter, but not about its sign.
In summary, our variable-elimination algorithm may simplify sensitivity analysis if we keep track (for instance, by main-
taining a set of pointers) of the ID potentials that have been involved in the computation of each potential at the ToP.
In contrast, in this example arc reversal [4] would eliminate D by maximizing a potential derived from all the potentials
that deﬁne the ID, namely PðaÞ; PðbÞ; U1ðaÞ, U2ða; dÞ, and U3ðbÞ, which seems to indicate that every parameter in ID might
affect the policy dD.3.2.2. Inclusion of redundant variables
Although the distribution of potentials in general avoids the inclusion of redundant variables in the policies, as we have
seen in the previous examples (see also the experiments in Section 5.3), it may fail to avoid them in some cases. The follow-
ing example explains why.
Let us assume that we are interested in computing maxd
P
aw, where w ¼ ½w1ðaÞ þ w2ðbÞ  ½w3ðaÞ þ w4ðdÞ. When eliminat-
ing A, the node that represents w is forked wrt A. If the algorithm takes ½w1ðaÞ þ w2ðbÞ as n1 and ½w3ðaÞ þ w4ðdÞ as n2, the
result of the distribution is w ¼ w1ðaÞ  ½w3ðaÞ þ w4ðdÞ þ w2ðbÞ  ½w3ðaÞ þ w4ðdÞ. The ﬁrst summand is represented by a product
node, which is still forked. A new distribution leads to w ¼ w1ðaÞ  w3ðaÞ þ w1ðaÞ  w4ðdÞ þ w2ðbÞ  ½w3ðaÞ þ w4ðdÞ andP
aw ¼ w13 þ w01  w4ðdÞ þ w2ðbÞ  ½w03 þ w4ðdÞ, where w13; w01, and w03 are the constant potentials that result from summing
out A from the terminal leaves of the previous potential. Then, the elimination of D will explicitly compute
w01  w4ðdÞ þ w2ðbÞ  w03 þ w4ðdÞ
 
, which yields a terminal potential that depends on both B and D:
6 It is
reversa
reversa
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conﬁgu
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d
X
a
w ¼ max
d
X
a
½w1ðaÞ þ w2ðbÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
n1
 ½w3ðaÞ þ w4ðdÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
n2
¼ max
d
w01  w4ðdÞ þ w2ðbÞ  ½w03 þ w4ðdÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
wðb;dÞ
:Therefore, the algorithm will include B in the policy dD.
However, the algorithm would have been able to detect that B is quasi-structurally redundant (wrt w01 and w2) if it had
distributed the top factors in a different way:max
d
X
a
w ¼ max
d
X
a
½w1ðaÞ þ w2ðbÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
n2
 ½w3ðaÞ þ w4ðdÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
n1
¼ max
d
X
a
f½w1ðaÞ þ w2ðbÞ  w3ðaÞ þ ½w1ðaÞ þ w2ðbÞ  w4ðdÞg
¼ max
d
w13 þ w2ðbÞ  w03 þ w01 þ w2ðbÞ
   w4ðdÞ  ¼ w13 þ w2ðbÞ  w03 þ w01 þ w2ðbÞ  max
d
w4ðdÞ:As we have seen, the ﬁrst distribution performed in this example failed to detect that w4 is a common factor for w
0
1 and w2.
This example underlies the importance of deciding which candidates for a distribution (i.e., those factors of type sum
depending on the variable to be eliminated) should be chosen as n1 and n2. The problem is that our algorithm performs myo-
pically, in the sense that when eliminating a variable it does not take into account the effect that it will have on the subse-
quent elimination of other variables. The reﬁnement of our algorithm in order to avoid redundant variables is an open
problem, as mentioned in Section 6.6
3.3. Summary: variable-elimination algorithm using a ToP
Finally, we can now describe a variable-elimination algorithm using a ToP that integrates all the steps described so far.
The input of the algorithm is not only an ID, but also an elimination order for the variables in VC [ VD. This order has to be a
legal elimination sequence [17], which means that it must eliminate ﬁrst the variables in Cn, then Dn, then those in Cn1, and so
on (see Eq. (2)). However, this condition only imposes a partial ordering on the variables in VC [ VD: it is still necessary to
order the variables inside each Ci. The similarity of this problem with others in Bayesian networks makes us conjecture that
ﬁnding an optimal elimination sequence for our algorithms is NP-complete. Finding near-optimal orderings is an open issue
that we will discuss in Section 6.
Initially, the algorithm constructs the ToP t of the ID and eliminates the duplicated nodes of t. After that, it successively
eliminates the variables one by one according to the elimination order. If the variable V to be eliminated is a chance node,
then it unforks t wrt V and replaces each terminal node ni in t depending on V with
P
vwi. If V is a decision variable then it is
eliminated from t as explained in Section 3.2. When all the variables have been eliminated theMEU of the ID is the numerical
value of the potential at t (a constant).
The correctness of the above process is ensured because the eliminations of chance and decision variables are performed
according to a legal elimination sequence, and each transformation of the ToP preserves the MEU and the optimal policies.4. Variable elimination with division of potentials (algorithm VE-D)
The previous section has presented the basic algorithm of variable elimination (VE) on a ToP, which operates without dis-
tinguishing between probability and utility potentials. In this respect, it is similar to some variable-elimination algorithms
for IDs without SVNs [5,6,10]. On the contrary, the variable-elimination algorithm proposed in [8] for IDs without super va-
lue nodes differentiates both types of potentials and, when eliminating a chance variable, normalizes the probability poten-
tials by means of a division. The main advantage of this process is that the utility potentials obtained after multiplication by
the normalized potentials represent the utilities associated with different scenarios, which may be useful for explaining the
decision process to the user [13].
Similarly, it is possible to design a new version of our VE algorithm for ID with SVNs, called VE-D (where ‘‘D” stands for
divisions), which instead of storing all the potentials in the same ToP, manages a list of probability potentials (LoPP) and a tree
of utility potentials (ToUP). Their product represents the matrix of the ID. The construction of the ToUP for an ID is identical to
that of the ToP (cf. Section 3), with the only difference being that it does not include probability potentials.
The operations performed by VE-D are essentially the same, except that when eliminating variable V the probability
potentials depending on V are removed from the LoPP and multiplied all together, thus obtaining /V . If V is a chance variable,
we compute a new probability potential /V ¼
P
V/V , which does not depend on V, and add it to the LoPP. Then, we multiply
the ToUP by /V=/

V and eliminate V from the ToUP by applying the operator
P
V , as explained in Section 3.1. If V is a decision,
then we add projectV/V to the LoPP and eliminate V from the ToUP, as explained in Section 3.2.
7worthy of note that in this example our algorithm can obtain the correct domain for decision D if it selects the right distribution of potentials, while arc
l [4] would always include the redundant variable B in the policy of D. However, the experiments in Section 5 show that in some exceptional cases arc
l may include fewer redundant variables than ours—an issue that deserves further investigation.
operator projectV in VE-D only makes sense when applied to a potential that does not depend on V, i.e., a potential whose value is the same for all the
rations having the same value of V . For instance, given a potential /ðv1;v2Þ such that /ðþv1;þv2Þ ¼ /ð:v1;þv2Þ ¼ 0:9 and
:v2Þ ¼ /ð:v1;:v2Þ ¼ 0:4, which does not depend on V1, the operator projectV1 gives a new potential /0ðv2Þ ¼ projectV1/ðv1;v2Þ such that
¼ 0:9 and /0ð:v2Þ ¼ 0:4.
Fig. 7. Distribution of n2 in Fig. 4a using an ADGoUP instead of a ToP. Instead of creating several copies of n2, as we did in the case of a ToP (see Fig. 4b), we
add links from the children of n1 to n2 in the ADGoUP.
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probabilities /V , such product does not depend on V.
When the algorithm VE-D eliminates a decision Di, the ToUP represents a potential that depends on the informational
predecessors of Di : wiðc0; d1; . . . ; di1; ci1; diÞ. It is possible to show that the value of wi is the utility of the scenario in which
(1) the variables in Cj ð0 6 j 6 iÞ take the values dictated by the conﬁguration cj, (2) the decision maker chooses option dk for
each decision Dk ð1 6 k 6 iÞ and (3) chooses the best option for the decisions after Di.8 This is the main reason for dividing the
probability potentials: when a user of the decision-support system is interested in knowing why the system recommends op-
tion di for scenario ðc0;d1; . . . ; di1; ci1Þ rather than option d0i, it is useful to display the values wiðc0;d1; . . . ; di1; ci1;diÞ and
wi c0;d1; . . . ;di1; ci1;d
0
i
 
, i.e., the expected utility of each option [30]. When evaluating an ID with the arc-reversal algorithm,
these values can be read directly from the utility table of the ID before eliminating Di. However, in general VE cannot show these
utilities, and this is a reason for using VE-D instead of VE.5. Empirical evaluation
We performed a series of experiments for assessing the efﬁciency of the variable-elimination algorithms proposed in this
paper. Theﬁrst problemthatwe facedwhen trying to compare empirically the algorithms for IDswith SVNs is thatweonlyhave
a few real-world examples of this kind, and these are not complex. The repositories of graphical probabilistic models available
on the Internet do not contain IDs with SV nodes. For this reason, we ran the experiments on randomly generated IDs.
5.1. Algorithm for generating IDs randomly
Vomlelová [31] proposed an algorithm for randomly generating IDs with several (ordinary) utility nodes. We have
adapted and extended it in order to generate IDs with SV nodes. The parameters of the algorithm are: nNodes, the total num-
ber of chance and decision nodes; decisionRatio, the probability that a node is a decision (otherwise, it is a chance node); N,
the number of iterations, each adding or deleting an arc; nParents, the maximum number of parents for a chance or decision
node; nUtil, the number of ordinary utility nodes; and nParentsUtil, the number of parents per utility node. The detailed pro-
cedure for generating an ID is described in [29].5.2. Variations of the algorithm
We have presented above two versions of the variable-elimination algorithm: without divisions (VE) and with divisions
(VE-D). There are other variations to this algorithm that could potentially lead to more efﬁcient computations.
First, the matrix of an ID can be represented as an acyclic directed graph of potentials (ADGoP) rather than a ToP. It has
two main advantages: the saving of space in memory when a subtree appears more than once in a tree, and the saving of
computational time when distributing a potential and when eliminating a variable—see Fig. 7. The modiﬁed algorithm that
uses an ADGoP is described in [29]. Second, Tatman and Shachter [4] proposed a heuristic, called the subset rule, for reducing
the storage size required by their arc-reversal algorithm, which can also be introduced in the algorithms VE and VE-D. Third,
the algorithm can recognize operations that can yield unity potentials during the evaluation, and the elimination of these
unity potentials leads to immediate computational savings.8 The proof is similar to that offered in [8] for the variable-elimination algorithm for IDs without super-value nodes: the proof remains valid if w is given by
an ADGoUP instead of a sum of utility potentials.
Table 1
Radio of the times required by AR and VE.
Nodes Mean Min 5th perc. Median 95th perc. Max
5 13.20 2.91 7.58 13.06 17.72 37.93
6 11.78 0.20 6.50 11.62 17.00 26.39
7 10.81 3.70 4.88 11.10 16.27 20.26
8 11.21 2.59 6.40 10.78 19.51 22.77
9 9.19 2.23 4.30 8.49 15.66 21.04
10 9.90 3.14 3.80 9.34 18.27 28.33
11 9.81 1.96 2.65 9.09 19.97 24.85
12 11.12 1.50 3.21 10.11 22.76 34.25
13 9.36 0.76 2.42 6.82 17.89 64.99
14 11.41 0.89 2.06 8.07 35.51 62.27
15 12.22 0.74 2.18 9.60 35.28 45.46
16 12.07 1.08 2.42 8.15 29.26 101.98
17 16.84 0.97 2.14 8.04 79.22 112.67
18 13.58 0.98 1.80 7.48 45.85 96.57
19 15.08 1.29 2.10 6.13 57.53 122.20
20 11.37 0.54 1.48 7.43 40.54 79.38
21 15.80 0.88 1.64 7.12 46.42 338.84
22 14.03 1.24 1.72 6.54 39.77 219.88
23 12.62 0.74 1.42 5.87 53.02 90.36
24 12.29 0.82 1.54 6.64 39.21 157.80
Total 12.18 0.20 2.16 9.15 30.76 338.84
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We executed the above algorithm with decisionRatio = 0.3, N ¼ 300 (additions or removals of arcs), nParents = 3, nUtil = 7,
and nParentsUtil = 7. All the variables were binary. The number of nodes, nNodes, varied from 5 to 24. We generated 100
inﬂuence diagrams for each number of nodes, which amounts to a total of 2000 IDs.
Each ID was evaluated with three algorithms: Tatman and Shachter’s arc reversal (AR), variable elimination without divi-
sions (VE) and with divisions (VE-D). We only calculated the global utility of the ID and the optimal policy for each decision
because VE cannot compute the expected utility of each option. All the algorithms employed the same elimination order of
variables when evaluating each ID in order to compare them in the same conditions. The elimination order was previously
established by evaluating the ID qualitatively with Tatman and Shachter’s algorithm.9
The algorithms were implemented in Java 6.0 with the Elvira software package.10 The tests were run on an Intel Core 2
computer (2.4 GHz) with 2 GB of memory under Windows XP.5.3.1. Comparison of AR, VE, and VE-D
5.3.1.1. Time and space efﬁciency. First, we computed the ratio of the times required by AR and VE for each ID. Table 1 sum-
marizes the results, grouped by the number of nodes. Given that the distribution is very skewed, we show both the median
and the mean along with some other percentiles in this table.11
By observing the means (second column), we can see that on average VE is around 10 times faster than AR. The last col-
umn in this table tells us that, for one ID, AR was 339 times slower than VE—see also Fig. 8.12 The 95th percentile column
shows that in around 5% of cases VE is at least 30 times faster than AR. On the contrary, the cases in which AR is faster than
VE (those in which the ratio is smaller than 1) are infrequent, as shown by the 5th percentile column.
The minimum displayed in the table means that in the most favorable case for AR, it was only 5 times faster than VE, and
this difference occurred for an ID having only 6 nodes, for which the time spent by both algorithms is negligible. For bigger
diagrams, AR could never be twice as fast as VE. In contrast, Fig. 8 shows that for several inﬂuence diagrams VE was over 100
times faster than AR, with a maximum of around 340 times.
When comparing the storage space required by these algorithms, measured as the total size of the numerical tables, we
observe that in general VE needs less memory than AR—see the ‘‘means” column in Table 2. In the case of large IDs, in which
the limit of memory is a critical issue, AR requires on average around 3 or 4 times more space than VE, with a median ratio of9 The time necessary to evaluate an ID qualitatively with AR is negligible compared with the time required by a full evaluation. Therefore, the fact that VE and
VE-D would need an additional amount of time to obtain the elimination order does not affect the results of our experiments—see also Section 6.
10 The Elvira program was developed by several Spanish universities [32]. The source code, a user manual, and other documents can be downloaded from
http://www.ia.uned.es/~elvira.
11 The minimum, the median, and the maximum are the 0th, 50th, and 100th percentiles, respectively.
12 In this ﬁgure we have used boxplots, which provide a summary of a set of data in graphical terms. The top and bottom of each box represent the upper and
lower quartiles of each group of data, and the line in the middle represents the median. The extremes of the whiskers that extend from each end of the box are
1.5 times the interquartile range from the ends of the box. Outliers, represented by circles, are individuals whose value is higher or lower than the extremes of
the whiskers.
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Fig. 8. Radio of the times required by AR and VE.
Table 2
Radio of the maximum storage space required by AR and VE.
Nodes Mean Min 5th perc. Median 95th perc. Max
5 0.96 0.51 0.69 1.00 1.05 1.16
6 0.91 0.37 0.61 1.00 1.00 1.00
7 0.88 0.31 0.41 0.99 1.17 1.27
8 1.10 0.34 0.67 1.00 1.72 2.00
9 1.24 0.35 0.56 1.14 2.22 3.97
10 1.43 0.43 0.51 1.14 3.25 4.76
11 1.67 0.39 0.50 1.23 4.27 6.28
12 1.99 0.39 0.56 1.67 4.56 8.13
13 1.76 0.14 0.56 1.32 3.71 11.81
14 2.31 0.27 0.47 1.59 7.00 16.19
15 2.80 0.22 0.45 1.88 8.96 19.49
16 3.14 0.24 0.67 1.97 8.85 33.68
17 3.26 0.27 0.64 1.94 10.49 22.42
18 2.81 0.17 0.39 1.69 8.26 12.03
19 4.02 0.34 0.53 1.91 13.84 51.36
20 3.28 0.25 0.52 1.92 10.14 25.03
21 4.18 0.42 0.68 1.96 14.41 58.86
22 3.74 0.24 0.61 1.88 12.18 58.74
23 4.28 0.33 0.41 1.98 16.25 59.89
24 3.26 0.33 0.56 1.88 11.58 16.01
Total 2.45 0.14 0.55 1.29 7.75 59.89
M. Luque, F.J. Díez / International Journal of Approximate Reasoning 51 (2010) 615–631 627almost 2. The 5th and 95th percentile columns in Table 2 also show the superiority of VE over AR in the case of large IDs: the
former rarely needs twice more space than the latter (the maximum shown in the ‘‘min” column is 1/0.14 = 7 times), while in
5% of the cases AR needs at least 10 times more space than VE (the maximum being almost 60). Correspondingly, in Fig. 9 we
can see that for several IDs, AR needed 10, 20, and even 60 times more space than VE, which is a signiﬁcant difference.
We obtained very similar results when comparing AR and VE-D, both with respect to time and space—see [29]. This result
is consistent with the experimental evidence that the performances of VE and VE-D are very close, both in terms of time and
space. The cases in which VE is signiﬁcantly more efﬁcient than VE-D, or vice versa, are very rare. If time or space is a critical
issue for a decision-support system based on an ID, it would be necessary to perform an ad-hoc comparison for that problem.
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Table 3
Comparison of the number of redundant variables between AR, VE, and VE-D. Each cell ði; jÞ shows how many times the algorithm in the ith row outperformed
the algorithm in the jth column. For instance, VE returned smaller policies than AR for 448 out of the 2000 IDs (22.4%), while AR has beaten VE only in 8 cases.
The Won column indicates how many times each algorithm beat each of the others. The percentages in this column are computed over 2000 2 ¼ 4000 cases,
because each algorithm is compared twice for each ID. The interpretation of the Lost column is similar. 990 is the number of cases in which there was a winner.
AR VE VE-D Won
AR – 8 (0.4%) 5 (0.25%) 13 (0.33%)
VE 448 (22.4%) – 10 (0.5%) 458 (11.45%)
VE-D 461 (23.05%) 58 (2.9%) – 519 (12.98%)
Lost 909 (22.73%) 66 (1.65%) 15 (0.38%) 990 (8.25%)
628 M. Luque, F.J. Díez / International Journal of Approximate Reasoning 51 (2010) 615–6315.3.1.2. Redundant variables. We have also recorded the cases in which one algorithm included more redundant variables
than the other: Table 3 shows that in 22.4% of cases (448 out of 2,000), VE included fewer redundant variables than AR, while
AR outperformed VE in only 8 cases, i.e., 0.4%. It means that for each case in which AR was superior, there were over 50 cases
in which the reverse was the case.
Similarly, VE-D outperformed AR in 461 cases (23%), while the opposite happened only in 5 cases (0.25%); i.e., for each
case in which AR returned fewer redundant variables, there were almost 100 cases in which it returned more.
VE-D was also superior to VE: the former performed better in 58 cases (2.9%), while the latter gave better results in 10
cases (0.5%), a difference of almost 6 to 1. Therefore, if avoiding redundant variables is a priority, we should use VE-D or
an algorithm for detecting redundant variables. Given that VE and VE-D have a similar efﬁciency in time and space on aver-
age, we recommend VE-D as the default algorithm for evaluating IDs.6. Related work and future research
There are several variable-elimination algorithms for IDs proposed in the literature [5–8,10], but none of them can eval-
uate IDs with super value nodes. The algorithm that we have presented in this paper can be seen as an extension of these
methods, designed as an alternative to the arc-reversal algorithm of Tatman and Shachter [4], the only one that could eval-
uate IDs with super value nodes.
A problem of all these algorithms, including ours, is that they occasionally introduce redundant variables—see Section 2.2.
Several algorithms have been proposed in the literature for detecting structurally redundant variables by analyzing the
M. Luque, F.J. Díez / International Journal of Approximate Reasoning 51 (2010) 615–631 629graph [15–19], but none of them can analyze IDs with super value nodes. One of the advantages of the algorithm that we
have proposed is that it rarely introduces redundant variables (see the experimental results in Section 5.3.1.2). However,
in some real-world applications it might be desirable to ensure that the decision-support system does not include any redun-
dant variables at all, and for this reason in a future work we will propose an algorithm for eliminating them in the case of IDs
with super value nodes. This algorithm must take into account the distinction between structurally redundant and quasi-
structurally redundant variables (cf. Section 2.2), which is one of the contributions of this paper.
Another element of crucial importance for the efﬁciency of algorithms for IDs (as in the case of Bayesian networks) is ﬁnd-
ing an efﬁcient elimination order. In the ﬁrst experiments that we carried out, our algorithm randomly selected the elimi-
nation order inside each Ci (we should recall that Ci is the set of variables unknown for decision Di and known for Diþ1). In
these experiments our algorithm was faster than AR in general, but it usually required more memory. Thus we realized that
one of the advantages of AR is that it automatically detects sink nodes, i.e., nodes having no outgoing arcs towards chance or
decision nodes [2,3].13 When we forced our VE algorithm to use the same elimination order as AR, VE was able to outperform
AR not only in time efﬁciency, but also by requiring less storage space, as shown in Section 5.3.14
However, it might be desirable to have a method for ﬁnding the optimal elimination order for VE, which is not necessarily
optimal for AR. However, given that ﬁnding the optimal elimination ordering for a Bayesian network is NP-complete, we con-
jecture that ﬁnding the optimal elimination order for VE is also NP-complete. For this reason, we should concentrate our ef-
forts on developing heuristics that return near-optimal orderings. This is a very difﬁcult issue even when the ID has only one
utility node [33], and becomes muchmore complex when the utility function is given by an ADG of potentials, since the basic
operations of our algorithm (distribution and variable elimination) treat sum nodes very differently to product nodes, and
chance variables differently to decision variables. A solution to this problem might be to examine different orderings, as
in [33]: we can make a qualitative evaluation of the ID by operating on the ADGoP, without doing any numerical computa-
tion, in order to know the sizes of the potentials involved and to estimate the time and memory space required by a candi-
date elimination order.
There is another line of improvement for our algorithm. The reason why VE and VE-D do not always perform better than
AR is that, even though they try to preserve the separability of the utility function when eliminating a variable, sometimes
the subsequent elimination of other variables merges the potentials that we wanted to keep separate. In this way some dis-
tributions become counterproductive, ﬁrst because they increase the storage space and second because they prevent the
algorithm from detecting common factors, as shown in Section 3.2.2. Therefore, the methods unfork and distribute, which
in the current version of the algorithm only focus on the variable to be eliminated, should be reﬁned in order to take into
account the effect of the next eliminations.
We might try to solve both problems at the same time: we might assess the cost of different elimination orderings and
different distribution strategies—also analyzing the number of redundant variables introduced by each one of them—and
then perform the numerical computations for the optimal combination. However, it would be necessary to prove empirically
that the time spent on the qualitative evaluation of several possibilities is compensated by ﬁnding a more efﬁcient path for
the evaluation of the ID.
It would be interesting to research how the ideas of lazy evaluation for IDs without super value nodes introduced by Mad-
sen and Jensen [28] and extended in [19] could be integrated with our algorithm and applied to more general IDs. This might
avoid unnecessary multiplications and subsequent divisions, and also avoid redundant variables in the policies. In fact, some
research in the last years has shown that, when using lazy propagation, arc reversal is more efﬁcient than variable elimina-
tion in some cases, while in others it is the opposite [34,35]. For this reason, Butz et al. [36] have proposed an algorithm that
decides on the ﬂy when to use the one or the other. Finally, another line of research would be the use of tree-structured con-
ditional probability tables and utility tables, which was shown to alleviate some of the overhead associated with arc reversal
in the case of dynamic probabilistic networks [37].
Finally, we might integrate in our method some of the ideas by Ahlmann-Ohlsen et al. [38] in order to develop an any-
space algorithm for solving large IDs when the available working memory is scarce.7. Conclusion
As we said at the beginning, we wanted to develop a variable elimination (VE) algorithm for IDs with super value nodes
having ﬁve advantages over Tatman and Shachter’s [4] arc-reversal (AR) algorithm: it were faster, required less memory,
avoided redundant variables, simpliﬁed sensitivity analysis, and could save time and memory space for IDs containing
canonical models.
We conducted some experiments to discover whether we achieved the ﬁrst three objectives. The analysis of 2000 IDs ran-
domly generated shows, in the ﬁrst place, that on average VE is around 10 times faster than AR, especially for large IDs and in
5% of cases it is at least 30 times faster; for some IDs, it was between 100 and 340 times faster. In contrast, the cases in which13 AR takes proﬁt of sink nodes by eliminating them without performing any numerical computation. In turn, VE can take proﬁt of them because they lead to
unity potentials—see [29].
14 Fortunately, it is possible to feed our algorithm with the elimination order used by AR without the necessity of completely executing the algorithm by
Tatman and Shachter: it sufﬁces to reverse arcs and delete nodes from the graph without performing any numerical computation. Given that these operations
only focus on the neighbors of each node, the cost of obtaining the elimination order is absolutely negligible compared to the cost of operating with potentials.
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be twice as fast as VE.
In the second place, AR requires on average 3 or 4 times more memory space than VE, with a median ratio of about 2. For
5% of the IDs, AR needs at least 10 times more space. In several cases, it needed between 20 and 60 times more space. On the
contrary, the cases in which VE required more memory are infrequent and the differences are much smaller.
Third, our experiments showed that for each case in which AR introduces fewer redundant variables than VE, there are
over 50 in which VE gives better results. A version of VE with division of probability potentials (VE-D) performs even better:
for each case in which AR introduces fewer redundant variables, there were almost 100 in which VE-D outperformed AR.
Given that the time and space efﬁciency of VE-D is very similar to that of VE, we recommend VE-D as the default algorithm
for evaluating IDs with super value nodes.15
One weakness of VE is that it does not compute the expected utility of each decision option, while AR and VE-D do. Given
that in general, human decision makers are interested in knowing such expected utilities, VE is only useful for autonomous
decision systems, not for decision-support systems.
Fourth, our algorithm can simplify sensitivity analysis by keeping track of which potentials have been involved in the
computation of the (new) potentials on which maximizations are performed—see Section 3.2.1.
With respect to the ﬁfth objective, we have not tested empirically the time and space savings that our variable-elimina-
tion algorithm can provide for IDs containing canonical models, such as the noisy OR/MAX [22]. However, the important sav-
ings obtained by the integration of variable elimination and canonical models in the case of Bayesian networks (see Section 1
and [27]) indicate that similar savings might be obtained for IDs.
In summary, we conclude that we have attained, to different degrees, the ﬁve objectives set at the beginning of our
research.
Three main issues must be researched in order to reﬁne our algorithm: how to avoid introducing all redundant variables,
how to ﬁnd near-optimal elimination orderings, and how to combine our algorithm with the proposals for the lazy evalua-
tion of traditional IDs, in order to reduce the computational cost of evaluating IDs with super value nodes.
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