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Abstract
We study the response to perturbations in the thermodynamic limit of a network of coupled
identical agents undergoing a stochastic evolution which, in general, describes non-equilibrium
conditions. All systems are nudged towards the common centre of mass. We derive Kramers-Kronig
relations and sum rules for the linear susceptibilities obtained through mean field Fokker-Planck
equations and then propose corrections relevant for the macroscopic case, which incorporates in a
self-consistent way the effect of the mutual interaction between the systems. Such an interaction
creates a memory effect. In particular, we are able to derive conditions determining the occurrence
of phase transitions specifically due to system-to-system interactions. Such phase transitions exist
in the thermodynamic limit and are associated with the divergence of the linear response but are
not accompanied by the divergence in the integrated autocorrelation time for a suitably defined
observable. We clarify that such endogenous phase transitions are fundamentally different from
other pathologies in the linear response that can be framed in the context of critical transitions.
Finally, we show how our results can elucidate the properties of the Desai-Zwanzig model and of
the Bonilla-Casado-Morillo model, which feature paradigmatic order-disorder and synchronization
phase transitions respectively.
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I. INTRODUCTION
Multiagent systems are used routinely to model phenomena in the natural sciences, social
sciences, and engineering. In addition to the standard applications of interacting particle
systems to, e.g., plasma physics and stellar dynamics, phenomena such as cooperation [1],
synchronization [2], systemic risk [3], consensus opinion formation [4, 5] can be modelled
using interacting multiagent systems. We refer to [6] for a recent review on interacting
multiagent systems and their applications to the social sciences, economics etc. Multiagent
systems are also used as the basis for algorithms for sampling and optimization [7].
In this paper we focus on a particular class of multiagent systems, namely weakly inter-
acting diffusions, for which the strength of the interaction between the agents is inversely
proportional to the number of agents. Under the assumption of exchangeability, i.e. that
the particles are identical, it is well known that one can pass to the limit as the number of
agents goes to infinity, i.e. the mean field limit. In particular, in this limit the evolution
of the empirical measure is described by a nonlinear, nonlocal Fokker-Planck equation, the
McKean-Vlasov Equation [8, 9]. We refer to [10] for a comprehensive review of the McKean-
Vlasov equation from a theoretical physics viewpoint. The class of multiagent models con-
sidered in this paper is sufficiently rich to include models for cooperation, systemic risk,
synchronization and opinion formation.
An important feature of weakly interacting diffusions is that in the mean field (thermody-
namic) limit they can exhibit phase transitions [1, 4, 11–13]. Phase transitions are character-
ized in terms of exchange of stability of non-unique stationary states for the McKean-Vlasov
equation at the critical temperature/interaction strength. For example, for the Kuramoto
model of nonlinear oscillators, at the critical noise strength the uniform distribution (on
the torus) becomes unstable and stable localized stationary states emerge (phase-locking),
leading to synchronization phase transition [14]. A complete theory of phase transitions
for the McKean-Vlasov equation on the torus, that includes the Kuramoto model of syn-
chronization, the Hegselmann-Krause model of opinion formation, the Keller-Segel model
of chemotaxis etc is presented in [15], see also [16]. The effect of (infinitely) many local
minima in the energy landscape on the structure of the bifurcation diagram was studied
in [17]. Phase transitions for gradient system with local interactions were studied in [18, 19].
Synchronization has been extensively discussed in the scientific literature; see [14, 20–25].
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One of the main objectives of this paper is to investigate phase transitions of this kind by
looking at the response of the (infinite dimensional) mean field dynamics to weak external
perturbations.
Linear response theory provides a general framework for investigating the properties
of physical systems [26]. Well-known applications of linear response theory include solid
state physics and optics [27] as well as plasma physics and stellar dynamics [28, Ch. 5].
Furthermore, the range of systems for which linear response theory is relevant is very vast,
see e.g. [29–33]. Recently, many new areas of applications of linear response theory are
emerging across different disciplinary areas - see, e.g., a recent special issue [34], and new
formulations of the problem are being presented, where the conceptual separation between
acting forcing and observed response is blurred [35]. In particular, recent applications of
linear response theory include the prediction of climate response to forcings [36–41]. In
modern terms, the goal is to define practical ways to reconstruct the measure supported
time-dependent pullback attractor [42] of the climate by studying the response of a suitably
defined reference climate state [43].
The mathematical theory of linear response for deterministic systems was developed by
Ruelle in the context of Axiom A chaotic systems [44, 45]. He provided explicit response for-
mulas and showed that, in the case of dissipative systems, the classical fluctuation-dissipation
theorem does not hold, and, as a result, natural and forced fluctuations are intimately differ-
ent [46]. Ruelle’s results have then been re-examined through a more a functional analytic
lens by studying the impacts of the perturbations to the dynamics on the transfer operator
[47] and then extended to a more abstract mathemmatical framework [48–50]. The direct
implementation of Ruelle’s formulas is extremely challenging, because of the radically dif-
ferent behaviour of the system along the stable and unstable manifold [51], which is related
to the insightful tout court criticism of linear response theory by Van Kampen [52], so that
different strategies have been devised [53, 54]. Very promising progresses have been recently
obtained in the direction of using directly Ruelle’s formulas thanks to adjoint and shadowing
methods [55–57].
Linear response theory and fluctuation-dissipation theorems have been studied in detail
for diffusion processes [58] [59, ch. 7] [60, Ch. 9]. An interesting link between response the-
ory for deterministic and stochastic systems has been proposed in [61]. A rigorous mathemat-
ical framework for linear response theory for diffusion processes has been developed [62, 63].
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The results presented in these two papers can be applied to the McKean-Vlasov equation in
the absence of phase transitions to justify rigorously linear response theory and to establish
fluctuation-dissipation results. See also [64] for formal calculations. This is not surprising,
since it is well known that, in the absence of phase transitions, fluctuations around the
mean field limit are Gaussian and can be described in terms of an appropriate stochastic
heat equation [1, 65].
On the other hand, it has been shown that, for nonlinear oscillators coupled linearly with
their mean, the so-called Desai-Zwanzig model [66], the fluctuations at the phase transition
point are not Gaussian [1], see also [16] for related results for a variant of the Kuramoto
model (the Haken-Kelso-Bunz model). Indeed, the fluctuations are persistent, non-Gaussian
in time, with an amplitude described by a nonlinear stochastic differential equation, and
associated with a longer timescale [1]. At the transition point the standard form of linear
response theory breaks down [11] even if, as shown in the present paper, there is no divergence
of the integrated autocorrelation time. The main objective of this paper is the systematic
study of linear response theory for mean field PDEs exhibiting phase transitions.
Linear response theory has been used as a tool for predicting critical transitions. Systems
undergoing critical transitions appear often in the natural and social sciences [67] and a lot
of effort has been put in the development of early warning signals for critical transitions [68–
70]. Early warning signals include an increase in variance and correlation time as the system
approaches the transition point. From the perspective of linear response theory, when the
Ruelle-Pollicott poles [71, 72] of the unperturbed system, are close to the real axis, it is
well known that one finds rough dependence of the system properties on its parameters
[73, 74]. Additionally, there is a one-to-one correspondence between the radius of expansion
of response theory and the spectral gap of the transfer operator [48, 75].
One of the main motivations for carrying out the work presented in this paper was to
examine whether similar early warning signals can be developed for dynamical systems
exhibiting phase transitions. It should be emphasized, however, that phase transitions are
not present in low (or even finite) dimensional systems. In particular, transition points for
finite dimensional stochastic systems correspond to points where the topological structure
of the unique invariant measure changes [76], [60, Sec. 5.4]. Contrary to this, more than
one invariant measure can exist in the mean field (thermodynamic) limit, e.g. when the
free energy is not convex [15]. The loss of uniqueness of the stationary state at the critical
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temperature/noise strength corresponds to a phase transition (think again of the order-
disorder phase transition interpretation of the phenomenon of synchronization discussed
earlier).
We remark that Sornette and collaborators have devoted efforts at separating the effects
of endogeneous vs. exogenerous processes in determining the dynamics of a complex system
and, especially in defining the conditions conducive to crises [77], and proposed multiple
applications in the natural- see, e.g. [78] - as well as the social - see, e.g., [79] - sciences.
The existence of a relationship between the response of the system to exogeneous perturba-
tions and the decorrelation due to endogenous dynamics is interpreted as resulting from a
fluctuation-dissipation relation-like properties. Finally, Sornette and collaborators have also
emphasized the importance of memory effects especially in the context of endogenous dy-
namics [80, 81]. While our viewpoint and methods are different from theirs, the investigation
presented here has indeed some similarities and delves into closely related concepts.
A. Main Contributions of this Paper
Phase transitions are usually defined by a) identifying an order parameter and b) veri-
fying that in the thermodynamic limit, for some value of the parameter of the system, the
properties of such an order parameter undergo a sudden change. It should be emphasized,
however, that, for the mean field dynamics it is not always possible to identify an order
parameter.
The way we define phase transitions in this work comes from a somewhat complementary
viewpoint. We consider a network of N identical and coupled M dimensional systems whose
evolution is described by a Langevin equation. We then study the response to perturbations
in the limit of N → ∞. We investigate the conditions determining the breakdown of the
linear response and separate two possible scenarios. One scenario pertains to the closure of
the spectral gap of the transfer operator of the mean field equations, and can be dealt with
through the classical theory of critical transitions. A second scenario of breakdown of the
linear response results from the coupling among the N systems and is inherently associated
with the thermodynamic limit. We focus on the second scenario of breakdown of the linear
response, which we interpret as corresponding to a phase transition. The main results of
this paper can be summarized as follows:
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• the derivation of linear response formulas for the thermodynamic limit of a network
of coupled identical systems and of Kramers-Kroning relations and sum rules for the
related susceptibilities;
• the explicit derivation of conditions leading to phase transitions as opposed to the
classical scenario of critical transitions;
• the clarification, through the use of functional analytical arguments, of why one does
not expect divergence of the integrated autocorrelation time of suitable observables
in the case of phase transitions, whereas the opposite holds in the case of critical
transitions;
• the re-examination, also through numerical simulations, of classical results on phase
transitions in the Desai-Zwanzig model [66] and in the Bonilla-Casado-Morillo model
[82].
The rest of the paper is organized as follows. In Sect. II we introduce our model and
present the linear response formulas for the mean field equations as well as for the renor-
malised macroscopic case. In Sect. III we discuss the properties of the frequency dependent
susceptibility, present the Kramers-Kronig relations connecting their real and imaginary
parts, and find explicit sum rules. In Sect. IV we discuss under which conditions the
response diverges, and clarify the fundamental difference between the case of critical tran-
sitions and the case of phase transitions, which can take place only in the thermodynamic
limit. Section V is dedicated to finding results that specifically apply for the case of gradient
systems, corresponding to reversible markovian dynamics. In Sect. VI we re-examine the
case of phase transitions for the Desai-Zwanzig and Bonilla-Casado-Morilla models, which
are relevant for the case of equilibrium and nonequilibrium dynamics, respectively. Finally,
in Sect. VII, we present our conclusions and provide perspectives for future investigations.
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II. LINEAR RESPONSE FORMULAS: MEAN FIELD AND MACROSCOPIC RE-
SULTS
We consider a network of N exchangeable interacting M -dimensional systems whose
dynamics is described by the following stochastic differential equations:
dxki = Fi,α(x
k)dt− θ
N
N∑
l=1
∂xki U
(
xk − xl) dt+ σsij(x)dWj, k = 1, . . . , N i = 1, . . . ,M
(1)
where Fα is a smooth vector field, possibly depending on a parameter α. Additionally,
dWi, i = 1, . . . , N are independent Brownian motions (the Ito convention is used); sij is the
volatility matrix, and the parameter σ > 0 controls the intensity of the stochastic forcing.
Additionally, the N systems undergo an all-to-all coupling through the Laplacian matrix
given by the derivative of the potential U(y) = |y|2/2. The coefficient θ modulates the
intensity of such a coupling, which attempts at synchronising all systems by nudging them
to the center of mass 1/N
∑N
k=1 x
k. If θ = 0, the N systems are decoupled. We remark that
the theory of synchronization says that for this choice of the coupling, if dx/dt = Fα(x) has
a unique attractor and is chaotic with λ1 > 0 being the largest Lyapunov exponent, the N
nodes undergo perfect synchronization for any N ≥ 2 in absence of noise (σ = 0) if θ > λ1
[14, 25, 83, 84].
If Fα(y) = −∇Vα(y), we interpret Vα as the confining potential. In some cases, Eq.
1 describes an equilibrium statistical mechanical system, in particular if Fα = −∇Vα(y)
and sij is proportional to the identity. More generally, equilibrium conditions are realised
when the drift term - the deterministic component on the right hand side of Eq. 1 - is
proportional to the gradient of a function defined according to the Riemannian metric given
by the diffusion matrix Cij = siksjk.
We now consider the empirical measure ρ(N), which is defined as ρ(N) = 1/N
∑N
k=1 δxk(t).
Following [15, 85, 86], we now investigate the thermodynamic limit of the system above.
As N → ∞, we can use martingale techniques [1, 8, 86, 87] to show that the one-particle
density converges to some measure ρ(x, t) satisfying the following McKean-Vlasov equation,
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which is a nonlinear and nonlocal Fokker-Planck equation :
∂ρ(x, t)
∂t
= −∇ · [ρ(x, t) (Fα(x)− θ∇U ? ρ)] + σ
2
2
∆˜ρ(x, t)
= −∇ · [ρ(x, t) (Fα(x) + θ (〈x〉(t)− x))] + σ
2
2
∆˜ρ(x, t)
:= L0α,θ(ρ(x, t)) + θΛθ({ρ(x, t)}),
(2)
where we have separated the linear operator L0α,θ and the nonlinear operator Λθ({ρ(x, t)}) =
θ∇· (ρ(x, t)〈x〉(t)), with 〈x〉(t) = ∫ dMyρ(y, t) and ? denotes the convolution. Additionally,
we have that ∆˜ is a linear diffusion operator such that ∆˜ρ(x, t) =
∑M
i=1
∑M
j=1 ∂xi∂xj (Cij(x)ρ(x, t)),
which coincides with the standard M-dimensional Laplacian (∆˜ = ∆) if the diffusion matrix
Cij is the identity matrix. If σ = 0, we are considering a nonlinear Liouville equation. We
assume that, if σ > 0, Eq. 1 describes a hypoelliptic diffusion process, so that ρ
(0)
α,θ(x) is
smooth. In what follows, we refer to the case σ > 0. Conditions detailing the well-posedness
of this problem can be found in [88].
Let’s define ρ
(0)
α,θ(x) as a reference invariant measure of the system such that L
0
α,θ(ρ
(0)
α,θ(x))+
θΛθ({ρ(0)α,θ(x)}) = 0. Since we are considering a system with an infinite number of particles,
such an invariant measure needs not be unique [1, 15, 89, 90]. Specifically, if sij is propor-
tional to the identity and Fα(y) = −∇Vα(y) and Vα(y) is not convex, thus allowing for more
than one local minimum, for a given value of θ the system undergoes a phase transition for
sufficiently weak noise; see discussion in Sect. V.
We remark that the invariant measure depends on the values of α and θ, and, in particular,
〈x〉(t) = 〈x〉(0)α,θ = 〈x〉0 is a constant vector, where in the last identity we have dropped the
lower indices to simplify the notation. As a result, we have that:
M0α,θ,〈x〉0
(
ρ
(0)
α,θ(x)
)
= −∇ ·
(
ρ
(0)
α,θ(x) (F(x) + θ (〈x〉0 − x))
)
+
σ2
2
∆˜ρ
(0)
α,θ(x) = 0 (3)
so that the invariant measure ρ
(0)
α,θ(x) is the eigenvector with vanishing eigenvalue of the
linear operator M0α,θ,〈x〉0 .
Taking inspiration from [91, 92], we now study the impact of perturbations on the invari-
ant measure ρ
(0)
α,θ(x). We follow and extend the results presented in [64]. We modify the right
hand side of Eq. 2 by setting Fα(x)→ Fα(x)+X(x)T (t) and we study the linear response of
the system in terms of the density ρ(x, t). We then write ρ(x, t) = ρ
(0)
α,θ(x)+ρ
(1)
α,θ(x, t)+o(
2)
and obtain the following equation up to order :
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∂ρ
(1)
α,θ(x, t)
∂t
= M0α,θ,〈x〉0(ρ
(1)
α,θ(x, t))− T (t)∇ ·
(
ρ
(0)
α,θ(x)X(x)
)
− θ∇ ·
(
ρ
(0)
α,θ(x)
∫
dMyρ
(1)
α,θ(y, t)y
)
= M˜0α,θ,〈x〉0(ρ
(1)
α,θ(x, t))− T (t)∇ ·
(
ρ
(0)
α,θ(x)X(x)
)
(4)
We remark that the linear operator M˜0α,θ,〈x〉0 acting on ρ
(1)
α,θ(x, t) on the right hand side of the
previous equation is not the operator whose zero eigenvector is the unperturbed invariant
measure. The correction proportional to θ emerges as a result of the nonlinearity of the
McKean-Vlasov equation. We will discuss the operator M˜0α,θ,〈x〉0 in Sect. II A below.
One then derives:
ρ
(1)
α,θ(x, t) =
∫ t
−∞
ds exp
(
M0α,θ,〈x〉0(t− s)
) [−T (s)∇ · (ρ(0)α,θ(x)X(x))]+∫ t
−∞
ds exp
(
M0α,θ,〈x〉0(t− s)
) [−θ∇ · (ρ(0)α,θ(x)∫ dMyρ(1)α,θ(y, s)y)] (5)
We now evaluate the response to the observable xi. By definition, we have that
〈xi〉(t) = 〈xi〉0 + 〈xi〉1(t) +O(2)
where we have defined 〈Φ〉0 =
∫
dMyρ
(0)
α,θ(y)Φ(y) and 〈Φ〉1(t) =
∫
dMyρ
(1)
α,θ(y, t)Φ(y) for a
generic observable Φ. We obtain:
〈xi〉1(t) =
∫ t
−∞
ds
∫
dMyρ
(0)
α,θ(y)X(y)T (s) · ∇ exp
(
M0,+α,θ,〈x〉0(t− s)
)
yi
+ θ
∫ t
−∞
ds
∫
dMyρ
(0)
α,θ(y)〈x〉1(s) · ∇ exp
(
M0,+α,θ,〈x〉0(t− s)
)
yi
(6)
where we have defined the following operator:
M0,+α,θ,〈x〉0 = F(x) · ∇+ θ (〈x〉0 − x) · ∇+
σ2
2
∆˜+ (7)
where O+ is the adjoint of O. Following [64], we can interpret this as the Koopman operator
for the unperturbed dynamics; see later discussion. We can rewrite the previous expression
as:
〈xi〉1(t) =
∫ ∞
−∞
dsT (s)Gi,α,θ(t− s) +
M∑
k=1
∫ ∞
−∞
ds〈xk〉1(s)Y{i,k},α,θ(t− s) (8)
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where
Gi,α,θ(τ) = Θ(τ)
∫
dMy
(
ρ
(0)
α,θ(y)X(y)
)
· ∇ exp
(
M0,+α,θ,〈x〉0(τ)
)
yi (9)
Y{i,k},α,θ(τ) = θΘ(τ)
∫
dMyρ
(0)
α,θ(y)∂yk exp
(
M0,+α,θ,〈x〉0(τ)
)
yi (10)
where the Green function are causal. Note also that if X(x) = vˆk, where vˆk is the unit
vector in the kth direction, then Gi,α,θ(τ) = Y{i,k},α,θ(τ)/θ.
Notwithstanding the Markovianity of the dynamics, the second term on the right hand
side of Eq. 8 describes a memory effect in the response of the observable x. Such a term
emerges in the thermodynamic limit and effectively imposes a condition of self-consistency
between forcing and response; see different yet related results obtained by Sornette and
collaborators [77, 80, 81].
If σ > 0 the invariant measure is smooth, so that we can perform an integration by parts
of the previous expressions and derive the following Green functions:
Gi,α,θ(τ) = −Θ(τ)
∫
dMyρ
(0)
α,θ(y)
∇ ·
(
ρ
(0)
α,θ(y)X(y)
)
ρ
(0)
α,θ(y)
exp
(
M0,+α,θ,〈x〉0τ
)
yi (11)
Y{i,k},α,θ(τ) = −θΘ(τ)
∫
dMyρ
(0)
α,θ(y)∂yk log
(
ρ
(0)
α,θ(y)
)
exp
(
M0,+α,θ,〈x〉0τ
)
yi (12)
where the Green functions are written as correlation functions times a Heaviside distribution
enforcing causality.
We remark that we can, at least formally, write:
exp
(
M0,+α,θ,〈x〉0t
)
= Π0 +
∞∑
j=1
exp (tλj) Πj +R(t), (13)
where {λj}∞j=1 are the eigenvalues (point-spectrum) of M0,+α,θ,〈x〉0 and Πj is the spectral pro-
jector onto the eigenspace spanned by the eigenfunction ψj, and in particular, Π0 projects
on the invariant measure. Then, the operator R(t) is the residual operator associated with
the essential spectrum. The norm of R(t) is controlled by the distance of essential spectrum
from the imaginary axis.
We then have:
Gi,α,θ(τ) = Θ(τ)
∞∑
j=1
〈ψjyi〉0〈ΦXψj〉0 exp (λjt) +RΦX (τ) (14)
Y{i,k},α,θ(τ) = Θ(τ)
∞∑
j=1
〈ψjyi〉0〈Φkψj〉0 exp (λjt) +RΦk(τ) (15)
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where ΦX = −∇ ·
(
ρ
(0)
α,θ(y)X(y)
)
/ρ
(0)
α,θ(y) and Φk = −θ∂yk log
(
ρ
(0)
α,θ(y)
)
. Note that the
j = 0 term vanishes because the corresponding scalar product 〈ΦXψ0〉0 has nil value for any
choice of the vector field X.
We now apply the Fourier transform F to Eq. 8 and obtain:
Pij,α,θ(ω)〈xj〉1(ω) = Γi,α,θ(ω)T (ω) Pij,α,θ(ω) = δij −Υ{i,j},α,θ(ω) (16)
where we have used a (standard) abuse of notation in defining the Fourier transform of T (t)
and 〈xj〉1(t) and have defined
Γi,α,θ(ω) = F{Gi,α,θ(ω)} =
∞∑
j=1
〈ψjyi〉0〈ΦXψj〉0
iω + λj
+RΦX (ω) (17)
Υ{i,k},α,θ(ω) = F{Y{i,k},α,θ(t)} =
∞∑
j=1
〈ψjyi〉0〈Φkψj〉0
iω + λj
+RΦk(ω) (18)
We remark that the susceptibilities given in Eqs. 17-18 are holomorphic in the upper complex
ω− plane if Re{λj} < 0, j = 1, . . . ,∞. Note that all susceptibilities, regardless of the
observable considered, share the same poles located at ωj = iλj, j = 1, . . . ,∞. Additionally,
if ωj is a pole, so is also −ω∗j (and, correspondingly, λj comes together with λ∗j).
By introducing the inverse matrix Πα,θ = P
−1
α,θ , we obtain our final result from Eq. 16:
〈xi〉1(ω) = Πij,α,θ(ω)Γi,α,θ(ω)T (ω) = Γ˜i,α,θ(ω)T (ω) (19)
where:
Γ˜i,α,θ(ω) = Πij,α,θ(ω)Γj,α,θ(ω). (20)
We will discuss below the invertibility properties of the matrix Pij,α,θ(ω). If the coupling
is absent, so that θ = 0, we obtain the same result as in the case of a single particle N=1
system: 〈xi〉1(ω) = Γi,α,θ=0(ω)T (ω). Additionally, we trivially get Γi,α,θ=0(ω) = Γ˜i,α,θ=0(ω).
The effect of switching on the coupling and taking θ > 0 is two-fold in terms of response:
• First, the function Γi,α,θ(ω) is modified, because the unperturbed evolution operator
M0α,θ,〈x〉0,θ (see Eq. 4) and the unperturbed invariant measure ρ
(0)
α,θ(x) depend explicitly
on θ. Indeed, changes in the value of θ impact expectation values and correlation
properties. From the definition of M0α,θ,〈x〉0 , we interpret Γi,α,θ(ω) as the mean field
susceptibility.
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• More importantly, the presence of a non-vanishing value of θ introduces a non-trivial
correction with respect to the identity to the matrix Pij,α,θ(ω). We can interpret the
function Γ˜i,α,θ(ω) as the macroscopic susceptibility, which takes fully into account, in a
self-consistent way, the interaction between the systems. Equation 19 generalises the
well-known Clausius-Mossotti relation [27, 93, 94], which connects the macroscopic
polarizability of a material and the microscopic polarizability of its elementary com-
ponents.
The integration by parts used for deriving Eqs. 11-12 from Eqs. 9-10 amounts to deriving
a variant of the fluctuation-dissipation relation [26, 30], as the Green functions are written as
the causal part of a time-lagged correlation of two observables as determined by unperturbed
dynamics. In other terms, the poles ωj, j = 1 . . . ,∞ of the susceptibilities above correspond
to the Ruelle-Pollicott poles [71, 72] of the unperturbed system, just as in the case of
systems described by the standard Fokker-Planck equation [74, 95]. This establishes a close
connection between forced and free variability or, using a different terminology, between the
properties of response to exogenous perturbations and endogenous dynamics [77].
A. Another Expression for the Macroscopic Susceptibility
A somewhat unsatisfactory aspect of the previous derivation resides in the fact that
we are dealing with the operator exp
(
M0,+α,θ,〈x〉0t
)
, which is associated with the mean field
approximation. We can instead proceed from Eq. 5 using the operator exp
(
M˜0α,θ,〈x〉0t
)
introduced above and derive directly the following results:
ρ
(1)
α,θ(x, t) =
∫ t
−∞
ds exp
(
M˜0α,θ,〈x〉0(t− s)
) [
−T (s)∇ ·
(
ρ
(0)
α,θ(x)X(x)
)]
(21)
and:
〈xi〉1(t) =
∫ t
−∞
ds
∫
dMyρ
(0)
α,θ(y)X(y)T (s) · ∇ exp
(
M˜0,+α,θ,〈x〉0(t− s)
)
yiT (s) (22)
We can rewrite the previous expression as:
〈xi〉1(t) =
∫ ∞
−∞
dsT (s)G˜i,α,θ(t− s) (23)
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where the Fourier transform of:
G˜i,α,θ(τ) = Θ(τ)
∫
dMy
(
ρ
(0)
α,θ(y)X(y)
)
· ∇ exp
(
M˜0,+α,θ,〈x〉0(τ)
)
yi
= −Θ(τ)
∫
dMy∇ ·
(
ρ
(0)
α,θ(y)X(y)
)
exp
(
M˜0,+α,θ,〈x〉0(τ)
)
yi
(24)
is the macroscopic susceptibility introduced in Eq. 19. Note that M˜0,+α,θ,〈x〉0 cannot be inter-
preted as the generator of time translation for smooth observables.
Clearly, the benefit of deriving the expression of Γ˜i,α,θ(ω) as done in the previous Section
lies in the possibility of bypassing the space-integral operator included in the definition of
M˜0,+α,θ,〈x〉0 . Similarly to Eq. 13, we can write:
exp
(
M˜0,+α,θ,〈x〉0t
)
=
∞∑
j=1
exp
(
tλ˜j
)
Π˜j + R˜(t), (25)
where the corresponding symbols are used. We then have:
Γ˜i,α,θ(τ) = Θ(τ)
∞∑
j=1
〈ψ˜jyi〉0〈ΦΓψ˜j〉0 exp
(
λ˜jt
)
+ R˜ΦX (τ). (26)
We now apply the Fourier transform to Eq. 26 and obtain:
Γ˜i,α,θ(ω) =
∞∑
j=1
〈ψjyi〉0〈ΦXψj〉0
iω + λ˜j
+ R˜ΦΓ(ω) (27)
Comparing Eq. 27 and Eq. 20, it is clear that the poles ω˜j of Γ˜i,α,θ(ω) are those of Γi,α,θ(ω)
plus those of the matrix Πij,α,θ(ω), see earlier comments by Dawson [1] for the case of the
Desai-Zwanzig model [66] (see also section 6. VI A).
III. SUSCEPTIBILITIES, KRAMERS-KRONIG RELATIONS, AND SUM RULES
We assume that all λj, j = 1, . . . ,∞ have negative real part. As discussed above, since
G
(1)
j,α,θ(τ) is causal, the function Γ
(1)
j,α,θ(ω) is a well-behaved susceptibility function that is
holomorphic in the upper complex ω-plane (Im{ω} ≥ 0).
Let’s now consider the short-time behaviour τ → 0+ of the response functions Gi,α,θ(τ).
Using Eqs. 7 and 9, we derive:
Gi,α,θ(τ) = Θ(τ)
(
〈Xi(x)〉0 +
(
M∑
k=1
〈Xk(x)∂xkFi(x)〉0 − θ〈Xi(x)〉0
)
τ + o(τ 2)
)
(28)
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As a result, the high-frequency behaviour of the susceptibility Γi,α,θ(ω) can be written as:
Γi,α,θ(ω) = i
〈Xi(x)〉0
ω
−
∑M
k=1〈Xk(x)∂xkFi(x)〉0 − θ〈Xi(x)〉0
ω2
+ o(ω2) (29)
The causality of Gi,α,θ(τ) implies that, using an abuse of notation, Gi,α,θ(τ) = Θ(τ)Gi,α,θ(τ).
By performing the Fourier transform of both sides of this identity, we obtains the following
identity Γi,α,θ(ω) =
1
2pi
Γi,α,θ(ω) ? Θ˜(ω)), where ? indicates the convolution product and
Θ˜(ω) = −iP(1/ω) +piδ(ω) is the Fourier transform of Θ(τ), with P indicating the principal
part. By separating the real (Re) and imaginary (Im) parts of Γi,α,θ(ω), the previous
relation can be written as:
P
∫ ∞
−∞
dν
Re{Γi,α,θ(ν)}
ν − ω = −piIm{Γi,α,θ(ω)} (30)
P
∫ ∞
−∞
dν
Im{Γi,α,θ(ν)}
ν − ω = piRe{Γi,α,θ(ω)}. (31)
Since Γi,α,θ(τ) is a real function of real argument τ , its Fourier transform obeys the following
conditions: Γi,α,θ(ω) = (Γi,α,θ(−ω∗))∗. Hence, for real values of ω we have Re{Γi,α,θ(ω)} =
Re{Γi,α,θ(−ω)} and Im{Γi,α,θ(ω)} = −Im{Γi,α,θ(−ω)}. We derive an alternative form of
the Kramers-Kronig relations [27]:
P
∫ ∞
0
dν
Re{Γi,α,θ(ν)}
ν2 − ω2 = −
pi
2ω
Im{Γi,α,θ(ω)}, (32)
P
∫ ∞
0
dν
νIm{Γi,α,θ(ν)}
ν2 − ω2 =
pi
2
Re{Γi,α,θ(ω)} (33)
It is then possible to derive the following sum rules:∫ ∞
0
dνRe{Γi,α,θ(ν)} = lim
ω→∞
(pi
2
ωIm{Γi,α,θ(ω)}
)
=
pi
2
〈Xi(x)〉0 (34)∫ ∞
0
dν
Im{Γi,α,θ(ν)}
ν
= lim
ω→0
(pi
2
Re{Γi,α,θ(ω)}
)
=
pi
2
τGjGi,α,θ(0
+) (35)
where τGi =
∫∞
0
dtGi,α,θ(t)/Gi,α,θ(0
+), if Gi,α,θ(0
+) 6= 0 is a measure of the decorrelation of
the system, see a related result in [96] on the Desai-Zwanzig model [66] discussed below.
Note that Im{Γi,α,θ(ω)} is an odd function of ω. Additionally, if 〈Xi(x)〉0 = 0, so that the
imaginary part of the susceptibility decreases asymptotically at least as fast as ω−3, the
following additional sum rules holds:∫ ∞
0
dννIm{Γi,α,θ(ν)} = lim
ω→∞
(
−pi
2
ω2Re{Γi,α,θ(ω)}
)
=
pi
2
M∑
k=1
〈Xk(x)∂xkFi(x)〉0. (36)
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Let’s now look at the asymptotic properties for large values of ω of the matrix Pij,α,θ(ω).
We proceed as above and consider the short time behaviour of Y{i,j},α,θ(τ):
Y{i,j},α,θ(τ) = Θ(τ) (δijθ + o(τ)) (37)
As a result, for large values of ω, we have that
Υ{i,k},α,θ(ω) = i
θ
ω
δi,k + o(ω
−1) (38)
so that Pij,α,θ(ω) = δij
(
1− i θ
ω
)
+ o(ω−2) and Πij,α,θ(ω) = δij
(
1 + i θ
ω
)
+ o(ω−2), so that:
Γ˜i,α,θ(ω) = i
〈Xi(x)〉0
ω
−
∑M
k=1〈Xk(x)∂xkFi(x)〉0
ω2
+ o(ω2) (39)
where we note a correction in the asymptotic behaviour with respect to the case of the mean
field susceptibility given in Eq. 29. Nonetheless, if Pij,α,θ has full rank for all values of ω
in the upper complex ω-plane, the Kramers-Kronig relations 32-33 and the sum rules 34-36
apply also for the macroscopic susceptibilities Γ˜i,α,θ(ω).
IV. CRITICALITIES
We remark again that the dispersion relations presented above apply for the mean field
susceptibilities for values of α and θ such that i) the real part of all the eigenvalues of M0,+α,θ,〈x〉0
is negative; and for the macroscopic susceptibility if, additionally, ii) the matrix Pij,α,θ is
invertible and, additionally, has no zeros in the upper complex ω− plane. Conditions i) and
ii) correspond to the case where the real part of all the eigenvalues of M˜0,+α,θ,〈x〉0 is negative.
The breakdown of condition i) for, say, (α, θ) = (α¯, θ¯) is due to the presence of a vanishing
spectral gap for the operator M0,+α,θ,〈x〉0 , and, a fortiori, for the operator M˜
0,+
α,θ,〈x〉0 . In such a
scenario, the functions Γi,α¯,θ¯(ω) and Γ˜i,α¯,θ¯(ω) feature one or more poles in the real ω− axis.
In other terms, linear response blows up for forcings having non-vanishing spectral power
|T (ω)|2 at the corresponding frequencies.
In this case, because of the link discussed above between the poles of the mean field
susceptibilities and the Ruelle-Pollicott poles of the unperturbed system, the blow-up of
the linear susceptibilities corresponds to an ultraslow decay of correlations leading to a
singularity in the integrated decorrelation time. In other terms, in this case the results
conform to the classic framework of the theory of critical transitions [43, 69, 73, 74, 97]. We
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remark that the presence of a divergence does not depend on the specific functional form of
the perturbation field X, whilst the properties of the response do depend in general from it.
The breakdown of condition ii) for, say,(α, θ) = (α˜, θ˜) is associated with the fact that
the spectral gap of the operator M˜0,+
α˜,θ˜,〈x〉0 vanishes, whilst the spectral gap of the operator
M0,+
α˜,θ˜,〈x〉0 remains finite. In this latter case, only the functions Γ˜i,α˜,θ˜(ω) have one or more poles
for real values of ω, whereas the functions Γi,α˜,θ˜(ω) are holomorphic in the upper complex
ω− plane. We remark that the non-invertibility of the P matrix depends on the presence
of sufficiently strong coupling between the systems, which leads to them being coordinated,
as discussed in detail in Sect. VI.
The nonlinearity of Eq. 2 emerges as a result of the thermodynamic limit N → ∞.
Therefore, we interpret the singularities in the linear response resulting from the breakdown
of condition ii) as being associated to a phase transition of the system, yet not a standard
one. Indeed, the blow-up of the linear susceptibilities does not correspond to a blow-up of
the integrated correlation time (see section 6.VI A).
A. Phase Transitions
In what follows, we focus on the criticalities associated with condition ii) only, which
emerge specifically from effects that cannot be described using the mean field approximation.
Let’s then assume that for some reference values for α = α0 and θ = θ0 the system is
stable. This corresponds to the fact that the inverse Fourier transform of Γ˜i,α0,θ0(ω), which
defines a renormalised linear Green function that takes into account all the interactions
among the identical systems, has only positive support. Correspondingly, the macroscopic
susceptibilities Γ˜i,α0,θ0(ω), just like the mean field ones, are holomorphic in the upper complex
ω− plane. This implies that the entries of the matrix Πij,α0,θ0(ω) do not have poles in the
upper complex ω− plane.
Let’s now consider the following modulation of the system. We consider the protocol
(αs, θs) = (α0 + δα(s), θ0 + δθ(s)) and assume for for 0 ≤ s < s˜ the system retains stability.
For (αs˜, θs˜) = (α˜, θ˜), the system loses stability as R poles ωl, l = 1, . . . , R cross into the
upper complex ω-plane (with Im{ωl} = 0, l = 1, . . . , R) for the the macroscopic suscepti-
bilities Γ˜i,α˜,θ˜(ω) (condition ii) is broken), whilst the mean field susceptibilies Γi,α˜,θ˜(ω) are
holomorphic in the upper complex ω-plane (condition i) holds). This implies that the spec-
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tral gap of the operator M0,+α,θ,〈x〉0 is finite, so that there is no divergence of the integrated
autocorrelation time of any observable.
We have that Pij,α˜,θ˜ does not have full rank for ω = ωl, l = 1, . . . , R. For such value(s) of
ω, the macroscopic susceptibilities diverge. Indeed, we remark that the invertibility condi-
tions of the matrix Pij,α,θ(ω) is intrinsic and does not depend on the applied external forcing
X, which enters, instead, only in the definition of the mean field susceptibility Γi,α,θ(ω). We
interpret this as the fact that the divergence of the response is due to eminently endogenous,
rather than exogeneous, processes.
We also remark that Pij,α,θ(ω) = δij−Υ{i,j},α,θ(ω), where Υ{i,j},α,θ(ω) can be seen as mean
field susceptibility for the expectation value of xi associated with an infinitesimal change of
the value of the jth component of 〈x〉0, see Eqs. 4 and 10. This supports the idea that 〈x〉
is a good order parameter for the system.
We assume, for simplicity, that only simple poles are present. We then decompose the matrix
Πij,α˜,θ˜(ω) in the upper complex ω− plane as follows:
Πij,α˜,θ˜(ω) = Π
h
ij,α˜,θ˜
(ω) +
R∑
l=1
Res(Πij,α˜,θ˜(ω))ω=ωl
ω − ωl (40)
where we have separated the holomorphic component Πh
ij,α˜,θ˜
(ω) from the singular contribu-
tions coming from the poles ωl, l = 1, . . . , R; note that Res(f(ω))ω=ν indicates the residue
of the function f for ω = ν. Note that if ωl is a pole on the real axis, −ωl is also a pole.
Additionally, Res(f(ω))ω=ωl = −Res(f(ω))∗ω=−ωl , so that if ωl = 0 the residue has vanishing
real part.
Building on Eq. 40, the macroscopic susceptibility can then be written as:
Γ˜i,α˜,θ˜(ω) = Πij,α˜,θ˜(ω)Γi,α˜,θ˜(ω) = Π
h
ij(ω)Γi,α˜,θ˜(ω) +
R∑
l=1
Res(Πij,α˜,θ˜(ω))ω=ωl
ω − ωl Γi,α˜,θ˜(ωl) (41)
where the Kramers-Kronig relations given in Eq. 30 are then modified as follow, taking into
account the extra poles along the real ω-axis:
P
∫ ∞
−∞
dν
Γ˜i,α˜,θ˜(ν)
ν − ω = ipiΓ˜i,α˜,θ˜(ω) + ipi
R∑
l=1
Res(Πij,α˜,θ˜(ω))ω=ωl
ωl − ω Γi,α˜,θ˜(ωl) (42)
By taking the limit ω →∞ we can generalise the sum rule given in Eq. 34:∫ ∞
0
dνRe{Γ˜i,α˜,θ˜(ν)} =
pi
2
〈Xi(x)〉0 − pi
2
Im
{
R∑
l=1
Res(Πij,α˜,θ˜(ω))ω=ωlΓi,α˜,θ˜(ωl)
}
. (43)
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Instead, by taking the limit ω → 0 we can generalise the sum rule given in Eq. 35 as follows:∫ ∞
0
dν
Im{Γ˜i,α˜,θ˜(ν)}
ν
= lim
ω→0
(pi
2
Re{Γ˜i,α˜,θ˜(ω)}
)
+
pi
2
Re
{∑
ωl 6=0
Res(Πij,α˜,θ˜(ω))ω=ωl
ωl
Γi,α˜,θ˜(ωl)
}
.
(44)
where we note that the zero-frequency poles do not contribute to the second term on the
right hand side.
B. Two Scenarios of Phase Transition
In the discussion above, we are assuming that for (α, θ) = (α˜, θ˜) we have that det (Pij,α,θ(ω))
vanishes forR real values of ω. Since Pij,α,θ(ω) = (Pij,α,θ(−ω∗))∗, we have that det (Pij,α,θ(ω)) =
(det (Pij,α,θ(−ω∗)))∗. Therefore, the solutions to the equation det (Pij,α,θ(ω)) = 0 come in
conjugate pairs if they are complex. Generically, we can assume that as we tune the param-
eter s to the critical value s˜ such that (αs˜, θs˜) = (α˜, θ˜) either one real solution or the real
part of one pair of solutions crosses to positive values. We then consider the following two
scenarios for the poles ωl, l = 1, . . . , R:
• ω1 = 0, R = 1; or
• ω1 = −ω2 > 0, R = 2.
Indeed, we wish to consider the two qualitatively different cases of either i) a single
pole with zero frequency; or ii) a pair of poles with nonvanishing and opposite frequencies
emerging at (α, θ) = (α˜, θ˜). Of course, more than two poles could simultaneously emerge
(α, θ) = (α˜, θ˜), but we consider this as a non-generic case.
• If ωl = 0 is a pole, then we have a static phase transition, associated with a breakdown
in the linear response describing the parametric modulation of the measure of the
system, see section 6.VI A. While such a statement applies for rather general systems
and perturbations, this situation can be better understood by considering the specific
perturbation X(x) = 〈x〉0−x with T (t) = 1, which amounts to studying, within linear
approximation, how the measure of the system changes as the value of θ is changed
to θ + . This phase transition corresponds to a insulator-metal phase transition in
condensed matter, because the electric susceptibility χ
(1)
ij (ω) of a conductor diverges
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as iσij/ω for small frequencies, where σ is a real tensor and describes the static electric
conductivity, which is vanishing for an insulator [27].
• If, instead, we have a pair of poles located at ±ωl 6= 0, we have a dynamic phase
transition activated by a forcing with non-vanishing spectral power at the frequency
±ωl. In this case, a limit cycle emerges corresponding to self-sustained oscillation,
which is made possible by the feedback encoded in the nonlinearity of the McKean-
Vlasov equation, see e.g. [82] and section 6.VI B.
In Sect. VI we will present examples of phase transitions occurring according to the two
scenarios above.
V. GRADIENT SYSTEMS
When the local force can be written as a gradient of a potential Fα(y) = −∇Vα(y) and the
diffusion matrix is the identity matrix sij = δij, equations 1 describe an equilibrium system.
In particular, the N particles system has a unique ergodic invariant measure when the
potential satisfies suitable confining properties [13, 60] (see later discussion). Equivalently,
the generator of the finite particle stochastic process has a non zero spectral gap and the
system converges exponentially fast to the unique equilibrium state.
In the limit N → ∞, the system is described by the McKean-Vlasov equation 2 whose
stationary measures are solutions of the Kirkwood-Monroe equation [98]:
ρ
(0)
α,θ =
1
Z
e
− 2
σ2
(
V (x)+U?ρ
(0)
α,θ(x)
)
, Z =
∫
e
− 2
σ2
(
V (x)+U?ρ
(0)
α,θ(x)
)
dx. (45)
When the confining and interaction potentials are strongly convex and convex, respectively,
then it is well known that Eq. 45 has only one solution, corresponding to the unique steady
state of the McKean-Vlasov dynamics. In addition, the dynamics converges exponentially
fast, in relative entropy, to the stationary state and the rate of convergence to equilibrium can
be quantified [99]. However, when the confining potential is not convex, e.g. is bistable, then
more than one stationary states can exist, at sufficiently low noise strength (equivalently,
for sufficiently strong interactions). A well known-example where the non-uniqueness of
the invariant measure is that of the Desai-Zwanzig model [1, 66, 96], where the interaction
potential is quadratic (see section VI A for more details). In this framework, the loss of
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uniqueness of the invariant measure can be interpreted as a continuous phase transition,
similar to some extent to the phase transition for the Ising model. For a quadratic interaction
potential, the equilibrium stationary measure 45 can be written as
ρ
(0)
α,θ =
1
Z
e−
2
σ2
Vˆ , Z =
∫
e−
2
σ2
Vˆ dx (46)
where we have introduced the modified potential Vˆ (x) = V (x)− θ( |x|2
2
− 〈x〉0 · x), with the
term proportional to θ arising from the interactions between the subsystems. The linear
Fokker-Planck operator associated to the stationary Mc-Kean Vlasov equation 2 describing
the equilibrium dynamics relative to 46 reads
M0α,θ,〈x〉0 (·) = ∇·
(
∇Vˆ (x) ·
)
+
σ2
2
∆· (47)
It is well known [60, Sect. 4.5] that, if the modified potential Vˆ satisfies the property
lim
|x|→+∞
(
|∇Vˆ |2
2
−∆Vˆ
)
= +∞ (48)
then the operator M0α,θ,〈x〉0 in 47 has a spectral gap in L
2(ρ0α,θ), the space of square integrable
functions weighted with by the invariant density ρ0α,θ . In particular, condition 48 prevents
the system from undergoing a phase transition via scenario i). When detailed balance holds,
the mean field susceptibility Gi,α,θ(τ) relative to a uniform spatial forcing X = const can
be written as the time derivative of suitable correlation functions. In fact, from Eq. 11, the
mean field susceptibility can be written as
Gi,α,θ(τ) = −Θ(τ)
∫
dMyyi exp
(
M0α,θ,〈x〉0τ
)∇ · (ρ(0)α,θ(y)X(y)) (49)
Without loss of generality, let us consider an uniform forcing X = vˆk, with vˆk being the
unit vector in the k − th direction. The mean field susceptibility thus becomes
Gi,α,θ(τ) = −Θ(τ)
∫
dMyyi exp
(
M0α,θ,〈x〉0τ
)
∂ykρ
(0)
α,θ = Y{i,k},α,θ(τ)/θ (50)
Since the system is at equilibrium and the stationary probability density can be written as
in 45, ∂ykρ
(0)
α,θ = − 2σ2ρ(0)α,θ∂yk Vˆ , physically representing the fact that the probability current
associated to the invariant measure vanishes at equilibrium. Furthermore, using 47 it is easy
to verify the following identity M0α,θ,〈x〉0
(
ykρ
(0)
α,θ
)
= −ρ(0)α,θ∂yk Vˆ . The mean field susceptibility
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can then be written as
Gi,α,θ(τ) = − 2
σ2
Θ(τ)
∫
dMyyi exp
(
M0α,θ,〈x〉0τ
)
M0α,θ,〈x〉0ykρ
(0)
α,θ = (51)
= − 2
σ2
Θ(τ)
d
dτ
∫
dMyyi exp
(
M0α,θ,〈x〉0τ
)
ykρ
(0)
α,θ = (52)
= − 2
σ2
Θ(τ)
d
dτ
〈xi(τ)xk(0)〉0 = (53)
= − 2
σ2
Θ(τ)
d
dτ
〈zi(τ)zk(0)〉0 (54)
where in the last equation we have introduced the fluctuation variables zi = xi−〈xi〉0. Equa-
tion 54 shows that the mean field susceptibility is closely related to equilibrium correlation
functions. It is then possible to associate to each correlation function the correlation time
τij =
∫ +∞
0
dt〈zi(τ)zj(0)〉0
〈zi(0)zj(0)〉0 . (55)
Note that this time scale differs from the one introduced in Eq. 35, which in this case can
be written as
τGi =
∫∞
0
dtGi,α,θ(t)
Gi,α,θ(0+)
= − 〈zi(0)zj(0)〉0
limt→0+ d/dt〈zi(t)zj(0)〉0
By comparing the expressions of τGi and τij and by considering Eq. 15, one understands
that τGi and τij correspond to two differently weighted averages of the timescales associated
with each subdominant mode of the operator M0α,θ,〈x〉0 .
Usually, the singular behaviour of correlation properties has been used as an indicator of
critical transitions [67]. However, let us remark again that, being related to the spectrum
of the operator M0α,θ,〈x〉0 , in our case neither τGi nor τij show any critical behaviour at
transitions occurring according to the scenario ii), while they both diverge in the case of
critical transitions corresponding to the scenario i) above.
VI. EXAMPLES
In what follows we re-examine the linear response of two relevant models that have
been extensively investigated in the literature. Using the framework developed above, we
investigate the phase transitions occurring in the Desai-Zwanzig model [66] and the Bonilla-
Casado-Morilla model [82], which are taken as paradigmatic examples of equilibrium and
nonequilibrium systems, respectively. For the Desai-Zwanzig model we also provide the
result of numerical simulations.
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A. Equilibrium phase transition: Desai-Zwanzig model
The Desai-Zwanzig model [66] has a paradigmatic value as it features an order-disorder
thermodynamic phase transition arising from the interaction between systems [100] and has
been used also as a model for systemic risk [3]. Each of the systems can be interpreted as
a particle, moving on a one dimensional line (M = 1) in a double well potential Vα(x) =
−α
2
x2 + x
4
4
, interacting with the other particles via a quadratic interaction U(x). The N−
particle system is described by
dxk = Fα(x
k)dt− θ
N
N∑
l=1
∂xkU(x
k − xl)dt+ σdW k (56)
where k = 1, . . . , N . The local force is Fα = −V ′α, the interaction potential is U(x) = x
2
2
and the volatility matrix is the identity matrix sij = δij. Furthermore, Vα is double well
shaped when α > 0, otherwise it has a unique global minimum. In the thermodynamic limit
N → ∞, the one particle density satisfies the McKean-Vlasov equation 2 and it has been
proven [1, 96] that the infinite particle system undergoes a continuous phase transition, with
〈x〉 being a suitable order parameter. The Desai-Zwanzig model can be seen as a stochastic
model of key importance for elucidating order-disorder phase transitions [100].
We have studied the Desai-Zwanzig model also through numerical integration of Eqs. 56
by adopting an Euler-Maruyama scheme. We have tested the convergence of our results
in the thermodynamic limit N → ∞ by looking at increasing values of the number N of
particles. We present in Figs. 1a)-c) the results obtained with N = 5000 for 0.2 ≤ θ ≤ 1.0
and 0.4 ≤ σ ≤ 1.0. The relevant expectation values and correlations have been evaluated
considering averages performed over 2.5×103 time units. Figures 2a)-b) portray two sections
performed approximately in the middle of the domain of the heat maps provided in Figs. 1a)-
c), with the goal of clarifying the obtained results. The order parameter clearly indicates
a continuous phase transition. The re-scaled variance of the fluctuations, being related
to the operator M0α,θ,〈x〉0 , is finite (and equal to
1
2
) at the transition point, in agreement
with Eq. 63. The re-scaled correlation time τˆ = θ × τ , where τ is defined in 55, is also
non-singular, as discussed below. The response of the order parameter to a perturbation
Fα → Fα + εX(x)T (t) is given by Eq. 8. Given the simplicity of this model, it is possible
to explicitly evaluate all the relevant quantities that characterise a phase transition relative
to scenario ii). Indeed, if we consider a purely temporal perturbation, that is X(x) = 1, the
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FIG. 1. Results of numerical simulations of Eqs 56 with α = 1. Heat maps of the order parameter
〈x〉0 (panel a); of the re-scaled variance θσ2 〈z2〉0 (panel b); and of the rescaled correlation time
τˆ = θ × τ (panel c). The dotted red line represents the transition line, whose explicit formula is
known [1].
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mean field susceptibilities are directly proportional Yα,θ(τ) = θGα,θ(τ) and Eq. 16 can be
written as
P (ω)〈x〉1(ω) = Γα,θ(ω)T (ω) (57)
where the 1 × 1 matrix is P (ω) = 1 − θΓα,θ(ω). The macroscopic susceptibility is then
obtained as
Γ˜α,θ(ω) = P
−1(ω)Γα,θ(ω) =
Γα,θ(ω)
1− θΓα,θ(ω) (58)
Furthermore, this is a gradient system satisfying all the assumptions that have been made
in Sect. V, so that the mean field susceptibility can be written as (see also [96])
Gα,θ(τ) = −Θ(τ) 2
σ2
d
dτ
〈z(τ)z(0)〉0 (59)
where z(t) = x− 〈x〉0. Taking the the Fourier transform results in
Γα,θ(ω) =
2
σ2
[〈z2〉0 − iωγ(ω)] (60)
where γ(ω) =
∫∞
0
dte−iωt〈z(t)z(0)〉0 is the Fourier transform of the correlation function.
As previously mentioned, Γα,θ(ω) can be written in terms of the spectrum of the operator
M0,+α,θ,〈x〉0 which in this specific example reads (see 47)
M0,+α,θ,〈x〉0 = Vˆ
′(x)∂x +
σ2
2
∂xx (61)
where the modified potential is Vˆ = Vα− θ(x22 − 〈x〉0x). It can be proven [1] that the above
operator is self-adjoint and has a pure point spectrum {λµ} with 0 = λ0 > λ1 > λ2 > . . . ,
with the vanishing eigenvalue corresponding to the stationary distribution ρ
(0)
α,θ. In fact, it
is easy to show that condition 48 holds. The operator M˜0,+α,θ,〈x〉0 is instead
M˜0,+α,θ,〈x〉0(ρ
(1)
α,θ) = M
0,+
α,θ,〈x〉0(ρ
(1)
α,θ)− θ〈x〉1(t)∂xρ(0)α,θ (62)
Dawson [1] proved that, away from the transition point - in particular, above it, where
〈x〉0 = 0 - the nonlinear operator M˜0,+α,θ,〈x〉0 has similar spectral properties to M
0,+
α,θ,〈x〉0 . At
the transition, though, M˜0,+α,θ,〈x〉0 shows a vanishing spectral gap, with the operator develop-
ing a null eigenvalue. This situation corresponds to the breakdown of the aforementioned
condition ii) in which the mean field susceptibility Γα,θ - and thus γ(ω) - is holomorphic
in the upper complex ω-plane, while the macroscopic Γ˜α,θ develops a pole, arising from the
non invertibility of P (ω). Let us observe again that this implies that at the transition there
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FIG. 2. Horizontal (left) and vertical (right) sections of the heat maps 1a)-c). a) From top
to bottom: order parameter, rescaled variance, and rescaled integrated autocorrelated time as a
function of the strength of the noise. Here θ ≈ 0.4. b) From top to bottom: order parameter,
rescaled variance, and rescaled integrated autocorrelated time as a function of the strength of the
coupling. Here σ ≈ 0.78.
is no divergence of the integrated autocorrelation time τ , because the spectral gap of the
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operator M0,+α,θ,〈x〉0 does not shrink to zero. This is clearly shown in the two-dimensional map
shown in Fig. 1c) and in the two sections shown in Figs. 2a)-b). We can fully characterise
the singular behaviour of the macroscopic susceptibility Γ˜α,θ at the transition. As a matter
of fact, the transition point is characterised [96] by the condition
1− 2θ
σ2
〈z2〉0 = 0 (63)
so that the macroscopic susceptibility becomes
Γ˜α,θ =
2
σ2
[〈z2〉0 − iωγ(ω)]
iθωγ(ω)
= − 2
θσ2
+
〈z2〉0
iθωγ(ω)
(64)
As previously discussed in relation to Eq. 41, the above expression shows that at the
transition point Γ˜α,θ develops a simple pole in ω = 0, with residue
Res(Γ˜α,θ)ω=0 = −i 〈z
2〉0
θγ(0)
(65)
B. Non-equilibrium phase transition: Bonilla-Casado-Morilla Model
In this section we will study the Bonilla-Casado-Morrillo model [82] and elucidate the
properties of a non equilibrium self-synchronization phase transition, by looking at the
divergence of the macroscopic susceptibility Γ˜α,θ. We anticipate that the susceptibility
develops a pair of symmetric poles ω1 = −ω2 > 0 at the transition point, thus following the
scenario ii) discussed above. The model consists of N two-dimensional non linear oscillators
xk = (xk1, x
k
2), interacting via a quadratic interaction potential U(x) =
|x|2
2
and subjected to
thermal noise
dxki = Fi,α(x
k)dt− θ
N
N∑
l=1
∂xki U(x
k − xl)dt+ σdW ki , k = 1, . . . , N (66)
The local force is not conservative, giving rise to a non equilibrium process, and reads
Fα(x) = (α− |x|2)x+x+where x+ = (−x2, x1). This term corresponds to a rotation, which
is divergence-free with respect to the (Gibbsian) invariant measure and, therefore, does not
change the stationary state, but it makes it a non-equilibrium one [101–103]. The systematic
study of linear response theory for such nonequilibrium systems is an interesting problem
that we leave for future study. In the thermodynamic limit, the system is described by a
McKean-Vlasov equation
∂tρ(x, t) = −∇ ·
[(
Fˆ+ θ〈x〉
)
ρ
]
+
σ2
2
∆ρ (67)
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where Fˆ = Fα − θx, the last term representing the mean field contribution of the coupling
to the local force. The authors in [82] prove that the infinite particle system undergoes
a phase transition, with a stationary measure ρ0(x) losing stability to a time dependent
probability measure ρ¯ = ρ¯(x, t). Physically, this phenomenon can be interpreted as a process
of synchronization. In fact, ρ0(x) represents a disordered state, with the oscillators moving
out of phase, while ρ¯ describes a state of collective organisation with the oscillators moving in
an organised rhythmic manner. The transition can be investigated via the order parameter
〈x〉 which vanishes in the asynchronous state, 〈x〉0 = 0 , and is different from zero and
time dependent in the synchronous state. In particular, the stationary measure ρ0(x) can
be written as
ρ0(x) =
1
Z
e−φ(x), φ(x) =
(
θ − α + 1
2
|x|2
) |x|2
σ2
(68)
and satisfies the stationary McKean-Vlasov equation
Mα,θ,〈x〉0 (ρ0) ≡Mα,θ,0(ρ0) = 0 (69)
with Mα,θ,0 (g) = −∇·
[
Fˆ g
]
+ σ
2
2
∆g , being the Fokker-Planck operator describing the sta-
tionary state ρ0(x). We can perform a linear response theory around this stationary state
ρ0 by replacing Fα → Fα + εX(x)T (t) and studying the perturbation ρ1 of the measure
defined via ρ(x, t) = ρ0(x) + ερ1(x, t). As previously outlined, ρ1(x, t) satisfies Eq. 4 from
which the whole linear response theory follows. However, to conform to the notation in [82]
we will here define ρ1(x, t) = ρ
1/2
0 q(x, t) and write the corresponding equation for q(x, t).
After some algebra, it is possible to write that
∂tq(x, t) =Mα,θ,0(q)− T (t)ρ−1/20 ∇ · (X(x)ρ0) + θρ1/20 〈ρ1/20 y, q(y, t)〉 · ∇φ(x) =
= M˜α,θ,0(q)− T (t)ρ−1/20 ∇ · (X(x)ρ0)
(70)
where we have defined
Mα,θ,0(q) = σ
2
4
[
∆φ− 1
2
|∇φ|2
]
q +
[−x+· ∇+ ∆] q (71)
We mention that operator has the structure of a Schro¨dinger operator in a magnetic
field [60, Sec. 4.9]. Furthermore, M˜α,θ,0(q) =Mα,θ,0(q)+θρ(0)1/2〈ρ1/20 y, q(y, t)〉 ·∇φ(x) with
〈f, g〉 = ∫ dyf(y)g(y) being the usual scalar product. In particular, let us observe that
〈ρ1/20 y, q(y, t)〉 =
∫
ρ
1/2
0 yq(y, t)dy =
∫
yρ1(y, t)dy = 〈y〉1. A formal solution of the above
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equation is
q(x, t) =
∫ t
−∞
ds exp [Mα,θ,0(t− s)]
[
−T (s)ρ−1/20 ∇ · (X(x)ρ0) + θρ1/20 〈ρ1/20 y, q(y, s)〉 · ∇φ(x)
]
(72)
which is the analogous of Eq. 5. Using the above expression we can evaluate the response
of the observable xi as
〈xi〉1 = 〈ρ1/20 xi, q(x, t)〉 =
∫
dx
∫ t
−∞
ds xi exp [Mα,θ,0(t− s)][
−T (s)ρ−1/20 ∇ · (X(x)ρ0) + θρ1/20 〈ρ1/20 y, q(y, s)〉 · ∇φ(x)
] (73)
Comparing Eq. 73 and 6 it is clear that the operators Mα,θ,0,M˜α,θ,0 are analogous to the
operators M0α,θ,〈x〉0 , M˜
0
α,θ,〈x〉0defined in section II. In particular, their spectrum is related to
the Fourier transform of the mean field susceptibility Γα,θ and macroscopic susceptibility
Γ˜α,θ(respectively) through equations similar to 17 and 27. The authors in [82] study the
spectrum of both these operators in order to perform a stability analysis of the stationary
distribution ρ0(x). In particular, they observe that the the operator Mα,θ,0 can be written
as Mα,θ,0 =MH +MA where
MH(q) = σ
2
4
[
∆φ− 1
2
|∇φ|2
]
q +
σ2
2
∆q (74)
and
MA(q) = −x+· ∇q (75)
with vanishing commutator [MH ,MA] = 0. The operatorMH is related to the conservative
part of the local force. As a matter of fact, it is a self-adjoint (Hermitian) operator with real
eigenvalues. MAis instead anti-Hermitian, with purely imaginary eigenvalues (describing
oscillations) given by the non conservative part of F. Furthermore, MH has only one zero
eigenvalue corresponding to the ground state
√
ρ0 while all the remaining eigenvalues are
negative, meaning that scenario i) in Sect. 4.IV B, according to which the spectral gap of
the mean field operator M0α,θ,〈x〉0 vanishes, cannot happen in this setting. In particular,
correlation properties will never diverge. Phase transition can, instead, take place according
to the scenario ii) above. Indeed, the authors in [82] show that the spectral gap of the
operator M˜α,θ,0 vanishes at the transition line
A =
δ2
2
1− 1
δ
exp
(
−A
2
δ2
)[∫ ∞
−A
δ
e−r
2
dr
]−1 (76)
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where A = α
θ
−1 and δ =
√
2σ2
θ
. In particular, they are able to prove that the eigenvalues asso-
ciated to eigenfunctions of M˜α,θ,0 which are orthogonal to the subspace of L2(R2) spanned
by
√
ρ0 and n · x√ρ0, n ∈ R2 being any unit vector, are always negative. Nevertheless,
M˜α,θ,0 can become unstable from eigenfunctions which are not orthogonal to n ·x√ρ0. As a
matter of fact, it is possible to identify the eigenfunctions that at the transition yield eigen-
values with vanishing real part. In particular, at the transition line 76, the eigenfunction
Ω(x) = (0, 1) ·x√ρ0 + i(1, 0) ·x√ρ0 gives an eigenvalue λ˜j = i, with Ω(x)∗ corresponding to
the complex conjugate eigenvalue λ˜∗j = −i. The macroscopic susceptibility 27 consequently
develops a pair of symmetric poles in ω = ±1, corresponding to a dynamic phase transition,
giving rise to a Hopf-like transition yielding the time dependent state ρ¯(x, t) that defines
the conditions of synchronization.
VII. CONCLUSIONS
The understanding of how a network of exchangeable interacting systems responds to
perturbations is a problem of great relevance in mathematics, natural and social sciences,
and technology. One is in general interested in both the smooth regime of response, where
small perturbations result into small changes in the properties of the system, and in the
nonsmooth regime, which anticipates the occurrence of critical, possibly undesired, changes.
Often, critical phenomena, which can be triggered by exogeneous or endogenous processes,
are accompanied by the existence of a large-scale restructuring of the system, whereby
spatial (i.e. across systems) and temporal correlations are greatly enhanced. The emer-
gence of a specific spatial structure is especially clear when considering order-disorder tran-
sitions. Spatial-temporal coordination becomes evident when studying the multi-faceted
phenomenon of synchronization. Finally, slow decay of temporal correlations - the so-called
slowing down - indicates that nearby critical transitions the negative feedback of the system
become ineffective.
This paper is the first step in a research programme that aims at developing practical
tools for better understanding and predicting –in a data-driven framework– critical transi-
tions in complex systems. We have here developed a fairly general theory of linear response
for such a network in the thermodynamic limit of an infinite number of identical interacting
systems undergoing deterministic and stochastic forcing. Our approach is able to accommo-
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date both equilibrium and nonequilibrium stationary states, thus going beyond the classical
approximation of gradient flows. We remark that the existence of equilibrium stationary
(Gibbs) states, the gradient structure (in a suitable metric) and the self-adjointness of the
Fokker-Planck operator are equivalent. The presence of interaction between the systems
leads to McKean-Vlasov evolution equation for the one-particle density, which reduces to
the classical Fokker-Planck equation if the coupling is switched off.
We find explicit expressions for the linear susceptibility and are able to evaluate its
asymptotic behaviour, thus allowing for the derivation of a general set of Kramers-Kronig
relations and related sum rules. The susceptibility, in close parallel to the classic Clausius-
Mossotti expression of macroscopic electric susceptibility for condensed matter, is written
in a renormalised form as the product of a matrix describing the self-action of the system
times the mean field susceptibility. This allows for further clarifying the relationship between
endogenous and exogenous processes, which generalised the fluctuation-dissipation theorem
for this class of systems.
Linear response breaks down when the susceptibility diverges, i.e. it develops poles in
the real axis. We separate two scenarios of criticality - one associated with the divergence
of the mean field susceptibility, and another one associated with singularities of the matrix
describing the self-action of the system. The first case pertains to the classical theory of
critical transitions.
The second case is here for us of greater interest and can be realised only in the thermo-
dynamic limit. We interpret such a second scenario as describing phase transitions for the
system. We define two scenarios of phase transition - a static one, and a dynamic one, where
a pole at vanishing frequency and two poles at opposite frequency appear in the linear sus-
ceptibility, respectively. We prove that, against intuition, a phase transition is - as opposed
to the case of critical transitions - not accompanied by a divergence in the autocorrelation
properties of the system, i.e., no critical slowing down is observed. Our interpretation is sup-
ported by the use of the formalism developed in this paper to revisit the classical results for
phase transitions occurring in the the Desai-Zwanzig model on the Bonilla-Casado-Morrillo
model, for which it is easy to define good order parameters. The criticalities in the these
two models conform to the scenario of static and dynamic phase transition, respectively.
The work reported in this paper opens up several avenues for future research. Three nat-
ural next steps are: a) to investigate in greater detail multidimensional reversible McKean-
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Vlasov dynamics exhibiting phase transitions; for such systems the self-adjointness of the
linearised McKean-Vlasov operator enables the systematic use of tools from spectral theory.
b) To use the analytical tools developed in this paper to design early warning signals for
phase transitions, as opposed to critical transitions for which there exists an extensive liter-
ature. c) To use the framework developed in this paper in order to revisit phenomena such
as synchronization, cooperation and consensus in multiagent systems, and more generally
the emergence of coherent structures in complex systems, both in natural and social sciences
as well as technology.
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