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a b s t r a c t 
In this paper, we will investigate the dynamics of a nonlinear rational difference equation of a higher 
order. Our concentration is on invariant intervals, periodic character, the character of semi-cycles and 
global asymptotic stability of all positive solutions of 
x n +1 = α + βx n + γ x n −k 
Bx n + Cx n −k 
, n = 0 , 1 , . . . 
It is worth to mention that our results solve partially some of the open problems proposed by Kulenvic 
and Ladas in their monographs [17], [18]. 
© 2017 Elsevier Ltd. All rights reserved. 
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p  1. Introduction 
In this paper, we will study the nonlinear rational difference
equation 
x n +1 = α + βx n + γ x n −k 
Bx n + Cx n −k 
, n = 0 , 1 , . . . (1.1)
where the parameters α, β , γ , B , C and the initial conditions
x −k , . . . , x −1 , x 0 are positive real numbers, k = { 1 , 2 , 3 , . . . } . 
Our concentration is on invariant intervals, periodic character,
the character of semi-cycles and global asymptotic stability of all
positive solutions of Eq. (1.1) . 
It is worth mentioning that the results in [4,5,7,12,20] are spe-
cial cases of our main results. Some recent work on rational equa-
tions can be ﬁnd in [1–3,8–11,15,17–19,21–25] . 
The global stability of Eq. (1.1) for k = 1 has been investigated
in [7] . They showed, in respect to variation of the parameters, the
positive equilibrium point is globally asymptotically stable or ev-
ery solution lies eventually in an invariant interval. Kulenovic and
Ladas, in addition, considered Eq. (1.1) in their monograph [16] . 
In [7] , the equation 
x n +1 = α + βx n + γ x n −1 
Bx n + Cx n −1 
(1.2)
was studied. Our interest now to study and solve Eq. (1.1) in the
general case which is a generalization of those studied in [7] . ∗ Corresponding author. 
E-mail addresses: msaleh@birzeit.edu (M. Saleh), nalkoumi@birzeit.edu (N. Alk- 
oumi), aseelfarhat@yahoo.com (A. Farhat). 
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0960-0779/© 2017 Elsevier Ltd. All rights reserved. The change of variables x n = βB y n , will change the equation 
 n +1 = α + βx n + γ x n −k 
Bx n + Cx n −k 
, n = 0 , 1 , . . . 
nto the equation 
 n +1 = D + y n + py n −k 
y n + qy n −k 
, n = 0 , 1 , . . . (1.3)
here D = Bα
β2 
, p = γ
β
, q = C B . 
Before studying the behavior of solutions of this rational differ-
nce equation, we will review some deﬁnitions and basic results
hat will be used throughout this paper. 
emma 1.1 [13] . Let I be some interval of real numbers and let 
f : I k +1 → I 
e a continuously differentiable function. Then for every initial condi-
ions x −k , . . . , x −1 , x 0 ∈ I, k = { 1 , 2 , 3 , . . . } ., the difference equation 
 n +1 = f (x n , x n −k ) , n = 0 , 1 , . . . (1.4)
has a unique solution 
∞ { x n } 
n = −k 
. 
eﬁnition 1.1. We say that a solution { y n } ∞ n = −k of a difference
quation y n +1 = f (y n , y n −1 , . . . , y n −k ) is periodic if there exists a
ositive integer p such that y n + p = y n . The smallest such positive
nteger p is called the prime period of the solution of the differ-
nce equation. 
eﬁnition 1.2. The equilibrium point y¯ of the equation 
 n +1 = f (y n , y n −1 , . . . , y n −k ) , n = 0 , 1 , . . . (1.5)
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λs the point that satisﬁes the condition 
¯
 = f ( ¯y , y¯ , . . . , y¯ ) . 
eﬁnition 1.3 [6] . Let y¯ be an equilibrium point of Eq. (1.5) . Then
he equilibrium point y¯ is called 
(1) locally stable if for every  > 0 there exists δ > 0 such
that for all y −k , y −k +1 , . . . , y 0 ∈ I with | y −k − y¯ | + | y −k +1 −
y¯ | + · · · + | y 0 − y¯ | < δ, we have | y n − y¯ | <  for all n ≥ −k, 
(2) locally asymptotically stable if it is locally stable and if
there exists γ > 0 such that for all y −k , y −k +1 , . . . , y 0 ∈
I with | y −k − y¯ | + | y −k +1 − y¯ | + . . . + | y 0 − y¯ | < γ , we have
lim n →∞ y n = y¯ . 
(3) a global attractor if for all y −k , y −k +1 , . . . , y 0 ∈ I, we have
lim n →∞ y n = y¯ . 
(4) globally asymptotically stable if y¯ is locally stable and y¯ is a
global attractor. 
Let 
p = ∂ f 
∂u 
( ¯x , ¯x ) and q = ∂ f 
∂v ( ¯
x , ¯x ) 
here f ( u, v ) is the function in Eq. (1.4) and x¯ is an equilibrium of
he equation. Then the equation 
 n +1 = py n + qy n −k , n = 0 , 1 , . . . (1.6)
s called the linearized equation associated with Eq. (1.4) about the
quilibrium point x¯ . Its characteristic equation is 
k +1 − pλk − q = 0 (1.7) 
heorem 1.1 [12] Linearized Stability . Consider the difference equa-
ion 
 n +1 = py n + qy n −k , n = 0 , 1 , . . . 
(a) If both roots of the equation have absolute values less than one,
then the equilibrium y¯ of the equation is locally asymptotically
stable. 
(b) If at least one of the roots of the equation has an absolute value
greater than one, then y¯ is unstable. 
(c) Both roots of the equation have absolute values less than one if
and only if 
| p | < 1 − q < 2 
in this case, y¯ is a locally asymptotically stable. 
(d) Both roots of the equation have absolute values greater than
one if and only if 
| q | > 1 and | p | > | 1 − q | 
in this case, y¯ is a repeller. 
(e) One root of the equation has an absolute value greater than
one while the other root has an absolute value less than one if
and only if 
p 2 + 4 p > 0 and | p | > | 1 − q | . 
in this case, y¯ is unstable and is called a saddle point. 
. The equilibrium points 
Next we investigate the equilibrium points of the nonlinear ra-
ional difference equation 
 n +1 = D + y n + py n −k 
y n + qy n −k 
, n = 0 , 1 , . . . (2.1)
here the parameters p , q , D and the initial conditions y −k , . . . ,
 −1 , y 0 are positive real numbers, k = { 1 , 2 , 3 , . . . } . The equilibrium points of Eq. (2.1) are the positive solutions of
he equation 
¯
 = D + y¯ + p ¯y 
y¯ + q ¯y 
= D + y¯ (p + 1) 
y¯ (q + 1) 
By rearranging, we get 
 
2 = D + y (1 + p) 
1 + q (2.2) 
ence the equilibrium point is given by 
¯
 = 1 + p + 
√ 
(1 + p) 2 + 4 D (1 + q ) 
2(q + 1) 
To ﬁnd the linearization of our problem, consider 
f ( u, v ) = D + u + pv 
u + q v 
o 
∂ f 
∂u 
= v (q − p) − D 
(u + q v ) 2 
ence 
∂ f 
∂u 
( ¯y , y¯ ) = y¯ (q − p) − D 
(q ¯y + y¯ ) 2 
rom 
 
2 = D + y (1 + p) 
1 + q (2.3) 
e get 
∂ f 
∂u 
( y , y ) = (q − p) y − D 
(1 + q ) 2 ( D + y (1+ p) 
1+ q ) 
= (q − p) y − D 
(1 + q )(D + (1 + p) y ) 
also 
∂ f 
∂v 
= u (p − q ) − qD 
(u + q v ) 2 
ence 
∂ f 
∂v 
( ¯y , y¯ ) = y¯ (p − q ) − qD 
(q ¯y + y¯ ) 2 
rom 
 
2 = D + y (1 + p) 
1 + q (2.4) 
e get 
∂ f 
∂v 
( y , y ) = − (q − D ) y + Dq 
( y + q y ) 2 
= − (q − p) y + Dq 
y 
2 
(1 + q ) 2 
= − (q − p) y + Dq 
(1 + q ) 2 ( D + y (1+ p) 
1+ q ) 
= − (q − p) y + Dq 
(1 + q )(D + (1 + p) y ) 
so, the linearized equation is 
 n +1 = y¯ (q − p) − D 
(q ¯y + y¯ ) 2 z n + 
y¯ (p − q ) − qD 
(q ¯y + y¯ ) 2 z n −k (2.5)
nd its characteristic equation is 
k +1 − y¯ (q − p) − D 
(q ¯y + y¯ ) 2 λ
k + y¯ (q − p) + qD 
(q ¯y + y¯ ) 2 = 0 (2.6) 
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 Which can be rewritten as y is: 
z n +1 = (q − p) y − D 
(1 + q )(D + (1 + p) y ) z n −
(q − p) y + Dq 
(1 + q )(D + (1 + p) y ) z n −k 
i.e 
z n +1 − (q − p) y − D 
(1 + q )(D + (1 + p) y ) z n + 
(q − p) y + pq 
(1 + q )(D + (1 + p) y ) z n −k = 0 
(2.7)
and its characteristic equation is: 
λk +1 − (q − p) y − D 
(1 + q )(D + (1 + p) y ) λ
k + (q − p) y + Dq 
(1 + q )(D + (1 + p) y ) = 0 
(2.8)
3. The local stability 
The following facts are important to study the local stability 
Lemma 3.1 [6] . Assume that a,b are real numbers and k ∈ { 1 , 2 , . . . } .
Then 
| a | + | b | < 1 (3.1)
is a suﬃcient condition for the asymptotic stability of the difference
equation 
y n +1 + ay n + by n −k = 0 , n = 0 , 1 , . . . . (3.2)
Suppose in addition that one of the following two cases holds. 
1. k odd and b < 0. 
2. k even and ab < 0. 
Then ( 3.1 ) is also a necessary condition for the asymptotic stability
of Eq. (3.2) . 
Lemma 3.2 [6] . Assume that a,b are real numbers. Then 
| a | < b + 1 < 2 
is a necessary and suﬃcient condition for the asymptotic stability of
the difference equation 
y n +1 + ay n + by n −k = 0 , n = 0 , 1 , . . . . (3.3)
Lemma 3.3. Assume that all the roots of the characteristic equation
of the above equation lie inside the unit circle, then the positive equi-
librium is locally asymptotically stable. 
Theorem 3.1. Let y¯ be an equilibrium point of Eq. (2.1) , then y¯ is
locally asymptotically stable if q > 1 . 
Proof. The equilibrium point y¯ of Eq. (2.1) is 
y¯ = 1 + p + 
√ 
(1 + p) 2 + 4 D (1 + q ) 
2(q + 1) 
and the linearized equation about it is 
z n +1 = y¯ (q − p) − D 
(q ¯y + y¯ ) 2 z n + 
y¯ (p − q ) − qD 
(q ¯y + y¯ ) 2 z n −k 
We will use Lemma 3.2 to show that y¯ is asymptotically stable if q
> 1. From our linearized equation we have 
a = − y¯ (q − p) − D 
(q ¯y + y¯ ) 2 
b = y¯ (q − p) + qD 
(q ¯y + y¯ ) 2 
But as 
( ¯y + q ¯y ) 2 = (1 + q )(D + (1 + p) ¯y ) hen 
 = − y¯ (q − p) − D 
(1 + q )(D + (1 + p) ¯y ) 
 = y¯ (q − p) + qD 
(1 + q )(D + (1 + p) ¯y ) 
It is easy to show that 
 
a | < b < b + 1 
nd as 
 < 1 
Then we proved that 
 
a | < b + 1 < 2 
Then by Lemma 3.2 we can say that the equilibrium point y¯ is
symptotically stable if q > 1. 
This completes the proof. 
heorem 3.2. The unique equilibrium point y of Eq. (2.1) is locally
symptotically stable in the following cases: 
(1) q > p there are two cases 
• p > 1 
• q < 1 . 
(2) q = p
(3) q < p 
• if y (p − q ) < Dq i.e. y < Dq p−q 
• if y (p − q ) > Dq and y < 2 Dq p−3 q −1 −qp i.e. y > Dq p−q and y <
2 Dq 
p−3 q −1 −qp 
roof. 
(1) When q > p there are two cases: 
• (q − p) y > D i.e. y > D q −p Assume 
| a | + | b| < 1 , 
by substituting values of a and b , we have 
(q − p) y − D 
(1 + q )(D + (1 + p) y ) + 
(q − p) y + Dq 
(1 + q )(D + (1 + p) y ) < 1 
then 
(q − p) y − D + (q − p) y + Dq 
(1 + q )(D + (1 + p) y ) < 1 
by multiplying, we have 
(q − p) y − D + (q − p) y + Dq < (1 + q )(D + (1 + p) y ) 
then 
2(q − p) y − D + Dq < D + (1 + p) y + Dq + q (1 + p) y 
so 
2(q − p) y − 2 D < y (1 + p)(1 + q ) 
hence 
−2 D < y [(1 + p)(1 + q ) − 2(q − l)] 
then 
−2 D < y [1 + p + q + pq − 2 q + 2 p] 
so 
−2 D < y [1 − q + 3 p + pq ] 
note that when p > 1, y [1 − q + 3 p + pq ] is strictly
greater than zero. And when q < 1, y [1 − q + 3 p + pq ] is
strictly greater than zero 
M. Saleh et al. / Chaos, Solitons and Fractals 96 (2017) 76–84 79 
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e• (q − p) y < D, i.e y < D q −p , we have the following inequal-
ity 
D − (q − p) y 
(1 + q )(D + (1 + p) y ) + 
(q − p) y + Dq 
(1 + q )(D + (1 + p) y ) < 1 
then 
D − (q − p) y + (q − p) y + Dq 
(1 + q )(D + (1 + p) y ) < 1 
hence 
D + Dq < D + (1 + p) y + Dq + q (1 + p) y 
cancel the common terms in both sides, we get 
0 < (1 + p) y + q (1 + p) y 
which is true for all values of p, q, y 
(2) When q = p, we have 
D 
(1 + q )[ D + (1 + p) y ] + 
Dq 
(1 + q )[ D + (1 + p) y ] < 1 
then 
D + Dq < (1 + q )[ D + (1 + p) y ] 
D (1 + q ) < (1 + q )[ D + (1 + p) y ] 
cancel the term 1 + q from both sides, we get 
D < D + (1 + p) y 
also cancel D from both sides to get 
0 < (1 + p) y 
which is true for all values of y , p under the condition q = p
(3) When q < p 
there are two cases: 
• when y < Dq p−q 
| a | = (p−q ) y + D 
(1+ q )[ D +(1+ p) y ] and | b| = Dq −(p−q ) y (1+ q )[ D +(1+ p) y ] implies 
(p − q ) y + D 
(1 + q )[ D + (1 + p) y ] + 
Dq − (p − q ) y 
(1 + q )[ D + (1 + p) y ] < 1 
which reduces to 
(p − q ) y + D + Dq − (p − q ) y 
(1 + q )[ D + (1 + p) y ] < 1 
and thus 
D + Dq 
(1 + q )[ D + (1 + p) y ] < 1 
so 
D + Dq < (1 + q )[ D + (1 + p) y ] 
hence 
D (1 + q ) < (1 + q )[ D + (1 + p) y ] 
this is reduced into 
D < [ D + (1 + p) y ] 
and consequently we get 
0 < (1 + p) y 
• when y > Dq p−q 
| a | = (p−q ) y + D 
(1+ q )[ D +(1+ p) y ] and | b| = (p−q ) y −Dq (1+ q )[ D +(1+ p y ] 
(p − q ) y + D 
(1 + q )[ D + (1 + p) y ] + 
(p − q ) y − Dq 
(1 + q )[ D + (1 + p) y ] < 1 
and thus 
(p − q ) y + D + (p − q ) y − Dq 
(1 + q )[ D + (1 + p) y ] < 1 and so 
2(p − q ) y + D − Dq < (1 + q )[ D + (1 + p) y ] 
hence 
2 (p − q ) y + D − Dq < D + (1 + p) y + Dq + q (1 + p) y
so 
2 (p − q ) y − (1 + p) y − q (1 + p) y < 2 Dq 
which is reduced to 
2 p y − 2 q y − y − p y − q y − q p y < 2 Dq 
so 
p y − 3 q y − y − qp y < 2 Dq 
and 
y [ p − 3 q − 1 − qp] < 2 Dq 
consequently 
y < 
2 Dq 
p − 3 q − p − qp 

We have investigated the two cases q > p and q < p in previous
heorem. The next theorem about the case q = p. When q = p, Eq.
2.1) becomes 
 n +1 = D + y n + qy n −k 
y n + qy n −k 
(3.4) 
nd the positive equilibrium point y = 1+ q + 
√ 
( (1+ q ) 2 +4 D (1+ q )) 
2(1+ q ) . Ob-
erve that y > 1 . 
heorem 3.3. Assume that q = p
(1) Suppose that k is odd. Then the equilibrium point y of Eq.
(2.1) is locally asymptotically stable. 
(2) Suppose that k is even. Then the equilibrium point y of Eq.
(2.1) is locally asymptotically stable iff q = p. 
roof. Let f (x, y ) = p+ x + qy x + qy . Assume a = ∂ f ∂x ( y , y ) = 
−p 
(1+ q )[ p+(1+ q ) y ] 
nd b = ∂ f 
∂y 
( y , y ) = −pq 
(1+ q )[ p+(1+ q ) y ] . Observe that a < 0 and ab > 0
nd thus y is locally stable. 
. Analysis of semi-cycles 
eﬁnition 4.1. We say that a solution { y n } of a difference equation
 n +1 = f (y n , y n −1 , . . . , y n −k ) (4.1)
s bounded and persists if there exist positive constants P and Q
uch that 
 ≤ x n ≤ Q for n = −1 , 0 , . . . . 
eﬁnition 4.2. A positive semi-cycle of a solution { y n } of Eq.
4.1) consists of a “string” of terms { y l , y l+1 , . . . , y m } , all greater
han or equal to the equilibrium y¯ , with l ≥ −k and m ≤ ∞ and
uch that 
ither l = −k, or l > −k and y l−1 < y¯ 
nd 
ither m = ∞ , or m < ∞ and y m +1 < y¯ . 
eﬁnition 4.3. A negative semi-cycle of a solution { y n } of Eq.
4.1) consists of a “string” of terms { y l , y l+1 , . . . , y m } , all less than
he equilibrium y¯ , with l ≥ −k and m ≤ ∞ and such that 
ither l = −k, or l > −k and y l−1 ≥ y¯ 
80 M. Saleh et al. / Chaos, Solitons and Fractals 96 (2017) 76–84 
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either m = ∞ , or m < ∞ and y m +1 ≥ y¯ . 
The ﬁrst semi-cycle of a solution starts with the term y −k and
is positive if y −k ≥ y¯ and negative if y −k < y¯ . 
Deﬁnition 4.4. A solution { y n } of Eq. (4.1) is called nonoscillatory if
there exists N ≥ −k such that y n > y¯ for all n ≥ N or y n < y¯ for all
n ≥ N . 
And a solution { y n } is called oscillatory if it is not nonoscillatory.
Now, we will list some theorems which will be useful in our
investigation. 
Theorem 4.1 [13] . Assume that f ∈ [(0 , ∞ ) × (0 , ∞ ) , (0 , ∞ )] is such
that: f ( x , y ) is increasing in x for each ﬁxed y , and f ( x , y ) is decreasing
in y for each ﬁxed x. Let x¯ be a positive equilibrium of equation 
x n +1 = f (x n , x n −k ) (4.2)
Then except possibly for the ﬁrst semi-cycle, every oscillatory solution
of Eq. (4.2) has semi-cycle of length at least k. Furthermore, if we
assume that 
f (u, u ) = x¯ (4.3)
and 
f (x, y ) < x for every x¯ < y < x (4.4)
then { x n } oscillates about the equilibrium x¯ with semi-cycles of length
k + 1 or k + 2 , except possibly for the ﬁrst semi-cycle which may have
length k. The extreme in each semi-cycle occurs in the ﬁrst term if the
semi-cycle has two terms and in the second term if the semi-cycle has
three terms, and in the k + 1 term if the semi-cycle has k + 2 terms. 
Theorem 4.2 [13] . Assume that f ∈ [(0 , ∞ ) × (0 , ∞ ) , (0 , ∞ )] is such
that: f ( x , y ) is increasing in x for each ﬁxed y , and f ( x , y ) is increasing
in y for each ﬁxed x. Let x¯ be a positive equilibrium of Eq. (4.2) . Then
except possibly for the ﬁrst semi-cycle, every oscillatory solution of Eq.
(4.2) has semi-cycle of length k. 
Now, we give necessary and suﬃcient condition for Eq. (2.1) to
have a prime period-two solution and we exhibit all prime period-
two solutions of the equation. 
Theorem 4.3. If k is even, then Eq. (2.1) has no nonnegative prime
period-two solution. 
Proof. Let k is even. Assume for the sake of contradiction that
there exist distinctive nonnegative real number 	 and 
 , such
that 
. . . , 	, 
, 	, 
, . . . 
is a prime period two solution of Eq. (2.1) , then 	 and 
 satisfy 
	 = D + p
 + 

q 
 + 
 , 
and 

 = D + p	 + 	
q 	 + 	 . 
so 
	 = 
(p + 1) + D 

(q + 1) 
and 

 = D + 	(p + 1) 
	(q + 1) sy substituting 	 into the equation of 
 we get easily that 	 = 
.
his contradicts the hypothesis that 	 and 
 distinct nonnegative
eal number. 
Thus there exists no prime periodic-two solution for Eq. (2.1 ).
heorem 4.4. If k is odd, then Eq. (2.1) has no nonnegative prime
eriod-two solution. 
roof. Let k is odd. Assume for the sake of contradiction that there
xist distinctive nonnegative real number 	 and 
 , such that 
 . . , 	, 
, 	, 
, . . . 
s a prime period two solution of Eq. (2.1 ), then 	 and 
 satisfy 
= D + 
 + p	

 + q 	
nd 
= D + 	 + p

	 + q 

We get that 
= 

nd that is contradicts the fact that 
 and 
 must be different. 
Then Eq. (2.1) has no prime two-periodic solution if k is odd. 
This completes the proof. 
Then we can get out this results. 
orollary 4.1. Eq. (2.1) possess no prime periodic-two solution. 
Semi-cycle analysis of the solution of Eq. (2.1) is a powerful tool
or a detailed understanding of the entire character of solutions. 
Next, we present some results about the semi-cycle character of
olutions of Eq. (2.1) . 
heorem 4.5. Let { y n } be a nontrivial solution of Eq. (2.1) , then the
ollowing statements are true: 
(1) Assume D + p > q, then { y n } oscillates about the equilibrium y¯
with semi-cycles of length k + 1 or k + 2 , except possibly for
the ﬁrst semi-cycle which may have length k. The extreme in
each semi-cycle occurs in the ﬁrst term if the semi-cycle has
two terms and in the second term if the semi-cycle has three
terms, and in the k + 1 term if the semi-cycle has k + 2 terms. 
(2) Assume D + p < q, then either { y n } oscillates about the equilib-
rium y¯ with semi-cycles of length k after the ﬁrst semi-cycle, or
{ y n } converges monotonically to y¯ . 
roof. 
1) The proof follows from Theorem 4.1 by observing that the con-
dition D + p > q implies that the function 
f (x, y ) = D + x + py 
x + qy 
is increasing in x and decreasing in y . This function also satisﬁes
conditions 4.3, 4.4 . 
2) The proof follows from Theorem 4.2 by observing that the con-
dition D + p < q implies that the function 
f (x, y ) = D + x + py 
x + qy 
is decreasing in x and increasing in y . 
The proof is complete. 
We now examine the existence of intervals which attract all so-
ution of Eq. (2.1) . 
heorem 4.6. Let 
∞ { y n } 
n = −k 
be a solution of Eq. (2.1) . Then the following
tatements are true : 
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 (1) Suppose D + p < q and assume that for some N ≥ 0. 
y N−k , . . . , y N−1 , y N ∈ 
[ 
D + p 
q 
, 1 
] 
, 
then 
y n ∈ 
[ 
D + p 
q 
, 1 
] 
, for all n > N . 
(2) Suppose D + p > q and assume that for some N ≥ 0. 
y N−k , . . . , y N−1 , y N ∈ 
[ 
1 , 
D + p 
q 
] 
, 
then 
y n ∈ 
[ 
1 , 
D + p 
q 
] 
, for all n > N . 
roof. 
(1) If for some N > 0, 
y N−k , . . . , y N−1 , y N ∈ 
[ 
D + p 
q 
, 1 
] 
, 
then D + p q ≤ y N−k ≤ 1 , then 
y N+1 = D + y N + py N−k 
y N + qy N−k 
≤ y N + D + p 
y N + q D + p q 
≤ 1 . 
Now take into consideration that the function 
f (u, v ) = D + u + pv 
u + q v 
is increasing in u and decreasing in v . Then for 
y N+1 = D + y N + py N−k 
y N + qy N−k 
y N+1 is increasing in y N for some ﬁxed value for y N−k . 
We can take this ﬁxed value for y N−k to be 1.and since 
D + p 
q ≤
y N ≤ 1 then 
y N+1 = D + y N + py N−k 
y N + qy N−k 
≥
D + D + p 
q 
+ p 
D + p 
q 
+ q 
≥
(D + p)(1 + 1 
q 
) 
q (1 + 1 
q 
D + p 
q 
) 
≥ D + p 
q 
By Mathematical Induction we can prove that 
D + p 
q 
≤ y n ≤ 1 f or all n ≥ N 
Then 
y n ∈ 
[ 
D + p 
q 
, 1 
] 
, for all n > N . (2) This proof is similar to the above one and will be omitted. 
The proof is complete. Let 
∞ { y n } 
n = −k 
be a solution of Eq. (2.1) . Then the following identities
re hold : 
 n +1 − 1 = (q − p) 
D 
(q −p) − y n −k 
y n + qy n −k 
(4.5)
 n +1 − ( D + p 
q 
) = 
(1 − ( D + p 
q 
)) y n + D (1 − y n −k ) 
y n + qy n −k 
(4.6) 
First we will analyze the semi-cycles of the solution 
∞ { y n } 
n = −k 
under
he assumption that 
 + p > q, q > p (4.7)
he following result is a direct consequences of ( 4.5 )–( 4.6 ). 
emma 4.1. Assume that ( 4.6 ) holds and let 
∞ { y n } 
n = −k 
be a solution of Eq.
2.1) . Then the following statements are true: 
(1) If for some N ≥ 0, y N−k < (D + p) /q, then y N+1 > 1 ; 
(2) If for some N ≥ 0, y N−k = D/ (q − p) , then y N+1 = 1 ; 
(3) If for some N ≥ 0, y N−k > D/ (q − p) , then y N+1 < 1 ; 
(4) If for some N ≥ 0, y N−k ≥ 1 , then y N+1 < (D + p) /q ; 
(5) If for some N ≥ 0, y N−k ≤ 1 , then y N+1 ≥ 1 ; 
(6) If for some N ≥ 0, 1 ≤ y N−k ≤ (D + p) /q, then 1 ≤ y N+1 ≤ (D +
p) /q ; 
(7) If for some N ≥ 0, 1 ≤ y N−k , y N ≤ (D + p) /q, then 1 ≤ y n ≤
(D + p) /q, for all n ≥ N; Thats [1 , (D + p) /q ] is an invariant
interval of Eq. (2.1) . 
(8) 1 < y¯ < (D + p) /q, 
Indeed: when D + p > q 
Dq + Dp + p 2 > pq + Dq 
Dq > pq + Dq − Dp − p 2 
Dq > (D + p)(q − p) 
D 
q − p > 
D + p 
q 
heorem 4.7. Assume that Eq. (2.1) holds. Then every nontrivial and
scillatory solution of Eq. (2.1) which lies in the interval [1 , (D +
p) /q ] , oscillates about y¯ with semi-cycle of length k or k + 1 . 
Now we will analyze the semi-cycles of the solution 
∞ { y n } 
n = −k 
under
he assumption that 
 + p < q, q > p (4.8)
he following is a direct consequences of ( 4.5 )–( 4.6 ) and ( 4.8 ). 
emma 4.2. Assume that ( 4.8 ) holds and let 
∞ { y n } 
n = −k 
be a solution of Eq.
2.1) . Then the following statements are true: 
(1) If for some N ≥ 0, y N−k > (D + p) /q, then y N+1 < 1 ; 
(2) If for some N ≥ 0, y N−k = D/ (q − p) , then y N+1 = 1 ; 
(3) If for some N ≥ 0, y N−k < D/ (q − p) , then y N+1 > 1 ; 
(4) If for some N ≥ 0, y N−k ≤ 1 , then y N+1 > (D + p) /q ; 
(5) If for some N ≥ 0, y N−k ≤ (D + p) /q, then y N+1 > (D + p) /q ; 
(6) If for some N ≥ 0, (D + p) /q ≤ y N−k ≤ 1 , then (D + p) /q ≤
y N+1 ≤ 1 ; 
(7) If for some N ≥ 0, (D + p) /q ≤ y N−k , y N ≤ 1 , then (D + p) /q ≤
y n ≤ 1 , for all n ≥ N; Thats [1 , (D + p) /q ] is an invariant in-
terval of Eq. (2.1) . 
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 (8) (D + p) /q < y¯ < 1 , 
Indeed: when D + p < q 
Dq + Dp + p 2 < pq + Dq 
Dq < pq + Dq − Dp − p 2 
Dq < (D + p)(q − p) 
D 
q − p < 
D + p 
q 
Theorem 4.8. Assume that Eq. (2.1) holds. Then every nontrivial
and oscillatory solution of Eq. (2.1) which lies in the interval [(D +
p) /q, 1] , oscillates about y¯ with semi-cycle of length at least k + 1 . 
Next we will analyze the semi-cycles of the solution 
∞ { y n } 
n = −k 
under
the assumption that 
D + p = q (4.9)
In this case Eq. (2.1) reduces to 
y n +1 = D + y n + py n −k 
y n + (D + p) y n −k 
(4.10)
with the unique equilibrium point y¯ = 1 . Also Eqs. (4.5) –( 4.6 ) re-
duce to 
y n +1 − 1 = D (1 − y n −k ) 
y n + (D + p) y n −k 
(4.11)
and so the following results follow immediately. 
Lemma 4.3. Let 
∞ { y n } 
n = −k 
be a solution of Eq. (4.10) . Then the following
statements are true: 
(1) If for some N ≥ 0, y N−k < 1 , then y N+1 > 1 ; 
(2) If for some N ≥ 0, y N−k = 1 , then y N+1 = 1 ; 
(3) If for some N ≥ 0, y N−k > 1 , then y N+1 < 1 ; 
Corollary 4.2. Let 
∞ { y n } 
n = −k 
be a nontrivial solution of Eq. (4.10) . Then
∞ { y n } 
n = −k 
oscillates about the equilibrium 1. 
Now assume that D + p > q and let 
∞ { y n } 
n = −k 
be a solution which
does not eventually lie in the interval I = [1 , (D + p) /q ] . Then one
can see that the solution oscillates relative to the interval I =
[1 , (D + p) /q ] , essentially in the following two ways: 
(1) k +1 consecutive terms in ((D + p) /q, ∞ ) are followed by k +1
consecutive terms in ((D + p) /q, ∞ ) and so on. The solution
never visits the interval (1 , (D + p) /q ) . 
(2) There exists exactly k terms in ((D + p) /q, ∞ ) , which is fol-
lowed by exactly k terms in (1 , (D + p) /q ) , which is fol-
lowed by exactly k terms in (0, 1), which is followed by
exactly k terms in (1 , (D + p) /q ) , which is followed by ex-
actly k terms in ((D + p) /q, ∞ ) , and so on. The solution
visits consecutively the intervals . . . , ((D + p) /q, ∞ ) , (1 , (D +
p) /q ) , (0 , 1) , (1 , (D + p) /q ) , ((D + p) /q, ∞ ) , . . . in order with
k terms per interval. 
The situation is essentially the same relative to the interval
[(D + p) /q, 1] when D + p < q . . The global stability 
The next results are about the global stability for the positive
quilibrium of Eq. (2.1 ). 
Here are the theorems that we need. 
heorem 5.1. Consider the difference equation 
 n +1 = f (y n , y n −k ) , n = 0 , 1 . . . (5.1)
here k ∈ { 1 , 2 , . . . } . Let I = [ a, b] be some interval of real numbers
nd assume that 
f : [ a, b] × [ a, b] −→ [ a, b] 
s a continuous function satisfying the following properties : 
(a) f ( x , y ) is non-increasing in each of its arguments; 
(b) If (m, M) ∈ [ a, b] × [ a, b] is a solution of the system f (M, M) =
 and f (m, m ) = M then m = M. 
Then Eq. (5.1) has a unique equilibrium y¯ and every solution of Eq.
5.1) converges to y¯ . 
heorem 5.2. Consider the difference equation 
 n +1 = f (y n , y n −k ) , n = 0 , 1 (5.2)
here k ∈ { 1 , 2 , . . . } . Let I = [ a, b] be some interval of real numbers
nd assume that 
f : [ a, b] × [ a, b] −→ [ a, b] 
s a continuous function satisfying the following properties : 
(a) f ( x , y ) is non-decreasing in x ∈ [ a, b] for each y ∈ [ a, b] , and
 ( x , y ) is non-increasing in y ∈ [ a, b] for each x ∈ [ a, b] ; 
(b) If (m, M) ∈ [ a, b] × [ a, b] is a solution of the system f (m, M) =
 and f (M, m ) = M then m = M. 
Then Eq. (5.2) has a unique equilibrium y¯ ∈ [ a, b] and every solu-
ion of Eq. (5.2) ) converges to y¯ . 
Now we will apply these theorems on our equation. 
heorem 5.3. Assume that D + p > q, then the positive equilibrium
f Eq. (2.1) ) on the interval [1 , D + p q ] is globally asymptotically stable. 
roof. This proof can be done easily depending on Theorem 5.1 . 
Assume that D + p > q and consider the function 
f (x, y ) = D + x + py 
x + qy (5.3)
First, note that f( x , y ) on the interval [1 , D + p q ] is nonincreasing in
oth of its arguments x , y . 
Second, let (m, M) ∈ [ a, b] × [ a, b] is a solution of the system
f (M, M) = m and f (m, m ) = M, then 
 = D + M + pM 
M + qM 
nd 
 = D + m + pm 
m + qm 
ut as we showed that our equation has no periodic-two solutions,
hen the only solution is m = M. 
So, the both conditions of Theorem 5.1 hold, so, If y¯ is an equi-
ibrium point of Eq. (2.1) , then every solution of Eq. (2.1) converges
o y¯ in the interval [1 , D + p q ] . As y¯ is asymptotically stable, then it is
lobally asymptotically stable on [1 , D + p q ] . 
heorem 5.4. Assume that D + p < q, then the positive equilibrium
f Eq. (2.1) on the interval [ D + p q , 1] is globally asymptotically stable. 
roof. This proof can be done easily depending on Theorem 5.2 . 
Assume that D + p < q and consider the function 
f (x, y ) = D + x + py 
x + qy (5.4)
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Fig. 3. The Behavior of the Equilibrium point of the Equation y n +1 = 1+ y n + y n −2 y n +2 y n −2 . 
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 First, note that f( x , y ) on the interval [ D + p q , 1] is nondecreasing
n x , and nonincreasing in y . 
Second, let (m, M) ∈ [ a, b] × [ a, b] is a solution of the system
f (m, M) = m and f (M, m ) = M, then 
 = D + m + pM 
m + qM 
nd 
 = D + M + pm 
M + qm 
ut as we showed that our equation has no periodic-two solutions,
hen the only solution is m = M. 
So, the both conditions of Theorem 5.2 hold, so, If y¯ is an equi-
ibrium point of Eq. (2.1) , then every solution of Eq. (2.1) converges
o y¯ in the interval [ D + p q , 1] . As y¯ is asymptotically stable, then it is
lobally asymptotically stable on [ D + p q , 1] . 
. Numerical discussion and conclusion 
Here in this section, we will study the global stability of our
quation numerically based on some data and ﬁgures that we can
et using MATLAB 6.5. 
xample 1. Assume that Eq. (1.1) holds, take k = 2 , α = 1 , β = 2 ,
= 1 , B = 2 , C = 3 . So the equation will be reduced to the follow-
ng: 
 n +1 = 1 + 2 x n + x n −2 
2 x n + 3 x n −2 
, n = 0 , 1 , . . . (6.1)
We assumed that the initial points { x −2 , x −1 , x 0 } all to be ∈
(0 , ∞ ) and are {0.2, 0.5, 1} . 
The change of variable x n = βB y n changes the equation into the
quation 
 n +1 = D + y n + py n −2 
y n + qy n −2 
, n = 0 , 1 , . . . (6.2)
here D = Bα
β2 
= 0 . 5 , p = γ
β
= 0 . 5 , q = C B = 1 . 5 . Then the theoreti-
al positive equilibrium point will be y¯ = 0 . 83851648071345 . 
By theory, the equilibrium point y¯ is globally asymptotically sta-
le, and it is obvious from Fig. 1 that it is globally asymptotically
table, as we have shown theoretically. Let’s take another example
ow. 
xample 2. Assume that Eq. (1.1) holds, take k = 4 , α = 3 , β = 1 ,
= 2 , B = 4 , C = 5 . So the equation will be reduced to the follow-ng: 
 n +1 = 3 + x n + 2 x n −4 
4 x n + 5 x n −4 
, n = 0 , 1 , . . . (6.3)
We assumed that the initial points { x −4 , x −3 , . . . , x 0 } all to be ∈
(0 , ∞ ) and are {2, 1.4, 1.3, 0.9, 1.5} . 
The change of variable x n = βB y n changes the equation into the
quation 
y n +1 = D + y n + py n −4 
y n + qy n −4 
, n = 0 , 1 , . . . (6.4)
here D = Bα
β2 
= 3 , p = γ
β
= 2 , q = C B = 1 . 25 .then the theoretical
ositive equilibrium point will be y¯ = 2 . 
By theory, the equilibrium point y¯ = 2 is globally asymptotically
table, and it is obvious from Fig. 2 that it is globally asymptotically
table, as we have shown theoretically Fig. 2 . 
Here, it is obvious that from Fig. 2 that our equilibrium point is
round the point 2. 
xample 3. Assume that Eq. (1.1) holds, take k = 2 , α = 1 , β = 1 ,
= 1 , B = 1 , C = 2 . So the equation will be reduced to the follow-
ng: 
 n +1 = 1 + x n + x n −2 
x n + 2 x n −2 
, n = 0 , 1 , . . . (6.5)
We assumed that the initial points { x −2 , x −1 , x 0 } all to be ∈
(0 , ∞ ) and are {2, 8, 3} . 
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[  The change of variable x n = βB y n changes the equation into the
equation 
y n +1 = D + y n + py n −2 
y n + qy n −2 
, n = 0 , 1 , . . . (6.6)
where D = Bα
β2 
= 1 , p = γ
β
= 1 , q = C B = 2 . Then the theoretical pos-
itive equilibrium point will be y¯ = 1 . 
Its obvious from Fig. 3 that the equilibrium point y¯ = 1 is glob-
ally asymptotically stable. 
We can conclude now that our theoretical discussion was true
for this kind of Discrete Nonlinear Equations. 
Conclusion 
In this manuscript, we have studied higher order rational dif-
ference equations a generalization of the second order rational dif-
ference equation studied in [7,13,14] . 
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