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Business process analysis and process mining, particularly within the health care domain, remain under-
utilised. Applied research that employs such techniques to routinely collected, health care data enables
stakeholders to empirically investigate care as it is delivered by different health providers. However, cross-
organisational mining and the comparative analysis of processes present a set of unique challenges in terms
of ensuring population and activity comparability, visualising the mined models and interpreting the results.
Without addressing these issues, health providers will find it difficult to use process mining insights, and
the potential benefits of evidence-based process improvement within health will remain unrealised.
In this paper, we present a brief introduction on the nature of health care processes; a review of the
process mining in health literature; and a case study conducted to explore and learn how health care data,
and cross-organisational comparisons with process mining techniques may be approached. The case study
applies process mining techniques to administrative and clinical data for patients who present with chest
pain symptoms at one of four public hospitals in South Australia. We demonstrate an approach that provides
detailed insights into clinical (quality of patient health) and fiscal (hospital budget) pressures in health care
practice. We conclude by discussing the key lessons learned from our experience in conducting business
process analysis and process mining based on the data from four different hospitals.
1. INTRODUCTION
Health systems both in Australia and abroad face significant challenges in how best
to manage the effects of an ageing population with complex and costly health services
needs [Commission 2005]. The pressure to contain costs and the expectations of con-
tinuous improvements in service quality have increased the need to understand how
health care is provided and to determine whether cost-effective improvements to care
practices can be made. Clinical guidelines and patient pathways are already developed
with consideration of economic analysis that help ensure cost-effectiveness [Antioch
et al. 2002; Eckard et al. 2011]. However, these guidelines and pathways are imple-
mented within heterogeneous clinical contexts (e.g., at different hospitals), resulting
in continued variations in cost, quality of care, and performance efficiencies [Runciman
et al. 2012].
While some variations are necessary to account for different patient characteris-
tics and preferences, unnecessary and unexplained over- or under-servicing of care
contributes to inefficiencies through unnecessary spending or readmissions and mor-
tality, respectively [Kennedy et al. 2010; Impellizzeri et al. 2009]. Through recent de-
velopments in the availability of clinical and administrative data, analyses have be-
gun to look at the outcome of various patient treatments, with the aim of informing
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the economic impact of investment and practice alteration decisions; however, eco-
nomic analyses of cost and health outcomes themselves are not enough to instigate
change [Karnon et al. 2011]. Empirical insights into specific drivers of these outcomes
and the modifiable elements within the process of care are also required. Findings from
analyses into detailed patient pathways and clinical decision-making process would be
useful to identify areas of practice that require redesign efforts and enable the moni-
toring of performance improvement actions.
Process mining [van der Aalst 2011], a research discipline that combines data min-
ing and process analysis techniques, has the potential to use both supervised and
unsupervised computer learning of big-data, held within hospital administrative and
clinical data-warehouses, to derive descriptive models and statistics of health care pro-
cesses and the pathways that patients travel through hospitals.
As a case study of current research and a necessary focus of future work, we pro-
pose the application of process mining as an evidence-based business process analysis
method to investigate the variations in clinical practice and delivery of care across
different hospital settings. Preliminary findings are presented from a trial conducted
within the context of existing performance improvement initiatives in South Australia.
Administrative and clinical data for over 13,000 patient journeys, extracted from two
enterprise hospital information systems, were linked together and analysed to better
understand the differences in clinical practices associated with chest pain manage-
ment within comparable populations at four public hospitals.
The remainder of the paper is organised as follows. Section 2 presents the context
and motivation behind the study and discusses related work. Section 3 describes the
main research questions, our approach in addressing these questions using various
process mining techniques, and a summary of preliminary findings from the case study.
Section 4 discusses specific challenges and lessons learned from the case study. Sec-
tion 5 concludes the paper.
2. BACKGROUND
Firstly, it is important to consider the background of health care processes, the concept
of process mining with its various techniques and the current state of process analytics
in health care.
2.1. Health care processes
A patient journey within a hospital setting consists of many different activities un-
dertaken by different hospital staff (often in collaboration/consultation with one an-
other) with the common goal of obtaining the best possible outcome for the patient
in a timely manner. Some of these activities are administrative in nature, such as
the registration of patient presentation, the admission and movement of patients to
a ward, and the subsequent discharge; while others are clinical such as the triaging
and risk stratification of patients, the ordering and delivery of tests and scans, disease
diagnosis and therapy interventions [Lenz and Reichert 2007]. To help conceptualise
these processes and how they interact as ‘health care’, the ability to view the different
pathways taken by patients (with certain diagnoses and certain required treatments)
through a hospital is very useful. Clinical and patient pathways are familiar to health
services researchers and are typically used to communicate protocolised maps of how
patients should be managed following evidence-based-medicine (EBM) guidelines and
site-specific practice norms [De Bleser et al. 2006; Lenz and Reichert 2007].
However, it is not a simple task to capture these processes within ‘as-is’ descriptive
models. Health care processes are recognised as “non-trivial” as the steps involved are
often not linear and do not necessarily exist within a planned structure of sequences
to the same extent as steps involved in other domains (e.g., manufacturing). Systems
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of clinical practice are not designed to be fully automated; instead, they rely on the
professional expertise of medical specialists in the shaping of a care path. Thus, the
occurrence of a task is not dependent merely on the completion of a previous task as
it would be in e.g., the production line. Many other factors, such as a patient’s overall
health condition, his/her reaction to therapy, the dynamic professional environment
with rapid changes to procedural options, the multi-disciplinary interaction of highly-
specialised knowledge areas, and the human choice element are all inherent in deci-
sions [Poulymenopoulou et al. 2003]. In addition, the majority of health care processes
are time-sensitive, whereby timeliness of care affects patient health outcomes and the
length of waiting times between activities can be a significant driver of cost [Scott
2003]. This is especially true for processes that provide acute care for patients.
2.2. Process Mining
Process mining is a research discipline which focuses on providing evidence-based pro-
cess analysis techniques and tools for effective process management. Process mining
techniques make use of the data in event logs to carry out detailed analysis on the be-
haviour of operational processes [van der Aalst 2011]. Process Mining studies have
been carried out in over 100 organisations across a number of domains including
banking and insurance, government agencies, education, transportation, and health
care [van der Aalst 2011]. Many valuable insights have been gained regarding the im-
portance of data quality, the stakeholder input and feedback as well as the relative
importance of certain process mining perspectives or techniques over others, depend-
ing on the nature of the processes being analysed and the particular domain.
The three main categories of process mining techniques are process discovery, confor-
mance, and enhancement [van der Aalst 2011]. Process discovery aims to adequately
capture different behavioural aspects of non-trivial operational processes by taking an
event log and producing process models without any additional information. Discov-
ered process models can be used as a starting point for process improvement. Process
conformance focuses on replaying the events recorded in a log on a process model to
detect inconsistencies between the log and the model. The replay results can provide
valuable insights for auditing and compliance purposes. Process enhancement focuses
on extensions or improvement of existing process models using information contained
in the log.
There are four different analysis perspectives through process mining techniques:
the control-flow perspective, the organisational (resource) perspective, the case per-
spective, and the time perspective [van der Aalst 2011]. The control-flow perspective
focuses on the ordering of activities. The organisational perspective is concerned with
analysing resource information within an event log to better understand the roles that
resources (both human and non-human) play in process enactment. The case perspec-
tive focuses on taking into account attributes related to a particular case for the clas-
sification of event logs and discovered process models. The time perspective focuses on
the frequency and timing of events within an event log to derive useful insights, such
as process bottlenecks. These four perspectives are orthogonal to the three categories
of process mining techniques. In the next section, we specifically focus on existing work
on the application of process mining in the area of health care.
2.3. Application of Process Mining Techniques in Health Care
There has been an increase in the application of process mining to the health care
domain. This is not surprising given the unique ability of process mining to derive
meaningful insights from the complex temporal relationships between activities and
resources involved in processes. For example, Mans et al. [Mans et al. 2012] identified
twelve studies related to the application of process mining in a variety of health care
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processes, such as the gynaecological oncology process in a Dutch hospital [Mans et al.
2008b], the emergency process in a public hospital in Portugal [Rebuge and Ferreira
2012], the process of an inpatient’s journey from admission to discharge in an Aus-
tralian public hospital [Perimal-Lewis et al. 2012], and the process of activities related
to breast cancer treatment in a hospital in Belgium [Poelmans et al. 2010].
Nevertheless, the different foci and goals amongst these studies make it quite diffi-
cult to gauge the extent to which process mining has been applied in the health care do-
main, and more importantly, to identify potentially-interesting application areas that
are yet to be explored. To these ends, a systematic literature review was conducted in
late 2012. Using keyword-based literature search over three scholarly databases (Web
of Science, Scopus, and Google Scholar) in addition to backward and forward search
techniques [vom Brocke et al. 2009], 28 related papers (published as late as November
2012) were identified.
The extent to which process mining is applied in each of the identified papers was
measured according to four dimensions: (1) data preparation - were there any expla-
nations about data preparation activities in the papers? (2) process mining techniques
- which types of analysis (discovery, conformance, and/or enhancement) were used in
the studies? (3) process mining perspectives - which perspectives (control flow, organ-
isational, time, and/or case) were being analysed in the studies? and (4) comparative
analysis - did the studies focus on processes within a single hospital, or across multiple
hospitals? Table I summarizes the evaluation of the 28 related papers.
Table I: Literature Review Evaluation Summary
Pre- Mining Techniques Perspectives Comp.
processing Disc. Conf. Enhc. Control Orgs. Case Anal.
15 (54%) 23 (82%) 6 (22%) 1 (3.5%) 25 (89%) 3 (11%) 7 (25%) 1 (3.5%)
Firstly, data pre-processing is an important step as health data often comes from
heterogeneous sources and is thus fragmented. An explanation of how each study ma-
nipulated the data into a form that is suitable for process mining analysis is thus
valuable knowledge. About half of the papers evaluated [Mans et al. 2008b; Bose and
van der Aalst 2012; Staal 2010; Binder et al. 2012; Rebuge and Ferreira 2012; Perez-
Castillo et al. 2011; Gupta 2007; Janssen 2011; Han et al. 2011; Manninen 2010; El-
ghazel et al. 2007; Mans et al. 2012; Poelmans et al. 2010; Ferreira and Alves 2011;
Perimal-Lewis et al. 2012] focused on data pre-processing activities. A useful recent
study is the one conducted by Mans et al. [Mans et al. 2012] whereby different types
of data encountered in four Dutch hospitals’ information systems were described, and
options for using the data to address frequently posed questions by clinicians were ex-
plained. Nevertheless, given that over half of the studies reported on data preparation
activities, the depth of study in this dimension could be improved.
With respect to process mining techniques, a clear majority of papers (82%) covered
process discovery techniques [Mans et al. 2008b; Mans et al. 2008a; Quaglini 2010;
Lang et al. 2008; Bose and van der Aalst 2012; Staal 2010; Binder et al. 2012; Poelmans
et al. 2010; Gunther and Van der Aalst 2007; Perez-Castillo et al. 2011; Rebuge and
Ferreira 2012; Song et al. 2009; Ferreira and Alves 2011; Gupta 2007; Janssen 2011;
Fernandez-Llatas et al. 2010; Han et al. 2011; Manninen 2010; Huang et al. 2012;
McGregor et al. 2011; Mans et al. 2012; Perimal-Lewis et al. 2012; Blum et al. 2008].
There were only six studies [Mans et al. 2008b; Dunkl et al. 2011; Binder et al. 2012;
Quaglini 2010; Peleg et al. 2007; Kuo and Chen 2012] that reported on the use of
conformance analysis, and only one paper [Mans et al. 2008b] that reported on process
ACM Transactions on Management Information Systems, Vol. 9, No. 4, Article 39, Publication date: March 2014.
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enhancement. Therefore, the use of ‘conformance’ and ’enhancement’ process mining
techniques seems to be currently under-utilised in the health care field.
In terms of the process mining perspectives, most studies (about 89%) focused on
control-flow analysis [Mans et al. 2008b; Mans et al. 2008a; Quaglini 2010; Lang et al.
2008; Dunkl et al. 2011; Bose and van der Aalst 2012; Staal 2010; Binder et al. 2012;
Peleg et al. 2007; Poelmans et al. 2010; Gunther and Van der Aalst 2007; Perez-Castillo
et al. 2011; Rebuge and Ferreira 2012; Song et al. 2009; Gupta 2007; Janssen 2011;
Fernandez-Llatas et al. 2010; Han et al. 2011; Huang et al. 2012; Kuo and Chen 2012;
Manninen 2010; McGregor et al. 2011; Mans et al. 2012; Perimal-Lewis et al. 2012;
Blum et al. 2008]. Only seven studies (25%) looked into the time perspective [Mans
et al. 2008b; Mans et al. 2008a; Staal 2010; Quaglini 2010; Peleg et al. 2007; Rebuge
and Ferreira 2012; Perimal-Lewis et al. 2012], and only three studies (11%) [Mans
et al. 2008b; Rebuge and Ferreira 2012; Ferreira and Alves 2011] reported on the or-
ganizational perspective. We can thus see that the mining of the organisational, time,
and case perspectives seems to be over-looked in the health care setting.
Finally, since the focus of this paper is to conduct comparative analysis for iden-
tifying the (dis)similarity of practices across different hospitals, each paper was also
evaluated to see if comparative analyses were attempted. Amongst all 28 papers iden-
tified, there was only one paper [Mans et al. 2008a] that attempted to conduct such
analysis. In [Mans et al. 2008a], data from 368 patients diagnosed with ‘first-ever
ischemic stroke’ from four Italian hospitals were analyzed in order to discover the pro-
cedures involved in the treatment of the patients. With only one comparative analysis
study identified, the use of cross-organisational process mining for comparative anal-
ysis purposes is clearly under-exploited.
3. COMPARATIVE ANALYSIS CASE STUDY
Through reporting on the results of a comparative analysis case study across four hos-
pitals in South Australia, and by focusing on the control-flow and the time perspectives,
we attempt to address some of the research gaps identified in Section 2. Furthermore,
by providing a detailed report on data pre-processing activities, we also seek to add
knowledge to the way in which data from Australian public hospitals can be utilised for
process mining purposes. With the aim of demonstrating comparative health care anal-
yses through process mining techniques, it was envisaged that this would be easiest
in a service area that contains a high volume of activity and one which also demands
significant financial resources within a hospital. With this in mind, we focused on a
population of patients with symptoms suggestive of acute coronary syndrome (ACS),
who presented at the Emergency Department (ED) of one of four South Australian
hospitals.
3.1. Approach
The study was exploratory in nature, with the goal to identify differences in practice
between hospitals. The approach, as illustrated in Figure 1, was conducted in stages
that aligned with those of the L* life-cycle model for process mining [van der Aalst et al.
2012]. First, activity data was extracted and reformatted according to the project and
process mining method requirements (Stage 1). Second, the preprocessing and initial
exploration and checks of the event log data occurred (Stage 2). A number of process
mining techniques were then used to discover the control-flow and the performance
of the processes at each hospital (Stage 3) for comparative analysis. The results were
then iteratively interpreted and enhanced through clinical stakeholder engagement.
Note that Stage 4 of the L* life-cycle model (explicit operational support) was beyond
the scope of this particular study.
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Fig. 1: Process mining approach used during the case study
Initial methodological questions were explored to determine whether we could col-
late and link the right event data, whether the data could be reformatted appropri-
ately, and whether the data accurately portrayed clinical pathways. As we set out to
investigate the elements of the process known to impact service performance and effi-
ciency, four Comparison Points were identified based on known drivers of costs and/or
patient health outcomes. These points were used to direct the focus of the comparative
analyses, around which the context of preceding and subsequent events could then be
explored.
Comparison Point 1. (CP-1)
The proportion of patients admitted to an inpatient care setting
—of those admitted, to which clinical unit(s) were they admitted to?
Comparison Point 2. (CP-2)
The throughput timing between ED presentation and movement to an in-
patient setting (Admission)
—are there associated differences in initial risk (triage) categorisation?
— does throughput differ depending on the clinical unit to which patients are
admitted to?
Comparison Point 3. (CP-3)
The frequency of procedures (diagnostic/treatment) provided
—does procedure use differ depending on the clinical unit to which patients are
admitted?
Comparison Point 4. (CP-4)
The total length of stay for patients
—does the length of stay differ depending on the clinical unit to which patients are
admitted to?
3.2. Data Collation
Variables of interest to the analysis were identified through a review of the Australian
clinical guidelines for the management of ACS [Group 2006], and based on existing
ACM Transactions on Management Information Systems, Vol. 9, No. 4, Article 39, Publication date: March 2014.
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literature regarding the cardiac care process and measures of quality and perfor-
mance [Scott 2003; Scott et al. 2004]. The resulting data framework was finalised fol-
lowing subsequent discussions with a consultant cardiologist. While each hospital site
is responsible for the collection and input of their patient data, centrally collated ED
and inpatient data repositories exist within the health department, from which the ini-
tial collection of data was extracted and linked. Both ED and inpatient activities were
captured at a patient-level of granularity, across which standardised nomenclature,
clinical ontologies and collection practice exist across the hospitals. Annonymisation
of patient records was applied at the extraction level in order to preserve privacy.
3.3. Eventlog Construction
After extraction, the anonymised data was reformatted from a case-log data format,
into transactional event logs (see Figure 2). Certain administrative and clinical at-
tributes, such as hospital ID and triage category, were incorporated into the name of
activities and used to characterise a specific event. This was important for enhancing
the process models and the visualisation of patient trajectories through the hospital.
In some instances, proxy timestamps were needed for data elements for which there
were no recoded timestamps. Specifically, such data elements included the mode of
transport to the ED (i.e., ambulance or other), the issuance of a working diagnosis (i.e.
Chest Pain), and for the implementation of some therapeutic procedures. As a result,
some assumptions were made regarding the temporal order of these events, but they
occurred only when there is already an implied and clear temporal order (e.g., trans-
portation to ED must necessarily happen before the ED presentation). Of course, such
timestamps were not used for performance analysis purposes. This approach enables
us to visually represent real steps in the process, on which we had activity data, but
for which timestamps are not available.
Fig. 2: Structure of data within event logs, based on [van der Aalst 2011, pp. 100]
ACM Transactions on Management Information Systems, Vol. 9, No. 4, Article 39, Publication date: March 2014.
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3.4. Preprocessing and Log Inspection
Event logs were filtered using the software, Nitro [Laboratories 2012] to minimise
the presence of incomplete instances and/or variables inconsistently collected across
the sites, which may have complicated the models and affected the accuracy of the
mapping. Three types of filters were used: attribute, start, and end point. The event
logs were also split based on presentation and diagnosis attributes, for development of
attribute specific (diagnosis, presenting hospital) models.
The initial dataset contained 27,773 instances of patients who had engaged the ser-
vices at one of the four hospitals with either a suspected cardiac presentation, or car-
diac related discharge between 1 July 2009 and 30 June 2010. To focus analyses on
a specific, comparable population, only those instances with an ED preliminary diag-
noses of Chest Pain (ICD10: R07) were included. This resulted in 9,713 instances of
patient presentations: 3,434; 2,072; 1,606; and 2,601 at Hospitals 1 through 4, respec-
tively.
3.5. Hospital Specific Workflow Discovery and Performance Analysis
Initially, hospital specific analyses were conducted in order to describe and understand
local activities and facilitate site-by-site feedback. Using the heuristic mining plug-
in [Weijters et al. 2006] within the Process Mining tool, ProM, causative work-flow nets
were derived for each hospital. Figure 3 presents an illustrative example, describing
the flow of patients attending one of the four hospitals.
Fig. 3: Illustrative workflow net with nine process layers
Although most hospital processes can be quite complex and discovered process mod-
els can be unreadable and spaghetti-like [van der Aalst 2011], our experience with
clinical practice suggests that an overall acute patient flow, on a high aggregate level
of abstraction, is rather structured and lasagna-like [van der Aalst 2011]. In fact, as
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shown in Figure 3, the flow can be mainly organised into a number of stages: entry, as-
sessment, stratification, action and exit. As such, nine potential stages or steps within
the clinical process are represented and described within Figure 3, as indicated by the
horizontal, descending lines overlaid on the model. Each rectangular box in the model
represents an event in the care process. An overview of the model in Figure 3 shows
that there exist many alternate pathways that a patient may follow.
The performance analysis using the performance analysis with the Petri-net plug-in
within ProM [Hornix 2007] was also applied by replaying the event log data through
the events and transitions obtained from the heuristically mined workflow models.
Mean, standard deviation and mean of the interquartile range were captured to com-
pute timing metrics of interest to the study, such as waiting times, throughput and
Length of Stay (LoS). Events with a proxy timestamp, were excluded from the per-
formance analyses and had no bearing on the timing metrics of interest to the study.
Because of the structured lasagna-like process, the heuristic workflow models trans-
lated into Petri nets and used in performance analyses had continuous semantic fitness
scores of >0.95 on a 0-1 scale, meaning that the behaviours captured in the models
were representative of the activities recorded in the event log.
3.6. Comparative Analysis across Hospitals
Firstly, a ‘standard’ set of pathways reflective of common activities across the hospitals
was abstracted from the mined, workflow models and re-expressed into Business Pro-
cess Modelling Notation (BPMN) models. These BPMN models were then populated
with the quantitative results from the hospital specific workflow and performance
analyses, thereby enabling the direct consideration of both workflow and timing el-
ements within the same visual model.
Figure 4 and Figure 5 depict the number of patients who receive a similar (chest
pain) diagnosis at one of four hospitals (n=x). The figures also illustrate the differ-
ent pathways taken by these patients and the timing [mean HH:mm (standard de-
viation HH:mm)] associated with throughput and LoS. The BPMN models are also
annotated with information to address the questions raised earlier with the four com-
parison points (i.e., CP1-4).
As another approach to visualise and analyse the differences in the patient path-
ways between hospitals, we created one common process model that captures the pa-
tient pathways within all four hospitals by applying the Fuzzy Miner Plug-in [Gu¨nther
2009] on one large combined log from all hospitals. The log from each hospital was then
replayed separately on the common model using the Fuzzy Animation capability. Dur-
ing the animation, as paths connecting any two activities were traversed, the line con-
necting the activities became thicker. As a result, well-traversed (or dominant) path-
ways became visibly thicker than infrequently-traversed paths. Thus, we were able to
obtain comparable ‘maps’ of patient pathways (as shown in Figure 6) from which we
could identify and communicate the differences between hospitals.
3.7. Comparative Findings
From both the abstraction of workflow and performance analyses and comparative
Fuzzy Model, a number of significant differences in practice were observed. A synop-
sis of the main comparative findings, aligned with our four Comparison Points, are
presented below.
We were able to see significant differences in CP-1, whereby the proportion of pa-
tients admitted and transferred through to a ward ranged from 23-65%, and with
these very similar patients (all given preliminary chest pain diagnoses) being admit-
ted to various clinical units. As highlighted as ‘Observation A’ in Figure 6, Hospital 1
admitted a higher proportion of patients to the Medical Unit in comparison to other
ACM Transactions on Management Information Systems, Vol. 9, No. 4, Article 39, Publication date: March 2014.
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Fig. 4: BPMN models illustrating the Flow & Timing for Hospitals 1 & 2
hospitals. Unexpectedly, ‘Observation C’ in Figure 6 highlights that Hospitals 3 and 4
made use of an inpatient Accident and Emergency (A&E) Unit, to which they admitted
patients, and ‘kept them within ED’ rather than moving them to a ward. Such practice
is not readily observed at Hospitals 1 and 2, despite these two hospitals also possessing
similar inpatient A&E facilities.
A second point of difference at CP-2, reported in Figures 4 and 5, was that patients
admitted to Hospital 1 enjoyed a much faster throughput time between presentation
and admission. At 6.7 hours, Hospital 1 was able to move these patients to a ward
for inpatient care, 3.5 hours faster than the next fastest Hospital 4 and up to 8 hours
faster than the third fastest hospital.
When we look at the associated pathways, we see that this may be caused, in part, by
variances in the urgency categorisation (triage) at different hospital sites. For example,
as shown in Figure 6 as ‘Observation B’, the proportion of patients being categorised
with Triage Category 3 is lower in Hospital 1 than in three other hospitals where
patients are more commonly processed through Triage Category 2. This may have been
influenced by the clinical unit location to where patients were being admitted and the
capacity of these different units. So while the throughput speed for inpatient care at
Hospital 1 seemed to be ideal, this hospital was seen to discharge a majority (65%) of
patients to non-cardiac (i.e. Medical) clinical units. One possible interpretation of this
is that Hospital 1 was directing patients to any non-cardiac (i.e. medical) unit, simply
ACM Transactions on Management Information Systems, Vol. 9, No. 4, Article 39, Publication date: March 2014.
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Fig. 5: BPMN models illustrating the Flow & Timing for Hospitals 3 & 4
when the first bed became available. This, however, is hard to corroborate within the
data, particularly as there was little difference in the throughput and waiting times
between the different clinical units at Hospital 1.
When looking at the use of various procedures within these chest pain patients
(not shown in the figures), the two largest hospitals, Hospitals 1 and 2, were found
to provide an almost identical volume of angiography. Interestingly however, the two
smaller hospitals were found to make the least use of angiography. In looking deeper
into CP-3, the rate of angiography use for patients admitted within Cardiac Units at
Hospitals 2, 3 and 4 ranged from 12-18%, while it was 33% at Hospital 1. Given that
Hospital 1 is seemingly selective in admitting cases to its Cardiac Unit, perhaps those
patients have a greater need for such a procedure and the data can be interpreted as
such.
Finally, Hospitals 1 and 3 had the longest inpatient LoS (mean of 70 hours), whilst
length of stay (LoS) at Hospitals 2 and 4 was 20 to 25 hours shorter. LoS at H4 was
driven down by a large proportion of patients admitted to an A&E clinical unit, whose
mean LoS was a mere 19 hours. At Hospitals 1 and 3, LoS of patients admitted to
either the Cardiac and Medical Units was very similar, whilst patients admitted to a
Medical Unit at Hospitals 2 and 4 had much longer LoS than patients admitted to a
Cardiac Unit at these hospitals.
ACM Transactions on Management Information Systems, Vol. 9, No. 4, Article 39, Publication date: March 2014.
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Hospital 2
Hospital 3 Hospital 4
Hospital 1
Observation B
Observation B
Observation A
Observation A
Observation C
Observation C
Fig. 6: Fuzzy Model Animations for All Four Hospitals
4. DISCUSSION
While it may seem easy to judge observed differences from the analysis alone, it is im-
portant to recognise that such results provide only a “2D slice of a 3D reality” [van der
Aalst 2011, pp. 123]. As such, the results from the case study were communicated back
to the stakeholders, as part of an iterative engagement to ask questions, such as: ‘is
the data actually telling us what we think it is telling us?
In this section, we draw on the case study experience, previous knowledge of health
care, and comments from a stakeholder engagement to discuss the successes of cross-
organisational process analysis in using the data to provide empirical insights together
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with the challenges faced. In linking the discussion of the case study to existing chal-
lenges highlighted in the Process Mining Manifesto [van der Aalst et al. 2012], we
make some recommendations for others seeking to utilise similar process analyses in
health care. Further, we illuminate the next steps that are currently underway here
in Australia, and highlight future work that is needed to progress process-oriented
analysis in health care.
4.1. Challenges, Successes and Lessons Learned
Piecing together the “jigsaw puzzle” of data. The problem of piecing data from multi-
ple sources is recognised within the manifesto as one of the key challenges of cross-
organisational analyses [van der Aalst et al. 2012, pp. 12]. Within this case study, such
linkage of data pieces across legacy information systems was essential to enabling a
‘whole of process’ analysis and the ‘end-to-end’ visualisation across both the ED and
inpatient settings.
As captured in the quote below, the clinical staff usually lament the fact that they
only receive a limited view of patient pathways, and as a result it is hard to gain an
accurate representation of lost opportunity to provide better care:
“[we/clinicians] generally only see a selected sample of those who come across
their desk.. [we] only see a selected sample ... [we] don’t see the denominator,
only the numerator” – Clinical Stakeholder Group
In this case, the successful representation of pathways for a population defined by
their initial categorisation (i.e., ED diagnosis), allowed us to gain insights into the
entire ‘at risk’ population (the denominator) and thus, we could identify any missed
opportunities to provide better care to those discharged home from ED or admitted to
non-cardiac units in a hospital.
In general though, piecing health care data together can be fairly difficult. In many
instances, relational databases do not exist across, or even within, hospitals. Even if
they do exist, numerous unique identification numbers are often used to represent
patients and are inconsistently maintained. Therefore, it is not straight forward
to merge data via unique identifiers. Instead, the correlation of cases must use, as
what we have done in this case study, deterministic and probabilistic methods that
consider loosely identifying variables (i.e., date of birth, postcode, gender, etcetera)
and calculate the likelihood that a patient case in one system relates to the same
patient case across other databases [Roos et al. 1986; Roos and Wajda 1991]. Our
experience with the application of these methods prove to be quite positive.
Ensuring Comparable Populations. The facilitation of organisational learning though
comparison, is also highlighted in the manifesto as a challenge for cross-organisational
mining [van der Aalst et al. 2012, pp. 12]. This challenge is particularly relevant within
the health care domain, where despite the existence of standardised ontologies built
into the information systems (i.e., SNOMED-CT, UMLS, ICD10), some doubts still
exist regarding consistency in the use of the ontologies. When the case study results
were presented to the stakeholder group, there emerged some doubt as to whether
there was consistency in the practice or ICD10 coding of a diagnosis. While it was
generally agreed among the stakeholders that there was likely to be little difference,
it did bring into question the true comparability of ACS patient populations across
hospitals.
For future analysis, we plan to incorporate the results of diagnostic tests as a
discretised categorical attributes for each patient wherever possible. Through the
consensus among clinicians on the sensitivity and specificity of these tests, such
medical attributes could be used to characterise and define clinically comparable
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patient populations in a more precise manner.
Ensuring Comparable Activity. The greatest success we had was in comparing the ac-
tivities across the four hospitals. For the purpose of this case study, we defined relevant
and comparable behaviour within the four Comparison Points. We found that it was
important to provide some focus as to which areas that we should analyse in order
to avoid being overwhelmed by too many ‘potentially-relevant’ comparison points. As
mentioned in Section 3, the Comparison Points were elicited from discussions with the
stakeholders as to which activities were known to add to, or detract from, the value
(health outcomes and costs) of health care services. As a result, we were able to elicit
the following insights:
“Fascinating... we’ve known [informally] that you’ve got to get past the cardi-
ology registrars [at Hospital 1].. whereas [at Hospital 2] they come to [cardi-
ology] first and then they are sorted out” – Clinical Stakeholder Group
“[Hospital 1] are clearly allocating to triage 2 in the more protocolised way...
the protocol says only a tiny number of chest pain patients should ever go
home directly from the emergency department because they’ve all got to have
[a specific set of tests] etcetera” – Clinical Stakeholder Group
However, similar to the critique on the use of key performance indicators (KPI)
in health, a myopic comparison of only the Comparison Points, or certain steps in
the processes are open to gaming, manipulation and misinterpretation [Scobie et al.
2006]. Thus, an end-to-end view of clinical pathways is important to ensure that
points of comparison are objectively and quantitatively contextualised by preceding
and subsequent routing of patients in the pathways. In our case study, we attempt to
minimise this problem by using discovered process models in the discussions with the
stakeholders to visually ‘prompt’ them to consider the ‘broader’ view of an end-to-end
patient pathway in identifying key Comparison Points.
Communicating Results. We also found that the visualisation of processes for compar-
ing activities across hospitals was crucial for engaging clinical stakeholders. This is
one of the key benefits the process mining analysis.
However, while the heuristically mined workflow maps and fuzzy models were help-
ful for understanding the concepts of relative flow, these models did not represent
the timing element within a single static diagram. Further, there seemed to be no
tool available which could effectively display both timing and control flow perspectives
across multiple process models for cross-comparison. For this reason, the BPMN dia-
grams together with timing statistics were used to report the main workflow variants,
the quantitative routing statistics, and performance statistics.
As such, it seems that further work is required to help improve the visualisation
and communication of multiple flow and performance perspectives across multiple
process models, so that a more comprehensive comparison of an end-to-end process
model can be facilitated.
4.2. Next Steps
An immediate next step that we need to undertake in this case study, is the vali-
dation of the data: through clarifying definitional terms and ontologies, auditing the
collection of practice norms across hospitals, and measuring the extent to which cross-
hospital data is maintained. In the meantime, we are investigating the use of discre-
tised pathology and imaging test results for characterising the risk/severity of each
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case, which can be incorporated as an attribute within the event logs by which compa-
rable ACS populations can be filtered into separate logs.
The major next step, however, is that the comparative process analyses displayed in
this case study must now be combined with other comparative analyses that focus on
the outcomes of the observed differences in patient pathways. In particular, we need
to link our study with those that directly evaluate the cost-effectiveness of alterna-
tive forms of service provision, by employing statistical methods to capture long-run
cost and health outcomes for patients, e.g. [Karnon et al. 2013; Pham et al. 2012]. By
linking these two analysis perspectives (i.e. our case study which focus on the process
perspective and those studies that focus on the long-term cost-effectiveness of services)
through common identifiers, we would then be positioned to investigate the economic
impact and efficiency of practice changes and investments. This can address the ques-
tion such as the one posted by the stakeholders:
“... what happens if [Hospital 1] pushes everyone to cardiology [like Hospital
2]? Well you might have to employ 6 more cardiologists and let go a number
of general physicians... Or is it that [Hospital 2] are overly admitting patients
to cardiology?” – Clinical Stakeholder Group
5. CONCLUSION
Systems of clinical practice are not designed to be fully automated and rely on the ex-
pertise of clinical staff to apply care as appropriate to individual patient needs. How-
ever, initiatives are needed to ameliorate uncertainty and disagreement among clini-
cal, executive and political stakeholders, with respect to the most appropriate tasks,
decision criteria, work procedures, and performance measures. Ideally, such initiatives
will be driven by empirical records of activity and objective analyses of processes and
outcomes.
In this paper, we have presented preliminary findings from a case study of compar-
ative process mining, which utilises routinely-collected data to describe differences in
the process of care, as delivered at four Australian hospitals.
The existing case study results highlight key differences in the way the hospitals ap-
plied ACS management, and confirm the existing but implicit assumptions of the clini-
cal stakeholder group, of the variations in clinical practice. While this itself is a fruitful
outcome, this case study also demonstrates the potential for cross-organisational pro-
cess mining to be used to inform and monitor decisions on changes in practice, and of
investment decisions.
Future work is needed to improve the visualisation of comparative analyses, and
to link observed processes with health and fiscal outcomes. In achieving this, insights
from comparative process mining will help identify inefficiencies in process variations,
and will help to inform health care quality and funding reform programs in Australia.
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