In this paper, we consider the 2-D Prandtl equation with constant outer flow and monotonic data. We prove that if the curvature of the velocity distribution(i.e., ∂ 2 y u) is bounded near the boundary, then the solution can not develop the singularity.
Introduction
In this paper, we study the Prandtl equation in R + × R 2 + :
u| y=0 = v| y=0 = 0 and lim In fact, even for small analytic data, Zhang and the second author [25] can only establish the long time well-posedness. See also [15, 13] for the blow-up and almost global existence result. However, it seems more physical to consider the solution initiated from a monotonic data. In experiments and numerics [20, 3, 4, 21] , it was observed that the adverse pressure gradient may lead to the phenomena of the boundary layer separation for monotonic flows. To our knowledge, there seems no rigorous mathematical proof. Recently, Wang and Zhu studied the separation problem in [23] , where for given T > 0, outer flow and adverse pressure gradient, they proved that the solution must have a separation point (t * , x * , 0), t * < T for a class of monotonic data, if the associated smooth solution exists in [0, T ). Let us mention recent important progress on the separation for the 2-D steady Prandtl equation made by Dalibard and Masmoudi [7] .
In [24] , the authors proved that the separation does not occur even for weak solution of the Prandtl equation under the favorable pressure gradient. Furthermore, they claimed that weak solution constructed in [24] should be smooth. In this paper, we are concerned with whether smooth solution of the Prandtl equation can not develop a singularity as long as the separation does not occur.
To study this question, we consider a simple case: the outer flow U (t, x) = 1, p = 0 so that the pressure gradient is favorable. We will consider a class of monotonic data u 0 (x, y), which holds that there exist c, C > 0 so that ∂ y u 0 (x, y) ≥ ce −y for y ∈ R + , (1.2) and for k = 0, 1, 2,
where u s 0 (y) ∈ C 2 (R + ) satisfies u s 0 (0) = 0, |∂ k (u s 0 (y) − 1)| ≤ Ce −y for y ∈ R + and k = 0, 1, 2. for some c 1 , C 1 > 0. Let T * be the maximal existence time of the solution. If the solution satisfies the following conditions ce −y ≤ ∂ y u(t, x, y) ≤ Ce −y for (t, x, y) ∈ [0, T * ) × R 2 + , (1. 7) sup t∈[0,T * ) A(t) ≤ C, (1.8) for some c, C > 0, then it can be extended after t = T * . Here
and H k,ℓ µ is the weighted anisotropic Sobolev space defined in next section. In the following theorem, we study whether the conditions (1.7) and (1.8) hold for the local smooth solution constructed in Theorem 1.1.
for some C > 0, δ > 0, then it holds that
where C * is a constant depending only on C 0 , c 0 , T * , δ. Remark 1.3. The condition (1.9) means that the curvature of the velocity distribution is bounded near the boundary. This result shows that it seems possible that the curvature of the velocity distribution blows up near the boundary y = 0 even if the separation does not occur.
To control the part of y ≥ δ in A(t), the condition (1.9) is unnecessary.
The proof of Theorem 1.1 used the paralinearization method so that we can control the higher order Sobolev norm of the solution in terms of the lower order derivatives of the solution, i.e., A(t). To avoid the derivative loss in the energy estimate process, the key idea is to introduce a good unknown w = ∂ y T 1 ∂y u u inspired by [1, 16] , which satisfies a good equation like
The proof of Theorem 1.2 used the different framework. As in [24] , we will use the Crocco transformation which transforms the Prandtl equation into a quasilinear degenerate parabolic system. Using the interior regularity results for the kinetic type equation from [22, 12, 14] , the interior gradient estimate is relatively easy. The boundary gradient estimates are highly non-trivial. For this, we will use the maximum principle by constructing good auxiliary functions. The estimate near y = 0 is more delicate, since the new unknown w = ∂ y u satisfies the Neumann boundary condition at y = 0. This is main reason why we need to impose the extra condition (1.9) near y = 0.
Functional spaces and Paraproduct

Weighted anisotropic Sobolev spaces.
Let ω(y) be a nonnegative function in R + . We introduce the weighted L p norm:
We denote by H ℓ y,ω the weighted Sobolev space in R + , which consists of all functions f ∈ L 2
When ω = 1, we denote H k,ℓ ω by H k,ℓ , and H ℓ y,ω by H ℓ y for the simplicity. The following interpolation inequality will be used: if ∂ ℓ y u| y=0 or ∂ ℓ−1 y u| y=0 = 0, then we have
In this paper, we will use the following weights µ(y) = e y 2 , ν(y) = e − y 2 , ω(y) = e 2 3 y .
2.2.
Paraproduct. We first introduce the paraproduct decomposition in R. We define
where Ff and f always denote the partial Fourier transform of f with respect to x variable, and χ(τ ), ϕ(τ ) are smooth functions such that suppϕ ⊂ τ ∈ R :
and for any τ ∈ R,
The Bony's paraproduct T f g is defined by
Then we have the following Bony's decomposition
where the remainder term R g f is defined by
Next we recall the classical paraproduct estimate and paraproduct calculus in Sobolev space [2] . We denote by W s,p the usual Sobolev spaces. 
If s > 0, then we have
Lemma 2.2. Let s ∈ R and σ ∈ (0, 1]. It holds that
Especially, we have
Let us conclude this section by the following basic estimates for the heat equation. See [5] for example. Lemma 2.3. Let u s (t, y) be the solution of (1.5). Then it holds that for k = 0, 1, 2 and any T < +∞,
where the constant C s depends on T and u s 0 .
Uniform tame energy estimates
For this part, the proof is similar to [5] . However, we need to refine the energy estimates there in order to prove the blow-up criterion.
Let us introduce the energy functional Here the definition of A(t) is slightly different from that in [5] with an extra factor (1 + y) −1 in the front of |∂ x u| and |∂ xy u|.
In the sequel, we assume that ∂ y u(t, x, y) ≥ c 1 e −y for (t, x, y) ∈ [0, T ] × R 2 + . We denote by C a constant depending only on c 1 , C s , T .
3.1. Sobolev estimate in horizontal direction. We denote
We first paralinearize the first equation of (1.6). Using Bony's decomposition (2.2), we obtain
Notice that there is no derivative loss for the terms in f . To eliminate the trouble term T ∂yu v, it is natural to introduce a good unknown w defined by
A direct calculation shows
where F 1 and F 2 are given by
It follows from Lemma 2.2 and Lemma 2.3 that
Using the first equation of (1.6), we find that
Then we have
from which and Lemma 2.1, we infer that
Summing up, we conclude that
Similarly, we have
µ . This proves our result.
Proof. Making H 3,0 ν energy estimate to (3.1), we obtain 1 2
Thanks to ∂ y w| y=0 = 0, we get by integration by parts that
Notice that
Then by Lemma 2.1 and Lemma 2.2, we get
Thanks to u = v = 0 and ∂ 2 y u = 0 on y = 0, we have F 1 | y=0 = 0. Then by integration by parts and Lemma 3.1, we get
Summing up, we conclude the desired energy estimate.
Using the equation (1.6), it is easy to prove the following energy estimate of u in lower order Sobolev space with more exponential decay in y. 
3.2. Sobolev estimate in vertical direction. To close the energy estimates, we need to derive the high order derivative estimates in the vertical variable y. For this part, we don't need to use the monotonicity of the solution.
Proposition 3.4. Let u be a smooth solution of (1.6) in [0, T ]. It holds that for any t ∈ [0, T ], d dt u 2
We follow the proof of Proposition 6.1 in [5] step by step again. First of all, we have d dt u 2
Next we present H 1,2 µ estimate in detail. Taking the time derivative to (1.6), we obtain
We get by integration by parts that
Thus, we deduce that
It remains to estimate u t H 2,0 µ . Using the first equation of (1.6), we get
, from which and (3.5), we conclude our result.
3.3.
Relation between good unknown w and u. To recover the estimates of u from those of w, we need the following lemma.
which along with Lemma 2.1 and Lemma 2.2 gives 
µ . By the interpolation, we have
Thus, we conclude that
Using the first equation of (1.6), we get
µ , which implies the last inequality.
Monotonicity and no separation
In this section, we prove that the separation can not occur for the solution constructed in Theorem 1.1 in [0, T * ), where T * is the maximal existence time. To this end, we need to use the Crocco transformation defined by
Then the initial-boundary value problem (1.1) becomes Then there exists a positive constant c 1 depending on c, C in (4.2) and T * so that
Proof. The proof is inspired by [24] . First of all, we prove that w ≤ C(1− η). Fix any t 0 < T * and set
Hence, the maximum of f is not attained in (0, 1) × R × (0, t 0 ]. On the other hand,
Then the maximum of f is not attained on {η = 0}. In summary, we have f ≤ 0 when (η, ξ, t) ∈ [0, 1] × R × [0, T * ). Letting ε goes to 0, we get w ≤ C(1 − η).
Next we prove w ≥ c 1 (1 − η). Fix any t 0 < T * and set
and α, β are positive constants to be determined, and ε is a sufficiently small positive constant. For η ∈ [0, 1], we have
On the other hand,
Then the minimum of f is not attained on {η = 0}. In summary, since t 0 is arbitrary, we
This completes the proof.
Global weighted gradient estimate
Proposition 5.1. Let u be a smooth solution of (1.1) in [0, T * ) and satisfy the following conditions
2)
for some 0 < c 0 < C 0 and δ > 0. Then it holds that
here C * is a constant depending on C 0 , c 0 , T * , δ. We will use the Crocco transformation introduced in previous section. By our assumption, there exist two constants depending on c 0 , C 0 in (5.1), which, with abuse of notation, we also denote as c 0 , C 0 , so that
To prove the proposition, it suffices to show the following gradient estimates
Indeed, we have |∂ 2 y u| ≤ |w∂ η w| ≤ C * e −y . And using the formulas
we infer that |∂ x u| + |∂ xy u| ≤ C * (1 + y)e −y .
5.1.
Interior gradient estimate. First of all, we make C α estimate. For this, we need the following proposition from [12] (see also [22] ). 
for some α = α(λ, Λ) and C = C(λ, Λ, Q r 0 (z 0 ), Q r 1 (z 0 )).
We consider the regularity of solution in the domain [ε
and introduce the domain
The equation (4.1) is invariant under this transformation, i.e.,
Thanks to (5.3), there exist two positive constants a 1 , a 2 so that
Then for the equation
we use Proposition 5.3 in R 0 to obtain a uniform C α estimate in a smaller domain
Here C α estimate is independent of choice of (η 0 , ξ 0 , t 0 ) and only depends on a 1 , a 2 , T * .
To obtain the gradient estimate, we need to use the localized Schauder estimate from [14] . We introduce the hypoelliptic Hölder norm H α defined by
where Q denotes a open connected set and [·] C 0,α (Q) denotes the Hölder anisotropic seminorm (see Definition 2.3 in [14] ), which implies Hölder regularity in usual sense but with lower regularity exponent.
Proposition 5.4. Given α ∈ (0, 1) and g ∈ C 0,α (R 2d+1 ) and a i,
for some constant λ > 0, it holds that
By the definition of g H α (Q) , g L ∞ (Q) is controlled by g H α (Q) , and thus we can write (2.18) in Lemma 2.12 [14] as follows
We rewrite (5.6) in its equivalent form ∂tw +η∂ξw − w 2 ∂ 2 ηη w = 0, (5.11) Let L := ∂t +η∂ξ − w 2 ∂ 2 ηη with aηη = w 2 satisfying (5.9) due to (5.7) . Then by the interior C α estimate obtained above, Proposition 5.4 and (5.10), in a smaller interior domain
we have
where C is a constant depending only on a 1 , a 2 , T * , ε + . In particular,
Now we continue to obtain a bound for ∂ξw. The method is inspired by Proposition 3.3 in [14] . While in our case, the equation is quasi-linear, i.e., aηη is not a constant but aηη = w 2 . aηη ≥ a 2 1 is a key point in the following proof. We will show that
where R 3 = (η,ξ,t) ∈ (− ε + 800 , ε + 800 ) × (− 1 8 , 1 8 ) × (− T * 800 , 0] , and C is a constant depending only on a 1 , a 2 , T * , ε + .
We use Bernstein's method to prove (5.13) . Take 0 ≤ ζ ∈ C ∞ as a cut-off function supported in R 2 and ζ = 1 in R 3 . Let L := −∂t −η∂ξ + w 2 ∂ 2 ηη and introduce g = A 1 ∂ηw∂ξwζ 9 + |∂ξw| 2 ζ 12 − A 3t , with A 1 , A 3 to be determined later. The choice of powers of ζ is delicate in order to kill out some terms. By taking A 1 , A 3 properly, we will prove that Lg > 0 so that by maximum principle,
By a direct calculation, we have L∂ξw = ∂ξLw − 2w∂ξw∂ 2 ηη w = P 2 ∂ξw, L∂ηw = ∂ηLw + ∂ξw − 2w∂ηw∂ 2 ηη w = P 3 + ∂ξw, where we use P 2 , P 3 to stand for some functions bounded by C through (5.12) . Then we get L(∂ηw∂ξwζ 9 ) =ζ 9 P 3 ∂ξw + ζ 9 |∂ξw| 2 + ζ 9 P 2 ∂ξw∂ηw Next take A 1 large enough depending on C, ζ. Then take ǫ small enough so that ǫ < λ 2A 1 . Finally, taking A 3 large enough depending on A 1 , ǫ, C, we obtain Lg > 0. Note that A 1 , A 3 depend only on R 2 , R 3 , T * , a 1 , a 2 , ε + . Thanks to
where ε is any small positive constant, by (5.12) and (5.14) , in R 2 ,
This completes the proof. By (5.12) and (5.13) , especially at (η,ξ,t) = (0, 0, 0), we have |∇ξ ,η w|(0, 0, 0) ≤ C a 1 ,a 2 ,T * ,ε + . Back to the original coordinate (η, ξ, t), we have |∇ ξ,η w|(η 0 , ξ 0 , t 0 ) ≤ C a 1 ,a 2 ,T * ,ε + . Since the bound is independent of choice of (η 0 , ξ 0 , t 0 ) and (η 0 , ξ 0 , t 0 ) is arbitrary, we obtain 
For any x 0 = (η 0 , ξ 0 , t 0 ) ∈ D 2 , we define a reversible transform by (5.18) and introduce a function h = w −1 (1 − η 0 ). Then we have
Under the coordinates (η, ξ, t), x 0 = (0, 0, 0) and the equation (4.1) takes ∂th +η∂ξh − ∂η w 2 (1 − η 0 ) 2 ∂ηh = 0, (5.20) or equivalently,
As before, we can choose a small enough constant r 0 depending on T * , but independent of
where Q r is a cube defined in (5.5) with z 0 = 0. By (5.3), 0 < λ ≤ w 2 (1−η 0 ) 2 , h ≤ Λ in Q r 0 , where λ, Λ are independent of η 0 and determined by c 0 , C 0 in (5.3). Then by Proposition 5.3, we have
by noting that for any x, y ∈ Q r 0 ,
Next we consider w 1−η 0 as a whole in (5.21). By the interior estimates similar as in subsection 5.1, we have
Transforming back to the original coordinate (η, ξ, t), we get by (5.19) that
Since the choice of x 0 is arbitrary and C λ,Λ,r 0 is independent of x 0 , we have
In particular, by (5.23),
To prove (5.4), we need to refine the estimate for ∂ ξ w, i.e.,
which will be proved by the following two lemmas.
where C is independent of the choice of (η 0 , ξ 0 , t 0 ) and depends only on T * , λ, Λ.
Proof. We introduce the domain
with ∂ ξ ϕ ≥ 0 and
where A 1 , C 1 , A 2 , C 2 are big constants to be determined. As ξ − ξ 0 > 0 in Ω ξ 0 ,t 0 , g 1 , g 2 are well defined. We only prove g 1 ≤ 0 in Ω ξ 0 ,t 0 and the argument for g 2 ≥ 0 in Ω ξ 0 ,t 0 is similar.
Then taking t = t 0 , and thanks to ϕ(ξ) = 0 in ξ 0 , ξ 0 + (1−η 0 ) 2
2
, we have (5.27). We will first show that
By (5.23), we take C 1 big enough to ensure g 1 ≤ 0 on ∂ p Ω ξ 0 ,t 0 ∩ {ξ = ξ 0 }. Next we will show that Lg 1 > 0 in Ω ξ 0 ,t 0 , and therefore g 1 can only obtain its maximum at ∂ p Ω ξ 0 ,t 0 so that we can conclude g 1 ≤ 0.
Firstly, by (5.25) , we have
Secondly,
Since we already fix C 1 , C 2 for the boundary condition as above, we only write C in the right hand side now. Thirdly,
For ϕ(ξ), we note that −∂ ξ (−ϕ(ξ)) ≥ 0. Hence,
in Ω ξ 0 ,t 0 , which implies that
Therefore, by taking A 1 , A 2 large independent of η 0 , we have
Now we further improve the result in Lemma 5.5.
where C λ,Λ,T * is independent of choice of (η 0 , ξ 0 , t 0 ) and c < 1 only depends on T * . In particular, letting ξ 0 → ξ + 0 , we obtain
and we take c small only depending on T * and hence independent of η 0 such that 2T * 3 − ε > T * 2 . Set L = −∂ t − ∂ ξ and introduce a nonnegative smooth function
and
where A 1 , C 1 , C 2 are big constants to be determined. We only prove g 1 ≤ 0 in R ξ 0 ,t 0 , since the argument for g 2 ≥ 0 in R ξ 0 ,t 0 is similar. After we prove these, take t = t 0 and consider
Then we have (5.28 ).
First of all, we show
Hence, by (5.25), we have
where we have used (5.30) and (5.23) in the last inequality.
where we used (5.30) with t = t 0 −ε for the second term and used (5.27) for the first term(since
). In summary, taking C 1 , C 2 large, we have g 1 ≤ 0 on ∂ p R ξ 0 ,t 0 .
Next we show Lg 1 > 0 in R ξ 0 ,t 0 by taking A 1 large. Then g 1 can only obtain its maximum on ∂ p R ξ 0 ,t 0 so that we can conclude g 1 ≤ 0. By (5.25), we have
Since we already fix C 1 for the boundary condition as above, we only write C in the right hand side now. Using the facts that
we infer that
In summary, we obtain
By taking A 1 large, we have Lg 1 > 0.
5.3.
Gradient estimate near η = 0. Thanks to η = u, we have
Without loss of generality, we assume ǫ 1 small so that
for some positive constants a, A. By our assumption (5.2), we have
where C depends on constants a, A and constant C 0 in (5.2). It remains to prove that
which will be proved in the following two lemmas. where C depends only on a, A, T * .
(C) We will show that max Q f is not attained in Q by proving that
In what follows, we denote by β i (i = 1, · · · 10) some small constants determined later, and by γ i (i = 1, 2, 3, 4) some constants depending only on a, and by C a constant depending on a, A, T * , β i (i = 1, · · · , 10), M 1 , M 2 , M 3 , B, and by C β i a constant depending only on β i , a, A, T * .
By direct calculations, we get L(g 1 g 2 ) = L(g 1 )g 2 + L(g 2 )g 1 + 2w 2 ∂ηg 1 ∂ηg 2 , L∂ξw = −2w∂ξw∂ 2 ηη w, L∂ηw = −2w∂ηw∂ 2 ηη w + ∂ξw. Then we have
Then by Young's inequality, we get L(|∂ξw| 2η2 ) ≥ 2w 2 |∂ξw| 2 − β 1 |∂ξw| 2 − C β 1 |∂ξw| 2 3 |∂ 2 ηη w| 2 − C β 1 |∂ 2 ξη w| 2 |∂ξw| For the fourth term in f , we have L(|∂ηw| 2 ζ 10 ) ≥ (−C|∂ξw| − C|∂ 2 ηη w| + 2w 2 |∂ 2 ηη w| 2 )ζ 10 − ζ 9 C ≥ −β 9 |∂ξw| 2 ζ 10 − C + w 2 |∂ 2 ηη w| 2 ζ 10 .
For the last two terms in f , we have L(−M 4t +η) = M 4 .
Finally, let us fix the coefficients in the following order.
(1) Fix β 1 small depending on a, A. See (5.39).
(2) Fix M 1 large such that M 1 100 > C β 1
. (5) Fix β 5 , β 7 such that β 5 + β 7 < M 1 2M 2 γ 2 and then fix B by (5.41) accordingly. (6) Fix β 4 , β 6 , β 10 such that β 4 + β 6 + β 10 < γ 1 100M 2 . (7) Fix M 3 large such that M 3 > for any t ∈ [0, T * ) if sup t∈[0,T * ) A(t) ≤ C. This implies that the solution can be extended after t = T * . The proof of Theorem 1.1 is completed.
