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Abstract
We consider Neumann initial-boundary value problem for the Korteweg–de Vries equation on a half-line
{
ut + λuux + uxxx = 0, t > 0, x > 0,
u(x,0) = u0(x), x > 0,
ux(0, t) = 0, t > 0.
(0.1)
We prove that if the initial data u0 ∈ H0,21/41 ∩ H1,7/22 and the norm ‖u0‖H0,21/41 + ‖u0‖H1,7/22  ε,
where ε > 0 is small enough Hs,kp = {f ∈ L2; ‖f ‖Hs,kp = ‖〈x〉
k〈i∂x〉sf ‖Lp < ∞}, 〈x〉 =
√
1 + x2 and
λ
∫∞
0 xu0(x) dx = λθ < 0. Then there exists a unique solution u ∈ C([0,∞),H1,7/22 )∩ L2(0,∞;H2,32 ) of
the initial-boundary value problem (0.1). Moreover there exists a constant C such that the solution has the
following asymptotics





+ O(ε2t−2/3(1 + η log t)−6/5)
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1. Introduction
We consider the Neumann initial-boundary value problem on a half-line for the Korteweg–de
Vries (KdV) equation
{
ut + λuux + uxxx = 0, t > 0, x > 0,
u(x,0) = u0(x), x > 0,
ux(0, t) = 0, t > 0.
(1.1)
Korteweg–de Vries equation (1.1) is a simple universal model appearing in many fields of physics
and technology as the first approximation in the description of the dispersive nonlinear waves [5,
18,20]. In the case of the Cauchy problem on the line KdV equation was solved via the inverse
scattering transform method [1] and the well-posedness on the line and the periodic domain was
studied extensively by many authors, see, e.g., [3,16,17] and references cited therein. Asymp-
totic behavior of small solutions was studied in the case of the generalized KdV equations in
[4,12–14,19]. However large time asymptotics of small solutions to the Cauchy problem of KdV
on the line is not obtained completely still now. From the heuristic point of view the quadratic
nonlinearity of the shallow water type uux is subcritical for large time: the nonlinear term de-
cays more slowly than the linear part of the equation. The case of the Dirichlet initial-boundary
value problem for KdV equation on the positive line was considered recently in paper [10]. It
was proved that the solution has an additional time-decay and as a result the nonlinear term of
KdV equation behaves as a supercritical in the contrary to the corresponding Cauchy problem.
In the case of the Neumann boundary-value problem (1.1) we expect that the time decay rate
of the solutions will be more slow so that the nonlinear term in the problem (1.1) behaves as a
critical one. Our main goal in the present paper is to obtain the large time asymptotics of solu-




f ∈ L2; ‖f ‖Hs,kp =
∥∥〈x〉k〈i∂x〉sf ∥∥Lp < ∞}, 〈x〉 =√1 + x2,







We also use the methods of our previous papers [7,8,15]. Integral formula is obtained by using the
Laplace transform with respect to space variable. The Laplace transform requires the boundary
data u(0, t), ux(0, t), uxx(0, t) and so u(0, t), uxx(0, t) should be determined by the given data.
In order to do it we use the method developed in the previous works [9,11]. Our method to
derive an integral formula is different from that [2] or [6], but the representation of the integral
formula of ours (2.9) stated below is the same as one obtained in [6]. In [6] integral formulas for
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were constructed. However estimates of solutions applied to nonlinear problem were not given.
In [2] an integral formula for Dirichlet problem which are different from ones used in [6] was
constructed and used to derive the various smoothing properties of solutions.
For simplicity we denote ‖·‖L∞ = ‖·‖∞, ‖·‖L2 = ‖·‖, ‖·‖Hs,k2 = ‖·‖s,k and ‖·‖H0,k2 = ‖·‖k .
Now we state our result.
Theorem 1.1. Suppose that the initial data u0 ∈ H0,21/41 ∩ H1,7/22 and the norm
‖u0‖H0,21/41 + ‖u0‖1,7/2  ε,




xu0(x) dx = λθ < 0.
Then there exists a unique solution
u ∈ C([0,∞),H1,7/22 )∩ L2(0, T ;H2,32 )
of the initial-boundary value problem (1.1) satisfying the boundary condition such that
ux(0, t) = 0 for t > 0. Moreover the solution has the following asymptotics





+ O(ε2t− 23 (1 + η log t)− 65 )




Ai′2(x) dx > 0






We note here that solutions of our problem (1.1) decay faster than those of linear problem and
Ai(2)(0) = 0, then we see that the main term satisfies the Neumann boundary condition for t > 0.
For the convenience of the reader we now state of our strategy of the proof. In Section 2 we
construct the integral formula of the solution of the linear problem corresponding to (1.1):
u(x, t) = Φ(x, t)u0 =
∞∫
F(x, y, t)u0(y) dy,0
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e−φj (ξ)yφj (ξ)φ′j (ξ) dξ
)
and φj (ξ) are the roots of equation p3 = −ξ such that




3 , p = φ2(ξ) =
(
ξ exp(−iπ)) 13 .





Section 3 is devoted to the study of the asymptotic behavior of solutions to the linear problem by
using the integral formula constructed in Section 2. We will show that for t > 1,0 < δ < 1





+ O(t− 2+δ3 ),
where θ = ∫∞0 xu0 dx. Therefore nonlinear term in the equation ut + λuux + uxxx = 0 has the
same decay rate as linear terms. Section 5 is devoted to prove a global result and to establish
asymptotic formulas of solutions. Here as in paper [7] we make a change of variable u = e−φ(t)v.
Then for the new function v we get the following problem
⎧⎨
⎩
vt − φtv + λe−φ(t)vvx + vxxx = 0, t > 0, x > 0,
v(x,0) = eφ(0)u0(x), x > 0,
vx(0, t) = 0, t > 0.





(−φtv + λe−φ(t)vvx)dx = 0, φ(0) = 0,
which implies that










We look for the solution v in the neighborhood of the first approximation
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r = ∫ t0 g(τ)−1Φ(x, t − τ)(λGθ2‖G‖2 + GGx)dτ + R1,
g = 1 − λθ ∫ t0 ‖G‖2 dτ + R2,
where R1,R2 are considered as remainder terms in our function space defined later. By Lem-
mas 3.5, 3.6 in Section 3 we obtain
g(t) = C








Ai′2(z) dz > 0.
Hence from representation u = v/g = (r + Φ)/g we get result of theorem. We prove a local
existence result of solutions in separate Section 4 by using energy method. However it seems that
the energy method is not sufficient to get a global result and a sharp asymptotics of solutions.
Therefore we show various estimates of solutions of linear problem with Neumann boundary
condition in Section 3.
2. Linear problem
We consider the linear initial-boundary value problem corresponding to (1.1)
{
ut + uxxx = f (x, t), t > 0, x > 0,
u(x,0) = u0(x), x > 0,
ux(0, t) = h(t), t > 0.
(2.1)
Taking the Laplace transformation of the problem (2.1) with respect to the space variable x we
have
uˆt (p, t) + p3uˆ(p, t) = f1(p, t),
where




e−pxu(x, t) dx, (2.2)
and so we have the following representation for the Laplace transform of the solution
uˆ(p, t) = e−p3t uˆ0(p) +
t∫
e−p3(t−τ)f1(p, τ ) dτ. (2.3)0
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given data. The condition
∣∣uˆ(p, t)∣∣M(1 + |p|)β, for all Rep  0, (2.4)
with some M , β > 0 is necessary and sufficient for the existence of the inverse Laplace trans-
formation. It is easy to see that condition (2.4) is fulfilled in domains Rep3 > 0 of the right
half-complex plane Rep  0. In domains Rep3 < 0 of the right half-complex plane Rep  0,
we rewrite formula (2.3) as












3(t−τ)f1(p, τ ) dτ.




3(t−τ)f1(p, τ ) dτ
satisfies condition (2.4) for all Rep  0, Rep3 < 0. Therefore in order to satisfy condition (2.4)





3τ f1(p, τ ) dτ = 0 (2.5)
for all Rep  0, Rep3 < 0. We use (2.5) to find the boundary functions u(0, t) and uxx(0, t)
involved in (2.2). Making the change of variable −p3 = ξ we transform domains Rep3 < 0 of
the right half-complex plane Rep  0 to the half-complex plane Re ξ > 0. The equation −p3 = ξ
has three roots φ1(ξ), φ2(ξ) and φ3(ξ) such that




3 , p = φ2(ξ) =
(
ξ exp(−iπ)) 13 , p = φ3(ξ) = (ξ exp(3iπ)) 13
which transform the half-complex plane Re ξ > 0 to domains, where
Reφ1(ξ) > 0, Reφ2(ξ) > 0 and Reφ3(ξ) < 0.







e−ξτ u(0, τ ) dτφl(ξ)2 +
∞∫
0
e−ξτ ∂xxu(0, τ ) dτ
+
∞∫ ∞∫
e−(φl(ξ)x+ξτ)f (x, τ ) dx dτ +
( ∞∫
e−ξτ h(τ ) dτ
)
φl(ξ)0 0 0






−ξ tu(0, t) dt∫∞
0 e



































Solving (2.6) we find
( ∫∞
0 e
−ξ tu(0, t) dt∫∞
0 e
















































3τ (u(0, τ )p2 + uxx(0, τ ))dτ dp. (2.8)
We consider the last term of the right-hand side of (2.8). We put
H(p, ξ) = − 1
φ2(ξ) − φ2(ξ)p
2(g(φ1(ξ))− g(φ2(ξ))+ φ21(ξ)g(φ2(ξ))− φ22(ξ)g(φ1(ξ))).
1 2


















p3 + ξ H(p, ξ) dξ dp.












p3 + ξ H(p, ξ) dξ dp = 0.
Also by the facts that
φ′1(ξ) = −
1
(φ1(ξ) − φ2(ξ))(φ1(ξ) − φ3(ξ)) ,
φ′2(ξ) = −
1
(φ2(ξ) − φ1(ξ))(φ2(ξ) − φ3(ξ)) ,
3∑
j=1













3 − φ22) + g(φ2)(φ21 − φ23)




(φ21 − φ22)(φ3 − φ1)
− g(φ2)(φ1 + φ3)
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eξ(t−τ)eφ3(ξ)xφ3(ξ)φ′3(ξ) dξ h(τ) dτ.
Hence (2.7) and (2.8) give the following integral representation of the solution u(x, t) to the










f (x, y, τ )F (x, y, t − τ) dy, (2.9)
where




















3 , φ2(ξ) =
(
ξ exp(−iπ)) 13 , φ3(ξ) = (ξ exp(3iπ)) 13 , (3.1)
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Re ξ > 0. We introduce the following functions


































Lemma 3.1. We have for m 0, t > 0
∥∥x m2 ∂(n)x G0(x, y, t)∥∥
 C
{
t− 2n+1−m6 〈t〉− 13 〈y〉 + t− n+13 〈t〉− 13 〈y〉m+32 + t− 3n+26 + 112 〈t〉− 14 〈y〉m+2+n2 ,
t− 2n+1−m6 + t− n+13 〈y〉m+12 + t− 3n+26 + 112 〈y〉m+2+n2 − 34 ,
for n 1 and
∥∥x m2 G0(x, y, t)∥∥C
{
t− 1−m6 〈t〉− 13 〈y〉 + t− 13 〈t〉− 13 〈y〉m+32 + t− 12 〈t〉− 14 〈y〉m+22 + 34 ,
t− 1−m6 + t− 13 〈y〉m+12 + t− 12 〈y〉m+22 .
Proof. We let p3t = z3, then we have

















e−zy˜ − 1)dz = t− n+13 (Ai(n)(x˜ − y˜) − Ai(n)(x˜)),






It is known that we have
∣∣Ai(n)(−|q|)∣∣C(1 + |q|) 2n−14
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∣∣Ai(n)(|q|)∣∣ C(1 + |q|)−β,
see, e.g., [1]. So we get for ξ ∈ (x˜ − y˜, x˜), x˜ = x/ 3√t and y˜ = y/ 3√t , μ ∈ [0,1], x < 2y





1 + |y˜ − x˜|) (2n+1)μ4 ((1 + |y˜ − x˜|) (2n−1)4 (1−μ) + (1 + x˜)−β).
Therefore we get for y > 3
√



















3 − 13 ( (2n−1)4 + 12 μ)y
(2n−1)








3 − 13 ( (2n−1)4 + 12 μ)y
(2n−1)
4 + 32 μ+m+12






















Since Ai(n)(|ξ |)C(1 + |ξ |)−10 we get for x > 2y
∣∣∂(n)x G0(x, y, t)∣∣ Ct− n+1+μ3 yμ∣∣Ai(n+1)(ξ)∣∣μ(∣∣Ai(n)(x˜ − y˜)∣∣1−μ + ∣∣Ai(n)(x˜)∣∣1−μ)
 Ct−
n+1+μ
3 yμ(1 + x˜)−10.
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∥∥x m2 ∂(n)x G0(x, y, t)∥∥ Ct− n+1+μ13 − 13 ( (2n−1)4 + 12 μ1)y (2n−1)4 + 32 μ1+m+12
+ Ct− n+1+μ23 yμ2+m+12 + Ct− 2n+1+2μ3−m6 yμ3 .
Thus if we take μ2,μ3 = 0,1 and μ1 = 1/2,1 for n = 0 and μ1 = 0,1/2 for n = 1,2, then we
have the desired estimates. Lemma 3.1 is proved. 
Lemma 3.2. We have m 0, t > 0
∥∥x m2 ∂(n)x G1(x, y, t)∥∥

{
Ct− n+13 〈y〉m+12 + Ct− 2n+1−m6 + Ct− 3n+26 + 112 〈y〉m+1+n2 − 14 ,
Ct− n+13 〈t〉− 13 〈y〉m+32 + Ct− 2n+1−m6 〈t〉− 23 〈y〉2 + Ct− 3n+26 + 112 〈t〉− 14 〈y〉m+2+n2 ,
for n = 1,2 and
∥∥x m2 G1(· , y, t)∥∥ Ct− 13 〈t〉− 13 〈y〉m+32 + Ct− 1−m6 〈t〉− 23 〈y〉2 + Ct− 12 〈t〉− 13 〈y〉m+32 .
Proof. Changing the variable of integration p3t = z3 we have







































We again use the asymptotic properties of the Airy function such that
∣∣Ai(n)(−|q|)∣∣C(1 + |q|) 2n−14
and for any β > 0
∣∣Ai(n)(|q|)∣∣C(1 + |q|)−β.
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∣∣∂(n)x G1(x, y, t)∣∣ Ct− n+1+2μ3 y2μ∣∣Ai(n+2)(ξ)∣∣μ





1 + |y˜ − x˜|) (2n+3)μ4
× ((1 + |y˜ − x˜|) 2n−14 (1−μ) + (1 + x˜)−β + (1 + x˜)−β y˜1−μ).
Therefore we get for y > 3
√





























3 − 13 ( (2n−1)4 +μ)〈y〉 (2n−1)4 +3μ+m+12 .



















3 〈y〉2μ+ 1+m2 .
Since |Ai(n)(|ξ |)| C(1 + |ξ |)−10 we have for x > 2y
∣∣∂(n)x G1(x, y, t)∣∣ Ct− n+13 y˜2μ∣∣Ai(n+2)(ξ)∣∣μ
× (∣∣Ai(n)(x˜ − y˜)∣∣1−μ + ∣∣Ai(n)(x˜)∣∣1−μ + ∣∣Ai(n+1)(x˜)∣∣1−μy˜1−μ)
 Ct−
n+1+2μ
3 y2μ(1 + y˜)1−μ(1 + x˜)−10 Ct− n+1+2μ3 y2μ(1 + x˜)−9



























6 y2μ  Ct−
2n+1−m+4μ
6 〈y〉2μ.
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∥∥x m2 ∂(n)x G1(x, y, t)∥∥ Ct− n+1+2μ13 − 13 ( (2n−1)4 +μ1)〈y〉 (2n−1)4 +3μ1+m+12
+ Ct− n+1+2μ23 〈y〉2μ2+ 1+m2 + Ct− 2n+1−m+4μ36 〈y〉2μ3 ,
where μj ∈ [0,1], j = 1,2,3, (2n − 1)/2 + 2μ1  0. If we take μ2 = 0,1/2; μ3 = 0,1 and
μ1 = 0,1/4 for n = 1,2, then we have the result for n = 1,2 and if we take μ1 = 1/4,5/12 for
n = 0, then we have the last estimate of the lemma. Lemma 3.2 is proved. 
Lemma 3.3. We have for t > 1, n,m 0, k = 0,1, δ ∈ [0,1]
∥∥x m2 ∂(n)x Fk(x, y, t)∥∥ Ct− 1−m+2n+2k+2δ6 〈y〉k+δ.
Proof. Using φ′j (ξ) = − 13φ2j we get for Laplace transform of function Fk(x, y, t)





















Using the Plancherel Theorem we get for t > 1, m 0 is an integer
∥∥xm∂(n)x Fk(x, y, t)∥∥





































∣∣φj (ξ)y∣∣k+δ  Cyk+δ|ξ | k+δ3






















1 + ξ t
(
ξMξ (ξ,p) + M(ξ,p)ξ1 + ξ t
)
dξ,−i∞
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(p − φ3(ξ))m+1 O
(|ξ | n−2+k+δ3 ),









































































(p − φ3(ξ))m+1 O
(|ξ | n−2+k+δ3 ).
Note that when we integrate by parts substitution in ξ = 0 vanish for Rep = 0 since integrand is
estimated as

















∣∣∣∣∣ C|ξ | n+13 .
So we get

































1 + ξ t
(


















1 + ξ t
(
O
(|ξ | n−2+k+δ3 )+ O(|ξ | n−2+k+δ3 )ξ t






































(|p + ξ 13 | + |ξ | 13 )m+1(|p + ξ
1
3





























 C|ξ |−m+13 |ξ1|−m+13
we find that




1 + |ξ |t |ξ |
n−2+k+δ
3 −m+16 |dξ |.
And therefore we have for m 0
∥∥xm∂(n)x Fk(· , y, t)∥∥Cyk+δt− 1−2m+2n+2k+2δ6 . (3.4)
For any fractional m  0 estimate (3.4) is obtained by interpolation. Lemma 3.3 is proved. 
We introduce the following operator
Φ(x, t)ψ(τ) =
∞∫
F(x, y, t)ψ(y, τ ) dy, (3.5)0
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e−φj (ξ)yφj (ξ)φ′j (ξ) dξ
)
.
Lemma 3.4. The following estimates are valid for m 0, t > 0
∥∥x m2 ∂(n)x Φ(t)f ∥∥ C
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩




+ t− 3+2n−m6 ‖f ‖H0,11 + t









+ t− 1+2n−m6 ‖f ‖L1
+ t− 3n+26 + 112 ‖f ‖
H
0, m+2+n2 − 34
1
+ t− 3+2n−m6 ‖f ‖H0,11
if n = 1,2 and
∥∥x m2 Φ(t)f ∥∥C
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩




+ t− 3−m6 ‖f ‖H0,11 + t
− 34 ‖f ‖
H
0, m+22 + 34
1
,




+ t− 1−m6 ‖f ‖L1




+ t− 3−m6 ‖f ‖H0,11




φ′j (ξ)φj (ξ) = 0,
we obtain the following representation for Green function F(x, y, t)













e−φj (ξ)y − 1)φj (ξ)φ′j (ξ) dξ
= G0(x, y, t) +F0(x, y, t).
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following representation
Φ(x, t)f (x) =
∞∫
0
F(x, y, t)f (y) dy =
∞∫
0
G0(x, y, t)f (y) dy +
∞∫
0
F0(x, y, t)f (y) dy.
From Lemma 3.1 we have for t > 0
∥∥x m2 ∂(n)x G0(x, y, t)∥∥
 C
{
t− 2n+1−m6 〈t〉− 13 〈y〉 + t− n+13 〈t〉− 13 〈y〉m+32 + t− 3n+26 + 112 〈t〉− 14 〈y〉m+2+n2 ,
t− 2n+1−m6 + t− n+13 〈y〉m+12 + t− 3n+26 + 112 〈y〉m+2+n2 − 34
if n = 1,2 and
∥∥x m2 G0(x, y, t)∥∥C
{
t− 1−m6 〈t〉− 13 〈y〉 + t− 13 〈t〉− 13 〈y〉m+32 + t− 12 〈t〉− 14 〈y〉m+22 + 34 ,
t− 1−m6 + t− 13 〈y〉m+12 + t− 12 〈y〉m+22 .
From Lemma 3.3 we have for t > 1, n 0, k = 0, δ = 1
∥∥x m2 ∂(n)x F0(x, y, t)∥∥ Ct− 3+2n−m6 〈y〉.
Therefore
∥∥x m2 ∂(n)x Φ(t)f ∥∥C
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩




+ t− 3+2n−m6 ‖f ‖H0,11 + t









+ t− 1+2n−m6 ‖f ‖L1
+ t− 3n+26 + 112 ‖f ‖
H
0, m+2+n2 − 34
1
+ t− 3+2n−m6 ‖f ‖H0,11
for n = 1,2 and
∥∥x m2 Φ(t)f ∥∥ C
⎧⎪⎪⎨
⎪⎪⎩




+ t− 3−m6 ‖f ‖H0,11 + t
− 34 ‖f ‖
H
0, m+22 + 34
1
,










+ t− 3−m6 ‖f ‖H0,11 .
Lemma 3.4 is proved. 
Using
3∑
φj (ξ) = 0,
3∑
φ2j (ξ) = 0,j=1 j=1
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3∑
j=1
φ′j (ξ) = 0,
3∑
j=1





j (ξ) = −1,
we obtain the following representation for the function F(x, y, t)









+ G(x,y, t), (3.6)
where G(x,y, t) = G1(x, y, t) +F1(x, y, t). The functions G1(x, y, t),F1(x, y, t) were defined
in (3.2) and (3.3) with k = 1.
Lemma 3.5. Let the function f (x, t) such that ∫∞0 xf (x, t) dx = 0 and satisfy the estimate∥∥x l2 f (t)∥∥L1  Cεβ(1 + t)− 8−l6 g(t)α, 0 l  5,




1 + η log(1 + t))< g(t) < 2(1 + η log(1 + t)).




g−1(τ )∂(n)x Φ(t − τ)f (τ) dτ





xf (x, t) dx = 0
using (3.6) we obtain the following representation
Φ(x, t − τ)f (τ) =
∞∫
0
F(x, y, t − τ)f (y, τ ) dy =
∞∫
0
G(x,y, t − τ)f (y, τ ) dy.
From Lemma 3.2 we have for t > 0, m 0
∥∥x m2 ∂xG1(x, y, t)∥∥ C
{
t− 23 〈y〉m+12 + t− 3−m6 + Ct− 56 + 112 〈y〉m+22 − 14 ,
− 23 − 13 m+32 − 3−m6 − 23 2 − 56 + 112 − 14 m+32
(3.7)
t 〈t〉 〈y〉 + t 〈t〉 〈y〉 + t 〈t〉 〈y〉
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∥∥x m2 G1(x, y, t)∥∥ Ct− 23 〈y〉m+32 + Ct− 5−m6 〈y〉2. (3.8)
From Lemma 3.3 we have k = 1, δ ∈ [0,1]
∥∥x m2 ∂(n)x F1(x, y, t)∥∥ Ct− 3−m+2n+2δ6 〈y〉1+δ. (3.9)
Therefore






2 G(x,y, t − τ)f (y, τ ) dy
∥∥∥∥∥




+ C(t − τ)− 5−m6 ∥∥f (τ)∥∥H0,21 . (3.10)
Furthermore we have






2 ∂xG(x, y, t − τ)f (y, τ ) dy
∥∥∥∥∥




+ C(t − τ)− 7−m6 ∥∥f (τ)∥∥H0,21 ,






2 ∂xG(x, y, t − τ)f (y, τ ) dy
∥∥∥∥∥




+ C(t − τ)− 3−m6 ∥∥f (τ)∥∥L1
+ C(t − τ)− 34 ∥∥f (τ)∥∥
H
0, m2 + 34
1
+ C(t − τ)− 5−m6 ∥∥f (τ)∥∥H0,11 . (3.11)
Also from the condition of the lemma for the function g(t) we have for t > 1
t−α < 1
g(t)
























+ t− 7−m6 ∥∥f (τ)∥∥H0,21 dτ
0
































































































(t − τ)− 5−m6 dτ.
By the assumption we have












t−1(1 + τ)− 56 τ m6 + t− 7−m6 (1 + τ)− 56 τ 16 dτ0





t−1(1 + τ)− 56 τ m6 + t− 7−m6 (1 + τ)− 56 τ 16 dτ














0, m+12 + 14
1


























3 g−1+α(t)(1 + τ)− 56 τ m6 + t− 5−m6 g−1+α(t)(1 + τ)− 56 τ 16 dτ













 ββCg−1+α(t)t− 3−m6 .
Lemma 3.5 is proved. 




xu0(x) dx = λθ < 0,
a function v(x, t) satisfies the estimate for all t > 0
‖xvvx‖L1  Cεβ(1 + t)−1
and has the asymptotic representation for all t > 0, m 0
∥∥∂(n)x (v(t) − Φ(t)u0)∥∥m  Cεβg−1+α(t)(1 + t)− 3+2n−m6 ,2




1 + η log(1 + t))< g(t) < 2(1 + η log(1 + t)),











xvvx dx < 2
(
1 + η log(1 + t)). (3.12)
Proof. For t < 1 the estimate (3.12) is trivial. Using (3.6) we have











(G1(x, y, t) +F1(x, y, t))dy.
We again use estimates (3.7)–(3.9) to find that for t > 1 and n = 0,1
∥∥x m2 ∂(n)x R(t)∥∥ C(t− 5−m+2n6 ‖u0‖H0,21 + t− 4+2n6 ‖u0‖H0, m+321
)



























dx Ct 23 .
Therefore we have by a direct computation with




































(‖Rx‖ 1 + ‖rx‖ 1 )+ Cθt− 23 (‖R‖ 1 + ‖r‖ 1 )2 2 2 2
















 Cε2t− 43 + Cε1+βt−1g−1+α(t) + Cε2t− 43 + Cε1+βt−1g−1+α(t)
+ Cε1+βt− 43 g−1+α(t) + Cε1+βt−1g−2+2α(t) + Cε2t− 53 + Cε1+βt− 43 g−1+α(t)





























∣∣∣∣∣ Cεt− 3+δ3 + Cε2t−1(1 + η log(1 + t))−1+α.













3 dτ + Cεβ
t∫
1
τ−1(1 + η log τ)−1+α dτ
 Cε + Cεβη−1(1 + η log(2 + t))α,
where η = −9θλ ∫∞0 Ai′2(z) dz. Therefore we get








 1 + η log(1 + t) + Cεβη−1(1 + η log t)α.
Since Cεβη−1 < 12 , Lemma 3.6 is proved. 
4. Local existence
In this section we prove the following theorem.
Theorem 4.1. Let u0(x) ∈ H1,7/22 . Then there exist a positive time T and a unique solution of the
problem (1.1) such that
u(t) ∈ C([0, T ];H1,7/22 )∩ L2(0, T ;H2,32 ).
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{
ut + uxxx = −λvux, t > 0, x > 0,
u(x,0) = u0(x), x > 0,
ux(0, t) = 0, t > 0.
(4.1)
For simplicity, we let λ = 1. Let
ZT =
{
f ∈ C([0, T ],H1, 722 ); ‖f ‖ZT = sup
t∈[0,T ]








and the closed ball
ZT ,ρ =
{
f ∈ ZT ; ‖f ‖ZT  ρ
}
.
We define the mapping M by u = Mv, where v ∈ ZT ,ρ . Applying both sides of Eq. (4.1) by ∂x ,







∥∥x 7−3j2 ∂xu(t)∥∥2 − 1∑
j=0
























)2 = −(∂x(vux), ∂xu). (4.3)







∥∥x 7−3j2 u(t)∥∥2 − 1∑
j=0


















∥∥u(t)∥∥2 − (∂2xu(0, t))(u(0, t))= −((vux), u). (4.5)





∥∥u(t)∥∥21, 72 + C1
∥∥∂xu(t)∥∥21,3
C
∥∥u(t)∥∥2∞ + C∥∥v(t)∥∥1, 72
∥∥u(t)∥∥1, 72 (
∥∥∂xu(t)∥∥1,3 + ∥∥u(t)∥∥1, 72 )





∥∥u(t)∥∥21, 72 + C12
∥∥∂xu(t)∥∥21,3  C∥∥u(t)∥∥2∞ + C∥∥v(t)∥∥1, 72
∥∥u(t)∥∥21, 72 (1 +
∥∥v(t)∥∥1, 72 )
 C
∥∥u(t)∥∥∥∥∂xu(t)∥∥+ Cρ(1 + ρ)∥∥u(t)∥∥21, 72 . (4.6)
The integral equation associated with (4.1) is written as
u(x, t) = Φ(x, t)u0(x) + λ
t∫
0
Φ(x, t − τ)vux dτ.
By Lemma 3.4
∥∥u(t)∥∥ Ct− 12 ‖u0‖H0,11 + C
t∫
0
(t − τ)− 12 ‖vux‖H0,11 dτ
 Ct− 12 ‖u0‖H0,11 + C‖v‖0,1‖u‖t
1
2 . (4.7)
Integrating (4.6) with respect to time t , using (4.7) we have for ε > 0




 ‖u0‖21, 72 +
t∫
0









































If we choose T such that Cρ
1
2 (1 + ρ) 12 (1 + T ) 14 T 12  12 , then
‖u‖ZT  C‖u0‖1, 72 . (4.8)
We let uj = Mvj , j = 1,2. Then in the same way as in the proof of (4.8) we find that there exists
a T such that
‖Mv1 − Mv2‖ZT 
1
2
‖v1 − v2‖ZT .
Therefore there exists a unique solution the problem (1.1) in the set ZT ,ρ . Theorem is proved. 
The above theorem says that the solutions have a smoothing property if the data decay rapidly
at infinity. Therefore we have the following theorem. We do not give a proof since we do not
need the result of a smoothing property to prove asymptotic behavior of solutions.
Theorem 4.2. Let u0(x) ∈ H1,
7
2
2 . Then there exist a positive time T and a unique solution of the
problem (1.1) such that













, 0 j  6.
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Ai′2(z) dz > 0.
We let u(x, t) = e−φ(t)v(x, t). Then we get from (1.1)
⎧⎨
⎩
vt − φtv + λe−φ(t)vvx + vxxx = 0, t > 0, x > 0,
v(x,0) = eφ(0)u0(x), x > 0,
vx(0, t) = 0, t > 0.
(5.1)




(−φtv + λe−φ(t)vvx)dx = 0. (5.2)





xv(x, t) dx = −
∞∫
0
xvxxx(x, t) dx = vx(0, t) = 0.






Integrating with respect to time we get




xvvx dx = 1 − 12θ
−1λ
t∫ ∥∥v(τ)∥∥2 dτ.0 0 0







∥∥v(t)∥∥2 + vvx)+ vxxx = 0, t > 0, x > 0,
g(t) = 1 − λ2θ
∫ t
0 ‖v(τ)‖2 dτ,
v(x,0) = u0(x), x > 0,
vx(0, t) = 0, g(0) = 1, t > 0.
(5.3)
We consider the integral equation associated with (5.3) which is written as
v(x, t) = Φ(x, t)u0(x) + λ
t∫
0







Making a change of variables
v(x, t) = Φ(x, t)u0(x) + r(x, t) (5.4)
we get the system of integral equations (r, g) = (M1(r, g),M2(r, g)) for the first approximation
of perturbation theory{
M1(r, g) = λ
∫ t
0 g(τ)
−1Φ(x, t − τ)( v2θ ‖v(τ)‖2 + vvx)dτ,




We prove that (M1(r, g),M2(r, g)) is contraction mapping in the set
Xε =
{
r ∈ C([0,∞),X); g ∈ C(0,∞), |||r|||X1  ε, |||r|||X2  ε 34 ,
rx(0, t) = 0, 12 (1 + η log t) < g(t) < 2(1 + η log t), t > 0
}
with


















g(t)−1(1 + t) 3+2n−m6 ∥∥x m2 ∂(n)x (Φ(t)u0 + r(t))∥∥.
We assume that
|||r|||X1  ε, |||r|||X2  ε
3
4 . (5.6)
First we prove that the mapping transforms the set Xε into itself if ε > 0 is small. By the local
existence theorem we have |||M1(r, g)|||X1  ε, |||M1(r, g)|||X2  ε3/4 for t < 1 since data are
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0m 7
∥∥x m2 ∂(n)x Φ(t)u0(x)∥∥Cεt− 3−m+2n6
since u0 ∈ H0,
21
4































g(t)−1(1 + t) 3+2n−m6 ∥∥x m2 ∂(n)x v(t)∥∥ Cε 34 , (5.7)
and therefore using that for γ > 0 is small ‖v‖L1  C‖xv‖
1











∥∥x m+52 v(t)∥∥ 12 ∥∥x m+32 −γ 〈x〉2γ v(t)∥∥ 12 ∥∥v(t)∥∥2 + C∥∥x m+12 v∥∥‖xvx‖
 Cθ−1
∥∥〈x〉m+52 v(t)∥∥ 12 + 12 m+1m+3 ∥∥〈x〉1+γ1v(t)∥∥ 12 2m+3 ∥∥v(t)∥∥2 + C∥∥x m+12 v∥∥‖xvx‖
 Cε 95 (1 + t)− 5−m6 (log(1 + t)) 45









yvvy dy + vvx
)
dx = 0.
































 Cε 95  ε. (5.8)
For higher order m, we turn to the original equation
u(x, t) = Φ(x, t)u0(x) + λ
t∫
0
Φ(x, t − τ)uux dτ.
By Lemma 3.4




+ t− 3−m6 ‖f ‖H0,11 + t
− 34 ‖f ‖
H












+ t− 5−m6 ‖f ‖H0,11 ,




+ t− 3−m6 ‖f ‖L1 + t−
5
6 + 112 ‖f ‖
H
0, m+32 − 34
1
+ t− 5−m6 ‖f ‖H0,11 .
Therefore by the local existence theorem we get for 3m 7
∥∥x m2 u(t)∥∥ C(1 + t)− 3−m6 ‖u0‖
H










+ (t − τ)− 34 ‖uux‖
H
0, m+22 + 34
1
+ (t − τ)− 3−m6 ‖uux‖H0,11
)
dτ  C(1 + t)− 3−m6 ‖u0‖
H










(t − τ)− 3−m6 (1 + τ)−1(1 + η log(1 + τ))−2 dτ




+ Cε(1 + t)− 3−m6  Cε(1 + t)− 3−m6 .
In the same way

























+ (t − τ)− 3−m6 ‖uux‖L1
+ (t − τ)− 56 + 112 ‖uux‖
H
0, m+32 − 34
1
+ (t − τ)− 5−m6 ‖uux‖H0,11
)
dτ



















(t − τ)− 23 (1 + τ)− 3−m6 + (t − τ)− 3−m6 (1 + τ)− 43





(t − τ)− 5−m6 (1 + τ)−1(1 + η log(1 + τ))−2 dτ




















g(t)−1(1 + t) 3+2n−m6 ∥∥x m2 ∂(n)x M2(r, g)∥∥ Cε  ε 34 .
Then applying (5.8) to Lemma 3.6 we get for t > 0
1(
1 + η log(1 + t))< g(t) < 2(1 + η log(1 + t)).2
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transformation (M1(r, g),M2(r, g)) is a contraction mapping. Hence there exists a unique so-
lution (r, g) of the system of integral equations (5.5) in the set X and for t > 1 and
∥∥r(t)∥∥∞ = ∥∥v(t) − Φ(t)u0∥∥∞  C∥∥r(t)∥∥ 12 ∥∥rx(t)∥∥ 12  Ct− 23 g−1+ 45 (t).
From Lemma 3.4 we have






where for t > 1, 0 < δ < 1
∥∥∂(n)x R(t)∥∥m2  Cεt− 3−m+2n+2δ6
and therefore
‖R‖∞  C‖R‖ 12 ‖Rx‖ 12  Ct− 2+δ3 .
From the proof of Lemma 3.6 we have for t > 1
g(t) = η log t + O(ε(η log t) 45 )
which gives
g−1(t) = (η log t)−1(1 + O(ε(η log t)− 15 )).
So we obtain the following asymptotics of solutions for t → ∞ uniformly with respect to x > 0
such that
u(x, t) = g−1(t)v(x, t) = g−1(t)(r(x, t) + Φ(t)u0)





+ g−1(t)R(x, t) + g−1(t)r(x, t)





+ O(t− 23 (η log t)− 65 ).
Theorem 1.1 is now proved.
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