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Introduction
The fields of philosophy of mind and cognitive science have been characterized, in the last
few decades, by a growing interest for explanations of mind’s activity in terms of inter-
action between brains, bodies and the world (Clark, 1997). Embodiment, embeddedness,
situatededness are key words that most often can be found in contemporary cognitive
studies. This fact cannot be simply intended as a matter of fashion or a philosophical
mannerism, for these concepts have arisen from a number of influential and somehow
revolutionary studies which collaborated toward a change of shared philosophical and
scientific views of the mind. Contributions have come from many different fields of
knowledge, such as robotics (e.g.,Brooks (1991)), neuropsychology (e.g., Damasio et al.
(1991); Edelman (1987)), linguistics (e.g., Lakoff & Johnson (1980)) and developmental
psychology (e.g., Thelen & Smith (1994)).
However, some cognitive activities seem recalcitrant to this kind of treatment. Mathe-
matical thinking is one of them. Explanations of human computational competencies,
indeed, focus typically on representational issues, while underestimating, or, at least,
giving less importance to the role of mind/body/environment interaction for the perfor-
mance and development of algorithmic skills, namely, those capacities which are essential
in order to operate with numbers and carry out symbolic transformation.
The significance of these skills for a general understanding of computational activities
is explicitly recognized in Alan Turing’s theory of computation (Turing, 1936), which
is focused on the construction of idealized models of the mechanisms at work in a real
cognitive system, namely the one consisting of a man performing calculations with paper
and pencil.
This kind of cognitive activity has then been recognized as a true example of extended
cognition. Rumelhart et al. (1986), e.g., referred to the kinds of operations needed to
carry out a long multiplication with the aid of paper and pencil as an example of online
symbolic transformations, while Andy Clark (2008) proposed that a human being which
performs such an activity instantiates a “transient extended cognitive system” (TECS):
TECSs are soft-assembled (i.e., temporary and easily dissoluble) wholes that
mesh the problem solving contribution of human brain and central nervous system
viii
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with those of the rest of the body and various elements of local “cognitive scaffold-
ing” (Clark, 2008, p.158).
Turing’s description of the basic operations at stake in the execution of an algorithm
seems indeed in the same line of thought:
Let us imagine the operations performed by the computer to be split up into
“simple operations” which are so elementary that it is not easy to imagine them
further divided. Every such operation consists of some change of the physical system
consisting of the computer and his tape. We know the state of the system if we know
the sequence of symbols on the tape, which of these are observed by the computer
(possibly with a special order), and the state of mind of the computer (Turing, 1936,
p.250) [emphasis added].
Here, Turing refers clearly to a physical system which consists not only of a computer —
namely, a man involved in a computation — but comprises also external features, that
in the case of his computing machines are represented by symbols on the tape. The be-
havior of such a kind of physical system results from a strict interaction between internal
(mental) and external (environmental) features, so that it is impossible to explain this
behavior without referring to what happens to both kinds of features.
Despite these considerations, the cognitive importance of Turing’s theory of computation
have been so far underestimated. Turing’s work, indeed, has been primarily appreciated
for its purely mathematical content — the formalization of the notion of effective pro-
cedure. As regards its specific cognitive content, it is instead widely held that the way
computations are performed by a Turing Machine (TM) makes it a psychologically im-
plausible model of a real cognitive system.
In this work, I endorse Andrew Wells’ opinion, according to which a reinterpretation
of the TM’s architecture is needed, so as to restore Turing’s original view, and finally
eliminate the misinterpretation originated with classic computationalism. By this term I
mean the view that computations are performed by a cognitive system through internal
symbolic transformations based on purely syntactic rules. This idea lies behind many
important cognitive theories, like Newell’s Physical Symbol Systems hypothesis (Newell,
1980) and Fodor’s Computational Theory of Mind (Fodor, 1975). The main mistake of
classic computationalism in the interpretation of TM’s architecture is treating the tape
as an internal memory, rather than the external environment. By contrast, Wells pro-
poses a position, which he calls ecological functionalism, according to which the behavior
of a TM strictly depends on the interaction between its internal and external parts, and
thus the TM cannot be viewed as carrying out totally internal symbolic transformations.
Wells’ alternative interpretation thus connects the long established notion of a TM to
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the aforementioned recent ideas in the philosophy of mind and cognitive science.
According to Wells, it would be possible to construct computational models of a wide
range of cognitive functions, drawing inspiration from a TM design. However, Wells
does not set any boundary to the cognitive functions which could be modeled in this
way, and this is likely to be a major weakness of his proposal. An adequate strategy to
make Wells’ view more viable is trying to use his interpretation of the TM to explain
cognitive phenomena of a specific type, and then extending the same kind of model to a
wider range of cognitive tasks. This kind of strategy has been employed in the present
thesis, in which I take seriously Marco Giunti’s proposal to use a TM-based computa-
tional architecture, namely the Bidimensional-Turing machine (BTM) (Giunti, 2009), in
order to study human algorithmic skills.
This work consists of two main parts. The first part, philosophically-oriented, deals
with Wells’ ecological interpretation of the TM’s architecture and its relations with a
set of philosophical and psychological positions such as classic computationalism, the
extended-mind hypothesis and the dynamical approach to cognition (chapters 1 to 3);
the second, more technical part, sets up a theoretical and methodological framework
for the development and justification of BTM-based models of human algorithmic skills
(chapters 4 and 5).
Outline of the work
In chapter 1, I will describe the architecture and functioning of a TM taking a neutral
stance about its interpretation. Then, I will show how both historical and philosophical
reasons have contributed to the widely accepted classic-computational interpretation of
the TM’s architecture, which comes together with the claim of psychological implau-
sibility deriving from this (mis)interpretation. In the last part of this chapter, I will
introduce an interpretation of Turing’s theory of computation that I hold in this thesis,
namely Andrew Wells’ ecological-functionalism (Wells, 2005).
Chapter 2 will focus on the relationship between Wells’ position and one of the newest
and mostly discussed ideas in the field of philosophy of mind and cognitive science since
its first debut in Clark & Chalmers (1998), i.e. the Extended-Mind Hypothesis (EMH).
In Chapter 3 I will first draw an overview of the main lines of research included in the
general formulation dynamical approach. Then, I will elaborate on the original aspects of
that approach, with a particular focus on the theoretical differences with classic compu-
tationalism. The analogies between the dynamical approach on the one side and Wells’
ecological functionalism on the other will be considered. Lastly, I will point out that we
can view Turing machines as genuine dynamical systems, and that this assumption is
the starting point for a new kind of analysis of algorithmic skills.
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Chapter 4 will, first, deal with the formal introduction of a special kind of TM-based
models of human computational skills, namely BTMs. Then, I will introduce the con-
cept of Galilean Model (Giunti, 2010a,b), i.e. a special kind of empirically adequate
cognitive model, and show how and why BTM-based models can be thought as Galilean
Models of algorithmic skills.
Lastly, in chapter 5, I will employ an original method in order to verify (i) if some
specific BTM-based models may be considered a genuine Galilean model of definite al-
gorithmic skills, and (ii) if it is possible to extrapolate from the analysis of such models
of algorithmic skills some typical features of the performance and development of human
computational skills. This last point will be elaborated through the formulation of some
specific hypotheses which may receive, at least in principle, empirical confirmation.
Chapter 1
Turing’s theory of computation
Reviews on the work of Alan Turing regarding his computing machines are mostly fo-
cused on the formal definition of the mathematical notion of effective procedure. The
clarification of this notion has certainly been an extraordinary result of Turing’s efforts,
and has also provided a firm foundation for the successive explosion of the computer
science. However, the tendency to restrict the importance of the Turing Machine (TM)
to its mathematical meaning has led to an interpretation of Turing’s work which, more
or less deliberately, obscures or omits some important cognitive starting points of his
analysis of computation, deriving essentially from the fact that, in his famous article
On computable numbers with an application to the Entscheidungsproblem, Turing (1936)
describes his computing machine as idealized models of the mechanisms at work in a
real cognitive system, namely the one consisting of a man performing calculations with
paper and pencil. Hence Turing’s analysis of computation, rather than being only fo-
cused on the construction of an abstract machine for executing any effective procedure,
also draws an outline of the real mechanisms at work in a cognitive system performing
a special kind of task, i.e. the manipulation of a finite set of written symbols according
to a finite set of clear-cut rules.
In the first section of this chapter I will describe the architecture and functioning of the
TM taking a neutral stance about their interpretation. In the second section, I will show
how both historical and philosophical reasons have contributed to the widely accepted
classic-computational interpretation of the TM, which comes together with the claim
of psychological implausibility deriving from this (mis)interpretation. The third section
will be focused on the introduction of an interpretation of the TM’s architecture that I
hold in this thesis, namely Andrew Wells’ ecological-functionalism (Wells, 2005).
1
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1.1 Turing Machine: architecture and functioning
1.1.1 Architecture
Turing (1936), where the famous English mathematician firstly described his computing
machines, is a rather difficult and technical article which would have a profound influence
on the later development of computer science. Now, I will illustrate in a semi-formal way
the fundamental parts of the architecture of the TM; then, I will explain its functioning
by providing practical examples of some very simple computing machines.
A TM is essentially composed of:
1. a finite automaton (Minsky, 1967; Wells, 2005) consisting of
• a simple input-output device that implements a specific set of instructions
(machine table);
• a small working memory that holds only one discrete element at each step
(internal state) and
• an internal device (read/write head) that can scan and change the content of
the internal memory.
2. A memory unit consisting of a tape divided into squares, potentially extendible in
both directions ad infinitum;
3. an external device (read/write/move head) that scans the content of a cell at a
time and allows the finite automaton to work on the memory tape.
The initial configuration of a TM can be formalized as a triple
I : (qq∈Q, T, P ) (1.1)
where
• q ∈ Q is the initial internal state of the machine, i.e. a member of a finite set Q
of internal states;
• T is the content of the tape, according to the condition that only a finite number
of non-blank squares is admitted;
• P is the initial position of the read/write/move head, i.e. P specifies the square
of the tape from which the TM starts to carry out its computations.
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Given the initial configuration of a TM, every successive configuration of the machine
is determined by an appropriate quintuple of the form
C : (qi, sj ; sk,M, qr) (1.2)
Each quintuple can be divided in two parts. The input configuration is represented by
the couple (qi, sj) where:
• qi is an element of the set Q of internal states. More precisely, qi is the internal
state scanned by the internal head at the present configuration;
• sj is an element of a finite set S of symbols the head can find written on the tape,
including the special symbol b (blank). More precisely, sj indicates the symbol
scanned by the external head at the present configuration;
The output configuration is represented by the triple (sk,M, qr) where:
• sk is another element of the previously defined set S. It represents the symbol to
be written on the present cell;
• M is the moving operation the external head has to do given the actual input
configuration; it could be either L,R (move left or right to the adjacent cell) or H
(halt, stay put in the present cell);
• qr is another element of the previously defined set Q. It represents the internal
state which is written in the internal memory by the internal head, i.e. the internal
state the machine goes in at the next configuration.
The machine table of a TM is a finite set of quintuples of the form 1.2, which represents
the set of instructions of that TM. A TM works step by step on the basis of the initial
state and of its set of quintuples, which must be complete and consistent. The first
condition means that for any input configuration of the machine, there is at least one
output configuration that tells the machine what to do on the next step; the second
condition means that there is at most one output configuration for each input config-
uration. At each step of computation, the input configuration is given by the content
of the internal head (i.e. the internal state) and of the external head (i.e. the symbol
read on the cell). At this stage, the finite automaton calls the corresponding output
configuration, according to which the external head will write a new symbol on the cell
— which can also be the same symbol already present — and perform one of the three
possible movements, and the internal head will change or leave unchanged the symbol
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Input Output
qi sj sk M qr
q1 0 0 R q1
q1 1 0 R q2
q2 0 1 R q3
q2 1 1 R q2
q3 0 0 H q3
q3 1 1 R q3
Table 1.1: Machine table n+m
written in the internal memory, corresponding to the internal state the machine will go
in at the next step of computation. Finally, the machine will take the two new symbols
read by the heads as the new input configuration, and so on.
1.1.2 Some examples of Turing Machines
Now, I will explain the functioning of the TM by providing some simple examples, in
order to highlight the possibility of using different parts of its computational architecture
to produce the aimed result. I also take advantage of this section to introduce a notation
that will be used for the rest of the thesis.
The first example is a TM which computes a two-addends sum (n+m). The alphabet
of the tape consists of just two symbols, 0, which in this case represents the blank, and
1, which is used to write the data in this way: each addend is written on the tape as
a string of 1s as in the unary numerals system (i.e. [1] means 1, [11] means 2 etc.).
Addends are separated by a blank square. Table 1.1 gives the set of instructions of
this machine. The table is split in two parts: the left side consists of the set of input
couples (internal state qi + symbol read sj); on the right side of the table there are the
corresponding output triples (symbol written sk, operation of move M and new internal
state qr). Inputs on the left side of the table trigger actions located in the right side of
the same row. The initial configuration of this machine, setted up as to compute the
sum 3 + 2, is given below.
q1 0 1 1 1 0 1 1 0
In this notation, the internal state q1 can be read on the left of the tape, while the
position of the external head on the tape is marked as a grey-colored square. Let us
call this kind of configuration a complete state of the machine. The computations of the
machine will be shown as a succession of complete states of this kind. The succession
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of complete states of TM n + m from the first step to the end of computation is given
below.
q2 0 0 1 1 0 1 1 0
q2 0 0 1 1 0 1 1 0
q2 0 0 1 1 0 1 1 0
q3 0 0 1 1 1 1 1 0
q3 0 0 1 1 1 1 1 0
q3 0 0 1 1 1 1 1 0
This machine performs the n+m function by simply joining two strings of 1s in a single
string that represents the result of the addition. Firstly, the initial input configuration
(q1, 1) triggers the corresponding action (write 0, move right and go to the state q2)
that orders the head of the machine to replace the first 1 of the first addend with a
blank square an the internal head to replace the symbol q1 with the symbol q2 . Then,
the external head goes to the right and the content of the internal memory changes to
q2. This new internal state orders the head (i) to go to the right and do nothing if it
reads 1 or (ii) to write 1, go to the right and pass to the state q3 if it finds a blank
square. Therefore, q2 allows the machine to regain the 1 initially lost in the first step
of computation. Lastly, internal state q3 orders the head to step to the right and do
nothing until it finds a blank square. Here, the end of computation is recalled by means
of a halting instruction, a special kind of instruction whose quintuple contains:
• the same symbol for qi and qr;
• the same symbol for sj and for sk;
• the moving instruction H (i.e halt, stay put).
The question whether a TM will halt is not only dependent on the presence of a stop
instruction in its machine table, but also on its initial configuration. The machine
described in our first example could never stop if, e.g., its tape did not contain any
strings of 1s but only blank squares, assuming that the tape can be thought as consisting
of an infinite number of blank squares. In that case, the first instruction of the table
would be called, and the input couple (q3, 0) corresponding to the stop instruction could
never be reached, so that the head of the machine would indefinitely move to the right.
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Input Output
qi sj sk M qr
e 0 0 H e
e 1 1 R o
o 0 0 H o
o 1 1 R e
Table 1.2: Machine table odd/equal
In the previously described TM, at the end of the computation the result appears written
on the tape. There is at least one more way for a TM to produce a result, i.e. by using its
internal memory, which in a standard TM consists of just one symbol, the internal state.
The second example I propose takes advantage of this characteristic of TMs to design
in a simple fashion a machine for deciding if a given number, represented according to
the unary system, is odd or equal. 1 The machine table for this machine is given in
Table 1.2. The initial configuration of the machine and all successive configurations to
the end of computation are given below.
e 0 1 1 1 1 1 1 0
o 0 1 1 1 1 1 1 0
e 0 1 1 1 1 1 1 0
o 0 1 1 1 1 1 1 0
e 0 1 1 1 1 1 1 0
o 0 1 1 1 1 1 1 0
e 0 1 1 1 1 1 1 0
In the initial configuration, number 6 is represented on the tape by the corresponding
string of 1s. The alphabet of symbols for the tape is the same as in the previously seen
example. The machine has two internal states, o (odd) and e (equal), and the initial
configuration is setted with internal state e and with the head positioned on the leftmost
1 of the string of 1s. As shown in Table 1.2 the machine table of this TM contains two
halting instructions, each of which is called when the external head encounters a blank
square. At each step, the content of the internal memory passes from one symbol to
the other, until all the string of 1s is scanned. At that point, one or the other halting
1This machine differs from that described in Minsky (1967, chapter 6, pp. 120-121) which computes
the same function, for in that example the result is represented by a symbol written on the tape.
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instruction is called, and the result of the computation is read by the internal head. In
our example, the machine has correctly recognized the number 6 as even.
1.2 The classic-computationalist interpretation
of the Turing Machine
Turing’s work has been primarily appreciated for its purely mathematical content, i.e.
the formalization of the notion of effective procedure. As regards its specific cognitive
purpose, it is instead widely held that the way computations are performed by a TM
makes it a psychologically implausible model of a real cognitive system. I hold, with
regards to this point, Andy Wells’ views (Wells, 1998, 2005), according to which this
claim of implausibility derives from a misinterpretation of Turing’s work, which consists
essentially in treating the external part of TM’s architecture, i.e. the tape, as an in-
ternal memory rather than the external environment. This profound change of stance
with respect to Turing’s primitive ideas has originated with a philosophical and scientific
movement which hereafter I will call classic computationalism. With this expression I
refer to the supporters of the idea that cognitive operations consist essentially of internal
symbolic transformations based on purely syntactic rules. This central idea, that lies be-
hind many important cognitive theories, like Newell’s Physical Symbol System (Newell,
1980) and Fodor’s Computational Theory of Mind (Fodor, 1975), has represented the
standard view in cognitive science since the outset of this discipline, and has been the
theoretical background on which the first Artificial Intelligence (AI) programs were con-
structed. Here I want to show the extent to which several tightly linked reasons, both
historical and philosophical, have contributed to the internalist (mis)interpretation of
the TM’s architecture.
An historical reason that can hardly be overlooked is the radical semantic shift the word
‘computer’ has undergone since Turing’s time. In 1936, when Turing firstly described
his computing devices, the only meaning of the word “computer” was that of a person
doing routine computing and, as a matter of fact, Turing’s analysis was exactly focused
on the description of a computational model that would reflect the proper constraints
of a human subject when performing a computation. However, within a few years after
Turing’s publication, the meaning of the word ‘computer’ would change its reference into
that of an all too familiar kind of real machine — the digital computer. As a consequence
of this change of meaning, classic computationalism considered the TM essentially as
an abstract precursor of the digital computer, a view that would be strengthened by
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Turing’s proof of the existence of a Universal Turing Machine (UTM).2The concept
underlying this particular TM is in fact very close to the idea of a digital computer,
which can run any given software. If the TM is considered from this stance, it appears
straightforward how the internalist interpretation of its architecture did take place. The
conceptual operation carried out by classic computationalism has merely been the mov-
ing of the TM’s tape inside the box, i.e. the tape has been transformed into the memory
of a digital computer. We can see a direct proof of this conceptual shift in Putnam
(1967):
The Turing Machines I want to consider will differ from the abstract Turing machines
considered in logical theory in that we will consider them to be equipped with sense
organs by means of which they can scan their environment, and with suitable motor
organs which they are capable of controlling. We may think of the sense organs
as causing certain ‘reports’ to be printed on the tape of the machine at certain
times, and we may think of the machine as being constructed so that when certain
‘operands’ symbols are printed by the machine on its tape, its motor organs execute
appropriate actions. This is the natural generalization of a Turing Machine to allow
for interaction with an environment.
The asserted need for the TM ‘to be equipped with sense organs [...] and with suitable
motor organs’ by means of which it can perceive and move through the environment
implies that Putnam does not recognize the tape to be the environment in which the
TM operates; otherwise, there would be no need for such ‘sense’ and ‘motor organs’,
for the TM is properly equipped with a device that allows it to make all the operations
needed for scanning and moving through its environment, namely the read/write/move
head. But Putnam is, if it is possible, also more direct in another excerpt from the same
paper:
A Turing Machine is simply a system having a discrete set of states which are
related in certain ways. Usually, we think of a Turing Machine as having a memory
in the form of a paper tape upon which it prints symbols; however, this can be
regarded as mere metaphor. Instead, in the case of a finite automaton, i.e. a Turing
Machine whose tape is finite instead of potentially infinite, the tape may be thought
as physically realized in the form of any finite system of memory storage. What we
mean by ‘symbol’ is simply any sort of trace which can be placed in this memory
2A UTM is a special TM which can emulate the behavior of any given TM, i.e., a UTM whenever
is given as input the machine table of an arbitrary TM, which hereafter will be called Object Turing
Machine (OTM), and a string of symbols, can compute on those symbols exactly the same way as the
OTM. But how is it possible to give a UTM the machine table of a OTM as input? This can be
exhaustively done through the Go¨delization of the machine table of the OTM. Thus, it become possible
to write the Go¨del number of the OTM as a string of symbols (e.g. as a binary number) on the tape
of the UTM. The string of symbols on which we want the machine to perform its computation must
be distinctly separate from the string representing the complete description of the machine table of the
OTM, e.g. by using a symbol which does not appear in neither of them strings.
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storage and later ‘scanned’ by some mechanism or other. We can generalize further
by allowing the ‘machine’ to ‘print’ more than one symbol at a time and to scan
more than one symbol at a time. Turing has shown that these generalizations leave
the class of Turing Machines essentially unchanged.
Here we can clearly see to what extent Turing’s original thought has been misrepresented.
The tape, which is treated by Putnam as a ‘mere metaphor’ — it is tacitly assumed:
of an internal memory — is in fact the simplification of a sheet of squared paper. This
misreading appears really odd for, in the rest of the quotation, it seems that Putnam
refers to the same part of Turing’s paper in which the role of the tape is specified, namely
section 9.I of Turing (1936), where Turing writes:
Computing is normally done by writing certain symbols on paper. We may suppose
this paper is divided into squares like a child’s arithmetic book. In elementary arith-
metic the two-dimensional character of the paper is sometimes used. But such a use
is always avoidable, and I think that it will be agreed that the two-dimensional char-
acter of paper is no essential of computation. I assume then that the computation
is carried out on one-dimensional paper, i.e. on a tape divided into squares.
And then, some lines below:
We may suppose that there is a bound B to the number of symbols or squares which
the computer can observe at one moment. If he wishes to observe more, he must
use successive observations. We will also suppose that the number of states of mind
which need be taken into account is finite. [...] The new observed squares must
be immediately recognizable by the computer. I think it is reasonable to suppose
that they can only be squares whose distance from the closest of the immediately
previously observed squares does not exceed a certain fixed amount. Let us say that
each of the new observed squares is within L squares of an immediately previously
observed square.
We can ask now why this misreading of Turing’s own words have occurred. It cannot
only be due to the fact that the occurrences of the word ‘computer’ in Turing’s text have
always been associated with an incorrect meaning. There must be some more profound
philosophical reason, that I maintain can be found out in a cultural movement, namely
classic computationalism, which identifies a precise idea of the mind and of cognitive
operations. According to this movement, a special role must be assigned to the concept
of symbol for revealing the nature of human mind. The importance assigned to the
concept of symbol is clearly expressed in (Newell, 1980), where the author defines the
notion of a physical symbol system:
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This concept of a broad class of systems that is capable of having and manipulating
symbols, yet is also realizable within our physical universe, has emerged from our
growing experience and analysis of the computer and how to program it to perform
intellectual and perceptual tasks.The notion of symbol that it defines is internal to
this concept of a system. Thus, it is a hypothesis that these symbols are in fact the
same symbols that we humans have and use everyday of our lives. Stated another
way, the hypothesis is that humans are instances of physical symbol systems, and,
by virtue of this, mind enters into the physical universe.
In Newell’s hypothesis symbols are tools through which cognitive systems can both re-
ceive information from the environment and produce appropriate behaviors. The activity
of a cognitive system deals with symbols for each of its functions and, accordingly, its
functions can be reduced to symbol–manipulation. Before any manipulation of symbols
can be performed, however, symbols have to be stored in a memory where, whenever
it is necessary, the cognitive system can retrieve them. This means that each object
of the environment have preliminary to be translated — or, more appropriately, trans-
duced (Pylyshyn, 1984; Wells, 1998) — to some kind of list or string of symbols that the
system is able to understand. This is a key concept that will be developed in the next
section, where I will explain how a different view of the mind can avoid this complete
translation of the world into a symbolic language. Fodor takes up Newell’s suggestion in
his language of thought hypothesis (Fodor, 1975), in which he argues that the the kind
of symbols at the base of human mind’s architecture must have a linguistic nature.
Classic computationalist view of the mind and the analogy between minds and digital
computers have had a profound impact on cognitive science and philosophy, to the ex-
tent that a foundational notion like that of a TM have been distorted inasmuch as it
was considered inconsistent with that idea of mind. I think that this inconsistency lies
precisely in the fact that in a TM the manipulation of symbols occurs on the tape, i.e.
in the environment.3
Hence, to make possible an analogy between TMs and minds, classic computationalism
transformed the tape in an internal memory, while the symbols written on the tape had
to be considered no longer as entities of the environment, i.e. objects, rather than as the
internal counterpart of those environmental objects, i.e. mental entities. Having lost
all its cognitive meaning, the architecture of the TM is confined to the role of a mere
3A theoretically neutral description of the TM, in which the distinction between internal and external
part of the computational system is held, is in (Minsky, 1967). On the other hand a non neutral, although
formally rigorous, description, can be found in Davis (1958). See, e.g., how Davis introduces the first
chapter of his book:
[W]e shall give a mathematical characterization of a class of objects which we shall call
Turing machines. These will be defined by analogy with physical computers of a certain
kind [mine emphasis, Ed.].
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metaphor of the mind, as in Putnam, or it is considered only as the abstract ancestor of a
digital computer. The tape, as a memory, is too clumsy to be useful in the construction
of reliable cognitive models, so the TM is just a psychologically implausible model of a
real cognitive system.
1.3 The ecological interpretation of the TM ’s architecture
(Andy Wells)
As we have seen, a few decades after Turing’s description of his computing machines
scholars in the field of AI and cognitive science, as well as in philosophy of mind, have
established an analogy between TM and digital computer which in a strong sense mis-
represents Turing’s thought. Almost simultaneously, another change occurred in the
intended meaning of the notion of effective computability. According to (Shagrir, 2002),
Turing’s formulation of the Church-Turing Thesis (CTT) — which can be called Human
version of the Church-Turing Thesis (HCTT) — identified the set of effective computable
functions with those computable by a human computer.
A sufficiently convincing, although intuitive, justification to this statement — to which
Shagrir refers as to the Gandy-Sieg account of CTT — was given by Turing himself
through an analogical argument (Dalla Chiara et al., 2004), i.e. by showing that the
operations carried out by a human computer when performing an effective computa-
tion can be equivalently performed by a TM, whose architecture was thought exactly
to reflect the boundaries to which a human computer is subject. The notion of com-
putability changed when the focus was moved from human to machine computation.
An early evidence of this change of stance can be found in the description of the TM
given in Davis (1958). Shagrir formulates a new version of CTT, i.e. the Mechanical
Church-Turing Thesis (MCTT), as follows: Any function (of positive integers) that can
be computed by a finite machine is Turing computable.4 I will not try to analyze the
reasons that caused this further misinterpretation of Turing’s view, neither I aim to
answer the question whether it is possible to give to MCTT an intuitive justification as
to its human version.5I only want to suggest that some of those reasons may, also in
this case, be connected with the development of digital computers, whose increasingly
importance for applied mathematics has created the need for a theory of computation
focused on mechanical limits rather than on human ones. However, the risk is to lose
sight of the real meaning of the CTT with respect not only to its mathematical content,
but also for the insights it provides about human computational limits.
4See also Gandy (1980); Copeland (2002); Giunti & Giuntini (2007)
5An attempt to give such a justification can be found in (Gandy, 1980). Nonetheless, in reviewing the
status of the variety of CTT’s interpretations, Shagrir (2002) gives a negative answer to that question.
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According to Wells (1998, 2005), a return to Turing’s original idea of computation is
needed not (only) to restore consistency to the CTT, but specifically to highlight the
cognitive implications of a correct interpretation of Turing’s computational architecture.
Wells emphasizes the role of classic computationalism with respect to the distortion of
Turing’s theory, and proposes a view of the TM’s architecture which makes it a powerful
model for explaining the interaction between the mind and the environment. In Well’s
view the claim about the psychological implausibility of the TM can be overtaken if
its computational architecture is interpreted in a way that, faithfully with respect to
Turing’s original view, clearly distinguishes between internal and external parts. More
specifically, Well’s interpretation, by means of which he defines a special kind of com-
putationalism, called Ecological Functionalism (EF),6 is centered on the view of the
tape of the TM as an environment rather than a memory. Thus, an agent/environment
distinction is naturally embedded in the notion of a TM. The ‘original sin’ of classic
computationalism is exactly the impossibility to recognize this point, given the anal-
ogy between the TM and the digital computer, as underlined by Wells in the following
quotation:
In the von Neumann computer, the task architecture of the universal TM with its
essential distinction between control architecture and input architecture is preserved
in a structural architecture which no longer maps those distinction as the TM ar-
chitecture does. It becomes extremely easy, in consequence, to lose sight of the fact
that Turing’s distinction between control and tape enshrined a distinction between
an agent and an environment.
..
Digital computers maintain the functional distinction between control and memory,
but blur the structural distinction by hardwiring the control to a finite memory and
packaging the resulting system into a single box (Wells, 1998, p.275).
Wells claims that this widespread interpretation of the TM has three consequences that
affect the general view of cognition and mind:
• it transforms the difference between human computer and external medium in the
TM in a difference between internal parts of the system;
• it gives plausibility to the idea that this functional difference can be found in the
same way inside a real cognitive system as the brain;
• it strengthen the theoretical conception of mental computation as internal symbol
processing.
6The term ‘ecological’ refers to Gibson’s ecological psychology (Gibson, 1966, 1979). The connections
between Gibson’s psychology and Well’s interpretation of Turing’s thought are explored in (Wells, 2005).
An in-depth analysis of those arguments will be made in section 2.3 of this thesis.
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However, if we turn back to Turing’s original idea of a human computer — modeled by
a TM — and apply this idea to a general conception of the mind, it is possible to avoid
some typical problem of symbol system–based cognitive models, such as the evolutionary
problem and the transduction problem.
The evolutionary problem refers to the fact that if the mind is considered as a re-
sult of natural selection, it is unlikely that it can be identified with a programmable
computer. Wells grounds his argument on a Micheal Conrad’s statement, according to
which ‘[a] system cannot at the same time be effectively programmable, amenable to evo-
lution by variation and selection, and computationally efficient’ (Conrad, 1985, p. 464).
Adaptability and programmability are mutual exclusive properties, for programmability
provide strong limits to the flexibility — in Conrad’s terms, gradual transformability —
needed by a system to modify its structure according to the selective pressure.
A different, in some sense opposite account of the evolutionary problem has been given by
Tooby & Cosmides (1992), whose argument is focused on the broad behavioral plasticity
of a general-purpose computer: If the human mind has evolved as a single general-
purpose computer, then it could in principle apply a broad class of different behavioral
responses to the same set of environmental inputs. But most of those responses would
be lethal to the biological system instantiating that kind of cognitive architecture. Then
broad behavioral plasticity cannot be a good way to face evolutionary challenges. The
conclusion is that we must look for a different kind of cognitive architecture to explain
the evolution of human mind.7
The transduction problem — or Pylyshyn’s problem8 — is related to the work of what
Pylyshyn calls a transducer, i.e. that device which connects the mind intended as a
symbol system to the external world by translating environmental signals in pieces of
information ready to be processed by the system. In Wells’ words, ‘[...] [i]f the struc-
tural architecture of the brain supports the functional architecture of a universal Turing
machine, then there is a requirement for all the data to be presented in symbolic format.
It is the responsibility of what Pylyshyn calls a transducer to meet this requirement’
(Wells, 1998, p.278). The major problem with this kind of device is that, even if its work
should only consist of providing data to the actual cognitive system 9, it needs to make
a “judgment of cognitive relevance” (Wells, 1998, p. 279) — i.e. it must choose from
a set of casual enviromental signals only the relevant data for the performance of some
7Tooby and Cosmides opt, in the same article, for a modular view of the mind, a solution which is of
course more plausible but does not seem to solve their account of the evolutionary problem, inasmuch as
we can have the same troubles for the evolutionary explanation of each of the parts which constitute the
cognitive system — i.e. the modules — as for the explanation of the mind as a single general-purpose
computer.
8According to Wells (1998), this problem has been clearly formulated in Pylyshyn (1984) even if
Pylyshyn himself does not recognize it as an argument against the symbol system theory.
9In the classic computationalist view, a proper cognitive operation involves only manipulation of
symbols according to some set of rules, so that the way in which symbols are provided to the system do
not count as cognitive operations.
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specific cognitive operation. “Consequently, requiring that the output of transducers
should respect some criterion of cognitive relevance appears to be requiring something
that is beyond their capacity in principle” (Wells, 1998, p. 279). The need for this kind
of pre-cognitive devices leads to a contradiction: they are outside the cognitive system
and, nonetheless, they must perform cognitive operations. This represents a serious
challenge to the classic computationalist view of the mind, also it is highly unlikely that
the problem, as stated here, can be solved on that theoretical background.
Wells claims that the ecological functionalist approach can solve both the evolutionary
and the transduction problem by grounding the explanation of the behavior of a cogni-
tive system on the interaction between the internal part — the finite automaton of a TM
— representing the brain , and the external part — the tape of the TM — representing
the environment. On the basis of these assumptions, the evolutionary problem can be
solved by supposing that the mind, being embedded in a cognitive system wich includes
the environment, does not need to chase environmental features for adaptive purposes
because it is already a proper part of the environment. Hence in Wells’ view we can
say that the mind co-evolves together with its environment. Also, the evolution of the
mind does not seem to be so tricky for ecological functionalism because “[...] the inter-
nal architecture is not hypothesized to be general purpose. [...] [I]t is special purpose
with respect to its input environment, and thus evolvable in principle. [...] [T]he locus
of programs is moved from the internal architecture out into the environment” (Wells,
1998, p.280). Human beings can behave as universal computers, however this does not
mean that their minds are universal computers. Human beings have the power of a
universal computer because they can dig perceptions and rules of behavior out of their
own environment.
The fact that, according to this interactive approach, a cognitive system has the possi-
bility to deal directly with environmental features provides also a solution to the trans-
duction problem: The external part of the machine containing data (its tape) needs not
be internalized to perform computational tasks; thus, data need not be transduced in
any language of the machine, so we do not even need the system to store every symbol
it finds in the environment before being processed.
This does not imply that internal states are not or cannot be representational.
However, complete specificity or representations is not needed because entities in
the world represent themselves. Stimuli are registered in ways which may have
permanent representational effects, but those effects may, for example, alter the
firing rate of a given neural ensemble rather than record specific aspects of the
stimulus in symbolic form (Wells, 1998, p.280).
Furthermore, changes of the environment can result in changes for the whole system,e.g.
an increased environmental complexity can modify the system’s sensitivity to a specific
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class of inputs, rather than forcing the system to store new kinds of data.
The reader may wonder in what sense a cognitive system can be said to directly perceive
environmental features. This issue will be discussed in section 2.3, which will be focused
on the relationship between Wells’ ecological functionalism and Gibson’s concept of
affordance.
Chapter 2
Cognition as
organism-environment interaction
In the previous chapter I firstly presented in a semi-formal fashion the functioning of the
TM, then I discussed how Turing’s computational architecture have been interpreted in
classic computationalism and to what extent this received view of the TM misinterprets
Turing’s original thought. Secondly, I described Wells’ interactive interpretation of the
TM, in which the distinction between internal and external parts of the computational
architecture is taken seriously into consideration. At the end of the chapter I explained
the reasons why Wells argues that through his EF it is possible to imagine a cognitive
architecture which is able to solve two of the major problems that undermine the clas-
sical computationalist theory of cognition, namely the transduction problem and the
evolutionary problem.
In this chapter I will focus on the relationship between Wells’ EF and one of the newest
and mostly discussed ideas in the field of philosophy of mind and of cognitive science since
its first debut in Clark & Chalmers (1998), i.e. the Extended-Mind Hypothesis (EMH).
2.1 Active externalism
The very core of the EMH is expressed through the so-called parity principle:
If, as we confront some task, a part of the world function as a process which, were it
done in the head, we would have no hesitation in recognizing as part of the cognitive
process, then that part of the world is [...] part of the cognitive process. Cognitive
process ain’t (all) in the head! (Clark & Chalmers, 1998, p.8)
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To explain their own ideas, Clark and Chalmers propose a mental experiment that
has become famous. It involves two subjects, Inga and Otto. Inga wants to go to an
exhibition at the Museum of Modern Art of New York, and knows that the museum is
on 53rd Street. We can definitely consider the fact that the MOMA is on that precise
address as one of Inga’s beliefs, so the cognitive task she carries out consists of retrieving
that address from her long-term memory.
Now consider Otto. Otto suffers from Alzheimer’s disease, and like many Alzheimer’s
patients, he relies on information in the environment to help structure his life. Otto
carries a notebook around with him everywhere he goes. [...] For Otto, his notebook
plays the role usually played by a biological memory. Today, Otto hears about the
exhibition at the Museum of Modern Art, and decides to go to see it. He consult
the notebook, which says that the museum is on 53rd Street, so he walks to 53rd
Street and goes into the museum. (Clark & Chalmers, 1998, p.12-13)
The experiment is aimed to convince us that we can think at Otto’s notebook as it
was a container of his beliefs, namely something that reliably replace his compromised
long-term memory — as long as Otto trusts in the words he finds written on it. The two
situations are easily comparable: while Inga can have direct access to her set of beliefs
through a retrieval from her long-term memory, Otto has to check in his notebook, on
which he trusts, what he believes with regards to the address of the museum. We can
have no hesitation in considering Inga’s retrieval as a cognitive process. Hence, as long as
Otto performs the same kind of process by using his notebook, we have to recognize, in
accord to the parity principle, that a part of Otto’s external world, namely his notebook,
is part of the cognitive process that makes him able to access one of his beliefs. Also, as
said before, we can consider Otto’s notebook truly as a container of his beliefs. Hence,
insofar as one’s beliefs are held in part of one’s mind, we can say that in Otto’s case his
mind extends beyond his organism to include, at least, his notebook.1
The mind’s view endorsed by Clark and Chalmers through such kinds of arguments is
the so-called active externalism. The term active is meant to distinguish this variety of
externalism2 from the standard Putnam-Burge style externalism (Burge, 1979; Putnam,
1975), which is typically based on supervenience thought experiments (Hurley, 2010) as
in “Twin Earth” cases.
1Another mental experiment reported by Clark and Chalmers in the same article involves rotations
of geometric shapes in order to decide their fitting into sockets, as in the game of Tetris. Although this
last example seems more suited as a starting point for the formulation of an original view about the
functioning of the mind, for some reasons, which I will try to interpret later on this chapter, EMH’s
critics focused their attention on Otto and Inga’s story.
2Hurley (2010) interestingly reconstructs a taxonomy of the varieties of externalism where two basic
forms, the “what” (Putnam-Burge style) and “how” (e.g. EMH style) varieties, are combined with two
possible fields of applications, namely applications to the “content” and/or to the “quality” of experience.
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In these cases, the relevant external features are passive. Because of their distal
nature, they play no role in driving the cognitive process in the here-and-now. This
is reflected by the fact that the actions performed by me and my twin are physically
indistinguishable, despite our external differences. (Clark & Chalmers, 1998, p.9)
On the contrary, in the relevant cases for active externalism,
[...] the human organism is linked with an external entity in a two-way interaction,
creating a coupled system that can be seen as a cognitive system in its own right.
All the components in the system play an active causal role, and they jointly govern
behavior in the same sort of way that cognition usually does. If we remove the
external component the systems behavioural competence will drop, just as it would
if we removed part of its brain. Our thesis is that this sort of coupled process counts
equally well as a cognitive process, whether or not it is wholly in the head. (Clark
& Chalmers, 1998, p.8-9)
2.2 Ontological Vs Functional-explanatory issues
Two main issues arise from the debate on the EMH:
1. The ontological question: Can we say that, sometimes, some “chunks of the world”
may be regarded as ontologically constitutive of the mind, or should we just con-
sider them as mere auxiliary instruments, given that the true cognitive processes
always take place inside the organism?
2. The functional-explanatory question: What is the role of external (with respect
to the organism) instruments and objects for the explanation of the development
and the performance of specific kinds of cognitive processes?
2.2.1 The ontological question
Critics of the EMH focused their attention mainly on the first (ontological) question.
In a series of target articles (Aizawa, 2010; Adams & Aizawa, 2001, 2009, 2010a,b),
Frank Adams and Ken Aizawa argue that the EMH falls into a “coupling-constitution
fallacy”, where associative relations between mental activity and external objects or
processes are confused with constitutive relations. The fact, the argument goes, that an
object or process X is associated with an object or process Y does not imply that X is
a constitutive part of Y. Thus, the fact that Otto performs a cognitive process that is
associated with the use of his notebook is not sufficient for making the notebook as a
proper part of Otto’s mind.
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Question: Why did the pencil think that 2 + 2 = 4 ?
Clark’s answer: Because it was coupled to the mathematician.
That about sums up what is wrong with Clark’s extended mind hypothesis. (Adams
& Aizawa, 2010a, p.67)
This argument leads to the conclusion that the parity principle is totally unsuited as a
criterion to decide whether an object or a process is or not a proper part of a cognitive
system. According to Adams and Aizawa, the main problem of the EMH is that, together
with the falling of the traditional “skin and skull” boundaries of the mind, it cuts out
any possibility to find such a “mark of the cognitive”. Clark’s reply to this objection
by showing how the view that there must be such a criterion is in turn a source of
unsolvable problems. For example , Clark (2010) argues that, as it makes no sense to
ask whether a pencil or a notebook is or is not a cognitive object, the same can be said
of any putative part of a cognitive system (such as a neuron or a set of neurons).
Consider the following exchange, loosely modeled on Adams and Aizawa’s opening
“reductio”:
Question: Why did the V4 neuron think that there was a spiral pattern in the
stimulus?
Answer: Because it was coupled to the monkey.
Now clearly, there is something wrong here. But the absurdity lies not in the
appeal to coupling but in the idea that a V4 neuron (or even a group of V4 neurons,
or even a whole parietal lobe) might itself be some kind of self-contained locus of
thinking. It is crazy to think that a V4 neuron thinks, and it is (just as Adams and
Aizawa imply) crazy to think that a pencil might think. (Clark, 2010, p.81)
The problem of determining the boundaries of cognition, therefore, arises again and
again, no matter where we decide to set those boundaries. Anyway, Adams and Aizawa
assert that their argument on the “coupling-constitution fallacy” is sufficient to refute
the main claim of the EMH. They propose the “Intrinsic Content Condition” as a
criterion to recognize the “mark of the cognitive” . According to this criterion, properly
cognitive states must involve intrinsic, non-derived content, i.e. non-representational
contents. I cannot discuss here the details of this argument and the objections that have
been raised against it by the supporters of EMH. The point I want to stress here is
that critics of EMH, by focusing on what I called the “ontological question”, are more
or less deliberately avoiding to fight the battle in a field where an extended-mind style
account of how the mind works shows its remarkable explanatory power, namely the
field of contemporary cognitive science.
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The brief overview on the different positions about some ontological issues concerning
the EMH has shown an apparently unsolvable debate. For our purposes we can assume,
as a methodological remark, a skeptical position about those issues until we gain a
satisfactory explanation of the functioning of cognitive processes and of the role of
external features in the relevant cases for EMH. Once we get such an explanation,
we will be able to give more precise definitions of concepts like “cognitive process”,
“cognitive system”, “mind” etc. So far, we are forced to make do with the current use
of those expressions in the fields of psychology and cognitive science.
2.2.2 The functional-explanatory question
In the book “Supersizing the Mind”(2008), Clark tackles with rather strong arguments
some objections to the EMH like those seen in the previous section. Also, he tries
to shift the focus to what I called the functional-explanatory question. He faces the
latter on the basis of an analysis of some results and implications of several empirical
researches in various fields and approaches within the cognitive science galaxy: robotics,
dynamical approach, cognitive psychology, connectionism etc. As a consequence of this
“field trial” of the theory, Clark extends, reviews and re-writes the set of propositions
which represents the philosophical core of the EMH. Among those propositions, there
is one that clearly shows Clark’s idea that ontological issues about the mind must be
subordinated, at least temporarily, to functional and explanatory questions.
Hypothesis of Organism-Centered Cognition (HOC)
Human cognitive processing (sometimes) literally extends into the environment sur-
rounding the organism. But the organism (and within the organism, the brain/CNS)
remains the core and currently the most active element. Cognition is organism cen-
tered even when it is not organism bound. (Clark, 2008, p.139)
Apparently, the HOC seems a downward attempt to prevent EMH from the ontological
objections as those centered on the discussion about the “mark of the cognitive”. On
the contrary, the actual message contained in the HOC is exactly that in the field of
philosophy of mind and cognitive science we need, at least temporarily, to abandon the
ontological issues while focusing our attention on the pursuit of explaining the function-
ing and role of any kind of relevant features for a cognitive system, be them internal or
external to the organism.
We should not feel locked into some pale zero-sum game. As philosophers and as
cognitive scientists, we can and should practice the art of flipping among these dif-
ferent perspectives, treating each as a lens apt to draw attention to certain features,
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regularities, and contributions while making it harder to spot others or to give them
their problem-solving due. (Clark, 2008, p. 139)
So far, we have seen in a very general fashion to what extent the philosophy of cognitive
science needs to be provided with new theoretical tools in order to be able to keep up
with the set of cognitive phenomena to which EMH refers. Now I will try to shed light on
the connection between the EMH and Well’s Ecological Functionalism. Later on, we will
see how an appeal to these philosophical positions should be useful for the explanation of
a specific kind of cognitive phenomena, namely those connected with human algorithmic
abilities.
2.3 The cognitive value of the TM
As we have seen in the first chapter of this thesis, the importance of Turing’s com-
putational machines for cognitive science have been mostly linked to the development
of the idea of a Universal Turing Machine and to the intuitions this idea brought into
the general view of the mind, which is typically associated to a specific and basically
wrong interpretation — the classic computationalist interpretation — of the TM. The
general view of the mind traditionally tied to classic computationalism is the Compu-
tational Theory of Mind (CTM) or, equivalently, Computational Functionalism (CF).3
The main claim of CTM is that the activity of the mind consists essentially of discrete
symbol storage and transformations according to rules, in the same way as digital uni-
versal computers4 do.
How can we judge this position? Wells (2005) proposes to make an evaluation of the
CTM through an analysis of (a) the notion of discrete symbol and the way such symbols
are stored and transformed in universal computers; (b) the operations of encoding and
decoding that a universal computer-like cognitive system should perform and (c) the
evolutionary plausibility of the mind intended as a universal computer. As regards to
points (b) and (c) I refer to 1.3, where I presented how Well’s externalist interpretation
of the TM can solve the transduction problem and the evolutionary problem. Here I want
to highlight the fact that the main target of Wells’ arguments was not just the wrong
internalist interpretation of the TM, but more specifically the philosophical idea of the
mind standing behind that interpretation, namely CTM. In this paragraph I will focus
on point (a).
3I am purposely focusing on the meshed position (functionalism + computationalism) but I am not
suggesting that we can treat those as undistinguished positions. This is a common mistake that must
be avoided. See (Piccinini, 2010) for a thorough analysis of this topic.
4Hereafter, for simplicity, I will use the expression ‘universal computer’ instead of the complete
expression ‘digital universal computers’.
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2.3.1 Arguments against the Computational Theory of Mind
According to Wells, the fundamental feature of discrete symbols is type identifiability :
Each symbol token is a representative of a particular type and type identifiability
is the requirement that the type of a symbol token should be unmistakeable and
reliably recognizable. 0 and 0 are tokens of the same type, whereas 0 and 1 are
tokens of different types (Wells, 2005, p. 198).
Wells argues that if CTM is sound, then the brain must have, as a universal computer,
the capacity to store an indefinite amount of symbols tokens of such a kind that they
can be at each moment transferred elsewhere within the system.
In a computer, the basic storage unit is a bi-stable device called a flip-flop. Flip-
flops [...] can reliably be set into one of two states and once set they will reliably
retain the state until setting is unchanged. A single flip-flop stores a single bit of
data, namely a token of 0 or a token of 1. [...] A fundamental question, therefore
is, does the brain use flip-flops for memory and control purposes? (Wells, 2005, p.
198-199).
An answer to this question is not so trivial. For example, in McCulloch & Pitts (1943)
it is argued that the characteristic property of neurons to fire as their membranes reach
the threshold potential should legitimate the claim that “neural events and the relations
among them can be treated by means of propositional logic” (McCulloch & Pitts, 1943,
p.115). Wells claims this hypothesis is outdated. While the occurrence of an action
potential is certainly type-identifiable, the view of a neuron as a switch that could be
set to ON or OFF turns out to be false.
It [a single neuron, Ed.] is much better thought of as a monitoring device which
integrates a large number of inputs and reports activation when a sufficiently highly
aroused state has been reached. [...] [T]he output condition of a neuron is better
thought in probabilistic terms rather than a specific logical function of its inputs.
[...] If single neurons cannot be characterized as bi-stable devices, it is unlikely that
connected groups of neurons will function that way either (Wells, 2005, p. 199-200).
Despite the prima facie strength of Well’s position, the view that some brain areas are
characterized by a flip-flop-like behavior have been recently re-proposed. For example,
Saper and colleagues’ proposal that the neuronal pathways of sleep and wakefulness can
be seen as opposing sides of a bi-stable switch (Chou & Scammell, 2001) recently received
empirical confirmation (Liu et al., 2010). However, the original hypothesis formulated
by McCulloch and Pitts implied that all neurons can be seen as flip-flop devices, which
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is too simplistic position. In fact, it is most unlikely that the brain can store symbols
in the way universal computers do, for in a computer software “the encoded symbol
structure are distinct from and independent of the underlying hardware which provides
only the means for storage and transmission”(Wells, 2005, p. 200).
The impossibility to make clear distinctions between a memory region and a processing
unit in the brain is probably the strongest argument Wells turns against the analogy
between the brain and the hardware of a universal computer. The memory in the brain
is not ‘random access’ because the informational meaning of an impulse depends here
fundamentally on its location, which is exactly the opposite of what happens in a digital
computer.
The wiring of a computer is arranged in such a way that the contents of any memory
location can be transferred to the central processor, operated upon in some way and
then transferred back to any other location in the memory. The wiring of the brain
is arranged in such a way that an impulse from a particular source has a particular
destination or set of destinations. [...] There is no random access in the brain
because there is no central processor that can select an arbitrary memory location
and receive input from that location. Signal specifies their sources, not hardware
neutral codes(Wells, 2005, p. 200-201).
To summarize, one of Wells’ argument against CTM is centered on the fundamental
difference between digital computers and brains in the storing and processing of infor-
mation. This difference is based on the fact that neurons or group of neurons cannot be
identified with flip-flop-like devices. Also, the impossibility to distinguish in the brain,
in opposition with a universal computer, between a memory region and a processing
unit, jointly with the fact that a brain impulse receive its meaning on the base of its
position rather than its symbolic content, yield the analogy between brains and universal
computer quite irrealistic.
2.3.2 Neural networks as finite automata
Models of the mind based on artificial neural networks represent an alternative to the
classical view based on the universal computer. Many of the arguments against CTM
presented in the previous paragraph can be overcome by a connectionist approach, for
some features of biological neuronal networks are, at least ideally, simulated by artificial
neural networks. For example, the indistinction between memory and behavioral rules
in the brain is reflected in a neural network by the fact that its output response depends
on the global signal distributed over the whole net and on the weights of its connection.
Furthermore, in artificial neural networks the information depends on location, because
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it is represented by patterns of activity of the whole system rather than by strings of
symbols of any kind.
Wells proposes a comparison between neural networks, universal computers and Turing
machines as models of the mind. Although supporters of connectionism should reject
CTM, Wells suggests that they are still in agreement with regards to a fundamental
point:
The conclusion I have come to is that connectionists, like symbol systems theorists,
are still labouring in the shadow of the von Neumann architecture although they
explicitly reject it. The shadow is still there because connectionists, like symbolists,
see themselves as needing to give an account in which the relation between the mind
and the external environment is purely representational. [...] [A]lthough they reject
[...] the Turing machine model, they still take the view that the mind has the power
of a Turing machine and thus suppose that that power needs to be represented in
networks (Wells, 2005, p. 211).
In the discussion of the connectionist approach, Wells focuses on the limitations of con-
nectionist systems with respect to symbolic systems, which are summarized in the claim
that the maximum power a neural network can reach, be its connection weights fixed
or in a dynamical learning phase, is that of a finite state machine. This claim is rather
controversial, and seems justified in Wells view by another opinion about expressive
limitations in real-valued states neural networks. I report, to better clarify Wells’ posi-
tion, his own words about this problematic point. In a section dedicated to supervised
learning in feed-forward neural networks, Wells formulates this argument:
In all cases, however, the number of input patterns that a particular network can
receive is finite. This is so, even if one allows the values of elements to range over
an interval of real numbers, for example from −1 to +1. Although such an interval
contains an infinite number of real numbers, in practice only a finite number of them
can be represented because a real network can compute only with finite precision.
Thus the input and output pattern sets of a network are finite, just as the input and
output alphabets of a Turing machine are (Wells, 2005, p. 214) [emphasis mine].
It would be important to understand what exactly Wells does mean for real network.
This expression can be interpreted in at least two ways. In a specific, less problematic
sense, it could mean that real neural networks are those widely used by means of com-
puter simulation. For this reason, it would be correct to say that real neural networks,
namely digitally simulated neural networks, can compute only with finite precision, be-
cause the instrument used to simulate the network, i.e. the digital computer, is able to
compute only a finite number of digits of the infinite decimals which constitute a real
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number.
The second, more general sense in which we could interpret the expression “real net-
works” in Wells’ quotation is rather problematic, because it would mean that each kind
of real – namely not only theoretic – neural network, simply for being embedded in the
actual world and not in the mathematical one, will have only the power to compute
with finite precision. This position would be in explicit contrast with the current re-
search field called “neural computation”,5 according to which models of analog neural
networks, namely mathematical idealizations of “real” neural networks assuming a con-
tinuous physical framework, give rise to hyper-computation, i.e. to computations that
go beyond Turing machine limits (Siegelmann, 1995, 2003).
I cannot discuss this topic thoroughly here. I only want to suggest that, given the
mentioned problems with the second interpretation, it would be better for our purposes
to read Wells’ position as stating that, in the widespread use of connectionist models,
neural networks are simulated by digital computer and, because of that, they can com-
pute only with finite precision, even if their mathematical model allows the value of the
system elements to range over an interval of real values.
Having clarified this issue, it is easier to understand Wells’ analogy between a neural net-
work and a finite-state automaton. Let us take as an example a multi-layer feed-forward
neural network, a kind of architecture widely used for solving, once trained through an
appropriate learning algorithm, classification and regression problems.
Given the finiteness of sets of inputs and outputs in any kind of neural net, we can see
a “fixed” feed-forward neural net, i.e. a network which is not being transformed by a
learning algorithm, as a simple input/output device, more precisely a one-state finite
automaton. But what about networks during a learning process?
In the light of the characterization of fixed nets as finite automata, the learning
process can be thought of as transforming an initial finite automaton which may not
compute a recognizable function, but none the less compute some function into one
which computes, to a more or less accurate degree, the associative function specified
by the set of input-output pairs which forms the corpus of training examples (Wells,
2005, p. 212).
For all this reasons Wells claims that feed-forward neural networks have less compu-
tational power than a multi-state finite machine, for they can only approximate those
functions that can be computed by a single-state finite automaton.
5As an example of this contrast, compare Wells position with the following quotation:
The nervous system, constituting an intricate web of neurons with 1014 synaptic con-
nections that adapt with experience, cannot be perceived as a static algorithm; the chemical
and physical processes affecting the neuronal states, like other natural processes, are based
on exact real values and are thus not specifiable by finite means (Siegelmann, 2003, p. 105).
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However, other kinds of neural network architecture can go beyond the computational
power of single-state automata. Wells takes as an example Elman’s architecture, i.e.
networks with loops between hidden layer units and a set of context units, which at
all times other than t0 stores a copy of the activation vector of the hidden layer. The
network is thus provided a temporal memory which allows it to keep trace of previ-
ous hidden layer states. This way a recurrent network can be seen as computationally
equivalent to a multi-state finite automaton (Cleeremans et al., 1989; Cleeremans, 1993;
Cleeremans et al., 1998).
The previously discussed arguments about neural network’s expressive power were aimed
to a comparison between the cognitive plausibility of this kind of models with that of
the Turing machine. We have seen that some specific neural network architectures have
been claimed to be computationally equivalent to a multi-state finite machine. That
means, in Wells view, that a neural network can virtually simulate the behavior of the
internal part6 of any kind of TM. But there is still something missing here, which refers
directly to the cognitive importance of the TM interpreted in the light of ecological
functionalism:
[We have] to recognize that connectionist networks are finite automata and to use
Turing’s analysis to understand the role they should play in a theory of mind. That
role is, essentially, analogous to the role of a mini-mind in a Turing machine. [...]
What connectionist, but perhaps do not, do often is to think about the structure
of the environment in the way that a Turing machine shares the representational
burden of a computation between the mini-mind and symbol structure on its tape.
Independent environmental structure is an irreducible part of cognitive architecture
(Wells, 2005, p. 223) [emphasis mine].
So, according to Wells, we cannot be satisfied of a cognitive model in which the envi-
ronment is not at all given serious consideration, and that is exactly the case of neural
networks. We need an architecture the structure of which is able to (1) reflect a tight
link between inner and outer — i.e environmental — sides of a cognitive activity and
also (2) ensure the independence of the environmental structure with respect to the in-
ner structure of the cognitive model.7 But these conditions are already present in a well
known cognitive model, namely the TM, if interpreted through the lenses of ecological
functionalism.
6In chapter 1 I gave a definition of the TM, following Minsky (1967) and Wells (2005), as composed
by a finite automaton — the internal part — coupled with a tape — the external part. Wells calls the
finite automaton of a TM also with the expression of mini-mind (Wells, 2005).
7This remark does not mean that the inner part of a cognitive system cannot be able to make changes
in its environment, but that a cognitive system need to take the structure of its environment as something
already given, in order to make an adaptation to environmental conditions possible.
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2.3.3 Advantages and disadvantages of the Turing machine
It should be clear what the link between ecological functionalism an the extended mind
hypothesis is. The former, indeed, is an attempt to use a specific kind of cognitive
architecture, namely the TM, as a model of a cognitive system whose behavior is the
result of a continuous interaction between features of the organism and features of the
environment, just as extended mind theorists propose.
In the comparison between TM and symbolic models on the one side, and neural networks
models on the other, Wells concludes that TM inspired cognitive models could be used
to reflect in a more realistic way the behavior of real cognitive systems. The most
useful feature of the TM is the fact that the environment appears in it as a fundamental
part of its architecture, while this is not true either for symbolic models, where the
environment must be encoded in a machine language in order to be recognized by the
system, or for connectionist systems that, insofar as they are functionally equivalent to
a finite automaton, cannot simulate the external environment in any possible way.
However, according to Wells, the TM has a major disadvantage that compromise its
actual use for the construction of psychological models:
The Turing machine is an ideal vehicle for expressing ideas about how humans
compute numbers using paper and pencil but is far from ideal for expressing ideas
about the wide range of other topics with which psychological theories are concerned
[...]. The most important limitation of Turing’s system, from the standpoint of
psychology, is its restriction to the analysis of single, sequential processes. There is
no way to describe concurrent processes in Turing’s notation (Wells, 2005, p. 225).
Although we may agree with the last sentence of this quotation, the first one requires
some clarifications. It is true that the TM is an ideal model for analyzing the funda-
mental operations at stake in a system composed by a man which computes using paper
and pencil, but we can generalize and give more strength to this claim by saying that
the TM is an ideal model for describing the behavior of a man engaged in any kind of
algorithmic skill. Also, it is not true that we can just take Turing’s notation as it is even
for these kind of purposes. We will see later that for modeling the behavior of a man
who performs an algorithm we need to relax some of the strict idealizations assumed by
Turing in his analysis of human computing (Turing, 1936). Through this relaxations it is
possible to construct computational models that have sufficient flexibility to reflect some
concurrent processes which we need to consider also if we analyze human algorithmic
skills.
The last remarks will be developed in full details in chapter 4. Now, we will see the
relation between Wells’ theory and Gibson’s ecological psychology.
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2.4 A model for Gibson’s concept of affordance
Wells’ theory grounds its roots in Gibson’s ecological psychology. A central point in
Gibson’s psychology is the concept of affordance (Gibson, 1966, 1977, 1979). Although
the term ‘affordance’ refers to a rather technical notion, it is by no means simple to give
it a clear-cut definition. Gibson himself gives to the term a deliberately vague meaning,
such as in the following definition:
The affordances of the environment are what it offers the animal, what it provides
or furnishes, either for good or ill. The verb to afford is found in the dictionary,
but the noun affordance is not. I have made it up. I mean by it something that
refers to both the environment and the animal in a way that no existing term does.
It implies the complementarity of the animal and the environment (Gibson, 1979,
p.127).
In the same page, Gibson specifies the concept by giving a concrete example:
If a terrestrial surface is nearly horizontal (instead of slanted), nearly flat (instead
of convex or concave), and sufficiently extended (relative to the size of the animal)
and if its substance is rigid (relative to the weight of the animal), then the surface
affords support (Gibson, 1979, p.127).
An affordance, then, is a resource, an aid or an obstacle, offered by the environment
to the perceptual space of an animal. An object, a ball for example, may have the
affordance of ‘graspability’ if it is a baseball or ‘kickability’ if it is a football. It seems
clear that the concept of affordance implies a special kind of relation between an animal
and the environment. Affordances, in Gibson’s theory, are directly perceived, i.e. their
properties must be specified in stimulus information, without resorting to any kind of
internal representation. An animal may also fail in the recognition of those properties,
namely it could need a learning phase in order to be able to detect an affordance.
The concept of affordance also establish a special link between perception and action,
because in Gibson’s theory perceiving something, i.e. detecting some affordances in the
environment, is equivalent to figuring out an opportunity for action — standing up,
grasping, kicking etc.
Gibson claims that his theory implies a challenge to the traditional distinction between
subject and object in cognitive explanations. The following quotation attests the richness
of the notion of affordance and also justifies also why it is not simple to give it a precise
definition:
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[A]n affordance is neither an objective property nor a subjective property; or it is
both, if you like. An affordance cuts across the dichotomy of subjective-objective
and helps us to understand its inadequacy. It is equally a fact of the environment
and a fact of behavior. It is both physical and psychical, yet neither. An affordance
points both ways, to the environment and to the observer (Gibson, 1979, p.129).
2.4.1 Formal models of affordance
Given these premises, it is not surprising that theorists have found difficulties in the
research of a suitable formal model which could reflect the richness of the notion of
affordance.
In a 2002 article, Wells uses the Turing machine formalism to construct a model of af-
fordance as an alternative to the models proposed by Shaw & Turvey (1981), Turvey
(1992) and Greeno(1994) (Wells, 2002).
Wells distinguishes six main features of the concept of affordance:
• affordances are relational, i.e they are “predicated of two or more things taken
together” (Wells, 2002, p.144);
• affordances are facts of the environment and facts of behavior;
• a set of affordances constitute the niche of an animal, as distinct from its habitat.
The term habitat refers to where an animal lives, while a niche represents a com-
plex relationship among affordances in the environment;
• affordances are meanings, i.e. in Gibson’s psychology meanings are perceived di-
rectly and are independent of the observer;
• affordances are invariant combinations of variables. This is a central point, for
it sets theoretical basis for constant perception and for an explanation of animal
evolution, viewed from this stance as an adaptation to constant perceptual vari-
ables through which the nature offers opportunities for behavior to a perceiving
organism. Wells remarks also that the view of affordances as invariants opens up
the possibility to have affordances of different order, because a combination of af-
fordances represents a second order affordance an so on;
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• affordances are perceived directly, i.e they do not need to be mediated by internal
representation as, for example, in the symbolist approach.
Having summarized the major characteristics of the concept of affordance, Wells turns
to the description of three models that have been proposed to formalize that concept.
Shaw and Turvey assume that a fundamental notion to understand Gibson’s psychol-
ogy is the concept of duality8 between affordances (as features of the environment) and
effectivities (as features of animals). Affordances and effectivities in this account rep-
resents duals in the sense that there must be a law which transforms an affordance
schema into an effectivity schema. In their formalization, an affordance schema is:
(X,Z,O|X = Z) = Y which is read as ”an object X affords an activity Y for an organ-
ism Z on occasion O if and only if there exists a duality relation between X and Z”.
By applying the law of transformation to this schema we obtain its dual, namely the
effectivity schema: (Z,X,O|Z = X) = Y whose interpretation is “an organism Z can
effect the activity Y with respect to object X on occasion O if and only if there exists
a duality relation between Z and X”.
Shaw and Turvey used coalitions of four categories of entities (basis, relations, orders,
values) to explain how the basic relation of duality manifests itself in an ecosystem.
Coalitions should permit to study the conditions in which the ecological laws connecting
duals of affordances/effectivities hold in nature at different levels (grains) of analysis.
Wells moves two main critics to Shaw & Turvey’s model. The first problem is that
the formalization they use does not permit to distinguish between syntactic duals and
substantive duals:
Dualities are typically expressed in terms of syntactic transformations, but they
reflect a deeper underlying reality. Care is needed, however, even in those systems
where dualities are known to exist, not to overstate the generality of the principle.
[...] It is necessary, therefore, to distinguish syntactic duals from substantive duals.
Syntactic duals can be created by stipulative definition but substantive duals depend
on the prior existence of deeper relationships although they will also have syntactic
expressions (Wells, 2002, p.149).
According to Wells, Shaw & Turvey’s model allows us to infer the existence of a substan-
tive duality only by using a circular argument, i.e. only through the previous stipulation
of a syntactic duality.
The second problem in Shaw & Turvey’s model is that the explanation of ecological laws
in term of coalitions of entities creates an infinite regress of level of analysis, because
the model permits a potentially infinite multiplication of levels and it is not clear when
8A duality is “any symmetrical rule [...] where T applies to map X onto Z and Z onto X” (Shaw &
Turvey, 1981, p.381)
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and why we should stop assuming the existence of a less coarse level.
A second attempt to formalize the notion of affordance has been made by Turvey (1992)
using a different strategy, based on an analysis of the prospective control of animal ac-
tivity — i.e. planning action. From this standpoint, affordances are seen as particular
types of relations between substantial properties of things. An affordance may or may
not be actualized on a given occasion, but it nonetheless represents a ‘real possibility’ of
action. Besides this characterization, Turvey suggests that affordances are dispositions
and that they are complemented by effectivities.
To formalize both the notion of affordance and the notion of effectivity, Turvey uses a
juxtaposition function that joins two dispositional properties, one of the environment
and one of an organism. The join of those properties makes a third property manifest.
In Turvey’s formalism, if X is an entity with dispositional property p and Z another
entity with dispositional property q, Wpq = j(Xp, Zq) where j is a function which con-
joins the properties p and q in such a way that a third property r is made manifest. For
example, if X is a person with a certain hand-span (property p) and Z is a ball with a
certain size (property q), then Z affords grasping and X effects grasping if and only if:
1. q, Wpq = j(Xp, Zq) possesses r;
2. q, Wpq = j(Xp, Zq) possesses neither p nor q;
3. Neither Z nor X possesses r
r being a manifest characteristic property of the system Wpq.
Wells reject this definition of affordance and effectivity as too restrictive. There is no
reason, indeed, to require condition 2) to hold for, e.g., the hand-grasping system, for
that system clearly possesses both properties p and q.
The third model of affordance which Wells criticizes was developed by Greeno (1994).
Greeno analyze the concept of affordance, on the background of situation theory, as a
conditional constraint :9
As a simple example, consider moving from a hallway into a room in a building. An
action that accomplishes that is walking into the room, which has the desired effect
that the person is in the room because of the action. The relevant constraint is as
follows:
9In situation theory a constraint is defined as a “dependency relation between situation types”
(Greeno, 1994, p. 338)
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〈〈 walk into the room 〉〉 ⇒ 〈〈 be in the room 〉〉.
Affordance conditions for this constraint include the presence of a doorway that is
wide enough to walk through as well as a path along a supporting surface. [...]
Ability conditions for the constraint include the ability to walk along the path,
including the perceptual ability to see the doorway and the coordination of vision
with motor activity needed to move toward and through the doorway. (Greeno,
1994, p. 339).
In Greeno’s view affordances and effectivities are represented by sets of conditions under
which dependencies of situation types are made possible.
According to Wells, the main problem faced by this approach is that, in order to make
a certain relation between situations happen, some conditions may not hold absolutely,
but be context-dependent. A given situation could involve both positive and negative
conditions, for example, in the case of the ability to walk into the room, we can add to
the affordance conditions the fact that there should be no invisible glass inside the door
frame. But then the treatment of affordances as conditional constraints is not consis-
tent with Gibson’s characterization of that concept, for negative conditions cannot be
perceived directly or be identified with meanings.
2.4.2 Affordances and effectivities as quintuples of a TM
Wells unveils a major weakness that is shared by the three approaches described in the
previous paragraph, i.e. the fact that they all use the term ‘affordance’ as something
pertaining to the environment, and the term ‘effectivity’ as something referring to some
animal features. But we have seen that the concept of affordance, in Gibson’s own words,
“refers to both the environment and the animal in a way that no existing term does. It
implies the complementarity of the animal and the environment” (Gibson, 1979, p.127).
Wells considers that the Turing machine has in its architecture the possibility to be an
adequate model for an ecological psychology:
Turing’s analysis was an ecological one for at least the following two reasons. First,
its fundamental objects, people who calculate and the numerals they write on paper,
are defined at the ecological scale [...]. Second, the analysis formalized the operations
of a relational system consisting of an agent who reads and writes symbols using the
structured environment of paper ruled into squares. The system as a whole carries
out numerical computations. (Wells, 2002, p.160)
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I already endorsed the view of the TM’s tape as an external environment. This makes
the TM a (schematic) model of an agent-environment system. Wells proposes that the
different components of the TM can be used to model affordance and effectivities:
• the input configuration of the machine table of a TM, i.e. a couple (qi, sj) where qi
is an element of the set Q of internal states and sj is an element of a finite set S of
symbols belonging to the tape alphabet, represents an affordance (A) if we mean
qi and sj as terms which refer, respectively, to an animal and to the environment;
thus A : (qi, sj) stands for ‘an animal in functional state qi perceives an object sj ’.
• The output configuration of the machine table of a TM, i.e. a triple (sk,M, qr)
where sk is another element of the previously defined set S, M is a moving op-
eration and qr is another element of the previously defined set Q, represents an
effectivity (E) if we mean sk and qr as terms which refer, respectively, to an an-
imal and to the environment and M as a term which refers to both, “because it
represents a movement of the animal relative to the environment” (Wells, 2002,
p.161). Thus E : (sk,M, qr) stands for “an animal performs a behavior sk, moves
toward M and changes its mental state to qr”.
From this standpoint, the machine table of a TM can be seen as a set of affordances
coupled to their relative effectivities. In Gibson’s terms, the machine table of a TM
individuates a niche:
The complementarity between animal and environment is captured in the way that
the set of instructions relating affordances to effectivities specifies the way that the
animal behaves. Turing machines have both structure and dynamics and are thus
capable of providing models of the animal, the environment and behavior. (Wells,
2002, p.161)
This formalization of affordances and effectivities have also the advantage to make those
concept independent from the animal/environment — or, philosophically speaking, sub-
ject/object — dichotomy, for affordances and effectivities are formalized in such a way
that they include terms which refer to both.
Another point which is worth noting is that this formalization models in a natural way
affordances as invariant combinations of variable. Indeed, let us take a deterministic
TM as those seen in the first chapter. Affordances, which are specified by input couples
of TM’s quintuple, take their terms from a finite set of internal (functional) states and a
finite set of symbols (objects), and each type of combination is associated to an output
triple (an effectivity), two terms of which are composed of elements taken from the same
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sets of those composing the input couple. This means that there is no possibility for an
affordance to be associated to different effectivities in different times, then the same af-
fordance will always be constantly associated to same perception and will constitute the
basis for successful adaptation that I suggest, may be seen in this view as the extension
of a machine table.
A weak point in Wells’ proposal concerns the actual flexibility of the model he pro-
poses. In some passages he seems to mean that limitations and idealizations of Turing’s
original model may be overcome:
It was important in Turing’s theory that a machine could, in principle, be built to
realize the abstractly defined set of functional states but no constraints were imposed
on their realization. There is, in particular, no requirement that the functional states
are, or contain, symbolic representations of the external environment of the kind
proposed by conventional computational theories of mind. [...] In Turing’s original
work, S [the vocabulary of the tape, ed.] was a set of symbol types, including letters,
digits and punctuation marks. This is because Turing was specifically concerned
with the computation of numbers. There is no reason why other types of entity
cannot also be modeled by the formal scheme. (Wells, 2002, p.162)
Afterward, however, he explains his model through the description of some standard
TMs which emulate the operations carried out by a man involved in writing number
series. Thus, the point concerning the flexibility of Turing’s model for psychological
purposes remains obscure.
I maintain that the real importance of Turing’s proposal regarding the analysis of al-
gorithmic behavior has not yet been fully recognized. Many possibilities of using TM
to study the development and the performance of human numerical skills have not yet
been explored. But, before inspecting those possibilities, I will discuss some important
theoretical points concerning the relation between the externalist interpretation of the
TM and the dynamical approach to cognition.
Chapter 3
Ecological approach and
Dynamical approach
Gibson’s ecological psychology represents one of the theoretical basis of the dynamical
approach to cognition. In this chapter I will, first, present an overview of the main lines of
research that can be included in the general formulation “dynamical approach”. Second,
I will elaborate on the original aspects of that approach, with a particular focus on the
theoretical differences with classic computationalism. Third, I will show the analogies
between the dynamical approach on the one side and Wells’ ecological functionalism on
the other. Lastly, I will point out that we can consider Turing machines for current
purposes as genuine dynamical systems, and that we can start from this assumption to
analyze a set of cognitive abilities, namely those related to algorithmic activities.
3.1 Cognitive systems as dynamical systems
The expression “dynamical approach” refers to a corpus of researches in cognitive science
that has developed since the first half of the 90s. The remote source of those studies
may be traced back to the early cybernetic era (Wiener, 1948; Ashby, 1952). Dynamical
ideas were subsequently adopted and developed by other research programs, such as
ecological psychology and neural-networks theory.1 Van Gelder recognizes that the link
between dynamical approach and connectionism is quite natural:
Connectionist networks are generally dynamical systems, and much of the best dy-
namical work is connectionist in form (e.g. Beer (1995)). However, the way many
1See T. Van Gelder (1995); Gelder (1999) for a sketch of the historical roots of contemporary dynam-
ical approach.
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connectionists structure and interpret their systems is dominated by broadly com-
putational preconceptions [...]. Conversely, many dynamical models of cognition
are not connectionist networks. Connectionism is best seen as straddling a more
fundamental opposition between dynamical and classical cognitive science (Gelder,
1999, p.245).
According to Giunti (2010a), the debut of contemporary dynamical approach can be
dated to the Indiana University Conference on Dynamic Representation in Cognition
(Bloomington, November 14-19, 1991), where a group of researchers composed by philoso-
phers, linguists and psychologists such as Tim Van Gelder, Robert Port, Esther Thelen
and James Townsend put the theoretical basis of the new research program.
Van Gelder proposed that the new approach is based on a definition of a cognitive sys-
tem as a dynamical system, through the so-called Dynamical Hypothesis (DH): “natural
cognitive systems are dynamical systems” (T. Van Gelder, 1995, p. 11). What are, then,
dynamical systems? To answer this question, it is necessary to define what a system is.
Van Gelder proposes the following informal definition:
[A] system is a set of changing aspects of the world. The overall state of the system
at a given time is just the way these aspects happen to be at that time. The behavior
of the system is the change over time in its overall state. [...] Not just any set of
aspects of the world constitute a system. A system is distinguished by the fact that
its aspects somehow belongs together. This really has two sides. First, the aspects
must interact with each other; the way any one of them changes must depend on
the way the others are. Second, if there is some further aspect of the world that
interacts in this sense with anything in the set, then clearly it too is really part of
the same system (T. Van Gelder, 1995, p.5).
Dynamical systems are special kind of systems in which the interdependence between
different parts, i.e between its components, is expressed by some law of behavior. The
overall state of a system at a given time (instantaneous state) is characterized by the
value of its components at that time and the set of all possible states of a system
constitutes its state space — or phase space. Van Gelder (1999) provides a sufficiently
broad informal definition of a dynamical system:
A dynamical system for current purposes is a set of quantitative variables changing
continually, concurrently, and interdependently over quantitative time in accordance
with dynamical laws described by some sets of equations (Gelder, 1999, p.245).
To really be inclusive of the various kind of researches belonging to the dynamical
approach, this last definition needs only a slight but important correction by adding
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qualitative variables to the set of possible aspects of cognitive systems whose behavior
may be inspected through dynamical modeling.
In the next section I will give a more formal definition to the notions of dynamical
system, component and state space with regards to a special kind of dynamical system,
namely discrete dynamical systems, which are especially important for our purposes.
The next paragraph will be dedicated to a brief overview on the main lines of research
included in the so-called dynamical approach.
3.1.1 Lines of investigation
The general definition of “dynamical approach” includes at least four different lines of
investigation (Giunti, 2010a):
a. “dynamical connectionism”, i.e. a position which has developed among connec-
tionist approach focused primarily on the study of those aspects of neural-network
behavior that cannot be analyzed in terms of symbol system but need to be studied
by the use of a kind of mathematical tools taken from dynamical systems theory
(Smolensky, 1988). The main concept for understanding the behavior of neural-
networks from this perspective is that of dynamical evolution rather than that
of symbolic representation — as intended in classic computationalism. Indeed, it
seems that a neural-network cannot be told to carry out computations in the clas-
sical sense, especially when the main focus is moved from the study of feed-forward
networks to that of other kind of neural architecture, as simple recurrent networks.
b. “Low-dimensions dynamical modeling”, i.e. a set of studies in which the be-
havior of a cognitive system is described by a set of differential, or difference,
equations that represents the evolution of the magnitudes relevant for the perfor-
mance of a given cognitive task or for the emergence of peculiar phenomena. In
these models, typically, each magnitude appearing in the mathematical model has
an interpretation in the real system described by the model (Kelso, 1995).
c. “Dynamical description of data sets”, i.e. the use of dynamical systems theory-
tools for the analysis of data sets relative to the behavior of some cognitive agent.
This technique has been applied by Esther Thelen and Linda Smith to the study
of cognitive and motor development in children (Smith & Thelen, 1993; Thelen
& Smith, 1994). In one of those studies, the classical A–not–B task has been
modeled by treating children possible choices to search a previously hidden object
in container A or B as attractors in a movement planning field whose shape may
be influenced by different kinds of inputs (a task input, a specific input and a
Chapter 3. Ecological approach and Dynamical approach 38
memory field). Through the manipulation of those input it is possible to predict
children behavior during experimental sessions (Smith et al., 1999).
d. “Cognitive interpretation of dynamical structures”, i.e. a series of studies in
which the dynamical systems theory is used to construct structures that are then
applied to the description of cognitive phenomena without a previous collection of
empirical data. A typical example of this last approach is represented by Jean Pe-
titot’s studies on morphodynamic structures, a research program founded by Ren
Thom in which dynamical concepts are employed to an original and physically in-
spired account of linguistic capacities. In that account, grammatical relations and
syntactic roles are modeled in dynamical ways by means of concepts as attractor,
bifurcation and so forth. The single terms in a sentence and their mutual rela-
tions, e.g., are treated as attractors of a dynamic system which forms a cognitive
archetype (Petitot, 1995; Petitot & R, 2011).
Despite differences in topics and methods, all this studies share an ensemble of philosoph-
ical ideas about what the mind is and how does it work that have classic computation-
alism as a common target. Those positions are clearly related to the embodied-extended
theory of cognition (Clark, 1997; Clark & Chalmers, 1998; Clark, 2008). The link with
ecological functionalism is probably less evident. In the next paragraph I will give a
sketch of the principal key words of the dynamical approach to cognition, then I will try
to make clear the connection between that approach and Wells’ theory.
3.1.2 Philosophical issues
Although van Gelder’s characterization of the dynamical approach as a distinct new
paradigm opposed to classical computationalism cannot be fully held,2 it is possible to
isolate a set of philosophical and psychological core ideas shared by the majority of dy-
namical works, which Tschacher and Dauwalder (2003) summarize in five “convictions”:
1 [...] Functional (‘intentional’, ‘goal-directed’) cognition is not a single, elemen-
tary attribute of the mind [...]. Instead, a synergy, i.e. a working together of
multiple simple processes is proposed as the basis of cognition and action.
2 [...] To understand the mind one must not focus exclusively on the mind.
Instead, cognition is embodied (the mind has a brain and a body).
3 [...] To understand the mind one must not focus exclusively on the mind.
Instead, cognition is situated (i.e., the mind is is embedded in environmental
constraints and is driven by energetic gradients).
2See the commentary on van Gelder’s target article in Behavioral and Brain Sciences (Gelder, 1998)
for an overview of the main oppositions to van Gelder’s proposal
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4 A fourth conviction [...] is the interactivist conviction. The circular causality
which synergetics conceptualizes to be at the heart of self-organizing systems
permeates not only the mind, but also the world. [...]
5 The fifth conviction is [...] that self-organized dynamics may help explain
intentionality. Intentionality and the questions concerning consciousness be-
come topics demanding explanation as soon as conviction (1) is put forward
(Tschacher & Dauwalder, 2003, p. ix)
Leaving aside the fifth point, which is totally out of our scope, I want to line up the
analogies of this set of philosophical positions with Wells’ ecological functionalism. In-
deed, Wells himself propose a link between his position and the dynamical approach,
suggesting that Turing’s theory of computation is best understood as an attempt to
model a kind of agent-environment interaction:
The interactive interpretation of the Turing machine provides a discrete state ap-
proach to the principles of interaction which are currently being studied in contin-
uous form by proponents of dynamical systems theory (e.g., Beer, 1995). When
looked at in this light, Turing’s analysis of computation can be seen as the first
systematic exploration of agent-environment interactivity (Wells, 1998, p. 271).
Synergy, embodiment, situatedness and interaction, namely the major key words of
the dynamical approach, may be subsumed in ecological functionalism by looking at
the architecture and functioning of the Turing machine. Let us see how ecological
functionalism does justice to each of that instances.
Synergy: the behavior of a TM results from the working together of its single
parts, each of which takes its distinctive function from the behavior of the overall
system.
Embodiment: beside an internal (the finite automaton) and an external part
(the tape), the TM architecture comprises an intermediate part between those
two, namely the external head, which may easily represent bodily constraints, for
the way it moves on the tape and scans the content of cells clearly affect the overall
behavior of the system.
Situatedness: this issue has sufficiently been discussed in chapter 2. The cog-
nitive importance of the TM resides precisely in the fact that it models both an
agent and its environment, so we can say that the activity of a TM models the
behavior of a situated agent.
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Interaction: this point, which follows from the first three points, has also been
stressed in Chapter 2. As a TM is a model of a synergetic system, which is
constrained by bodily and environmental features, its overall behavior is exactly
the result of the interaction between its different parts, i.e. its causal influences
flow in both directions, from internal to external parts and viceversa.
3.1.3 Dynamical approach vs classic computationalism
Another fundamental point that links together ecological functionalism, extended-embodied
approach and dynamical approach is the opposition to classical cognitive science, i.e. to
classical computationalism.
As regards the dynamical approach, its main theorists are quite clear about this point.
According to van Gelder, e.g., the novelty of the new approach is best understood
through a comparison with classical cognitive science:
Most obviously, dynamicists take cognitive agents to be dynamical systems as op-
posed to digital computers. [...] Dynamicists and classicists also diverge over the
general nature of cognition and cognitive agents. The pivotal issue here is probably
the role of time. Although all cognitive scientists understand cognition as something
that happens over time, dynamicists see cognition as being in time, that is, as an
essential temporal phenomenon (Gelder, 1999, p.245)
The two points of contrast individuated by Van Gelder are, in fact, not so clear. The
opposition between dynamical systems and digital computer is probably the most prob-
lematic point, for there is no reason why a digital computer cannot be interpreted as
instantiating a dynamic system, as Beer notes:
[...] [D]ynamical systems can easily be defined over discrete state spaces (e.g., cellu-
lar automata), and computational descriptions of the symbol sequences generating
by discretizing output of continuous dynamical systems can be used to characterize
their complex dynamical structure (Beer, 1998, p.630)
Beer’s remark is in line with the previously reported Wells’ quotation3 about the view
of Turing machines as discrete dynamical systems. A similar remark also applies to Van
Gelder’s position about cognition over time as opposed to cognition in time. Indeed, this
opposition refers most probably to the difference between discrete-time and continuous-
time systems, being the latter, according to Van Gelder, the genuine subject of the
dynamical approach. But there is no reason to suppose that a dynamical approach
3See p. 39
Chapter 3. Ecological approach and Dynamical approach 41
cannot have as its subject matter discrete-time dynamical systems, as Beer suggests
giving the example of cellular automata.
A more striking contrast between classic and dynamic cognitive science is individuated
by Beer himself in a different weight given to some specific aspects of the behavior of a
cognitive agent:
There are very real conceptual, mathematical and experimental consequences of
adopting a dynamical versus a computational perspective on cognition. A compu-
tational approach is concerned with how an agent extracts, represents, stores, and
manipulates information about its situation. In contrast, a dynamical approach is
more concerned with the way in which the interaction between an agent’s intrinsic
dynamics and the dynamics of its body and environment unfolds into an observed
trajectory of behavior with particular stability properties (Beer, 1998, p.630).
According to Beer, the opposition between computational and dynamical approach is not
based on a supposedly substantial difference between symbolic and dynamical systems.
It is rather a more empirical question about what aspects of a cognitive system we are
interested in and how we can explain those aspects. Dynamicists are convinced that for
the explanation of some kinds of cognitive behaviors it is more useful to adopt a view
of cognitive systems as complex systems incorporating some aspects of the body and
the environment in which cognitive systems are embodied and embedded, rather than
treating them as fundamental disembodied entities, as computationalists typically do.
3.2 Turing machines as dynamical models
Before explaining why and how Turing machines should be treated as dynamical mod-
els, it is necessary to define in a general and more formal fashion what we mean for a
dynamical system.4 I will start from a general definition of dynamical system (Giunti,
1997; Giunti & Mazzola, 2012). Then, I will show that, depending on how we model
the time and the state space, we can define a subclass of dynamical systems, namely
discrete-time-and-space dynamical systems. That subclass comprises many kinds of
computational systems, among which there are TMs.
4I will focus on deterministic dynamical system, whose definition includes the majority, if not all,
of the models used in the dynamical approach to cognition. However, in a personal communication,
Marco Giunti suggested me that it is also possible to have a more general definition which includes both
deterministic and indeterministic dynamical systems.
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3.2.1 Dynamical systems
A dynamical system is a mathematical structure which consists of three elements:
1. a set T that represents time, namely, is the set of durations of the system. T
may be either the set of integers or reals (the entire sets or just the nonnegative
portions of them);
2. a nonempty set M that represents the state space (or phase space), i.e. the set of
all possible states through which a system can evolve;
3. a family of functions
{
gt
}
t∈T that represents all the possible state transitions of
the system. Each element gt of the state transition set is a function from M to M
that represent2 a state transition (or t-advance) of the system, i.e., gt tells us the
state of the system at any time t, assumed that we know the state of the system
at the present instant t0. Let x be any state of the system. The function g
t(x)
must satisfy two conditions:
(a) g0 must be reflexive, i.e., g0(x) maps x to x itself;
(b) the composition gt ◦ gw of any two functions gt and gw must be equal to the
function gt+w, i.e., if x is an arbitrary initial state, the state of the system
reached at time t+ w is given by applying gt to gw(x).
To put this in a slightly more formal fashion:
Definition 3.1. (dynamical system)
a pair DS =
(
M,
{
gt
}
t∈T
)
is a dynamical system iff:
1. T is either Z,Z+,R, or R+. Any t ∈ T is called a duration of the system, and T
is called its time set ;
2. M is a non empty set and is called the state space of the system;
3. for any t, gt is a function f : M →M , and {gt}
t∈T that satisfies:
(a) g0(x) = x;
(b) gt+w(x) = gt(gw(x)).
An n-component dynamical system may be defined by requiring the state space M to
be a a subset of the cartesian product of n given sets (Giunti, 2010b, par. 4). Let X be
a non empty set. Let I ⊆ Z+ be an index set.
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Definition 3.2. (n-component dynamical system)
a pair DS =
(
M,
{
gt
}
t∈T
)
is a n-component dynamical system iff:
1. DS is a dynamical system;
2. for any i ∈ I (1 ≤ i ≤ n), the state space M of DS is included in X1 × ...×Xn;
3. for any i, the set Ci = {x: for some n-tuple x ∈ M,xi is the i-th element of x} is
called the i-th component of M .
The two definitions above aim to capture in a very general fashion the concept of a
deterministic dynamical system. Depending on the structure of the time set and the
state space, it is possible to describe four main types of dynamical system:
Type a) Continuous time and space dynamical systems: both the time set
and the state space are the set of the real numbers. Systems specified by differential
equations and many kind of neural networks are examples of dynamical systems
of this kind.
Type b) Discrete time and continuous state space: the time set is the set
of natural numbers and the state space is the set of real numbers. Examples of
this kind are many systems specified by difference equations.
Type c) Continuous time and discrete state space: this is probably the less
interesting case. It is, anyway, simple to construct a trivial model of this type of
dynamical systems. An example may be a dynamical system DS in which any
state transition moves the system to a fixed point. Let the time set T of DS be
the set of reals, and M be the state space of DS. For any t 6= 0, for any state
x ∈M , for some state y ∈M , gt(x) = y; g0 is the identity function on M .
Type d) Discrete time and discrete state space: the time set is the set of
natural numbers and the state space is a finite of countably infinite set. Examples
of this latter kind are cellular automata and Turing machines.
Now I will turn to the description of Turing machines as dynamical systems of type d).
3.2.2 Components and basic operations of the Turing Machine
The principal components of a TM, seen as a dynamical system, are not difficult to
be isolated. Turing himself, in fact, individuated them when he firstly described his
computing machines. In section 9 of his famous 1936 article, Turing tries to answer
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an important question: “What are the possible processes which can be carried out in
computing a number?”(Turing, 1936, p. 249). In Turing’s view, this is the right way
to face the problem of an explicit definition of “effective computation”5 and for giving
an adequate justification, at least from an intuitive point of view, to Church’s thesis.6
To answer that question, Turing starts from the description of the basic operations
performed by a human computer when carrying out a computation:
The behaviour of the computer at any moment is determined by the symbols which
he is observing, and his “state of mind” at that moment. [...] Let us imagine the
operations performed by the computer to be split up into “simple operations” which
are so elementary that it is not easy to imagine them further divided. Every such
operation consists of some change of the physical system consisting of the computer
and his tape. We know the state of the system if we know the sequence of symbols
on the tape, which of these are observed by the computer (possibly with a special
order), and the state of mind of the computer(Turing, 1936, p. 250).
There are two remarkable points in this quotation which corroborate Wells’ position
about the view of a TM as a special kind of dynamical system.
First, Turing explicitly refers to the distinction between two elements, a “computer”
and “its tape”, stating that the simple operations carried out in computations can be
described through the analysis of the behavior of a “physical system” which comprises
both of those elements. Then, the behavior of this physical system results from the
interaction of an internal part (a computer) with an external environment (its tape).
Second, Turing asserts that the instantaneous state of this physical system is defined by
three components: the content of the tape, the location of the observed squares, and the
computer’s state of mind. In his view, these are the main components of the real system
consisting of a man which computes with the aid of paper and pencil. He proposes to use
a tape instead of a squared sheet of paper for “it will be agreed that the two-dimensional
character of paper is no essential of computation” (Turing, 1936, p. 249).7 According
to Turing, then, his idealized model, i.e. a TM, is structured in a way that reflects the
basic components of the physical system instantiated by the both a human being and
5See Gandy (1988) for an historical sketch on the development of the notion of effective computation.
6In a review of Turing’s article, Church explicitly recognizes this point:
As a matter of fact, there is involved here the equivalence of three different notions: computabil-
ity by a Turing machine, general recursiveness in the sense of Herbrand-Godel-Kleene, and λ-
definability in the sense of Kleene and the present reviewer. Of these, the first has the advantage
of making the identification with effectiveness in the ordinary (not explicitly defined) sense evident
immediately — i.e, without the necessity of proving preliminary theorems (Church, 1937, p.43).
7Turing does not give a justification to this opinion. Some authors, in fact, cast doubt on this
issue. Giunti, e.g., gives a counterexample by showing that the structure of the support on which a
computation is carried out (“pattern field”) does affect the concept of computation. More specifically,
Giunti demonstrates the following theorem: “For any numeric function f , if f is not recursive, there is
a pattern field F such that f is computable on F , and F is not recursive” (Giunti, 1997, p. 70).
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the part of the environment relevant for the specific behavior he/she wants to inspect.
But this physical system may be easily described as a discrete dynamical system (type
(d) of my sketch) whose instantaneous state at an arbitrary time t is specified by three
components, which correspond to as those individuated by Turing:
(i) the content of the paper corresponds to the content of the tape of a TM;
(ii) the portion of the paper on which the computer concentrates its attention
corresponds to the position of the read/write/move head of a TM;
(iii) the “state of mind” of the computer, i.e., the content of his/her memory,
corresponds to the internal state of a TM.
The simple operations that such a real system can carry out, corresponding to the basic
operations of a TM, are the following three:
(a) a change in the content of the portion of the sheet on which the present
attention is concentrated, which corresponds in a TM to the replacement of the
content of the presently scanned square;
(b) a move from the present portion of the sheet to another one (or the absence
of movement), which corresponds in a TM to a movement of its read/write/move
head to an adjacent square or a null movement;
(c) a change (or the persistence) of the content of the computer’s memory, which
corresponds in a TM to a change to another (or to the permanence of the same)
internal state.
Now, we have all the elements we need to give a formal definition of the discrete dy-
namical system instantiated by a Turing machine.
Let S be a non empty finite set of symbols, including the special symbol b (blank), which
represents the tape alphabet. Let G : {L,H,R} be the set of possible movements of the
read/write/move head on the tape, where L means “move to the adjacent cell to the
left”, H means “do not move” and R means “move to the adjacent square to the right”.
Then a Turing machine, seen as a dynamical system, may be so defined:
Definition 3.3. (Turing machine)
TM is a Turing machine iff:
TM is a dynamical system (M, {gt}t∈T ) such that
1. the time set T is the set Z+ of natural numbers;
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2. the state space M = Q× C × Z where:
(i) Q is a non empty finite set. Any qi ∈ Q represents an internal state of
the Turing machine;
(ii) C = {c : c is a function f : Z→ S}, where Z is the set of integers. Any
function c ∈ C represents a possible content of the TM’s tape;
(iii) Z is the set of all integers and represents a possible position of the
read/write/move head of the Turing machine;
3. any element gt of the state transition family {gt}t∈T is a function Q × C × Z →
Q× C × Z where,
(a) g0(x) = x;
(b) g1 is determined by the function f : S ×Q→ S ×G×Q that represents
the machine table of a Turing machine;
(c) for any t 6= 0, gt is the t-th iteration of g1.
In 3.3 a Turing machine is defined as a three-component discrete dynamical system.
Each component of this mathematical system represents a variable of the real system
described by Turing in section 9 of his famous 1936 article. Hence the structure and
functioning of a TM reflect the main parts and the basic operations at work in a physical
system consisting of a human being that performs a computation by following a finite set
of rules with the only aid of paper and pencil. The Turing machine is, however, a highly
idealized model of that physical system. Those idealizations were considered inessential
in Turing’s view because he was primarily focused in the construction of a very general
model which could capture the informal notion of effective procedure. But, if we want
to employ TMs as dynamical models of the full variety of human computational skills,
we need to somehow enhance their design and make it more flexible.
In the next chapter, following Giunti (2009, 2010a,b), I will show, first, what kind
of modifications are needed to make TM’s design more suitable for being used as a
cognitive model. The result of those modifications will be a special kind of TM-inspired
computational system, i.e. the Bidimensional-Turing machine (BTM). Second, I will
introduce the concept of a Galilean model
Chapter 4
Modeling algorithmic skills: the
Bidimensional Turing Machine
In the previous chapters I presented Wells’ externalist interpretation of the Turing ma-
chine as a way to restore Turing’s original view from the various misinterpretations
originated from a philosophical and psychological movement which I called classic com-
putationalism, whose ideas have represented for a long time the main paradigm in cog-
nitive science. The influence of this position in the interpretation of Turing’s work have
obscured the real cognitive importance of the Turing machine, which resides precisely
in the fact that its architecture was made to reflect the basic operational and structural
elements of the real physical system consisting of a human being that performs a com-
putation with the aid of paper and pen. I also suggested that this physical system may
be best described as a special kind of dynamical system, namely a discrete-time-and-
space dynamical system, whose main dynamical components have been individuated by
Turing himself in his 1936 article.
Wells’ ecological functionalism sheds light on the cognitive importance of the Turing
machine. However, a weakness of that position may be found in the fact that it does not
give any clues for a concrete use of Turing’s model in cognitive science. On the contrary,
Wells claims that the TM model is almost useless, as most of the formal systems used
in psychology, for the inspection of a wide range of phenomena dealing with concurrent
processes. Wells individuates in the pi-calculus (Milner et al., 1989; Milner, 1999) a nat-
ural candidate for modeling this kind of processes. I think, instead, that a TM-inspired
model may be used to investigate the performance and development of algorithmic skills,
such as those connected to the use of various kind of strategies for solving arithmetical
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problems. To obtain a suitable formal model of this kind of activities, however, it is nec-
essary to relax some of the strict idealizations that Turing imposed on its computational
models.
4.1 A TM-inspired model of computational skills
As a model of a human being which performs a computation, the TM have two important
limitations:
• the one-dimensional character of the tape cannot reflect the structure of a sheet
of paper;
• the internal memory, that in a TM consists of just one symbol at each step of
computation (the internal state), is not able to model the complexity of human
working memory.
Giunti (2009) expressly defines a Bidimensional-Turing machine in order to overcome
the aforesaid limitations of the original Turing’s model. Here, I will, first, give an in-
formal definition based Giunti’s paper and on his later unpublished work on the same
subject. Then, I will give a more formal definition of a BTM seen as a discrete dynamical
system.
As specified in chapter 1, ordinary Turing machines operate on a potentially infinite
linear tape divided into adjacent squares. Two-dimensional Turing machines are well
known in literature. They are not bounded to work on a tape, but on a potentially infi-
nite checkerboard, where they are capable of moving one square right or left (as ordinary
TMs do) and, in addition, one square up or down. Two-dimensional Turing machines of
this simple kind are mostly known for the complex geometric patterns they can generate
on the checkerboard (Dewdney, 1989).
4.1.1 Definitions
A BTM has in common with a two-dimensional Turing machine the structure of the
external support, but it has also other important differences with respect to the ordinary
TM. The main features of a BTM are summarized in the following list.
1. The machine table (set of instructions) of a BTM is more sophisticated than that
of a TM. In fact, in the general case, each instruction is not just a single quintuple,
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but a quintuple schema that typically represents a possibly infinite set of quintuples
of a specified form.
2. Similar to an ordinary TM, each single quintuple of a BTM is a sequence of 5
objects of the following types: (i) internal state, (ii) symbol, (iii) symbol, (iv)
movement, (v) internal state.
3. However, both internal states and movements of a BTM are more complex than
those of a TM, for
(a) a generic internal state of a BTM is not a simple unstructured state qi, but
it is an n-tuple (qi, x1, ..., xn), where any qi is an element of a finite set Q of
internal states, and any xj is a generic object member of a given data-type
Xj ; the special symbol b (blank) is a member of each data-type. Any position
of the n-tuple is called a register. Given a generic internal state of this kind,
any xj may be either full or empty. If each register of a given generic internal
state is empty (namely, consists of the symbol b), then the internal state
reduces to its component qi;
(b) all possible movements from the present head location are legal; any legal
movement is thus represented by a pair of integer numbers, i.e. the coordi-
nates of the head destination relative to its present location.
4. In ordinary TMs, the only way to refer to a simple internal state qi, to a symbol sj ,
or to a movement R, L, or H is by means of the corresponding constants “qi”, “sj”,
“R”, “L”, or “H”. In BTMs, by contrast, (complex) internal states, symbols and
movements can be referred to also by means of complex terms, which are formed
by repeated applications of function terms to symbol constants or variables.
5. The admissible domain of each variable is a specified set of either symbols or non-
negative integers, while each function term stands for a specified function, which
must be computable in the intuitive sense.
6. The syntax of quintuple schemas is so designed that each such function works as
an auxiliary operation, which is called as needed during computation and executed
in just one step.
7. Finally, quintuple schemas may also contain relational terms (n-place predicates)
which can be used to express additional conditions. Such conditions may only refer
to the presently read symbol or to the internal state terms.
It is worth noting that, despite the aforementioned differences, any BTM reflects, in
fact, the same structure of the physical system described by Turing in section 9 of its
1936 article, for:
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1. the state space of a BTM consists on the same three components individuated by
Turing, namely (i) the content of the external support, (iii) the head position, and
(iii) the (complex) internal state;
2. a BTM carries out the same basic operations considered by Turing: (i) change the
scanned symbol ; (ii) move in a specified direction and by a given amount; (iii)
change the internal state;
3. the behavior of a BTM is fully determined by its present internal state and the
presently read symbol, for these two variables define: (i) the symbol to be substi-
tuted; (ii) the new relative coordinates of the head; (iii) the new internal state.
Let:
S be a non empty finite set of symbols, including the special symbol b (blank), which
represents the grid alphabet, that is to say, the symbols that may be written in the cells
of the external memory (called grid);
QX be a set of n-tuples (qi, x1, ..., xn), each component of which is called a register.
The first register qi is an element of a set Q of internal states; any other register xj is
a generic object member of a given data-type Xj , which includes the special symbol b;
QX thus represents the set of complex internal states;
XY = Z2, where Z is the set of integers, and any (x, y) ∈ XY represents the two
inegers coordinates of a cell of the grid;
G = Z2 represents the set of possible movements of the read/write/move head on the
grid. (The destination of a movement is obtained by vector addition of an element of
G to the two-dimensional vector that represents the coordinates of the present location).
Then a Bidimensional-Turing machine, seen as a dynamical system, may be so defined:
Definition 4.1. (Bidimensional-Turing machine)
BTM is a bidimensional Turing machine iff:
BTM =
(
M,
{
gt
}
t∈T
)
is dynamical system such that
1. the time set T is the set Z+ of natural numbers;
2. the state space M = QX × C ×XY where:
(i) QX is the set of complex internal states;
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(ii) C is the set of all functions f : Z2 → S such that c(x, y) is different from
b for at most a finite number of pairs (x, y); thus, any c ∈ C represents a
possible content of the BTM’s grid, where there is at most a finite number of
cells that are not blank;
(iii) XY = Z2 and represents any possible position of the read/write/move
head of the bidimensional Turing machine;
3. any element gt of the state transition family {gt}t∈T is a function QX×C×XY →
QX × C ×XY where,
(a) g0(x) = x;
(b) g1 is determined by the function f : S × QX → S × G × QX that
represents the machine table of a bidimensional-Turing machine;
(c) for any t 6= 0, gt is the t-th iteration of g1.
The point 3.(b) of the previous definition is somewhat problematic, for the machine
table of a BTM, as specified in the first point of 4.1.1, is not a finite set of explicit
quintuples, but consists of a set of quintuple schemas each of which typically represents
an infinite set of quintuples. This is a quite technical point that may be best understood
by means of some typical examples of BTMs rather than by detailed formal definition
(which nonetheless has been given by Giunti, personal communication). In the next
paragraph I will give such examples.
4.2 Two examples of BTM
Now I will give two concrete examples of BTMs. By looking at the functioning of these
models it will be possible to clarify what the machine table of a BTM consists of and
explain some of the potential applications of this kind of model.
The first example is a slight modification of a machine described by Giunti (2009) which
is aimed to model a finger-counting procedure. The original model reflected a so-called
“counting-on” algorithm, i.e. an addition routine which is performed by counting out
the value of the second addend from the value of the first up to the result. The following
machine, instead, models the final stage of a “counting-all” strategy for the addition of
2 numbers. This is a less advanced strategy for counting two sets of objects which is
commonly used in early stages of arithmetic skills development, and consists of counting
out the first set, then the second, and lastly the combination of the two sets.
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4.2.1 BTM1 (counting-all strategy)
This machine adds any two natural numbers whose sum is less or equal than 9. BTM1
carries out this operation by using two routines. In the first routine, the value of a
counter s, which is initially set to 0, is increased by 1 at each step, while the value of
the first addend is simultaneously decreased by 1. When the first addend reaches 0, a
condition imposed on the quintuple schema triggers the second routine, which continues
to increase s by 1 at each step, while the second addend is simultaneously decreased
by 1. When the value of the second addend is 0, a condition imposed on the quintuple
schema triggers the stop instruction.
This machine uses a set of 11 constants (which constitutes the grid alphabet), 2 registers,
3 variables, 1 internal state, 2 auxiliary functions, and 2 auxiliary conditions.
Set of constants:
– A = {“ ”, “0”, “1”, “2”, “3”, “4”, “5”, “6”, “7”, “8”, “9”}.
Registers and variables:
– 2 registers R1, R2, which correspond to the variables for internal states r1 and r2;
– s, which is the variable for the symbol on the grid.
Simple internal state:
– q1.
Auxiliary functions:
– σ : {0, ..., 8} → Z+;
σ(x) := x+ 1.
– pi : {1, ..., 9} → Z+;
pi(x) := x− 1.
Auxiliary conditions:
– x = y and x 6= y, which are the standardly used relations of identity and diversity
for natural numbers.
The set of quintuple schemas of BTM1 are given in Table 4.1. The machine performs
all operations in the same simple internal state q1 and uses only one arbitrary cell of an
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Input Condition Output
internal state read write move internal state
q1, [r1], [r2] s [r1 6= 0] σ(s) (0, 0) q1, [pi(r1)], [r2]
q1, [r1], [r2] s [r1 = 0], [r2 6= 0] σ(s) (0, 0) q1, [r1], [pi(r2)]
q1, [r1], [r2] s [r1 = 0], [r2 = 0] s (0, 0) q1, [r1], [r2]
Table 4.1: Machine table BTM1 (counting-all strategy)
otherwise empty grid (the movement is always represented by the couple (0, 0), which
leaves the coordinates of the present cell unchanged). The complex internal states have
2 additional registers, which are represented in the machine table unless they are empty.
The initial state is set with s = 0. In the first routine, represented in the top row of
the table, the machine at each step adds 1 to the scanned symbol s and lowers by 1
the value of r1, until the condition r1 6= 0 holds. If this condition is false, the machine
triggers the second routine (central row of the instruction table), in which at each step s
is increased by 1 and r2 lowered by 1, until the conditions r1 = 0 and r2 6= 0 hold. When
the second of these conditions become false, then the conditions of the third instruction
(bottom row of the table) r1 = 0 and r2 = 0 must hold, and the machine stops, with
the result of the sum written on the table.
Let r1 = 2 and r2 = 1. The successive complete states of BTM1 will be:
[r1 6= 0] 1) q1 [2] [1]
1 1 1
0
[r1 6= 0] 2) q1 [1] [1]
1 1 1
1
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[r1 = 0] [x2 6= 0] 3) q1 [0] [1]
1 1 1
2
[r1 = 0] [r2 = 0] 4) q1 [0] [0]
1 1 1
3
At step 4), the final result is written on the tape and the machine stops because both
conditions r1 = 0 and r2 = 0 hold.
It is also possible to take advantage of the flexibility of complex internal states to build
machines of a different kind, whose result at the end of computations appears in the
internal state rather than on the tape. The second model I propose will give a concrete
example of this kind of machines.
4.2.2 BTM2 (counting objects on a grid)
The second example is a BTM that counts the number of objects in a delimited squared
portion of its external support. It achieves this by systematically scanning the whole
square, starting from the uppermost leftmost square inside the bounded portion, and by
increasing an internal counter by 1 anytime it finds a cell occupied by an object, repre-
sented by a dot. When the head of the machine scans an object, a variable x present
in a register of the complex internal state is increased by 1, until the whole square is
scanned. Then, the machine stops holding the result in its internal memory.
This machine uses a set of 4 constants (which constitutes the grid alphabet), 1 reg-
ister, 1 variable, 4 internal states and 1 auxiliary function.
Set of constants:
– b (blank cell); • (object); (vertical boundary);
(horizontal boundary).
Registers and variables:
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– 1 registers R1, which corresponds to the variable for internal states r1.
Simple internal states:
– internal states are U,L,C1 and C2, where:
• U stands for the “moving up” routine;
• L stands for the “moving left” routine;
• C1 stands for the “count and move right” routine;
• C2 stands for the ”count and move left” routine.
Auxiliary functions:
– 1+ : Z+ → Z+;
1+(x) := x+ 1.
The machine table of BTM2 is reported in Table 4.2. The machine can start with the
head positioned in an arbitrary cell inside the bounded portion. The first two internal
states U and L move the head to the uppermost-leftmost cell. The the first counting
routine C1 can start, scanning the uppermost row of the square left to right. When
the head scans a vertical bound, it goes to the rightmost cell of the row immediately
below and the machine shifts to the second counting routine C2, which scans the row
right to left. When a vertical bound is found, the head goes to the leftmost cell of the
row immediately below and the machine shifts to C1 and so on, until the head finds
an horizontal boundary after a vertical one. Then, a stop instruction is called, and the
result will be held in the internal memory.
Let 1) be the initial internal state of BTM2:
1) U [0]
b b
• b b
b • b
b b •
b b
The successive complete states will be:
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Input Output
internal state read write move internal state
U, [r1] b b (0,+1) U, [r1]
U, [r1] • • (0,+1) U, [r1]
U, [r1] (−1,−1) L, [r1]
L, [r1] b b (−1, 0) L, [r1]
L, [r1] • • (−1, 0) L, [r1]
L, [r1] (+1, 0) C1, [r1]
C1, [r1] b b (+1, 0) C1, [r1]
C1, [r1] • • (+1, 0) C1, [1+(r1)]
C1, [r1] (−1,−1) C2, [r1]
C2, [r1] b b (−1, 0) C2, [r1]
C2, [r1] • • (−1, 0) C2, [1+(r1)]
C2, [r1] (−1,+1) C1, [r1]
C1, [r1] (0, 0) C1, [r1]
C2, [r1] (0, 0) C2, [r1]
Table 4.2: Machine table BTM2 (counting objects)
2) U [0]
b b
• b b
b • b
b b •
b b
3) L [0]
b b
• b b
b • b
b b •
b b
4) L [0]
b b
• b b
b • b
b b •
b b
Now that the head has reached the uppermost-leftmost cell of the bounded portion, the
first counting routine C1 may start:
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5) C1 [0]
b b
• b b
b • b
b b •
b b
6) C1 [1]
b b
• b b
b • b
b b •
b b
7) C1 [1]
b b
• b b
b • b
b b •
b b
8) C1 [1]
b b
• b b
b • b
b b •
b b
When, during a counting routine, the head reaches a vertical boundary, it moves to
the nearer cell of the row immediately below and the machine shifts to the successive
counting routine, that scans the row in the opposite direction (in this case, C2):
Chapter 4. Modeling algorithmic skills: the Bidimensional Turing Machine 58
9) C2 [1]
b b
• b b
b • b
b b •
b b
10) C2 [1]
b b
• b b
b • b
b b •
b b
11) C2 [2]
b b
• b b
b • b
b b •
b b
12) C2 [2]
b b
• b b
b • b
b b •
b b
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13) C1 [2]
b b
• b b
b • b
b b •
b b
14) C1 [2]
b b
• b b
b • b
b b •
b b
15) C1 [2]
b b
• b b
b • b
b b •
b b
16) C1 [3]
b b
• b b
b • b
b b •
b b
Chapter 4. Modeling algorithmic skills: the Bidimensional Turing Machine 60
17) C2 [3]
b b
• b b
b • b
b b •
b b
In step 17) the head of the machine scans an horizontal line during a counting routine.
This triggers the stop instruction. In the final state, the machine keeps the number of
objects scanned in the value of the variable r1 in internal memory.
We have seen two examples in which the previously described computational model
is used in rather different ways. This flexibility makes the model able to be used to
describe in a quite general fashion a set of cognitive behaviors to which, hereafter, I will
refer to by the expression “algorithmic behaviors”. In accordance with Giunti (1995,
1997, 2009, 2010a), my proposal is to use the BTM for building a special kind of empir-
ical model, which are called Galilean models, of algorithmic behaviors. The next section
will be focused to define the aforementioned notions of algorithmic behavior, empirical
model, and Galilean model.
4.3 Algorithms, empirical models, and Galilean models
So far, we have seen how we can consider the Turing machine as an idealized model
of human computational behaviors, and how Turing’s model can be modified so as to
reflect more precisely the architecture of and the basic operations carried out by the
physical system described by Turing in section 9 of its 1936 article. I have also proposed
to treat this physical system as instantiating a special kind of dynamical model which
is intended to formalize a specific set of cognitive skills, namely algorithmic skills, i.e.
those cognitive activities which are involved in the execution of an algorithm.
4.3.1 Algorithmic skills
The concept of algorithm may be intuitively characterized as follows:
Definition 4.2. (Algorithm)
An algorithm is a finite set of clear cut rules for symbolic transformations, which can be
carried out by a human being in a finite number of steps, with the only aid of paper and
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pencil (or equivalent external supports) and without resorting to any special insight or
ingenuity.
Algorithms are widely used for carrying out any sort of numerical operation. It seems
clear that the model described in the previous paragraph is well suited to formalize this
kind of operations. An interesting question would be whether the BTM is really an
adequate model of algorithmic skills, in the sense that we can use that model to predict
the behavior of a human being which execute an algorithmic transformation of symbols,
or to formulate some hypotheses about the development of numerical skills.
Giunti, in fact, proposed the BTM in an attempt to construct a special kind of empirical
model, namely a Galilean model (see footnote 1, next page), of what he calls Phenomena
of human computation, which are those cognitive phenomena involved in the execution of
an algorithm (Giunti, 1995, 1997, 2009). Giunti introduces the notion of Galilean model
as a way to contrast the dominant paradigm in cognitive science, namely the simulation
paradigm. As we have seen in the previous chapter, van Gelder’s attempt to characterize
the dynamical approach as a clear cut new paradigm in cognitive science partially failed,
for there are not any substantial reasons to treat dynamical and computational systems
as ontologically different kinds of systems. According to Giunti, the fundamental concept
which links together all the various kinds of cognitive approaches is that of simulation.
4.3.2 Empirical interpretations
The way in which a cognitive model is instantiated by a real cognitive system is a relation
of simulation, which Giunti (1995) characterizes as follows:
The three types of models currently employed in cognitive science (symbolic
processors, neural networks, and other continuous systems specified by differential
or difference equations) are standardly characterized by a special type of instanti-
ation relation, which is based on the fact that these models allow us to simulate
certain aspects of the behavior of cognitive systems. [...] The three elements of the
instantiation relation proper of this type of model are the following.
First, the aspect of the change of a cognitive system which a simulation model in-
tends to describe is a cognitive process involved in the completion of a given task.[...]
Second, a simulation model allows us to produce a simulation of the cognitive process
it intends to describe, and it is this simulating process which counts as a descrip-
tion of the real cognitive process. [...] Third, the description of a cognitive process
provided by a simulation model is correct in the sense that the simulating process is
similar to the cognitive process in some relevant respect. Which respects are to be
considered relevant is usually clear in each specific case (Giunti, 1995, p. 562–563).
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According to Giunti, a new paradigm in cognitive science may arise if a link between
cognitive processes and cognitive models is established on more solid basis than those
on which simulation models are founded. Dynamical modeling gives us the opportunity
to define the relation between a real cognitive system and its model by looking at the
relation between magnitudes of the real physical system and components of the mathe-
matical model.
The following definitions have been elaborated by Giunti in several works, including
conference presentations and lecture series.1 It will be useful for my purposes to report
them in their original form.
Let DS be an n-component dynamical system which describes a certain phenomenon
P .
Definition 4.3. (Interpretation of a dynamical system on a phenomenon)
An interpretation IDS,P of DS on P consists in stating that:
1. the time set T of DS is identical to the set V (T ) of all the possible values of the
time magnitude T of phenomenon P and
2. each component Ci of the state space M of DS is included in the set V (Mi) of all
the possible values of a magnitude Mi of phenomenon P (where, for any i and j,
if i 6= j, then Mi 6= Mj).
Depending on the structure of the state space M of DS, we can have a stronger or
weaker notion of empirical adequacy for a model. Let IDS,P be an interpretation of
a dynamical system DS on a certain phenomenon P . IDS,H is empirical if the time
T and some magnitudes Mi of the phenomenon Pare measurable properties. A pair
(DS, IDS,P ) composed by a dynamical system and its interpretation on a phenomenon
P is called a model of P . If IDS,P is empirical, then (DS, IDS,P ) is called an empirical
model of P .
Let (DS, IDS,P be an empirical model of a certain phenomenon P . A Galilean model
may be thus defined:
Definition 4.4. (Galilean model)
(DS, IDS,P ) is a Galilean model iff:
for any measurable magnitude Mi, all measurements of Mi are consistent with the
corresponding values xi determined by DS.
1These concepts are formulated in the appendix of (Giunti, 2010a), in (Giunti, 2010b, 2014), in an
unpublished work presented at the Universita` di Urbino (Giunti, 2013b) and in a series of lectures given
in the 2013 doctoral course at the Universita` di Cagliari (Giunti, 2013a).
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The notion of Galilean model turns out to be a strong notion of empirical adequacy
for a model, for it requires each of a model’s component to reflect exactly a magnitude
of the phenomenon considered. This does not mean that a model should comprise
all of the magnitudes at stake in a real system (admitting that this is a meaningful
requirement); it just means that all the structural elements present in the model, that
is to say, all the components of its state space, have to correspond to a magnitude
of the phenomenon observed. In simulation models, on the contrary, only some of
the components or processes proper of the model are considered to be relevant for the
explanation of a real cognitive phenomenon, while all the others are treated as irrelevant
or marginal aspects of the behavior of the model.
4.3.3 A possible Galilean model of algorithmic skills
We can now check whether a BTM can be considered as an adequate empirical model for
the set of cognitive phenomena that I call “algorithmic skills”. The notion of Galilean
model, indeed, provides a method to establish empirical adequacy on the basis of a strict
correspondence between the structure of a dynamical system and the magnitudes of the
real phenomenon on which a dynamical system is interpreted.
Let me recapitulate the magnitudes of the real physical system we consider, namely that
system constituted by a man which performs an algorithm. Those magnitudes are three:
(i) the content of the paper;
(ii) the portion of the paper on which the subject concentrates its attention;
(iii) the “state of mind” of the subject, i.e., the content of its memory.
Moreover, the time evolution of that system may be considered to proceed in discrete
time steps, for any symbolic transformation performed by the system is the result of
step-by-step applications of rules.
We have seen at the end of chapter 3 that the three magnitudes reported above are
paralleled by the corresponding components of a TM seen as a dynamical system. How-
ever, the strict idealizations that Turing introduced in his computational model make
the TM’s structure insufficient to properly reflect the relevant cognitive magnitudes at
stake in the real system considered. A BTM, by contrast, is well suited to reproduce
exactly those magnitudes. Recall the definition of an empirical interpretation; it turns
out that:
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1. the content of the paper corresponds to the content of the grid of the BTM;
2. the portion of the paper on which the subject concentrates its attention corre-
sponds to the position of the read/write/move head of the BTM;
3. the content of the subject’s memory corresponds to the content of the complex
internal state of a BTM.
In order to have an empirical model of a certain phenomenon, we need the magnitudes
of that phenomenon interpreted in a dynamical system to be measurable properties. At
least two magnitudes of the phenomenon we are interested on are measurable: the con-
tent of the paper and the location of the subject’s eye. Moreover we can regard the third
magnitude, namely the content of the subject’s memory, to be measurable in principle,
even if we do not have developed so far a definite method to directly probe the memory
of a subject.
Recall that a Galilean model of a phenomenon P is a dynamical model such that (i) to
each variable of the model, a magnitude of P corresponds, and (ii) the model provides
an empirically adequate description of the time evolution of the corresponding magni-
tudes. A dynamical model of P that satisfies (i), but not necessarily (ii), is a possible
Galilean model of P . The pair consisting of a BTM and its interpretation on a specific
algorithmic skill fits with the definition of a possible Galilean model of that skill for,
although a correspondence between its system components and the magnitudes of a real
cognitive system involved in the execution of an algorithm can be, at least in principle,
easily made, the question whether it is also an empirically adequate model turns out to
be a matter of empirical investigation.
Giunti proposes that a method to test directly the empirical adequacy of a BTM-based
description of human computation2 should consist of 7 points:
EMPIRICAL METHOD FOR INVESTIGATING THE [MTT ]-BASED THEORY
OF HUMAN COMPUTATION
2More precisely, Giunti proposes an “Empirical method for investigating the [MTT ]-based theory of
human computation (Giunti, 2009, p. 24)”, where MTT refers to what he calls the methodological version
of the Turing thesis. Let BT be a bidimensional Turing machine which models a certain phenomenon
of human computation (namely, a cognitive phenomenon involving a human being which performs an
algorithm) C, and let SC be an empirical interpretation of BT on C. Then, the methodological version
of the Turing thesis will be the following claim:
For any specific phenomenon C of human computation, there is an appropriate bidimensional
Turing machine BT such that (BT, SC) turns out to be a Galilean model of C. (Giunti, 2009, p.
23).
It is quite obvious that a necessary consequence of this claim is the fact that some specific BTM,
interpreted on the corresponding algorithmic skills, is an empirically adequate model of those skills, as
I assume, for the sake of argument, in the next chapter.
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1. Focus on a specific phenomenon C = (F,BF ) of human computation, where
each specific phenomenon is singled out by its functional description F [...],
which is based on the particular mechanical procedure P executed by the
human computer involved in C;
2. try and specify a bidimensional Turing machine BT that executes a mechanical
procedure (i.e. a set of quintuple schemata) as similar as possible to the one
executed by the human computer of the phenomenon C;
3. consider the standard interpretation SC ofBT on C, and claim that: (BT, SC)
is a Galilean model of C.
4. Then, try to confirm this claim; that is to say, specify observation methods for
each of the three state-magnitudes of the standard interpretation SC, as well
as for its time-magnitude;
5. on the basis of the specified observation methods, gather empirical time-series
for each state-magnitude;
6. compare the observed time-series with the corresponding theoretical ones de-
termined by BT ;
7. if the fit between observed and theoretical time-series is sufficiently good, (a)
take claim 3 to be confirmed; otherwise, (b) do not take claim 3 to be con-
firmed;
7a1. if (a), consider a new specific phenomenon of human computation and
start again from 1;
7b1. if (b), carefully revise the previous steps in reverse order; more precisely,
first revise 7, then 6, 5 and 4;
7b2. if none of the previous revisions is sufficient to get confirmation of claim
3, revise claim 3 itself, by revising either step 2 (modify BT ) or step 1
(refine the functional description F that singles out C);
7b3. then go on to step 4 and repeat from there (Giunti, 2009, p. 25).
In the next chapter, I will delineate a different experimental method to test the empirical
adequacy of the model. The strategy I propose, rather than rely on direct measure-
ments on real systems (which, at least with regard to the subjects’ memory, cannot be
rigorously made), will tackle this issue indirectly by assuming that some specific BTM,
interpreted on the corresponding algorithmic skills, is a Galilean model of those skills,
and then, on the basis of this assumption, formulating some hypotheses on the perfor-
mance and the development of algorithmic skills that may be investigated directly. With
this method I will also try to answer a functional-explanatory question3 with respect to
algorithmic skills, i.e I will try to inspect the role of external instruments and objects
for the explanation of the development and the performance of algorithmic skills.
3See chapter 2, par. 2.2.
Chapter 5
Hybrid models of algorithmic
skills
Post-Piagetian positions on the acquisition of numerical competencies can be coarsely
split into two main groups: a “nativist” position, on the one hand, according to which
numerical competencies are ultimately based on innate systems of number representa-
tion, and, on the other hand, what I will call a “constructivist”1 position, which recognize
a specific role of language for the acquirement of properly human numerical skills.
In this chapter I will, first, briefly sketch an overview to the principal contemporary
approaches to cognitive arithmetic, showing that those approaches somewhat underesti-
mate the role of online symbolic transformations like those performed in the execution
of an algorithm (Rumelhart et al., 1986).
Second, I will propose to inspect arithmetical skills from an algorithmic stance. Assum-
ing that the BTM is a reliable model of the various elements at stack in algorithmic
performances, I will formulate a set of hypotheses about the development and perfor-
mance of algorithmic skills, basing of the analysis specific BTM-models, which may in
principle be empirically verified. An eventual confirmation of those hypotheses may also
shed light to an instance of the functional-explanatory question about EMH (see 2.2.2)
regarding numerical skills.
Last, I will describe some experiments made on a feed-forward neural network in order
to test a developmental hypothesis on the acquisition of a set of basic number facts (in
this case, the set of all possible results of single-digit additions).
1The term “constructivist” is here used in a peculiar sense, as pointing to a specific position in the
field of the psychology of arithmetical development, without any reference to the way this term is used
in philosophy of education by, e.g., Glasersfeld (1989).
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5.1 Core systems-based approach
In this section I will draw a brief overview on the main contemporary approaches to the
development of arithmetic skills. My intention, far from giving a complete treatment of
this topic, which would alone take an entire thesis, is to show that it is possible to find,
in all the following different approaches, a main common tendency to focus on systems
for number representation while underestimating or, at least, giving less importance
to, the definite role of algorithmic skills in the general view of the development of nu-
merical competencies.
It is important to specify that my proposal, as it will be suggested in the following
sections, is not meant to represent an alternative view to those presented here. Rather,
my principal aim is to shed light on the significance of algorithmic skills and the expla-
nation of their specific development in order to come to a more complete view about the
acquisition of arithmetical competencies. This view would, in turn, act as a source of
new ideas about the link between innate and acquired capacities in the field of cognitive
arithmetic.2
5.1.1 Nativism
According to Gelman & Gallistel (1978), children’s ability to count objects is grounded
on the innate concept of numeron, through which they are able to represent numerosities.
Numerons are distinct from numerlogs, namely the standard series of number-words,
which are used as arbitrary tags in order to enumerate elements in sets of objects.3
Elaborating on these ideas, Gelman and Gallistel interpreted empirical data deriving
from counting tasks experiments4 as stating that children spontaneously acquire a set
of competencies about the use of numbers. Starting from the analysis of experimental
data, Gelman and Gallistel isolated five main counting principles. Once these principles
are acquired, a child is able to count correctly in any counting task.
Among the five principles, the first three deal with counting procedures (how to count
principles), the fourth with the properties of countables (what to count), and the fifth
with a compound of features of the other four principles.
The One-One Principle: Each counted object is put in correspondence with
one and only one tag (a numeron, or a numerlog). To follow this principle, a child
2See Ashcraft (1992) for an overview of the main issues of this field.
3As I understand the argument, the set of numerlogs should be intended as a subset of that of
numerons.
4This kind of tasks typically involve counting sets of objects variously arranged as arrays of dots, set
of figures, cards, and so on.
Chapter 5. Hybrid models of algorithmic skills 68
has to be able to split the set of objects, at each step, in two subcategories: that
of already counted objects, and that of objects not yet counted. If one object is
either put in correspondence with no tags, or the same tag is assigned to more
than one object, the result of the counting procedure will be incorrect.
The Stable-Order Principle: The list of words used by a child to count, be this
either a series of numerons, or numerlogs, has to be used consistently in the same
order across various counting tasks. Hence, if a child once uses the correct list (‘one,
two, three, ...’) and then an incorrect one (e.g.,‘one, three, two, ...’), we cannot
say that the child masters this principle. Contrariwise, if a child consistently uses
the same incorrect list ‘one, three, two’, this means that the child has understood
the stable-order principle, even if he/she has not yet become acquainted with the
conventional number list.
The Cardinal Principle: This principle tells that, if the preceding two princi-
ples are correctly followed in a counting task, then the tag assigned to the last
counted object of a set will represent the number of objects included in that set.
A child will then understand that the last word uttered in counting a set of objects
is not only the name assigned to the last object, but represents a specific feature
of that set, i.e. its numerosity.
If, at the end of a counting task, a child who is asked to tell how many objects
he/she has just counted hesitates or restart the counting procedure, that child can-
not be said to master the cardinal principle. However, it is not always true that
a child who repeats out loud the last counting word used in a counting routine
understands, for this reason alone, the cardinal principle. Bermejo et al. (2004),
e.g., showed that some children manifest the same behavior even if they are asked
to start counting from a number word that is not at the first place in their number
list. In this case, obviously, the result of the counting procedure will turn out to
be incorrect.
The Abstraction Principle: According to this principle, the preceding three
may be employed in counting any set of objects, included abstract sets. It is
obvious that children will learn to count by using physical objects that can also
be handled and moved around, in order to facilitate the distinction in two subsets,
those of already counted and not yet counted objects, needed for carrying out a
correct procedure. However, sooner or later children must acquire the capacity
to apply the same principles even to abstract sets, as lists of words or sounds,
or even to the numerlogs themselves, which is necessary to perform counting-on
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procedures (see par. 5.2.3, p.73, for a detailed description of this kind of counting
strategies).
The Order-Irrelevance Principle: A child masters this last principle if he/she
is able to employ the counting procedure even if forced to follow a different order
with respect to that he/she standardly uses (e.g. to start from the rightmost object
in an array instead of the leftmost, or to start from an intermediate object in the
array).
It is important to remark here that, according to Gelman and Gallistel, children’s un-
derstanding of the above principles is ultimately grounded on the innate capacity to
use numerons in order to represent numerosities. This leaves open the question of how
numerosities are represented in the brain. Gallistel & Gelman (2000), elaborating on
Whalen et al. (1999), hypothesize an acccumulator model of numerical representation
in which, while discrete quantities are built through a step-by-step incremental process,
numbers are in the first place represented as continuous quantities (magnitudes) in a
neurocognitive system shared by different animal species. Adult humans, then, are able
to learn “decision criteria [...], which enable them to map from a magnitude to a numeral
and from a numeral to a corresponding magnitude (bi-directional mapping hypothesis)
(Gallistel & Gelman, 2000, p.61).
An alternative model, proposed by Butterworth (2010), consists on an innate neural net
(Numerosity Coding Structure) where each numeron is represented as a set of discrete
neuron-like elements. Numerons are built this way as the convergence of three main
modes in which numerosities are encoded, namely as written symbols, number words,
and patterns of dots.
With regard to the role of language, Gelman & Butterworth (2005) propose the neu-
rocognitive separation of linguistic and numerical functions. According to them, numer-
ical skills arise from the specific innate mechanisms mentioned above, and the lack of
vocabulary for naming numbers does not inhibit knowledge of some important proper-
ties of numbers. Children that cannot count beyond a certain number can easily realize
the countable infinity of the set of natural numbers; also, studies on primitive cultures
lacking names for numbers greater than 5 show that this linguistic condition does not
affect addition or subtraction performance on sets of objects. This hypothesis is in direct
opposition with the theories I will briefly present in the following paragraph.
5.1.2 Constructivism
Nativist’s ideas, as I have just shown, are based on the innate concept of numeron.
Other current theories focus their attention on a couple of well known neurocognitive
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systems related to numerical representation:5
• The Approximate Number System (ANS) is a hardwired neurognitive system,
shared by different animal species, that makes for the representation of approximate
number concepts. The typical problem in which this system comes into play is
the comparison between different sets of objects to decide which is the largest.
Through the ANS it is also possible to carry out simple addition or subtraction
problems which involve approximate numerosities comparison.
• The Object Tracking System (OTS) is a different mechanism that relies not just
on numerical concepts but, more specifically, on the representation of objects as
distinct individuals. However, this mechanism is strictly related to numerical rea-
soning, for it provides the capacity to recognize at a glance the number of objects in
sets less or equal than 4 items (a well documented cognitive skill named subitizing).
Constructivist theories, typically, involve explanations of numerical capacities based on
the interaction of some acquired knowledge, most commonly the use of natural language,
with either one or both of the aforementioned systems. The main problem faced by re-
searchers is that, if we take these core systems alone, we can explain how to represent
two kinds of concepts, namely arbitrary approximate and small exact numerosities. But
then, how to represent large exact numerosities?
Carey (2004) proposed the so called bootstrapping theory to explain how a child can
understand the meaning of exact numbers larger than 4. A child come to this knowl-
edge by inferring what he/she knows about small numbers to large numbers.
More precisely, Carey suggests that children represent, via OTS, small numbers (1 to
4), and this fact makes them able to store in long-term memory a mental model of each
of the first four numbers. A mental model, e.g., of the number “three” is intended as
a set S := {a, b, c}. Then, any new set of three elements may be put in one-one corre-
spondence with the set S stored in long term memory. In parallel with the construction
of these mental models, a child learn the count list (namely, what I earlier defined as
the correct list of number-words), whose numerical meaning is, at this stage, unknown.
Here, the mechanism called “bootstrapping” takes place:
The stage is now set for a series of mappings between representations. Children
may here make a wild analogy — that between the order of a particular quantity
within an ordered list, and that between this quantity’s order in a series of sets
related by additional individuals. These are two quite different bases of ordering —
5Feigenson et al. (2004) refers to these systems with the apt expression: Core systems of number. See
also Piazza (2010) for an exhaustive explanation of the concepts treated in this paragraph.
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but if the child recognizes this analogy, she is in the position to make the crucial
induction : For any word on the list whose quantificational meaning is known,
the next word on the list refers to a set with another individual added. Since
the quantifier for single individuals is ‘one,’ this is the equivalent to the following
induction : If number word x refers to a set with cardinal value n, the next number
word in the list refers to a set with cardinal value n+ i (Carey, 2004, p.67).
Carey’s theory gives a crucial role to the OTS, for this system provides mental models
of small quantities on which the mechanism hypothesized is grounded. Other authors,
however, have proposed a parallel work of both the ANS and the OTS.
According to Elizabeth Spelke (2011), e.g., the cardinal principle can be explained as
the result of the parallel work of both core systems of number mediated by the use of
natural language. First, children learn the use of the first three-four number words to
denote the cardinal value of the relative small sets by mapping different representations
of the same numerical value provided by the two core systems onto the same word —
e.g. the representation, given by the ANS (≈ 3) and the corresponding representation
given by the OTS (1 + 1 + 1) are mapped onto the same word (“three”). Then, this
kind of mapping is induced to infer the cardinal value of larger sets, by a mechanism
similar to that described by Carey, with the important difference that the explanation of
large number representations is grounded on pre-existent approximate representations
of those large numbers, rather than on the bootstrapping mechanism.
We have seen how differently nativists and constructivists explain the development of
early arithmetic skills. Despite the differences, however, I think that a major common
point of the presented theories may be found in the fact that the various explanations
are ultimately grounded on core neurocognitive representational systems. This is the
reason why it is possible, I think, to include all the above theories in a same, articulated
and very influential approach, that I call “core-systems based”, whose primary focus
is the individuation and analysis of the neural mechanisms on which basic numerical
abilities or concepts are grounded. This field of research provides foundations for the
study of human computation in general. However, if our focus is on the explanation of
high-level human computational skills, like those involved in algorithm execution, this
kind of low level analysis is not sufficient.
In the next sections of this chapter I will try to employ a method of investigation of
algorithmic skills based on the use of BTM-models in order to formalize arithmetical
procedures and isolate some features of them which seem relevant for a general expla-
nation of the development of high-level arithmetical competencies. I want to clarify
again that the approach I will follow is not intended as an alternative to those studies
I included in the core-systems based approach. Rather, my aim is to independently
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study the development and performance of algorithmic skills and to, eventually, give
some theoretical hints which can be also confirmed or confuted through the collection of
experimental data, with an emphasis on specific procedural issues which would provide
a possible explanation to some points lacking shared explanations in the literature, such
as to the role of the working memory or that of bodily/external features in carrying out
arithmetical procedures.
5.2 Performance and development of numerical abilities
In chapter 4 I showed the reasons for considering any BTM-based model of an algorithmic
skill as a possible Galilean model of that skill. The question whether a specific BTM is a
Galilean model of some cognitive skill turns out to be a matter of empirical investigation.
As previously noticed, an obstacle to a direct confirmation of the empirical adequacy of
a BTM-based model is the fact that one of the magnitudes which we should consider,
i.e. the subject’s memory, does not permit direct measurement, at least at the present
state of neuroscientific knowledge.
5.2.1 A method of investigation
I propose, as an alternative to a direct strategy of confirmation, to test the empirical
adequacy of the model indirectly, using the following general five-step sketch:
1. take and describe informally a specific algorithmic skill, for instance, a specific
procedure for carrying out an arithmetical operation;
2. build a BTM whose behavior approximate as much as possible the procedure
previously described;
3. assume that the particular model M = (BTM, IBTM,P ), consisting of the previ-
ously built BTM and its interpretation I on the corresponding arithmetic proce-
dure P , is a Galilean model of that cognitive skill, i.e. reflects exactly the cognitive
behavior of a human being that carries out that procedure;
4. propose, on the basis of the analysis of the model, a set of hypotheses about
the development and performance of that cognitive skill. A validation of the
hypotheses thus formulated, if possible, would indirectly corroborate the claim
of empirical adequacy of the model;
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5. extend the hypotheses to entire sets of models of algorithmic skills whose charac-
teristic properties are satisfied by the specific model described, so that any con-
firmation of the adequacy of these models, carried out through similar kinds of
empirical methods, would indirectly support these more general hypotheses.
In some of the examples I will propose, a way to employ this method will be the com-
parison of different procedures conceived for the resolution of the same arithmetical
operation. This point will be better explained in the next section. In the following de-
scriptions of specific models, the first three steps of the sketch above will be followed in
a quite standardized way, while the other steps will be fulfilled differently in accordance
to the theoretical hints given by model analysis.
5.2.2 From simple to complex strategies
Among the characteristics which distinguishes a BTM from a standard Turing machine
there is the possibility to introduce, in the alphabet of quintuple schemas, symbols stand-
ing for auxiliary functions or relations, which are called as needed during computation
and evaluated in just one step. The only restriction on this kind of operations is that
they have to be computable in the intuitive sense, and this, in turn, is tantamount to
saying that there are simpler BTMs that compute those functions.
The availability of such auxiliary operations opens up the possibility of constructing
BTM series of increasing complexity, such that the functions computed by earlier BTMs
in the series are incorporated as auxiliary operations in later ones. This fact may be
seen in analogy to a shift from cognitive to subcognitive capacities.
In cognitive science, the term subcognitive refers to all those activities performed by a
cognitive subject unconsciously, automatically or without attentional efforts, in opposi-
tion to conscious and thoughtful activities, which are seen as properly cognitive ones. A
typical examples of the shift from a cognitive to a subcognitive activity is when we learn
to drive a car. Initially, we pay attention to all movements of our feet, to the position of
our hands on the steering wheel, to the sound of the engine during a change down, and
so on. When we feel more confident and safe, we drive without almost thinking at all
at our movements. What initially involved a whole set of cognitive operations, is then
performed as an effortless — subcognitive — activity.
In a BTM this difference, with respect to algorithmic skills, may be rigorously charac-
terized:
• a cognitive activity is the step-by-step transformation of symbols on the grid of a
BTM;
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• a subcognitive activity is any auxiliary function or relation employed by the BTM.
Now I will show how we can use some specific BTM-model to clarify these concepts.
5.2.3 Simpler algorithms, embedded
Let me assume a subject has the capacity to recall from his/her memory the result of
each single-digit addition (SDA), namely, each addition of the form n+m where both n
and m are a number 0 ≤ x ≤ 9. I ask the subject to recall the result of a specific SDA,
and then write down the result on a slip of paper. The subject has to, first, keep the
two arguments of the function in memory; second, compute the sum; third, write down
the result in decimal notation using two symbols if the value of the result is greater than
9, or just one symbol in all other cases.
Below is given the set of definitions needed to build the bidimensional Turing machine
BTM3 that performs the same algorithm just described (let me call it direct sum algo-
rithm). 6 This machine uses a set of 11 constants (which constitutes the grid alphabet),
2 registers, 3 variables, 3 internal states, 3 auxiliary functions, and 2 auxiliary conditions.
Set of constants:
• A = {“ ”, “0”, “1”, “2”, “3”, “4”, “5”, “6”, “7”, “8”, “9”}.
Registers and variables:
• 2 registers R1, R2, which correspond to the variables for internal states r1 and r2;
• s, which is the variable for the symbol on the grid.
Simple internal states:
• q1, q2 and q3.
Auxiliary functions:
• first : {0, ..., 18} → A;
first(x) := the most significant digit of x;
6In the following example, an important feature of the notation used for BTMs will be evident,
namely that complex internal states are identified by their simple internal state symbol in conjunction
with the number of non empty registers they include. This means, for instance, that an internal state
〈q1[r1]〉 is distinct from an internal state 〈q1[r1], [r2]〉. Furthermore, when an internal state containing 2
variables, for instance, r1 and r2, triggers as output an internal state in which both variables are used
as argument for a function (e.g, 〈q1, [r1], [r2]〉 7−→ 〈q1, [f(r1, r2)]〉), the output internal state will include
only one register, which will take the name of the first non-empty register of that internal state (in the
example, 〈q1, [f(r1, r2)]〉 is equivalent to an input internal state 〈q1, [r1]〉).
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Input Condition Output
internal state read write move internal state
q1, [r1], [r2] s [s = s] s (0, 0) q1, [bisum(r1, r2)]
q1, [r1] s [r1 ≤ 9] r1 (0, 0) q3
q1, [r1] s [r1 > 9] first(r1) (1, 0) q2, [r1]
q2, [r1] s [s = s] last(r1) (0, 0) q3
q3 s [s = s] s (0, 0) q3
Table 5.1: Machine table BTM3 (direct sum)
• last : {0, ..., 18} → A;
last(x) := the least significant digit of x;
• bisum : {0, ..., 9} × {0, ..., 9} → Z+;
bisum(x, y) := x+ y;
Auxiliary conditions:
• x ≤ y and x > y, which are the standardly used relations of “less than or equal to”
and “greater than” for natural numbers.
The machine table of BTM3 is given in table 5.1.
In the initial state of BTM3, 2 addends between 0 and 9 are represented in the variables
r1 and r2, and the head is positioned in an arbitrary square of a fully empty grid. In
the internal state q1, the machine performs the sum using the auxiliary function bisum.
Then, the result of the sum is held in the variable r1 and, if it is less than or equal to
9, written on the presently read square. Hence, the machine goes straight to the final
state q3 and stops. If the result of the sum is greater than 9, the machine writes on
the presently read square the most significant digit of the result, the head moves to the
adjacent square on the right, and the internal state q2 is recalled. Hence, the machine
writes the least significant digit of the result, the final state q3 is called and, finally, the
machine stops.
Let r1 = 5 and r2 = 7. The initial state and the successive complete states of BTM3
will be:
[s = s] 0) q1 [5] [7]
1 1 1 1
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[r1 > 9] 1) q1 [12]
1 1 1 1
Being the result of the sum greater than 9, the machine, first, writes on the presently
read square the most significant digit of the result, moves the head one square on the
right and recalls q2;
[s = s] 2) q2 [12]
1 1 1 1
1
second, the machine writes the least significant digit of the result on the grid, recalls the
final state q3 and, finally, stops.
[s = s] 3) q3
1 1 1 1
1 2
To perform the characteristic algorithm of BTM3, a subject needs to use the auxiliary
function bisum, namely have to master the results of the complete set of possible SDAs.
However, we can imagine a BTM that performs the same operations (namely, solve
a single-digit addition and write down the result) without assuming all this implicit
knowledge. The following BTM4 performs a single-digit addition by using a different,
step-by-step procedure, modeled on the “counting-on” strategy for additions, in which
the result is obtained by starting from one addend and counting out the value of the
second. The last number counted out will be the result of the addition.
This strategy, usually, involves the use of fingers or equivalent external resources, in or-
der to permit the comparison between counted out numbers and the value of the second
addend. In BTM4 this fact is reflected by the use of a counter on the grid during each
step of computation. This machine keeps both addends in its internal memory, then
starts by adding 1, at each step, to the value of the first addend, while simultaneously
adding 1 to the value of the symbol read, initally set to 0. When the value of the exter-
nal symbol reaches the value of the second addend, the result of the addition is held in
internal memory, and the machine starts a writing routine, identical to that performed
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Input Condition Output
internal state read write move internal state
q1, [r1], [r2] s [s 6= r2] σ(s) (0, 0) q1, [σ(r1)], [r2]
q1, [r1], [r2] s [s = r2] s (0, 0) q1, [r1]
q1, [r1] s [r1 ≤ 9] r1 (0, 0) q3
q1, [r1] s [r1 > 9] first(r1) (1, 0) q2, [r1]
q2, [r1] s [s = s] last(r1) (0, 0) q3
q3 s [s = s] s (0, 0) q3
Table 5.2: Machine table BTM4 (counting-on)
by BTM3. Once the result is written on the grid, the machine stops.
BTM4 uses the same sets of constants, registers, variables, and internal states as BTM3.
It also uses 3 auxiliary functions, two of which, first and last, are the same as the ones
used by BTM3, while one, namely σ, is defined below:
• σ : {0, ..., 17} → Z+;
σ(x) := x+ 1.
Finally, in addition to the auxiliary conditions already defined for BTM3, this machine
uses two more conditions, namely x = y and x 6= y, which are the standardly used
relations for identity and diversity on natural numbers.
The machine table of BTM4 is given in table 5.2.
The machine starts with the addends written in its internal memory. The counter s, at
the initial state, is 0. In the first step, the machine adds 1 both to the counter and to
the first addend r1, until the value of the counter in equal to the value of the second
addend. Hence, the final result of the sum in held in the variable r1, and the machine
calls a writing routine which is identical to that described for BTM3. Once the result is
written on the grid the machine, finally, stops.
Let r1 be 5 and r2 be 2. The initial state and the successive complete states of BTM4
will be:
[s 6= r2] 0) q1 [5] [2]
1 1 1 1
0
Here the machine starts the counting routine;
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[s 6= r2] 1) q1 [6] [2]
1 1 1 1
1
[s = r2] 2) q1 [7] [2]
1 1 1 1
2
when the value of the counter reaches that of the second addend, the machine holds the
result of the addition, that is, the value of the variable r1, in its internal memory, and
starts a writing routine which is identical to that performed by the previously described
machine;
[r1 ≤ 9] 3) q1 [7]
1 1 1 1
7
[s = s] 4) q3 [7]
1 1 1 1
7
once the result is written on the grid (step 3), the machine recalls the final state q3 (step
4), and then stops.
5.2.4 Comparison between algorithms
The two machines described above perform the same operation by using different algo-
rithms. The advantage of BTM3 is that the addition is performed in just one step, while
all the rest of the work is dedicated to the writing routine. In the lexicon introduced in
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the previous paragraph, we can say that BTM3 carries out the addition as a subcognitive
capacity. However, to perform the characteristic algorithm of BTM3, and in particular
to carry out the function bisum, it is necessary to master the set of all the possible
SDAs, namely to have in long-term memory all the possible results of 100 couples of
one-digit additions which represent the domain of the function bisum.
On the contrary, a subject that carries out the operations formalized by BTM4 does not
need all this preliminary knowledge. It is sufficient to know two kinds of arithmetical
facts: (i) have in long-term memory 18 numbers associated to the domain of the function
σ; (ii) be able to make comparisons between numbers.
The second kind of knowledge is necessary also to perform the algorithm of direct sum,
for it is needed in the writing routine. That being the case, I think that the crucial
part resides in the difference between the functions σ and bisum. It seems plausible to
assume that the knowledge needed to perform σ is something more fundamental for the
development of numerical skills than that needed to perform bisum, because among the
first things children learn about numbers there is the succession of number words and
the link that relates two successive number words, i.e. the fact that the successive word
represents the number of the preceding plus one (Carey, 2004; Dehaene et al., 1999;
Dehaene, 2011; Feigenson et al., 2004; Spelke, 2011).
To summarize, there are two main considerations, implied by the comparison between
BTM3 and BTM4,
7 that permit to judge the counting-on algorithm as a more funda-
mental strategy than the direct sum:
1. it needs a less advanced preliminary knowledge;
2. it can be performed by a child at an earlier development of numerical skills.
It is, thus, possible to formulate a specific hypothesis on the development of strategies for
single digit additions, on the basis of the information, given by the model comparison,
about the implicit knowledge necessary to perform the direct sum algorithm:
Hypothesis 1a. Development of strategies for single-digit additions
In early development of algorithmic skills, a step-by-step algorithm for performing
single-digit additions (e.g, the counting-on strategy) is needed in order to permit
the knowledge acquisition necessary to perform any single-digit addition directly,
i.e. as a subcognitive activity.
7More precisely, the implication derives from this comparison in conjunction with the assumption of
empirical adequacy of the models (see point 3 of the method sketched in section 5.2.1).
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Experimental settings for the confirmation of hypothesis 1a may be easily conceived.
We can, for instance, (i) verify whether a subject that is able to perform the direct sum
algorithm can perform the sum also by using a step-by-step algorithm, and, (ii) check
whether there are some developmental regularities in the use of different algorithms,
i.e., if some step-by-step algorithm for single-digit addition is always learned before the
acquisition of the capacity to compute the same function directly as a subcognitive
operation.
A confirmation of the aforementioned points (i) and (ii) would indirectly corroborate
the empirical adequacy of the specific models of algorithmic skills formalized by BTM3
and BTM4. However, it is possible to extend the same argument to other kinds of
models, i.e., it is possible to have sets of BTMs conceived for the description of different
algorithms in which auxiliary operations performed by some BTM are executed step-
by-step by other BTMs. This means that hypothesis 1a can be extended as a general
hypothesis on the development of algorithmic skills:
Hypothesis 1b. Development of algorithmic skills
In early development of algorithmic skills, simple algorithms consisting of step-by-
step symbolic transformations are then embedded in more advanced algorithms as
auxiliary functions or conditions, in a way that they can be recalled automatically
and without cognitive effort, in order to be applied to more complex strategies for
symbolic transformation.
Less general formulations of this hypothesis can be made in order to conceive manage-
able experimental settings. For example, if we focus on auxiliary functions, a corollary of
hypothesis 1 would be the fact that to perform a certain algorithm which contains some
auxiliary function, a subject should be able to execute each of those auxiliary functions
by using an independent step-by-step procedure, as I showed through the specific models
described above. This further formulation can easily be tested on real subjects, e.g by
checking the validity of the following conditional:
If the strategy used by a subject to carry out some numerical operation is approximated
by a BTM whose machine table includes some auxiliary function, then (i) the subject
must be able to compute any of those auxiliary functions by using independent step-by-
step procedures specified by other BTMs and (ii) the subject has to master the latter
procedures in order to be able to acquire the implicit knowledge necessary to perform
the former.
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5.3 External and internal resources
I showed in the previous section how the external part of a BTM can be used in order
to solve a single-digit addition through a step-by-step (counting-on) procedure. It is
interesting to note that the same procedure could be performed without using bodily or
external resources. For instance, we can build a BTM that performs the same algorithm
as BTM4, with the only difference that an additional register is used instead of the
counter s. This could be interpreted as a counting-on procedure in which a counter held
in memory is updated at each step until it reaches the value of the second addend. A
kind of procedure like this is surely conceivable, but why does it look so unnatural?
I think that an idea to answer this question may arise from considering that, when we
make use of bodily or external resources for carrying out an arithmetical operation, we
instantiate what Andy Clark calls a “transient extended cognitive system” (TECS).
TECSs are soft-assembled (i.e., temporary and easily dissoluble) wholes that mesh
the problem solving contribution of human brain and central nervous system with
those of the rest of the body and various elements of local “cognitive scaffolding”.
(Clark, 2008, p. 158)
The counting-on strategy is expressly designed to be performed by such a kind of cog-
nitive systems. Using the same strategy in a fully internal manner would betray its
fundamental function. But what are the advantages gained by employing a TECS for
the solution of some arithmetical problems?
5.3.1 Working memory and algorithmic skills
The typical answer of extended mind theorists focuses on the role of the environment for
memory offloading (Clark, 1997, 2008; Clark & Chalmers, 1998).8 Many recent works
in experimental psychology, indeed, have found correlations between performances in
Working Memory (WM) tasks and arithmetical competencies in children (Andersson &
Lyxell, 2007; Geary et al., 2004; Ineke & Vandierendonck, 2008; LeFevre et al., 2005;
McLean & Hitch, 1999; Metcalfe et al., 2013; Passolunghi & Siegel, 2001, 2004; Raghubar
et al., 2010; Swanson & Sachse-Lee, 2001). A primary focus of these works is the inspec-
tion of how different components of Baddeley and Hitch’s model of WM (Baddeley &
Hitch, 1974)9 contribute to the development of arithmetic skills. There is no agreement
8See also Hutchins (1995) for an early and very influential treatment of this issue.
9In the original 1974 model, the WM is composed of a Central Executive that interacts with two
slave systems: the Phonological Loop and the Visuo-spatial Sketchpad. In 2000 Baddeley introduced a
third slave system, the Episodic Buffer (Baddeley, 2000). See also Baddeley (1987, 1996, 2003, 2012)
for further elaborations and discussions on the current validity of the model.
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between researchers whether executive or phonological processes, or both, are most im-
portant for the development of arithmetic competencies. However, experimental data
show an evident correlation between good results in WM tasks and numerical skills,
which indicates that mnemonic and arithmetic capacities are strongly tied.
Given the aforementioned importance of WM for numerical skills, it is not surprising
that procedures for executing arithmetical operations must take into consideration WM
limits.10
In a BTM, internal and external resources used for carrying out an arithmetical pro-
cedure are represented, respectively, in internal states and in the grid content. This
means that, if we assume a BTM model of an algorithmic skill to reflect adequately the
real processes at stake in a human being that carries out the same operations, we are
able to individuate, at each step of a computation, the amount of information internally
encoded and that offloaded to the grid. Moreover we could, from this perspective, look
at the number of non-blank internal registers at each step of a computation as to the
chunks of WM needed to carry out that single operation. The following example will be
useful to catch on these concepts.
5.3.2 BTM5: column algorithm for the addition
The following machine BTM5
11 approximates the operations carried out by a subject
that computes the sum an arbitrary number of addends, in decimal notation, by execut-
ing the well known right-to-left column rule. Each addend is written in a different row of
a sheet of squared paper, with its rightmost digit in a specified column (that is, addends
are justified to the right). Immediately above the uppermost addend and immediately
below the downmost one an horizontal line (as long as the longest addend) is drawn;
both horizontal lines are justified to the right as well. The result is to be written below
the lower line, justified to the right. The subject starts from the rightmost digit of the
uppermost number, sequentially adds all the numbers in the rightmost column, writes
the rightmost digit of the result at the bottom of the column, mentally carries the re-
mainder, and then repeats from the top of the next column to the left. After computing
the sum of the leftmost column, the subject finally writes the last computed sum from
left to right, and then stops.
10Lisa Feigenson suggests that, although humans can show impressive quantitative feats, as when
we count objects in arrays containing hundreds, or estimate big approximate quantities, we cannot
overcome the capacity of our WM, which can simultaneously hold only three/four items. So, how can
we accomplish such computational tasks? The answer is that our WM makes up for its strict limits with
a fair amount of flexibility, for it can represent items as either objects, or sets, or ensembles (Feigenson,
2011).
11This is a slightly modified version of a bidimensional Turing machine described in Giunti (2009).
Chapter 5. Hybrid models of algorithmic skills 83
This machine uses a set of 12 constants (the same used by the formerly described
machines, with the only difference that now the symbol “–” is also used, in order to
represent lines on the grid), 1 register, 2 variables, 5 internal states, 7 auxiliary func-
tions, and 2 auxiliary conditions.
In the case of this machine, it is also important to add a few remarks about the data-
types used. All numbers are intended in their base-10 representation. The data-type
correspondent to R1 includes all non-negative numbers and the null symbol “ ”. In this
machine are admitted as data-types also 1-digit numbers {0, ..., 9} and all the strings
built from the set of constants A (see the following definition). The data-type of all
numbers ∈ Z is needed, lastly, to express movements.
Set of constants:
• A = {“ ”, “0”, “1”, “2”, “3”, “4”, “5”, “6”, “7”, “8”, “9”, “–”}.
Registers and variables:
• 1 register R1, which corresponds to the variable for internal states r1;
• s, which is the variable for the symbol on the grid.
Simple internal states:
• S,T ,W ,C and E where:
• S stands for Sum;
• T stands for Test ;
• W stands for Write;
• C stands for Carry ;
• E stands for End.
Auxiliary functions:
• ⊕ : Z+ × {0, ..., 10} → Z+;
⊕(x, y) := x+ y, where x ∈ Z+ and y ∈ {0, ..., 10};
• last : Z+ → A;
last(x) := the least significant digit of x;
• butlast : Z+ → Z+;
butlast(x) := if x ≤ 9, butlast(x) = 0; else, butlast(x) = the number obtained by
removing from x its least significant digit;
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Input Condition Output
internal state read write move internal state
S, [r1] s [notblandnotdash(s)] s (0, -1) S, [⊕(r1, s)]
S, [r1] s [s =“ ”] s (0, -1) S, [r1]
S, [r1] s [s =“–”] s (-1, 0) T, [r1]
T, [r1] s [s =“–”] s (+1, -1) W, [r1]
T, [r1] s [s =“ ”] s (2
−(length(r1)),−1) E, [r1]
W, [r1] s [s =“ ”] last(r1) (−1, 2) C, [butlast(r1)]
C, [r1] s [s 6=“–”] s (0, 1) C, [r1]
C, [r1] s [s =“–”] s (0,−1) S, [r1]
E, [r1] s [r1 6=“ ”] head(r1) (1, 0) E, [tail(r1)]
E, [r1] s [r1 =“ ”] s (0, 0) E, [r1]
Table 5.3: Machine table BTM5 (column rule algorithm for addition)
• head : Z+ → A;
head(x) := the most significant digit of x;
• tail : Z+ → Z+ ∪ {“ ”};
tail(x) := if x ≤ 9, tail(x) = “ ”; else, tail(x) = the number obtained by removing
from x its most significant digit;
• length : Z+ → Z+;
length(x) := the number of significant digits of x;
• 2− : Z+ → Z;
2−(x) := 2− x;
Auxiliary conditions:
• = := string identity;
• 6= := string diversity;
• notblandnotdash : A→ {true, false};
notblandnotdash(s) := if s 6= “ ” and s 6= “–”, then notbandnotdash(s) = true,
else notblandnotdash(s) = false.
The machine table of BTM5 is given in table 5.3.
BTM5 starts with the addends justified to the right and written between two strings of
dashed lines, as long as the longest addend, positioned at the top and at the bottom
of the series of addends, and justified to the right. The machine starts computing in
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internal state S, with r1 = 0 and with the head positioned on the rightmost cell of the
uppermost addend.
S: the head of the machine moves down, and the number scanned is added to the vari-
able r1 at each step, until it finds a cell occupied by a dash. Then, the head is moved
to the cell immediately to the left and the machine passes to the test state T .
T : if the head scans a dash, then it is moved to the cell immediately below the dash
corresponding to the column of numbers just computed, and calls the routine W ; if the
head scans a blank cell, the head is positioned on the result row in a position which
depends on the number of significant digits of r1, and the ending routine E is called.
W : the machine extracts and writes the least significant digit of r1 in the rightmost
blank cell of the result row, then extracts the carry from r1 and triggers the routine C.
C: the head of the machine scans the column immediately to the left of the already
scanned column(s), holding the remainder in its internal memory, until it finds the dash
at the top of the column. Hence, the head is moved to the uppermost digit of this
column, and the routine S is called.
E: the machine writes all the significant digits of r1, moving its head at each step to the
adjacent square at right, until it finds a non-blank cell. Here, finally, the machine stops.
Let the initial state of BTM5 be the following:
[notblanknotdash] 0) S [0]
– – –
1 8 7
4 4
– – –
1 1 1 1 1
The successive complete states will be:
[notblanknotdash] 1) S [7]
– – –
1 8 7
4 4
– – –
1 1 1 1 1
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[s =“–”] 2) S [11]
– – –
1 8 7
4 4
– – –
1 1 1 1 1
Having found the bottom dashed line, the machine calls the test state T , where it checks
whether it has to call the end state by evaluating the presence of a further column to
compute.
[s =“–”] 3) T [11]
– – –
1 8 7
4 4
– – –
1 1 1 1 1
There is at least another column to compute, so the machine moves the head to the unit
position of the result row and calls the writing routine W (step 4), then writes the unit
digit of the result and calls the carrying routine C (step 5).
[s =“ ”] 4) W [11]
– – –
1 8 7
4 4
– – –
1 1 1 1
[s 6=“–”] 5) C [1]
– – –
1 8 7
4 4
– – –
1 1 1 1 1
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Now, the head moves to the top of the second column holding the remainder in its
internal memory, until it finds a dash (steps 6 and 7).
[s 6=“–”] 6) C [1]
– – –
1 8 7
4 4
– – –
1 1 1 1 1
[s =‘–”] 7) C [1]
– – –
1 8 7
4 4
– – –
1 1 1 1 1
The machine moves the head to the uppermost digit of the tens column and shifts to
the routine S (step 8). Hence, it computes the sum of tens digits plus the value of the
remainder, until it finds the dashed line at the bottom of the column (steps 9 and 10).
[notblanknotdash] 8) S [1]
– – –
1 8 7
4 4
– – –
1 1 1 1 1
[notblanknotdash] 9) S [9]
– – –
1 8 7
4 4
– – –
1 1 1 1 1
Chapter 5. Hybrid models of algorithmic skills 88
[s =“–”] 10) S [13]
– – –
1 8 7
4 4
– – –
1 1 1 1 1
Hereafter, the machine recalls T (step 11), then W (step 12), C (13 to 15) and S (16
to 18), performing the same operations as in steps 3 to 10, until it scans the bottom
dashed line and the test state T is recalled again (step 19).
[s =“–”] 11) T [13]
– – –
1 8 7
4 4
– – –
1 1 1 1 1
[s =“ ”] 12) W [13]
– – –
1 8 7
4 4
– – –
1 1 1 1
[s 6=“–”] 13) C [1]
– – –
1 8 7
4 4
– – –
1 1 3 1 1
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[s 6=“–”] 14) C [1]
– – –
1 8 7
4 4
– – –
1 1 3 1 1
[s =“–”] 15) C [1]
– – –
1 8 7
4 4
– – –
1 1 3 1 1
[notblanknotdash] 16) S [1]
– – –
1 8 7
4 4
– – –
1 1 3 1 1
[s =“ ”] 17) S [2]
– – –
1 8 7
4 4
– – –
1 1 3 1 1
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[s =“–”] 18) S [2]
– – –
1 8 7
4 4
– – –
1 1 3 1 1
[s =“ ”] 19) T [2]
– – –
1 8 7
4 4
– – –
1 1 3 1 1
in step 19, the test state checks whether the column to be computed are finished. This
is true, then the head is positioned on the result row and the ending state E is called
(step 20).
[r1 6=“ ”] 20) E [2]
– – –
1 8 7
4 4
– – –
1 3 1 1
Finally, the machine writes the only digit that represents the value of the variable r1,
and stops.
[r1 =“ ”] 21) E [“ ”]
– – –
1 8 7
4 4
– – –
1 2 3 1 1
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5.3.3 Model analysis
The previously described model BTM5 is intended to formalize a well known paper-
and-pencil procedure for addition. If we assume that this BTM-based model reflects
adequately the real operations carried out by a human being involved in the perfor-
mance of the same procedure, an analysis of the main features of the model should
possibly allow us to formulate an hypothesis about the advantages of these kinds of
external strategies for solving arithmetical problems.
If we focus on the internal resources employed to carry out the paper-and-pencil proce-
dure for addition, the first thing which strikes one is that the described model needs the
use of only one internal register, meaning that the correspondent strategy is conceived
as to maximize WM offloading. This characteristic of the paper-and-pencil algorithm
for addition is in line with the aforesaid extended-mind theorists’ explanation of the role
of external resources for cognitive purposes.
However, the novelty of the perspective explored in this chapter is that through BTM-
based models it is possible to see at each step of a computation the exact amount of
internal resources needed to perform a given algorithm, and this fact in turn permits to
elaborate theoretical and/or experimental strategies in order to evaluate the aforesaid
extended-mind theorists’ opinion about WM offloading.
If we assume, for instance, that the number of non-empty internal registers of a BTM
at a certain step of a computation reflect the exact quantity (chunks) of WM resources
needed to perform the correspondent step of an algorithmic procedure, it is possible to
conceive manageable experimental settings in which a subject is asked to use different
procedures in order to compute the same kind of arithmetical operations. If the BTM
model of some of those procedures involve, at some step of computation, a number of
non-empty internal registers that exceeds the WM limits of that subject, than (i) he/she
should not be able to carry out the operation by using that procedure, and, (ii) he/she
should be able to accomplish that numerical operation by using a different procedure,
designed as to lower the burden on mnemonic resources.
A possible confirmation of predictions (i) and (ii) would not only corroborate the hy-
pothesis about the empirical adequacy of BTM-based models for the description of al-
gorithmic skills, but also give an empirical confirmation to the extended-mind theorists’
opinion about the cognitive role of external resources for WM offloading.
BTM5, also, involves a number of auxiliary operations that need to be considered in
this analysis. The most complex internal function used by BTM5 is ⊕, that can com-
pute the sum of any natural number with an arbitrary 1-digit number. This function
is more complex than those defined for the previously described models BTM3 (direct-
sum algorithm) and BTM4 (counting-on algorithm), for its domain is, obviously, infinite.
However, it is important to remark that the function ⊕ is not at all necessary to perform
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the paper-and-pen algorithm for addition. We can replace this function with another
one, let me call it σ, defined as to associate to any natural number n its successor n+ 1.
This function can be used to perform the same algorithm described by BTM5, with the
only difference that any internal computation performed through the function ⊕ during
the sum routine S, is replaced by a step-by-step procedure that uses σ12. This fact
is very interesting, because it indirectly confirm the above formulated hypothesis 1b.
about the development of algorithmic skills (see p.75).
The considerations above lay the grounds for the formulation of two hypotheses, a spe-
cific one and a more general one, on the role of external resources for the performance of
algorithmic procedures. These hypotheses may be intended as to give a possible answer
to an instance of what I called, in par. 2.2.2, the functional-explanatory question of the
extended mind hypothesis, namely the following:
• What is the role of bodily and external features in the performance and develop-
ment of algorithmic skills?
The first hypothesis is based on the specific model consisting of BTM5 together with
its interpretation on the paper-and-pencil algorithm for addition, under the assumption
that this model adequately describes the corresponding real system, namely a human
being that performs a column-based algorithm for addition with the aid of paper and
pencil:
Hypothesis 2a. Role of external resources for paper-and-pencil additions
The use of external resources for the execution of a column-based algorithm for
additions allows the maximization of WM offloading, in order to keep the burden
on a cognitive subject’s internal resources far above the limits imposed by his/her
WM capacity.
This hypothesis may be extended as a general hypothesis about the use of external
resources in algorithmic executions. A possible validation of some specific hypothesis
of the same type of 2a.,namely, of any hypothesis on the role of external resources for
the performance of algorithmic tasks formulated on the basis of a specific BTM-based
model, would indirectly give strength to this more general hypotesis:
12The domain of this function is also infinite; however, it simplifies the procedure in the sense that it
is no more necessary to be able to sum an arbitrary 1-digit number to any natural number, but only to
know the immediate successor of any number.
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Hypothesis 2b. Role of external resources for algorithmic execution
The use of external resources for the execution of algorithms allows WM offloading
in order to perform more complex strategies with less cognitive effort.
The meaning and the scope of this more general hypothesis will be more thoroughly
explored in the next section, where I will describe and analyze the difference between
arithmetical strategies conceived for being executed with the aid of external resources
and mental strategies.
5.4 Mental vs external strategies
Now I propose to inspect hypothesis 2b through the analysis of two BTM-based models,
which are designed to execute different mental strategies for the execution of the same
arithmetical operation, namely the sum x+ y of 2 natural numbers where x is a 3-digit
and y is a 2-digits number. The most noticeable difference with the examples of BTMs
previously described is that the following machines will not use at all their grid to per-
form the operation. All the symbolic transformations will involve changes in complex
internal states. This point will be evident in the following examples.
5.4.1 BTM6: a mental strategy for multi-digit additions
BTM6 is designed as to perform the operation of addition between a 3-digit and a 2-digit
number by using a strategy conceived for mental addition of multi-digit numbers. The
main steps of the strategy modeled are the following:
• each addend is approximated at tens, while the unit digits are kept in memory;
(e.g. 127 + 34⇒ 120 + 30 [7, 4])
• the first partial sum of approximated addend is then executed;
(e.g. 120 + 30 = 150 [7, 4])
• then the result of the first partial sum is kept in memory, and the second partial
sum of unit digits is executed;
(e.g. 7 + 4 = 11 [150])
• finally, the sum of partial results is carried out.
(e.g. 150 + 11 = 161)
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This machine uses a set of 10 constants (which is the same used by BTM3 and BTM4),
4 registers correspondent to 4 variables, 2 internal states and 5 auxiliary functions.
BTM6 does not use at all the external grid, so the rules written in its machine table
consist only of complex internal state transformations.
Set of constants:
• A = {“ ”, “0”, “1”, “2”, “3”, “4”, “5”, “6”, “7”, “8”, “9”}.
Registers and variables:
• 4 registers R1, R2, R3 and R4 which correspond to internal state variables r1, r2,
r3 and r4.
Simple internal states:
• q1 and q2.
Auxiliary functions:
• floor : {0, ..., 999} → Z+;
floor(x) := the number obtained by replacing the least significant digit of x with
“0”;
• last : {0, ..., 999} → A;
last(x) := the least significant digit of x;
• tensum : {0, 10, 20, ..., 980, 990} × {0, 10, 20, ..., 80, 90} → Z+;
tensum(x, y) := x+ y;
• unitsum : {0, ..., 9} × {0, ..., 9} → Z+;
unitsum(x, y) := x+ y;
• endsum : {0, 10, 20, ..., 1070, 1080} × {0, 1, 2, ..., 17, 18} → Z+;
endsum(x, y) := x+ y.
The machine table of BTM6 is given in table 5.4.
In the intial state, BTM6 holds in its internal registers R1 and R2 two numbers r1
and r2 which are, respectively, an arbitrary 3-digit number and an arbitrary 2-digit
number. In the first step, each addend is divided in two parts, its tens approximation
(extracted from both addends through the function floor), and its unit digits (extracted
through the function last). At this point, the machine carries out the first partial sum
through the function tensum, which performs the addition of the approximated addends,
Chapter 5. Hybrid models of algorithmic skills 95
INPUT OUTPUT
internal state internal state
q1, [r1], [r2] q1, [floor(r1)], [floor(r2)], [last(r1)], [last(r2)]
q1, [r1], [r2], [r3], [r4] q1, [tensum(r1, r2)], [r3], [r4]
q1, [r1], [r2], [r3] q2, [r1], [unitsum(r2, r3)]
q2, [r1], [r2] q2, [endsum(r2, r2)]
q2, [r1] q2, [r1]
Table 5.4: Machine table BTM6 (mental strategy for multi-digit addition)
while holding in its internal memory the unit digits of the initial addends. Then, the
result of the operation tensum is held in memory, and the sum of unit digits is carried
out through the function unitsum. Lastly, the machine computes the final result by
adding, through the function endsum, the two partial results held in memory.
Let r1 = 177 and r2 = 44. The initial state and all the following complete states of
BTM6 will be:
0) q1 [177] [44] [4] [4]
In step 1, the machine divides the addends in four components.
1) q1 [170] [40] [7] [4]
Now, the fist partial sum can be carried out (step 2).
2) q1 [210] [7] [4] [4]
Then, the machine performs the unit digits sum (step 3).
3) q2 [210] [11] [4] [4]
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Lastly, the machine computes the final sum, by adding the two partial results held in
memory, and stops (step 4).
4) q2 [221] [44] [4] [4]
BTM6 is intended to reflect a mental strategy for addition that can be, in many cases,
easily carried out by a human being endowed with normal arithmetical competencies.
In some cases, however, the described procedure may not be the most convenient. If we
take as 3-digit addend a number approaching by few units some hundred, e.g 197, it
could be easier to approximate this number to the closer hundred, e.g 197 → 200, and
then lower the other addend by 3 units. The final result will be computed starting by
the so approximated addends.
Anyway, it cannot be denied that sometimes the characteristic algorithm of BTM6 can
be conveniently used, hence it may be taken as a true example of a mental strategy for
addition. We can ask, then: What are the relevant features of a mental strategy for
performing an arithmetical operation? To try an answer, I will describe a procedure to
perform the same multi-digit addition as BTM6 by using a strategy directly modeled on
the column-rule based algorithm for paper-and-pencil addition.
5.4.2 BTM7: mental column-based addition
The following machine BTM7 performs the same operation as BTM6, namely, the sum
of a 3-digit with a 2-digit number, by using a different mental strategy, which is molded
on the left-to-right column algorithm for addition. Intuitively, this procedure consists
of 7 points:
1. Memorize both addends and isolate their unit digits;
2. compute the sum of unit digits, while holding both addends in memory, and check
if the result of the unit digits sum includes a first remainder;
3. isolate from both addends the digits of the tens, keep holding in memory the first
addend, the unit digit of the final result and, if any, the first remainder;
4. compute the sum of tens, eventually adding the first remainder, hold in memory
the result of the latter sum and isolate, if any, the second remainder; hold in
memory the unit digit of the final result and the first addend;
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5. extract from the first addend its hundred digit, eventually carry out the sum of
this digit with the second remainder, hold in memory the unit digit and the ten
digit of the final result;
6. if the sum of the hundred digit with the second remainder is greater then or equal
to 10, then keep in memory both digits of this number, together with the previously
computed final result digits; else, proceed straight to point 7:
7. make up the final result on the basis of the digits kept in memory.
BTM7 uses the same set A of constants previously defined for the description of BTM7,
5 registers and the correspondent 5 variables for internal states, 6 simple internal states,
7 auxiliary functions, and 2 auxiliary conditions. With regard to the machine table,
this will consist only of internal states transformation as for BTM6, with the only dif-
ference that the machine table of BTM7 includes a column where auxiliary conditions
are specified.
Registers and variables:
• 5 registers R1, R2, R3, R4, R5, and 5 correspondent internal state variables r1, r2,
r3, r4, r5.
Simple internal states:
• q1, q2, q3, q4, q5 and q6.
Auxiliary functions:
• first : {0, ..., 999} → A;
first(x) := the most significant digit of x;
• last : {0, ..., 999} → A;
last(x) := the least significant digit of x;
• seclast : {100, 101, ..., 998, 999} → A;
seclast(x) the second-last significant digit of x;
• bisum : {0, ..., 9} × {0, ..., 9} → Z+;
bisum(x, y) := x+ y;
• trisum : {0, ..., 9} × {0, ..., 9} × {0, ..., 9} → Z+;
trisum(x, y, z) := x+ y + z;
• comp3 : A − {“ ”} × A − {“ ”} × A − {“ ”} → Z+ comp3(x, y, z) := the number
obtained by chaining x, y, z;
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INPUT CONDITION OUTPUT
internal state internal state
q1, [r1], [r2] [r1 = r1] q1, [r1], [r2], [last(r1)], [last(r2)]
q1, [r1], [r2], [r3], [r4] [r1 = r1] q1, [r1], [r2], [bisum(r3, r4)]
q1, [r1], [r2], [r3] [r3 > 9] q2, [r1], [r2], [first(r3)], [last(r3)]
q1, [r1], [r2], [r3] [r3 ≤ 9] q4, [r1], [seclast(r1)], [first(r2)], [r3]
q4, [r1], [r2], [r3], [r4] [r1 = r1] q2, [first(r1)], [bisum(r2, r3)], [r4]
q2, [r1], [r2], [r3], [r4] [r1 = r1] q2, [r1], [seclast(r1)], [first(r2)], [r3], [r4]
q2, [r1], [r2], [r3], [r4], [r5] [r1 = r1] q2, [first(r1)], [tersum(r2, r3, r4)], [r5]
q2, [r1], [r2], [r3] [r2 > 9] q3, [r1], [first(r2)], [last(r2)], [r3]
q2, [r1], [r2], [r3] [r2 ≤ 9] q6, [comp3(r1, r2, r3)]
q3, [r1], [r2], [r3], [r4] [r1 = r1] q5, [bisum(r1, r2)], [r3], [r4]
q5, [r1], [r2], [r3] [r1 > 9] q5, [first(r1)], [last(r1)], [r2], [r3]
q5, [r1], [r2], [r3] [r1 ≤ 9] q6, [comp3(r1, r2, r3)]
q5, [r1], [r2], [r3], [r4] [r1 = r1] q6, [comp4(r1, r2, r3, r4)]
q6, [r1] [r1 = r1] q6, [r1]
Table 5.5: Machine table BTM7 (mental strategy for column rule addition)
• comp4 : A − {“ ”} × A − {“ ”} × A − {“ ”} × A − {“ ”} → Z+ comp4(x, y, z, v) :=
the number obtained by chaining x, y, z, v.
Auxiliary conditions:
• x ≤ y and x > y, which are the standardly used relations of “less than or equal to”
and “greater than” for natural numbers.
The machine table of BTM7 is given at table 5.5.
In the initial state q1, BTM7 holds in the variable r1 a 3-digit number and in the vari-
able r2 a 2-digit number. In the first step, the machine extracts unit digits from the
addends, while keeps holding them in memory. Then, the machine carries out the first
partial sum through the function bisum. If the result of this partial sum is greater then
9, the machine extracts from this result the remainder (through first), and the final
result unit digit (through last), calling internal state q2; if it is less or equal than 9,
the machine extracts the ten digits from the first (through seclast) and from the second
addend (through first), while holding in memory the initial addends, and shifts to in-
ternal state q4.
q2: the machine extracts the ten digits from the first (through seclast) and from the sec-
ond addend (through first), while holding in memory the first initial addend, the first
remainder, and the final result unit digit. Then, it takes the first addend hundred digit,
computes the sum between ten digits of the addends and the first remainder (through
tersum), holding in memory the final result unit digit. If the result of the operation
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tersum is greater then 9, then the machine decompose this number in two digits, rep-
resenting respectively the second remainder and the ten digit of the final result, keeps
holding in memory the hundred digit of the first addend and the final result unit digit,
and calls q3; if it is less or equal than 9, the machine compose the final result by chaining
the three digits held in memory (through comp3), calls the final state q6, and stops.
q3: the machine computes the sum between the second remainder and the hundred digit
of the first initial addend, holding in memory the final result ten and unit digit, and
calls q5.
q4: the machine takes from the first addend the hundred digit, computes the sum be-
tween the initial addends’ ten digits (through bisum), and recalls q2.
q5: if the sum between the second remainder and the hundred digit of the first initial
addend is greater then 9, then see (i); if it is less or equal than 9, then see (ii).
(i) the machine splits this number into two digits (through first and last), that repre-
sent respectively the thousand and the hundred digit of the final result, while holding in
memory the final ten and unit digits; then, it compose the final result by chaining these
four digits into one number (through comp4), calls the final state q6, and stops.
(ii) the machine chains the three digits held in memory into the final result through
comp3, calls the final state q6, and stops.
Let r1 = 177 and r2 = 44. The initial state and all the following complete state of BTM7
will be:
[r1 = r1] 0) q1 [177] [44] [4] [4] [4]
In step 1, the machine extracts unit digits from the addends.
[r1 = r1] 1) q1 [177] [44] [7] [4] [4]
The machine computes the unit digits sum (step 2).
[r3 > 9] 2) q1 [177] [44] [11] [4] [4]
Being the result of the unit sum greater than 9, the machine splits this results into two
digits, which represent the first remainder and the final result unit digit (step 3).
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[r1 = r1] 3) q1 [177] [44] [1] [1] [4]
In step 4, the ten digits are extracted from the initial addends, then (step 5) their sum
with the first remainder is computed, while the hundred digit of the first addend is
extracted.
[r1 = r1] 4) q2 [177] [7] [4] [1] [1]
[r2 > 9] 5) q2 [1] [12] [1] [4] [4]
The result of ten digits sum is greater then 9, so it needs to be split into two digits,
the final result ten digit and the second remainder (step 6), then the sum between the
hundred digit of the first addend and the second remainder is carried out (step 7).
[r1 = r1] 6) q3 [1] [1] [2] [1] [4]
[r1 ≤ 9] 7) q5 [2] [2] [1] [1] [4]
Being the last sum computed less than 9, the machine composes the final result by
chaining the digits it holds in memory and, finally, stops.
[r1 = r1] 8) q6 [221] [2] [1] [1] [4]
5.4.3 BTM6 and BTM7: comparison of models
I have just described two BTM-models which reflect two different mental procedures for
computing the same arithmetical operation. Both models have also been tested on the
same numerical example. In this example, BTM6, which is expressly designed for the
description of a possible, and sometimes convenient, mental procedure, carries out all its
computation in 4 steps, while BTM7, whose design is drawn on a procedure originally
conceived to be performed with the aid of paper and pencil, needs 8 steps.
Another important difference between these models concerns the amount of internal
resources used. BTM6 uses 4 internal registers, while BTM7 needs 5 registers. Further-
more, if we pay attention to the way registers are used by these models, we see that
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the characteristic algorithm of BTM6 is built as to progressively diminish the number
of non-empty internal registers, as it gets closer to the end of computations. On the
contrary, the way BTM7 uses its internal registers does not seem to follow any economic
principles, for it employs all its 5 registers in an intermediate step (in the numerical
example, this machine needs to use all its registers at step 4).
It seems, hence, that the characteristic algorithm of BTM6 is conceived as to be per-
formed quickly and without excessive burden on WM resources. The strategy formalized
by BTM7, conversely, looses all the advantages (simplicity and reliability) owned by the
paper-and-pencil algorithm (see par. 5.3.2) on which its design is drawn.
I think that these considerations are consistent with the previously formulated hypothe-
sis 2b. about the role of external resources for algorithmic execution (see p. 88), for the
use of paper-and-pencil to perform the right-to-left column rule addition clearly allows
WM offloading (BTM3, drawn on that procedure, uses only 1 internal register, vs 5
used by BTM7), and also needs less advanced implicit knowledge, which is evident by
comparing the auxiliary functions respectively used.
BTM6, then, clearly formalizes an easier mental strategy than that described through
BTM7. The latter, indeed, seems almost impossible to be reliably carried out by a nor-
mally gifted human being, for, if we take internal registers to represent chunks of WM,
then the characteristic algorithm of BTM7 would call for 5 items to be held simultane-
ously in WM, which is beyond the acknowledged limit of 3/4 items.
So, a relevant feature for a mental strategy which may be more or less easily performed
is that it has to be designed in accordance with WM limitations. This represents, I pro-
pose, a lower bound for a conceivable mental strategy. The upper bound is that it can
use all the eventual arithmetical knowledge possibly owned by a subject. The described
mental procedure for multi-digit addition, indeed, cannot be performed if a subject does
not have all the implicit arithmetical knowledge needed in order to perform the auxil-
iary functions used by BTM6. But how can we gain all this implicit knowledge? The
answer, at this point, seems obvious: by using a simpler strategy through which one
can compute the same operation. The last hypothesis I want to formulate on the use of
external resources for the development of algorithmic skills is, then, the following:
Hypothesis 3. Developmental role of external resources
In early development of algorithmic skills, external resources (like fingers, objects,
paper and pencil) are widely used because they allow a subject to perform simple,
reliable procedures of symbol transformation, and to easily form a set of basic
number facts that can be used to execute more complex procedures.
In the following section, I will try to support this last intuition by looking at the behavior
of a neural net conceived to simulate the learning process of a set of basic number facts.
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5.5 From cognitive to subcognitive skills:
a neural net simulation
In section 5.2 I showed how can we formalize the difference between cognitive and subcog-
nitive activities in BTM-models. Then, in the analyses of specific models of arithmetical
procedures presented above, I underlined what kind of preliminary knowledge is neces-
sary to perform each of those procedures. That knowledge is represented by the auxiliary
functions a BTM uses in order to carry out a strategy of symbolic transformation.
In this section, I will test some of the intuitions deriving from BTM-based formalizations
of arithmetical procedures seen above by using a neural net in order to simulate how we
learn to solve single-digit additions in just one step, as a subcognitive activity.
5.5.1 Finger counting
The use of fingers for counting play an acknowledged role in the development of early
arithmetic skills (Butterworth, 1999, 2000, 2005, 2010; Fuson, 1988; Lakoff & Nu´n˜ez,
2000). Crollen et al. (2011) individuate 7 different types of cognitive contribution given
by the use of fingers:
[...] (1) giving an iconic representation of numbers [...]; (2) keeping track of
the number words uttered while reciting the counting sequence; [...]; (3) sustaining
the induction of the one-to-one correspondence principle [...] by helping children to
coordinate the processes of tagging (i.e., attribution of a counting word to each item)
and partitioning (i.e., isolating the items already counted from those which remained
to be counted; [...]; (4) sustaining the assimilation of the stableorder principle (i.e.,
numerical labels have to be enumerated in the same order across counting sequences)
by supporting the emergence of a routine to link fingers to objects in a sequential,
culture-specific stable order; [...]; (5) sustaining the comprehension of the cardinality
principle (i.e., the last number word uttered while counting determines the total
number of objects in a set) by leading children to always reach the same finger
when counting to a specific number; [...]; (6) prompting the understanding of the
10-base numerical system (as on our hands we represent numbers as a sum and/ or
a multiple of 10); and (7) sustaining the realization of basic arithmetic operations
(Crollen et al., 2011, p.1)
A recent research (Reeve & Humberstone, 2011) brings evidences that finger gnosia, i.e.
the correct representation of fingers, is associated on the one side to a greater probability
of finger-use in computation and, on the other side, to better arithmetical performance
in 5 to 7 years old children. Given that relations between poor finger gnosia and poor
arithmetical skills have also been found (Noe¨l, 2005), it should be interesting to inspect
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the cognitive mechanism on which this phenomenon is grounded.
To this purpose, I will describe a BTM-based model expressly designed to reflect a
counting-on algorithm for 1-digit addition, for this kind of strategy is typically used in
finger-using routines for addition. The architecture of this model will be very similar to
that of the above described BTM4 (see par. 5.2.3, p. 76-79), with the only difference
that this BTM will only use the external grid as a counter, while the writing routine used
by BTM4 will be deleted in this case. The information obtained by the analysis of this
model will be useful for the simulation of learning and retrieval of a set of basic number
facts — namely, the results of SDAs n+m — through a feed-forward back-propagation
neural network.
The network is given different kinds of training-sets in order to simulate different ways
of acquisition of SDA results, one of which is modeled on the finger counting routine.
The analysis of the network behavior in different training conditions suggests that the
advantages gained by the use of fingers for counting are probably due to a more reliable
way for the acquisition of SDA results provided by the finger counting routine, which is
consistent with hypothesis 3 formulated at the end of par. 5.4.3.
5.5.2 BTM8: finger counting procedure
This BTM is a slight modification of BTM4 (see par. 5.2.3, p. 76-79) and is designed to
reflect a finger counting strategy. It performs the sum of two natural numbers x1 and
x2 with 0 ≤ xi ≤ 9 by using a counting-on strategy, namely by starting from the value
of the first addend and counting out the value of the second.
An informal description of the procedure formalized by this machine is the following:
(i) in the initial state, two addends with a value between 0 and 9 are held in
internal memory;
(ii) a cell of the grid contains a counter with initial value 0;
(iii) at each step, both the value of the first addend and of the counter is incre-
mented by 1, until the value of the counter is equal to that of the second addend;
(iv) finally, the machine stops, holding the result in its internal memory. If the
value of the second addend is 0, the machine shifts directly to a stop instruction.
BTM8 uses a set of 10 constants (which constitutes the grid alphabet), 2 registers, 3
variables, 1 internal state, 1 auxiliary functions, and 2 auxiliary conditions.
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Input Condition Output
internal state read write move internal state
q1, [r1], [r2] s [s 6= r2] σ(s) (0, 0) q1, [σ(r1)], [r2]
q1, [r1], [r2] s [s = r2] s (0, 0) q1, [r1]
q1, [r1] s [s = s] s (0, 0) q1, [r1]
Table 5.6: Machine table BTM8 (finger-counting)
Set of constants:
• A = {“0”, “1”, “2”, “3”, “4”, “5”, “6”, “7”, “8”, “9”}.
Registers and variables:
• 2 registers R1, R2, which correspond to the variables for internal states r1 and r2;
• s, which is the variable for the symbol on the grid.
Simple internal states:
• q1.
Auxiliary functions:
• σ : {0, ..., 17} → Z+;
σ(x) := x+ 1.
Auxiliary conditions:
• x = y and x 6= y, which are the standardly used relations of the standardly used
relations for identity and diversity on natural numbers.
The machine table of BTM8 is given in table 5.6.
BTM8 starts with 2 numbers 0 ≤ n ≤ 9 held in its internal variables r1 and r2.
The head is positioned on an arbitrary cell of the grid, which is used by the machine as
a counter, and remains on the same cell during the entire procedure. The machine starts
with the value of the external counter s set to 0. Then, at each step of computation, the
value of r1 and that of s is increased by 1 through the function σ, until s is equal to r2.
At this point, the machine stops, holding the result of the sum in its internal variable
r1.
Let r1 = 8 and r2 = 3; the initial state and all the following complete states of the
machine BTM8 will be:
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[s 6= r2] 0) q1 [8] [3]
1 1 1
0
The machine start and increases by 1 at each step both the internal variable r1 and the
external variable s through the function σ, until the auxiliary condition s 6= r2 holds;
[s 6= r2] 1) q1 [9] [3]
1 1 1
1
[s 6= r2] 2) q1 [10] [3]
1 1 1
2
[s = r2] 3) q1 [11] [3]
1 1 1
3
Once the value of s is equal to that of r2, the machine calls the end state and, finally,
stops, holding the result in its internal memory.
[s = s] 4) q1 [11] [3]
1 1 1
3
Although this machine performs a very simple procedure, it needs to use at least one
auxiliary function, namely σ, which is a successor function defined on a finite domain
({0, 1, ..., 17}). Thus, we could conjecture that a child which is able to use a finger
counting procedure for simple additions needs at least to possess this basic knowledge.
Moreover, if a child does use this procedure to perform simple additions, he would apply
it to SDAs presented randomly and not according to a given order (e.g., first all the
1-digit sums 1 + n, then 2 + n, and so on). These considerations will be useful for the
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Figure 5.1: Structure of a generic feed forward neural network.
construction of two different training sets for a neural network simulating a learning
procedure of SDAs results.
5.5.3 A neural net for performing SDAs
Here I describe some experiments conducted on a feed-forward neural network trained
in performing SDAs.13 The structure of a generic feed-forward net is given in figure 5.1.
The network encodes two single-digit numbers x1 and x2 in input, then gives as the
result of the function y = x1 + x2.
The net has 18 neurons in the input layer, 5 neurons in the hidden layer and 18 neurons
in the output layer.
To encode N different values, where N = 10 for each addend and N = 18 for their sum,
the net uses N − 1 bits. Each value n is encoded by setting to 1 the first n bits and to
0 the others.14
This way, the net can encode 2 values x1 and x2 with 0 ≤ x ≤ 9 in its input layer, and
a value y with 0 ≤ y ≤ 18 in its output layer.
13The construction of the net and all the experiments carried out on it have been made in collaboration
with Giorgio Fumera, Associate Professor at the Universita` di Cagliari, Dipartimento di Ingegneria
Elettrica ed Elettronica, who has provided software simulations, result plots, and full technical support.
Experiments have been carried out with a software written in Python language, by using a wrapper of
the C library for neural networks FANN (version 2.1.0, http://leenissen.dk/fann).
14This way of number encoding is in accordance with Butterworth’s Numerosity Coding Structure.
See Butterworth (2010) and par. 5.1.1 of this thesis.
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Each neuron has an activation a equal to the weighted sum of its inputs. The activation
function is thus defined: (1 + exp(−ka))−1 with k = 0, 5 for hidden neurons and k = 1
for output neurons.
The learning algorithm used is the classic back-propagation algorithm.
The neural net described above is able to learn the whole set of 100 SDAs. We can
ask now: Is there any advantage in using a finger counting routine in order to learn a set
of basic number facts? We tried to answer this question by giving the net two different
training sets, one of which is modeled on the finger-counting procedure as formalized by
BTM8.
Experiment A
In the first experiment, occurrences of the training set have been given to the
network in the following order:
0 + 0, 0 + 1, 0 + 2, ..., 0 + 9,
1 + 0, 1 + 1, 1 + 2, ..., 1 + 9,
2 + 0, 2 + 1, 2 + 2, ..., 2 + 9,
...
9 + 0, 9 + 1, 9 + 2, ..., 9 + 9.
The number of errors committed by the net are evaluated at the end of each
learning epoch (namely, each time a complete training set have been presented to
the net).
Experiment B
In the second experiment, the training set has been given in the following order:
1. first, the net is trained on all the sums n+ 1 and 1 + n, in order to simulate
the preliminary knowledge of the successor function. Given the limitations of
the net, it has been only possible to train the net on a subset of the domain of
the function σ defined for BTM8, namely, only on the domain set {0, 1, ..., 9}.
At the end of each epoch of this first phase, errors committed by the net are
evaluated on this subset of examples, until the training is complete;
2. second, all the rest of the training set is randomly given to the net, without
repetitions of same examples in same epochs.
Chapter 5. Hybrid models of algorithmic skills 108
Figure 5.2: Number of errors per epoch. The blue line refers to experiment A, the
green line to experiment B. Each curve is the average of 100 curves obtained in the
following way: in experiment B the learning procedure is repeated 10 times with 10
different orders of presentation of the training set, randomly chosen, where each time
the order of presentation is changed connection weights are also randomly changed;
in experiment A the training set presentation order remains always the same. Every
10 repetitions, connection weights are randomly changed, and this procedure is then
repeated for 10 times.
The number of errors are evaluated at the end of each epoch of the second phase
of training.
Figure 5.2 shows a comparison between the results of experiments A and B. Each curve
in the plot is the average of 100 curves obtained in different ways, according to the
experiment. The learning curve of experiment A results from 10 repetitions of the pre-
viously defined order of presentation of the training set. The connection weights are
then randomly changed, and the whole procedure is hence repeated for 10 times. The
curve corresponding to experiment B is obtained by repeating the learning procedure
10 times on different training set presentation orders, randomly chosen, where for each
different order of presentation connection weights are randomly changed. The learning
rate parameter used is 0.2 for each experiment.
It is clear that learning strategy B leads the net to a faster reduction of the number of
errors. This could be due to the fact that, in B, the net is already trained on a subset
of the examples, i.e., on all the sums n+ 1 and 1 + n. This is evident by looking at the
number of errors committed by the net at the very first training epochs (the blue line
arises from a higher position of the y-axis than the green one). Moreover, the learning
strategy typical of A leads the net to concentrate probably too long on similar cases
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Figure 5.3: Same curves as in figure 5.2, plotted on 1000 epochs.
(there are always sequences of 10 examples with the same addend), while in B the ran-
dom presentation of the examples allows the avoidance of this problem.
Moreover, if we expand the plot so as to compare the two learning curves on higher
numbers of epochs (see 5.3), we see that, at about the 150th epoch, the green and blue
curves overlap, until they converge on the x-axis at about the 1000th epoch (meaning
that the number of errors committed at that point is 0).
Given these considerations, it is impossible, by now, to exclude that the apparent conve-
nience of learning strategy B may have a trivial explanation in terms of net properties,
e.g., whether it is only a consequence of how the net encodes numbers, rather than the
learning strategy adopted. It is then necessary to assess the influence of learning strate-
gies on the net by checking if and in what conditions it is able to reflect some cognitive
phenomenon related to the simulated arithmetic skill, independently of net properties.
5.5.4 Problem-size effect
To verify the influence of different learning strategies on the net, this has been tested in
order to see if and in what conditions it is able to simulate a very robust phenomenon
in mathematical cognition, namely the problem-size effect (Groen & Parkman, 1972;
Ashcraft, 1992; LeFevre et al., 1996; Zbrodov & Logan, 2005; Nu´n˜ez-Pen˜a, 2008). This
effect consists of an increase in reaction time and error rate in response to arithmetic
problems with larger solutions (i.e., solving 7 + 8 takes longer and is more error-prone
than solving 4 + 3).
With regard to the above described net it is possible to ascertain only one side of the
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(a) Experiment A (b) Experiment B
Figure 5.4: Problem-size effect tested on the same net in different training condition.
Curves represent the percentage of errors (y-axis) per epoch (x-axis) in two subsets of
the training set (blue: large-size problems; red: small-size problems). a) The net is
trained as in experiment A. In the first 200 epochs, no clear effect of problem size is
visible. b) The net is trained as in experiment B. The problem-size effect is evident
until the 400th epoch, than the two curves overlap.
problem-size effect, namely if, during the training phase, the net is more error prone
on training set cases where the solution is larger. Temporal features, indeed, cannot be
simulated in a feed-forward net.
The method used for the verification of the problem-size effect on the net is the following:
1. The training set has been divided in two subsets:
• Small-size problems: the 49 one-digit sums x + y with x, y less than or
equal to 6.
• Large-size problems: all the 51 remaining one-digit sums.
2. the percentage of net errors per epoch, with regard of both subsets, has been
verified in training conditions A and B.
Figure 5.4 shows the percentage of errors committed by the net in each subset of the
training set. Results are quite interesting. The net shows a clear effect of problem-size
in training condition B, while in condition A the effect is not verified. In this case, we
can exclude the impact of net properties, for the net responds very differently according
to the learning strategy used. If, for example, the verification of the problem-size effect
in the net were due to the way it encodes numbers, the training condition would have
no impact on this effect.
Of course, these are only partial results. It is impossible, by now, to claim that the
neural net simulation presented here is able to confirm any of the hypotheses on the de-
velopment of algorithmic skills proposed in this chapter. Too many idealizations, some
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typical of neural net simulations, others specific to the model considered, prevent us
from giving any conclusive answer or explanation. However, these results are encourag-
ing and worth further investigation and research.
To summarize, in this section I tried to corroborate a previously expressed hypothe-
sis on the role of external resources for the development of algorithmic skills — namely
the following: “In early development of algorithmic skills, external resources (like fin-
gers, objects, paper and pencil) are widely used because they allow a subject to perform
simple, reliable procedures of symbol transformation, and to easily form a set of basic
number facts that can be used to execute more complex procedures” — by using a feed-
forward neural net in order to simulate the acquisition of a definite set of number facts,
namely the set of all the possible 1-digit addition results.
To test this hypothesis, the behavior of the net have been observed in different train-
ing conditions, one of which is in accordance with the finger-counting routine (at the
price of a number of idealizations), whose characteristic algorithm have been previously
formalized through a BTM-model. The training condition suggested by the analysis of
the BTM-model results effectively more convenient for a faster reduction of net’s errors
during the training phase. However, this fact alone is insufficient to exclude a trivial
explanation of net’s behavior based on its structural properties. Then, to verify the
cognitive plausibility of the model, this has been tested on the problem-size effect. The
(partial) results show that the training condition modeled on the finger-counting strat-
egy leads not only to a faster reduction of errors during the training phase, but also
provides to the net the ability to reproduce a well-known cognitive effect.
Conclusion
In chapter 4 I described a special kind of computational architecture, the BTM, designed
as to overcome the strict idealizations imposed by Turing on its computational machines
(Giunti, 2009). Then, I exposed the reasons to consider BTM-based models of human
algorithmic skills as possible Galilean models of those skills (see par. 4.3.3). The ques-
tion whether they actually are Galilean models turns out to be a matter of empirical
investigation. A direct strategy aimed to confirm the empirical adequacy of BTM-based
models of computational skills has been proposed by Giunti (2009). However, there is
a main obstacle to a complete application of that direct strategy for, among the mag-
nitudes we should consider, the subject’s memory does not permit direct measurement,
at least at the present state of neuroscientific knowledge.
To avoid this obstacle, I proposed in chapter 5 an alternative, indirect method for testing
the empirical adequacy of BTM-based models of algorithmic skills, which consists of the
following 5 points:
1. take and describe informally a specific algorithmic skill, for instance, a specific
procedure for carrying out an arithmetical operation;
2. build a BTM whose behavior approximate as much as possible the procedure
previously described;
3. assume that the particular model M = (BTM, IBTM,P ), consisting of the previ-
ously built BTM and its interpretation I on the corresponding arithmetic proce-
dure P , is a Galilean model of that cognitive skill, i.e. reflects exactly the cognitive
behavior of a human being that carries out that procedure;
4. propose, on the basis of the analysis of the model, a set of hypotheses about
the development and performance of that cognitive skill. A validation of the
hypotheses thus formulated, if possible, would indirectly corroborate the claim
of empirical adequacy of the model;
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5. extend the hypotheses to entire sets of models of algorithmic skills whose charac-
teristic properties are satisfied by the specific model described, so that any con-
firmation of the adequacy of these models, carried out through similar kinds of
empirical methods, would indirectly support these more general hypotheses.
The employment of this method on some specific algorithmic skills led to the formulation
of a set of hypotheses on the performance and development of human computational abil-
ities, which could also provide a possible answer to what I call the functional-explanatory
question of extended mind hypothesis (see section 2.2) with specific regard to algorithmic
skills. This question has been formulated as follows:
• What is the role of bodily and external features in the performance and develop-
ment of algorithmic skills?
An important distinction that I recalled in par. 5.2.2 is that between properly cognitive
and subcognitive skills. The term subcognitive refers to all those activities performed
by a cognitive subject unconsciously, automatically or without attentional efforts. In a
BTM this difference, with respect to algorithmic skills, may be rigorously characterized:
• a cognitive activity is the step-by-step transformation of symbols on the grid of a
BTM;
• a subcognitive activity is any auxiliary function or relation employed by the BTM.
The general hypotheses on performance and development of algorithmic skill which I
formulated on the basis of the analysis of some specific BTM-based models of algorithmic
capacities are the following:
Hypothesis 1b. Development of algorithmic skills
In early development of algorithmic skills, simple algorithms consisting of step-by-
step symbolic transformations are then embedded in more advanced algorithms as
auxiliary functions or conditions, in a way that they can be recalled automatically
and without cognitive effort, in order to be applied to more complex strategies for
symbolic transformation.
Hypothesis 2b. Role of external resources for algorithmic execution
The use of external resources for the execution of algorithms allows WM offloading
in order to perform more complex strategies with less cognitive effort.
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Hypothesis 3. Developmental role of external resources
In early development of algorithmic skills, external resources (like fingers, objects,
paper and pencil) are widely used because they allow a subject to perform simple,
reliable procedures of symbol transformation, and to easily form a set of basic
number facts that can be used to execute more complex procedures.
These hypotheses may, in principle, be confirmed or confuted by feasible experiments
(some examples of possible experiments and/or set of predictions stated on the basis
of the observation of BTM-based models are given in par. 5.2.4 and in par. 5.3.3), in
such a way that any empirical confirmations of some specific hypothesis — based on the
analysis of a definite model (or a set of models) — which is consistent with one or more
of the aforementioned general hypotheses, would indirectly corroborate their validity.
An important remark is that BTM notation provides a unified language in order to
formalize very different kinds of arithmetical procedures, in such a way that some fea-
tures, which seem relevant for algorithm execution, may be constantly monitored (e.g.,
the amount of internal memory necessary to perform a certain algorithmic step or the
need of auxiliary functions). This fact, conjoined with the preliminary assumption (see
point 3 of the aforementioned method) that specific BTM-based models of some given
algorithmic skills reflect adequately real cognitive behaviors, permits to evaluate the
necessary knowledge and the amount of working-memory needed in order to carry out a
certain procedure. Hence, the information given by the analysis of specific BTM-models
can be effectively used to design experimental settings through which confirm or confute
the above hypotheses.
Partial results
In the final section of chapter 5 I tried to test the validity of hypothesis 3 through a
neural network simulation. The net described is a feed-forward multi-layer neural net
which can encode in its input layer two 1-digit numbers x, y and in its output layer the
result of the sum x + y. The aim of the simulation is to see whether some features of
the learning process of a definite subcognitive skill, suggested by the analysis of a BTM-
model which reflects a finger-counting procedure, could be reproduced as features of an
appropriately chosen neural network. The net is tested on different kinds of training-sets
in order to simulate different ways of acquisition of single-digit addition results, one of
which is modeled on the finger counting routine.
Despite a number of assumptions and idealizations implicit in this net simulation, results
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are quite interesting. The training condition suggested by the analysis of the finger-
counting procedure BTM-model seems to be more convenient for a faster reduction of
net’s errors during the training phase. However, this fact alone is insufficient to exclude
a trivial explanation of net’s behavior based on its structural properties. Then, to verify
the cognitive plausibility of the model, this has been tested on the problem-size effect
— a very robust phenomenon in mathematical cognition, which consists of an increase
in reaction time and error rate in response to arithmetic problems with larger solutions.
The (partial) results show that the training condition modeled on the finger-counting
strategy leads not only to a faster reduction of errors during the training phase, but also
provides to the net the ability to reproduce a well-known cognitive effect.
Further lines of investigation
The ones presented in this thesis are only partial results. However, some of the steps
needed to give empirical support to the followed approach may be clearly sketched out:
• Formalization of further computational procedures through BTM-models. Model
analyses should permit to derive some consequences which may be empirically
verified or confuted on the necessary knowledge and/or the WM capacity needed
in order to carry out those procedures.
• Design and study of further models of simulation (e.g., neural nets) apt to give
support to the hypotheses suggested by BTM-models analyses.
• Investigation of correlations between competences about the auxiliary operations
individuated by BTM-models and the use of more or less advanced strategies.
• Collection and analysis of data on the correlation between results on working
memory tasks and arithmetical competencies.
A rigorous investigation of these points may provide, I think, new and more thoughtful
explanations of the connections between the use of bodily/external resources for cognitive
purposes and the development of one of the capacity which most genuinely characterizes
human thought, namely, mathematical thinking.
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