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Resumen: Los me´todos para Extraccio´n de Informacio´n basados en la Supervisio´n
a Distancia se basan en usar tuplas correctas para adquirir menciones de esas tuplas,
y as´ı entrenar un sistema tradicional de extraccio´n de informacio´n supervisado. En
este art´ıculo analizamos las fuentes de ruido en las menciones, y exploramos me´todos
sencillos para filtrar menciones ruidosas. Los resultados demuestran que combinando
el filtrado de tuplas por frecuencia, la informacio´n mutua y la eliminacio´n de men-
ciones lejos de los centroides de sus respectivas etiquetas mejora los resultados de
dos modelos de extraccio´n de informacio´n significativamente.
Palabras clave: Extraccio´n de Informacio´n, Extraccio´n de Relaciones, Supervisio´n
a Distancia, Aprendizaje con Ruido
Abstract: Relation Extraction methods based on Distant Supervision rely on true
tuples to retrieve noisy mentions, which are then used to train traditional supervised
relation extraction methods. In this paper we analyze the sources of noise in the
mentions, and explore simple methods to filter out noisy mentions. The results show
that a combination of mention frequency cut-off, Pointwise Mutual Information and
removal of mentions which are far from the feature centroids of relation labels is
able to significantly improve the results of two relation extraction models.
Keywords: Information Extraction, Relation Extraction, Distant Supervision,
Learning with Noise
1 Introduction
Distant Supervision (DS) is a semi-
supervised alternative to traditional Relation
Extraction (RE) that combines some of the
advantages of different RE approaches. The
intuition is that any sentence that contains
a pair of entities that are recorded in a
Knowledge Base (KB) such as DBpedia1 or
Freebase2 to participate in a known relation
(e.g., born-in or film-director-of) is likely to
provide evidence for that relation. Using this
approach, large training datasets of relation
mentions can be automatically created by
aligning entities that participate in known
relations with sentences from large corpora
where the entity pairs are mentioned. Such
sentences are preprocessed to identify all
named or numeric entities that are men-
tioned. Entities are identified using named
1http://dbpedia.org/About
2http://www.freebase.com/
entity recognizers, tagging them as persons,
organizations, locations, dates, etc. If the
KB specifies that a pair of entities appearing
in the same sentence participates in a known
relation, the corresponding textual context
becomes a mention for the corresponding
relation label. If the KB has no record of
the two entities, the corresponding relation
is marked as unrelated (i.e., a negative
mention). Using this approach, a very large
number of relation mentions can be gathered
automatically, thus alleviating the sparse
data problem plaguing supervised relation
extraction systems, which ultimately causes
overfitting and domain dependence.
In order to illustrate the method, let’s con-
sider some relations3 and tuples from Free-
3In order to improve readability, we will
use intuitive tags instead of the actual Free-
base relation names, i.e., education for /ed-
ucation/education/student, capital for /lo-
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base:
• <Albert Einstein, education, University
of Zurich>
• <Austria, capital, Vienna>
• <Steven Spielberg, director-of, Saving
Private Ryan>
Searching for the entity pairs in those tu-
ples, we can retrieve sentences that express
those relations:
• Albert Einstein was awarded a PhD
by the University of Zurich.
• Vienna, the capital of Austria.
• Allison co-produced the Academy
Award-winning Saving Private Ryan,
directed by Steven Spielberg...
Although we show three sentences that do
express the relations in the knowledge-base,
distant supervision generates many noisy
mentions that hurt the performance of the re-
lation extraction system. We identified three
different types of noise in the mentions gath-
ered by distant supervision:
1. Sentences containing related entities,
but which are tagged as ’unrelated’ by
DS. This happens because the KB we
use, as all real-world Kbs, is incomplete,
i.e., it does not contain all entities that
participate in a given relation type.
2. Sentences containing unrelated entities,
tagged as related. This happens when
both participating entities that are
marked as related in the KB appear in
the same sentence, but the sentence does
not support the relation.
3. Sentences containing a pair of related en-
tities, but which are tagged as a mention
of another, incorrect, relation. This type
is the most common, and happens for
entity tuples that have more than one
relational label. These were previously
called multi-label relations in the litera-
ture (Hoffmann et al., 2011).
Suppose that we have an incomplete KB ac-
cording to whom the tuple <Brazil, Celso
Amorim> is unrelated. In reality Celso is
a minister of Brazil, and thus a mention of
the country-minister relation. Mentions like
cation/country/capital, and director-of for
/film/director/film
Celso Amorim , the Brazilian foreign min-
ister , said the (...) will be tagged by DS
systems as unrelated at the training dataset,
instead of appearing as country-minister as it
should be. This is an example of Type 1.
Situations of Type 2 noise occur with
tuples like <Jerrold Nadler, born in,
Brooklyn>. If the system extracts the
following sentences from the corpora, (...)
Representative Jerrold Nadler, a Democrat
who represents parts of Manhattan and
Brooklyn, (...) and Nadler was born in
Brooklyn, New York City., they both will
be tagged as born in and used later for
training, although the entity tuple in the
first sentence is not a positive mention of the
relation under consideration.
Below we give an example of Type 3 noise.
Consider the tuple <Rupert Murdock, News
Corporation>. This is a multi-label relation
with labels founder and top-member. Thus
sentences in the training set such as News
Corporation was founded by Rupert Murdock
and Rupert Murdock is the CEO of News
Corporation will be both considered as men-
tions for both founder and top-member, even
though the first sentence is not a mention for
the top-member relation and the second is not
a mention for the founder relation.
We selected randomly 100 mentions re-
spectively from single-label related mentions,
multi-labeled related mentions and unrelated
mentions which correspond to Freebase rela-
tions as gathered by (Riedel, Yao, and Mc-
Callum, 2010). We analyzed them, and es-
timated that around 11% of the unrelated
mentions belong to Type 1, 28% of related
single-labeled mentions belong to Type 2.
Regarding multi-labeled mentions, 15% be-
long to Type 3 and 60% to Type 2, so only
25% are correct mentions. All in all, the
dataset contains 91373 unrelated mentions,
2330 single-labeled and 26587 multi-labeled
mentions, yielding an estimate of 29% cor-
rect instances for related mentions, and 74%
correct instances overall.
Noisy mentions decrease the performance
of distant supervision systems. However,
because the underlying datasets are gener-
ally very large, detecting and removing noisy
mentions manually becomes untenable. This
paper explores several methods that auto-
matically detect and remove noisy mentions
generated through DS.
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2 Related Work
Distant Supervision was originally proposed
by (Craven and Kumlien, 1999) for the
biomedical domain, extracting binary rela-
tions between proteins, cells, diseases and
more. Some years later, the approach was
improved by (Mintz et al., 2009), making it
available for different domains, such as peo-
ple, locations, organizations,..., gaining pop-
ularity since then.
We can find many approaches that model
the noise to help the classifier train on the
respective datasets. (Riedel, Yao, and Mc-
Callum, 2010) model distant supervision for
relation extraction as a multi-instance single-
label problem, allowing multiple mentions for
the same tuple, but it does not allow more
than one label per object. (Hoffmann et al.,
2011) and (Surdeanu et al., 2012) focus on
multi-instance multi-label learning.
Distant supervision has also been the most
relevant approach used to develop different
relation extraction system at the TAC-KBP
Slot Filling task4 for the last years, organized
by NIST. Nearly all the participants use dis-
tant supervision for their systems to extract
relations for people and organization entities.
The approach has improved slowly during the
latest years, and working with noisy men-
tions to train the systems has been recognized
as the most important hurdle for further im-
provements.
3 Distant Supervision for
Relation Extraction
The methods proposed here for cleaning the
textual evidence used to train a RE model
are system independent. That is, they ap-
ply to any RE approach that follows the
“traditional” distant supervision heuristic of
aligning database tuples with text for train-
ing. As proof of concept, in this paper
we use two variants of the Mintz++ sys-
tem proposed by (Surdeanu et al., 2012) and
freely available at http://nlp.stanford.
edu/software/mimlre.shtml. This algo-
rithm is an extension of the original work of
(Mintz et al., 2009) along the following lines:
• The Mintz++ approach models each re-
lation mention independently, whereas
4Task definition for 2013 available at
http://surdeanu.info/kbp2013/KBP2013_
TaskDefinition_EnglishSlotFilling_1.0.pdf
Mintz et al. collapsed all the men-
tions of the same entity tuple into a sin-
gle datum. In other words, Mintz++
constructs a separate classification data
point from every sentence that contains
a training tuple, whereas the original
Mintz et al. algorithm merges the fea-
tures extracted from all sentences that
contain the same tuple into a single clas-
sification mention. The former approach
was reported to perform better in prac-
tice by (Surdeanu et al., 2012).
• Mintz++ allows multiple labels to be
predicted for the same tuple by perform-
ing a union of all the labels proposed
for individual mentions of the same tu-
ple, whereas the Mintz et al. algorithm
selected only the top-scoring label for
a given entity pair. The multiple-label
strategy was also adopted by other mod-
els ((Hoffmann et al., 2011); (Surdeanu
et al., 2012)). This is necessary because
the same pair of entities may express
multiple relations, e.g., (Balzac, France)
expresses at least two relations: BornIn
and Died, which cannot be modeled by
Mintz et al.’s algoritm.
• Mintz++ implements a bagging strat-
egy that combine five individual mod-
els. Each model is trained using four
out of five folds of the training corpus.
The final score is an unweighted aver-
age of the five individual scores. In this
paper, we report results using two vari-
ants of the Mintz++ model: when this
ensemble modeling strategy is enabled
(Mintz++) or disabled, i.e., using a sin-
gle model trained over the entire training
data (which we will call Mintz*). This
allows us to directly compare the effects
of bagging with the impact of the data-
cleanup proposed in this paper.
The results reported here are generated
over the corpus created by (Riedel, Yao, and
McCallum, 2010) and used by many other
IE researchers like (Hoffmann et al., 2011),
(Surdeanu et al., 2012), inter alia. This cor-
pus uses Freebase as the source for distant
supervision and the New York Times (NYT)
corpus by (Sandhaus, 2008) for the source of
textual evidence. The corpus contains two
partitions: a training partition, containing
4700 relation mentions from the 2005–2006
portion of the NYT corpus, and a testing
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partition, containing 1950 more recent (2007)
relation mentions. Because this corpus does
not have a reserved development partition,
we tuned our models over the training par-
tition using cross-validation. In both parti-
tions, negative mentions were automatically
generated from pairs of entities that co-occur
in the same sentence and are not recorded in
Freebase with any relation label. Crucially,
the corpus authors released only a random
subsample of 5% of these negative mentions
for the training partition. This means that
any results measured over the training par-
tition will be artificially inflated because the
systems have fewer chances of inferring false
positive labels.
4 Methods to Remove Noise
We tried three different heuristics to clean
noisy mentions from the dataset. We exper-
imented removing tuples depending on their
mention frequency (MF), their pointwise mu-
tual information (PMI), and the similarity
between the centroids of all relation mentions
and each individual mention (MC). We also
built several ensemble strategies that com-
bine the most successful individual strate-
gies, as parametrized over development data.
Note that none of these methods uses any
additional manual annotation at all.
4.1 Mention Frequency (MF)
For our first heuristic, we consider that tu-
ples with too many mentions are the most
probable to contain noisy mentions, so we re-
move all those tuples that have more than
a predefined number of mentions. Our sys-
tem removes both positive tuples that ap-
pear in Freebase, and negative (unrelated)
tuples which contain more than X mentions.
We experimented with different thresholds
and chose the limit that gave the highest
F-Measure on the development set5. The
chosen value was X = 90, i.e., all tuples
with more than 90 mentions where removed,
around 40% of the positive mentions, and
15% of the total dataset considering both
positive and negative mentions.
For example, the tuple <European Union,
has-location6, Brussels> appears with 95
mentions. This tuple contains good mentions
5Throughout the paper, development experiments
stand for cross-validation experiments on Riedel’s
training partition.
6/location/location/contains
like The European Union is headquartered
in Brussels. but also many noisy mentions
like The European Union foreign policy chief,
Javier Solana, said Monday in Brussels that
(...) or At an emergency European Union
meeting of interior and justice ministers in
Brussels on Wednesday, (...) which do not
explicitly say that Brussels is in the Euro-
pean Union, and can thus mislead the super-
vised RE system. This heuristic removes all
instances of this tuple from the training data.
4.2 Tuple PMI
The second heuristic calculates the PMI be-
tween each entity tuple and the a relation
label. Once we calculate the PMI for each
tuple, we consider that the tuples which have
a PMI below a defined threshold have noisy
mentions, and remove them. Empirically,
we observed that our system performs bet-
ter if we remove only positive mentions with
low PMI and keep the negative ones, regard-
less of their PMI value. Our system per-
formed better with a threshold of 2.3, remov-
ing around 8% of the positive training tuples.
This heuristic is inspired by the work of (Min
et al., 2012).
As an example, this approach removed
the tuple: <Natasha Richardson, place-of-
death7, Manhattan>. This tuple has only one
mention: (...) Natasha Richardson will read
from ’Anna Christie,’ (...) at a dinner at the
Yale Club in Manhattan on Monday night..
This mention does not support the place-of-
death relation. That is, even though Natasha
Richardson died in Manhattan, the mention
is unrelated to that fact.
4.3 Mention Centroids (MC)
This heuristic calculates the centroid of all
mentions with the same relation label, and
keeps the most similar mentions to the cen-
troids. We hypothesize that the noisy men-
tions are the furthest ones from their label
centroids. For this experiment, we consider
each mention as a vector and the features as
space dimensions. We use the same features
used by the DS system to build the vectors,
with the frequency as the value of the fea-
ture. The centroid is built from the vectors
as described in equation 1 below.
~Ci =
(
feat1
mentionsi
,
feat2
mentionsi
, . . . ,
featN
mentionsi
)
(1)
7/people/deceased person/place of death
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where mentionsi = number of mentions for
label i (1 ≤ i ≤ M), featj = number of ap-
pearances of feature j (1 ≤ j ≤ N) and Ci =
Centroid for label i.
The similarity between a centroid and any
given mention is calculated using the cosine:
cosine(C,M) =
~C · ~M√
~C · ~C ·
√
~M · ~M
(2)
where C = Centroid and M = Mention.
We select a percentage of the most similar
mentions to each centroid, and discard the
rest. Our system returned the best results on
development when we kept 90% of the most
similar mentions of each relational label.
We do not use this heuristic for nega-
tive mentions. Empirically, we observed that
this heuristic performs better if we kept all
negative mentions rather than deleting any
of them. This could be an artifact of the
fact that only 5% of the negative mentions
are included in Riedel’s training dataset.
Thus, sub-sampling negative mentions fur-
ther yields datasets with too few negative
mentions to train a discriminative model.
This methods removes around 8% of the pos-
itive mentions.
As an example of the method, if we take
the centroid for relation company-founders,
the mention appearing in the sentence (...)
its majority shareholder is Steve Case, the
founder of AOL of the tuple <Steve Case,
company-founders, AOL> is the most sim-
ilar to the centroid of the same label. On
the contrary, the mention Ms. Tsien and
Mr. Williams were chosen after a competi-
tion that began with 24 teams of architects
and was narrowed to two finalists, Thom
Mayne’s Morphosis being the other of the
tuple <Thom Mayne, Morphosis> was cor-
rectly excluded, as the mention does not ex-
plicitly say that Thom Mayne is the founder
of Morphosis.
4.4 Ensemble Models
We experimented with several ensemble mod-
els that combine the above individual strate-
gies, in different order. The best results on
development, as shown in Section 5.1, were
different for Mintz* and Mintz++. For the
first, we first filtered using PMI, then run the
MF filter, and finally applied the centroid-
based filter. For the second, the best com-
bination was to run PMI and then MF. The
Rec. Prec. F1
Mintz* 34.98 39.44 37.07
MF 90 33.19 44.49 38.01
PMI 2.3 34.49 40.64 37.31
MC 90% 34.81 40.31 37.33
PMI+MF+MC 32.72 46.36 38.53
Table 1: Development experiments using
Mintz*, showing the results of each filtering
method and the best combination.
Rec. Prec. F1
Mintz++ 34.85 41.45 37.86
MF 180 33.65 44.48 38.45
PMI 2.4 34.00 42.97 37.95
PMI+MF 33.25 45.57 38.45
Table 2: Development experiments using
Mintz++, showing the results of each filter-
ing method and the best combination.
MC method did not provide any additional
gain.
5 Experiments
We evaluated the methods introduced in the
previous section with the dataset developed
by (Riedel, Yao, and McCallum, 2010). This
dataset was created by aligning Freebase rela-
tions with the New York Times (NYT) cor-
pus. They used the Stanford named entity
recognizer to find entity mentions in text and
constructed relation mentions only between
entity mentions in the same sentences. We
used the same features as (Riedel, Yao, and
McCallum, 2010) for the mention classifier.
The development set was created using
a three-fold cross-validation technique, sim-
ilarly to (Surdeanu et al., 2012). For the for-
mal evaluation on the test set, we only used
the best ensemble models, instead of apply-
ing each method individually.
5.1 Results on the Development
Corpus
The initial experiments where done using the
Mintz++ system in (Surdeanu et al., 2012)
without any ensemble at the classifier. From
now on, the Mintz++ without the ensemble
will be denoted as Mintz* in this paper. Ta-
ble 1 shows the results we obtained with each
method. If we execute our methods individu-
ally, we get the best results with the Mention
frequency experiment (Section 4.1), where
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Figure 1: Precision/recall curves for the Mintz* system on the test partition. The red line is
our best filtering model.
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Figure 2: Precision/recall curves for the Mintz++ system on the test partition. The red line is
our best filtering model.
our system’s F-Measure improves nearly 1%.
The PMI (Section 4.2) and the Mention cen-
troids models (Section 4.3) both yield a small
improvement over the baseline. For the en-
semble models, we obtain the best perfor-
mance by combining PMI with Mention fre-
quency and the Mention centroids, improv-
ing the F-Measure nearly 1.5 absolute points.
Our system improves the precision in each
experiment, but not the recall, this scoring
Ander Intxaurrondo, Mihai Surdeanu, Oier Lopez de Lacalle y Eneko Agirre
46
Rec. Prec. F1
Mintz* 31.95 14.57 20.02
PMI+MF+MC 29.23 17.64 22.00
Table 3: Results on the test partition for
Mintz* (without bagging).
Rec. Prec. F1
Mintz++ 31.28 15.43 20.67
PMI+MF 29.79 17.48 22.03
Table 4: Results for Mintz++ (with bag-
ging).
parameter generally decreases slightly. This
is to be expected, since the models built us-
ing filtered data train on fewer positive men-
tions, thus they will be more conservative in
predicting relation labels.
We applied the same heuristics to the orig-
inal Mintz++ system at (Surdeanu et al.,
2012), and optimized them. The optimal pa-
rameters are 180 mention maximum for Men-
tion frequency ( 4.1), and 2.4 for the PMI
heuristics (Section 4.2). Unfortunately the
Mention centroids (Section 4.3) heuristic did
not yield an improvement here. Finally, we
combined the PMI heuristic with the Men-
tion frequency experiment to improve our re-
sults. Table 2 shows the results we obtained
for each heuristic. Surprisingly, MF 180 and
PMI+MF give the same F-Measure.
5.2 Results on the Test Partition
For the formal evaluation on the test set,
we only chose the ensemble models that
performed best with the development set
for Mintz*, with the same optimal parame-
ters obtained on development. On the test
set, the F-Measure improves approximately
2 points. The results are shown in Table 3.
Figure 1 shows the precision/recall curves
for our best system relative to the Mintz*
baseline. The figure shows that our approach
clearly performs better.
Table 4 shows the results on the test parti-
tion of the original Mintz++ system of (Sur-
deanu et al., 2012) and the Mintz++ ex-
tended with our best ensemble filtering model
(tuned on development).
Figure 2 shows the precision/recall curves
of the two systems based on Mintz++. The
models trained using filtered data perform
generally better than the original system, but
the differences are not as large as for the pre-
vious model that does not rely on ensem-
ble strategies. This suggests that ensemble
models, such as the bagging strategy imple-
mented in Mintz++, are able to recover from
some of the noise introduced by DS. However,
bagging strategies are considerably more ex-
pensive to implement than our simple algo-
rithms, which filters the data in a single pass
over the corpus.
To check for statistical significance, we
used the bootstrapping method proposed by
(Berg-Kirkpatrick, Burkett, and Klein, 2012)
verifying if the improvement provided by
mention filtering is significant8. This boot-
strapping method concluded that, although
the difference between the two models is
small, it is statistically significant with p-
values below 0.001, thus supporting our hy-
pothesis that data cleanup for DS algorithms
is important.
6 Conclusions
Motivated by the observation that relation
extraction systems based on the distant su-
pervision approach are exposed to data that
includes a considerable amount of noise,
this paper presents several simple yet robust
methods to remove noisy data from auto-
matically generated datasets. These meth-
ods do not use any manual annotation at the
datasets. Our methods are based on limiting
the mention frequency for each tuple, calcu-
lating the Pointwise Mutual Information be-
tween tuples and relation labels, and com-
paring mention vectors against the mention
centroids of each relation label.
We show that these heuristics, especially
when combined using simple ensemble ap-
proaches, outperform significantly two strong
baselines. The improvements hold even on
top of a strong baseline that uses a bagging
strategy to reduce sensitivity to training data
noise.
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