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INTRODUCTION 
FOR A diffeomorphism of a manifold f: M --+ M, Smale has introduced the notion of a 
hyperbolic structure on the non-wandering set, Q(j) off: For a general reference to Smale’s 
work, see [4]. It is Smale’s long range program to classify a Baire set of these diffeomor- 
phisms. In such a program, n(f) and hyperbolic structures promise to play a crucial role. 
The purpose of this paper is to carry out a portion of this program, in what can be 
thought of as the simplest possible case. Let !& be an indecomposable (see [4], p. 4) subset 
of Q(J), and suppose 
(a) f) R, has a hyperbolic structure, E” + E”; 
(b) & (c) dim Q2, = dim fibre E” = 1; and 
(d) c;Z, is a sink. 
To this end, we define (1-demensional) solenoids X and shifts maps h : C -+ C; these 
generalize the (C, h) of [7]. These in turn are defined in terms of (l-dimensional) branched 
manifoIds K and immersions g : K-+ K, satisfying certain axioms. We then prove the 
following: 
THEOREM A. The periodic points of a shift map of a solenoid are dense in the solenoid. 
THEOREM B. Each point of a solenoid has a neighborhood of the form [O, l] x C, where 
C is a Cantor set. 
THEOREM C. If I2 is a solenoid with shift map h, then there is a difSeomorphism f : S4 + S4 
having an indecomposable subset a, of its non-wandering set such that 
(a) f 1 Q, is topoiogicaIly conjugate to h; 
(b) f 1 R, has a hyperbolic structure. 
(In fact, properties (a-e) of Theorem D are true.) 
THEOREM D. Suppose f: M+ M is a difSeomorphism having fl, as an irreducible subset 
of its non-wandering set such that 
(a) f 1 R, has a hyperbolic structure E” + E”; 
(b) f 1 R, has an associated stable manifold structure (see 1.3, below); 
(c) dim 0, = 1; 
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(d) 0, is a sink; and 
(e) the dimension of the fiber of E” is 1. 
Then f 1 R,, is topologically conjugate to a shift map of a solenoid. 
THEOREM E. The Artin-Mazur zeta function [l] of a solenoid is rational. 
The hypotheses for Theorem D are too strong; in fact, we think of it as a preliminary 
version. In particular, it is felt that hypotheses (b) and (e) can be dropped outright. Our 
proof uses (b) in a strong way, but (b) itself probably follows [4, p. 161 from (a), (c) and (d). 
Note that (a-e) implies (p) the periodic points are dense in 5&. Smale has conjectured 
[4, p. 371 that (a) alone implies (p). 
It is felt that this program can be carried out for higher dimensional solenoids. As a 
next approximation to a good version of D, one might assume only (a), (b), (d) and cf) 
relative to !& itself, f If&, is an expansion. For this, one needs to define branched manifolds 
of all dimensions. Certainly Theorem E will be harder for dim Q, > 1, so we will need a 
substitute for Axiom 4. There would be no difficulty in analogues to A, B, and C. 
If condition (d) is to be discarded, “solenoids” would have to include Anosov manifolds 
as they occur as sinks (e.g. see [4, p. 261). We expect o have more to say about these topics. 
The author would like to thank Professor Smale for several very helpful conversations 
and for early copies of [4]. In particular Theorem B was suggested (in greater generality) 
by him in a conversation. In addition I would like to thank many of my colleagues, including 
Douglas R. Anderson, Art Copeland, Paul Schweitzer and Carl Verhey. 
The structure of the paper is as follows: branched manifolds, immersion of branched 
manifolds, and “associated stable manifold structure” are defined in $1. The axioms 1,2,3, 
3’ and 4 are given and solenoids and their shift maps are defined in $2. In 93 we prove 
elementary properties, including Theorem A, about solenoids and shift maps. The balance 
of the paper consists of proofs of the principal theorems B, C, D, and E. 
$1. BRANCHED l-MANIFOLDS AND STABLE MANIFOLD STRUCTURES 
1.0 Definitions. To define branched l-manifold, one proceeds just as in defining a 
l-manifold, except hat three types of coordinate neighborhoods are allowed. These are the 
reallineR,H={xER:xZO}and Y={(x,y)ER2:y=Oory=q(x)}. Herecp:R+R 
is a fixed C” function such that q(x) = 0 for x 5 0 and q(x) > 0 for x > 0. One defines the 
boundary aK as usual to be points of K corresponding to 0 E H. The branch set B, of K, is the 
set of all points of K corresponding to (0, 0) E Y. If K is compact, dK and B are finite. 
A C’-structure for a branched l-manifold is defined as usual (e.g. see [3]); note that a 
branched l-manifold K has a tangent bundle T(K), because the two small sub l-manifolds 
containing a branch point b have the same tangent at b. A differentiable map f: Kl -P K2 of 
branched l-manifolds induces a map Df: T(K,) + T(KJ of their tangent bundles. f is an 
immersion if Df is a monomorphism on the tangent space at each point. 
Example. The projection Y--f R is an immersion. 
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Note. Branched manifolds occur very naturally in topological dynamics, as we show 
below. They can be defined for all dimensions. 
1.1 De$nition. If g : K--f K is a C’ immersion of a branched C’ manifold (r 2 I), then 
g is an expansion [4, p. 41 relative to a Riemannian metric (1 I/ on T(K), if there are constants 
C, A, 0 < C, 1 < 1, such that 
II(Dg 2 CA” ]]a]] , all n E Z+, v E T(K). 
Note that if K is compact, this definition is independent of the Riemannian metric. 
1.2 Alternative formulation. The Riemannian metric on a branched l-manifold deter- 
mines arc length on K and g : K--f K is an expansion iff g” increases arc length by a factor of 
at least CA”. This would be an entirely satisfactory definition of expansion. Similarly, the 
other terms evolved here-branched l-manifolds and immersions--can be defined without 
resort to differentiable structures. 
1.3 Definition. Suppose Sz, is an indecomposable subset of the non-wandering set flu) 
off and that f 1 R, has a hyperbolic structure E” + E”. Let n be the dimension of A4 and m 
the dimension of the fiber of E”. Then R, has an associated stable manifold structure of class 
C’ provided there is a closed neighborhood U of &, and a collection d of mutually disjoint 
connected C’ embedded (n - nz)-dimensional submanifolds such that 
(1) UEZ = u; 
(2) if G E d and x E G n Q,, then the fiber of ES at x is tangent to G at X; 
(3) if G E d then f(G) c G’, where G’ E &; 
(4) if G E J$, then lim, diameter f ‘(G) = 0; and 
(5) there is a finite collection of closed neighborhoods Ui x Di x Ei, where Di is an 
m-cell, E, an (n - m)-cell such that: 
(a) Vi Int Ui = U, where the interior is relative to U; 
(b) if GE ._z? and G n Ui # 0, then G n Ui is of the form (point) x Ei ; 
(c) if Vi n Uj # @ and gi, gj are the projections of Ui , Uj onto Di , Dj, then 
g,(gi 1 Ui n U,)-l is a homeomorphism; and 
(d) the projections gi of part (5~) are of rank m on U. 
1.4 Next note that if f has a periodic point x E !A,, then the stable manifold W’(x) is 
compatible with this foliation. That is, W’(X) n U is the union of elements of &. For 
if sx = x, f”( W’(s)) c W(x) and f”(G,) c G,, where x E G, E A@‘. By condition (3) 
G, c W’(x). Thus, by invariance of domain, G, contains a neighborhood V of x in W’(x). 
Then if x’ E G’ E d where x’ E W’(x), then for some n,f”(x’) E V, so thaty(G’) u G, is an 
element of d. Hencef”(G’) u G, = G, and G’ c W’(x). 
1.5 Note that the structure alluded to in paragraph 5 of p, 16 of [4] seems to imply 1.3 
$2. SOLENOIDS AND SHIFT MAPS 
Dejnition. Let K be a compact branched l-manifold with branch set B and let g : K + K 
be an immersion such that the following axioms hold: 
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Axiom 1, g is an expansion; 
Axiom 2, all points of K are non-wandering under g; 
Axiom 3, each point of K has a neighborhood whose image under g is an arc. 
Then let E be the inverse limit of the sequence 
K-K-K-... . 
Q Q Q 
For a point a = (a,, a,, a, , . ..)~~.leth-‘(a)=(a,,a,,u,, . ..)Thenh.Z+I:isahomeo- 
morphism. Z is called the solenoid and h the shift map determined by g : K + K. For brevity 
we say h satisfies Axioms 1, 2 or 3, if it is determined by g : K-r K which does. 
The inverse limit, T(C), of the tangent bundles 
T(K)-T(K)-... 
DQ DQ 
is a line bundle over C and serves as a tangent bundle. Then the shift map h induces Dh on 
T(X) which is likewise a shift map. 
For most purposes, we may assume (see 3.6): 
Axiom 3’, g(B) n B = rp ; 
Axiom 4, there is a finite set A c K such that g(A u B) c A. 
Remark. The classical solenoids [5-71 in which K = S1 and g is a covering map are 
solenoids in the above sense and g trivially satisfies 3’ and 4. 
Examples. Figure 1 contains all branched l-manifolds with two branch points and 
empty boundary. Only the first two allow immersions g satisfying Axiom 2. The second and 
last are orientable, the others are not. Let K be the first and define g : K -+ K on its oriented 
l-cells by 
FIG. 1. 
A+-B+A+B 
B-, C-B+A 
C-, B+C-B, 
where +(-) denotes composition with the (reverse) path, Then g satisfies Axioms 1, 2, 3 
and 4 but not 3’. 
Let X be the solenoid determined by g : K + K. Note that the eech l-dimensional 
cohomology of X is H’(E; 2) = Z + Z. Thus Z is not a classical solenoid. One can show 
that each arc component of a solenoid is a (badly embedded) topological line. Thus the 
singular H1 is trivial. 
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$3. ELIZMEXMRY PROPERTIES OF SOLENOIDS 
Throughout this section, g : K+ K is an immersion of the branched l-manifold K. 
3.1 PROPOSITION. If g : K + K satisfies Axioms 1 and 2, then K has empty boundary. 
Proof. Assume K has a boundary E. Then only boundary points could map by the 
immersion g to a boundary point. Thus, as a priori E is finite, the points of E must be per- 
muted, by Axiom 2. But then points nearby to E are tending away from E, by Axiom 1. But 
this contradicts Axiom 2. 
We use the notation Fix(f) to denote the fixed points off. If x E Fix(g”), then let 
a(x) =(x, g”-lx, g”-‘x, . . . . x, g”-lx, gne2x, . ..). 
Then a(x) E X and clearly a(x) E Fix(h”). Equally clearly the converse also holds; that is, 
3.2 PROPOSITION. The correspondence x -+ a(x) is a l-to-l correspondence b tween 
Fix(#) and Fix@“). 
3.3 THEOREM A. If g : K -+ K satisfies Axioms 1 and 2 and h : X is the resuhing shift map, 
then the periodic points of h are dense in C. 
Proof. Let a be a point of z and U be a neighborhood of a. Then for some open set 
V c K and integer n, U 3 {b E z: b, E V}. Thus by the criterion 3.2, it will suffice to find a 
point b, E V with b, periodic under g. If a, is periodic under g there is nothing to prove. 
Hence we may assume a, is not periodic; also that a,, E K - B. 
There is an integer n such that g” increases arc length by a factor of at least 3 (see 1.2). 
Let Zr be a small closed interval centered at a, so that g’(Z,) n Z, = q, i = 1,2, . . . , n. 
Let Z2 be a closed interval centered at a, and of half the length of Zr. Then by Axiom 2, 
g”(ZJ n I, # v, for some m. But then g”(Z,) 1 Zr, as one easily calculates. Hence gm has a 
tied point in Z1, which proves 3.3. 
3.4 PROPOSITION. Axioms 1 and 2 imply that there is an integer n such that g” is at least 
2-to-1 at each point of K. 
Proof. Axiom 2 trivially implies g is onto. Thus by compactness, it will suffice to fmd 
for each point x E K a neighborhood V = V, of x and an integer n = n(x) such that g” is 
2-to-1 onto V. For if g’ is 2-to-1 at a point x, so is g” for all m 2 n. So let x E K and con- 
sider two cases: 
Case 1. x E K - B. Then let Z be an open interval neighborhood of x. Then by 3.3 
there are periodic points a, b E Z with a # b. Let n be chosen so that g” fixes a and b and so 
large that g” increases arc length by a factor large in terms of the geometry of a, b and I. Then 
a and b have disjoint neighborhoods N, and Nb each of which maps onto I under g”. 
Case 2. x E B. Then let I, J be intervals about x so that I v J is a neighborhood of x. 
Then one finds 4 periodic points a, b E I - J and c, d E J - I and a common period n, SO 
large that f’ sends N,, Nb onto I and NC, Nd onto J as in case 1. 
3.5 PROPOSITION. Suppose g : K -+ K satisfies Axioms l-3. Then there is a g,, : K, + KO 
satisfying Axioms l-4 and maps r : K -+ K, , s : K,, -+ K so that the foIlowing diagram is com- 
mutative: 
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Proof. Let {bi} be the branch points of K. Then by Axiom 3, there are small closed 
arcs [aibi Ci] and [ai b, cl] about b, whose union is a neighborhood of bi such that 
g[ai bi ci] = g[ai bi CL] = an interval. Then there is a periodic point ei E g(bi , Ci) and thus 
points di E (bi, ci) and di E (bi, c;) such that g(d,‘) = g(di) = ei. 
Let N be the equivalence relation on K given by 
x -y iff 
( 
x=yor 
x E [bi, di], y E [bi, di] and gx = gy for some i. 
Define K0 = K/N and let Y : K + K,, be the projection map. Then g : K -+ K induces a map 
g,, : K, + K. so that g,r = rg. Also g induces a map s : &, -+ K such that sr = g. Then Ke 
and the maps g ,,r,sareallC’ifg:K-+KisC’. 
Thus it suffices to verify Axioms l-4 for g,, : I&, --) K,, . The Riemannian metric on K 
induces (with some choice) one on Ka with essentially identical properties, so that Axiom 1 
holds. One can use the commutative diagram to verify Axiom 2. If the intervals [ai, bi , Ci] 
are small, then Axiom 3 still holds. Finally, let A = {f”(b) : b is a branch point of Ke and 
rr = 0, 1,2, . . .}. Then A is finite andf(A u B) c A. 
3.6 COROLLARY. The shift map of a solenoid satisfying Axioms l-3 is topologically con- 
jugate to one satisfying Axioms 1, 2, 3’ and 4. 
Proof. Let g : K -+ K satisfy Axioms l-3 and let h : C -+ IZ be the corresponding shift 
map. Then by 3.5 we have the diagram 
K-K+--- 
.& rI 
g K +-L.. 
7 \ 
\ 
s\ r 
\ 
\ \ 
1 
Ke+--KK,-KK,-... 
go 00 go 
in which go : KO + KO satisfies Axioms l-4. It follows that the following diagram is com- 
mutative 
h 
C-E 
?\ 
R 
II 
S\ R 
\ 
\ 
z3--0 
ho 
in which &, and h, are defined by go : KO --) K, and the maps R, S are induced by r and s on 
coordinates. Thus R is a homeomorphism (with h-‘S as inverse) and h is topologically 
conjugate to h, . That we may also assume Axiom 3’ is proved by the following: 
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3.7 PROPOSITION. Suppose g : K-+K satisjes Axioms 1 and 3. Then there is a go : K, --) K0 
satisfying Axioms 1 and 3’ and maps r : K -+ K, and s : K, + K such that the diagram of 3.5 is 
commutative. If g satisfies Axiom 2, so does go . 
Proof. We proceed as in 3.5. Let bi, i = 1, . . . , k be the branch points of K and suppose 
g(b,) = bj . Then consider small closed arcs [ai, bi , Ci], [ai, bi, CJ about bi as in 3.5. Then 
define an equivalence relation N on K by 
i 
x 
x N yiff 
= y, or 
x E [bi, ci], y E [bi, ci ] for some i and gx = gy. 
Define K0 = K/- and the maps go, r, s just as in 3.5. We claim that if the intervals [bi, ci], 
[bi, cf] are chosen small enough, then g,, satisfies Axiom 3’. 
To see this, proceed through the b,‘s which map to some bj , one at a time, choosing the 
intervals so small that previous “collapsings” are not affected, We distinguish four cases: 
Case 1. i # j. Then since g ( [bi, ci] is l-to-l g(ci) # bj so that the resulting branch 
point of K0 (=r(ci) = r(cf)) does not hit r(bj) under go. 
Case 2. i =j and g(ci) = g(c[) is on the ai side of b, . Then the resulting branch point 
misses itself under go, by a double margin. 
Case 3. i =j, g(ci) = g(ci) is on the ci side of bi, and ci is between bi and g(ci). Then 
the “new” branch point bf = r(ci) and gO(bj) # bf. Finally, 
Case 4. i = j, g(ci) = g( c f) is either ci or between Ci and bi. Then g is not an expansion 
on the arc (bi, ci) so that Case 4 cannot occur. 
$4. PROOF OF THEOREM B 
THEOREM B. Let Z satisfy Axioms l-3. Then each point of Z has a neighborhood of the 
form [0, I] x C where C is a Cantor set. 
Proof. Let g : K-* K determine C. We may assume Axioms 1, 2, and 3’ for g. Then 
g” : K + K determines C equally well (the shift map is different) so that we may assume by 
Axiom 1 that g at least doubles arc length. 
Leta=(a,,a,,a,, . . . ) be a point of C. Then a0 has a neighborhood Jo homeomorphic 
to either a closed line interval or a closed “Y”. Then let V= {xE~::~EJ~}. Then Visa 
neighborhood of a and is an inverse limit 
in which each Ji = g-l(Ji_l) is the union of a finite number of copies of [0, l] or “Y”. Note 
that apriori, some component L of Ji could have several branch points. But as there are only 
finitely many branch points, we may assume by the above remarks that L has at most one. 
LEMMA. Let Y. be a component Of Ji. Then there is an integer n such that each com- 
ponent Y of g-“( Y,) maps onto a subinterval of Y. . 
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Proof. Assume otherwise. Then Y0 is a “Y” and g-l( Y,,) has a component, say Y,, 
such that g( Y,) = Y0 and for each integer i, g-‘( Yl) has a component which maps onto Y1 
under gi. Then by induction there are components Yi+l of g-l( Yi) such that g( Yi+l) = Yi . 
Now label the points of Bib,, b, , . . . , b,}. Then for each i, the branch point of Yi is 
some b,, . AS there are at most m2 pairs (ni, TZ,+~), the set 
{arc length[b,,, g(b,,+,)] : i = 1,2,3, . ..} 
has a minimum p > 0. As g increases arc length it follows that the arc length of 
[b,, , gj(b,,)] > jp. But this contradicts the fact that Y0 has finite length and completes the 
proof of the lemma. 
Applying the lemma, we may write V, as an inverse limit 
V-0 : Y,+------Y”,+------Y -... n2 
u% 
(7 \ / ? g”2 / \ 
\ / \ / \ 
[O,l; x” F, [O,l; ;F, 
\ 
. . . 
in which g”’ : Y,, -+ Y,,_ t can be factored through a product [0, l] x Fi , where Pi is a finite 
set. We may assume that Fi has at least 2’ points, by 3.4. Then V, is the inverse limit of the 
complete system in (*), including the [O, l] x Fi’S. This is because a cofinal subsequence 
determines an inverse limit. Thus V, homeomorphic to the inverse limit 
[OJ] x F,t[O,l] x’F,+-‘... 
as it constitutes a cofinal subsystem of (*). This completes the proof of Theorem B. 
$5. PROOF OF THEOREM C 
THEOREM C. Let IZ be a soIenoid with sh$t map h. Then there is a difSeomorphism 
f: S4 -+ S4 having an indecomposable subset Q, of its non-wandering set such that 
(a) f ( R, is topologically conjugate to hj 
(b) fl R, satisfies a-e of Theorem D. 
Proof. Let g : K + K determine C and h. Then E can be smoothly embedded in S4. 
(S3 would do, at this stage). We identify K with this embedding. Then by the usual tubular 
neighborhood theorem, K has a tubular neighborhood, MO. Actually, this differs from the 
usual theorem, but only near the branch points. 
Using the fact that the normals to two branches nearly agree as one approaches abranch 
point b, one easily constructs a slightly curved disk bundle, with fibers normal to each point 
of K. If this is then rounded off, one has the usual (“moving pictures”) passage of a disk to 
a solid “figure eight” to two separate disks, familiar from Morse theory. 
Next, the mapping K -+ KC M,, can be approximated by a smooth embedding 40, via 
general position arguments. This is done so that q(x) and g(x) lie in the same fiber of the 
tubular neighborhood M. . Then we may suppose that cp takes a tubular neighborhood of K 
into one of q(K); in particular that cp takes M, to q(M,-,) = Ml such that 
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(a) cp sends fibers into fibers, 
(b) q is a contraction on each fiber; and 
(c) rp stretches the various fibers apart. 
Part (c) follows from Axiom 1 on g. 
So far we could get along with S3. But now note that q is isotopic to the identity on S4, 
again by general position arguments. Hence there is a diffeomorphismf: S4 -+ S4 such that 
flMl=9. 
Note thatfj M,, has a hyperbolic structure and associated stable manifold structure. 
Now consider the diagram 
f 
MI -MO 
(**) 
(*I MO 
1 PO I PO 
K-K 
9 
in whichp, : MO -+ Kis the fiber map of the tubular nsighborhood and iis the inclusion. The 
diagram (*) is commutative by the fiber preserving property of q. Now define Mi = &MO) 
and consider the commutative diagram 
. . . 
?,-Ail_?, 
iI -ldo 
1 
“z” 
PO 
PO 
I I 
PO 
K-K-K-... 
Cl B 9 
in which the unlabeled vertical maps are inclusions. 
The vertical inverse sequences of (**) each describe a0 = n,M, and thus we have a 
commutative diagram 
floe flrro 
Rot---Ro+---R, -*.. 
(***) 1 I I 
Kc---K-K-... 
9 9 9 
Since JI R, is a homeomorphism, the top sequence has R. as inverse limit. Thus (***) 
defines a map R : i-2, -+ X such that Rf = gR. R has the formula 
R(x) = (pox, pof- lx, pJ2x, . . .I, x E no. 
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To see that R is l-to-l, note that for a lixed a E K, 
(x E 0,: pof-“x = a} =f”& ‘(a) = f” (fiber over a). 
But this has its diameter converging to 0, by construction of cp. 
$6. PROOF OF THEOREM D 
Let E” + E”, d, U, Ui = Di x Ei, gi be as in 1.3. We may assume that the splitting 
E” + E” is defined over U. 
6.0 LEMMA. There is a neighborhood V of 0, and positive numbers A, a, such that the 
following map, defined for st@iciently small vectors v, 
-P 
x:E”-VBL’EicR, 
satisfies the inequality 
(*) a I n(u) - n(Ov> l 6 II v II 5 A I Z(U) - @v) I > 
for v E E”. 
Proof. At a point x E 0, let E,” be the fiber of E” at x. Then at x, the map (also defined 
only locally) 
exP &I 
E:- I’+ T(EJ 
is onto, as gr has rank 1. Hence there is a neighborhood V, of x such that the map (again 
defined locally) 
Dgi 
E” I V,- Vx- T(Et) 
is onto so that for y E V, , the eigenvalue 1(y) of this map at the fiber EyU of E” at y is # 0. 
Hence there is a compact neighborhood V of R, , and positive numbers a, A such that 
a < In(y)1 < A, all y E V. 
Now for v E E” 1 V and Iv1 small enough for the exponential map to be defined the arc length 
of the arc exp(tv), 0 5 t 5 1, is IIvII. The inequality (*) then follows. 
From now on we assume that uiUi = U c V, the open set of 6.0. Next we improve the 
local structure of the Vi, and gi, as follows: 
6.1 We may assume that Di x (dE,) is dtyerentiable, all i. 
Proof. Let x E 0, n G, where G E Ccp. Then one can choose a smooth (n - l)-Ball E 
with x in its interior, and let D x E be a tubular neighborhood of E. Then x EInt (D x E), 
so compactness yields a new collection satisfying 6.1. 
6.2 We may arrange that for any G E d, there is at most one i such that G n Ut = (end 
point) x Et. 
For a slight shrinking of the Ui accomplishes this. 
6.3 We may arrange that the manifolds Di x (aEi) are transverse (i.e. not tangent) at each 
point of their intersection. 
This is proved by a familiar general position argument. 
6.4 Vi n Uj has only finitely many components. 
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Proof. For each component ccontains a set S, where S, c (Di x aE,) n (Dj x dEj) and 
separates both of them. If there were infinitely many components c, , then at a limit point of 
the corresponding Se, it would follow that (Di x a&) and (Dj x aEj) are tangent. But this 
contradicts 6.2. 
Let X ={H: H is a component of G n U, where G is an element of &‘}. Then 2 
partitions U into closed sets and thus determines a quotient space K, and quotient map 
pO : U + I&, . For each i, po( Ui) w Di, a l-cell which we call Ai c &, . 
6.5. A, n A, has only finitely many components. 
Proof: Let y E A, n A, and let H = pi’(y). Then as H is connected, there is a finite 
sequencep =pl, . . . , pr =j and (n - 1)-disks Ci = UPi n H such that 
c*> Ci = Upi n H Ci n Ci+ 1 # a, i = ” ‘-” ” 
Choose a component Bi of Upi n Upi + , such that Bi n Ci n Ci+l # a. We note that the 
pi’s are distinct by part 5b of 1.3. Thus each point y E Ai n Aj determines a sequence 
Pl, **a , pr satisfying the above conditions and furthermore for each i there are only finitely 
many choices of the component Bi of U,( n Upi + , such that Bi n Ci n C,+l # 0. But there 
are only finitely many sequences p1 , . . . , pr satisfying (*), and for each such there are only 
finitely many Bi satisfying 
Bi n Ci n Ci+l # 0. 
Hence it will suffice to show that the set of all y, belonging to a tlxed pl, . . . , pr and a fixed 
choice of B,, . . . , B,, is connected. 
We assume by induction that po(B,) n . . . n p,(Bi) = Zi, a line interval and Zi c 
A,,, n . . . n A,,. Then p,-,(B,,+ ,) is a connected subset of Api and APi+, so that it is a line 
interval, say J. Then J n Zi = Zi + 1 is a line interval in Api + , . Thus li + r c ApI n . . . n A,, + ,. 
This completes the induction and establishes 6.5. 
6.6 K, is ajinite graph. 
Proof. Assume by induction that Vi<j Ai is a finite graph. Then as Aj n (Ui<j Ai) has 
only finitely many components, v is j Ai is a finite graph. This completes the induction and 
establishes 6.6. 
We now mimic the diagram (**) of 55. 
c**> 
1 1 
f w> -fW 
1 f 1 
_w - u 
1 * 
U 
I 
PO 
PO 
J 
K, + - - K(J 
9 
1 
-u 
/ 
PO 
t--_-K 
9 
- -... . 
9 
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Here g : K0 -+ K0 is defined by g = p0 ifp; ‘, where i : f( U) -+ U is the inclusion. In the dia- 
gram (**) the vertical maps other than p. are inclusions. Then g is well defined because of 
part 3 of 1.3. Then (**) is commutative; in particular, the rectangles containing g are all the 
same. 
Just as in part 5, this defines a diagram 
f f 
K,-K,- g Ko -... . 
9 
R, is the inverse limit of the top sequence; let Z be the inverse limit of the bottom sequence 
and h be the corresponding shift map. Then just as in $5, the vertical maps define a map 
R : a0 + X such that Rf = gR. As p. is defined in terms of d, the formulas in $5, along 
with part 4 of 1.3 imply R is l-to-l and thus a homeomorphism onto its image, K. At this 
point, it need not be all of K. . Before further analysis, we note 
6.7 g : K. -+ K. is an expansion. 
Proof. There is a natural arc length, on each Ai, given by 
P(x~, k) = minM&W, ~O’(x~>)l, x1, x2 E: K,. 
The arc lengths on the various Ai are compatible because they are all defined in terms of the 
& given by 1.3. 
Now let a be a small arc on Ai. Then there is a vector v E E”, such that the map TC of 
6.0 maps Ov onto the first point of M and v onto the terminal point. Let e be the arc length 
function. Then 
Qg’(a)) 2_ l/A Il(Df)‘vll 2 C,I’/A JIvII 2 aC?/At(c(), 
by (*) of 6.0. That is, g is an expansion. 
The image g(Qo) = K is closed and invariant under g (because Rf = gR) and thus 
g : K--f K is an expansion. That K or even K. is a branched manifold with the possible 
defect (to be rectified later) of having branch points of order greater than 3, follows from the 
two-sidedness of each element G E d, that is, condition 5b of 1.3. That this two-sidedness i
respected by g, is just the fact (3 of 1.3) that f respects the foliation d. Thus, each of the arcs 
Ai in K, is mapped by a local homeomorphism, inasmuch as g is an expansion. This says 
that g is an immersion, and completes the verification of Axiom 1. 
To verify Axiom 2, let a, E K and V. be a neighborhood of a0 . Then the subset 
N = p; ‘(V,) is a neighborhood of a point x E SZ, such that pa(x) = a0 . Then there is an 
integer n > 0 such that?(N) n N # @, as xis non-wandering. Thusp,f”(N) =g”(p,(N)) so 
that g”(Vo) n V, # 0. Then a0 is a non-wandering point of g. 
Now K is the subset of a finite graph K. and Axioms 1 and 2 imply (see 3.1) that K has 
no end points. Thus K is the sum of a (closed) Unite graph K’ and a zero-dimensional set, 
say 2. But g(F) c K’ as g is an immersion, so that g(Z) c Z, as otherwise some point of Z 
would be wandering. But K’ must be all of K, as one sees by the following argument: 
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The spectral sequence of the map pO jpO1(K’) shows that with Z, coefficients, 
H,,@;‘(K), N) #O, where N = (bdry U) n p;l(K’). That is, the E2 term has a corner 
term H,(K’, H,_,(G, G n N)), where the fibers (G, G n N) are relative (n - I)-manifolds 
with boundary. Hence p;‘(P) is a neighborhood of R,, n piI( Now 
p;‘(K’) n p;‘(Z) n Cl, = @ 
as otherwise, by part 4 of 1.3, some point z. ofpi’ n R, would tend towardp;i(K’) and 
be a wandering point underf. 
But this says that a0 is decomposable into p,‘(K’) n S2, and p;‘(Z) n Qo. But this 
contradicts the fact that Q2, is indecomposable and thus that Z = @ or K’ = @. The latter 
is impossible, as dim no = 1. Thus Z = @ and K’ = K. 
Next, we verify Axiom 3. Thus, assume it is false, and that, say, g(c) = b where c and b 
are branch points and g maps two branches at c onto distinct branches at b. Now pi l(b) = Nb 
and p;‘(c) = NC are connected subsets of (n - I)-manifolds; Nb is the limit from one of its 
two sides of a l-parameter family of pairs of mutually separated sets, A, and Bt. The A, 
and B, correspond to the two (or more) branches on that side of b, onto which two branches 
of C map. 
But there is a separation Nb -(bdry U) = Ab u Bb into parts corresponding to the 
limits of A, and B,, respectively. Thus as f(U) c Int U, f(N,) c A, or f(N,) c Bb, say 
f(NJ c A,. But then g cannot send any branch at c into the branch at b corresponding to 
Bb. This contradicts our assumption and completes the verification of Axiom 3. 
Finally we turn to the fact that K may have branch points of order greater than 3. But 
the techniques of 3.5 and 3.7 easily lead to a diagram 
K-K 
in which gl : Kl + Kl satisfies Axioms 1-3 and has only branch points of order 3. As in 
Corollary 3.6, the solenoid and shift map determined by gl : Kl -+ Kl is topologically con- 
jugate to that determined by g : K+ K. This completes the verification of the structure of 
g : K + K and the proof of Theorem D. 
$7. PROOF OF THEOREM E 
Let X be a set andf : X+X a function. Then let Ni be the cardinality of the fixed point 
set of f, Fix (f’). If each Ni is finite we can, following Artin-Mazur [I], define the zeta- 
function 1 =cr by 
7.0 CXO = exp (fl : f’) .
See [l, 41 for the background. In [I] Artin-Mazur conjecture that for a Baire set of D%(M), 
M a compact manifold, cf is rational, that is the ratio of polynomials with integral coeffi- 
cients. 
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7.1 THEOREM. A function c defined by (7.0) is rational ifand only ifthere are non-singular 
square integral matrices A, B such that 
7.2 N,=traceA’-traceB’, i=I,2,3 ,.... 
ProojI If N, are given by (7.2) it follows (see [l]) that 
7.3 C(t) = 
Det(Z - tB) = t- O”~sWO 
Det(Z - tA) (- t)mXA(l/t) 
where xA, xs are the characteristic polynomials of A and B, and n, m are their degrees. 
Formula (7.3) can be proved easily by considering the Jordan forms of A and B. 
Conversely, if [ is rational, say 
ut> = a, + a,t + . . . + a# 
b, + b,t + . . . + b,t”’ 
it follows that a, = 6, as c(O) = 1. Thus if we let B be the companion matrix of 
t” + z tn-’ + .., + 2 
and A the companion matrix of 
tm + 
h 
i? 
bm 
0 
In-l + . ..+ g-- 
0 
we have found rational matrices A, B satisfying 7.1 for 5. 
As an/a0 = det B and b,/b, = det A, A and B are non-singular. If we let 2i, . . . , I,,,, and 
Pl, **- 9 pn be the roots of tm + . . + b,/b, and t” + . . . + an/a0 repectively, we have 
1 
22: - E& = N, an integer, and 
ii # lj. 
But with this hypothesis R. G. Swan has shown that the Ai’s and I.lj’s are algebraic integers. 
This completes the proof of 7.1. 
Proof of Theorem E. By Corollary 3.6, we may assume C, his defined byg : K+ Kwhich 
satisfies Axioms l-4, i.e. there is a finite set B’, B c B’ c K such that g(B’) c B’. Then 
K-B’=U~=,IntZiwhereZ,,Z,, . . . . Z,, are l-cells, and B ’ O-cells of a triangulation of K. 
We orient the one cells {Zi}. Then (*), g(Zi) = si, Ii, + . . . + cirlik where Ei, = + 1; that is, 
the directed simplex Zj maps onto a diverted path composed of certain of the Zj’s. Let cii be 
the number of occurrences in (*) of & Zj (regardless of sign), and let C be the square matrix (cij). 
For each point bz E B’, choose a small directed interval .Zi about bz and define 
dji = 1, - 1, 
if g(b,) = bj, the sign being + if g(.Zi) and Jj agree in orientation and - if they differ; 
d,, = 0 if g(bJ # bj . Let D be the square matrix (dij). Then it will suffice to prove that 
(**) Ni = trace C’ - trace D’ 
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where 
C(t) = exp ( izl F) . 
Proof of (**). If a simplex Ij is mapped by the expansiong’ onto k simplexes, 1of which 
are either Ij or - Ij , then gi has 1 fixed points in li with possible discrepancies at the end 
points. Thus Ni = trace C’ - Ni’, where Ni measures the discrepancy arising from counting 
an end point b, E Zj n Ik either 
(a) twice, when gi(J,) agrees with J, in orientation, or 
(b) not at all because gi(JI) differs from Jr in orientation. 
But the rth term of (- trace D) is - 1 incase (a) and + 1 in case (b). Hence Nl = trace D. 
Note that if b, E Ij n Ik n Z, , then there is a neighborhood U of b, so that g(U) c Zj u Ik, or 
some other pair, by Axiom 3. Hence this analysis applies equally well in case b, is a branch 
point. Hence 5 is rational, by 7.1. 
Note: The matrices C, D may not be non-singular. But one easily sees that there exist 
non-singular matrices C’, D’ such that tr(C’) = tr(C’)’ and tr(D’) = tr(D’)i. For the exam- 
ple mentioned above, the matrices are as follows: 
Thus the f: function is given by 
i(t) = l/(1 - 3t). 
The false zeta function [4, p. 231 for g is easily computed and found to be c(t) = l/(1 - t) 
We note in passing [4, p. 241 that if K is oriented, then c(t) = c( I_ t), where the sign is + if g 
preserves orientation, - if it reverses it. 
ADDED IN PROOF. The zeta function of a sink with hyperbolic structure has been 
shown to be rational, without dimensionality assumption. This convinces us that the 
general program indicated in the introduction can be carried out. Other researchers 
(e.g., Morris W. Hirsch) have verified that a hyperbolic structure on Q2, implies a stable 
manifold structure (1.3) with the possible exception of part 5d. 
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