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RATIONAL DILATION ON THE SYMMETRIZED TRIDISC:
FAILURE, SUCCESS AND UNKNOWN
SOURAV PAL
Abstract. The closed symmetrized tridisc Γ3 and its distinguished
boundary bΓ3 are the sets
Γ3 = {(z1 + z2 + z3, z1z2 + z2z3 + z3z1, z1z2z3) : |zi| ≤ 1, i = 1, 2, 3} ⊆ C
3
bΓ3 = {(z1 + z2 + z3, z1z2 + z2z3 + z3z1, z1z2z3) : |zi| = 1, i = 1, 2, 3} ⊆ Γ3.
A triple of commuting operators (S1, S2, P ) defined on a Hilbert space
H for which Γ3 is a spectral set is called a Γ3-contraction. In this
article we show by a counter example that there are Γ3-contractions
which do not dilate. It is also shown that under certain conditions
a Γ3-contraction can have normal bΓ3 dilation. We determine several
classes of Γ3-contractions which dilate and show explicit construction
of their dilations. A concrete functional model is provided for the Γ3-
contractions which dilate. Various characterizations for Γ3-unitaries and
Γ3-isometries are obtained; the classes of Γ3-unitaries and Γ3-isometries
are analogous to the unitaries and isometries in one variable operator
theory. Also we find out a model for the class of pure Γ3-isometries. En
route we study the geometry of the sets Γ3 and bΓ3 and provide variety
of characterizations for them.
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1. Introduction
Throughout the paper all operators are bounded linear operators defined
on complex Hilbert spaces unless and otherwise stated. A contraction is an
operator with norm not greater than one. We define spectral set, complete
spectral set, distinguished boundary and rational dilation in Section 2.
1.1. Motivation. The aim of dilation roughly speaking is to model a given
tuple of commuting operators as a compression of a tuple of commuting
normal operators. For a commuting tuple (T1, · · · , Td) associated with a
domain in Cd, where each Ti is defined on a Hilbert space H, the purpose
of dilation is to find out a normal tuple (N1, · · · , Td) associated with the
boundary of the domain such that for each i
Ti = PHNi|H ,
where eachNi is defined on a bigger Hilbert spaceK and PH is the orthogonal
projection of K onto H. In 1951, von Neumann, [60], introduced the notion
of spectral set for an operator which turned our attention, when studying an
operator, to an underlying compact subset of C. The notion was appealing
in the sense that it could describe all contractions as operators having the
closed unit disk D as a spectral set.
Theorem 1.1 (von Neumann, 1951). An operator T is a contraction if and
only if D is a spectral set for T .
Later the notion of spectral set was extended for any finite number of
commuting operators and beautiful interplays were witnessed between the
operators having a particular domain in Cd as a spectral set and the complex
geometry and function theory of the associated domain, [46, 5]. In 1953,
Sz.-Nagy published a very influential paper [56] studying a contraction and
establishing the following theorem whose impact is extraordinary till date.
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Theorem 1.2 (Sz.-Nagy, 1953). If T is a contraction acting on a Hilbert
space H, then there exists a Hilbert space K ⊇ H and a unitary U on K such
that
p(T ) = PHp(U)|H
for every polynomial p in one complex variable.
Sz.-Nagy’s dilation theorem removed much of the mystery of one variable
operator theory by expressing an abstract object like an arbitrary contrac-
tion as a compression of a more well known object, a unitary. Since every
operator is nothing but a scalar time a contraction, Sz.-Nagy’s result pro-
vided a subtle way of modelling an operator in terms of a normal operator
or more precisely a scalar time a unitary.
Sz-Nagy dilation theorem even holds for all rational functions with poles
off D, which actually establishes the success of rational dilation on the closed
disk. By von Neumann’s theorem, a contraction is an operator that lives
inside D and Sz.-Nagy’s theorem provides a normal dilation that lives in the
boundary of D. In higher dimensions, in the context of rational dilation, the
role of bounary is replaced by a more refined distinguished boundary. The
success of rational dilation on the closed disk prompted a number of math-
ematicians to ask the same question for an arbitrary compact subset of Cd,
that is, for a commuting tuple of operators (T1, . . . , Td) acting on a Hilbert
space H for which a given compact subset K of Cd is a spectral set whether
or not we can find out a commuting normal tuple (N1, . . . , Nd) acting on a
bigger Hilbert space K ⊇ H and having the distinguished boundary bK as
a spectral set such that
f(T1, . . . , Td) = PHf(N1, . . . , Nd)|H ,
for all rational functions f in complex d-variables with poles off K.
In 1985, Jim Agler found positive answer to this question for an annu-
lus. He constructed dilation for an annulus using an innovative technique,
[1]. In 2005, Dritschel and McCulough [26] resolved this issue for a triply
connected domain with a negative answer. The failure of rational dilation
on a triply connected domain was also shown independently by Jim Agler
and his collaborators, [2]. In higher dimensions we have success of rational
dilation on the closed bidisk D2 by T. Ando [14], which is known as Ando’s
inequality. Also we have failure on the closed tridisk D3 [47], and on the
tetrablock, [44]. Till date we have few instances where rational dilation suc-
ceeds or fails but the issue of characterizing all compact subsets of Cd where
rational dilation succeeds is still unsettled.
In recent past, Jim Agler and Nicholas Young established the success of
rational dilation on the closed symmetrized bidisc
Γ2 = {(z1 + z2, z1z2) : z1, z2 ∈ D} ,
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[6], by showing the existence of dilation using Stinespring’s dilation theo-
rem (see [46] for Stinespring’s theorem). Also the author of this paper and
his collaborators constructed such a dilation independently in [18, 43]. The
symmetrized polydisc is a well studied domain in past two decades and we
will see many references in the next subsection. Since rational dilation suc-
ceeds on the symmetrized bidisc, there are subtleties in asking if it succeeds
on its higher dimensional analogues. In this article, we show by a counter
example that it fails in dimension three, that is on the closed symmetrized
tridisc
Γ3 = {(z1 + z2 + z3, z1z2 + z2z2 + z3z1, z1z2z3) : zi ∈ D} .
This essentially terminates our interest of proceeding further to the higher
dimensions. Also we study and find various occasions when it succeeds
conditionally. In such cases, we construct explicit dilations. En route, we
find a variety of characterizations for the set Γ3, its distinguished boundary
bΓ3 and for several important classes of operator triples having Γ3 as a
spectral set.
1.2. Literature and a brief description of the main results. For n ≥
2, the symmetrization map in n-complex variables z = (z1, . . . , zn) is the
following
πn(z) = (s1(z), . . . , sn−1(z), p(z))
where
si(z) =
∑
1≤k1≤k2···≤ki≤n−1
zk1 . . . zki and p(z) =
n∏
i=1
zi .
The map πn is a proper holomorphic map, [51]. The closed symmetrized n-
disk (or simply closed symmetrized polydisc) is the image of the closed n-disc
Dn under the symmetrization map πn, that is, Γn := πn(Dn). Similarly the
open symmetrized polydisc is defined as the image of the open polydisc Dn
under πn. The set Γn is polynomially convex but not convex (see [30, 20]).
So in particular the closed and open symmetrized tridisc are the sets
Γ3 = {(z1 + z2 + z3, z1z2 + z2z3 + z3z1, z1z2z3) : |zi| ≤ 1, i = 1, 2, 3} ⊆ C3
G3 = {(z1 + z2 + z3, z1z2 + z2z3 + z3z1, z1z2z3) : |zi| < 1, i = 1, 2, 3} ⊆ Γ3.
We obtain from the literature (see [30, 20]) that the distinguished bound-
ary of the symmetrized polydisc is the symmetrization of the distinguished
boundary of the n-dimensional polydisc, which is n-torus Tn. Hence the
distinguished boundary for Γ3 is the set
bΓ3 = {(z1 + z2 + z3, z1z2 + z2z3 + z3z1, z1z2z3) : |zi| = 1, i = 1, 2, 3}.
The symmetrized polydiscs in several dimensions have attracted consid-
erable attention in past two decades because of its rich function theory
[3, 10, 11, 23, 37, 38, 40, 42, 48], complex geometry [9, 22, 30, 33, 39, 41],
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associated operator theory [6, 8, 7, 18, 19, 20, 43, 45, 54] and its connec-
tion with the most appealing and difficult problem of µ-synthesis [4, 16, 61],
which arises in the H∞ approach to the problem of robust control [28, 29].
Operator theory on the symmetrized bidisc has numerous applications to its
complex geometry and function theory, see classic [5]. Nevertheless, operator
theory on a domain is always of independent interest even without consider-
ing any connection with complex geometry or function theory of the domain.
Definition 1.3. A triple of commuting operators (S1, S2, P ) on a Hilbert
space H for which Γ3 is a spectral set (complete spectral set) is called a
Γ3-contraction (complete Γ3-contraction).
If (S1, S2, P ) is a Γ3-contraction then so are (S2, S1, P ) and (S
∗
1 , S
∗
2 , P
∗).
We shall see a proof of this result in section 4. Also it is obvious from
the definition that if (S1, S2, P ) is a Γ3-contraction then S1, S2 have norms
not greater than 3 and P is a contraction. Unitaries, isometries and co-
isometries are important special classes of contractions. There are natural
analogues of these classes for Γ3-contractions.
Definition 1.4. Let S1, S2, P be commuting operators on a Hilbert space
H. We say that (S1, S2, P ) is
(i) a Γ3-unitary if S1, S2, P are normal operators and the Taylor joint
spectrum σT (S1, S2, P ) is contained in bΓ3 ;
(ii) a Γ3-isometry if there exists a Hilbert space K containing H and
a Γ3-unitary (S˜1, S˜2, P˜ ) on K such that H is a common invariant
subspace for S˜1, S˜2, P˜ and that Si = S˜i|H for i = 1, 2 and P˜ |H = P ;
(iii) a Γ3-co-isometry if (S
∗
1 , S
∗
2 , P
∗) is a Γ3-isometry.
Definition 1.5. A Γ3-isometry (S1, S2, P ) is said to be pure if P is a pure
isometry, i.e, if P ∗n → 0 strongly as n→∞.
It is evident from the definitions (see Section 2) that rational dilation
of a Γ3-contraction T = (S1, S2, P ) is nothing but a Γ3-unitary dilation
of T , that is, a Γ3-unitary N = (N1, N2, N3) that dilates T by satisfying
(2.2). Similarly a Γ3-isometric dilation of T = (S1, S2, P ) is a Γ3-isometry
V = (V1, V2, V3) that satisfies (2.2). Clearly a Γ3-unitary dilation is neces-
sarily a Γ3-isometric dilation.
For a commuting triple (S1, S2, P ) with P being a contraction, we consider
the following two operator equations
S1 − S∗2P = DPX1DP , S2 − S∗1P = DPX2DP
where DP = (I − P ∗P ) 12 and DP = RanDP . We call them fundamental
equations for such a triple. In Theorem 4.8 we show that if (S1, S2, P ) is a
Γ3-contraction, then the fundamental equations have unique solutions F1, F2
respectively. The unique pair (F1, F2) is called the fundamental operator pair
6 SOURAV PAL
of (S1, S2, P ). We shall write FOP for fundamental operator pair. The FOP
plays crucial role in determining the failure of rational dilation on Γ3 and also
in finding out a major class of Γ3-contractions which dilate to Γ3-unitaries.
Definition 1.6. A pair of operators (T1, T2) acting on H is said to be almost
normal if T1, T2 commute and T
∗
1 T1 − T1T ∗1 = T ∗2 T2 − T2T ∗2 .
In Section 6, we produce a necessary condition for the existence of rational
dilation for a class of Γ3-contractions. Indeed, in Proposition 6.4, we show
that if (S1, S2, P ) is a Γ3-contraction on H1⊕H1 for some Hilbert space H1,
satisfying
(i) Ker(DP ) = H1 ⊕ {0} and DP = {0} ⊕ H1
(ii) P (DP ) = {0} and PKer(DP ) ⊆ DP ,
then for the existence of a Γ3-isometric dilation of (S
∗
1 , S
∗
2 , P
∗) it is neces-
sary that the FOP (F1, F2) of (S1, S2, P ) is almost normal. In section 7,
we construct an example of a Γ3-contraction that satisfies the hypotheses
of Proposition 6.4 but fails to possess almost normal FOP. This proves the
failure of rational dilation on the symmetrized tridisc.
In spite of such failure in general, we become able to show that if the FOP
of (S1, S2, P ) is almost normal, then (S1, S2, P ) dilates to a Γ3-unitary. For
such a Γ3-contraction (S1, S2, P ), Theorem 8.2 describes an explicit con-
struction of a Γ3-unitary dilation (R1, R2, U). Though in this theorem the
almost normality of the FOP of (S∗1 , S
∗
2 , P
∗) is assumed but it is required
to construct such a dilation, an existence of dilation demands only the al-
most normality of (F1, F2). This is obvious from Theorem 8.3, where a
Γ3-isometric dilation to (S1, S2, P ) is obtained. The dilation operators are
constructed with the help of the FOPs of (S1, S2, P ) and (S
∗
1 , S
∗
2 , P
∗). It is
remarkable in this construction that U is the minimal unitary dilation of P .
This leads to the conclusion that the dilation space is same as the minimal
unitary dilation space of P . Naturally the dilation becomes minimal.
In Theorem 9.2, we find a concrete functional model for a Γ3-contraction
(S1, S2, P ) whose adjoint has almost normal FOP. This result also guaran-
tees that almost normality of FOP of any one of (S1, S2, P ) or (S
∗
1 , S
∗
2 , P
∗)
is sufficient for (S1, S2, P ) to dilate.
So far we have witnessed that for a Γ3-contraction, the almost normality
of the FOP is sufficient but not necessary for the existence of a rational dila-
tion. In Section 10 we shall see that there are Γ3-contractions which, without
having almost normal FOP, dilate to Γ3-unitaries. In the same section we
obtain few other classes of Γ3-contractions and find their dilations. However,
we are unable to determine the entire class of Γ3-contractions which dilate
even without having almost normal FOPs.
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One can ask a very natural question. Given a commuting triple (S1, S2, P )
with ‖Si‖ ≤ 3 and ‖P‖ ≤ 1, when can we declare that (S1, S2, P ) is a Γ3-
contraction ? We answer this question partially in the end of section 8.
In Theorem 8.5, we show that the existence of solutions to the fundamen-
tal equations of a commuting triple (S1, S2, P ) and the almost normality of
the solution pair are sufficient for (S1, S2, P ) to become a Γ3-contraction.
In fact under such conditions (S1, S2, P ) becomes a complete Γ3-contraction.
Throughout the whole program, the FOP of a Γ3-contraction plays the
main role. So it is worth having a further study on these operator pairs. In
Section 4, we make reasonable progress in this matter and discover beau-
tiful properties of FOPs. The remarkable among them is Proposition 4.12,
which states that if two Γ3-contractions are unitarily equivalent then so are
their FOPs. Also Theorem 5.6 provides a partial converse to the existence-
uniqueness theorem (Theorem 4.8) of FOP. This result ascertains that for
every almost normal operator pair (F1, F2) with certain norm condition,
there exists a Γ3-contraction for which (F1, F2) is the FOP.
The proof of the existence-uniqueness theorem of FOP requires the pos-
itivity of two operator pencils Φ13,Φ23 which we have defined in section 4
(see (3.2), (3.3)). Proposition 4.4 shows the positivity of Φ1k,Φ2k for k ≥ 3.
The positivity of Φ13 and Φ23 in scalar case (see equations (3.4), (3.5)) is
a necessary and sufficient condition for a point (s1, s2, p) to belong to Γ3
which is proved in Theorem 3.5. In other words, the positivity of Φ13 and
Φ23 determines the success of rational dilation in scalar case. However the
positivity of these two operator pencils is necessary but not sufficient in
operator case. The question of determining whether Γ3 is a spectral set or
complete spectral set for a point (s1, s2, p) in C
3 is closely related to Schur’s
theorem on location of zeros of a polynomial, [55, 49]. We shall apply this
theorem to prove Theorem 3.5 which characterizes a point of Γ3 in several
ways including the success of rational dilation in scalar case. Also Theorem
?? provides a variety of characterizations for the distinguished boundary of
Γ3.
We have already seen that the classes of Γ3-unitaries and Γ3-isometries
are analogues of unitaries and isometries in one variable operator theory.
Theorem 5.2 describes the structure of a Γ3-unitary by a set of character-
izations. It shows that a Γ3-unitary is nothing but the symmetrization of
three commuting unitaries which parallels the scalar case. However this is
no longer true in general for every Γ3-contraction. In Remark 2.11 in [20] ,
Biswas and Shyam Roy have established by an example that symmetrization
of three commuting contractions may not be a Γ3-contraction. Theorem 5.5
provides a set of characterizations for the Γ3-isometries. It shows that every
Γ3-isometry admits an Wold-type decomposition that splits a Γ3-isometry
orthogonally into two parts of which one is a Γ3-unitary and the other is a
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pure Γ3-isometry.
As a Γ3-isometry is an orthogonal direct sum of a Γ3-unitary and a pure
Γ3-isometry and since Theorem 5.2 describes the structure of a Γ3-unitary,
one needs a concrete model of pure Γ3-isometries to get a complete descrip-
tion of a Γ3-isometry. In Theorem 5.3, we show that a pure Γ3-isometry
(Sˆ1, Sˆ2, Pˆ ) can be modelled as a commuting triple of Toeplitz operators
(TA+Bz, TB∗+A∗z, Tz) on the vectorial Hardy space H
2(D
Pˆ ∗
), where (A∗, B)
is the FOP of the Γ3-co-isometry (Sˆ1
∗
, Sˆ2
∗
, Pˆ ∗). The converse is also true,
that is, every such triple of commuting contractions (TA+Bz, TB∗+A∗z, Tz)
on a vectorial Hardy space is a pure Γ3-isometry.
Note. Part (1) ⇔ (4) of Theorem ?? and part (1) ⇔ (7) of Theorem
3.5 were obtained independently by Costara in [22] and later by Gorai and
Sarkar, [33]. Also parts of Theorem 5.2, Theorem 5.5 and Theorem 5.3 were
proved by Biswas and Shyam Roy [20], in a more general setting. However,
the proofs given here to most of these results are different.
2. Spectral set, complete spectral set and rational dilation
2.1. The Taylor joint spectrum. Let Λ be the exterior algebra on n
generators e1, ...en, with identity e0 ≡ 1. Λ is the algebra of forms in e1, ...en
with complex coefficients, subject to the collapsing property eiej + ejei = 0
(1 ≤ i, j ≤ n). Let Ei : Λ → Λ denote the creation operator, given by
Eiξ = eiξ (ξ ∈ Λ, 1 ≤ i ≤ n). If we declare {ei1 ...eik : 1 ≤ i1 < ... < ik ≤ n}
to be an orthonormal basis, the exterior algebra Λ becomes a Hilbert space,
admitting an orthogonal decomposition Λ = ⊕nk=1Λk where dimΛk =
(
n
k
)
.
Thus, each ξ ∈ Λ admits a unique orthogonal decomposition ξ = eiξ′ + ξ′′,
where ξ′ and ξ′′ have no ei contribution. It then follows that that E
∗
i ξ = ξ
′,
and we have that each Ei is a partial isometry, satisfying E
∗
iEj+EjE
∗
i = δi,j.
Let X be a normed space, let T = (T1, ..., Tn) be a commuting n-tuple of
bounded operators on X and set Λ(X ) = X ⊗C Λ. We define DT : Λ(X )→
Λ(X ) by
DT =
n∑
i=1
Ti ⊗ Ei.
Then it is easy to see D2T = 0, so RanDT ⊂ KerDT . The commuting
n-tuple is said to be non-singular on X if RanDT = KerDT .
Definition 2.1. The Taylor joint spectrum of T on X is the set
σT (T ,X ) = {λ = (λ1, ..., λn) ∈ Cn : T − λ is singular}.
Remark 2.2. The decomposition Λ = ⊕nk=1Λk gives rise to a cochain com-
plexK(T ,X ), known as the Koszul complex associated to T on X , as follows:
K(T ,X ) : 0→ Λ0(X )
D0
T−−→ ...
Dn−1
T−−−→ Λn(X )→ 0,
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where DkT denotes the restriction of DT to the subspace Λ
k(X ). Thus,
σT (T ,X ) = {λ ∈ Cn : K(T − λ,X ) is not exact}.
For a further reading on Taylor joint spectrum an interested reader is
referred to Taylor’s works, [57, 58].
2.2. Spectral and complete spectral set. We shall follow Arveson’s ter-
minologies about the spectral and complete spectral sets. Let X be a com-
pact subset of Cn and let R(X) denote the algebra of all rational functions
on X, that is, all quotients p/q of polynomials p, q for which q has no zeros
in X. The norm of an element f in R(X) is defined as
‖f‖∞,X = sup{|f(ξ)| : ξ ∈ X}.
Also for each k ≥ 1, let Rk(X) denote the algebra of all k × k matrices
over R(X). Obviously each element in Rk(X) is a k × k matrix of rational
functions F = (fi,j) and we can define a norm on Rk(X) in the canonical
way
‖F‖ = sup{‖F (ξ)‖ : ξ ∈ X},
thereby making Rk(X) into a non-commutative normed algebra. Let T =
(T1, · · · , Tn) be an n-tuple of commuting operators on a Hilbert space H.
The set X is said to be a spectral set for T if the Taylor joint spectrum
σT (T ) of T is a subset of X and
‖f(T )‖ ≤ ‖f‖∞,X , for every f ∈ R(X). (2.1)
Here f(T ) can be interpreted as p(T )q(T )−1 when f = p/q. Moreover, X is
said to be a complete spectral set if ‖F (T )‖ ≤ ‖F‖ for every F in Rk(X),
k = 1, 2, · · · .
2.3. The distinguished boundary and rational dilation. Let A(X) be
an algebra of continuous complex-valued functions on X which separates the
points of X. A boundary for A(X) is a closed subset ∂X of X such that ev-
ery function in A(X) attains its maximum modulus on ∂X. It follows from
the theory of uniform algebras that the intersection of all the boundaries
of X is also a boundary for A(X) (see Theorem 9.1 of [12]). This small-
est boundary is called the Sˇilov boundary for A(X). When A(X) is the
algebra of rational functions which are continuous on X, the Sˇilov bound-
ary forA(X) is called the distinguished boundary ofX and is denoted by bX.
A commuting n-tuple of operators T on a Hilbert space H, having X as
a spectral set, is said to have a rational dilation or normal bX-dilation if
there exists a Hilbert space K, an isometry V : H → K and an n-tuple of
commuting normal operators N = (N1, · · · , Nn) on K with σT (N ) ⊆ bX
such that
f(T ) = V ∗f(N)V, for every f ∈ R(X), (2.2)
or, in other words for every f ∈ R(X)
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f(T ) = PHf(N)|H , (2.3)
when H is considered as a closed linear subspace of K. Moreover, the
dilation is called minimal if
K = span{f(N)h : h ∈ H and f ∈ R(K)}.
It obvious that if X is a complete spectral set for T then X is a spectral
set for T . A celebrated theorem of Arveson states that T has a normal
bX-dilation if and only if X is a complete spectral set of T (Theorem 1.2.2
and its corollary, [15]). Therefore, the success or failure of rational dilation
is equivalent to asking whether X is a spectral set for T implies that X is a
complete spectral set for T .
Arveson [15] profoundly reformulated the rational dilation problem in
terms of contractive and completely contractive representations. A tuple T
acting on the Hilbert space H with Taylor joint spectrum in X determines a
unital representation πT of R(X) on H via the map πT (f) = f(T ) and the
condition that X is a spectral set for T is equivalent to the condition that
this representation is contractive. Recall that a representation π of R(X) is
contractive if for all f ∈ R(X)
‖π(f)‖ ≤ ‖f‖∞,X
and completely contractive if for all n and all F in Mn(R(X)), π(n)(F ) :=
(π(Fi,j)) is contractive. Arveson showed that T dilates to a tuple N with
spectrum in the distinguished boundary of X (Sˇilov boundary related to
R(X)) if and only if πT is completely contractive. Thus the rational dilation
problem can be reformulated. Namely, is every contractive representation
of R(X) completely contractive?
3. Schur’s criterion and geometry of the symmetrized tridisc
We begin this section by recalling the symmetrization map
π3 :C
3 → C3
(z1, z2, z3)→ (z1 + z2 + z3, z1z2 + z2z3 + z3z1, z1z2z3). (3.1)
Clearly the set Γ3 is the image of the closed tridisc D3 under the symmetriza-
tion map. We shall mention few useful results about the symmetrized bidisc
Γ2, which in literature is denoted by Γ also.
Theorem 3.1. Let (s, p) ∈ C2. Then (s, p) ∈ Γ2 if and only if |s| ≤ 2 and
|s− s¯p| ≤ 1− |p|2
For a proof see Theorem 1.1 in [8].
Lemma 3.2. Let (s, p) ∈ Γ2. Then |s| − |p| ≤ 1.
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Proof. We have
|s| − |sp| ≤ |s− s¯p| ≤ 1− |p|2
which implies that |s|(1− |p|) ≤ (1 + |p|)(1 − |p|) and hence
|s| − |p| ≤ 1 .
When a commuting operator triple (S1, S2, P ) is a scalar triple it is natural
to ask whether Γ3 is a spectral set for (S1, S2, P ). Given (s1, s2, p) one can
determine whether (s1, s2, p) ∈ Γ3 by solving the cubic equation
z3 − s1z2 + s2z − p = 0
and by verifying whether the roots lie within the closed disc D. But this
algorithm needs brute forces and does not work in higher dimensions. Schur
had a more subtle approach towards the problem of finding the locations
of zeros of a polynomial, [55]. Schur’s theorem is a standard and effective
test to ascertain whether the zeros of a polynomial lie in the open disc. A
simple proof to this result may be found in [49]. The question of determin-
ing whether Γ3 is a spectral set for (s1, s2, p) is closely related to Schur’s
theorem, we shall see this in Theorems ?? and 3.5.
For k ≥ 3 we define two operator pencils Φ1k,Φ2k for a commuting op-
erator triple. We shall see in the coming sections that these two operator
pencils play pivotal role in determining the structures of different classes of
Γ3-contractions.
Φ1k(S1, S2, P ) = (k − S1)∗(k − S1)− (kP − S2)∗(kP − S2)
= k2(I − P ∗P ) + (S∗1S1 − S∗2S2)− k(S1 − S∗2P )− k(S∗1 − P ∗S2)
(3.2)
Φ2k(S1, S2, P ) = (k − S2)∗(k − S2)− (kP − S1)∗(kP − S1)
= k2(I − P ∗P ) + (S∗2S2 − S∗1S1)− k(S2 − S∗1P )− k(S∗2 − P ∗S1)
(3.3)
So in particular when S1, S2 and P are scalars, i.e, points in Γ3, the above
two operator pencils take the following form.
Φ1k(s1, s2, p) = k
2(1− |p|2) + (|s1|2 − |s2|2)− k(s1 − s¯2p)− k(s¯1 − p¯s2)
(3.4)
Φ2k(s1, s2, p) = k
2(1− |p|2) + (|s2|2 − |s1|2)− k(s2 − s¯1p)− k(s¯2 − p¯s1).
(3.5)
Before we proceed to characterize the points of Γ3 let us state two results
from [20] which we need in sequel.
Lemma 3.3. If (s1, s2, p) ∈ Γ3 then (2
3
s1,
1
3
s2) ∈ Γ2.
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For a proof see Lemma 2.5 in [20]. We now present a set of characteriza-
tions for the points in Γ3.
Lemma 3.4. If (S1, S2, P ) is a Γ3-contraction, then (
2
3
S1,
1
3
S2) is a Γ2-
contraction.
See Lemma 2.7 in [20] for a proof.
Theorem 3.5. Let (s1, s2, p) ∈ C3. Then the following are equivalent:
(1) (s1, s2, p) ∈ Γ3 ;
(2) Γ3 is a complete spectral set for (s1, s2, p) ;
(3) Φik(αs1, α
2s2, α
3p) ≥ 0 for all α ∈ D, i = 1, 2 and (s1, s2, p) satisfies
P ;
(4)
∣∣kα3p− α2s2∣∣ ≤ |k − αs1|, ∣∣kα3p− αs1∣∣ ≤ |k − α2s2| for all α ∈ D
and (s1, s2, p) satisfies P ;
(5) |s1 − s¯2p| + |s2 − s¯1p| ≤ 3(1 − |p|2), (2
3
s1,
1
3
s2) ∈ Γ2 and (s1, s2, p)
satisfies P ;
(6) |p| ≤ 1 and there exists (c1, c2) ∈ Γ2 such that s1 = c1 + c¯2p and
s2 = c2 + c¯1p.
Proof. We shall prove: (1) ⇒ (6) ⇒ (2) ⇒ (1), (1) ⇒ (3) ⇒ (5) ⇒ (6) and
(3)⇔ (4).
(1)⇒ (6). Let (s1, s2, p) ∈ Γ3. Then |p| ≤ 1 and there are complex numbers
z1, z2, z3 from the closed unit disc D such that
s1 = z1 + z2 + z3 , s2 = z1z2 + z2z3 + z3z1 and p = z1z2z3 .
If |p| = 1 then by Theorem ??,
s1 = c1 + c2p , s2 = c2 + c1p ,
for some c1, c2 with |c1|+ |c2| ≤ 3. If |p| < 1, we consider the polynomials
f(z) = z3 − s1z2 + s2z − p and f1(z) = z2 − c1z + c2 .
We show that if the zeros of f lie in D, then the zeros of f1 also lie in D.
Now
f(z) = z3 − s1z2 + s2z − p
= z3 − (c1 + c¯2p)z2 + (c2 + c¯1p)z − p .
Therefore,
|f(z)− zf1(z)| = |p||c2z¯2 − c1z¯ + 1| . (3.6)
Taking restriction on T we get
|f(z)− zf1(z)| = |p||z2 − c1z + c2| = |p||f1(z)| = |p||zf1(z)| < |zf1(z)| .
So, by Rouche´ ’s Theorem f and zf1 have same number of zeros inside D.
Now if f(ω) = 0 for some ω ∈ T, then from equation (3.6) we get
|f1(ω)| = |p||f1(ω)|
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which by virtue of |p| < 1 implies that f1(ω) = 0. Thus, if the zeros of f
lie in D, then the zeros of f1 also lie in D. Since here the zeros of f lie in
D as (s1, s2, p) ∈ Γ3, the zeros of f1 are also in D. Therefore, there exist
α1, α2 ∈ D such that
α1 + α2 = c1 , α1α2 = c2 .
Hence (c1, c2) ∈ Γ2.
(6) ⇒ (2). This follows from a result of a subsequent section. Indeed, in
Theorem 8.5, we shall see that if a commuting operator pair (F1, F2) is
almost normal and that
S1 − S∗2P = DPF1DP ,
S2 − S∗1P = DPF2DP ,
then Γ3 is a complete spectral set for (S1, S2, P ) provided that ‖Si‖ ≤ 3 for
i = 1, 2. It is evident that in scalar case when s1 = c1+ c¯2p and s2 = c2+ c¯1p,
then |si| ≤ 3 as (c1, c2) ∈ Γ2 and |c1|+ |c2| ≤ 3. Also (c1, c2) plays the role
of the fundamental operator pair (F1, F2) as in Theorem 8.5 to make Γ3 a
complete spectral set for (s1, s2, p). Because in this scalar case the existence
of the FOP (which is (c1, c2)) needs no proof and thus we can construct
the explicit Γ3-unitary dilation which is described in Theorem 8.2. Hence
(6)⇒ (2).
(2)⇒ (1). Obvious.
(1) ⇒ (3). Let (s1, s2, p) be a point in Γ3. Then (αs1, α2s2, α3p) ∈ G3, for
any α in the unit disc. Let us consider the polynomial
f(z) = z3 − αs1z2 + α2s2z − α3p.
If z1, z2, z3 are the roots of f(z) = 0 then
3∑
i=1
zi = αs1 ,
∑
1≤i<j≤3
zizj = α
2s2 and
3∏
i=1
zi = α
3p .
This is same as saying that π3(z1, z2, z3) = (αs1, α
2s2, α
3p) and thus (z1, z2, z3) ∈
D
3 as (αs1, α
2s2, α
3p) ∈ G3. Therefore, by Schur’s theorem (see [49]), the
matrix
H = f∗(A)
∗f∗(A)− f(A)∗f(A) > 0 ,
where
f∗(z) = −α¯3p¯z3 + α¯2s¯2z2 − α¯s¯1z + 1
and A =

0 1 00 0 1
0 0 0

 .
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A simple computation shows that
f(A) =

−α3p α2s2 −αs10 −α3p α2s2
0 0 −α3p

 and f∗(A) =

1 −α¯s¯1 α¯2s¯20 1 −α¯s¯1
0 0 1

 .
So we have
f(A)∗f(A) =

−α¯3p¯ 0 0α¯2s¯2 −α¯3p¯ 0
−α¯s¯1 α¯2s¯2 −α¯3p¯



−α3p α2s2 −αs10 −α3p α2s2
0 0 −α3p


=

 |α3p|2 −|α|4α¯s2p¯ |α|2α¯2s1p¯−|α|4αs¯2p |α3p|2 + |α2s2|2 −|α|2α¯s1s¯2 − |α|4α¯s2p¯
|α|2α2s¯1p −|α|2αs¯1s2 − |α|4αs¯2p |α3p|2 + |α2s2|2 + |αs1|2


and
f∗(A)
∗f∗(A) =

 1 0 0−αs1 1 0
α2s2 −αs1 1



1 −α¯s¯1 α¯2s¯20 1 −α¯s¯1
0 0 1


=

 1 −α¯s¯1 α¯2s¯2−αs1 1 + |αs1|2 −α¯s¯1 − |α|2α¯s1s¯2
α2s2 −αs1 − |α|2αs¯1s2 1 + |αs1|2 + |α2s2|2

 .
Therefore,
H = f∗(A)
∗f∗(A)− f(A)∗f(A)
=
(
1− |α3p|2 −α¯(s¯1 − |α|4s2p¯) α¯2(s¯2 − |α|2s1p¯)
−α(s1 − |α|4s¯2p) (1− |α3p|2) + (|αs1|2 − |α2s2|2) −α¯(s¯1 − |α|4s2p¯)
α2(s2 − |α|2s¯1p) −α(s1 − |α|4s¯2p) 1− |α3p|2
)
.
We introduce few notations which are same as they are in Horn and John-
sons’ Matrix Analysis, [36]. Let A ∈Mm,n(C). For index sets Λ ⊆ {1, . . . ,m}
and Ω ⊆ {1, . . . , n}, we denote by A(Λ,Ω) the submatrix of A that lies in the
rows of A indexed by Λ and the columns indexed by Ω. If Λ = Ω, the square
submatrix A(Λ,Λ) is called a principal submatrix of A and is abbreviated
A(Λ). The determinant of a square submatrix of A is called a minor of A. If
the submatrix is a principal submatrix, then the minor is a principal minor.
It is well known that if A is positive definite, then all principal minors
of A are positive. See Theorem 7.2.5 in [36], for a more general and finer
version of this statement. Now since H is positive definite, the principal
minor obtained from the principal submatrix H({1, 3}) is positive. So, we
have
det
(
1− |α3p|2 α¯2(s¯2 − |α|2p¯s1)
α2(s2 − |α|2s¯1p) 1− |α3p|2
)
> 0 .
If we denote
H({1, 3}) =
(
a c
c¯ a
)
, where
{
a = 1− |α3p|2
c = α¯2(s¯2 − |α|2p¯s1)
then a > |c| as a > 0 and with k ≥ 3 it implies that
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(k2 − 3)a > 2k|c| . (3.7)
Let us denote m = |αs1|2−|α2s2|2. Our goal is to show that for all k ≥ 3
k2a−m > 2k|c| .
We assume here that m ≥ 0 because otherwise k2a −m > 2k|c| is obvious.
We first show that 3a−m ≥ 0. We apply (1)⇒ (6) to get (c1, c2) ∈ Γ2 such
that
αs1 = c1 + c¯2(α
3p) , α2s2 = c2 + c¯1(α
3p) .
Now
m = |αs1|2 − |α2s2|2
= |c1 + c¯2(α3p)|2 − |c2 + c¯1(α3p)|2
= (|c1|2 + |c2(α3p)|2 + c1c2(α3p) + c¯1c¯2(α3p))
− (|c2|2 + |c1(α3p)|2 + c1c2(α3p) + c¯1c¯2(α3p))
= (|c1|2 − |c2|2)(1 − |α3p|2)
= (|c1|+ |c2|)(|c1| − |c2|)(1 − |α3p|2)
≤ (|c1|+ |c2|)(1 − |α3p|2)
≤ 3a .
The last two inequalities follow from Lemma 3.2 and Theorem 3.1 respec-
tively as (c1, c2) ∈ Γ2. Thus 3a − m ≥ 0 and consequently from (3.7) we
have that
(k2 − 3)a+ (3a−m) > 2k|c| , (3.8)
for all k ≥ 3. Therefore
k2a−m > 2k|c|.
Now using the fact that
x > |y| ⇔ x > Re ωy , for all ω ∈ T , (3.9)
we have that
k2a−m > 2k Re ωc
= kωc+ kω¯c¯, for all ω ∈ T. (3.10)
Choosing ω = 1 and substituting the values of a,m, c in (3.10) we get
Φ2k(αs1, α
2s2, α
3p) = k2(1− |α3p|2) + (|α2s2|2 − |αs1|2)
− kα2(s2 − |α|2s¯1p)− kα¯2(s¯2 − |α|2p¯s1)
> 0.
By continuity, we have that Φ2k(αs1, α
2s2, α
3p) ≥ 0, for all α ∈ D.
We now show that
Φ1k(αs1, α
2s2, α
3p) ≥ 0, for all α ∈ D.
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As in the case of Φ2k, here our target is to establish
k2a+m ≥ 2k|b| , where b = −α¯(s¯1 − |α|4s2p¯).
We have that
m = (|c1|2 − |c2|2)a and |b| = |c1|a.
The expression of m follows from the proof of m ≤ 3a and
|b| = |αs1 − (α2s2)(α3p)|
= |(c1 + c¯2α3p)− (c¯2 + c1α3p)α3p|
= |c1|(1− |α3p|2)
= |c1|a.
Therefore, we have
k2a+m− 2k|b| = k2a+ (|c1|2 − |c2|2)a− 2k|c1|a
= {(k − |c1|)2 − |c2|2}a
= (k − |c1|+ |c2|)(k − |c1| − |c2|)a
≥ 0.
The last inequality follows from the facts that a > 0, k ≥ 3 and |c1|+|c2| ≤ 3.
Therefore,
k2a+m ≥ 2k|b|.
From here we have that
k2a+m ≥ 2k Re ωb
= kωb+ kω¯b¯, for all ω ∈ T.
Choosing ω = 1 and substituting the values of a,m, b we get
Φ1k(αs1, α
2s2, α
3p) = k2(1− |α3p|2) + (|αs1|2 − |α2s2|2)
− k(αs1 − (α2s2)(α3p))− k(αs1 − (α2s2)(α3p))
≥ 0.
By continuity, we have that Φ1k(αs1, α
2s2, α
3p) ≥ 0, for all α ∈ D.
(3) ⇒ (5). First we assume that s1 6= s¯2p and s2 6= s¯1p. For ω1, ω2 ∈ T, we
have
Φ1k(ω1s1, ω1
2s2, ω1
3p) + Φ2k(ω2s1, ω2
2s2, ω2
3p) ≥ 0
that is
k2(1− |p|2) ≥ Re k[ω1(s1 − s¯2p) + ω22(s2 − s¯1p)].
Since s1 6= s¯2p and s2 6= s¯1p, we choose
ω1 =
|s1 − s¯2p|
s1 − s¯2p and ω2 =
√
|s2 − s¯1p|
s2 − s¯1p
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and get
k(1− |p|2) ≥ |s1 − s¯2p|+ |s2 − s¯1p| , k ≥ 3 .
If anyone or both of s1 = s¯2p and s2 = s¯1p hold then the above inequality
is obvious.
(5) ⇒ (6). Let (5) holds. Then |p| ≤ 1 as k > 0. If |p| = 1 then s1 = s¯2p
and s2 = s¯1p. We choose c1 = s1 and c2 = 0. Clearly |c1| + |c2| = |s1| ≤ 3
and
s1 = c1 + c¯2p and s2 = c2 + c¯1p .
When |p| < 1 we choose
c1 =
s1 − s¯2p
1− |p|2 and c2 =
s2 − s¯1p
1− |p|2 .
It is evident that s1 = c1 + c¯2p and s2 = c2 + c¯1p. Also since (5) holds for
k = 3, we have
|c1|+ |c2| ≤ 3.
(3)⇔ (4). From (3.2) we have that
Φ1k(αs1, α
2s2, α
3p) = (k − α¯s¯1)(k − αs1)− (kα¯3p¯− α¯2s¯2)(kα3p− α2s2).
Therefore,
Φ1k(αs1, α
2s2, α
3p) ≥ 0
⇔(k − α¯s¯1)(k − αs1)− (kα¯3p¯− α¯2s¯2)(kα3p− α2s2) ≥ 0
⇔ ∣∣kα3p− α2s2∣∣ ≤ |k − αs1| .
The proof of
Φ2k(αs1, α
2s2, α
3p) ≥ 0⇔ ∣∣kα3p− α2s1∣∣ ≤ |k − αs2|
is similar.
4. Γ3-contractions and their fundamental operator pairs
We recall that a commuting triple (S1, S2, P ) for which Γ3 is a spectral set
is called a Γ3-contraction. The following result shows that the definition of
Γ3-contraction can be made more precise by using the polynomial convexity
of Γ3.
Lemma 4.1. A commuting triple of bounded operators (S1, S2, P ) is a Γ3-
contraction if and only if
‖p(S1, S2, P )‖ ≤ ‖p‖∞, Γ3 (4.1)
for all holomorphic polynomial p in three variables.
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Proof. If (S1, S2, P ) is a Γ3-contraction, then of course (4.1) just follows
from definition.
The converse proof can be easily done by using polynomial convexity of
Γ3. Indeed, if σT (S1, S2, P ) is not contained in Γ3, then there is a point
(s1, s2, p) in σT (S1, S2, P ) that is not in Γ3. By polynomial convexity of Γ3,
there is a polynomial p such that |p(s1, s2, p)| > ‖p‖∞,Γ3 . By polynomial
spectral mapping theorem,
σT (p(S1, S2, P )) = {p(s1, s2, p) : (s1, s2, p) ∈ σT (S1, S2, P )}
and hence the spectral radius of p(S1, S2, P ) is bigger than ‖p‖∞,Γ3 . But
then
‖p(S1, S2, P )‖ > ‖p‖∞,Γ3 ,
contradicting the fact that Γ3 is a spectral set for (S1, S2, P ).
Unlike scalars, the symmetrization of any three commuting contractions
may not be a Γ3-contraction. See Remark 2.11 in [20] for an example. Here
we provide few properties of Γ3-contractions.
Lemma 4.2. If (S1, S2, P ) is a Γ3-contraction then ‖Si‖ ≤ 3 for i = 1, 2
and ‖P‖ ≤ 1.
Proof. This follows from the definition of Γ3-contraction if we consider the
co-ordinate polynomials.
Proposition 4.3. If (S1, S2, P ) is a Γ3-contraction then so are (S2, S1, P )
and (S∗1 , S
∗
2 , P
∗).
Proof. We know that (S1, S2, P ) is a Γ3-contraction if
‖f(S1, S2, P )‖ ≤ ‖f(z)‖∞,Γ3 = sup
z∈Γ3
|f(z)|,
for every polynomial f in 3-variables. Let f be a polynomial in z1, z2, z3
and let g(z1, z2, z3) = f(z2, z1, z3). Then by virtue of Γ3 being a symmetric
domain, we have
‖f‖∞,Γ3 = ‖g‖∞,Γ3 .
Therefore,
‖f(S2, S1, P )‖ = ‖g(S1, S2, P )‖ ≤ ‖g‖∞,Γ3 = ‖f‖∞,Γ3
and consequently (S2, S1, P ) is a Γ3-contraction. Again, let p be an arbitrary
polynomial in 3-variables. Then the polynomial p∗ whose coefficients are the
conjugates of the corresponding coefficients of p has the same supremum
norm as that of p over Γ3. Clearly
‖p(S∗1 , S∗2 , P ∗)‖ = ‖(p∗(S1, S2, P ))∗‖ = ‖p∗(S1, S2, P )‖ ≤ ‖p∗‖∞,Γ3 = ‖p‖∞,Γ3 .
Hence (S∗1 , S
∗
2 , P
∗) is a Γ-contraction.
Proposition 4.4. Let (S1, S2, P ) be a Γ3-contraction. Then for i = 1, 2
and for all α ∈ D, Φik(αS1, α2S2, α3P ) ≥ 0 for all k ≥ 3.
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Proof. Since (S1, S2, P ) is a Γ3-contraction, σT (S1, S2, P ) ⊆ Γ3. Let f be a
holomorphic function in a neighbourhood of Γ3. Since Γ3 is polynomially
convex, by Oka-Weil Theorem (see [32], Theorem 5.1) there is a sequence
of polynomials {pn} in 3-variables such that pn → f uniformly over Γ3.
Therefore, by Theorem 9.9 of CH-III in [59],
pn(S1, S2, P )→ f(S1, S2, P )
which by the virtue of (S1, S2, P ) being a Γ3-contraction implies that
‖f(S1, S2, P )‖ = lim
n→∞
‖pn(S1, S2, P )‖ ≤ lim
n→∞
‖pn‖∞,Γ3 = ‖f‖∞,Γ3 .
We fix α ∈ D and choose
f(s1, s2, p) =
kα3p− α2s2
k − αs1 .
Since k ≥ 3, f is well-defined and is holomorphic in a neighborhood of Γ3
and has norm not greater than 1, by part-(5) of Theorem 3.5. So we get
‖(kα3P − α2S2)(k − αS1)−1‖ ≤ ‖f‖∞,Γ3 ≤ 1.
Thus
(k − αS1)∗−1(kα3P − α2S2)∗(kα3P − α2S2)(k − αS1)−1 ≤ I
which implies and is implied by
(k − αS1)∗(k − αS1) ≥ (kα3P − α2S2)∗(kα3P − α2S2).
By the definition of Φ1k, this is same as saying that Φ1k(αS1, α
2S2, α
3P ) ≥ 0
for all α ∈ D. By continuity we have that
Φ1k(αS1, α
2S2, α
3P ) ≥ 0 for all α ∈ D.
The proof of Φ2k(αS1, α
2S2, α
3P ) ≥ 0 is similar.
Let S1, S2, P be commuting operators on a Hilbert space H with ‖P‖ ≤ 1.
We denote by DP and DP the defect operator (I − P ∗P ) 12 and its range
closure respectively. The fundamental equations for the triple (S1, S2, P )
are defined in the following way:
S1 − S∗2P = DPX1DP and S2 − S∗1P = DPX2DP , X ∈ L(DP ) (4.2)
We shall see below that when (S1, S2, P ) is a Γ3-contraction the fundamental
equations have unique solutions which together will be called the fundamen-
tal operator pair of (S1, S2, P ).
Let us recall that the numerical radius of an operator A on a Hilbert
space H is defined by
ω(A) = sup{|〈Ax, x〉| : ‖x‖H = 1}.
It is well known that
r(A) ≤ ω(A) ≤ ‖A‖ and 1
2
‖A‖ ≤ ω(A) ≤ ‖A‖, (4.3)
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where r(A) is the spectral radius of A. We state a basic lemma on numerical
radius whose proof is a routine exercise. We shall use this lemma in sequel.
Lemma 4.5. The numerical radius of an operator A is not greater than n
if and only if Re αA ≤ nI for all complex numbers α of modulus 1.
Lemma 4.6. Let A1, A2 be two bounded operators such that ω(A1+A2z) ≤ n
for all z ∈ T. Then ω(A1 + zA∗2) ≤ n and ω(A∗1 +A2z) ≤ n for all z ∈ T.
Proof. We have that ω(A1 + zA2) ≤ n for every z ∈ T, which is same
as saying that ω(z1A1 + z2A2) ≤ n for all complex numbers z1, z2 of unit
modulus. Thus by Lemma 4.5,
(z1A1 + z2A2) + (z1A1 + z2A2)
∗ ≤ 2nI,
that is
(z1A1 + z¯2A
∗
2) + (z1A1 + z¯2A
∗
2)
∗ ≤ 2nI.
Therefore, z1(A1 + zA
∗
2) + z¯1(A1 + zA
∗
2)
∗ ≤ 2nI for all z, z1 ∈ T. This is
same as saying that
Re z1(A1 + zA
∗
2) ≤ nI, for all z, z1 ∈ T.
Therefore, by Lemma 4.5 again ω(A1 + zA
∗
2) ≤ n for any z in T. The proof
of ω(A∗1 +A2z) ≤ n is similar.
Lemma 4.7. Let A1, A2 be two bounded operators on a Hilbert space H.
Then the following are equivalent:
(1) (A1, A2) is almost normal ;
(2) A∗1 +A2z and A
∗
2 +A1z commute for every z of unit modulus ;
(3) A∗2 +A1z is a normal operator for every z ∈ T ;
(4) A∗1 +A2z is a normal operator for every z ∈ T.
Proof. (1)⇔ (2). Since (A1, A2) is almost normal, we have that
[A1, A2] = 0 and [A
∗
1, A1] = [A
∗
2, A2] ,
where [A1, A2] is the commutator A1A2−A2A1. Again A∗1+A2z and A∗2+A1z
commute if and only if for every z ∈ T,
[A∗1, A
∗
2] + ([A
∗
1, A1]− [A∗2, A2])z + ([A2, A1])z2 = 0 .
Therefore, (1) ⇒ (2) follows. Again putting z = ±1 and z = ±i we get
[A1, A2] = 0 which further implies that [A
∗
1, A1] = [A
∗
2, A2]. Hence (2)⇒ (1).
The proofs of (1)⇔ (3) and (1)⇔ (4) are similar.
Theorem 4.8. (Existence and Uniqueness). Let (S1, S2, P ) be a Γ3-
contraction on a Hilbert space H. Then there are unique operators F1, F2 ∈
L(DP ) such that S1−S∗2P = DPF1DP and S2−S∗1P = DPF2DP . Moreover,
ω(F1 + F2z) ≤ 3 for all z ∈ T.
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Proof. We apply Proposition 4.4 for k ≥ 3 to (S1, S2, P ) to get
Φ1k(αS1, α
2S2, α
3P ) ≥ 0 , (4.4)
Φ2k(αS1, α
2S2, α
3P ) ≥ 0. (4.5)
for all α ∈ D. Therefore, in particular for ω ∈ T we have from (4.4) and
(4.5) respectively
k2(I − P ∗P ) + (S∗1S1 − S∗2S2)− kβ(S1 − S∗2P )− kβ¯(S∗1 − P ∗S2) ≥ 0 ,
k2(I − P ∗P ) + (S∗2S2 − S∗1S1)− kβ2(S2 − S∗1P )− kβ¯2(S∗2 − P ∗S1) ≥ 0.
On addition we get
2k(I − P ∗P ) ≥ β(S1 − S∗2P ) + β¯(S∗1 − P ∗S2)
+ β2(S2 − S∗1P ) + β¯2(S∗2 − P ∗S1). (4.6)
This shows that the Laurent polynomial
ξ(z) =2k(I − P ∗P )− β(S1 − S∗2P )− β¯(S∗1 − P ∗S2)
− β2(S2 − S∗1P )− β¯2(S∗2 − P ∗S1) (4.7)
is non-negative for all z ∈ T. Therefore, by Operator Fejer-Riesz Theorem
(see Theorem 1.2 in [27]) there is a polynomial of degree 2 say P (z) =
X0 +X1z +X2z
2 such that for all z ∈ T,
ξ(z) = p(z)∗p(z) = (X∗0 +X
∗
1 z¯ +X
∗
2 z¯
2)(X0 +X1z +X2z
2)
= (X∗0X0 +X
∗
1X1 +X
∗
2X2) + (X
∗
0X1 +X
∗
1X2)z
+ (X∗1X0 +X
∗
2X1)z¯ + (X
∗
0X2)z
2 + (X∗2X0)z¯
2. (4.8)
Comparing (4.7) and (4.8) we get
2kD2P = X
∗
0X0 +X
∗
1X1 +X
∗
2X2 (4.9)
S1 − S∗2P = −(X∗0X1 +X∗1X2) (4.10)
S2 − S∗1P = −(X∗0X2). (4.11)
From (4.9) we get
2kD2P ≥ X∗0X0, 2kD2P ≥ X∗1X1 and 2kD2P ≥ X∗2X2 .
Therefore by Douglas’s lemma (see Lemma 2.1 in [25]) there are contractions
Z0, Z1, Z2 such that
X∗0 =
√
2kDPZ0, X
∗
1 =
√
2kDPZ1 and X
∗
2 =
√
2kDPZ2.
Putting these values in (4.10) and in (4.11) we get
S1 − S∗2P = DP [−2k(Z0Z∗1 + Z1Z∗2 )]DP ,
S2 − S∗1P = DP (−2kZ0Z∗2 )DP .
We denote
F1 = PDP [−2k(Z0Z∗1 + Z1Z∗2 )]|DP , F2 = PDP (−2kZ0Z∗2 )|DP .
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It is now evident that F1, F2 are solutions to the equations S1 − S∗2P =
DPX1DP and S2 − S∗1P = DPX2DP respectively.
Uniqueness. Let there be two solutions F1, G1 of the equation S1−S∗2P =
DPX1DP . Then DP (F1 − G1)DP = 0 which shows that F1 − G1 = 0 as
F1 −G1 is defined on DP . Thus F1 is unique and similarly F2.
From (4.6) we have that
2kD2P ≥ 2 Re β[(S1 − S∗2P ) + β(S2 − S∗1P )]
= 2 Re β[DPF1DP + βDPF2DP ].
Therefore,
D2P ≥ Re βDPF (β)DP ,
where F (β) =
1
k
(F1 + βF2). So we have
DP [IDP − Re βF (β)]DP ≥ 0 .
This implies that
IDP − Re βF (β) ≥ 0
because F (β) is defined on DP . Therefore, Re βF (β) ≤ IDP and conse-
quently by Lemma 4.5, we have
ω(F (β)) ≤ 1 .
This implies that
ω(F1 + F2z) ≤ k for all z ∈ T and for all k ≥ 3 .
Therefore,
ω(F1 + F2z) ≤ 3 for all z ∈ T .
Remark 4.9. We shall see in the next section a partial converse to the
existence-uniqueness of FOP. If an almost normal operator pair (F1, F2)
satisfies ω(F1 + F2z) ≤ 3 for all z ∈ T, then there exists a Γ3-contraction
for which (F1, F2) is the FOP (see Theorem 5.6). We mention here that not
every FOP is almost normal. We shall see such an example in section 7.
Remark 4.10. Since the FOP is defined on the space DP , it is evident that
S1 − S∗2P is equal to 0 on the orthogonal complement of DP in H.
Note 4.11. The FOP of a Γ3-isometry or a Γ3-unitary (S1, S2, P ) is defined
to be (0, 0) because the FOP is defined on the space DP and in such cases
DP = {0}.
Proposition 4.12. If two Γ3-contractions are unitarily equivalent then so
are their FOPs.
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Proof. Let (S11, S12, P1) and (S21, S22, P2) be two unitarily equivalent Γ3-
contractions on Hilbert spaces H1 and H2 respectively with FOPs (F1, F2)
and (G1, G2). Then there is a unitary U from H1 to H2 such that
US11 = S21U , US12 = S22U and UP1 = P2U .
Obviously UP ∗1 = P
∗
2U and consequently
UD2P1 = U(I − P ∗1P1) = U − P ∗2 P2U = D2P2U .
Therefore, UDP1 = DP2U . Let V = U |DP1 . Then V ∈ L(DP1 ,DP2) and
V DP1 = DP2V . Thus, using the fact that S11 − S∗12P1 and S21 − S∗22P2 on
the orthogonal complement of DP1 and DP2 respectively we have
DP2V F1V
∗DP2 = V DP1F1DP1V
∗
= V (S11 − S∗12P1)V ∗
= S21 − S∗22P2
= DP2G1DP2 .
So, F1 and G1 are unitarily equivalent. Similarly, F2, G2 are unitarily equiv-
alent by the same unitary V . Hence the result.
Remark 4.13. The converse to the above result does not hold, i.e, two non-
unitarily equivalent Γ3-contractions can have unitarily equivalent FOPs. For
example if we consider a Γ3-isometry on a Hilbert space which is not a Γ3-
unitary, then its FOP is (0, 0) which is same as the FOP of any Γ3-unitary
on the same Hilbert space.
5. The Γ3-unitaries and Γ3-isometries
5.1. Structure theorem for Γ3-unitaries. We recall that a Γ3-unitary is
a commuting triple of operators (S1, S2, P ) whose Taylor joint spectrum lies
in the distinguished boundary of Γ3 and a Γ3-isometry is the restriction of a
Γ3-unitary to a joint invariant subspace of S1, S2 and P . In this section we
shall provide several characterizations for the Γ3-unitaries and Γ3-isometries.
Also with the aid of a characterization of Γ3-isometries, we shall establish a
partial converse to the existence-uniqueness theorem for fundamental oper-
ator pair. We shall state a lemma first whose proof is elementary and thus
we skip.
Lemma 5.1. Let T be a bounded operator on a Hilbert space H. If Re
βT ≤ 0 for all complex numbers β of modulus 1, then T = 0.
Theorem 5.2. Let (S1, S2, P ) be a commuting operator triple defined on a
Hilbert space H. Then the following are equivalent:
(1) (S1, S2, P ) is a Γ3-unitary ;
(2) there exist commuting unitary operators U1, U2, U3 on H such that
S1 = U1 + U2 + U3, S2 = U1U2 + U2U3 + U3U1, and P = U1U2U3 ;
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(3) P is unitary, S1 = S
∗
2P and
(
2
3
S1,
1
3
S2
)
is a Γ2-contraction ;
(4) (S1, S2, P ) is a Γ3-contraction and P is a unitary ;
(5) P is unitary and there exists a Γ2-unitary (C1, C2) on H such that
C1, C2 commute with P and
S1 = C1 + C
∗
2P , S2 = C2 + C
∗
1P .
Proof. We shall show:
(1)⇒ (2)⇒ (3)⇒ (1), (2)⇒ (4)⇒ (3) and (2)⇒ (5)⇒ (3).
(1) ⇒ (2). Let (S1, S2, P ) be a Γ3-unitary. Then by spectral theorem
for commuting normal operators there exists a spectral measure say Q(.) on
σT = σT (S1, S2, P ) such that
S1 =
∫
σT
p1(z)Q(dz), S2 =
∫
σT
p2(z)Q(dz), and P =
∫
σT
p3(z)Q(dz),
where p1, p2, p3 are the co-ordinate functions on C
3. Now choose a measur-
able right inverse β of the restriction of the function π3 to T
3 so that β
maps the distinguished boundary bΓ3 of Γ3 to T
3. Let β = (β1, β2, β3) and
Uj =
∫
σT
βj(z)Q(dz), j = 1, 2, 3. Then U1, U2, U3 are commuting unitary
operators on H and
U1 + U2 + U3 =
∫
σT
(β1 + β2 + β3)(z)Q(dz) =
∫
σT
p1(z)Q(dz) = S1.
Similarly
U1U2 + U2U3 + U3U1 = S2 and U1U2U3 = P.
(2)⇒ (3) Since (S1, S2, P ) is a Γ3-contraction because it is symmetrization
of three commuting contractions. So, by Lemma 3.4, (
2
3
S1,
1
3
S2) is a Γ2-
contraction. The rest of the proof is straight forward.
(3)⇒ (1) Since (3) holds, we have that
P ∗P = PP ∗ = I S∗1 = P
∗S2
r(Si) ≤ 3, i = 1, 2 S∗2 = P ∗S1.
Since P , being a normal operator, commutes with S1, S2, by Fudlege’s Theo-
rem on commutativity of normal operators, (see [31] for details) which states
that if a normal operator commutes with an operator T then it commutes
with T ∗ too, it commutes with S∗1 , S
∗
2 . Therefore we have
S∗1S1 = S
∗
1PP
∗S1 = S2P
∗S1 = S1P
∗S2 = S1S
∗
1 .
Here we have used the relations S∗1 = P
∗S2, S
∗
2 = P
∗S1 and their adjoint
and the fact that P commutes with S1, S2 and their adjoint. Similarly we
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can prove that S∗2S2 = S2S
∗
2 . Therefore, S1, S2, P are commuting normal
operators and hence r(Si) = ‖Si‖, i = 1, 2.
Let C∗(S1, S2, P ) be the commutative C
∗-algebra generated by S1, S2, P .
By general theory of joint spectrum (see p-27, Proposition 1.2 in [24]),
σT (S1, S2, P ) = {(ϕ(S1), ϕ(S2), ϕ(P )) : ϕ ∈ M},
whereM is the maximal ideal space of C∗(S1, S2, P ). Suppose that
(s1, s2, p) = (ψ(S1), ψ(S2), ψ(P )) ∈ σT (S1, S2, P ) for some ψ ∈M.
Then
|p|2 = pp = ψ(p)ψ(p) = ψ(P ∗)ψ(P ) = ψ(P ∗P ) = ψ(I) = 1
s1p = ψ(S1)ψ(P ) = ψ(S
∗
1P ) = ψ(S2) = s2 and
s2p = ψ(S2)ψ(P ) = ψ(S
∗
2P ) = ψ(S1) = s1.
Also since
(
2
3
S1,
1
3
S2
)
is a Γ2-contraction, (
2
3
s1,
1
3
s2) ∈ Γ2. Therefore, by
Theorem ??, (s1, s2, p) ∈ bΓ3 i.e, σT (S1, S2, P ) ⊆ bΓ3. Hence (S1, S2, P ) is
a Γ3-unitary. Hence (3) ⇒ (1). Thus (1), (2) and (3) are equivalent.
(2) ⇒ (4) is trivial.
(4) ⇒ (3). Let (S1, S2, P ) be a Γ3-contraction and P is a unitary. Since
(S1, S2, P ) is a Γ3-contraction, by Proposition 4.4,
Φi3(ωS1, ω
2S2, ω
3P ) ≥ 0 for all ω ∈ T , i = 1, 2.
Now Φ13(ωS1, ω
2S2, ω
3P ) ≥ 0 gives
9(I − P ∗P ) + (S∗1S1 − S∗2S2)− 3ω(S1 − S∗2P )− 3ω¯(S∗1 − P ∗S2) ≥ 0,
which along with the fact that P is a unitary implies that
(S∗1S1 − S∗2S2)− 3ω(S1 − S∗2P )− 3ω¯(S∗1 − P ∗S2) ≥ 0 ∀ω ∈ T. (5.1)
Putting ω = 1 and −1 respectively in (5.1) and adding them up we get
S∗1S1 − S∗2S2 ≥ 0. (5.2)
Again from Φ23(ωS1, ω
2S2, ω
3P ) ≥ 0 by using the fact that P is unitary, we
get
(S∗2S2 − S∗1S1)− 3ω2(S2 − S∗1P )− 3ω¯2(S∗2 − P ∗S1) ≥ 0 for all ω ∈ T.
Putting ω = 1 and i respectively we obtain that
S∗2S2 − S∗1S1 ≥ 0. (5.3)
Thus (5.2) and (5.3) implies that S∗1S1 = S
∗
2S2. Therefore from (5.1) we
have that Re ω(S1 − S∗2P ) ≤ 0 for all ω ∈ T. By Lemma 5.1, S1 = S∗2P .
Again since (S1, S2, P ) is a Γ3-contraction by Lemma 3.4,
(
2
3
S1,
1
3
S1
)
is a
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Γ2-contraction.
(2)⇒(5). Suppose (2) holds. Then
S1 = U1 + U2 + U3
= (U1 + U2) + (U
−1
1 U
−1
2 )U1U2U3
= C1 +C
∗
2P , where C1 = U1 + U2 , C2 = U1U2 .
Also,
S2 = U1U2 + U2U3 + U3U1 = C2 + C
∗
1P.
Evidently (C1, C2) is a Γ2-unitary and C1, C2 commute with the unitary P .
(5)⇒(3) It suffices if we prove here that
(
2
3
S1,
1
3
S2
)
is a Γ2-contraction,
because, S1 = S
∗
2P is obvious. Now since (C1, C2) is a Γ2-unitary, there are
commuting unitaries U1, U2 such that
C1 = U1 + U2 , C2 = U1U2.
A straight-forward computation show that (S1, S2, P ) is the symmetrization
of the contractions U1, U2, U
∗
1U
∗
2P . Thus, (S1, S2, P ) is a Γ3-contraction. So,
by Lemma 3.4,
(
2
3
S1,
1
3
S2
)
is a Γ2-contraction and the proof is complete.
5.2. Model theorem for pure Γ3-isometries. An isometry, by Wold-
decomposition, can be decomposed into two parts; a unitary and a pure
isometry. See Chapter-I of classic [17] for a detailed description of this.
A pure isometry V is unitarily equivalent to the Toeplitz operator Tz on
the vectorial Hardy space H2(DV ∗). We shall see in Theorem 5.5 that an
analogous Wold-type decomposition holds for Γ3-isometries in terms of a Γ-
unitary and a pure Γ-isometry. Theorem 5.2 shows that every Γ-unitary is
nothing but the symmetrization of a triple of commuting unitaries. There-
fore a standard model for pure Γ3-isometries gives a complete vision of a
Γ3-isometry. The following theorem describes a concrete model for pure
Γ3-isometries.
Theorem 5.3. Let (Sˆ1, Sˆ2, Pˆ ) be a commuting triple of operators on a
Hilbert space H. If (Sˆ1, Sˆ2, Pˆ ) is a pure Γ3-isometry then there is a uni-
tary operator U : H → H2(D
Pˆ ∗
) such that
Sˆ1 = U
∗TϕU, Sˆ2 = U
∗TψU and Pˆ = U
∗TzU,
where ϕ(z) = F ∗1 + F2z, ψ(z) = F
∗
2 + F1z, z ∈ D and (F1, F2) is the funda-
mental operator pair of (Sˆ1
∗
, Sˆ2
∗
, Pˆ ∗) such that
(1) (F1, F2) is almost normal,
(2)
(
2
3
ϕ(z),
1
3
ψ(z)
)
is a Γ2-contraction for all z ∈ T.
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Conversely, if F1 and F2 are two bounded operators on a Hilbert space E
satisfying the above conditions, then (TF ∗
1
+F2z, TF ∗2+F1z, Tz) on H
2(E) is a
pure Γ3-isometry.
Proof. Suppose that (Sˆ1, Sˆ2, Pˆ ) is a pure Γ3-isometry. Then Pˆ is a pure
isometry and it can be identified with the Toeplitz operator Tz on H
2(D
Pˆ ∗
).
Therefore, there is a unitary U from H onto H2(D
Pˆ ∗
) such that Pˆ = U∗TzU .
Since for i = 1, 2, Sˆi is a commutant of Pˆ , there are two multipliers ϕ, ψ in
H∞(L(D
Pˆ ∗
)) such that
Sˆ1 = U
∗TϕU , Sˆ2 = U
∗TψU.
Now (Tϕ, Tψ, Tz) on H
2(D
Pˆ ∗
) is a Γ3-isometry and the triple of com-
muting multiplication operators (Mϕ,Mψ,Mz) on L
2(D
Pˆ ∗
) is a natural Γ3-
unitary extension of (Tϕ, Tψ , Tz). The fact that (Mϕ,Mψ,Mz) on L
2(D
Pˆ ∗
)
is a Γ3-unitary follows from Theorem 5.2, because, (Mϕ,Mψ,Mz) is a Γ3-
contraction as (Tϕ, Tψ, Tz) is a Γ3-contraction and also Mz on L
2(D
Pˆ ∗
) is
a unitary. Therefore, Mϕ,Mψ,Mz commute and by Theorem 5.2, we have
that
Mϕ =M
∗
ψMz and Mψ =M
∗
ϕMz.
So, we have
ϕ(z) = G1 +G2z and ψ(z) = G
∗
2 +G
∗
1z for some G1, G2 ∈ L(DTˆ3∗).
Setting F1 = G
∗
1 and F2 = G2 and by the commutativity of ϕ(z) and ψ(z)
we obtain
[F1, F2] = 0 and [F
∗
1 , F1] = [F
∗
2 , F2].
This is same as saying that F1 + F
∗
2 z is normal for all z of unit modulus.
Therefore, (F1, F2) is almost normal. It has been shown in the proof of Theo-
rem 5.6 that (F1, F2) is the FOP of the Γ3-co-isometry (T
∗
F ∗
1
+F2z
, T ∗F ∗
2
+F1z
, T ∗z ).
Also it follows from Lemma 3.4 that
(
2
3
Tϕ(z),
1
3
Tψ(z)
)
is a Γ2-contraction
for all z ∈ T. Hence
(
2
3
ϕ(z),
1
3
ψ(z)
)
is a Γ2-contraction for all z ∈ T.
For the converse, we first prove that the triple of multiplication opera-
tors (MF ∗
1
+F2z,MF ∗2+F1z,Mz) on L
2(E) is a Γ3-unitary when F1, F2 satisfy
the given conditions. It is evident that (MF ∗
1
+F2z,MF ∗2+F1z,Mz) is a com-
muting triple of normal operators when (F1, F2) is almost normal. Again
since
(
2
3
ϕ(z),
1
3
ψ(z)
)
is a Γ2-contraction for all z ∈ T, it is obvious that(
2
3
Mϕ(z),
1
3
Mψ(z)
)
is a Γ2-contraction for all z ∈ T. Also MF ∗
1
+F2z =
M∗F ∗
2
+F1z
Mz and Mz on L
2(E) is unitary. Therefore, by part-(3) of The-
orem 5.2, (MF ∗
1
+F2z,MF ∗2+F1z,Mz) is a Γ3-unitary. Needless to say that
(TF ∗
1
+F2z, TF ∗2+F1z, Tz), being the restriction of (MF ∗1+F2z,MF ∗2+F1z,Mz) to
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the common invariant subspace H2(E), is a Γ3-isometry. Also Tz on H
2(E)
is a pure isometry. Thus we conclude that (TF ∗
1
+F2z, TF ∗2+F1z, Tz) is a pure
Γ3-isometry.
5.3. A set of characterizations for the Γ3-isometries.
Lemma 5.4. Let U , V be a unitary and a pure isometry on Hilbert Spaces
H1 , H2 respectively, and let X : H1 → H2 be such that XU = V X. Then
X = 0.
Proof. We have , for any positive integer n, XUn = V nX by iteration.
Therefore, U∗nX∗ = X∗V ∗n. Thus X∗ vanishes on KerV ∗n, and since⋃
n
KerV ∗n is dense in H2 we have X∗ = 0 i.e, X = 0.
Theorem 5.5. Let S1, S2, P be commuting operators on a Hilbert space H.
Then the following are equivalent:
(1) (S1, S2, P ) is a Γ3-isometry ;
(2) P is isometry, S1 = S
∗
2P and (
2
3
S1,
1
3
S2) is a Γ2-contraction ;
(3) ( Wold-Decomposition ): there is an orthogonal decomposition H =
H1 ⊕ H2 into common invariant subspaces of S1, S2 and P such
that (S1|H1 , S2|H1 , P |H1) is a Γ3-unitary and (S1|H2 , S2|H2 , P |H2) is
a pure Γ3-isometry ;
(4) (S1, S2, P ) is a Γ3-contraction and P is an isometry;
(5) (
2
3
S1,
1
3
S2) is a Γ2-contraction and ρik(ωS1, ω
2S2, ω
3P ) = 0, ∀ ω ∈
T and ∀ k ≥ 3;
Moreover, if the spectral radius r(S) is less than 3 then all of the
above are equivalent to :
(6) (
2
3
S1,
1
3
S2) is a Γ2-contraction and for k ≥ 3, (kβP−S2)(k−βS1)−1
and (kβ2P − S1)(k − β2S2)−1 are isometries for all β ∈ T.
Proof. We prove in the following way : (1) ⇒ (2) ⇒ (3) ⇒ (1) , (1) ⇒
(4)⇒ (5)⇒ (2) and (5)⇔ (6).
(1) ⇒ (2) Suppose that there is a Γ3-unitary (S˜1, S˜2, P˜ ) on K ⊇ H such
that H is a common invariant subspace of S1, S2 and P and S1 = S˜1|H, S2 =
S˜2|H and P = P˜ |H. By Theorem 5.2,
S˜∗1 = P˜
∗S˜2 , P˜
∗P˜ = I .
Taking compression to H, we get
S∗1 = P
∗S2 , P
∗P = I.
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Again since (S˜1, S˜2, P˜ ) is a Γ3-unitary, it is a Γ3-contraction and so by
Lemma 3.4 (
2
3
S˜1,
1
3
S˜2) is a Γ2-contraction. Hence (
2
3
S1,
1
3
S2), being the
restriction of (
2
3
S˜1,
1
3
S˜2) to the common invariant subspace H, is a Γ3-
contraction.
(2)⇒ (3) Since P is an isometry, by Wold-decomposition there is an orthog-
onal decomposition H = H1 ⊕ H2 into reducing subspaces of P such that
P |H1 is a unitary and P |H2 is a pure isometry. Therefore,
P =
(
U 0
0 V
)
on H = H1 ⊕H2,
where U is a unitary and V is an isometry. Let
S1 =
(
S111 S112
S121 S122
)
, S2 =
(
S211 S212
S221 S222
)
with respect to the decomposition H = H1 ⊕H2. Now S1P = PS1 implies
that (
S111 S112
S121 S122
)(
U 0
0 V
)
=
(
U 0
0 V
)(
S111 S112
S121 S122
)
that is (
S111U S112V
S121U S122V
)
=
(
US111 US112
V S121 V S122
)
.
So we have S121U = V S121 which makes S121 = 0 by Lemma 5.4. Similarly
from the relation S2P = PS2 we get S221 = 0. Again the identity S1 = S
∗
2P
provides that(
S111 S112
0 S122
)
=
(
S211 S212
0 S222
)∗(
U 0
0 V
)
=
(
S∗211U 0
S∗212U S
∗
122V
)
.
This shows that S∗212U = 0 which implies that S212 = 0. Therefore, we
obtain the following:
S112 = S212 = 0, S111 = S
∗
211U and S122 = S
∗
222V. (5.4)
Therefore,
S1 =
(
S111 0
0 S122
)
, S2 =
(
S211 0
0 S222
)
,
with respect to the decomposition H = H1⊕H2. Thus H1,H2 are common
reducing subspaces for S1, S2 and P and with respect to the decomposition
H = H1 ⊕H2 we have
(S1, S2, P ) = (S111 ⊕ S211, S122 ⊕ S222, U ⊕ V ). (5.5)
Again since
(
2
3
S1,
1
3
S2
)
is a Γ2-contraction, so are
(
2
3
S111,
1
3
S122
)
and(
2
3
S211,
1
3
S222
)
. Therefore, by Theorem 5.2, (S111, S122, U) is a Γ3-unitary.
30 SOURAV PAL
Again since V on H2 is an isometry, it is unitarily equivalent to Tz on
H2(DP ∗). So, following the technique of the proof of Theorem 5.3, we can
identify S211 and S222 with Tϕ and Tψ respectively, where ϕ(z), ψ(z) ∈
H∞(DP ∗). by the commutativity of S211 and S222 and by relations S211 =
S∗222P , S222 = S
∗
211P , we have that
ϕ(z) = F ∗1 + F2z and ψ(z) = F
∗
2 + F1z ,
where (F1, F2) is an almost normal pair. Here we have followed the same
technique that was applied in the proof of Theorem 5.3. Again since
(
2
3
S211,
1
3
S222
)
is a Γ2-contraction, so is
(
2
3
Tϕ,
1
3
Tψ
)
and therefore,
(
2
3
ϕ(z),
1
3
ψ(z)
)
is a
Γ2-contraction. Therefore, by Theorem 5.3, (S211, S222, V ) is a pure Γ3-
isometry. Hence H1,H2 are common reducing subspaces for S1, S2 and P
and (S111, S211, U) is a Γ3-unitary and (S122, S222, V ) is a pure Γ3-isometry.
This is same as saying that (S1|H1 , S2|H1 , P |H1) is a Γ3-unitary and (S1|H2 , S2|H2 , P |H2)
is a pure Γ3-isometry.
(3)⇒ (1) Let (S1, S2, P ) have the stated Wold-decomposition. Since
(S1|H2 , S2|H2 , P |H2)
is a Γ3-isometry, by definition, there is a Hilbert space K2 ⊇ H2 and a Γ3-
unitary say (T1, T2, U) on K2 such that H2 is a common invariant subspace
of T1, T2, U and that
T1|H2 = S1|H2 , T2|H2 = S2|H2 , and U |H2 = P |H2 .
Set K = H1 ⊕K2 and
(T˜1, T˜2, U˜) = (S1|H1 ⊕ T1, S2|H1 ⊕ T2, P |H1 ⊕ U).
It follows trivially from part-(4) of Theorem 5.2 that the direct sum of two
Γ3-unitaries is a Γ3-unitary. Therefore, (T˜1, T˜2, U˜ ) is a Γ3-unitary and it is
evident that it is a Γ3-unitary extension of (S1, S2, P ). Therefore, (S1, S2, P )
is a Γ3-isometry.
(1) ⇒ (4) This is obvious because (S1, S2, P ), being a Γ3-isometry is a Γ3-
contraction and also is the restriction of a Γ3-unitary say (S˜1, S˜2, P˜ ) where
P˜ is a unitary whose restriction to an invariant subspace is an isometry.
(4)⇒ (5) Since (S1, S2, P ) is a Γ3-contraction, by Lemma 3.4
(
2
3
S1,
1
3
S2
)
is
a Γ2-contraction. Again since (S1, S2, P ) is a Γ3-contraction, Φik(βS1, β
2S2, β
3P ) ≥
0 for k ≥ 3, β ∈ T and i = 1, 2. From the positivity of Φ1k we have
k2(I − P ∗P )− 2k Re β(S1 − S∗2P ) ≥ 0.
Using the fact that P ∗P = I we have
Re β(S1 − S∗2P ) ≤ 0 for all β ∈ T.
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By Lemma 5.1, S1 = S
∗
2P . Therefore,
Φ1k(βS1, β
2S2, β
3P ) = 0.
Similarly using the positivity of Φ2k we can obtain Φ2k(βS1, β
2S2, β
3P ) = 0.
(5)⇒ (2) We have that Φik(βS1, β2S2, β3P ) = 0 for all β ∈ T. For i = 1 we
put β = ±1 and obtain I − P ∗P = 0. Hence
Re β(S1 − S∗2P ) = 0 for all β ∈ T.
Hence S1 = S
∗
2P .
(5)⇔ (6) By hypothesis,
Φ1k(βS1, β
2S2, β
3P ) = (k−βS1)∗(k−βS1)−(kβ3P−β2S2)∗(kβ3P−β2S2) = 0
which implies that
(k − βS1)∗(k − βS1) = (kβ3P − β2S2)∗(kβ3P − β2S2).
Since r(S1) < 3 and k ≥ 3, k − βS1 is invertible and so we have
((k − βS1)−1)∗(kβ3P − β2S2)∗(kβ3P − β2S2)(k − βS1)−1 = I.
Therefore, (kβ3P−β2S2)(k−βS1)−1 and hence (kβP −S2)(k−βS1)−1 is an
isometry for all β ∈ T. Similarly we can show that (kβP − S1)(k − βS2)−1
is an isometry.
Conversely, let (5) holds. Then (kβP −S2)(k−βS1)−1 is an isometry for
all β ∈ T. Therefore,
((k − βS1)−1)∗(kβ3P − β2S2)∗(kβ3P − β2S2)(k − βS1)−1 = I
or equivalently for all β ∈ T,
Φ1k(βS1, β
2S2, β
3P ) = (k−βS1)∗(k−βS1)−(kβ3P−β2S2)∗(kβ3P−β2S2) = 0
Similarly we can show that Φ2k(βS1, β
2S2, β
3P ) = 0.
5.4. A partial converse to the Existence-Uniqueness Theorem of
Fundamental operator pairs. The existence and uniqueness of FOP is
in the centre of all results of this article (Theorem 4.8). The counter example
we construct in section 7 is a Γ3-contraction whose FOP is not almost nor-
mal. Here we provide a partial converse to the existence-uniqueness theorem
for FOP.
Theorem 5.6. Let F1, F2 be operators defined on a Hilbert space E such
that (F1, F2) is almost normal and
(
2
3
(F ∗1 + F2z),
1
3
(F ∗2 + F1z)
)
is a Γ2-
contraction for any z ∈ T. Then there is a Γ3-contraction for which (F1, F2)
is the FOP.
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Proof. Let us consider the Hilbert spaceH2(E) and the commuting operator
triple (TF ∗
1
+F2z, TF ∗2+F1z, Tz) acting on it. We shall show that
(T ∗F ∗
1
+F2z, T
∗
F ∗
2
+F1z, T
∗
z )
is a Γ3-co-isometry and (F1, F2) is the FOP of it. Since the pair (F1, F2) is
almost normal, (TF ∗
1
+F2z, TF ∗2+F1z, Tz) is a commuting triple and F
∗
2 +F1z is
normal for all z of unit modulus. Clearly T
Fˆ ∗+Fˆ z = T
∗
Fˆ ∗+Fˆ z
Tz and Tz is an
isometry. Again since
(
2
3
(F ∗1 + F2z),
1
3
(F ∗2 + F1z)
)
is a Γ2-contraction, so
is
(
2
3
MF ∗
1
+F2z,
1
3
MF ∗
2
+F1z
)
, where the multiplication operators are defined
on L2(E). Also it is obvious that the restriction of
(
2
3
MF ∗
1
+F2z,
1
3
MF ∗
2
+F1z
)
to the common invariant subspaceH2(E) is
(
2
3
TF ∗
1
+F2z,
1
3
TF ∗
2
+F1z
)
. There-
fore,
(
2
3
TF ∗
1
+F2z,
1
3
TF ∗
2
+F1z
)
is a Γ2-contraction. Hence, by part-(2) of The-
orem 5.5, (TF ∗
1
+F2z, TF ∗2+F1z, Tz) is a Γ3-isometry and consequently (T
∗
F ∗
1
+F2z
, T ∗F ∗
2
+F1z
, T ∗z )
is a Γ3-co-isometry. We now compute the FOP of (T
∗
F ∗
1
+F2z
, T ∗F ∗
2
+F1z
, T ∗z ).
Clearly I − TzT ∗z is the projection onto the space DT ∗z . Now
T ∗F ∗
1
+F2z−TF ∗2+F1zT ∗z = TF1+F ∗2 z¯−TF ∗2+F1zTz¯ = TF1 = (I−TzT ∗z )F1(I−TzT ∗z ).
Similarly,
T ∗F ∗
2
+F1z − TF ∗1+F2zT ∗z = (I − TzT ∗z )F2(I − TzT ∗z ).
Therefore, (F1, F2) is the FOP of (T
∗
F ∗
1
+F2z
, T ∗F ∗
2
+F1z
, T ∗z ).
6. A necessary condition for the existence of dilation
This section is devoted to find out a set of necessary conditions for the
existence of rational dilation, that is, Γ3-unitary dilation to a Γ3-contraction
(Proposition 6.4). Since Γ3 is polynomially convex, rational dilation reduces
to polynomial dilation on Γ3. So we refine the definition of Γ3-isometric
dilation of a Γ3-contraction.
Definition 6.1. Let (S1, S2, P ) be a Γ3-contraction on H. A commut-
ing triple (T1, T2, V ) defined on K is said to be a Γ3-isometric dilation of
(S1, S2, P ) if H ⊆ K, (T1, T2, V ) is a Γ3-isometry and
PH(T
m1
1 T
m2
2 V
n)|H = Sm11 Sm22 Pn, for all non-negative integers m1,m2, n.
Moreover, the dilation is called minimal if the following holds:
K = span{Tm11 Tm22 V nh : h ∈ H and m1,m2, n ∈ N ∪ {0}}.
In a similar fashion we can define Γ3-unitary dilation of a Γ3-contraction.
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Proposition 6.2. If a Γ3-contraction (S1, S2, P ) defined on H has a Γ3-
isometric dilation, then it has a minimal Γ3-isometric dilation.
Proof. Let (T1, T2, V ) on K ⊇ H be a Γ3-isometric dilation of (S1, S2, P ).
Let K0 be the space defined as
K0 = span{Tm11 Tm22 V nh : h ∈ H and m1,m2, n ∈ N ∪ {0}}.
Clearly K0 is invariant under Tm11 , Tm22 and V n, for any non-negative integer
m1,m2 and n. Therefore if we denote the restrictions of T1, T2 and P to
the common invariant subspace K0 by T11, T12 and V1 respectively, we get
Tm111 k = T
m1
1 k, T
m2
12 k = T
m2
2 k, and V
n
1 k = V
nk, for any k ∈ K0. Hence
K0 = span{Tm111 Tm212 V n1 h : h ∈ H and m1,m2, n ∈ N ∪ {0}}.
Therefore for any non-negative integers m1,m2 and n we have
PH(T
m1
11 T
m2
12 V
n
1 )h = PH(T
m1
1 T
m2
2 V
n)h, for all h ∈ H.
Now (T11, T12, V1) is a Γ3-contraction as being the restriction of a Γ3-contraction
(T1, T2, V ) to a common invariant subspace K0. Again V1, being the restric-
tion of an isometry to an invariant subspace, is also an isometry. Therefore
by Theorem 5.5-part (4), (T11, T12, V1) is a Γ3-isometry. Hence (T11, T12, V1)
is a minimal Γ3-isometric dilation of (S1, S2, P ).
Proposition 6.3. Let (T1, T2, V ) on K ⊇ H be a Γ3-isometric dilation of
a Γ3-contraction (S1, S2, P ). If (T1, T2, V ) is minimal, then (T
∗
1 , T
∗
2 , V
∗) is
a Γ3-co-isometric extension of (S
∗
1 , S
∗
2 , P
∗). Conversely, if (T ∗1 , T
∗
2 , V
∗) is a
Γ3-co-isometric extension of (S
∗
1 , S
∗
2 , P
∗) then (T1, T2, V ) is a Γ3-isometric
dilation of (S1, S2, P ).
Proof. We first prove that S1PH = PHT1, S2PH = PHT2 and PPH = PHV ,
where PH : K → H is orthogonal projection onto H. Clearly
K = span{Tm11 Tm22 V nh : h ∈ H and m1,m2, n ∈ N ∪ {0}}.
Now for h ∈ H we have that
S1PH(T
m1
1 T
m2
2 V
nh) = S1(S
m1
1 S
m2
2 P
nh) = Sm1+11 S
m2
2 P
nh
= PH(T
m1+1
1 T
m2
2 V
nh)
= PHT1(T
m1
1 T
m2
2 V
nh).
Thus we have S1PH = PHT1 and similarly we can prove that S2PH = PHT2
and PPH = PHV . Also for h ∈ H and k ∈ K we have that
〈S∗1h, k〉 = 〈PHS∗1h, k〉 = 〈S∗1h, PHk〉 = 〈h, S1PHk〉 = 〈h, PHT1〉 = 〈T ∗1 h, k〉.
Hence S∗1 = T
∗
1 |H and similarly S∗2 = T ∗2 |H and P ∗ = V ∗|H. The converse
part is obvious.
Proposition 6.4. Let H1 be a Hilbert space and let (S1, S2, P ) be a Γ3-
contraction on H = H1 ⊕H1 with FOP (F1, F2) and P is such that
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(i) Ker(DP ) = H1 ⊕ {0} and DP = {0} ⊕ H1 ;
(ii) P (DP ) = {0} and PKer(DP ) ⊆ DP .
If (S∗1 , S
∗
2 , P
∗) has a Γ3-isometric dilation then (F1, F2) is almost normal.
Proof. Let (T1, T2, V ) on a Hilbert space K ⊇ H be a minimal Γ3-isometric
dilation of (S∗1 , S
∗
2 , P
∗) (such a minimal Γ3-isometric dilation exists by Propo-
sition 6.2) so that (T ∗1 , T
∗
2 , V
∗) is a Γ3-co-isometric extension of (S1, S2, P )
by Proposition 6.3. Since (T1, T2, V ) on K is a Γ3-isometry, by Theorem 5.5,
it has Wold decomposition
(T1, T2, V ) = (T11, T12, U1)⊕ (T21, T22, V1) on K1 ⊕K2,
where (T11, T12, U1) on K1 is a Γ3-unitary and (T21, T22, V1) on K2 is a pure
Γ3-isometry. Since (T21, T22, V1) on K2 is a pure Γ3-isometry, by Theorem
5.3, K2 can be identified with H2(DV ∗
1
) and T21, T22, V1 can be identified
with Tϕ, Tψ, Tz respectively on H
2(DV ∗
1
) for some ϕ,ψ in H∞(L(DV ∗
1
)),
where ϕ(z) = A + Bz and ψ(z) = B∗ + A∗z, z ∈ D, (A∗, B) being the
FOP of (T ∗21, T
∗
22, V
∗
1 ). Again H
2(DV ∗
1
) can be identified with l2(DV ∗
1
) and
Tϕ, Tψ, Tz on H
2(DV ∗
1
) can be identified with the multiplication operators
Mϕ,Mψ,Mz on l
2(DV ∗
1
) respectively. So without loss of generality we can
assume that K2 = l
2(DV ∗
1
) and T21 = Mϕ, T22 = Mψ and V1 = Mz on
l2(DV ∗
1
). On l2(DV ∗
1
) clearly
Mϕ =


A 0 0 . . .
B A 0 . . .
0 B A . . .
. . . . . . . . . . . .

 , Mψ =


B∗ 0 0 . . .
A∗ B∗ 0 . . .
0 A∗ B∗ . . .
. . . . . . . . . . . .


and Mz =


0 0 0 . . .
I 0 0 . . .
0 I 0 . . .
. . . . . . . . . . . .

 .
We now consider H to be a subspace of K and S1, S2, P defined on H to be
the restrictions of T ∗1 , T
∗
2 , V
∗ respectively to H.
For the rest of the proof we denote DV ∗
1
by E, that is DV ∗
1
≡ E.
Claim 1. DP ⊆ E ⊕ {0} ⊕ {0} ⊕ · · · ⊆ l2(E) = K2.
Proof of claim. Let h = h1 ⊕ h2 ∈ DP ⊆ H, where h1 ∈ K1 and h2 =
(c0, c1, c2, . . . )
T ∈ l2(E) = K2. Since P (DP ) = {0}, we have
Ph = V ∗h = V ∗(h1 ⊕ h2) = U∗1h1 ⊕M∗z h2 = U∗1h1 ⊕ (c1, c2, · · · )T = 0
⇒ h1 = 0 and c1 = c2 = · · · = 0.
This completes the proof of Claim 1.
Claim 2. Ker(DP ) ⊆ {0} ⊕ E ⊕ {0} ⊕ {0} ⊕ · · · ⊆ l2(E) = K2.
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Proof of claim. For k = k1 ⊕ k2 ∈ Ker(DP ) ⊆ H, where k1 ∈ K1 and
k2 = (g0, g1, g2, . . . )
T ∈ l2(E) = K2, we have
D2P k = 0
⇒ (I − P ∗P )k = PH(I − V V ∗)k = PH(k1 ⊕ k2 − k1 ⊕MzM∗z k2) = 0
⇒ k1 ⊕ k2 − PH(k1 ⊕MzM∗z k2) = 0
⇒ k1 ⊕ (g0, g1, · · · )T = PH(k1 ⊕ (0, g1, g2, · · · )T )
⇒ ‖k1 ⊕ (0, g1, g2, · · · )T ‖ ≥ ‖k1 ⊕ (g0, g1, g2, · · · )T ‖
⇒ g0 = 0.
Again since P (Ker(DP )) ⊆ DP , we have for k = k1 ⊕ (0, g1, g2, . . . )T ∈
Ker(DP ),
P (k1⊕(g0, g1, g2, . . . )T ) = U∗1k1⊕M∗z (0, g1, g2, · · · )T = U∗1 k1⊕(g1, g2, · · · ) ∈ DP .
Then by Claim 1, U∗1k1 = 0, i.e, k1 = 0 and g2 = k3 = · · · = 0. Hence Claim
2 is established.
Now since H = DP ⊕ Ker(DP ), we can conclude that H ⊆ E ⊕ E ⊕
{0}⊕ {0} ⊕ · · · ⊆ l2(E) = K2. Therefore (M∗ϕ,M∗ψ,M∗z ) on l2(E) is a Γ3-co-
isometric extension of (S1, S2, P ).
We now compute the FOP of (M∗ϕ,M
∗
ψ ,M
∗
z ).
M∗ϕ −MψM∗z
=


A∗ B∗ 0 · · ·
0 A∗ B∗ · · ·
0 0 A∗ · · ·
...
...
...
. . .

−


B∗ 0 0 . . .
A∗ B∗ 0 · · ·
0 A∗ B∗ · · ·
...
...
...
. . .




0 I 0 · · ·
0 0 I · · ·
0 0 0 · · ·
...
...
...
. . .


=


A∗ B∗ 0 · · ·
0 A∗ B∗ · · ·
0 0 A∗ · · ·
...
...
...
. . .

−


0 B∗ 0 · · ·
0 A∗ B∗ · · ·
0 0 A∗ · · ·
...
...
...
. . .


=


A∗ 0 0 · · ·
0 0 0 · · ·
0 0 0 · · ·
...
...
...
. . .

 .
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Similarly
M∗ψ −MϕM∗z =


B 0 0 · · ·
0 0 0 · · ·
0 0 0 · · ·
...
...
...
. . .

 .
Also
D2M∗z = I −MzM∗z
=


I 0 0 · · ·
0 0 0 · · ·
0 0 0 · · ·
...
...
...
. . .

 .
Therefore, DM∗z = E ⊕ {0} ⊕ {0} · · · and D2M∗z = DM∗z = Id on E ⊕ {0} ⊕{0} · · · . If we set
Fˆ1 =


A∗ 0 0 . . .
0 0 0 . . .
0 0 0 . . .
. . . . . . . . . . . .

 , Fˆ2 =


B 0 0 . . .
0 0 0 . . .
0 0 0 . . .
. . . . . . . . . . . .

 , (6.1)
then
M∗ϕ −MψM∗z = DM∗z Fˆ1DM∗z and M∗ψ −MϕM∗z = DM∗z Fˆ2DM∗z .
Therefore, (Fˆ1, Fˆ2) are the FOP of (M
∗
ϕ,M
∗
ψ ,M
∗
z ). We shall use a nota-
tion for our convenience here. Let us denote (M∗ϕ,M
∗
ψ,M
∗
z ) by (R1, R2,W ).
Therefore,
R1 −R∗2W = DW Fˆ1DW (6.2)
R2 −R∗1W = DW Fˆ2DW . (6.3)
Claim 3. FˆiDW |DP ⊆ DP and Fˆi
∗
DW |DP ⊆ DP for i = 1, 2.
Proof of claim. Let h0 = (c0, 0, 0, · · · )T ∈ DP . Then Fˆ1DWh0 = (A∗c0, 0, 0, · · · )T =
M∗ϕh0 = R1h0. Since R1|H = S1, R1h0 ∈ H. Therefore (A∗c0, 0, 0, · · · )T ∈
DP and Fˆ1DW |DP ⊆ DP . Similarly we can prove that Fˆ2DW |DP ⊆ DP .
We compute the adjoint of P . Let (c0, c1, 0, · · · )T and (d0, d1, 0, · · · )T be
two arbitrary elements in H where (c0, 0, 0, · · · )T , (d0, 0, 0, · · · )T ∈ DP and
(0, c1, 0, · · · )T , (0, d1, 0, · · · )T
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∈ Ker(DP ). Now
〈P ∗(c0, c1, 0, · · · )T , (d0, d1, 0, · · · )T 〉 = 〈(c0, c1, 0, · · · )T , P (d0, d1, 0, · · · )T 〉
= 〈(c0, c1, 0, · · · )T ,W (d0, d1, 0, · · · )T 〉
= 〈(c0, c1, 0, · · · )T , (d1, 0, 0, · · · )T 〉
= 〈c0, d1〉E
= 〈(0, c0, 0, · · · )T , (d0, d1, 0, · · · )T 〉.
Therefore
P ∗(c0, c1, 0, · · · )T = (0, c0, 0, · · · )T .
Now h0 = (c0, 0, 0, · · · )T ∈ DP implies that P ∗h0 = (0, c0, 0, · · · )T ∈ H and
M∗ψ(0, c0, 0, · · · )T = R2(0, c0, 0, · · · )T = (Ac0, 0, 0, · · · )T ∈ H.
In particular, (Ac0, 0, 0, · · · )T ∈ DP . Therefore Fˆ1∗DWh0 = (Ac0, 0, 0, · · · )T ∈
DP and Fˆ2∗DW |DP ⊆ DP . Similarly we can prove that Fˆ2
∗
DW |DP ⊆ DP .
Hence we proved Claim 3.
Claim 4. Fˆi|DP = Fi and Fˆi
∗|DP = F ∗i for i = 1, 2.
Proof of Claim. It is obvious that DP ⊆ DW = E ⊕ {0} ⊕ {0} ⊕ · · · . Now
since W |H = P and DW is projection onto DW , we have
DW |H = D2W |H = D2W |DP = D2P
and hence D2P is a projection onto DP . Therefore D2P = DP . From (6.2) we
have
PH(R1 −R∗2W )|H = PH(DW Fˆ1DW )|H. (6.4)
Since (R1, R2,W ) is a Γ3-co-isometric extension of (S1, S2, P ), the LHS of
(6.4) is equal to S1 − S∗2P . Again since (F1, F2) is the FOP of (S1, S2, P ),
we have
S1 − S∗2P = DPF1DP , F1 ∈ L(DP ). (6.5)
Since S1 − S∗2P is 0 on the orthogonal complement of DP , that is on
Ker(DP ), we have that
S1 − S∗2P = PDP (R1 −R∗2W )|DP = PDP (DW Fˆ1DW )|DP . (6.6)
Again Since DW |DP = DP , the RHS of (6.6) is equal to (DW Fˆ1DW )|DP and
hence
S1 − S∗2P = (R1 −R∗2W )|DP = (DW Fˆ1DW )|DP = DP Fˆ1DP . (6.7)
The last identity follows from the fact (of Claim 3) that Fˆ1DW |DP ⊆ DP .
By the uniqueness of F1 we get that Fˆ1|DP = F1. Also since DP is invariant
under Fˆ1
∗
by Claim 3, we have Fˆ1
∗|DP = F ∗1 . Similarly we can prove that
Fˆ2|DP = F2 and Fˆ2
∗|DP = F ∗2 . Thus the proof of Claim 4 is complete.
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Now since (Mϕ,Mψ,Mz) on l
2(E) is a Γ3-isometry,Mϕ andMψ commute,
that is

A 0 0 . . .
B A 0 . . .
0 B A . . .
. . . . . . . . . . . .




B∗ 0 0 . . .
A∗ B∗ 0 . . .
0 A∗ B∗ . . .
. . . . . . . . . . . .

 =


B∗ 0 0 . . .
A∗ B∗ 0 . . .
0 A∗ B∗ . . .
. . . . . . . . . . . .




A 0 0 . . .
B A 0 . . .
0 B A . . .
. . . . . . . . . . . .


which implies that

AB∗ 0 0 . . .
BB∗ + AA∗ AB∗ 0 . . .
BA∗ BB∗ +AA∗ AB∗ . . .
. . . . . . . . . . . .

 =


B∗A 0 0 . . .
A∗A+B∗B B∗A 0 . . .
A∗B A∗A+B∗B B∗A . . .
. . . . . . . . . . . .

 .
Comparing both sides we obtain that
(1) A∗B = BA∗
(2) A∗A−AA∗ = BB∗ −B∗B.
Therefore, from (6.1) we have that
(1) Fˆ1Fˆ2 = Fˆ2Fˆ1
(2) Fˆ1
∗
Fˆ1 − Fˆ1Fˆ1∗ = Fˆ2∗Fˆ2 − Fˆ2Fˆ2∗.
Taking restriction of the above two operator identities to the subspace DP
we get
(1) F1F2 = F2F1
(2) F ∗1 F1 − F1F ∗1 = F ∗2F2 − F2F ∗2 .
Therefore, by Lemma 4.7, (F1, F2) is almost normal and the proof is com-
plete.
7. A counter example
In this section we shall produce an example of a Γ3-contraction which
satisfies the hypotheses of Proposition 6.4 but fails to possess an almost
normal FOP.
Let H1 = l2(E)⊕ l2(E), E = C2 and let H = H1 ⊕H1. Let us consider
S1 =
[
0 0
0 J
]
, S2 =
[
0 0
0 0
]
and P =
[
0 0
Y 0
]
on H1 ⊕H1,
where J =
[
X 0
0 0
]
and Y =
[
0 V
I 0
]
on H1 = l2(E) ⊕ l2(E). Here V =Mz
and I = Id on l
2(E) and X on l2(E) is defined as
X : l2(E)→ l2(E)
(c0, c1, c2, . . .)
T 7→ (X1c0, 0, 0, . . .)T ,
where we choose X1 on E to be a non-normal contraction such that X
2
1 = 0.
For example we can choose X1 =
(
0 η
0 0
)
for some η > 0. Clearly X2 = 0
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and X∗X 6= XX∗. Since XV = 0, JY = 0 and thus the product of any two
of S1, S2, P is equal to 0. Now we unfold the operators S1, S2, P and write
them explicitly as they are defined on H = l2(E) ⊕ l2(E)⊕ l2(E) ⊕ l2(E):
S1 =


0 0 0 0
0 0 0 0
0 0 X 0
0 0 0 0

 , S2 =


0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

 and P =


0 0 0 0
0 0 0 0
0 V 0 0
I 0 0 0

 .
We shall prove later that (S1, S2, P ) is a Γ3-contraction and for time being
let us assume it. Here
D2P = I − P ∗P
=


I 0 0 0
0 I 0 0
0 0 I 0
0 0 0 I

−


0 0 0 I
0 0 V ∗ 0
0 0 0 0
0 0 0 0




0 0 0 0
0 0 0 0
0 V 0 0
I 0 0 0


=


0 0 0 0
0 0 0 0
0 0 I 0
0 0 0 I

 = DP .
Clearly DP = {0} ⊕ {0} ⊕ l2(E) ⊕ l2(E) = {0} ⊕ H1 and Ker(DP ) =
l2(E)⊕ l2(E)⊕{0}⊕{0} = H1⊕{0}. Also for a vector k0 = (h0, h1, 0, 0)T ∈
Ker(DP ) and for a vector k1 = (0, 0, h2, h3)
T ∈ DP ,
Pk0 =


0 0 0 0
0 0 0 0
0 V 0 0
I 0 0 0

 (h0, h1, 0, 0)T = (0, 0, V h1, h0)T ∈ DP
and
Pk1 =


0 0 0 0
0 0 0 0
0 V 0 0
I 0 0 0

 (0, 0, h2, h3)T = (0, 0, 0, 0)T .
Thus (S1, S2, P ) satisfies all the conditions of Proposition 6.4. We now
compute the FOP (F1, F2) of (S1, S2, P ). We have that
S1 − S∗2P = S1 =


0 0 0 0
0 0 0 0
0 0 X 0
0 0 0 0


and DPF1DP =


0 0 0 0
0 0 0 0
0 0 I 0
0 0 0 I

F1


0 0 0 0
0 0 0 0
0 0 I 0
0 0 0 I

 .
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By the uniqueness of F1 we conclude that
F1 = 0⊕
[
X 0
0 0
]
on DP = {0} ⊕ {0} ⊕ l2(E) ⊕ l2(E).
Again S∗1P = 0 as X
∗V = 0 and therefore S2 − S∗1P = 0. This shows that
the fundamental operator F2, for which S2 − S∗1P = DPF2DP holds, has to
be equal to 0. Evidently
F ∗1F1 − F1F ∗1 = 0⊕
[
X∗X −XX∗ 0
0 0
]
6= 0 as X∗X 6= XX∗
but F ∗2F2 − F2F ∗2 = 0. Therefore, [F ∗1 , F1] 6= [F ∗2 , F2] and consequently
(F1, F2) is not almost normal. This violets the conclusion of Proposition
6.4 and it is guaranteed that the Γ3-contraction (S
∗
1 , S
∗
2 , P
∗) does not have
a Γ3-isometric dilation. Since every Γ3-unitary dilation is necessarily a Γ3-
isometric dilation, (S∗1 , S
∗
2 , P
∗) does not have a Γ3-unitary dilation.
Now we prove the fact that (S1, S2, P ) is a Γ3-contraction. Let f(s1, s2, p)
be a polynomial in the co-ordinates of Γ3. We show that
‖f(S1, S2, P )‖ ≤ ‖f‖∞,Γ3 .
Let
f(s1, s2, p) = a0 + (a1s1 + a2s2 + a3p) +Q(s1, s2, p), (7.1)
where Q is a polynomial which is either 0 or contains only terms of second
or higher degree. We now make a change the co-ordinates from s1, s2, p to
z1, z2, z3 by substituting
s1 = z1 + z2 + z3 , s2 = z1z2 + z2z3 + z3z1 , p = z1z2z3.
So we have that
f(s1, s2, p) = f ◦ π3(z1, z2, z3)
= a0 + a1(z1 + z2 + z3) + b2(z1z2 + z2z3 + z3z1)
+ b3(z1z2z3) +Q1(z1, z2, z3), (7.2)
where Q1 is a polynomial which is either 0 or contains terms in z1, z2, z3 of
degree two or higher and every term in Q1 contains at least one of z
2
1 , z
2
2 , z
2
3
as one of the factors. The co-efficients b2, b3 may not be same as a2, a3
because Q(s1, s2, p) may contain a term with s
2
1 and a term with s1s2 which
contribute some terms with z1z2 + z2z3 + z3z1 and z1z2z3. We rewrite f in
the following way:
f(s1, s2, p) = f ◦ π3(z1, z2, z3) = a0 + a1(z1 + z2 + z3) +R(z1, z2, z3),
where R contains terms in z1, z2, z3 of degree two or higher. Now S1, S2 and
P are chosen in such a way that the degree two or higher terms in S1, S2, P
vanish and so from (7.1) we have
f(S1, S2, P ) = a0I + a1S1 + a3P =
[
a0I 0
a3Y a0I + a1J
]
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Since Y is a contraction and ‖J‖ = 1
4
, it is obvious that
∥∥∥∥
[
a0I 0
a3Y a0I + a1J
]∥∥∥∥ ≤
∥∥∥∥∥
(|a0| 0
|a3| |a0|+ |a1|
4
)∥∥∥∥∥ .
We divide the rest of the proof into two cases.
Case 1. When |a0| ≤ |a1|.
We show that∥∥∥∥∥
(|a0| 0
|a3| |a0|+ |a1|
4
)∥∥∥∥∥ ≤
∥∥∥∥
( |a0| 0
|a1|+ |a3| |a0|
)∥∥∥∥ .
Let
(
ǫ
δ
)
be a unit vector in C2 such that
∥∥∥∥∥
(|a0| 0
|a3| |a0|+ |a1|
4
)∥∥∥∥∥ =
∥∥∥∥∥
(|a0| 0
|a3| |a0|+ |a1|
4
)(
ǫ
δ
)∥∥∥∥∥ .
Without loss of generality we can choose ǫ, δ ≥ 0 because∥∥∥∥∥
(|a0| 0
|a3| |a0|+ |a1|
4
)(
ǫ
δ
)∥∥∥∥∥
2
= |a0ǫ|2 +
∣∣∣∣|a3ǫ|+
(
|a0|+ |a0|
4
)
δ
∣∣∣∣
2
and if we replace
(
ǫ
δ
)
by
(|ǫ|
|δ|
)
we see that
∥∥∥∥∥
(|a0| 0
|a3| |a0|+ |a1|
4
)(|ǫ|
|δ|
)∥∥∥∥∥
2
≥
∥∥∥∥∥
(|a0| 0
|a3| |a0|+ |a1|
4
)(
ǫ
δ
)∥∥∥∥∥
2
.
So, assuming ǫ, δ ≥ 0 we get∥∥∥∥∥
(|a0| 0
|a3| |a0|+ |a1|
4
)(
ǫ
δ
)∥∥∥∥∥
2
= |a0ǫ|2 +
{
|a3ǫ|+
(
|a0|+ |a1|
4
)
δ
}2
= |a0ǫ|2 + |a3ǫ|2 +
{
|a0|2 + |a0a1|
2
+
|a1|2
16
}
δ2 + 2|a3|
(
|a0|+ |a1|
4
)
ǫδ
=
{
(|a0|2 + |a3|2)ǫ2 + |a0|2δ2 + 2|a0a3|ǫδ
}
+
{ |a1|2
16
+
|a0a1|
2
}
δ2 +
|a1a3|
2
ǫδ .
(7.3)
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Again∥∥∥∥
( |a0| 0
|a1|+ |a3| |a0|
)(
ǫ
δ
)∥∥∥∥
2
= |a0ǫ|2 + {(|a1|+ |a3|)ǫ+ |a0|δ}2
= |a0|2ǫ2 + {|a1|2 + |a3|2 + 2|a1a3|}ǫ2 + 2|a0|(|a1|+ |a3|)ǫδ + |a0|2δ2
=
{
(|a0|2 + |a3|2)ǫ2 + |a0|2δ2 + 2|a0a3|ǫδ
}
+ (|a1|2ǫ2 + 2|a0a1|ǫδ) + 2|a1a3|ǫ2 .
(7.4)
We now compare (7.3) and (7.4). If ǫ ≥ δ then
(|a1|2ǫ2 + 2|a0a1|ǫδ) + 2|a1a3|ǫ2 ≥
( |a1|2
16
+
|a0a1|
2
)
δ2 +
|a1a3|
2
ǫδ
Therefore, it is evident from (7.3) and (7.4) that∥∥∥∥∥
(|a0| 0
|a3| |a0|+ |a1|
4
)(
ǫ
δ
)∥∥∥∥∥
2
≤
∥∥∥∥
( |a0| 0
|a1|+ |a3| |a0|
)(
ǫ
δ
)∥∥∥∥
2
.
If ǫ < δ we consider the unit vector
(
δ
ǫ
)
and it suffices if we show that
∥∥∥∥∥
(|a0| 0
|a3| |a0|+ |a1|
4
)(
ǫ
δ
)∥∥∥∥∥
2
≤
∥∥∥∥
( |a0| 0
|a1|+ |a3| |a0|
)(
δ
ǫ
)∥∥∥∥
2
.
A computation similar to (7.4) gives∥∥∥∥
( |a0| 0
|a1|+ |a3| |a0|
)(
δ
ǫ
)∥∥∥∥
2
= |a0|2δ2 + {|a1|2 + |a3|2 + 2|a1a3|}δ2 + 2|a0|(|a1|+ |a3|)ǫδ + |a0|2ǫ2
= {|a0|2(ǫ2 + δ2) + 2|a0a3|ǫδ} + {|a1|2 + |a3|2 + 2|a1a3|}δ2 + 2|a0a1|ǫδ
= {|a0|2 + 2|a0a3|ǫδ} + {|a1|2 + |a3|2 + 2|a1a3|}δ2 + 2|a0a1|ǫδ . (7.5)
In the last equality we used the fact that |ǫ|2 + |δ|2 = 1. Again from (7.3)
we have∥∥∥∥∥
(|a0| 0
|a3| |a0|+ |a1|
4
)(
ǫ
δ
)∥∥∥∥∥
2
= {|a0|2(ǫ2 + δ2) + 2|a0a3|ǫδ} +
{
|a3|2ǫ2 + |a1a3|
2
ǫδ
}
+
{ |a1|2
16
+
|a0a1|
2
}
δ2
≤ {|a0|2(ǫ2 + δ2) + 2|a0a3|ǫδ} +
{
|a3|2ǫ2 + |a1a3|
2
ǫδ
}
+
{ |a1|2
16
+
|a1|2
2
}
δ2
= {|a0|2 + 2|a0a3|ǫδ} +
{
9|a1|2
16
δ2 + |a3|2ǫ2 + |a1a3|
2
ǫδ
}
(7.6)
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The last inequality follows from the fact that |a0| ≤ |a1|. Since ǫ < δ we can
conclude from (7.5) and (7.6) that∥∥∥∥∥
(|a0| 0
|a3| |a0|+ |a1|
4
)(
ǫ
δ
)∥∥∥∥∥
2
≤
∥∥∥∥
( |a0| 0
|a1|+ |a3| |a0|
)(
δ
ǫ
)∥∥∥∥
2
.
Therefore,
‖f(S1, S2, P )‖ ≤
∥∥∥∥∥
(|a0| 0
|a3| |a0|+ |a1|
4
)∥∥∥∥∥ ≤
∥∥∥∥
( |a0| 0
|a1|+ |a3| |a0|
)∥∥∥∥ .
A classical result of Caratheodory and Fejer states that
inf ‖b0 + b1z + r(z)‖∞,D =
∥∥∥∥
(
b0 0
b1 b0
)∥∥∥∥ ,
where the infemum is taken over all polynomials r(z) in one variable which
contain only terms of degree two or higher. For an elegant proof to this
result, see Sarason’s seminal paper [53], where the result is derived as a
consequence of the classical commutant lifting theorem of Sz.-Nagy and
Foias (see [17]). Using this fact, we have
‖f(S1, S2, P )‖ ≤
∥∥∥∥
( |a0| 0
|a1|+ |a3| |a0|
)∥∥∥∥
= inf ‖|a0|+ (|a1|+ |a3|)z + r(z)‖∞,D
≤ inf ‖|a0|+ |a1|(z1 + z2 + z3) + |a3|(z1z2z3) +R(z1, z2, z3)‖∞,∆
(7.7)
≤ inf ‖|a0|+ |a1|(z1 + z2 + z3) + |a2|(z1z2 + z2z3 + z3z1)
+ |a3|(z1z2z3) +R(z1, z2, z3)‖∞,∆ (7.8)
≤ inf ‖|a0|+ |a1|(z1 + z2 + z3) + |a2|(z1z2 + z2z3 + z3z1)
+ |a3|(z1z2z3) +R(z1, z2, z3)‖∞,D3
= inf ‖a0 + a1(z1 + z2 + z3) + c2(z1z2 + z2z3 + z3z1)
+ c3(z1z2z3) +R(z1, z2, z3)‖∞,D3 (7.9)
≤ ‖a0 + a1(z1 + z2 + z3) + b2(z1z2 + z2z3 + z3z1)
+ b3(z1z2z3) +Q1(z1, z2, z3)‖∞,D3 (7.10)
= ‖f ◦ π3(z1, z2, z3)‖∞,D3
= ‖f(s1, s2, p)‖∞,Γ3 .
Here ∆ = D×{i}×{−i} ⊆ D3. The polynomials r(z) and R(z1, z2, z3) range
over polynomials of degree two or higher. The inequality (7.7) was obtained
by putting z1 = z, z2 = i and z3 = −i which makes the set of polynomials
|a0| + |a1|(z1 + z2 + z3) + |a3|(z1z2z3) + R(z1, z2, z3), a subset of the set of
polynomials |a0| + (|a1| + |a3|)z + r(z). The infimum taken over a subset
is always bigger than or equal to the infimum taken over the set itself. We
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obtained the inequality (7.8) by applying this argument. The equality (7.9)
was obtained by multiplying by
a0
|a0| and replacing zi by
a¯0a1
|a0a1|zi, i = 1, 2, 3.
Clearly c2 = |a2|.( a¯0a1|a0a1|)
2 and c3 = |a3|.( a¯0a1|a0a1|)
3. The last inequality
(7.10) was reached by choosing R(z1, z2, z3) suitably to be the polynomial
(b2 − c2)(z1z2 + z2z3 + z3z1) + (b3 − c3)(z1z2z3) +Q1(z1, z2, z3).
Case 2. When |a0| > |a1|.
It is obvious from Case 1 that∥∥∥∥∥
(|a0| 0
|a3| |a0|+ |a1|
4
)∥∥∥∥∥ ≤
∥∥∥∥∥
(|a0| 0
|a3| |a0|+ |a0|
4
)∥∥∥∥∥ ≤
∥∥∥∥
( |a0| 0
|a0|+ |a3| |a0|
)∥∥∥∥ .
Therefore,
‖f(S1, S2, P )‖ ≤
∥∥∥∥
( |a0| 0
|a0|+ |a3| |a0|
)∥∥∥∥
= inf ‖|a0|+ (|a0|+ |a3|)z + r(z)‖∞,D
≤ inf ‖|a0|+ (|a0|+ |a3|)(z1z2z3) +R(z1, z2, z3)‖∞,∆
≤ inf ‖|a0|+ |a1|(z1 + z2 + z3)z2z3 + (|a0|+ |a3|)(z1z2z3)
+R(z1, z2, z3)‖∞,∆ (7.11)
= inf ‖|a0|+ |a1|(z1 + z2 + z3) + (|a0|+ |a3|)(z1z2z3)
+R(z1, z2, z3)‖∞,∆
≤ inf ‖|a0|+ |a1|(z1 + z2 + z3) + |a2|(z1z2 + z2z3 + z3z1)
+ (|a0|+ |a3|)(z1z2z3) +R(z1, z2, z3)‖∞,∆
≤ inf ‖|a0|+ |a1|(z1 + z2 + z3) + |a2|(z1z2 + z2z3 + z3z1)
+ (|a0|+ |a3|)(z1z2z3) +R(z1, z2, z3)‖∞,D3
= inf ‖a0 + a1(z1 + z2 + z3) + d2(z1z2 + z2z3 + z3z1)
+ d3(z1z2z3) +R(z1, z2, z3)‖∞,D3 (7.12)
≤ ‖a0 + a1(z1 + z2 + z3) + b2(z1z2 + z2z3 + z3z1)
+ b3(z1z2z3) +Q1(z1, z2, z3)‖∞,D3 (7.13)
= ‖f ◦ π3(z1, z2, z3)‖∞,D3
= ‖f(s1, s2, p)‖∞,Γ3 .
Here the notations used are as same as they were in case 1. The inequal-
ity (7.11) holds because |a1|(z1 + z2 + z3)z2z3 is a polynomial that con-
tains terms of degree two or higher which makes the set of polynomials
|a0|+ |a1|(z1+ z2+ z3)z2z3+(|a0|+ |a3|)(z1z2z3)+R(z1, z2, z3) , a subset of
the set of polynomials |a0|+(|a0|+ |a3|)(z1z2z3)+R(z1, z2, z3). The equality
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(7.12) was obtained by multiplying by
a0
|a0| and replacing zi by
a¯0a1
|a0a1|zi, i =
1, 2, 3. Clearly d2 = |a2|.( a¯0a1|a0a1| )
2 and d3 = (|a0|+ |a3|).( a¯0a1|a0a1|)
3. The last
inequality (7.13) was reached by choosing R(z1, z2, z3) suitably to be the
polynomial (b2 − d2)(z1z2 + z2z3 + z3z1) + (b3 − d3)(z1z2z3) +Q1(z1, z2, z3).
8. Conditional dilation
In the previous section, we have seen that there are Γ3-contractions whose
FOPs are not almost normal. A class of such Γ3-contractions do not dilate.
In this section, we shall see that if the FOPs of a Γ3-contraction (S1, S2, P )
and its adjoint (S∗1 , S
∗
2 , P
∗) satisfy the almost normality condition, then
(S1, S2, P ) possesses a Γ3-unitary dilation. In fact, almost normality of the
FOP of (S1, S2, P ) is sufficient to have such a Γ3-unitary dilation, because,
we shall see that if the FOP satisfies the almost normality condition then
such a Γ3-contraction can be dilated to a Γ3-isometry and every Γ3-isometry
can be extended to a Γ3-unitary. Here we shall provide an explicit construc-
tion of Γ3-unitary dilation to such Γ3-contractions. Before going to the
construction of dilation, we list out a few important properties of the FOPs
which we shall use in the proof of the dilation theorem. Throughout this
section, we shall use a result (whose proof could be found in chapter-I in
[17]) from one variable operator theory.
PDP = DP ∗P, for any contraction P on a Hilbert space. (8.1)
We shall also use the definitions of the FOPs, that is,
S1 − S∗2P = DPF1DP , S2 − S∗1P = DPF2DP (8.2)
S∗1 − S2P ∗ = DP ∗F1∗DP ∗ S∗2 − S1P ∗ = DP ∗F2∗DP ∗ . (8.3)
Lemma 8.1. Let (S1, S2, P ) be a Γ3-contraction on a Hilbert space H. Let
(F1, F2) and (F1∗, F2∗) be respectively the FOPs of (S1, S2, P ) and (S
∗
1 , S
∗
2 , P
∗).
Then
(1) PFi = Fi
∗
∗P |DP and P ∗Fi∗ = Fi∗P ∗|DP∗ for i = 1, 2
(2) DPS1 = F1DP + F
∗
2DPP and DPS2 = F2DP + F
∗
1DPP
(3) S1DP ∗ = DP ∗F1
∗
∗ + PDP ∗F2∗ and S2DP ∗ = DP ∗F2
∗
∗ + PDP ∗F1∗
(4) S∗1S1 − S∗2S2 = DP (F ∗1 F1 − F ∗2F2)DP , when [F1, F2] = 0
(5) S1
∗
∗S1∗ − S2∗∗S2∗ = DP ∗(F1∗∗F1∗ − F2∗∗F2∗)DP ∗, when [F1∗, F2∗] = 0
(6) ω(F2 + F
∗
1 z) ≤ 3 and ω(F2∗∗ + F1∗z) ≤ 3 for all z ∈ T.
Proof. (1). It suffices if we show PF1 = F1
∗
∗P |DP because the proof to the
other identities are same. For DPh ∈ DP and DP ∗h′ ∈ DP ∗ , we have by
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virtue of (8.3),
〈PF1DPh,DP ∗h′〉 = 〈DP ∗PF1DPh, h′〉 = 〈PDPF1DPh, h′〉
= 〈P (S1 − S∗2P )h, h′〉
= 〈(S1 − PS∗2)Ph, h′〉
= 〈DP ∗F1∗∗DP ∗Ph, h′〉
= 〈F1∗∗PDPh,DP ∗h′〉.
(2). DP (F1DP +F
∗
2DPP ) = (S1−S∗2P )+ (S∗2 −P ∗S1)P = D2PS1, by (8.2).
Therefore, DPS1 = F1DP +F
∗
2DPP because both LHS and RHS are defined
from H to DP . The proof to the other identity is similar.
(3). (DP ∗F1
∗
∗ +PDP ∗F2∗)DP ∗ = (S1−PS∗2) +P (S∗2 − S1P ∗) = S1D2P ∗ , by
(8.3). Therefore, S1DP ∗ = DP ∗F1
∗
∗ + PDP ∗F2∗ and the proof to the other
identity is similar.
(4). We have S∗1S
∗
2P = S
∗
2S
∗
1P which by (8.2) and (8.3) implies that
S∗1(S1 −DPF1DP ) = S∗2(S2 −DPF2DP ).
Therefore, we have that
S∗1S1 − S∗2S2 = S∗1DPF1DP − S∗2DPF2DP
= (DPF
∗
1 + P
∗DPF2)F1DP
− (DPF ∗2 + P ∗DPF1)F2DP , [by part-(1) of this lemma]
= DP (F
∗
1 F1 − F ∗2 F2)DP , when [F1, F2] = 0.
(5). Same as (4).
(6). By Theorem 3.1, ω(F1 + F2z) ≤ 3 for every z ∈ T. Therefore, the
inequalities follow from Lemma 4.6.
Theorem 8.2. Let (S1, S2, P ) be a Γ3-contraction defined on a Hilbert space
H such that the FOPs (F1, F2) and (F1∗, F2∗) of (S1, S2, P ) and (S∗1 , S∗2 , P ∗)
respectively are almost normal. Let K = · · · ⊕ DP ⊕DP ⊕DP ⊕H⊕DP ∗ ⊕
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DP ∗ ⊕DP ∗ ⊕ · · · and let (R1, R2, U) be a triple of operators defined on K by
R1 =


. . .
...
...
...
...
...
...
...
...
· · · 0 F1 F
∗
2 0 0 0 0 · · ·
· · · 0 0 F1 F
∗
2DP −F
∗
2 P
∗ 0 0 · · ·
· · · 0 0 0 S1 DP∗F2∗ 0 0 · · ·
· · · 0 0 0 0 F1
∗
∗
F2∗ 0 · · ·
· · · 0 0 0 0 0 F1
∗
∗
F2∗ · · ·
...
...
...
...
...
...
...
...
. . .


, (8.4)
R2 =


. . .
...
...
...
...
...
...
...
...
· · · 0 F2 F
∗
1 0 0 0 0 · · ·
· · · 0 0 F2 F
∗
1DP −F
∗
1 P
∗ 0 0 · · ·
· · · 0 0 0 S2 DP∗F1∗ 0 0 · · ·
· · · 0 0 0 0 F2
∗
∗
F1∗ 0 · · ·
· · · 0 0 0 0 0 F2
∗
∗
F1∗ · · ·
...
...
...
...
...
...
...
...
. . .


(8.5)
and U =


. . .
...
...
...
...
...
...
...
...
· · · 0 0 I 0 0 0 0 · · ·
· · · 0 0 0 DP −P ∗ 0 0 · · ·
· · · 0 0 0 P DP ∗ 0 0 · · ·
· · · 0 0 0 0 0 I 0 · · ·
· · · 0 0 0 0 0 0 I · · ·
...
...
...
...
...
...
...
...
. . .


. (8.6)
Then (R1, R2, U) is a minimal E-unitary dilation of (S1, S2, P ).
Proof. It is evident from Sz.-Nagy-Foias model theory for contraction (see
Chapter-I and Chapter-II of [17]) that U is the minimal unitary dilation of
P . Also it is obvious from the block matrices of R1, R2 and U that
PH(R
m1
1 R
m2
2 U
n)|H = Sm11 Sm22 Pn for all integers m1,m2, n,
which proves that (R1, R2, U) dilates (S1, S2, P ). The minimality of the
Γ3-unitary dilation follows from the fact that K and U are respectively the
minimal unitary dilation space and minimal unitary dilation of P . There-
fore, in order to prove that (R1, R2, U) is a minimal Γ3-unitary dilation of
(S1, S2, P ), we need to show that (R1, R2, U) is a Γ3-unitary. By virtue of
Theorem 5.2, it suffices to show the following steps:
(1) R1R2 = R2R1
(2) RiU = URi i = 1, 2
(3) R1 = R
∗
2U
(4)
(
2
3
R1,
1
3
R2
)
is a Γ2-contraction.
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Step 1. R1R2 =

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
· · · F1F2 F1F
∗
1
+ F
∗
2
F2 F
∗
2
F
∗
1
DP −F
∗
2
F
∗
1
P 0 · · ·
· · · 0 F1F2
F1F
∗
1
DP
+F ∗
2
DPS2
−F1F
∗
1
P ∗+F ∗
2
DPDP∗F1∗
−F ∗
2
P ∗F2
∗
∗
−F
∗
2
P
∗
F1∗ · · ·
· · · 0 0 S1S2 S1DP∗F1∗ + DP∗F2∗F2
∗
∗
DP∗F2∗F1∗ · · ·
· · · 0 0 0 F1
∗
∗
F2
∗
∗
F1
∗
∗
F1∗ + F2∗F2
∗
∗
· · ·
· · · 0 0 0 0 F1
∗
∗
F2
∗
∗
· · ·
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.


and R2R1 =

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
· · · F2F1 F2F
∗
2
+ F
∗
1
F1 F
∗
1
F
∗
2
DP −F
∗
1
F
∗
2
P 0 · · ·
· · · 0 F2F1
F2F
∗
2
DP
+F ∗
1
DPS1
−F2F
∗
2
P ∗+F ∗
1
DPDP∗F2∗
−F ∗
1
P ∗F1
∗
∗
−F
∗
1
P
∗
F2∗ · · ·
· · · 0 0 S2S1 S2DP∗F2∗ + DP∗F1∗F1
∗
∗
DP∗F1∗F2∗ · · ·
· · · 0 0 0 F2
∗
∗
F1
∗
∗
F2
∗
∗
F2∗ + F1∗F1
∗
∗
· · ·
· · · 0 0 0 0 F2
∗
∗
F1
∗
∗
· · ·
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.


.
For proving R1R2 and R2R1 to be equal, it suffices to verify the equality
of the entities (−1, 0), (0, 1), (−1, 1) in the matrices of R1R2 and R2R1 be-
cause the other entities are equal by the given conditions (1) and (2) of the
theorem. Therefore we have to show the following operator identities.
(a1) S1DP ∗F1∗ +DP ∗F2∗F2
∗
∗ = S2DP ∗F2∗ +DP ∗F1∗F1
∗
∗,
(a2) F1F
∗
1DP + F
∗
2DPS2 = F2F
∗
2DP + F
∗
1DPS1,
(a3) −F1F ∗1P ∗ + F ∗2DPDP ∗F1∗ − F ∗2P ∗F2∗∗
= −F2F ∗2P ∗ + F ∗1DPDP ∗F2∗ − F ∗1P ∗F1∗∗.
(a1). We apply part-(3) of Lemma 8.1 and get
S1DP ∗F1∗ +DP ∗F2∗F2
∗
∗ = (DP ∗F1
∗
∗ + PDP ∗F2∗)F1∗ +DP ∗F2∗F2
∗
∗
= DP ∗(F1
∗
∗F1∗ + F2∗F2
∗
∗) + PDP ∗F2∗F1∗.
Similarly F2DP ∗F2∗ +DP ∗F1∗F1
∗
∗ = DP ∗(F2
∗
∗F2∗ + F1∗F1
∗
∗) + PDP ∗F1∗F2∗
and now we apply the hypotheses of the theorem.
(a2). We have, by part-(2) of Lemma 8.1 that
F1F
∗
1DP + F
∗
2DPS2 = F1F
∗
1DP + F
∗
2 (F2DP + F
∗
1DPP )
= (F1F
∗
1 + F
∗
2 F2)DP + F
∗
2 F
∗
1DPP.
Similarly F2F
∗
2DP + F
∗
1DPS1 = (F2F
∗
2 + F
∗
1F1)DP + F
∗
1F
∗
2DPP and the
equality follows from the hypotheses of the theorem.
(a3). By virtue of Lemma 8.1- part-(1), both of LHS and RHS are defined
from DP ∗ to DP . Let T1 =LHS and T2 =RHS. Therefore, by (8.2) and (8.3)
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we have that
DP (T2 − T1)DP ∗ = DP (F1F ∗1 − F2F ∗2 )DPP ∗ − P ∗DP ∗(F1∗F1∗∗ − F2∗F2∗∗)DP ∗
+DPF
∗
1DPDP ∗F2∗DP ∗ −DPF ∗2DPDP ∗F1∗DP ∗
= (S∗1S1 − S∗2S2)P ∗ − P ∗(S1S∗1 − S1S∗2)
+ (S∗1 − P ∗S2)(S∗2 − S1P ∗)− (S∗2 − P ∗S1)(S∗1 − S2P ∗)
= 0.
The first equality follows from the hypotheses of the theorem and also by
using part-(4) and part-(5) of Lemma 8.1.
Step 2. We now show that R1U = UR1.
R1U =


. . .
...
...
...
...
...
...
...
...
· · · 0 F1 F
∗
2 0 0 0 0 · · ·
· · · 0 0 F1 F
∗
2DP −F
∗
2 P
∗ 0 0 · · ·
· · · 0 0 0 F1DP + F
∗
2DPP F
∗
2DPDP∗ − F1P
∗ −F ∗2 P
∗ 0 · · ·
· · · 0 0 0 S1P S1DP∗ DP∗F2∗ 0 · · ·
· · · 0 0 0 0 0 F1
∗
∗
F2∗ · · ·
· · · 0 0 0 0 0 0 F1
∗
∗
· · ·
· · · 0 0 0 0 0 0 0 · · ·
...
...
...
...
...
...
. . .


and
UR1 =


. . .
...
...
...
...
...
...
...
...
· · · 0 F1 F
∗
2 0 0 0 0 · · ·
· · · 0 0 F1 F
∗
2DP −F
∗
2 P
∗ 0 0 · · ·
· · · 0 0 0 DPS1 DPDP∗F2∗ − P
∗F1
∗
∗
−P ∗F2∗ 0 · · ·
· · · 0 0 0 PS1 PDP∗F2∗ +DP∗F1
∗
∗
DP∗F2∗ 0 · · ·
· · · 0 0 0 0 0 F1
∗
∗
F2∗ · · ·
· · · 0 0 0 0 0 0 F1
∗
∗
· · ·
· · · 0 0 0 0 0 0 0 · · ·
...
...
...
...
...
...
. . .


.
The equality of the entities in the positions (−1, 2), (−1, 0) and (0, 1) of
R1U and UR1 follows from part-(1), part-(2) and part-(3) of Lemma 8.1.
Therefore, for showing the equality of R1U and UR1 we have to verify that
F ∗2DPDP ∗ − F1P ∗ = DPDP ∗F2∗ − P ∗F1∗∗. Let T = (F ∗2DPDP ∗ − F1P ∗) −
(DPDP ∗F2∗ − P ∗F1∗∗). Then T maps DP ∗ into DP . Now
DPTDP ∗ = DPF
∗
2DPD
2
P ∗ −DPF1P ∗DP ∗ +DPP ∗F1∗∗DP ∗ −D2PDP ∗F2∗DP ∗
= (S∗2 − P ∗S1)(I − PP ∗)− (S1 − S∗2P )P ∗
+ P ∗(S1 − PS∗2)− (I − P ∗P )(S∗2 − S1P ∗)
= 0.
We used (8.1), (8.2) and (8.2). Hence R1U = UR1.
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Step 3. We now show that R1 = R
∗
2U .
R∗2U =

. . .
..
.
..
.
..
.
..
.
..
.
..
.
..
.
..
.
· · · F1 F
∗
2
0 0 0 0 0 · · ·
· · · 0 F1 F ∗2 0 0 0 0 · · ·
· · · 0 0 DPF1 S
∗
2
0 0 0 · · ·
· · · 0 0 −PF1 F1
∗
∗
DP∗ F2∗ 0 0 · · ·
· · · 0 0 0 0 F1
∗
∗
F2∗ 0 · · ·
.
..
.
..
.
..
.
..
.
..
.
..
.
..
.
..
. . .




. . .
..
.
..
.
..
.
..
.
..
.
..
.
· · · 0 I 0 0 0 · · ·
· · · 0 0 DP −P
∗ 0 · · ·
· · · 0 0 P DP∗ 0 · · ·
· · · 0 0 0 0 I · · ·
· · · 0 0 0 0 0 · · ·
.
..
.
..
.
..
.
..
.
..
.
..
. . .


=


. . .
..
.
..
.
..
.
..
.
..
.
..
.
..
.
..
.
· · · 0 F1 F ∗2 0 0 0 0 · · ·
· · · 0 0 F1 F ∗2DP −F
∗
2
P ∗ 0 0 · · ·
· · · 0 0 0 S∗
2
P +DPF1DP S
∗
2
DP∗ −DPF1P
∗ 0 0 · · ·
· · · 0 0 0 F1
∗
∗
DP∗P − PF1DP F1
∗
∗
D2
P∗
+ T3F1P ∗ F2∗ 0 · · ·
· · · 0 0 0 0 0 F1
∗
∗
F2∗ · · ·
.
..
.
..
.
..
.
..
.
..
.
..
. . .


(8.7)
In order to prove R1 = R
∗
2U , we need to show the following steps because
the other equalities follow from (8.2) and (8.3).
(c1) F1
∗
∗DP ∗P = PF1DP ∗ ,
(c2) DP ∗F2∗ = S
∗
2DP ∗ −DPF1P ∗,
(c3) F1
∗
∗D
2
P ∗ + PF1P
∗ = F1
∗
∗.
The identity (c1) follows from part-(1) of Lemma 8.1 together with (8.1).
(c2). Let J1 = DP ∗F2∗ +DPF1P
∗. Now
J1DP ∗ = DP ∗F2∗DP ∗ +DPF1P
∗DP ∗ = (S
∗
2 − S1P ∗) +DPF1DPP ∗
= (S∗2 − S1P ∗) + (S1 − S∗2P )P ∗
= S∗2D
2
P ∗ .
We used (8.1), (8.2) and (8.3) here. Since J is defined from DP ∗ to H, (b2)
is established.
(c3). F1
∗
∗D
2
P ∗ + PF1P
∗ = F1
∗
∗(I − PP ∗) + F1∗∗PP ∗ = F1∗∗.
Step 4. We first show that R2 is a normal operator. We have R1 = R
∗
2U
from step 3 and so R2 = R
∗
1U by Fuglede’s theorem, [31]. Thus,
R2R
∗
2 = R
∗
1UR
∗
2 = R
∗
1R
∗
2U = R
∗
2R
∗
1U = R
∗
2R2
and R2 is normal. Therefore, r(R2) = ω(R2) = ‖R2‖. Suppose that the
matrix of R2 with respect to the decomposition l
2(DP ) ⊕ H ⊕ l2(DP ∗) of
K is

 B1 B2 B30 S2 B4
0 0 B5

 . Since (F1, F2) and (F1∗, F2∗) are FOPs, by part-
(6) of Lemma 8.1, ω(F2 + F
∗
1 z) and ω(F2
∗
∗ + F1∗z) are not greater than 3.
Therefore,
r(B1) ≤ 1 and r(B5) ≤ 1.
RATIONAL DILATION ON Γ3 51
Also ‖S2‖ ≤ 3. So by Lemma 1 of [35], which states that the spectrum of
an operator of the form
[
X Y
0 Z
]
is a subset of σ(X) ∪ σ(Z), we have
σ(R2) ⊆ σ(B1) ∪ σ(S2) ∪ σ(B5).
Therefore, r(R2) ≤ 3. Hence, r(R2) = ‖R2‖ ≤ 3 and (R1, R2, U) is a Γ3-
unitary.
Theorem 8.3. Let N ⊆ K be defined as N = H⊕l2(DP ). Then N is a com-
mon invariant subspace of R1, R2, U and (T1, T2, V ) = (R1|N , R2|N , U |N ) is
a minimal Γ3-isometric dilation of (S1, S2, P ).
Proof. This theorem could be treated as a corollary of the previous theorem.
It is evident from the matrices of R1, R2 and U that N = H⊕ l2(DP ) = H⊕
DP⊕DP⊕· · · is a common invariant subspace of R1, R2 and U . Therefore by
the definition of Γ3-isometry, the restriction of (R1, R2, U) to the common
invariant subspace N , i.e. (T1, T2, V ) is a Γ3-isometry. The matrices of
T1, T2 and V with respect to the decomposition H ⊕ DP ⊕ DP ⊕ · · · of N
are the following:
T1 =


S1 0 0 0 · · ·
F ∗2DP F1 0 0 · · ·
0 F ∗2 F1 0 · · ·
0 0 F ∗2 F1 · · ·
...
...
...
...
. . .

 , T2 =


S2 0 0 0 · · ·
F ∗1DP F2 0 0 · · ·
0 F ∗1 F2 0 · · ·
0 0 F ∗1 F2 · · ·
...
...
...
...
. . .

 ,
V =


P 0 0 0 · · ·
DP 0 0 0 · · ·
0 I 0 0 · · ·
0 0 I 0 · · ·
...
...
...
...
. . .

 .
It is obvious from the matrices of T1, T2 and V that the adjoint of (T1, T2, V )
is a Γ3-co-isometric extension of (S
∗
1 , S
∗
2 , P
∗). Therefore by Proposition 6.3,
(T1, T2, V ) is a Γ3-isometric dilation of (S1, S2, P ). The minimality of this
Γ3-isometric dilation follows from the fact that N and V are respectively
the minimal isometric dilation space and minimal isometric dilation of P .
Hence the proof is complete.
Remark 8.4. The minimal Γ3-unitary (R1, R2, U) described in Theorem
8.2 is a minimal Γ3-unitary extension of (T1, T2, V ) given in Corollary 8.3.
The reason is that for any Γ3-unitary extension (Rˆ1, Rˆ2, Uˆ ) of (T1, T2, V ), Uˆ
is the minimal unitary extension of V .
As a consequence of the dilation theorems, we arrived at a sufficient con-
dition for a triple (S1, S2, P ) to become a Γ3-contraction.
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Theorem 8.5. Let S1, S2, P be commuting operators on a Hilbert space H
with ‖Si‖ ≤ 3 and ‖P‖ ≤ 1. Let F1, F2 be two commuting bounded operators
on DP with ω(F1 + F2z) ≤ 3 for all z ∈ T such that
S1 − S∗2P = DPF1DP and S2 − S∗1P = DPF2DP .
If (F1, F2) is almost normal then Γ3 is a complete spectral set for (S1, S2, P )
and hence (S1, S2, P ) is a Γ3-contraction.
Proof. By Lemma 4.6, we have that
ω(F ∗1 + F2z) ≤ 3 and ω(F ∗2 + F1z) ≤ 3 .
So, we can construct T1, T2, V as in Theorem 8.3 so that (T1, T2, V ) is a Γ3-
isometric dilation of (S1, S2, P ). Since every Γ3-isometry is nothing but the
restriction of a Γ3-unitary to a joint invariant subspace, (T1, T2, V ) can be ex-
tended to a Γ3-unitary which will become a Γ3-unitary dilation of (S1, S2, P ).
Obviously the restriction of (T ∗1 , T
∗
2 , V
∗) to H gives back (S∗1 , S∗2 , P ∗). Since
the restriction of a Γ3-contraction to a joint invariant subspace is also a Γ3-
contraction, (S∗1 , S
∗
2 , P
∗) is a Γ3-contraction. Therefore, (S1, S2, P ) is also
a Γ3-contraction. Also since (S1, S2, P ) has normal bΓ3-dilation, Γ3 is a
complete spectral set for (S1, S2, P ).
9. A functional model for a class of Γ3-contractions
In this section, with the help of the dilation theorems proved in the pre-
vious section, we construct a concrete and explicit functional model for the
class of Γ3-contractions (S1, S2, P ) for which the adjoint (S
∗
1 , S
∗
2 , P
∗) has
almost normal FOP. The following result is necessary for the proof of the
model theorem.
Proposition 9.1. If T is a contraction and V is its minimal isometric
dilation then T ∗ and V ∗ have defect spaces of same dimension.
Proof. Let T and V be defined onH and K. Since V is the minimal isometric
dilation of T we have
K = span{p(V )h : h ∈ H and p is any polynomial in one variable }.
The defect spaces of T ∗ and V ∗ are respectively DT ∗ = Ran (I − TT ∗) 12
and DV ∗ = Ran (I − V V ∗) 12 . Let N = Ran (I − V V ∗) 12 |H. For h ∈ H and
n ≥ 1, we have
(I − V V ∗)V nh = V nh− V V ∗V nh = 0, as V is an isometry.
Therefore, (I − V V ∗)p(V )h = p(0)(I − V V ∗)h for any polynomial p in
one variable. So (I − V V ∗)k ∈ N for any k ∈ K. This shows that
Ran(I − V V ∗) ⊆ N and hence Ran(I − V V ∗) = DV ∗ = N .
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We now define for h ∈ H,
L : Ran(I − TT ∗) 12 → Ran(I − V V ∗) 12
(I − TT ∗) 12h 7→ (I − V V ∗) 12h.
We prove that L is an isometry. Since V ∗ is co-isometric extension of T ∗,
TT ∗ = PHV V
∗|H and thus we have (IH−TT ∗) = PH(IK−V V ∗)|H, that is,
D2P ∗ = PHD
2
V ∗ |H. Therefore, for h ∈ H,
‖DT ∗h‖2 = 〈D2P ∗h, h〉 = 〈PHD2V ∗h, h〉 = 〈D2V ∗h, h〉 = ‖DV ∗h‖2,
and L is an isometry and this can clearly be extended to a unitary from DT ∗
to DV ∗ . Hence proved.
Theorem 9.2. Let (S1, S2, P ) be a Γ3-contraction on a Hilbert space H
such that (S∗1 , S
∗
2 , P
∗) has almost normal FOP (F1∗, F2∗). Let (Tˆ1, Tˆ2, Vˆ ) on
N∗ = H⊕DP ∗ ⊕DP ∗ ⊕ . . . be defined as
Tˆ1 =


S1 DP ∗F2∗ 0 0 · · ·
0 F1
∗
∗ F2∗ 0 · · ·
0 0 F1
∗
∗ F2∗ · · ·
0 0 0 F1
∗
∗ · · ·
...
...
...
...
. . .

 , Tˆ2 =


S2 DP ∗F1∗ 0 0 · · ·
0 F2
∗
∗ F1∗ 0 · · ·
0 0 F2
∗
∗ F1∗ · · ·
0 0 0 F2
∗
∗ · · ·
...
...
...
...
. . .

 ,
and Vˆ =


P DP ∗ 0 0 · · ·
0 0 I 0 · · ·
0 0 0 I · · ·
0 0 0 0 · · ·
...
...
...
...
. . .

 .
Then
(1) (Tˆ1, Tˆ2, Vˆ ) is a Γ3-co-isometry, H is a common invariant subspace
of Tˆ1, Tˆ2, Vˆ and Tˆ1|H = S1, Tˆ2|H = S2 and Vˆ |H = P ;
(2) there is an orthogonal decomposition N∗ = N1 ⊕ N2 into reducing
subspaces of Tˆ1, Tˆ2 and Vˆ such that (Tˆ1|N1 , Tˆ2|N1 , Vˆ |N1) is a Γ3-
unitary and (Tˆ1|N2 , Tˆ2|N2 , Vˆ |N2) is a pure Γ3-co-isometry ;
(3) N2 can be identified with H2(DVˆ ), where DVˆ has same dimension
as of DP . The operators Tˆ1|N2 , Tˆ2|N2 and Vˆ |N2 are respectively
unitarily equivalent to TB1+B∗2 z¯, TB2+B∗1 z¯ and Tz¯ defined on H
2(D
Vˆ
),
(B1, B2) being the FOP of (Tˆ1, Tˆ2, Vˆ ).
Proof. Since the FOP (F1∗, F2∗) is almost normal, by Corollary 8.3, we
have that (Tˆ ∗1 , Tˆ
∗
2 , Vˆ
∗) is minimal Γ3-isometric dilation of (S
∗
1 , S
∗
2 , P
∗), where
Vˆ ∗ is the minimal isometric dilation of P ∗. Therefore by Proposition 6.3,
(Tˆ1, Tˆ2, Vˆ ) is Γ3-co-isometric extension of (S1, S2, P ). So we have that H
is a common invariant subspace of Tˆ1, Tˆ2 and Vˆ and Tˆ1|H = S1 , Tˆ2|H =
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S1 , Vˆ |H = P . Again since (Tˆ ∗1 , Tˆ ∗2 , Vˆ ∗) is a Γ3-isometry, by Wold de-
composition (see Theorem 5.5, part-(4)), there is an orthogonal decompo-
sition N∗ = N1 ⊕ N2 into reducing subspaces of Tˆ1, Tˆ2 and Vˆ such that
(Tˆ1|N1 , Tˆ2|N1 , Vˆ |N1) is a Γ3-unitary and (Tˆ1|N2 , Tˆ2|N2 , Vˆ |N2) is a pure Γ3-co-
isometry. If we denote (Tˆ1|N1 , Tˆ2|N1 , Vˆ |N1) = (T11, T12, V1) and (Tˆ1|N2 , Tˆ2|N2 , Vˆ |N2) =
(T21, T22, V2) then with respect to the orthogonal decomposition K∗ = K1 ⊕
K2 we have
Tˆ1 =
[
T11 0
0 T21
]
, Tˆ2 =
[
T12 0
0 T22
]
and Vˆ =
[
V1 0
0 V2
]
.
The fundamental equations
Tˆ1 − Tˆ ∗2 Vˆ = DVˆX1DVˆ ,
Tˆ2 − Tˆ ∗1 Vˆ = DVˆX2DVˆ
of (Tˆ1, Tˆ2, Vˆ ) clearly become[
T11 − T ∗12V1 0
0 T21 − T ∗22V2
]
=
[
0 0
0 DV2X12DV2
]
, X1 =
[
X11
X12
]
and
[
T12 − T ∗11V1 0
0 T22 − T ∗21V2
]
=
[
0 0
0 DV2X22DV2
]
, X2 =
[
X21
X22
]
.
Since D
Vˆ
= DV2 , (Tˆ1, Tˆ2, Vˆ ) and (T21, T22, V2) have the same FOP. Now
we apply Theorem 5.3 to the pure Γ3-isometry (T
∗
21, T
∗
22, V
∗
2 ) and get the
following:
(1) N2 can be identified with H2(DV2) = H2(DVˆ );
(2) The operators T ∗21, T
∗
22 and V
∗
2 are respectively unitarily equivalent
to TB∗
1
+B2z, TB∗2+B1z and Tz defined on H
2(D
Vˆ
), (B1, B2) being the
FOP of (Tˆ1, Tˆ2, Vˆ ).
Therefore, (Tˆ1|N2 , Tˆ2|N2 , Vˆ |N2) is unitarily equivalent to (TB1+B∗2 z¯, TB2+B∗1 z¯, Tz¯)
defined on H2(D
Vˆ
). Also since Vˆ ∗ is the minimal isometric dilation of P ∗
by Proposition 9.1, D
Vˆ
and DP have same dimension.
10. Some important classes of Γ3-contractions and their
dilations
In the previous section we saw that almost normality of the fundamental
operator pair is sufficient for a Γ3-contraction to possess rational dilation.
Also in the section before that, where we saw that some Γ3-contractions did
not dilate because their FOPs were not almost normal. Here we shall see
that there are Γ3-contractions which dilate even without having an almost
normal FOP.
Before going to the examples, we need to say a few words about operator
theory on the symmetrized bidisc because throughout this section we shall
explore a connection between the operator theory on Γ2 and Γ3. We mention
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here that in stead of denoting the closed symmetrized bidisc by Γ2, we shall
follow notations from the existing literature and denote it by Γ. So, the
closed symmetrized bidisc is defined as
Γ2 = Γ = {(z1 + z2, z1z2) ∈ C2 : |zi| ≤ 1 , i = 1, 2}.
Operator theory on the symmetrized bidisc has been extensively studied in
[6, 8, 18, 19, 43, 54].
Definition 10.1. A pair of commuting operators (S,P ) on a Hilbert space
H for which Γ is a spectral set is called a Γ-contraction.
Let us consider the map
̺ :C2 → C3
(z1, z2) 7→ (z1, z2, 0).
This map embeds Γ inside Γ3 in the following way.
Lemma 10.2. Let Γ03 = {(s1, s2, p) ∈ Γ3 : p = 0}. Then ̺(Γ) = Γ03.
Proof. We have that ̺(z1, z2) = (z1, z2, 0) for all (z1, z2) in C
2. Let (s, p) ∈ Γ.
Then there are points λ1, λ2 in the closed unit disc D such that (s, p) = (λ1+
λ2, λ1λ2). Now clearly the point (s, p, 0), which is the image of (s, p) under
̺, is the symmetrization of the points λ1, λ2, 0 of D. Therefore, (s, p, 0) ∈ Γ3
and in particular (s, p, 0) is in Γ03.
Conversely, let (s1, s2, 0) ∈ Γ03. Since (s1, s2, 0) is a point of Γ3, there are
points z1, z2, z3 in D such that π3(z1, z2, z3) = (s1, s2, 0). Now z1z2z3 = 0
implies that at least one of z1, z2, z3 is 0. Let us assume without loss of
generality that z3 = 0. Then s1 = z1 + z2 and s2 = z1z2. This shows that
(s1, s2) ∈ Γ. Hence the proof is complete.
Lemma 10.3. If (S,P ) is a Γ-contraction then (S,P, 0) is a Γ3-contraction.
Proof. Let p be a polynomial in 3-variables z1, z2, z3 and let p1(z1, z2) =
p(z1, z2, 0). Then p1 is a polynomial in 2-variables z1, z2 and p1(z1, z2) =
p ◦ ̺(z1, z2) Now
‖p(S,P, 0)‖ = ‖p1(S,P )‖ ≤ ‖p1‖∞,Γ, since (S,P ) is a Γ-contraction,
= ‖p ◦ ̺‖∞,Γ
= ‖p‖∞,̺(Γ)
≤ ‖p‖∞,Γ3 .
Therefore (S,P, 0) is a Γ3-contraction.
We recall here a remarkable result of Agler and Young about Γ-contractions
which will be useful.
Theorem 10.4. Let (S,P ) be a pair of commuting operators such that
‖P‖ < 1 and the spectral radius of S is less than 2. Then (S,P ) is a
Γ-contraction if and only if ω(D−1P (S − S∗P )D−1P ) ≤ 1.
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For details of the above result one can see Corollary 1.9 in [8].
Example 10.5. If (S,P ) is a Γ-contraction then (S,P, 0) is a Γ3-contraction.
We know that if Γ is a spectral set for (S,P ) then Γ is a complete spectral set
for (S,P ) too. We now show that Γ3 is a complete spectral set for (S,P, 0).
Let f = [fij ]m×n be a matricial polynomial in three variables z1, z2, z3. Let
f ′ij(z1, z2) = fij(z1, z2, 0) and f
′ = [f ′ij]m×n. Now
‖f(S,P, 0)‖ = ‖[fij(S,P, 0)]m×n‖ = ‖[f ′ij(S,P )]m×n‖
≤ sup
(z1,z2)∈Γ
‖f ′(z1, z2)‖
= sup
(z1,z2)∈Γ
‖[f ′ij(z1, z2)]‖
= sup
(z1,z2,0)∈Γ3
‖[f ′ij(z1, z2, z3)]‖
≤ ‖f‖∞,Γ3 .
Thus Γ3 is a complete spectral set for (S,P, 0). So we get a class of Γ3-
contractions which always have Γ3-unitary dilation.
Note that the FOP for such Γ3-contractions are just (S,P ) which may or
may not be almost normal. Indeed, if we choose P to be non-normal with
‖P‖ < 1 and S to be normal with norm of S being sufficiently small so that
the norm of D−1P (S−S∗P )D−1P is less than 1. Then by Theorem 10.4, (S,P )
is a Γ-contraction. Since S is normal and P is non-normal we have
S∗S − SS∗ 6= P ∗P − PP ∗
and hence the FOP (S,P ) is not almost normal. So we get a class of Γ3-
contractions that dilate to the distinguished boundary despite the fact that
their FOPs are not almost normal. Thus, the almost normality of the FOP
of a Γ3-contraction is not necessary to have a Γ3-unitary dilation.
Example 10.6. In [20], Biswas and Shyam Roy described a technique of
obtaining Γ3-contractions from Γ-contractions. Indeed, Lemma 2.10 in [20]
shows that we can obtain a Γ3-contraction from a Γ-contraction (S,P ) by
symmetrizing a scalar times identity operator with the existing Γ-contraction
in the following way.
Lemma. Let (S,P ) be a Γ-contraction, then (αI + S, αS + P,αP ) is a Γ3-
contraction for all α ∈ D.
We now start with a Γ-contraction (S,P ). By the above lemma (I+S, S+
P,P ) is a Γ3-contraction. Let F be the fundamental operator of (S,P ). We
now compute the FOP (F1, F2) of (I + S, S + P,P ).
(I + S)− (S + P )∗P = (I − P ∗P ) + (S − S∗P ) = D2P +DPFDP
= DP (I + F )DP .
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Also
(S + P )− (I + S)∗P = S − S∗P = DPFDP .
Therefore, (F1, F2) = (I + F,F ). Clearly (F1, F2) is almost normal. There-
fore, by Theorem 8.2, (I + S, S + P,P ) has normal bΓ3-dilation.
Example 10.7. In [34], Holbrook has shown that the multivariate von
Neumann’s inequality holds for any number of 2× 2 commuting contraction
matrices, i.e, if C1, . . . , Cn are commuting 2× 2 matrices with ‖Ck‖ ≤ 1 for
all k and if f : Dn → D is analytic, then ‖f(C1, . . . , Cn)‖ ≤ 1. Moreover,
any n-tuple of commuting 2 × 2 contractions has simultaneous commuting
unitary dilation. See Proposition 2 and Proposition 3 in [34] for a proof to
these results.
So, unlike the general case, D3 is a spectral set for any three 2×2 commut-
ing contractions C1, C2, C3. Let (U1, U2, U3) be a commuting unitary dila-
tion of (C1, C2, C3). It is obvious that the symmetrization of U1, U2, U3, i.e,
π3(U1, U2, U3) is a Γ3-unitary dilation of the Γ3-contraction π3(C1, C2, C3).
The almost normality of FOP of a Γ3-contraction is sufficient but not
necessary for rational dilation. We have success of dilation in cases when
FOPs are not almost normal. We could not determine the whole class of
Γ3-contractions which dilate without having almost normal FOPs. So, de-
termining the entire class of Γ3-contractions which dilate needs further in-
vestigations.
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