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Abstract
Let S a discrete semigroup. The associative operation on S extends natu-
rally to an associative operation on βS,the Stone Cech compactification of
S. This involves both topology and algebra and leads us to think how to
extend properties and operations that are defined on S to βS. A good ap-
plication of this is the extension of relations and divisibility operations that
are defined on the discrete semigroup of natural numbers (N, .) with multi-
plication as operation to relations and divisibility operations that are defined
on (βN, ?) where (?) is the extension of the operation (.). In this research I
studied extending the usual divisibility relation | that is defined on N with
multiplication to the divisibility relations : |l, |r, |m and |˜ which are defined
on βN . I divided the elements of βN into ultrafilters which are on finite
levels and ultrafilters which are not on finite levels. That helps me to work
more accurately with elements of βN to get good results about the extension
of divisibility relations. Moreover I represented all elements in the smallest
ideal K(βN) in the semigroup (βN, ?) by a single equivalence class under the
relation =m and all elements in the closure of the smallest ideal CL(K(βN))
by a single equivalence class under the relation =∼.
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Introduction
We are interested in studying questions which involve both topology and
algebra. These are questions related to the Stone-Cech compactification of
semigroups. It is expected that there is a strong influence upon the algebraic
properties of a semigroup once a topological structure has been introduced
particularly, perhaps, if compactness has been introduced. In particular hav-
ing extended a discrete, semigroup S with the closed operation that is de-
fined on it to obtain a semigroup βS of Stone-Cech compactification of S
with closed operation defined on βS such that it is associative, will lead us
to thinking how to extend properties and operations that are defined on S to
βS.
The discrete space of natural numbers N , together with multiplication is, of
course a semigroup. One hopes that by considering it’s compactification βN
with attendant binary operation (extending the multiplication) one might be
able to shed light on intractable problems in arithmetic. At any rate, there
are sure to be interesting questions which arise in βN . A good application
of the algebra in the Stone Cech compactification concerns how we might ex-
tend divisibility relations on N ( with multiplication) to divisibility relations
on (βN, ∗).
Chapter 1 contains the basic concepts about semigroups, ultrafilters, and
Stone-Cech compactification of discrete semigroups.
In Chapter 2 we extend relations which are defined on the semigroup of natu-
ral numbers N with multiplication to relations that are defined on it’s Stone-
Cech compactification βN .We extend the usual divisibility relation | that is
defined on N with multiplication to the divisibility relations : |l, |r, |m and |˜
which are defined on βN . We define the equivalence relations :=l,=r,=m
and =∼ on βN . We discuss prime elements on βN with respect to all of the
divisibility relations : |l, |r, |m and |˜, and we also define irreducible elements
on βN .
We divide the elements in βN into ultrafilters that are on finite levels and
ultrafilters that are not on finite levels in Chapter 3. For the ultrafilters that
are on finite levels we prove that any element is irreducible or a product of
irreducible elements. All elements on higher levels are divided by elements
on lower levels. We characterize ultrafilters that are not on finite levels and
the effect of divisibility on the ultrafilters which are not on finite levels.
In the last Chapter we will show the smallest ideal K(βN) is a subset of
the set of ultrafilters that are not in finite levels and it is represented by one
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equivalence class under the relation =m. Also in this chapter we will use the
properties of thick and syndetic subsets of N to prove that the closure of the
smallest ideal, CL(K(βN)), is represented by one equivalence class under
the relation =∼.
We use the text General Topology by S. Willard as our standard reference
on matters involving that subject ( see references ).
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Chapter 1
1 Basic Concepts
1.1 Semigroups
Definition 1.1.1. ([1] Definition 1.1) A semigroup is a pair (S, ∗) where S
is non empty set and ∗ is a binary associative operation on S i.e (x ∗ y) ∗ z =
x ∗ (y ∗ z) holds for all x, y, z ∈ S. As usual, when no confusion is possible
we just write xy for x ∗ y.
Definition 1.1.2. ([1] Definition 1.26, 1.27) Let S be a semigroup.
(a) L is a left ideal of S if and only if φ 6= L ⊆ S and SL ⊆ L.
(b) R is a right ideal of S if and only of φ 6= R ⊆ S and RS ⊆ R.
(c) I is an ideal of S if and only if I both a left and a right ideal of S.
(d) L is a minimal left ideal of S if and only if L is a left ideal of S and
whenever J is a left ideal of S and J ⊆ L one has J = L.
(e) R is a minimal right ideal of S if and only if R is a right ideal of S and
whenever J is a right ideal of S and J ⊆ R one has J = R.
(f) I is a minimal ideal of S if and only if I is both a minimal left and right
ideal of S.
Lemma 1.1.3. Let S be a semigroup.
(a)([1] Lemma 1.29(b) ) Let L be a left ideal of S and let R be a right ideal
of S. Then L ∩R 6= φ.
(b)([1] Theorem 1.31(c)) Let φ 6= L ⊆ S. Then L is a minimal left ideal of
S if and only if for each s ∈ L, Ss = L.
(c) Let φ 6= R ⊆ S. Then R is a minimal right ideal of S if and only if for
each s ∈ R, sS = R.
(d) Let φ 6= I ⊆ S. Then I is an ideal of S if and only if for each s ∈
I, SsS = I.
Definition 1.1.4. ([1]Definition 1.50)Let S be a semigroup. If S has a
smallest ideal, then K(S) is that smallest ideal and
K(S) = ∪{L : L is a minimal left ideal of S}
= ∪{R : R is a minimal right ideal of S}
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1.2 Right topological semigroup
Definition 1.2.1. (a)([1] Definition 2.1(a) ) A right topological semigroup
is a triple (S, ., τ) where (S, .) is semigroup, (S, τ) is a topological space, and
for all x ∈ S, ρx : S → S that is defined by ρx(s) = sx, s ∈ S is continuous.
(b) ( [1] Definition 2.1 (b) ) A left topological semigroup is a triple (S, ., τ)
where (S, .) is a semigroup ,(S, τ) is a topological space, and for all x ∈ S,
λx : S → S that is defined by λx(s) = xs, s ∈ S is continuous.
(c) ([1] Definition 2.4) Let S be a right topological semigroup. The topolog-
ical center of S is the set Λ(S) = {x ∈ S : λx is continuous }.
Theorem 1.2.2. ([1] Corollary 2.6, Theorem 2.7 (a)) Let S be a compact
right topological semigroup. Then
(a) Every left ideal of S contains a minimal left ideal.
(b) Every right ideal of S contains a minimal right ideal.
Theorem 1.2.3. ( [1] Theorem 2.10 ) Let S be compact right topological
semigroup. Let s ∈ S. The following statements are equivalent.
(a) s ∈ K(S)
(b) For all t ∈ S, s ∈ Sts.
(c) For all t ∈ S, s ∈ stS.
(d) For all t ∈ S, s ∈ stS ∩ Sts.
1.3 Ultrafilters
Definition 1.3.1. (1) ( [1] Definition 3.1 ) Let S be a non-empty set. A filter
on S is a non empty subset p of the power set P(S) of S with the following
properties:
(a) φ /∈ p.
(b) If A ∈ p and A ⊆ B, then B ∈ p.
(c) If A,B ∈ p, then A ∩B ∈ p.
(2) ( [1] Definition 3.3 ) An ultrafilter on S is a filter on S which is not
properly contained in any other filter on S.
(3)For any ultrafilter p on S, ifA ∈ p andA ⊆ S, then p  A = {B ∩ A : B ∈ p}
is ultrafilter on A.
Example 1.3.2. (a) If S is a nonempty set, s ∈ S and p = {A ⊆ S : s ∈ A}.
Then p is a filter and it is called a principal filter.
(b) Let S be an infinite set and p = {A ⊆ S : S − A is finite }. Then p is a
filter and it is called a Frechet filter.
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Lemma 1.3.3. (a) ([1] Theorem 3.6) A filter p on S is an ultrafilter iff for
each A ⊂ S, either A ∈ p or S − A ∈ p.
(b) For any ultrafilter p on S and any A,B ⊆ S. A ∪ B ∈ p if and only if
A ∈ p or B ∈ p.
Lemma 1.3.4. ( [1] Theorem 3.8 )Let S be a set and let A be a subset of
P(S) which has the finite intersection property. Then there is an ultrafilter
p on S such that A ⊆ p.
1.4 The topological space βS
Let S be a discrete topological space. The Stone-Cech compactification of S is
βS = {p : p is ultrafilter on S } with the basis B defined by B = {A¯ : A ⊆ S}
where A¯ = {p ∈ βS : A ∈ p} is clopen subset of βS. βS is compact Hausdorff
space, and for any continuous function f : S → T where T is compact there
exist a unique continuous extension function f˜ : βS → T .
Lemma 1.4.1. ( [1] Lemma 3.17 ) For all A,B ∈ βS the following equations
hold.
(a) φ¯ = φ, S¯ = βS.
(b) A ∩B = A¯ ∩ B¯ and A ∪B = A¯ ∪ B¯.
(c) If A ⊆ B, then A¯ ⊆ B¯.
(d) S − A = βS − A¯.
We will identify the principal ultrafilters on S as points s ∈ S, and we shall
write S∗ = βS − S and A∗ = A¯− A.
Lemma 1.4.2. ([1] Lemma 3.30)Let S and T be discrete spaces and let
f : S → T ⊆ βT. For each p ∈ βS, f˜(p) = {A ⊆ T : f−1(A) ∈ p}. In
particular, if A ∈ p, then f(A) ∈ f˜(p), and if B ∈ f˜(p), then f−1(B) ∈ p.
Lemma 1.4.3. ([1] Exercise 3.4.1)Let S and T be discrete spaces.
(a) If f : S → T is injective, so is f˜ : βS → βT.
(b) If f : S → T is surjective, so is f˜ : βS → βT.
Lemma 1.4.4. (a) ( [1] Corollary 3.57 )Let S be countable infinite discrete
space. Then |βS| = 2c where c = |R|.
(b) ([5] Theorem 3.3)Closed subset of βS is either finite or has 2c elements
( If A ⊆ S is infinite, then |A¯| = 2c ).
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1.5 Stone-Cech compactification βS of a discrete semi-
group
If S is a discrete topological semigroup and (.) is the binary operation defined
on S, then according to ([1] Theorem 4.1 ) there is a unique binary operation
∗ : βS × βS → βS satisfying the following conditions:
(a) For every s, t ∈ S, s ∗ t = s.t.
(b) For each s ∈ S, the function λs : βS → βS is continuous, where λs(x) =
s ∗ x.
(c) For each y ∈ βS, the function ρy : βS → βS is continuous, where
ρy(x) = x ∗ y.
Theorem 1.5.1. ([1] Theorem 4.4)Let (S, .) be a semigroup. Then the ex-
tended operation (∗) on βS is associative and (βS, ∗) is semigroup.
Theorem 1.5.2. ([1] Theorem 4.8)Let (S, .) be a discrete semigroup, and let
i : S → βS be the inclusion map. βS is a semigroup compactification of S.
If for any compact right topological semigroup T and ϕ : S → T a continuous
homomorphism with ϕ(S) ⊆ Λ(T ) there is a continuous homomorphism ϕ¯ :
βS → T such that ϕ¯/s = ϕ.
Lemma 1.5.3. If S is a countable infinite discrete simegroup. Then
(a) ([1] Theorem 6.30, Corollary 6.4 ) There are 2c disjoint minimal left
(right) ideals of βS.
(b) ([1] Theorem 1.51) βS has a smallest ideal, denoted by K(βS).
Definition 1.5.4. ([1] Definition 4.10)Let (S, .) be a semigroup, and let
s ∈ S,A ⊆ S. Then
(a) s−1A = {t ∈ S : st ∈ A}.
(b) As−1 = {t ∈ s : ts ∈ A}.
Theorem 1.5.5. ([1] Theorem 4.12)Let (S, .) be a semigroup and let A ⊆ S.
(a) For any s ∈ S and q ∈ βS,A ∈ s.q if and only if s−1A ∈ q.
(b) For any p, q ∈ βS,A ∈ p.q if and only if {s ∈ S : s−1A ∈ q} ∈ p.
Theorem 1.5.6. ([1] Theorem 4.15 )Let (S, .) be a semigroup, let p, q ∈ βS
and let A ⊆ S. Then A ∈ p.q if and only if there exists B ∈ p and an indexed
family (Cs)s∈B in q such that
⋃
s∈B
sCs ⊆ A.
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Corollary 1.5.7. Assume that A and B are subsets of S and p, q ∈ βS.
Then
(a) If A ∈ p,B ∈ q, then AB ∈ pq.
(b) A¯.B¯ ⊆ AB.
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Chapter 2
2 Divisibility Relations on βN
2.1 Semigroup (βN, ∗)
Lemma 2.1.1. If (N, .) is the discrete semigroup of the discrete space of
natural numbers with multiplication, then (βN, ∗) is a semigroup, the Stone-
Cech compactification βN of the discrete space N with the operation ∗ that
is defined as :
A ∈ x ∗ y iff {n ∈ N : A/n ∈ y} ∈ x, x, y ∈ βN where
A/n = {m ∈ N : mn ∈ A}.
Proof. To show that (βN, ∗) is a semigroup.
First, we need to show that x∗y is an ultrafilter (x∗y ∈ βN) when x, y ∈ βN .
Since for any n ∈ N we have φ/n = φ /∈ y, so φ /∈ x ∗ y and N/n = N ∈ y
for any n ∈ N , so N ∈ x ∗ y. If A,B ∈ x ∗ y then A/n,B/n ∈ y and since
A/n∩B/n = (A∩B)/n, so (A∩B)/n ∈ y and A∩B ∈ x ∗ y. If A ⊆ B ⊆ N
where A ∈ x ∗ y, then A/n ∈ y, and since A/n ⊂ B/n, so B/n ∈ y and
B ∈ x ∗ y. If A ⊆ N,A /∈ x ∗ y, then for all n in some x-set, we have A/n /∈ y
and since N = A/n ∪ (N − A)/n so (N − A)/n ∈ y and N − A ∈ x ∗ y.
Therefore x ∗ y is an ultrafilter.
Second, ∗ is associative operation: Let x, y, z ∈ βN, then
A ∈ x ∗ (y ∗ z) iff {n ∈ N : a/n ∈ y ∗ z} ∈ x
iff {n ∈ N : {m ∈ N : A/n/m ∈ z} ∈ y} ∈ x
iff {n ∈ N : {k ∈ N : A/k ∈ z}/n ∈ y} ∈ x (nm = k)
iff {k ∈ N : A/k ∈ z} ∈ x ∗ y
iff A ∈ (x ∗ y) ∗ z. 
We will write xy instead of x ∗ y
Lemma 2.1.2. (a) The semigroup (βN, ∗) has a neutral element 1 when
we consider N ⊆ βN via the identification of the points of N with principal
ultrafilters.
(b) The semigroup (βN, ∗) is not commutative.
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Proof. (a)
1x = {A ⊆ N : {n ∈ N : A/n ∈ x} ∈ 1}
= {A ⊆ N : {1 ∈ N : A ∈ x}}
= {A ⊆ N : A ∈ x} = x.
(b) By (Lemma 1.4.5(a)) βN has 2c disjoint minimal left ideals. So let
L1, L2 be disjoint minimal left ideals in βN and let x ∈ L1, and y ∈ L2.
Then yx ∈ L1, xy ∈ L2 and so xy 6= yx. 
Lemma 2.1.3. ( [1],Theorem 4.36)The set of non principal ultrafilters N∗
is an ideal in (βN, ∗).
Theorem 2.1.4. ( [1], Theorem 6.10 ) N is the center of (βN, ∗).
2.2 Extending relations
By the extension property of the Stone-Cech compactification the extension
of a function relation from N ×N to βN × βN is guaranteed. In general we
would like to extend any binary relation ρ ⊆ N ×N with it’s properties to a
relation σ ⊆ βN × βN .
Definition 2.2.1 (2). A relation σ ⊆ βN × βN is an extension of a relation
ρ ⊆ N ×N if σ|N×N = ρ.
Example 2.2.2. σ = (N × {1}) ∪ (N ×N∗) ⊆ βN × βN is an extension of
ρ = N × {1} ⊆ N ×N .
Definition 2.2.3. ([2] Definition 2.5) The relation σ that is defined on space
βN is called a continuous relation (ROP) if for any open set U ⊆ βN the set
σ−1(U) is also open in βN .
For any σ ⊆ βN × βN and x ∈ βN , the set σ−1({x}) is closed (R C L) does
not follow from (ROP).
Example 2.2.4. The relation σ = (N × {1}) ∪ (N ×N∗) is continuous be-
cause for any open set U ⊆ βN, σ−1(U) ⊆ N is open in βN , so σ is (ROP).
But σ is not (R C L) because for any x ∈ N∗, σ−1(x) = N is not closed in βN.
Among all extension relations which are defined on βN there is a biggest
extension relation. It is denoted σ˜ and it is defined as follows.
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Definition 2.2.5. ([2] Definition 2.5)Given a binary relation ρ ⊆ N × N ,
then ρ˜ ⊆ βN × βN is given by ρ˜ = {(x, y) ∈ βN × βN : ∀A ∈ x, ρ(A) ∈ y}
i.e ρ˜(x) = ρ(A).
Theorem 2.2.6. ρ˜ ⊆ βN ×βN is a continuous extension of ρ ⊆ N ×N and
satisfying (R C L).
Proof. ([2] Theorem 2.8) 
Theorem 2.2.7. ([2] Theorem 2.10)Let ρ ⊆ N ×N be a binary relation and
let σ ⊆ βN × βN be a continuous relation such that σ|N×βN = ρ˜|N×βN . Then
σ ⊆ ρ˜.
Proof. Let ρ ⊆ N × N and let σ ⊆ βN × βN and let σ ⊆ βN × βN a
continuous relation such that σ|N×βN = ρ˜|N×βN . Suppose that σ * ρ˜. So there
is (x, y) ∈ σ, (x, y) /∈ ρ˜. This means that there is A ∈ x such that ρ(A) /∈ y, so
N−ρ(A) ∈ y, y ∈ N − ρ(A) = βN−ρ(A).Since σ is continuous relation then
there is a base element B¯ such that x ∈ B¯ ⊆ σ−1[N − ρ(A)]. For any n ∈ B
we have σ(n) ∈ [N − ρ(A)] and there is z ∈ [N − ρ(A)] such that (n, z) ∈
σ, z /∈ ρ(A) so (n, z) ∈ ρ˜ a contradiction, because σ|N×βN = σ˜|N×βN , (n, z) ∈ ρ˜
Thus σ ⊆ ρ˜. 
Theorem 2.2.8. ([2] Theorem 2.11)
(a) ρ˜−1 = (ρ˜)−1.
(b) If ρ is reflexive, symmetric and transitive, then so is ρ˜.
Proof. (a) If we assume that (x, y) ∈ (ρ˜)−1 but (x, y) /∈ ρ˜−1. Then there is
A ∈ x but ρ−1(A) /∈ y, so N−ρ−1(A) ∈ y, since (y, x) ∈ ρ˜, so ρ(N−ρ−1(A)) ∈
x. But A ∩ ρ(N − ρ−1(A)) = φ, a contradiction. Thus ρ˜−1 ⊆ (ρ˜)−1.
If we assume that (x, y) ∈ ρ˜−1 but (x, y) /∈ (ρ˜)−1. Then (y, x) /∈ ρ˜, so there is
A ∈ y but ρ(A) /∈ x, so N−ρ(A) ∈ x, since (x, y) ∈ ρ˜−1 so ρ−1(N−ρ(A)) ∈ y
But A ∩ ρ−1(N − ρ(A)) = φ, a contradiction. Thus (ρ˜)−1 ⊆ ρ˜−1.
(b) For reflexivity, since ρ is reflexive then A ⊆ ρ(A) for any A ⊆ N , so for
any A ∈ x we have x ∈ A¯ ⊆ ρ(A), ρ(A) ∈ x Therefore (x, x) ∈ ρ˜.
To show that ρ˜ is symmetric. Let x, y ∈ βN, xρ˜y, so y(ρ˜)−1x and by (a) we
have yρ˜−1x, so for all A ∈ y then ρ−1(A) ∈ x. Since ρ, ρ−1 are symmetric
then ρ−1(A) ∈ y, A ∈ x, so xρ˜−1y and by (a) x(ρ˜)−1y. Thus yρ˜x.
For transitivity. Let x, y, z ∈ βN and xρ˜y and yρ˜z. Then for any A ∈ x we
have ρ(A) ∈ y and ρ(ρ(A)) ∈ z. Since ρ is transitive then ρ(ρ(A)) ⊆ ρ(A),
so ρ(A) ∈ z. Thus xρ˜z. 
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2.3 The extension of the divisibility relation | on N to
βN
We can extend the usual divisibility relation | that is defined on N to a
divisibility relation on βN in several ways. The most common extensions of
| to divisibility relations defined on βN are given by next definition.
Definition 2.3.1. ([2] Definition 4.1 )Let x, y ∈ βN . Then
(a) y is left-divisible by x, x|ly if there is z ∈ βN such that y = zx.
(b) y is right-divisible by x, x|ry if there is z ∈ βN such that y = xz.
(c) y is mid-divisible by x|my if there are z, w ∈ βN such that y = zxw.
(d) y is |˜− divisible by x, x˜|y if for any A ∈ x then
|(A) = {n ∈ N : ∃a ∈ A, a|n} ∈ y.
Lemma 2.3.2. (a) The extension divisibility relations |l, |r, |m and |˜ are re-
flexive and transitive.
(b) The extension divisibility relations |l, |r and |m are neither symmetric nor
antisymmetric.
Proof. (a) By (Definition (2.3.1)) |l, |r and |m are reflexive and transitive
relation. By ( Theorem 2.2.8 (b) ) |˜ is reflexive and transitive relation.
(b) If we restrict |l, |r and |m on N we will get in each case the usual divisibility
| on N that is obviously not symmetric. By (Theorem 1.2.3) if x ∈ K(βN),
then for any y ∈ βN we have x ∈ βNyx, so yx|lx and also x|lyx. By ([1]
Lemma 8-1) we have yx 6= x for all y ∈ N . Thus |l is not antisymmetric.
Similar to |l we have |r and |m are not antisymmetric. 
Lemma 2.3.3. Elements of N can’t be divisible by elements of N∗.
Proof. Let x ∈ N∗ and n ∈ N .
In case of |l-divisibility, if we assume that x |l n, then we have n = yx for
some y ∈ βN a contradiction with (Lemma 2.1.3 ). Similarly for |r and |m
divisibilities.
In case of |˜-divisibility, if we assume that x˜|n, then |−1{n} ∈ x and |−1{n} is
a finite set, a contradiction. 
In the semigroup (βN, .) each set of the form βNx = {px : p ∈ βN},where
x ∈ βN is called principal left ideal generated by x, each set of the form
xβN = {xp : p ∈ βN}, where x ∈ βN is clled principal right ideal generated
by x and each set of the form, βNxβN = {pxq : p, q ∈ βN} where x ∈ βN is
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called principal ideal generated by x. Each minimal left ideal L is principal:
L = βNx for every x ∈ L,each minimal right ideal R is principal: R = xβN
for every x ∈ R, and each minimal ideal J is principal: J = βNxβN for
every x ∈ J .
Lemma 2.3.4. ([2] Fact 4.2)Let x, y ∈ βN . Then
(a) x|ly if and only if βNy ⊆ βNx.
(b) x|ry if and only if yβN ⊆ xβN .
(c) x|my if and only if βNyβN ⊆ βNxβN .
Proof. (a) (⇒) Let x, y ∈ βN, x|ly and let z ∈ βNy, so there is w ∈ βN
such that z = wy and since y = sx, s ∈ βN , so z = (ws)x, ws ∈ βN . Thus
z ∈ βNx, βNy ⊆ βNx.
(⇐) Let βNy ⊆ βNx, then y ∈ βNx so there exist z ∈ βN and y = zx.
Thus x|ly.
(b), (c) Similar to (a). 
Lemma 2.3.5. ([2] Lemma 4.4 ) |l ⊂ |m, |r ⊂ |m and |l 6⊂ |r.
Proof. Let x ∈ K(βN). Then by (Theorem 1.2.3) for any y ∈ βN we have
x ∈ xyβN so, y|mx, and by ( Lemma 1.5.3) βN has 2c disjoint minimal left
ideals, let L1 and L2 be two of them. Then by (Lemma 1.1.3 (b)) L1 = βNx1,
x1 ∈ L1, L2 = βNx2, x2 ∈ L2, so if z ∈ K(βN) then z it can not be |l−
divisibility by both x1 and x2, say z|lx1 but z|mx1. Thus |l ⊂ |m.
For |l 6⊂ |r : Let R be a minimal right ideal. If x ∈ R then by (Lemma
2.1.3 (a),(c)) we have R = xβN and there are elements x1 ∈ R ∩ L1 and
x2 ∈ R ∩ L2 where L1 and L2 are minimal left ideals. So x2 ∈ R = x1βN ,
and x1|rx2. Since L1 ∩ L2 = φ, so x2 /∈ L1 and x1 6 |lx2. Thus |l 6⊆ |r.
|r ⊂ |m analogously to |l ⊂ |m. 
Theorem 2.3.6. ([2] Theorem 4.3 ) |r is a continuous extension relation.
Proof. Let x, y ∈ βN, x|ry and let A ⊆ N and y ∈ A. Then there exist z ∈
βN such that y = xz = ρz(x). Since ρz is continuous, there is B ⊆ N, x ∈ B
such that x ∈ B ⊆ ρz(A) ⊆ |−1r (A). Thus |r is continuous. 
Corollary 2.3.7. (a) |r⊂ |˜.
(b) |˜ is neither symmetric nor antisymmetric.
Proof. (a) By (Theorem 2.3.6 and 2.2.7).
(b) By restricting |˜ on N we have | that is not symmetric, and by ( Lemma
2.3.2(b) and (a)) |˜ is not antisymmetric. 
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Since |l, |r, |m and |˜ are not antisymmetric relations, then for each of them
we can define another relation:
Definition 2.3.8. Let x, y ∈ βN. Then
(a) x =l y if x|ly and y|lx.
(b) x =r y if x|ry and y|rx.
(c) x =m y if x|my and y|mx.
(d) x =∼ y if x˜|y and y|˜x.
Lemma 2.3.9. =l,=r,=m and =∼ are equivalence relations.
Proof. It is obvious. 
Since =l,=r,=m and =∼ are equivalence relations on βN . Then for any
x ∈ βN has equivalence classes denoted by [x]l, [x]r, [x]m and [x]∼ such that
|[x]l|, |[x]r|, |[x]m| and |[x]∼| ≥ 1.
Theorem 2.3.10. ([2] Lemma 5.1)If n ∈ N and x ∈ βN , then the following
statements are equivalent:
(a) n|lx.
(b) n|rx.
(c) n|mx.
(d) n˜|x.
(e) nN ∈ x.
Proof. (a), (b), (c) are equivalent, because n commutes with any element of
βN .
(b) ⇒ (e) Let n|rx, so x = ny. Since nN/n = N ∈ y, then by (Theorem
1.5.5 (a) we have nN ∈ ny = x.
(e) ⇒ (b) Let nN ∈ x and let A = {A/n : A ∈ x} then N − nN ∈ x and
(N − nN)/n /∈ A, so A/n 6= φ for all A ∈ x and for any A1/n, ..., Am/n ∈ A
, A1, ...., Am ∈ x we have A1/n ∩ A2/n ∩ ........ ∩ Am/n = (A1 ∩ A2........ ∩
Am)/n ∈ A, so A has finite intersection property. Then there is an ultrafilter
y ∈ βN such that A ⊂ y and A/n ∈ y, A ∈ ny. Thus x = ny, n|rx.
(d) ⇐⇒ (e) n˜|x if and only if |{n} = {m ∈ N : ∃a ∈ {n}, a|m} = nN ∈
x. 
2.4 Equivalent conditions of divisibility relations
Using other ways to express divisibility relations on βN which can lead us
to work efficiently.
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Lemma 2.4.1. (a) For any x ∈ βN,C(x) = {A ⊆ N : ∀n ∈ N,A/n ∈ x}
and D(x) = {A ⊆ N : {n ∈ N : A/n = N} ∈ x} are filters contained in x.
(b) D(x) ⊆ C(x).
Proof. (a) Since for any A,B ⊆ N we have A/n ∩ B/n = A ∩ B/n. Then
C(x) and D(x) are filters.
For any A ∈ C(x) if we take n = 1 then we have A/n = A ∈ x. Thus
C(x) ⊂ x.
D(x) = {A ⊆ N : {n ∈ N : A/n = N} ∈ x} = {A ⊆ N : {n ∈ N : nN ⊆
A} ∈ x}. Since n ∈ nN ⊆ A then {n ∈ N : nN ⊆ A} ⊂ A. Thus A ∈ x and
D(x) ⊂ x.
(b) Let A ∈ D(x). Then {m ∈ N : A/m = N} ∈ x and since A/m = N then
mN ⊆ A implies mn ∈ A and {m ∈ N : A/m = N} ⊆ A/n. Thus A/n ∈ x
for all n ∈ N , so A ∈ C(x), D(x) ⊂ C(x). 
Theorem 2.4.2. ([2] Theorem 6.1 )The following conditions are equivalent
(a) x|ly.
(b) C(x) ⊆ y.
(c) C(x) ⊆ C(y).
Proof. (a) ⇐⇒ (b) By ([1] Theorm 6.18).
(c)⇒ (b) By (Lemma 2.4.1(a)).
(a) ⇒ (c) Let x, y ∈ βN, x|ly . If we assume that there exist A ⊆ N,A ∈
C(x)−C(y) then there exist an ultrafilter z ∈ βN such that N−A∪C(y) ⊆ z.
C(y) = {B ⊆ N : ∀n ∈ N,B/n ∈ y} ⊆ z, so B ∈ z, B/n ∈ y implies
B ∈ ny, so z = ny, y |l z. A ∈ C(x) = {A ⊆ N : ∀n ∈ N,A/n ∈ x}, so
A ∈ nx,N − A ∈ z implies A /∈ z, so z 6= nx x 6 |lz a contradiction with x|ly
and y|lz. Thus C(x) ⊆ C(y). 
Definition 2.4.3 (3). A subset A of N is called upward closed if : A ↑=
{n ∈ N : ∃a ∈ A, a|n} = A and µ = {A ⊆ N : A ↑= A} is the set of all
upward closed subsets of N.
A subset A of N is called downward closed if :
A ↓= {n ∈ N : ∃a ∈ A, n|a} = A and ν = {A ⊆ N : A ↓= A} is the set of
all downward closed subsets of N .
Example 2.4.4. {1} ∪ P ∈ ν,N − ({1} ∪ P ) ∈ µ where P the set of prime
numbers. 2N ∈ µ, {1, 2} ∈ ν.
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Lemma 2.4.5. (a) A ∈ µ iff N − A ∈ ν.
(b) µ and ν have F.I.P .
(c) A1 ∩ A2 ∩ ........ ∩ An ∈ µ for any A1, A2, ......An ∈ µ.
(d) A1 ∩ A2 ∩ ......... ∩ An ∈ ν for any A1, A2, ......An ∈ ν.
Lemma 2.4.6. For any x, y ∈ βN , the following conditions are equivalent :
(a) x ∩ µ ⊆ y ∩ µ.
(b) y ∩ ν ⊆ x ∩ ν.
Proof. (a)⇒ (b) Let A ∈ y∩ν, then A ∈ y, A ∈ ν, so N −A /∈ y,N −A ∈ µ,
so N − A /∈ x and A ∈ x. Thus A ∈ x ∩ ν.
(b) ⇒ (a) Let A ∈ x ∩ µ, then A ∈ x,A ∈ µ, so N − A /∈ x,N − A ∈ ν, so
N − A /∈ y and A ∈ y. Thus A ∈ y ∩ µ. 
Theorem 2.4.7. ([2] Theorem 6.2 )For any x, y ∈ βN , the following condi-
tions are equivalent.
(a) x˜|y.
(b) x ∩ µ ⊆ y ∩ µ.
(c) y ∩ ν ⊆ x ∩ ν.
(d) D(x) ⊆ D(y).
(e) D(x) ⊆ y.
Proof. (a) ⇒ (b) Let A ∈ x ∩ µ, then A ∈ x, |[A] ∈ y and since A ∈ µ then
|[A] = A. Thus A ∈ y and x ∩ µ ⊆ y ∩ µ.
(b) ⇒ (d) Let x ∩ µ ⊆ y ∩ µ. For any A ⊆ N,A ∈ D(x) the set H = {n ∈
N : A/n = N} = {n ∈ N : nN ⊆ A} ∈ x and since nN ⊆ A then H ∈ µ, so
by (b) we have H = {n ∈ N : A/n = N} ∈ y. Thus A ∈ D(y).
(d) ⇒ (e) Let D(x) ⊆ D(y) then by (Lemma 2.4.1) we have D(y) ⊆ y.
Therefore D(x) ⊆ y.
(e) ⇒ (a) Let D(x) ⊆ y and let A ∈ x. Since nN ⊆ |[A] for any n ∈ A.
Then A ⊆ {n ∈ N : nN ⊆ |[A]} ∈ x. But {n ∈ N : nN ⊆ |[A]} = {n ∈ N :
|[A]/n = N} ∈ x. So |[A] ∈ D(x). Thus |[A] ∈ y and x˜|y.
(b) ⇐⇒ (c) (Lemma 2.4.6). 
Corollary 2.4.8. ([3] Lemma 1.5(b))For each x ∈ βN the sets x ↑∼= {y :
x˜| y}, x ↓∼= {y : y|˜x} and [x]∼ are closed subsets of βN .
Proof. To prove that x ↑∼, x ∈ βN is a closed set, we will prove that x ↑∼=⋂
A∈D(x)
A¯. Let y ∈ x ↑∼, then x˜|y and by ( Theorem 2.4.7 ) we have D(x) ⊆ y,
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so y ∈ A¯ for any A ∈ D(x). So x ↑∼⊆
⋂
A∈D(x)
A¯. On the other hand, let
y ∈ ⋂
A∈D(x)
A¯, so A ∈ y and D(x) ⊆ y. Then by ( Theorem 2.4.7) we have
x˜|y. Thus y ∈ x ↑∼. Therefore
⋂
A∈D(x)
A¯ ⊆ x ↑∼.
To prove that x ↓∼, x ∈ βN is a closed set, we will prove that x ↓∼=
⋂
A∈x∩ν
A¯.
Let y ∈ x ↓∼, then y|˜x and by (Theorem 2.4.7 ) we have x∩ ν ⊆ y, so y ∈ A¯
for any A ∈ x ∩ ν. So x ↓∼⊆
⋂
A∈x∩ν
A¯. On the other hand, let y ∈ ⋂
A∈x∩ν
A¯, so
A ∈ y and x∩ν ⊆ y. Then by (Theorem 2.4.7 ) we have y|˜x. Thus y ∈ x ↓∼.
Therefore
⋂
A∈x∩ν
A¯ ⊆ x ↓∼.
For [x]∼. [x]∼ = x ↑∼ ∩x ↓∼ is a closed subset of βN . 
Corollary 2.4.9. ([4] Lemma 2.1 )Let x ∈ βN,A ∈ x and f : N → N .
Then
(a) If f(a)|a for all a ∈ A, then f˜(x)˜|x.
(b) If a|f(a) for all a ∈ A, then x˜|f˜(x).
Proof. Let x ∈ βN,A ∈ x and f(a)|a for all a ∈ A and let B ∈ f˜(x) ∩ µ,
then B ∈ f˜(x),f−1(B) ∈ x. So f−1(B) ∩ A ∈ x. Let a ∈ f−1(B) ∩ A, then
f(a) ∈ B, and since f(a)|a,B ∈ µ then a ∈ B and f−1(B) ∩ A ⊆ B,B ∈ x,
so f˜(x) ∩ µ ⊆ x. Thus by (Theorem 2.4.7) we have f˜(x)˜|x.
(b) Similar to (a). 
In Corollary 2.4.9 , if A ∈ x , in order to determine f˜(x) it is enough to
know values of f(a) for a ∈ A, i.e we will sometimes define the function only
on a set in x.
Corollary 2.4.10. ([4] Lemma 2.2 )For any x ∈ βN − {1} there is p ∈ P
(P the set of prime numbers) such that p˜|x.
Proof. Let x ∈ βN − {1} and let f : N − {1} −→ N is defined by f(n)
be the smallest factor of n in P . N − {1} ∈ x, f(N − {1}) ∈ f˜(x) and
since f(N − {1}) ⊂ P , then we have P ∈ f˜(x), f˜(x) ∈ P . Since for any
n ∈ N − {1} we have f(n) | n, then by (Corollary 2.4.9 (a)) we have f˜(x)˜|x,
f˜(x) ∈ P . 
Corollary 2.4.11. ([2] Lemma 6.4 ) (a) x|ly implies x˜|y for all x, y ∈ βN .
(b) x|my implies x˜|y for all x, y ∈ βN .
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Corollary 2.4.12.
2.5 Prime and irreducible elements in βN
Definition 2.5.1. An element p ∈ βN−{1} is prime with respect to |l, |r, |m
or |˜ if it is divisible only by 1 and itself.
An element p ∈ βN is irreducible if it can not be represented in the form
p = xy for x, y ∈ βN − {1}.
Lemma 2.5.2. p ∈ βN is prime with respect to |l, |r and |m if and only if p
is irreducible.
Proof. We will prove the lemma in case of |l-divisibility and in case of |r and
|m-divisibilities is analoguous to |l-divisibility.
(⇒) Let p ∈ βN is prime with respect to |l-divisibility. If we assume that
p = xy, x, y ∈ βN then y|lp, so y = p or 1. If y = p then x = 1 and if y = 1
then x = p. Thus x is irreducible.
(⇐) Let p ∈ βN is irreducible. If we assume that x|lp, x 6= 1 and x 6= p.
Then p = yx for some y ∈ βN and x, y 6= 1 a contradiction. Then p is
prime. 
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Lemma 2.5.3. ([2] Lemma 7.3)If p ∈ βN and p ∈ P ( P the set of prime
numbers) then p is irreducible.
Proof. Let p ∈ βN and p ∈ P . If p ∈ N then p is prime number and it is
irreducible. If p ∈ N∗ we assume that p = xy for some x, y ∈ βN , so P ∈ xy
and {n ∈ N : P/n ∈ y} ∈ x. But P/n = P when n= 1 and P/n = {1}
when n is prime, and P/n = φ otherwise. Thus x = 1 or y = 1, so p is
irreducible. 
Corollary 2.5.4. If p ∈ βN and p ∈ P . Then p is prime with respect to
|l, |r and |m.
Proof. By (Lemma 2.5.2 and 2.5.3). 
Theorem 2.5.5. ([4] Theorem 2.3 ) p ∈ βN is prime with respect to |˜−
divisibility if and only if p ∈ P .
Proof. (⇒) Let p ∈ βN be prime with respect to |˜−divisibility. If we assume
that p /∈ P , then p ∈ βN − P . By (Corollary 2.4.10) there is an element
q ∈ P such that q˜|p, q 6=∼ p, because N − (P −{1}) ∈ p∩µ− q, so p∩µ 6⊆ q
and p 6 |˜q Thus p 6= q, a contradiction, so p ∈ P .
(⇐) Let p ∈ P and x˜|p, x 6= p By (Corollary 2.4.10) there is q ∈ P such that
q˜|x, so q˜|p. Since P ∈ p and P ∈ q, so there exist A ⊂ P such that A ∈ q−p.
Let B = (A ∩ P ) ↑, then B ∈ q ∩ µ ⊆ p, so B ∈ p and B ∩ P ∈ p,since
B ∩ P ⊆ A then A ∈ p, a contradiction. Thus x = p. 
Corollary 2.5.6. If p ∈ βN is prime with respect to |˜, then p is prime with
respect to |l, |r and |m.
Lemma 2.5.7. ([1] Theorem 6.35)For every infinite set A ⊆ N there is
infinite set B ⊆ A such that all elements of B∗ are irreducible in N∗.
Prime elements with respect to |l, |r and |m -divisibility are not necessary
prime elements with respect to |˜ - divisibility.
Example 2.5.8. Let A = {4, 6, 8, 10........}. By (Lemma 2.5.7 ) there is
infinite subset B of A such that all elements in B∗ are prime elements with
respect to |l, |r and |m -divisibility. But by ( Theorem 2.5.5) not all of these
elements are prime with respect to |˜ -divisibility.
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Chapter 3
3 Levels of Ultrafilters with Extension
Divisibilities
3.1 Ultrafilters on finite levels in βN
In this section we consider the set of ultrafilters which are elements in all
basic open sets Li, i = 0, 1, 2, ...... where L0 = {1} and Ln = {a1a2......an :
a1, a2, ......, an ∈ P}, P the set of prime numbers in N.
Definition 3.1.1. ([4] definition 2.4)Let P be the set of prime numbers in
N, and let
L0 = {1}
L1 = {a : a ∈ P}
L2 = {a1a2 : a1, a2 ∈ P}
.
.
.
Ln = {a1a2......an : a1, a2, ...., an ∈ P}
.
.
Then, the ultrafilter x is called ”finite level” if it is in exactly one of the
following sets: Li, i = 0, 1, 2, ....... where Li = {y ∈ βN : Li ∈ y}.
Let A ⊆ P where P is the set of prime numbers. We denote An = {an :
a ∈ A} and A(n) = {a1a2.....an : all ai ∈ Aaremutually primenumbers}.
Lemma 3.1.2. (1) Li ∩ Lj = ∅ for any i 6= j.
(2) Li = Pi ∪ Pi−1P ∪ ..... ∪ P(i) for any i ≥ 2, and Pi,Pi−1P, ......,P(i) are
disjoint.
(3) Li has 2
c elements for all i 6= 0.
(4) Each of Pi,Pi−1P , ....., P(i) has 2c elements.
(5) Any principal ultrafilter in βN is an ultrafilter on finite level.
i.e N ⊂
∞⋃
i=0
Li.
(6) If A ⊆ N is finite, then all ultrafilters x ∈ A are on finite level.
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Proof. (1) Assume Li ∩ Lj 6= ∅ for some i 6= j, so there exist x ∈ βN such
that x ∈ Li ∩ Lj, so Li, Lj ∈ x and Li ∩ Lj = ∅ ∈ x a contradiction.Thus
Li ∩ Lj = ∅ for any i 6= j.
(2) To avoid cumbersome notation we prove this in case of i = 3. Ultrafilters
in the 3rd level contain L3 = {a1a2a3 : a1, a2, a3 ∈ P} = {8, 12, 18, 20, 27, .....}
and we can partition L3 as:
L3 = {8, 27, 125, ......} ∪ {12, 18, 20, 28, ......} ∪ {30, 42, 66, ......}
= P 3 ∪ P 2 P ∪ P (3).
So L3 = P3 ∪ P2 P ∪ P(3) = P3∪P2P∪P(3). Since P 3, P 2P, P (3) are disjoint,
then P3,P2P and P(3) are disjoint.
(3) Since Li is an infinite set and Li = Li ∪ L∗i so by( Lemma 1.4.4 (b)) Li
has 2c ultrafilters.
(4) If we prove this in case of i = 3. All P 3, P 2 P, P (3) are infinite sets. Thus
P3,P2 P and P(3) have 2c elements.
(5) Since for any n ∈ N is prime number or product of prime numbers. So
there exist Ln such that n ∈ Ln and since Ln = Ln ∪ L∗n, so n ∈ Ln as
principal ultrafilter. Thus N ⊂
∞⋃
i=0
Li.
(6) Let A = {n1, n2, ........, nm} be a finite subset of N. For any x ∈ A, we
have {n1.n2, ....., nm} ∈ x, so x = ni for exactly of one of 1 6 i 6 m.Thus x
is a principal ultrafilter, and by (5) x is on finite level.

Definition 3.1.3. (1)([4]Definition 5.1) We call ultrafilters of the form pk
for some p ∈ P and k ∈ N basic. Let B be the set of all basic ultrafilters and
let A be the set of all functions α : B → N ∪ {0} with finite support ( {b ∈
B : α (b) 6= 0} is finite) i.e α = {(b1, n1), (b2, n2), ........, (bm, nm)}, α(b) = 0
for b /∈ {b1, b2, ...., bm}. Let α = {(p1k1 , n1), (p2k2 , n2), ....., (pmkm , nm)} ∈ A,
(pi ∈ P ).
Set Fα = {(A1k1)(n1)(A2k2)(n2).......(Amkm)(nm) : Ai ∈ pi  P,Ai = Aj if
pi = pj, Ai ∩ Aj = ∅ otherwise}
where (A1
k1)(n1)(A2
k2)(n2)......(Am
km)(nm) = {
m∏
i=1
ni∏
j=1
akii,j : ai,j ∈ Ai
for all i, j and ai,jare distinct}.
(2)([4]Definition 3.1) If pown : N → N is defined by pown(a) = an then
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for x ∈ N∗. p˜own(x) is generated by sets An for A ∈ x. We will denote
p˜own(x), with x
n.
Example 3.1.4. If α = {(p2, 1)}, then Fα = {A2 : A ∈ p  P}.
If α = {(p, 2)} then Fα = {A(2) : A ∈ p  P}. If α = {(p3, 2), (q2, 2)}, then
Fα = {(A3)(2)(B2)(2) : A ∈ p  P,B ∈ q  P,A ∩B = ∅}.
Definition 3.1.5. ([4] Definition 5.4)If α = {(p1k1 , n1), (p2k2 , n2), .., (pmkm , nm)} ∈
A, pi ∈ P , we denote σ(α) =
m∑
i=1
kini.
Theorem 3.1.6. Fα ⊆ x for some α ∈ A if and only if x is n-th level Ln
(for n ∈ N) such that σ(α) = n.
Proof. (⇒) Let α = {(p1k1 , n1), (p2k2 , n2), ......, (pmkm , nm)} ∈ A
with σ(α) = n and Fα ⊆ x, so (A1k1)(n1)(A2k2)(n2)......(Am(km))(nm) ∈ x, and
since (A1
k1)(n1)(A2
k2)(n2)(Am
km)(nm) ⊆ Ln. So Ln ∈ x and x ∈ Ln.
(⇐) For sufficient. To avoid complexity we prove the theorem in case of
n = 3.An ultrafilter in the 3-rd level contains L3 = {a1a2a3 : a1, a2, a3 ∈ P},
and by (Lemma 3.1.2) L¯3 = P3 ∪ P2P ∪ P(3). So for any x ∈ L¯3 we have
x ∈ P3 or x ∈ P2P or x ∈ P(3).
(1) If x ∈ P3, then P 3 ∈ x, P 3 = {a3 : a ∈ P}. Then p = {A ⊆ P : A3 ∈ x}
is an ultrafilter in P¯ , and x = p3. So when Fα = {A3 : A ∈ p  P}, we have
Fα ⊆ x.
(2) If x ∈ P 2P then P 2P ∈ x, P 2P = {a2b : a, b ∈ P, a 6= b} let f, g : N → N
are defined by f(a2b) = a2, g(a2b) = b for a2b ∈ P 2P . Since P 2P ∈ x, then
we have f(P 2P ) = P 2 ∈ f˜(x) and g(P 2P ) = P ∈ g˜(x), so f˜(x) ∈ P 2 and
g˜(x) ∈ P . As in case (1) if P 2 ∈ f˜(x), then p = {A ⊆ P : A2 ∈ f˜(x)} is
an ultrafilter in P¯ and f˜(x) = p2. Also if q = {B ⊆ P : B ∈ g˜(x)} is an
ultrafilter in P¯ and g˜(x) = q. Now, since A2B = f−1(A2) ∩ g−1(B) ∈ x, so
when Fα = {A2B : A ∈ p  P,B ∈ q  P,A ∩ B = φ}, α = {(p2, 1), (q, 1)}
we have Fα ⊆ x.
(3) If x ∈ P(3), then P (3) ∈ x, P (3) = {abc : a, b, c ∈ P, a 6= b 6= c}. Let
f, g, h : N → N are defined by f(abc) = a, g(abc) = b and h(abc) = c for
abc ∈ P (3). As in case (2) let p = f˜(x), q = g˜(x), r = h˜(x). We will prove that
Fα ⊆ x for one of the following cases for α.(a) If p = q = r, α = {(p, 3)},(b)
If p = r, α = {(p, 2), (q, 1)}, and (c) If p 6= q 6= r, α = {(p, 1), (q, 1), (r, 1)}.
(a) A(3) = f−1(A)∩ f−1(B)∩ f−1(c) ∈ x(A = B = C), so when Fα = {A(3) :
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A ∈ p  P}, α = {(p, 3)} we have Fα ⊆ x.
(b) A(2)B = f−1(A)∩ f−1(B)∩ f−1(C)(A = C), so when Fα = {A(2)B : A ∈
p  P,B ∈ q  P}, α = {(p, 2), (q, 1)} we have Fα ⊆ x.
(c) ABC = f−1(A) ∩ f−1(B) ∩ f−1(C) ∈ x, so when Fα = {ABC : A ∈ p 
P,B ∈ q  P}, α = {(p, 1), (q, 1), (r, 1)} we have Fα ⊆ x.

Theorem 3.1.7. (a) If x ∈ Lm and y ∈ Ln. Then x y ∈ Lm+n.
(b) If Fα ⊆ x and Fβ ⊆ y. Then Fα+β ⊆ xy where
α + β = {(b, n+ n′) : (b, n) ∈ α, (b, n′) ∈ β}.
Proof. (a) Let x ∈ Lm and y ∈ Ln, then Lm ∈ x, Ln ∈ y. In (Theorem 1.5.6)
if we put B = Lm and for all n ∈ Lm ,Cn = Ln,then we have
LmLn =
⋃
n∈Lm
nLn ∈ xy, xy ∈ LmLn. Thus xy ∈ Lm+n.
(b) Let Fα ⊆ x,Fβ ⊆ y and α, β ∈ A, so x is the m-th level Lm and y is the
n-th level Ln , where σ(α) = m and σ(β) = n, so by (Theorem 3.1.6) and
(a) xy ∈ Lm+n where m + n = σ(α + β), and also by ( Theorem 3.1.6 ) we
have Fα+β ⊆ xy. 
Lemma 3.1.8. :
n⋃
i=0
Li =
n⋃
i=0
Li.
Proof. Let x ∈ βN, x ∈
n⋃
i=0
Li then x ∈ Li for some i, so Li ∈ x,
n⋃
i=0
Li ∈ x,
and x ∈
n⋃
i=0
Li. Thus
n⋃
i=0
Li ⊂
n⋃
i=0
Li. If x ∈
n⋃
i=0
Li, then
n⋃
i=0
Li ∈ x, so Li ∈ x
for some i and x ∈ Li. Thus x ∈
n⋃
i=0
Li, so
n⋃
i=0
Li ⊂
n⋃
i=0
Li. Therefore
n⋃
i=0
Li =
n⋃
i=0
Li. 
Since the irreducible elements are the prime elements with respect to |l, |r
and |m-divisibilities, then the notion that any natural number is either a
prime number or a product of prime numbers transfer from N to the set of
ultrafilters which are on finite levels.
Theorem 3.1.9. Any ultrafilter x ∈ βN on finite level (x ∈ Li) where i ≥ 1
is irreducible or product of irreducible elements.
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Proof. (1) If x ∈ L1 , then by (Lemma 2.5.3) x is irreducible.
(2) If x ∈ L2: For x ∈ L2, x is a product of two prime numbers, so by (Lemma
2.5.3) x is a product of irreducible elements. Let x ∈ L2∗,x = yz ∈ L2∗,
(L2 ∈ x = yz), then {m ∈ N : L2/m ∈ z} ∈ y, and since L2/m = {r ∈ N :
rm ∈ L2}. So we have four cases for values of L2/m such as :
L2/m = {r ∈ N : rm ∈ L2} = 1 when m is in L2 → (1)
= L2 when m = 1→ (2)
= L1 when m is in L1 → (3)
= ∅ when m is otherwise → (4)
Now: By (1) and (2) we have either y = 1 or z = 1, so x is irreducible. And
by (3) x is a product of irreducible elements.
(3) If x ∈ L3: For x ∈ L3, x is a product of three prime numbers, so
by (Lemma 2.5.3) x is a product of irreducible elements. Let x ∈ L3∗,
x = yz ∈ L3∗(L3 ∈ x = yz), then {m ∈ N : L3/m ∈ z} ∈ y. and sine
L3/m = {r ∈ N : rm ∈ L3}. So we have five cases for values of L3/m.such
as:
L3/m = {r ∈ N : rm ∈ L3} = 1 when m is in L3 → (1)
= L3 when m = 1→ (2)
= L2 when m is in L1 → (3)
= L1 when m is in L2 → (4)
= ∅ when m is otherwise → (5)
Now : By (1) and (2) we have either y = 1 or z = 1. Thus, x is irreducible.
By (3) L1 ∈ y, L2 ∈ z, we have two cases : (a) y is irreducible and z is irre-
ducible. Therefore, x is product of irreducible elements. (b) y is irreducible,
and z is a product of irreducible elements. Therefore, x is a product of irre-
ducible elements. Similar to (3), we have by (4) x is a product of irreducible
elements.
(4) If we continue in this way and we suppose that any element x ∈ Li,
1 6 i 6 n− 1 is irreducible or product of irreducible elements. Then we can
prove that for any x ∈ Ln is irreducible or product of irreducible elements
such as :
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If x ∈ Ln: For x ∈ Ln, x is product of n times prime numbers, so by ( Lemma
2.5.3) x is a product of irreducible.Let x ∈ Ln∗, x = yz ∈ Ln∗(Ln ∈ x = yz),
then {m ∈ N : Ln/m ∈ z} ∈ y, and sine Ln/m = {r ∈ N : rm ∈ Ln}. So we
have n+2 cases for values of Ln/m such as:
Ln/m = {r ∈ N : mr ∈ Ln} = 1 when m is in Ln → (1)
= Ln when m = 1→ (2)
= Ln−1 when m in L1 → (3)
= Ln−2 when m is in L2 → (4)
.
.
.
.
= L2 when m is in Ln−2 → (n)
= L1 when m is in Ln−1 → (n+ 1)
= ∅ when m is otherwise → (n+ 2)
Now By (1) and (2) we have either y = 1 or z = 1, so x is irreducible.
Moreover, in all the other cases we have x is a product of irreducible elements.

Corollary 3.1.10. (a) For any n-th level Ln, n ≥ 1 has 2c irreducible ele-
ments.
(b) For any n-th level Ln, n ≥ 2 there are 2c ultrafilters in L∗ that are not
irreducible ( product of irreducible elements ).
Proof. (a) Since for any Ln ⊂ N is infinite,so by ( [2] proposition 7.4 ) there
exist infinite set A ⊂ Ln, such that all elements of A∗ are irreducible. Also
since by ([ 5] Theorem 3-3 ) A∗ has 2celements and A∗ ⊂ L∗n. Thus Ln has
2c irreducible elements.
(b) Let x and y are distinct elements of L1 and let p ∈ L∗n−1 be cancelable
element.Since for every infinite disjoint subset A and B of L1 we have Ap ∩
Bp = ∅, then by ( [1] Theorem 8.11 (5),(3)), xp 6= yp [xp, yp ∈ L∗n by
(Theorem 3.1.7 (a) )]. Thus L∗n has 2
c ultrafilters which are product of
irreducible elements. 
Corollary 3.1.11. If x ∈ Ln, n ≥ 2 is not an irreducible ultrafilter, then
there exist at least two ultrafilters xi ∈ Li, xj ∈ Lj, i, j < n, x = xixj.
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Proof. Let x ∈ Ln, and x is not an irreducible, then by ( Theorem 3.1.9 ) x
is product of at least two irreducible elements xi, xj, i, j < n, xi ∈ Li,
xj ∈ Lj, LiLj = Ln and x = xixj ∈ LiLj ⊂ LiLj = Ln. 
Corollary 3.1.12. For any x ∈ Li, i ≥ 2 which is not an irreducible, there
exist at least two ultrafilters xi ∈ Li and xj ∈ Lj, i, j < n,such that: xi |l x,
xj |r x,and xi |m x, xj |m x.
The following theorem shows that the facts that for any m ∈ Lm there is
n ∈ Ln where n ≤ m such that n | m, and for any n ∈ Ln there is m ∈ Lm
such that n | m can be transfered to the |˜-divisibility on the ultrafilters that
are on finite levels.
Theorem 3.1.13. (a) For every ultrafilter x ∈ βN −L0 ∪ L1 ∪ ...... ∪ Ln−1
on finite level, there is an ultrafilter y ∈ Ln such that y|˜x
(b) For any ultrafilter x ∈ Lm, there exist an ultrafilter y ∈ Ln,m 6 n such
that x˜|y.
Proof. (a)Let x ∈ βN − L0 ∪ L1 ∪ ...... ∪ Ln−1 is ultrafilter on finite level
and let f : N − L0 ∪ L1 ∪ ...... ∪ Ln−1 −→ N is defined by f(n) be the
smallest factor of n in Ln.So we have x /∈ L0 ∪ L1 ∪ ...... ∪ Ln−1 and L0∪L1∪
.......∪Ln−1 /∈ x and we have N −L0∪L1∪ ........∪Ln−1 ∈ x, f(N −L0∪L1∪
.......∪Ln−1) ∈ f˜(x), and since f(N −L0 ∪L1 ∪ ........∪Ln−1) ⊆ Ln, then we
have Ln ∈ f˜(x), f˜(x) ∈ Ln. Since for any n ∈ N − L0 ∪ L1 ∪ ....... ∪ Ln−1 by
definition of the function f we have f(n) | n. Then by ( Corollary 2.4.9 (a))
we have f˜(x)˜|x, f˜(x) ∈ Ln.
(b) Let x ∈ βN, x ∈ Lm, and let f : Lm → N be defined by f(n) is the
smallest multiple of n in Ln, so we have Lm ∈ x, f(Lm) ∈ f˜(x), and since
f(Lm) ⊆ Ln then we have Ln ∈ f˜(x), f˜(x) ∈ Ln. Since for any n ∈ Lm by
definition of the function f we have n | f(n). Then by ( Corollary 2.4.9 (b))
we have x˜|f˜(x), f˜(x) ∈ Ln.

Corollary 3.1.14. (a) For any ultrafilter x ∈ Ln there are ultrafilters xi ∈
Li, i 6 n− 1 such that 1˜|x1......˜|xn−1˜|x.
(b) For any ultrafilter xm ∈ Lm there exist a sequence < xn : xn ∈ Ln, n ≥
m > such that xm |˜xn.
Proof. (a)Let x ∈ Ln, then by (Theorem 3.1.13 (a)) there are ultrafilters
xi ∈ Li i 6 n− 1 such that 1˜|x1......˜|xn−1˜|x.
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(b)Let xm ∈ Lm then by (Theorem 3.1.13 (b)) there exist a sequence
< xn : xn ∈ L¯n, n ≥ m > such that xm|˜xm+1˜|xm+2˜|.......... 
Lemma 3.1.15. For any x, y ∈ βN , x, y ∈ Lm.
(a) If x˜|y. Then x = y.
(b)If x |l y. Then x = y.
(c) If x |r y. Then x = y.
(d) If x |m y. Then x = y.
Proof. (a) Let x, y ∈ βN , x, y ∈ Lm, and x˜|y. We assume that x 6= y. There
is a set A ⊆ Lm such that A ∈ x but A /∈ y. So A ↑∈ x∩µ, A ↑/∈ y.(because,
N − A ∈ y, Lm ∩ (N − A) =  Lm − A ∈ y and (Lm − A) ∩ A ↑= ∅). Thus
x 6 |˜y a contradiction.So x = y.
(b) Let x, y ∈ βN , x, y ∈ Lm and let x |l y. If we assume that x 6= y. Then
by ( Corollary 2.4.11 (a) ) x˜|y, x 6= y. So we have a contradiction with (a).
Thus x = y.
(c) Analogous to (b).
(d) By (b),(c). 
Theorem 3.1.16. For any x ∈ Lm. There is no y ∈ Ln,m < n such that.
(a) y|˜x.
(b) y |l x.
(c) y |r x.
(d) y |m x.
Proof. (a) Let x ∈ Lm. We assume that there is y ∈ Ln,m < n such that
y|˜x. There exist A ⊆ Ln such that A ∈ y and A /∈ x. So A ↑∈ y ∩ µ but
A ↑/∈ x (if A ↑∈ x then Lm ∩ A ↑= ∅ /∈ x). Thus y ∩ µ * x and y 6 |˜x.
(b) Let x ∈ Lm. If we assume that there is y ∈ Ln,m < n such that y |l x,
then by ( Corollary 2.4.11 (a)) we have y|˜x, and so we have a contradiction
with (a). Thus y 6 |lx.
(c) Analogous to (b).
(d) By (b),(c). 
Corollary 3.1.17. For any x ∈ L¯n there is no y ∈ L¯m,m < n such that:
(a) x˜|y.
(b) x |l y.
(c) x |r y.
(d) x |m y.
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Proof. Similar to (Theorem 3.1.16) 
Corollary 3.1.18. For any x, y ∈ βN and x ∈ L¯m, y ∈ L¯n.
(a) If x˜|y and y|˜x . Then m = n and x = y.
(b) If x|ly and y|lx . Then m = n and x = y.
(c) If x|ry and y|rx . Then m = n and x = y.
(d) If x|my and y|mx . Then m = n and x = y.
Proof. (a) Let x, y ∈ βN, x ∈ l¯m, y ∈ l¯n and x˜|y, y|˜x.
If we assume that n > m, then by (Theorem 3.1.16) we have y 6 |˜x and if
n < m, then x 6 |˜y. Thus m = n and by (Lemma 3.1.15) we have x = y.
(b) Let x, y ∈ βN, x ∈ l¯m, y ∈ l¯n and x|ly, y|lx. If we assume thatm 6= n, then
by ( Corollary 2.4.11(a)) we have x˜|y, y|˜x,m 6= n, so we have a contradiction
with (a). Thus m = n and x = y.
(c) Similar to (b).
(d) By (b), (c). 
3.2 Ultrafiters that are not on finite levels
In order to look for the ultrafilters x that are not on finite levels(x /∈ Li, i =
0, 1, .....),we use the facts that the set of all basic open sets B = {A : A ⊆ N}
is a base for the space βN and {Li, i = 0, 1, ......} ⊂ B. From these we can
find a basic open set A ∈ B such that all nonprincipal ultrafilters x ∈ A∗ will
not be elements in any basic open set Li, i = 0, 1, ......
Lemma 3.2.1. (a) There are 2c ultrafilters x that are not on finite levels:
i.e
x /∈
∞⋃
i=0
Li.
(b) There are 2c irreducible ultrafilters x that are not on finite levels.
(c)
∞⋃
i=0
Li 6=
∞⋃
i=0
Li.
Proof. Let A = {n0, n1, n2.........} where ni ∈ Li. Any ultrafilter x that is on
finite level in A is principal, because, if x ∈ Li for some i and x ∈ A. Then
Li ∈ x and A ∈ x, so Li ∩A ∈ x, but Li ∩A = {ni}, {ni} ∈ x so x = {ni} is
principal ultrafilter. Now, since A is closed and by ( Lemma 1.4.4 (b) ) any
closed subset of βN has finitely many or 2c elements, so A has 2c elements.
Thus A has 2c nonprincipal ultrafilters that are not on finite levels.
28
(b)If we take A as in (a), then by ([2]proposition 7.4) there is infinite set B
such that B ⊆ A and all elements x ∈ B∗ are irreducible.
(c) By (a) there are 2c ultrafilters x such that x /∈ Li for all i = 0, 1, 2, .......
so
∞⋃
i=0
Li 6= βN =
∞⋃
i=0
Li. 
In (Lemma 3.2.1 (a)) for any ultrafilter x ∈ βN , x ∈ A∗, we have Li /∈ x
for all i ∈ N ,so N − Li ∈ x, x ∈ N − Li and x ∈
∞⋂
i=0
N− Li.
Definition 3.2.2. I =
∞⋂
i=0
N− Li.
The ultrafilters that belong to I in (Definition 3.2.2) are called the ultra-
filters that are not on finite levels.
Lemma 3.2.3. (a) An ultrafilter x ∈ I if and only if x /∈ Li for all i =
0, 1, 2....
(b) βN − I =
∞⋃
i=0
Li.
Proof. (a) (⇒) Let x ∈ βN, x ∈ I, so x ∈ N− Li for all i = 0, 1, 2, ......, so
N − Li ∈ x, Li /∈ x. Thus x /∈ Li for all i = 0, 1, 2, ......
(⇐) Let x /∈ L¯i for all i = 0, 1, ......, so Li /∈ x,N − Li ∈ x, so x ∈ N− Li for
all i = 0, 1, ...... Thus x ∈
∞⋂
i=0
N− Li.
(b)By (Lemma 1.4.1 (d)) we have
βN − I = βN −
∞⋂
i=0
N− Li
=
∞⋃
i=0
βN − (N− Li)
=
∞⋃
i=0
βN − (βN − Li)
=
∞⋃
i=0
Li.

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Lemma 3.2.4. If x ∈ I. Then
(a) x /∈
n⋃
i=0
Li.
(b) x ∈
∞⋃
i=n
Li.
Proof. (a) Let x ∈ I, then x /∈
n⋃
i=0
Li and by (Lemma 3.1.8) we have
x /∈
n⋃
i=0
Li.
(b) Since x ∈
∞⋃
i=0
Li, so
∞⋃
i=0
Li ∈ x, L0 ∪ (
∞⋃
i=1
Li) ∈ x, so
∞⋃
i=1
Li ∈ x. Again
L1 ∪ (
∞⋃
i=2
Li) ∈ x, and we have
∞⋃
i=2
Li ∈ x. If we continuous in this we will get
∞⋃
i=n
Li ∈ x. Thus x ∈
∞⋃
i=n
Li. 
In particular, any union of infinite elements Li, i = 0, 1, 2, ...... is an ele-
ment in any ultrafilter x ∈ I. This fact leads us to prove that the elements
in I are |˜-divisible by elements of any finite level Li, i = 0, 1, ......, as the
following theorem shows.
Theorem 3.2.5. (a) For any ultrafilter x ∈ I, there exists an ultrafilter
y ∈ Ln such that y|˜x.
(b) For any ultrafilter x ∈ L∗n there exists an ultrafilter y ∈ I such that x˜|y.
(c) There exists an ultrafilter x ∈ I divided by an ultrafilter y ∈ I, (y|˜x).
Proof. (a) Let x ∈ βN, x ∈ I, so by (Lemma 3.2.4 (b)) we have x ∈
∞⋃
i=n
Li and
∞⋃
i=n
Li ∈ x. Let f :
∞⋃
i=n
Li → N is defined by f(n) is the smallest factor of n in
Ln , so f(
∞⋃
i=n
Li) ⊂ Ln, and since f(
∞⋃
i=1
Li) ∈ f˜(x), so Ln ∈ f˜(x), f˜(x) ∈ Ln.
Therefore by ( Corollary 2.4.9) f˜(x)˜|x, f˜(x) ∈ Ln.
(b) Let x ∈ βN , x ∈ Ln and let A = {mn,mn+1, ........} ⊂ N where
mi ∈ Li, i ≥ n such that for any n ∈ Ln has multiple in A . Let f : Ln → N
be bijective function and it is defined by f(n) is the smallest multiple of
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n in A. If x ∈ L∗n, so Ln ∈ x ,f(Ln) ∈ f˜(x), and since f(Ln) ⊂ A, so
A ∈ f˜(x), f˜(x) ∈ A∗ [ f˜(x) ∈ I, because x is nonprincipal ultrafilter,so any
element of x is infinite subset of N , since f is injective, then also any subset
of f˜(x) is infinite subset of N . Thus f˜(x) is nonprincipal ultrafilter, so by
definition of f and (Lemma 3.2.1 (a)) f˜(x) ∈ I].Therefore by ( Corollary
2.4.9 (b)) x˜|f˜(x), f˜(x) ∈ I.
(c) Let x ∈ βN and let A1 = {3.2n : n = 1, 2, ......}, A2 = {2n : n = 1, 2, ......},
and x ∈ A∗1 ,so A1 ∈ x, and by (Lemma 3.2.1 (a)) we have x ∈ I. Let
f : A1 → N is defined by f(3.2n) = 2n, n = 1, 2, ...... f(A1) ∈ f˜(x) and
since f(A1) ⊂ A2, so A2 ∈ f˜(x), f˜(x) ∈ A2.Then similar to analogous in (c)
we have f˜(x) ∈ I. Therefore, by ( Corollary 2.4.9 (a) ) we have f˜(x)˜| x,
f˜(x) ∈ I. 
Corollary 3.2.6. For any ultrafilter x ∈ I, there exist a sequence
< xn : n ∈ N > of ultrafilters such that xn ∈ Ln and x1˜|x2......˜|x.
Proof. By (Theorem 3.2.5 (b)) for any x ∈ I there exist an ultrafilter
xn ∈ Ln for any finite level such that xn |˜x,and by (Theorem 3.1.13 (a)) for any
xn ∈ Ln there exist an ultrafilter xn−1 ∈ Ln−1 such that xn−1˜| xn.Therefore,
there exist a sequence < xn : n ∈ N > such that x1˜|x2......˜|x. 
Theorem 3.2.7. For any x ∈ L¯n there is no y ∈ I such that.
(a) y|˜x.
(b) y|lx.
(c) y|rx.
(d) y|mx.
Proof. (a) Let x ∈ L¯n. We assume that there is y ∈ I such that y|˜x. By (
Lemma 3.2.4 (b) )
∞⋃
i=n+1
Li ∈ y, but
∞⋃
i=n+1
Li /∈ x . So
∞⋃
i=n+1
Li ↑∈ y ∩ µ, but
∞⋃
i=n+1
Li ↑/∈ x (Ln ∩
∞⋃
i=n+1
Li ↑= φ). Thus y 6 |˜x.
(b) Let x ∈ L¯n . If we assume that there is y ∈ I such that y|lx, then by (
Corollary 2.4.11(a) ) y|˜x, so we have a contradiction with (a). Thus y 6 |lx.
(c) Similar to (b).
(d) By (b), (c). 
Corollary 3.2.8. For any x ∈ I. There is no y ∈ L¯n such that.
(a) x˜|y.
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(b) x|ly.
(c) x|ry.
(d) x|my.
Proof. Analogue to Theorem 3.2.7. 
Corollary 3.2.9. |[x]∼| = |[x]l| = |[x]r| = |[x]m| = 1 for any x ∈ L¯i, i =
0, 1, 2, ......
Proof. By (Corollary 3.1.18 and Theorem 3.2.7) we have |[x]∼| = 1 and by
(Corollary 2.4.12) we have |[x]l| = |[x]r| = |[x]m| = 1. 
Theorem 3.2.10. (a) If x, y ∈ βN and x, y ∈ I. Then xy ∈ I and yx ∈ I
(b) If x, y ∈ βN and x ∈ I, y /∈ I. Then xy ∈ I and yx ∈ I.
Proof. (a) If we assume that xy /∈ I,then xy ∈ Ln for some n ∈ N . So by
(Theorem 3.1.6) we have Fα ⊆ xy for some α ∈ A such that σ(α) = n where
α = {(p1k1 , n1), (p2k2 , n2), ......(pmkm , nm)}, n =
m∑
i=1
kini,
Fα = {(A1k1)(n1) (A2k2)(n2)(Amkm)(nm) : Ai ∈ pi  P,Ai ∩ Aj = ∅ if
pi 6= pj} ⊆ xy
so (A1
k1)(n1)(A2
k2)(n2)......(Am
km)(nm) ∈ xy, and we have
{r ∈ N : (A1k1)(n1)(A2k2)(n2).......(Amkm)(nm)/r ∈ y} ∈ x, but
(A1
k1)(n1)(A2
k2)(n2)....(Am
km)(nm)/r = {s ∈ N : rs ∈ (A1k1)(n1)....(Amkm)(nm)}
so (A1
k1)(n1)(A2
k2)(n2)......(Am
km)(nm)/r ⊆ Li,
and {r ∈ N : (A1k1)(n1).....(Amkm)(nm)/r ∈ y} ⊆ Lj where i, j ≤ n such that
Li.Lj = Li+j = Ln,. So Li ∈ y, y ∈ Li for some i ≤ n and Lj ∈ x, x ∈ Lj for
some j ≤ n, so we have a contradiction. Thus xy ∈ I. Same analogues for
prove yx ∈ I.
(b) Similar to (a) 
Corollary 3.2.11. For any n ∈ N there exist x ∈ I such that n˜|x.
Proof. Let n ∈ N and y ∈ I, then by (Theorem 3.2.10 )we have ny ∈ I, and
since n | ny then n˜|ny, ny ∈ I. 
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Chapter 4
4 Representing the Smallest Ideal and it’s
Closure in the Semigroup (βN, .) as
Equivalence Classes under the Extension
of Divisibility Relations
4.1 Smallest ideal K(βN) in the semigroup (βN, .)
In this section we will prove that all the elements in the smallest ideal K(βN)
in the semigroup (βN, .) are represented by a single equivalence class under
the relation =m (x =m y if x|my and y|mx).
Lemma 4.1.1. (a) I is a left ideal in the semigroup (βN, .).
(b) I is a right ideal in the semigroup (βN, .).
(c) I is an ideal in the semigroup (βN, .).
Proof. By (Theorem 3.2.10). 
Lemma 4.1.2. (a) I is not a minimal left ideal in (βN, .).
(b) I is not a minimal right ideal in (βN, .).
(c) I is not a minimal ideal in (βN, .).
Proof. (a) Let L = {2x : x ∈ I}, then L is a left ideal and L ⊂ I, L 6= I [ by
( [1], Lemma 6.28) 2x 6= nx for any n ∈ N, n 6= 2]. Thus I is not a minimal
left ideal.
(b) Similar to (a).
(c) By (a) and (b). 
Corollary 4.1.3. The smallest ideal K(βN) of the semigroup (βN, .) exists
and is a subset of I i.e K(βN) ⊂ I.
Proof. By (Lemma 1.5.3 (a)) βN has 2c minimal left (right) ideals and by
([1] Lemma 1-45) for any minimal left ideal L and minimal right ideal R we
have L ⊆ I and R ⊆ I, and by (Lemma 4.1.1) since I is not a minimal ideal,
then L ⊂ I and R ⊂ I. Then by ( Lemma 1.5.3(b)) K(βN) exists and
K(βN) = ∪{L : L is a minimal left ideal of βN}
= ∪{R : R is a minimal right ideal of βN}.
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Thus K(βN) ⊂ I. 
Lemma 4.1.4. (a) If L is a minimal left ideal, and x ∈ L. Then x|ly if and
only if y ∈ L.
(b) If R is a minimal right ideal,and x ∈ R. Then x|ry if and only if y ∈ R.
(c) If J is a minimal ideal, and x ∈ J . Then x|my if and only if y ∈ J .
Proof. (a) (⇒) Let L be a minimal left ideal. Then L = βNx for any x ∈ L.
Let x|ly, then y = zx for some z ∈ βN . Thus y ∈ βNx so y ∈ L.
(⇐) If y ∈ L, then y ∈ βNx for any x ∈ L, so y = zx for some z ∈ βN Thus
x|ly.
(b) (⇒) Let R be a minimal right ideal. Then R = xβN for any x ∈ R. Let
x|ry, then y = xz for some z ∈ βN. Thus y ∈ xβN , so y ∈ R.
(⇐) If y ∈ R then y ∈ xβN for any x ∈ R, so y = xz for some z ∈ βN .
Thus x|ry.
(c) (⇒) Let J be a minimal ideal. Then J = βNxβN for any x ∈ J . Let
x|my, then y = zxw for some z, w ∈ βN . Thus y ∈ βNxβN so y ∈ J.
(⇐) If y ∈ J , then y ∈ βNxβN for any x ∈ J , so y = zxw for some
z, w ∈ βN . Thus x|my. 
Theorem 4.1.5. Let (βN,=l) where x =l y if x|ly and y|lx. Then
(a) If x ∈ K(βN), then [x]l = L,L is a minimal left ideal, x ∈ L, and [x]l
has 2c elements.
(b) K(βN) is partitioned by 2c equivalence classes [x]l.
Proof. (a) Let x ∈ K(βN), then by ( Lemma 1.5.3 ) there exists only one
minimal left ideal L such that x ∈ L. Since L is a minimal left ideal, then
L is principal, so L = βNx. Also for any y ∈ L we have L = βNy. Then
y ∈ βNx, and there exist z ∈ βN such that y = zx.Thus x|ly.Also x ∈ βNy,
and there exist w ∈ βN such that x = wy. Thus y|lx. Therefore x =l y for
any y ∈ L. If p ∈ βN, p /∈ L = βNx, by (Lemma 4.1.4 (a)) we have x 6=l p.
So [x]l = L. Since L has 2
c elements, then [x]l has 2
c elements.
(b) Since K(βN) has 2c disjoint minimal left ideals, and by (a) each of them
is an [x]l equivalence class. Then K(βN) is partitioned by 2
c equivalence
classes [x]l. 
Theorem 4.1.6. Let (βN,=r) such that x =r y if x|ry and y|rx. Then
(a) If x ∈ K(βN), then [x]r = R,R is a minimal right ideal, x ∈ R, and [x]r
has 2c elements.
(b) K(βN) is partitioned by 2c equivalence classes [x]R.
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Proof. Similar to (Theorem 4.1.5). 
Theorem 4.1.7. Let (βN,=m) where x =m y if x|my and y|mx. Then
(a) If x ∈ K(βN), then [x]m = K(βN), and [x]m has 2c elements.
(b) =m has one equivalence class for any x ∈ K(βN).
Proof. (a) By ( Lemma 1.1.3 (a) ) for any minimal left ideal L and any
minimal right ideal R we have L ∩ R 6= φ. So there exist x such x ∈ L and
x ∈ R. If x ∈ L, then for any y ∈ L we have y ∈ βNx, and x ∈ βNy,
so x|ly and y|lx, x|my and y|mx. Thus x =m y for any y ∈ L. If x ∈ R,
then for any z ∈ R we have z ∈ xβN and x ∈ zβN , so x|Rz and z|Rx, x|mz
and z|mx. Thus x =m z for any z ∈ R. If w ∈ βN,w /∈ L and w /∈ R, then
w /∈ βNxβN , and by (Lemma 4.1.4 (c)) we have w 6=m x. So [x]m = K(βN).
Since K(βN) has 2c elements, so [x]m has 2
c elements.
(b) By (a) we have one equivalence class such that |[x]m| = 2c for any x ∈
K(βN). 
4.2 Closure of K(βN) in the semigroup (βN, .)
In this section we will prove that all the elements in the closure of the smallest
ideal cl(K(βN)) are also represented by a single equivalence class under the
relation =∼ (x =∼ y if x˜|y and y|˜x).
Definition 4.2.1. Consider the semigroup (N, .). Then
(a) ([1] Definition 4.45 ) A set A ⊆ N is thick if the family {A/n : n ∈ N}
has the finite intersection property.
(b) ([1] Definition 4.38(a)) A set A ⊆ N is syndetic if there is a finite subset
E of N (E ∈ Pf (N)) such that
⋃
n∈E
A/n = N .
(c) ( [1] Definition 4.38(b)) A set A ⊆ N is piecewise syndetic if there is a
finite subset E of N (E ∈ Pf (N)) such that the set
⋃
n∈E
A/n is thick in N i.e
{( ⋃
n∈E
A/n)/m : m ∈ N} has the finite intersection property.
Theorem 4.2.2. Let A ⊆ N . Then
(a) ([1] Theorem 4.48 (a)) A is thick if and only if there is a left ideal of βN
contained in A¯.
(b) ( Theorem 4.48 (b)) A is syndetic if and only if for every left ideal L of
βN,L ∩ A¯ 6= φ.
(c) ( Theorem 4.40 ) A is piecewise syndetic if and only if A¯ ∩K(βN) 6= φ.
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Lemma 4.2.3. (a) Every thick set is piecewise syndetic .
(b) Every syndetic set is piecewise syndetic.
Example 4.2.4. (1)N−Li is thick for all i = 0, 1, ........ since for any minimal
left ideal L of βN we have L ⊆ N − Li. Thus by (Theorem 4.2.2(a)) N −Li
is thick.
(2)N − Li is syndetic for all i = 0, 1, ........ Since N − Li ∩ L 6= φ for every
left ideal L of βN . Then by (Theorem 4.2.2 (b) ) N − Li is syndetic.
(3) N − Li is piecewise syndetic.
(4)
∞⋃
i=n
Li is syndetic. Since for any x ∈ K(βN) we have x ∈
∞⋃
i=n
Li, so
L ∩
∞⋃
i=n
Li 6= φ.
(5)
∞⋃
i=n
Li is thick.
Lemma 4.2.5. ( [1] Remark 4.46 )
(a) A ⊆ N is syndetic if and only if N − A is not thick.
(b) A ⊆ N is thick if and only if N − A is not syndetic.
Lemma 4.2.6. Let µ be the set of all upward closed subsets of N and ν be
the set of all downward closed subsets of N . Then
(a) Any A ∈ µ is thick.
(b) Any A ∈ ν is not thick.
(c) Any A ∈ µ is syndetic.
(d) Any A ∈ ν is not syndetic.
Proof. (a) Let A ∈ µ.
A/2 = {m ∈ N : 2m ∈ A}, and A/2 ↑= {n ∈ N : ∃a ∈ A/2, a|n}.
Let n ∈ A/2 ↑, so n = ra for some r ∈ N and a ∈ A/2, so 2a ∈ A. Since
A ∈ µ then r(2a) ∈ A (2a | r(2a)), so 2(ra) ∈ A , and ra ∈ A/2. Thus
n ∈ A/2, and since A/2 ⊆ A/2 ↑. So A/2 = A/2 ↑ i.e A/2 ∈ µ.
In general. Let A ∈ µ.
A/n = {m ∈ N : mn ∈ A}, and A/n ↑= {r ∈ N : ∃a ∈ A/n, a|r}.
Let r ∈ A/n ↑, so r = ta for some t ∈ N and a ∈ A/n, so na ∈ A. Since
A is upward closed, then t(na) ∈ A (na|t(na)), so n(ta) ∈ A, and ta ∈ A/n.
Thus r ∈ A/n, and since A/n ⊆ A/n ↑, then A/n = A/n ↑, so A/n ∈ µ.
Therefore {A/n : n ∈ N} ⊆ µ. And since µ has F.I.P , so {A/n : n ∈ N}
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has F.I.P , i.e A is thick.
(b) Let A ∈ ν,A/m = {r ∈ N : rm ∈ A}. If m /∈ A then A/m =
{r ∈ N : rm ∈ A} = φ, because if rm ∈ A, and since m|rm, then m ∈ A
a contradiction. So, if A ∈ ν, then {A/n : n ∈ N} does not have F.I.P .
Therefore A is not thick.
(c) Let A ∈ µ, then we have N −A ∈ ν and by (b) N −A is not thick. Thus
by (Lemma 4.2.5 (a)) A is syndetic.
(d) Let A ∈ ν, then we have N −A ∈ µ, and by (a) N −A is thick. Thus by
(Lemma 4.2.5 (b)) A is not syndetic. 
Definition 4.2.7. The set of ultrafilters which are generated by the set of
upward closed subsets of N is denoted by µˆ and it is given by µˆ =
⋂
A∈µ
A¯
i.e (µˆ = {x ∈ βN : µ ⊆ x}).
Lemma 4.2.8. (a) For any ultrafilter x ∈ βN such that x ∈ µˆ, Li /∈ x
(x /∈ Li) for all i = 0, 1, 2, .......
(b) x ∈ I for any x ∈ µˆ (µˆ ⊂ I).
(c) There are 2c ultrafilters x such that x ∈ I, x /∈ µˆ.
Proof. (a) Let x ∈ βN, x ∈ µˆ. First we need to prove that any subset
A ⊆ N,A ∈ x where x ∈ µˆ is syndetic. For any element A ∈ x we have three
cases: A ∈ µ or A is a finite intersection of elements of µ or A contains some
elements from µ.
(1) If A ∈ µ by (Lemma 4.2.6) A is syndetic.
(2) If A is finite intersection of elements of µ, then A ∈ µ and A is syndetic.
(3) If B ⊂ A,B ∈ µ, since B is syndetic, then by (Theorm 4.2.2(b)) L∩B¯ 6= φ
for any left ideal L of βN , so L ∩ A¯ 6= φ. Thus A is syndetic.
We know, by (Example 4.2.4) Li is not syndetic for any Li, i = 0, 1, 2.......
Therefore Li /∈ x (x /∈ L¯i).
(b) Let x ∈ βN , and x ∈ µˆ by (a) Li /∈ x for all i = 0, 1, ........., so N − Li ∈
x, x ∈ N − Li. Therefore x ∈
∞⋂
i=0
N − Li , Thus x ∈ I and µˆ ⊂ I.
(c) Let A = {n1, n2, n3, ........} such that ni ∈ Li, i ≥ 1, ni are odd numbers
so A¯ contains 2c ultrafilters x such that x ∈ I . And let B = {2, 4, 6, .....},
then B ∈ µ and B /∈ x for any x ∈ A¯ (A ∩ B = φ). Thus x /∈ µˆ for any
x ∈ A¯. 
Lemma 4.2.9. (a) µˆ is a left ideal in the semigroup (βN, .).
(b) µˆ is a right ideal in the semigroup (βN, .).
37
(c) µˆ is an ideal in the semigroup (βN, .).
(d) K(βN) ⊂ µˆ.
(e) |µˆ| = 2c.
Proof. Let x ∈ µˆ and y ∈ βN . For any A ∈ µ we have A ∈ x, and for any
B ∈ y by (Corollary 1.5.7(b)) we have yx ∈ B¯A¯ ⊆ BA, so BA ∈ yx. Since
A ∈ µ, then for any ba ∈ BA we have ba ∈ A, so BA ⊆ A. Thus A ∈ yx for
any A ∈ µ. Therefore yx ∈ µˆ.
(b) Similar to (a).
(c) By (a) and (b).
(d) By (c).
(e) Since |K(βN)| = 2c, then by (d) we have |µˆ| = 2c. 
Lemma 4.2.10. (a) Let (βN,=∼) where x =∼ y if x˜|y and y|˜x. Then
[x]∼ = µˆ for any x ∈ µˆ.
(b) K(βN) 6= µˆ.
Proof. (a) Let x ∈ µˆ, then for any y ∈ µˆ we have x ∩ µ ⊆ y and y ∩ µ ⊆ x,
so by ( Theorem 2.4.7 ) we have x˜|y and y|˜x. Thus x =∼ y for any y ∈ µˆ. If
y /∈ µˆ then x ∩ µ 6⊆ y. So x 6 |˜y. Therefore [x]∼ = µˆ for any x ∈ µˆ.
(b) Since for any x ∈ k(βN), by (Theorem 4.1.7 (a)) we have [x]m = K(βN),
and by (a) we have [x]∼ = µˆ, and since |m ⊂ |˜, then [x]m ⊂ [x]∼. Thus
K(βN) 6= µˆ. 
Corollary 4.2.11. µˆ is closed subset of βN .
Proof. By (Corollary 2.4.8 ) [x]∼ is closed and compact for any x ∈ βN .
Then by ( Lemma 4.2.10 ) µˆ is closed subset of βN . 
Lemma 4.2.12. Any subset A ⊆ N such that A ∈ x where x ∈ µˆ is piecewise
syndetic.
Proof. Let A ⊆ N such that A ∈ x, x ∈ µˆ. Analogus of proof of (Lemma
4.2.8) we have A is syndetic, and by (Lemma 4.2.3 (b)) A is piecewise syn-
detic. 
Theorem 4.2.13. (a) If x ∈ µˆ . Then x ∈ Cl(K(βN)).
(b) Cl(K(βN)) = µˆ.
(c) =∼ has one equivalence class for any x ∈ Cl(K(βN)).
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Proof. (a) Let x ∈ µˆ and let U be any open subset of βN such that x ∈ U .
So there exist a basic open subset A¯ of βN such that x ∈ A¯ ⊂ U , and since
A ∈ x then by (Lemma 4.2.12) A is piecewise syndetic.So by (Theorem 4.2.2
(c))we have U ∩ K(βN) 6= φ.Thus x ∈ Cl(K(βN)).
(b)By (Lemma 4.2.9 (d)) we have K(βN) ⊆ µˆ, so Cl(K(βN)) ⊆ CL(µˆ)
and by (Corollary 4.2.11) we have Cl(K(βN)) ⊆ µˆ. Since by (a) µˆ ⊆
Cl(K(βN)). Thus Cl(K(βN)) = µˆ.
(c) By (b) and ( Lemma 4.2.10(a) ). 
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