Consider a graph in which each edge is assigned a color. A list of spanning trees with all edges of distinct colors is obtained as the formal expansion of certain mixed discriminants. An enumerating function for spanning trees with prescribed number of edges of each color is derived. The result generalizes the matrix-tree theorem of Kirchhoff. In particular, a list of spanning forests with k trees of a graph with n + 1 vertices is obtained as the formal expansion of the sum of the principal minors of order n + 1 -k in the Kirchhoff matrix associated to the graph.
its trees induce a partition on the vertices of the graph. The weight of a forest is the product of sizes of the trees that it contains. If the edges of the graph are colored with several colors, then a spanning tree is said to be cololful if no two of its edges have the same color.
To an edge consisting of vertices i and j we attach the indeterminate xij;
if y is a multiple edge, upper indices x(i), x$5), . . . are used. Attached to the graph is a vertex-versus-vertex symmetric matrix c whose entries ciJ are defined as follows. For i # j, if 9 is a multiple edge, the entry cij is -Ck ~13); if ij is an edge of multiplicity one, cij is simply -xij; if ij is not an edge, cij = 0. The diagonal entry cii is the negative of the sum of the off-diagonal entries in the ith row, that is, cii = -Cjei cij. The matrix C is known as the
Kirchhofi mat&
of the graph. It first arose in the fundamental work of Kirchhoff on laws of electrical current [4] . Th e matrix obtained by deleting the last row and column of C will be called the reduced Kirchhoff matrix, to be denoted by L.
When all the indeterminates take value 1, the determinant of L is known to yield the number of spanning trees in the graph. Perhaps less known is the fact that
The formal expansion of the determinant of L yields a sum of square-free monomials (each monomial being the product of the indeterminates associated with the edges of a spanning tree), thus obtaining a list without repetitions of all spanning trees of the graph.
See [3, p. 651 for a proof. This result is generally known as the matrix-tree theorem. The purpose of this paper is to extend the result to colorful spanning trees. It is then possible to deduce a similar result for spanning trees in which we require a specified number of edges of each color. Finally, an analogous result for spanning forests is also obtained.
We introduce some definitions and notation. If Ak = (afj) are n X n matrices, k = 1,2, . . . , n, then their mixed discriminant, denoted by
D(A',...,
A") is defined as
--* nn aa(n) where S, denotes the set of permutations of 1,2, . . . , n.
Thus, if A = (aij), B = ( bij) are 2 x 2 matrices, then If Ak = A, k = 1,2, . . . , n then clearly, D( A', . . . , A") = ( A ( . We refer to [l] for a survey of basic properties of the mixed discriminant. We will use the fact that the mixed discriminant is a multilinear function of its arguments.
Let G be a graph with n + 1 vertices, and suppose each edge of G is colored with one of n possible colors 1,2, . . . , n. Let Gi be the subgraph of G determined by all the n + I vertices and the edges colored i, i = I, 2,. . . , s.
Let L' be the reduced Kirchhoff matrix of Gi. Then we have the following theorem.
The formal expansion of n! times the mixed discriminant of L', . . . , L" yields a sum of square-free monomials (each monomial being the product of the indeterminates associated with the edges of a color-@ spanning tree), thus producing a list without repetitions of all colorful spanning trees of the graph.
We give an example to illustrate the theorem. Consider the graph G with four vertices and edges 12, 12, 14, 23, 24, 34. Suppose the edges are colored with three colors which are denoted by 1, 2, 3. Let the colors assigned to the six edges be, respectively, 1, 2, 3, 2, 1, 3. The matrices L', L', L3 are I x14 0 0 0 0 0 x34 0 0 I . The mixed discriminant of these three matrices, upon canceling and collecting like monomials, is $ times x34 @ '23 + '34'\%24 + '14 &b23 + x14 x!23 '24.
In this small special case it is easy to verify directly that this is an exhaustive list of all colorful spanning trees. If the graph G has n + 1 vertices and if the edges are colored with s colors, s > n, we can get an enumerating function for the colorful spanning trees as follows. Choose and fix any n of the s colors and apply the theorem to get the enumerating function when only these n colors are used. Repeat the process for all z (1 possible choices, and sum the corresponding enumerating functions.
PROOF OF THE THEOREM
We use the same technique as in [3, p. 651 . First consider the case where the graph has every edge incident to vertex n + 1. Then each Li is a diagonal matrix, and the proof follows from the fact that the mixed discriminant of a sequence of diagonal matrices is the permanent of a single matrix obtained by putting together the diagonals as column vectors. We therefore assume that the graph has an edge not incident to vertex n + 1. Without loss of generality suppose that the edge is I2 and that it is of color 1. We also assume that it is the only edge between 1, 2. A similar proof can be given if there are more than one edges between 1, 2. Let M' be the matrix obtained by setting xl2 = 0 in L' and let Y' = L' -M'. Thus, Let 2' be the (n -I) x ( n -1) matrix obtained from L', i = 2,3, . . . , n, as follows. In L' add the first row to the second row and the first column to the second column, and then remove the first row and column.
The multilinearity of the mixed discriminant gives Dp.',..., L") = D( Ml, r?, . . . , L") + D(Y', L2, . . . , L").
(2)
Using the definition of the mixed discriminant it can be seen that
We have, from (2) (4)
The colorful spanning trees of G can be divided into two groups: those that do not contain edge 12 and those that do. The trees in the first group are simply the colorful spanning trees of the graph obtained by removing edge 12 from G. Using induction on the number of edges, we conclude that these trees will be listed in the formal expansion of the first term on the right-hand side of (4). The trees in the second group are in one-to-one correspondence with trees in the graph obtained from G by collapsing vertices 1, 2 into a single vertex and by removing all edges colored 1. Note that the reduced Kirchhoff matrices associated with this graph are precisely Z2, . . . , 2". Therefore, by induction assumption, these trees will be listed in the formal expansion of the second term on the right-hand side of (4). This ends the proof. The number of spanning trees of G which have ri edges of color i, i=l,2,..., n is given by n!/rl! * ' * r,! times the expression (5) in which we assign the value 1 to each indeterminate. This result was obtained in [23 using a different method of proof. It is possible to deduce similar results for spanning forests. To achieve this, attach a new vertex labeled 0 to the graph G and join it to each of the remaining vertices by one edge. Call the resulting graph c. Associate the indeterminate x to each of the edges emanating from 0. Observe that a spanning tree in c in which the vertex 0 has degree k corresponds to a spanning forest with k trees in G (the trees of the forest being the connected components in which the edges emanating from 0 have their endpoints). Conversely, to any such forest of G correspond as many such trees of c as is the weight of the forest (since the k edges to be joined to 0 can in that many ways be selected).
CONSEQUENCES OF THE THEOREM
Let r-r, . . . , I-, be nonnegative integers adding to n + 1 -k. We again consider the situation where the edges of the graph G with n + 1 vertices are colored with s colors, 1,2, . _ _ , s. Color all the edges emanating from 0 by a new color, denoted by s + 1. Let G' be the subgraph of G consisting of the same vertices as c and of all edges colored i, i = 1,2, . . , s + 1. Notice that for i = 1,2,. . . , s, the reduced Kirchhoff matrix of G' is simply C", the Kirchhoff matrix of G', if we agree to delete the row and column corresponding to 0 for obtaining the reduced matrix. Moreover, the reduced Kirchhoff matrix of GS+l is just the identity matrix of order n + 1. The connection between the spanning forests of G and the spanning trees of ?? pointed out earlier allow us to deduce the following result.
The list of spanning forests of G (multiplied by their respective weights) with
k trees and containing precisely ri edges of color i, i = 1,2, . . . , s, is given by (n + l)!/rr! . * * r,!k! times the formal expansion of ',.:.,C';...;,"',.:.,C9;!,._.,!   , (6) rl rs k
As a very special case of the result above, consider the situation where s = 1. Thus all edges of G are colored with color 1, whereas all edges emanating from 0 are colored with color 2. Then the list of all spanning forests of G (multiplied by their respective weights) with k trees is given by (n + l)!/( n + 1k)!k! times the formal expansion of (7)
nfl-k k
It is easily seen, using the definition of the mixed discriminant, that (n + l)!/(n + 1k)!k! t imes the expression in (7) is precisely the sum of principal minors of C of order n + 1k. We summarize this as the next result.
The spanning forests with k trees of a graph with n + 1 vertices, listed as square-free monomials multiplied by the weight of the spanning forests to whom they correspond, are obtained as the sum of the formal expansion of the principal minors of order n + 1k in C.
The matrix-tree theorem is obtained when k is 1.
Suppose G is a graph with an even number, say 2m, of vertices. A l-factor of G is a set of m pairwise disjoint edges. Thus a spanning forest of G of m trees is a l-factor if and only if the weight of the forest is 2m, and therefore we can read off the l-factors of G from the list of spanning forests with m trees. We conclude with the remark that the results of the present paper should be seen as an illustration of the possibilities of using the mixed discriminant for graph-theoretic enumeration.
They are not meant for actual computations. As pointed out by the referee, the problem of evaluating even a numerical mixed discriminant is very likely to be computationally intractable because permanent evaluation is a special case of this (see [I] ) and permanent evaluation is a " #P-complete" problem. 
