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Linear Reduced-Rank Interference Suppression for
DS-UWB Systems Using Switched
Approximations of Adaptive Basis Functions
Sheng Li, Rodrigo C. de Lamare and Rui Fa
Abstract—In this work, we propose a novel low-complexity
reduced-rank scheme and consider its application to linear
interference suppression in direct-sequence ultra-wideband
(DS-UWB) systems. Firstly, we investigate a generic reduced-
rank scheme that jointly optimizes a projection vector and a
reduced-rank filter by using the minimum mean-squared error
(MMSE) criterion. Then a low-complexity scheme, denoted
switched approximation of adaptive basis functions (SAABF),
is proposed. The SAABF scheme is an extension of the generic
scheme, in which the complexity reduction is achieved by
using a multi-branch framework to simplify the structure
of the projection vector. Adaptive implementations for the
SAABF scheme are developed by using least-mean squares
(LMS) and recursive least-squares (RLS) algorithms. We also
develop algorithms for selecting the branch number and the
model order of the SAABF scheme. Simulations show that
in the scenarios with severe inter-symbol interference (ISI)
and multiple access interference (MAI), the proposed SAABF
scheme has fast convergence and remarkable interference
suppression performance with low complexity.
Index Terms–UWB systems, adaptive filters, reduced-rank
methods, interference suppression.
I. INTRODUCTION
Ultra-wideband (UWB) technology [1]-[5] is a promising
short-range wireless communication technique with the po-
tential to achieve high data rates. In 2005, direct-sequence
ultra-wideband (DS-UWB) [6]-[10] was proposed as a possi-
ble standard physical layer technology for wireless personal
area networks (WPANs) [10]. For DS-UWB systems, the
huge transmission bandwidths introduce a high degree of
diversity at the receiver due to a large number of re-
solvable multipath components (MPCs) [11]. In multiuser
scenarios, the receiver is required to mitigate the multiple-
access interference (MAI) and the inter-symbol interference
(ISI) effectively with affordable complexity. Possible solu-
tions of interference suppression include the linear schemes
and nonlinear schemes such as the successive interference
cancelation (SIC) [13] and decision feedback (DF) [14]
schemes. For DS-UWB communications, the major chal-
lenge for the interference suppression schemes is to obtain
fast convergence and satisfactory steady state performance
in dense-multipath environments. In conventional full-rank
Copyright (c) 2010 IEEE. Personal use of this material is permitted.
However, permission to use this material for any other purposes must be
obtained from the IEEE by sending a request to pubs-permissions@ieee.org.
This work is supported by the Department of Electronics, University
of York. The authors are with the Communications Research Group,
Department of Electronics, University of York, York, YO10 5DD, UK (e-
mail: {sl546,rcdl500 and rf533}@ohm.york.ac.uk).
adaptive algorithms, a long filter length is required for DS-
UWB systems and hence, these algorithms confront slow
convergence and poor tracking performance.
To overcome the drawbacks of the full-rank algorithms
in UWB communications, reduced-rank schemes have been
recently considered. A reduced-order finger selection linear
MMSE receiver with RAKE-based structures have been
proposed in [16], which requires the knowledge of the
channel and the noise variance. Solutions for reduced-rank
channel estimation and synchronization in single-user UWB
systems have been proposed in [17]. For multiuser detection
in UWB communications, reduced-rank schemes have been
developed in [18]-[20] requiring knowledge of the multipath
channel. The reduced-rank filtering techniques have faster
convergence than the full-rank algorithms [21]-[40] and
the well-known reduced-rank techniques include the eigen-
decomposition methods such as the principal components
(PC) [23] and the cross-spectral metric (CSM) [24], the
Krylov subspace methods such as the powers of R (POR)
[22], the multistage Wiener filter (MSWF) [25],[27] and the
auxiliary vector filtering (AVF) [30]. Eigen-decomposition
methods are based on the eigen-decomposition of the esti-
mated covariance matrix of the input signal. These methods
have very high computational complexity and the perfor-
mance is Compared with the full-rank linear filtering tech-
niques, the MSWF and AVF methods have faster conver-
gence speed with a much smaller filter size. However, their
computational complexity is still very high.
In this paper, we firstly investigate a generic reduced-rank
scheme with joint and iterative optimization of a projection
vector and a reduced-rank linear estimator to minimize the
mean square error (MSE) cost function. Since information is
exchanged between the projection matrix and the reduced-
rank filter for each adaptation, this generic scheme outper-
forms other existing reduced-rank schemes. However, in this
generic scheme, a large projection vector is required to be
updated for each time instant and hence introduces high
complexity. In order to obtain a low-complexity configura-
tion of the generic scheme and maintain the performance,
we propose the novel switched approximation of adaptive
basis functions (SAABF) scheme. The basic idea of the
SAABF scheme is to simplify the design of the projection
vector by using a multiple-branch framework such that the
number of coefficients to be adapted in the projection vector
is reduced and hence achieve the complexity reduction. The
LMS and RLS adaptive algorithms are then developed for
the joint adaptation of the shortened projection vector and
2the reduced-rank filter. We also propose adaptive algorithms
for branch number selection and model order adaptation.
The main contributions of this work are listed below.
• A novel low-complexity reduced-rank scheme is pro-
posed for interference suppression in DS-UWB system.
• LMS and RLS adaptive algorithms are developed for
the proposed scheme.
• Algorithms for selecting the scheme parameters are
proposed.
• The relationships between the proposed SAABF
scheme, the generic scheme and the full-rank scheme
are established.
• Simulations are performed with the IEEE 802.15.4a
channel model and severe ISI and MAI are assumed
for the evaluation of the proposed scheme.
The rest of this paper is structured as follows. Section
II presents the DS-UWB system model. In Section III, the
design of the generic reduced-rank scheme is detailed. The
proposed SAABF scheme is described in Section IV and
the adaptive algorithms and the complexity analysis are
presented in Section V. The proposed adaptive algorithms
for selecting the key parameters of the SAABF scheme are
described in Section VI. Simulations results are shown in
Section VII and conclusions are drawn in Section VIII.
II. DS-UWB SYSTEM MODEL
In this work, we consider the uplink of a binary phase-shift
keying (BPSK) DS-UWB system with K users. A random
spreading code sk is assigned to the k-th user. The spreading
gain is Nc = Ts/Tc, where Ts and Tc denote the symbol
duration and chip duration, respectively. The transmit signal
of the k-th user, k = 1, 2, . . . ,K , can be expressed as
x(k)(t) =
√
Ek
∞∑
i=−∞
Nc−1∑
j=0
pt(t−iTs−jTc)sk(j)bk(i), (1)
where bk(i) ∈ {±1} denotes the BPSK symbol for the
k-th user at the i-th time instant, sk(j) denotes the j-th
chip of the spreading code sk. Ek denotes the transmission
energy. pt(t) is the pulse waveform of width Tc. For UWB
communications, widely used pulse shapes include the Gaus-
sian waveforms, raised-cosine pulse shaping and root-raised
cosine (RRC) pulse shaping [7],[10]. Throughout this paper,
the pulse waveform pt(t) is modeled as the RRC pulse with
a roll-off factor of 0.5 [8],[10] and [15].
The channel model considered is the IEEE 802.15.4a
standard channel model for the indoor residential non-line
of sight (NLOS) environment [41]. This standard chan-
nel model includes some generalizations of the Saleh-
Valenzuela model and takes the frequency dependence of
the path gain into account [42]. In addition, the 15.4a
channel model is valid for both low-data-rate and high-
data-rate UWB systems [42]. For the k-th user, the channel
impulse response (CIR) of the standard channel model is
hk(t) =
∑Lc−1
u=0
∑Lr−1
v=0 αu,ve
jφu,vδ(t − Tu − Tu,v), where
Lc denotes the number of clusters, Lr is the number of
multipath components (MPCs) in one cluster. αu,v is the
fading gain of the v-th MPC in the u-th cluster, φu,v is
uniformly distributed in [0, 2pi). Tu is the arrival time of
the u-th cluster and Tu,v denotes the arrival time of the v-
th MPC in the u-th cluster. For the sake of simplicity, we
express the CIR as
hk(t) =
L−1∑
l=0
hk,lδ(t− lTτ), (2)
where hk,l and lTτ present the complex-valued fading factor
and the arrival time of the l-th MPC (l = uLc + v),
respectively. L = TDS/Tτ denotes the total number of
MPCs where TDS is the channel delay spread. Note that, in
order to achieve high data-rate communications, the channel
delay spread is assumed significantly larger than one symbol
duration. Hence, the received signal encounters severe ISI.
Assuming that the timing is acquired, the received signal
can be expressed as
z(t) =
K∑
k=1
L−1∑
l=0
hk,lx
(k)(t− lTτ) + n(t),
where n(t) is the additive white gaussian noise (AWGN)
with zero mean and a variance of σ2n. This signal is
first passed through a chip-matched filter (CMF) and then
sampled at the chip rate. We select a total number of
M = (Ts + TDS)/Tc observation samples for the detection
of each data bit, where Ts is the symbol duration, TDS is the
channel delay spread and Tc is the chip duration. Assuming
the sampling starts at the zero-th time instant, then the m-th
sample can be expressed as rm =
∫ (m+1)Tc
mTc
z(t)pr(t) dt,
where m = 1, 2, . . . ,M , pr(t) = p∗t (−t) denotes the CMF
and (·)∗ denotes the complex conjugation. After the chip-rate
sampling, the discrete-time received signal for the i-th data
bit can be expressed as r(i) = [r1(i), r2(i), . . . , rM (i)]T ,
where (·)T is the transposition. We can further express it in
a matrix form as
r(i) =
K∑
k=1
√
EkPrHkPtskbk(i) + η(i) + n(i), (3)
where Hk is the Toeplitz channel matrix for the k-
th user with the first column being the CIR of hk =
[hk(0), hk(1), . . . , hk(L−1)]
T zero-padded to length MH =
(Ts/Tτ )+L−1. Matrix Pr represents the CMF and chip-rate
sampling with the size M -by-MH . Pt denotes the (Ts/Tτ)-
by-Nc pulse shaping matrix. The vector η(i) denotes the ISI
from 2G adjacent symbols, where G denotes the minimum
integer that is larger than or equal to the scalar term TDS/Ts.
Here, we express the ISI vector in a general form that is
given by
η(i) =
K∑
k=1
G∑
g=1
√
EkPrH
(−g)
k Ptskbk(i− g)
+
K∑
k=1
G∑
g=1
√
EkPrH
(+g)
k Ptskbk(i+ g),
(4)
3where the channel matrices for the ISI are given by
H
(−g)
k =
[
0 H
(u,g)
k
0 0
]
; H
(+g)
k =
[
0 0
H
(l,g)
k 0
]
. (5)
Note that the matrices H(u,g)k and H
(l,g)
k have the same size
as Hk, which is MH -by-(Ts/Tτ ), and can be considered as
the partitions of an upper triangular matrix Hup and a lower
triangular matrix Hlow, respectively, where
Hup =


hk(L − 1) . . . hk(L−
TDS−(g−1)Ts
Tτ
)
.
.
.
.
.
.
hk(L− 1)

 ;
Hlow =


hk(0)
.
.
.
.
.
.
hk(
TDS−(g−1)Ts
Tτ
− 2) . . . hk(0)

 .
These triangular matrices have the row-dimension of [TDS−
(g− 1)Ts]/Tτ − 1 = L− (g− 1)Ts/Tτ − 1. Note that when
the channel delay spread is large, the row-dimension of these
triangular matrices could surpass the column dimension of
the matrix Hk, which is Ts/Tτ . Hence, in case of
L−(g−1)Ts/Tτ−1 > Ts/Tτ , i.e. L > gTs/Tτ+1, (6)
the matrix H(u,g)k is the last Ts/Tτ columns of the upper
triangular matrix Hup and H(l,g)k is the first Ts/Tτ columns
of the lower triangular matrix Hlow. When L < gTs/Tτ+1,
H
(u,g)
k = Hup and H
(l,g)
k = Hlow. It is interesting to
review the expression of the ISI vector via its physical
meaning, since the row-dimension of the matrices H(u,g)k
and H(l,g)k , which is L − (g − 1)Ts/Tτ − 1, reflects the
time domain overlap between the data symbol b(i) and the
adjacent symbols of b(i− g) and b(i+ g).
In order to estimate the data bit, an M -dimensional full-
rank filter w(i) can be employed to minimize the MSE cost
function:
JMSE(w(i)) = E[|d(i)−w
H(i)r(i)|2], (7)
where d(i) is the desired signal, (·)H denotes the Hermitian
transpose and E[·] represents the expected value. Without
loss of generality, we consider user 1 as the desired user
and omit the subscript of this user for simplicity. The optimal
solution that minimizes (7) is given by
wo = R
−1p, (8)
where R = E[r(i)rH(i)] is the correlation matrix of the
discrete-time received signal r(i) and p = E[d∗(i)r(i)]
is the cross-correlation vector between r(i) and d(i). The
corresponding MMSE can be expressed as:
MMSEf = σ
2
d − p
HR−1p, (9)
where σ2d is the variance of the desired signal. Full-rank
adaptive algorithms can update w(i) to approach the optimal
solution in (8). The final decision is made by bˆ(i) =
sign(ℜ[wH(i)r(i)]), where sign(·) is the algebraic sign func-
tion and ℜ(·) represents the real part of a complex number.
The full-rank adaptive filters experience slow convergence
rate in DS-UWB systems because of the long channel delay
spread. In order to accelerate the convergence and increase
the robustness against interference, we propose a generic
reduced-rank scheme in what follows.
III. GENERIC REDUCED-RANK SCHEME AND PROBLEM
STATEMENT
Reduced-rank signal processing can be divided into two
parts: an M -by-D projection matrix that projects the M -
dimensional received signal onto a D-dimensional subspace
(where D ≪M ), and a D-dimensional reduced-rank linear
filter that produces the output. The projection stage of the
reduced-rank schemes is given by
r¯(i) = TH(i)r(i), (10)
where r¯(i) is the reduced-rank signal and T(i) is the
projection matrix that can be expressed as
T(i) = [φ1(i), · · · ,φd(i), · · ·φD(i)], (11)
where {φd(i)| d = 1, . . . , D} are the M -dimensional
basis vectors. The vector r¯(i) is then passed through a D-
dimensional linear filter. The MMSE solution of such a filter
is
w¯o = R¯
−1p¯, (12)
where R¯ = E[r¯(i)r¯H(i)] and p¯ = E[d∗(i)r¯(i)].
In reduced-rank schemes, the main challenge is how to
effectively design the projection matrix T(i). In order to
simplify the expression of the proposed SAABF scheme in
later sections, the reduced-rank signal is expressed as
r¯(i) = TH(i)r(i)
=


rT (i)
rT (i)
.
.
.
rT (i)


D×MD


φ1(i)
φ2(i)
.
.
.
φD(i)


∗
MD×1
= Rin(i)t(i),
(13)
where the projection matrix is transformed into a vector
form, and t(i) is called projection vector in what follows.
It can be shown that the d-th element in the reduced-rank
signal is r¯d(i) = rT (i)φ∗d(i), where d = 1, . . . , D. The
generic reduced-rank scheme is proposed to jointly and
iteratively adapt the projection vector and the reduced-rank
linear estimator to minimize the MSE cost function
JMSE(w¯(i), t(i)) = E[|d(i)− w¯
H(i)Rin(i)t(i)|
2]. (14)
The MMSE solution of the reduced-rank filter in the generic
scheme has the same form as (12). By setting the gradient
vector of (14) with respect to t(i) to a null vector, the
optimum projection vector is given by
topt = R
−1
w pw. (15)
4where Rw = E[RHin(i)w¯(i)w¯H(i)Rin(i)] and pw =
E[d(i)RHin(i)w¯(i)]. The MMSE of the generic scheme can
be expressed as:
MMSEg = σ
2
d − p¯
HR¯−1p¯. (16)
Note that when adaptive algorithms are implemented to
estimate w¯o and topt, w¯(i) is a function of t(i) and t(i) is
a function of w¯(i). Thus, the joint MMSE design is not in a
closed form and one possible solution for such optimization
problem is to jointly and iteratively adapt these two parts
with an initial guess. The joint-adaptation is operated as
follow: for the i-th time instant, w¯(i) is obtained with
the knowledge of t(i − 1) and w¯(i − 1), then t(i) is
updated with t(i−1) and w¯(i). The iterative-adaptation is to
repeat the joint-adaptation until the satisfactory estimates are
obtained. Hence, the number of iterations are environment
dependent. Compared with existing reduced-rank schemes
such as MSWF [28] and AVF [31], this generic scheme
enables the projection vector and the reduced-rank filter to
exchange information at each iteration. This feature leads
to a more effective operation of the adaptive algorithms.
However, the drawback of such a feature is that we cannot
obtain a closed form design. It will be illustrated by the
simulation results that this generic scheme outperforms the
MSWF [28] and AVF [31] with a few iterations.
Note that in DS-UWB systems where the length of the
full-rank received signal M is large, the complexity of
updating the MD-dimensional projection vector is very
high. In order to reduce the complexity of this generic
scheme,we propose the following SAABF scheme.
IV. PROPOSED SAABF SCHEME AND FILTER DESIGN
In this section we detail the proposed switched ap-
proximation of adaptive basis functions (SAABF) scheme,
whose primary idea is to constrain the structure of the
MD-dimensional projection vector t(i), using a multiple-
branch framework such that the number of coefficients to
be computed is substantially reduced. The block diagram
of the proposed SAABF scheme is shown in Fig.1. There
are C branches in the SAABF scheme. For each branch, a
projection vector is equivalent to a projection matrix Tc(i) =
[φc,1(i), · · · ,φc,d(i), · · ·φc,D(i)], where c = [1, 2, · · · , C],
d = [1, 2, · · · , D] and the M -dimensional adaptive basis
function is given by
φc,d(i) =

 0zc,d×qIq
0(M−q−zc,d)×q


M×q
ϕd(i) = Zc,dϕd(i),
(17)
where zc,d is the number of zeros before the q-by-1 function
ϕd(i) (where q ≪M ), which is called the inner function in
what follows. The matrix Zc,d consists of zeros and ones.
With an q-by-q identity matrix Iq in the middle, the zero
matrices have the size of zc,d-by-q and (M − q−zc,d)-by-q,
respectively. Hence, we can express the projection vector as
tc(i) =
[
φTc,1(i),φ
T
c,2(i), · · · ,φ
T
c,D(i)
]H
=


Zc,1
Zc,2
.
.
.
Zc,D




ϕ1(i)
ϕ2(i)
.
.
.
ϕD(i)


∗
= Pcψ(i),
(18)
where the MD-by-qD block diagonal matrix Pc is called
position matrix which determines the positions of the q-
dimensional inner functions and ψ(i) denotes the qD-
dimensional projection vector which is constructed by the
inner functions. For each time instant, the rank-reduction
in the SAABF scheme is achieved by selecting the position
matrix P(i) instantaneously from a set of pre-stored position
matrices Pc, where c = 1, . . . , C, and updating the ψ(i).
Compared with (13), equation (18) shows the constraint we
use in the SAABF scheme. With the multi-branch structure,
the dimension of the projection vector is shortened from
MD to qD.
For simplicity, we denote the proposed scheme with its
main parameters as ’SAABF (C,D,q)’, where C is the
number of branches, D is the length of the reduced-rank
filter and q is the length of the inner function. Note that in
the case of the SAABF (1,D,M), where C = 1 and q =M ,
the proposed scheme is equivalent to the generic scheme
described in Section III. For the SAABF (1,1,M), where
C = 1, D = 1 and q = M , the proposed scheme can be
considered to be a full-rank scheme. All these equivalences
are proved in the appendix B, which shows the optimal
solutions in these scenarios will lead to the same MMSE.
It is interesting to note that the adaptation in the proposed
SAABF scheme can be considered a hybrid adaptive tech-
nique, which includes a discrete parameter optimization for
choosing the instantaneous position matrix and a continuous
filter design for adapting the projection vector and the
reduced-rank filter. In what follows, we detail the discrete
parameter optimization and the filter design.
A. Discrete Parameter Optimization
In this section, the selection rule for choosing P(i)
is introduced and the designs of the pre-stored position
matrices Pc are detailed. The problem of computing the
optimal P(i) is a discrete optimization problem since P(i)
can be considered as a time independent parameter which
is selected from a set of pre-stored matrices at each time
instant for minimizing the instantaneous squared error. The
output signal of each branch is given by
yc(i) = w¯
H(i)Rin(i)tc(i) = w¯
H(i)Rin(i)Pcψ(i),
where the corresponding error signal is ec(i) = d(i)−yc(i).
Hence, the selection rule can be expressed as
copt = arg min
c∈{1,...,C}
|ec(i)|
2, e(i) = ecopt(i), P(i) = Pcopt .
(19)
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Fig. 1. Block diagram of the proposed reduced-rank linear receiver using the SAABF scheme.
As shown in (17) and (18), the position matrices are distin-
guished by the values of zc,d. The optimal way for selecting
zc,d is to test all the possibilities of the position matrices
and choose a structure which corresponds to the minimum
squared error. However, in the DS-UWB system, the number
of possible positions is (M − q)D , where M is much larger
than q and D, say M = 112 and q = D = 3. Therefore,
it is too expensive to find the optimal position matrix from
such a huge number of possibilities. Hence, we design a
small number of C pre-stored position matrices that enables
us to find a sub-optimum instantaneous position matrix that
provides an attractive tradeoff between performance and
complexity. Note that the number C can be considered as
a system parameter for the designer, increasing the number
of position matrices will benefit the performance but also
increase the complexity. In section VI-A, we propose a
branch number selection algorithm to determine the C within
a given range to decrease the averaged required number of
branches while maintaining the performance.
For designing the pre-stored matrices, we propose a
simple deterministic way to set the values of zc,d as follows
zc,d = ⌊
M
D
⌋ × (d− 1) + (c− 1)q, (20)
where c = 1, . . . , C and d = 1, . . . , D. Bearing in mind the
matrix form shown in (17) and (18), the first MD-by-qD
position matrix P1 can be expressed as
P1 =


Iq
0M−q
0⌊M
D
⌋
Iq
0M−q−⌊M
D
⌋
.
.
.
0⌊M
D
⌋(D−1)
Iq
0M−q−⌊M
D
⌋(D−1)


,
(21)
where all the zero and identity matrices have q columns and
the subscripts denote the number of rows of these matrices.
We remark that the proposed approach arranges the q-by-
q identity matrices in a simple fixed sliding pattern. This
then allows efficient generation of the remaining position
matrices. For example, the second projection matrix P2 can
be considered as a shifted version of P1, in which each
column has been shifted down by q elements. It should
be noted that the pre-stored position matrices can also be
generated randomly, in which approach the values of zc,d
are set randomly. However, the random method will require
extra storage space for all the pre-stored matrices and the
performance of this method is inferior to the proposed
deterministic method.
B. Filter Design
After determining the position matrix P(i), the LS design
of the reduced-rank filter and the projection vector can be
developed to minimize the following cost function
JLS(w¯(i),ψ(i)) =
i∑
j=1
λi−j |d(j)−w¯H(i)Rin(j)P(i)ψ(i)|
2,
(22)
where λ is a forgetting factor. Firstly, we calculate the
gradient of (22) with respect to w¯(i), which is
gLSw¯∗(i) = −p¯wLS(i) + R¯wLS(i)w¯(i), (23)
where p¯wLS(i) =
∑i
j=1 λ
i−jd∗(j)r¯(j) and R¯wLS(i) =∑i
j=1 λ
i−j r¯(j)r¯H(j). Assuming that ψ(i) is fixed, the LS
solution of the reduced-rank filter is
w¯LS(i) = R¯
−1
wLS
(i)p¯wLS(i). (24)
Secondly, we examine the gradient of (22) with respect to
ψ(i), which is
gLSψ∗(i) = −pψLS(i) +RψLS(i)ψ(i), (25)
where pψLS(i) =
∑i
j=1 λ
i−jd(j)rψ(j),
RψLS(i) =
∑i
j=1 λ
i−jrψ(j)r
H
ψ (j)ψ(i) and
6rψ(j) = P
H(j)RHin(j)w¯(j). With the assumption that
w¯(i) is fixed, the LS solution of the projection vector is
ψLS(i) = R
−1
ψLS
(i)pψLS(i). (26)
Finally, (24) and (26) summarize the LS design of the
reduced-rank filter and the projection vector in the SAABF
scheme. A discussion on the optimization of the SAABF
scheme is presented in appendix A.
V. ADAPTIVE ALGORITHMS
In this section, joint LMS and RLS algorithms are devel-
oped for estimating the reduced-rank filter and the projection
vector. The complexity analysis is also given to compare the
computational load of existing and the proposed algorithms.
We remark that in the SAABF scheme, when a number of
branches are implemented, the joint adaptation only requires
one iteration for each time instant.
A. LMS Version
The joint LMS version of the SAABF scheme is devel-
oped to minimize the MSE cost function:
JMSE(w¯(i),ψ(i)) = E[|d(i)− w¯
H(i)Rin(i)P(i)ψ(i)|
2],
(27)
where P(i) is the instantaneous position matrix. The MMSE
solution of the SAABF scheme is shown in the appendix B.
At the i-th time instant, we firstly determine the instanta-
neous position matrix with the selection rule (19). Then, the
reduced-rank filter weight vector w¯(i) can be updated with
the LMS algorithm [43]. Taking the gradient vector of (27)
with respect to w¯(i) and using the instantaneous values of
the gradient vector, the adaptation equation for the reduced-
rank filter is given by
w¯(i+ 1) = w¯(i) + µwRin(i)P(i)ψ(i)e
∗(i), (28)
where µw is the step size. With the knowledge of the updated
reduced-rank filter, the projection vector can be adapted to
minimize the cost function (27). Taking the gradient vector
of (27) with respect to ψ(i) and using the instantaneous
estimate of the gradient vector, the adaptation equation for
the projection vector is obtained as
ψ(i+ 1) = ψ(i) + µψP
H(i)RHin(i)w¯(i+ 1)e(i), (29)
where µψ is the step size. We summarize the LMS version
of the SAABF scheme in Table I.
B. RLS Version
Let us consider the RLS design of the SAABF scheme,
which can be developed to minimize the cost function shown
in (22). The instantaneous position matrix is determined
with the selection rule (19). The reduced-rank filter will be
updated first. The gradient of (22) with respect to w¯(i) is
shown in (23). By applying the matrix inversion lemma to
R¯wLS(i), we obtain its inverse matrix in a recursive way as
R¯−1wLS(i) = λ
−1R¯−1wLS(i−1)−λ
−1Kw(i)r¯
H(i)R¯−1wLS(i−1),
(30)
where Kw(i) =
(
R¯−1wLS(i − 1)r¯(i)
)
/
(
λ + r¯H(i)R¯−1wLS(i −
1)r¯(i)
)
. In order to obtain a recursive update equation, we
express the vector p¯wLS(i) as
p¯wLS(i) = λp¯wLS (i− 1) + d
∗(i)r¯(i). (31)
By substituting (30) and (31) into (23) and setting the
gradient to zero, we obtain the RLS adaptation equation for
the reduced-rank filter as
w¯(i) = w¯(i− 1) +Kw(i)e
∗(i). (32)
With the knowledge of the updated reduced-rank filter, we
can adapt the projection vector to minimize the cost function
(22). The gradient of (22) with respect to ψ(i) is shown in
(25).
In order to obtain the recursive update equation for the
projection vector, we express pψLS(i) in a recursive form
as:
pψLS(i) = λpψLS (i− 1) + d(i)rψ(i), (33)
where rψ(j) = PH(j)RHin(j)w¯(j).
Applying the matrix inversion lemma to RψLS(i), we
obtain its inverse recursively
R−1ψLS(i) = λ
−1R−1ψLS(i− 1)−λ
−1Kψ(i)r
H
ψ (i)R
−1
ψLS
(i− 1),
(34)
where Kψ(i) =
(
R−1ψLS(i − 1)rψ(i)
)
/
(
λ + rHψ (i)R
−1
ψLS
(i −
1)rψ(i)
)
. By substituting (33) and (34) into (25) and setting
the gradient to zero, we obtain the RLS adaptation equation
for the projection vector
ψ(i) = ψ(i − 1) +Kψ(i)e(i). (35)
The RLS version of the SAABF scheme is summarized in
Table I.
C. Complexity Analysis
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Fig. 2. The computational complexity of the linear adaptive algorithms.
The computational complexity for different adaptive algo-
rithms with respect to the number of complex additions and
7TABLE II
COMPLEXITY ANALYSIS
Algorithm Complex Additions Complex Multiplications
Full-Rank LMS 2M 2M + 1
Full-Rank RLS 3M2 +M 4(M2 +M)
MSWF-LMS DM2 + (D + 2)M (D + 1)M2 + (3D + 2)M + 2D + 1
MSWF-RLS DM2 + (D + 2)M + 3D2 −D (D + 1)M2 + (3D + 2)M + 4(D2 +D)
AVF (3D + 1)M2 +M − 2D − 1 (5D + 2)M2 + (D + 1)M
SAABF(C,D,q)-LMS qD(C + 1) − CD + C +D DM + 2Dq(C + 1) +D + 2
SAABF(C,D,q)-RLS 4(qD)2 + CD(q − 1) + 3D2 + C +D DM + 5(qD)2 + 2CDq + 4D2 + 3Dq + 3D
TABLE I
PROPOSED ADAPTIVE ALGORITHMS.
LMS :
Step 1: Initialization:
ψ(0)=ones(qD, 1) and w¯(0)=zeros(D, 1)
Set values for µw and µψ
Generate the position matrices P1, . . . , PC
Step 2: For i=0, 1, 2, . . . .
(1) Compute the error signals ec(i) for each branch,
(2) Select the branch copt = argminc∈{1,...,C} |ec(i)|2,
(3) Set the instantaneous position matrix P(i)=Pcopt ,
(4) Update w¯(i+ 1) using (28)
(5) Update ψ(i+ 1) using (29).
RLS :
Step 1: Initialization:
ψ(0)=ones(qD, 1) and w¯(0)=zeros(D, 1)
R¯
−1
wLS (0)=ID/δw and R
−1
ψLS
(0)=IqD/δψ
Set values for λ, δw and δψ
Generate the position matrices P1, . . . , PC
Step 2: For i=1, 2, . . . .
(1) Compute the error signals ec(i) for each branch,
(2) Select the branch copt = argminc∈{1,...,C} |ec(i)|2,
(3) Set the instantaneous position matrix P(i)=Pcopt ,
(4) Update w¯(i) = w¯(i − 1) +Kw(i)e∗(i),
(5) Update R¯−1wLS (i) using (30),(6) Update ψ(i) = ψ(i− 1) +Kψ(i)e(i),
(7) Update R−1
ψLS
(i) using (34).
complex multiplications for each processed data bit is shown
in Table II. We compare the complexity of the full-rank LMS
and RLS, the LMS and RLS versions of the MSWF, the
AVF and the proposed SAABF scheme. The quantity M
is the length of the full-rank filter, D is the dimension of
the subspace, C is the number of branches in the SAABF
scheme and q is the length of the inner function. In Fig.2,
the number of complex multiplications of the linear adaptive
algorithms are shown as a function of M . We remark that
the complexity of the receiver with the proposed SAABF
scheme is linearly proportional to the length of the received
signal and is much lower than the existing reduced-rank
schemes in the large signal length scenarios. It should be
noted that for each time instant the SAABF scheme requires
one simple search procedure, which will select the minimum
squared-error from a C-dimensional error vector.
There is an extremely simple configuration of the pro-
posed scheme that can be expressed as SAABF (C,D,1),
in which the length of the inner function is only 1 and
the projection vector ψ(i) is fixed to its initial value of
ψ(i) = ones(D, 1). This feature significantly reduces the
complexity of the SAABF scheme and the performance of
this configuration will be illustrated with simulation results.
VI. MODEL ORDER AND PARAMETER ADAPTATION
In the SAABF (C,D,q) scheme, the computational com-
plexity and the performance are highly dependent on the
values of the parameter C and the model order D and q.
Although we can set suitable values for these parameters
in a specific operation environment with some performance
requirements, the best tradeoffs between the complexity and
performance usually can not be obtained. In order to choose
these parameters automatically and effectively in different
environments, we propose adaptive algorithms as follows.
A. Branch Number Selection
The algorithm for selecting the sub-optimum branch num-
ber is developed with the observations: all the branches will
be used at least once but there are some branches that are
more likely to be selected; for a target squared-error, with
a given number of branches, it is unnecessary to test all
of them at each time instant, we can choose the first one
that assures the target. With these observations and assuming
that D and q are fixed, we propose an algorithm to select
the number of branches. Firstly, we set a minimum and a
maximum number of branches, denoted as Cmin and Cmax,
respectively. Then, we define a threshold γ that is related to
the MMSE. For each time instant, we test the first Cmin
branches, if the MSE target is not assured, we test the
(Cmin + 1)-th branch and so on. We stop the search when
the target is achieved or the maximum allowed number of
branches Cmax is reached. The proposed algorithm can be
expressed as
Cr(i) = arg min
c∈{Cmin,...,Cmax}
[|e2c(i)− e
2
MMSE| < γ], (36)
where ec(i) = d(i)−w¯H(i)Rin(i)Pcψ(i) is the error signal
corresponding to the c-th branch and Cr(i) represents the
required number of branches at the i-th time instant. Note
that the eMMSE is the ideal minimum error signal and we
can replace it with a given value for the target environment.
The aim of this selection algorithm is to reduce the average
number of used branches while maintaining the BER (or
MSE) performance.
8B. Rank Adaptation
The computational complexity and the performance of
the novel SAABF reduced-rank scheme is sensitive to the
determined rankD. Unlike prior work that used the approach
proposed in [25], we develop a rank adaptation algorithm
based on the a posteriori LS cost function to estimate
the MSE, which is a function of the parameters w¯HD (i),
Rin,D(i), PD(i) and ψD(i)
CD(i) =
i∑
n=0
λi−nD |d(i)− w¯
H
D (i)Rin,D(i)PD(i)ψD(i)|
2,
(37)
where λD is a forgetting factor. Since the optimal rank
can be considered as a function of the time index i [25],
the forgetting factor is required and allows us to track the
optimal rank. We assume that the number of branches C
and the length of the inner function q are fixed. For each
time instant, we update a reduced-rank filter w¯M(i) and
a projection vector ψM (i) with the maximum rank Dmax,
which can be expressed as
w¯M(i) = [w¯M,1(i), . . . , w¯M,D(i), . . . , w¯M,Dmax(i)]
T
ψM(i) = [ψM,1(i), . . . , ψM,qD(i), . . . , ψM,qDmax(i)]
T .
(38)
After the adaptation, we test values of D within the range
Dmin to Dmax. For each tested rank, we use the following
estimators
w¯D(i) = [w¯M,1(i), . . . , w¯M,D(i)]
T
ψD(i) = [ψM,1(i), . . . , ψM,qD(i)]
T .
(39)
The position matrices for different model orders can be pre-
stored and the instantaneous position matrix PD(i) can be
determined by the decision rule as shown in (19). After
selecting the position matrix and given the input data matrix,
we substitute (39) into (37) to obtain the value of CD(i),
where D ∈ {Dmin, . . . , Dmax}. The proposed algorithm can
be expressed as
Dopt(i) = arg min
D∈{Dmin,...,Dmax}
CD(i). (40)
We remark that the complexity of updating the reduced-
rank filter and the projection vector in the proposed rank
adaptation algorithm is the same as the SAABF (C,Dmax,q),
since we only adapt the w¯M(i) and ψM(i) for each time
instant. However, additional computations are required for
calculating the values of CD(i) and selecting the minimum
value of a (Dmax − Dmin + 1)-dimensional vector that
corresponds to a simple search and comparison.
C. Inner Function Length Selection
In the SAABF scheme, the length of the inner function
is also a sensitive parameter that affects the complexity and
the overall performance. In this work, we apply the similar
idea used for the rank adaptation, to select the optimal value
of q. The criterion to choose qopt is that it minimizes the
following cost function
Cq(i) =
i∑
n=0
λi−nq |d(i)− w¯
H(i)Rin(i)Pq(i)ψq(i)|
2, (41)
where the forgetting factor λq is applied, since we observe
that in the SAABF scheme, the length of q plays a similar
role as the rank D and the optimal q can change as a function
of the time index i.
When the model order D and the branch number C are
fixed, for each time instant, we adapt a D-by-1 reduced-
rank filter w¯(i) jointly with a Dqmax-by-1 projection vector
ψQ(i) = [ψQ,1(i), . . . , ψQ,Dq(i), . . . , ψQ,Dqmax(i)]
T . For
different values of q, we use the estimate
ψq(i) = [ψ
T
q,1(i), . . . ,ψ
T
q,D(i)]
T , (42)
where the vectors ofψq,d(i), d = 1, . . . , D, can be expressed
as
ψq,d(i) = [ψQ,(d−1 )qmax+1 (i), . . . , ψQ,(d−1 )qmax+q(i)]
T .
(43)
At the i-th moment, we search from qmin to qmax and
determine the qopt using the following algorithm
qopt(i) = arg min
q∈{qmin,...,qmax}
Cq(i). (44)
The computational complexity of updating the reduced-rank
filter and the projection vector in this algorithm is the same
as the SAABF (C,D,qmax). Since we only adapt a D-by-1
reduced-rank filter and a Dqmax-by-1 projection vector for
all tested values of q. Additional computations are needed to
compute the values of Cq(i) and search the minimum value
in a (qmax − qmin + 1)-dimensional vector.
VII. SIMULATIONS
In this section, we apply the proposed generic and SAABF
schemes to the uplink of a multiuser BPSK DS-UWB system
and evaluate their performance against existing reduced-
rank and full-rank methods. In all numerical simulations,
all the users are assumed to be transmitting continuously
at the same power level. The pulse shape adopted is the
RRC pulse with the pulse-width 0.375ns. The spreading
codes are generated randomly for each user in each inde-
pendent simulation with a spreading gain of 32 and the
data rate of the communication is approximately 83Mbps.
The standard IEEE 802.15.4a channel model for the NLOS
indoor environment is employed [41] and we assume that
the channel is constant during the whole transmission. The
channel delay spread is TDS = 30ns that is much larger
than the symbol duration, which is Ts = 12ns. Hence,
the severe ISI from 2G = 6 neighbor symbols are taken
into the account for the simulations. The sampling rate at
the receiver is assumed to be 2.67GHz and the length of
the discrete time received signal is M = 112. For all
the simulations, the adaptive filters are initialized as null
vectors. This allows a fair comparison between the analyzed
techniques for their convergence performance. In practice,
9the filters can be initialized with prior knowledge about the
spreading code or the channel to accelerate the convergence.
In this work, we present the uncoded bit error rate (BER) for
all the comparisons. All the curves are obtained by averaging
200 independent simulations.
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Fig. 3. BER performance of different algorithms for a SNR=20dB and 8
users. The following parameters were used: full-rank LMS (µ = 0.075),
full-rank RLS (λ = 0.998, δ = 10), MSWF-LMS (D = 6, µ = 0.075),
MSWF-RLS (D = 6, λ = 0.998), AVF (D = 6), SAABF (1,3,M)-
LMS (µw = 0.15, µψ = 0.15, 3 iterations) and SAABF (1,3,M)-RLS
(λ = 0.998, δ = 10, 3 iterations).
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Fig. 4. BER performance of the proposed SAABF scheme versus the
number of training symbols for a SNR=20dB. The number of users is 8 and
the following parameters were used: SAABF-RLS (λ = 0.998, δ = 10).
The first experiment we perform is to compare the
uncoded BER performance of the generic reduced-rank
scheme, which is denoted as SAABF (1,D,M), with the full-
rank LMS and RLS algorithms, the LMS and RLS versions
of the MSWF, and the AVF method. We consider the
scenario with a signal-to-noise ratio (SNR) of 20dB, 8 users.
Fig.3 shows the BER performance of different schemes as
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Fig. 5. BER performance of the proposed scheme with different SNRs
and number of users.
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Fig. 6. BER performance of the SAABF scheme with branch-number
selection. The scenario of 20dB and 8 users are considered. The parameters
used: SAABF-RLS (λ = 0.998, δ = 10). For branch-number selection
algorithm: Cmin = 6 and Cmax = 12, threshold γ is in the unit of dB.
a function of training symbols transmitted. The proposed
generic scheme outperforms all the other methods with 3
iterations. In the generic scheme, the joint RLS algorithm
could converge faster than the joint LMS algorithm with the
same number of iterations.
Fig.4 shows the uncoded BER performance of the RLS
version of the novel SAABF scheme with different number
of branches in the same scenario as in the first experiment. In
this experiment, the performance of the simple configuration
SAABF (C,D,1) is compared with SAABF (C,D,q), where
q = 4. Note that, in SAABF (C,D,1), the projection vector
ψ(i) is no longer updated, we use its initial value for the
whole transmission. In the SAABF (C,D,q) scheme, when a
sufficient number of branches are employed, both versions
of the joint adaptive algorithm can achieve excellent perfor-
mance with only one iteration for each input data. Increasing
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Fig. 7. BER performance of the SAABF scheme with rank adaptation.
The scenario of 16dB and 8 users are considered. The parameters used:
SAABF-LMS (µw = 0.15, µψ = 0.15). For rank-adaptation algorithm:
Dmin = 3, Dmax = 8 and λD = 0.998.
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Fig. 8. BER performance of the SAABF scheme with adaptive short
function length. The scenario of 16dB and 8 users are considered. The
parameters used: SAABF-RLS (λ = 0.998, δ = 10). qmin = 3, qmax = 8
and λq = 0.998.
the number of branches, the performance approaches that of
the full-rank MMSE filter. The SAABF (C,D,1) scheme can
achieve a similar convergence speed to the SAABF (C,D,q),
but the SAABF (C,D,q) has better steady-state performance.
Fig.5 (a) and (b) show the uncoded BER performances of
algorithms with different SNRs in a 8 users communication
and with different numbers of users in a 18dB scenario,
respectively. It should be noted that if the number of train-
ing symbols is sufficient, the performance of the full-rank
algorithms and the reduced-rank algorithms will approach
the performance of the full-rank MMSE filter. However, for
short data support the reduced rank algorithms outperform
the full-rank algorithms due to their faster training. In these
experiments, 500 symbols are transmitted for each tested
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Fig. 9. BER performance against SNR of different receiver structures in
a system with 8 users.
environment in each independent simulation. The SAABF
(C,3,3)-RLS is employed with C in the range of 2 to 12.
For different scenarios, the minimum number of branches
that enables the proposed scheme to approach the linear
MMSE performance is chosen. The novel SAABF scheme
outperforms all other schemes in all the simulated scenarios.
The uncoded BER performance of the proposed RLS
version of the SAABF scheme with the implementation of
the branch number selection algorithm is shown in Fig.6.
The proposed algorithm instantaneously chooses the number
of branches Cr using (36), from the range Cmin = 6 to
Cmax = 12. As the threshold γ increasing, the average
required number of branches Cr and the overall complexity
are reducing, but the performance degrading. For a 1dB
threshold, the performance of the branch number selection
SAABF (Cr,D,q) is very close to the SAABF (Cmax,D,q),
while the average branch number Cr is only 9.3, which
is considerably lower than the Cmax = 12. Hence, with
the branch number selection algorithm we obtain a solution
which has lower complexity and similar performance to that
when the Cmax is used.
Fig.7 compares the BER performance of the SAABF-LMS
using the rank-adaptation algorithm with C = 5 and q = 3.
The results using a fixed-rank of 3 and 8 are also shown
in Fig.7 for comparison purposes and illustration of the
sensitivity of the SAABF scheme to the rank D. The rank-
adaptation solution selects the optimal rank Do(i) using (40)
for each time instant, from the rangeDmin = 3 to Dmax = 8.
The BER performance of the SAABF scheme with the rank-
adaptation algorithm outperforms the fixed-rank SAABF
scheme with Dmin or Dmax. In this environment, D = 8
has better steady-state performance than D = 3, with both
cases showing the same convergence speed.
Fig.8 shows the BER behavior of the SAABF-RLS
scheme equipped the adaptive algorithm that determining
the length of the inner function with C = 5 and D = 3.
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The value of qo(i) for each time instant is determined by
(44) with qmin = 3 and qmax = 8. A clear improvement is
shown when the algorithm that selects q is used.
In the last experiment, we conduct a comparison of the
proposed and existing linear receiver structures as shown in
Fig. 9. In a system with 8 users, we examine the performance
of the traditional RAKE receiver with the maximal-ratio
combining (MRC), the reduced-order multiuser detection
(RMUD) [20] with 15 taps, the generic algorithm (GA)
based RAKE-MMSE receiver [16] with 25 fingers and
20 iterations and the proposed SAABF-RLS scheme (the
parameters are the same as in Fig.5). For each independent
run, 500 symbols are transmitted. The receiver with the
SAABF-RLS scheme outperforms other receiver structures
especially in high SNR scenarios. Compared with the GA-
RAKE-MMSE scheme, a 2dB gain is obtained for a BER
around 10−2. The proposed SAABF scheme is able to
suppress the interference efficiently without the knowledge
of the channel, the noise variance and the spreading codes.
VIII. CONCLUSIONS
In this work, we have introduced a generic reduced-rank
scheme for interference suppression, which jointly updates
the projection vector and the reduced-rank filter. Then, by
constraining the design of the projection vector in the generic
scheme, we investigated a novel reduced-rank interference
suppression scheme based on switched approximations of
adaptive basis function (SAABF) for DS-UWB system. LMS
and RLS algorithms were developed for adaptive estimation
of the parameters of the SAABF scheme. The uncoded
BER performance of the novel receiver structure was then
evaluated in various scenarios with severe MAI and ISI. With
a low complexity, the SAABF scheme outperforms other
reduced-rank schemes and full-rank schemes. A discussion
of the global optimality of the reduced-rank filter was
presented, and the relationships between the SAABF and the
generic scheme and the full-rank scheme were established.
APPENDIX A
ANALYSIS OF THE OPTIMIZATION PROBLEM
In this Appendix, we discuss the optimization problem
of the proposed SAABF scheme. Specially, we consider the
convergence of the SAABF scheme via the computation of
the Hessian matrix of the MSE cost function which can be
expressed as
JMSE(w¯(i),ψ(i)) = E[|d(i)− w¯
H(i)Rin(i)P(i)ψ(i)|
2].
(45)
It is known that the convexity of the function can be verified
if its Hessian matrix is positive semi-definite. However,
the SAABF scheme includes a discrete optimization of the
position matrix and a continuous adaptation of the reduced-
rank filter and the projection vector. For the position matrix
selection problem, we constrain the design of the position
matrix to a small number of pre-stored matrices and switch
between these matrices to choose the instantaneous sub-
optimum position matrix. This feature of the SAABF scheme
suggests that the optimum values of the three variables of
the MSE cost function may be difficult to obtain together,
and that there are multiple solutions of the cost function.
The convexity is only verified when we consider one of
the continuously adapted variables whilst the others are kept
fixed. Firstly, let us compute the D-by-D Hessian matrix for
(45) with respect to the reduced-rank filter:
HJ,w¯ =
∂2JMSE
∂w¯H(i)∂w¯(i)
= E[Rin(i)P(i)ψ(i)ψ
H(i)PH(i)RHin(i)].
(46)
For any D-dimensional non-zero vector a, we discuss the
following scale term
aHHJ,w¯a = E[a
HRin(i)P(i)ψ(i)ψ
H(i)PH(i)RHin(i)a]
= E[aˆ(i)aˆ∗(i)] = E[|aˆ(i)|2],
(47)
where aˆ(i) = aHRin(i)P(i)ψ(i). Assume that the position
matrix P(i) and the projection vector ψ(i) are fixed. The
scale term in (47) is always nonnegative. Hence, the Hessian
matrix HJ,w¯ is a positive semi-definite matrix. Similarly,
the qD-by-qD Hessian matrix for (45) with respect to the
projection vector is
H
J,ψ = E[P
H(i)RHin(i)w¯(i)w¯
H(i)Rin(i)P(i)], (48)
which is also a positive semi-definite matrix if the position
matrix and the reduced-rank filter are fixed.
In the SAABF scheme, after determined the position
matrix, the optimization problems for the projection vector
and the reduced-rank filter can be consider as a bi-convex
problem [44]: by fixing one of the parameters, the other
design problem is convex. In order to test the convergence
of the SAABF scheme in the case of jointly updating w¯(i)
and ψ(i), we checked the impact of different initializations,
which confirmed that the performance of the algorithms are
not subject to degradation due to the initialization. However,
the proof of the global optimum and no local minima with
the joint adaptive algorithm remains an interesting open
problem to be researched.
APPENDIX B
PROOF OF THE EQUIVALENCE OF THE SCHEMES
In this section, we prove that the SAABF (1,D,M) is
equivalent to the the generic scheme and the SAABF (1,1,M)
is equivalent to the full-rank scheme.
Firstly, we express the MMSE solutions for the SAABF
scheme as
w¯MMSE = R¯
−1p¯, ψMMSE = R
−1
ψ pψ (49)
where R¯ = E[Rin(i)P(i)ψ(i)ψH(i)PH(i)RHin(i)],
p¯ = E[d∗(i)Rin(i)P(i)ψ(i)], Rψ =
E[PH(i)RHin(i)w¯(i + 1)w¯
H(i + 1)Rin(i)P(i)] and
pψ = E[d(i)P
H(i)RHin(i)w¯(i + 1)]. Revisit the expression
of the basis functions in the SAABF scheme in (17). In
SAABF (1,D,M), the length of the inner function equals to
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the length of the basis function and the position matrix in
(18) becomes an MD-by-MD identity matrix. Hence, the
MMSE solutions of the generic scheme shown in (15) are
the same as (49) when P(i) is an identity matrix, which
means the SAABF (1,D,M) is equivalent to the generic
scheme.
Secondly, we prove that the SAABF (1,1,M), or the
generic scheme with D=1, is equivalent to the full-rank
scheme in the sense that they have the same MMSE cor-
responding to the optimum solutions. Here, we expand the
cost function of the generic scheme that is shown in (14)
JG = σ
2
d − E[d(i)t
H(i)RHin(i)w¯(i)]
− E[d∗(i)w¯H(i)Rin(i)t(i)]
+ E[w¯H(i)Rin(i)t(i)t
H(i)RHin(i)w¯(i)].
(50)
In the case of D=1, the input data matrix Rin(i)=rT (i)
becomes a 1-by-M vector, the reduced-rank filter has only
one tap and hence the w¯opt is a scalar term and we can find
the relationship between topt and w¯opt as
topt = (E[r
∗(i)rT (i)]w¯optw¯
∗
opt)
−1E[d(i)r∗(i)]w¯opt
= (RT )−1p∗(w¯∗opt)
−1
Hence, the second term in (50) becomes
E[d(i)tH(i)RHin(i)w¯(i)] = t
H
optE[d(i)r
∗(i)]w¯opt
= [(RT )−1p∗(w¯∗opt)
−1]Hp∗w¯opt = p
T (RT )−1p∗
= (pHR−1p)T = pHR−1p.
(51)
Note that here we use the fact that the transpose of the
scale term pHR−1p is itself and (RT )H = RT . Since
the third scalar term in (50) is the conjugate of the second
term, we have E[d∗(i)w¯H(i)Rin(i)t(i)] = (pHR−1p)H =
pHR−1p. The fourth term of (50) can be expanded as
E[w¯H(i)Rin(i)t(i)t
H(i)RHin(i)w¯(i)]
= w¯∗optE[r
T (i)toptt
H
optr
∗(i)]w¯opt
= w¯∗optE[t
H
optr
∗(i)rT (i)topt]w¯opt
= pT (RT )−1p∗ = pHR−1p.
(52)
Hence, the MMSE of the generic scheme for D=1 is
JGMMSE = σ
2
d−p
HR−1p, which is the same as the MMSE
obtained via the full-rank Wiener filter as shown in (9). This
completes the proof.
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