Abstract. Let X be an algebraic variety with quotient field K(X). Let s denote the highest multiplicity at points of X, and Fs(X) the set of points of multiplicity s. Let X ← X1 be the blow up at a regular equimultiple center Y ⊂ Fs(X). Then max mult(X1) ≤ s. We say that a sequence of blow ups along regular centers Yi ⊂ Fs(Xi), say X ← X1 ← · · · ← Xn, is a reduction of the multiplicity if Fs(Xn) = ∅. In characteristic zero, there is an algorithm which assigns to each X a unique reduction of the multiplicity.
induces a blow up X ← X1 along a center Y1 ⊂ Fs(X1) endowed with a natural finite morphism β1 : X ′ 1 → X1. In particular, if Frs(X ′ 1 ) = ∅, then β1 is transversal. We say that the morphism β : X ′ → X is strongly transversal if β(Frs(X ′ )) = Fs(X), and the equality is preserved for any sequence of blow ups along regular equimultiple centers. In such case, a reduction of the multiplicity of X ′ induces a reduction of the multiplicity of X, and conversely. We will show that, given a variety X and a finite extension L of K(X), one can construct a strongly transversal morphism β : X ′ → X with K(X ′ ) = L. In characteristic zero we show that the algorithmic reduction of the multiplicity of X and that of X ′ are naturally compatible when β : X ′ → X is strongly transversal. Namely X ′ and X admit a simultaneous reduction of the multiplicity.
Introduction
Let X be an irreducible variety over a perfect field k and consider the multiplicity at each point ξ ∈ X. This defines a function, say mult(X) : X → N, which we call the multiplicity function. Suppose that X has maximum multiplicity s ≥ 1, i.e., that the maximum value attained by the function is max mult(X) = s. Denote by F s (X) the closed subset of points of multiplicity s of X. The multiplicity function has the following nice behavior: if X 1 → X is the blow up at a closed regular center Y ⊂ F s (X) then max mult(X 1 ) ≤ s (see [20] ). Definition 1.1. Let X be a singular variety over a field k with maximum multiplicity s. A finite sequence of blow ups over X, say (1.1.1)
is said to be F s -permissible if the center of π i is a regular closed subscheme Y i−1 ⊂ F s (X i−1 ) for i = 1, . . . , l. Note that, for such a sequence, we have that s = max mult(X 0 ) = max mult(X 1 ) = . . . = max mult(X l−1 ) ≥ max mult(X l ).
The sequence in (1.1.1) is called a simplification of the highest multiplicity of X, or simply a resolution of F s (X), if s > max mult(X l ). That is, if F s (X l ) = ∅.
When the characteristic of k is zero, then there are constructive procedures to find a resolution of F s (X). Such procedures ultimately lead to a resolution of singularities of X by lowering the maximum multiplicity of X after a finite number of blow ups at regular equimultiple centers (see [13] , or [62] ). In fact a variety X l is regular if and only if max mult(X l ) = 1.
When the characteristic of k is p > 0, we do not know if there is a simplification of the highest multiplicity. Yet the paper is motivated by this problem as we shall indicate.
On the contents of Part I
When addressing the problem of resolution of singularities of an algebraic variety X one may proceed in two different ways. On the one hand, it might be useful to assume that X is, at least locally, contained in a regular (or even smooth) variety; this allows us to work with the equations defining X. Such condition is preserved by blowing up at regular centers. Namely, the strict transform of X after the blow up at a regular center, is contained in a regular variety again.
On the other hand, one may choose to work with finite projections. It turns out that this alternative point of view seems to be particularly natural if we are interested in the maximum multiplicity locus of X, F s (X). If ξ ∈ F s (X), then, in an (étale) neighborhood of X one can find a regular scheme Z and a finite dominant morphism X → Z of generic rank s (see §2.1) so that F s (X) is mapped homeomorphically to its image. In characteristic zero, this allows us to describe the image of F s (X) using equations in the regular scheme Z (see [62] ). Whether one can use this approach to simplify the singularities of X depends on the persistence of this finite morphism by blow ups at regular centers. In principle this is not clear at all because, in general, if β : X → Z is a finite morphism and if Y ⊂ X is a regular center, then (1) β(Y ) ⊂ Z may not be regular, and (2), there is no guarantee that there is a commutative diagram of blow ups with vertical finite morphisms:
The previous question is affirmatively answered in [62] for any characteristic, and it is used there to prove resolution of singularities when the characteristc is zero. This feature of the blow ups at regular equimultiple centers is a first motivation for the contents of Part I.
In the previous discussion we have only considered finite morphisms of X on a regular variety. In this manuscript we will also study finite morphisms between singular varieties. We will explore a form of compatibility of finite morphism between varieties and permissible sequences in the following sense: consider a finite and dominant morphism of irreducible varieties over perfect field k, say β : X ′ → X. Let K and K ′ denote the quotient fields of X and X ′ respectively, and set r = [K ′ : K]. Then, if s denotes the highest multiplicity at points of X, namely if max mult(X) = s, we will see that max mult(X ′ ) ≤ s · r. When the equality holds in the previous expression (i.e., when F sr (X ′ ) = ∅) we will say that the finite morphism β is transversal (see Definition 2.5). So a transversal morphism is a particular kind of finite morphism. As we will see in Corollary 2.6, if β : X ′ → X is transversal, then F sr (X ′ ) is homeomorphic to its image β(F sr (X ′ )), which sits inside F s (X).
As opposed to arbitrary finite morphisms, in Theorem 4.3 we show that transversal morphisms have a natural compatibility with blow ups: it can be checked that if Y ′ ⊂ F sr (X ′ ) is a regular closed subscheme, then Y = β(Y ′ ) ⊂ F s (X) is also regular, and the blow ups at Y ′ and Y induce a commutative diagram
where β 1 : X ′ 1 → X 1 is again a finite dominant morphism of varieties, with quotient fields K ′ and K respectively. In particular F sr (X ′ 1 ) is homeomorphic to its image, β 1 (F sr (X ′ 1 )), which again is contained in F s (X 1 ). Thus, transversality is preserved if F sr (X ′ 1 ) is not empty (see Theorem 4.3), and therefore any F sr -permissible sequence over X ′ , say
induces an F s -permissible sequence over X, say
together with a commutative diagram
where all vertical morphisms are finite, and
This discussion leads to the following question related to the reduction of the multiplicity: under which conditions does the resolution of F sr (X ′ ) induce the resolution of F s (X) and vice versa? For instance when inclusions are equalities in (1.1.4) for any sequence (1.1.3). The purpose of this note is to explore such an equivalence, and to establish a criterion for this to hold.
With the same assumptions as before, we will say that β : X ′ → X is strongly transversal if F sr (X ′ ) is homeomorphic to F s (X) and the homeomorphism is preserved by sequences of F srpermissible blow ups and other additional morphisms, called smooth extensions. In such case we will also say that F sr (X ′ ) is homeomorphic to F s (X) in a strong sense (see Definition 4.6 for the precise formulation). We will show that the situation in which this strong equality holds can be characterized algebraically (see Theorem 7.2). As a consequence, when the characteristic is zero, the constructive simplification of the maximum multiplicity locus has the following natural property: when a finite dominant morphism X ′ → X is strongly transversal, then the constructive resolution of F s (X) induces the constructive resolution of F sr (X ′ ) and vice versa (see Corollary 7.9) . In other words, the constructive, or algorithmic approach for resolution of singularities provides a simultaneous simplification of the highest multiplicity for X and X ′ .
On the contents of Part II
Let X be a variety defined over a perfect field k, with maximum multiplicity s ≥ 2. One way to approach the problem of finding a resolution of singularities of X would be by trying to find a resolution of F s (X), as stated in Definition 1.1. Namely trying to find a sequence of blow ups X 0 = X ← X 1 ← . . . ← X N at regular centers Y i ⊂ F s (X i ) = ∅, i = 0, 1, . . . , N − 1, so that F s (X N ) = ∅. At this point, it would be helpful to refine the multiplicity function in order to construct the regular centers Y i ⊂ F s (X i ) (as it will be clarified along the following lines). To this end, we will use Rees algebras.
Consider a regular scheme V . A Rees algebra over V will an N-graded finitely generated algebra
, where W denotes a variable. As we will see, G will enable us to regard f 1 , . . . , f t as weighted equations on V . There is a natural closed subset of V attached to G, called its singular locus, and which we shall denote by Sing(G). More precisely, Sing(G) is defined a the sets of points of V where each f j has order bigger or equal to N j . In this setting, the blow up of V along a closed regular center Y ⊂ Sing(G) will be called a G-permissible transformation (a smooth morphism will also be called a permissible transformation, but this is a rather technical issue). In addition, for a G-permissible transformation V
will be said to be G-permissible if each ϕ i is a G i−1 -permissible transformation, where G i represents the transform of G i−1 for i = 1, . . . , N . Such a sequence will be called a resolution of G if all the maps ϕ 1 , . . . , ϕ N are permissible blow-ups and Sing(G N ) = ∅. Let X be an equidimensional variety over a perfect field k with maximum multiplicity s > 0. Along Section 5 we shall indicate how one can construct an embedding of X in a regular ambient space V , say X ֒→ V , together with an O V -Rees algebra G that represents F s (X) in the following sense. First, we require that F s (X) = Sing(G). Moreover, this equality should be preserved by permissible transformations. Namely, we require that any G-permissible sequence over V like (1.1.5) induces an F s -permissible sequence over X and a commutative diagram as follows,
where the vertical arrows represent closed immersions X i ֒→ V i , and F s (X i ) = Sing(G i ) for i = 1, . . . , N . In particular, it is required F s (X N ) = ∅ if and only if Sing(G N ) = ∅. Thus we see that, if the Rees algebra G represents F s (X), then any resolution of G induces a process of simplification of F s (X). Part II, and specially Section 5, are dedicated to present the language and the use of Rees algebras as tools to represent F s (X) in different settings. However, as indicated above, we have chosen to work with finite projections to smooth schemes rather than with local embeddings in smooth ambient spaces. When X is a variety over a field of characteristic zero it turns out that one can find a finite projection to some smooth Z in an (étale) neighborhood of a point ξ ∈ F s (X), say β : X → Z, and an O Z -Rees algebra, say H, whose resolution induces a lowering of the maximum multiplicity of X. In other words, when the characteristic is zero the Rees algebra H represents β(F s (X)) in Z. Therefore, somehow the pair (V, G) from above (defined in terms of X ⊂ V ) codifies the same information as the pair (Z, H) (defined in terms of X → Z), the latter being less complex since it is defined on a smooth scheme of lower dimension. The notion of elimination, given in Section 6, will show why the information given by a pair (V, G) can be replaced by another pair over a smooth scheme of smaller dimension. The notions and results in this section play a key role in the proofs of the main theorems in Part III.
On the contents of Part III Let X be a singular variety over a perfect field k endowed with an embedding, X ֒→ V , in a regular ambient space V . Set s = max mult(X). Consider a Rees algebra G over V that represents F s (X). There is a process of saturation of G by differential operators which produces another algebra over V , say Diff (G), which also represents F s (X) (see 5.19) . The integral closure of Diff (G), say Diff (G), also represents F s (X). Moreover, it can be shown that Diff (G) is the biggest Rees algebra over V with this property (see Theorem 5.21) . Thus, if G 1 and G 2 are two algebras over V representing
From the previous discussion it follows that Diff (G) is a canonical representative of the family of O V -Rees algebra the represent F s (X). Similarly, if we restrict Diff (G) to X, we obtain a Rees algebra over X which canonically attached to F s (X). Namely, we define the O X -Rees algebra G X by
It can be shown that G X is a well-defined algebra. That is, it does not depend on the choice of G or the immersion X ֒→ V (see Theorem 5.22) . Note that, as opposed to the algebras that we have considered so far, G X is defined over a singular scheme. As we will see, this algebra has some interesting properties that we will use along sections 7 and 8. More precisely the following results are proven: Theorem 7.2. Let β : X ′ → X be a finite morphism of varieties over a perfect field k. Assume that β is transversal, of generic rank r (see §2.1), and let s be the highest multiplicity at points of
(1) If β is strongly transversal then the inclusion G X ⊂ G X ′ is finite; (2) The converse holds when k is of characteristic zero.
Corollary 7.9. Let β : X ′ → X be a finite dominant morphism of algebraic varieties of generic rank r, and let s be the highest multiplicity at points of X. If β is strongly transversal and the characteristic is zero then the constructive resolution of F s (X) induces the constructive resolution of F sr (X ′ ) and vice versa.
Finally we show that given X with maximum multiplicity s, then strongly transversal morphisms can always be constructed. Theorem 8.1. Let X be an algebraic variety over a perfect field with maximum multiplicity s > 1. Let K(X) denote the quotient field and let L be an algebraic field extension of degree r of K(X). Then there is an algebraic variety X ′ with quotient field L, together with a strongly transversal morphism, X ′ → X, i.e, X ′ → X is a finite dominant morphism and F sr (X ′ ) is strongly homeomorphic to F s (X).
The paper is organized as follows. Part I is devoted to the study of transversality and of its persistence by blow ups at regular centers. The definition of transversality is formulated in Section 2, while Section 4 is devoted to establish and prove Theorem 4.3, previously mentioned in (1.1.2). The notion of strong trasnversality is given in Definition 4.6.
Part II is rather technical. We start by introducing Rees algebras from scratch and state some of their properties in Section 5. In particular, Definition 5.7 and paragraph 5.12 play a key role in the way that a Rees algebra can be associated to the maximum multiplicity locus of a variety. In Section 6 we study elimination algebras. These are essential for the proofs of Theorems 7.2 and 8.1, developed in Part III.
Part I. Transversality
Transversality and finite morphisms
Let (R, M ) be a local noetherian ring, and let a ⊂ R be an M -primary ideal. Observe that, for n > 0, the quotient ring R/a n has finite length when regarded as an R-module. Let us denote this length by λ(R/a n ). It can be shown that, for n ≫ 0, the value of λ(R/a n ) is given by a polynomial in n with rational coefficients, say
where d = dim(R), which is known as the Hilbert-Samuel polynomial of R with respect to a. In addition, it can be shown that
The integer e is called the multiplicity of R with respect to a, and we shall denote it by e a (R).
2.1. General setting and notation. Let X and X ′ be algebraic varieties with quotient fields K(X) and K(X ′ ) respectively, and suppose that β : X ′ → X is a finite dominant morphism of generic rank r := [K(X ′ ) : K(X)]. We will be assuming that the maximum multiplicity of X is s ≥ 1, and will denote by F s (X) the (closed) set of points of maximum multiplicity s of X. As we will see, under these conditions the maximum multiplicity at points of X ′ is at most rs, and we denote by F sr (X ′ ) the closed set (possibly empty) of points of multiplicity sr of X ′ . Since our arguments will be of local nature, in several parts of this paper we may assume that both, X and X ′ are affine, say X = Spec (B) and X ′ = Spec(B ′ ), with quotient fields K and L respectively, and that there is a finite extension B ⊂ B ′ . In this case we will use F s (B) (resp. F sr (B ′ )) to denote F s (X) (resp. F sr (X ′ )).
Under the assumptions in 2.1, Zariski's multiplicity formula for finite projections can be applied: 
where k i is the residue field of B ′
, k is the residue field of (B, M ), and
Then, as a consequence, if P is a prime ideal in B ′ and p = P ∩ B, one has that
That is, the maximum of the multiplicity at points of Spec(B ′ ) is bounded by the generic rank of the projection times the maximum of the multiplicity at points of Spec(B), namely
2.3. The (*) condition. With the same notation and hypotheses as in Theorem 2.2 we will say that condition (*) holds at P ∈ Spec(B ′ ) if:
Note that, in particular,
. Furthermore, suppose that B and B ′ are formally equidimensional locally at any prime. Then condition (*) is satisfied at P if and only the following three conditions hold simultaneously:
(i) P is the only prime in B ′ dominating p (i.e.,
. Remark 2.4. As we will see in Theorem 3.2, condition (iii) is equivalent to saying that pB ′ P is a reduction of P B ′ P , i.e., that the ideal P B ′ P is integral over pB ′ P (see the discussion at the beginning of Section 3 below).
In particular it follows that condition (*) necessarily holds for all primes P ⊂ B ′ where the multiplicity is sr, where s is the maximum multiplicity in Spec (B) , and r = [L : K].
Definition 2.5. Let β : X ′ → X be a finite dominant morphism and let m be the maximum multiplicity of X ′ . We will say that β is transversal if the equality holds in (2.2.2), namely when
In such case the condition (*) in 2.3 holds at all points of F m (X ′ ), where m = max mult(X ′ ). If β is transversal and X = Spec (B) and X ′ = Spec(B ′ ) we will say that the extension B ⊂ B ′ is transversal.
Corollary 2.6. Let β : X ′ → X be a finite (dominant) morphism of generic rank r, that is,
where K(X) and K(X ′ ) represent the quotient fields of X and X ′ respectively. Let s be the maximum multiplicity of X. Suppose that β is transversal. Then:
Proof. It suffices to argue locally, so we may assume that X = Spec(B) and X ′ = Spec(B ′ ). Now it follows from the discussion in 2.3 that the maximum multiplicity at points of Spec(B ′ ) is rs, and that condition (*) necessarily holds for all primes in F sr (B ′ ). Furthermore, if Q ∈ F sr (B ′ ) and q = Q ∩ B then necessarily e Bq (qB q ) = s, so β(F sr (X ′ )) ⊂ F s (X). Therefore β induces an injective morphism, say β :
, which is proper and hence it induces an homeomorphism β : 
If P ⊂ B ′ is a prime ideal containing Q, p := P ∩ B, P = P/Q, and p = p/q, then
In other words, the finite extension B/q → B ′ /Q is birational and bijective, and the multiplicity at corresponding points is the same. In particular, B ′ /Q is regular if and only if B/q is regular, and in that case necessarily B/q = B ′ /Q.
Proof. The statement in (1) is clear and (2) follows from condition (ii) of 2.3. As for (3) note here that Spec(B ′ /Q) ⊂ F rs (B ′ ), and the conditions (i), (ii) and (iii) of 2.3, which hold for all P containing Q, are inherited by P (⊂ B ′ /Q).
Summarizing.
With the same notation and conventions as in 2.1, if β : X ′ → X is transversal, then from Corollaries 2.6 and 2.7 it follows that:
is an irreducible regular subscheme; (4) If Z ⊂ F s (X) is an irreducible closed regular subscheme, and if β −1 (Z) ⊂ F sr (X ′ ) then β −1 (Z) red is regular.
Presentations of transversal morphisms
The notion of multiplicity is closely related to that of integral closure of ideals. Given ideals I ⊂ J in a noetherian ring B, there are several (equivalent) formulations for J to be integral over I, or say for I to be a reduction of J. Northcott and Rees introduce the notion of reduction. Given ideals I ⊂ J in a noetherian ring B, I is said to be a reduction of J if IJ n = J n+1 for some integer n. (B) which is induced by this finite extension, and hence it is also a finite morphism.
The notion of reduction of an ideal J in B will appear naturally when studying the fibers of the blow up, which is a notion that relates to that of the integral closure of J.
3.1.
A local ring (A, M ) is said to be formally equidimensional (quasi-unmixed in Nagata's terminology) if dim(Â/p) = dim(Â) at each minimal prime ideal p in the completionÂ.
A first connection of integral closure with the notion of multiplicity is given by the following Theorem of Rees. 
where δ is the dimension of the fiber of f over the closed point of Spec(A), or equivalently, the dimension of the fiber of f 0 over the closed point. Note that l(I) = dim(A) when I is M -primary.
The height of I, say h(I), is min(dim A q ) as q runs through all primes containing I, and we claim that l(I) ≥ h(I), with equality if and only if all fibers of f 0 have the same dimension (see [43, §2] ). The inequality holds because the dimension of the fibers of f 0 : X 0 → Spec(A/I) is an upper semicontinuous function on primes of A/I (this result is due to Chevalley, cf. [24, Theorem 13.1.3] ). In addition, if q is minimal containing I, the dimension of the fiber over q is dim A q .
Let I ⊂ J is a reduction in a noetherian ring B, and let Bl I (X) → Spec (B) and Bl J (X) → Spec(B) denote the blow ups at J and I. Since there is a factorization Bl J (X) → Bl I (X) which is finite, l(IB P ) = l(JB P ) at any prime P in B.
We refer to Theorems 2 and 3 in [43] for the following result of Böger. Along these notes we will consider and study the blow ups along regular centers. The following theorem relates the notion of equimultiplicity with that of the fiber dimension at the blow up (analytic spread), studied by Dade, Hironaka, and Schickhoff. Lemma 3.6 (Presentation of transversal extensions). With the same notation and assumptions as in 2.1, suppose that B ⊂ B ′ is a transversal extension, let P ∈ F sr (B ′ ) be a prime, and let p = B ∩ P . Then:
(1) The extension of local rings B p → B ′ P is finite. Moreover, there are elements
If in addition B ′ /P is a regular ring, then the θ 1 , . . . , θ m can be chosen in P , and P is the integral closure of pB ′ in B ′ .
Proof.
(1) The extension B p → B ′ P is finite, thus there are elements ω 1 , . . . , ω m ∈ B ′ P so that
and we may assume that they are in P .
The discussion in 2.3, more precisely in condition (iii), applies for the local rings B p ⊂ B ′ P , and therefore pB ′ P is a reduction of P B ′ P or say that P B ′ P is the integral closure of pB ′ P . Our claim now is that P is the integral closure of pB ′ at the ring B ′ . It suffices to check that this claim holds locally at every maximal ideal M ⊂ B ′ containing P . We will apply Theorem 3.4 at B ′ M to prove this latter claim: Let m = M ∩ B, as B ′ /P is regular and equal to B/pB, it follows that B m /pB m is a regular local ring. Under these conditions, as B is a domain and the multiplicity of B m coincides with that of B p , Theorem 3.5 asserts that (B m ). This implies that the fibers over the closed points have the same dimension.
(pB ′ P ) by condition (iii) of 2.3 and Theorem 3.2. Now, since P B ′ M is the only minimal prime of pB ′ M , the claim follows from Theorem 3.4 (taking A = B ′ M , I = pB ′ M , and J = P B ′ M ).
Transversality and blow ups
Let X be an integral noetherian scheme with maximum multiplicity s. As we will see, there are some types of transformations that play an important role in the study of the multiplicity. We will say that a morphism X ← X 1 is an F s -local transformation of X if it is of one of the following types:
i) The blow up of X along a regular center contained in F s (X), say X 1 = Bl Y (X). This will be called an F s -permissible blow up, or simply a permissible blow up when there is no confusion with s. In this case we will also say that Y is an F s -permissible center. ii) An open restriction, i.e., X 1 is an open subscheme of X. In order to avoid trivial transformations, we will always require X 1 ∩ F s (X) = ∅. iii) The multiplication of X by an affine line, say X 1 = X × A 1 k . Note that, in either case, max mult(X) ≥ max mult(X 1 ) (see [20] ). We will say that a sequence of transformations, say
. . , n, and
In the following lines we will study the behavior of transversality under local sequences. The main result is Theorem 4.3. Consider a finite morphism of schemes, say β : X ′ → X, a closed center Y ′ ⊂ X ′ , and its image in X, say Y = β(Y ′ ). In general, there is no natural map from Bl Y ′ (X ′ ) to Bl Y (X). The next lemma provides a condition under which such map exists, and moreover it is finite. 
In addition, if B ′ is finite over B, then β 1 is also finite.
Observe that, by definition, JO Z is an invertible sheaf of ideals over Z. Hence J n O Z is also invertible, and, in this way, Remark 4.2. Let B ⊂ B ′ be a finite extension of noetherian domains, and consider two ideals I ⊂ B and J ⊂ B ′ so that J is integral over IB ′ . Fix generators of I and J, say I = x 1 , . . . , x r , and J = x 1 , . . . , x r , θ 1 , . . . , θ s , where θ 1 , . . . , θ s are integral over IB ′ . Under these hypotheses, the Lemma says there is a natural finite map Bl J (B ′ ) → Bl I (B) . Note that Bl I (B) can be covered by r affine charts of the form Spec(B 1 ), . . . , Spec(B r ), where
Moreover, from the second part of the proof it follows that Bl J (B ′ ) can be covered by r affine charts of the form Spec(B ′ 1 ), . . . , Spec(B ′ r ), where
and the map Bl J (B ′ ) → Bl I (B) is locally given by the extension B i ⊂ B ′ i , which is finite.
Theorem 4.3. Let β : X ′ → X be a finite dominant morphism of integral schemes of generic rank r. Assume that X has maximum multiplicity s, and that β is transversal (i.e., F rs (X ′ ) = ∅). Then:
, and a commutative diagram as follows,
where β 1 is finite of generic rank r. In addition, if F rs (X ′ 1 ) = ∅, then F s (X 1 ) = ∅, and the morphism β 1 is transversal. ii ) Any sequence of F rs -permissible blow ups on X ′ , say
induces a sequence of F s -permissible blow ups on X, and a commutative diagram as follows,
where each β i is finite of generic rank r. Moreover, if F rs (X ′ N ) = ∅, then F s (X N ) = ∅, and the morphism β N is transversal.
Proof. Property ii) follows from i) by induction on the number of transformations. Thus we just need to prove i).
Note that the center Y = β(Y ′ ) is F s -permissible by 2.8. The varieties X and X ′ can be locally covered by affine charts of the form Spec (B) and Spec(B ′ ), with the morphism β being given by a finite extension B ⊂ B ′ . Let P ⊂ B and P ′ ⊂ B ′ denote the ideals of definition of Y and Y ′ respectively. By Lemma 3.6, P ′ is integral over the extended ideal P B ′ . Then, under these hypotheses, Lemma 4.1 says that there is natural finite morphism β 1 : X ′ 1 → X 1 which makes the diagram in i) commutative. Since the blow up of an integral scheme along a proper center is birational, the generic rank of β 1 coincides with that of β. That is, β 1 is a finite morphism of generic rank r, which proves the first part of i).
For the second part of the claim, recall first that the multiplicity does not increase when blowing up along permissible centers, and hence max mult(X 1 ) ≤ s, and max mult(X ′ 1 ) ≤ rs. In addition, the map β :
Remark 4.4. Consider a finite morphism β : X ′ → X as in the Theorem. As pointed out at the beginning of the section, we are interested in studying the behavior of F rs (X ′ ), and F s (X). Since the set F rs (X ′ ) is homeomorphic to its image in
In this setting we will say that U ′ ⊂ X ′ is an F rs -permissible restriction if there is an open subset U ⊂ X so that U ′ = β −1 (U ). Thus, as a consequence of Theorem 4.3, one readily checks that every F rs -local sequence on X ′ , say
, induces an F s -local sequence on X, and a commutative diagram as follows,
where each β i is finite of generic rank r. In addition, if F rs (X ′ N ) = ∅, the morphism β N is transversal.
Normalization and transversal morphisms. Let X be a singular variety over a field k with maximum multiplicity s ≥ 2. The normalization of X, say X, is endowed with a natural finite morphism β : X → X. This morphism is dominant and birational. Hence, by Zariski's formula (Theorem 2.2), max mult(X) ≤ max mult(X).
In addition, if the equality holds, then β : X → X is transversal, and F s (X) is mapped homeomorphically to its image in F s (X) (see Corollary 2.6 and 2.8).
Assume that the morphism β : X → X is transversal, i.e., that max mult(X) = max mult(X). In this case, Theorem 4.3 says that any sequence of blow ups along regular equimultiple centers on X induces a sequence of blow ups on X. As a consequence of this result, one can also establish a relation between sequences of normalized blow ups on X and sequences of blow ups on X, as long as transversality is preserved. Recall that the normalized blow up of X along a closed center Y ⊂ X is the normalization of the blow up of X along Y .
Corollary 4.5. Let X 0 be a variety over a field k, and let X 0 denote the normalization of X 0 . Assume that max mult(X 0 ) = max mult(X 0 ). Let
be a sequence of normalized blow ups along closed regular centers
Then this sequence induces another sequence of blow ups on X 0 , say
and X i is the normalization of X i for i = 1, . . . , l.
Proof. Since max mult(X 0 ) = max mult(X 0 ), the natural morphism β 0 : X 0 → X 0 is transversal, and hence Y 0 = β 0 (Y 0 ) ⊂ Max mult(X 0 ) defines a regular center in X 0 . By Theorem 4.3, there is a birational map, say
which is finite. Thus it follows that X 1 is the normalization of X 1 . Moreover, if max mult(X 1 ) = max mult(X 0 ), then max mult(X 1 ) = max mult(X 0 ), and the morphism β 1 :
The previous argument proves the corollary for the case l = 1. The general case follows by induction on l.
Strongly transversal morphisms. Let β : X ′ → X be a finite morphism of generic rank r. Put s = max mult(X), and recall that, in virtue of (2.2.2), max mult(X ′ ) ≤ rs. Suppose that β is transversal, that is, F rs (X ′ ) = ∅. Under these hypotheses, Theorem 4.3 says that any sequence of F rs -permissible blow ups on X ′ induces a sequence of F s -permissible blow ups on X. In general, the converse to this Theorem, by blowing up centers over X, fails because β does not map F rs (X ′ ) surjectively to F s (X). Hence not every center contained in F s (X) induces a center in F rs (X ′ ). This observation motivates the following definition. Definition 4.6. Under the previous hypotheses, we will say that β : X ′ → X is strongly transversal if F rs (X ′ ) is homeomorphic to F s (X) via β, and every F rs -local sequence in the sense if Remark 4.4, say
induces an F s -local sequence on X, and a commutative diagram, say
where each β i is finite of generic rank r (see Remark 4.4 above), and induces a homeomorphism between F rs (X ′ i ) and F s (X i ). In this case we will also say that F rs (X ′ ) is strongly homeomorphic to F s (X). Note in particular that this definition yields F rs (X ′ N ) = ∅ if and only if F s (X N ) = ∅. Remark 4.7. This definition is equivalent to saying that any F s -local sequence on X induces an F rs -local sequence on X ′ , and a commutative diagram like (4.6.1). In particular, note that the homeomorphism between F rs (X ′ ) and F s (X) is preserved by transformations.
From the point of view of resolution of singularities, β : X ′ → X is strongly transversal if and only if the processes of lowering the maximum multiplicity of X ′ and X are equivalent. In the case of varieties over a field of characteristic zero, it is possible to give a characterization of strong transversality in terms of Rees algebras (see Theorem 7.2). In the next two sections we introduce the theory of Rees algebras and elimination. This algebraic characterization is studied in Section 7.
Part II. Rees algebras and elimination
Rees algebras and local presentations of the multiplicity
Let X be a d-dimensional algebraic variety defined over a perfect field k. When seeking a resolution of singularities of X we may start by constructing a sequence of blow ups along closed regular equimultiple centers, say
. In general, the maximum multiplicity locus of a variety does not define a regular center. Thus the multiplicity function has to be refined in order to obtain regular centers at each stage of the process. It is in this setting that the machinery provided by Rees algebras comes in handy. For a more detailed introduction to Rees algebras we refer to [13] or [21] .
Definition 5.1. Let B be a Noetherian ring, and let {I n } n∈N be a sequence of ideals in B satisfying the following conditions: I 0 = B; and I k · I l ⊂ I k+l for all l, k ∈ N. The graded subring G = n≥0 I n W n of the polynomial ring B[W ] is said to be a B-Rees algebra, or a Rees algebra over B, if it is a finitely generated B-algebra. A Rees algebra can be described by giving a finite set of generators, say {f 1 W n 1 , . . . , f s W ns }, with f i ∈ B for i = 1 . . . , s, in which case we will write
The notion of Rees algebra extends naturally to schemes. Consider a non-necessarily affine scheme V . We will say that a quasi-coherent subsheaf G ⊂ O V [W ] is a Rees algebra over V , or simply an O V -Rees algebra, if V can be covered by affine charts of the form U = Spec (B) , where Γ(U, G) is a Rees algebra over B. Note that, in this way, there is a natural one-to-one correspondence between the Rees algebras defined over a ring S, and those defined over the affine scheme Spec(S). Thus sometimes we will abuse our notation, and we will make no distinction between them.
5.2. The singular locus of a Rees algebra. [60, 1.2] Let G = n∈N I n W n be a Rees algebra over a regular scheme V . The singular locus of G is defined by
where ν ξ (I n ) denotes the order of the ideal sheaf I n at ξ. When V is excellent, Sing(G) turns out to be a closed subset of V . In addition, when V is affine, put V = Spec(S), and G is generated by elements f 1 W N 1 , . . . , f s W Ns , one has that
5.3.
If X is a variety over a perfect field k, then, locally in an (étale) neighborhood U of a point of maximum multiplicity, there is an embedding in a smooth variety V over k and an O V -Rees algebra G such that Max mult(X) ∩ U = Sing G, where Max mult(X) denotes the (closed) set of points of maximum multiplicity of X. In fact, this equality holds in a very strong sense, to be defined in 5.7. This issue will be treated along this section (see Theorem 5.10, and the discussion in 5.12 for more precise details). We shall indicate in 5.11 that a similar statement can be made for the maximum value of the Hilbert-Samuel function on X (see [36] ).
Transforms of Rees algebras by local sequences.
Transforms by permissible blow ups. Let V be a regular scheme, and let G be a Rees algebra on V . A regular closed subscheme Y ⊂ V is said to be permissible for
A permissible blow up is the blow up at a permissible center, V ← V 1 . If H 1 ⊂ V 1 denotes the exceptional divisor, then for each n ∈ N, one has that
Transforms by smooth morphisms. Let V ← V 1 be either the restriction to some open subset V 1 of V or the multiplication by an affine space, say
A G-local sequence over V is a local sequence over V ,
where for i = 0, 1, . . . , m−1 each π i is either a permissible monoidal transformation for
(and then G i+1 is the transform of G i in the sense of 5.4), or a smooth morphism (and then G i+1 is the pull-back of G i in V i+1 ).
Definition 5.5. Let V be a regular scheme, and G an O V -Rees algebra. A resolution of G consists on a sequence of permissible blow ups, say
Local presentations of the multiplicity
In 5.4 and Definition 5.5 we discussed about local sequences of transformations of a Rees algebra G over a regular scheme V . In the next definition we will fix a singular variety X and will consider local transformations on X.
Definition 5.6. We will say that a sequence of transformations
k and X i ← X i+1 is the smooth morphism defined by the natural projection.
Definition 5.7. We will say that mult(X) is globally representable for a scheme X, if X admits an embedding in some regular scheme, say X ⊂ V , and there is an O V -Rees algebra G so that the following conditions hold:
(1) There is an equality, Max mult(X) = Sing(G), of closed sets; (2) Every mult(X)-local sequence as in Definition 5.6, 
5.8.
It can be proved that the previous condition is fulfilled for varieties defined over a prefect field, at least locally in the sense ofétale topology. Namely, given a variety X over a perfect field k, and a point ξ ∈ X, there exists anétale neighborhood of X at ξ, say U , a closed immersion of U into a regular variety V , and an O V -Rees algebra G satisfying conditions (1), (2) and (3) (see [62, Section 7] ). This local embedding, together with the Rees algebra G, will be called a local presentation of Max mult(X). We do not know whether it is possible to find local presentations for a more general class of schemes, and along this paper we will only consider varieties over a perfect field.
Remark 5.9. Hereafter, when we refer to a local presentation, we shall omit the fact that it is defined on anétale neighborhood, and simply write X ֒→ V . Moreover, we will usually say that the pair (V, G) is a local presentation of X, assuming that a closed immersion X ֒→ V has already been fixed.
Theorem 5.10. [62, Section 5] Let X be an equidimensional scheme of finite type over a perfect field k, and let s = max mult(X). Then, mult(X) is locally representable.
5.11. Hilbert-Samuel vs. Multiplicity. In [36] Hironaka proves that the Hilbert-Samuel function of an algebraic variety X, or more precisely the stratum of points having the same HilbertSamuel function, is locally representable. There, instead of mult(X)-local sequences, one has to consider HS X -local sequences. To be precise, set Max HS X as the closed set of points with maximum Hilbert-Samuel function on X. We will say that
is an HS X -local sequence if for i = 0, 1, . . . , m − 1, the morphism X i ← X i+1 is either a blow up at a smooth center Y ⊂ Max HS X i (this is normal flatness), or else X i ← X i+1 is a smooth morphism with X i+1 = X i × A 1 k . By considering the Hilbert-Samuel function, or the multiplicity function, we ultimately seek to produce a resolution of singularities of X. In the first case, we seek for a resolution by blowing up at normally flat centers; in the second case, one uses equimultiple centers. Over fields of characteristic zero, in either of these two approaches, Rees algebras can be used in order to produce such centers (as was done in 5.8 for the case of the multiplicity).
5.12. Some ideas behind the proof of Theorem 5.10. Here we seek for local representations of the multiplicity on X in the sense of Definition 5.7. Suppose that X is affine, say X = Spec(B), where B is an equidimensional algebra of finite type over a perfect field k. Fix a closed point ξ ∈ F s (X). After replacing X by a suitableétale neighborhood of ξ, we may assume that there exists a regular domain S ⊂ B so that B is a finite extension of S of generic rank s, which necessarily satisfies property (*) from 2.3 at ξ. Then, choose θ 1 , . . . , θ m ∈ B so that B = S[θ 1 , . . . , θ m ]. These elements induce a surjective morphism
where Z 1 , . . . , Z m denote variables, and we can take V = Spec(S[Z 1 , . . . , Z m ]). Observe that this morphism induces a natural embedding of X into V . Moreover, since θ i is integral over S, it has a minimal polynomial over K, the field of fractions of S. Denote it by f i (Z i ) ∈ K[Z i ], and set
It can be shown that the coefficients of these polynomials actually belong to S, i.e., that
Finally, a local presentation of F s (X) is given by the Rees algebra
See [62, §7.1] for details.
Comparing different presentations: weak equivalence and canonical representatives
Consider an equidimensional scheme X where mult(X) is representable via local embeddings, and fix a point ξ ∈ Max mult(X). In principle, there may be many presentations of Max mult(X) (locally at ξ) coming from different immersions and Rees algebras. As we want to use local presentations to find a resolution of singularities of X in the case of characteristic zero, one would like to show that two different presentations lead to the same process of resolution.
Assume that a closed immersion X ֒→ V has been fixed, and that we have two presentations of Max mult(X) given by two O V -Rees algebra G and G ′ . As we want to use local presentations to find a resolution of singularities of X in the case of characteristic zero, one would like to show that G and G ′ lead to the same process of resolution. As both of them represent Max mult(X), we have that Sing(G) = Max mult(X) = Sing(G ′ ), and this equality is preserved by local sequences. This observation motivates the following definition.
Definition 5.13. We will say that two Rees algebras over a regular scheme V , say G and G ′ , are weakly equivalent if:
(1) Sing(G) = Sing(G ′ ).
(2) Any G-local sequence on V , say
is also a G ′ -local sequence, and vice-versa. (3) For any local sequence as that in (2), if G i and G ′ i denote the transforms of G and G ′ on V i respectively, we have that Sing(G i ) = Sing(G ′ i ). It is easy to see that weak equivalence defines an equivalence relation on the family of O V -Rees algebras, and thus each O V -Rees algebra G has a class of equivalence. By definition, if an O V -Rees algebra represents Max mult(X) (via a fixed immersion X ֒→ V ), any other element of its class also do so. It can be proved that two weakly equivalent O V -Rees algebras induce the same invariants, and hence they share the same process of resolution of Rees algebras (over fields of characteristic zero). In this way one can see that the process of simplification of the maximum multiplicity of a singular variety X is independent of the local presentations chosen (see [13, §27] or [21] ).
Remark 5.14. Consider a Rees algebra G defined over a smooth variety V . One can consider a tree with V as its root and consisting on all the G-local sequences as in (5.4.1). This tree will be called the tree of permissible transformations of G, and we shall denote it by F V (G). Given another Rees algebra G ′ over V , if every G-local sequence induces a G ′ -local sequence, then we shall say that F V (G) ⊂ F V (G ′ ). Note that, with this notation, G is weakly equivalent to G ′ if and only if
and, in such case, we shall write
Remark 5.15. On the previous discussion we fixed an immersion of X into V , and then we defined an equivalence relation between O V -Rees algebras. This notion can also be extended to the case in which we have two different immersions, say X ֒→ V 1 and X ֒→ V 2 , with two different Rees algebras, G 1 and G 2 respectively, in which case we talk about identifiable pairs (see [13, Part III], and [48] ).
Integral closure. Consider a regular domain S, and a S-Rees algebra G ⊂ S[W ]
. We define the integral closure of G, which we shall denote by G, as that of G regarded as a ring, inside its field of fractions. Since S is normal, S[W ] is normal, and hence G ⊂ S[W ]. In addition, if S excellent, G is finitely generated over S (see [24, 7.8.3 ii) and vi)]). Thus G is again a Rees algebra over S. As integral closure is a concept of local nature, this notion extends naturally to non-affine schemes. In this way, given a regular excellent scheme V , and an O V -Rees algebra G, we may talk unambiguously about the integral closure of G, say G, which is again an O V -Rees algebra.
Remark 5.17. Observe that the regularity of S (resp. V ) does not play an essential role on the previous discussion. Thus the concept of integral closure extends to any Rees algebra defined over a normal excellent domain (resp. normal excellent scheme). For instance, a Rees algebra over a normal (possibly singular) variety X, say G, has an integral closure, say G, which is again an O X -Rees algebra.
Lemma 5.18 (cf. [21, Proposition 5.4]).
Let V be a regular excellent scheme, and G an O V -Rees algebra. Then the integral closure of G, say G, is weakly equivalent to G.
Differential Rees algebras.
Let S be a smooth algebra over a perfect field k. For any non-negative integer n, denote by Diff n S|k the module of differential operators of order at most n of S over k. A Rees algebra over S, say G = i∈N I i W i , is said to be differentially saturated (with respect to k) if the following condition holds: for any homogeneous element f W N ∈ G, and any differential operator ∆ ∈ Diff n S|k , with n < N , we have that ∆(f )W N −n ∈ G. In particular,
S|k . Note that this notion extends naturally to Rees algebras defined on a smooth variety over k, say V : in this case, we denote by Diff n V |k the sheaf of differential operators of V over k, and the condition of being differentially saturated is defined locally. Given a smooth variety over a perfect field k, and an arbitrary O V -Rees algebra G, there is a natural way to construct the smallest differentially saturated algebra containing G (see [61, Theorem 3.4]), which we will denote by Diff (G). It can be checked that Diff (G) is again finitely generated over O V (cf. [ Remark 5.20. In the preceding discussion we just considered the differential operators of a variety relative to the ground field k. By contrast, if one considers the absolute differential operators of V (i.e., those defined over the prime field of k), the previous results can be extended to varieties defined over arbitrary fields, non-necessarily perfect. The Rees algebra associated to Max mult(X). Definition 5.23. Let X be a singular variety over a perfect field k with maximum multiplicity s > 1. Given a local presentation of Max mult(X) as in Definition 5.7, say (V, G V ), we define the Rees algebra attached to Max mult(X) to be
Remark 5.24. Recall that, given a variety X as in the previous definition, a presentation of Max mult(X) consists of an embedding X ֒→ V , together with an O V -Rees algebra G satisfying Max mult(X) = Sing(G), and such that this equality is preserved by permissible transformations as long as the maximum multiplicity of X does not decrease (see Definition 5.7 and 5.8). When X is a variety over a perfect field k, local presentations of Max mult(X) in this previous sense can be constructed inétale topology (see Theorem 5.10 and 5.12). Thus G X is defined locally iń etale topology. However, for simplicity, we shall usually omit this fact. Finally note that G X is well-defined by Theorem 5.22.
Elimination algebras
In the previous section we discussed about local presentations of the multiplicity for a given variety X via some pair (V, G). This has been useful to prove algorithmic resolution of singularities in characteristic zero using the multiplicity as main invariant.
In this context, one advantage of using the multiplicity instead of the Hilbert-Samuel function (the invariant used by Hironaka in [30] ) is that, at least, when the characteristic is zero, it can be shown that the lowering of the maximum multiplicity of X is equivalent to resolving a Rees algebra defined in some d-dimensional regular scheme, where d is the dimension of X. This follows from the fact that the local presentation of the multiplicity is found by considering a suitable finite projection from X to some regular scheme Z (see 5.12 and Example 6.16 below).
The previous discussion leads us to the following natural question. Once a pair (V, G) is given, one may wonder whether there is another (V ′ , G ′ ) with dim V ′ < dim V somehow equivalent to (V, G). That is, we would like, (1) that Sing G be homeomorphic to Sing G ′ in some sense, and (2) , that this homeomorphism be preserved by local sequences. This would mean that finding a resolution of G is equivalent to finding a resolution of G ′ , the latter being less complex since the problem concerns an ambient space of lower dimension. This would allow us to resolve Rees algebras by using an inductive argument. In fact this is the motivation behind the theory of elimination algebras that will be treated in this section. Further details about elimination algebras can be found in [12] , [13] , [60] , and [59] . 
Let G ′ 1 be the transform of G ′ in V ′ 1 and let G 1 be the transform of G in V 1 . In general, β cannot be lifted to a morphism β 1 : V 1 → V ′ 1 so as to complete the square, but suppose that there is a suitable open subset U 1 ⊂ V 1 with Sing G 1 ⊂ U 1 where this can be done, so that the following diagram commutes:
Then β 1 (Sing G 1 ) can be defined and we may wonder whether it is homeomorphic to Sing G ′ 1 or not. The situation is quite similar if instead we consider a permissible center Z ⊂ Sing G ′ and consider the blow ups of V ′ at Z and of V at β −1 (Z). Thus, in the following discussion whenever we define local sequences over V ′ and V as above we will be assuming that the blow ups at permissible centers will be restricted to suitable open subsets of the transforms of V that contain the singular locus of the transforms of G so that commutative diagrams as (6.1.1) can be considered.
Intuitively, we may think that G ′ represents the singular locus of G in a lower dimensional scheme if dim V > dim V ′ . As we will see, when the characteristic is zero, the role of G ′ is played by an elimination algebra of G on V (see Definition 6.7 and Remark 6.11 (2) ). In positive characteristic, elimination algebras can also be defined, but their link with the original Rees algebra is weaker (see Remark 6.11 (3)).
Definition 6.2. Let k be a perfect field, V (n) an n-dimensional smooth variety over k, and let G (n) be a Rees algebra over V (n) . We will say that a smooth morphism from V (n) to a smooth k-variety V (n−e) of dimension (n − e), say β : V (n) → V (n−e) , is a G (n) -admissible projection if the following conditions hold:
(1) β maps Sing G (n) homeomorphically to its image in V (n−e) . Moreover, it is required that, for any closed subscheme Y ⊂ Sing G (n) , Y is regular if and only if β(Y ) ⊂ V (n−e) is so; (2) Any G (n) -permissible sequence of transformations on V (n) , say
induces a sequence of transformations on V (n−e) , say
and a commutative diagram
where each β i is a smooth morphism 1 which maps Sing G (n) i
homeomorphically to its image in V (n−e) i . Moreover, it is required that, for any i and for any closed subscheme
is so.
Given V (n) and G (n) , the question of whether there exists a G (n) -admissible projection to some smooth space of dimension n − e arises. The existence of such admissible projections can be characterized in terms of the τ -invariant, an invariant attached to each point ξ ∈ Sing G (n) . Definition 6.3. Let V (n) be a regular variety over a perfect field k and let G (n) be a Rees algebra over V (n) . Fix a closed point ξ ∈ Sing G (n) , and let Gr
, defined as the homogeneous ideal generated by
, where Z 1 , . . . , Z n is a basis of the subspace of linear forms of Gr m ξ (O V (n) ,ξ ), say Gr
The τ -invariant is the minimum integer so that there exists a basis of Gr [5] ). That is, so that
Lemma 6.4 (cf. [12, §8] ). Let V (n) be a smooth variety of dimension n over a perfect field k, and let G (n) be a Rees algebra over V (n) . Fix a point ξ ∈ Sing G (n) . Then, for e ≤ τ G (n) ,ξ , it is possible to construct a G (n) -admissible projection (locally inétale topology) to some smooth k-variety of dimension n − e, say β :
Roughly speaking, the previous lemma says that the tree of closed sets defined by G (n) can be represented in lower dimension. The next question is whether one can find a Rees algebra over V (n−e) which represents this tree of closed sets. Definition 6.5. Let G (n) be a Rees algebra over a smooth variety V (n) , and let β : V (n) → V (n−e) be a G (n) -admissible projection. We will say that a Rees algebra G (n−e) over V (n−e) is strongly linked to G (n) via β if the following conditions hold:
(1) Sing G (n−e) = β Sing G (n) (note that, since β is required to be G (n) -admissible, this implies that a closed center Y ⊂ Sing G (n) is regular if and only if the corresponding closed subscheme, say β(Y ) ⊂ Sing G (n−e) , is so); (2) Any G (n) -permissible sequence on V (n) , say (6.5.1)
Recall that, as it was discussed in 6.1, each βi is just defined locally in an open subscheme of V (n) i induces a G (n−e) -permissible sequence on V (n−e) , say
where each β i is a G Elimination algebras. In general, given a Rees algebra G (n) over a smooth variety V (n) and a G (n) -admissible projection β : V (n) → V (n−e) , it may occur that one cannot find algebras over V (n−e) which are strongly linked to G (n) . This leads us to introduce a weaker notion. Definition 6.7. Let V (n) be an n-dimensional smooth variety over a perfect field k, and let G (n) be a Rees algebra over V (n) . Consider a G (n) -admissible projection to a smooth variety V (n−e) of dimension n − e, say β : V (n) → V (n−e) . Then the algebra
or any other Rees algebra over V (n−e) which is weakly equivalent to it, is called an elimination algebra of G (n) via β.
Remark 6.8. Note that, using the notation of Remark 5.14, the elimination algebra defined above satisfies that
Since β is G (n) -admissible, this implies that any G (n) -permissible sequence on V (n) induces a G (n−e) -permissible sequence on V (n−e) and a commutative diagram
. Moreover, it can be shown that G (n−e) is the greatest algebra over V (n−e) satisfying (6.8.1) (see Theorem 5.21). Thus, an elimination algebra of G (n) can also be regarded as a maximal algebra over V (n−e) with the previous property.
Remark 6.9. In general, given G (n−e) an elimination algebra of G (n) and a diagram as (6.8.2), the algebra G (n−e) i is not an elimination algebra of G (n) i for i ≥ 1, and it may occur that
Lemma 6.10 ( cf. [13,  §16.7 (1), p. 138] ). Let G (n) be a Rees algebra over a regular variety V (n) defined over a perfect field k. Consider G (n) -admissible projection, say β : V (n) → V (n−e) , and let G (n−e) be an elimination algebra of G (n) . Then
Remark 6.11. Let G (n) be a Rees algebra over a regular variety V (n) defined over a perfect field k, and consider a G (n) -admissible projection, say β :
(1) Suppose that G (n−e) is a Rees algebra over V (n−e) which is strongly linked to G (n) . In such case, G (n−e) is an elimination algebra of G (n) (this follows from the definition and Theorem 5.21). (2) In the case of characteristic zero, an elimination algebra of G (n) is strongly linked to G (n) (see [13, §16.8, p. 139] ). In other words, when char k = 0, this ensures the existence of an algebra G (n−e) over V (n−e) which is strongly linked to G (n) . (3) In the case of positive characteristic, an elimination algebra might not be strongly linked to G (n) . Moreover, given G (n) and β : V (n) → V (n−e) as above, it may occur that there is no Rees algebra over V (n−e) which is strongly linked to G (n) (see Example 6.15 below).
Remark 6.12. Assume characteristic zero, and let G (n−e) be an elimination algebra of G (n) as in Remark 6.11 (2) . Then any resolution of G (n) induces a resolution of G (n−e) , and vice versa.
Consider an algebra G (n) over V (n) , and a G (n) -admissible projection β : V (n) → V (n−e) . According to Definition 6.7, an elimination algebra of G (n) can be constructed by computing the differential saturation of G and then its integral closure. While the differential saturation of an algebra can be easily computed (see [61, Theorem 2.9] ), the process of calculating the integral closure is much more involved. The next results provide an alternative method for constructing an elimination algebra of G (n) which avoids the use integral closure. Theorem 6.13 (cf. [59, Theorem 4.11] ). Let V (n) be a regular variety over a perfect field k, and let G (n) be a Rees algebra over V (n) . Assume that G (n) is differential, and consider a G (n) -admissible projection β : V (n) → V (n−e) , and let K (n) be another Rees algebra over V (n) which is finite over G (n) . Then the algebra
is finite over
Corollary 6.14. Let V (n) be a regular variety over a perfect field k, and let G (n) be a Rees algebra over V (n) . Consider a G (n) -admissible projection β : V (n) → V (n−e) . Then
is an elimination algebra of G (n) . Moreover, G (n−e) is differential.
The following example illustrates that, in positive characteristic, an elimination might not be strongly linked to the original Rees algebra. Example 6.15. Suppose that k is a perfect field of characteristic 2. Consider the curve X = Spec(k[x, y]/ y 2 − x 3 ), endowed with its natural immersion in
. Thus, by Corollary 6.14,
is an elimination algebra of G (2) . However, by blowing up V (2) and V (1) at the origin, one readily checks that G (1) is not strongly linked to G (2) .
Example 6.16 (Representation and elimination in characteristic zero). Consider a d-dimensional variety X with maximum multiplicity s over a perfect field k. Following the procedure of 5.12, one can construct an embedding X ֒→ V (n) and a Rees algebra over V (n) , say G (n) , which represents the stratum of maximum multiplicity of X. When the characteristic is zero, a G (n) -admissible projection to a d-dimensional smooth variety can be constructed, say β :
, and we will show how to construct an elimination algebra of G (n) in this setting. In other words, we show that the stratum of maximum multiplicity of a d-dimensional variety can be represented in dimension d, at least in characteristic zero. Let X = Spec(B) be an affine variety with maximum multiplicity s > 0 over a field k of characteristic zero. Fix a closed point ξ ∈ F s (X). Recall that, after replacing B by a suitableétale extension, there is a commutative diagram, say
where S is a regular k-algebra, Z 1 , . . . , Z m denote variables, and θ 1 , . . . , θ m are integral over S. Let K denote the field of fractions of S and, for i = 1, . . . , m, let f i (Z i ) be the minimal polynomial of θ i over K. Recall that, under these hypotheses,
. . , m, one has that the Rees algebra
represents F s (X). Observe that this means that
i.e., F s (X) is the intersection of the maximum multiplicity loci of the hypersurfaces defined by
In this setting, it can be proved that the natural projection β :
Moreover, an elimination algebra of G (d+m) can be obtained by considering suitable functions on the coefficients of the polynomials f 1 (Z 1 ), . . . , f m (Z m ). Namely, when char(k) = 0, one can find elements a 1 , . . . , a m ∈ S so that, after taking the change of variables
with b i,j ∈ S for all i, j. In this case, the S-algebra generated by the elements b i,j W j , with 1 ≤ i ≤ m and 2 ≤ j ≤ d i , say
is an elimination algebra of G (d+m) (see [59] and [13, Remark 16.10] for further details).
Part III. Strong transversality 7. Elimination algebras and finite morphisms.
Let k be a perfect field, and let β : X ′ → X be a finite transversal morphism of singular varieties over k. Recall that this is a finite and dominant morphism such that
where r is the generic rank of X ′ → X (see Definition 2.5). According to Theorem 5.22 and Definition 5.23, one can attach an intrinsic Rees algebra to the stratum of maximum multiplicity of X, say G X . Recall that this algebra is defined inétale topology. Similarly, one can attach an intrinsic algebra to the stratum of maximum multiplicity of X ′ , say G X ′ . As Proposition 7.1 shows, there a relation between G X and G X ′ . Along this section we will study the connection between the transversal morphism β and the algebras G X and G X ′ . The main result is Theorem 7.2. 
denote the intrinsic Rees algebras attached to the strata of maximum multiplicity of X and X ′ respectively. If β is transversal, then there is an inclusion G X ⊂ G X ′ .
Theorem 7.2. Let β : X ′ → X be a finite and dominant morphism of varieties over a perfect field k. Assume that β is transversal, of generic rank r, and let s be the highest multiplicity at points of X, so that G X ⊂ G X ′ . Then:
(1) If β : X ′ → X is strongly transversal then the inclusion G X ⊂ G X ′ is finite; (2) If k is a field of characteristic zero, then the converse holds. Namely, if G X ⊂ G X ′ is finite, then β : X ′ → X is strongly transversal.
The proof of this theorem requires some preliminary technical results. The main ideas of the proof can be found in Remark 7.5 below. The proof will be addressed in 7.8. Remark 7.3. In case that char k = 0, the theorem says that β : X ′ → X is strongly transversal if and only if the inclusion G X ⊂ G X ′ is finite. That is, we can characterize the strong transversality of β by means of the intrinsic algebras G X and G X ′ . On the other hand, when char k > 0, property (1) holds as well, but (2) fails in general, as the following example shows.
Example 7.4. Here we exhibit a transversal morphism β : X ′ → X where G X ′ is finite over G X , but X ′ is not strongly transversal to X.
Let k be a field of characteristic 2. Consider the varieties X = Spec(B) and X ′ = Spec(B ′ ), where
Note that there is a natural finite and dominant morphism β : X ′ → X given by the inclusion B ⊂ B ′ . This inclusion has generic rank 2. Moreover, one can check that max mult(X) = 4 and max mult(X ′ ) = 8 (both values are attained at the origin), and thus β : X ′ → X is transversal (see Definition 2.5). Next we shall show that G X ′ is finite over G X , but X ′ is not strongly transversal to X.
, and V ′ = Spec(k[t, x, y, z]). Since S ⊂ B is a finite extension of domains of generic rank 4 = max mult(X), then the differential Rees algebra
represents the closed set F 4 (X) in V (see 5.12), and G X = G| X (see Definition 5.23) . Similarly, the differential algebra 
Despite this fact, we will show that β : X ′ → X is not strongly transversal. Consider the blow ups of X ′ ⊂ V ′ and X ⊂ V at the origin, i.e., at the closed points defined by t, x, y and t, x, y, z respectively. These blow ups induce a commutative diagram of inclusions and finite morphisms as follows:
One can check, on the t-chart of these blow ups, the strict transforms of X and X ′ are given by
, and (see [63, Remark 5.3] ). Next, consider the centers
Moreover, on the t 1 -chart, X 2 and X ′ 2 are given by respectively. Next observe that the (non-closed) point ξ 2 ∈ X 2 defined by the ideal t 2 , y 2 belongs to F 4 (X 2 ). However, the (non-closed) point ξ ′ 2 ∈ X ′ 2 defined by t 2 , y 2 , z 2 , which sits on ξ 2 , does not belong to
is not homeomorphic to F 4 (X 2 ), and therefore X ′ is not strongly transversal to X. Remark 7.5. Here we outline the main ideas of the proof of Theorem 7.2. The proof itself is addressed in 7.8.
Suppose that X and X ′ were affine, say X = Spec(B) and X ′ = Spec(B ′ ), with the morphism β : X ′ → X given by a finite inclusion B ⊂ B ′ . After replacing B and B ′ by a suitableétale neighborhood, we may assume that there is a regular k-algebra contained in B, say S, so that S ⊂ B is a finite inclusion of generic rank s = max mult(X), and S ⊂ B ′ is a finite inclusion of generic rank rs = max mult(X ′ ) (see the discussion in 5.12). In other words, the finite morphisms X → Spec(S) and X ′ → Spec(S) are transversal.
Next we proceed as in 5.12. Set d = dim B = dim B ′ . One can construct a closed immersion of X in a regular ambient space V (d+n) = Spec(S[Z 1 , . . . , Z n ]), say X ֒→ V (d+n) , and a differential Rees algebra over V (d+n) , say G (d+n) , which represents F s (X). In this way, we obtain the following commutative diagram:
Moreover, there is an integer n ′ ≥ n so that one can construct an embedding of X ′ in V (d+n ′ ) = Spec(S[Z 1 , . . . , Z n , . . . , Z n ′ ]), and a differential Rees algebra over V (d+n ′ ) , say G (d+n ′ ) , which represents F rs (X ′ ). Thus we get a commutative diagram
t t t t t t t t t ? _ o o

Spec(S).
Recall that, in this setting,
In addition, since X → Spec(S) is transversal, one readily checks that V (d+n) → Spec(S) is G (d+n) -admissible, and the Rees algebra
is an elimination algebra of G (d+n) over S by Corollary 6.14. Similarly, V (d+n ′ ) → Spec(S) is G (d+n ′ ) -admissible, and
is an elimination algebra of G (d+n ′ ) over S. 
where both vertical arrows are finite (see Theorem 7.6 and Corollary 7.7 below). Thus G X ⊂ G X ′ is finite if and only if H ⊂ H ′ is so. These ideas will also be used in Section 8 to prove Theorem 8.1.
Note that, so far, all arguments are characteristic free. In addition, when the characteristic is zero, it turns out that H and H ′ are strongly linked to G (d+n) and G (d+n ′ ) respectively (see Remark 6.11 (2) ). Therefore, in the case of characteristic zero, since G (d+n) represents F s (X) and G (d+n ′ ) represents F rs (X ′ ), it follows that β : X ′ → X is strongly transversal if and only if H and H ′ are weakly equivalent over Spec(S). Moreover, since H and H ′ are differential and H ⊂ H ′ , to prove this latter statement it suffices to check that H ′ is integral over H or, equivalently, that H = H ′ (see Theorem 5.21) . In summary, when the characteristic is zero we have that
⇐⇒ H and H ′ are weakly equivalent ⇐⇒ F s (X) and F rs (X ′ ) are strongly homeomorphic ⇐⇒ β : X ′ → X is strongly transversal.
In order to prove Theorem 7.2 we need two preliminary results. The next theorem concerns the elimination of one variable, whereas the Corollary concerns the elimination of several variables. Finally, the proof of Theorem 7.2 will be given in 7.8. G (d+1) -admissible, and
is an elimination algebra of G (d+1) . Moreover, there is an inclusion of Rees algebras, say
which is a finite extension of graded algebras.
Corollary 7.7. Let k be a perfect field, let S be a smooth k-algebra of dimension d. Let Z 1 , . . . , Z h denote variables and,
] be a monic polynomial of degree l i , and set
is an elimination algebra of G (d+h) . Furthermore, there is an inclusion of Rees algebras, say
that is finite. Moreover, as a consequence, there is another inclusion of Rees algebras over S, say
which is also finite.
Proof. The corollary follows from the following observation and an inductive argument. Suppose that h = 2. Recall that
, and consider the diagram
Recall that, by Corollary 6.14, G (d+1) is differential, and it is an elimination algebra of
-admissible and Corollary 6.14 applies). Now (7.7.1) follows from Theorem 7.6, as we have that:
• There is an inclusion
that is finite, and therefore G
is also finite;
• There is an inclusion,
that is finite.
To conclude, observe that, since the extension S ⊂ B is finite, all the following extensions are finite:
This proves (7.7.2).
7.8. Proof of Theorem 7.2. It suffices to prove the theorem in the affine case. Hence we may assume that X = Spec(B), X ′ = Spec(B ′ ), and that β : X ′ → X is the morphism induced by a finite inclusion
After replacing B by someétale extension we may assume that there is a finite inclusion S ⊂ B with S smooth as in 5.12. Thisétale extension of B induces anétale extension of B ′ which we will denote by B ′ again, and the induced finite inclusion S ⊂ B ′ is in the same setting as that of 5.12. Observe, that, by the hypotheses, F rs (B ′ ) is homeomorphic to its image by β, which necessarily sits inside F s (B) . Then there is a commutative diagram of inclusions and finite morphisms,
The vertical arrows are finite by Corollary 7.7, and the top horizontal arrow is finite by hypothesis.
is finite over H, and therefore H ′ is also finite over H. This latter condition shows that H and H ′ are weakly equivalent and, as a consequence, that β : X ′ → X is strongly transversal.
Remark 7.9. Assume that the characteristic is zero, so that one can apply an algorithm of resolution of Rees algebras (see Definition 5.5). A feature of algorithmic resolution of algebras is that it does not distinguish between weakly equivalent algebras (see Definition 5.13). Namely, if H and H ′ are two weakly equivalent algebras over a regular variety V (d) of characteristic zero, then the algorithm produces the same resolution for H and H ′ .
Consider a strongly transversal morphism of singular varieties of characteristic zero, say β : X ′ → X, with s = max mult(X) and rs = max mult(X ′ ) (see Definition 4.6). Fix the setting as in Remark 7.5. Since the characteristic is zero, the resolution of F s (X) and F rs (X ′ ) can be reduced to the resolution of two Rees algebras, say H and H ′ respectively, over a regular ambient space Spec(S). Since β : X ′ → X is strongly transversal, H and H ′ turn out to be weakly equivalent. Thus one can see that the algorithmic resolution of F s (X) induces that of F rs (X ′ ), and vice versa.
On the construction of strongly transversal morphisms
Consider a finite morphism of varieties over a perfect field k, say X ′ → X. Let K and L denote the fields of fractions of X and X ′ respectively, and set r = [L : K]. In the previous sections we have shown that max mult(X ′ ) ≤ r · max mult(X), and, if the equality holds, then the morphism is transversal. Moreover, in Theorem 7.2 we have characterized the case in which X ′ → X is strongly transversal in terms of the intrinsic algebras G X and G X ′ attached to the strata of maximum multiplicity of X and X ′ respectively. In this section we proceed the other way around. Let X be a singular variety over a perfect field k with maximum multiplicity s ≥ 2, and let K be the field of fractions of X. Consider a finite field extension L/K, and set r = [L : K]. In Theorem 8.1 we prove that it is possible to construct a finite strongly transversal morphism X ′ → X, so that X ′ has field of fractions L. This construction makes use of the intrinsic algebra G X attached to the stratum of maximum multiplicity of X, say F s (X), and it is based on the ideas of Lemma 8.5.
Theorem 8.1. Let X be an algebraic variety over a perfect field with maximum multiplicity s ≥ 2. Let K(X) denote the quotient field of X and let L be an algebraic field extension of degree r of K(X). Then there is an algebraic variety X ′ with quotient field L, together with a strongly transversal morphism, X ′ → X, i.e., X ′ → X is a finite dominant morphism and F sr (X ′ ) is strongly homeomorphic to F s (X).
Remark 8.2. Note that the statement of the theorem fails if max mult(X) = 1, that is, if X is regular. Assume that X is a regular variety with field of fractions K. Observe that, in this case, s = 1 and F 1 (X) = X. Let L be a finite field extension of K of degree r ≥ 2, and let X ′ be a variety with field of fractions L endowed with a finite transversal morphism β : X ′ → X. Let η denote the generic point of X ′ . Since O X ′ ,η = L, the variety X ′ is regular at η. Therefore η / ∈ F r (X ′ ), and hence F r (X ′ ) is not mapped surjectively onto F 1 (X). Thus we see that it is not possible to construct a strongly transversal morphism to X when max mult(X) = 1.
Proof. Assume that X is affine, say X = Spec (B) , and set
. Let B denote the integral closure of the domain B in the field L, and consider the integral closure of
Note that the integral closure of the extended ideal J l B must be contained in the ideal J l ⊂ B but, in general, this is inclusion is strict (see Remark 8.3). As J 1 is an ideal of B and B is finite over B, the ideal J 1 can also be regarded as a finite module over B. Fix a family of generators J 1 regarded as a B-module, say J 1 = θ 1 , . . . , θ m . Set
We claim that X ′ = Spec(B ′ ) is a singular variety with field of fractions L, and that the induced morphism X ′ → X is strongly transversal. To prove the claim, first note that J 1 is a non-zero ideal in B, which is contained in B ′ . Hence B ′ has L as its field of fractions. On the other hand observe that, by construction, the elements
Then the strong transversality will follow from Proposition 8.7 and Proposition 8.8 below.
Remark 8.3. Let B ⊂ B ′ be a finite extension of domains. Consider a Rees algebra over B, say
and let
. If G is a Rees ring, i.e., if G is generated in degree one, say
, then one can check that J 1 is the integral closure of the ideal J 1 B ′ in B ′ , and that G is again a Rees ring generated in degree one. That is,
However, when G is not generated in degree one, there is an inclusion J 1 B ′ ⊂ J 1 which, in general, is strict (see Example 8.4 below).
Example 8.4. Let k be a field of characteristic zero, and consider the curve X = Spec (B) given by
Let us denote byx andȳ the residue classes of x and y in B respectively. Note that X has maximum multiplicity 3, and this value is reached at the origin. Following the notation of the proof, set
The maximum multiplicity locus of X ⊂ Spec(S[T ]) is represented by the Rees algebra
and a simple computation shows that
Therefore, the Rees algebra H = Diff (G) ∩ S[W ] is that given by
Hence, in this case, we have that
, it follows thatzW is integral over H. That is,z ∈J 1 . However, we claim thatz is not integral over J 1 S. Indeed, according to [64, Appendix 4, Theorem 1, p. 350],z is integral over J 1 S if and only if, for every valuation ring R ⊂ L so that S ⊂ R, one has thatz ∈ J 1 R. Thus, in order to prove the claim it suffices to find a valuation ring R ⊂ L so thatz / ∈ J 1 R. To this end, consider the subalgebra
, and let L 0 ⊂ L denote its field of fractions. As R 0 is a regular noetherian local ring of dimension 1, it is a discrete valuation ring with parameter z x . In this way, sincez =x ·z x = (z x ) 3 , one readily checks that
By [64, Theorem VI.5, p. 12], R 0 can be extended to a valuation ring in L, say R ⊂ L, with parameterz x . Thus (8.4.1) implies thatz / ∈ J 1 R, and thereforez is not integral J 1 S.
Lemma 8.5. Let B be a singular domain of finite type over a perfect field k with maximum multiplicity s > 1. Let G B ⊂ B[W ] denote the intrinsic algebra attached to F s (B) . Consider a regular subalgebra of B, say S, so that the extension S ⊂ B is finite of generic rank s = max mult (B) . That is, so that the induced morphism β : Spec(B) → Spec(S) is transversal. Then the S-Rees algebra
has the following properties: (1) The extension H ⊂ G B is finite.
(2) The morphism β maps F s (X) homeomorphically to Sing(H), i.e., β(F s (X)) ∼ = Sing(H). Let K denote the field of fractions of S, and let f 1 (T 1 ), . . . , f n (T n ) be the minimal polynomials of θ 1 , . . . , θ n over K respectively. As S is regular, f i (T i ) ∈ S[T i ] (see 5.12) . Set N i = deg(f i (T i )), and consider the Rees algebra
Under these hypotheses, there is a commutative diagram, say and it can be proved that the Rees algebra G (d+n) represents F s (X) in V (d+n) (see the discussion in 5.12).
Next, consider the Rees algebras On the other hand, since K (d+n) is weakly equivalent to G (d+n) , we have that K (d+n) represents F s (B) over V (d+n) . As Spec(B) → Spec(S) is transversal, the commutativity of (8.5.1) implies that β is a K (d+n)) -admissible projection, and H = K (d) is an elimination algebra of K (d+n) (see Definition 6.7). Then, Lemma 6.10 says that Sing(H) ∼ = Sing (K (d+n) ) = F s (B), which proves (2).
Lemma 8.6. Let S ⊂ B be a finite extension of domains over a perfect field k of generic rank s = max mult (B) , where S is regular and B is singular, and let H := G B ∩S[W ] be as in Lemma 8.5. Consider a prime ideal P ∈ F s (B) such that B/P is regular, and set p = P ∩ S ∈ Sing(H). Recall that, in this setting, there is a natural commutative diagram as follows, Spec(B) Proof. Proceeding as in the proof of Lemma 8.5, one can construct a commutative diagram as follows,
Spec(B)
x x
where K (d+n) is a differential and integrally closed Rees algebra representing F s (B) in V (d+n) , and
is an elimination algebra of K (d+n) over S.
Note that P defines a closed regular center contained in F s (B) , say Y , which can also be regarded as regular center contained in Sing(K (d+n) ) ⊂ V (d+n) . Moreover, β(Y ) ⊂ Sing(H) is the regular center defined by the prime p mentioned in the lemma. In this way, after blowing up Spec(B), V (d+n) and Spec(S) along these centers, we obtain a commutative diagram Proof. As B ⊂ B ′ has generic rank r, Zarisiki's formula (Theorem 2.2) says that max mult(B ′ ) ≤ r · max mult(B) = rs.
Thus, in order to check the transversality of β, we just need to show that F rs (B ′ ) = ∅. To this end, we will argue as follows. Consider a prime ideal P ∈ F s (B) . Since the extension B ⊂ B ′ is finite and dominant, β is surjective, and therefore there exists at least a prime P ′ ⊂ B ′ sitting on P . We shall show that P ′ ∈ F rs (B ′ ). Note that this property implies that:
(1) F rs (B ′ ) = ∅, and hence β is transversal; (2) As β is transversal, F rs (B ′ ) is mapped homeomorphically onto β(F rs (B ′ )), and β(F rs (B ′ )) ⊂ F s (B) (see Corollary 2.6); (3) F rs (B ′ ) maps surjectively onto F s (B) , as the previous argument holds for any P ∈ F s (B); (4) As a consequence of (2) and (3), the set F rs (B ′ ) is mapped homeomorphically to F s (B).
Thus, in order to prove the lemma, it suffices to show that any prime P ∈ F s (B) is dominated by a prime P ′ ∈ F rs (B ′ ).
Fix a prime P ∈ F s (B), and let P ′ ⊂ B ′ be a prime ideal sitting on P . After replacing B by a suitableétale neighborhood, we may assume that there is a regular k-algebra contained in B, say S, so that S ⊂ B is a finite extension of generic rank s = max mult (B) with a j ∈ J j . Consider the prime ideal p = P ∩ S. Since P ∈ F s (B) and Spec(B) → Spec(S) is a finite transversal morphism, P is the unique prime of Spec(B) sitting on p, and hence B P = B ⊗ S S p . Thus we may assume without loss of generality that S = S p , and B = B P . By Lemma 8.5, we have that p ∈ Sing(H). Therefore, as each a j in (8.7.1) belongs to J j , we deduce that ν p (a j ) ≥ j for all j. In this way, (8.7.1) can also be regarded as a relation of integral dependence of θ i over the ideal pB ′ ⊂ B ′ . Thus, if a prime ideal Q ⊂ B ′ contains pB ′ , then θ 1 , . . . , θ m ∈ Q. Note also that B ′ /(P B ′ + θ 1 , . . . , θ m ) = B/P.
Since B/P is a domain, we deduce that P B ′ + θ 1 , . . . , θ m is a prime ideal in B ′ , and hence P ′ = P B ′ + θ 1 , . . . , θ m . As a consequence, we have that:
i) P ′ is the unique prime of B ′ dominating P ; ii) P ′ is rational over P ; and iii) P B ′ P ′ is a reduction of P ′ B ′ P ′ . In virtue of 2.3, this implies that P ′ ∈ F rs (P ′ ), which proves the lemma. Proof. Proposition 8.7 says that β is transversal, and β(F rs (B ′ )) = F s (B). Thus we just need to check that the conditions of the lemma are preserved (locally) after blowing up.
Fix a prime ideal P ∈ F s (B) which defines a regular center in Spec(B), i.e., such that B/P is regular, and let P ′ ∈ F rs (B ′ ) be the unique prime in B ′ sitting on P . After replacing B and B ′ by suitableétale neighborhoods, we may assume that B contains a regular subalgebra, say
