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Abstract
Tail dependence models for distributions attracted to a max-stable law are fitted using
observations above a high threshold. To cope with spatial, high-dimensional data, a rank-
based M-estimator is proposed relying on bivariate margins only. A data-driven weight
matrix is used to minimize the asymptotic variance. Empirical process arguments show
that the estimator is consistent and asymptotically normal. Its finite-sample performance
is assessed in simulation experiments involving popular max-stable processes perturbed
with additive noise. An analysis of wind speed data from the Netherlands illustrates the
method.
Keywords: Brown–Resnick process; exceedances; multivariate extremes; ranks; spatial
statistics; stable tail dependence function
1 Introduction
Max-stable random processes have become the standard for modelling extremes of environ-
mental quantities, such as wind speed, precipitation, or snow depth. In such a context, data
are modelled as realizations of spatial processes, observed at a finite number of locations. The
statistical problem then consists of modelling the joint tail of a multivariate distribution. This
problem can be divided into two separate issues: modelling the marginal distributions and
modelling the dependence structure. A popular practice is to transform the marginals into an
appropriate form and to fit a max-stable model to componentwise monthly or annual maxima
using composite likelihood methods. This is done either in a frequentist setting (Padoan et al.,
2010; Davison et al., 2012) or in a Bayesian one (Reich and Shaby, 2012; Cooley et al., 2012).
Alternatively, Yuen and Stoev (2014) propose an M-estimator based on finite-dimensional cu-
mulative distribution functions. Popular parametric models for max-stable processes include
the ones proposed by Smith (1990), Schlather (2002) and Kabluchko et al. (2009), going back
to Brown and Resnick (1977). Recent review articles on spatial extremes include Cooley et al.
(2012), Davison et al. (2012) and Ribatet (2013).
The above approaches consider block maxima, whereas more information can be extracted
from the data by using all data vectors of which at least one component is large. Although
1
ar
X
iv
:1
40
3.
19
75
v2
  [
sta
t.M
E]
  9
 Ja
n 2
01
5
threshold-based methods are common in multivariate extreme-value theory, in spatial ex-
tremes they are only starting to be developed. A first example is de Haan and Pereira (2006),
where several one- and two-dimensional models for spatial extremes are proposed. Another
parametric model for spatial tail dependence is introduced in Buishand et al. (2008). The
parameter estimator is shown to be asymptotically normal and the method is applied to daily
rainfall data. In Huser and Davison (2014), a pairwise censored likelihood is used to analyse
space-time extremes. The method is applied to an extension of Schlather’s model. Another
study of space-time extremes can be found in Davis et al. (2013), where asymptotic normality
of the pairwise likelihood estimators of the parameters of a Brown–Resnick process is proven
for a jointly increasing number of spatial locations and time points. In Jeon and Smith (2012),
bivariate threshold exceedances are modelled using a composite likelihood procedure. Asymp-
totic normality of the estimator is obtained by assuming second-order regular variation for the
distribution function that is in the max-domain of attraction of an extreme-value distribution.
A numerical study comparing two distinct approaches for composite likelihoods can be found
in Bacro and Gaetan (2013). In Wadsworth and Tawn (2014), a censored Poisson process
likelihood is considered in order to simplify the likelihood expressions in the Brown–Resnick
process and in Engelke et al. (2014), the distribution of extremal increments of processes that
are in the max-domain of attraction of the Brown–Resnick process is investigated. Finally, in
Bienvenu¨e and Robert (2014), a censored likelihood procedure is used to fit high-dimensional
extreme value models for which the tail dependence function has a particular representation.
The above methods all require estimation of the tails of the marginal distributions. This is
not necessarily an easy task if the number of variables is large. Moreover, they are likelihood-
based and therefore cannot be used to fit, e.g., spectrally discrete max-stable models (Wang
and Stoev, 2011).
The aim of this paper is to propose a new method for fitting multivariate tail dependence
models to high-dimensional data arising for instance in spatial statistics. No likelihoods come
into play as our approach relies on the stable tail dependence function, which is related to
the upper tail of the underlying cumulative distribution function. The method is threshold-
based in the sense that a data point is considered to be extreme if the rank of at least one
component is sufficiently high. The only assumption is that the copula corresponding to the
underlying distribution is attracted to a parametrically specified multivariate extreme-value
distribution, see (2.2) below.
By reducing the data to their ranks, the tails of the univariate marginal distributions need
not be estimated. Indeed, the marginal distributions are not even required to be attracted
to an extreme-value distribution. Another advantage of the rank-based approach is that the
estimator is invariant under monotone transformations of the margins, notably for Box–Cox
type of transformations.
Our starting point is Einmahl et al. (2012), where an M-estimator for a parametrically
modelled tail dependence function in dimension d is derived. However, that method crucially
relies on d-dimensional integration, which becomes intractable in high dimensions. This is why
we consider tail dependence functions of pairs of variables only. Our estimator is constructed
as the minimizer of the distance between a vector of integrals of parametric pairwise tail
dependence functions and the vector of their empirical counterparts. The asymptotic variance
of the estimator can be minimized by replacing the Euclidean distance by a quadratic form
based on a weight matrix estimated from the data. In the simulation studies we will compute
estimates in dimensions up to 100.
We show that our estimator is consistent under minimal assumptions and asymptotically
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normal under an additional condition controlling the growth of the threshold. In our analysis,
we take into account the variability stemming from the rank transformation, the randomness
of the threshold, the random weight matrix and, in particular, the fact that the max-stable
model is only an approximation in the tail.
A point worth noticing is the generality of our methodology. Where many studies focus
on a specific parametric (tail) model, ours is generic and makes weak assumptions only.
Also, the field of application of extreme-value analysis in high dimensions is not restricted to
environmental studies: see for example Dematteo et al. (2013), where a spectral clustering
approach is introduced and applied to gas pressure data in the shipping industry.
For our approach a common, continuous distribution is required. The method does not
apply to count data, for instance, and care must be taken with environmental variables that
exhibit yearly seasonality or a trend, for instance due to global warming. In our case study,
we study data on wind speeds in the Netherlands over a relatively short time period and
limited to the summer months only.
The paper is organized as follows. Section 2 presents the necessary background on mul-
tivariate extreme-value theory and extremes of stochastic processes. Section 3 contains the
definition of the pairwise M-estimator and the main theoretical results on consistency and
asymptotic normality, as well as the practical aspects of the choice of the weight matrix. In
Section 4 the tail dependence functions of the anisotropic Brown–Resnick process and the
Smith model are presented, as well as several simulation studies: two for a large number
of locations, illustrating the computational feasibility of the estimator in high dimensions,
and one for a smaller number of locations, presenting the benefits of the weight matrix. In
addition, we compare the performance of our estimator to the one proposed in Engelke et al.
(2014). Section 5 contains comparisons between our pairwise M-estimator and the estimator
proposed in Einmahl et al. (2012). Finally, in Section 6 we present an application to wind
speed data from the Netherlands. Proofs are deferred to Appendix A. The wind speed data
and the programs that were used for the simulation studies are implemented in the R package
spatialTailDep (Kiriliouk and Segers, 2014).
2 Background
2.1 Multivariate extreme-value theory
Let Xi = (Xi1, . . . , Xid), i ∈ {1, . . . , n}, be independent random vectors in Rd with common
continuous distribution function F and marginal distribution functions F1, . . . , Fd. Write
Mnj = maxi=1,...,nXij for j = 1, . . . , d. We say that F is in the max-domain of attraction of
an extreme-value distribution G if there exist sequences anj > 0 and bnj ∈ R for j = 1, . . . , d
such that
lim
n→∞P
[
Mn1 − bn1
an1
≤ x1, . . . , Mnd − bnd
and
≤ xd
]
= G(x), x ∈ Rd. (2.1)
The margins, G1, . . . , Gd, of G are univariate extreme-value distributions and the function G
is determined by
G(x) = exp {−`(− logG1(x1), . . . ,− logGd(xd))},
where ` : [0,∞)d → [0,∞) is called the stable tail dependence function. The distribution
function of (1/{1− Fj(X1j)})j=1,...,d is in the max-domain of attraction of the extreme-value
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distribution G0(z) = exp {−`(1/z1, . . . , 1/zd)}, z ∈ (0,∞)d, and we can retrieve the function
` via
`(x) = lim
t↓0
t−1 P[1− F1(X11) ≤ tx1 or . . . or 1− Fd(X1d) ≤ txd], x ∈ [0,∞)d. (2.2)
Note that G0 has unit Fre´chet margins, G0,j(zj) = exp (−1/zj) for zj > 0 and j = 1, . . . , d.
Relation (2.1) is equivalent to relation (2.2) and convergence of the d marginal dis-
tributions in (2.1). As a consequence, (2.2) is substantially weaker than (2.1): it only
concerns the distribution function of (F1(X11), . . . , Fd(X1d)), which does not depend on
the marginal distributions F1, . . . , Fd. That is, condition (2.2) only concerns the depen-
dence structure of F , described by, for example, the copula C corresponding to F . Since
F (x1, . . . , xd) = C(F1(x1), . . . , Fd(xd)), we have
`(x) = lim
t↓0
t−1 (1− C(1− tx1, . . . , 1− txd)) , x ∈ [0,∞)d.
The class of distribution functions satisfying (2.2) is hence much larger than the class of
functions satisfying the multivariate max-domain of attraction condition (2.1). It contains,
for instance, all distributions of the form F (x) = F1(x1) · · ·Fd(xd) with continuous margins,
even if some of those margins do not belong to the max-domain of attraction of a univariate
extreme value distribution. Note also that if F is already an extreme-value distribution, then
it is attracted by itself.
From now on we will only assume relation (2.2), making no assumptions on the marginal
distributions F1, . . . , Fd except for continuity. The function ` is convex, homogeneous of order
one and satisfies `(0, . . . , 0, xj , 0, . . . , 0) = xj for j = 1, . . . , d. We assume that ` belongs to
some parametric family {`(· ; θ) : θ ∈ Θ}, with Θ ⊂ Rp. There are numerous such parametric
models and new families of models continue to be invented. We will see some examples of
parametric stable tail dependence functions in Section 4. For more examples and background
on multivariate extreme-value theory, see Coles (2001), Beirlant et al. (2004), or de Haan and
Ferreira (2006).
2.2 Extremes of stochastic processes
Max-stable processes arise in the study of component-wise maxima of random processes rather
than of random vectors. Let S be a compact subset of R2 and let C(S) denote the space of con-
tinuous, real-valued functions on S, equipped with the supremum norm ‖f‖∞ = sups∈S |f(s)|
for f ∈ C(S). The restriction to R2 is for convenience only. In the applications to spatial
data that we have in mind, S will represent the region of interest.
Consider independent copies {Xi(s)}s∈S for i ∈ {1, . . . , n} of a process {X(s)}s∈S in
C(S). Then X is in the max-domain of attraction of the max-stable process Z if there exist
sequences of continuous functions an(s) > 0 and bn(s) such that{
maxi=1,...,nXi(s)− bn(s)
an(s)
}
s∈S
w→ {Z(s)}s∈S , as n→∞,
where
w→ denotes weak convergence in C(S); see de Haan and Lin (2001) for a full character-
ization of max-domain of attraction conditions for the case S = [0, 1]. A max-stable process
Z is called simple if its marginal distribution functions are all unit Fre´chet.
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Although our interest lies in the underlying stochastic processes Xi, data are always ob-
tained on a finite subset of S only, i.e., at fixed locations s1, . . . , sd. As a consequence, statis-
tical inference is based on a sample of d-dimensional random vectors. The finite-dimensional
distributions of Z are multivariate extreme-value distributions. This brings us back to the
ordinary, multivariate setting.
3 M-estimator
3.1 Estimation
As in Section 2.1, let X1, . . . ,Xn be an independent random sample from a d-variate distribu-
tion F with continuous margins and with stable tail dependence function `, see equation (2.2).
Assume that ` belongs to a parametric family, {`(· ; θ) : θ ∈ Θ}, with Θ ⊂ Rp. Let θ0 denote
the true parameter vector, that is, θ0 is the unique point in Θ such that `(x) = `(x; θ0) for
all x ∈ [0,∞)d. The goal is to estimate the parameter vector θ0.
To this end, we first define a nonparametric estimator of `. Let Rnij denote the rank of Xij
among X1j , . . . , Xnj for j = 1, . . . , d. Replacing F and F1, . . . , Fd in (2.2) by their empirical
counterparts and replacing t by k/n yields
̂`
n,k(x) :=
1
k
n∑
i=1
1
{
Rni1 > n+
1
2
− kx1 or . . . or Rnid > n+
1
2
− kxd
}
. (3.1)
For the estimator to be consistent, we need k = kn ∈ {1, . . . , n} to depend on n in such a way
that k → ∞ and k/n → 0 as n → ∞. The estimator was originally defined in the bivariate
case in Huang (1992) and Drees and Huang (1998).
Let ` = `(· ; θ0), and let g = (g1, . . . , gq)T : [0, 1]d → Rq with q ≥ p denote a column vector
of integrable functions. In Einmahl et al. (2012), an M-estimator of θ0 is defined by
θ̂′n := arg min
θ∈Θ
q∑
m=1
(∫
[0,1]d
gm(x)
{̂`
n,k(x)− `(x; θ)
}
dx
)2
. (3.2)
Under suitable conditions, the estimator θ̂′n is consistent and asymptotically normal. The use
of ranks via the nonparametric estimator in (3.1) permits to avoid having to fit a model to
the (tails of the) marginal distributions. In fact, the only assumption on F , the existence
of the stable tail dependence function ` in (2.2), is even weaker than the assumption that F
belongs to the maximal domain of attraction of a max-stable distribution.
However, the approach is ill-adapted to the spatial setting, where data are gathered from
dozens of locations. In high dimensions, the computation of θ̂′n becomes infeasible due to the
presence of d-dimensional integrals in the objective function in (3.2).
Akin to composite likelihood methods, we opt for a pairwise approach, minimizing over
quadratic forms of vectors of two-dimensional integrals. Let q represent the number of pairs of
locations that we wish to take into account, so that p ≤ q ≤ d(d−1)/2. Let pi be the function
from {1, . . . , q} to {1, . . . , d}2 that describes these pairs, that is, for m ∈ {1, . . . , q}, we have
pi(m) = (pi1(m), pi2(m)) = (u, v) with 1 ≤ u < v ≤ d. In the spatial setting (cf. Section 2.2),
the indices u and v correspond to locations su and sv respectively.
The bivariate margins of the stable tail dependence function `(· ; θ) and the nonparametric
estimator in (3.1) are given by
`pi(m)(xpi1(m), xpi2(m); θ) = `uv(xu, xv; θ) := `(0, . . . , 0, xu, 0, . . . , 0, xv, 0, . . . , 0; θ),
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̂`
n,k,pi(m)(xpi1(m), xpi2(m)) =
̂`
n,k,uv(xu, xv) := ̂`n,k(0, . . . , 0, xu, 0, . . . , 0, xv, 0, . . . , 0),
respectively. Consider the random q × 1 column vector
Ln,k(θ) :=
(∫
[0,1]2
{̂`
n,k,pi(m)(xpi1(m), xpi2(m))− `pi(m)(xpi1(m), xpi2(m); θ)
}
dxpi1(m)dxpi2(m)
)q
m=1
.
Let Ω̂n ∈ Rq×q be a symmetric, positive definite, possibly random matrix. Define
f
n,k,Ω̂n
(θ) := Ln,k(θ)
T Ω̂n Ln,k(θ), θ ∈ Θ.
The pairwise M-estimator of θ0 is defined as
θ̂n := arg min
θ∈Θ
f
n,k,Ω̂n
(θ) = arg min
θ∈Θ
{
Ln,k(θ)
T Ω̂n Ln,k(θ)
}
. (3.3)
The simplest choice for Ω̂n is just the q × q identity matrix Iq, yielding
fn,k,Iq(θ) =
∑
(u,v)
(∫
[0,1]2
{̂`
n,k,uv(xu, xv)− `uv(xu, xv; θ)
}
dxu dxv
)2
. (3.4)
Note the similarity of this objective function with the one for the original M-estimator in
equation (3.2). The role of the matrix Ω̂n is to be able to assign data-driven weights to
quantify the size of the vector of discrepancies Ln,k(θ) via a generalized Euclidian norm.
As we will see in Section 3.2, a judicious choice of this matrix will allow to minimize the
asymptotic variance.
3.2 Asymptotic results and choice of the weight matrix
We show consistency and asymptotic normality of the rank-based pairwise M-estimator.
Moreover, we provide a data-driven choice for Ω̂n which minimizes the asymptotic covari-
ance matrix of the limiting normal distribution. Results for the construction of confidence
regions and hypothesis tests are presented as well.
A quantity related to the stable tail dependence function ` is the exponent measure Λ,
which is a measure on [0,∞]d \ {(∞, . . . ,∞)} determined by
Λ({w ∈ [0,∞]d : w1 ≤ x1 or . . . or wd ≤ xd}) = `(x), x ∈ [0,∞)d.
Let WΛ be a mean-zero Gaussian process, indexed by the Borel sets of [0,∞]d \{(∞, . . . ,∞)}
and with covariance function
E[WΛ(A1)WΛ(A2)] = Λ(A1 ∩A2),
where A1, A2 are Borel sets in [0,∞]d \ {(∞, . . . ,∞)}. For x ∈ [0,∞)d, define
W`(x) = WΛ({w ∈ [0,∞]d \ {(∞, . . . ,∞)} : w1 ≤ x1 or . . . or wd ≤ xd}),
W`,j(xj) = W`(0, . . . , 0, xj , 0, . . . , 0), j = 1, . . . , d.
6
Let ˙`j be the partial derivative of ` with respect to xj , and define
B(x) := W`(x)−
d∑
j=1
˙`
j(x)W`,j(xj), x ∈ [0,∞)d.
For m ∈ {1, . . . , q} with pi(m) = (pi1(m), pi2(m)) = (u, v), put
Bpi(m)(xpi1(m), xpi2(m)) = Buv(xu, xv) := B(0, . . . , 0, xu, 0, . . . , 0, xv, 0, . . . , 0).
Also define the mean-zero random column vector
B˜ :=
(∫
[0,1]2
Bpi(m)(xpi1(m), xpi2(m)) dxpi1(m)dxpi2(m)
)q
m=1
.
The law of B˜ is zero-mean Gaussian and its covariance matrix Γ(θ0) ∈ Rq×q depends on θ0
via the model assumption ` = `(· ; θ0). For pairs pi(m) = (u, v) and pi(m′) = (u′, v′), we can
obtain the (m,m′)-th entry of Γ(θ) by
Γ(m,m′)(θ) = E[B˜mB˜m′ ] =
∫
[0,1]4
E [Buv(xu, xv)Bu′v′(xu′ , xv′)] dxudxvdxu′dxv′ . (3.5)
Define ψ : Θ→ Rq by
ψ(θ) :=
(∫
[0,1]2
`pi(m)(xpi1(m), xpi2(m); θ) dxpi1(m) dxpi2(m)
)q
m=1
. (3.6)
Assuming θ is an interior point of Θ and ψ is differentiable in θ, let ψ˙(θ) ∈ Rq×p denote the
total derivative of ψ at θ.
Theorem 3.1 (Existence, uniqueness and consistency). Let {`(· ; θ) : θ ∈ Θ}, Θ ∈ Rp, be
a parametric family of d-variate stable tail dependence functions and let (pi(m))qm=1, with
p ≤ q ≤ d(d − 1)/2, be q distinct pairs in {1, . . . , d} such that the map ψ in (3.6) is a
homeomorphism from Θ to ψ(Θ). Let the d-variate distribution function F have continuous
margins and stable tail dependence function `( · ; θ0) for some interior point θ0 ∈ Θ. Let
X1, . . . ,Xn be an iid sample from F . Let k = kn ∈ {1, . . . , n} satisfy k → ∞ and k/n → 0,
as n→∞. Assume also that
(C1) ψ is twice continuously differentiable on a neighbourhood of θ0 and ψ˙(θ0) is of full rank;
(C2) there exists a symmetric, positive definite matrix Ω such that Ω̂n
P→ Ω entry-wise.
Then with probability tending to one, the minimizer θ̂n of fn,k,Ω̂n exists and is unique. More-
over,
θ̂n
P→ θ0, as n→∞.
Let ∆d−1 = {w ∈ [0, 1]d : w1 + · · ·+ wd = 1} denote the unit simplex in Rd.
Theorem 3.2 (Asymptotic normality). If in addition to the assumptions of Theorem 3.1
(C3) t−1P[1 − F1(X11) ≤ tx1 or . . . or 1 − Fd(X1d) ≤ txd] − `(x; θ0) = O(tα) uniformly in
x ∈ ∆d−1 as t ↓ 0 for some α > 0;
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(C4) k = o(n2α/(1+2α)) and k →∞ as n→∞,
then √
k (θ̂n − θ0) d−→ Np(0,M(θ0))
where, for θ ∈ Θ such that ψ˙(θ) is of full rank,
M(θ) :=
(
ψ˙(θ)T Ω ψ˙(θ)
)−1
ψ˙(θ)T Ω Γ(θ) Ω ψ˙(θ)
(
ψ˙(θ)T Ω ψ˙(θ)
)−1
. (3.7)
The proofs of Theorems 3.1 and 3.2 are deferred to Appendix A.
An asymptotically optimal choice for the random weight matrix Ω̂n would be one for which
the limit Ω minimizes the asymptotic covariance matrix M(θ0) with respect to the positive
semi-definite partial ordering on the set of symmetric matrices. This minimization problem
shows up in other contexts as well, and its solution is well-known: provided Γ(θ) is invertible,
the minimum is attained at Ω = Γ(θ)−1, the matrix M(θ) simplifying to
Mopt(θ) =
(
ψ˙(θ)T Γ(θ)−1 ψ˙(θ)
)−1
, (3.8)
see for instance Abadir and Magnus (2005, page 339). However, this choice of the weight
matrix requires the knowledge of θ0, which is unknown. One possible solution consists of
computing the optimal weight matrix evaluated at a preliminary estimator of θ0.
For θ ∈ Θ, let Hθ be the spectral measure related to `(· ; θ) (de Haan and Resnick, 1977;
Resnick, 1987): it is a finite measure defined on the unit simplex ∆d−1 and it satisfies
`(x; θ) =
∫
∆d−1
max
j=1,...,d
{wjxj}Hθ(dw), x ∈ [0,∞)d.
Corollary 3.3 (Optimal weight matrix). In addition to the assumptions of Theorem 3.2,
assume the following:
(C5) for all θ in the interior of Θ, the matrix Γ(θ) in (3.5) has full rank;
(C6) the mapping θ 7→ Hθ is weakly continuous at θ0.
Assume θ̂
(0)
n converges in probability to θ0 and let θ̂n be the pairwise M-estimator with weight
matrix Ω̂n = Γ(θ̂
(0)
n )−1. Then, with Mopt as in (3.8), we have
√
k(θ̂n − θ0) d−→ Np(0,Mopt(θ0)), n→∞.
For any choice of the positive definite matrix Ω in (3.7), the difference M(θ0) −Mopt(θ0) is
positive semi-definite.
In view of Corollary 3.3, we propose the following two-step procedure:
1. Compute the pairwise M-estimator θ̂
(0)
n with the weight matrix equal to the identity
matrix, i.e., by minimizing fn,k,Iq in (3.4).
2. Calculate the pairwise M-estimator θ̂n by minimizing fn,k,Ω̂n with Ω̂n = Γ(θ̂
(0)
n )−1.
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We will see in Section 4.2 that this choice of Ω̂n indeed reduces the estimation error.
Calculating M(θ) can be a challenging task. The matrix Γ(θ) can become quite large since
for a d-dimensional model, the maximal number of pairs is d(d − 1)/2. In practice we will
choose a smaller number of pairs: we will see in Section 4.2 that this may even have a positive
influence on the quality of our estimator. The entries of Γ(θ) are four-dimensional integrals of
E[Buv(xu, xv)Bu′v′(xu′ , xv′)] for pi(m) = (u, v) and pi(m′) = (u′, v′), m = 1, . . . , q. The online
supplementary material for this paper contains details on the calculation and implementation
of the matrix Γ(θ).
A natural competitor of the two-step procedure could be a one-step procedure where the
weight matrix Γ(θ)−1 is recalculated within the minimisation routine. This resembles, but is
substantially different from a continuously updating generalised method of moments (Hansen
et al., 1996). Rather than as in equation (3.3), the pairwise M-estimator of θ0 would be
defined as the minimizer of the function
θ 7→ Ln,k(θ)T Γ(θ)−1 Ln,k(θ).
Calculation of Γ(θ) being time-consuming however, such an approach would be computation-
ally unwieldy.
Finally, we present results that can be used for the construction of confidence regions and
hypothesis tests.
Corollary 3.4. If the assumptions from Corollary 3.3 are satisfied, then
k(θ̂n − θ0)TM(θ̂n)−1(θ̂n − θ0) d→ χ2p, as n→∞.
Let r < p and θ = (θ1, θ2) ∈ Θ with θ1 ∈ Rp−r and θ2 ∈ Rr. Suppose we want to test
θ2 = θ
∗
2 against θ2 6= θ∗2. Write θ̂n = (θ̂1n, θ̂2n) and let M2(θ) be the r×r matrix corresponding
to the lower right corner of M(θ).
Corollary 3.5. If the assumptions from Corollary 3.3 are satisfied and if θ0 = (θ1, θ
∗
2) ∈ Θ
for some θ1, then
k(θ̂2n − θ∗2)TM2(θ̂1n, θ∗2)−1(θ̂2n − θ∗2) d→ χ2r .
We will not prove these corollaries here, since their proofs are straightforward extensions
of those in Einmahl et al. (2012, Corollary 4.3; Corollary 4.4).
4 Spatial models
4.1 Theory and definitions
The isotropic Brown–Resnick process on S ⊂ R2 is given by
Z(s) = max
i∈N
ξi exp {i(s)− γ(s)}, s ∈ S,
where {ξi}i≥1 is a Poisson process on (0,∞] with intensity measure ξ−2 dξ and {i(·)}i≥1
are independent copies of a Gaussian process with stationary increments, (0) = 0, variance
2γ(·), and semi-variogram γ(·). The process with γ(s) = (||s||/ρ)α appears as the only limit
of (rescaled) maxima of stationary and isotropic Gaussian random fields (Kabluchko et al.,
2009); here ρ > 0 and 0 < α ≤ 2. Since isotropy may not be a reasonable assumption for
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many spatial applications, we follow Blanchet and Davison (2011) and Engelke et al. (2014)
and introduce a transformation matrix V defined by
V := V (β, c) :=
[
cosβ − sinβ
c sinβ c cosβ
]
, β ∈ [0, pi/2), c > 0,
and a transformed space S ′ = {V −1s : s ∈ S}, so that an isotropic process on S is transformed
to an anisotropic process on S ′. For s′ ∈ S ′ we focus on the anisotropic Brown–Resnick process
ZV (s
′) := Z(V s′) = max
i∈N
ξi exp
{
i(V s
′)− γ(V s′)}, (4.1)
whose semi-variogram is defined by
γV (s
′) := γ(V s′) =
[
s′T
V TV
ρ2
s′
]α/2
.
The pairwise stable tail dependence function for a pair (u, v), corresponding to locations
(s′u, s′v), is given by
`uv(xu, xv) = xuΦ
(
auv
2
+
1
auv
log
xu
xv
)
+ xvΦ
(
auv
2
+
1
auv
log
xv
xu
)
,
where auv :=
√
2γV (s′u − s′v) and Φ is the standard normal distribution function. Observe
that the choice α = 2 leads to
a2uv = 2γ(V (s
′
u − s′v)) = (s′u − s′v)TΣ−1(s′u − s′v), for some Σ =
[
σ11 σ12
σ12 σ22
]
,
where Σ represents any valid 2×2 covariance matrix. This submodel is known as the Gaussian
extreme value process or simply the Smith model (Smith, 1990). We will present simulation
studies for processes in the domain of attraction, in the sense of (2.2), of both the Smith model
and the anisotropic Brown–Resnick process. To calculate the weight matrix Γ(θ)−1, we will
need to compute integrals over the four-dimensional margins of the stable tail dependence
function, see (3.5) and the online supplementary material for this paper.
In Huser and Davison (2013) the following representation is given for `(x1, . . . , xd; θ) for
general d. If ZV is defined as in (4.1) then for su1 , . . . , sud ∈ R2
`u1,...,ud(x1, . . . , xd) =
d∑
i=1
xiΦd−1(η(i)(1/x);R(i)),
where
η(i)(x) = (η
(i)
1 (x1, xi), . . . , η
(i)
i−1(xi−1, xi), η
(i)
i+1(xi+1, xi), . . . , η
(i)
d (xd, xi)) ∈ Rd−1,
η
(i)
j (xj , xi) =
√
γV (sui − suj )
2
+
log (xj/xi)√
2γV (sui − suj )
∈ R,
and R(i) ∈ R(d−1)×(d−1) is the correlation matrix with entries
R
(i)
jk =
γV (sui − suj ) + γV (sui − suk)− γV (suj − suk)
2
√
γV (sui − suj )γV (sui − suk)
, j, k = 1, . . . , d; j, k 6= i.
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4.2 Simulation studies
In order to study the performance of the pairwise M-estimator when the underlying distri-
bution function F satisfies (2.2) for a function ` corresponding to the max-stable models
described before, we generate random samples from Brown–Resnick processes and Smith
models perturbed with additive noise. If Z = (Z1, . . . , Zd) is a max-stable process observed
at d locations, then we consider
Xj = Zj + j , j = 1, . . . , d,
where j are independent half normally distributed random variables, corresponding to the
absolute value of a normally distributed random variable with standard deviation 1/2. All
simulations are done in R (R Core Team, 2013). Realizations of Z are simulated using the
SpatialExtremes package (Ribatet et al., 2013).
Perturbed max-stable processes on a large grid.
Assume that we have d = 100 locations on a 10 × 10 unit distance grid. We simulate 500
samples of size n = 500 from the perturbed Smith model with parameters
Σ =
[
1.0 0.5
0.5 1.5
]
,
and from a perturbed anisotropic Brown–Resnick process with parameters α = 1, ρ = 3,
β = 0.5 and c = 0.5. Instead of estimating ρ, β, and c directly, we estimate the three
parameters of the matrix
T =
[
τ11 τ12
τ12 τ22
]
= ρ−2 V (β, c)TV (β, c).
In practice, this parametrization, which is in line with the one of the Smith model, often
yields better results. We study the bias and root mean squared error (RMSE) for k ∈
{25, 50, 75, 100}. We compare the estimators for two sets of pairs: one containing all pairs
(q = 4950) and one containing only pairs of neighbouring locations (q = 342). Although
the first option may sound like a time-consuming procedure, estimation of the parameters
for one sample takes about 20 seconds for the Smith model and less than two minutes for
the anisotropic Brown–Resnick process. We let the weight matrix Ω be the q × q identity
matrix, since for so many pairs a data-driven computation of the optimal weight matrix is too
time-consuming. Figure 1 shows the bias and RMSE of (σ11, σ22, σ12) for the Smith model.
We see that great improvements are achieved by using only pairs of neighbouring locations
and that the thus obtained estimator performs well. Using all pairs causes the parameters to
have a large positive bias, which translates into a high RMSE. In general, distant pairs often
lead to less dependence and hence less information about ` and its parameters. Observe that
small values of k are preferable, i.e. k = 25 or k = 50.
Figure 2 shows the bias and RMSE of the pairwise M-estimators of (α, ρ, β, c) for the
anisotropic Brown–Resnick process. We see again that using only pairs of neighbouring
locations improves the quality of estimation. The corresponding estimators perform well for
the estimation of α, β, and c. The lesser performance when estimating ρ seems to be inherent
to the Brown–Resnick process and appears regardless of the estimation procedure: see for
example Engelke et al. (2014) or Wadsworth and Tawn (2014), who both report a positive
bias of ρ for small sample sizes. Compared to those for the Smith model, the values of k for
which the estimation error is smallest are higher, i.e., k = 50 or k = 75.
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Figure 1: Bias and RMSE for estimators of σ11 = 1 (top), σ22 = 1.5 (middle), and σ12 = 0.5
(bottom) for the perturbed 100-dimensional Smith model with identity weight matrix; 500
samples of n = 500.
A perturbed Brown–Resnick process on a small grid with optimal weight matrix.
We consider d = 12 locations on an equally spaced unit distance 4 × 3 grid. We simulate
500 samples of size n = 1000 from an anisotropic Brown–Resnick process with parameters
α = 1.5, ρ = 1, β = 0.25 and c = 1.5. We study the bias, standard deviation, and RMSE
for k ∈ {25, 75, 125}. In Figure 3, three estimation methods are compared: one involving
all pairs (q = 66), one involving only pairs of neighbouring locations (q = 29), and one
using optimal weight matrices chosen according to the two-step procedure described after
Corollary 3.3, based on the 29 pairs of neighbouring locations. In line with Corollary 3.3,
the weighted estimators have lower (or equal) standard deviation (and RMSE) than the
unweighted estimators. The difference is clearest for low k for α and ρ.
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Figure 2: Bias and RMSE for estimators of α = 1 (top), ρ = 3 (top middle), β = 0.5 (bottom
middle) and c = 0.5 (bottom) for the perturbed 100-dimensional Brown–Resnick process with
identity weight matrix; 500 samples of n = 500.
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Figure 3: Bias, standard deviation and RMSE for estimators of α = 1.5 (top), ρ = 1 (top
middle), β = 0.25 (bottom middle) and c = 1.5 (bottom) for the perturbed 12-dimensional
Brown–Resnick process; 500 samples of n = 1000.
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Comparison with Engelke et al. (2014).
To compare the pairwise M-estimator with the one from Engelke et al. (2014), we consider
the setting used in the simulation study of the latter paper: we simulate 500 samples of size
8000 of the univariate Brown–Resnick process on an equidistant grid on the interval [0, 3]
with step size 0.1. The parameters of the model are (α, ρ) = (1, 1). We estimate the unknown
parameters for k = 500 and 140 pairs, so that the locations of the selected pairs are at most
a distance 0.5 apart. We use the identity weight matrix, since in this particular setting the
weight matrix is very large and, as far as we could tell from some preliminary experiments,
it leads to only a small reduction in estimation error. Asymptotically we see a reduction of
the standard deviations of about 13% for α and 3% for ρ. In Figure 4 below, the results are
presented in the form of boxplots, to facilitate comparison with Figure 2 in Engelke et al.
(2014). Our procedure turns out to perform equally well for the estimation of α and only
slightly worse when estimating ρ. It is to be kept in mind that, whereas the method in Engelke
et al. (2014) is tailor-made for the Brown–Resnick process, our method is designed to work
for general parametric models.
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Figure 4: Boxplots of estimators of α = 1 (left) and ρ = 1 (right) for a univariate Brown–
Resnick process on the interval [0, 3] with d = 31; 500 replications of n = 8000, k = 500.
Discussion.
We have seen in the 100-dimensional simulation study that the computation of the un-
weighted pairwise estimator is fast even for a large number of pairs. However, calculating
an entry for the optimal weight matrix takes about 15 seconds on a standard computer.
Since we have to calculate q(q + 1)/2 entries of the weight matrix, this method gets more
time-consuming when the number of pairs q is large.
We also noticed that for large dimensions, a relatively small sample size of n = 500 is
sufficient to obtain good results. However, the smaller the dimension, the larger the sample
size needs to be, i.e., a decrease of information in space must be compensated by an increase of
information in “time”. We have observed that the choice of the starting value hardly affects
the outcome of the optimisation procedure, unless the dimension is less than five. More
guidelines and rules-of-thumb for practical use of the estimator can be found in the reference
manual of the spatialTailDep package.
Another interesting feature is that, for both the Smith model and the Brown–Resnick pro-
cess, considering only neighbouring pairs leads to better results than considering all pairs. As
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the distance between two locations increases, they become tail independent, so that including
pairs of distant locations adds little information about the model parameters.
Finally, to assess the quality of the normal approximation to the sampling distribution of
the estimator, we have conducted simulation experiments for the Smith model. For sample
sizes n = 5000 and n = 10 000, multivariate normality was not rejected for any of the values
of k we considered.
5 Efficiency comparisons
5.1 Finite-sample comparisons
A natural question that arises is whether the quality of estimation decreases when making
the step from the d-dimensional estimator θ̂′n in (3.2) to the pairwise estimator θ̂n in (3.3).
We will demonstrate for the multivariate logistic model and the Smith model that this is not
the case, necessarily in a dimension where θ̂′n can be computed. The d-dimensional logistic
model has stable tail dependence function
`(x; θ) =
(
x
1/θ
1 + · · ·+ x1/θd
)θ
, θ ∈ [0, 1]. (5.1)
We simulate 200 samples of size n = 1500 from the logistic model in dimension d = 5 with
parameter value θ0 = 0.5 and we assess the quality of our estimates via the bias and root
mean squared error (RMSE) for k ∈ {40, 80, . . . , 320}. The top panels of Figure 5 show the
bias and RMSE for the M-estimator of Einmahl et al. (2012) with the function g ≡ 1 (dashed
lines). The results are the same as in Einmahl et al. (2012, Figure 1). The solid lines show
the bias and RMSE for the pairwise M-estimator with q = 10 and Ω̂n = Iq. We see that the
pairwise estimator performs somewhat better in terms of bias and also has the lower minimal
RMSE, for k = 160. Note that we only show results for the pairwise estimator with identity
weight matrix since using the optimal weight matrix has no effect on the estimator.
Next, consider the Smith model with d = 4 locations on an equally spaced unit distance
2 × 2 grid. We simulate 200 samples of size n = 5000 from an isotropic Smith model with
parameter value θ0 = σ = 2, i.e., Σ = σI2. The bottom panels of Figure 5 show the bias
and RMSE for k ∈ {100, . . . , 600} for the four-dimensional M-estimator with q = 5 weight
functions, given by gm(x) = xm for m = 1, . . . , 4 and gm ≡ 1 for m = 5, the pairwise M-
estimator with identity weight matrix, and the pairwise M-estimator with optimal weight
matrix. We see clearly that the pairwise weighted method is the best one in terms of both
bias and RMSE.
5.2 Asymptotic variances
Another question is whether the asymptotic variance increases when switching to the pairwise
estimator. First, we consider the Smith model on the line with d equidistant locations, i.e.,
a2uv =
(su − sv)2
σ
, su, sv ∈ {1, . . . , d}.
The left and middle panels of Figure 6 show values for the asymptotic variances of a number
of estimators when σ ∈ {0.5, 1, 1.5, 2} and d ∈ {4, 6}. For the d-dimensional estimator θ̂′n,
we used g ≡ 1 as before, and thus q = 1; the formula for the asymptotic variance is given
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Figure 5: Top: bias and RMSE for estimators of θ0 = 0.5 for the logistic model; the pairwise
estimator and the 5-dimensional M-estimator from Einmahl et al. (2012); 200 samples of
n = 1500. Bottom: bias and RMSE for estimators of σ = 2 for the Smith model; the pairwise
estimator with identity weight matrix (unweighted), the pairwise estimator with optimal
weight matrix (weighted) and the 4-dimensional M-estimator from Einmahl et al. (2012); 200
samples of n = 5000.
in (4.6) in Einmahl et al. (2012). For the pairwise estimator, we computed the asymptotic
variance in (3.7) in two cases: first, neighbouring pairs only and identity weight matrix, and
second, all pairs and the optimal weight matrix. Throughout, both pairwise estimators have
a slightly lower asymptotic variance than the d-dimensional estimator.
When the dimension, d, is large, say 100, the method from Einmahl et al. (2012) involves
intractable, high-dimensional integrals. For the sake of comparison, we construct a computa-
tionally tractable variant of the logistic model that mimics the property of the Smith model
that tail dependence vanishes as the distance between locations increases.
Consider d locations in r “regions”, every region containing d/r locations. Within all
regions, assume a logistic stable tail dependence function as in (5.1), with a common value
of θ0 ∈ [0, 1] for all regions; locations in different regions are assumed to be tail independent.
The right panel of Figure 6 shows the asymptotic variances of a number of estimators for
θ0 ∈ {0.1, 0.2, . . . , 0.9}, d = 100, and r = 20. For the d-dimensional estimator, we used again
g ≡ 1 and q = 1. For the pairwise estimator, we used all 10 pairs in each of the 20 regions,
yielding q = 200 pairs in total; because of symmetry, the optimal weight matrix produces the
same asymptotic variance as the identity weight matrix. For most of the parameter values,
using the pairwise estimator entails only a modest increase in asymptotic variance. For some
17
parameter values, it even leads to a small decrease.
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Figure 6: Left and middle: asymptotic variance M(σ) for σ ∈ {0.5, 1, 1.5, 2} and d ∈ {4, 6}
for the d-dimensional Smith model on the line; the pairwise estimator with identity weight
matrix (unweighted), the pairwise estimator with optimal weight matrix (weighted) and the
d-dimensional M-estimator from Einmahl et al. (2012). Right: asymptotic variance M(θ0)
for θ0 ∈ {0.1, . . . , 0.9}, d = 100 and r = 20 for the logistic model; the pairwise estimator with
identity weight matrix and the d-dimensional M-estimator from Einmahl et al. (2012).
6 Application: speeds of wind gusts
Using extreme-value theory to estimate the frequency and magnitude of extreme wind events
or to estimate the return levels for (extremely) long return periods is not a novelty in the
fields of meteorology and climatology. Numerous research papers published in the last 20–25
years are applying methods from extreme-value theory to treat those estimation problems,
see, for example, Karpa and Naess (2013); Ceppi et al. (2008); Palutikof et al. (1999) and the
references therein. However, until very recently, all statistical approaches were univariate. The
scientific and computational advancements nowadays facilitate the usage of high-dimensional
or spatial models. In Engelke et al. (2014) and Oesting et al. (2013), for instance, Brown–
Resnick processes are used to model wind speed data.
We consider a data set from the Royal Netherlands Meteorological Institute (KNMI),
consisting of the daily maximal speeds of wind gusts, which are measured in 0.1 m/s. The
data are observed at 35 weather stations in the Netherlands, over the time period from
January 1, 1990 to May 16, 2012. The data set is freely available from http://www.knmi.
nl/climatology/daily_data/selection.cgi. Due to the strong influence of the sea on the
wind speeds in the coastal area, we only consider the inland stations, of which we removed
three stations with more than 1000 missing observations. The thus obtained 22 stations and
the remaining amount of missing data per station are shown in the left panel of Figure 7. We
aggregate the daily maxima to three-day maxima in order to minimize temporal dependence
and we also restrict our observation period to the summer season (June, July and August)
to obtain more or less equally distributed data. To treat the missing data, if at least one of
the observations for the three-day maximum is present, we define this to be a valid three-
day maximum, thus ignoring these missing observations. We consider a three-day maximum
missing only if all three constituting daily maxima are missing. In this way only a few data
18
are missing. We use the “complete deletion approach” for these data and obtain a data set
with n = 672 observations. This data set is available from the spatialTailDep package.
We consider the stable tail dependence function corresponding to the Brown–Resnick
process (see Section 4.1). It is frequently argued, see e.g. Engelke et al. (2014) or Ribatet
(2013), that an anisotropic model is needed to describe the spatial tail dependence of wind
speeds. Using Corollary 3.5 we first test, based on the q = 29 pairs of stations that are
at most 50 kilometers apart, if the isotropic process suffices for the above data. In the
reparametrization introduced in Section 4.2, the case τ11 = τ22 and τ12 = 0 corresponds to
isotropy. The test statistic
k (τ̂11 − τ̂22, τ̂12)M2 (α̂, τ̂11 + τ̂22, 0, 0)−1 (τ̂11 − τ̂22, τ̂12)T
is computed for k = 60. We obtain a value of 0.180, leading to a p-value of 0.914 against the
χ22-distribution (Corollary 3.5), so we can not reject the null hypothesis. Although the stable
tail dependence function corresponding to the more complicated anisotropic Brown–Resnick
process is usually assumed for this type of data, the test result shows that the more simple
isotropic Brown–Resnick process suffices for the Dutch inland summer season wind speeds.
The estimate of the parameter vector (α, ρ) corresponding to the isotropic Brown–Resnick
process is obtained for k = 60, with q = 29 pairs and using the optimal weight matrix
chosen according to the two-step procedure described after Corollary 3.3. The estimates,
with standard errors in parentheses, are α̂ = 0.398 (0.020) and ρ̂ = 0.372 (0.810). We also
see that the Smith model would not fit these data well since α is much smaller than 2.
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Figure 7: KNMI weather stations (left). Estimates of the extremal coefficient function (right).
To visually assess the goodness-of-fit, we compare the nonparametric and the Brown–
Resnick model based estimates of the extremal coefficient function, `(1, 1). Instead of pre-
senting them as a function of the actual distance between stations, we exploit the simple
expression `(1, 1) = 2Φ (auv/2) for the extremal coefficient function of the Brown-Resnick
process, see Section 4.1.
In the right panel of Figure 7, the following are depicted:
• the 231 nonparametric estimates of the extremal coefficient function `(1, 1), based on
all pairs of stations (circles),
• 6 per-bin averages of the nonparametric estimates of `(1, 1) (solid line), and
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• the extremal coefficient function values computed from the model (dashed line),
against the estimated distances
âuv =
√
2γ̂(su − sv) =
√
2
(‖su − sv‖
ρ̂
)α̂/2
.
The vertical line in the plot represents the 50 km threshold. It is more in line with our
M-estimator, which uses integration over [0, 1]2, to focus on the center (1/2, 1/2) instead of
the vertex (1, 1) of the unit square. Hence, we use the homogeneity of ` to replace `(1, 1) with
2`(1/2, 1/2) and then estimate the latter with 2̂`n,k(1/2, 1/2), see (3.1). The nonparametric
estimates of `(1, 1) in the figure are obtained in this way. We see that the estimated `(1, 1) of
the Brown–Resnick process is quite close to the average 2̂`n,k(1/2, 1/2) per-bin, supporting
the adequacy of the model.
A Proofs
The notations are as in Section 3. Let Θ̂n denote the (possibly empty) set of minimizers of
the function
f
n,k,Ω̂n
(θ) = Ln,k(θ)
T Ω̂n Ln,k(θ) =: ‖Ln,k(θ)‖2Ω̂n .
Write δ0 for the Dirac measure concentrated at zero. Recall that to each m ∈ {1, . . . , q} there
corresponds a pair of indices pi(m) = (u, v) with 1 ≤ u < v ≤ d. Let µ = (µ1, . . . , µq)T denote
a column vector of measures on Rd whose m-th element is defined as
µm(dx) = µm(dx1 × . . .× dxd) = µm1(dx1)× . . .× µmd(dxd) := dxu dxv
∏
j 6=u,v
δ0(dxj),
so that µmj is the Lebesgue measure if j = u or j = v, and µmj is the Dirac measure at zero
for j 6= u, v. Using the measures µm allows us to write
Ln,k(θ) =
(∫
[0,1]d
{̂`
n,k(x)− `(x; θ)
}
µm(dx)
)q
m=1
=
∫ ̂`
n,k µ− ψ(θ).
Lemma A.1. If 0 < λn,1 ≤ . . . ≤ λn,q and 0 < λ1 ≤ . . . ≤ λq denote the ordered eigenvalues
of the symmetric matrices Ω̂n and Ω ∈ Rq×q, respectively, then, as n→∞,
Ω̂n
P→ Ω implies (λn,1, . . . , λn,q) P→ (λ1, . . . , λq).
Proof of Lemma A.1. The convergence Ω̂n
P→ Ω elementwise implies ‖Ω̂n − Ω‖ P→ 0 for any
matrix norm ‖ · ‖ on Rq×q. If we take the spectral norm ‖Ω‖ (i.e., ‖Ω‖2 is the largest eigenvalue
of ΩTΩ), then Weyl’s perturbation theorem (Jiang, 2010, page 145) states that
max
i=1,...,q
|λn,i − λi| ≤ ‖Ω̂n − Ω‖,
so that the desired result follows immediately.
By the diagonalization of Ω̂n in terms of its eigenvectors and eigenvalues, the norm ‖ · ‖Ω̂n
is equivalent to the Euclidian norm ‖ · ‖ in the sense that
λn,1‖Ln,k(θ)‖2 ≤ ‖Ln,k(θ)‖2Ω̂n ≤ λn,q‖Ln,k(θ)‖
2.
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Proof of Theorem 3.1. Let ε0 > 0 be such that the closed ball Bε0(θ0) = {θ : ‖θ − θ0‖ ≤ ε0}
is a subset of Θ; such an ε0 exists since θ0 is an interior point of Θ. Fix ε > 0 such that
0 < ε ≤ ε0. We show first that
P[Θ̂n 6= ∅ and Θ̂n ⊂ Bε(θ0)]→ 1, n→∞. (A.1)
Because ψ is a homeomorphism, there exists δ > 0 such that for θ ∈ Θ, ‖ψ(θ)− ψ(θ0)‖ ≤
δ implies ‖θ − θ0‖ ≤ ε. Equivalently, for every θ ∈ Θ such that ‖θ − θ0‖ > ε we have
‖ψ(θ)− ψ(θ0)‖ > δ. Define the event
An =
{∥∥∥∥ψ(θ0)− ∫ ̂`n,k µ∥∥∥∥ ≤ δ
√
λn,1
2 +
√
λn,q
}
.
If θ ∈ Θ is such that ‖θ − θ0‖ > ε, then on the event An, we have
‖Ln,k(θ)‖Ω̂n =
∥∥∥∥ψ(θ0)− ψ(θ)− (ψ(θ0)− ∫ ̂`n,k µ)∥∥∥∥
Ω̂n
≥ ‖ψ(θ0)− ψ(θ)‖Ω̂n −
∥∥∥∥ψ(θ0)− ∫ ̂`n,k µ∥∥∥∥
Ω̂n
≥√λn,1 ‖ψ(θ0)− ψ(θ)‖ −√λn,q ∥∥∥∥ψ(θ0)− ∫ ̂`n,k µ∥∥∥∥
> δ
√
λn,1 − δ
√
λn,1λn,q
2 +
√
λn,q
=
2δ
√
λn,1
2 +
√
λn,q
.
It follows that on An,
inf
θ:‖θ−θ0‖>ε
‖Ln,k(θ)‖Ω̂n ≥
2δ
√
λn,1
2 +
√
λn,q
>
∥∥∥∥ψ(θ0)− ∫ ̂`n,k µ∥∥∥∥ ≥ infθ:‖θ−θ0‖≤ε
∥∥∥∥ψ(θ)− ∫ ̂`n,k µ∥∥∥∥ .
The infimum on the right-hand side is actually a minimum since ψ is continuous and Bε(θ0)
is compact. Hence on An the set Θ̂n is non-empty and Θ̂n ⊂ Bε(θ0).
To show (A.1), it remains to be shown that P[An] → 1 as n → ∞. Uniform consistency
of ̂`n,k for d = 2 was shown in Huang (1992); see also de Haan and Ferreira (2006, page 237).
The proof for d > 2 is a straightforward extension. By the continuous mapping theorem, it
follows that
∫ ̂`
n,k µ is consistent for
∫
` µ = ψ(θ0). By Lemma A.1, λn,m is consistent for λm
for all m ∈ {1, . . . , q}. This yields P[An]→ 1 and thus (A.1).
Next we wish to prove that, with probability tending to one, Θ̂n has exactly one element,
i.e., the function f
n,k,Ω̂n
has a unique minimizer. To do so, we will show that there exists
ε1 ∈ (0, ε0] such that, with probability tending to one, the Hessian of fn,k,Ω̂n is positive
definite on Bε1(θ0) and thus fn,k,Ω̂n is strictly convex on Bε1(θ0). In combination with (A.1)
for ε ∈ (0, ε1], this will yield the desired conclusion.
For θ ∈ Θ, define the symmetric p× p matrix H(θ; θ0) by(H(θ; θ0))i,j := 2(∂ψ(θ)∂θj
)T
Ω
(
∂ψ(θ)
∂θi
)
− 2
(
∂2ψ(θ)
∂θj∂θi
)
Ω
(
ψ(θ0)− ψ(θ)
)
for i, j ∈ {1, . . . , p}. The map θ 7→ H(θ; θ0) is continuous and
H(θ0) := H(θ0; θ0) = 2 ψ˙(θ0)T Ω ψ˙(θ0),
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is a positive definite matrix. Let ‖ · ‖ denote a matrix norm. By an argument similar to that in
the proof of Lemma A.1, there exists η > 0 such that every symmetric matrix A ∈ Rp×p with
‖A−H(θ0)‖ ≤ η has positive eigenvalues and is therefore positive definite. Let ε1 ∈ (0, ε0] be
sufficiently small such that the second-order partial derivatives of ψ are continuous on Bε1(θ0)
and such that ‖H(θ; θ0)−H(θ0)‖ ≤ η/2 for all θ ∈ Bε1(θ0).
Let H
n,k,Ω̂n
(θ) ∈ Rp×p denote the Hessian matrix of f
n,k,Ω̂n
. Its (i, j)-th element is(H
n,k,Ω̂n
(θ)
)
ij
=
∂2
∂θj∂θi
[
Ln,k(θ)
T Ω̂n Ln,k(θ)
]
=
∂
∂θj
[
−2Ln,k(θ)T Ω̂n∂ψ(θ)
∂θi
]
= 2
(
∂ψ(θ)
∂θj
)T
Ω̂n
(
∂ψ(θ)
∂θi
)
− 2
(
∂2ψ(θ)
∂θj∂θi
)
Ω̂n Ln,k(θ).
Since Ln,k(θ) =
∫ ̂`
n,k µ−ψ(θ) and since
∫ ̂`
n,k µ converges in probability to ψ(θ0), we obtain
sup
θ∈Bε1 (θ0)
‖H
n,k,Ω̂n
(θ)−H(θ; θ0)‖ P→ 0, n→∞. (A.2)
By the triangle inequality, it follows that
P
[
sup
θ∈Bε1 (θ0)
‖H
n,k,Ω̂n
(θ)−H(θ0)‖ ≤ η
]
→ 1, n→∞.
In view of our choice for η, this implies that, with probability tending to one, Hn,k(θ) is
positive definite for all θ ∈ Bε1(θ0), as required.
Proof of Theorem 3.2. First note that, as n→∞,
√
k Ln,k(θ0)
d−→ B˜, where B˜ ∼ Nq(0,Γ(θ0)).
This follows directly from Einmahl et al. (2012, Proposition 7.3) by replacing g(x) dx with
µ(dx). Also, from (C2) and Slutsky’s lemma, we have√
k∇f
n,k,Ω̂n
(θ0) = −2
√
k Ln,k(θ0)
T Ω̂n ψ˙(θ0)
d−→ −2 B˜T Ω ψ˙(θ0) ∼ Np
(
0, 4 ψ˙(θ0)
T Ω Γ(θ0) Ω ψ˙(θ)
)
.
Since θ̂n is a minimizer of f̂k,n we have ∇fn,k,Ω̂n(θ̂n) = 0. Applying the mean value theorem
to the function t 7→ ∇f
n,k,Ω̂n
(θ0 + t(θ̂n − θ0)) at t = 0 and t = 1 yields
0 = ∇f
n,k,Ω̂n
(θ̂n) = ∇fn,k,Ω̂n(θ0) +Hn,k,Ω̂n(θ˜n) (θ̂n − θ0)
where θ˜n is a random vector on the segment connecting θ0 and θ̂n. As θ̂n
P→ θ0, we have θ˜n P→
θ0 too. By (A.2) and continuity of θ 7→ H(θ; θ0), it then follows that Hn,k,Ω̂n(θ˜n)
P→ H(θ0).
Putting these facts together, we conclude that
√
k(θ̂n − θ0) = −
(H
n,k,Ω̂n
(θ˜n)
)−1√
k∇f
n,k,Ω̂n
(θ0)
d−→ Np
(
0,M(θ0)
)
,
as required.
Proof of Corollary 3.3. Assumption (C6) implies that the map θ 7→ Γ(θ) is continuous at θ0
(Einmahl et al., 2008, Lemma 7.2). Further, Γ(θ̂
(0)
n )−1 converges in probability to Γ(θ0)−1,
because of the continuous mapping theorem and the fact that θ̂
(0)
n is a consistent estimator
of θ0. Finally, the choice Ωopt = Γ(θ)
−1 in (3.7) leads to the minimal matrix Mopt(θ) in (3.8);
see for example Abadir and Magnus (2005, page 339).
22
Acknowledgments
The authors are grateful to the editor, the associate editor, and two referees for their helpful
suggestions. This research is supported by contract “Projet d’Actions de Recherche Con-
certe´es” No. 12/17-045 of the “Communaute´ franc¸aise de Belgique” and by IAP research net-
work grant nr. P7/06 of the Belgian government (Belgian Science Policy). The second author
gratefully acknowledges funding from the Belgian Fund for Scientific Research (F.R.S.-FNRS).
REFERENCES
Abadir, K. M. and J. R. Magnus (2005). Matrix Algebra, Volume 1. Cambridge University
Press.
Bacro, J.-N. and C. Gaetan (2013). Estimation of spatial max-stable models using threshold
exceedances. Statistics and Computing , 1–12.
Beirlant, J., Y. Goegebeur, J. Segers, and J. Teugels (2004). Statistics of Extremes: Theory
and Applications. Wiley.
Bienvenu¨e, A. and C. Y. Robert (2014). Likelihood based inference for high-dimensional
extreme value distributions. Available at http://arxiv.org/abs/1403.0065.
Blanchet, J. and A. C. Davison (2011). Spatial modeling of extreme snow depth. The Annals
of Applied Statistics 5 (3), 1699–1724.
Brown, B. M. and S. I. Resnick (1977). Extreme values of independent stochastic processes.
Journal of Applied Probability 14 (4), 732–739.
Buishand, T., L. de Haan, and C. Zhou (2008). On spatial extremes: with application to a
rainfall problem. Annals of Applied Statistics 2 (2), 624–642.
Ceppi, P., P. Della-Marta, and C. Appenzeller (2008). Extreme value analysis of wind speed
observations over Switzerland. Arbeitsberichte der MeteoSchweiz 219.
Coles, S. G. (2001). An Introduction to Statistical Modeling of Extreme Values. Springer-
Verlag Inc.
Cooley, D., J. Cisewski, R. J. Erhardt, S. Jeon, E. Mannshardt, B. O. Omolo, and Y. Sun
(2012). A survey for spatial extremes: measuring spatial dependence and modelling spatial
effects. REVSTAT 10 (1), 135–165.
Cooley, D., A. C. Davison, and M. Ribatet (2012). Bayesian inference from composite likeli-
hoods, with an application to spatial extremes. Statistica Sinica 22 (2), 813–845.
Davis, R. A., C. Klu¨ppelberg, and C. Steinkohl (2013). Statistical inference for max-stable
processes in space and time. Journal of the Royal Statistical Society: Series B (Statistical
Methodolgy) 75 (5), 791–819.
Davison, A. C., S. A. Padoan, and M. Ribatet (2012). Statistical modeling of spatial extremes.
Statistical Science 27 (2), 161–186.
23
de Haan, L. and A. Ferreira (2006). Extreme Value Theory: an Introduction. Springer-Verlag
Inc.
de Haan, L. and T. Lin (2001). On convergence toward an extreme value distribution in
C[0,1]. The Annals of Probability 29 (1), 467–483.
de Haan, L. and T. T. Pereira (2006). Spatial extremes: Models for the stationary case. The
Annals of Statistics 34 (1), 146–168.
de Haan, L. and S. I. Resnick (1977). Limit theory for multivariate sample extremes.
Zeitschrift fr Wahrscheinlichkeitstheorie und Verwandte Gebiete 40 (4), 317–337.
Dematteo, A., S. Clemenc¸on, N. Vayatis, and M. Mougeot (2013). Sloshing in the LNG
shipping industry: risk modelling through multivariate heavy-tail analysis. Available at
http://arxiv.org/abs/1312.0020.
Drees, H. and X. Huang (1998). Best attainable rates of convergence for estimators of the
stable tail dependence function. Journal of Multivariate Analysis 64 (1), 25–47.
Einmahl, J. H. J., A. Krajina, and J. Segers (2008). A method of moments estimator of tail
dependence. Bernoulli 14 (4), 1003–1026.
Einmahl, J. H. J., A. Krajina, and J. Segers (2012). An M-estimator for tail dependence in
arbitrary dimensions. The Annals of Statistics 40 (3), 1764–1793.
Engelke, S., A. Malinowski, Z. Kabluchko, and M. Schlather (2014). Estimation of Hu¨sler-
Reiss distributions and Brown-Resnick processes. Journal of the Royal Statistical Society:
Series B (Statistical Methodology). To be published.
Hansen, L. P., J. Heaton, and A. Yaron (1996). Finite-sample properties of some alternative
GMM estimators. Journal of Business & Economic Statistics 14 (3), 262–280.
Huang, X. (1992). Statistics of bivariate extreme values. Ph. D. thesis, Tinbergen Institute
Research Series.
Huser, R. and A. Davison (2013). Composite likelihood estimation for the Brown-Resnick
process. Biometrika 100 (2), 511–518.
Huser, R. and A. Davison (2014). Space-time modelling of extreme events. Journal of the
Royal Statistical Society: Series B (Statistical Methodology) 76 (2), 439–461.
Jeon, S. and R. Smith (2012). Dependence structure of spatial extremes using threshold
approach. http://arxiv.org/abs/1209.6344.
Jiang, J. (2010). Large sample techniques for statistics. Springer.
Kabluchko, Z., M. Schlather, and L. de Haan (2009). Stationary max-stable fields associated
to negative definite functions. Annals of Probability 37 (5), 2042–2065.
Karpa, O. and A. Naess (2013). Extreme value statistics of wind speed data by the ACER
method. Journal of Wind Engineering and Industrial Aerodynamics 112, 1–10.
24
Kiriliouk, A. and J. Segers (2014). spatialTailDep: Estimation of spatial tail dependence
models. R package version 1.0.1.
Oesting, M., M. Schlather, and P. Friedrichs (2013). Conditional modelling of extreme wind
gusts by bivariate Brown-Resnick processes. http://arxiv.org/abs/1312.4584.
Padoan, S., M. Ribatet, and S. Sisson (2010). Likelihood-based inference for max-stable
processes. Journal of the American Statistical Association (Theory and Methods) 105 (489),
263–277.
Palutikof, J., B. Brabson, D. Lister, and S. Adcock (1999). A review of methods to calculate
extreme wind speeds. Meteorological Applications 6 (2), 199–132.
R Core Team (2013). R: A Language and Environment for Statistical Computing. Vienna,
Austria: R Foundation for Statistical Computing.
Reich, B. J. and B. A. Shaby (2012). A hierarchical max-stable spatial model for extreme
precipitation. The Annals of Applied Statistics 6 (4), 1430–1451.
Resnick, S. I. (1987). Extreme Values, Regular Variation, and Point Processes. Springer, New
York.
Ribatet, M. (2013). Spatial extremes: max-stable processes at work. Journal de la Socie´te´
Franc¸aise de Statistique 154 (2), 1–22.
Ribatet, M., R. Singleton, and R Core team (2013). SpatialExtremes: Modelling Spatial
Extremes. R package version 2.0-0.
Schlather, M. (2002). Models for stationary max-stable random fields. Extremes 5 (1), 33–44.
Smith, R. L. (1990). Max-stable processes and spatial extremes. Unpublished manuscript.
Wadsworth, J. L. and J. A. Tawn (2014). Efficient inference for spatial extreme-value processes
associated to log-gaussian random functions. Biometrika 101 (1), 1–15.
Wang, Y. and S. Stoev (2011). Conditional sampling for spectrally discrete max-stable random
fields. Advances in Applied Probability 43, 463–481.
Yuen, R. A. and S. Stoev (2014). CPRS M-estimation for max-stable models. Extremes 17 (3),
387–410.
25
