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ABSTRACT 
An ‘inconsistent’ particle filter produces – in a statistical sense 
– larger estimation errors than predicted by the model on 
which the filter is based. Inconsistent behavior of a particle 
filter can be detected online by checking whether the predicted 
measurements (derived from the particles that represent the 
one-step-ahead prediction pdf) comply in a statistical sense 
with the observed measurements.  
 This principle is demonstrated in an image stabiliza-
tion application. We consider an image sequence of a scene 
consisting of a dynamic foreground and a static background. 
The motion of the camera (slow rotations and zooming) is 
modeled with an 8-dim state vector describing a projective 
geometrical transformation that, inversely applied to the cur-
rent frame, compensates the camera motion. The dynamics of 
the state vector is modeled as a first order AR process.  
 The measurements of the system are corner points 
(detected in the first frame) that are tracked. The particle filter-
ing estimates the state vector using the measurements. How-
ever, the filter behaves inconsistently because a few corner 
points belong to the foreground. Using inconsistency checks 
these foreground points are detected and removed from the list 
of measurements.  
1. INTRODUCTION 
In the last decade, a new methodology for state estima-
tion has emerged. 'Particle filtering' uses a Monte Carlo 
approach to represent the probability densities of the 
underlying process [1], [2]. A set of samples is able to 
represent any probability density. As such, particle filter-
ing has the potential to cope with non-Gaussian and 
nonlinear cases, as well as with discrete cases, i.e. hid-
den Markov models, and even with mixed cases (e.g. 
continuous states interacting in different modes). 
An important aspect of the design of a particle filter is 
the selection of a suitable model that describes the un-
derlying physical process and the sensory system. Errors 
in the model inevitable lead to estimation errors. The 
model should be accurate enough so that the influence of 
modeling errors is just negligible compared with the 
errors due to process noise and measurement noise. On 
the other hand, the model should not be too fine because 
in that case many parameters must be determined during 
the stage of system identification. An overkill of parame-
ters easily leads to overfitting. Such a system may also 
be sensitive to small deviations of the parameters.  
The term 'inconsistency' refers to a situation in which a 
particle filter produces estimation errors that – in a sta-
tistical sense – are larger than predicted by the model on 
which the filter is based. Inconsistent behavior is caused 
by two possible effects. First, the number of samples 
may be too small to represent the probability densities 
with sufficient statistical significance. The second cause 
is the modeling errors mentioned above. If these errors 
are too large, then the estimates will be biased.  
In this paper a set of statistical test variables will be de-
fined that are useful to detect whether in a given particle 
filter the model being used is accurate enough with re-
spect to the uncertainties due to process noise and meas-
urement noise. The test variables are also useful for the 
detection of inconsistencies of a particle filter during its 
online operation. The purpose then is to test whether the 
particle filter is still operating properly. As such these 
test variables are useful for fault detection, and for the 
detection of drifting parameters, and so on. 
The usefulness of the proposed test variables is demon-
strated in an image processing application: the stabiliza-
tion of an image sequence. We consider an image se-
quence of a scene consisting of a large static background 
and a dynamic foreground. In the image sequence the 
background is moving caused by rotations and zooming 
of the camera. The purpose is to undo the image motion 
caused by the camera movements.  
Section 2 is confined to the theoretical part of the paper. 
After an introduction summarizing the particle filter the 
test variables are defined. Section 3 is a demonstration 
of these test variables applied in the image stabilization 
application. The paper finalizes with a short conclusion. 
2. CONSISTENCY CHECKS IN PARTICLE 
FILTERING 
This section first summarizes the particle filtering and 
the underlying model (also introducing the notation), 
and then defines a set of test variables that are useful to 
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detect inconsistent behavior of the filter. 
2.1. Particle filtering 
The state model that is considered in this paper consists 
of a state space model of the physical process: 
 ( )( 1) ( ), ( )i i i+ =x f x w  (1) 
 ( )( ) ( ), ( )i i i=z h x v  (2) 
i  is the discrete time index. ( )ix  is the state vector. ()f  
is the state equation. The process noise, ( )iw , is an in-
dependent noise sequence statistically defined by the pdf  
( )pw w . z  is the M -dimensional measurement vector. 
()h  is the measuremetn function which models the sen-
sory system. The sensor noise, ( )iv , is an independent 
noise sequence with pdf ( )pv v .  
 The state equation, together with ( )pw w , de-
fines a transition pdf ( )( 1) | ( )tp i i+x x . Taken together, 
()h  and ( )pv v  define the conditional pdf 
( )( ) | ( )p i iz z x . Starting from the prior pdf ( )0 (0)p x  of 
(0)x  the online posterior pdf is iteratively obtained us-
ing the following relations: 
( ) ( ) ( )
( ) ( ) ( )
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c is a normalization constant. ( )iZ  is the sequence 
{ (0), , ( )}iz z" of available measurements.  
The particle filter keeps a representation of 
( )( ) | ( )p i ix Z  by means of a set of weighed samples, the 








=∑ . An optimal estimate ˆ( )ix  is obtained 
by applying some optimality criterion, e.g. minimum 
mean square error, maximum a posteriori, etc., and find-
ing the ( )ix  that maximizes that criterion. Expectations 
are approximated by  
 
( ) ( )
1
E[ ( ( )) | ( )] ( ) ( ( ))
N n n
sn
g i i w i g i
=
≈ ∑x Z x  (4) 
The n-th sample ( )( )ns ix  is drawn from a so-called pro-
posal density function ( )( ( ) | ( 1), ( ))nsq i i i−x x z . A popu-
lar choice is to define: 
 
( ) ( )( ( ) | ( 1), ( )) ( ( ) | ( 1))defn ns t sq i i i p i i− = −x x z x x  (5) 
Now and then, a particle filter needs resampling, i.e. the 
act of redrawing samples from another density with the 
goal to equalize the weights. A popular method is sys-
tematic resampling which redraws samples from the 
density 
 ( )( ) ( )1( ) ( ) ( )
N n n
sn
p w i iδ
=
= −∑x x x  (6) 
The new samples are copies of some of the old samples, 
but with multiplicities that are proportional to their old 
weights. The new weights are reset to 1 N . A single 
iteration step of the used particle filter is as follows.  
( )
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1. for 1 :
1.1 draw ( ) from ( ) | ( 1)
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This type of particle filtering is called SIR filtering 
(Sampling Importance Resampling) [2]. 
2.2. Test variables for consistency checks 
The purpose of this section is to find a concept which 
allows us to check online whether the behavior is (still) 
consistent, i.e. whether the effects of modeling errors are 
not too severe. The principle is that using (1) and (2) we 
determine the pdf ( ( ) | ( 1))p i i −z Z  and check whether 
the observed ( )iz  complies with this pdf. Suppose that, 
using all previous measurements ( 1)i −Z  up to time 
1i − , the pdf of the state ( )ix  is ( )( ) | ( 1)p i i −x Z . 
Then the probability of ( )iz  is: 
( ) ( )
( ) ( )
( ) | ( 1) ( ), ( ) | ( 1)
( ) | ( ) ( ) | ( 1)
p i i p i i i d
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 (8) 
The pdf ( )( ) | ( 1)p i i −x Z  is represented by the pre-
dicted samples. Therefore, using (8), the pdf 
( )( ) | ( 1)p i i −z Z  can be calculated online. The filter is 
consistent only if the sequence of observed measure-
ments ( )iz  obeys the statistical properties prescribed by 
the sequence of pdfs ( )( ) | ( 1)p i i −z Z . 
 A test whether all ( )iz  comply with 
( )( ) | ( 1)p i i −z Z  is not easy, because this pdf depends 
on i . The problem will be tackled by treating each sca-
lar measurement separately. Consider the m -th element 
( )mz i  of the measurement vector, and assume that 
( , )mp z i  is its hypothesized marginal probability density. 
We assume that ( )mz i  has a continuous distribution. 
Suppose that the cumulative distribution of ( )mz i  is 
 ( , ) ( , )
z
m mF z i p i dζ ζ−∞= ∫  (9) 
Then the random variable ( ) ( ( ), )m m mu i F z i i=  has a 
uniform distribution between 0  and 1  [3]. The consis-
tency check boils down to testing whether the set of 
( )mu i , calculated over the past I moments of time, i.e. 
{ ( ) | ( ) and 1, , }mu j j MW i m M∈ = " , indeed has 
such a uniform distribution. ( )MW i  is a moving win-
dow that contains the recent I past time indices, i.e. 
( ) { 1, , }MW i i I i= − + " .  
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In the SIR filter, the pdf ( )( ) | ( 1)p i i −x Z  is represented 
by the unweighted samples ( )( )ns ix . The pdf 
( )( ) | ( 1)p i i −z Z  can then be represented by N samples 
( )( )ns iz  drawn from ( )( )( ) | ( )nsp i iz z x . The variables 
( )mu i  are obtained next by counting the number of 
samples ( )( )ns iz  for which the m-th element is smaller or 
equal to the m-th element of the observed ( )iz . This 
count should be normalized by N to get the relative 
count. Thus, if ( ), ( )
n
s mz i  is the m-th element from 
( )( )ns iz , 




1( ) ( ) ( )          for  1, ,
N
n
m s m m
n
u i z i z i m M
N =
= ≤ =∑ "
  (10) 
This is a cheap computational step that should be per-
formed immediately after step 1.1 in the algorithm 
shown in (7).  
3. IMAGE STABILIZATION 
The objective of image stabilization is to undo the ef-
fects of the ego-motion in an image sequence, i.e. the 
effects due to camera motion. We consider applications 
in which the scene consists of a static background and a 
dynamic foreground. The purpose of the image stabiliza-
tion is to fix the background image. A typical application 
is the analysis of a tennis game (Figure 1) based on TV 
broadcasted video clips. Such an analysis is facilitated 
by background detection which is easy if the background 
is stationary.  
The problem of image stabilization can be solved in 
various ways. A popular technique is to localize features 
in one or more image frames and to track them during 
their lifetime in consecutive frames See [4] and the ref-
erences therein. A simple method is to use low level 
point features (such as Harris corners, or Susan corners). 
The advantage is that these features do not depend much 
on the application (in contrast with high level features), 
but here the weakness is that some of these features may 
belong to the foreground, and thus outlier detection is 
needed. 
3.1. The model 
We use an 8-D state space model to describe the effect 
of the camera motion. The state vector defines a projec-
tive geometrical transform that explains how the back-
ground of the i -th frame of sequence can be derived 
from the background of the first frame. The projective 
transform is uniquely defined by the four corner points 
of the image frame, expressed in the image coordinate 
system of the first frame. In that case, a number of 8 
decoupled first order AR processes are suitable to de-
scribe the sequence of geometrical transforms: 
 
2( 1) ( ) ( ) with w wi i i σ+ = + =x x w C I  (11) 
Eq. (11) is a white-noise displacement model. It simply 
states that the difference of the corner positions between 
two consecutive frames has a zero-mean Gaussian dis-
tribution with a standard deviation of wσ  pixels. Since 
wσ  is kept small (e.g. 2wσ = ) the model only allows a 
smooth sequence of geometrical transforms. The initial 
condition of the state equation is that (0)x  equals the 
corner position of the first image. 
The measurement system that we use consists of an Har-
ris corner detector [5] applied to the first frame, fol-
lowed by a Lucas-Kanade tracker [6] that estimates the 
detected corners in the consecutive frames. Suppose that 
( )iz  is the sequence of coordinates of corners, then the 
nonlinear measurement model is: 
 ( ) ( ( )) (0) ( )i T i i= +z x z v  (12) 
where ( ( ))T ix  is the projective transform that relates 
the i -th frame to the first frame. ( )iv  is the sensor noise 
which models the estimation error of the Lucas-Kanade 
tracker. We simply assume zero-mean, white Gaussian 
noise with covariance matrix 2vσ=vC I . The standard 
deviation of the noise is set to 2σ =v  pixels.  
3.2. Selection of corners using consistency checks  
The corners shown in Figure 1 belong to two possible 
classes: background corners and foreground corners. 
Only the background corners are of use. The particle 
filter estimates the corners ( )ix  of the image frame. 
Next, this estimate is used to apply an inverse transform. 
In the ideal case, all Harris background corners will be 
mapped back to their original position in the first frame. 
Unfortunately, the motion of the foreground corners is 
 
Figure 1. The first frame of a video clip of a tennis 
play together with Harris corner points. 
Proceedings of SPS-DARTS 2005 (the 2005 The first annual IEEE BENELUX/DSP Valley Signal Processing Symposium)
219
not consistent with the background motion, and there-
fore, the back-mapped Harris corners do not coincide 
with the original one as Figure 2 shows (here, the back-
mapped, tracked features are represented by the blue 
‘*’).  
Consistency checks must be used to filter out the fore-
ground corners. The exact way to use the test variables 
( )mu i  is to store the last I  values in a FIFO buffer and 
apply a distribution test to see whether they comply with 
a uniform distribution. Unfortunately, the number of 
frames is too small for such a statistical analysis. Instead 
we use the heuristic rule that all Harris corners for which 
( )mu i  is driven to the extreme, e.g. ( ) 0.99mu i >  or 
( ) 0.01mu i <  during the last few time step is marked as 
inconsistent, and removed from the list. Figure 3 shows 
the 72 variables corresponding to the 36 corners in 
Figure 2. Here, four corners appear to be candidate 
foreground corners. Figure 4 shows the same frame, but 
now with the four corners removed from the list. Clearly, 
the remaining back-mapped Harris corner points now 
fits the original Harris points.  
4. CONCLUSION 
We have introduced test variables that can be used to 
detect inconsistent behavior of a particle filter. The test 
variables are derived from a particle representation of 
the pdf of the measurement vector given all previous 
measurement vectors. The observed measurement vector 
must comply with this pdf. 
We have demonstrated the usefulness of the test vari-
ables in an image stabilization application where some 
inconsistent measurements coming from foreground 
pixels interferes with measurements coming from the 
background.  
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Figure 2. Frame 22 after stabilization using all 36 corners. 
 
Figure 3. The 72 test variables for frame 22. 
 
Figure 4. Frame 22 after stabilization using only the 
selected corners. 
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