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Introduction

Chapitre 1
Introduction
Contexte de la the`se
Depuis que l’humanite´ a eu besoin de se de´placer, connaˆıtre sa position a
toujours e´te´ pour elle un enjeu. Dans ce but, elle a montre´ son habilite´ en
concevant divers savoir-faire jusqu’a` en faire, dans certains cas, une forme d’art.
Ainsi, des me´thodes ancestrales aux techniques modernes, des proce´de´s les plus
rudimentaires aux technologies les plus e´volue´es, l’humanite´ n’a eu de cesse de
perfectionner sa connaissance de son positionnement. Initialement aide´s uni-
quement de ses sens (essentiellement, la vue), l’eˆtre humain s’est rapidement vu
assiste´ de capteurs lui permettant d’affiner la pre´cision de son estimation.
La science de la navigation regroupe les diffe´rentes me´thodes en deux grandes
familles. La premie`re est la navigation a` l’estime, qui a` l’aide de la connaissance
de la vitesse, de l’orientation et de la position pre´ce´dente du mobile va per-
mettre de de´terminer la position pre´sente. L’e´volution au cours du temps, des
capteurs mesurant ces grandeurs physiques, a permis d’ame´liorer l’estimation
du positionnement. Il faut cependant noter que l’ensemble de ces techniques
souffrent d’un inconve´nient majeur, les erreurs de mesure re´alise´es sur la vitesse
et l’orientation vont se cumuler et donc conduire a` des erreurs, en terme de
position, croissantes avec le temps. Pour limiter ce phe´nome`ne, il est ne´cessaire
de posse´der re´gulie`rement et directement une estimation du positionnement. Ce
roˆle est donne´ a` la seconde famille de me´thodes de navigation, qui en mesurant
la distance et/ou l’orientation du mobile par rapport a` un certain nombre de
points de re´fe´rence va permettre de de´terminer sa position relative. Les techno-
logies ont la` aussi e´volue´ avec le temps, permettant l’obtention d’une pre´cision
toujours plus grande.
Parmi ces diffe´rentes me´thodes, deux d’entre elles ont e´te´ plus particulie`rement
l’objet d’un grand nombre de travaux. Dans la famille des me´thodes de na-
vigation a` l’estime, la navigation inertielle (INS pour l’anglais Inertial Na-
vigation System) se distingue par son utilisation de capteurs de mouvement
(acce´le´rome`tres) et de rotation (gyrome`tres) pour de´terminer la vitesse et l’orien-
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tation du mobile. Initialement conc¸ue durant la seconde guerre mondiale dans le
fonctionnement des missiles, son utilisation ne se limite plus aujourd’hui aux ac-
tivite´s militaires et est devenu indispensable a` l’astronautique et l’ae´ronautique.
Appartenant a` la seconde grande famille de me´thodes de navigation, la radiona-
vigation, et plus particulie`rement la radionavigation par satellite (GNSS pour
l’anglais Global Navigation Satellite System), est base´e sur l’utilisation de ba-
lises radio en tant que points de re´fe´rences. L’utilisation de ces deux techniques
de manie`re combine´e, appele´e hybridation GNSS/INS, permet alors d’obtenir
des re´sultats de navigation pre´cis.
Un grand nombre d’e´tudes ont e´te´ re´alise´es au sujet de cette hybridation
GNSS/INS. Le proble`me est alors commune´ment pose´ sous forme d’un syste`me
dynamique et peut plus pre´cise´ment s’exprimer selon une repre´sentation d’e´tat
ou` les e´quations d’e´tat (resp. les e´quations d’observation) sont obtenues a` partir
de la navigation inertielle (resp. la navigation par satellite). Ce proble`me est
alors re´solu par un estimateur re´cursif, provenant d’un filtre de Kalman ou d’un
filtre particulaire.
Proble´matique
Pour certaines applications grand public, une centrale inertielle tradition-
nelle e´quipe´e d’acce´le´rome`tres (pie´zoe´lectrique, a` poutre vibrante, . . .) et de
gyrome`tres (gyrolaser, gyrome`tre a` fibre optique, . . .) peut se re´ve´ler trop en-
combrante ou trop one´reuse. Dans ce cas, la technologie des microsyste`mes
e´lectrome´caniques (MEMS pour l’anglais Micro Electro Mechanical Systems)
peut s’ave´rer efficace pour re´duire l’encombrement et le couˆt. Apparus dans les
anne´es 1970, ces syste`mes sont base´s sur l’alliance de l’e´lectronique et de la
me´canique a` l’e´chelle microme´trique. Diffe´rents types de capteurs ou d’action-
neurs (injecteurs pour imprimantes a` jet d’encre, micro-miroirs qui de´finissent
les pixels de certains mode`les de vide´oprojecteurs, capteurs de pression, . . .)
rele`vent de la cate´gorie des MEMS mais seuls les acce´le´rome`tres et les gy-
rome`tres seront exploite´s dans cette e´tude.
Malheureusement, la pre´cision des mesures acce´le´rome´triques et gyrome´triques
fournies par les MEMS ne permet pas d’e´galer celle obtenue a` l’aide d’une cen-
trale inertielle traditionnelle. Il est donc ne´cessaire de mettre en œuvre des
techniques supple´mentaires pour compenser la qualite´ des mesures, accroissant
d’autant la pre´cision de la localisation par le biais de la plate-forme inertielle,
ou/et pour re´aliser directement une meilleure estimation de la position. De plus,
dans le cadre de la navigation hybride, il faut diffe´rencier deux cas distincts :
– Le cas nominal, durant lequel les deux syste`mes (GNSS et MEMS) sont
disponibles et qui va permettre l’ame´lioration des sorties acce´le´rome´triques
et gyrome´triques a` l’aide des donne´es GNSS.
– Le cas d’une perte de signal GNSS, ou` seule l’inte´gration des mesures
issues des MEMS a` travers la plate-forme fournit une estimation de la
position.
Dans ce manuscrit, ces deux cas feront l’objet d’e´tudes spe´cifiques mettant en
5œuvre, respectivement, des me´thodes de calibration en ligne et des me´thodes de
corrections neuronales e´galement en ligne.
Organisation du manuscrit
Le document est organise´ en deux grandes parties.
La premie`re partie pre´sente les fondamentaux de la navigation ne´cessaires a`
la bonne compre´hension du manuscrit. Les principes des navigations inertielle,
par satellite et hybride, ainsi que leurs me´thodes de re´solution, y sont de´taille´s.
Cette e´tude bibliographique permet e´galement de pre´ciser le contexte de la the`se.
La seconde partie comprend les travaux re´alise´s au cours de la the`se et est or-
ganise´e autour de trois axes, chacun faisant l’objet d’un chapitre. Une e´valuation
des capteurs MEMS est propose´e dans le chapitre 3 aussi bien en terme de me-
sures que de navigation. Le chapitre 4 s’inte´resse plus particulie`rement au cas
nominal (pre´sence de signal GNSS) durant lequel l’objectif est d’estimer, au
plus proche, l’acce´le´ration et la vitesse angulaire a` partir des sorties issues des
capteurs MEMS. Cette inversion du mode`le MEMS est re´alise´e en deux e´tapes,
le calibrage et l’inversion proprement dite du mode`le. Dans le chapitre 5, l’objet
de l’e´tude est l’ame´lioration de l’estimation de la position dans le cas de la perte
de signal GNSS. L’ide´e retenue est de corriger le syste`me de navigation a` l’aide
de re´seaux de neurones.
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2.1 Introduction
Savoir se situer est un proble`me que l’homme a toujours voulu re´soudre et
c’est pourquoi un grand nombre de techniques ont e´te´ de´veloppe´es en ce sens.
La navigation est la science qui regroupe l’ensemble de ces techniques permet-
tant de connaˆıtre la position d’un mobile ainsi que toutes autres informations
concernant le de´placement de ce mobile dans l’espace. L’objet de ce premier
chapitre est de pre´senter ces diffe´rentes me´thodes, des plus anciennes au plus
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re´centes, et de de´tailler celles qui ont e´te´ plus particulie`rement utilise´es du-
rant cette the`se de´die´e au de´veloppement d’algorithmes spe´cifiques au cas de
la navigation hybride GNSS/MEMS. Ces me´thodes peuvent se se´parer en deux
grandes familles. La premie`re (Navigation a` l’estime [Ayl01]) cherche a` estimer
la position pre´sente du mobile connaissant sa position a` l’instant pre´ce´dent, son
orientation ainsi que sa vitesse. La seconde a pour but d’estimer la distance
et/ou l’orientation du mobile a` un ou plusieurs points de re´fe´rences dont la po-
sition est connue et ainsi de de´terminer sa position dans l’espace. Ces points de
re´fe´rences peuvent eˆtre naturels (Astronavigation ou navigation ce´leste [Bro02],
non de´taille´e par la suite) ou artificiels (Radionavigation [FB98, Sec. 5],[GWA07,
Sec. 2.3]) comme des balises, des satellites . . .
2.2 Navigation a` l’estime
Largement utilise´e pour des applications nautiques et plus tard ae´ronautiques,
la navigation a` l’estime est inspire´e du comportement de tout eˆtre vivant lors-
qu’il se de´place. En effet, si un individu veut se rendre d’un point A a` un point
B, il va tout d’abord de´terminer la direction qu’il doit suivre puis va avancer
un certain temps a` une vitesse donne´e. En admettant maintenant que le point
B n’est pas connu, la proble´matique reste la meˆme, l’individu choisit son orien-
tation, sa vitesse, il se de´place pendant un temps donne´ et arrive alors a` un
nouveau point dont il peut calculer la position.
Il existe plusieurs manie`res de de´terminer la vitesse ou l’orientation mais, de
nos jours, c’est bien souvent par le biais d’une centrale inertielle que cette taˆche
est re´alise´e. Dans ces conditions, la navigation a` l’estime est alors appele´e “Navi-
gation inertielle” ou INS (Inertial Navigation System) [FB98, Sec. 6], [GWA07,
Sec. 9], [Kin98] dont la principale difficulte´ re´side dans les changements de repe`re
ne´cessaires pour rendre les donne´es exploitables par l’utilisateur.
2.2.1 De´finition des repe`res ne´cessaires
Repe`re inertiel L’origine du repe`re inertiel i = (Xi, Yi, Zi) (Fig. 2.1) est
le centre de gravite´ de la Terre. Ces axes (Xi, Yi, Zi) ne tournent pas avec la
Terre et pointent vers des e´toiles suffisamment lointaines pour sembler fixes a`
un observateur terrestre. Zi est l’axe de rotation de la Terre, Xi pointe vers
l’e´quinoxe vernal et Yi vient comple´ter le trie`dre direct.
Repe`re ge´ocentrique L’origine du repe`re ge´ocentrique e = (Xe, Ye, Ze) (Fig.
2.1) est le centre de gravite´ de la Terre et ces axes tournent en accord avec la
rotation terrestre, ce qui le rend fixe par rapport a` la Terre. Par de´finition, les
repe`res i et e se de´duisent l’un de l’autre par une rotation lie´e a` la rotation de
la Terre de vitesse angulaire Ωie. Ze est alors toujours l’axe de rotation de la
Terre, Xe pointe vers l’intersection de l’e´quateur avec le me´ridien de Greenwich
et Ye vient comple´ter le trie`dre direct. Pour des applications subme´triques, il
faut noter que le de´calage des poˆles magne´tique et ge´ographique serait a` prendre
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Figure 2.1 – Repe`res ne´cessaires a` la navigation inertielle
12 CHAPITRE 2. FONDAMENTAUX DE LA NAVIGATION
en compte, ce qui ne sera pas le cas dans le reste de l’e´tude. La relation pour
passer du repe`re ge´ocentrique au repe`re inertiel est alors :
Re2i =
 cos(Ωiet) − sin(Ωiet) 0sin(Ωiet) cos(Ωiet) 0
0 0 1
 (2.1)
Dans ce repe`re, il est possible d’e´crire un meˆme point selon diffe´rentes coor-
donne´es. Ainsi il est inte´ressant de de´finir la position en coordonne´es ellipso¨ıdales
par sa latitude λ, sa longitude φ et son altitude h, le lien entre les coordonne´es
ellipso¨ıdales (λ, φ, h) et carte´siennes (Xe, Ye, Ze) pouvant s’e´crire sous la forme :
Xe = (N + h) cosλ cosφ,
Ye = (N + h) cosλ sinφ,
Ze = (N + h) sinλ,
 ou` N = a
√
1− e2/(1− e2 sin2 λ), avec a et e
e´tant respectivement le demi-grand axe et
l’excentricite´ de l’ellipso¨ıde terrestre.
(2.2)
Dans le cas d’applications subme´triques, le rayon moyen de la Terre N ne peut
eˆtre directement utilise´ dans les e´quations 2.2, ce qui ferait intervenir les rayons
de courbure en longitude et en latitude.
Repe`re de navigation L’origine du repe`re de navigation n = (n, e, d) (Fig.
2.1) est le centre de gravite´ du mobile. n pointe vers le nord ge´ode´sique, d est
orthogonal a` l’ellipso¨ıde de re´fe´rence repre´sentant la Terre et en direction du
sol et e vient comple´ter le trie`dre direct (ce qui le fait pointer globalement a`
l’est). La relation pour passer du repe`re ge´ocentrique au repe`re de navigation
est alors :
Re2n =
 − sinλ cosφ − sinλ sinφ cosλ− sinφ cosφ 0
− cosλ cosφ − cosλ sinφ − sinλ
 (2.3)
Repe`re du mobile L’origine du repe`re du mobile m = (Xm, Ym, Zm) est le
centre de gravite´ du mobile. Ce repe`re est solidaire du mobile et ces axes tendent
a` co¨ıncider avec les axes de la plate-forme inertielle. Son orientation par rapport
au repe`re de navigation ~n est de´crite par les angles d’Euler (ϕ, θ, ψ) (Fig. 2.2)
repre´sentant respectivement le roulis, le tangage et le lacet. La relation pour
passer du repe`re de navigation au repe`re du mobile est alors :
Rn2m =
 cos θ cosψ cos θ sinψ − sin θ− cosϕ sinψ + cosψ sin θ sinϕ cosϕ cosψ + sinψ sin θ sinϕ cos θ sinϕ
sinϕ sinψ + cosψ sin θ cosϕ − sinϕ cosψ + sinψ sin θ cosϕ cos θ cosϕ

(2.4)
2.2.2 Plate-forme inertielle
Comme e´nonce´ pre´ce´demment, une centrale (ou plate-forme) inertielle a pour
but de de´livrer une mesure de la vitesse et de l’orientation du mobile afin d’en
calculer sa position. Pour ce faire, elle est compose´e de trois acce´le´rome`tres et
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– un calculateur qui traite les sorties capteurs pour en extraire les données de navigation.
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Figure 2.2 – Angles d’Euler
de trois gyrome`tres permettant de mesurer l’acce´le´ration et la vitesse angulaire
du mobile dans l’espace. Ces deux grandeurs sont en effet observables graˆce a` la
seconde loi de Newton (2.5) et respectivement graˆce aux effets d’entraˆınement
de repe`re ou a` l’effet Sagnac.
∑
~Fi = m~a ou`

~Fi de´signe les forces exte´rieures exerce´es sur l’objet,
m est la masse de l’objet,
~a correspond a` l’acce´le´ration du centre d’inertie.
(2.5)
Il suffit alors d’inte´grer dans le temps ces deux observations pour estimer la
vitesse et l’orientation du mobile.
Acce´le´rome`tre Il existe un grand nombre de technologies permettant de me-
surer une acce´le´ration pouvant se re´partir deux grandes familles : les acce´le´rome`tres
non asservis et les acce´le´rome`tres a` asservissement. Il est cependant inte´ressant
de noter que, dans les deux cas, l’erreur de mesure peut s’e´crire sous la forme :
Sa = (I − δSFa − δMAa)(Γ− δBa − δNLa − υa) (2.6)
ou`

Γ est le vecteur acce´le´rations ∈ R3,
Sa est le vecteur sorties acce´le´rome´triques ∈ R3,
δBa est le vecteur biais acce´le´rome´triques ∈ R3,
δSFa est la matrice diagonale 3× 3 des erreurs de facteurs d’e´chelle,
δNLa est le vecteur contenant les erreurs de non-line´arite´ ∈ R3,
δMAa est la matrice hors-diagonale 3× 3 des erreurs d’alignement,
υa est le vecteur des bruits acce´le´rome´triques ∈ R3.
Gyrome`tre De meˆme que pour les acce´le´rome`tres, diffe´rentes technologies
sont disponibles pour mesurer une vitesse angulaire. Les gyrome`tres me´caniques
utilisent les principes de conservation du moment cine´tique et de la force de
Coriolis tandis que les gyrome`tres optiques recourent a` l’effet Sagnac. L’erreur
de mesure peut s’e´crire de manie`re ge´ne´rale :
Sg = (I − δSFg − δMAg)(Ω− δBg − δKg − υg) (2.7)
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ou`

Ω est le vecteur vitesses angulaires ∈ R3,
Sg est le vecteur sorties gyrome´triques ∈ R3,
δBg est le vecteur biais gyrome´triques ∈ R3,
δSFg est la matrice diagonale 3× 3 des erreurs de facteurs d’e´chelle,
δMAg est la matrice hors-diagonale 3× 3 des erreurs d’alignement,
δKg est la matrice 3× 3 de sensibilite´ aux acce´le´rations,
υg est le vecteur des bruits gyrome´triques ∈ R3.
Cette e´criture des mode`les a e´te´ de´taille´e dans [FB98, Sec. 6.5] et sera uti-
lise´ dans la suite de ce manuscrit. Cependant, il est bon de savoir qu’il existe
e´galement des mode`les plus complets (A).
Structure de la plate-forme L’utilisation de ces capteurs peut se faire a`
travers deux structures fondamentalement diffe´rentes :
– Les Syste`mes a` plate-forme stabilise´e (“gimbaled” ou “floated” systems)
ont l’avantage d’isoler les capteurs de certaines perturbations et permettent
ainsi d’obtenir des re´sultats plus pre´cis en terme de navigation. Cependant,
leur prix et leur encombrement ne leur permettent pas d’eˆtre utilise´s aussi
bien pour des applications grand public que dans les cas de forte minia-
turisation.
– Les Syste`mes inertiels a` composants lie´s (“strapdown” systems) ne´cessitent
un couˆt calculatoire plus important mais permettent d’e´liminer la stabili-
sation de la plate-forme, ce qui diminue leur couˆt et leur taille. A` capteurs
e´quivalents, les re´sultats de navigation de ces syste`mes seront moins pre´cis
que ceux obtenus avec la structure pre´ce´dente.
2.2.3 E´quations de la navigation inertielle
Ces e´quations relient les mesures acce´le´rome´triques et gyrome´triques aux
estime´es inertielles (position, vitesse, attitude). Pour des raisons de commodite´,
la position sera exprime´e en coordonne´es ellipso¨ıdales, la vitesse du mobile dans
le repe`re ge´ocentrique sera projete´e dans le repe`re de navigation et l’attitude
sera de´crite par les angles d’Euler.
E´quation de position Par de´finition, on peut e´crire la vitesse dans le repe`re
ge´ocentrique, projete´e dans le repe`re de navigation
vne =
[
drn
dt
]
e
avec rn =
 00
−(N + h)
 .
Cette vitesse vne peut alors e´galement s’exprimer sous la forme
vne = −
dh
dt
d− (N + h)
[
dd
dt
]
e
, ou`
[
dd
dt
]
e
=
 −dλdt−dφdt cosλ
0

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d’apre`s les formules de passage du repe`re ge´ocentrique au repe`re de navigation
(2.3). On peut alors en de´duire une nouvelle e´criture de la vitesse vne
vne =
 (N + h)dλdt(N + h)dφdt cosλ
−dhdt
 ,
ce qui nous donne finalement l’e´quation de position
d
dt
 λφ
h
 =
 1N+h 0 00 1(N+h) cosλ 0
0 0 −1
 vne (2.8)
E´quation de vitesse Par de´finition, on peut e´crire la vitesse du mobile dans
le repe`re ge´ocentrique
ve =
[
dr
dt
]
e
.
Cette vitesse ve peut e´galement s’exprimer a` l’aide du the´ore`me de Coriolis
ve =
[
dr
dt
]
i
+ Ωei ∧ r.
On peut alors de´duire l’expression de la de´rive´e de la vitesse ve par rapport au
repe`re de navigation[
dve
dt
]
n
= ddt
[[
dr
dt
]
i
+ Ωei ∧ r
]
i
+ Ωni ∧
[[
dr
dt
]
i
+ Ωei ∧ r
]
=
[
d2r
dt2
]
i
+ (Ωei + Ωni) ∧
[
dr
dt
]
i
+ Ωni ∧ Ωei ∧ r
=
[
d2r
dt2
]
i
+ (Ωei + Ωni) ∧ (ve − Ωei ∧ r) + Ωni ∧ Ωei ∧ r
=
[
d2r
dt2
]
i
− (Ωen + 2Ωie) ∧ ve − Ωei ∧ Ωei ∧ r.
La force fa qui peut eˆtre mesure´e par les acce´le´rome`tres est l’acce´le´ration iner-
tielle non gravitationnelle
fa =
[
d2r
dt2
]
i
− g(r)− Ωei ∧ Ωei ∧ r,
ce qui nous permet d’e´crire l’e´quation de vitesse en projetant le re´sultat dans le
repe`re de navigation
dvne
dt
= Rm2nfa + g(r)
n − ac, (2.9)
ou`
 Rm2n est la matrice de passage de´finie en (2.4),g(r) est la gravite´ estime´e en la position r,
ac = (Ω
n
en + 2Ω
n
ie) ∧ vne , est l’acce´le´ration de Coriolis,
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E´quation d’attitude Par de´finition, les angles d’Euler (ϕ, θ, ψ) caracte´risent
le passage du repe`re de navigation au repe`re du mobile dans le cas d’une struc-
ture “strapdown”. Il existe donc une relation entre le vecteur instantane´ de
rotation Ωmnm et (
dϕ
dt ,
dθ
dt ,
dψ
dt ). Conside´rant les rotations de ce changement de
repe`res (Fig. 2.2) de manie`re inde´pendante, il est aise´ de voir que la vitesse
angulaire de la rotation autour de Xm (resp. Y
′ et Z) est simplement dϕdt (resp.
dθ
dt et
dψ
dt ). En projetant dans le repe`re du mobile ces re´sultats, on obtient alors
Ωmnm =
 1 0 − sin θ0 cosϕ sinϕ cos θ
0 − sinϕ cosϕ cos θ
 dϕdtdθ
dt
dψ
dt
 ,
ce qui nous permet d’e´crire l’e´quation d’attitude
d
dt
 ϕθ
ψ
 =
 1 sinϕtanθ cosϕtanθ0 cosϕ − sinϕ
0 sinϕcos θ
cosϕ
cos θ
Ωmnm. (2.10)
Il est inte´ressant de noter que Ωmnm ne correspond pas directement a` la mesure
des gyrome`tres Ωmim mais qu’ils sont cependant lie´s par
Ωmnm = Ω
m
im −Rn2mΩnin
= Ωmim −Rn2m(Ωnie + Ωnen)
= Ωmim −Rn2m(Re2nΩeie + Ωnen).
ou` tous les termes de l’e´galite´ sont connus.
Un sche´ma fonctionnel de la plate-forme suivant les e´quations de la naviga-
tion inertielle de´crites en (2.8), (2.9) et (2.10) peut alors eˆtre re´alise´ (Fig. 2.3).
2.3 Radionavigation
L’astronavigation permet de calculer la localisation d’un mobile a` partir de
l’observation de diffe´rents corps ce´lestes utilise´s comme “balises” de positionne-
ment. La radionavigation est le prolongement technologique de cette navigation
ce´leste ou` les ondes lumineuses ont e´te´ remplace´es par les ondes radioe´lectriques
et les corps ce´lestes par des balises artificielles (stations au sol, satellites, . . .).
Ceci permet a` la radionavigation d’avoir comme avantage majeur par rapport
a` la navigation ce´leste de ne plus eˆtre soumis aux conditions de visibilite´ pour
pouvoir eˆtre utilise´e.
Le principe de cette me´thode re´side en le calcul de la distance entre des
positions connues et le mobile dont il faut de´terminer la position. Contrairement
aux me´thodes de navigation a` l’estime, la radionavigation ne´cessite la mise en
oeuvre d’une infrastructure conse´quente de balises. Il existe deux types diffe´rents
de syste`mes de radionavigation : les syste`mes a` base terrestre (LORAN, ILS,
. . ., non de´taille´s par la suite) et les syste`mes de positionnement par satellites
(GNSS).
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Figure 2.3 – Plate-forme inertielle classique en “strapdown”
2.3.1 Principe du positionnement par satellite
Les syste`mes GNSS (Global Navigation Satellite System) de´livrent a` tout
utilisateur muni d’un re´cepteur ade´quat des informations pre´cises de position,
vitesse et temps. Pour ce faire, le re´cepteur effectue des mesures du temps e´coule´
entre l’e´mission des signaux radioe´lectriques par les satellites et la re´ception par
l’antenne du re´cepteur. Connaissant alors la vitesse de propagation des ondes
radio, il est possible de de´terminer la distance se´parant le satellite e´metteur
du re´cepteur GNSS. Trois mesures sont the´oriquement ne´cessaires a` un posi-
tionnement dans l’espace. Le mobile est alors localise´ a` l’une des intersections
des trois sphe`res (Fig. 2.4) de centre la position des satellites et de rayons les
mesures effectue´es par la de´marche pre´ce´demment de´crite, l’autre intersection
e´tant aberrante du point de vue de la solution recherche´e.
Il faut cependant remarquer que l’horloge du re´cepteur n’est pas synchro-
nise´e aux horloges des satellites, ce qui va perturber la mesure du temps de
propagation. La mesure de la distance satellite/re´cepteur est affecte´e par cette
erreur d’horloge et par conse´quent cette mesure est appele´e pseudo-distance et
peut eˆtre mode´lise´e par
ρi = Ri + c(∆τR −∆τSi) + c∆a+ wi, (2.11)
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Figure 2.4 – Calcul de la position par trilate´ration
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Ri est la distance entre le re´cepteur et le i-e`me satellite,
c est la ce´le´rite´,
∆τR, est l’erreur d’horloge du re´cepteur par rapport au temps de
re´fe´rence GNSS,
∆τSi est l’erreur d’horloge du i-e`me satellite par rapport au
temps de re´fe´rence GNSS,
∆a sont les retards induits par la traverse´e de l’atmosphe`re,
wi est une erreur re´siduelle.
De plus, la distance entre le i-e`me satellite et le re´cepteur peut s’e´crire
Ri =
√
(X −Xi)2 + (Y − Y i)2 + (Z − Zi)2, (2.12)
ou`
{
(X,Y, Z) est la position du re´cepteur dans le repe`re ge´ocentrique,
(Xi, Y i, Zi) est la position du i-e`me satellite dans ce meˆme repe`re.
Dans ces conditions, l’intersection des trois sphe`res n’est plus un point
unique mais devient un domaine et il sera ne´cessaire de posse´der une mesure
supple´mentaire pour lever l’incertitude. En pratique, cela revient a` estimer l’er-
reur d’horloge re´cepteur car il existe des mode`les d’erreur pour e´valuer la de´rive
de l’horloge satellite par rapport au temps de re´fe´rence GNSS. Le proble`me
ainsi pose´ ((2.11) et (2.12)) revient alors approximativement a` la re´solution
d’un syste`me d’au minimum quatre e´quations a` quatre inconnues.
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2.3.2 Global Positioning System (GPS)
Le GPS est le second syste`me de navigation par satellite de´veloppe´ par les
E´tats-Unis, apre`s Transit. Son de´veloppement commenc¸a dans les anne´es 70
mais le syste`me ne fut pleinement ope´rationnel que dans les anne´es 90 lorsque
la constellation initialement pre´vue fut atteinte.
Infrastructure du GPS Le syste`me GPS est compose´ de 3 parties distinctes,
appele´es encore segments :
– Le segment spatial est constitue´ actuellement d’une constellation de
31 satellites (24 initialement pre´vus). Ces satellites e´voluent sur six plans
orbitaux ayant une inclinaison d’environ 55˚ , deux plans orbitaux e´tant
se´pare´s de 60˚ . Ces orbites ont e´te´ choisies pour garantir qu’au moins six
satellites soient toujours en vue de n’importe quel point du globe terrestre.
Les satellites suivent une orbite quasi circulaire de rayon orbital moyen
26560 km qu’ils parcourent en un demi jour side´ral, soit en 11h 58min 02s.
– Le segment de controˆle assure la surveillance de la constellation GPS
a` travers cinq stations re´partis dans le monde (Hawaii, Kwajalein, Ascen-
sion Island, Diego Garcia, et Colorado Springs). Les donne´es collecte´es
sont alors centralise´es a` la station maˆıtresse de Colorado Springs, ou` les
corrections a` apporter aux satellites (e´phe´me´rides, parame`tres d’horloge)
sont calcule´es. Les mises a` jour sont alors transmises aux satellites via les
diffe´rentes stations de controˆle.
– Le segment utilisateurs regroupe l’ensemble des re´cepteurs GPS qui
re´alisent le calcul de positionnement en temps re´el. Le GPS propose deux
types de services (trois initialement pre´vus) : le standard positioning sys-
tem (SPS) accessible a` tous et le precise positioning system (PPS) re´serve´
a` des utilisateurs habilite´s par le ministe`re de la de´fense ame´ricaine. Le
troisie`me type de service consistait en la de´gradation volontaire du si-
gnal GPS, connu sous le nom de selective availabilty (SA). Ce service fut
interrompu le 1er Mai 2000.
Signal GPS Chaque satellite e´met continuˆment un message de navigation a`
50 bit/s qui contient la date d’e´mission, la position du satellite et la correction
d’horloge, informations ne´cessaires a` la re´solution du proble`me de navigation. Ce
message de navigation est rendu robuste aux perturbations exte´rieures graˆce a`
l’utilisation d’un code pseudo-ale´atoire et la se´quence re´sultante module la por-
teuse ade´quat. Le signal GPS ainsi re´alise´ est alors e´mis sur ces deux porteuses
en bande L, de´note´es L1 et L2 :
sL1(t) =
√
2Ad(t)c(t) cos(2pif1t+ θ1) +
√
Ad(t)p(t) sin(2pif1t+ θ1), (2.13)
sL2(t) =
√
A
2
d(t)p(t) sin(2pif2t+ θ2), (2.14)
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A est la puissance moyenne du signal e´mis,
d(t) est le message de navigation,
c(t) est le signal correspondant au code pseudo-ale´atoire C/A,
p(t) est le signal correspondant au code pseudo-ale´atoire P ,
f1 est fre´quence de la porteuse L1 (= 1575, 42Mhz),
f2 est fre´quence de la porteuse L2 (= 1227, 6Mhz).
Il faut noter que chaque satellite utilise des codes pseudo-ale´atoires orthogo-
naux les uns par rapport aux autres, ce qui aura la particularite´ de donner de
faibles intercorre´lations entre deux diffe´rents codes. Cette technique de trans-
mission permet a` tous les satellites GPS de pouvoir e´mettre simultane´ment sans
interfe´rences et porte le nom de CDMA (code division multiple acces).
2.3.3 GLObal NAvigation Satellite System (GLONASS)
Le GLONASS est le premier syste`me de navigation par satellite de´veloppe´
par l’URSS, puis par la Russie. Son de´veloppement commenc¸a dans les anne´es
70 avec pour but d’eˆtre pleinement ope´rationnel dans les anne´es 90. La chute de
l’URSS a entraˆıne´ son de´clin mais, en 2001, la Russie s’est engage´e a` restaurer
le syste`me.
Infrastructure du GLONASS Le syste`me GLONASS est compose´ lui aussi
de 3 segments distincts :
– Le segment spatial est constitue´ actuellement d’une constellation de 20
satellites, dont 19 sont ope´rationnels (24 pre´vus pour fin 2009). Ces satel-
lites e´voluent sur trois plans orbitaux ayant une inclinaison d’environ 65˚ ,
deux plans orbitaux e´tant se´pare´ de 120˚ . Ces orbites ont e´te´ choisies pour
garantir qu’au moins cinq satellites soient toujours en vue de n’importe
quel point du globe terrestre. Les satellites suivent une orbite quasi cir-
culaire de rayon orbital moyen 25510 km qu’ils parcourent en 11h 15min
44s.
– Le segment de controˆle assure la surveillance de la constellation GLO-
NASS a` travers cinq stations re´partis en ex-URSS : Saint-Pe´tersbourg,
Ternopil, Ienisse¨ısk, Komsomolsk-sur-l’Amour et Krasnoznamensk (sta-
tion de controˆle principale).
– Le segment utilisateurs re´unit l’ensemble des re´cepteurs utilisant les
signaux GLONASS. Il propose deux types de service, l’un accessible a` tous
les utilisateurs et l’autre re´serve´ aux utilisateurs ayant droit. Contraire-
ment au GPS, aucun syste`me de de´gradation volontaire (SA) du signal
n’a e´te´ mis en place.
Signal GLONASS Chaque satellite e´met continuˆment un message de na-
vigation a` 50 bit/s contenant les informations ne´cessaires a` la re´solution du
proble`me de navigation. Ce message de navigation est rendu robuste aux per-
turbations exte´rieures graˆce a` un code re´alisant un e´talement de spectre et la
se´quence re´sultante module des porteuses le´ge`rement diffe´rentes pour chaque
2.3. RADIONAVIGATION 21
satellite. Le signal ainsi re´alise´ est alors e´mis sur ces deux porteuses en bande
L, de´note´es L1 et L2 :
sL1(t, k) =
√
2Ad(t)c(t) cos(2pi(f1+
9k
16
)t+θ1)+
√
2Ad(t)p(t) sin(2pi(f1+
9k
16
)t+θ1),
(2.15)
sL2(t, k) =
√
2Ad(t)p(t) sin(2pi(f2 +
7k
16
)t+ θ2), (2.16)
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A est la puissance moyenne du signal e´mis,
d(t) est le message de navigation,
c(t) est le signal correspondant au code C/A,
p(t) est le signal correspondant au code P ,
f1 est fre´quence de la porteuse L1 (= 1602Mhz),
f2 est fre´quence de la porteuse L2 (= 1246Mhz),
k est le nume´ro du satellite.
Il faut noter que chaque satellite utilise le meˆme code d’e´talement de spectre. Ce
sont les diffe´rentes porteuses utilise´es qui vont assurer la faible intercorre´lation
entre deux diffe´rents signaux. Cette technique de transmission permet a` tous
les satellites GLONASS de pouvoir e´mettre simultane´ment sans interfe´rences et
porte le nom de FDMA (frequency division multiple acces).
2.3.4 Syste`mes en cours de de´veloppement
De nouveaux syste`mes de positionnement par satellite sont aujourd’hui a`
l’e´tude pour s’affranchir de la de´pendance au GPS ou au GLONASS, tous deux
sous controˆle militaire.
Galileo C’est le futur GNSS europe´en qui devrait eˆtre pleinement ope´rationnel
en 2013 (en phase de test depuis 2004) et qui sera sous controˆle strictement civil,
contrairement aux autres syste`mes existants.
Le syste`me Galileo sera compose´ de 4 segments : le segment spatial (compose´
de trente satellites place´s sur trois orbites circulaires de rayon orbital moyen 29
600 kilome`tres), le segment sol de controˆle (charge´ du controˆle des satellites), le
segment sol de mission (charge´ de cre´er le message de navigation diffuse´ par les
satellites et de ge´rer l’inte´grite´ du syste`me) et le segment de test des utilisateurs
(charge´ de valider les performances des re´cepteurs en environnement re´el).
Les satellites Galileo e´mettront sur trois diffe´rentes bandes de fre´quence et
permettront donc de proposer cinq diffe´rents services : le service ouvert (gratuit
et accessible a` tous), le service commercial (payant mais accessible a` tous), le
service de suˆrete´ de la vie (se´curise´, inte`gre et certifiable, re´serve´ aux applica-
tions critiques sur le plan de la se´curite´ de la vie), le service public re´glemente´
(syste`me antibrouillage, re´serve´ aux missions de service public de´pendantes de
la pre´cision) et le service de recherche et secours (localisation des balises Cospas-
Sarsat).
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Compass Aussi connu sous le nom de Beidou-2, Compass est le projet chinois
de GNSS inde´pendant. A l’instar de ces homologues, ce syste`me utiliserait des
satellites (30 ?) en orbite terrestre moyenne (MEO), mais inclurait e´galement
cinq satellites ge´ostationnaires (GEO). La transmission du message de naviga-
tion se ferait, comme dans le cas du GPS ou de Galileo, a` l’aide de CDMA.
2.4 Navigation hybride
Le terme de navigation hybride s’adapte a` tous les types de navigation uti-
lisant plusieurs syste`mes de nature diffe´rente pouvant re´aliser l’estimation de
la position de manie`re inde´pendante (GNSS, INS, WSS (Wheel Speed Sensor),
. . .). Dans ces conditions, le syste`me hybride combine les proprie´te´s et fonc-
tionnements des autres syste`mes. Comme cela a e´te´ explique´ pre´ce´demment,
GNSS et INS reposent sur des techniques de positionnement tre`s diffe´rentes
et comple´mentaires. En effet, l’erreur de localisation induite par le GNSS est
borne´e dans le temps mais soumise aux pertes ou de´gradations du signal tandis
que celle induite par l’INS est comple`tement inde´pendante de l’environnement
mais de´rive au cours du temps. L’hybridation GNSS/INS va alors permettre
de compenser les de´fauts des deux syste`mes inde´pendants et sera donc parti-
culie`rement be´ne´fique. Dans le cadre de cette the`se, seul ce couplage GNSS/INS
sera de´taille´.
2.4.1 Architectures d’hybridation
L’architecture d’hybridation va permettre de fixer les entre´es du filtre re´alisant
cette hybridation. Il existe classiquement trois types d’architecture (laˆche, serre´e
et tre`s serre´e) avec chacune ses avantages et ses inconve´nients qui seront de´taille´s
par la suite. Il est inte´ressant de noter qu’il faut e´galement de´terminer les sorties
du filtre d’hybridation. L’approche la plus intuitive consisterait en l’estimation
des parame`tres cine´matiques du mobile (position, vitesse, attitude) a` l’aide des
deux syste`mes GNSS et INS. Cette approche comporte un grand de´faut : en
cas de forte dynamique du mobile, les sorties du filtre devraient eˆtre calcule´es
a` haute fre´quence, ce qui impose un temps de re´ponse du filtre d’hybridation
relativement faible. Par conse´quent, il est bien plus souvent utilise´ l’erreur de
navigation inertielle (en position, vitesse et attitude) comme sortie du filtre, ce
qui re´duit conside´rablement les dynamiques mises en oeuvres. Les diffe´rentes
architectures d’hybridation pre´sente´es par la suite le sont dans ce cas.
Hybridation laˆche Ce premier sche´ma d’inte´gration combine, dans son filtre
d’hybridation, les estime´es cine´matiques (position, vitesse, attitude) obtenues
par le GNSS seul et par l’INS seul (Fig. 2.5). C’est la solution la plus directe et
la plus simple a` imple´menter car les donne´es issues des deux diffe´rents syste`mes
sont de meˆme nature. Cependant, les performances de ce type d’inte´gration sont
bien souvent de´cevantes dans des environnements ou` les satellites GNSS ne sont
pas visibles (directement ou non) [FB98, Sec. 7.3].
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Figure 2.5 – Architecture d’hybridation laˆche
Hybridation serre´e Contrairement a` l’architecture pre´ce´dente, l’hybrida-
tion serre´e met en oeuvre directement les mesures de pseudo-distances GNSS
(Fig. 2.6). En combinant ces dernie`res avec les estime´es cine´matiques inertielles
dans un filtre le´ge`rement plus complexe, il est alors possible d’inte´grer les deux
syste`mes. Cette solution est souvent pre´fe´rable car plus pre´cise, notamment
lorsque moins de quatre satellites GNSS sont en vue, ce qui ne permet pas de
recaler l’INS dans le cas de l’hybridation laˆche.
Hybridation tre`s serre´e Cette dernie`re structure a pour but d’inte´grer des
informations en provenance d’un autre syste`me de positionnement (Fig. 2.7)
pour ame´liorer l’estimation des mesures GNSS et ainsi rendre le syste`me de
navigation plus robuste. Le syste`me re´sultant est comple`tement imbrique´, dans
le sens ou` l’INS va permettre de mieux estimer les mesures GNSS, qui a` leur
tour vont recaler l’INS a` travers le filtre d’hybridation [Gir05, Sec. 6.4].
2.4.2 Mode`le d’e´tat
Dans la section 2.4.1, il a e´te´ beaucoup question d’hybridation et il convient
maintenant de de´tailler les mathe´matiques qui lui sont associe´es. Quelle que
soit l’architecture retenue, il faut tout d’abord noter que le proble`me peut se
formaliser de la meˆme manie`re. En effet, un certain nombre d’observations sont
disponibles pour de´crire un phe´nome`ne e´voluant dans le temps, qui lui, n’est pas
directement observable et ceci peut donc se formuler sous la forme d’un mode`le
d’e´tat : {
X˙(t) = f(t,X(t), U(t)),
Y (t) = h(t,X(t), U(t)),
(2.17)
24 CHAPITRE 2. FONDAMENTAUX DE LA NAVIGATION
INS
GNSS 
Filtre d’
HybridationMesures
GNSS 
Estimées inertielles
Sorties capteurs
Erreurs inertielles estimées
Estimées inertielles recalées
-
+
Figure 2.6 – Architecture d’hybridation serre´e
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Figure 2.7 – Architecture d’hybridation tre`s serre´e
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t est le temps,
Y (t) est le vecteur de mesure,
X(t) est le vecteur d’e´tat,
U(t) est le vecteur de commande,
f et h sont des fonctions non line´aires.
Vecteur d’e´tat Comme e´nonce´ pre´ce´demment, la sortie du filtre d’hybrida-
tion, qui n’est rien d’autre que le vecteur d’e´tat, contient les erreurs de navi-
gation inertielle (en position, vitesse et attitude). Afin d’obtenir une meilleure
pre´cision, il est e´galement ne´cessaire de suivre les perturbations lie´es aux syste`mes
(INS et GNSS). Pour l’INS, les mode`les acce´le´rome´trique (2.6) et gyrome´trique
(2.7) font intervenir un grand nombre de sources d’erreur dont la principale
composante est un biais e´voluant dans le temps et qu’il faut donc estimer. Dans
cette e´tude, les autres perturbations inertielles, comme par exemple le facteur
d’e´chelle, ne sont pas mode´lise´es dans le vecteur d’e´tat mais auraient pu eˆtre
e´galement suivies. Pour le GNSS, il a e´te´ vu que le proble`me pose´ par le mode`le
de la pseudo-distance (2.11) ne pouvait eˆtre re´solu qu’avec la connaissance du
biais d’horloge re´cepteur qu’il faut donc e´galement estimer. Le vecteur d’e´tat
peut alors finalement s’e´crire :
x(t) =

δp(t)
δv(t)
δρ(t)
ba(t)
bg(t)
bGNSS(t)
b˙GNSS(t)

, (2.18)
ou`

δp(t) ∈ R3 est l’erreur inertielle en position,
δv(t) ∈ R3 est l’erreur inertielle en vitesse,
δρ(t) ∈ R3 est l’erreur inertielle en attitude,
ba(t) ∈ R3 est le biais acce´le´rome´trique,
bg(t) ∈ R3 est le biais gyrome´trique,
bGNSS(t) ∈ R est le biais d’horloge du re´cepteur GNSS,
b˙GNSS(t) ∈ R est la de´rive d’horloge du re´cepteur GNSS.
Vecteur de mesure Dans la section 2.4.1, l’entre´e du filtre d’hybridation,
qui est e´quivalente au vecteur de mesure, a e´te´ de´finie de plusieurs manie`res :
– Dans le cas d’une hybridation laˆche, il s’agit des estime´es cine´matiques a`
l’aide du GNSS seul.
– Pour une hybridation serre´e, le vecteur de mesure contient directement les
mesures de pseudo-distances.
– Lorsqu’il s’agit d’une architecture tre`s serre´e, les mesures de pseudo-distances
ou les sorties des corre´lateurs du re´cepteur GNSS peuvent eˆtre utilise´es.
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E´quation d’e´tat Il a e´te´ montre´ pre´ce´demment a` travers les e´quations de la
navigation inertielle (2.8), (2.9) et (2.10) qu’il e´tait possible d’e´crire le proble`me
de navigation sous la forme
d
dt
 p(t)v(t)
ρ(t)
 = f(p(t), v(t), ρ(t)).
Les e´quations d’erreurs inertielles en position δp(t) = p(t) − pˆ(t), en vitesse
δv(t) = v(t) − vˆ(t) et en attitude δρ(t) = ρ(t) − ρˆ(t) sont alors obtenues en
diffe´renciant cette e´quation au premier ordre
d
dt
 δp(t)δv(t)
δρ(t)
 = ∂f
∂p(t)
δp(t) +
∂f
∂v(t)
δv(t) +
∂f
∂ρ(t)
δρ(t).
– L’e´quation d’erreur de position se de´duit simplement en de´veloppant
l’e´quation de position inertielle (2.8), de´signe´e ici par fpos, autour des
valeurs estime´es par l’INS
d
dt
δp(t) =
d
dt
 δλδφ
δh
 = ∂fpos
∂p(t)
δp(t) +
∂fpos
∂v(t)
δv(t) +
∂fpos
∂ρ(t)
δρ(t),
ce qui donne finalement
d
dt
 δλδφ
δh
 =
 0 0 −
vˆn
(N+hˆ)2
vˆe sin λˆ
N+hˆ cos(λˆ)2
0 − vˆe
(N+hˆ)2 cos λˆ
0 0 0

 δλδφ
δh

+

1
N+hˆ
0 0
0 1
(N+hˆ) cos λˆ
0
0 0 −1

 δvnδve
δvd
 .
(2.19)
– L’e´quation d’erreur de vitesse, comme pre´ce´demment, est obtenue a`
partir de l’e´quation de vitesse inertielle fvit (2.9). Il faut cependant prendre
en compte que le vecteur d’e´tat choisi contient les biais acce´le´rome´triques
et ceux-ci vont intervenir dans l’e´quation d’erreur de vitesse a` travers les
mesures acce´le´rome´triques
d
dtδv(t) =
d
dt
 δvnδve
δvd
 = ∂fvit∂p(t) δp(t) + ∂fvit∂v(t)δv(t) + ∂fvit∂ρ(t)δρ(t) + ∂fvit∂ba(t)ba(t)
= (∂g(p)
n
∂p − (∂Ω
n
en
∂p + 2
∂Ωnie
∂p ) ∧ vˆne (t))δp(t) + Rˆm2n(t)ba(t)
−(∂Ωnen∂v ∧ vˆne (t) + (Ωˆnen + 2Ωˆnie) ∧ ∂v
n
e
∂v )δv(t) +
∂Rm2n(t)
∂ρ fa(t)δρ(t).
Sous une forme le´ge`rement simplifie´e, le re´sultat est alors
d
dtδv(t) = δRm2n(t)fa(t) + Rˆm2n(t)ba(t) + δgn(t)−(Ωnen + 2Ωnie) ∧ δv(t)− (δΩnen + 2δΩnie) ∧ vne (t),
(2.20)
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δRm2n(t) =
∂Rm2n(t)
∂ρ δρ(t),
δgn(t) =
∂g(p)n
∂p δp(t),
δΩnen =
∂Ωnen
∂p δp(t) +
∂Ωnen
∂v δv(t),
δΩnie =
∂Ωnie
∂p δp(t).
– L’e´quation d’erreur d’attitude est calcule´e a` son tour a` partir de
l’e´quation d’attitude inertielle (2.10), note´e ici fatt. De meˆme que pour
l’e´quation d’erreur de vitesse, il faut prendre en compte que les biais gy-
rome´triques vont participer a` cette e´quation du fait de la pre´sence des
mesures gyrome´triques
d
dtδρ(t) =
d
dt
 δφδθ
δψ
 = ∂fatt∂p(t) δp(t) + ∂fatt∂v(t) δv(t) + ∂fatt∂ρ(t) δρ(t) + ∂fatt∂bg(t)bg(t)
ce qui permet d’obtenir
d
dt
 δφδθ
δψ
 =

ωie sin(λˆ) 0
vˆe
(N+hˆ)2
0 0 −vˆn
(N+hˆ)2
ωie cos(λˆ) +
vˆe
(N+hˆ) cos(λˆ)2
0 − vˆe tan λˆ
(N+hˆ)2

 δλδφ
δh

+
 0
−1
N+hˆ
0
1
N+hˆ
0 0
0 tan λˆ
N+hˆ
0

 δvnδve
δvd
− Ωninδρ(t) +Rm2nbg(t).
(2.21)
– L’e´quation d’erreur d’horloge du re´cepteur GNSS est classique-
ment repre´sente´e a` l’aide d’un mode`le d’ordre 2 permettant de de´crire le
comportement du biais et de la de´rive du temps mesure´s par l’horloge du
re´cepteur GNSS
d
dt
(
bGNSS(t)
b˙GNSS(t)
)
=
(
0 1
0 0
)(
bGNSS(t)
b˙GNSS(t)
)
+
(
wb(t)
wb˙(t)
)
(2.22)
ou`

bGNSS(t) est le biais d’horloge du re´cepteur GNSS,
b˙GNSS(t) est la de´rive d’horloge du re´cepteur GNSS,
wb(t) ∼ N (0, σ2b ),
wb˙(t) ∼ N (0, σ2b˙ ).
– Les e´quations du biais acce´le´rome´trique et gyrome´trique sont ha-
bituellement mode´lise´es a` l’aide de processus de Markov d’ordre 1, pouvant
s’e´crire dans le cas de l’acce´le´rome`tre
d
dt
ba(t) = − 1
τa
ba(t) + wa(t), (2.23)
et dans le cas du gyrome`tre
d
dt
bg(t) = − 1
τg
bg(t) + wg(t), (2.24)
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ou`

ba(t) est le biais acce´le´rome´trique,
bg(t) est le biais gyrome´trique,
τa est le temps de corre´lation acce´le´rome´trique,
τg est le temps de corre´lation gyrome´trique,
wa(t) ∼ N (0, σ2ba),
wg(t) ∼ N (0, σ2bg ).
L’e´quation d’e´tat comple`te est alors obtenue en regroupant les diffe´rentes e´quations
de´finies pre´ce´demment (2.19, 2.20, 2.21, 2.22, 2.23 et 2.24) en une seule e´criture.
E´quation de mesure Selon le type d’architecture choisie, le vecteur de me-
sure et par conse´quent l’e´quation de mesure vont avoir diffe´rentes e´critures pos-
sibles.
– Dans le cas de l’hybridation laˆche, la mesure est la position estime´e
seulement par le GNSS. L’e´quation de mesure alors obtenue peut se mettre
sous la forme
Y (t) =
 x(t)y(t)
z(t)
 =
 (N + hˆ(t) + δh) cos(λˆ(t) + δλ) cos(φˆ(t) + δφ)(N + hˆ(t) + δh) cos(λˆ(t) + δλ) sin(φˆ(t) + δφ)
(N(1− e2) + hˆ(t) + δh) sin(λˆ(t) + δλ)
 .
(2.25)
– Dans le cas des hybridations serre´e et tre`s serre´e, ce sont directement
les pseudo-distances GNSS qui servent de mesures. L’e´quation de mesure
re´sultante est donc le´ge`rement plus complique´e car elle doit prendre en
compte le passage de ces pseudo-distances GNSS a` l’estimation de la po-
sition
h1(x(t), y(t), z(t)) =

√
(x(t)− xS1)2 + (y(t)− yS1)2 + (z(t)− zS1)2
...√
(x(t)− xSNS )2 + (y(t)− ySNS )2 + (z(t)− zSNS )2
 .
(2.26)
ou`

(x(t), y(t), z(t)) sont les coordonne´s carte´siennes du mobile dans e,
(xS1 , yS1 , zS1)
...
(xSNS , ySNS , zSNS )
 sont les coordonne´s carte´siennes desNS satellites en vue dans e.
L’e´quation de mesure est alors la composition des e´quations (2.25) et
(2.26), note´es respectivement ici h2(δλ, δφ, δh) et h1(x(t), y(t), z(t)) a` la-
quelle il faut ajouter le biais duˆ a` l’horloge du re´cepteur GNSS bGNSS(t)
ainsi qu’un bruit de mesure wGNSS(t) de´taille´ en (2.11)
Y (t) = h1 ◦ h2(δλ, δφ, δh) + bGNSS(t) + wGNSS(t). (2.27)
2.4.3 Me´thode de re´solution
La repre´sentation d’e´tat ainsi obtenue peut eˆtre re´solue par diffe´rentes me´thodes
de filtrage. Le principe est d’utiliser le maximum d’informations disponibles pour
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estimer l’e´tat du syste`me. A` l’instant t, toute l’information est contenue dans
la distribution conditionnelle de l’e´tat connaissant toutes les mesures collecte´es
P [X(t)|Y (1 : t)]. Il faut donc estimer au cours du temps cette loi pour calculer
la valeur de l’e´tat a` l’instant t a` l’aide d’un estimateur (MMSE, MAP, . . .). Ceci
est re´alise´ en deux e´tapes :
– La pre´diction peut s’e´crire graˆce a` la relation de Chapman-Kolmogorov
p[X(t)|Y (1 : t− 1)] =
∫
X(t)
p[X(t)|X(t− 1)]p[X(t− 1)|Y (1 : t− 1)]dX.
(2.28)
– La correction, graˆce a` la loi de Bayes, peut eˆtre estime´ par
p[X(t)|Y (1 : t)] = p[Y (t)|X(t)]p[X(t)|Y (1 : t− 1)]
p[Y (t)|Y (1 : t− 1)] . (2.29)
Le calcul analytique de cette solution peut s’ave´rer complique´ dans le cas
ge´ne´ral mais il existe cependant un cas simple pour lequel le re´sultat optimal
peut eˆtre calcule´ et qui sera l’objet du prochain paragraphe. Dans les autres
cas, l’absence de solution analytique au proble`me d’estimation implique alors
de recourir a` des me´thodes sous-optimales.
Filtre de Kalman (FK) Dans le cas de syste`mes line´aires gaussiens, la
repre´sentation d’e´tat discre`te peut s’e´crire simplement (2.30) ou` vk ∼ N (0, Qk)
et wk ∼ N (0, Rk) sont respectivement les bruits d’e´tat et de mesure.{
Xk = FkXk−1 + vk,
Yk = HkXk + wk,
(2.30)
Dans ces conditions, il a e´te´ de´montre´ que p(Xk|Y1:k−1) ∼ N (Xk|k−1, Pk|k−1),
p(Yk|Y1:k−1) ∼ N (Yk|k−1, Sk) et p(Xk|Y1:k) ∼ N (Xk|k, Pk|k). Ces lois sont donc
comple`tement connues a` partir de la connaissance de leurs deux premiers mo-
ments, qui peuvent eˆtre calcule´s analytiquement au cours du temps. L’algo-
rithme qui en de´coule est appele´ Filtre de Kalman [Kal60], [KB61] et est de´crit
par ∥∥∥∥∥∥∥∥∥∥∥∥∥∥
Xk|k−1 = FkXk−1|k−1,
Pk|k−1 = FkPk−1|k−1FTk +Qk,
Yk|k−1 = HkXk|k−1,
Sk = HkPk|k−1HTk +Rk,
 Pre´diction
Kk = Pk|k−1HTk S
−1
k ,
Xk|k = Xk|k−1 +Kk(Yk − Yk|k−1),
Pk|k = (I −KkHk)Pk|k−1.
 Correction
Filtre de Kalman E´tendu (EKF) Dans le cas de syste`mes non-line´aires,
la premie`re ide´e pour re´soudre le proble`me est de line´ariser le mode`le. L’al-
gorithme du filtre de Kalman e´tendu propose alors de remplacer les e´quations
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non-line´aires par leur de´veloppement de Taylor au premier ordre autour de l’es-
timation la plus re´cente de l’e´tat. De meˆme que dans le filtre de Kalman, l’hy-
pothe`se que les bruits soient gaussiens permet alors la re´solution du proble`me.
On a classiquement ([Jaz70] et [AM05]){
Xk = fk(Xk−1) + vk ≈ Fk(Xk−1 −Xk−1|k−1) + fk(Xk−1|k−1) + vk,
Yk = hk(Xk) + wk ≈ Hk(Xk −Xk|k−1) + hk(Xk|k−1) + wk,
(2.31)
ou`
{
Fk =
∂fk
∂Xk−1
|Xk−1|k−1 ,
Hk =
∂hk
∂Xk
|Xk|k−1 .
Ce nouvel algorithme peut alors s’e´crire sous une forme proche de celle du filtre
de Kalman∥∥∥∥∥∥∥∥∥∥∥∥∥∥
Xk|k−1 = fk(Xk−1|k−1),
Pk|k−1 = FkPk−1|k−1FTk +Qk,
Yk|k−1 = hk(Xk|k−1),
Sk|k = HkPk|k−1HTk +Rk,
 Pre´diction
Kk = Pk|k−1HTk S
−1
k ,
Xk|k = Xk|k−1 +Kk(Yk − Yk|k−1),
Pk|k = (I −KkHk)Pk|k−1.
 Correction
Filtre de Kalman “Unscented” (UKF) Contrairement a` l’EKF, l’UKF
ne fait pas d’approximation des fonctions non-line´aires mais utilise le ve´ritable
mode`le d’e´tat. Son but sera alors d’estimer directement la loi de distribution
de l’e´tat connaissant l’ensemble des observations. Ceci est re´alise´ a` l’aide de la
transformation sans parfum (appele´e “Unscented transform” (UT) en anglais
[JU96], [JU97]) qui permet de calculer les moments d’ordre 1 et 2 d’une variable
ale´atoire qui est passe´e dans une fonction non-line´aire.
En se plac¸ant dans le cas simple de y = g(x) ou` x¯ et Px sont le vecteur
moyenne et la matrice de covariance du vecteur ale´atoire x de dimension Nx,
l’UT va tout d’abord de´terminer 2Nx+1 e´chantillons ponde´re´s {wi, χi} de´crivant
comple`tement x¯ et Px de la manie`re suivante :
χ0 = x¯ w0 =
κ
Nx+κ
i = 0
χi = x¯+ (
√
(Nx + κ)Px)i wi =
1
2(Nx+κ)
i = 1, . . . , Nx
χi = x¯− (
√
(Nx + κ)Px)i wi =
1
2(Nx+κ)
i = Nx + 1, . . . , 2Nx
ou` κ est un parame`tre de ponde´ration et (
√
(Nx + κ)Px)i est la i-e`me colonne
de la racine carre´ de la matrice de covariance ponde´re´e. En propageant ces
e´chantillons a` travers la fonction non-line´aire, il est alors possible d’obtenir une
estimation des moments d’ordre 1 et 2 qui permet de de´crire la loi a posteriori
de l’e´tat a` l’ordre 2.
γi = g(χi) i = 0, . . . , 2Nx
y¯ ≈ ∑2Nxi=0 wiγi
Py ≈
∑2Nx
i=0 wi(γi − y¯)(γi − y¯)T
Pxy ≈
∑2Nx
i=0 wi(χi − x¯)(γi − y¯)T
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Applique´e au cas de la navigation, l’UT va permettre de de´finir un nouveau
syste`me {
Xak = fk(X
a
k−1),
Yk = hk(Xk),
ou` Xak =
 Xkvk
wk
 , (2.32)
re´solu par l’algorithme de l’UKF∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
χak−1 =

Xk−1|k−1
Xk−1|k−1 +
√
(NXa + κ)P ak−1|k−1
Xk−1|k−1 −
√
(NXa + κ)P ak−1|k−1
 ,
χXk|k−1 = fk(χk−1|k−1),
Xk|k−1 =
∑2NXa
i=0 wiχ
X
i,k|k−1,
Pk|k−1 =
∑2NXa
i=0 wi(χ
X
i,k|k−1 −Xk|k−1)(χXi,k|k−1 −Xk|k−1)T ,
γk|k−1 = hk(χk|k−1),
Yk|k−1 =
∑2NXa
i=0 wiχ
γ
i,k|k−1,
Sk =
∑2NXa
i=0 wi(γi,k|k−1 − Yk|k−1)(γi,k|k−1 − Yk|k−1)T ,
Tk =
∑2NXa
i=0 wi(χ
X
i,k|k−1 −Xk|k−1)(γi,k|k−1 − Yk|k−1)T ,

Pre´diction
Kk = TkH
T
k S
−1
k ,
Xk|k = Xk|k−1 +Kk(Yk − Yk|k−1),
Pk|k = Pk|k−1 −KkSkKTk .
 Correction
Filtre particulaire (FP) La` aussi, le but est d’estimer directement la loi a
posteriori de l’e´tat connaissant l’ensemble des observations. Cette distribution
est approche´e par une loi discre`te dont les valeurs possibles sont appele´es parti-
cules et dont les probabilite´s sont appele´es poids. Classiquement, un filtre parti-
culaire [Dou98], [DGA00], [DDG01], proce`de en deux e´tapes : l’e´chantillonnage
ponde´re´ qui propage re´cursivement les particules et le re´e´chantillonnage qui
se´lectionne les particules les plus pertinentes. La de´marche est alors la suivante :∥∥∥∥∥∥∥∥∥∥
Initialisation des N particules par un tirage ale´atoire sur la loi a priori de l’e´tat,
Pre´diction de chaque particule graˆce a` la loi associe´e a` l’e´quation d’e´tat,
E´valuation et normalisation des poids d’importance associe´s a` chaque particule,
Se´lection/rejet des particules de poids d’importance e´leve´/faible,
Estimation de l’e´tat a` l’aide de la loi de distribution ainsi estime´e.
2.5 Conclusion
Ce chapitre a permis de pre´senter diffe´rentes techniques de navigation ainsi
que les me´thodes de re´solution qu’il faut mettre en oeuvre pour obtenir une
information de positionnement. Une description plus de´taille´e a e´te´ apporte´e
pour les techniques utilise´es dans le cadre des travaux mene´s durant cette the`se.
Ainsi, la navigation inertielle et la radionavigation par satellite ont e´te´ plus par-
ticulie`rement explique´es, ce qui a alors permis d’introduire la notion de naviga-
tion hybride dans le cas spe´cifique GNSS/INS. Pre´sente´e dans un cadre ge´ne´ral,
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cette navigation hybride pourra alors eˆtre utilise´e dans le cas qui a e´te´ plus
particulie`rement e´tudie´ durant cette the`se, la navigation hybride GNSS/MEMS
et qui sera de´taille´e dans les prochains chapitres. Pour la suite de ce manuscrit,
l’hybridation sera toujours re´alise´e dans le cadre d’une architecture serre´e et
re´solue a` l’aide d’un filtre de Kalman e´tendu.
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3.1 Introduction
De nombreuses e´tudes ont e´te´ mene´es au sujet des me´thodes pre´sente´es
dans le chapitre pre´ce´dent concernant une hybridation GNSS/INS ([SNES05],
[WMM+06], [ESNSN06], [NNAES06], . . .). Re´cemment, une nouvelle ge´ne´ration
de capteurs inertiels appele´s MEMS (pour l’anglais Micro Electro Mechanical
Systems) est devenue disponible a` un couˆt relativement faible et permet d’en-
visager l’utilisation de syste`me de navigation hybride dans de nouvelles appli-
cations (ve´hicules terrestres, pie´tons, . . .). L’inconve´nient majeur de ces nou-
veaux capteurs re´side dans la qualite´ des mesures qu’ils de´livrent. En effet,
les perturbations qui l’affectent sont bien plus importantes que celles observe´es
pour des acce´le´rome`tres et des gyrome`tres traditionnels ([Sta06], [Pet06], [SO06],
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[FWB05], . . .). L’enjeu de ce chapitre est d’obtenir une e´valuation des perfor-
mances de MEMS existants (ou non) mettant en relief la pre´cision accessible par
leur utilisation. Ainsi, une analyse des mode`les de bruit a` l’aide de la variance
d’Allan est ici propose´e pour diffe´rents capteurs et est suivie d’une e´tude des
performances en terme de navigation aussi bien inertielle qu’hybride a` l’aide de
simulations de Monte Carlo (100 ite´rations). Ces dernie`res sont re´alise´es dans
des conditions plus ou moins favorables (cas nominal, perte de signal GNSS
partielle ou totale).
3.2 Caracte´risation des capteurs MEMS
Dans cette analyse, trois cate´gories de capteurs MEMS de qualite´s diffe´rentes
ont e´te´ e´tudie´es a` l’aide de la variance d’Allan (Annexe B). La Classe 1 fait
re´fe´rence a` des syste`mes qui comprennent le capteur et l’e´lectronique ne´cessaire
a` son utilisation sur un meˆme circuit inte´gre´. Ce type de capteurs, propose´
par des fondeurs de silicium comme Analog Devices ou STMicroelectronics,
permet d’obtenir des dispositifs de taille tre`s re´duite et de faible consommation.
Les performances peuvent se voir augmente´es pour d’autres capteurs, mais ceci
s’obtient, en re`gle ge´ne´rale, au de´triment de l’encombrement et du prix. C’est le
cas des gyrome`tres de Melexis et des acce´le´rome`tres de Colibrys qui repre´sentent
un bon compromis couˆt/performances et qui seront re´fe´rence´s,dans cette e´tude,
comme la Classe 2. Finalement, une dernie`re cate´gorie de capteurs est propose´e
qui, conside´rant les ame´liorations apporte´es a` la technologie MEMS ces dernie`res
anne´es, devrait faire son apparition dans le futur (Classe 3).
3.2.1 Cas de l’acce´le´rome`tre
Les trois classes de capteurs choisies dans la technologie des acce´le´rome`tres
de type MEMS permettent une bonne repre´sentation sur l’ensemble de la gamme
(Fig. 3.1). Dans l’e´quation (2.6), il a e´te´ vu que la mesure acce´le´rome´trique Sa
est entache´e d’un certain nombre de perturbations. Une e´criture le´ge`rement
simplifie´e peut alors eˆtre donne´e par
Sa = (I − δSFa − δMAa)Γ− δBa − δNLa − υa,
qui, sachant que le biais δBa est en fait la composition d’un biais δ
b
Ba, d’une
marche ale´atoire δmaBa et d’un processus de Gauss-Markov a` l’ordre 1 δ
gm
Ba et que
le capteur est soumis a` une acce´le´ration nulle (Γ = 0), peut e´galement s’e´crire
Sa = −δbBa − δmaBa − δgmBa − υa. (3.1)
ou`

υa ∼ N (0, σ2a) de densite´ spectrale de puissance Qa,
δmaBa (k) = δ
ma
Ba (k − 1) + υa,ma avec υa,ma ∼ N (0, σ2a,ma),
δgmBa est tel que son autocorre´lation RδgmBa (τ) = σ
2
a,gme
− |τ|τa,gm etde
densite´ spectrale de puissance Ka,gm.
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Figure 3.1 – Vue d’ensemble des acce´le´rome`tres de technologie MEMS
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Figure 3.2 – Variance d’Allan des trois acce´le´rome`tres e´tudie´s
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Pour caracte´riser les parame`tres de ce mode`le, la variance d’Allan (Annexe
B) est alors repre´sente´e pour les trois classes d’acce´le´rome`tres sur la figure 3.2
(Classe 1 en haut, Classe 2 au milieu et Classe 3 en bas). Les parame`tres alors
obtenus sont indique´s dans le tableau 3.1. Il est inte´ressant de noter que les
courbes vertes sont obtenues a` partir des donne´es expe´rimentales (uniquement
pour les Classes 1 et 2) tandis que les courbes bleues sont issues des donne´es
simule´es a` l’aide du mode`le acce´le´rome´trique (Eq. 3.1) avec les valeurs estime´es
des parame`tres.
Cate´gorie Qa[m.s
−2/
√
Hz] σa,ma[m.s
−2] Ka,gm[m.s−2/s/
√
Hz] τa,gm[s]
Classe 1 1.8× 10−3 1× 10−4 1.85× 10−3 10
Classe 2 5× 10−4 2× 10−5 3.5× 10−4 30
Classe 3 4× 10−5 1× 10−6 3.5× 10−5 80
Table 3.1 – Parame`tres issus de la mode´lisation pour les trois acce´le´rome`tres
3.2.2 Cas du gyrome`tre
De la meˆme manie`re que dans le cas des acce´le´rome`tres, les trois gyrome`tres
choisis pour cette e´tude permettent d’avoir une bonne repre´sentativite´ des syste`mes
MEMS existants (Fig. 3.3). Le mode`le gyrome´trique (2.7) permettant de de´crire
l’ensemble des perturbations affectant la mesure gyrome´trique Sg peut se sim-
plifier et s’e´crit alors
Sg = (I − δSFg − δMAg)Ω− δBg − δKg − υg.
Le biais δBg est, ici aussi, le re´sultat de la somme de trois diffe´rents termes : un
biais δbBg, une marche ale´atoire δ
ma
Bg et un processus de Gauss-Markov a` l’ordre
1 δgmBg . En conside´rant un capteur au repos, la vitesse angulaire est proche de 0
(Ω ≈ 0), ce qui permet d’obtenir
Sg = −δbBg − δmaBg − δgmBg − υg. (3.2)
ou`

υg ∼ N (0, σ2g) de densite´ spectrale de puissance Qg,
δmaBg (k) = δ
ma
Bg (k − 1) + υg,ma avec υg,ma ∼ N (0, σ2g,ma),
δgmBg est tel que son autocorre´lation RδgmBg (τ) = σ
2
g,gme
− |τ|τg,gm etde
densite´ spectrale de puissance Kg,gm.
Pour caracte´riser les parame`tres de ce mode`le, la variance d’Allan est e´galement
repre´sente´e pour les trois classes de gyrome`tres sur la figure 3.4 (Classe 1 en
haut, Classe 2 au milieu et Classe 3 en bas). Les parame`tres alors obtenus
sont indique´s dans le tableau 3.2. Il est inte´ressant de noter que, dans le cas
du gyrome`tre de Classe 2, le processus de Gauss-Markov est ne´gligeable et n’a
donc pas pu eˆtre estime´. A l’instar de l’e´tude concernant les acce´le´rome`tres, les
courbes vertes sont obtenues a` partir des donne´es expe´rimentales (uniquement
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Figure 3.3 – Vue d’ensemble des gyrome`tres de technologie MEMS
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Figure 3.4 – Variance d’Allan des trois gyrome`tres e´tudie´s
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pour les Classes 1 et 2) tandis que les courbes bleues sont issues des donne´es
simule´es a` l’aide du mode`le gyrome´trique (Eq. 3.2) avec les valeurs estime´es des
parame`tres.
3.3 Performances en navigation inertielle
Maintenant que les acce´le´rome`tres et les gyrome`tres ont e´te´ correctement ca-
racte´rise´s en terme de mode´lisation des capteurs, un second point d’inte´reˆt est de
connaˆıtre la pre´cision qu’ils permettraient d’obtenir au cours d’une navigation
inertielle seule. Le but, ici, n’est pas de re´aliser re´ellement une navigation a` l’aide
des capteurs MEMS uniquement, mais plutoˆt de continuer la caracte´risation
des capteurs, cette fois-ci, en terme de navigation. Les acce´le´rome`tres et les
gyrome`tres seront tout d’abord e´tudie´s de manie`re se´pare´e puis une analyse
conjointe des capteurs de meˆme classe permettra de simuler, a` proprement par-
ler, une navigation inertielle. Les re´sultats repre´sente´s, au cours de ces e´tudes,
sont les e´cart-types calcule´s a` l’aide de simulations de Monte Carlo (100 ite´rations).
3.3.1 Acce´le´rome`tres seuls
Afin de ne se soucier que de l’apport des perturbations des acce´le´rome`tres, les
mesures gyrome´triques seront, ici, conside´re´es parfaites (Sg = Ω). A partir de ces
mesures, bruite´es pour les acce´le´rome`tres et non bruite´es pour les gyrome`tres,
la plate-forme inertielle (Fig. 2.3) va produire une estimation de la position ne
de´pendant que de la mode´lisation acce´le´rome´trique. Sur la figure 3.5, la Classe
1 est repre´sente´e en bleu, la Classe 2 en vert et la Classe 3 en cyan. En dessous
d’une dure´e de 40s, la pre´cision obtenue est subme´trique pour les trois diffe´rents
capteurs. De meˆme, si la dure´e n’exce`de pas 100s, on observe une de´rive de
moins de 10m pour la Classe 1 et d’approximativement 1m (resp. 0.1m) pour
la Classe 2 (resp. Classe 3). Il est important de noter que l’erreur augmente
quadratiquement avec le temps, ce qui est duˆ a` la double inte´gration dans le
temps des mesures acce´le´rome´triques.
3.3.2 Gyrome`tres seuls
Ce sont maintenant les mesures acce´le´rome´triques qui seront conside´re´es
parfaites (Sa = Γ) afin que seul l’apport des perturbations des gyrome`tres
soit conside´re´. La plate-forme inertielle (Fig. 2.3) va alors a` nouveau estimer
Cate´gorie Qg [˚ .s
−1/
√
Hz] σg,ma [˚ .s
−1] Kg,gm [˚ .s−1/s/
√
Hz] τg,gm[s]
Classe 1 8× 10−2 3× 10−3 1.3× 10−1 7
Classe 2 2× 10−2 5× 10−4 — —
Classe 3 6× 10−4 1× 10−5 6× 10−4 80
Table 3.2 – Parame`tres issus de la mode´lisation pour les trois gyrome`tres
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Figure 3.5 – Erreur de position lie´e aux perturbations acce´le´rome´triques [m]
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Figure 3.6 – Erreur de position lie´e aux perturbations gyrome´triques [m]
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la position ne de´pendant que de la mode´lisation gyrome´trique. De meˆme que
pre´ce´demment, sur la figure 3.6, la Classe 1 est repre´sente´e en bleu, la Classe
2 en vert et la Classe 3 en cyan. Ici, et suivant la meˆme logique, comme les
mesures gyrome´triques sont inte´gre´es trois fois, l’erreur augmente cubiquement
avec le temps. La pre´cision subme´trique n’est donc plus conserve´e qu’en dec¸a`
d’une dure´e de 7s pour la Classe 1, 15s pour la Classe 2 et 50s pour la Classe
3. Au terme de 100s, les de´rives observe´es sont bien plus grandes que lors de
l’e´tude des acce´le´rome`tres (10km pour la Classe 1, 1km pour la classe 2 et 100m
pour la Classe 3).
3.3.3 Acce´le´rome`tres et gyrome`tres
Les contributions respectives e´tant de´sormais connues, une navigation iner-
tielle comple`te est re´alise´e. Les deux mode`les MEMS, acce´le´rome´trique (Eq.
2.6) et gyrome´trique (Eq. 2.7), vont venir, ici, impacter les performances du
syste`me de navigation. Les re´sultats sont pre´sente´s pour les trois cate´gories de
capteurs (Fig. 3.7, en bleu pour la Classe 1, en vert pour la Classe 2 et en
cyan pour la Classe 3). Les re´sultats sont conformes a` nos attentes : si la dure´e
est infe´rieure a` 1s, nous retrouvons les performances des acce´le´rome`tres tandis
que si elle est supe´rieure, ce sont les erreurs d’estimation lie´es aux gyrome`tres
qui sont observe´es. Comme e´nonce´ pre´ce´demment, le but de cette e´tude n’e´tait
pas de re´aliser une navigation inertielle base´e sur des MEMS, mais plutoˆt de
caracte´riser ces capteurs en terme de navigation.
3.4 Performances en navigation hybride
L’enjeu principal de la navigation inertielle dans un syste`me hybride est de
pallier les de´fauts de service GNSS (perte de signal, brouillage, multi-trajet, . . .).
Ainsi, cette analyse des performances de la navigation hybride GNSS/MEMS
a e´te´ mene´e dans de telles conditions. Plus pre´cise´ment, le cas des pertes de
signaux GNSS (partielle ou totale) a e´te´ traite´ ici. Durant le cas nominal, six
satellites GNSS (Fig. 3.8) sont en vue du re´cepteur pour estimer la position
et recalibrer le syste`me de navigation iinertielle. Le cas de la perte partielle
ne met plus en œuvre que les trois satellites les moins e´loigne´s du ze´nith du
re´cepteur GNSS (Fig. 3.8, dans le cercle vert) alors que la perte totale ne fait
intervenir aucun satellite. L’hybridation est, dans tous les cas, re´alise´e a` travers
une architecture serre´e et re´solue a` l’aide d’un EKF, tous deux pre´sente´s dans
le chapitre pre´ce´dent. Les re´sultats repre´sente´s sont, ici encore, les e´cart-types
calcule´s a` l’aide de simulations de Monte Carlo (100 ite´rations).
3.4.1 Perte partielle des signaux GNSS
Le cas e´tudie´ ici, est celui d’une perte partielle des signaux GNSS intervenant
a` la moitie´ de la simulation et durant jusqu’a` la fin. Sur la figure 3.9, l’erreur
d’estimation de la position est repre´sente´e en bleu pour la Classe 1, en vert pour
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Figure 3.7 – Erreur de position lie´e aux perturbations acce´le´rome´triques et
gyrome´triques [m]
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Figure 3.8 – Constellation des satellites en vue du re´cepteur GNSS
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la Classe 2 et en cyan pour la Classe 3. Durant le cas nominal, les performances
des syste`me de navigation hybride sont de l’ordre de 5m pour la Classe 1, 4m
pour la Classe 2 et 2.5m pour la Classe 3. Il est e´galement possible d’observer que
le temps de convergence vers ce cas nominal diffe`re en fonction de la cate´gorie
de capteurs utilise´e (9.5s pour la Classe 1, 13s pour la Classe 2 et 28s pour la
Classe 3). Durant la perte partielle des signaux GNSS, les re´sultats convergent
vers de nouvelles valeurs d’erreurs. La Classe 1 (resp. Classe 2) converge en 14s
(resp. 25s) vers une pre´cision d’approximativement 15m (resp. 11m) tandis que
la Classe 3 tend a` converger vers 8m au bout de 80s. Pour toutes les cate´gories de
capteurs, un point important est que les performances durant une perte partielle
de signaux GNSS (trois satellites disponibles) ne divergent pas avec le temps et
restent relativement bonnes.
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Figure 3.9 – Erreur de position lie´e a` une perte partielle des signaux GNSS
dans une navigation hybride [m]
3.4.2 Perte totale des signaux GNSS
La perte totale des signaux GNSS est le cas le plus de´favorable de la navi-
gation hybride. En effet, dans ces conditions, le syste`me de navigation n’obtient
des informations que de la centrale inertielle et ne sera aucunement recale´ par
le GNSS. Les re´sultats sont pre´sente´s pour les trois cate´gories de capteurs (Fig.
3.10, en bleu pour la Classe 1, en vert pour la Classe 2 et en cyan pour la
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Classe 3). Dans cette e´tude, une perte totale de signaux GNSS de 30s de dure´e
a e´te´ simule´e. Au terme de ces 30s, l’erreur d’estimation de la position a diverge´
jusqu’a` 450m pour la Classe 1, 50m pour la Classe 2 et 10m pour la Classe 3.
C’est ve´ritablement durant cette perte totale des signaux GNSS que la qualite´
des capteurs MEMS va impacter les performances en terme de navigation. Dans
le cas nominal, il faut noter que les re´sultats observe´s pre´ce´demment (Fig. 3.9)
peuvent l’eˆtre a` nouveau ici (entre 5 et 6m pour la Classe 1, 4m pour la Classe
2 et entre 2.5 et 3m pour la Classe 3).
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Figure 3.10 – Erreur de position lie´e a` une perte totale des signaux GNSS dans
une navigation hybride [m]
3.5 Conclusion
Ce chapitre a permis de caracte´riser les capteurs acce´le´rome´triques et gy-
rome´triques de technologie MEMS, et ce, aussi bien en terme de mesures que
de navigation. L’e´tude a montre´ que le syste`me inertiel posse`de une grande in-
fluence sur les performances de la navigation dans le cas d’une perte totale des
signaux GNSS [PDGC08]. Dans le cas nominal, voire dans celui d’une perte par-
tielle des signaux GNSS, l’ame´lioration des mesures issues des capteurs MEMS
n’a qu’un effet relatif, la pre´cision e´tant en grande partie apporte´e par le GNSS.
Les me´thodes qui seront pre´sente´es dans les prochains chapitres auront donc
pour vocation, d’une part d’ame´liorer les mesures des capteurs MEMS (Chap.
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4) et d’autre part de de´finir des algorithmes de navigation spe´cifiques aux MEMS
(Chap. 5). Pour la suite de ce manuscrit et pour des raisons de clarte´, seuls les
capteurs de Classe 1, les plus susceptibles d’applications grand public (encom-
brant moindre et couˆt modique), seront de´sormais e´tudie´s.

Chapitre 4
Inversion du mode`le des
capteurs MEMS
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4.1 Introduction
Il a e´te´ vu pre´ce´demment que la relation entre´e/sortie d’un acce´le´rome`tre
(resp. gyrome`tre) pouvait eˆtre de´crite par l’e´quation (2.6) (resp. (2.7)). Dans le
cas des capteurs inertiels conventionnels, la plupart des termes intervenants dans
ces relations sont ne´gligeables et seuls les biais et les bruits sont ne´cessaires pour
de´crire correctement le phe´nome`ne physique. Ceci ne peut plus eˆtre conside´re´
exact dans le cadre de la navigation hybride GNSS/MEMS et il sera alors
ne´cessaire de mettre en oeuvre des techniques spe´cifiques adapte´es aux compor-
tements de ces capteurs. Une approche classique dans la litte´rature ([SBS99],
[Nas03], [ESN04], [Chi04], [SAG+07] et [AH05]) est de conside´rer le proble`me
sous forme d’un proble`me de de´bruitage qui peut se re´soudre a` l’aide d’une
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de´composition en ondelettes. L’ide´e retenue ici a e´te´ d’utiliser la connaissance
disponible des mode`les de capteurs afin d’estimer ses entre´es (i.e. acce´le´rations
et vitesses angulaires) en fonction de ses sorties (i.e. sorties acce´le´rome´triques
et gyrome´triques). Cette me´thode se de´compose en deux e´tapes, le calibrage et
l’inversion proprement dite du mode`le, qui seront de´taille´es par la suite dans ce
chapitre.
4.2 Calibrage
Le calibrage est la premie`re des deux e´tapes de´finies en vue d’inverser le
mode`le de capteur. Durant cette premie`re phase, le but est d’estimer la non-
line´arite´ et les parame`tres intrinse`ques des capteurs afin de mieux caracte´riser
ces derniers. D’un point de vue ge´ne´ral, la mode´lisation d’un capteur MEMS
peut eˆtre formule´e par :
S = Φ(Γ,Ω, θ), (4.1)
ou`

S est le vecteur des sorties du capteur MEMS ∈ R3,
Γ est le vecteur des acce´le´rations ∈ R3,
Ω est le vecteur des vitesses angulaires ∈ R3,
θ contient les parame`tres intrinse`ques du capteur MEMS,
Φ est la fonction non-line´aire caracte´risant le capteur MEMS.
Le calibrage revient alors a` estimer θ et Φ a` l’aide d’une relation (θˆ, Φˆ) =
f(Γˆ, Ωˆ, S) ou` Γˆ (resp. Ωˆ) est le vecteur acce´le´ration (resp. vitesse angulaire)
de´termine´ a` partir des mesures GNSS.
4.2.1 Cas de l’acce´le´rome`tre
Cette e´quation tre`s ge´ne´rale peut eˆtre de´crite par la relation (2.6) lorsque
l’inte´reˆt est porte´ uniquement sur l’acce´le´rome`tre. Dans cette e´criture, la fonc-
tion non-line´aire Φ(.) est alors scinde´e en deux parties, l’une line´aire et l’autre
non-line´aire. En exprimant la partie non-line´aire sous forme polynomiale, on
obtient
Sa = −δBa︸ ︷︷ ︸
ordre 0
+ (I − δSFa − δMAa)︸ ︷︷ ︸
ordre 1
Γ− δNL2a︸ ︷︷ ︸
ordre 2
Γ2 − · · · − δNLja︸ ︷︷ ︸
ordre j
Γj − · · · − υa︸︷︷︸
bruit
,
ce qui donne en 3 dimensions si les ordres supe´rieurs a` 2 sont ne´glige´s SuaSva
Swa
 =
 1− δuSFa δuwMAa δuvMAaδvwMAa 1− δvSFa δvuMAa
δwvMAa δ
wu
MAa 1− δwSFa
 ΓuΓv
Γw
−
 δuBaδvBa
δwBa

−
 δuNL2a 0 00 δvNL2a 0
0 0 δwNL2a
 (Γu)2(Γv)2
(Γw)2
−
 υuaυva
υwa
 ,
ou` u, v et w sont les trois axes de l’acce´le´rome`tre de´finis dans [FB98].
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Il suffit alors d’e´crire cette nouvelle relation sous une forme le´ge`rement
diffe´rente pour chacun des trois axes, ce qui donne pour l’axe u
 S
u
a,1
...
Sua,N
 =
 1 Γ
u
1 Γ
v
1 Γ
w
1 (Γ
u
1 )
2
...
...
...
...
...
1 ΓuN Γ
v
N Γ
w
N (Γ
u
N )
2


−δuBa
1− δuSFa
δuwMAa
δuvMAa
−δuNL2a
−
 υ
u
a,1
...
υua,N
 ,
(4.2)
pour l’axe v
 S
v
a,1
...
Sva,N
 =
 1 Γ
u
1 Γ
v
1 Γ
w
1 (Γ
v
1)
2
...
...
...
...
...
1 ΓuN Γ
v
N Γ
w
N (Γ
v
N )
2


−δvBa
δvwMAa
1− δvSFa
δvuMAa
−δvNL2a
−
 υ
v
a,1
...
υva,N
 ,
(4.3)
et, finalement, pour l’axe w
 S
w
a,1
...
Swa,N
 =
 1 Γ
u
1 Γ
v
1 Γ
w
1 (Γ
w
1 )
2
...
...
...
...
...
1 ΓuN Γ
v
N Γ
w
N (Γ
w
N )
2


−δwBa
δwvMAa
δwuMAa
1− δwSFa
−δwNL2a
−
 υ
w
a,1
...
υwa,N
 .
(4.4)
Ces trois e´quations 4.2), (4.3) et (4.4) peuvent alors eˆtre re´solues a` l’aide de
l’estimateur des moindres carre´s (MC).
4.2.2 Cas du gyrome`tre
De meˆme que pour l’acce´le´rome`tre, l’e´quation tre`s ge´ne´rale (4.1) peut eˆtre
pre´cise´e par (2.7) dans le cas du gyrome`tre. Contrairement aux capteurs acce´le´ro-
me´triques, la mode´lisation gyrome´trique ne prend pas en compte de phe´nome`nes
non-line´aires. Cependant, une certaine sensibilite´ aux acce´le´rations et vibrations
va venir s’ajouter a` la sortie du capteur, ce qui donne en 3 dimensions SpgSqg
Srg
 =
 1− δpSFg δprMAg δpqMAgδqrMAg 1− δqSFg δqpMAg
δrqMAg δ
rp
MAg 1− δrSFg
 ΩpΩq
Ωr
−
 δpBgδqBg
δrBg

−
 δpuKg δpvKg δpwKgδquKg δqvKg δqwKg
δruKg δ
rv
Kg δ
rw
Kg
 ΓuΓv
Γw
−
 υpgυqg
υrg
 ,
ou` p, q et r sont les trois axes du gyrome`tre de´finis dans [FB98].
Sous une forme plus propice a` la re´solution par la me´thode des moindres
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carre´s, on obtient alors pour l’axe p
 S
p
g,1
...
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(4.5)
pour l’axe q
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(4.6)
et, finalement, pour l’axe r
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...
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(4.7)
4.3 Inversion du mode`le
Posse´dant de´sormais une estimation θˆ et Φˆ des parame`tres et non-line´arite´s
du mode`le acce´le´rome´trique (resp. gyrome´trique), il reste l’inversion proprement
dite du mode`le a` re´aliser. C’est le but de la seconde e´tape qui sera pre´sente´e
par la suite pour le cas des acce´le´rome`tres ainsi que pour celui des gyrome`tres.
En re´fe´rence a` l’e´quation (4.1), cela revient alors a` estimer Γ et Ω par (Γ,Ω) =
Φˆ−1(S, θˆ) ou` θˆ et Φˆ sont de´crits a` l’aide des estimations re´alise´es durant l’e´tape
pre´ce´dente.
Pour accomplir cette seconde phase, il faut mettre en oeuvre des techniques
re´cursives permettant l’inversion de syste`mes non-line´aires. L’ide´e retenue dans
cette e´tude a e´te´ de construire un mode`le dynamique de l’acce´le´ration et de la
vitesse angulaire permettant alors sa re´solution a` l’aide de me´thodes de filtrage
classiquement utilise´es dans le domaine de la navigation (EKF, UKF, FP, . . .).
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4.3.1 Cas de l’acce´le´rome`tre
Pour construire un mode`le dynamique de l’acce´le´ration Γ, il faut prendre une
hypothe`se sur son e´volution dans le temps. L’ide´e est de choisir cette hypothe`se
de manie`re a` pouvoir repre´senter le maximum de trajectoires possibles. Ainsi,
notre choix a e´te´ de mode´liser l’acce´le´ration par une marche ale´atoire (4.8), ce
qui permet de de´crire un mouvement tre`s ge´ne´ral. La variance du bruit d’e´tat
υΓ,k devra eˆtre ajuste´e en fonction de la nature du mouvement du ve´hicule.{
Γk = Γk−1 + υΓ,k,
Sa,k = Φˆa(Γk, θˆa) + υa,k.
(4.8)
Comme e´nonce´ pre´ce´demment, la mode´lisation dynamique est re´solue par
une me´thode de filtrage classique type EKF dont le de´roulement peut eˆtre de´crit
comme suit∥∥∥∥∥∥∥∥∥∥∥∥∥∥
Γk|k−1 = Γk−1|k−1,
PΓ,k|k−1 = PΓ,k−1|k−1 +QΓ,k,
Sa,k|k−1 = Φˆa(Γk|k−1, θˆa),
PSa,k|k = Ha,kPΓ,k|k−1H
T
a,k +RSa,k,
 Pre´diction
Kk = PΓ,k|k−1HTa,kP
−1
Sa,k|k,
Γk|k = Γk|k−1 +Kk(Sa,k − Sa,k|k−1),
PΓ,k|k = (I −KkHa,k)PΓ,k|k−1,
 Correction
ou`

PΓ = V ar(Γ),
PSa = V ar(Sa),
υΓ,k ∼ N (0, QΓ,k),
υa,k ∼ N (0, RSa,k),
Ha,k =
∂Φˆa
∂Γk
|Γk|k−1 .
4.3.2 Cas du gyrome`tre
De la meˆme manie`re que dans le cas de l’acce´le´rome`tre, il est ne´cessaire
d’e´tablir une mode´lisation dynamique de la vitesse angulaire permettant de
de´crire le cas ge´ne´ral d’un mouvement. Ceci est obtenu par une marche ale´atoire
(4.9) de bruit υΩ,k dont la variance est fixe´e en fonction de la trajectoire du
ve´hicule conside´re´e. {
Ωk = Ωk−1 + υΩ,k,
Sg,k = Φˆg(Ωk,Γk|k, θˆg) + υg,k.
(4.9)
Ici aussi, la re´solution sera re´alise´e a` l’aide d’un filtre EKF dont l’algorithme
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est le suivant∥∥∥∥∥∥∥∥∥∥∥∥∥∥
Ωk|k−1 = Ωk−1|k−1,
PΩ,k|k−1 = PΩ,k−1|k−1 +QΩ,k,
Sg,k|k−1 = Φˆg(Ωk|k−1,Γk|k, θˆg),
PSg,k|k = Hg,kPΩ,k|k−1H
T
g,k +RSg,k,
 Pre´diction
Kk = PΩ,k|k−1HTg,kP
−1
Sg,k|k,
Ωk|k = Ωk|k−1 +Kk(Sg,k − Sg,k|k−1),
PΩ,k|k = (I −KkHg,k)PΩ,k|k−1,
 Correction
ou`

PΩ = V ar(Ω),
PSg = V ar(Sg),
υΩ,k ∼ N (0, QΩ,k),
υg,k ∼ N (0, RSg,k),
Hg,k =
∂Φˆg
∂Ωk
|Ωk|k−1 .
4.4 Re´sultats de simulations
Maintenant que la the´orie des me´thodes d’inversion utilise´es dans cette e´tude
a e´te´ de´taille´e, il est inte´ressant de pre´senter quelques re´sultats obtenus aussi
bien en terme d’ame´lioration des mesures acce´le´rome´triques et gyrome´triques
(calibrage et inversion du mode`le) que de navigation.
4.4.1 Calibrage
Le point d’inte´reˆt est ici de de´terminer la pre´cision de l’estimation des pa-
rame`tres θˆ calcule´e a` partir de la de´marche de´crite pre´ce´demment dans la sec-
tion 4.2. Une e´tude statistique a donc e´te´ re´alise´e a` l’aide de 1000 re´alisations
de Monte Carlo pour 50 valeurs diffe´rentes de θ et a permis de calculer l’er-
reur quadratique moyenne d’estimation. Il faut alors comparer cette erreur a`
l’ordre de grandeur des parame`tres afin de pouvoir conclure sur l’exactitude de
la me´thode de calibrage propose´e dans le cadre de cette e´tude.
Cas de l’acce´le´rome`tre Il est bon de rappeler que pour l’acce´le´rome`tre, le
vecteur parame`tre θa est compose´ de δBa, δSFa, δMAa et δNL2a (Fig. 4.1 a` 4.6).
L’erreur quadratique moyenne d’estimation des biais acce´le´rome´triques (Fig.
4.1) selon les 3 axes (u, v et resp. w) est proche de 1×10−8g2 (resp. 2.5×10−8g2).
En comparant ces re´sultats a` la variance du biais initial (≈ 1 × 10−4g2), il
apparaˆıt que l’erreur commise par l’estimation est d’environ 1% de la valeur du
parame`tre. L’estimation de δBa est donc tre`s pre´cise graˆce a` cette me´thode.
Concernant les facteurs d’e´chelles δSFa, les re´sultats sont de l’ordre de 2.8×
10−7 (resp. 1.5×10−7) pour les axes u et v (resp. w). Suivant le meˆme raisonne-
ment que pre´ce´demment, il est aise´ de voir que la pre´cision de cette estimation
sera infe´rieure a` celle obtenue pour le biais.
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Figure 4.1 – Erreur quadratique moyenne de l’estimation de δBa [g
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Figure 4.2 – Erreur quadratique moyenne de l’estimation de δSFa
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Les erreurs d’alignement δMAa sont de´crites par une matrice hors-diagonale
permettant de caracte´riser les e´ventuelles erreurs de calage des trois axes de
l’acce´le´rome`tre u, v et w les uns par rapport aux autres. Un axe ne pouvant
eˆtre mal cale´ par rapport a` lui-meˆme, les termes δuuMAa, δ
vv
MAa et δ
ww
MAa n’existent
pas et aucune estimation n’est calcule´e (erreur d’estimation nulle sur les figures
4.3 a` 4.5). Pour les termes dont l’erreur quadratique moyenne d’estimation est
calcule´e, le re´sultat est compris entre 1×10−8rad2 et 4×10−8rad2. En comparant
ces re´sultats a` la variance des erreurs d’alignement initiales (≈ 2.5× 10−3rad2),
il apparaˆıt que l’erreur commise par l’estimation est infe´rieure a` 1% de la valeur
du parame`tre. L’estimation de δMAa est donc tre`s pre´cise graˆce a` cette me´thode.
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Figure 4.3 – Erreur quadratique moyenne de l’estimation de δu.MAa [rad
2]
L’erreur quadratique moyenne d’estimation de la non-line´arite´ δNL2a de
l’acce´le´rome`tre (Fig. 4.6) selon les 3 axes (u, v et resp. w) est proche de 6.5 ×
10−8g−2 (resp. 5.5×10−8g−2). Suivant le meˆme raisonnement que pre´ce´demment,
il est aise´ de voir que la pre´cision de cette estimation sera infe´rieure a` celle ob-
tenue pour le biais ou pour les erreurs d’alignement.
Cas du gyrome`tre Le vecteur parame`tre θg, compose´ de δBg, δSFg, δMAg et
δKg, est estime´ a` l’aide de la me´thode des moindres carre´s. Les re´sultats sont
repre´sente´s sur les figures 4.7 a` 4.14.
L’erreur quadratique moyenne d’estimation des biais gyrome´triques (Fig.
4.7) selon les 3 axes (p, q et r) est proche de 0.5 × 10−5(˚ /s)2. En comparant
ces re´sultats a` la variance du biais initial (≈ 5 × 10−3(˚ /s)2), il apparaˆıt que
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Figure 4.4 – Erreur quadratique moyenne de l’estimation de δv.MAa [rad
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Figure 4.5 – Erreur quadratique moyenne de l’estimation de δw.MAa [rad
2]
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Figure 4.6 – Erreur quadratique moyenne de l’estimation de δNL2a [1/g
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l’erreur commise par l’estimation est d’environ 3% de la valeur du parame`tre.
L’estimation de δBg est donc tre`s pre´cise graˆce a` cette me´thode.
Concernant les facteurs d’e´chelles δSFg, les re´sultats sont de l’ordre de 0.1×
10−8 (resp. 0.25×10−8) pour les axes p et q (resp. r). Suivant le meˆme raisonne-
ment que pre´ce´demment, il est aise´ de voir que la pre´cision de cette estimation
sera infe´rieure a` celle obtenue pour le biais (10 a` 15% de la valeur du parame`tre).
De meˆme que dans le cas de l’acce´le´rome`tre, les erreurs d’alignement δMAg
sont de´crites par une matrice hors-diagonale permettant de caracte´riser les
e´ventuelles erreurs de calage des trois axes du gyrome`tre p, q et r les uns par
rapport aux autres. Pour rappel, un axe ne pouvant eˆtre mal cale´ par rapport
a` lui-meˆme, les termes δppMAg, δ
qq
MAg et δ
rr
MAg n’existent pas et aucune estima-
tion n’est calcule´e (erreur d’estimation nulle sur les figures 4.9 a` 4.11). Pour les
termes dont l’erreur quadratique moyenne d’estimation est calcule´e, le re´sultat
est de l’ordre de 1× 10−9rad2. En comparant ces re´sultats a` la variance des er-
reurs d’alignement initiales (≈ 2.5×10−3rad2), il apparaˆıt que l’erreur commise
par l’estimation est infe´rieure a` 1% de la valeur du parame`tre. L’estimation de
δMAg est donc tre`s pre´cise graˆce a` cette me´thode.
La sensibilite´ aux acce´le´rations δKg est de´crite par une matrice 3 × 3 re-
liant l’acce´le´ration ressentie sur chaque axe de l’acce´le´rome`tre u, v et w a` la vi-
tesse angulaire mesure´e sur ceux du gyrome`tre p, q et r. Son erreur quadratique
moyenne d’estimation (Fig. 4.12 a` 4.14) est comprise entre 2.5 × 10−6(˚ /s/g)2
et 7.5× 10−6(˚ /s/g)2. Suivant le meˆme raisonnement que pre´ce´demment, il est
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Figure 4.7 – Erreur quadratique moyenne de l’estimation de δBg [(˚ /s)
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Figure 4.8 – Erreur quadratique moyenne de l’estimation de δSFg
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Figure 4.9 – Erreur quadratique moyenne de l’estimation de δp.MAg [rad
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Figure 4.10 – Erreur quadratique moyenne de l’estimation de δq.MAg [rad
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Figure 4.11 – Erreur quadratique moyenne de l’estimation de δr.MAg [rad
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aise´ de voir que la pre´cision de cette estimation sera infe´rieure a` celle obtenue
pour le biais ou pour les erreurs d’alignement.
En re´sume´, notre me´thode de calibrage a permis d’obtenir une estimation des
parame`tres intrinse`ques du capteur MEMS. Cette estimation est pre´cise pour
les biais δB et les erreurs d’alignement δMA mais reste approximative pour les
facteurs d’e´chelles δSF , la non-line´arite´ δNLa et la sensibilite´ aux acce´le´rations
δKg.
4.4.2 Inversion du mode`le
Une fois le vecteur de parame`tre θ estime´, il faut inverser le syste`me a` pro-
prement parler a` l’aide de la de´marche pre´ce´demment de´crite dans la section
4.3. Une estimation de l’acce´le´ration et de la vitesse angulaire est alors obtenue
a` partir des sorties acce´le´rome´triques et gyrome´triques. C’est cette estimation
qui sera caracte´rise´e par son erreur quadratique moyenne calcule´e a` partir de
300 re´alisations de Monte Carlo de dure´e 120s chacune.
Cas de l’acce´le´rome`tre Les re´sultats sont similaires selon les trois axes et
sont approximativement de 1× 10−5g2 (Fig. 4.15). En comparant cette valeur a`
la variance du bruit acce´le´rome´trique υa,k, il est aise´ de se rendre compte qu’elles
sont du meˆme ordre de grandeur. L’estimation de l’acce´le´ration ne de´pend donc
plus que du bruit du syste`me et non plus du mode`le. Ce re´sultat e´tait attendu
car la me´thodologie propose´e permet de s’affranchir des perturbations lie´es au
mode`le acce´le´rome´trique mais ne prend pas en compte celles du bruit. Pour
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Figure 4.12 – Erreur quadratique moyenne de l’estimation de δp.Kg [(˚ /s/g)
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Figure 4.13 – Erreur quadratique moyenne de l’estimation de δq.Kg [(˚ /s/g)
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Figure 4.14 – Erreur quadratique moyenne de l’estimation de δr.Kg [(˚ /s/g)
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re´duire encore cette erreur d’estimation, il faudrait alors contraindre le mode`le
dynamique (4.8) en imposant une variance au bruit d’e´tat υΓ,k moins importante
et ainsi faire plus confiance a` l’e´quation d’e´tat.
Cas du gyrome`tre De manie`re e´quivalente, l’erreur quadratique moyenne
d’estimation de la vitesse angulaire (≈ 1 × 10−3(˚ /s)2, Fig. 4.16) est compa-
rable a` la variance du bruit gyrome´trique υΩ,k. Ce faisant, le re´sultat e´nonce´
pre´ce´demment dans le cas de l’acce´le´rome`tre est aussi valable pour le gyrome`tre :
l’estimation de la vitesse angulaire ne de´pend donc plus que du bruit du syste`me
et non plus du mode`le. De plus, il est toujours possible de re´duire l’erreur d’esti-
mation re´alise´e en diminuant la variance du bruit d’e´tat du mode`le dynamique
(4.9) comme explique´ dans le cas de l’acce´le´rome`tre.
4.4.3 Navigation
Il reste de´sormais a` e´valuer la pre´cision de la position hybride estime´e, qui
est la partie la plus inte´ressante en terme de navigation. Pour ce faire, le biais
et la variance de l’estimateur ont e´te´ calcule´s a` travers une e´tude statistique de
200 re´alisations de Monte Carlo sur une dure´e de 600s. Les re´sultats issus de
la me´thode d’inversion du mode`le MEMS (en vert) sont alors compare´s, d’une
part, avec ceux de la navigation hybride sans cette inversion (en bleu) et, d’autre
part, avec des re´sultats de navigation hybride utilisant des centrales inertielles
conventionnelles (en rose).
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Figure 4.15 – Erreur quadratique moyenne de l’estimation de Γ [g2]
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Figure 4.16 – Erreur quadratique moyenne de l’estimation de Ω [(˚ /s)2]
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Cas nominal Dans un premier temps, l’objectif est de tester la me´thodologie
propose´e sur un cas nominal, i.e., un cas ou` suffisamment de satellites GNSS
sont directement visibles du re´cepteur et permettent donc l’estimation de la po-
sition a` l’aide du syste`me GNSS seul. Sur les Fig. 4.17 et 4.18 sont repre´sente´s
les biais plus ou moins l’e´cart-type des estimateurs de position dans les 3 cas
d’e´tude de´crits pre´ce´demment. Il est aise´ de voir une diffe´rence de comporte-
ment durant les 150 premie`res secondes de la simulation entre l’hybridation
GNSS/MEMS avec et sans calibrage. Ceci provient du fait que le calibrage est
de´ja` re´alise´ au de´but de la simulation dans le cas MEMS calibre´ alors que, sans
la me´thode d’inversion propose´e ici, le syste`me d’hybridation aura une phase
d’auto-calibrage en de´but de simulation. De plus, le comportement de l’hybri-
dation GNSS/MEMS calibre´ va tendre avec le temps vers celui du GNSS/INS
alors que la pre´cision du syste`me hybride sans calibrage sera le´ge`rement moins
bonne. Cette diffe´rence peut notamment s’expliquer par la non prise en compte
de toutes les perturbations du mode`le MEMS par le filtre d’hybridation utilise´
ici.
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Figure 4.17 – Erreur en position (biais +/- e´cart-type) dans le cas nominal [m]
Perte du signal GNSS Apre`s avoir vu les effets de la me´thode d’inversion
de mode`le dans le cas nominal, il faut maintenant s’inte´resser au cas de la perte
du signal GNSS, cas durant lequel la centrale inertielle n’est plus recale´e et donc
particulie`rement sensible au comportement des capteurs inertiels. De meˆme que
pre´ce´demment, les Fig. 4.19 et 4.20 repre´sentent les biais plus ou moins l’e´cart-
type des estimateurs de position dans les diffe´rents cas d’e´tudes (GNSS/INS,
GNSS/MEMS et GNSS/MEMS calibre´). Tout d’abord, une premie`re observa-
tion permet de constater que les diffe´rences de re´sultats entre les 3 cas d’e´tude
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Figure 4.18 – Erreur en position (biais +/- e´cart-type) dans le cas nominal [m]
(zoom sur la zone d’inte´reˆt)
du cas nominal sont toujours pre´sentes. De plus, durant la perte du signal GNSS,
une ame´lioration de la pre´cision d’approximativement 15% est obtenue a` l’aide
de l’inversion du mode`le. Ce progre`s est toutefois bien insuffisant au vue des
re´sultats de re´fe´rence de la navigation hybride utilisant des centrales inertielles
conventionnelles.
4.5 Conclusion
Ce chapitre a permis de pre´senter une technique pour re´soudre le proble`me de
la navigation hybride GNSS/MEMS et, plus particulie`rement, pour ame´liorer la
qualite´ des mesures issues des capteurs inertiels MEMS. Base´e sur des me´thodes
bien connues (estimation des moindres carre´es et filtre de Kalman e´tendu), son
originalite´ provient plus de sa fac¸on de voir le proble`me. En effet, l’ame´lioration
des mesures inertielles est classiquement traite´e comme un proble`me de de´bruitage
et, donc, re´solu comme tel alors que dans cette e´tude, l’ide´e a e´te´ de le poser sous
forme d’un proble`me inverse. Les simulations re´alise´es ont permis de caracte´riser
la me´thode propose´e et ce, aussi bien, en terme d’estimation des parame`tres du
mode`le MEMS, de l’acce´le´ration et de la vitesse angulaire qu’en terme de navi-
gation [DCTL08]. Dans le cas nominal, l’inversion du mode`le permet d’e´galer la
pre´cision de la navigation GNSS/INS tandis que lors de pertes de signal, bien
qu’ame´liorant l’estimation d’environ 15%, le re´sultat reste approximatif. Il fau-
dra donc mettre en oeuvre des techniques spe´cifiques pour traiter cette perte
du signal GNSS, ce qui sera l’objet du chapitre suivant.
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Figure 4.19 – Erreur en position (biais +/- e´cart-type) en cas de perte du
signal GNSS [m]
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Figure 4.20 – Erreur en position (biais +/- e´cart-type) en cas de perte du
signal GNSS [m] (zoom sur la zone d’inte´reˆt)
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5.1 Introduction
Dans l’optique de re´aliser une navigation hybride GNSS/MEMS, il a e´te´
montre´ pre´ce´demment que l’information apporte´e par les capteurs MEMS ne
suffisait pas pour obtenir des re´sultats pre´cis lors de perte de signal GNSS.
Dans ce cas, il est donc ne´cessaire de mettre en oeuvre des me´thodes spe´cifiques
pour ame´liorer l’estimation de positionnement. Cette ame´lioration ne peut eˆtre
re´alise´e qu’en apportant plus d’information au syste`me de navigation. Ceci peut
eˆtre effectue´ en fusionnant des donne´es issues de diffe´rents capteurs (odome`tres
[SCT07], [SCKJ07], came´ras [WKD09], [SS09], . . .) ou syste`mes de communica-
tions (GSM [HN80], [HMS97], WiFi [HSS03], [DT08], . . .), mais ce ne sera pas le
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cas de cette e´tude volontairement limite´e a` une navigation hybride GNSS/MEMS.
Cet apport d’information supple´mentaire peut alors eˆtre cherche´ dans le passe´
du syste`me de navigation en apprenant le comportement de la navigation hy-
bride afin de pouvoir le restituer lors de perte de signal GNSS. C’est dans ce but
que des me´thodes neuronales seront mises en œuvre et pre´sente´es dans ce cha-
pitre. Un certain nombre d’e´tudes ne´cessitant un apprentissage hors-ligne ont
e´te´ mene´es en ce sens ([EDER03], [AH04], [ESAHL04], [GSES06], [WWSW06],
[AHNES07], [GESS08], . . .), l’originalite´ des travaux re´alise´s dans cette the`se
se contentant d’un apprentissage en ligne. Ainsi, apre`s avoir effectue´ quelques
rappels sur les re´seaux de neurones, une description de´taille´e de leur application
a` la navigation sera propose´e.
5.2 Bases des re´seaux de neurones
Le cerveau humain est une structure compose´e d’un tre`s grand nombre de
cellules appele´es neurones. Ces neurones sont organise´s en un immense re´seau
dont les fonctionnalite´s sont aussi diverses que complique´es. Cette structure,
ainsi construite, posse`de les capacite´s d’apprendre et de me´moriser [Hay99]. Un
re´seau de neurones artificiel est un mode`le du cerveau humain cherchant a` avoir
ces meˆmes capacite´s.
De fac¸on ge´ne´rale, on situe le de´but des re´seaux de neurones artificiels en
1943 avec les travaux de McCulloch et Pitts [MP43] qui montrent qu’un re´seau
de neurones discret, sans contrainte de topologie, peut repre´senter n’importe
quelle fonction boole´enne et donc e´muler un ordinateur. En 1958, Rosenblatt
propose le premier algorithme d’apprentissage, qui permet d’ajuster les pa-
rame`tres d’un neurone [Ros58]. En 1969, Minsky et Papert publient le livre Per-
ceptrons [MP69] dans lequel ils utilisent une solide argumentation mathe´matique
pour de´montrer les limitations des re´seaux de neurones a` une seule couche. Ce
livre aura une influence telle que la plupart des chercheurs quitteront le champ
de recherche sur les re´seaux de neurones. En 1982, Hopfield [Hop82] propose des
re´seaux de neurones associatifs et l’inte´reˆt pour les re´seaux de neurones renaˆıt
chez les scientifiques. En 1986, Rumelhart, Hinton et Williams publient l’algo-
rithme de la re´tropropagation de l’erreur (Annexe C) qui permet d’optimiser les
parame`tres d’un re´seau de neurones a` plusieurs couches [RHW86]. A` partir de
ce moment, la recherche sur les re´seaux de neurones connaˆıt un essor fulgurant
et les applications commerciales de ce succe`s acade´mique suivent au cours des
anne´es 90.
5.2.1 La cellule e´le´mentaire : le neurone
La cellule e´le´mentaire du re´seau ou neurone (Fig. 5.1) posse`de un ensemble
d’entre´es qui, apre`s avoir e´te´ ponde´re´es, vont eˆtre associe´es par l’interme´diaire
d’une fonction de combinaison de type vecteur a` scalaire. Ces fonctions sont
majoritairement de deux natures diffe´rentes :
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– Les re´seaux de type MLP (Multi-Layer Perceptron) calculent une com-
binaison line´aire des entre´es (c’est-a`-dire que la fonction de combinaison
renvoie le produit scalaire entre le vecteur des entre´es et le vecteur des
poids synaptiques) et appliquent ensuite une non-line´arite´ ϕ a` cette com-
binaison line´aire. La sortie d’un re´seau de type MLP, repre´sente´ sur la
figure 5.1, est donc de´finie par
OUT = ϕ
(
n∑
i=1
wiINi
)
.
Classiquement, des fonctions de type sigmo¨ıde, tangente hyperbolique ou
kronecker sont utilise´es en tant que fonction d’activation.
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ΣIN OUT
Figure 5.1 – Cellule e´le´mentaire ge´ne´rique
– Les re´seaux de type RBF (Radial Basis Function) calculent la distance
entre les entre´es, c’est-a`-dire que la fonction de combinaison renvoie la
norme euclidienne du vecteur issu de la diffe´rence vectorielle entre les
vecteurs d’entre´es a` travers la fonction de base, classiquement gaussienne.
5.2.2 Structure du re´seau de neurones
Un ensemble de neurones va alors eˆtre constitue´ en les interconnectant et
donnera naissance au re´seau a` proprement parler (Fig. 5.2).
Les objectifs de ces re´seaux sont multiples (reconnaissance des formes, clas-
sification, identification, estimation,. . .) mais ils conservent un mode de fonc-
tionnement similaire quelle que soit l’application a` laquelle ils sont de´die´s. En
effet, toute utilisation de re´seaux de neurones pourra se de´composer en deux
phases :
– une phase d’apprentissage (Fig. 5.3), durant laquelle seront de´termine´s le
nombre de couches, le nombre de neurones par couche et la nature des
fonctions composant ces couches. Ces taˆches sont re´alise´es empiriquement
car il n’existe pas de manie`re me´thodique rigoureuse pour le faire. Ceci
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Figure 5.2 – Structure interne d’un re´seau de neurones
est incontestablement un inconve´nient majeur des re´seaux de neurones car
il oblige a` un grand nombre de tentatives avant de trouver le re´seau qui
convient le mieux au proble`me. De plus, durant cette phase d’apprentis-
sage, les biais et les poids vont eˆtre ajuste´s au mieux a` l’aide d’algorithmes
qui seront de´taille´s ulte´rieurement.
Réseau de 
Neurones 
artificiels
Comparaisonentrées sorties
cibles
ajustement des biais et des poids
Figure 5.3 – Phase d’apprentissage supervise´ d’un re´seau de neurones
– une phase de ge´ne´ralisation (Fig. 5.4) ou` le re´seau va “re´citer” ce qu’il a
appris et donc permettre le calcul d’une fonction spe´cifique, qu’elle soit
boole´enne ou non.
Il a e´te´ de´montre´, par le passe´, qu’un re´seau, disposant d’un assez grand
nombre de neurones de fonction d’activation non line´aire et, ce, sur une unique
couche cache´e, permet d’estimer toutes les fonctions posse´dant un nombre fini
de discontinuite´ [Cyb89]. Ceci est la force des re´seaux de neurones car, ainsi, il
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entrées sorties
Figure 5.4 – Phase de ge´ne´ralisation d’un re´seau de neurones
est possible d’estimer des fonctions dont il n’existe pas de mode´lisation.
5.2.3 Algorithmes d’apprentissage
Ici ne seront de´taille´es que les me´thodes d’apprentissage dites supervise´es,
cas inte´ressants du point de vue estimation. Les lois d’apprentissage sont un
ensemble de proce´de´s par lesquels les biais et les poids du re´seau de neurones
vont eˆtre modifie´s et ce, dans le but de minimiser la diffe´rence entre la sortie
du re´seau et la cible qu’il doit atteindre. Ces algorithmes cherchent donc, en
pratique, le minimum d’une fonction couˆt. Il existe dans la litte´rature de nom-
breuses me´thodes pour mettre en oeuvre cette minimisation. Les algorithmes
de re´tropropagation (Annexe C) sont cependant les plus commune´ment utilise´s
pour effectuer cette minimisation dans le cadre de re´seaux de neurones. Ces
me´thodes se se´parent en trois familles distinctes.
La descente en gradient et ses variantes L’ide´e de la me´thode est relati-
vement simple. Il suffit, en effet, de suivre la direction de descente, en un point
d’une fonction, de´finie par l’inverse de son gradient. Il faut alors se de´placer
selon cette direction d’une longueur fixe ou variable afin de se diriger vers un
minimum local de la fonction. Ainsi, l’algorithme qui en de´coule est :
Initialisation : choisir le point initial x0 et mettre t a` 1.
E´tape t : calculer f(xt−1) et ∇f(xt−1).
xt = xt−1 − γt∇f(xt−1) ou` γt est le pas de descente.
remplacer t par t+ 1 et ite´rer.
De nombreuses variantes existent telles les descentes en gradient a` pas variable,
les descentes en gradient conjugue´, . . .
Les me´thodes de Newton ou quasi-Newton L’ide´e de cette me´thode est
la` encore assez simple. En approximant la fonction f dans le voisinage de x par
son de´veloppement de Taylor du second ordre, il peut eˆtre e´crit
f(y) ≈ f(x) + (y − x)T∇f(x) + 1
2
(y − x)T∇2f(x)(y − x)
74 CHAPITRE 5. CORRECTION PAR RE´SEAU DE NEURONES
ce qui, en de´rivant f(y) et en posant ∇f(y) = 0, conduit a`
∇2f(x)(y − x) = −∇f(x),
pouvant s’e´crire e´galement, si le hessien est inversible,
y = x− [∇2f(x)]−1∇f(x).
C’est cette dernie`re e´quation qui est le coeur des algorithmes ite´ratifs des me´thodes
de Newton ou quasi-Newton en posant simplement y = xt et x = xt−1. Ici en-
core, de nombreuses variantes existent. C’est dans le calcul ou plutoˆt l’approxi-
mation du hessien que diffe`rent ces formes de me´thodes de quasi-Newton.
Les me´thodes mixtes Cette troisie`me classe de me´thodes utilise les deux
familles de me´thodes pre´ce´dentes. L’ide´e est bien e´videmment de cumuler les
avantages pour converger le plus rapidement possible. Pour ce faire, il faut tout
d’abord remarquer que les me´thodes de quasi-Newton, par leur nature, vont eˆtre
tre`s performantes lorsque l’e´volution de la fonction g cre´e´e par le re´seau sera
line´aire. En effet, dans ces conditions, la fonction couˆt f a` minimiser, et de´finie
ci-dessous, sera quadratique.
f(p) =
〈
(g(x, p)− y)2〉 ou`
 x sont les entre´es du re´seau de neurones,y sont les cibles qu’il doit atteindre,
p sont ces biais et ces poids.
L’algorithme de Levenberg Marquardt fait partie de cette famille et peut eˆtre
de´crit par l’association des deux pre´ce´dentes me´thodes en une seule e´quation.
xt = xt−1 − γt∇f(xt−1)︸ ︷︷ ︸
↘
xt = xt−1 −
[∇2f(xt−1)]−1∇f(xt−1)︸ ︷︷ ︸
↙
xt = xt−1 −
[∇2f(xt−1) + λI]−1∇f(xt−1)
Ainsi,
– si λ est petit, seule l’approximation quadratique est utilise´e.
– si λ est grand, l’e´quation correspond a une descente en gradient.
– si λ est interme´diaire, l’algorithme est un me´lange entre la descente de
gradient et l’approche quadratique base´e sur l’approximation line´aire de
g.
Ce coefficient λ est modifie´ a chaque ite´ration en fonction de la line´arite´ de f
afin d’augmenter la rapidite´ de la convergence.
5.3 Application a` la navigation
L’ide´e de cette partie est d’utiliser les me´thodes neuronales pre´sente´es dans
la section pre´ce´dente au domaine de la navigation. Dans le cas de la naviga-
tion GNSS/MEMS, la perte du signal GNSS peut venir de´te´riorer fortement la
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pre´cision du positionnement. Afin de lutter contre ce phe´nome`ne, il est ne´cessaire
de mettre en oeuvre des techniques spe´cifiques qui seront, dans cette e´tude,
base´es sur les re´seaux de neurones. Le but est d’apprendre le comportement du
syste`me de navigation hybride lorsque le signal GNSS est disponible puis de
restituer cette connaissance lors de pertes de ce signal. Comme il est toujours
possible d’acce´der au re´sultat de navigation en survie (navigation sans mesures
de pseudo-distances) lors de pertes de signal GNSS, l’approche retenue est d’ap-
prendre la diffe´rence entre les deux syste`mes, hybride d’une part et en survie
d’autre part. Dans un premier temps, l’e´tude mene´e s’est contente´e d’apporter
la correction en terme de position alors que par la suite, la vitesse et l’attitude
seront e´galement corrige´es.
5.3.1 Correction de la position uniquement
Comme cela a e´te´ e´nonce´ pre´ce´demment, la mise en œuvre d’un re´seau de
neurones se de´roule en deux e´tapes, la phase d’apprentissage et la phase de resti-
tution (appele´e aussi phase de restitution). Cette section a pour but de de´tailler
ces deux e´tapes pour corriger la position d’un ve´hicule dans le cas de la naviga-
tion GNSS/MEMS. Les sorties du re´seau de neurones, c’est-a`-dire ce qu’il doit
apprendre, seront dans ce cas les diffe´rences de position entre la solution hybride
et la solution en survie selon les trois axes (latitude, longitude et altitude). Il faut
choisir les entre´es du re´seau de manie`re a` ce qu’elles lui apportent de l’informa-
tion pour permettre l’apprentissage et qu’elles soient disponibles meˆme lorsque
le signal GNSS ne l’est pas. Le choix re´alise´ dans cette e´tude a e´te´ d’apporter le
maximum d’information au re´seau de neurones. Ainsi, en entre´e se trouveront
toutes les donne´es relatives au syste`me inertiel en survie :
– Sorties acce´le´rome´triques,
– Sorties gyrome´triques,
– Positions en survie,
– Vitesses en survie,
– Attitudes en survie.
De plus, le temps e´coule´ depuis le de´but de la perte du signal GNSS sera
e´galement une entre´e du re´seau de neurones. Connaissant de´sormais les entre´es
et les sorties du re´seau de neurones, il est possible de se pencher sur le cas de
l’apprentissage.
Phase d’apprentissage Durant cette premie`re e´tape, le signal GNSS doit
eˆtre disponible pour pouvoir acce´der a` l’estimation de la position par le syste`me
hybride. Afin d’obtenir e´galement une position estime´e en survie, il faut alors
simuler des pertes de signal GNSS et inte´grer les mesures acce´le´rome´triques et
gyrome´triques dans une autre plateforme inertielle. La Figure 5.5 permet de
mieux comprendre le fonctionnement de la me´thode propose´e :
1. Les mesures issues des capteurs MEMS (acce´le´rome`tres et gyrome`tres)
sont utilise´es dans deux syste`mes de navigation, l’un hybride et l’autre en
survie.
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2. La diffe´rence entre les re´sultats de ces deux syste`mes en termes de posi-
tionnement est calcule´e et place´e en sortie du re´seau de neurones comme
cible a` atteindre.
3. Les entre´es du re´seau de neurones pre´alablement choisies (sorties acce´le´ro-
me´triques et gyrome´triques, positions, vitesses et attitudes en survie et
temps e´coule´ depuis le de´but de la perte de signal GNSS ∆t) vont alors
permettre de re´aliser l’apprentissage.
Il est important de noter qu’il est ne´cessaire de simuler plusieurs pertes de signal
GNSS afin de constituer une base d’apprentissage suffisamment conse´quente, ce
qui permettra un apprentissage du re´seau de neurones dans de bonnes condi-
tions. La manie`re la plus simple de proce´der est alors de simuler des pertes de
signal GNSS successives (Cas 1, Fig. 5.6). Pour ce faire, il suffit de connaˆıtre
la dure´e maximale d’une perte de signal GNSS (Tout) qu’il faut pouvoir cor-
riger a` l’aide du re´seau de neurones et de savoir le nombre de simulations
Nout qu’il faut re´aliser pour obtenir une base d’apprentissage suffisante. Cette
premie`re manie`re de constituer la base d’apprentissage a pour avantage d’eˆtre
simple a` mettre en œuvre mais posse`de e´galement un inconve´nient majeur qui
est la dure´e importante de donne´es ne´cessaires pour construire la base d’ap-
prentissage (Tapp = NoutTout). Pour pallier ce proble`me, il est possible que les
pertes simule´es de signal GNSS se chevauchent (Cas 2, Fig. 5.6) afin de cre´er
artificiellement plus de simulations dans une meˆme dure´e Tapp ou de re´duire
conside´rablement la dure´e de donne´es ne´cessaires pour construire la base d’ap-
prentissage (T ′app << Tapp).
Phase de restitution Durant cette seconde e´tape, le signal GNSS et, donc, le
syste`me de navigation hybride, sont indisponibles mais le re´seau de neurones va
venir aider le syste`me de navigation en survie. L’architecture propose´e en phase
de restitution est repre´sente´e sur la figure 5.7. Notons que seul le syste`me en
survie apparaˆıt et que le re´seau de neurones est utilise´, cette fois-ci, en phase de
ge´ne´ralisation avec les meˆmes entre´es que dans la phase d’apprentissage (sorties
acce´le´rome´triques et gyrome´triques, positions, vitesses et attitudes en survie et
dure´e de la perte de signal GNSS ∆t).
5.3.2 Correction des diffe´rentes estime´es inertielles
L’ide´e est, ici, d’utiliser le re´seau de neurones pour tenter de corriger, non
plus la position uniquement, mais toutes les estime´es inertielles que sont la
position, la vitesse et l’attitude. De la meˆme manie`re que pre´ce´demment, le
re´seau de neurones se verra confier la taˆche d’apprendre la diffe´rence entre la
solution hybride et la solution en survie. Ainsi, les sorties seront les diffe´rences
de position, vitesse et attitude entre la solution hybride et la solution en survie
et, ce, en trois dimensions alors que les entre´es resteront inchange´es (sorties
acce´le´rome´triques et gyrome´triques, positions, vitesses et attitudes en survie et
temps e´coule´ depuis le de´but de la perte de signal GNSS ∆t).
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Figure 5.7 – Architecture en phase de restitution (correction de la position
uniquement)
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Phase d’apprentissage De meˆme que pre´ce´demment, lorsque le re´seau de
neurones n’e´tait utilise´ que pour corriger la position, le signal GNSS et, donc,
le syste`me de navigation hybride doivent eˆtre disponibles durant la phase d’ap-
prentissage. La solution en survie est alors simule´e dans une autre plateforme
inertielle et permet d’obtenir une estimation de la position, de la vitesse et de
l’attitude qui serait obtenue en l’absence du signal GNSS. Le fonctionnement
de cette nouvelle architecture (Fig. 5.8) est alors tre`s similaire au pre´ce´dent et
peut se de´crire sous la forme :
1. Les mesures issues des capteurs MEMS (acce´le´rome`tres et gyrome`tres)
sont utilise´es dans deux syste`mes de navigation, l’un hybride et l’autre en
survie.
2. La diffe´rence entre les estime´es inertielles (positions, vitesses, attitudes)
de ces deux syste`mes est calcule´e et place´e en sortie du re´seau de neurones
comme cible a` atteindre.
3. Les entre´es du re´seau de neurones pre´alablement choisies (sorties acce´le´ro-
me´triques et gyrome´triques, positions, vitesses et attitudes en survie et
temps e´coule´ depuis le de´but de la perte de signal GNSS ∆t) vont alors
permettre de re´aliser l’apprentissage.
La base d’apprentissage peut la` aussi eˆtre constitue´e de deux manie`res diffe´rentes :
simulations successives des pertes de signal GNSS ou chevauchement des simu-
lations (Fig. 5.6).
Phase de restitution Durant la phase de restitution et a` l’instar de la cor-
rection de la position seule, le signal GNSS est indisponible mais le re´seau de
neurones aide le syste`me de navigation en survie. La nouvelle architecture ob-
tenue en phase de restitution et repre´sente´e sur la figure 5.9 est tre`s similaire
au cas e´tudie´ dans la section 5.3.1.
5.4 Re´sultats de simulations
Les me´thodes expose´es pre´ce´demment doivent eˆtre mises en oeuvre au tra-
vers de diffe´rents exemples afin d’analyser leurs performances. Dans un premier
temps, l’inte´reˆt sera porte´ sur des trajectoires dont les dynamiques durant la
perte de signal GNSS ont de´ja` e´te´ rencontre´es dans le passe´ (cas favorable pour
l’apprentissage). Par la suite, des cas moins favorables pour l’apprentissage du
re´seau de neurones seront e´galement simule´s. Ces deux premie`res se´ries de tests
seront re´alise´es dans le cas de la correction exclusive de la position. Une dernie`re
e´tude sera alors mene´e sur l’utilisation du re´seau de neurones pour corriger les
diffe´rentes estime´es inertielles. Dans tous les cas, les re´sultats pre´sente´s sont les
racines carre´es des erreurs quadratiques moyennes apre`s 100 ite´rations de Monte
Carlo en terme de position et, e´ventuellement, de vitesse et d’attitude. De plus,
la base d’apprentissage sera constitue´e de 40 pertes de signal GNSS simule´es
d’une dure´e de 30s chacune se chevauchant comme explique´ pre´ce´demment (Cas
2, Fig. 5.6).
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Figure 5.9 – Architecture en phase de restitution (correction des estime´es iner-
tielles)
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5.4.1 Cas simple de trajectoires invariantes dans le temps
Cette premie`re se´rie de trajectoires propose des cas favorables a` l’utilisation
du re´seau de neurones. En effet, la perte de signal GNSS a lieu dans des condi-
tions de´ja` rencontre´es durant la phase d’apprentissage. La phase de restitution
devrait donc logiquement permettre au re´seau de neurones de venir corriger la
de´rive du syste`me de navigation en survie, et ceci, pour les diffe´rentes trajec-
toires e´tudie´es (point fixe, vitesse constante, acce´le´ration constante).
Point fixe La premie`re e´tude concerne le cas simple d’un point fixe d’une
dure´e de 600s, la perte du signal GNSS intervenant a` la 450es et durant 30s.
Les re´sultats sont alors repre´sente´s autour de la zone d’inte´reˆt (Fig. 5.10) et per-
mettent de constater l’ame´lioration fournie par le re´seau de neurones au syste`me
de navigation. En effet, la pre´cision de l’estimation, aussi bien en latitude qu’en
longitude, se voit fortement augmente´e. Au terme des 30s de perte de signal
GNSS, la de´rive d’environ 190m (resp. 300m) en latitude (resp. longitude) du
syste`me GNSS/MEMS est re´duite a` seulement 35m (resp. 75m) a` l’aide de la
correction neuronale.
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Figure 5.10 – Racine carre´e de l’erreur quadratique moyenne de position dans
le cas d’un point fixe
Vitesse constante Une trajectoire de dure´e 600s et de vitesse constante
(50ms−1) est maintenant e´tudie´e. La` encore, les re´sultats sont pre´sente´s au-
tour de la perte de signal GNSS qui se produit toujours a` la 450es (Fig. 5.11).
Le re´seau de neurones permet a` nouveau d’ame´liorer la pre´cision de l’estimation
en latitude et en longitude. Ainsi, la de´rive en latitude (resp. longitude) de 120m
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(resp. 180m) obtenue apre`s 30s de perte de signal GNSS diminue et est alors
e´gale a` 40m (resp. 50m).
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Figure 5.11 – Racine carre´e de l’erreur quadratique moyenne de position dans
le cas d’une trajectoire a` vitesse constante
Acce´le´ration constante Nous e´tudions dans cette partie un nouveau cas
d’e´tude concernant une trajectoire a` acce´le´ration constante (0.05ms−2). L’erreur
de position durant la perte du signal GNSS est repre´sente´e sur la Figure 5.12.
La de´rive observe´e au bout de 30s de perte de signal GNSS est ramene´e de 125m
a` 60m en latitude et de 230m a` 90m en longitude graˆce a` l’utilisation du re´seau
de neurones. L’ame´lioration de la pre´cision est donc moins importante que dans
les deux cas pre´ce´dents.
5.4.2 Cas de trajectoires e´voluant dans le temps
Cette seconde se´rie de trajectoires propose des cas moins favorables a` l’uti-
lisation du re´seau de neurones. La perte du signal GNSS intervient de´sormais
dans des conditions que l’apprentissage n’a pas rencontre´es. La` encore, plu-
sieurs trajectoires seront e´tudie´es et peuvent se re´partir en deux familles : celle
ou` l’acce´le´ration est nulle (ligne droite suivie d’un virage, virage suivi d’une ligne
droite et succession de deux virages ) et celle ou` la vitesse angulaire est nulle
(vitesse constante suivie d’une acce´le´ration constante, acce´le´ration constante
suivie d’une vitesse constante et succession de deux acce´le´rations constantes).
Ligne droite suivie d’un virage Dans cette premie`re e´tude d’un cas moins
favorable a` l’usage du re´seau de neurones, la trajectoire simule´e de´crit une ligne
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Figure 5.12 – Racine carre´e de l’erreur quadratique moyenne de position dans
le cas d’une trajectoire a` acce´le´ration constante
droite puis un virage (Fig. 5.13), la phase d’apprentissage se de´roulant exclu-
sivement durant la ligne droite tandis que la phase de test n’intervenant que
lors du virage. Les re´sultats sont alors repre´sente´s autour de la zone d’inte´reˆt
(Fig. 5.14) et permettent de constater l’ame´lioration fournie par le re´seau de
neurones au syste`me de navigation. Au terme des 30s de perte de signal GNSS,
la de´rive d’environ 330m (resp. 225m) en latitude (resp. longitude) du syste`me
GNSS/MEMS est re´duite a` seulement 70m (resp. 175m) a` l’aide de la correction
neuronale.
Virage suivi d’une ligne droite Un nouveau cas d’e´tude concernant une
trajectoire moins favorable a` l’usage du re´seau de neurones est ici propose´.
La trajectoire est e´galement compose´e d’une ligne droite et d’un virage mais
commence cette fois-ci par ce dernier (Fig. 5.15). La phase d’apprentissage a
donc lieu au cours du virage et la perte de signal GNSS permettant de tester
le re´seau de neurones prend place dans la ligne droite. Le re´seau de neurones
permet a` nouveau d’ame´liorer la pre´cision de l’estimation en latitude et en
longitude (Fig. 5.16). Ainsi, la de´rive en latitude (resp. longitude) de 115m
(resp. 155m) obtenue apre`s 30s de perte de signal GNSS diminue et est alors
e´gale a` 20m (resp. 35m).
Succession de deux virages L’ide´e est maintenant de simuler deux virages
successivement afin de ge´ne´rer une nouvelle trajectoire peu favorable a` l’utilisa-
tion du re´seau de neurones (Fig. 5.17). L’apprentissage du re´seau de neurones
se de´roule durant le premier virage alors que la perte du signal GNSS intervient
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Figure 5.13 – Trajectoire simule´e (Ligne droite suivie d’un virage)
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Figure 5.14 – Racine carre´e de l’erreur quadratique moyenne de position dans
le cas d’une ligne droite suivie d’un virage
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Figure 5.15 – Trajectoire simule´e (Virage suivi d’une ligne droite)
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Figure 5.16 – Racine carre´e de l’erreur quadratique moyenne de position dans
le cas d’un virage suivi d’une ligne droite
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dans le second. La de´rive observe´e au bout de 30s de perte de signal GNSS est
ramene´e de 430m a` 140m en latitude et de 150m a` 120m en longitude graˆce a`
l’utilisation du re´seau de neurones (Fig. 5.18). A l’instar de la ligne droite suivie
d’un virage, cette e´tude donne cependant une faible ame´lioration de la pre´cision
en longitude.
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Figure 5.17 – Trajectoire simule´e (Succession de deux virages)
Vitesse constante suivie d’une acce´le´ration constante Cette nouvelle
e´tude se place dans un contexte le´ge`rement diffe´rent des pre´ce´dents. En effet,
c’est de´sormais l’acce´le´ration qui sera non nulle et non plus la vitesse angu-
laire comme dans les cas contenant des virages. Dans cette trajectoire, le mo-
bile suit une ligne droite commenc¸ant a` vitesse constante (50ms−1) et qui est
acce´le´re´ constamment (0.1ms−2) par la suite (Fig. 5.19). Les re´sultats sont alors
repre´sente´s autour de la zone d’inte´reˆt (Fig. 5.20) et permettent de constater
l’ame´lioration fournie par le re´seau de neurones au syste`me de navigation. Au
terme des 30s de perte de signal GNSS, la de´rive d’environ 160m (resp. 260m)
en latitude (resp. longitude) du syste`me GNSS/MEMS est re´duite a` seulement
50m (resp. 120m) a` l’aide de la correction neuronale.
Acce´le´ration constante suivie d’une vitesse constante Un nouveau cas
d’e´tude concernant une trajectoire moins favorable a` l’usage du re´seau de neu-
rones est ici propose´. La trajectoire est e´galement compose´e d’une ligne droite a`
vitesse constante (50ms−1) et d’une trajectoire a` acce´le´ration constante (0.07ms−2)
mais commence cette fois-ci par cette dernie`re (Fig. 5.21). La phase d’apprentis-
sage a donc lieu au cours de l’acce´le´ration constante et la perte de signal GNSS
permettant de tester le re´seau de neurones prend place alors que le mobile est
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Figure 5.18 – Racine carre´e de l’erreur quadratique moyenne de position dans
le cas d’une succession de deux virages
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Figure 5.19 – Vitesse du mouvement simule´ (Vitesse constante suivie d’une
acce´le´ration constante)
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Figure 5.20 – Racine carre´e de l’erreur quadratique moyenne de position dans
le cas d’une trajectoire a` vitesse constante suivie d’une acce´le´ration constante
a` vitesse constante. Le re´seau de neurones permet a` nouveau d’ame´liorer la
pre´cision de l’estimation en latitude et en longitude (Fig. 5.22). Ainsi, la de´rive
en latitude (resp. longitude) de 190m (resp. 245m) obtenue apre`s 30s de perte
de signal GNSS diminue et est alors e´gale a` 70m (resp. 95m).
Succession de deux acce´le´rations constantes L’ide´e est maintenant de
simuler une trajectoire en ligne droite et alternant deux acce´le´rations constantes
(0.015ms−2 et −0.006ms−2) afin de toujours ge´ne´rer une nouvelle trajectoire
peu favorable a` l’utilisation du re´seau de neurones (Fig. 5.23). L’apprentissage
du re´seau de neurones se de´roule durant le premier virage alors que la perte
du signal GNSS intervient dans le second. La de´rive observe´e au bout de 30s
de perte de signal GNSS est ramene´e de 160m a` 60m en latitude et de 255m
a` 50m en longitude graˆce a` l’utilisation du re´seau de neurones (Fig. 5.24). A
l’instar de la ligne droite suivie d’un virage, cette e´tude s’ave`re donner une faible
ame´lioration de la pre´cision en longitude.
5.4.3 Corrections des diffe´rentes estime´es inertielles
Cette dernie`re se´rie de simulations propose de mettre en œuvre la correction,
non plus de la position uniquement mais, des diffe´rentes estime´es inertielles
(position, vitesse et attitude). Point qui a peu e´te´ e´voque´ jusqu’ici, l’architecture
interne du re´seau de neurones est ici au cœur de l’e´tude. En effet, la correction
est calcule´e en utilisant diffe´rents nombres de neurones par couche (10, 15 puis
20) sur deux couches cache´es, ou a` l’aide de plusieurs re´seaux de neurones.
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Figure 5.21 – Vitesse du mouvement simule´ (Acce´le´ration constante suivie
d’une vitesse constante)
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Figure 5.22 – Racine carre´e de l’erreur quadratique moyenne de position dans
le cas d’une trajectoire a` acce´le´ration constante suivie d’une vitesse constante
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Figure 5.23 – Vitesse du mouvement simule´ (Succession de deux acce´le´rations
constantes)
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Figure 5.24 – Racine carre´e de l’erreur quadratique moyenne de position dans
le cas d’une trajectoire compose´e de deux acce´le´rations constantes
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Notons ici que toutes ces simulations ont e´te´ effectue´es dans un cas favorable
sur une trajectoire a` vitesse constante (50ms−1) durant 600s, la perte du signal
GNSS intervenant a` la 450es et durant 30s.
Premie`re architecture : 10 neurones par couche Cette premie`re e´tude
utilisant le re´seau de neurones pour corriger les diffe´rentes estime´es inertielles
(position, vitesse et attitude) est re´alise´e a` l’aide de la meˆme structure interne
du re´seau que celle pre´ce´demment employe´e dans le cas de la correction exclusive
de la position (dix neurones sur deux couches cache´es). Les re´sultats sont alors
repre´sente´s autour de la zone d’inte´reˆt (Fig. 5.25, 5.26 et 5.27) et permettent de
constater l’ame´lioration fournie par le re´seau de neurones au syste`me de navi-
gation. En terme de position (Fig. 5.25), la pre´cision est ame´liore´e en latitude
(resp. longitude), passant de 190m (resp. 195m) a` 55m (resp. 90m) au terme
des 30s de perte de signal GNSS. Il faut cependant noter la pre´sence d’un biais
initial important (≈ 50m) dans les deux cas. Ce biais va venir impacter direc-
tement les premie`res secondes de la correction et donc la pre´cision du syste`me
de navigation. Ainsi, l’apport en terme de position n’est pas aussi bon que dans
le cas de la correction unique de la position. Dans l’ide´al, il faudrait re´ussir a`
parvenir au meˆme re´sultat, ce qui sera l’objet des e´tudes suivantes. En terme
de vitesse (Fig. 5.26), la pre´cision est aussi ame´liore´e selon l’axe n (resp. l’axe
e) re´duisant la de´rive de 12ms−1 (resp. 8.1ms−1) a` 3.25ms−1 (resp. 3.8ms−1).
Pour finir, en terme d’attitude (Fig. 5.27), les re´sultats obtenus avec l’aide du
re´seau de neurones ne sont pas aussi bons, laissant envisager qu’il n’a pas e´te´
capable d’apprendre correctement le comportement demande´. Ceci peut s’ex-
pliquer par l’absence de de´rive observe´e en attitude dans le cas d’une perte de
signal GNSS. En effet, ce phe´nome`ne, pre´sent pour la position et la vitesse, est
facilement reconnaissable et donc appre´hensible pour le re´seau de neurones.
Seconde architecture : 15 neurones par couche Afin de pallier le proble`me
du biais initial important rencontre´ dans l’e´tude pre´ce´dente, nous augmentons
le nombre de neurones par couche. Ceci doit permettre d’augmenter la capacite´
d’apprentissage du re´seau et donc de mieux mode´liser le phe´nome`ne observe´
lors de pertes de signal GNSS. L’erreur de position est pre´sente´e sur la figure
5.28. La de´rive observe´e au bout de 30s de perte de signal GNSS est ramene´e de
195m a` 112m en latitude et de 330m a` 85m en longitude graˆce a` l’utilisation du
re´seau de neurones. Bien que le´ge`rement plus faible (≈ 40m), le biais initial est
toujours pre´sent. Concernant la vitesse (Fig. 5.29), les re´sultats obtenus avec le
re´seau de neurones sont toujours plus pre´cis que ceux obtenus sans sa pre´sence.
Sur l’axe n (resp. l’axe e), l’erreur quadratique moyenne observe´e est ramene´e
de 11.3ms−1 (resp. 13.4ms−1) a` 4ms−1 (resp. 3.7ms−1). A l’instar de l’e´tude
pre´ce´dente, l’erreur en attitude (Fig. 5.30) n’est pas correctement corrige´e par
le re´seau de neurones.
Troisie`me architecture : 20 neurones par couche La capacite´ d’appren-
tissage d’un re´seau comprenant 15 neurones par couche n’e´tant toujours pas
92 CHAPITRE 5. CORRECTION PAR RE´SEAU DE NEURONES
400 450 500
0
50
100
150
200
temps [s]
Er
re
ur
 e
n 
la
tit
ud
e 
[m
]
 
 
400 450 500
0
50
100
150
200
temps [s]
Er
re
ur
 e
n 
lo
ng
itu
de
 [m
]
 
 
sans RN
avec RN
sans RN
avec RN
Figure 5.25 – Racine carre´e de l’erreur quadratique moyenne de position avec
10 neurones par couche
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Figure 5.26 – Racine carre´e de l’erreur quadratique moyenne de vitesse avec
10 neurones par couche
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Figure 5.27 – Racine carre´e de l’erreur quadratique moyenne d’attitude avec
10 neurones par couche
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Figure 5.28 – Racine carre´e de l’erreur quadratique moyenne de position avec
15 neurones par couche
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Figure 5.29 – Racine carre´e de l’erreur quadratique moyenne de vitesse avec
15 neurones par couche
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Figure 5.30 – Racine carre´e de l’erreur quadratique moyenne d’attitude avec
15 neurones par couche
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suffisante, le nombre de neurones est a` nouveau augmente´ passant de 15 a` 20.
Dans ces conditions, le biais initial constate´ (Fig. 5.31) sur la correction de la
position semble a` nouveau diminuer (20m en latitude et 40m en longitude).
Cette diminution n’est cependant pas tre`s rapide et ne´cessiterait un tre`s grand
nombre de neurones par couche pour faire tendre le biais vers 0. La dure´e d’ap-
prentissage e´tant directement lie´e a` ce nombre, il est ne´cessaire de trouver une
autre solution pour re´soudre ce proble`me, ce qui sera l’objet de l’e´tude suivante.
Ceci e´tant dit, les re´sultats obtenus au cours de cette e´tude (Fig. 5.31, 5.32 et
5.33) correspondent a` ceux qui avait de´ja` pu eˆtre observe´s au cours des deux
pre´ce´dentes et ne seront donc pas plus de´taille´s.
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Figure 5.31 – Racine carre´e de l’erreur quadratique moyenne de position avec
20 neurones par couche
Multi-re´seaux Il a e´te´ vu dans les e´tudes pre´ce´dentes que la correction des
diffe´rentes estime´es inertielles (position, vitesse et attitude) dans un seul et
meˆme re´seau de neurones conduisait a` des erreurs plus importantes en position
que dans le cas de la correction exclusive de la position. L’e´tude re´alise´e ici
va donc re´partir la charge d’apprentissage sur plusieurs re´seaux de neurones
afin d’approcher au mieux les comportements distincts des diffe´rentes estime´es
inertielles. Nous avons ainsi mis en œuvre trois re´seaux de neurones, le premier
de´die´ a` la correction de la position, le second de´die´ a` la correction de la vitesse et
le dernier de´die´ a` la correction de l’attitude. Les re´sultats sont alors repre´sente´s
autour de la zone d’inte´reˆt (Fig. 5.34, 5.35 et 5.36) et permettent de constater
l’ame´lioration fournie par le re´seau de neurones au syste`me de navigation. La
pre´cision de l’estimation, aussi bien en latitude qu’en longitude, se voit fortement
augmente´e. Au terme des 30s de perte de signal GNSS, la de´rive d’environ 120m
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Figure 5.32 – Racine carre´e de l’erreur quadratique moyenne de vitesse avec
20 neurones par couche
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Figure 5.33 – Racine carre´e de l’erreur quadratique moyenne d’attitude avec
20 neurones par couche
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(resp. 200m) en latitude (resp. longitude) du syste`me GNSS/MEMS est re´duite
a` seulement 35m (resp. 65m) a` l’aide de la correction neuronale. Ces re´sultats
correspondent a` ceux obtenus dans le cas de la correction unique de la position
graˆce, notamment, a` l’absence de biais initial. En terme de vitesse (Fig. 5.35),
la pre´cision est ame´liore´e passant de 7ms−1 (resp. 8ms−1) selon l’axe n (resp.
l’axe n) a` 2.3ms−1 (resp. 2.2ms−1). Pour ce qui est de l’attitude (Fig. 5.36),
les re´sultats obtenus avec l’aide du re´seau de neurones ne sont toujours pas
correctement corrige´s, confirmant l’ide´e que la me´thode propose´e ne permet pas
en l’e´tat d’apprendre correctement le comportement demande´.
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Figure 5.34 – Racine carre´e de l’erreur quadratique moyenne de position avec
un re´seau de´die´
5.5 Conclusion
Ce chapitre a permis de pre´senter une mise en œuvre de re´seaux de neu-
rones, dans le cas de la navigation hybride GNSS/MEMS, ayant pour objectif
d’aider le syste`me de navigation lors de pertes de signal GNSS. L’approche en-
visage´e emploie un re´seau de neurones qui utilise le passe´ de la trajectoire a`
travers un apprentissage en ligne et ne ne´cessitant pas d’apprentissage ad hoc
[DCTL09]. Diffe´rentes structures corrigeant respectivement la position unique-
ment ainsi que l’ensemble des estime´es inertielles (position, vitesse et attitude)
ont e´te´ propose´es et teste´es a` travers un grand nombre de simulations. Les
re´sultats pre´sente´s ont permis de valider la me´thode propose´e en ame´liorant la
pre´cision de l’estimation re´alise´e sur la position et la vitesse. Malheureusement,
ces re´sultats ne se confirment pas en ce qui concerne l’attitude, qu’il faudrait
alors corriger a` l’aide d’une autre strate´gie.
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Figure 5.35 – Racine carre´e de l’erreur quadratique moyenne de vitesse avec
un re´seau de´die´
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Figure 5.36 – Racine carre´e de l’erreur quadratique moyenne d’attitude avec
un re´seau de´die´
Conclusion

Chapitre 6
Conclusion
Re´sume´
Cette the`se a pour objet de proposer des me´thodes permettant la re´alisation
d’une navigation hybride GNSS/MEMS. Pour ce faire, les e´tudes mene´es se
de´composent en deux parties distinctes mais visant le meˆme objectif : d’une part,
le de´veloppement d’un ensemble de traitement capteurs cherchant a` ame´liorer la
mesure elle-meˆme et d’autre part, l’optimisation des algorithmes d’hybridation
pour les capteurs MEMS.
Le traitement capteur (ou traitement local) consiste en l’estimation de l’acce´le´ration
vraie (resp. la vitesse angulaire vraie) a` partir de la sortie du capteur acce´le´rome´trique
(resp. gyrome´trique). Ce traitement a e´te´ re´alise´ en deux sous-e´tapes :
– Le calibrage qui consiste en l’identification du syste`me non-line´aire connais-
sant ses entre´es et ses sorties. Les relations entrant en jeu dans le mode`le
e´tant line´aires vis-a`-vis des parame`tres, on peut alors re´soudre cette par-
tie du proble`me par l’estimateur des moindres carre´es (apre`s extension du
vecteur comprenant les entre´es afin qu’il comporte les non line´arite´s).
– L’inversion du mode`le qui a pour but d’estimer les entre´es du mode`le
connaissant ses sorties et effectuant e´galement l’estimation de ses pa-
rame`tres durant l’e´tape de calibrage. Apre`s formalisation de ce proble`me
sous forme d’un mode`le dynamique, la re´solution se fera a` l’aide d’algo-
rithmes issus de la the´orie du filtre de Kalman ou du filtre particulaire.
Il est inte´ressant de noter que l’estimation des parame`tres du mode`le durant
l’e´tape de calibrage ne pourra eˆtre que grossie`re (les de´pendances par rapport au
temps et a` la tempe´rature n’e´tant pas prises en compte), le filtre d’hybridation
pouvant suivre ces e´volutions plus finement.
Les algorithmes d’hybridation (ou traitement global) ont pour but de lo-
caliser un mobile dans l’espace connaissant l’estimation de l’acce´le´ration et de
la vitesse angulaire issue du traitement local ainsi que l’estimation de la posi-
tion faite par le GPS. Dans la litte´rature et pour re´soudre ce proble`me, plu-
sieurs filtres ont de´ja` e´te´ utilise´s (EKF, UKF, PF, . . .). Cette partie peut se
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de´composer en deux sous-proble`mes qu’il sera possible de re´soudre de manie`res
inde´pendantes :
– Lorsque que les signaux GNSS sont disponibles (cas nominal), le but est
d’ame´liorer les me´thodes de navigation hybride GNSS/INS existantes.
Dans notre cas, la re´flexion a porte´ sur l’apport de l’ajout d’un e´tat
supple´mentaire telle la mode´lisation a` l’ordre 2 des biais des capteurs
MEMS (non pre´sente´ dans ce manuscrit) et sur la fermeture de la boucle
de navigation (correction de la centrale inertielle a` l’aide des erreurs issues
du filtre d’hybridation).
– Dans des sce´narii de´favorables (multitrajet et masquage des signaux GNSS),
la qualite´ des capteurs MEMS ne permet pas d’obtenir des re´sultats de
navigation satisfaisants. L’ide´e de´veloppe´e ici consiste alors en la mise en
œuvre de me´thodes d’apprentissage. Un algorithme base´ sur un re´seau de
neurones a ainsi e´te´ de´veloppe´. Durant les phases ou` le GNSS est dispo-
nible, cet algorithme permet d’apprendre l’erreur commise par la centrale
inertielle en mode survie par rapport au re´sultat de navigation hybride.
Le re´seau de neurones ainsi appris fournira alors cet e´le´ment de correction
en cas de perte de l’information GNSS.
Ces diffe´rentes me´thodes sont alors teste´es sur diffe´rentes trajectoires si-
mule´es et des re´sultats statistiques sont pre´sente´s et permettent d’e´valuer l’ap-
port respectif de ces techniques, que ce soit en terme de traitement capteur ou
de re´sultat de navigation.
Conclusions
Plusieurs conclusions peuvent eˆtre tire´es des travaux re´alise´s dans le cadre de
cette the`se. Ces dernie`res sont pre´sente´es, ici, dans l’ordre de lecture du pre´sent
manuscrit :
1. L’estimation des parame`tres des mode`les acce´le´rome´trique et gyrome´trique
a` l’aide de la me´thode propose´e dans cette e´tude s’ave`re plus ou moins
pre´cise selon la nature du parame`tre. Ainsi, l’estimation re´alise´e sur les
biais et les erreurs d’alignement est meilleure que celle effectue´e sur les
facteurs d’e´chelles, les erreurs de non-line´arite´ des acce´le´rome`tres et la
sensibilite´ aux acce´le´rations des gyrome`tres.
2. L’e´tape d’inversion des mode`les MEMS a` l’aide d’une re´solution d’un
mode`le dynamique permet d’obtenir une estimation des acce´le´rations et
des vitesse angulaires ne de´pendant plus des mode`les acce´le´rome´trique et
gyrome´trique. Sans contrainte sur l’e´quation d’e´tat du mode`le dynamique,
la pre´cision de l’estimation est alors directement lie´e au bruit additif des
capteurs MEMS.
3. Toujours a` propos de la me´thode d’inversion du mode`le, il est possible
de re´duire encore l’erreur d’estimation des acce´le´rations et des vitesses
angulaires en diminuant la variance du bruit d’e´tat du mode`le dynamique
et ainsi faire plus confiance a` l’e´quation d’e´tat.
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4. En terme de navigation et dans le cas nominal (pre´sence du signal GNSS),
la me´thodologie d’inversion du mode`le des capteurs MEMS propose´e per-
met de faire tendre les re´sultats du syste`me hybride GNSS/MEMS vers
ceux obtenus par le syste`me classique GNSS/INS.
5. Durant une perte de signal GNSS, l’inversion du mode`le ne permet pas
d’ame´liorer de fac¸on suffisante l’estimation de la position. La robustesse
face a` ces cas de masquage des satellites, caracte´ristique essentielle de
la navigation GNSS/INS, n’est alors pas retrouve´e pour le syste`me hy-
bride GNSS/MEMS. Il est ne´cessaire de mettre en œuvre des techniques
spe´cifiques pour traiter cette perte de signal GNSS.
6. Le principe d’un apprentissage par re´seau de neurones de l’erreur de po-
sition a` l’aide du passe´ de la trajectoire a e´te´ valide´ sur la simulation
de trajectoires simples et invariantes dans le temps (point fixe, vitesse
constante et acce´le´ration constante). Il est inte´ressant de noter que plus
la trajectoire est simple, plus l’ame´lioration est importante.
7. L’e´tude de trajectoires e´voluant dans le temps a permis de montrer que
l’apprentissage peut eˆtre re´alise´ dans des conditions diffe´rentes de celles
de restitution. Ce point s’ave`re critique pour une mise en œuvre re´elle car
aucune pre´supposition ne peut alors eˆtre prise sur la trajectoire.
8. La nature de la trajectoire influe sur l’ame´lioration apporte´e par le re´seau
de neurones a` l’estimation de la position durant une perte de signal GNSS.
En effet, les e´tudes mene´es ont permis de constater que les cas durant les-
quels l’acce´le´ration e´volue (vitesse constante suivie d’acce´le´ration constante,
acce´le´ration constante suivie de vitesse constante et succession de deux
acce´le´rations constantes) sont mieux corrige´s par le re´seau de neurones
que les cas durant lesquels la vitesse angulaire e´volue (ligne droite suivie
d’un virage, virage suivi d’une ligne droite et succession de deux virages).
9. De la meˆme manie`re que pre´ce´demment, le principe d’un apprentissage
par re´seau de neurones des erreurs de position, de vitesse et d’attitude a`
l’aide du passe´ de la trajectoire n’a pu eˆtre que partiellement valide´. En
effet, graˆce a` la correction apporte´e par le re´seau de neurones, la pre´cision
des estimations de la position et de la vitesse est augmente´e, ce qui n’est
pas le cas de celle concernant l’attitude. Il sera donc ne´cessaire d’envisa-
ger une solution alternative afin que l’estimation de l’attitude puisse eˆtre
e´galement correctement corrige´e.
10. De plus, les re´sultats obtenus au cours de l’e´tude mene´e sur la correc-
tion des diffe´rentes estime´es inertielles prouvent qu’il est pre´fe´rable d’uti-
liser des re´seaux diffe´rents pour la position, la vitesse et l’attitude car
l’ame´lioration apporte´e est alors sensiblement plus importante.
Ces conclusions, base´es sur les re´sultats de tests re´alise´s au cours de la the`se,
permettent d’imaginer un certain nombre de perspectives, qui font l’objet de la
section suivante.
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Perspectives et recommandations
Base´es sur les travaux re´alise´s durant cette the`se, plusieurs perspectives et
recommandations pour des travaux futurs peuvent eˆtre propose´es. Comme pour
la section pre´ce´dente, ces dernie`res sont pre´sente´es dans l’ordre de lecture du
pre´sent manuscrit :
1. La me´thodologie employe´e pour inverser le mode`le des capteurs MEMS
utilise une mode´lisation dynamique pour laquelle il est ne´cessaire de fixer
la variance du bruit d’e´tat. En utilisant la connaissance du passe´ de la
trajectoire, une e´tude pourrait eˆtre re´alise´e afin que la mode´lisation dyna-
mique soit la plus fine possible, ce qui permettrait d’e´liminer une partie
du bruit de mesure des capteurs MEMS.
2. Le traitement capteur peut eˆtre re´alise´ par un grand nombre de me´thodes
plus ou moins comple´mentaires (de´composition en ondelettes, de´composition
sur une base orthogonale, . . .). La particularite´ du mode`le MEMS prove-
nant de son aspect non-line´aire, une e´tude future pourrait eˆtre mene´e sur
l’expression de cette dernie`re en vue de l’inverser (estimation par fonction
noyau, estimation par se´rie orthogonale, . . .).
3. L’architecture des re´seaux de neurones utilise´s dans cette the`se n’a pas
fait l’objet d’une optimisation. Une e´tude exhaustive pourrait alors eˆtre
re´alise´e en ce sens, a` l’aide de me´thodes d’e´lagage type algorithme de
Engelbrecht [Eng01].
4. De meˆme, l’importance du choix de la fonction non-line´aire de chaque neu-
rone, ou fonction d’activation, n’a pas non plus e´te´ e´tudie´e avec attention.
Si une fonction venait a` mieux correspondre au proble`me d’apprentissage
pose´ au re´seau de neurones, les performances de navigation pourraient
alors eˆtre le´ge`rement ame´liore´es.
5. Toujours concernant l’utilisation de re´seaux de neurones pour corriger les
erreurs de navigation durant une perte de signal GNSS, une base d’appren-
tissage optimale, re´duisant a` la fois le temps ne´cessaire a` l’apprentissage
et l’erreur entre la sortie du re´seau et la cible a` atteindre, pourrait eˆtre
de´finie.
6. Bien qu’un peu plus e´loigne´e du sujet de cette the`se, une e´tude pour-
rait e´galement eˆtre mene´e en prenant en compte d’autres capteurs que
les acce´le´rome`tres et les gyrome`tres de type MEMS. En effet, dans cette
cate´gorie de capteurs bas couˆt, il existe e´galement des magne´tome`tres et
des baro-altime`tres permettant respectivement de limiter les erreurs de
cap et d’altitude.
Les travaux supple´mentaires recommande´s concernant les re´seaux de neurones
devraient conduire a` de le´ge`res ame´liorations des performances qui sont pre´sente´es
a` travers les re´sultats expose´s dans cette the`se.
Bibliographie

Bibliographie
[AH04] W. Abdel-Hamid. An ANFIS-based modeling of thermal drift of
MEMS-based inertial sensors. Proc. of ION-GNSS, 2004.
[AH05] W. Abdel-Hamid. Accuracy Enhancement of Integrated MEMS-
IMU/GPS Systems for Land Vehicular Navigation Applications.
PhD thesis, University of Calgary, 2005.
[AHNES07] W. Abdel-Hamid, A. Noureldin, and N. El-Sheimy. Adapta-
tive fuzzy prediction of low-cost inertial-based positionning errors.
IEEE Transactions on Fuzzy Systems, 15(3) :519–529, June 2007.
[AM05] B. D. O. Anderson and J. B. Moore. Optimal Filtering (Dover
Books on Engineering). Dover Publications, 2005.
[Ayl01] A. Ayliffe. The development of airborne dead reckoning. part I :
Before 1940 - finding the wind. The Journal of Navigation, 54 :223–
233, May 2001.
[Bri71] K. R. Britting. Inertial Navigation Systems Analysis. Wiley-
Interscience, New York, first edition, 1971.
[Bro02] O. S. Brown. One Day Celestial Navigation for Offshore Sailing.
Washington Book Distributors, Washington, second edition, 2002.
[Chi04] K.-W. Chiang. INS/GPS Integration Using Neural Network for
Land Vehicular Navigation Applications. PhD thesis, University of
Calgary, 2004.
[Cyb89] G. Cybenko. Approximation by superpositions of a sigmoidal func-
tion. Mathematics of Control, Signals and Systems, 2(4) :303–314,
December 1989.
[DCTL08] J.-R. De Boer, V. Calmettes, J.-Y. Tourneret, and B. Lesot. Per-
formance improvement of integrated MEMS/GNSS systems. Proc.
of ION-GNSS, 2008.
[DCTL09] J.-R. De Boer, V. Calmettes, J.-Y. Tourneret, and B. Lesot. Outage
mitigation for GNSS/MEMS navigation using neural networks.
Proc. of EUSIPCO, 2009.
[DDG01] A. Doucet, N. De Freitas, and N. Gordon. Sequential Monte Carlo
Methods in Practice (Statistics for Engineering and Information
Science). Springer, first edition, June 2001.
107
108 BIBLIOGRAPHIE
[DG04] R. Dorobantu and C. Gerlach. Investigation of a navigation-
grade rlg simu type inav-rqh. Technical report, Institut fu¨r As-
tronomische und Physikalische Geoda¨sie, Technische Universita¨t
Mu¨nchen, 2004.
[DGA00] A. Doucet, S. Godsill, and C. Andrieu. On sequential Monte Carlo
sampling methods for Bayesian filtering. Statistics and Computing,
10(3) :197–208, 2000.
[Dou98] A. Doucet. On sequential simulation-based methods for Bayesian
filtering. Technical report, Dept. of Engineering, University of
Cambridge, 1998.
[DT08] F. Duvallet and A.D. Tews. WIFI position estimation in industrial
environments using Gaussian processes. Proc. of IROS, 2008.
[EDER03] M. El-Diasty and A. El-Rabbany. Adaptive noise reduction model
for MEMS-based inertial sensors. Proc. of ION-NTM, 2003.
[Eng01] A. P. Engelbrecht. A new pruning heuristic based on variance
analysis of sensitivity information. IEEE Transactions on Neural
Networks, 12(6) :1386–1399, 2001.
[ESAHL04] N. El-Sheimy, W. Abdel-Hamid, and G. Lachapelle. An adaptive
neuro-fuzzy model for bridging GPS outages in MEMS-IMU/GPS
land vehicle navigation. Proc. of ION-GNSS, 2004.
[ESN04] N. El-Sheimy and S. Nassar. Wavelet de-noising for IMU aligne-
ment. IEEE A&E Systems Magazine, pages 32–39, October 2004.
[ESNSN06] N. El-Sheimy, S. Nassar, E.-H. Shin, and X. Niu. Analysis of
various Kalman filter algorithms with different inertial systems
for inertial navigation system/global positioning system integra-
ted systems. Canadian Aeronautics and Space Journal, 52(2), June
2006.
[FB98] J. Farrell and M. Barth. The Global Positioning System & Inertial
Navigation. McGraw-Hill, New York, 1998.
[FWB05] W. S. Flenniken, J. H. Wall, and D. M. Bevly. Characterization
of various IMU error sources and the effect on navigation perfor-
mance. Proc. of of ION-GNSS, 2005.
[Gag98] J.-J. Gagnepain. La variance de B. Picinbono. Traitement du
Signal, 15(6) :477–482, 1998.
[GESS08] C. Goodall, N. El-Sheimy, and Z. Syed. On-line tuning of an ex-
tended Kalman filter for INS/GPS navigation applications. Proc.
of of ION-GNSS, 2008.
[Gir05] A. Giremus. Apports des techniques de filtrage non line´aire pour
la navigation avec les syste`mes de navigation inertiels et le GPS.
PhD thesis, Ecole Nationale Supe´rieure de l’Ae´ronautique et de
l’Espace, Universite´ de Toulouse, 2005.
BIBLIOGRAPHIE 109
[GSES06] C. Goodall, Z. Syed, and N. El-Sheimy. Improving INS/GPS na-
vigation accuracy through compensation of Kalman filter errors.
Proc. of IEEE Vehicle and Technology Conference, 2006.
[GWA07] M. Grewal, L. Weill, and A. Andrews. Global Positioning System,
Inertial Navigation, and Integration. John Wiley & Sons, New
York, second edition, 2007.
[Hay99] S. Haykin. Neural Networks : A Comprehensive Foundation. Pren-
tice Hall, New York, second edition, 1999.
[HMS97] M. Hellembrandt, R. Mathar, and M. Scheibenbogen. Estima-
ting position and velocity of mobiles in a cellular radio network.
IEEE Transactions on Vehicular Technology, 46(1) :65–71, Fe-
bruary 1997.
[HN80] M. Hata and T. Nagatsu. Mobile location using signal strength
measurements in a cellular system. IEEE Transactions on Vehicu-
lar Technology, 29(2) :245–252, May 1980.
[Hop82] J. Hopfield. Neural networks and physical systems with emergent
collective computational abilities. PNAS, 79(8) :2554–2558, april
1982.
[HSS03] A. Howard, S. Siddiqi, and G. S. Sukhatme. An experimental study
of localization using wireless ethernet. Proc. of FSR, 2003.
[Jaz70] A. H. Jazwinski. Stochastic Processes and Filtering Theory. Aca-
demic Press, 1970.
[JU96] S. J. Julier and J. K. Uhlmann. A general method for approxima-
ting nonlinear transformations of probability distributions. Tech-
nical report, Dept. of Engineering Science, University of Oxford,
1996.
[JU97] S. J. Julier and J. K. Uhlmann. A new extension of the Kalman
filter to nonlinear systems. Proc. of Int. Symp. Aerospace/Defense
Sensing, Simul. and Controls, 3068 :182–193, 1997.
[Kal60] R. E. Kalman. A new approach to linear filtering and prediction
problems. Transactions of the ASME–Journal of Basic Enginee-
ring, 82 :35–45, 1960.
[KB61] R. E. Kalman and R. S. Bucy. New results in linear filtering and
prediction theory. Transactions of the ASME. Series D, Journal
of Basic Engineering, 83 :95–107, 1961.
[Kin98] A. D. King. Inertial navigation - forty years of evolution. GEC
Review, 13(3) :140–149, 1998.
[MP43] W. Mcculloch and W. Pitts. A logical calculus of the ideas im-
manent in nervous activity. Bulletin of Mathematical Biology,
5(4) :115–133, December 1943.
[MP69] M. Minsky and S. Papert. Perceptrons. MIT Press, Cambridge,
1969.
110 BIBLIOGRAPHIE
[Nas03] S. Nassar. Improving the Inertial Navigation System (INS) Error
Model for INS and INS/DGPS Applications. PhD thesis, Univer-
sity of Calgary, 2003.
[NNAES06] S. Nassar, X. Niu, P. Aggarwal, and N. El-Sheimy. INS/GPS sen-
sitivity analysis using different Kalman filter approaches. Proc. of
ION-NTM, 2006.
[PDGC08] B. Priot, J.-R. De Boer, R. Guidoux, and V. Calmettes. Perfor-
mance assessment of integrated MEMS/GNSS systems. Proc. of
ENC-GNSS, 2008.
[Pet06] S. Pethel. Test and evaluation of high performance micro electro-
mechanical system based inertial measurement units. Proc. of
IEEE/ION-PLAN, 2006.
[RHW86] D. E. Rumelhart, G. E. Hinton, and R. J. Williams. Learning
representations by back-propagating errors. Nature, 323 :533–536,
October 1986.
[Rog00] R. M. Rogers. Applied Mathematics in integrated Navigation Sys-
tems. American Institute of Aeronautics and Astronautica, Inc.,
Reston, Virginia, USA, 2000.
[Ros58] F. Rosenblatt. The perceptron : A probabilistic model for informa-
tion storage and organization in the brains. Psychological Review,
65 :386–408, June 1958.
[SAG+07] Z.F. Syed, P. Aggarwal, C. Goodall, X. Niu, and N. El-Sheimy. A
new multi-position calibration method for MEMS inertial naviga-
tion systems. Measurement Science and Technology, 18(7) :1897–
1907, July 2007.
[SBS99] J. Skaloud, A. M. Bruton, and K. P. Schwarz. Detection and filte-
ring of short-term (1/fγ) noise in inertial sensors. Journal of The
Institute of Navigation, 46(2) :97–107, Summer 1999.
[SCKJ07] M. Spangenberg, V. Calmettes, D. Kubrak, and O. Julien. Opti-
mized low-cost HSGPS/IMU/WSS land vehicle navigation system
for urban navigation. Proc. of ION-GNSS, 2007.
[SCT07] M. Spangenberg, V. Calmettes, and J.-Y. Tourneret. Fusion of
GPS, INS and odometric data for automotive navigation. Proc. of
EUSIPCO, 2007.
[SNES05] E.-H. Shin, X. Niu, and N. El-Sheimy. Performance comparison of
the extended and the unscented kalman filter for integrated GPS
and MEMS-based inertial systems. Proc. of ION-NTM, 2005.
[SO06] R. Sutherland and L. M. Overstreet. Characterization of non-
linear error terms for vibrating beam accelerometers. Proc. of
IEEE/ION-PLAN, 2006.
[SS09] S. Saeedi and F. Samadzadegan. Vision-aided inertial navigation
for pose estimation of aerial vehicles. Proc. of ION-GNSS, 2009.
BIBLIOGRAPHIE 111
[Sta06] J.-M. Stauffer. Current capabilities of MEMS capacitive accelero-
meters in harsh environment. Proc. of IEEE/ION-PLAN, 2006.
[SW00] K. P. Schwarz and M. Wei. INS/GPS integration for geodectic
applications : Lecture notes engo 623. Technical report, Dept. of
Geomatics Engineering, University of Calgary, 2000.
[WKD09] J.J. Wang, S. Kodagoda, and G. Dissanayake. Vision aided
GPS/INS system for robust land vehicle navigation. Proc. of ION-
GNSS, 2009.
[WMM+06] J. Wendel, J. Metzger, R. Moenikes, A. Maier, and G. F. Trommer.
A performance comparison of tightly coupled GPS/INS navigation
systems based on extended and sigma point Kalman filters. Journal
of The Institute of Navigation, 53(1) :21–31, Spring 2006.
[WWSW06] J. J. Wang, J. Wang, D. Sinclair, and L. Watts. Designing a neural
network for GPS/INS/PL integration. Proc. of IGNSS Symposium,
2006.

Annexes

Annexe A
Mode´lisation comple`te des
MEMS
Dans la litte´rature, un grand nombre de travaux ont porte´s sur la mode´lisation
des capteurs acce´le´rome´triques et gyrome´triques. Base´s sur ceux de [FB98],
[GWA07], [Rog00] et [SW00], le rapport technique de Dorobantu et Gerlach
[DG04] proposent un mode`le faisant notamment intervenir la tempe´rature.
Figure A.1 – Vue d’ensemble des erreurs lie´es aux syste`mes inertiels [GWA07]
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Erreurs acce´le´rome´triques
Pour rappel, l’acce´le´rome`tre est mode´lise´ de la manie`re suivante
Sa = (I − δSFa − δMAa)(Γ− δBa − δNLa − υa)
ou`

Γ est le vecteur acce´le´rations ∈ R3,
Sa est le vecteur sorties acce´le´rome´triques ∈ R3,
δBa est le vecteur biais acce´le´rome´triques ∈ R3,
δSFa est la matrice diagonale 3× 3 des erreurs de facteurs d’e´chelles,
δNLa est le vecteur contenant les erreurs de non-line´arite´ ∈ R3,
δMAa est la matrice hors-diagonale 3× 3 des erreurs d’alignements,
υa est le vecteur des bruits acce´le´rome´triques ∈ R3.
Ces termes peuvent eˆtre plus pre´cise´ment de´finis par les e´quations A.1, A.2 et
A.3.
Biais δBa
δBa = δBa,biais + δBa,derive + δBa,temp (A.1)
ou`

δBa,biais est un biais compose´ d’un offset constant et d’un offset
diffe´rent a` chaque mise sous tension,
δBa,derive est une de´rive compose´e notamment d’une marche ale´atoire,
d’un processus de Gauss Markov d’ordre 1 et d’un bruit de
flicker,
δBa,temp =
∑4
k=1 δBa,temp(k)(T − Tcal)k
repre´sente la de´pendance du biais δBa a` la tempe´rature T ,
Tcal e´tant la tempe´rature de calibration.
Facteur d’e´chelle δSFa
δSFa = δSFa,biais + δSFa,derive + δSFa,temp (A.2)
ou`

δSFa,biais est un biais compose´ d’un offset constant et d’un offset
diffe´rent a` chaque mise sous tension,
δSFa,derive est une de´rive e´voluant avec le temps,
δSFa,temp =
∑4
k=1 δSFa,temp(k)(T − Tcal)k
repre´sente la de´pendance du facteur d’e´chelle δSFa a` la
tempe´rature T , Tcal e´tant la tempe´rature de calibration.
De´salignement δMAa
δMAa =
4∑
k=1
δMAa,temp(k)(T − Tcal)k (A.3)
ou` δMAa,temp(k) repre´sente la de´pendance du de´salignement δMAa a` la tempe´rature
T , Tcal e´tant la tempe´rature de calibration.
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The term: 
 
is an off-diagonal matrix which accounts for the 
misalignments between the accelerometer reference 
system (materialized by the a
and the SIMU reference frame (orthogonal triad). All these 
coefficients are temperature dependent and must be 
compensated in the same manner as the accelerometer 
scale factors and biases, thro
 
 
The link between the acceleromet
Figure A.2 – Description des erreurs d’alignement dans les syste`mes inertiels
[Bri71]
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Erreurs gyrome´triques
De meˆme, le mode`le mathe´matique du gyrome`tre est
Sg = (I − δSFg − δMAg)(Ω− δBg − δKg − υg)
ou`

Ω est le vecteur vitesses angulaires ∈ R3,
Sg est le vecteur sorties gyrome´triques ∈ R3,
δBg est le vecteur biais gyrome´triques ∈ R3,
δSFg est la matrice diagonale 3× 3 des erreurs de facteurs d’e´chelles,
δMAg est la matrice hors-diagonale 3× 3 des erreurs d’alignements,
δKg est la matrice 3× 3 de sensibilite´ aux acce´le´rations,
υg est le vecteur des bruits gyrome´triques ∈ R3.
Ces termes peuvent eˆtre plus pre´cise´ment de´finis par les e´quations A.4 et A.5.
Biais δBg
δBg = δBg,biais + δBg,derive + δBg,temp (A.4)
ou`

δBg,biais est un biais compose´ d’un offset constant et d’un offset
diffe´rent a` chaque mise sous tension,
δBg,derive est une de´rive compose´e notamment d’une marche ale´atoire,
d’un processus de Gauss Markov d’ordre 1 et d’un bruit de
flicker,
δBg,temp repre´sente la de´pendance du biais δBg a` la tempe´rature T .
Facteur d’e´chelle δSFg
δSFg = δSFg,biais + δSFg,derive + δSFg,temp (A.5)
ou`

δSFg,biais est un biais compose´ d’un offset constant et d’un offset
diffe´rent a` chaque mise sous tension,
δSFg,derive est une de´rive e´voluant avec le temps,
δSFg,temp repre´sente la de´pendance du facteur d’e´chelle δSFg a` la
tempe´rature T .
Annexe B
Variance d’Allan
De´finition
La variance d’Allan est de´finie par
σ2AL,y(τ) =
1
2
〈
( ¯yk+1 − y¯k)2
〉
(B.1)
ou`
{
y¯k =
1
τ
∫ tk+τ
tk
y(t)dt,
〈y¯k〉 = 1N
∑N
k=1 y¯k.
D’apre`s [Gag98], sous contrainte de stationnarite´ et d’ergodicite´ a` l’ordre 1
et 2, la variance vraie σ2y peut s’e´crire sous la forme
σ2y(τ) =
〈
y¯2k − y¯k2
〉
.
Remarquons alors que l’e´criture de y¯k peut eˆtre simplifie´e et devient alors
y¯k =
1
τ
∫ tk+τ
tk
y(t)dt
= 1τ
∫ +∞
−∞ ΠT (t− tk − τ2 )y(t)dt avec ΠT (t) = 1 si t ∈ [− τ2 , τ2 ],
= 1τ
∫ +∞
−∞ ΠT (tk +
τ
2 − t)y(t)dt car ΠT (t) est paire,
= 1τ (ΠT ∗ y)(tk + τ2 ),
ce qui donne dans le domaine fre´quentiel
Y¯ (f) = ejpifτsinc(pifτ)Y (f),
soit finalement en terme de densite´ spectrale de puissance
SY¯ (f) = sinc
2(pifτ)SY (f).
La puissance de y¯k, qui est alors e´gale a` la variance vraie σ
2
y(τ), peut alors
s’e´crire
σ2y(τ) = PY¯ (τ) =
∫ +∞
0
sinc2(pifτ)SY (f)df . (B.2)
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D’apre`s l’e´quation B.1 et suivant le meˆme raisonnement que pre´ce´demment,
il est possible d’exprimer la variance d’Allan σ2AL,y(τ) par une expression proche
de B.2 sous la forme
σ2AL,y(τ) = 2
∫ +∞
0
sin4(pifτ)
(pifτ)2
SY (f)df . (B.3)
Bruit Blanc
Un bruit blanc se caracte´rise par une densite´ de spectrale de puissance
constante (Sw(f) = h0). La variance d’Allan s’e´crit alors dans ce cas
σ2AL,w(τ) = 2
∫ +∞
0
sin4(pifτ)
(pifτ)2 h0df ,
= 2h0piτ
∫ +∞
0
sin4(u)
u2 du,
= 2h0piτ
pi
4 ,
soit finalement
σ2AL,w(τ) =
h0
2τ
. (B.4)
En e´chelle logarithmique, σ2AL,w(τ) sera donc une droite de pente −1 (Fig.
B.1, log(σ2AL,w(τ)) = log(
h0
2 )− log(τ)).
log(h0/2)
tau=1
10
1
0.1
0.01 0.10.01 10 100 10001
Figure B.1 – Variance d’Allan d’un bruit blanc
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Bruit de flicker
Un bruit de flicker se caracte´rise par une densite´ de spectrale de puissance
Sf (f) =
h1
f ). La variance d’Allan s’e´crit alors dans ce cas
σ2AL,f (τ) = 2
∫ +∞
0
sin4(pifτ)
(pifτ)2
h1
f df ,
= 2h1
∫ +∞
0
sin4(u)
u2
piτ
u
du
piτ ,
= 2h1
∫ +∞
0
sin4(u)
u3 du,
soit finalement
σ2AL,f (τ) = 2h1 ln(2). (B.5)
En e´chelle logarithmique, σ2AL,f (τ) sera donc une droite de pente 0 (log(σ
2
AL,f (τ)) =
log(2h1 ln(2))).
Marche ale´atoire
Une marche ale´atoire se caracte´rise par une densite´ de spectrale de puissance
Sma(f) =
h2
f2 . La variance d’Allan s’e´crit alors dans ce cas
σ2AL,ma(τ) = 2
∫ +∞
0
sin4(pifτ)
(pifτ)2
h2
f2 df ,
= 2h2
∫ +∞
0
sin4(u)
u2
pi2τ2
u2
du
piτ ,
= 2h2piτ
∫ +∞
0
sin4(u)
u4 du,
soit finalement
σ2AL,ma(τ) =
2
3
h2pi
2τ. (B.6)
En e´chelle logarithmique, σ2AL,ma(τ) sera donc une droite de pente 1 (Fig.
B.2, log(σ2AL,ma(τ)) = log(
2
3h2pi
2) + log(τ)).
Processus de Gauss Markov d’ordre 1
Une processus de Gauss Markov a` l’ordre 1 se caracte´rise par une auto-
corre´lation Rgm = σ
2
gme
− |τ|τgm . La densite´ de spectrale de puissance Sgm(f)
s’e´crit alors dans ce cas
§gm(f) = TF [Rgm] ,
= TF
[
σ2gme
− |τ|τgm
]
,
=
2
σ2gm
τgm
( 1τgm )
2+4pi2f2
,
ce qui permet alors de calculer la variance d’Allan σ2AL,gm
σ2AL,gm(τ) = 4
σ2gm
τgm
∫ +∞
0
sin4(pifτ)
(pifτ)2
1
( 1τgm )
2 + 4pi2f2
df . (B.7)
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log(2h2pi²)
tau=3
100
10
1
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Figure B.2 – Variance d’Allan d’une marche ale´atoire
1
0.1
0.01
0.01 0.1 1 10 100 1000
Figure B.3 – Variance d’Allan d’un processus de Gauss Markov d’ordre 1
Annexe C
Re´tropropagation du
gradient
Propose´ par Rumelhart, Hinton et Williams en 1986 [RHW86], l’algorithme
de re´tropropagation du gradient permet d’optimiser les parame`tres d’un re´seau
de neurones a` plusieurs couches. La de´marche est la suivante :∥∥∥∥∥∥∥∥∥∥
Initialisation des poids synaptiques,
Pre´sentation des donne´es d’entre´e au re´seau de neurones,
Calcul des sorties du re´seau correspondantes,
Estimation de la proportion de l’erreur se rapportant a` chaque entre´e,
Attribution des nouvelles valeurs aux poids synaptiques.
Ci-apre`s, une tre`s bonne explication, en image et pas apre`s pas, d’une ite´ration
de cet algorithme trouve´ sur http ://galaxy.agh.edu.pl.
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