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Abstract
Motivated by the interest of observing the growth of cancer cells among normal living cells and exploring
how galaxies and stars are truly formed, the objective of this paper is to introduce a rigorous and effective
method for counting point-masses, determining their spatial locations, and computing their attributes. Based
on computation of Hermite moments that are Fourier-invariant, our approach facilitates the processing of both
spatial and Fourier data in any dimension.
1 Introduction
Throughout the history of mankind, people have always been fascinated by twinkling stars in the sky, and many
have tried but failed to count them. The number of stars visible to the naked eye is estimated to be over 6, 000,
but one can see far less than half of them at the same time, even on a clear night, from either the northern or
southern hemisphere. The question of how many stars in the universe has fascinated scientists, philosophers, poets,
musicians, and dreamers throughout the ages. Ever since the invention of the telescope, commonly credited to the
Dutch lens-maker, Hans Lippershey, in 1608, but significantly modified and improved by the “father of observational
astronomy”, Galileo Galilei, less than a year later, many types of powerful telescopes have been invented, particularly
in the twentieth century, with the capability of observing celestial objects beyond the (human) visible light (of
wavelengths from about 390 nm to 700 nm), and ranging from the long radio wavelengths to the short wavelengths
of gamma rays. However, though not being the very first, the launch of the Hubble space telescope (HST), on April
24, 1990, was surely a major breakthrough in (observational) astronomy. Indeed, HST allows scientists to observe
stars (and even some of their planets and moons) in the electromagnetic spectrum that ranges between near-ultra
violet and near-infrared, from outer space to avoid atmospheric turbulence effects that cause the “twinkling” visual
and other artifacts, when observing stars from ground-based telescopes. While the HST orbits the Earth at an
altitude of about 353 miles, the space telescope, Spitzer, launched in 2003, was designed to trail the Earth orbit
and to scan the skies in infrared. The “image data” gathered by Hubble and Spitzer together, perhaps along with
other space telescopes as well, allow us to have an approximate count of 70 billion trillion (or 7 × 1022) stars and
over 100 billion galaxies in the universe, as well as more than 300 billion stars in our own Milky Way (galaxy) alone.
The problem of observing, counting, isolating, and tracking (perhaps moving) point-masses is not limited to
the investigation in astronomy. It is also important for research in biomedical sciences. For the heath-care sector,
counting (red, white, and platelet) blood cells is routine in any regular physical examination. The importance of
counting red blood cells (RBCs), known as erythrocyte count, is that the number of RBCs can affect the amount of
oxygen the tissues receive, since RBCs contain hemoglobin which carries oxygen to the tissues. On the other hand,
counting white blood cells (WBCs), along with their differentials (that is, breakdown of percentage of each WBC
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type) is for assessing the ability of the body to fight infection, since WBCs are produced and derived from multipoint
cells in the bone marrow for protecting the body against both infectious disease and foreign invaders. The major
function of platelets is to prevent bleeding, and its count is perhaps less important, since platelets are very small
and make up only a tiny fraction of the blood volume anyway. The current practice in regular physical examination
is to draw a test tube of blood from the patient for analysis in the laboratory. An alternative is to take a small
blood sample, by drawing off a finger prick with a “Pasteur pipette”, for immediate processing by an automatic
counter. However, though less invasive, more timely, and low-cost, this alternative is usually not quite reliable.
For non-invasive health care practice, it is clear that blood cell counting from digital imaging would be much more
desirable. With the recent rapid advancement of biosensor and super-resolution optical microscopy technologies, it
makes sense to invest more research effort in this direction. In this regard, various medical devices are already or
soon to be available, and there are research papers, reports, and U.S. patents, such as [16, 5, 8, 12, 13, 19, 11, 17],
in the literature or web-pages. However, to the best our knowledge, there is no mathematically rigorous study
in the current literature on counting RBCs and WBCs (along with their differentials) from imagery data without
observation under the microscope.
The objective of this paper is to introduce a rigorous and effective method for counting, locating, and isolating
point-masses along with their attributes, such as: galaxies and stars from spectral data acquired by space telescopes;
red and white blood cells or other living cells from super-resolution optical microscopy; and other scientific applica-
tions. Before giving a precise formulation of the mathematical problem, let us first consider the ideal case, where the
point-masses are represented by points (with zero measure), there is no noise nor other associated contamination
or perturbation, and if applicable, the optical lens is an ideal thin lens that provides a Fourier transform optical
observation tool. In other words, to motivate the statement of the mathematical problem, let the point-masses
along with their attributes be represented by the counting measure:
τI =
L∑
ℓ=1
aℓδxℓ , (1.1)
where δxℓ denotes the Dirac delta at xℓ, and both the number of terms, L, in the summation, as well as the locations
xℓ along with their coefficients aℓ are unknown. Hence, an equivalent formulation of τI , via observation using the
ideal thin lens, is given by:
fI(u) =
L∑
ℓ=1
aℓ exp(−iu · xℓ), (1.2)
which is an exponential sum. Although point-evaluation samples from fI would seem to a natural approach to
finding L and computing xℓ and aℓ, for ℓ = 1, · · · , L, by applying an appropriate version of the Prony method, the
difficulty is that xℓ are points in the q-dimensional space R
q, with q ≥ 2, and some of them may be very very close
to one another. Furthermore, as to be discussed in the next section, we are interested in the realistic setting, where
noise and/or perturbation are present. Therefore, instead of point-evaluation samples (that do not make sense for
the counting measure τI anyway), we will consider data samples of integral moments in this paper.
By considering moments τ̂I(k) with respect to the Hermite functions ψk(x) (see (2.1) and (2.3) for the definition),
it happens that moment data from both τI and fI are essentially the same, since Hermite functions are invariant
under Fourier transformation, up to a multiplication constant (see (2.4)). In other words, such (moment) data
samples
τ̂I(k) =
L∑
ℓ=1
aℓψk(xℓ),
acquired from either the spatial or frequency domains, can be used to determine the number L as well as to compute
the coordinates of the points xℓ and the coefficients aℓ, which are attributes of the corresponding point-masses,
represented by the points xℓ ∈ Rq. Since the family of functions {ψk} is a complete orthonormal set in L2(Rq), for
any q ≥ 1, the moment information in (2.3) is sufficient to determine the measure τI uniquely. In practice, we need
to work with only finitely many of these moments. For this purpose, we will introduce the point-mass isolation
operator or point-mass isolation operation, collectively denoted by PIO and defined by
Tn({τ̂I(k)};x) := n−q
∑
j∈Zq
+
H(
√
|j|1/n)τ̂I(j)ψj(x),
where q ≥ 1, depending on the spatial dimension of interest, and H is some lowpass filter, supported on [0,1]. We
will see in Section 3 that the PIO approximates the counting measure τI as n→∞, as close as desired. The precise
statement will be formulated in Theorem 3.1 for a somewhat more general setting.
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The computational scheme of the method introduced in this paper, for determining the value of L and computing
the coordinates of the points along with their corresponding coefficients, is similar to that for blind-source signal
separation, as introduced in our earlier paper [4]. First, the Hermite moments are computed up to some polynomial
degrees to be determined by an input parameter n. These moment data are then used as input to the PIO, with
output to be thresholded by using an estimate of the minimum of the magnitudes of the coefficients aℓ as the
thresholding parameter. Then the output is separated into L clusters, according to some parameter determined by
the minimum separation of the points xℓ. The location of each of the xℓ is computed by estimation of the maximum
value of each of the L cluster. Then using each xℓ, one by one for ℓ = 1, · · · , L, as input to the PIO yields the value
of aℓ.
The organization of this paper is as follows. The mathematical problem will be formulated precisely in Section 2
by including the noise/perturbation term and in the general multivariate setting (that is, for any integer q ≥ 1),
and the main result will be stated in Section 3. In Section 4, we first recall the notion and some properties of the
Hermite functions for the paper to be more self-contained, and then derive a preliminary lemma to facilitate the
presentation of our proof of the main result in Section 5. Application of the mathematical method, developed in
this paper, to observatory astronomy and non-invasive diagnosis of caner cells, will be discussed in Section 6. Here,
instead of using the points xℓ to represent the point-masses, we use suitable groups Xk of these points, so that the
shape and color of a point-mass of interest, represented by some Xk, can be viewed from the totality of the values
aℓ, corresponding to the points xℓ that constitute the group Xk. When this approach is applied to the observation
of living (normal and cancer) cells with a super-resolution optical microscopy device, an advantage is that by using
the computed results of xℓ as image pixels, we may use the (known) optical resolution of the device as the minimum
separation distance among all of the points xℓ. Recall that the minimum separation distance is used to determine
the thresholding parameter for finding the number L of clusters in the computational scheme as outlined in the
above paragraph. Another advantage is that if the optical resolution is sufficiently high, as compared with the
(unknown) size of a (potential) growing cancer cell, represented by Xk, being observed, then the size of this cancer
cell could be readily estimated by using the number Lk of xℓ that constitute Xk. We end this paper by pointing
out, in Section 7, a (mathematical) super-resolution approach, to be introduced and developed in our companion
paper [3], where the points xℓ of the given counting measure are used as centers of a Gaussian sum in order to
facilitate the computation of the Hermite moments as input to the PIO, mentioned in the previous paragraph. This
approach (studied in [3]) also provides a powerful mathematical tool for the separation of real exponential sums,
with such important applications as “isotope separation” in nuclear chemistry and “echo cancellation” in signal
processing.
2 Problem statement
Let q ≥ 1 be an arbitrary integer. In this paper, for k ∈ Zq+, |k|1 denotes the ℓ1 norm of k (that is, the sum of the q
components of k). Recall, for example from [18, Section 5.5], that for any multi-integer k ∈ Zq+, the (multivariate)
Hermite function ψk is defined via the generating function∑
k∈Zq
+
ψk(x)√
2|k|1k!
wk = π−1/4 exp
(
−1
2
|x−w|2 + |w|2/4
)
, w ∈ Cq. (2.1)
As an application of (2.1), it can be deduced that the Hermite functions are invariant under the Fourier transform,
up to a multiplicative constant. Precisely, we have
1
(2π)q/2
∫
Rq
exp(−iu · x)ψk(u)du = (−i)|k|1ψk(x), x ∈ Rq. (2.2)
Next, for any signed or positive measure µ with bounded total variation ‖µ‖q,BV on Rq, the Hermite moments
of µ are defined by
µˆ(k) =
∫
Rq
ψk(x)dµ(x), k ∈ Zq+. (2.3)
If µ is absolutely continuous with respect to the Lebesgue measure (that is, dµ(u) = F (u)du), we will abuse the
notation by writing Fˆ (k) rather than µˆ(k). By applying this Hermite-moment notation to both τI and fI(u)du
introduced in the previous section, it follows from (2.2) that
f̂I(k) = (−i)|k|1(2π)q/2τ̂I(k). (2.4)
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In other words, Hermite-moment data for τI and fI are essentially the same.
For application to real-world problems, the counting measure presentation τI of the point-masses in (1.1) is
contaminated with additive noise, denoted by τc. In this paper, we will not be concerned with the statistical
properties of τc, but assume that it is a (signed or positive) measure with bounded total variation ‖τc‖BV on Rq.
In other words, we will replace (1.1) by the more realistic point-mass representation:
τ =
L∑
ℓ=1
aℓδxℓ + τc, (2.5)
with Hermite moments:
τˆ (k) =
L∑
ℓ=1
aℓψk(xℓ) + τ̂c(k). (2.6)
By further replacing τ̂c(k) with a somewhat more general perturbation ǫk, the problem to be studied in this
paper is to determine the number L of terms in the summation (1.1), the coordinates of xℓ in R
q, and their
corresponding coefficients aℓ, from information of the form
τ˜ (k) =
L∑
ℓ=1
aℓψk(xℓ) + ǫk, (2.7)
for only finitely many multi-integers, k.
3 Main results
In this section, we formulate the main theorem of this paper, in finding the number of terms in the summation
(2.7), and computing xℓ and along with their coefficients aℓ, from the data values in (2.7), and giving certain error
bounds of the approximation errors. Our theorem is similar in spirit to [4, Theorem 2.4], with the signal separation
operator in [4] replaced by the point-mass isolation operator, to be introduced in Definition 3.1 below. Throughout
this paper, H : [0,∞) → [0, 1] will denote an infinitely differentiable, non-increasing, even function, such that
H(t) = 1 for t ≤ 1/2 and H(t) = 0 for t ≥ 1. The point-mass isolation operator is defined as follows.
Definition 3.1 The family of point-mass isolation operators (PIO) is defined, for any given sequence {yj}j∈Zq
+
,
by
Tn({yj};x) = n−q
∑
j∈Zq
+
H(
√
|j|1/n)yjψj(x), x ∈ Rq, n > 0. (3.1)
In the sequel, we will abuse the notation and write Tn(τ˜ ;x) = Tn({τ˜(j)};x). For each fixed n > 0 and y ∈ Rq,
when the Hermite functions ψj(y) are considered as the sequence yj in (3.1), we have a kernel function Φn(x,y) of
two variables x,y, associated with the PIO Tn, namely:
Φn(x,y) := Tn({ψj(y)};x) = n−q
∑
j∈Zq
+
H
(√
|j|1
n
)
ψj(x)ψj(y), n > 0,x,y ∈ Rq. (3.2)
We will list various properties of this kernel function in Lemma 4.1. In particular, in Lemma 4.1(a), we will see
that the family of Φn, n > 0, constitutes an approximate identity, so that when the perturbations ǫk in (2.7) are
small, we have
Tn(τ˜ ;x) ≈
L∑
ℓ=1
aℓδxℓ(x),
in the sense to be made precise in our main theorem Theorem 3.1, to be stated below.
But first, let us point out that
Tn(τ˜ ;x) =
L∑
ℓ=1
aℓΦn(x,xℓ) + Tn({ǫj};x). (3.3)
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To provide a general mathematical tool beyond the objectives of this paper, we will replace Tn({ǫj};x) in (3.3) by
some function En : R
q → R. In other words, we formulate our main theorem in terms of a sum of the form
Tn(x) =
L∑
ℓ=1
aℓΦn(x,xℓ) + En(x). (3.4)
To facilitate the statement of the theorem, we introduce the following notations.
M =
L∑
ℓ=1
|ak|, µ = min
1≤ℓ≤L
|aℓ|, η = min
1≤k 6=j≤L
|xℓ − xj |, B = max
1≤ℓ≤L
|xℓ|∞. (3.5)
Analogous to [4, Theorem 2.4], our main theorem is stated as follows. In this statement, we will engage three
positive constants, namely: A2 and α, to be introduced in Lemma 4.1 of Section 4; and γ, to be defined in (5.1) in
Section 5 in terms of the quantities in (3.5) .
Theorem 3.1 For n ≥ 1, let
Gn = {x ∈ Rq : |Tn(x)| ≥ A2µ/2}, (3.6)
and assume that
|En(x)| ≤ A2µ/8, x ∈ Rq. (3.7)
Then for all sufficiently large values of n, the following statements hold.
(a) There exists a partition Gn,ℓ, ℓ = 1, . . . , L, of Gn such that
(i) for ℓ = 1, . . . , L, xℓ ∈ Gn,ℓ,
(ii) for ℓ = 1, . . . , L, diam(Gn,ℓ) ≤ 2γ/n ≤ η/2, and
(iii) for ℓ, j = 1, . . . , L, ℓ 6= j, dist(Gn,ℓ,Gn,j) ≥ η/2.
(b) Let
N ≥ max(1, 2γ
α
)n (3.8)
and for ℓ = 1, · · · , L, set
x̂N,n,ℓ = arg max
x∈GN,ℓ
|Tn(x)|. (3.9)
Then
|x̂N,n,ℓ − xℓ| ≤ 2γ/N ≤ α/n, (3.10)
and for some suitably small positive ǫ (cf. (5.9)),
|Tn(x̂N,n,ℓ)− aℓΦn(x̂N,n,ℓ, x̂N,n,ℓ)| ≤ 5ǫ. (3.11)
An example of importance in this paper is when the observed Hermite moments are contaminated with some
additive perturbed measure in (2.5). In this case, we will consider, for k ∈ Zq+,
ǫk = τ̂c(k) =
∫
Rq
ψk(u)dτc(u) (3.12)
and show in Lemma 4.1 that there exists a positive constant A1, that depends only on H and q, such that
|Φn(x,y)| ≤ A1, x,y ∈ Rq.
Hence, for ǫk as given in (3.12), it follows that
|En(x)| =
∣∣∣∣∣∣n−q
∑
j∈Zq
+
H(
√
|j|1/n)ǫjψj(x)
∣∣∣∣∣∣ =
∣∣∣∣∫
Rq
Φn(x,y)dτc(y)
∣∣∣∣ ≤ A1‖τc‖q,BV . (3.13)
Consequently, the condition (3.7) stipulates that the measure τc must be assumed not to dominate any of the terms
aℓδxℓ in (1.1). If the perturbation would dominate at least one of the point measures, then it is not reasonable to
expect a solution of the problem.
5
4 Background
In this section, we recall some properties of the Hermite functions and derive some preliminary technical results.
In Sub-Section 4.1, we review the properties of Hermite functions; and in Sub-Section 4.2, we derive the auxiliary
results needed in the proof of Theorem 3.1. Throughout the rest of this paper, we follow the following convention
regarding constants.
Constant convention:
The symbols c, c1, c2, · · · will denote generic positive constants depending only upon H, q, and the number S intro-
duced below. Their values may differ at different occurrences, even within a single formula. On the other hand,
constants denoted by capital letters will retain their values.
4.1 Hermite functions
The univariate Hermite functions {ψj} satisfy the Rodrigues’ formula; i.e., [18, Formula (5.5.3)]
ψj(x) =
(−1)j
π1/42j/2
√
j!
exp(x2/2)
(
d
dx
)j
(exp(−x2)), x ∈ R, j = 0, 1, · · · , (4.1)
and satisfy the orthogonality relation for j, k = 0, 1, · · · ([18, Formula (5.5.1)]):∫
R
ψj(x)ψk(x)dx =
{
1, if j = k,
0, otherwise.
(4.2)
Furthermore, for all j = 0, 1, 2, · · · and x ∈ R, the Hermite functions satisfy the differential equation ([18, For-
mula (5.5.2)]):
ψ′′j (x) = (x
2 − 2j − 1)ψj(x), (4.3)
and the three-term recurence relation (cf. [18, Formula (5.5.8)])
xψj−1(x) =
√
j
2
ψj(x) +
√
j − 1
2
ψj−2(x), j = 2, 3, · · · ,
ψ0(x) = π
−1/4, ψ1(x) =
√
2π−1/4x exp(−x2/2). (4.4)
In the sequel, for any λ > 0, let Pλ denote the set of all polynomials of degree < λ
2, and Πλ denote the linear
span of ψj , 0 ≤ j < λ2, Thus, an element of Πλ has the form P (x) exp(−x2/2), where P ∈ Pλ. We have the
Bernstein inequality (cf. [10]):
‖P ′‖p,R ≤ cn‖P‖p,R, P ∈ Πn, 1 ≤ p ≤ ∞. (4.5)
Next, we note the following identities for the reproducing kernel. By applying (4.4) and following the proof of (cf.
[18, Theorem 3.2.2]), it can be deduced that
n−1∑
j=0
ψj(x)ψj(y) =
√
n
2
ψn(x)ψn−1(y)− ψn(y)ψn−1(x)
x− y , (4.6)
and hence, passing to the limit, we have
Kn(x) =
n−1∑
j=0
ψj(x)
2 =
√
n
2
{ψ′n(x)ψn−1(x)− ψn(x)ψ′n−1(x)}. (4.7)
In view of (4.3), it is easy to verify that
K ′n(x) =
√
n
2
{ψ′′n(x)ψn−1(x)− ψn(x)ψ′′n−1(x)} = −
√
2nψn(x)ψn−1(x). (4.8)
In addition, we recall the upper bounds
|ψn(x)| ≤
{
cn−1/4, if |x| ≤ n1/2(1− n−2/3),
cn−1/12, if x ∈ R. (4.9)
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for the Hermite functions derived in [2] and
|Kn(x)| ≤ cn, x ∈ R, |Kn(x)| ≥ cn, |x| ≤ c1n (4.10)
for the kernels, proved in [15, Theorem 3.2.5]. Furthermore, by applying (4.8) and (4.9), we obtain
|Kn(x)−Kn(y)| ≤ c|x− y|
{
1, if x, y ∈ c1
√
n,
n1/3, if x, y ∈ R. (4.11)
We also recall the Mehler formula [1, Formula (6.1.13)] which states that
∞∑
j=0
ψj(y)ψj(z)r
j =
1√
π(1− r2) exp
(
2yzr − (y2 + z2)r2
1− r2
)
exp(−(y2 + z2)/2), (4.12)
for all y, z ∈ R and |r| < 1.
Let us now turn to the multivariate setting. The multivariate Hermite functions
ψk(x) =
q∏
j=1
ψkj (xj), (4.13)
defined by using tensor-products, with k = (k1, · · · , kq), also satisfy the following orthonormality condition and the
Mehler formula: ∫
Rq
ψj(z)ψℓ(z)dz = δj,ℓ, j, ℓ ∈ Zq+ (4.14)
and ∑
j∈Zq
+
ψj(y)ψj(z)r
|j|1 =
1
(π(1 − r2))q/2 exp
(
2y · zr − (|y|2 + |z|2)r2
1− r2
)
exp(−(|y|2 + |z|2)/2), (4.15)
for all y, z ∈ Rq and |r| < 1.
Finally, by applying (4.10), it is not difficult to show that
∑
√
|j|1<n
|ψj(x)|2 ≥
∑
√
|j|∞<n/√q
|ψj(x)|2 =
q∏
ℓ=1
∑
0≤jℓ<n2/q
|ψjℓ(xℓ)|2 ≥ cnq, (4.16)
for all x with |x|∞ ≤ cn, where the sup-norm notation is used here and later in this paper.
4.2 Preliminary results
In the following, Pqλ denotes the class of all polynomials in q variables with total degree < λ
2; and Πqλ denotes the
class of all functions of the form x 7→ P (x) exp(−|x|2/2), P ∈ Pqλ. Let us recall the lowpass filter H defined in
Section 3 and the kernel Φn introduced in (3.2). Also note that the kernel Φn ∈ Πqn is a function of both x and y.
In the following, we summarize some properties of this kernel.
Lemma 4.1 Let S > q be any given integer. There exist constants A1, A2, C, C1 > 0, such that each of the following
statements hold.
(a) For x,y ∈ Rq, n = 1, 2, · · · ,
|Φn(x,y)| ≤ A1
max(1, (n|x− y|)S) . (4.17)
(b) For n = 1, 2, · · · ,
|Φn(x,x)| ≥ A2, |x|∞ ≤ Cn. (4.18)
(c) For n ≥ 1, |x|∞, |y|∞ ≤ Cn,
|Φn(x,x) − Φn(y,y)| ≤ C1n−q|x− y|. (4.19)
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(d) There exists α > 0 such that
0 ≤ Φn(x,y) ≤ Φn(y,y), x,y ∈ Rq, |x− y| ≤ α/n, |y|∞ ≤ Cn, n ≥ 1. (4.20)
Lemma 4.1(a) plays a critical role in our proof of Theorem 3.1. Estimates analogous to (4.17) were studied by
many authors, e.g., [6, 7], typically using fairly complicated proofs. Our proof is much simpler, and follows directly
from the Mehler formula and the following result, proved in [14, Theorem 4.3] also using elementary techniques.
Theorem 4.1 Let µ be an extended complex-valued measure on [0,∞) with µ({0}) = 0, and assume that there exist
Q, r > 0, such that the following conditions are satisfied.
1.
|||µ|||Q := sup
u∈[0,∞)
|µ|([0, u))
(u+ 2)Q
<∞. (4.21)
2. There are constants c, C > 0, such that∣∣∣∣∫
R
exp(−u2t)dµ(u)
∣∣∣∣ ≤ c1t−C exp(−r2/t)|||µ|||Q, 0 < t ≤ 1. (4.22)
Furthermore, let H : [0,∞)→ R, S > Q+ 1 be an integer, and that there exists a measure H [S] such that
H(u) =
∫ ∞
0
(v2 − u2)S+dH [S](v), u ∈ R, (4.23)
and
VQ,S(H) = max
(∫ ∞
0
(v + 2)Qv2Sd|H [S]|(v),
∫ ∞
0
(v + 2)QvSd|H [S]|(v)
)
<∞. (4.24)
Then for all integers n ≥ 1, ∣∣∣∣∫ ∞
0
H(u/n)dµ(u)
∣∣∣∣ ≤ c nQmax(1, (nr)S)VQ,S(H)|||µ|||Q. (4.25)
Proof of Lemma 4.1.
In this proof, we define
µ(u) = µx,y(u) =
∑
√
|j|1<u
ψj(x)ψj(y).
Then ∑
j∈Zq
+
ψj(x)ψj(y)e
−t|j|1 =
∫ ∞
0
e−tu
2
dµx,y(u), Φn(x,y) = n
−q
∫ ∞
0
H
(u
n
)
dµx,y(u). (4.26)
Writing x,y in place of y, z, e−t in place of r, and completing the squares, we may deduce from (4.15) that
∑
j∈Zq
+
ψj(x)ψj(y)e
−t|j|1 =
eqt/2
(2π sinh t)q/2
exp
(
− 2
sinh t
|x− y|2
)
exp(−(1/2) tanh(t/2)(|x|2 + |y|2)), (4.27)
from which it follows that, for 0 < t < 1,∣∣∣∣∣∣
∑
j∈Zq
+
ψj(x)ψj(y)e
−t|j|1
∣∣∣∣∣∣ ≤ c1t−q/2 exp
(
−c2 |x− y|
2
t
)
. (4.28)
Thus, we may conclude that (4.22) holds. Moreover, according to [9, Proposition 4.1], it also follows from (4.28)
that ∑
√
|j|1<u
|ψj(x)|2 ≤ cuq, u ≥ 1, (4.29)
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from which, we obtain (4.21) with Q = q. Now, since H is an even and infinitely differentiable function, supported
on [−1, 1], the conditions (4.23) and (4.24) are satisfied. Therefore, Theorem 4.1 implies that (4.17) holds.
Next, integration by parts in (4.26), followed by setting u in place of u/n, yields
nqΦn(x,x) = −
∫ ∞
0
H ′(u)µx,x(nu)du.
Hence, since H is a lowpass function, we have
nqΦn(x,x) = −
∫ 1
1/2
H ′(u)µx,x(nu)du = −
∫ 1
1/2
H ′(u)

∑
√
|j|1<nu
ψj(x)
2
 du. (4.30)
In addition, since H ′(u) ≤ 0 for all u ∈ [1/2, 1] and H ′ 6≡ 0, there is a sub-interval [a, b] ⊆ [1/2, 1] such that
−H ′(u) ≥ c for u ∈ [a, b]. Hence, (4.16) leads to (4.18).
To prove part (c), we apply (4.11) one coordinate of x,y at a time, to deduce∣∣∣∣∣∣∣
∑
√
|j|1<nu
ψj(x)
2 −
∑
√
|j|1<nu
ψj(y)
2
∣∣∣∣∣∣∣ ≤ c|x− y|, 1/2 ≤ u ≤ 1, |x|∞, |y|∞ ≤ cn.
Consequently, (4.30) leads to (4.19). Finally, in view of (4.18) and (4.17), we see that
max
z∈Rq
|Φn(z,y)| ≤ c ≤ c1Φn(y,y), |y|∞ ≤ c2n,
from which we may deduce, by applying (4.5), that for |y|∞ ≤ cn,
|Φn(x,y) − Φn(y,y)| ≤ cn|x− y|max
z∈Rq
|Φn(z,y)| ≤ cn|x− y|Φn(y,y).
This, together with (4.18), leads to the completion of the proof of part (d) in the statement of the lemma. 
5 Proof of Theorem 3.1.
Proof of Theorem 3.1(a). Let
γ = max
(
1,
(
8A1M
A2µ
)1/S)
(5.1)
and
Iℓ = {x ∈ Rq : |x− xℓ| ≤ γ/n}, ℓ = 1, · · · , L. (5.2)
Then for all n that satisfy
n ≥ max(1, 4γ/η,B/C), (5.3)
where C is the constant that appears in (4.20), the estimate (5.3) implies that
diam(Iℓ) ≤ 2γ/n ≤ η/2, dist(Iℓ, Ij) ≥ η/2, ℓ, j = 1, · · · , L, ℓ 6= j. (5.4)
On the other hand, by applying (4.17) and recalling (3.7) and (5.1), it is easy to deduce that for x ∈ Rq \⋃Lℓ=1 Iℓ,
|Tn(x)| ≤
L∑
ℓ=1
|aℓ| A1
max(1, (n|x− xℓ|)S) + |En(x)| ≤
A1M
γS
+A2µ/8 ≤ A2µ/4; (5.5)
so that for x ∈ Gn, we have x ∈ Iℓ for some ℓ. In view of (5.4), this ℓ is unique. Thus it follows that the
collection {Gn,ℓ}Lℓ=1, where Gn,ℓ := Iℓ ∩ Gn, constitutes a partition of Gn that satisfies the properties (ii) and (iii) of
Theorem 3.1(a).
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The same argument as in the derivation of (5.5) also shows that
|Tn(xℓ)− aℓΦn(xℓ,xℓ)| ≤ A2µ/4. (5.6)
Consequently, the result in (4.18) asserts that
|Tn(xℓ)| ≥ A2µ−A2µ/4 ≥ A2µ/2. (5.7)
Therefore, we may conclude that xℓ ∈ Gn,ℓ, for every ℓ = 1, · · · , L, as stated in item (i) of Theorem 3.1(a). 
Proof of Theorem 3.1(b). In this proof, we assume that
n ≥ max
(
1, 4γ/η, 2B/C, 4γ/
√
C,
(
A2
4C1γ
)1/(q+1)
,
2
η
(
16A1M
A2µ
)1/S
,
(
32C1γM
A2µ
)1/(q+1))
, (5.8)
where C is the constant introduced in (4.18) and C1 is the constant introduced in (4.19). Then in view of (3.7), we
have
ǫ := max(|En(xℓ)|, |E(x̂N,n,ℓ)|) + 2
SA1M
(nη)S
+
2MC1γ
nq+1
≤ µA2
4
. (5.9)
Also, observe that the estimate (3.10) follows from the definition and Theorem 3.1(a)(i). We continue to use the
same notation as in the proof of Theorem 3.1(a), and write x̂ℓ = x̂N,n,ℓ. Since x̂ℓ ∈ Iℓ and each xj ∈ Ij , we have
|x̂ℓ−xj | ≥ η/2 for j 6= ℓ, by applying (5.4). Therefore, using (4.17), we may conclude, as in the derivation of (5.5),
that
|Tn(x̂ℓ)− aℓΦn(x̂ℓ,xℓ)| ≤ |En(x̂ℓ)|+ 2
SA1M
(nη)S
, (5.10)
and
|Tn(xℓ)− aℓΦn(xℓ,xℓ)| ≤ |En(xℓ)|+ 2
SA1M
(nη)S
. (5.11)
In the following, for convenience and for this proof only, set
δ := max(|En(xℓ)|, |E(x̂ℓ)|) + 2
SA1M
(nη)S
.
Then (5.10) and (4.20) together imply that
|Tn(x̂ℓ)| ≤ |aℓ||Φn(x̂ℓ,xℓ)|+ δ ≤ |aℓ|Φn(xℓ,xℓ) + δ. (5.12)
Since xℓ ∈ Gn,ℓ, the definition (3.9) of x̂ℓ together with (5.11) implies that
|Tn(x̂ℓ)| ≥ |Tn(xℓ)| ≥ |aℓ|Φn(xℓ,xℓ)− δ. (5.13)
In view of (5.12) and (5.13), we obtain
||Tn(x̂ℓ)| − |aℓ|Φn(xℓ,xℓ)| ≤ δ. (5.14)
Since n ≥ 4γ/√C, it follows from (3.10) that |x̂ℓ|∞ ≤ Cn. Therefore, Lemma 4.1(c) yields
|Φn(x̂ℓ, x̂ℓ)− Φn(xℓ,xℓ)| ≤ 2C1γn−q−1.
Thus, (5.14) leads to
||Tn(x̂ℓ)| − |aℓ|Φn(x̂ℓ, x̂ℓ)| ≤ δ + 2MC1γn−q−1 = ǫ.
In the remainder of this proof, let Tn(x̂ℓ) =: Re
iφ, aℓΦn(x̂ℓ, x̂ℓ) =: re
iθ, ρ := Φn(x̂ℓ,xℓ)/Φn(x̂ℓ, x̂ℓ), and consider
ψ = θ − φ. Since |x̂ℓ − xℓ| ≤ 2γ/N ≤ α/n, our assumptions imply that ρ ≥ 0. Further, (5.10) and (5.14) can be
re-written in the form of
|R − rρeiψ | ≤ ǫ, |R− r| ≤ ǫ. (5.15)
Hence, we obtain
|1− ρeiψ| ≤ 2ǫ
r
; i.e., (1− ρ)2 + 4ρ sin2(ψ/2) ≤ 4ǫ
2
r2
. (5.16)
10
Observe that r ≥ µA2 ≥ 4ǫ, (5.16) leads to ρ ≥ 1− 2ǫ/r ≥ 1/2, and
|1− eiψ| = 2| sin(ψ/2)| ≤ 2ǫ
r − 2ǫ ≤ 4ǫ.
Therefore, in view of (5.15), we may now conclude that
|R− reiψ | ≤ |R− r|+ r|1 − eiψ| ≤ 5ǫ.
This completes the proof of (3.11). 
6 Application to observational astronomy and noninvasive health care
In the problem statement of this paper, with the (perturbed) counting measure in (2.5) as the source data, the
points xℓ, ℓ = 1, · · · , L, represent only the locations of the point-masses in Rq, but do not convey any information
concerning their sizes, shapes, etc. However, for most real-world applications, point-masses of interest are usually
identified by their geometric shapes as well as color shades or grayscale intensities. For this purpose, a point-mass
should be considered as a group of (more than one) xℓ, by partitioning the set of all {xℓ} into N < L subsets Xk
as follows. For each k = 1, · · · , N , let Lk be the cardinality of Xk and we re-label the points xℓ ∈ Xk by xj,k,
j = 1, · · · , Lk. Then we introduce the (disjoint) groups of points by
Xk := {xj,k : j = 1, · · · , Lk}, k = 1, · · · , N. (6.1)
Note that L1 + · · ·+ LN = L. This partition is equivalent to the partition of the source data τ in (2.5), namely:
τ =
N∑
k=1
τk + τc, (6.2)
where
τk :=
Lk∑
j=1
aj,kδxj,k . (6.3)
We will consider a totality of N “point-masses”, represented by the Xk where k = 1, · · · , N , as defined in (6.1).
To unify our discussion, we do not exclude the possibility of a single point xℓ as one of the Xk. But if the index
set Ik = {1, · · · , Lk} is sufficiently large, this newly formed “point-mass” representation Xk should exhibit some
geometric shape, which is “visible” from the attributes of the points xj,k that constitutes Xk, namely via the
template:
Ak = [aj,k]j∈Ik , (6.4)
where (j, k) indicates the position xj,k in R
q.
To apply this mathematical formulation to the two problems briefly mentioned in the abstract of this paper,
let us first consider each group Xk of points in (6.1) as a galaxy in the universe, with its stars represented by the
points xj,k where j ∈ Ik. As is well-known, galaxies are identified by their shapes and colors. Indeed, the most
widely used classification scheme, proposed by Edwin Hubble (in whose honor, the Hubble space telescope, HST,
was named) consists of spiral galaxies, elliptical galaxies, and irregular galaxies. Being the most common type, a
spiral galaxy, such as our own Milky Way, is a rotating disk of stars and nebulae, surrounded by a shell of dark
matter and with a bright central region at the core, called “galactic bulge”. On the other hand, the shape of an
elliptic galaxy is ellipsoidal or ovoid, with size ranging from only a few thousand light-years to over hundreds of
thousand light-years in diameter. Irregular galaxies have no particular shape. Full of gas and dust, most irregular
galaxies are very bright. Those that are over 13 billion light-years away (implying that these galaxies are very young
as we see them, and most probably have lots of star formation going on within them) are mainly irregular. As to
color classification, many young stars exist in “blue” regions, since such stars live fast and die young, consuming
fuel at a high rate to maintain high temperatures that emit “blueish” hot radiation. On the other hand, old stars
exist in “red” regions, since such stars have swollen and cooled, and emit “reddish” radiation. In addition, when
free protons capture free electrons in a cloud of ionized hydrogen, called an H-II (or H-two) region, light of various
wavelengths, in “red/pink” color, is emitted, as electrons hop down through energy levels. H-II regions are ionized
by ultraviolet radiation from hot stars, indicating the birth of new stars.
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It is interesting to point out that the “Abell 2744 Y1” galaxy, discovered by the HST in July 2014, is some
13 billion light-years away! Assuming that the Big Bang occurred 13.7 billion years ago and that it was the very
beginning of the universe, this galaxy, as observed from our solar system, was at most 700 million years old. So,
it would be most fascinating if it would be possible to discover galaxies that are even farther away. Unfortunately,
the Hubble telescope does not have the capability of capturing images beyond the 1,700 nm wavelength in the
near-infrared spectrum; and although the Spitzer is an infrared space telescope, it has much lower resolution than
Hubble and is limited to capturing images up to 11.5 billion light-years away in space. The great news is that after
many years of preparation, the James Webb space telescope (JWST or Webb), as successor of both Hubble and
Spitzer, is scheduled to launch in October, 2018, and to orbit around the Sun, while staying in line with the Earth
and keeping a distance of about 1 million miles away from us. Different from Hubble and similar to Spitzer, JWST
is strictly an infrared space telescope, but is far more powerful than both. With the size of the primary mirror 2.7
times in diameter larger than that of Hubble and operating in much colder deep space than Spitzer, the Webb has
the capability of capturing high-resolution images in mid-infrared wavelengths, and is expected to see stars that
are 13.5 billion light-years away! One of the missions of JWST is to search the light of the first stars and galaxies
after Big Bang, with the objective in helping scientists to study the evolution of galaxies, stars and planets.
Going from the very large to the very small, we next discuss the application of the above mathematical formula-
tion to observing the growth of cancer cells among living cells. Again, instead of considering the points xℓ as cells,
we use each group Xk of points as introduced in (6.1) to represent a cell, for the purpose of observing shapes, size,
and color shades. More precisely, for a digital image of any cell represented by Xk, the points xℓ (that constitute
the group Xk) and the corresponding coefficients aℓ of the counting measure (6.3) can be used to represent the
pixel locations and pixel values of this cell digital image. The advantage of this approach is that the size of the cell
can be estimated by using the number Lk of xj,k ∈ Xk and that the corresponding template Ak defined in (6.4)
reveals the shape and colors of the cell, assuming that the resolution of the cell digital image is sufficiently high.
In this regard, we note that size of human cells differs, ranging from 3,850 nm to 120,000 nm in diameter, with the
male sperm among the smallest and female egg the largest. About 70% of all human cells are red blood cells, which
are of donut shape (without holes) and with size ranging from around 6,200 nm and 8,200 nm in disk diameter.
It is important to point out that cancer cells and normal cells have different sizes, shapes, and colors, particularly
in the nucleus, called the “brain” of the cell. For example, under the light microscope, cancer cells often exhibit
much more variability in size, with some larger and some smaller than normal cells, their shapes are irregular, being
fractal-like, and the nucleus of a cancer cell is both larger and darker (in color) than a normal cell. Furthermore,
since cancer cells grow and spread fast, it is of utmost importance to be able to observe the rate of their growth
before they spread to other organs of the human body.
Currently, the most common diagnosis procedure of cancer cells is to perform biopsies and to stain the tissue
samples with certain antibodies and biomarkers, and then to study the specific markers under a light microscope.
This procedure is not only invasive, but also not very accurate, with only 85% success rate. Furthermore, it is even
more invasive to perform follow-up biopsies for monitoring cancer growth. It is clear that the much more sensible
way is to rely on digital imaging, as proposed above. However, there are at least two obstacles to overcome. Firstly,
although electronic microscopy has been available for some time, achieving 1 nm resolution and even below, this
technology cannot be applied to observe living cells and monitor their growth, because such cells will be killed.
On the other hand, if optical lenses are used, the classical optical lower bound barrier of 200 nm does not allow
us to apply our proposed mathematical formulation to accurately reveal the size and shapes of relatively smaller
living cells. Fortunately, there was a recent break-through in optical microscopy of achieving super-resolution, by
using fluorescent molecules, by three 2014 Nobel Laureates in Chemistry: Eric Betzig, Stephen Hell and William
Moerner, that achieve optical super-resolution of 20 nm and even below (see [19]). The first generation of such
super-resolution optical microscopy, including the STED (STimulated Emission Depletion) and SIM (Structural
Illumination Microscopy) has been realized in the research laboratories, and already in production by such giant
medical equipment companies as GE (see [19, 17]). By assuming that both xj,k = xj,k(t) and aj,k = aj,k(t) are
functions of the time variable t, captured image sequence of cancer cells in discrete time facilitates monitoring the
rate of cancer cell growth. Indeed, in the recent paper [11] published last August, it was announced that 3-D optical
microscopy at resolution of 10 nm - 20 nm wavelength can be realized at a fast speed, so that frame-by-frame 3-D
videos of living cells could be constructed. Just imagine that if the growth of cancer cells can be identified at a
early stage before they spread to other organs, then the recent research advancement in Oncology and Immune
Engineering, in using the human immune system to kill cancer cells, could be applied to “potential cancer patients”
at a very early stage to save a lives!
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7 Final remarks
The challenge in applying the mathematical tool developed in this paper is an effective and efficient computational
scheme of the Hermite moments in (2.7) that are used as input to the point-mass isolation operator (PIO) intro-
duced in (3.1). In the companion paper [3], a super-resolution approach based on Gaussian sums is introduced
and developed to meet this challenge. The approach in [3] also provides a mathematical tool for separating real
exponential sums, with applications to “isotope separation” in nuclear nhemistry, “echo cancellation” in signal
processing, as well as other scientific and engineering problems.
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