Abstract. Let M be a 1-cusped hyperbolic 3-manifold whose cusp shape is quadratic. We show that there exists c = c(M) such that the number of hyperbolic Dehn fillings of M with any given volume v is uniformly bounded by c.
1. Introduction
Main theorem
The following theorem due to W. Thurston is well-known: Theorem 1.1 (W. Thurston). Let M be an n-cupsed hyperbolic 3-manifold and M (p 1 /q 1 ,...,pn/qn) be its (p 1 /q 1 , . . . , p n /q n )-Dehn filling. Then vol(M (p 1 /q 1 ,...,pn/qn) ) → vol(M) Thus it is natural to study the behavior of N (v) or N M (v) as v varies. The existence of v satisfying N (v) = 1 or N M (v) = 1 has been known by various works. Gabai-Meyerhoff-Milley [8, 9, 15] showed that the Weeks manifold with volume v 1 = 0.9427 . . . is the unique hyperbolic 3-manifold of lowest volume (so N (v 1 ) = 1), and Hodgson-Masai recently found a 1-cusped hyperbolic 3-manifold M and infinitely many v i such that N M (v i ) = 1 [14] . They further proved that these v i satisfy N (v i ) = 1.
On the other hand, the lim superior of N (v) is known to be unbounded as v goes to infinity. First, Wielenberg [20] showed, for a fixed n ∈ N, there exists v such that N (v) > n, and Zimmermann [22] proved the same result with closed hyperbolic 3-manifolds. In general, by considering covering spaces of a fixed hyperbolic 3-manifold whose fundamental group surjects onto a free group of rank 2, one can construct a sequence of volumes v i → ∞ and a constant c > 0 such that N (v i ) > v i cv i for all i [2, 4] . However it has been unknown whether, for a given cusped hyperbolic 3-manifold M, the limit superior of N M (v) possess the same property as v tends to vol(M). In other words, the following question is still open [11, 14] : Question 1. Let M be an n-cusped hyperbolic 3-manifold. Does there exist c = c(M) such that N M (v) < c for any v?
As pointed out in [14] , an affirmative answer to this question will settle the following question, which was originally raised by Gromov in [11] : Question 2 (Gromov) . Is N (v) locally bounded?
In this paper, we answer Question 1 partially as follows: Theorem 1.4. Let M be a 1-cusped hyperbolic 3-manifold whose cusp shape is quadratic. Then there exists c such that N M (v) < c for any v.
An attempt toward counter examples
One major difficulty in answering Question 1 is that one can construct a candidate counter example easily.
By the work of Neumann-Zagier, we have the following theorem [17] (see Theorem 2.2 for the precise formula): Theorem 1.5 (Neumann-Zagier). Let M be a 1-cusped hyperbolic 3-manifold and M p/q be its p/q-Dehn filling. Then there exists a quadratic form Q M (p, q) such that
(1.1)
Suppose there exists 1-cusped hyperbolic 3-manifold M whose volume formula is simply given as is equivalent to finding (p, q) and (p , q ) in Z 2 satisfying
It is well-known in number theory that
where N Sr (Z) is the number of lattice points on the circle of radius r. Thus the answer to Question 1 is no for this example. However we prove in Section 3 that the above types of candidate counter examples never arise in reality. That is, we prove the following lemma: Lemma 1.6. Let M be a 1-cusped hyperbolic 3-manifold whose cusp shape is quadratic. Then there is no analytic function h(t) such that
.
Proofhighlights The proof of Theorem 1.4 uses a hybrid of several different ideas from number theory, algebraic geometry, and model theory.
. We extend its domain and consider it as an analytic function over R 2 (:= (x, y)) with sufficiently large |x| + |y|. In Lemma 3.1, it will be shown there exists m = m(M) ∈ N such that if
is an integeral point lying over the intersection between
and π 1 (resp. π 2 ) be the projection from R 4 (:= (x, y, z, w)) onto the first R 2 (resp. second
Then, for a given M p/q , the number of hyperbolic Dehn fillings of M with volume vol(M p/q ) is equal to the number of primitive integer points on the union of the fibers
Hence, to prove the theorem, it is enough to show the existence c = c(M) satisfying
for every (p, q). However since both Z k and its fiber Z k (x,y) are (presumably) transcendental not algebraic, usual well-known techniques (for counting rational or integral points over algebraic varieties) in diophantine geometry do not work in this case and this would be the second major challenge of the problem.
To overcome this technical difficulty, we employ results from the so called "ominimal theory" in logic. An o-minimal structure is simply a generalization of the class of semialgebraic sets, and an element of it, called a definable set, shares many common properties with a semialgebraic set. For instance, any definable set has only finitely many connected components and the number of connected components of each fiber of it is known to be uniformly bounded. (So if the 1 Here QM(p, q) is the same as the one in Theorem 1.5 and so
is zero for any k and (p, q), then one immediately gets the desired conclusion.)
Appealing to the properties of o-minimality would be the technical heart of the paper. We believe the concepts and tools introduced here will be potentially useful to fully answer Question 1. (See Section 5.)
1.4. Outline of the paper In Section 2, we review some necessary background both on hyperbolic and o-minimal geometries. Basic definitions and theorems that will be used throughout the paper are stated in this section. In Section 3, we prove some preliminary lemmas (including Lemma 1.6) that are required to prove the main theorem. The proofs in Section 3 are based on the lemmas and theorems discussed in Section 2. Section 4 is the core of the paper and contains the proof of the main theorem. Finally, in Section 5, we propose several conjectures concerning the main question. 
gives rise to the hyperbolic structure of M p/q . Moreover, by letting
we have the following theorem [17] :
as an analytic function of u in the following form:
Moreover each c i is algebraic and, in particular, c 1 is non-real. 
is another basis, then the cusp shape c 1 under this new basis is
Now we state Theorem 1.5 more precisely as follows [17] : Theorem 2.2 (Neumann-Zagier). Let M be a 1-cusped hyperbolic 3-manifold whose Neumann-Zagier potential function is given as
where
and A = p + c 1 q. In particular, Θ M converges for sufficiently large |p| + |q|.
As noted in Theorem 1.5, the following leading term
dominates the behavior of Θ M and so (1.1) can be rewritten as
We call Θ M the volume function of M, |p + c 1 q| 2 the quadratic form associate with M and denote |p + c 1 q| 2 by Q M (p, q).
The following are examples of volume functions for various well-known hyperbolic 3-manifolds [14] . Example 1. If M is the figure eight knot complement, under the standard meridian-longitude pair of the cusp, its volume formula is
Example 2. If M is the sister of the figure eight knot complement, then there exists a basis of the cusp such that the volume formula of M under this is
Example 3. Let M be the Whitehead link complement and M(∞, p/q) be its (∞, p/q)-Dehn filling of it. Then its volume formula under its geometric bases is
Example 4. Let M be the Whitehead link sister complement and M(∞, p/q) be its (∞, p/q)-Dehn filling. Then its volume formula under its geometric bases is
If c 1 is quadratic, then, by changing basis if necessary, we may assume that c 1 is of the form √ −d for some d ∈ N and so (2.5) is of the form
Throughout the paper, for any given 1-hyperbolic 3-manifold whose cusp shape is quadratic, we always assume that its cusp shape and the leading term of its volume function are normalized as √ −d and (2.7) respectively. Presumably, both the Neumann-Zagier potential function and volume function of any 1-cusped hyperbolic 3-manifold are transcendental, but nothing has been known. In the following, we show that the Neumann-Zagier function is not linear. This observation will play a key role in the proof of the main theorem.
Lemma 2.3. Let M be a 1-cusped hyperbolic 3-manifold with its NeumannZagier function
We use the following well-known theorem in number theory to prove the lemma [1] .
Proof of Lemma 2.3. Suppose its Neumann-Zagier potential function is of the following form v = c 1 u. By Thurston's Dehn filling theorem, there exists u such that both e u and e v = e c 1 u are algebraic. By Theorem 2.4, log e c 1 u log e u =
is either rational or transcendental. But this contradicts the fact that the cusp shape c 1 is a non-real algebraic number (Theorem 2.2).
By Lemma 2.3 and Theorem 2.2, the following corollary is immediate:
o-minimal structures
In this section we define an o-minimal structure and study its basic properties. Let us first start with the following definition:
Definition 2.6. An algebraic subset of R n is a subset of the form
Unlike complex algebraic subsets, real algebraic subsets are typically not closed under projections, so we generalize the above definition as follows: Definition 2.7. A semialgebraic subset of R n is a subset of the form
The following theorem is due to Tarski-Seidenberg [5] : Theorem 2.8 (Tarski-Seidenberg). Let A be a semialgebraic set in R n+1 and
be the projection on the first n-coordinates. Then π(A) is semialgebraic.
The following is an analytic analogue of Definition 2.7.
Definition 2.9. Let U be an open subset of R n and O(U ) be the ring of real analytic functions on U . Let S(O(U )) be the collection of all the sets of the form
A projection of a semianalytic subset is not semianalytic in general, so we further refine the definition as follows: Definition 2.10. A subset X of R n is subsnalytic if, locally, X is a projection of a relatively compact seminalytic set.
The above term was first defined by Hironaka [12] . He also proved the following uniformization theorem [13] : Theorem 2.11. Let X be a closed subanalytic subset of R n . Then X is the image of a proper real analytic mapping φ : Y −→ R n , where Y is a real analytic subset whose dimension is equal to dim X.
The notion of o-minimal structure is an axiomatic approach to semialgebraic and subanalytic geometries. A benefit of this approach is one can study these two (and even more) different categories from a single unified perspective. We will not provide all details but some essential concepts and theorems that we need. Please see [6] and references therein for further study. Definition 2.12. A prestructure is a sequence χ = (χ n | n ≥ 1), where each χ n is a collection of subsets of R n . A restructure χ is called a structure (over the real field) if, for all n, m ≥ 1, the following conditions are satisfied.
(1) χ n is a boolean algebra (under the usual set-theoretic operations).
(2) χ n contains every semialgebraic subset of R n . (3) If A ∈ χ n and B ∈ χ m , then A × B ∈ χ n+m . (4) If m ≥ n and A ∈ χ m , then π[A] ∈ χ n , where π : R m −→ R n is projection onto the first n coordinates. If χ is a structure and X ⊂ R n , we say that X is definable in χ if X ∈ χ n . If χ is a structure and, in addition, (5) the boundary of every set in χ 1 is finite, then χ is called an o-minimal structure (over the real field).
Example 5. The simplest example of o-minimal structure is the class of semialgebraic sets.
Example 6. The class of subanalytic sets is not an o-minimal structure and thus we modify the definition slightly as follows. A globally subanalytic set is a set which is subanalytic as a subset of the compact real analytic manifold P n (R). That is, it is a set which is subanalytic in any standard euclidean chart R n of P n (R). An arbitrarily compact subanalytic set of R n is a typical example of a globally subanalytic set. By the works of Gabrielov and van der Dries, the class of globally subanalytic sets is an o-minimal structure [5] [10] . This o-minimal structure is typically denoted by R an .
The o-minimal structure that we are mainly interested in throughout this paper will be R an , thanks to the following lemma: Lemma 2.13. Let M and Θ M (p, q) be the same as above. We extend the domain of Θ M and consider it as a real analytic function of two variables x, y defined over sufficiently large |x| + |y|. Then Θ M (x, y) is a globally subanalytic function. That is, Θ M (x, y) ∈ R an .
Proof. It is enough to prove that the function is analytic at infinity. In other words, we show that the transformations of Θ M (x, y) under
are analytic near (0, 0). We will only consider the first case since the second case can be treated similarly. By the formula given in (2.4), up to a scalar multiple, an arbitrarily term of Θ(x, y) is either one of the following forms:
To simplify notation, we assume c 1 = i and so A = x + iy. Then
and, by substituting
is analytic for x ∈ R, (2.12) is also analytic over R 2 (:= (x , y )). Similarly one can show that (2.11) is also analytic over the same domain.
Since Θ M ( x y , 1 y ) converges near (0, 0) and each term of it is analytic over R 2 , it is analytic near (0, 0). In conclusion, Θ M (x, y) is analytic at infinity and so Θ M (x, y) ∈ R an .
We introduce two more well-known o-minimal structures.
Example 7. Let χ n be the collection of subsets of R n of the form X = π(f −1 (0)) where
for some polynomial Q ∈ R[X 1 , . . . , X 2m ] and
is the projection on the first n coordinates. It was proved by A. J. Wilkie in [21] that this collection satisfies the axioms of the o-minimal structure. We denote this o-minimal structure by R exp .
Example 8. The last example is R an,exp , which is generated by the union of R an and R exp . The o-minimality of this set is due to van der Dries and Miller [7] .
A nice thing about o-minimal structures is that there are no pathological things (such as Cantor sets, Borel sets, nonmeasurable sets, etc) in such structures, and so one can develop a tame topology on them. For instance, it is known that every definable set has only finitely connected components, and the boundary and interior of a definable set are again definable. The following theorems, which are key tools in the proof of our main theorem, exhibit other fine features of o-minimal structures.
Theorem 2.14. Let S ⊂ R m × R n be definable, and for each a ∈ R m , put
Then there is a number M = M (S) ∈ N such that for each a ∈ R m the fiber S a has at most M definably connected components. 2 In particular, if S a is a finite set, then the cardinality of S a is at most M .
Proof. See Corollaries 3.6 and 3.7 of Chapter 3 in [6] .
Then S(d) is definable and the part of S above S(d) has dimension given by
Proof. See Proposition 1.5 of Chapter 4 in [6] .
Preliminary Lemmas
In this section, we prove several preliminary lemmas needed to prove the main result. Since the proof of the main result only relies on the statements of these lemmas, a trusting reader can skip ahead details of the proofs at first reading.
3.1. Two Dehn fillings of the same volume The first lemma roughly says that if two different Dehn fillings have the same volume, then the gap between their associated quadratic forms is not that big but uniformly bounded.
Lemma 3.1. Let M be a 1-cusped hyperbolic 3-manifold and Q M be the quadratic form associated with it. Then there exists m = m(M) such that if
Proof. We denote , q) and rewrite the Neumann-Zagier volume formula (2.3) as
To simplify notation, let
Now we claim the following:
Claim 3.2. Let C be the same as above. If r, r are sufficiently large satisfying |r − r | > 2C,
Assuming the claim, since (3.3) and (3.4) are opposite to each other, we get
for |p| + |q|, |p | + |q | sufficiently large, and thus obtain the desired conclusion. If we put r = r + k, then (3.7) implies
Clearly (3.8) holds for k > 2C and sufficiently large r. This completes the proof.
Remark 2. If the cusp shape of M is quadratic, then the coefficients of its associated quadratic form Q M are all rational and so the image of
is discrete in (−m, m) in the statement of Lemma 3.1. In other words, there exists a finite subset S of rational numbers such that, for
(3.9) is an integeral point of
for some k ∈ S. On the other hand, if the cusp shape of M is non-quadratic, then Q M is a quadratic form with irrational coefficients and so, by Oppenheim's conjecture, the image of
is dense in R.
The difference between the above two is crucial and, in fact, that is why we need the assumption "cusp shape being quadratic" in the statement of the main theorem. It will enable us to simply work with only a finite number of algebraic varieties defined of the form (3.11).
Proof of Lemma 1.6
In this section, we prove Lemma 1.6. Let us first remind the following well-known theorem [16] :
. . , x n ) ∈ R n , y ∈ R, be real analytic in a neighborhood of (0, 0) ∈ R n ×R and suppose there exists k ∈ N such that
If f (x, y) is real analytic in a neighborhood of (0, 0) ∈ R n × R, then there exist unique real analytic functions h(x, y) and r(x, y) such that
where the degree of y in any term of r(x, y) is strictly less than k.
Using the Weierstrass division theorem, we prove Lemma 3.4. Let M be a 1-cusped hyperbolic 3-manifold whose cusp shape is quadratic, Θ M (x, y) and Q M (x, y) be its volume function and associated quadratic form respectively. Suppose
are equivalent for |x|+|y|, |z|+|w| sufficiently large. Then there exists an analytic function h such that
. (3.14)
Proof. As defined in the proof of Lemma 2.13, let
and consider it as an analytic functions over a compact domain D(⊂ R 2 ) containing the origin. Similarly put Proof. Since g(x, 0) = Ψ(x, 0) = 0 for 0 ≤ x < ( is sufficiently small), we have r(x, 0) = r 0 (x) = 0. Now let Ψ 1 (x, y) be of the following form:
Since (3.12) and (3.13) define the same variety, for any c > 0, there exists some C > 0 (depending on c) such that g(x, y) = c ⇐⇒ Ψ(x, y) = C.
We parametrize two curves as g x t , y t = c and Ψ x t , y t = C.
By (3.15),
(3.17) Since the degree of y in g(x, y) is even, we have
and so Ψ(x t , −y t ) = C (3.19) Applying (3.18) and(3.19) to (3.15), we get
(3.21) Comparing (3.17) and (3.21), we have c q 0 (x t ) + q 1 (x t )y t + · · · + r 1 (x t )y t = c q 0 (x t ) − q 1 (x t )y t + · · · − r 1 (x t )y t , which implies
and
Since g(x t , y t ) = c and c is arbitrarily, we conclude
for any x, y. Recall the degree of y in each term of g(x, y) is at least 2, and so r 1 (x) is the coefficient of y in (3.24 ). This implies r 1 (x) = 0 and thus completes the proof of the claim.
By the claim,
(3.26) By the assumption, (3.26) and g(x, y) = g(z, w) (3.27) are equivalent to each other, and so we get the equivalence between
and (3.27). Let Ψ 1 (0, 0) = c 1 , then, by applying the claim again, we have
Now we construct Ψ i , c i (i ≥ 2) inductively and conclude
This completes the proof of the lemma.
Using the above lemma, now we prove Lemma 1.6. Lemma 1.6. Let M be a 1-cusped hyperbolic 3-manifold whose cusp shape is quadratic. Let Θ M (x, y) be its volume function and Q M (x, y) be the quadratic form associated with it. Then there is no analytic function h(t) such that
Proof. By Theorem 2.2, we have
where A = 1 x + c 1 y
. By Theorem 2.3, there exists the smallest 2i − 1 (where i ≥ 2) such that c 2i−1 = 0. As discussed in Section 2.1, we assume c 1 is normalized as
. Suppose there exists an analytic function
Comparing the terms of the homogeneous degrees −2 and −2i in (3.29) and (3.30), we get
respectively. Since
we get (3.31) and (3.32) are equivalent to
respectively. Now (3.34) implies
Comparing two expansions of (x − √ −dy) 2i and (x 2 + dy 2 ) i , it easily follows that there are no c 2i−1 ∈ C, a i ∈ R satisfying (3.35) for two variables x, y.
By Lemmas 1.6 and 3.4, we get the following corollary: Corollary 3.6. Let M, Θ M (x, y) and Q M (x, y) be as above. Then
is not equivalent to 1
In other words, (3.36) and (3.37) are different varieties.
3.3.
Integer points on a 1-dimensional definable set The lemma below is a simple application of Theorems 2.14 and 2.15. In the lemma, we prove a uniform property concerning the number of integer points on a 1-dimensional definable set in R an .
Lemma 3.7. Let X ⊂ R 2 (:= (x, y)) be a 1-dimensional definable set in R an and m, d(∈ N) be fixed constants. Then there exists c = c(X , m, d) such that, for any N , the number of integer points on X satisfying
is uniformly bounded by c.
Proof. Consider the following two 2-dimensional definable sets in R 3 :
. Then Z is a 1-dimensional definable set and so Z (1) is a definable set of dimension at most 0 by Theorem 2.15 (i.e., Z (1) is a finite set). Let
By Theorem 2.14, there exists C depending only on Z such that
. Since the number of lattice points N St i (Z) on x 2 + dy 2 = t i is finite for every t i ∈ Z (1), by letting
we get that, for any t ∈ R, the number of integer points on
we get the desired conclusion with c = M m.
Proof of the main theorem
Now we prove our main theorem which we restate below. Let Z k (⊂ R 2 × R 2 ) and Z k (x,y) (for each (x, y) ∈ π 1 (Z k )) be the same as (1.6) and (1.7) in Section 1.3. Note that, for each k, Z k is a 2-dimensional definable set in R an by Corollary 3.6. Also recall that, for a fixed M p/q , counting the number of Dehn fillings of M with volume vol(M p/q ) is equivalent to counting the number of primitive integer points on −m<k<m Z k (p,q) . Simply if Z k (p,q) is a zero dimensional definable set in R an for any (p, q), then |Z k (p,q) | is uniformly bounded by Theorem 2.14 and so we get the desired result. Otherwise if Z k (p,q) is a 1-dimensional definable set in R an , then a more careful analysis is required and a major part of the proof below will be devoted to deal with this situation.
Proof. On the contrary, suppose there is an increasing sequence n 1 < n 2 < n 3 < · · · and a sequence of infinitely many Dehn fillings {M p ij /q ij } i∈N,1≤j≤n i such that
By Lemma 3.1, for each i, there exists N i such that
and thus every (p ij , q ij , p ij , q ij ) (where 1 ≤ j, j ≤ n i ) is contained in
Let Z k , Z k (x,y) be the same as above, and denote the set of integer points in Z k (x,y) by Z k (x,y) (Z). Then the above hypothesis implies the following assumption:
Now we prove
Claim 4.1. Let S = {(x l , y l )} be a sequence of integer points in π 1 (Z k ). Then there exists c such that, if
there are at most c elements in S c satisfying
for each i.
Assuming the claim, the rest of the proof goes as follows. Let S = {(x l , y l )} be the set of all integer points in −m<k<m π 1 (Z k ). By the claim, we find c such that, for
for each i. But this contradicts Assumption 1, since {n i } is an increasing sequence and so n i > c for some i.
Proof of the claim. Let {Z k i | i ∈ I} be the set of all the connected components of Z k and W be an element in {Z k i | i ∈ I}. Since a definable set has only finitely many connected components (i.e. I is a finite set), to prove the claim, it is enough to show it for W. Now we split the problem into two cases depending on dim W.
(1) dim W = 2 We further divide the problem into the following two subcases:
(i.e., W (x,y) is a finite set) for any (x, y) ∈ π 1 W(Z) , then, by Theorem 2.14, there exists c such that
for any (x, y) ∈ π 1 W(Z) . Thus in this case, S c is the empty set and so the assertion of the claim is true.
By Theorem 2.15, W(1) is a definable set in R an and its dimension is at most 1.
(i) Suppose dim W(1) = 0 and put
By Theorem 2.14, there exists a universal constant c such that
we again get S c is the empty set and so obtain the desired conclusion.
(ii) Now assume dim W(1) = 1. First, by Theorem 2.14, there exists c such that
for any (x, y) / ∈ W(1). Then the following
is a subset of W(1). By Lemma 3.7, there exists c such that, for any N , the number of integer points on W(1) satisfying
is uniformly bounded by c . By letting
we get the desired result. (2) dim W = 1 (a) If dim W (x,y) = 0 for any (x, y) ∈ π 1 W(Z) , then, by Theorem 2.14, we find c satisfying
for every (x, y) ∈ π 1 W(Z) . So S c is the empty set and we get the desired result.
(b) Suppose there exists (x, y) ∈ π 1 W(Z) such that dim W (x,y) = 1 and put
By Theorem 2.15, W(1) is a definable set of dimension 0. If
is a finite set for each (x i , y i ) ∈ W(1). By Theorem 2.14, there exists c such that
for every (x, y) / ∈ W(1). Thus, by letting
we get that every point (x, y) in π 1 W(Z) satisfies
In conclusion, S c is again the empty set and this completes the proof of the claim.
Conjectures
In this section, we propose several conjectures concerning the main question (i.e. Question 1). Let us first begin with some basic definitions in number theory.
Definition 5.1. For α := (a 1 /b 1 , . . . , a n /b n ) ∈ Q n where gcd (a i , b i ) = 1 for each i, we define the height of it as
Definition 5.2. For X ⊂ R n , let X(Q) denote the subset of points with rational coordinates and set
Define the density function of X to be
In [3] , Bombieri-Pila studied the growth rate of N (X, T ) when X is the graph of a transcendental function. In particular, they showed that it grows fairly slowly and so rational points on X are generally very sparse. For instance, if X is defined by y = 1 a x where a ∈ N, then the density function grows logarithmically and so it satisfies the assertion of the theorem.
To generalize the above theorem to X of dimension 2, similar to the the previous case, we first need to assume X itself is not semialgebraic.
Now consider
X := {(x, y, z) : z = x y , x, y ∈ [1, 2]}.
In the example, X itself is clearly not semialgebraic (otherwise z = a x would be algebraic for a ∈ [1, 2]), but each y ∈ Q gives rise to a semialgebraic curve embedded in X containing many rational points. Thus, to accommodate this feature, we make the following definition.
Definition 5.4. Let X ⊂ R n . The algebraic part of X, denoted X alg , is the union of all connected semialgebraic subsets of X of positive dimension. The transcendental par of X is the complement X − X alg , and denoted by X trans . Now Theorem 5.3 was further generalized to surfaces by Pila [18] :
Theorem 5.5 (Pila) . Let M be a compact subanalytic surface. For any > 0, there exists c = c(M, ) such that
Finally the complete generalization was obtained by Pila-Wilkie using ominimality [19] .
Theorem 5.6 (Pila-Wilkie). Let χ be an o-minimal structure and X be a definable set in χ. Then, for any , there exists c = c(X, ) such that
Now a strategy for answering Question 1 using the above theorem goes as follows. As usual, we denote a 1-cusped hyperbolic 3-manifold and its volume function by M and Θ M (x, y) respectively. Let Z be an analytic variety defined by Θ M (x, y) = Θ M (z, w).
(5.1) By Theorem 5.6, most rational points of Z are lying on the semialgebraic subsets of Z and thus if M p/q = M p /q , it is likely that (p, q, p , q ) is contained in an semialgebraic subset of Z. An obvious semialgebraic set of Z is the surface defined by x = z, y = w.
In general, we do not know how to prove it but, based on our study, propose the following conjecture: Conjecture 1. Let M and Z be as above. Then any semialgebraic subset of Z is contained in z = ax + by, w = cx + dy for some a, b, c, d ∈ Z satisfying Q M (x, y) = Q M (ax + by, cx + dy).
(5.2)
Since there any only finitely many (a, b, c, d) ∈ Z 4 satisfying (5.2), the above conjecture, combining with the Pila-Wilkie theorem, implies the following conjecture, which answers Question 1 affirmatively for n = 1. More generally, we expect a similar phenomenon is true for any n-cusped hyperbolic 3-manifold. for some σ ∈ S n and 1 ≤ j ≤ n σ(i) .
Finally the above conjecture implies the following conjecture, which answers Question 1 as well as Question 2 completely. 
