Abstract
Introduction
Most scholars argue that public transit's long-term ridership decline is associated with the decentralization of U.S. metropolitan areas and the decline of the central business district (CBD) as their primary economic engine. Recent research suggests that this relationship remains strong, although some scholars have begun to challenge this view by noting circumstances where transit agencies are increasing ridership in decentralized urban areas. These recent research developments have prompted us to reexamine the relationship between the strength of the CBD and transit ridership (measured as transit journey-to-work mode share by bus and/or rail transit modes), while controlling for other factors thought to influence ridership.
The Relationship between Transit Ridership and the CBD
Transit ridership is one of the most frequently studied phenomena in transportation, and a large literature has emerged that seeks to explain it. The literature divides explanations for ridership (and ridership change) into two broad categories: external factors and internal factors. External factors include urban structure, population change, regional economic conditions, household auto ownership levels, and urban population density, all factors over which transit managers have no control. Internal factors include fare and service policies over which transit managers exercise some control.
Traditional View
Our particular interest in this study is the role of urban structure in explaining variation in transit ridership, and there is an extensive literature on this topic. Most of the literature focuses on the relationship between transit ridership and the relative strength of the CBD as a locus of regional economic activity. Scholars writing in this topic area tend to view the CBD and the CBD-bound commuter as the most important market for public transit (Pucher and Renne 2003; Pushkarev and Zupan 1977; Pushkarev and Zupan 1980) . Mierzejewski and Ball (1990) found support for this view in their survey of transit users, which found that 82 percent of choice riders worked in the CBD of their metropolitan area.
Studies of the post-war decline in U.S. transit use frequently cite the decline of the CBD and the decentralization of population and employment as major causal factors (Ferreri 1992; Jones 1985; Meyer, Kain, and Wohl 1965; Meyer and Gómez-Ibáñez 1981) . A number of scholars have used statistical analysis to examine this relationship, when controlling for the influence of other variables. Most of these authors have found strong connections between the strength of the CBD (or its corollary, the degree of decentralization) and transit ridership. Hendrickson's work (1986) is one example of these studies. He examined the relationship between transit ridership and both the size and strength of the CBD and total population for 25 U.S. metropolitan areas in 1970 and 1980. He found strong, statistically-significant associations between the strength of the CBD and his transit ridership measures. However, his multivariate models failed to control for other important variables, such as fares, service quality, regional economic conditions, and auto ownership, which might also affect transit ridership. He also included New York, an outlier that accounts for 40 percent of all U.S. transit patronage, in his models, which undoubtedly influenced his results.
Both Gómez-Ibáñez (1996) and Kain (1997) performed time-series multivariate analysis to examine the relationship between urban structure and transit ridership in individual metropolitan areas. Gómez-Ibáñez (1996) examined ridership change between 1970 and 1990 in Boston. He estimated multivariate models that examined ridership as a function of the number of jobs in Boston (his urban structure variable), per-capita income, fare, service miles, and a dummy variable for 1980-1981, a period during which transit service was significantly reduced. He found that a 1 percent decline in the percent of jobs in the city of Boston was associated with between a 1.24 percent and 1.75 percent decline in ridership, when controlling for the influence of these other variables. However, his definition of employment is problematic and measures jobs located throughout the city of Boston as opposed to jobs inside the CBDs of Boston and Cambridge, which he had originally hoped to measure. Kain (1997) examined ridership change between 1972 and 1993 in Atlanta. He employed a secular trend variable that functions as an indirect measure of urban decentralization and found that average fares, service levels, total metropolitan employment, and the trend variable were the explanatory variables with the strongest influence on transit ridership. Work by Beesley and Kemp (1987) , Heilbrun (1987) , Pisarski (1996) , and Taylor (1991) provides additional scholarly support for the notion that transit ridership is strongly linked to the strength of the CBD and the degree of urban decentralization.
More Nuanced Views
However, more recent studies describe a more nuanced relationship between urban structure and transit ridership. In a nine-city case study, Thompson and Matoff (2003) found that transit agencies that altered their service to better serve the dispersed destination patterns that characterized their metropolitan areas increased their ridership. Brown and Thompson (2008a) found similar results in a national study of transit service productivity in 2000. They estimated models predicting service productivity (the ratio of ridership to service) as a function of the strength of the CBD, service orientation, service coverage, fares, fuel prices, auto ownership, regional unemployment rate, West region (a dummy variable), ratio of rail service to total service, and ratio of peak service to off-peak service. They found no relationship between the strength of the CBD and transit productivity when these other factors were included. However, productivity-not ridership-was the focus of their study.
Ridership is the focus of recent work by Brown and Thompson (2008b) in Atlanta. In a study that updates Kain's earlier analysis, they estimate a time-series model that predicts ridership (measured as passenger miles per capita) as a function of service, fare, motor fuel price, a dummy variable for the 1996 Olympics, and three urban structure variables (percent of MSA [metropolitan statistical area] employment inside the transit service area but outside the CBD, the ratio of employment outside the transit service area to employment inside the transit service area, and the ratio of population outside the transit service area to population inside the transit service area). They find that transit ridership is associated with fares, service, and the two employment variables. Transit ridership is positively associated with the percent of MSA employment inside the transit service area (but outside the CBD) and negatively associated with the ratio of employment outside the service area to employment inside the service area. They found that transit ridership is not associated with the strength of the CBD itself, when these other variables are taken into account.
These more nuanced findings prompted our desire to reexamine the link between the strength of the CBD and transit ridership. Our work builds on Hendrickson's (1986) earlier study and addresses some of the limitations of his work. We examine the relationship between transit ridership and the strength of the CBD in 2000, while also controlling for other factors that the literature suggests influence transit ridership. The literature suggests that the key external factors (those outside the control of transit managers) include motor fuel prices (as a surrogate for the overall cost of auto use) (Kain 1997; Pucher 2002 ), regional unemployment rates (Kain and Liu 1999; Pucher 2002) , and the percent of households in the MSA that do not own an automobile (Kain and Liu 1999; Kitamura 1989; Taylor and Miller 2003) . The literature suggests that the key internal factors (those within the control of transit managers) include fares (Kain and Liu 1999; McCollom and Pratt 2004; McLeod et al. 1991; Kohn 2000; Stanley and Hyman 2005) and service quality (such as frequency, coverage, and reliability) (Kohn 2000; Pucher 2002; Stanley and Hyman 2005; Taylor and Miller 2003; Thompson and Brown 2006) .
Data and Methodology
The geographic unit for our analysis is the MSA. Other studies have selected individual transit systems (Hartgen and Kinnamon 1999) or urbanized areas (Taylor and Miller 2003) as the unit of analysis, but we rejected these approaches for two reasons. We rejected using individual agencies as our unit of observation because we are interested in the effect of urban structure and, in particular, the strength of the CBD on overall transit ridership in the metropolitan area without regard to which transit agency might transport the riders. We rejected using urbanized areas as our unit of analysis because in many metropolitan areas major transit operators provide service across multiple urbanized areas. Attributing service and ridership data to the proper urbanized area in such circumstances is difficult and subject to significant attribution error. We selected the MSA as the geographic unit that would minimize attribution error, and we aggregated all transit variables to this geographic unit. We defined the MSAs to include the areas identified by the Office of Management and Budget (OMB 2005).
We examine the relationship between the strength of the CBD and transit ridership in all U.S. MSAs with more than 500,000 persons, of which there are 82 in the United States as of the 2000 Census. Two are very large MSAs (population in excess of 10 million persons), 8 are large MSAs (population between 5 million and 10 million), 43 are medium MSAs (population between 1 million and 5 million), and 29 are small MSAs (population between 500,000 and 1 million).
We stratify the MSAs into three population size groups. The first group contains all 82 MSAs, the second group contains the 43 medium MSAs, and the third group contains the 29 small MSAs. We stratified our MSAs by population size because there are significant differences in the values of our dependent variable from one MSA size category to the next, as we will discuss shortly. We selected the medium MSA and small MSA groups as specific objects of examination because these groups are large enough to permit the use of multivariate statistical analysis. We included the "all MSA" group as a roundabout method of examining the relationship between the urban structure variable and transit ridership in the very large and large MSAs. By comparing the models for the medium and small MSAs to those for the entire dataset and noting the differences in the behavior of the explanatory variables, we are able to gain some insight into the determinants of transit ridership in these 10 largest MSAs. Our analysis covers the year 2000. We obtained all three variables using the Census Transportation Planning Package (CTPP) software. We defined the CBD for each MSA as encompassing the census tracts identified in the 1982 Census of Retail Trade, but we made minor definitional adjustments after consulting local government and metropolitan planning organization websites in each of the MSAs (U.S. Census Bureau 1982) .
We obtained transit data from the National Transit Database using the Florida Department of Transportation's (FDOT) Florida Transit Information System (FTIS) software (FDOT 2005) . We extracted agency-specific data and aggregated it into MSA-level data for our analysis. The data we obtained include passenger kilometers, vehicle kilometers, route kilometers, and fare revenue variables. We used the combination of these transit variables and other variables discussed above to construct three ratio variables: (1) service coverage (ratio of route kilometers to population), (2) service frequency (ratio of vehicle kilometers to route kilometers), and (3) fare revenue per passenger kilometer (a proxy for average passenger fare; adjusted to 2005 dollars).
Measure of Urban Centralization versus Decentralization
Our urban structure variable is the share of MSA employment in the CBD for each MSA (CBD employment divided by total metropolitan employment). Table 1 We selected employment, as opposed to population, as our measure of centralization versus decentralization for three reasons. First, employment decentralization is the focus of most of the literature on urban decentralization and transit ridership that we discussed earlier in the paper. Second, recent studies have found a closer connection between transit ridership and employment than between ridership and population (Brown and Thompson 2008b) . Third, employment tends to be collocated with most other travel destinations, which is why it is used as a proxy for these other destinations in most travel demand models used by transportation planners. We decided to express CBD employment as a percent variable, as opposed to number of jobs in CBD, because CBD size (expressed in count form) is correlated with total MSA population and with many other variables that we wished to examine. Measure of transit ridership We measured transit ridership as transit journey-to-work (commute) mode share. This variable measures the percent of work trips made by public transit, and hence is focused solely on commute travel. We hypothesized that this variable would be more strongly influenced by the strength of the CBD than a more general ridership measure, such as passenger kilometers per capita, because the CBD is primarily a destination for work trips. We found significant differences in transit commute mode share among MSAs in our four population size groups. The median value for MSAs in the very large MSA group (population over 10 million, 14.7% mode share) is 60 percent higher than the corresponding value for the large MSA group (population from 5 million to 10 million, 8.8% mode share). The median values for our smaller population groups are much lower than these values. The median value for our medium MSAs (population 1 million to 5 million, 2.4% mode share) is nearly twice as large as that for the small MSA group (population from 500,000 to 1 million, 1.2% mode share). These differences reinforced our decision to stratify the MSAs by group size for our multivariate analysis.
Hypotheses
The literature suggests that transit ridership is tied to a metropolitan area's urban structure and, in particular, to the strength of the CBD as a locus of economic activity. The purpose of this paper is to test this hypothesis, while also controlling for other internal and external factors that are hypothesized to influence transit ridership. We include the following variables in each of our models:
1. Percent of MSA employment in the CBD. This variable is our CBD strength variable and can be used to measure the degree of employment centralization or decentralization in the MSA. Based on the literature, we would expect to find a positive relationship between the percent of MSA employment in the CBD and transit ridership.
Fare per passenger kilometer (adjusted to 2005 dollars). This is a variable that
is at least partially under the control of transit agency managers. We expect that MSAs where transit agencies have higher fares will have lower ridership.
Service frequency (ratio of vehicle kilometers to route kilometers). This is a
variable that is at least partially under the control of transit agency managers. We expect that MSAs where transit agencies offer more frequent service will have higher ridership.
Service coverage (ratio of route kilometers to population). This is a variable
that is at least partially under the control of transit agency managers. We We use this variable as a general proxy for the cost of using an automobile. We expect that MSAs with high fuel prices will have high transit ridership.
Model Specification
We estimated three cross-sectional multivariate ordinary least squares regression models to test our hypotheses. We estimate separate models for all MSAs, medium MSAs, and small MSAs. Through comparison with the medium MSA and small MSA models, we can treat the all MSA model as a pseudo-model for the very large and large MSAs.
In evaluating the explanatory variables in each of the models, we are interested in the presence (or lack thereof) of statistical relationships and the practical importance of the statistical association. To measure practical importance, we use elasticity. In order to obtain elasticities, we transformed all the variables into their natural log forms. After this transformation, the coefficients for each explanatory variable can be read as the elasticity of the transit ridership variable with respect to the explanatory variable. We report descriptive statistics for our transformed variables in Table 3 .
We tested the use of MSA population as a control variable, but decided not to include it because it was not statistically significant in any of our preliminary models. Our MSA stratification appears to have accounted for the variation in transit ridership (by population size group) discussed earlier in the paper. We also tested the percent of MSA population made up of recent immigrants in our preliminary tests but decided not to include it because it was not correlated with our transit ridership variables. We suspect this is due to the wide dispersion of immigrant populations throughout the United States. We considered the inclusion of a vari-able measuring density, but decided not to include such a variable because only metropolitan-scale measures of density (urbanized area density, MSA density) were available for all 82 MSAs. 
Multivariate Analysis of Transit Ridership
As noted above, we transformed all variables into their natural log forms in order to observe simultaneously 1) the statistical significance of the relationship between each explanatory variable and our dependent variable (when controlling for all other explanatory variables) and 2) the elasticity of the dependent variable with respect to the explanatory variable. The unstandardized coefficients in the tables can be read directly as elasticities. Statistical tests revealed no multicollinearity issues among the variables in our models. Test results are shown under the collinearity statistics columns of each model table.
The model results for all 82 MSAs are shown in Table 4 . This "all MSAs" model has very high R squared and F statistics, indicating that the model has strong explanatory power. The key insight from the model is the absence of a statistical relationship between the strength of the CBD and transit commute mode share, when other explanatory variables are taken into consideration. This finding thus differs from the traditional view in the literature that posits a strong link between transit ridership and the strength of the CBD.
There are four explanatory variables that have statistically-significant relationships with transit commute mode share (at the 0.05 significance level). These variables are service frequency, service coverage, percent of MSA households that do not own cars, and unemployment rate. All four variables behaved as hypothesized. Two variables (service frequency and coverage) are under the control of transit managers. As service frequency and coverage increase, so does the transit commute mode share. The elasticities indicate that service frequency has a stronger effect on commute mode share than service coverage (elasticities of 0.906 and 0.635, respectively). This finding is consistent with other literature.
The other two variables are beyond the control of transit managers. Perhaps not surprisingly, the larger the share of carless households in the MSA, the higher the transit commute mode share. In fact, this variable has the strongest effect on transit commute mode share (elasticity of 0.949). In addition, and also not surprisingly, the economic health of the metropolitan area has an effect on the transit commute mode share. As unemployment rates increase, transit commute mode share falls.
The second model, shown in Table 5 , focuses on the relationship between transit commute mode share and our set of explanatory variables in the medium sized MSAs (population of 1 million to 5 million). The model has high R squared and F statistics, indicating that it is a strong explanatory model. As with our first model, we found no statistical relationship between the strength of the CBD and transit ridership.
Three of the four explanatory variables that were significant in the first model are also significant in this model. These variables are: service frequency, service coverage, and the percent carless households. All three variables behaved as hypothesized. As in the first model, MSAs whose transit agencies offered more frequent service and/or better service coverage had higher transit commute mode shares. As in the first model, MSAs with a higher percent of carless households had higher transit commute mode shares. These variables are inelastic with respect to transit commute mode share, with a similar rank order pattern as the model for all MSAs.
The third model, shown in Table 6 , focuses on the relationship between transit commute mode share and our set of explanatory variables in the small MSAs (population 500,000 to 1,000,000). Again, the R squared and F statistics indicate that this is a powerful model. This is the only one of the three models where our multicollinearity test statistics are not comfortably within widely acceptable ranges. One variable, percent of MSA households that do not own a car, has collinearity statistics that are just barely beyond this range, although the statistics are negligible. The results of the small MSA model are very similar to the results for the other two models. As before, we found no statistically significant association between strength of the CBD and transit commute mode share, when other explanatory variables are taken into account. As with the other models, the service frequency, service coverage and percent carless household variables are significant and behave as expected. As with the other models, service frequency is more important than ridership (elasticities of 0.857 and 0.634, respectively), although the percent carless household variable is the most important of the three explanatory variables (elasticity of 1.113).
In summary, the three models show that CBD strength is not associated with transit commute mode share. This finding runs counter to our initial hypotheses (see Table 7 ). However, all the statistically significant relationships are consistent with our initial hypotheses.
Discussion
Our multivariate analysis indicates that transit commute mode share is not tied to the strength of the CBD when we take into account the other important influences on transit ridership discussed by the literature. The lack of any meaningful statistical connection between the strength of the CBD and transit commute mode share is at odds with some of the literature cited earlier, but this disconnect can be explained. First, the literature cited earlier that reflects the traditional view either defines the strength of the CBD differently (as, for example, the absolute number of jobs in the CBD) or relies on very simple models that do not control for other variables that the authors themselves recognize can influence transit ridership. Second, our results are consistent with an emerging body of literature, best exemplified by Brown and Thompson (2008b) , which examines the link between transit patronage and the distribution of employment in more nuanced ways. They distinguished between 1) employment inside the CBD, 2) employment outside the CBD but inside the transit service area, and 3) employment outside the transit service area. They found a strong link between the latter two types of employment and transit ridership (positive with respect to the second type of employment and negative with respect to the third type of employment). We were unable to obtain a variable equivalent to their measure of MSA employment outside the CBD but inside the transit service area. It is likely that if we had been able to do so, our results would have echoed their findings.
Table 7. Evaluation of Expected Relationships
Transit commute mode share is, however, tied to several other variables, some of which are (at least partially) within the control of transit managers. Higher transit ridership is strongly associated with higher service frequency and is also associated, albeit slightly less strongly, with better service coverage. Our analysis suggests that agencies will be rewarded with higher ridership if they improve their service frequency or their coverage. However, the likely effects of these policy decisions on service productivity cannot be inferred from this analysis. Of course, it is possible that the key service variables (route miles and service frequency) have larger values where ridership is higher, which raises the possibility that they are endogenous variables. However, the consistency of these statistical results with other work, particularly in the service orientation and service productivity literature, suggests that this might not be the case and that riders are indeed responding to agency decisions to provide better service in more locations (Brown and Thompson 2008c) . Transit ridership is also tied to factors beyond the control of transit agency managers, including the percent of carless households in the MSA. Unemployment rates are also important, as indicators of overall regional economic health, in particular MSA settings.
Based on our finding that transit commute mode share is not tied to CBD strength, there is the suggestion that transit managers have adjusted their service strategies to better serve decentralized urban environments. However, further research is required to identify the specific strategies they have employed and to determine the effectiveness of these strategies.
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