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Abstract
Assuming that {(Un, Vn)} is a sequence of ca`dla`g processes converging in distribution to (U, V ) in
the Skorohod topology, conditions are given under which { fn(β, u, v)dUndVn} converges weakly to
f (β, x, y)dUdV in the space C(R), where fn(β, u, v) is a sequence of “smooth” functions converging
to f (β, u, v). Integrals of this form arise as the objective function for inference about a parameter β in
a stochastic model. Convergence of these integrals play a key role in describing the asymptotics of the
estimator of β which optimizes the objective function. We illustrate this with a moving average process.
c⃝ 2011 Elsevier B.V. All rights reserved.
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1. Introduction
Often, stochastic integrals play a key role in determining the asymptotic behavior of estimators
of parameters in a stochastic model. For example, Chan and Wei [3] used a functional central
limit theorem approach to express the limiting distributions of least squares estimates of unstable
AR processes in terms of functionals of standard Brownian motions. They considered a sequence
of martingale differences (Xn, Yn)with respect to a filtrationFn , such that,E(X2n+Y 2n |Fn−1) < c
a.s. for some constant c > 0. Define Un(t) = 1√n
[nt]
i=0 X i , Vn(t) = 1√n
[nt]
i=0 Yi and assume
(Un, Vn)
d→ (B,W ),
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on the function space DR2 [0, 1], where B and W are two Brownian motions with respect to a
filtration Gt . They showed
Un, Vn,
 1
0
UndVn

d→

B,W,
 1
0
BdW

. (1)
Since we would often encounter an empirical sum of the form
 1
0 UndVn in the study of some
non-standard time series models, (1) has proved to be a key result.
Results by Jakubowski et al. [11], see also [13] showed the conditions of martingale
differences in [3] can be weakened. They only required (Un, Vn) to be an Fn-adapted process
with sample paths in space D and Vn is an Fn-semimartingale to ensure the weak convergence
of (1). Using these results, one can establish the following weak convergence (see [2]),
Sn(β) =
 1
0
 s
0
fn(β, s, t)dUn(t)dVn(s)
d→ S(β) =
 1
0
 s
0
f (β, s, t)d B(t)dW (s) (2)
for any fixed β ∈ R, where fn is a “nice” deterministic sequence of functions converging to f .
In many situations, we want to view
 1
0
 s
0 fn(β, s, t)dUn(t)dVn(s) as a random process indexed
by β. This is because Sn(β) turns out to be related to a likelihood function with “normalized
parameter” β. In order to use this convergence for inference about β, the convergence would
have to be extended to functional convergence on C(R), the space of continuous functions on
R, where convergence is defined by uniform convergence on every compact set. Then under
this convergence and additional assumptions, βˆn = arg max Sn(β) d→ arg max S(β) = β˜. (See
also [2,5,6].) Thus pointwise or finite dimensional convergence in (2) is not enough for further
analysis. The primary objective of this paper is to extend (2) to functional convergence and then
to apply the results to an inference problem related to a unit root problem for an MA(1) process.
In Section 2, the main results establishing the functional weak convergence on C(R) in
(2) are contained in Theorems 2.2 and 2.9. It turns out that as long as fn and f are “nice”;
namely, smooth in β, bounded continuous on any compact set and fn converges uniformly to
f on compact sets, the desired convergence can be established. Section 3 is devoted to further
examples and counter examples related to the theorems given in Section 2. Section 4 looks at an
important example in time series consisting of a first order non-invertible moving average. The
asymptotic inference for an MA(1) model with a unit root using either a Gaussian likelihood or
a Laplace likelihood is derived. Proofs of some of the key results are relegated to Appendix.
2. Main result
As pointed out in Section 1, the likelihood function of some time series models often includes
terms of the form
n
i=1
fn

β,
i
n

Zi√
n
and
n
i=1

i−1
j=0
fn

β,
i − 1
n
,
j
n

Z j√
n

Zi√
n
, (3)
where β is a model parameter (possibly transformed), and {Zi } are independent and identically
distributed (i.i.d.) random variables. In most situations, the optimizer (maximizer or minimizer)
R.A. Davis, L. Song / Stochastic Processes and their Applications 122 (2012) 725–757 727
of a linear combination of the above functions with respect to β cannot be found in closed form.
In these cases, one would often want to find the weak limit of a functional of the empirical process
indexed by the parameter and then try to study the behavior of the optimizer of the limiting
process. This strategy has been successfully employed in many cases (see for example, [2,6]).
The weak convergence results on C(R) can be used to show convergence in distribution of a
sequence of local maximizers of the objective functions Un to the maximizer of the limit process
U provided the latter is unique almost surely. This is the content of Remark 1 (see also Lemma
2.2) of [4], which for ease of reference, we state here.
Remark 2.1. Suppose {Un(·)} is a sequence of stochastic processes which converge in
distribution to U (·) on C(R). If U has a unique maximizer β˜ a.s., then there exists a sequence
of local maximizers {βˆn} of {Un} that converge in distribution to β˜. In some cases, for example,
if the {Un} have convex sample paths, this can be strengthened to convergence of the global
maximizers of Un . See also [5] for a case when {Un} are not convex.
We now turn to the problem of establishing conditions on fn for functional convergence for
terms of the type in (3).
Condition 1. For any 0 < M < ∞, β ∈ [−M, M], s ∈ [0, 1], { fn(β, s)}, f (β, s) are continu-
ous in β, f (β, s) is differentiable in s, and for all β ∈ [−M, M] and s ∈ [0, 1], there exists a
constant K1 (depending on M), such that,
| fn(β, s)| ≤ K1, | f (β, s)| ≤ K1,
∂ f (β, s)∂s
 ≤ K1, (4)
and
sup
β∈[−M,M],s∈[0,1]
| fn(β, s)− f (β, s)| = o

1√
n

. (5)
Theorem 2.2. Let {X t } be a sequence of mean 0 random variables, such that,
E(X2t ) < c, for some constant c > 0.
Let U˜n(s) = 1√n
[ns]
i=1 X i , and assume
U˜n
d→ S,
on D[0, 1], where S(s) is a Brownian motion with respect to an increasing sequence of σ -fields
Gs . Let fn(β, in ), f (β, s) be functions that satisfy Condition 1.
Then
n
i=1
fn

β,
i
n

X i√
n
d→
 1
0
f (β, s)d S(s)
on C(R).
Proof of Theorem 2.2. In order to establish convergence on C(R), it suffices to show conver-
gence on C[−M, M] for any M > 0, where C([−M, M]) is the space of continuous functions
on [−M, M] equipped with the uniform metric. Since with probability 1, S has continuous paths,
the convergence in the Skorohod topology is equivalent to uniform convergence. Furthermore,
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we can equip D with a complete metric so that the induced topology is equivalent to the Skoro-
hod topology (see [1]). By the Skorohod representation theorem, there are random elements Un
and S in D[0, 1] defined on a common probability space, such that
Un
d= U˜n and ∥Un − S∥∞ → 0 a.s.
where ∥ · ∥∞ is the L∞-norm. Then
n
i=1
fn

β,
i
n

X i√
n
=
n
i=1
fn

β,
i
n

U˜n

i
n

− U˜n

i − 1
n

,
which has the same distribution as
Gn :=
n
i=1
fn

β,
i
n

Un

i
n

−Un

i − 1
n

. (6)
Next, we show that Gn
p→  10 f (β, s)d S(t) uniformly in β on [−M, M]. First, note thatGn − n
i=1
f

β,
i
n

Un

i
n

−Un

i − 1
n

≤
n
i=1
 fn β, in

− f

β,
i
n
 Un  in

−Un

i − 1
n

≤ o

1√
n
 n
i=1
Un  in

−Un

i − 1
n
 .
Therefore,
E sup
β
Gn − n
i=1
f

β,
i
n

Un

i
n

−Un

i − 1
n

≤ o

1√
n
 n
i=1
E
Un  in

−Un

i − 1
n

≤ o

1√
n
 n
i=1

E

Un

i
n

−Un

i − 1
n
2
≤ o

1√
n
 n
i=1
√
c√
n
= o(1). (7)
From (4), it is clear that | f (β, s) − f (β, s − δ)| ≤ K1δ for 0 ≤ δ ≤ s. Then using summation
by parts, we have n
i=1
f

β,
i
n

Un

i
n

−Un

i − 1
n

−
n
i=1
f

β,
i
n

S

i
n

− S

i − 1
n

≤ | f (β, 1)(Un(1)− S(1))|
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+
n−1
i=1

Un

i
n

− S

i
n

f

β,
i + 1
n

− f

β,
i
n

≤ K1∥Un − S∥∞ +
n−1
i=1
∥Un − S∥∞K1 1n
≤ 2K1∥Un − S∥∞ → 0 a.s. (8)
Finally, using summation and integration by parts, we have
E sup
β
 n
i=1
f

β,
i
n

S

i
n

− S

i − 1
n

−
 1
0
f (β, s) d S(s)

= E sup
β
n−1
i=0
 i+1
n
i
n

S

i
n

− S(s)

∂ f (β, s)
∂s
ds

≤ K1E
n−1
i=0
max
s∈

i
n ,
i+1
n

S(s)− S  in
 1n
= K1E max
s∈

0, 1n
 |S(s)|
≤ (const.) 1√
n
→ 0. (9)
The last inequality comes from the Burkholder–Gundy inequality (see [12]). Combining (6)–(9),
Theorem 2.2 is thus proved. 
Remark 2.3. Notice that Theorem 2.2 only requires {X t } to have mean 0, bounded variance
and a functional central limit theorem. For example, the sequence {X t } could be essentially any
kind of weak dependent sequence, such as, a strong mixing sequence or a martingale difference
sequence. Good references for this are Doukhan [8] and Jacod and Shiryaev [10].
Corollary 2.4. Let {X t } and {Yt } be two sequences of random variables such that
1√
n
[ns]
i=0
(X i Yi − λ) = Op(1),
for some λ. Further assume that fn(β, s), f (β, s) satisfy Condition 1. Then
n
i=1
fn

β,
i
n

X i Yi
n
p→
 1
0
f (β, s)λds
on C(R).
Proof of Corollary 2.4. Viewing X i Yi − λ as X i in Theorem 2.2 and following the proof of the
theorem, we obtain
n
i=1
fn

β,
i
n

X i Yi − λ
n
= 1√
n
Op(1)→ 0
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and hence,
n
i=1
fn

β,
i
n

X i Yi
n
=
n
i=1
fn

β,
i
n

λ
n
+ op(1)
p→
 1
0
f (β, s)λds. 
Remark 2.5. Sufficient conditions for a functional Central Limit Theorem for martingale differ-
ences can be found in [9,10].
Now having established a weak convergence result of the first sum in (3), we turn to the second
sum in (3). Let M and L be any positive real numbers. For n → ∞ through integers, choose a
sequence of integers N (n) ↑ ∞ such that
N (n)
n
→ 0 and n (L M)
N (n)
N (n)! → 0. (10)
It is easy to check that such a sequence N (n) exists.
Condition 2. fn(β, s, t) and f (β, s, t) are smooth functions of β (i.e., infinitely differentiable
in β), and for any M > 0, sup0≤s,t≤1 | fn(β, s, t)| and sup0≤s,t≤1 | f (β, s, t)| are bounded in
β ∈ [−M, M].
Condition 3. For any s, t ∈ [0, 1], β ∈ [−M, M], there exists a constant K2 (depending on M)
such that∂r fn(β, s, t)∂βr
 ≤ K2Lr for any r ∈ {0, 1, 2, . . . , N (n)+ 1}, (11)
and ∂r f (β, s, t)∂βr
 ≤ K2Lr for any r ∈ {0, 1, 2, . . .}, (12)
and L and N (n) are as specified in (10). Further assume, for any r ∈ {0, 1, 2, . . . , N (n)+ 1} and
any s, t ∈ [0, 1], there exists a constant K3 (depending on M), such that,∂r fn(β = 0, s, t)∂βr − ∂r fn(β = 0, s − δ, t)∂βr
 ≤ K3r Lr δ + O  rn  ,
for 0 < δ < s, (13)∂r f (β = 0, s, t)∂βr − ∂r f (β = 0, s, t − δ)∂βr
 ≤ K3r Lrδ, for 0 < δ < t, (14)∂r f (β = 0, s, t)∂βr − ∂r f (β = 0, s − δ, t)∂βr
 ≤ K3r Lrδ, for 0 < δ < s, (15)
and ∂r fn(β = 0, s, t)∂βr − ∂r f (β = 0, s, t)∂βr
 ≤ K3r Lr O  rn  . (16)
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Remark 2.6. Eq. (13) characterizes the continuity of ∂
r fn(β=0,s,t)
∂βr
in the s direction while (14)
and (15) requires ∂
r f (β=0,s,t)
∂βr
to be Lipschitz continuous functions of s and t for fixed r . Finally
(16) characterizes the rate of convergence of ∂
r fn(β=0,s,t)
∂βr
to ∂
r f (β=0,s,t)
∂βr
.
Remark 2.7. As we go through the proof of Theorem 2.9 in Appendix, we will see that the
multiplier r in (13)–(16) can be relaxed to a general polynomial function of r of finite orders.
From Conditions 1 and 2, fn and f can be expanded in a Taylor series to the order of N (n).
Namely,
fn(β, s, t) =
N (n)
r=0
∂r fn(β = 0, s, t)
∂βr
βr
r ! + R
N
n (β, s, t)
:= T Nn (β, s, t)+ RNn (β, s, t). (17)
f (β, s, t) =
N (n)
r=0
∂r f (β = 0, s, t)
∂βr
βr
r ! + R
N (β, s, t)
:= T N (β, s, t)+ RN (β, s, t), (18)
the remainder terms are given by the integral expressions
RNn (β, s, t) =
1
N (n)!
 β
0
(β − x)N (n) ∂
N (n)+1 fn(x, s, t)
∂x N (n)+1
dx,
RN (β, s, t) = 1
N (n)!
 β
0
(β − x)N (n) ∂
N (n)+1 f (x, s, t)
∂x N (n)+1
dx . (19)
From (11) and (12), we haveRNn (β, s, t) ≤ K2 (L M)N (n)+1(N (n)+ 1)! , for β ∈ [−M, M],RN (β, s, t) ≤ K2 (L M)N (n)+1
(N (n)+ 1)! , for β ∈ [−M, M].
Condition 4. Assume f (β, s, t) is differentiable in s and t .
Remark 2.8. Since we are expanding a smooth function on a compact set, by Conditions 3 and
4, for N (n) large and for any β ∈ [−M, M] the remainder automatically satisfies the following:RN (β, s, t) = o(1), ∂RN (β, s, t)∂s
 = o(1), (20)∂RN (β, s, t)∂t
 = o(1), ∂2 RN (β, s, t)∂t∂s
 = o(1), (21)
where the o(1) terms here only depend on N (n) and M .
Condition 5. Assume
RN (β, s, t = s) = 0. (22)
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Theorem 2.9. Suppose (Xn, Yn) is a sequence of martingale differences with respect to a
filtration {Fn}, such that,
E(X2n + Y 2n |Fn−1) < c, a.s. for some constant c > 0.
Let U˜n(s) = 1√n
[ns]
i=0 X i , V˜n(s) = 1√n
[ns]
i=0 Yi , and assume
(U˜n, V˜n)
d→ (S,W ),
on DR2 [0, 1], where S,W are two Brownian motions with respect to a filtration {Gs}.
(a) If fn(β, i−1n ,
j
n ) and f (β, s, t) satisfy Conditions 2–5, then
n
i=1

i−1
j=0
fn

β,
i − 1
n
,
j
n

X j√
n

Yi√
n
d→
 1
0
 s
0
f (β, s, t)d S(t)dW (s)
on C(R).
(b) If fn(β, i−1n ,
j
n ) and f (β, s, t) satisfy Conditions 2–4, then
n
i=1

i−1
j=0
fn

β,
i − 1
n
,
j
n

Y j√
n

Yi√
n
d→
 1
0
 s
0
f (β, s, t)dW (t)dW (s)
on C(R).
Remark 2.10. Notice that if fn and f satisfy all the conditions, their derivatives to β also satisfy
the conditions. So from Theorem 2.9, the derivatives of the empirical process with respect to β
converge weakly to the corresponding derivatives of the limiting process on C(R).
Corollary 2.11. Suppose (Xn, Yn) and (S,W ) are as specified in Theorem 2.9. Assume
• hn(β, s) → h(β, t), fn(β, s) → f (β, s) and for any M > 0, gn(β, s) → g(β, s) uniformly
in β and s on [−M, M] × [0, 1].
• Set Hn([ns]) =[ns]j=1 hn(β, jn ) 1n and H(s) =  s0 h(β, s)ds, then hn(β, s), fn(β, s), gn(β, s),
Hn([ns]) fn(β, s)gn(β, s) and their corresponding limiting functions h(β, s), f (β, s),
g(β, s), H(s) f (β, s)g(β, s) satisfy Condition 1.
• Hn([ns]) fn(β, s)gn(β, t) and Hn([ns]) fn(β, t)gn(β, s) and their corresponding limiting
functions H(s) f (β, s)g(β, t) and H(s) f (β, t)g(β, s) satisfy Conditions 2–5.
Then
n
i=1
hn

β,
i
n
 i−1
j=0
fn

β,
j
n

X j√
n

i−1
j=0
gn

β,
j
n

Y j√
n

1
n
d→
 1
0
h(β, s)
 s
0
f (β, t)d S(t)
 s
0
g(β, t)dW (t)

ds
on C(R).
The proof of Theorem 2.9 and Corollary 2.11 are rather long and have been relegated to
Appendix.
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Remark 2.12. With a similar but simpler argument as in the proof of Corollary 2.11, the
following weak convergence holds
n
i=1
hn

β,
i
n
 i−1
j=0
fn

β,
j
n

X j√
n

1
n
d→
 1
0
h(β, s)
 s
0
f (β, t)d S(t)

ds,
on C(R), provided that hn(β, s), fn(β, s), Hn([ns]) fn(β, s) and h(β, s), f (β, s), H(s) f (β, s)
satisfy Condition 1.
3. Examples
In this section we present some examples of { fn} and f from the previous section to illustrate
the theorems. For convenience, in the following examples, we assume β ∈ [−M, M], s, t ∈
[0, 1], {(X i , Yi )} are an i.i.d. sequence of bivariate random variables with mean 0 and variance σ 2x
and σ 2y . These choices of { fn} and f arise naturally from the likelihood function of an MA model
with unit roots. Further details are presented in the next section. For the following examples, one
has to check that the regularity conditions defined in the previous section are satisfied in order to
apply the theorems in Section 2.
Example 1. Consider fn(β, s) =

1+ βn
ns
and f (β, s) = eβs . It follows from Theorem 2.2
that
n
i=1

1+ β
n
i X i√
n
d→
 1
0
eβsdW (s),
where W (s) is the weak limit of the sum 1√
n
[ns]
i=1 X i .
Proof of Example 1. It is easy to see that condition (4) is satisfied. Furthermore,1+ βn
ns
− eβs
 =

 1+β/n
eβ/n
nszns−1dz

≤ (const.)ns
1+ βn − e βn
 = O 1n

,
and hence condition (5) is satisfied as well. So it follows from Theorem 2.2 that
n
i=1

1+ β
n
i X i√
n
d→
 1
0
eβsdW (s),
where W (s) is the weak limit of the sum 1√
n
[ns]
i=1 X i . 
Example 2. Consider fn(β, s, t) =

1+ βn
n(s−t)
and f (β, s, t) = eβ(s−t). Applying Theo-
rem 2.9, we obtain
n
i=1
i−1
j=0

1+ β
n
i− j−1 Y j√
n
X i√
n
d→
 1
0
 s
0
eβ(s−t)d S(t)dW (s)
on C(R), where S(s),W (s) are the weak limits of the sums 1√
n
[ns]
i=1 Yi ,
1√
n
[ns]
i=1 X i .
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Proof of Example 2. It is easy to see that conditions (11), (12) and (21) are satisfied. Further-
more, we have
∂r fn(β = 0, s, t)
∂βr
=

r
k=1
(ns − nt − k + 1)
nr
, if r > 0,
1, if r = 0,
and
∂r f (β = 0, s, t)
∂βr
= (s − t)r .
Therefore, assuming s > t , we have for n large∂r fn(β = 0, s, t)∂βr − ∂r fn(β = 0, s − δ, t)∂βr

=
r
k=1
(ns − nt − k + 1)
nr
−
r
k=1
(ns − nt − nδ − k + 1)
nr
≤ (s − t)r −

s − t − δ − r − 1
n
r
≤ (const.)r

δ + r − 1
n

,
from which condition (13) holds. Conditions (14)–(16) can be shown to be satisfied in a similar
way. By (19),
RN (β, s, t) = 1
N (n)!
 β
0
(β − x)N (n) ∂
N (n)+1 f (x, s, t)
∂x N (n)+1
dx
= (s − t)
N (n)+1
N (n)!
 β
0
(β − x)N (n)ex(s−t)dx .
Thus, RN (β, s, t = s) = 0 and now we can apply Theorem 2.9 and obtain
n
i=1
i−1
j=0

1+ β
n
i− j−1 Y j√
n
X i√
n
d→
 1
0
 s
0
eβ(s−t)d S(t)dW (s),
on C(R), where S(s),W (s) are the weak limits of the sums 1√
n
[ns]
i=1 Yi ,
1√
n
[ns]
i=1 X i . 
Example 3. Consider hn(β, s) =

1+ βn
2ns
and fn(β, s) = gn(β, s) =

1+ βn
−ns
and their
corresponding limiting functions h(β, s) = e2βs and f (β, s) = g(β, s) = e−βs respectively.
Corollary 2.11 leads to
n
i=0

i−1
j=0

1+ β
n
i−1− j X i√
n
2
1
n
=
n
i=0

1+ β
n
2i  i−1
j=0

1+ β
n
−1− j X i√
n
2
1
n
d→
 1
0
 s
0
eβ(s−t)dW (t)
2
ds.
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Proof of Example 3. Denote as in Corollary 2.11 Hn([ns]) = [ns]j=1 1+ βn 2 j 1n and H(s) = s
0 e
2βt dt . It is easy to check that Condition 1 holds. We will now show that the condition (16)
for Theorem 2.9 holds for Hn([ns]) fn(β, s)gn(β, t).
∂r
∂βr
Hn([ns]) fn(β, s)gn(β, t)

β=0
=
r
k=0
r
k
 ∂k Hn([ns])
∂βk

β=0
∂r−k

1+ βn
−n(s+t)
∂βr−k

β=0
=
r
k=0
r
k

[ns]
j=1
k
q=1
(2 j − q + 1)
nk
1
n

r−k
p=1
(−n(s + t)− p + 1)
nr−k
:=
r
k=0
r
k

An,r (k)Bn,r (k).
Similarly, we have
∂r
∂βr
H(s) f (β, s)g(β, t)

β=0
=
r
k=0
r
k
 s
0
(2t)kdt

(−(s + t))r−k
:=
r
k=0
r
k

Ar (k)Br (k).
Therefore, ∂r∂βr Hn([ns]) fn(β, s)gn(β, t)

β=0
− ∂
r
∂βr
H(s) f (β, s)g(β, t)

β=0

=
r
k=0
r
k
 An,r (k)Bn,r (k)− Ar (k)Br (k)
≤
r
k=0
r
k
 An,r (k)− Ar (k) Bn,r (k)+ Bn,r (k)− Br (k) |Ar (k)| .
Notice that
An,r (k)− Ar (k) =

[ns]
j=1
k
q=1
(2 j − q + 1)
nk
1
n
−
 s
0
(2t)kdt

≤
[ns]+1
j=1

2 j
n
k 1
n
−
[ns]
j=1

2 j − k + 1
n
k 1
n

≤ (const.)k2k k
n
,
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and Bn,r (k)− Br (k) ≤


s + t + r − k
n
r−k
− (s + t)r−k

≤ (const.)(r − k)3r−k r − k
n
.
It is also easy to check that |Ar (k)| ≤ 2k,
Bn,r (k) ≤ 3r−k , so we have ∂r∂βr Hn([ns]) fn(β, s)gn(β, t)

β=0
− ∂
r
∂βr
H(s) f (β, s)g(β, t)

β=0

≤ (const.)r3r r
n
r
k=0
r
k

= (const.)r6r r
n
.
Thus condition (16) holds. With similar arguments, one can show conditions (13)–(15) also hold.
Other conditions for Theorem 2.9 are easy to check. Then Corollary 2.11 leads to,
n
i=0

i−1
j=0

1+ β
n
i−1− j X i√
n
2
1
n
=
n
i=0

1+ β
n
2i  i−1
j=0

1+ β
n
−1− j X i√
n
2
1
n
d→
 1
0
 s
0
eβ(s−t)dW (t)
2
ds. 
Example 4 (A Counter Example). Here we give a counter example in which the weak conver-
gence theorems would fail if the conditions are violated. Notice that both Theorems 2.2 and 2.9
require { fn} to converge to f uniformly on compact sets. As we shall see, uniform convergence
is critical here. Consider fn(β, s) = √n1{0≤s≤ 1n } and f (β, s) = δs=0. Then fn(β, s)→ f (β, s)
a.s. but not uniformly. However,
n
i=1
fn

β,
i
n

X i√
n
= X1,
i.e., the empirical sum is equal in distribution to X1 for all n. On the other hand, the distribution
of the integral 1
0
f (β, s)dW (s) =
 1
0
δs=0dW (s)
is independent of the distribution of X1. Hence the weak convergence in Theorem 2.9 does not
hold.
4. Application to non-invertible MAs
In this section, we consider the simple MA(1) model given by
X t = Z t − θ0 Z t−1, (23)
where θ0 ∈ R, {Z t } is a sequence of i.i.d. random variables with mean 0, variance σ 20 and density
function gZ . In order to compute the likelihood based on the observed data Xn = (X1, . . . , Xn)′,
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we proceed as in [2] and define an augmented initial variable Z init by
Z init =

Z0, if |θ | ≤ 1,
Zn −
n
t=1
X t , otherwise.
A straightforward calculation shows that the joint density of the observed data Xn = (X1,
. . . , Xn)′ and the initial variable Z init satisfies
gX,Zinit(xn, zinit) = gZ (zinit)
n
j=1
gZ (z j )

1{|θ |≤1} + |θ |−n1{|θ |>1}

, (24)
where the residuals {zt } are functions of Xn = xn, θ and Z init = zinit that can be solved forward
by zt = X t + θ zt−1 for t = 1, 2, . . . , n with the initial z0 = zinit if |θ | ≤ 1 and backward by
zt−1 = θ−1(zt − X t ) for t = n, n − 1, . . . , 1 with the initial zn = zinit +nt=1 X t , if |θ | > 1.
The likelihood function (24) essentially provides an objective function that one would want
to maximize. There are several options for gZ (z j ), including the much studied Gaussian density.
The case θ0 is equal to 1 has received a great deal of attention in the past. Davis et al. [6] used
an eigenvalue approach and derived the asymptotic distribution of the local maximizer and the
MLE. Using the theorems of Section 2, one can easily replicate results in [6] without resorting to
computing the eigenvalues explicitly. This technique has also been used to extend the unit root
results to MA(2) (see [7]). Breidt et al. (see [2]) considered the case when gZ (z j ) is the Laplace
density function, which gives rise to the LAD criterion. The convergence results in Section 2 can
be used to strengthen the finite dimensional convergence in [2] to functional weak convergence
as we shall see at the end of this section.
4.1. Gaussian likelihood
The Gaussian log-likelihood is obtained by taking the density function for Z t to be gZ (z) =
1√
2πσ 2
exp{− z2
2σ 2
}. If we view zinit as a parameter then the joint log-likelihood is given by
− (n + 1) log√2π − (n + 1) log σ −
n
t=0
z2t
2σ 2
− n log |θ |1{|θ |>1}. (25)
Maximizing this function with respect to the scale parameter σ , we obtain
σˆ 2 =
n
t=0
z2t /(n + 1).
Then it follows that maximizing the joint likelihood is equivalent to minimizing the following
objective function
ln(θ, zinit) =

n
t=0
z2t , if |θ | ≤ 1,
n
t=0
θ2z2t , otherwise.
(26)
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Notice that in the Gaussian case, the parameter θ is not identifiable unless we impose the
constraint |θ | ≤ 1.
In order to study the asymptotic properties of the minimizer of ln when θ0 = 1, we follow
Davis et al. [6] by building the sample size into the parameterization of θ . Specifically, we use
θ = 1+ β
n
,
where β is any real number. Additionally, since we are also treating zinit as a parameter, this term
is reparameterized as
zinit = Z0 + ασ0√
n
,
where σ0 is the true scale parameter. Under the (β, α) parameterization, minimizing ln with
respect to θ and zinit is equivalent to minimizing the function,
Un(β, α) ≡ 1
σ 20
[ln(θ, zinit)− ln(1, Z0)] , (27)
with respect to β and α. The following theorem describes the limiting behavior of Un .
Theorem 4.1. For the model (23) with θ0 = 1, assume the noise sequence {Z t } is i.i.d. with
mean 0 and variance σ 20 . Then
Un(β, α)
d→ U (β, α) on C(R2),
where
U (β, α) = 2
 1
0

β
 s
0
eβ(s−t)dW (t)+ αeβs

dW (s)
+
 1
0

β
 s
0
eβ(s−t)dW (t)+ αeβs
2
ds, (28)
for β ≤ 0. W (t) is the limit of the partial sum
Wn(t) = 1√
n
[nt]
t=0
Z t/σ0.
Remark 4.2. It follows from the proof and Remark 2.10 that the derivatives of Un(β, α) also
converge weakly to the corresponding derivatives of U (β, α) on the space of C(R2).
Proof of Theorem 4.1. First notice that ln(1, Z0) can be written as
ln(1, Z0) = Z20 +
n
i=1
(X i + X i−1 + · · · + X1 + Z0)2 =
n
i=0
Z2i . (29)
For β ≤ 0, i.e., θ ≤ 1,
zi = X i + θX i−1 + · · · + θ i−1 X1 + θ i zinit
= (Zi − Zi−1)+ θ(Zi−1 − Zi−2)+ · · · + θ i−1(Z1 − Z0)+ θ i zinit
= Zi − (1− θ)Zi−1 − θ(1− θ)Zi−2 − · · · − θ i−1(1− θ)Z0 − θ i (Z0 − zinit)
:= Zi − yi , (30)
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where yi denotes the residual of Zi and
yi = Zi − zi
= (1− θ)
i−1
j=0
θ i−1− j Z j + θ i (Z0 − zinit)
= −β
n
i−1
j=0

1+ β
n
i−1− j
Z j −

1+ β
n
i
ασ0√
n
. (31)
Also notice that,
Un(β, α) = 1
σ 20
n
i=0
(Zi − zi )(Zi + zi )
= − 2
σ 20
n
i=0
yi Zi + 1
σ 20
n
i=0
y2i
= 2β
n
n
i=0

i−1
j=0

1+ β
n
i−1− j Z j
σ0

Zi
σ0
+ 2 α√
n
n
i=0

1+ β
n
i Zi
σ0
+
n
i=0

β
n
i−1
j=0

1+ β
n
i−1− j Z j
σ0
+ α√
n

1+ β
n
i2
, (32)
where after some simplifications, Un(β, α) can be written as
Un(β, α) = α
2
σ 20
U1,n(β)+ α
σ 20
U2,n(β)+ 1
σ 20
U3,n(β). (33)
As we have already seen in Examples 1–3, the three sequences {α2U1,n(β)}, {αU2,n(β)} and
{U3,n(β)} converge to their respective limits in C(R2) and hence are tight on the function space.
It follows that the tri-vector sequence {(α2U1,n(β), αU2,n(β),U3,n(β))′} is tight on C3(R2)
and since the finite dimensional distributions of the tri-vector converge (this follows from
[11,13,2]), we have the joint convergence of the tri-vector sequence on C3(R2). Since the
mapping from C3(R2) to C(R2) that sums the components of the vector is continuous, the
convergence of Un
d→ U now follows from the continuous mapping theorem. 
4.1.1. Limiting process of the exact likelihood
We can establish the convergence of the “exact likelihood” by integrating out Z init in the joint
likelihood. Still, we only have to consider the case when β ≤ 0. Recall that the joint density of
(xn, zinit) is given by
f (xn, zinit) =
n
t=0
f (zt ) =

1√
2πσ 2
n+1
exp
−
n
t=0
z2t
2σ 2

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=

1√
2πσ 2
n+1
exp
−
ln(θ, zinit)− ln(1, Z0)+
n
t=0
Z2t
2σ 2

=

1√
2πσ 2
n+1
exp
−
n
t=0
Z2t
2σ 2
 exp

−Un(β, α)σ
2
0
2σ 2

.
Integrating out the augmented variable zinit, we obtain
f (xn) =
 +∞
−∞
f (xn, zinit)dzinit
=

1√
2πσ 2
n+1
exp
−
n
t=0
Z2t
2σ 2

σ0√
n
 +∞
−∞
exp

−Un(β, α)σ
2
0
2σ 2

dα.
Notice that σ 20 Un(β, α) =
n
i=0(z2i − Z2i ) does not depend on σ and is a quadratic function of
α. From Eq. (33), we have
σ 20 Un(β, α) = α2U1,n(β)+ αU2,n(β)+U3,n(β)
d→ σ 20 U (β, α) = α2U1(β)+ αU2(β)+U3(β).
The exact forms of Ui , i = 1, 2, 3 can be obtained from (28) but are not needed in our derivation.
Then we obtain +∞
−∞
exp

−Un(β, α)σ
2
0
2σ 2

dα
=
 +∞
−∞
exp

−

U1,n(β)

α + U2,n(β)
2U1,n(β)
2
− U
2
2,n(β)
4U1,n(β)
+U3,n(β)

(2σ 2)−1

dα
=
√
2πσ
U1,n(β)
exp

U 22,n(β)
4U1,n(β)
−U3,n(β)

(2σ 2)−1

d→
√
2πσ√
U1(β)
exp

U 22 (β)
4U1(β)
−U3(β)

(2σ 2)−1

=
 +∞
−∞
exp

−U (β, α)σ
2
0
2σ 2

dα.
Now we look at the exact log-likelihood function
log f (xn) = −(n + 1) log
√
2π − (n + 1) log σ −
n
t=0
Z2t
2σ 2
+ log σ0√
n
+ log√2π + log σ − 1
2
log U1,n(β)+

U 22,n(β)
4U1,n(β)
−U3,n(β)

(2σ 2)−1. (34)
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Maximizing this function with respect to σ , we have
σˆ 2 = 1
n

n
t=0
Z2t −
U 22,n(β)
4U1,n(β)
+U3,n(β)

.
Plugging this into (34) and deleting constant terms, we obtain the profile log-likelihood
Ln(β) := −n2 log

n
t=0
Z2t −
U 22,n(β)
4U1,n(β)
+U3,n(β)

− 1
2
log U1,n(β). (35)
Therefore, by Remark 2.10,
∂
∂β
Ln(β) = n2
∂
∂β

U 22,n(β)
4U1,n(β)
−U3,n(β)

n
t=0
Z2t − U
2
2,n(β)
4U1,n(β)
+U3,n(β)
− 1
2
∂
∂β
log U1,n(β)
d→ ∂
∂β
 U 22 (β)4U1(β) −U3(β)
2σ 20
− 1
2
log U1(β)

= ∂
∂β
log
 +∞
−∞
exp

−U (β, α)
2

dα.
Since the integration map T (x) =  β0 x(s)ds is a continuous mapping, we have by the continuous
mapping theorem,
Ln(β)− Ln(0) d→ U∗(β)
:= log
 +∞
−∞
exp

−U (β, α)
2

dα − log
 +∞
−∞
exp

−U (0, α)
2

dα (36)
on C(−∞, 0]. We see that this limit must coincide with the results in [6], and hence
U∗(β) d= 1
2
Z0(β) := 12
∞
k=1
β2π2k2 N 2k
(π2k2 + β2)π2k2 +
1
2
∞
k=1
log

π2k2
π2k2 + β2

, (37)
where {Nk} ∼ i.i.d. N (0, 1). We summarize the results in the following theorem.
Theorem 4.3. For the model (23) with θ0 = 1, assume the noise sequence {Z t } is i.i.d. with
mean 0 and variance σ 20 . Then the exact profile log-likelihood Ln(β) defined in (35) has the
following properties,
Ln(β)− Ln(0) d→ U∗(β) d= 12 Z0(β),
on C(R), where U∗(β) and 12 Z0(β) are given in (36) and (37). Furthermore,
• P(U∗′(β) = U∗′′(β) = 0 for some β ≤ 0) = 0.
• P(U∗′(β) = 0,U∗′′(β) < 0 for some β ≤ 0) = 1.
• β˜MLE <∞ a.s.
where β˜MLE is the global maximizer of U∗(β).
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Set βˆL M and β˜L M to be the local maximizers of Ln(β) and U∗(β) closest to 0, and βˆMLE and
β˜MLE to be the global maximizers of Ln(β) and U∗(β). With the above properties and following
a similar argument as in [6,5], we have
βˆL M
d→ β˜L M and βˆMLE d→ β˜MLE.
Remark 4.4. This theorem points out the equivalence in distribution of the two processes U∗(β)
and 12 Z0(β) which plays an important role in the study of the MA(2) model with a unit root
(see [7]). The rest of the theorem is quoted directly from [5,6].
4.1.2. Pile-up probabilities
Due to the equivalence in distribution of U∗(β) and 12 Z0(β), the pile-up probabilities are the
same as those reported in [6]. Since Un(β, α) and U (β, α) are quadratic functions of α, we can
freely interchange the order of limits in the following calculations;
lim
β↑0
∂U∗(β)
∂β
= lim
β↑0
 +∞
−∞ exp

−U (β,α)2
 
− 12 ∂U (β,α)∂β

dα +∞
−∞ exp

−U (β,α)2

dα
=
 +∞
−∞ exp

−α2+2αW (1)2
 
− 12 (α + W (1))2 + 12

dα +∞
−∞ exp

−α2+2αW (1)2

dα
= 0.
A similar calculation shows limβ↓0 ∂U
∗(β)
∂β
= 0, which coincides with the classical result of
β = 0 being a critical point. Then whether β = 0 is a local minimum or local maximum depends
on the second derivative of U∗(β). With some calculation, one can show
lim
β↑0
∂2U∗(β)
∂β2
=
 1
0
W 2(s)ds + 1
3
W 2(1)− 2W (1)
 1
0
sW (s)ds − 1
6
.
Therefore,
P(θˆL M = 1) = P(βˆL M = 0)
→ P(β˜L M = 0) = P

∂2U∗(β)
∂β2

β=0
< 0

= P
 1
0
W 2(s)ds + 1
3
W 2(1)− 2W (1)
 1
0
sW (s)ds <
1
6

.
Simulation shows this probability is 0.6575 which is consistent with the result given in [6]. In
fact, [6] gives
P(β˜L M = 0) = P
 ∞
k=1
N 2k
π2k2
<
1
6

.
One could use Fredholm’s approach (see [14]) to see that in fact
∞
k=1
N 2k
π2k2
d=
 1
0
W 2(s)ds + 1
3
W 2(1)− 2W (1)
 1
0
sW (s)ds.
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4.1.3. Joint likelihood
Although in practice, one would typically use the exact likelihood for estimation instead of
the joint likelihood, it is nevertheless interesting to look at the behavior of the resulting estimates
of the joint likelihood based on Xn, Z init. In this section, we will consider two cases of the joint
likelihood, one when α is known and the other when α is unknown.
In the case when α ≡ α0, where α0 is some given real number, the joint likelihood is
essentially equivalent to the conditional likelihood
f (xn|zinit) ∝ f (xn, zinit).
So maximizing the conditional likelihood with respect to β is equivalent to maximizing
f (xn, zinit) with respect to β which in turn is equivalent to minimizing Un(β, α = α0). Let
us first consider the local behavior Un(β, α0) when β = 0. Notice that β = 0 is a local minimum
of Un(β, α0) if and only if:
lim
β↑0
∂
∂β
Un(β, α0) < 0.
With the help of Remark 4.2, we obtain
P

lim
β↑0
∂
∂β
Un(β, α0) < 0

→ P

lim
β↑0
∂
∂β
U (β, α0) < 0

= P((W (1)+ α0)2 < 1)
= P(−1− α0 < W (1) < 1− α0)
= Φ(1− α0)− Φ(−1− α0),
where Φ(·) is the cumulative distribution function of a standard normal distribution. It is easy to
see that this probability is maximized at α0 = 0, which gives P(−1 < W (1) < 1) = 0.6827.
This is consistent with the result given in [14] for the conditional case of MA(1) with a unit root.
Also notice that when α0 ≠ 0, the further away |α0| is from 0, the smaller the pile-up
probability. Given that Z init = Z0 + σ0α0√n , even if Z init is misspecified, namely α ≠ 0, we
still have Z init → Z0 as n → ∞. However, the asymptotic pile-up probability will be less than
the correctly specified one. This illustrates the persistence of the initial value, which does not
occur in the invertible moving average model.
As in practice, suppose α is unknown. We could then maximize the joint likelihood with
respect to both β and α, i.e., minimize Un(β, α) with respect to both β and α. We denote the
minimizer of Un(β, α) as βˆ JMLE and αˆ
J
MLE. It then would be natural to compare the performance
between βˆ JMLE and βˆMLE from the exact likelihood? Notice that from (33),
σ 20 Un(β, α) = α2U1,n(β)+ αU2,n(β)+U3,n(β)
= U1,n(β)

α + U2,n(β)
2U1,n(β)
2
− U
2
2,n(β)
4U1,n(β)
+U3,n(β).
Since U1,n(β) > 0 a.s., it is clear that αˆ JMLE = − U2,n(βˆ
J
MLE)
2U1,n(βˆ JMLE)
. Therefore, βˆ JMLE in turn should
maximize
U 22,n(β)
4U1,n(β)
−U3,n(β) which behaves like U
2
2 (β)
4U1(β)
−U3(β) when n is large enough. On the
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other hand βˆMLE converges in distribution to β˜MLE, the global maximizer of
U 22 (β)
4U1(β)
−U3(β)
2σ 20
− 1
2
log U1(β)+ const.
This extra 12 log U1(β) term in the exact likelihood is what makes the two estimators asymptoti-
cally different.
The local maximizer βˆ JL M of Un(β, α) in general is not well defined because of the inclusion
of α. However, if we treat α as a function of β namely αˆ Jn = − U2,n(β)2U1,n(β) . We could then define
βˆ JL M as the local maximizer of Un(β, αˆ
J
n (β)) in which βˆ
J
L M is closest to 0.
Turning to the question of pile-up probabilities, by Remark 4.2, we have
P(θˆ JL M = 1) = P(βˆ JL M = 0)
= P

lim
β↑0
∂
∂β
Un(β, αˆ
J
n (β)) < 0

→ P

lim
β↑0
∂
∂β
U (β, αˆ J (β)) < 0

.
It is easy to calculate that αˆ J (0−) = −W (1). The derivative of U (β, α) with respect to β at zero
from the left-hand side satisfies
lim
β↑0
∂
∂β
U (β, αˆ J (β))
= 2
 1
0
W (s)dW (s)+ 2αˆ J (0−)
 1
0
sdW (s)+ 2
 1
0
αˆ J (0−)(W (s)+ αˆ J (0−)s)ds
= W 2(1)− 1+ 2αˆ J (0−)W (1)+

αˆ J (0−)
2
=

αˆ J (0−)+ W (1)
2 − 1 = −1 < 0.
This result is to some extent surprising that with probability one, β = 0 will be the local
maximizer of the joint likelihood asymptotically. This only happens with the presence of another
parameter of uncertainty i.e., α.
4.2. Laplace likelihood
In the Gaussian case, we can take advantage of the symmetry of the likelihood function
which simplifies the calculations. However, in the non-Gaussian case, such as in the Laplace
case, θ is identifiable for all real values. Therefore, both |θ | ≤ 1 and |θ | > 1 should be
considered. In this section, we consider the Laplace case where the density function is given
by gZ (z) = 12σ exp

− |z|
σ

.
As shown in [2], one can also define an analogue of Un(β, α) as in (27). In this case,
ln(θ, zinit) =

n
t=0
|zt |, if |θ | ≤ 1,
n
t=0
|θ | |zt |, otherwise,
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and in either case, we can write
Un(β, α) = 1
σ0
[ln(θ, zinit)− ln(1, Z0)]
= 1
σ0
n
i=0
(|Zi − yi | − |Zi |)
= −
n
i=0
yi
σ0
sign(Zi )+ gZ (0)
n
i=0

yi
σ0
2
+ op(1), (38)
where gZ (0) is the Laplace density evaluated at 0 and yi is given in (31) for β ≤ 0. For β > 0,
i.e., θ ≥ 1, yi bears a different form. In this case, the residuals {zt } are solved backward by
zt−1 = θ−1(zt − X t ) for t = n, n− 1, . . . , 1 with the initial zn ≡ zinit +nt=1 X t . Solving these
equations, again using the fact that
zn−1−i = −θ−1(Xn−i + θ−1 Xn−i+1 + · · · + θ−i Xn − θ−i zn),
for i = 0, 1, . . . , n − 1, and writing X t = Z t − Z t−1, we have
−zn−1−iθ = Xn−i + θ−1 Xn−i+1 + · · · + θ−i Xn − θ−i zn
= (Zn−i − Zn−i−1)+ θ−1(Zn−i+1 − Zn−i )+ · · · + θ−i (Zn − Zn−1)+ θ−i zn
= −Zn−i−1 + (1− θ−1)Zn−i + · · · + θ−(i−1)(1− θ−1)Zn−1 + θ−i (Zn − zn)
=: −Zn−i−1 + yn−i−1,
where
yn−i−1 ≡ (1− θ−1)
i
j=i
(θ−1)i− j Zn− j + θ−i (Zn − zn)
= (1− θ−1)
i
j=i
(θ−1)i− j Zn− j + θ−i

n
i=1
X i + Z0

−

n
i=1
X i + zinit

= (1− θ−1)
i
j=i
(θ−1)i− j Zn− j + θ−i (Z0 − zinit), (39)
for i = 0, 1, . . . , n − 1 and yn ≡ Zn − zn = Z0 − zinit. Furthermore, set
Sn(t) = 1√
n
[nt]
i=0
Zi
σ0
, Wn(t) = 1√
n
[nt]
i=0
sign(Zi ),
and denote their corresponding weak limits as S(t) and W (t). One can easily establish the weak
limit of the empirical sum in (38); this is similar to the Gaussian case. The result of convergence
in distribution of finite dimensional distributions given in Theorem 2.1 in [2] can therefore be
strengthened to functional weak convergence. Namely,
−
n
i=0
yi
σ0
sign(Zi )+ gZ (0)
n
i=0

yi
σ0
2
d→ U (β, α) on C(R2), (40)
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where
U (β, α) =
 1
0

β
 s
0
eβ(s−t)d S(t)+ αeβs

dW (s)
+ fz(0)
 1
0

β
 s
0
eβ(s−t)d S(t)+ αeβs
2
ds,
for β ≤ 0, and
U (β, α) =
 1
0

−β
 1
s+
e−β(t−s)d S(t)+ αe−β(1−s)

dW (s)
+ fz(0)
 1
0

−β
 1
s
e−β(t−s)d S(t)+ αe−β(1−s)
2
ds,
for β > 0.
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Appendix. Proofs of theorems in Section 2
Proof of Theorem 2.9. In order to establish convergence on C(R), it suffices to show
convergence on C[−M, M] for any M > 0. We first show
n
i=1

i−1
j=0
fn

β,
i − 1
n
,
j
n

X j√
n

Yi√
n
=
n
i=1

i−1
j=0
T Nn

β,
i − 1
n
,
j
n

X j√
n

Yi√
n
+ op(1), (A.1)
where T Nn is defined in (17). Clearly, n
i=1

i−1
j=0
fn

β,
i − 1
n
,
j
n

X j√
n

Yi√
n
−
n
i=1

i−1
j=0
T Nn

β,
i − 1
n
,
j
n

X j√
n

Yi√
n

=
 n
i=1

i−1
j=0
RNn

β,
i − 1
n
,
j
n

X j√
n

Yi√
n

≤
n
i=1
i−1
j=0
RNn β, i − 1n , jn
  X j√n
  Yi√n

≤ K2 (L M)
N (n)+1
(N (n)+ 1)!
n
i=1
i−1
j=0
|X j | |Yi |
n
.
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Therefore,
E sup
β
 n
i=1

i−1
j=0
fn

β,
i − 1
n
,
j
n

X j√
n

Yi√
n
−
n
i=1

i−1
j=0
T Nn

β,
i − 1
n
,
j
n

X j√
n

Yi√
n

≤ K2 (L M)
N (n)+1
(N (n)+ 1)!
n
i=1
i−1
j=0
E
|X j | |Yi |
n
≤ K2 (L M)
N (n)+1
(N (n)+ 1)!
n
i=1
i−1
j=0

E(X2j )E(Y
2
i )
n
≤ K2 (L M)
N (n)+1
(N (n)+ 1)!
cn(n − 1)
n
→ 0.
The convergence is ensured by (10) and now applying Markov’s inequality, (A.1) follows. It is
now sufficient to show the weak convergence
n
i=1

i−1
j=0
T Nn

·, i − 1
n
,
j
n

X j√
n

Yi√
n
d→
 1
0
 s
0
f (·, s, t)d S(t)dW (s)
on C[−M, M]. Using a similar argument as in the proof of Theorem 2.2, we have, by the
Skorohod representation, a probability space Ω and random elements Un and Vn in DR2 [0, 1]
such that
(Un, Vn)
d= (U˜n, V˜n) and max (∥Un − S∥∞, ∥Vn − W∥∞)→ 0 a.s.
Notice we have
G˜ Nn :=
n
i=1

i−1
j=0
T Nn

β,
i − 1
n
,
j
n

X j√
n

Yi√
n
=
n
i=1
i−1
j=0
T Nn

β,
i − 1
n
,
j
n

U˜n

j
n

− U˜n

j − 1
n

×

V˜n

i
n

− V˜n

i − 1
n

.
Since G˜ Nn has the same distribution as G
N
n , which is defined as
G Nn :=
n
i=1
i−1
j=0
T Nn

β,
i − 1
n
,
j
n

Un

j
n

−Un

j − 1
n

×

Vn

i
n

− Vn

i − 1
n

,
we only need to show that G Nn
p→  10  s0 f (β, s, t)d S(t)dW (s).
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Next we show that
G Nn = G N + op(1),
where
G N :=
 1
0
 s
0
TN (β, s, t)d S(t)dW (s)+ op(1) (A.2)
and op(1) is uniform in β on [−M, M]. By Skorohod’s representation and Egorov’s theorem, for
any given ϵ > 0, there exists an event Ωϵ ⊂ Ω such that P(Ωϵ) ≥ 1− ϵ and
sup
ω∈Ωϵ
{max(∥Un(ω)− S(ω)∥∞, ∥Vn(ω)− W (ω)∥∞)} = δn → 0.
With the δn sequence, we can then choose integers T (n) ↑ ∞ satisfying
T (n)δ2n → 0 and T (n)/n → 0. (A.3)
For each n, we further choose a partition {t0, . . . , tT (n)} such that
0 = t0 < t1 = n1n < t2 =
n2
n
< · · · < tT (n) = nT (n)n = 1,
max{|ti+1 − ti | : 0 ≤ i ≤ T (n)− 1} = o(1).
For convenience, from now on, we just consider a fixed ω ∈ Ωϵ . Denoting
Frn :=
n
i=1
i−1
j=0
∂r fn(β = 0, i−1n , jn )
∂βr

Un

j
n

−Un

j − 1
n

×

Vn

i
n

− Vn

i − 1
n

,
we can write
n
i=1
i−1
j=0
T Nn

β,
i − 1
n
,
j
n

Un

j
n

−Un

j − 1
n

Vn

i
n

− Vn

i − 1
n

=
N (n)
r=0
βr
r ! F
r
n .
Similarly, we can write
G N =
N (n)
r=0
βr
r ! F
r ,
where Fr is defined as
Fr =
 1
0
 s
0
∂r f (β = 0, s, t)
∂βr
d S(t)dW (s).
Notice that both Frn and F
r do not depend on the parameter β. Thus,
|G Nn − G N | =
N (n)
r=0
βr
r ! (F
r
n − Fr )
 ≤ N (n)
r=0
Mr
r ! |F
r
n − Fr |,
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and so
E sup
β
|G Nn − G N | ≤
N (n)
r=0
Mr
r ! E|F
r
n − Fr |
≤
N (n)
r=0
Mr
r !

E(Frn − Fr )2. (A.4)
Next, we use a similar argument as in [3] to show that
E(Frn − Fr )2 ≤ L2r (o(1)+ r2o(1)+ r3o(1)), (A.5)
for any r ∈ {0, 1, 2, . . . , N (n)}, where the o(1) terms are infinitesimal components depending
on n and not r . Let
U r∗n (s) =
[ns]
j=0
∂r fn

β = 0, [ns]n , jn

∂βr

Un

j
n

−Un

j − 1
n

,
so that
Frn =
n
i=1
U r∗n

i − 1
n

Vn

i
n

− Vn

i − 1
n

.
Defining
J rn := Frn −
T (n)
k=1
U r∗n (tk−1) (Vn(tk)− Vn(tk−1)) , (A.6)
it is clear that this can be re-expressed as
J rn =
T (n)
k=1
 nk−1
i=nk−1

U r∗n

i
n

−U r∗n (tk−1)

Vn

i + 1
n

− Vn

i
n
 .
Using martingale properties we have
E(J rn )
2 =
T (n)
k=1
nk−1
i=nk−1
E

U r∗n

i
n

−U r∗n (tk−1)
2 
Vn

i + 1
n

− Vn

i
n
2
≤ c
n
T (n)
k=1
nk−1
i=nk−1
E

U r∗n

i
n

−U r∗n (tk−1)
2
. (A.7)
By the definition of U r∗n ,
U r∗n

i
n

−U r∗n (tk−1) =
i
j=0
∂r fn

β = 0, in , jn

∂βr

Un

j
n

−Un

j − 1
n

−
nk−1
j=0
∂r fn

β = 0, nk−1n , jn

∂βr

Un

j
n

−Un

j − 1
n

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=
i
j=nk−1+1
∂r fn

β = 0, in , jn

∂βr

Un

j
n

−Un

j − 1
n

+
nk−1
j=0
∂r fn

β = 0, in , jn

∂βr
−
∂r fn

β = 0, nk−1n , jn

∂βr

×

Un

j
n

−Un

j − 1
n

.
Using martingale properties, we have by (11) and (13)
E

U r∗n

i
n

−U r∗n (tk−1)
2
≤ c
n
i
j=nk−1+1
∂r fn

β = 0, in , jn

∂βr
2
+ c
n
nk−1
j=0
∂r fn

β = 0, in , jn

∂βr
−
∂r fn

β = 0, nk−1n , jn

∂βr
2
≤ cK 22 L2r
i − nk−1
n
+ cK 23r2L2r

i − nk−1
n
+ O
 r
n
2 nk−1
n
≤ cK 22 L2r
nk − nk−1
n
+ cK 23r2L2r

nk − nk−1
n
+ O

N (n)
n
2
.
Plugging this back into (A.7), we obtain
E(J rn )
2 ≤ K 22 L2r
c2
n2
T (n)
k=1
(nk − nk−1)2 + K 23r2L2r
c2
n
×
T (n)
k=1

nk − nk−1
n
+ O

N (n)
n
2
(nk − nk−1)
≤ c2 K 22 L2r maxk |tk − tk−1| + c
2 K 23r
2L2r

max
k
|tk − tk−1| +
O N (n)n
2
= L2r (o(1)+ r2o(1)). (A.8)
Denoting
 s
0
∂r f (β=0,s,t)
∂βr
d S(t) by Sr∗(s) and define
K rn :=
T (n)
k=1
U r∗n (tk−1) (Vn(tk)− Vn(tk−1))−
T (n)
k=1
Sr∗(tk−1) (Vn(tk)− Vn(tk−1))
=
T (n)
k=1

U r∗n (tk−1)− Sr∗(tk−1)

(Vn(tk)− Vn(tk−1)) .
R.A. Davis, L. Song / Stochastic Processes and their Applications 122 (2012) 725–757 751
Notice that K rn is still a martingale indexed by k. Thus
E(K rn)
2 =
T (n)
k=1
E

U r∗n (tk−1)− Sr∗(tk−1)
2
(Vn(tk)− Vn(tk−1))2
≤ c max
k
|tk − tk−1|
T (n)
k=1
E

U r∗n (tk−1)− Sr∗(tk−1)
2
.
Note that
U r∗n (tk−1)− Sr∗(tk−1)
=
ntk−1
j=0
∂r fn

β = 0, tk−1, jn

∂βr
−
∂r f

β = 0, tk−1, jn

∂βr

×

Un

j
n

−Un

j − 1
n

+
ntk−1
j=0
∂r f

β = 0, tk−1, jn

∂βr

Un

j
n

−Un

j − 1
n

−
 tk−1
0
∂r f (β = 0, tk−1, t)
∂βr
d S(t)
:= A + B − C.
By (16), we have
EA2 ≤ K 23r2L2r O

r2
n2
 ntk−1
j=0
c
n
≤ cK 23r2L2r O

r2
n2

.
Further, we use integration and summation by parts in B and C to get
B − C = ∂
r f (β = 0, tk−1, tk−1)
∂βr
Un(tk−1)− ∂
r f (β = 0, tk−1, tk−1)
∂βr
S(tk−1)
−
ntk−1−1
j=0
Un

j
n
∂r f

β = 0, tk−1, j+1n

∂βr
−
∂r f

β = 0, tk−1, jn

∂βr

+
 tk−1
0
S(t)
∂∂r f (β = 0, tk−1, t)
∂t∂βr
dt
= ∂
r f (β = 0, tk−1, tk−1)
∂βr
(Un(tk−1)− S(tk−1))−
ntk−1−1
j=0

Un

j
n

− S

j
n

×
∂r f

β = 0, tk−1, j+1n

∂βr
−
∂r f

β = 0, tk−1, jn

∂βr

+
ntk−1−1
j=0
 j+1
n
j
n

S(t)− S

j
n

∂∂r f (β = 0, tk−1, t)
∂t∂βr
dt.
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Then by (12) and (14), we have
|B − C | ≤ K2Lrδn + K3r Lr tk−1δn
+

ntk−1−1
j=0
 j+1
n
j
n

S(t)− S

j
n

∂∂r f (β = 0, tk−1, t)
∂t∂βr
dt
 .
Since S(t) is a one-dimensional Brownian Motion, we have
S(t)− S

j
n

: t ∈

j
n
,
j + 1
n

; j = 0, 1, . . . , n − 1

are in fact independent Brownian motions starting from 0 and having the same distribution. So
E(B − C)2 ≤ 3K 22 L2rδ2n + 3K 23r2L2rδ2n
+ 3
ntk−1−1
j=0
E
 j+1
n
j
n

S(t)− S

j
n

∂∂r f (β = 0, tk−1, t)
∂t∂βr
dt
2
≤ 3K 22 L2rδ2n + 3K 23r2L2rδ2n + 3
ntk−1−1
j=0
E
 max
t∈

j
n ,
j+1
n

S(t)− S  jn
 K3r Lr 1n
2
≤ 3K 22 L2rδ2n + 3K 23r2L2rδ2n + 3K 23r2L2r
ntk−1
n2
E max
t∈

0, 1n
 S(t)2
≤ (const.)

L2rδ2n + r2L2rδ2n + r2L2r
1
n2

.
The last inequality is by the Burkholder–Gundy inequality. Therefore,
E(K rn)
2 ≤ c max
k
|tk − tk−1|(const.)
×
T (n)
k=1

r2L2r O

r2
n2

+ L2rδ2n + r2L2rδ2n + r2L2r
1
n2

≤ (const.)o(1)

r3L2r O

N (n)T (n)
n2

+ L2rδ2n T (n)+ r2L2rδ2n T (n)+ r2L2r
T (n)
n2

= L2r (o(1)+ r2o(1)+ r3o(1)). (A.9)
Summation by parts gives
T (n)
k=1
Sr∗(tk−1) (Vn(tk)− Vn(tk−1)) = Sr∗(1)Vn(1)−
T (n)
k=1
Vn(tk)

Sr∗(tk)− Sr∗(tk−1)

,
T (n)
k=1
Sr∗(tk−1) (W (tk)− W (tk−1)) = Sr∗(1)W (1)−
T (n)
k=1
W (tk)

Sr∗(tk)− Sr∗(tk−1)

.
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Defining
Lrn :=
T (n)
k=1
Sr∗(tk−1) (Vn(tk)− Vn(tk−1))−
T (n)
k=1
Sr∗(tk−1) (W (tk)− W (tk−1))
= Sr∗(1)(Vn(1)− W (1))−
T (n)
k=1
(Vn(tk)− W (tk))

Sr∗(tk)− Sr∗(tk−1)

and using the Cauchy–Schwarz inequality, we obtain
(Lrn)
2 ≤ 2 Sr∗(1)2 (Vn(1)− W (1))2
+ 2
T (n)
k=1
(Vn(tk)− W (tk))2
T (n)
k=1

Sr∗(tk)− Sr∗(tk−1)
2
≤ 2 Sr∗(1)2 δ2n + 2T (n)δ2n T (n)
k=1

Sr∗(tk)− Sr∗(tk−1)
2
. (A.10)
Notice
E

Sr∗(tk)− Sr∗(tk−1)
2
= E
 tk
0
∂r f (β = 0, tk, t)
∂βr
d S(t)−
 tk−1
0
∂r f (β = 0, tk−1, t)
∂βr
d S(t)
2
= E
 tk
tk−1
∂r f (β = 0, tk, t)
∂βr
d S(t)
+
 tk−1
0

∂r f (β = 0, tk, t)
∂βr
− ∂
r f (β = 0, tk−1, t)
∂βr

d S(t)
2
≤ cK 22 L2r (tk − tk−1)+ cK 23r2L2r (tk − tk−1)2, (A.11)
therefore,
E(Lrn)
2 ≤ 2cK 21 δ2n + 2cT (n)δ2n K 21 L2r + 2cT (n)δ2n K 23r2L2r maxk |tk − tk−1|
= L2r (o(1)+ r2o(1)). (A.12)
At last, set
Mrn :=
T (n)
k=1
Sr∗(tk−1) (W (tk)− W (tk−1))−
 1
0
Sr∗(s)dW (s),
which by Ito’s isometry, gives
E(Mrn)
2 ≤ E

T (n)
k=1
 tk
tk−1

Sr∗(tk−1)− Sr∗(s)

dW (s)
2
= c
T (n)
k=1
 tk
tk−1
E

Sr∗(tk−1)− Sr∗(s)
2 ds
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≤ c2
T (n)
k=1
 tk
tk−1

K 22 L
2r (s − tk−1)+ K 23r2L2r (s − tk−1)2

ds
≤ c2
T (n)
k=1

K 22 L
2r (tk − tk−1)2 + K 23r2L2r (tk − tk−1)3

≤ c2 K 22 L2r maxk |tk − tk−1| + c
2 K 23r
2L2r max
k
|tk − tk−1|2
= L2r (o(1)+ r2o(1)), (A.13)
where the third to last inequality follows from (A.11).
Now we can go back and prove claim (A.5). By (A.8), (A.9), (A.12) and (A.13),
E(Frn − Fr )2 = E

J rn + K rn + Lrn + Mrn
2
≤ 4

E(J rn )
2 + E(K rn)2 + E(Lrn)2 + E(Mrn)2

≤ L2r (o(1)+ r2o(1)+ r3o(1)),
in which all the o(1)’s do not depend on r . Then it follows from (A.4),
E sup
β
|G Nn − G N | ≤
N (n)
r=0
Mr
r !

E(Frn − Fr )2
≤
N (n)
r=0
(L M)r
r !

o(1)+ r2o(1)+ r3o(1)
≤
N (n)
r=0
(L M)r
r !

o(1)(1+ r2)2
≤ o(1)

N (n)
r=0
(L M)r
r ! +
N (n)
r=0
(L M)r
r ! r
2

≤ o(1)

eL M + L MeL M + (L M)2eL M

→ 0.
Then, all we need to show is
G N
p→
 1
0
 s
0
f (β, s, t)d S(t)dW (s). (A.14)
In case (a), with the help of (21) and (22),G N −
 1
0
 s
0
f (β, s, t)d S(t)dW (s)
 =

 1
0
 s
0
RN (β, s, t)d S(t)dW (s)

≤

 1
0

RN (β, s, t = s)S(s)−
 s
0
S(t)
∂RN (β, s, t)
∂t
dt

dW (s)

≤
W (1)
 1
0
S(t)
∂RN (β, s, t)
∂t
dt
+

 1
0
W (s)S(s)
∂RN (β, s, t = s)
∂t
ds

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+

 1
0
W (s)
 s
0
S(t)
∂2 RN (β, s, t)
∂t∂s
dtds

≤ |W (1)| max
t∈[0,1]
|S(t)|o(1)+ max
t∈[0,1]
|W (t)| max
t∈[0,1]
|S(t)|o(1)
→ 0 a.s.
In case (b), the above derivation still holds, except we need to further look at
 10 RN (β, s,
t = s)S(s)dW (s)
.
 1
0
RN (β, s, t = s)S(s)dW (s)
 =

 1
0
RN (β, s, t = s)W (s)dW (s)

≤

 1
0
1
2
RN (β, s, t = s)ds
+
12 W 2(1)RN (β, 1, 1)

+

 1
0
1
2
W 2(s)
∂RN (β, s, t = s)
∂s
ds
+

 1
0
1
2
W 2(s)
∂RN (β, s, t = s)
∂t
ds

≤ o(1)+ W 2(1)o(1)+ max
t∈[0,1]
W 2(t)o(1)
→ 0 a.s.
Combining (A.1), (A.2) and (A.14) the theorem is proved. 
Proof of Corollary 2.11. Define Fn(i) = i−1j=0 fn(β, jn ) X j√n and Gn(i) = i−1j=0 gn(β, jn ) Y j√n .
The triple sum can then be written as
n
i=1
hn

β,
i
n

Fn(i)Gn(i)
1
n
=
n
i=1
Fn(i)Gn(i)(Hn(i)− Hn(i − 1))
= Fn(n)Gn(n)Hn(n)−
n−1
i=1
Hn(i)(Fn(i + 1)Gn(i + 1)− Fn(i)Gn(i))
= Fn(n)Gn(n)Hn(n)−
n−1
i=1
Hn(i)Fn(i)(Gn(i + 1)− Gn(i))
−
n−1
i=1
Hn(i)Gn(i)(Fn(i + 1)− Fn(i))
−
n−1
i=1
Hn(i)(Fn(i + 1)− Fn(i))(Gn(i + 1)− Gn(i)).
Notice that, by Theorem 2.2 we have
Fn(n) =
n−1
j=0
fn

β,
j
n

X j√
n
d→
 1
0
f (β, t)d S(t),
Gn(n) =
n−1
j=0
gn

β,
j
n

Y j√
n
d→
 1
0
g(β, t)dW (t),
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Hn(n) =
n−1
j=0
hn

β,
j
n

1
n
→
 1
0
h(β, t)dt. (A.15)
And by Theorem 2.9 we have
n−1
i=1
Hn(i)Fn(i)(Gn(i + 1)− Gn(i)) =
n−1
i=1
i−1
j=0
Hn(i) fn

β,
j
n

X j√
n

gn

β,
i
n

Yi√
n

=
n−1
i=1

i−1
j=0
Hn(i) fn

β,
j
n

gn

β,
i
n

X j√
n

Yi√
n
→
 1
0
g(β, s)
 s
0
h(β, t)dt
 s
0
f (β, t)d S(t)

dW (s). (A.16)
Similarly,
n−1
i=1
Hn(i)Gn(i)(Fn(i + 1)− Fn(i))
→
 1
0
f (β, s)
 s
0
h(β, t)dt
 s
0
g(β, t)dW (t)

d S(s). (A.17)
Finally, by Corollary 2.4
n−1
i=1
Hn(i)(Fn(i + 1)− Fn(i))(Gn(i + 1)− Gn(i))
=
n−1
i=1
Hn(i) fn

β,
i
n

gn

β,
i
n

X i Yi
n
→
 1
0
 s
0
h(β, t)dt

f (β, s)g(β, s)(d S(s)dW (s)). (A.18)
Putting (A.15)–(A.18) together, the corollary is then proved. 
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