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Abstract
This article discusses clones with nullary operations and the corresponding relational clones, both deﬁned on
arbitrary sets. By means of two pairs of kernel and closure operators, the relationship between such clones
and clones in the traditional sense, i.e. without nullary operations, is investigated, and in particular the
latter type of clones is located in the lattice of all clones. Finally, the fundamental theorem characterising
Galois closed sets w.r.t. an adjusted version of Pol− Inv as local closures of clones and relational clones,
respectively, is proven in the more comprehensive setting.
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1 Introduction
Clones (historically also known as function algebras or Post classes) are sets of ﬁ-
nitary operations on a ﬁxed carrier set that contain all projection operations and are
closed under composition. They play an important role in modern universal algebra
due to the fact that the set of all term operations of a universal algebra A, i.e. the
union of all ﬁnitely generated free algebras in the equational class generated by A,
always forms a clone. Moreover, important properties of algebras, like whether a
subset forms a subuniverse, or a mapping has the homomorphism property, depend
only on the clone of term operations of an algebra, not on its speciﬁc fundamental
operations. In this way comparing clones of algebras is much more suitable for clas-
sifying algebras according to essentially diﬀerent behaviour than comparing algebras
themselves.
Clones can be seen as a higher arity generalisations of transformation mon-
oids, and like transformation monoids give rise to the abstract notion of monoids,
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which forgets about the underlying carrier set, clones lead to the concept of abstract
clones [25,4], which axiomatises composition of ﬁnitary functions and projections.
This analogy even encloses Cayley’s theorem in the sense that every abstract clone
has a concrete representation as an isomorphic clone of ﬁnitary operations (cf. [4]).
Modulo a caveat about nullary operations, abstract clones are in turn just a
slight reformulation of the concept of Lawvere’s algebraic theories [11,12] (see [2,
Proposition 3.4, p. 10] for details). The latter constitute a common category the-
oretic means to capture equational theories invariantly of their presentation (i.e. of
the chosen similarity type), and can be seen to be equivalent [13] to the notion of
ﬁnitary monad [6,5] on the category of sets (see also [7] for a discussion of Lawvere
theories vs. monads in universal algebra).
This connection between clones and equational theories has also been recognised
by the universal algebraic community: if A is an algebra generating an equational
class V , i.e. the class of all algebras of identical similarity type as A obeying all
the equations satisﬁed by A, then the clone of term operations of A is in one-
to-one correspondence with V (up to term equivalence of equational classes and
isomorphism of abstract clones; see e.g. [24]).
There remain, however, a few minor diﬀerences: some universal algebraists,
e.g. [3], exclude the possibility of empty carrier sets for their algebras, and in tradi-
tional clone theory (see e.g. [18,23,10]) it is customary to study only operations of
strictly positive arity (despite the fact that term operations of algebras are usually
allowed to be nullary). On the contrary, for the category theoretic approach, having
empty carrier sets as initial objects in the category of sets is central, as otherwise this
category would fail to be co-complete, and arguments would become a lot messier.
Likewise, it is fundamental to the notion of Lawvere theory to include nullary
operations, such that, from a category theorist’s perspective, it is very natural to
consider (abstract) clones possibly having nullary operations.
An important tool for the investigation of clones is the Galois connection
PolA− InvA induced by the binary compatibility (also preservation) relation be-
tween ﬁnitary operations and ﬁnitary relations on a common base set A. If A is
ﬁnite, then all concrete clones on A can be described as Galois closures w.r.t.
PolA− InvA. More generally, for an arbitrary set A the ﬁxed points of PolA InvA
are exactly those clones that are locally closed. In this way the mentioned Galois
correspondence links (locally closed) clones to certain sets of relations, the ﬁxed
points of InvA PolA, which are 3 so-called (locally closed) relational clones. Thus, at
least for ﬁnite A, relational clones can be interpreted as an alternative, equivalent
description of clones.
Like for clones, also their Galois theory ([17,16]) is mostly studied only for non-
nullary operations (and non-nullary relations), this, again, mainly for historic reas-
ons. It is the aim of this article to demonstrate that, without any problems, the def-
initions of clone and relational clone, as well as the Galois connection PolA− InvA,
can be lifted to a setting with nullary operations (and relations), and that the cent-
3 not by deﬁnition, but by proof
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ral characterisation theorem for the closures of the Galois connection continues to
hold in the more comprehensive framework (cf. Subsection 3.2).
Since every clone in the traditional sense (old clone) continues to fulﬁl the cri-
teria of the more general new clones, conventional clone theory, as developed e.g.
in [18,23,10,20], still remains a valuable piece of the general theory: it just focusses
on the subclones of the clone OA \O(0)A of all non-nullary operations. Moreover, it
is interesting to ask about the connections between old and new (relational) clones,
e.g. about the position of the old clones in the complete lattice of all new clones on a
ﬁxed carrier set. We shall address these questions in Subsection 3.1 and see that no
dramatic changes of the lattice structure occur. We remark that, with minor tech-
nical modiﬁcations, the main results of this text are taken from the more elaborate
report [1].
The author thinks that it is beneﬁcial for an exchange of knowledge and meth-
ods if the notions of term operation, clone, abstract clone and Lawvere theory are
compatible with each other, and thus clones may contain nullary operations. He
is not alone regarding this: the monograph [14, p. 143, Deﬁnition 4.1] and some
publications such as [26,22,15] deﬁne (and use) clones possibly including nullary op-
erations. Recent work such as [8,9], generalising clone theory to arbitrary categories,
at least strongly suggests the possibility to include them in the theory.
That this approach also contributes to a smoother theory concerning relational
clones shall be demonstrated with at small example: in order to be in accordance
with the classical notion of clone of operations and the preservation relation, rela-
tional clones always had to contain the empty relation, as it is preserved by any
operation of positive arity. This should be seen as an artefact, rather than as in-
tended: if nullary operations are part of PolA− InvA, then the least relational clone
on a set A (w.r.t. set inclusion), which is the least ﬁxed point of InvA PolA, solely
consists of the so-called diagonal relations. These are all relations of the form
dθ := {(x0, . . . , xm−1) ∈ Am | ∀0 ≤ i, j < m : (i, j) ∈ θ =⇒ xi = xj} ,
where m ∈ N \ {0} is a positive natural number and θ ∈ Eq(m) is any equivalence
relation on the set of indices { i | 0 ≤ i < m}. This is also the set of all relations
that can be deﬁned using primitive positive ﬁrst order formulæ with an empty set
of predicate symbols, so without any predicates. Such a description works, in point
of fact, more generally, as on ﬁnite base sets A the least relational clone containing
a given set Q of relations can be expressed as closure of Q w.r.t. primitive positively
deﬁnable relations. If one excludes nullary functions on the side of operations, one
has to artiﬁcially include the empty relation on the side of relations, which disturbs
this characterisation of generated relational clones.
2 Basic deﬁnitions and observations
In this section we ﬁrst make the reader familiar with some notation for sets, tuples,
functions, and relations. Then we quickly recall the notions of kernel and closure
system, the associated kernel and closure operators, and Galois connections. After
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that we present the deﬁnitions of clones, relational clones, the compatibility relation
between functions and relations, the Galois connection PolA− InvA and the local
closure operators on sets of functions and relations, in each deﬁnition possibly allow-
ing nullary operations. Subsequently, we sketch two basic facts from clone theory
needed for Section 3.
2.1 Notation, functions and relations
Throughout the text N will denote the set of all natural numbers (including zero),
and N+ will stand for N \ {0}. We will employ the standard set theoretic repres-
entation of natural numbers by John von Neumann, i.e. n = { i ∈ N | i < n} for
n ∈ N. Furthermore, we will write P (S) for the power set of a set S.
In this text we will study ﬁnitary operations, relations, clones etc. on arbitrary
sets, which are usually called A. Finiteness of the carrier set is not required unless
explicitly mentioned, also A = ∅ is not excluded per se.
If A and B are sets, we use AB to denote the set of all mappings from B to A.
If f ∈ AB and U ⊆ A, then f [U ] := {f(u) | u ∈ U} denotes the image of U under
f . We call im f := f [A] simply the image of f . Composition of functions is written
as g ◦ f ∈ CA for f ∈ BA and g ∈ CB, i.e. g ◦ f maps elements a ∈ A to g(f(a)).
If B = n ∈ N is just a natural number, then AB = An is the set of all n-tuples
x = (x(i))i<n. We will also write xi for the entry x(i) (i ∈ n), and, if convenient,
we will also refer to the entries of tuples by diﬀerent indexing, e.g. x = (x1, . . . , xn).
Note that the only element of A0 = A∅ is the empty mapping (tuple), whose graph
is the empty set. It will consistently be denoted by ∅. As tuples are functions
they can be composed with other functions, for instance, if x ∈ An and α : m −→ n,
(m,n ∈ N), then x ◦ α is the tuple in Am whose entries are xα(i) (i ∈ m). Similarly,
if g : A −→ B, then g ◦ x = (g(xi))i∈n is an element of Bn.
Any mapping f ∈ AAn (n ∈ N) is called an n-ary operation on A. The set of
all ﬁnitary operations on A is OA :=
⋃
k∈NA
Ak . For a set of operations F ⊆ OA
we denote its n-ary part by F (n) := F ∩AAn . One can extend this notation to
operators yielding subsets of operations: if OP: S −→ P (OA) is an operator on a
set S, then we deﬁne OP(n) : A −→ P
(
O
(n)
A
)
by OP(n)(s) := (OP(s))(n) for s ∈ S.
A function f ∈ O(n)A is called constant if it has a one-element image. Such functions
are uniquely determined by the element a ∈ A such that im f = {a}, and we denote
them by c(n)a . Furthermore, for a set F ⊆ OA the set of its unary constant members
will be written as C1 (F ) :=
{
c
(1)
a
∣∣∣ a ∈ A ∧ c(1)a ∈ F} (see also Deﬁnition 3.1).
For m ∈ N we call any subset  ⊆ Am of m-tuples an m-ary relation on A.
Thus P (Am) is the set of all m-ary relations, and the set of all ﬁnitary relations is
deﬁned by RA :=
⋃
∈NP
(
A
)
. If Q ⊆ RA, we use Q(m) := Q ∩P (Am) to denote
its m-ary part. Moreover, if OP: S −→ P (RA) is an operator on a set S, we put
OP(m) : S −→ P
(
R
(m)
A
)
, mapping s ∈ S to OP(m)(s) := (OP(s))(m).
Finally, if (P,≤) is a poset and x ∈ P , we write ↓(P,≤) x for the principal ideal
{y ∈ P | y ≤ x}, and ↑(P,≤) x for the principal ﬁlter {y ∈ P | x ≤ y}. We allow
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ourselves to omit the order relation if it is clear from the context, i.e. we may write
↓P x or ↑P x. In all use cases within this text the order relation will be set inclusion.
2.2 Kernel and closure systems, kernel and closure operators,Galois connections
We brieﬂy recall the notions of closure and kernel operator, closure and kernel sys-
tem, and Galois connections since they are principal tools for our investigations.
Let S be a set. A collection C ⊆ P (S) of subsets is a closure system on S, if it
is closed under intersection of arbitrary subcollections, that is, if we have
⋂D ∈ C
for any D ⊆ C. In particular, S = ⋂ ∅ ∈ C. Dually, C ⊆ P (S) is a kernel system on
S, if it is closed under arbitrary unions, especially ∅ ∈ C.
There is a one-to-one correspondence between closure systems and closure oper-
ators. The latter are mappings c : P (S) −→ P (S) being extensive, monotone and
idempotent. That is to say, for X1, X2 ⊆ S we have X1 ⊆ c(X1), c(X1) ⊆ c(X2)
whenever X1 ⊆ X2, and c(c(X1)) = c(X1). If c : P (S) −→ P (S) is a closure oper-
ator, then c [P (S)] ⊆ P (S) is the corresponding closure system on S, and conversely,
if C ⊆ P (S) is a closure system, then c(X) := ⋂ {C ∈ C | X ⊆ C} forX ⊆ S deﬁnes
a closure operator having this closure system.
The dual concept of a kernel operator, i.e. an intensive, monotone and idempotent
operator k : P (S) −→ P (S) is obtained by replacing extensivity by intensivity, i.e.
by the requirement X ⊇ k (X) for X ⊆ S. Kernel systems correspond to kernel
operators in a similar way as closure systems and closure operators do.
A very rich source for closure operators are Galois connections, i.e. pairs of
mappings (ϕ : P (G) −→ P (M) , ψ : P (M) −→ P (G)) between power sets of sets
G and M , that are both antitone, i.e. inclusion reversing, and yield extensive com-
positions ψ ◦ ϕ and ϕ ◦ ψ. It is easy to see that these compositions are then closure
operators on G and M , respectively.
2.3 Clones
The deﬁnition of a clone is easiest stated borrowing the notion of tupling of functions
from category theory to state the composition closedness. Recall that a product P
of objects (Ai)i∈I in a category is characterised by the property that any I-indexed
family
(
Q
fi−→ Ai
)
i∈I
gives rise to a unique comparison morphism Q h−→ P simultan-
eously letting all fi (i ∈ I) factor via the projections of P . We call this comparison
map tupling of (fi)i∈I and denote it by (fi)i∈I . In the category of sets tuplings are
given by (fi)i∈I (q) := (fi(q))i∈I for q ∈ Q.
Furthermore, we introduce a special notation for the projection mappings be-
longing to ﬁnite Cartesian powers of sets A. For n ∈ N+ and any i ∈ {1, . . . , n}
we denote the i-th n-ary projection belonging to the product An by e(n)i : A
n −→ A
mapping (a1, . . . , an) to ai. The set of all projections over some set A is written
as JA :=
⋃
n∈N+
{
e
(n)
i
∣∣∣ 1 ≤ i ≤ n}. Note that JA(0) = ∅, i.e., there are no nullary
projections.
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Deﬁnition 2.1 A (concrete) clone (of operations) on a set A is a subset F ⊆ OA of
all ﬁnitary operations such that JA ⊆ F and for all m,n ∈ N it is f ◦ (g1, . . . , gn) ∈ F
whenever f ∈ F (n), (g1, . . . , gn) ∈
(
F (m)
)n.
In this deﬁnition the second condition, expressing closedness w.r.t. composition
can be replaced by the following two more explicit ones:
(i) For all n ∈ N+, m ∈ N and all functions f ∈ F (n), g1, . . . , gn ∈ F (m), we have
f ◦ (g1, . . . , gn) ∈ F . Note that for m = 0 the resulting function is the nullary
constant operation c(0)f(g1(∅),...,gn(∅)).
(ii) For all f ∈ F (0) and every m ∈ N+, the set F contains the constant m-ary
function c(m)f(∅), which is the composition of f with the empty tupling of m-ary
operations.
One can easily extend the partial operations on OA declared in Deﬁnition 2.1 to
a set Φ of total ones in such a way that a subset F ⊆ OA is a clone on A if and only
if it is a subuniverse of the algebra OA = 〈OA; Φ〉.
From this it is clear that the set LA of all clones on A forms a complete, algebraic
lattice of subuniverses w.r.t. set inclusion, and thus also a closure system. The
corresponding closure operator will be denoted by 〈 〉OA . It is not hard to see that
for F ⊆ OA the clone 〈F 〉OA can be described as the set of all term operations of the
algebra A = 〈A;F 〉 over the canonical signature given by the set F and the arities
of the functions therein. The least element in LA is the clone JA of all projections,
and the largest element is the full clone OA.
In the following sections we will not make a sharp distinction between the set
LA, the partially ordered set (LA,⊆) and the complete lattice (LA;
⋂
,
∨
).
Let us note that clones in the traditional sense are simply clones F ⊆ OA that
consist of non-nullary operations, i.e. clones F ⊆ OA \O(0)A . Hence, these form a
principal ideal in the lattice of all clones. For them condition (ii) in the deﬁnition
above is void and can be ignored.
2.4 Relational clones
There is an analogous notion of a clone of relations or relational clone, which will
be made precise in the following deﬁnition.
Deﬁnition 2.2 A (concrete) clone of relations on a set A is a subset Q ⊆ RA of
the set RA of all ﬁnitary relations on A that is closed w.r.t. the so-called general
composition of relations. For any index set I, any ordinal number μ (or any set),
natural numbers m,mi ∈ N (i ∈ I), mappings (αi : mi −→ μ)i∈I and β : m −→ μ,
and relations i ∈ Q(mi) (i ∈ I), we require Q to contain the m-ary relation deﬁned
by
β∧
(αi)i∈I
(i)i∈I := {y ∈ Am | ∃ a ∈ Aμ : y = a ◦ β ∧ ∀ i ∈ I : a ◦ αi ∈ i}
= {a ◦ β | a ∈ Aμ ∧ ∀ i ∈ I : a ◦ αi ∈ i} .
It is easy to see that relational clones Q ⊆ RA contain all diagonal relations
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(see page 3) by just using index mappings β and making I = ∅. Moreover, letting
μ = m = mi and β = αi = idm for all i ∈ I shows that relational clones are closed
under arbitrary intersections of relations of the same arity.
On ﬁnite sets A it is not very hard to derive a set of ﬁnitary operations on RA
that suﬃce to describe the closedness condition for relational clones. Details can for
instance be found in [17, Proposition 3.6, p. 28 et seq.].
For a ﬁxed set A, it is also known that there is a bound on the ordinal μ and
the cardinality of the set I needed in Deﬁnition 2.2. This means it suﬃces to ensure
closedness w.r.t. only set-many partial operations (of possibly inﬁnite arity) which
can easily be extended in a conservative way to global ones on RIA. This argument
shows that the set L∗A of all relational clones on A is a complete lattice w.r.t. set
inclusion, and as such a closure system, as well. The corresponding closure operator
will be denoted by [ ]RA .
One can quickly check that the least relational clone in the lattice L∗A is the
set DiagA of all diagonal relations, while the largest one is the full clone RA of all
ﬁnitary relations.
Furthermore, it is a small technical exercise that for a set Q ⊆ RA the generated
relational clone looks as follows:
[Q]RA =
⎧⎪⎨
⎪⎩
β∧
(αi)i∈I
(i)i∈I
∣∣∣∣∣∣∣
I a set, μ an ordinal,m ∈ N, (mi)i∈I ∈ (N)I ,
β ∈ μm, (αi)i∈I ∈
∏
i∈I
μmi , (i)i∈I ∈
∏
i∈I
Q(mi)
⎫⎪⎬
⎪⎭ .
Throughout the paper we will adopt the same laxity w.r.t. the lattice L∗A as for
LA, that is, we will not sharply distinguish between the set L∗A, the poset (L∗A,⊆)
and the complete lattice structure (L∗A;
⋂
,
∨
).
As relational clones in the classical sense necessarily contain the empty relation,
they are exactly the relational clones according to Deﬁnition 2.2 that additionally
contain ∅. Thus, they form a principal ﬁlter above [{∅}]RA in the lattice L∗A, and,
as is well-known, also a closure system.
2.5 Compatibility (preservation) relation
In this subsection we introduce a binary relation between ﬁnitary operations and
ﬁnitary relations on a set A, which gives rise to “[t]he most basic Galois connection
in algebra” [14, p. 147, l. 20 et seq.]. This relation describes when a relation 
is compatible with (invariant for) an operation f , or, equivalently, the operation
f preserves the relation . The relevance of preservation concerning clone theory
lies in the fact that the closed sets w.r.t. the Galois connection it induces are so-
called locally closed clones of operations and relations, respectively (we will prove
in Subsection 3.2 that this well-known fact generalises to the more comprehensive
setting including nullary operations). Since for trivial reasons on ﬁnite base sets A
all clones are locally closed (see Subsection 2.6), the operators PolA and InvA of the
Galois connection (see Deﬁnition 2.4) constitute order-antiisomorphisms between
the lattices LA and L∗A in this case.
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We will give the deﬁnition of the preservation relation in four diﬀerent, but
equivalent forms. That the conditions in Deﬁnition 2.3 are indeed equivalent is a
straightforward calculation and will be omitted.
Deﬁnition 2.3 For an n-ary operation f ∈ O(n)A (n ∈ N) and an m-ary relation
 ∈ R(m)A (m ∈ N) on a set A, we say that f preserves  and write f   if one of
the following equivalent conditions is fulﬁlled:
(i)  is a subuniverse of the m-th direct power 〈A; f〉m. This motivates the al-
ternative names subpower or invariant relation for .
(ii) f : An −→ A induces a homomorphism between the n-th direct power 〈A; 〉n
and the relational structure 〈A; 〉. This is why f is also called a polymorphism
of .
(iii) For every (m× n)-matrix X ∈ Am×n the columns X−,j ∈  (j ∈ n) of which
are tuples in , the tuple (f(Xi,−))i∈m obtained by row-wise application of f
to X is again a tuple of .
(iv) For every tuple r ∈ n, the composition of f with the tupling 4 (r) of the tuples
in r belongs again to the relation: f ◦ (r) ∈ .
As every binary relation the preservation relation gives rise to a Galois connec-
tion via the following two operators:
Deﬁnition 2.4 For sets F ⊆ OA and Q ⊆ RA we deﬁne the operators
PolA : P (RA) −→ P (OA)
Q −→ PolAQ := {f ∈ OA | ∀  ∈ Q : f  } ,
InvA : P (OA) −→ P (RA)
F −→ InvA F := { ∈ RA | ∀ f ∈ F : f  } .
The pair (PolA, InvA) forms the Galois connection PolA− InvA between ﬁnitary
operations and relations.
We will conclude this subsection with a few basic facts about the Galois connec-
tion PolA− InvA. In the proof we require a fact about functions sometimes known
as the superassociativity law of composition. Even though we just need this fact in
the category of sets, it is easiest proven using category theoretic language and works
in any category with products.
Lemma 2.5 Let I and J be arbitrary index sets, k,m, n ∈ N natural numbers, and
A,B,D,X and Bi (i ∈ I), Cj (j ∈ J) be objects in a category C. Furthermore, sup-
pose that we are given morphisms r : A −→ B, ri : A −→ Bi (i ∈ I), gj : B −→ Cj
(j ∈ J), and f : ∏j∈J Cj −→ D, where ∏j∈J Cj together with projection morphisms(
πj :
∏
ν∈J Cν −→ Cj
)
j∈J is a product of (Cj)j∈J in C. Assume moreover, that C
4 Recall that tuples are mappings.
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contains a product
∏
i∈I Bi and the ﬁnite powers X
k, Xm and Xn, then the following
equalities are valid:
(i) (gj)j∈J ◦ r = (gj ◦ r)j∈J .
(ii) If B =
∏
i∈I Bi, then (gj)j∈J ◦ (ri)i∈I =
(
gj ◦ (ri)i∈I
)
j∈J , and thus(
f ◦ (gj)j∈J
)
◦ (ri)i∈I = f ◦
(
gj ◦ (ri)i∈I
)
j∈J .
(iii) If Bi = Cj = D = X for i ∈ I and j ∈ J , A = Xk and I = m and J = n, then
we have
(f ◦ (g0, . . . , gn−1)) ◦ (r0, . . . , rm−1)
= f ◦ (g0 ◦ (r0, . . . , rm−1) , . . . , gn−1 ◦ (r0, . . . , rm−1)) ,
the superassociativity law for “ﬁnitary morphisms” over the object X.
Here, the tupling of morphisms is denoted as above by (. . .), and composition of
morphisms is written using ◦ in the same way as deﬁned for functions in Subsec-
tion 2.1.
Proof The second fact follows from (i) by composition with f and associativity,
the third fact is a special case of the second one. The equality in (i) follows from
the uniqueness property of the tupling (gι ◦ r)ι∈J . 
Lemma 2.6 For every set F ⊆ OA of operations and every set Q ⊆ RA of relations
the following holds:
PolAQ ∈ LA, InvA F ∈ L∗A,
〈F 〉OA ⊆ PolA InvA F, [Q]RA ⊆ InvA PolAQ,
PolAQ = PolA [Q]RA , InvA F = InvA 〈F 〉OA .
Proof Throughout the proof we consider ﬁxed sets F ⊆ OA and Q ⊆ RA.
Let us ﬁrst show that PolAQ is a clone. Certainly, JA ⊆ PolAQ since for every
n ∈ N+ and 1 ≤ i ≤ n the projection e(n)i preserves any relation  ∈ Q. Namely, if
(r1, . . . , rn) ∈ n is a tuple of tuples from , then e(n)i ◦ (r1, . . . , rn) = ri ∈ . Fur-
thermore, if n,m ∈ N and f ∈ Pol(n)A Q and (g0, . . . , gn−1) ∈
(
Pol
(m)
A Q
)n
, then the
composition h := f ◦ (g0, . . . , gn−1) ∈ PolAQ. This is true because h preserves any
relation  ∈ Q: if r ∈ m, then by the superassociativity law we have
h ◦ (r) = (f ◦ (g0, . . . , gn−1)) ◦ (r) 2.5(iii)= f ◦ (g0 ◦ (r) , . . . , gn−1 ◦ (r)) ,
the latter being a tuple in  because f ∈ PolAQ and (g0 ◦ (r) , . . . , gn−1 ◦ (r)) ∈ n
as every gj belongs to PolAQ (j ∈ {0, 1, . . . , n− 1}).
To show that InvA F is a relational clone we consider any index set I, any
ordinal number μ, natural numbers m,mi ∈ N (i ∈ I), mappings (αi : mi −→ μ)i∈I
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and β : m −→ μ, and relations i ∈ Inv(mi)A F (i ∈ I). We have to show that InvA F
contains the m-ary relation deﬁned by
 :=
β∧
(αi)i∈I
(i)i∈I = {a ◦ β | a ∈ Aμ ∧ ∀ i ∈ I : a ◦ αi ∈ i} .
For this consider any n ∈ N and f ∈ F (n). We have to show that f preserves ;
so, let any tuple r ∈ n be given. By deﬁnition of  there exists a tuple a ∈ (Aμ)n
such that r(j) = a(j) ◦ β and a(j) ◦ αi ∈ i for every i ∈ I and j ∈ {0, 1, . . . , n− 1}.
Clearly, the composition b := f ◦ (a) of f with the tupling (a) is an element of Aμ.
For any set x and any mapping γ : x −→ μ, Lemma 2.5(i) yields
b ◦ γ = f ◦ (a) ◦ γ = f ◦ (a(j) ◦ γ)j∈{0,...,n−1} .
In particular, for all i ∈ I, letting γ = αi, it is b ◦ αi = f ◦ (a(j) ◦ αi)j∈{0,...,n−1} ∈ i
since (a(j) ◦ αi)j∈{0,...,n−1} ∈ (i)n and i ∈ InvA F ⊆ InvA {f}. Likewise, for γ = β
we obtain b ◦ β = f ◦ (a(j) ◦ β)j∈{0,...,n−1} = f ◦ (r(j))j∈{0,...,n−1} = f ◦ (r), and this
is an element of  by what was shown just before about the tuple b ∈ Am.
The remaining facts are easy consequences of the already proven properties. By
extensivity of PolA InvA, monotonicity of 〈 〉OA and the fact that PolA InvA F is a
clone, we get 〈F 〉OA ⊆ 〈PolA InvA F 〉OA = PolA InvA F . By application of InvA on
both sides of this inclusion, one obtains InvA 〈F 〉OA ⊇ InvA PolA InvA F = InvA F .
Extensivity yields F ⊆ 〈F 〉OA , hence we have InvA F ⊇ InvA 〈F 〉OA , i.e. equality
InvA F = InvA 〈F 〉OA .
The outstanding assertions about Q follow by switching the roles of InvA and
PolA, replacing 〈 〉OA by [ ]RA , LA by L∗A and F by Q. 
The previous lemma demonstrated that, as in the classical case, the closed sets
of operations w.r.t. PolA− InvA are certain clones, and, likewise, the closed sets of
relations are relational clones. We shall introduce the ad-hoc terminology Galois
closed (relational) clone for such (relational) clones. For clones without nullary
operations it is well-known that the closure system of Galois closed clones can be
characterised by being locally closed in the sense of Deﬁnition 2.7. Therefore, these
clones are usually simply called locally closed clones. Until we have generalised the
characterisation to the more comprehensive setting involving nullary operations in
Subsection 3.2, we shall stay with the term “Galois closed”.
2.6 Local closure operators on operations and relations
On inﬁnite carrier sets A it can happen for some sets F ⊆ OA (see e.g. Example 3.8)
that the inclusion 〈F 〉OA ⊆ PolA InvA F , proven in Lemma 2.6, is a proper one.
Therefore, in general, the closure operator 〈 〉OA is not strong enough to describe the
Galois closure PolA InvA. Similar situations can arise with [ ]RA and InvA PolA.
Hence, additional closure operators are needed to close up (relational) clones to
obtain Galois closed clones. From classical clone theory, it is known that these
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operators are given as so-called local closures. It is the purpose of this subsection
to deﬁne them in our general framework and to verify that, as in the classical case,
still all Galois closed clones are locally closed.
Deﬁnition 2.7 For F ⊆ OA and Q ⊆ RA we deﬁne
LocA F :=
⋃
n∈N
{
f ∈ O(n)A
∣∣∣ ∀B ⊆ An, 0 ≤ |B| < ℵ0 ∃g ∈ F (n) : g|B = f |B} ,
LOCAQ :=
⋃
m∈N
{
σ ∈ R(m)A
∣∣∣ ∀B ⊆ σ, 0 ≤ |B| < ℵ0 ∃ ∈ Q(m) : B ⊆  ⊆ σ} .
Without diﬃculty one shows that these operators are indeed closure operators
on the respective sets of operations and relations. The closed sets of operations and
relations, respectively, are called locally closed. The operators LocA and LOCA add
everything that can be interpolated on any ﬁnite subset B. Therefore, on ﬁnite sets
A, any set F ⊆ OA and Q ⊆ RA is locally closed, since in this case relations and
domains of operations are ﬁnite sets. In particular every (relational) clone on a ﬁnite
set is locally closed. In general this is only true for Galois closed (relational) clones,
a fact that will be shown in Theorems 3.17 and 3.20. The simpler statement, that
all Galois closed clones are actually locally closed, is part of the following lemma.
Lemma 2.8 For n ∈ N and m ∈ N, any sets F ⊆ OA and Q ⊆ RA the following is
true:
Loc
(n)
A F = LocA
(
F (n)
)
, LOC
(m)
A Q = LOCA
(
Q(m)
)
, (1)
LocA PolAQ = PolAQ, LOCA InvA F = InvA F, (2)
in particular,
LocA PolA InvA F = PolA InvA F, LOCA InvA PolAQ = InvA PolAQ. (3)
Proof The equalities in (1) are evident from Deﬁnition 2.7 and (3) follows from (2).
For both equalities in (2) it suﬃces to prove the inclusion “⊆”. So let us ﬁrst con-
sider any l-ary operation f ∈ Loc(l)A PolAQ (l ∈ N). We have to show that f preserves
any k-ary relation  ∈ Q(k), for any k ∈ N. To this end let X ∈ Ak×l be any mat-
rix, all of whose columns X−,j (j ∈ l) are tuples in . The set B := {Xi,− | i ∈ k}
of rows is contained in Al and has cardinality at most k < ℵ0. Hence, by deﬁn-
ition of LocA there is an operation g ∈ Pol(l)A Q interpolating f on B. This means
(f (Xi,−))i∈k = (g (Xi,−))i∈k ∈ , because g  , and we are done.
Second, we show that any h-ary relation σ ∈ LOC(h)A InvA F , h ∈ N is invariant
for any f ∈ F (k), k ∈ N. For this consider any r ∈ σk and set B := im r ⊆ Ah. Cer-
tainly, |B| ≤ k < ℵ0, so by deﬁnition of LOCA we can ﬁnd a subrelation  ∈ Inv(h)A F
satisfying B ⊆  ⊆ σ. The latter inclusion yields r ∈ k, and, since  ∈ InvA F , we
know f  , thus f ◦ (r) ∈  ⊆ σ. This shows that f preserves σ, ﬁnishing the
proof. 
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3 Relating old and new clones
In order to explore some connections between clones in the usual sense (without
nullary operations) and the new, general clones, in Subsection 3.1 we are going to
deﬁne four operators on sets of ﬁnitary operations and relations. They will be used
to locate the lattices of traditional clones in the lattices of new clones, and, more
importantly, to determine the location of those clones that are strictly new, i.e. not
part of the usual theory.
Subsequently, we demonstrate that the characterisation of Galois closed clones
as locally closed clones continues to hold if nullary operations are admitted.
3.1 Two closure and kernel operator pairs
In this part, we shall introduce two closure operators °, one acting on sets of ﬁnitary
operations, the other one on ﬁnitary relations, and similarly two kernel operators
′. We will see that these operators can be restricted to clones and that it turns
out that the set of all kernels of clones of operations is precisely the old lattice of
clones without nullary operations, while the closures of all new relational clones are
exactly the old relational clones. In Subsection 3.1.3, the positions of clones in the
traditional sense in the new general clone lattice are discussed.
The other subsections of this part deal with the interplay of the deﬁned closure
and kernel operators with familiar constructions from clone theory. A passage is de-
voted to each of the following: the operators of the Galois connection PolA− InvA,
the local closure operators and the clone closures.
3.1.1 Deﬁnition of °, ′, and their closure and kernel system
Deﬁnition 3.1 For a constant k-ary (k ∈ N) operation f ∈ O(k)A let f ° ∈ O(0)A be the
constant nullary operation with the same value as f , i.e., f °(∅) := x, where x ∈ A is
uniquely determined by im f = {x}. We deﬁne the following operations:
C1 : P (OA) −→ P
(
O
(1)
A
)
F −→ C1 (F ) :=
{
f ∈ F (1)
∣∣∣ | im f | = 1} ,
′ : P (OA) −→ P (OA)
F −→ F ′ := F ∩
(
OA \O(0)A
)
= F \O(0)A = F \ F (0),
° : P (OA) −→ P (OA)
F −→ F ° := F ∪ {f ° ∣∣ f ∈ C1 (F )} ,
′ : P (RA) −→ P (RA)
Q −→ Q′ :=
{
Q \ {∅} if Pol(0)A (Q \ {∅}) = ∅,
Q otherwise,
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° : P (RA) −→ P (RA)
Q −→ Q° := Q ∪ {∅} .
The operator ′ on sets of operations allows us to introduce a useful short notation
for the clone of all non-nullary operations that we will apply from now on. Namely,
by deﬁnition, we have OA \O(0)A = O′A.
In the next lemma, we relate the condition on nullary polymorphisms, occurring
in the deﬁnition of the operator ′ on sets of relations to the closure operators [ ]RA
and InvA PolA.
Lemma 3.2 For subsets Q ⊆ RA of relations, F ⊆ OA of operations and a closure
operator Cl () : P (RA) −→ P (RA) on all ﬁnitary relations such that the inclusion
[W ]RA ⊆ Cl (W ) ⊆ InvA PolAW is true for all W ⊆ RA, the following facts hold:
(a)
{
a ∈ A
∣∣∣ c(0)a ∈ Pol(0)A Q} ∈ [Q]RA .
(b) ∅ ∈ InvA F ⇐⇒ Pol(0)A InvA F = ∅ ⇐⇒ F (0) = ∅.
(c) ∅ ∈ Cl (Q) ⇐⇒ Pol(0)A Q = ∅.
Proof
(a) For every relation  ∈ Q of arity ar  we let π : ar  −→ 1 be the unique con-
stant mapping with value 0. For any a ∈ A and  ∈ Q the condition c(0)a   is
certainly equivalent to (a) ◦ π = (a, . . . , a) ∈ . Consequently, for every a ∈ A,
we have c(0)a ∈ Pol(0)A Q if and only if (a) ◦ π ∈  for all  ∈ Q. Using the identity
mapping id1 : 1 −→ 1 in the general composition of relations (see Deﬁnition 2.2),
we see that
[Q]RA 
id1∧
(π)∈Q
()∈Q =
{
(a) = (a) ◦ id1 ∈ A1
∣∣ ∀ ∈ Q : (a) ◦ π ∈ }
=
{
a ∈ A
∣∣∣ c(0)a ∈ Pol(0)A Q} .
(b) This is true since PolA {∅} = OA \O(0)A , i.e. nullary operations do not preserve
the empty relation, and they are the only ones doing this.
(c) Whenever Pol(0)A Q = ∅, statement (a) yields ∅ ∈ [Q]RA ⊆ Cl (Q) ⊆ InvA PolAQ.
The latter is equivalent to Pol(0)A Q = ∅ by letting F = PolAQ in (b).

In the following lemma we will show that in Deﬁnition 3.1 we have declared
certain kernel and closure operators, and we will characterise their kernel and closure
systems, respectively.
Lemma 3.3 The operators ′ are kernel operators on the set of all ﬁnitary relations
and operations, respectively, whereas the operators ° are closure operators on these
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sets, respectively. The corresponding closure / kernel systems are the following:
[P (OA)]
′ = P
(
O′A
)
=
{
F ⊆ OA
∣∣∣ F (0) = ∅} (4)
[P (OA)]
° =
{
F ⊆ OA
∣∣∣ ∀a ∈ A : c(1)a ∈ F =⇒ c(0)a ∈ F} (5)
[P (RA)]
′ =
{
Q ⊆ RA
∣∣∣ ∅ /∈ Q ∨ Pol(0)A (Q \ {∅}) = ∅} (6)
[P (RA)]
° = {Q ⊆ RA | ∅ ∈ Q} . (7)
These operators restrict nicely to clones:
′ : LA −→ ↓LA
(
O′A
)
=
{
F ∈ LA
∣∣∣ F (0) = ∅} (8)
° : LA −→
{
F ∈ LA
∣∣∣ ∀a ∈ A : c(1)a ∈ F =⇒ c(0)a ∈ F}
=
{
F ∈ LA
∣∣∣ F (0) = ∅ ∨ C1 (F ) = ∅} .
(9)
If Cl () : P (RA) −→ P (RA) is a closure operator on sets of relations such that
[W ]RA ⊆ Cl (W ) ⊆ InvA PolAW holds for all W ⊆ RA, and C := Cl (P (RA)) is the
corresponding closure system, then we have
Q′ = Cl (Q \ {∅}) (10)
for Q ∈ C and the restriction
′ : C −→
{
Q ∈ C
∣∣∣ ∅ /∈ Q ∨ Pol(0)A (Q \ {∅}) = ∅}
= {Cl (Q \ {∅}) | Q ∈ C} .
(11)
If, furthermore, Q° ∈ C for Q ∈ C, then it is
° : C −→ ↑C (Cl ({∅})) , (12)
in particular, the assumptions of (12) on Cl () are true for the closures Cl () = [ ]RA
and Cl () = InvA PolA.
Moreover, the restrictions mentioned in (8) to (12) are surjective.
Proof The only non-trivial part in proving that ° and ′ are closure and kernel oper-
ators is to show that ′ on sets of relations is monotone and idempotent. For this let
P ⊆ Q ⊆ RA. It has to be excluded that P ′ = P ⊆ Q \ {∅} = Q′. We do this by de-
riving a contradiction from this assumption. As P ⊆ Q, the assumption yields that
∅ ∈ P ⊆ Q. Since P = P ′, one obtains Pol(0)A (P \ {∅}) = ∅, as otherwise one had
∅ ∈ P = P ′ = P \ {∅}. This implies Pol(0)A (Q \ {∅}) ⊆ Pol(0)A (P \ {∅}) = ∅ because
P ⊆ Q. Hence, by deﬁnition of ′ we have Q \ {∅} = Q′ = Q, so ∅ /∈ Q, contradicting
∅ ∈ P ⊆ Q. Consequently, ′ is monotone. To see that this operator is also idempo-
tent, we note the equality Q′ \ {∅} = Q \ {∅}. Thus, we have Pol(0)A (Q \ {∅}) = ∅ if
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and only if Pol(0)A (Q
′ \ {∅}) = ∅. If both conditions are false, we have Q′ = Q, and
so Q′′ = Q′ = Q. Otherwise, it is Q′ = Q \ {∅} = Q′ \ {∅} = Q′′.
To discuss (4)–(12), let F ⊆ OA and Q ⊆ RA be arbitrary subsets.
Claims (4), (5) and (7) are easy consequences of Deﬁnition 3.1.
If Pol(0)A (Q \ {∅}) = ∅, then ∅ /∈ Q \ {∅} = Q′. Otherwise, Pol(0)A (Q \ {∅}) = ∅
and so Q′ = Q. Hence ∅ = Pol(0)A (Q \ {∅}) = Pol(0)A (Q′ \ {∅}) follows. Conversely,
if ∅ /∈ Q, then in any case Q′ = Q, and if Pol(0)A (Q \ {∅}) = ∅, then it is Q′ = Q by
deﬁnition. This shows equality (6).
As OA \O(0)A is a clone, for every F ∈ LA we have F ′ = F ∩
(
OA \O(0)A
)
∈ LA,
since clones form a closure system, thus proving (8).
For (9) we ﬁrst verify that for F ∈ LA also F ° ∈ LA. Since F is a clone, we have
F °
(0)
=
{
f °
∣∣ f ∈ C1 (F )}. It follows that F ° is closed under compositions involving
nullary operations. Thus, F ° ∈ LA for F ∈ LA.
For the equality stated in (9) we consider a clone F satisfying C1 (F ) = ∅ and
respecting all stated implications. Then for some a ∈ A it is c(1)a ∈ F , and so
c
(0)
a ∈ F (0) = ∅. Conversely, let F ∈ LA be such that F (0) = ∅ or C1 (F ) = ∅. So, if
c
(1)
a ∈ F for some a ∈ A, then F (0) = ∅. This means c(0)b ∈ F (0) for some b ∈ A, and
thus c(0)a = c
(1)
a ◦
(
c
(0)
b
)
∈ F as F is closed w.r.t. composition.
For the rest of the proof we assume that Cl () is a closure operator with corres-
ponding closure system C, satisfying [W ]RA ⊆ Cl (W ) ⊆ InvA PolAW for W ⊆ RA.
First, we check equation (10), i.e. Q′ = Cl (Q \ {∅}) for every Q ∈ C: the inclu-
sion Q \ {∅} ⊆ Cl (Q \ {∅}) ⊆ Cl (Q) = Q is true for all closed sets Q ∈ C. So, if
Pol
(0)
A (Q \ {∅}) = ∅, then it is ∅ /∈ Cl (Q \ {∅}) by Lemma 3.2(c), and thus we have
Cl (Q \ {∅}) = Q \ {∅} = Q′. Otherwise, it is Q′ = Q and Q \ {∅} ⊂ Cl (Q \ {∅}),
wherefore Cl (Q \ {∅}) = Q = Q′. So in any case we have shown Q′ = Cl (Q \ {∅}).
Using this we can see that [C]′ = {Cl (Q \ {∅}) | Q ∈ C}, and because of (6) this
set equals
{
Q ∈ C
∣∣∣ ∅ /∈ Q ∨ Pol(0)A (Q \ {∅}) = ∅}.
The remaining statement (12) is clearly true, since Q° ∈ C for Q ∈ C.
For Cl () = [ ]RA this condition is fulﬁlled, because for every relational clone
Q ∈ L∗A, the set Q° = Q ∪ {∅} is again a relational clone: the general composition
of relations from Q° is empty if at least one of the arguments is empty. Otherwise,
all of them belong to the clone Q, and so does the resulting relation.
For Cl () = InvA PolA and C = { InvAQ | Q ⊆ RA}, we make use of Lemma 3.4,
coming next, to show InvA PolA
(
Q°
) 3.4
= InvA
(
(PolAQ)
′) 3.4= (InvA PolAQ)° = Q° for
all Q ⊆ RA. Here the second equality is true as (PolAQ)′ ∈ LA due to Lemma 2.6
and (8). 
3.1.2 Behaviour of °, ′ towards PolA− InvA
In Lemma 3.3 we just saw that the operators ° and ′ can be restricted to operational
and relational clones, and to Galois closed relational clones. It is our aim to
establish this fact also for Galois closed clones of operations, which seems to be
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slightly more diﬃcult. For this purpose, we study more generally, how the operators
° and ′ interact with the operators PolA and InvA.
Lemma 3.4 For every subset F ⊆ OA we have InvA (F ′) ⊇ (InvA F )°. Equality, i.e.
InvA (F
′) = (InvA F )°, holds if and only if for every a ∈ A it is c(1)a ∈ PolA InvA (F ′)
whenever c(0)a ∈ F . Clearly, this is the case for clones F ∈ LA.
Dually, for every subset Q ⊆ RA we have PolA
(
Q°
)
= (PolAQ)
′.
Proof Since (F ′)(0) = ∅, it is ∅ ∈ InvA (F ′), and thus we get (InvA F )° ⊆ InvA (F ′).
Now we assume InvA (F ′) = (InvA F )° and show that the condition in the lemma
is necessary. For this we consider any a ∈ A such that c(0)a ∈ F and any relation
 ∈ InvA (F ′) \ {∅} = (InvA F )° \ {∅} = InvA F \ {∅} ⊆ InvA F . As c(0)a ∈ F , it is
c
(0)
a  , i.e. (a, . . . , a) ∈ . Hence c(1)a  , and so we have c(1)a ∈ PolA InvA (F ′).
Let us now suppose that the condition on constant operations is true. To prove
InvA (F
′) ⊆ (InvA F )°, we consider any  ∈ InvA (F ′) \ {∅}. It has to be shown
that  ∈ InvA F . For every positive n ∈ N+ we have F (n) = F ′(n) ⊆ F ′, implying
 ∈ InvA (F ′) ⊆ InvA
(
F ′(n)
)
= InvA
(
F (n)
)
. For n = 0 we exploit the given condi-
tion to prove c(0)a   for any a ∈ A where c(0)a ∈ F .
Certainly, any clone fulﬁls the condition regarding constants as with every nullary
operation it also contains the corresponding unary one.
We ﬁnish the proof of this lemma by showing PolA
(
Q°
)
= (PolAQ)
′. Clearly,
we have PolA {∅} = OA \O(0)A , and therefore, we obtain
PolA
(
Q°
)
= PolA ({∅} ∪Q) = PolA {∅} ∩ PolAQ = O′A ∩ PolAQ = (PolAQ)′.

Lemma 3.5 For every subset Q ⊆ RA the following equalities hold:
PolA
(
Q′
)
= PolA (Q \ {∅}) = (PolAQ)°.
Proof We consider a ﬁxed set of relations Q ⊆ RA. If Pol(0)A (Q \ {∅}) = ∅, then
Q′ = Q \ {∅}, and the ﬁrst equality is trivially true. Otherwise, we may assume
Pol
(0)
A (Q \ {∅}) = ∅, i.e. ∅ ∈ InvA PolA (Q \ {∅}) by Lemma 3.2(c). So we get the
inclusions Q ⊆ Q ∪ {∅} = {∅} ∪ (Q \ {∅}) ⊆ InvA PolA (Q \ {∅}). Thus, we obtain
PolAQ ⊇ PolA InvA PolA (Q \ {∅}) = PolA (Q \ {∅}) ⊇ PolA (Q′) ⊇ PolAQ, where
the last two inclusions follow from Q \ {∅} ⊆ Q′ ⊆ Q. Hence, from the previous
chain of inclusions, we infer PolA (Q \ {∅}) = PolA (Q′) = PolAQ.
For the second equality, recall that (PolAQ)° = PolAQ ∪
{
f °
∣∣ f ∈ C1 (PolAQ)}.
Let us now treat both inclusions of PolA (Q \ {∅}) = (PolAQ)° separately.
“⊇” Clearly, it is PolAQ ⊆ PolA (Q \ {∅}). Besides, for all a ∈ A and all  ∈ RA \ {∅},
it is c(1)a   if and only if c
(0)
a  . Thus,
{
f °
∣∣ f ∈ C1 (PolAQ)} ⊆ PolA (Q \ {∅}).
“⊆” For the converse inclusion let g ∈ PolA (Q \ {∅}) and assume g /∈ PolAQ. This
implies g ∅, and so g = c(0)a for some a ∈ A. Since PolA (Q \ {∅}) is a clone,
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it follows c(1)a ∈ Pol(1)A (Q \ {∅}), and thus c(1)a ∈ C1 (PolAQ). Consequently, we
have g ∈ {f ° ∣∣ f ∈ C1 (PolAQ)} ⊆ (PolAQ)°.

Lemma 3.6 For every set F ⊆ OA of operations the following equalities and inclu-
sions hold:
InvA
(
F °
)
=
{
InvA F if C1 (F ) = ∅,
(InvA F ) \ {∅} otherwise.
(13)
(InvA F )
′ =
{
InvA F if C1 (PolA InvA F ) = ∅,
(InvA F ) \ {∅} otherwise.
(14)
(InvA F )
′ ⊆ InvA
(
F °
)
. (15)
If, moreover, C1 (F ) = ∅, then (InvA F )′ = (InvA F ) \ {∅} = InvA
(
F °
)
. Similarly,
if F (0) = ∅, then (InvA F )′ = (InvA F ) \ {∅} = InvA F = InvA
(
F °
)
. Furthermore, if
C1 (PolA InvA F ) = ∅, then (InvA F )′ = InvA F = InvA
(
F °
)
.
Proof To prove (13) recall that F ° = F ∪ {f ° ∣∣ f ∈ C1 (F )} by deﬁnition. Clearly,
F ° = F if C1 (F ) = ∅. So in this case InvA
(
F °
)
= InvA F . Otherwise, we use that
c
(1)
a   if and only if c
(0)
a   for a ∈ A and  ∈ RA \ {∅}. Since ∅ /∈ InvAO(0)A , we
get InvA
{
f °
∣∣ f ∈ C1 (F )} = (InvAC1 (F )) \ {∅}. Consequently,
InvA
(
F °
)
= InvA
(
F ∪ {f ° ∣∣ f ∈ C1 (F )}) = InvA F ∩ InvA {f ° ∣∣ f ∈ C1 (F )}
= InvA F ∩ ((InvAC1 (F )) \ {∅}) = (InvA F ∩ InvAC1 (F )) \ {∅}
= InvA (F ∪ C1 (F )) \ {∅} = (InvA F ) \ {∅} .
Next, we verify that Pol(0)A ((InvA F ) \ {∅}) = ∅ if and only if C1 (PolA InvA F ) is
empty. By Lemma 3.5 forQ= InvA F , we see PolA ((InvA F ) \ {∅}) = (PolA InvA F )°,
and so Pol(0)A ((InvA F ) \ {∅}) = ∅ implies C1 (PolA InvA F ) = ∅. Conversely, if this
is the case, then applying equation (13) to the set PolA InvA F , we obtain that
InvA PolA ((InvA F ) \ {∅}) = InvA
(
(PolA InvA F )
°
)
= InvA PolA InvA F = InvA F ,
whence Pol(0)A ((InvA F ) \ {∅}) = Pol(0)A InvA PolA ((InvA F ) \ {∅}) = Pol(0)A InvA F .
Since PolA InvA F is a clone, the assumption C1 (PolA InvA F ) = ∅ now implies
Pol
(0)
A ((InvA F ) \ {∅}) = Pol(0)A InvA F = ∅.
Combining this equivalence with the deﬁnition of ′ directly yields (14).
Now, if C1 (F ) = ∅, then by (13), InvA
(
F °
)
= InvA F ⊇ (InvA F )′. If, other-
wise, C1 (F ) = ∅, then we also have ∅ = C1 (F ) ⊆ C1 (PolA InvA F ). So from equa-
tions (13) and (14), one can infer InvA
(
F °
)
= (InvA F ) \ {∅} = (InvA F )′. This
proves the ﬁrst part of the last claim of the lemma and the inclusion (15) at the
same time.
The following part, about F (0) = ∅, is trivially true, since then ∅ /∈ InvA F , so
(InvA F ) \ {∅} = InvA F , and by equations (13) and (14) we are done.
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If we suppose, for the remaining fact, that C1 (PolA InvA F ) = ∅, then we also
have C1 (F ) = ∅. Hence, (InvA F )′ (14)= InvA F (13)= InvA
(
F °
)
. 
Lemma 3.7 For all sets F ⊆ OA of operations we have
InvA
(
F °
)
= (InvA F )
′ ⇐⇒
(
C1 (PolA InvA F ) = ∅ or C1 (F ) = ∅ or F (0) = ∅
)
.
If F ∈ LA is Galois closed, i.e. PolA InvA F = F , then truly InvA
(
F °
)
= (InvA F )
′.
Proof By Lemma 3.6, we only have to deal with the implication “ =⇒ ”. To this
end suppose that InvA
(
F °
)
= (InvA F )
′, C1 (PolA InvA F ) = ∅ and C1 (F ) = ∅. It
has to be shown that F (0) = ∅. Using the assumptions and Lemma 3.6, we can
infer InvA F
(13)
= InvA
(
F °
)
= (InvA F )
′ (14)= (InvA F ) \ {∅}. This is true if and only
if ∅ /∈ InvA F , which is equivalent to F (0) = ∅ by Lemma 3.2(b). 
The following example shows that on inﬁnite carrier sets there actually exist
clones F ∈ LA violating the condition from Lemma 3.7 characterising the equality
InvA
(
F °
)
= (InvA F )
′. That is to say, the example exhibits a clone without nullary
or unary constant operations, that is not Galois closed, and whose Galois closure
PolA InvA F contains a unary constant operation. We shall verify that in this case
the inclusion (15) is a proper one.
Example 3.8 Let A = N and let us consider the unary function f : N −→ N given
by k → f (k) := max {0, k − 1}. Clearly, for n ∈ N iterates of this function have the
form fn(k) = max {0, k − n} for k ∈ N, i.e. f (k) = 0 if k ≤ n, and f (k) = n− k oth-
erwise. In particular, none of these functions is constant, so if we put F := 〈{f}〉OA ,
then F (1) = {fn | n ∈ N}, C1 (F ) = ∅ and hence F ° = F .
We will see that F is not Galois closed as c(1)0 ∈ PolA InvA {f}, which by
Lemma 2.6 equals PolA InvA 〈{f}〉OA = PolA InvA F . This is true because every
 ∈ (InvA {f}) \ {∅} contains some tuple x ∈ , and for n := max im(x), we obtain
fn ◦ x = (0, . . . , 0) ∈  since f  . Thus, c(1)0  , and so c(1)0 ∈ PolA InvA {f}.
Hence, C1 (PolA InvA F ) = ∅, and therefore, by equation (14) of Lemma 3.6, we
obtain (InvA F )′ = (InvA F ) \ {∅} ⊂ InvA F = InvA
(
F °
)
.
Corollary 3.9 Let Q ⊆ RA and F ⊆ OA, then it is
InvA PolA
(
Q′
)
= (InvA PolAQ)
′, PolA InvA
(
F ′
) ⊆ (PolA InvA F )′,
InvA PolA
(
Q°
)
= (InvA PolAQ)
°, PolA InvA
(
F °
) ⊆ (PolA InvA F )°.
Moreover, we have
PolA InvA
(
F ′
)
= (PolA InvA F )
′ ⇐⇒ InvA
(
F ′
)
= (InvA F )
°
⇐⇒
(
∀a ∈ A : c(0)a ∈ F ⇒ c(1)a ∈ PolA InvA
(
F ′
))
.
In particular, this is the case if we consider a clone F ∈ LA.
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Furthermore, we can characterise
PolA InvA
(
F °
)
= (PolA InvA F )
° ⇐⇒ InvA
(
F °
)
= (InvA F )
′
⇐⇒ (C1 (PolA InvA F ) = ∅ or C1 (F ) = ∅
or F (0) = ∅
)
.
The equalities above show that the operators ′ and ° map Galois closed clones to
Galois closed clones. Hence, the restrictions of these closure and kernel operators
to the lattices of Galois closed clones are well-deﬁned.
Proof For the proof we ﬁx subsets Q ⊆ RA and F ⊆ OA. Using the lemmas estab-
lished before, we can infer
InvA PolA
(
Q′
) 3.5
= InvA
(
(PolAQ)
°
)
3.7
= (InvA PolAQ)
′,
InvA PolA
(
Q°
) 3.4
= InvA
(
(PolAQ)
′) 3.4= (InvA PolAQ)°.
In the ﬁrst line we have used that PolAQ is Galois closed and in the second that
PolAQ ∈ LA (see Lemma 2.6). From Lemma 3.4 we read oﬀ InvA (F ′) ⊇ (InvA F )°,
so PolA InvA (F ′) ⊆ PolA
(
(InvA F )
°
)
3.4
= (PolA InvA F )
′. By formula (15) we obtain
(InvA F )
′ ⊆ InvA
(
F °
)
, thus PolA InvA
(
F °
) ⊆ PolA ((InvA F )′) 3.5= (PolA InvA F )°.
If we know that InvA
(
F °
)
= (InvA F )
′, then in the previous line we have equality.
Conversely, if we suppose PolA InvA
(
F °
)
= (PolA InvA F )
°, then we can derive
InvA
(
F °
)
= InvA PolA InvA
(
F °
)
= InvA
(
(PolA InvA F )
°
)
3.7
= (InvA PolA InvA F )
′ = (InvA F )′,
where the applicability of Lemma 3.7 is guaranteed by PolA InvA F being a Galois
closed clone. The second condition characterising PolA InvA
(
F °
)
= (PolA InvA F )
°
is already proven in Lemma 3.7.
Likewise, for the equality PolA InvA (F ′) = (PolA InvA F )′ we only need to show
that it is equivalent to InvA (F ′) = (InvA F )° since the second stated equivalence is
already contained in Lemma 3.4. Evidently, the equality InvA (F ′) = (InvA F )° im-
plies PolA InvA (F ′) = PolA
(
(InvA F )
°
)
3.4
= (PolA InvA F )
′. Conversely, if we know
this, then we can conclude InvA (F ′) = InvA PolA InvA (F ′) = InvA
(
(PolA InvA F )
′),
which equals (InvA PolA InvA F )° = (InvA F )° by Lemma 3.4 and PolA InvA F ∈ LA
(see again Lemma 2.6). 
Since Example 3.8 above exhibits a proper inclusion in (15), it violates the con-
dition in Lemma 3.7 and therefore, shows that the last equality in the previous
lemma is not true for non-Galois closed clones without any constant operations.
Explicitly, this is so because in Example 3.8 we had C1 (F ) = ∅, so F = F ° and
PolA InvA
(
F °
)
= PolA InvA F . Furthermore, F ⊆ OA \O(0)A = O′A, so PolA InvA F
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is a subclone of O′A. Hence, PolA InvA
(
F °
)
does not contain nullary operations, but
certainly there are nullary constants in (PolA InvA F )° because C1 (PolA InvA F ) = ∅.
Consequently, 3.8 demonstrates a proper inclusion PolA InvA
(
F °
) ⊂ (PolA InvA F )°.
In the following lemma we record how the operators ′ and ° interact with each
other, when applied to any kind of clones. This is the last step needed to completely
describe where the old clones of non-nullary operations lie in the general clone lattice,
and in which places of this lattice those clones are situated that are strictly new, i.e.
do not occur in the traditional theory.
Lemma 3.10 For a clone F ∈ LA and a relational clone Q ∈ L∗A the following
equalities are true:
F ′° = F °, (16)
F °
′
= F ′, (17)
Q′° = Q°, (18)
Q°
′
= Q′. (19)
Proof For equality (16) we only have to compare the nullary parts of F ′° and F °, be-
cause the operations ′ and ° do not touch the higher arity part of the clone. Two cases
can occur: if F (0) = ∅, then F ′ = F , and (16) holds. Otherwise, if F (0) = ∅, then{
c
(1)
a
∣∣∣ a ∈ A ∧ c(0)a ∈ F} ⊆ F since F ∈ LA. This implies F ⊆ F ′°. As F (0) = ∅,
formula (9) yields F = F °, so F ′° ⊆ F ° = F ⊆ F ′°, i.e. F ′° = F ° = F .
Equality (17) is clear as F °′
(0)
= ∅ = F ′(0) and F °′(n) = F (n) = F ′(n) for n ∈ N+.
In equality (18) the term Q′° equals Q ∪ {∅} or (Q \ {∅}) ∪ {∅}, depending on
the result of Q′. In any case the ﬁnal result will be Q ∪ {∅} = Q°.
For equality (19) we note that
(
Q°
) \ {∅} = Q \ {∅}, and so by equation (10) we
obtain Q′
(10)
= [Q \ {∅}]RA =
[(
Q°
) \ {∅}]
RA
(10)
= Q°
′, having used Q ∈ L∗A and also
Q° ∈ L∗A (cf. (12) in Lemma 3.3). 
3.1.3 Location of conventional clones in the new, general clone lattice
Now we try to put the information of the previous lemmas together, to ﬁnd out more
about old (Galois closed) clones, i.e. (Galois closed) subclones of O′A = OA \O(0)A ,
and strictly new (Galois closed) clones, i.e. those satisfying F (0) = ∅. Mainly due
to Corollary 3.9, this and the following two paragraphs can be read with or without
the additional attribute “Galois closed”. It therefore is always written in brackets
to denote two alternative ways of reading.
Every strictly new (Galois closed) clone F  O′A (meaning F (0) = ∅) has got a
distinguished lower cover, F ′ ⊆ O′A, which is clearly a (Galois closed) clone in the
traditional sense. Certainly, the lower cover F ′ will contain constant operations of
positive arity since F did. Hence, not all old (Galois closed) clones arise in this
way, only those satisfying C1 (F ) = ∅, i.e. lying above one minimal clone given by a
constant unary operation. These are exactly the old (Galois closed) clones H that
are not closed under ° (see formula (9)). Thus they are mapped back by ° to the
upper cover among the strictly new (Galois closed) clones that induced them via ′
(see equation (16) and recall that every strictly new clone is closed w.r.t. °, (9)). For
any other (Galois closed) clone we have F ° = F . Similarly, we have F ′ = F for all
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PolA
InvA
JA
OA
O′A
H ° = F
H = F ′
G

RA
DiagA
DiagA ∪{∅}
Q = P ′
Q° = P
R

Figure 1. Relationship between old and new (Galois closed) clones and the operation of ′ ( ), ° ( )
and PolA − InvA. The depicted clones have the following properties: F (0) = ∅, C1 (H) = ∅, C1 (G) = ∅,
∅ /∈ Q, ∅ ∈ P ∩R and P \ {∅} is a clone, whereas R \ {∅} is not.
old (Galois closed) clones, i.e. the traditional (Galois closed) clones are precisely
the ′-kernels of (Galois closed) clones.
The (Galois closed) relational clones have analogous properties. Old (Galois
closed) relational clones are such that contain the empty relation, and strictly new
(Galois closed) relational clones are those that do not. Every strictly new (Galois
closed) relational clone Q has got an upper cover among the (Galois closed) old
ones, namely Q°. Again, not all (Galois closed) old relational clones can arise in
such a way, only those where Q \ {∅} is again a (Galois closed) relational clone.
This is the case if and only if Q′
(10)
= [Q \ {∅}]RA = Q \ {∅} ⊂ Q. Clearly, Q′ is the
strictly new (Galois closed) relational clone that induced Q via °. For any other
(Galois closed) relational clone we have Q′
(10)
= [Q \ {∅}]RA = Q, and F ° = F for
all old (Galois closed) clones.
The relationships explained above are visualised in Figure 1. The individual
pictures of the clone lattices are correct for clones and Galois closed clones, however,
the relating arrows labelled PolA− InvA only make sense for Galois closed clones.
Figure 2 shows the location of the strictly new clones in the clone lattice as a copy
of an order ﬁlter generated by minimal clones generated by constant operations. It
is easy to see that this order ﬁlter is generally not a sublattice.
3.1.4 Behaviour of °, ′ towards local closures
So far we have looked at the interaction of the operators ° and ′ with PolA and InvA
and with each other. It remains to study how they get along with the local closure
operators LocA and LOCA. We will see an answer to this question in Lemmas 3.11
and 3.12, the ﬁrst one dealing with LOCA, the second one with LocA.
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JA
OA
O′A
H ° = F
H = F ′
G

Figure 2. Location of (Galois closed) clones of operations in the traditional sense and of strictly new
ones in the clone lattice. The strictly new clones, i.e. such satisfying F (0) = ∅, are precisely
the upper covers H° of (Galois closed) clones H in the order ﬁlter (dark grey) generated by
the minimal clones given by constant unary operations. Other clones G where C1 (G) = ∅ do
not have upper covers outside the classical clone lattice ↓LA
(
O′A
)
.
The ﬁgure also depicts the action of the closure operator ° ( ), whose closure system consists
of the light grey and the upper, dark grey shaded part of the lattice. Likewise, one can see
that the kernel system of the operator ′ ( ) equals the light grey coloured part including the
lower, dark grey ﬁlter.
A dual situation happens for the lattice of relational clones: there the (Galois closed) strictly
new clones form a copy, consisting of lower covers, of an order ideal generated by certain
maximal clones of relations.
Lemma 3.11 For any subset Q ⊆ RA of relations the following holds:
LOCA (Q \ {∅}) = (LOCAQ) \ {∅} ,
LOCA
(
Q′
)
= (LOCAQ)
′,
LOCA
(
Q°
)
= (LOCAQ)
°.
Proof Let us consider a ﬁxed subset Q ⊆ RA. Certainly, Q \ {∅} ⊆ Q implies
LOCA (Q \ {∅}) ⊆ LOCAQ. Using interpolation on the empty subset, one read-
ily checks that ∅ ∈ LOCAW always implies ∅ ∈ W (for any W ⊆ RA). Thus, it is
∅ /∈ LOCA (Q \ {∅}), and so LOCA (Q \ {∅}) ⊆ (LOCAQ) \ {∅}. For the converse
inclusion let us consider any σ ∈ (LOCAQ) \ {∅}. For every ﬁnite subset B ⊆ σ, we
can ﬁnd some  ∈ Q such that B ⊆  ⊆ σ. If B = ∅, then also  = ∅, so  ∈ Q \ {∅}.
Since σ = ∅, there is at least one singleton subset B ⊆ σ, being interpolated by some
 ∈ Q \ {∅}. This  interpolates B = ∅, as well, whence σ ∈ LOCA (Q \ {∅}).
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We can use the previous result to show LOCA (Q′) = (LOCAQ)′. Using the
deﬁnition of LOCA, it is straightforward to prove PolA LOCAW = PolAW for all
W ⊆ RA. Thus, the conditions ∅ =Pol(0)A LOCA (Q \ {∅}) = Pol(0)A ((LOCAQ) \ {∅})
and ∅ = Pol(0)A (Q \ {∅}) are equivalent. Therefore, we have
LOCA
(
Q′
)
=
{
LOCA (Q \ {∅}) = (LOCAQ) \ {∅} if ∅ = Pol(0)A (Q \ {∅})
LOCAQ else,
=
{
(LOCAQ) \ {∅} if ∅ = Pol(0)A ((LOCAQ) \ {∅})
LOCAQ else,
= (LOCAQ)
′.
The remaining equality, LOCA
(
Q°
)
= (LOCAQ)
°, will be proven via both set in-
clusions. Since ∅ ∈ (LOCAQ)° it suﬃces to consider non-empty relations for “⊆”. By
the above, it is
(
LOCA
(
Q°
)) \ {∅} = LOCA (Q° \ {∅}) = LOCA (Q \ {∅}), being a
subset of LOCAQ ⊆ (LOCAQ)° and thus demonstrating LOCA
(
Q°
) ⊆ (LOCAQ)°.
The inclusion “⊇” follows from LOCAQ ⊆ LOCA
(
Q°
)
and ∅ ∈ Q° ⊆ LOCA
(
Q°
)
.
The following lemma is the companion of Lemma 3.11. The restrictions we will
have to make to achieve equality in formula (21) are not surprising regarding the
conditions appearing in Corollary 3.9 for ° deﬁned on operations.
Lemma 3.12 For any subset F ⊆ OA of operations we have
LocA
(
F ′
)
= (LocA F )
′, (20)
LocA
(
F °
) ⊆ (LocA F )°. (21)
Moreover, we have LocA
(
F °
)
= (LocA F )
° if and only if
{
f °
∣∣ f ∈ C1 (LocA F )} ⊆ F (0) ∪ {f ° ∣∣ f ∈ C1 (F )} . (22)
If C1 (F ) = ∅, and F (1) is closed under substitution of unary constants from C1 (F ),
e.g. if
(
F (1), ◦) is a semigroup, then C1 (LocA F ) = C1 (F ), and this implies (22).
Likewise, if F (0) = ∅, and F is closed under substitution of nullary constants
from F (0) into unary operations, then
{
f °
∣∣ f ∈ C1 (LocA F )} ⊆ F (0), and, again,
this implies that (22) is fulﬁlled.
Consequently, (22) holds for clones F ∈ LA where C1 (F ) = ∅.
Proof It is clear that F ′(0) = ∅, F ′(n) = F (n) for n ∈ N+, and LocA ∅ ⊆ LocA F (1).
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We can use this to show (20):
LocA
(
F ′
)
=
⋃
n∈N
Loc
(n)
A
(
F ′
) (1)
=
⋃
n∈N
LocA
(
F ′(n)
)
= LocA
(
F ′(0)
)
∪
⋃
n∈N+
LocA
(
F ′(n)
)
= LocA (∅) ∪
⋃
n∈N+
LocA
(
F (n)
)
(1)
=
⋃
n∈N+
Loc
(n)
A F = LocA (F ) \ Loc(0)A (F ) = (LocA (F ))′.
For (21) we note that for all n ∈ N+ we always have the equality
(
LocA
(
F °
))(n) (1)
= LocA
(
F °
(n)
)
= LocA
(
F (n)
) (1)
= (LocA F )
(n) = (LocA F )
°(n).
Therefore, the relationship of LocA
(
F °
)
and (LocA F )° w.r.t. “⊆”, “⊇” and “=” is
completely determined by that of Loc(0)A
(
F °
)
and (LocA F )°
(0)
. As nullary opera-
tions have one-element domains, for all F˜ ⊆ OA we have Loc(0)A F˜ = F˜ (0). We can
apply this to see the equalities Loc(0)A
(
F °
)
= F °
(0)
= F (0) ∪ {f ° ∣∣ f ∈ C1 (F )} and
(LocA F )
°(0) = Loc
(0)
A F ∪
{
f °
∣∣ f ∈ C1 (LocA F )} = F (0) ∪ {f ° ∣∣ f ∈ C1 (LocA F )}.
Since C1 (F ) ⊆ C1 (LocA F ), we have Loc(0)A
(
F °
) ⊆ (LocA F )°(0) and hence (21). To-
gether with what was said before, now also the equivalence involving (22) is clear.
The last two conditions in the lemma are suﬃcient for (22) because constants
c
(1)
a ∈ C1 (LocA F ) can be interpolated on singletons {b} by operations in F (1). 
3.1.5 Behaviour of °, ′ towards clone closures
Having dealt with the local closure operators, it is now time to study the behaviour
of ° and ′ w.r.t. the clone closures in Lemmas 3.13 and 3.14 below.
Lemma 3.13 For any set Q ⊆ RA the following equalities hold:
[Q \ {∅}]RA =
[
[Q]RA \ {∅}
]
RA
, (23)[
Q′
]
RA
= [Q]′RA , (24)[
Q°
]
RA
= [Q]°RA . (25)
Proof The inclusion [Q \ {∅}]RA ⊆
[
[Q]RA \ {∅}
]
RA
in (23) is clear. For the con-
verse we deﬁne S := [Q]RA ∩
(
[Q \ {∅}]°RA
)
. Due to Lemma 3.3 the set [Q \ {∅}]°RA
is a relational clone, thus, S ∈ L∗A and Q ⊆ S, whence [Q]RA ⊆ [S]RA = S ⊆ [Q]RA .
This proves [Q]RA = S, which can be reformulated as [Q]RA \ {∅} ⊆ [Q \ {∅}]RA . It
follows
[
[Q]RA \ {∅}
]
RA
⊆
[
[Q \ {∅}]RA
]
RA
= [Q \ {∅}]RA , ﬁnishing the proof of (23).
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To show (24) we distinguish two cases according to the deﬁnition of ′. Note that
Pol
(0)
A (Q \ {∅})
2.6
= Pol
(0)
A [Q \ {∅}]RA
(23)
= Pol
(0)
A
[
[Q]RA \ {∅}
]
RA
2.6
= Pol
(0)
A
(
[Q]RA\{∅}
)
.
Now, if Pol(0)A (Q \ {∅}) = ∅, then Q′ = Q and [Q]′RA = [Q]RA , wherefore we have
[Q′]RA = [Q]RA = [Q]
′
RA
as claimed. Otherwise, it is Pol(0)A (Q \ {∅}) = ∅. Then
Q′ = Q \ {∅} and [Q]′RA = [Q]RA \ {∅}, so [Q \ {∅}]RA = [Q]RA \ {∅} needs to be
veriﬁed. From Pol(0)A (Q \ {∅}) = ∅ we get ∅ /∈ [Q \ {∅}]RA , using Lemma 3.2(c), i.e.
[Q \ {∅}]RA ⊆ [Q]RA \ {∅} ⊆
[
[Q]RA \ {∅}
]
RA
(23)
= [Q \ {∅}]RA .
From Q° ⊆ [Q]°RA we obtain
[
Q°
]
RA
⊆
[
[Q]°RA
]
RA
= [Q]°RA , as [Q]
°
RA
∈ L∗A (see
Lemma 3.3). Hence, we have shown the ﬁrst inclusion of (25). Conversely, we have
[Q]°RA = [Q]RA ∪ {∅} ⊆
[
Q°
]
RA
because [Q]RA ⊆
[
Q°
]
RA
and ∅ ∈ Q° ⊆ [Q°]
RA
. 
Lemma 3.14 For a set F ⊆ OA of ﬁnitary operations the following inclusions〈
F ′
〉
OA
⊆ 〈F 〉′OA , (26)
〈
F °
〉
OA
⊆ 〈F 〉°OA (27)
are true. In formula (26) the equality 〈F ′〉OA = 〈F 〉
′
OA
holds if and only if
∀ a ∈ A : c(0)a ∈ F =⇒ c(1)a ∈
〈
F ′
〉
OA
. (28)
This is clearly the case if c(0)a ∈ F entails c(1)a ∈ F for a ∈ A, e.g. for clones F ∈ LA.
We have the equality
〈
F °
〉
OA
= 〈F 〉°OA (in formula (27)) if and only if
C1
(
〈F 〉OA
)
= ∅ or C1 (F ) = ∅ or F (0) = ∅. (29)
Proof Since F ′ ⊆ O′A ∈ LA, we have 〈F ′〉OA ⊆ 〈F 〉OA ∩O′A = 〈F 〉
′
OA
, i.e. (26).
From F ⊆ 〈F 〉OA we get
〈
F °
〉
OA
⊆
〈
〈F 〉°OA
〉
OA
= 〈F 〉°OA since 〈F 〉
°
OA
∈ LA (see
statement (9) of Lemma 3.3). This proves inclusion (27).
Now assume 〈F ′〉OA = 〈F 〉
′
OA
and consider some a ∈ A where c(0)a ∈ F . Then
we have c(0)a ∈ F ⊆ 〈F 〉OA , and so c
(1)
a ∈ 〈F 〉(1)OA = 〈F 〉
′
OA
(1) ⊆ 〈F 〉′OA = 〈F ′〉OA since〈F 〉OA is a clone and ′ does not modify its higher arity part. Hence, (28) is necessary.
To prove that this condition is also suﬃcient for 〈F ′〉OA = 〈F 〉
′
OA
, it is useful to
note that 〈F 〉′OA = 〈F 〉OA ∩O′A = 〈F 〉OA ∩
⋃
n∈N+ O
(n)
A =
⋃
n∈N+ 〈F 〉
(n)
OA
. Because
of (26), to achieve our goal, it suﬃces to show 〈F 〉(n)OA ⊆ 〈F ′〉OA for every n ∈ N+.
This can be done by induction on the structure of the n-ary terms (with operation
symbols from F ), which describe the members of 〈F 〉(n)OA .
To characterise
〈
F °
〉
OA
= 〈F 〉°OA as in (29), we ﬁrst show that it is equivalent
to
〈
F °
〉°
OA
=
〈
F °
〉
OA
. Clearly,
〈
F °
〉°
OA
= 〈F 〉°OA
°
= 〈F 〉°OA =
〈
F °
〉
OA
follows from
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〈
F °
〉
OA
= 〈F 〉°OA . Conversely, assuming
〈
F °
〉°
OA
=
〈
F °
〉
OA
, taking into account (27)
and 〈F 〉OA ⊆
〈
F °
〉
OA
yields 〈F 〉°OA ⊆
〈
F °
〉°
OA
=
〈
F °
〉
OA
⊆ 〈F 〉°OA .
The condition
〈
F °
〉°
OA
=
〈
F °
〉
OA
simply says that
〈
F °
〉
OA
is a clone that is closed
w.r.t. °. Such clones have been characterised in Lemma 3.3 in (9), yielding that〈
F °
〉
OA
is closed if and only if
〈
F °
〉(0)
OA
= ∅ or C1
(〈
F °
〉
OA
)
= ∅. We will transform
this condition into the one stated in the lemma. If F °(0) = ∅, then also 〈F °〉(0)
OA
= ∅.
Conversely, if F °(0) = ∅, then F ° ⊆ O′A, i.e.
〈
F °
〉(0)
OA
⊆ 〈O′A〉(0)OA = O′A
(0)
= ∅. Hence,〈
F °
〉(0)
OA
= ∅ if and only if F °(0) = ∅. By deﬁnition F °(0) = F (0) ∪ {f ° ∣∣ f ∈ C1 (F )},
thus
〈
F °
〉(0)
OA
is non-empty if and only if F (0) = ∅ or C1 (F ) = ∅. This yields the
second part of the disjunction in (29). For the ﬁrst part we show 〈F 〉(1)OA =
〈
F °
〉(1)
OA
,
then implying C1
(
〈F 〉OA
)
= C1
(〈
F °
〉
OA
)
. The inclusion 〈F 〉(1)OA ⊆
〈
F °
〉(1)
OA
is in-
deed obvious, the other one can easily be veriﬁed by an induction on the unary term
operations corresponding to operation symbols in F °. 
3.2 Characterisation of Galois closed clones
It is the purpose of this subsection to demonstrate that central results about the
Galois connection Pol− Inv known from the standard theory of clones without
nullary operations (see e.g. [17]) continue to hold in the more general setting without
any problems. More precisely, we shall prove that the Galois closed (relational)
clones are exactly the local closures of (relational) clones, even if nullary relations
and operations are permitted.
To some extend this fact seems to have become part of folklore in the universal
algebraic community within the last decades or so. Yet from time to time one
faces some reluctance among authors to rely on these results also for the case of
nullary operations, partly driven by the wish to be compatible with traditional clone
theory, and partly to avoid running into (sometimes unexpected) minor technical
modiﬁcations. We therefore consider it useful to have a reliable source for the
main theorem regarding the Galois theory for clones involving nullary operations,
showing that at least in this respect no modiﬁcations are necessary. In the best case
this will lead to an even broader acceptance of clones with nullary operations among
universal algebraists.
To establish the mentioned result, one has diﬀerent possibilities. One can express
the operators Pol, Inv, Loc, LOC and the two clone closures 〈 〉OA and [ ]RA using
their traditional counterparts, arising from the theory without nullary operations,
together with the operators ′ and ° from Subsection 3.1. This approach has been
chosen in [1, Section 3.2], and some of the arising formulæ turn out to be complicated
case distinctions. Once this is done, one may exploit the results of the classical
theorems (without nullary operations) to get corresponding results for the general
case (cf. Section 3.3 of [1]).
To avoid these technical complications, here, we actually follow the lines of the
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seminal publication [17], in particular results 4.1–4.3, quite closely and give a direct
proof for the characterisations of the closure operators PolA InvA and InvA PolA.
First we are going to deal with clones of operations, i.e. with the operator
PolA InvA. The proof of the main result is based on the following lemmas about
subalgebras of direct powers of an algebra.
Lemma 3.15 Let A = 〈A;F 〉 be an algebra, Y a set and U a subuniverse, i.e. a
carrier set of a subalgebra, of AY . Then for any set X and any mapping β : X −→ Y
the set 5 {u ◦ β | u ∈ U} is a subuniverse of AX .
In particular, if Y = AN for some set N and (bi)i∈N ∈
(
AK
)N for some set
K, then one may use the tupling β =
(
(bi)i∈N
)
: K −→ AN = Y to get that the set{
u ◦ (bi)i∈N
∣∣ u ∈ U} is a subuniverse of AK . Speciﬁcally, if N = n,K = k ∈ N
and b0, . . . , bn−1 ∈ Ak, then {u ◦ (b0, . . . , bn−1) | u ∈ U} is a subuniverse of Ak.
Proof Note that for n ∈ N any f ∈ F (n) acts in AX by f ◦ (x0, . . . , xn−1) for
all (x0, . . . , xn−1) ∈
(
AX
)n. Thus, the ﬁrst claim follows from Lemma 2.5(iii): if
(u0, . . . , un−1) ∈ Un, then f ◦ (u0 ◦ β, . . . , un−1 ◦ β) = (f ◦ (u0, . . . , un−1)) ◦ β is in
{u ◦ β | u ∈ U} since f ◦ (u0, . . . , un−1) ∈ U as U was a subuniverse of AY .
The second part of the lemma evidently follows by specialisation. 
Lemma 3.16 Let F ⊆ OA be a clone on a set A and put A := 〈A;F 〉. Then for any
n ∈ N the subset F (n) ⊆ F is a subuniverse of the algebra AAn . Moreover, for any
subset X ⊆ An the set X,n :=
{
f |X
∣∣ f ∈ F (n)} is a subuniverse of AX . If, fur-
thermore, X is ﬁnite and β : k −→ X is any bijection between X and its cardinality
k := |X|, then X,n,β :=
{
f |X ◦ β
∣∣ f ∈ F (n)} belongs to Inv(k)A F .
Proof That F (n) is a subuniverse of AAn is an obvious consequence of closedness
of F under composition. If X ⊆ An is a subset, then using in Lemma 3.15 the
mapping β˜ : X −→ An given by restriction of the identity map yields that X,n is
a subuniverse of AX . Similarly, if β : k −→ X is any bijection between X and its
ﬁnite cardinality k, then considering β˜ ◦ β in Lemma 3.15 shows that X,n,β is a
subuniverse of Ak, i.e. a member of Inv(k)A F (cf. Deﬁnition 2.3). 
The previous lemma enables us now to characterise the ﬁxed points of the Galois
closure PolA InvA as local closures of clones of operations.
Theorem 3.17 (cf. [17, Theorem 4.1]) For any set F ⊆ OA we have the equality
PolA InvA F = LocA 〈F 〉OA .
Proof Since we have PolA InvA F = PolA InvA 〈F 〉OA by Lemma 2.6, and 〈F 〉OA
is a clone, it is surely suﬃcient to prove PolA InvA F = LocA F for clones F ∈ LA.
The inclusion PolA InvA F ⊇ LocA F already follows from F ⊆ PolA InvA F and for-
mula (2) of Lemma 2.8, thus we only need to deal with the converse contain-
ment. For this let n ∈ N and g ∈ Pol(n)A InvA F . In order to prove g ∈ LocA F ,
5 For the notation u ◦ β recall that tuples in AY are modelled as maps from Y to A.
M. Behrisch / Electronic Notes in Theoretical Computer Science 303 (2014) 3–35 29
we consider any ﬁnite X ⊆ An and ﬁx a bijection β : k −→ X where k := |X|. Cer-
tainly, we have
{
e
(n)
i |X ◦ β
∣∣∣ 1 ≤ i ≤ n} ⊆ X,n,β . Moreover, it follows g  X,n,β
since X,n,β ∈ Inv(k)A F by Lemma 3.16. Therefore, the relation X,n,β contains
g ◦
(
e
(n)
1 |X ◦ β, . . . , e(n)n |X ◦ β
)
= g ◦
(
e
(n)
1 , . . . , e
(n)
n
)
|X ◦ β = g|X ◦ β. Hence, by the
structure of X,n,β there exists an operation f ∈ F (n) such that g|X ◦ β = f |X ◦ β,
and hence g|X = f |X due to bijectivity of β. As this argument works for all ﬁnite
subsets X ⊆ An, we can conclude that g belongs to LocA F . 
Subsequently, we wish to establish a similar characterisation for relational clones,
too. Again, the proof is based on a lemma, this time involving the notion of direc-
tedness.
Let X be a set and ≤ ⊆ X ×X be a binary transitive relation on X. A sequence
(xi)i∈I ∈ XI of elements from X is weakly directed (w.r.t. ≤) if for any i, j ∈ I there
exists an index k ∈ I such that xi, xj ≤ xk. The I-indexed system (xi)i∈I is said to
be directed if it is weakly directed and the set I is non-empty. This is easily seen
to be equivalent to the condition that for any ﬁnite subset I0 ⊆ I there exists some
k ∈ I such that xi ≤ xk for all i ∈ I0.
A system (Xi)i∈I of subsets Xi ⊆ Y of some set Y is said to be directed if it is
directed in the sense above w.r.t. the relation ⊆ on P (Y ).
Lemma 3.18 (cf. [17, Proposition 1.13]) For any set Q ⊆ RA, the local closure
LOCAQ is closed w.r.t. unions of directed systems of relations of equal arity, i.e.
for m ∈ N, every set I and (i)i∈I ∈
(
LOC
(m)
A Q
)I
, the union
⋃
i∈I i still belongs
to LOCAQ.
Proof Let m ∈ N be an arity and (i)i∈I ∈
(
LOC
(m)
A Q
)I
a directed system, put
 :=
⋃
i∈I i. If B ⊆  is a ﬁnite subset, then there exists a subset I0 ⊆ I such
that B ⊆ ⋃i∈I0 i. As (i)i∈I is directed, there exists some k ∈ I such that i ⊆ k
holds for all i ∈ I0, thus B ⊆
⋃
i∈I0 i ⊆ k. Since k belongs to LOCAQ there
exists a relation σ ∈ Q(m) such that B ⊆ σ ⊆ k ⊆
⋃
i∈I i = . Hence, we have
 ∈ LOCAQ. 
Another observation that we are going to need is the following.
Lemma 3.19 Let A = 〈A;G〉 be an algebra and F ∈ LA be a clone of operations
such that 〈G〉OA ⊆ F ⊆ PolA InvAG. Then for any ﬁnite number n ∈ N of tuples
b0, . . . , bn−1 ∈ Ak, k ∈ N, we have
〈{b0, . . . , bn−1}〉Ak =
{
f ◦ (b0, . . . , bn−1)
∣∣∣ f ∈ F (n)} .
Proof We have InvAG = InvA PolA InvAG ⊆ InvA F ⊆ InvA 〈G〉OA = InvAG by
the assumption on F and Lemma 2.6. Moreover, from Lemma 3.16 we get that F (n)
is a subuniverse of 〈A;F 〉An . Combining this with the second part of Lemma 3.15 for
N = n, K = k and U = F (n), we can infer that σ :=
{
f ◦ (b0, . . . , bn−1)
∣∣ f ∈ F (n)}
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is a subuniverse of 〈A;F 〉k, i.e. that it belongs to Inv(k)A F = Inv(k)A G. Thus it is in-
deed a subuniverse of Ak, and it contains b0, . . . , bn−1 as the projections belong to
F (n). Therefore, 〈{b0, . . . , bn−1}〉Ak ⊆ σ.
Conversely, let  ⊆ Ak be any subuniverse of Ak, i.e. a relation  ∈ Inv(k)A G,
fulﬁlling {b0, . . . , bn−1} ⊆ . Since  ∈ InvAG = InvA F , every f ∈ F (n) preserves
, hence f ◦ (b0, . . . , bn−1) must belong to . As this holds true for any such relation
, we have demonstrated σ ⊆ 〈b0, . . . , bn−1〉Ak . 
We have now collected enough facts to prove the characterisation of the other
Galois closure, InvA PolA.
Theorem 3.20 (cf. [17, Theorem 4.2]) For any set Q ⊆ RA we have the equality
InvA PolAQ = LOCA [Q]RA .
Proof First, Lemma 2.6 yields the inclusion [Q]RA ⊆ InvA PolAQ, which implies
LOCA [Q]RA ⊆ InvA PolAQ by formula (2) of Lemma 2.8.
For the remaining inclusion let k ∈ N be an arity and σ ∈ Inv(k)A PolAQ, i.e. a sub-
universe of Ak where A = 〈A; PolAQ〉. Since taking the least subuniverse generated
by a set is an algebraic closure operator, σ = 〈σ〉Ak =
⋃ {〈B〉Ak | B ⊆ σ ﬁnite}.
Since any union of ﬁnitely many ﬁnite subsets of σ is again a ﬁnite subset of σ,
the union on the right-hand side is clearly directed. Hence, in view of Lemma 3.18,
in order to prove σ ∈ LOCA [Q]RA , it suﬃces to demonstrate 〈B〉Ak ∈ LOCA [Q]RA
for any ﬁnite B ⊆ σ. Indeed, we will even show 〈{b0, . . . , bn−1}〉Ak ∈ [Q]RA for any
n ∈ N and {b0, . . . , bn−1} ⊆ σ. Let this data be ﬁxed now. For any m ∈ N and
 ∈ Q(m) we deﬁne the index set Im, := {(m, , r) | r = (r0, . . . , rn−1) ∈ n} and
we let I :=
⋃
m∈N
⋃
∈Q(m) Im,. Given (m, , r) ∈ I we deﬁne mappings
α(m,,r) : m −→ An
i −→ (r0(i), . . . , rn−1(i)) ,
β : k −→ An
j −→ β(j) := (b0(j), . . . , bn−1(j)) .
Certainly, we have σb0,...,bn−1 :=
∧β
(α(m,,r))(m,,r)∈I
()(m,,r)∈I ∈ [Q]RA since all the
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arguments  belong to Q by the choice of the indexing. Now we simply prove that
σb0,...,bn−1
=
⎧⎪⎨
⎪⎩(f(β(0)), . . . , f(β(k − 1)))
∣∣∣∣∣∣∣ f ∈ A
An ∧ ∀ (m, , r) ∈ I :(
f(α(m,,r)(0)), . . . , f(α(m,,r)(m− 1))
) ∈ 
⎫⎪⎬
⎪⎭
=
⎧⎪⎨
⎪⎩f ◦ (b0, . . . , bn−1)
∣∣∣∣∣∣∣ f ∈ A
An ∧ ∀m ∈ N ∀  ∈ Q(m) (∀ (r0, . . . , rn−1) ∈ n :
f ◦ (r0, . . . , rn−1) ∈ 
)
⎫⎪⎬
⎪⎭
=
{
f ◦ (b0, . . . , bn−1)
∣∣∣ f ∈ AAn ∧ ∀m ∈ N ∀  ∈ Q(m) : f  }
=
{
f ◦ (b0, . . . , bn−1)
∣∣∣∣∣ f ∈ AAn ∧ f ∈
⋂
m∈N
PolAQ
(m)
}
=
{
f ◦ (b0, . . . , bn−1)
∣∣∣ f ∈ Pol(n)A Q}
= 〈{b0, . . . , bn−1}〉Ak ,
where we have applied Lemma 3.19 to get the last equality. Thus, it is indeed
〈{b0, . . . , bn−1}〉Ak = σb0,...,bn−1 ∈ [Q]RA as desired. 
Corollary 3.21 If A is a ﬁnite set, then for any F ⊆ OA and Q ⊆ RA we have
PolA InvA F = 〈F 〉OA and InvA PolAQ = [Q]RA .
Proof The claim is an immediate consequence of Theorems 3.17 and 3.20, and the
remark on page 11 about local closure operators on ﬁnite sets. 
We ﬁnish with the discussion of a few other results that are related to the Galois
connection Pol− Inv or the lattice of all clones. Of course, the focus is again on
nullary operations.
First, we mention that the report [17, Theorems 4.1, 4.2] also characterises the
ﬁxed points of the Galois connections induced by the operators Pol−Inv(s) and
Pol(s)− Inv, where s ∈ N+ is a positive integer and the deﬁnition of the mentioned
operators omits nullary operations and relations. There the resulting closures are
so-called s-local closures of the least generated (relational) clone, where the s-local
closure operators are deﬁned analogously to Deﬁnition 2.7, but incorporate an upper
bound on the cardinality of the local set B to be interpolated. The characterisation
from [17] continues to hold for functions. For sets of relations a small modiﬁcation
is necessary (see parts (b) and (c) of the subsequent proposition).
Since the s-local closure operators are less important than the standard local
closures, we have not deﬁned them explicitly in this article. Therefore, we will only
mention how the characterisations of [17] look like after including nullary opera-
tions. The proofs employ similar arguments as used for Theorems 3.17 and 3.20.
Alternatively, one can ﬁnd proofs of the following result in [1, Lemmas 3.21, 3.22],
which translate the results from [17] via the operators ° and ′.
Proposition 3.22 For s ∈ N+, F ⊆ OA and Q ⊆ RA the following facts are true:
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(a) PolA Inv
(s)
A F = s-LocA 〈F 〉OA ;
(b) InvA Pol
(s)
A Q =
(
s-LOCA [Q]RA
)°
;
(c) InvA F˜ = s-LOCA [Q]RA for any set F˜ ⊆ OA of operations satisfying the condi-
tion Pol(0)A Q ∪ Pol(s)A Q ⊆ F˜ ⊆
⋃s
t=0 Pol
(t)
A Q =: Pol
(≤s)
A Q.
Another important theorem in clone theory that we wish to address is the de-
scription of minimal clones, i.e. atoms in the clone lattice, on ﬁnite base sets A.
These are described by types of generating functions of minimal arities, so-called
minimal functions. The truth of this theorem (see [21]) persists in the general case
with nullary operations, since the set of minimal clones remains unchanged. This
is due to the fact that any clone F satisfying F (0) = ∅ has a lower cover F ′ > JA.
Therefore, the “new” clones do not contribute to the set of atoms of the clone lattice.
Similarly, the characterisation of all maximal clones (coatoms in the clone lattice,
atoms in the lattice of relational clones) on ﬁnite carrier sets (see [20,19]) almost stays
the same. They are usually described using single generating relations, and these
relations can be reused in the general case, too. However, there is one additional
minimal relational clone present, namely [{∅}]RA . It corresponds to the maximal
clone O′A, which used to be the top element of the traditional clone lattice. In
the general setting it constitutes an additional maximal clone, because it is covered
above by OA.
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