We study the regularity of solutions of one-dimensional variational obstacle problems in W , when the Lagrangian is locally Hölder continuous and globally elliptic. In the spirit of the work of Sychev [5-7], a direct method is presented for investigating such regularity problems with obstacles. This consists of introducing a general subclass L of W , , related in a certain way to one-dimensional variational obstacle problems, such that every function of L has Tonelli's partial regularity, and then to prove that, depending on the regularity of the obstacles, solutions of corresponding variational problems belong to L. As an application of this direct method, we prove that if the obstacles are C ,σ , then every Sobolev solution has Tonelli's partial regularity.
to L ω (L, K, c, δ ), see Lemma 2.6. From Theorem 2.5 and Lemma 2.6 we then deduce a regularity result (see Theorem 2.8) for solutions of (1.1) which says that if L is locally Hölder continuous and globally elliptic and if lim ε→ e ε ω h ξ + γ ξ θ dξ ξ = for all h ∈ {f, f ὔ , g, g ὔ } and all γ, θ > , (1.2) where ω h : [ , ∞[ → [ , ∞[ denotes the modulus of continuity of h and e is Napier's number, then every solution of (1.1) has Tonelli's partial regularity. In particular, (1.2) holds when the obstacles f and g belong to C ,σ ( [a, b] ), see Corollary 2.9. The regularity of solutions of one-dimensional variational obstacle problems of type (1.1) was studied by Sychev in [8] , where it is established, for L locally Hölder continuous and locally elliptic, that when the obstacles are bounded in W ,∞ -norm, solutions exist in the class of Lipschitz functions provided that the obstacles are close, and that if furthermore the obstacles are C (resp. C ,σ ), then these Lipschitz solutions are C (resp. C ,σ ), see [8, Theorem 1.1] (resp. [8, Theorem 1.2] ). But nothing is proved for Sobolev solutions. The results of our paper are contributions in this direction.
To complete the introduction, let us mention that Gratwick and Preiss proved in [2] , without considering obstacles, that if locally Hölder continuity of L fails, i.e., L is only continuous, then Tonelli's partial regularity does not hold in general. Let us also note that regularity and nonregularity phenomena, depending on Hölder and usual continuity, was known in the context of parametric problems long ago, see Reshetnyak's book [4, Chapter 6] . We also refer the reader to [3] where regularity theory without considering obstacles is developed with singular ellipticity.
The plan of the paper is as follows. In the next section we give our main results. The central result of the paper (see Theorem 2.5) is stated in Section 2.1 and its consequences (see Theorem 2.8 and Corollary 2.9) together with their proofs are in Section 2.2. Finally, Theorem 2.5 is proved in Section 4. The proof of Theorem 2.5 is based upon a technical lemma (see Lemma 3.1) which is a generalization of [7, Lemma 1.1] to the case of obstacle problems. This technical lemma is proved in Section 3.
Main results
Let a, b ∈ ℝ with a < b and let L ∈ C( [a, b] × ℝ × ℝ). In what follows, we consider the following two assumptions: (H ) L is locally Hölder continuous, i.e., for each compact G ⊂ [a, b] × ℝ × ℝ there exist C = C(G) > and α = α(G) > such that [a, b] × ℝ × ℝ) and there exists μ > such that L vv ≥ μ everywhere. (Then L v ∈ C( [a, b] 
and
for all (x, u, v ) , (x, u, v ) ∈ [a, b] × ℝ × ℝ.) We begin with a general regularity theorem (see Theorem 2.5) with respect to a subclass of W , ( [a, b] ) related in a certain way to the one-dimensional variational obstacle problem (1.1), see Definition 2.1.
A general regularity theorem
with the following three properties:
Remark 2.2.
When ω ≡ , the class L ω (L, K, c, δ ) is the one introduced by Sychev in [7] for studying the regularity of solutions of variational problems without obstacles. Thus, in Definition 2.1, the appearance of the function ω is related to the obstacles (see Lemma 2.6). 
where c > is given by (A ), and so
In what follows, given c > we consider ∆ c ⊂ ] , [ given by 
with dist((t, w); K) := inf{|x − t| + |u − w| : (x, u) ∈ K} and M(k) > satisfies the following property:
with μ > given by (H ) and
Before stating our main result, see Theorem 2.5 below, recall that every u ∈ W , ( [a, b] ) is uniformly continuous on [a, b] and almost everywhere differentiable in [a, b] , i.e., [a, b] ) where AC( [a, b] ) is the class of absolutely continuous functions on [a, b] , see [1, Chapter 2] and the references therein.) Definition 2.4. We say that u ∈ W , ([a, b]) has Tonelli's partial regularity if the following three conditions hold:
We denote the class of u ∈ W , ( [a, b] ) such that u has Tonelli's partial regularity by W , T ( [a, b] ). Here is the main result of the paper. 
i.e., every u ∈ L ω (L, K, c, δ ) has Tonelli's partial regularity.
Theorem 2.5 can be applied to deal with the regularity of solutions of one-dimensional variational obstacle problems of type (1.1).
Application to the regularity of solutions of variational obstacle problems
Usually, the functions f and g are called the obstacles. The following lemma makes clear the link between the class S f,g of solutions of the variational obstacle problem (1.1) and the class L ω (L, K, c, δ ) when the obstacles are C . Lemma 2.6. Assume that (H ) holds and the obstacles f and g belong to C ([a, b]). Let Proof of Lemma 2.6. We only have to prove that (A ) is satisfied with ω given by (2.8).
Step 1: Defining an admissible function with respect to the obstacles. Let
because u ∈ S f,g .
Step 2: Using condition (H ). Set
(Note that much of the arguments in the proof rely on both A f and B g being non-empty. If one is or both are empty, then the arguments simplify.) Then we have
By using Lagrange's finite-increment theorem, we can assert that there exists two sequences {x i } i≥ and
and (2.14) follows because f ≤ u ≤ g. By using the same reasoning with (2.13) instead of (2.12), we obtain (2.15). Moreover, it is easy to see that
and consequently, we have
But, using (H ) we can assert that
Fix any
x ∈ A f . Then, by (2.10), there exists i ≥ such that
Moreover, by (2.12) we have
Consequently,
In the same manner, by using (2.11) and (2.13) instead of (2.10) and (2.12), we obtain
Step 3: End of the proof. Let ω :
Then the function ω is increasing in both arguments and from (2.17) 
But A f and B g are subsets of ]s, t[, hence |A f | ≤ |s − t| and |B g | ≤ |s − t|, and consequently
which shows that (A ) is verified.
Remark 2.7. In the proof of Lemma 2.6 we have in fact established that (A ) holds without any restriction that |s − t| < δ .
As a consequence of Theorem 2.5 and Lemma 2.6, we have the following theorem. 
A technical lemma
In this section we prove the following technical lemma which is a generalization of [ 
Then it is easy to see that for every (t, y, p) ∈ [a, b] × ℝ × ℝ and every u ∈ L ω (L, K, c, δ ),
Step 
and for all ζ ∈ ℝ, one has
5)
where μ > is given by (H ). Let ∆ :
It is clear that ∆ is increasing in both arguments and ∆ (k, ) = for all k ∈ [ , ∞[. We claim that there exist 
where μ > is given by (H ) and c(k) ≥ by (2.7). Consequently, considering M(k) > with the property (2.6) and using the fact that ω(k, ⋅ ) is increasing, we can assert that
Secondly, for every ζ ∈ ℝ we have
Let C (k) > and α(k) > be given by (H ) with G = K × [−(k + M(k)), k + M(k)], where K is given by (2.5). Then, for every ζ ∈ ℝ such that |ζ| ≤ M(k), we have
On the other hand, by (H ) we have
Consequently, setting
we can assert that It is clear that ∆ is increasing in both arguments and ∆ (k, ) = for all k ∈ [ , ∞[. We claim that there exists Step 2: Constructing δ satisfying (P ) and (P ). From (3.6) and (3.10) it is easily seen that there exists 
But from (3.16) we see that
Step 3:
For simplicity of notation, set
Let T ⊂ [x , x ] be given by
We claim that
x ], hence, using (3.5) and the fact that ω(|k |, ⋅ ) is increasing, if x ∈ T, then
and so
On the other hand, using again the fact that
and consequently, using (3.18) and (3.19) , we deduce that
which gives (3.17).
Let Ω x ,x ⊂ [x , x ] given by
Then Ω x ,x ⊂ T by the definition of ∆(|k |, ε). From (3.17) it follows that
We have thus proved that for each u ∈ L ω (L, K, c, δ ) and each y, z ∈ [a, b] with < z − y ≤ δ e , one has the following inequality:
where
Finally, property (P ) is a consequence of the following auxiliary lemma, whose proof can be extracted from [7] . (For the convenience of the reader, the proof of Lemma 3.3 is given below.)
Then u satisfies (P ).
But we have proved that every u ∈ L ω (L, K, c, δ ) verified (3.20) for all y, z ∈ [a, b] such that < z − y ≤ δ e . Consequently, (P ) is satisfied for all u ∈ L ω (L, K, c, δ ), and the proof of Lemma 3.1 is complete.
For simplicity of notation, we set k := k u (x , x ) and ε := |x − x | and, without loss of generality, we assume that δ(|k|, ε) < ∞. Let {I n := [x n , x n ]} n≥ be a decreasing sequence of intervals such that I = [x , x ], I n + ⊂ [s, t] ⊂ I n for some n ≥ , (3.22) and, setting ε n := |x n − x n | for all n ≥ , ε = ε, ε n+ = e ε n , i.e., e ε n+ = ε n , for all n ≥ . (3.23) (From (3.23) we see that ε n = e n− ε for all n ≥ , and so lim n→∞ ε n = with ε > ε > ⋅ ⋅ ⋅ > ε n > ε n+ > ⋅ ⋅ ⋅ .) Taking Remark 3.2 into account and noticing that ⋃ ∞ n= [e ε n+ , e ε n ] = ⋃ ∞ n= [ε n , e ε n ] = ] , e ε], we see that
Using the fact that ∆ : Thus, to prove (3.2) it is sufficient to establish the following assertion:
with P(m) given by δ(|k|, ε) , ε n ) .
Indeed, applying (3.25) with m = n , σ = s and τ = t, we have δ(|k|, ε) , ε n ), and (3.2) follows by using (3.24) together with the fact that
Proof of (3.25). We proceed by induction on m.
Step 1: Base case. Assume that P( ) is false. In this case, there exist 
which is the desired conclusion.
Set 
where Ω x ,x is defined by (3.21) with y = x and z = x . Recalling that ε = ε = |x − x | and using (3.20) and the fact that ∆( ⋅ , ε ) is increasing, we deduce that
But, by the definition of A, we have 
Proof of the general regularity theorem
In this section we prove Theorem 2.5 (see Section 4.2).
Auxiliary lemmas
To prove Theorem 2.5 we need the following lemmas. Proof of Lemma 4.1. By (4.2) there exists M > such that |k u (s n , t n )| ≤ M for all n ≥ . Setting ε n := |s n − t n | for all n ≥ (where, because of (4.1), without loss of generality we can assume that ε n ≤ δ e for all n ≥ ), from Lemma 3.1, see (3.2), we have |k u (s, t) − k u (s n , t n )| ≤ δ(M, ε n ) for all s, t ∈ [s n , t n ] with s < t and all n ≥ (where δ is given by Lemma 3.1). Thus |k u (s, t) − d| ≤ |k u (s, t) − k u (s n , t n )| + |k u (s n , t n ) − d| ≤ δ(M, ε n ) + |k u (s n , t n ) − d| (4.5)
for all s, t ∈ [s n , t n ] with s < t and all n ≥ . But lim n→∞ ε n = by (4.1) and so lim n→∞ δ(M, ε n ) = by (3.1). Moreover, lim n→∞ |k u (s n , t n ) − d| = by (4.2). So, from (4.5) we can deduce that So, we can assert that there exists ε C,η ∈ ] , δ e ] such that δ(C + η, ε C,η ) < η . But |k u (ȳ,x)| ≤ |u ὔ (x)| + η < C + η < C + η by (4.9), hence |k u (ȳ,x) − u ὔ (x)| ≤ δ(C + η,δ(C, η)) because δ is increasing in both arguments. According to (4.6) and (4.9), we see that 
