Algorithms for the group testing problem when there is no a priori information on the number of defective items are considered. The e ciency criterion used is the competitive ratio, which is the ratio of the number of tests required by an algorithm when there is no a priori information on the number of defective items, to the number of tests required by an optimal algorithm when the number of defective items is known in advance. A new algorithm is presented, and it is shown that the competitive ratio of this algorithm is 2. This result is an improvement over a previous algorithm due to Du and Hwang DH2] the competitive ratio of which is 2.75. It also proves a conjecture made in DH2]. A new application of group testing techniques for high speed network is discussed. this paper was presented in INFOCOM-92. y IBM T.
Introduction
The group testing problem may be described as follows. Consider a set of n items each of which being either defective or good. The objective is to identify all the defective items by a minimal number of tests. Each test is performed on a subset of the n items and can have two possible outcomes { either positive or negative. A positive outcome indicates that the subset under test is contaminated, i.e. it contains at least one defective item. A negative outcome indicates that the subset under test is pure, i.e. it contains only good items.
Group testing was rst introduced by Dorfman Do] in 1943. In subsequent years a large number of papers were published on this subject. There are two basic models in the literature for this problem { a stochastic model and a deterministic model. In the stochastic model it is assumed that each item is defective with some probability, and the objective is to minimize the expected number of tests required to identify all the defective items. In the deterministic model it is assumed that the number of defective items (or an upper bound on this number) is known in advance, and the objective is to minimize the maximum number of tests required to identify all the defective items.
In many practical applications, the assumption of the deterministic model that there is an a priori information on the number of defective items is not realistic. Recently, Du and Hwang DH2] presented algorithms that do not require an a priori information on the number of defective items. The e ciency criterion used in DH2] is the competitive ratio. This criterion, which originated from studies of on-line algorithms (see MMS]), may be described as follows.
Let M(n; d) be the number of tests required by an optimal group testing algorithm to identify among n items all d defective items, when d is known in advance. Let T A (n; d) be the number of tests required by algorithm A to identify among n items all d defective items, when d is not known in advance. Then A is -competitive if for all 0 d n, T(n; d) M(n; d) + for some constant . The parameter is called the competitive ratio. Du and Hwang DH2] presented an algorithm that achieves a competitive ratio of 2.75, and conjectured that a 2-competitive algorithm exists.
In this paper we present a group testing algorithm that achieves a competitive ratio of 2, thus improving the result obtained in DH2] and also proving the above conjecture.
The organization of the paper is as follows. In Section 2 we present our algorithm. In Section 3 we analyze the performance of this algorithm, and in Section 4 we show that its competitive ratio is 2. Finally, in Section 5 we discuss a new application for group testing techniques in high-speed networks.
The algorithm
The basic idea behind the algorithm is as follows. Since the number of defective items d is unknown, the algorithm tries to estimate the value of d. If d is large the algorithm would like to nd small contaminated sets whereas if d is small the algorithm would like to nd large pure sets.
The algorithm uses the following strategy. It tests disjoint sets of items of sizes 1; 2; : : :; 2 i until the rst time a contaminated set is found. Namely, the answer for the rst i tests was negative and the last answer was positive. At this stage, the algorithm detected 1 + 2 + + 2 i?1 = 2 i ? 1 good items and found a contaminated set of size 2 i . Using a binary search this item can be detected by performing i additional tests. Since prior to the binary search the algorithm performed i+1 tests, it follows that for the price of 2i+1 tests the algorithm learned about 2 i items. In other words, the status of a new items is known by performing 2 log a + 1 tests.
The above described strategy, called the doubling process, is the heart of Algorithm DOU-BLE that is depicted in Figure 1 . However, this strategy by itself is not enough to guarantee a competitive ratio of 2. The reason for this is that when d is small, the algorithm may perform many unnecessary tests on a large pure set. In the extreme case where d = 0, the algorithm performs log n such unnecessary tests. To overcome this di culty, the algorithm can test all the unknown items before it starts the doubling process. However, this solution achieves competitive ratio of only 2:16.
The nal trick added to the algorithm is as follows. First the algorithm tests a set of size three. If the set is pure then the algorithm can test the rest of the items and if they are contaminated then the algorithm begins the doubling process. By testing three items instead of two sets one of two items and one of one item, the algorithm saved a test to spend on testing the rest of the items. If the set containing the three items is contaminated, then by two additional tests either two defective items are detected or a good item and a defective item are detected.
In Figure 1 a high level description of Algorithm DOUBLE is presented. During the run of the algorithm three sets of items are maintained:
1. U { the set of unknown items, 2. D { the set of defective items, and 3. G { the set of good items.
Initially, U := f1; : : :; ng is the set of all items where D and G are empty sets. These sets are updated accordingly when either a defective item is detected or good items are detected.
Testing a set of items is done by Procedure TEST that returns a positive answer for a contaminated set and a negative answer for a pure set. In addition, the algorithm calls three other procedures.
1. Procedure 3-TEST (Figure 2 ) { The input for this procedure is a contaminated set of three items. The procedure tests two items one at a time and nds either two defective items or one good item and one defective item.
2. Procedure BINARY-TEST ( Flow 1: A subset of three items is tested and found to be pure, and then the rest of the yet untested items are tested and found to be contaminated. Thereafter, i?2 (i 2) disjoint sets of sizes 4; 8; : : :; 2 i?1 are tested and found to be pure, and then a subset of size at most 2 i is tested and found to be contaminated. Finally, Procedure BINARY-TEST is invoked and detects one defective item.
Flow 2: A subset of three items is tested and found to be contaminated. Then Procedure 3-TEST detects two defective items by performing two additional tests.
Flow 3: A subset of three items is tested and found to be contaminated. Then Procedure 3-TEST detects one defective item and one good item by performing two additional tests.
Flow 4: A subset of three items is tested and found to be pure, and then the rest of the yet untested items are tested and found to be pure. 4 The competitive ratio of the algorithm Let M(n; d) be the number of tests performed by an optimal algorithm on n items where d is known in advance. The following three lemmas are lower bounds for M(n; d) for all possible values for d. The rst lemma is by de nition, the second lemma is due to Hwang Hw] , and the last lemma is a variation of a lemma of Du and Hwang DH2] . We are now ready to state the main result of the paper.
Theorem 4.1 Algorithm DOUBLE is a 2-competitive algorithm for solving the group testing problem on n items when the number of defective items is not known in advance.
Proof: We distinguish between three cases:
(i) d = 0 : By Fact 3.1 and Lemma 4.1 it follows that T(n; 0) = 2M(n; 0) + 2.
(ii) 0 < d n 2 : By Lemmas 3.4 and 4.2 it follows that T(n; d) 2M(n; d) + 6.
(iii) n 2 < d n : By Lemmas 3.5 and 4.1 it follows that T(n; d) = 2M(n; d) + 2. Putting all together, we get for 0 d n, T(n; d) 2M(n; d) + 6: 2 6 5 Summary and Discussion
In this paper a group testing algorithm that does not require any a priori information on the number of defective items was presented, and was shown to have a competitive ratio of 2. This result is an improvement over a previous algorithm the competitive ratio of which is 2.75. It is possible to relax the requirement for competitive algorithms: The competitive ratio is taken for xed d and n ! 1. With such a requirement, our algorithm remains a 2-competitive algorithm, whereas algorithm C in DH2] achieves a competitive ratio that tends to 1. However, the competitive ratio of algorithm C without the above relaxation is 2:89.
The applications of group testing techniques in communication networks were so far mainly in the design of multiaccess algorithms. We now discuss a new application of group testing techniques in high speed networks.
Consider a communication network in which processors may fail and then recover. A basic task for a processor that has just recovered is to nd which among the other processors are failed. The only way processor p can detect a failed processor q is by communicating with q. If q does not acknowledge p, then p can deduce that q is a failed processor. Moreover, p cannot obtain information on the status of processor q from other processors. The goal is to accomplish this task in minimum time. We call the above task the fault detection problem.
In high speed networks, processor p can send a message to itself along some path, and it takes one unit of time for the message to return to p, independent of the length of the path. If after one unit of time p does not receive the message, it deduces that at least one of the processors on the path is failed. To demonstrate the advantage of this technique, consider a fully connected network with n + 1 processors when it is known that there exists exactly one failed processor. In conventional networks, in the worst-case a processor may poll all the other n processors before it nds the failed one, and therefore, the time complexity is n. In high speed networks, using the above idea, the failed processor may be found by a binary search that takes log n + 1 units of time.
Assuming that the above technique is used, the fault detection problem in a fully connected high speed network with n + 1 processors is clearly equivalent to the group testing problem on n items. When the network is not fully connected, any solution to the group testing problem is a solution to the fault detection problem. However, by utilizing information on the topology of the network, more e cient algorithms for the fault detection problem can be designed. The design of such algorithms is a subject for further research. 
