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Abstract
The Feynman path integral approach for computing equilibrium isotope ef-
fects and isotope fractionation corrects the approximations made in standard
methods, although at significantly increased computational cost. We describe
an accelerated path integral approach based on three ingredients: the fourth-
order Takahashi-Imada factorization of the path integral, thermodynamic in-
tegration with respect to mass, and centroid virial estimators for relevant free
energy derivatives. While the first ingredient speeds up convergence to the
quantum limit, the second and third improve statistical convergence. The
combined method is applied to compute the equilibrium constants for isotope
exchange reactions H2+D⇋H+ HD and H2+D2 ⇋ 2HD.
Keywords: path integral Monte Carlo, Takahashi-Imada factorization,
equilibrium isotope effect
1. Introduction
The equilibrium isotope effect (EIE), defined as the effect of isotopic
substitution on chemical equilibrium, is amongst the most important tools
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for studying reaction mechanisms and equilibria [1]. In certain situations,
e.g., in composite mechanisms with a pre-equilibrium, the EIE can be the
main determinant of the kinetic isotope effect. Although EIE research has
a long history, until recently most theoretical calculations were based on the
assumption of separability of rotations and vibrations, on the rigid rotor
approximation for rotations, and on the harmonic treatment of vibrations
[1]. More rigorous EIE treatments avoiding these three approximations are
recent [2, 3, 4, 5, 6, 7, 8] and based on the Feynman path integral [9, 10, 11]
representation of the partition function.
One of these rigorous approaches [3], the extension of which is the main
goal of this article, evaluates the required ratio of partition functions via
thermodynamic integration with respect to the isotope mass (used originally
[12, 13, 14] in the context of quantum instanton [15] calculation of kinetic
isotope effects) and via Monte Carlo sampling of the discretized path inte-
gral. The method of Ref. [3] was successfully used with ab initio potentials
for calculating the EIE in [1, 5] sigmatropic hydrogen shift reactions [3, 4].
The computational cost was drastically lowered by combining the harmonic
estimate of the EIE based on accurate ab initio electronic structure calcu-
lations together with path integral Monte Carlo simulations based on force
fields or semiempirical potentials for calculating the anharmonicity and other
quantum corrections. In both Refs. [3, 4], only the standard primitive ap-
proximation for the path integral was used.
Lynch, Mielke, and Truhlar [2] evaluated accurate equilibrium isotope ef-
fects on H2O2 as ratios of partition functions computed with the enhanced
same-path extrapolation variant [16] of the trapezoidal Trotter Fourier path
integral Monte Carlo method [17]. Another method, proposed by Major
and coworkers [5] combines the quantized classical path approach of Hwang
and Warshel [18] with a perturbation expression using the staging algorithm.
After comparing implementations with the primitive, Takahashi-Imada [19],
and Chin [20] factorizations of the discretized path integral, the authors
applied their method to compute the EIE on the keto-enol tautomerism
in alanine racemase [5]. Perez and von Lilienfeld generalized the calcula-
tion of EIEs using “alchemical” transformations in which the isotope masses
are changed simultaneously with the interaction potential [6]. Ceriotti and
Manolopoulos sped up EIE calculations by combining path integral molecular
dynamics with a generalized Langevin equation [7]. Very recently, Ceriotti
and Markland accelerated the thermodynamic integration with respect to
mass by “flattening” the integral with a nonlinear change of variables [8].
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In general, methods based on path integrals are accurate, but also very
computationally expensive when compared with the less rigorous approaches.
Consequently, any extension that significantly speeds up the convergence of
path integral simulations without compromising accuracy is highly desir-
able. The aim of this paper is to accelerate the convergence of the Ref. [3]
method to the quantum limit through combination with the fourth-order
Takahashi-Imada factorization [19] of the path integral. The smaller error
in Takahashi-Imada factorization allows discretization of the path integral
with fewer imaginary time slices than required by the primitive approxima-
tion used in Ref. [3]. In addition to lowering the systematic error by the
Takahashi-Imada factorization, we also decrease the statistical error by im-
plementing the centroid virial estimator for the free energy derivative with
respect to mass and specific for the Takahashi-Imada factorization. The
improved methodology is tested on two isotope exchange reactions on the
BKMP2 potential energy surface [21]. In contrast to Ref. [3], where the
discretized path integral was sampled with the path integral molecular dy-
namics, here the sampling is performed with the path integral Monte Carlo
method.
The remainder of the article is organized as follows: Section 2 explains
how to evaluate EIEs via the thermodynamic integration, describes the im-
plementation of this method using the Takahashi-Imada factorization of the
path integral, and presents the derivation of relevant thermodynamic and
centroid virial estimators. The methodology described in Sec. 2 is applied to
two different chemical reactions in Sec. 3, while Sec. 4 concludes the paper.
2. Theory
2.1. Thermodynamic integration with respect to mass
The EIE is defined as the ratio EIE = Kl/Kh,where Kl and Kh are
the equilibrium constants of two chemical reactions that involve lighter (l)
and heavier (h) isotopologs, but are otherwise identical. In terms of the
molecular partition functions for the products (P ) and reactants (R), the
EIE is expressed as [22]
EIE =
QPl /Q
R
l
QPh /Q
R
h
. (1)
A more convenient form of the last expression, namely,
EIE =
QRh /Q
R
l
QPh /Q
P
l
, (2)
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suggests that an evaluation via the thermodynamic integration [23] with
respect to the isotopic mass is possible [3, 13]. In this method, the ratios
of partition functions in Eq. (2) are computed from the reduced free energy
difference ∆F as
Qh
Ql
=
sl
sh
exp (−β∆F ) ,
where sl and sh denote the symmetry numbers of the two isotopologs and
β = 1/(kBT ) is the inverse temperature. By factoring out the symmetry
numbers, we take into account the exchange symmetry of the indistinguish-
able hydrogen nuclei approximately and ∆F can be computed as for dis-
tinguishable particles. The symmetry numbers reflect the number of in-
distinguishable orientations of the molecule in which hydrogen atoms are
exchanged by rotation [1, 22, 24]. The value of EIE stemming from the
symmetry numbers alone is referred to as a purely statistical isotope effect,
which is equal to the high temperature approximation described below. The
treatment of indistinguishability by symmetry factors is valid even at tem-
peratures much lower than those considered here [9, 11]. (To go beyond this
approximation is possible, but requires Feynman paths connecting different
particles [9, 11]; the contributions of such paths to the Feynman path integral
are strongly suppressed except at temperatures close to absolute zero.)
The reduced free energy difference ∆F is evaluated as the integral
∆F =
∫ 1
0
dλ
dF (λ)
dλ
(3)
of the derivative of F with respect to a parameter λ interpolating between
the masses of isotopes in the two isotopologs. For convenience, we choose
this interpolation to be linear:
mi(λ) = (1− λ)ml,i + λmh,i. (4)
Finally, note that for an isotopomerization reaction (a reaction in which
R and P are isotopomers, i.e., involve the same numbers of all isotopes), the
EIE can be simply defined as the equilibrium constant: EIE = K = QP/QR.
2.2. Monte Carlo evaluation of the free energy derivatives via the Takahashi-
Imada factorization of the path integral
The path integral formalism [9, 10, 11] allows for a rigorous representation
of the quantum partition function Q(β) = Tr[exp (−βHˆ)] without knowledge
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of the eigenstates of the Hamiltonian operator. Using the Lie-Trotter theorem
[25], the trace on the right side of this expression can be factorized as
Tr(e−βHˆ) = Tr{[e−(β/P )Tˆ e−(β/P )Vˆ ]P}+O(β3P−2), (5)
where Tˆ and Vˆ are the kinetic and potential energy operators, and P is the
Trotter number (or number of imaginary time slices or “beads”). Setting
P = 1 in Eq. (5) yields the classical partition function, whereas the limit
P → ∞ gives the exact quantum partition function. Factorization (5) is
usually called the primitive approximation (PA). Due to its simplicity, it
is the most widely used path-integral factorization and was used for the
calculation of the EIEs in Ref. [3].
Our main goal is to demonstrate that the convergence of the EIE cal-
culation with respect to P is significantly accelerated by employing the
Takahashi-Imada (TI) factorization [19],
Tr(e−βHˆ) = Tr{[e−(β/P )Tˆ e−(β/P )Vˆ eff ]P}+O
(
β5P−4
)
, (6)
where Vˆeff is an effective potential energy operator obtained by augmenting
the true potential energy Vˆ with a TI term VˆTI,
Vˆeff = Vˆ + VˆTI, (7)
VˆTI =
1
24
(
β
P
)2
[Vˆ , [Tˆ , Vˆ ]]. (8)
In the coordinate representation,
VTI(r) =
1
24
~
2
(
β
P
)2 N∑
i=1
1
mi
(
∂V
∂ri
)2
.
where r = (r1, ..., rN) is a collective notation for the coordinates of all
N atoms. Having accuracy of higher order in P , the TI factorization is more
accurate than the PA for a given (sufficiently large) P. As a consequence, the
TI factorization achieves a desired accuracy with a smaller Trotter number P
than the PA. This is an advantage, particularly at low temperatures, where
the Trotter number required for simulation convergence with the PA can be
very large [5, 19, 26, 27, 29, 30].
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Both PA (5) and TI factorization (6) are expressed exactly in the coor-
dinate representation. In the TI scheme,
QTI,P (N, V, T ) = C
∫
d{r(s)} exp[−βΦeff({r
(s)})], (9)
where {r(s)} stands for (r(1), . . . , r(P )); the prefactor C and effective “polymer
chain” potential Φeff are
C =
(
P
2pi~2β
)3NP/2 N∏
i=1
m
3P/2
i and
Φeff({r
(s)}) =
P
2~2β2
N∑
i=1
mi
P∑
s=1
(r
(s)
i − r
(s+1)
i )
2 (10)
+
1
P
P∑
s=1
Veff(r
(s)).
The discretized path integral (9) is evaluated with either the path integral
Monte Carlo (PIMC) or path integral molecular dynamics, with both ap-
proaches having advantages and disadvantages. While the path integral
molecular dynamics appears to be the method of choice for ab initio path
integral calculations [29], its PA implementation requires force and energy
evaluations, whereas the PIMC needs only energies. The TI factorization
implemented in a PIMC code requires only energies and forces, whereas for
path integral molecular dynamics energies, forces, and second derivatives of
the energies must be calculated. The second derivative requirement
was circumvented by Jang and coworkers [26], Yamamoto [28], and
Perez and Tuckerman [29] with an elegant trick employing the PA
as a reference potential; however, this assumes that the TI correc-
tion (8) is small. Ceriotti and coworkers [31] showed recently that
this re-weighting procedure fails in systems with many degrees of
freedom due to the growth of the statistical error of the re-weighted
average.
Therefore we focus on the PIMC implementation of the TI factorization:
In addition to not requiring second derivatives of the potential energy, its
implementation into existing PIMC codes is straightforward, the main change
being that both the random walk and the estimators use Φeff instead of the Φ
originally employed in the PA. Below we list only the new, TI expressions; the
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corresponding PA expressions can be obtained by setting VTI = 0. Moreover,
they have already been derived in Ref. [14].
PIMC simulations [11] are based on the sampling of the full 3NP -dimensional
configuration space of the discretized path-integral representation (9) of the
partition function. The polymer-chain potential energy Φeff from Eq. (10)
determines the sampling weight W = exp(−βΦeff). In compact notation, the
thermodynamic average 〈A〉T of an operator Aˆ at temperature T is obtained
as a Monte Carlo average 〈A〉T ≈ 〈AE({r
(s)})〉W , where AE is an estimator for
Aˆ and W is the sampling weight. The path-integral estimator for the deriva-
tive of the free energy in Eq. (3) is obtained most easily by substituting the
path-integral representation (9) into the equation −βdF/dλ = d logQ(λ)/dλ.
This results in the thermodynamic estimator,
−β
dFTI,TE(λ)
dλ
=
N∑
i=1
dmi
dλ
(
3P
2mi
− β
dΦeff
dmi
)
,
where
β
dΦeff
dmi
=
P∑
s=1
[
P
2~2β
(
r
(s)
i − r
(s+1)
i
)2
+
β
P
dVTI(r
(s))
dmi
]
.
The problem with this estimator is the growth of its statistical error with
P , preventing convergence to the quantum limit. A similar effect was ob-
served for the thermodynamic estimator in the PA and was fixed by using
the centroid virial estimator for dFPA(λ)/dλ [14], which is a generalization
of the centroid virial estimator for the kinetic energy [32, 33]. As in the
PA used in Ref. [14], in the TI scheme this estimator can be derived by
mass-scaling the coordinates [34] and subtracting the centroid coordinate
rC := P−1
∑P
s=1 r
(s) in Eq. (9). This shifts the dependence on mass com-
pletely from the kinetic to the potential energy and the application of the
equation −βdF/dλ = d logQ(λ)/dλ yields the desired TI centroid virial es-
timator:
−β
dFTI,CVE(λ)
dλ
=
D
2
N∑
i=1
1
mi
dmi(λ)
dλ
(11)
−
β
P
P∑
s=1
[
dVeff({r
(s)(∆λ)})
d∆λ
−
~
2
24
(
β
P
)2 N∑
i=1
1
m2i
dmi
dλ
(
∂V
∂ri
(r
(s)
i )
)2]
,
r
(s)
i (∆λ) :=r
C
i +
[
mi(λ)
mi(λ+∆λ)
]1/2
(r
(s)
i − r
C
i ).
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It is essential to evaluate the ∆λ derivative in the last expression by finite
difference [34]. Evaluating this derivative analytically would result in expres-
sions involving the gradient of Veff and requiring the second derivatives of V ,
which would eliminate the advantage of the TI PIMC. In general, the cost
of evaluating the estimators can be made negligible in comparison
with the cost of the random walk because, due to correlations be-
tween samples, it is not necessary to sample at each Monte Carlo
step.
2.3. Standard approach based on harmonic approximation
In the numerical examples our results are compared with the standard
approach [1] based on the “harmonic approximation.” By harmonic approx-
imation we mean an ensemble of the following three approximations: sepa-
rability of rotations and vibrations, harmonic approximation for vibrations,
and rigid rotor approximation for rotations. An overall EIE can be decom-
posed into elementary isotope effects (IEs), i.e., simple ratios of molecular
partition functions: IE := Ql/Qh. Within the harmonic approximation, the
Teller-Redlich theorem yields [1]
IEHA = IEHA, T→∞
3N−6∏
n=1
xl,n
xh,n
1− e−xh,n
1− exl,n
e−(xl,n−xh,n)/2, (12)
where n runs over the vibrational degrees of freedom, xn = β~ωn, and ωn is
the angular frequency of the nth vibration. The prefactor
IEHA, T→∞ =
sh
sl
N∏
i=1
(
ml,i
mh,i
)3/2
(13)
is the high temperature limit of IEHA. The low temperature limit of IEHA
(12) is
IEHA, T→0 = IEHA, T→∞
3N−6∏
n=1
xl,n
xh,n
e−(xl,n−xh,n)/2. (14)
The above expressions apply to nonlinear molecules, having 3N − 6 vibra-
tional degrees of freedom. Yet, these expressions remain valid in general
when taking into account that the number of vibrations is zero for atoms
and 3N − 5 for linear molecules.
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3. Numerical examples
3.1. Reactions
Our methodology is tested numerically by evaluating the EIEs on two
chemical reactions, the first EIE being the equilibrium constant for the iso-
topomerization reaction
H2 +D⇋ H+ HD, (15)
with the interesting part of the isotope effect being its deviation from the
purely statistical value of 2. Since the mass interpolation (4) allows changing
masses of several atoms simultaneously, EIE1 can be calculated in a direct
way as
EIEdirect1 = QHD+H/QH2+D. (16)
For this calculation the free energy estimator must take into account a simul-
taneous transformation H 99KD in H2 and D 99KH in D. Sometimes, however,
it is useful to separate the contributions to the EIE from these two transfor-
mations and write:
EIE1 =
QHD+H/QH2+H
QH2+D/QH2+H
, (17)
where both the numerator and denominator were divided by QH2+H. Finally,
it is possible to write EIE (16) as EIE= (QHD/QH2)(QH/QD), where the first
factor can be computed in a much simpler, 3-dimensional simulation (with
one vibrational and two rotational coordinates) and the second factor eval-
uated analytically. We choose a more tedious, but more general approach
expressed in Eqs. (16) or (17) and use nine Cartesian coordinates so that
our methodology remains unchanged for unimolecular reactions (which have
no asymptotic region with noninteracting reactants) and for large molecules
(for which transformation to internal coordinates does not simplify the cal-
culation). Last, a nine-dimensional calculation is a more stringent test of the
methodology from Sec. 2.
The second EIE is an equilibrium constant for the isotopomerization re-
action
H2 +D2 ⇋ 2HD, (18)
having a statistical value of 4. Although this takes place on a different
potential energy surface, the EIE can be cast into a form suitable for the
BKMP2 potential energy surface:
EIE2 =
QHD+HD
QH2+D2
=
QHDQHD
QH2 QD2
=
QHD+H/QD2+H
QH2+H/QHD+H
. (19)
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In the last step, both the numerator and denominator were multiplied by Q2H.
The second and third equalities hold because, in the low-pressure,
low-concentration limit, the reactants and products are noninter-
acting in the asymptotic regions.
3.2. Computational details
All PIMC simulations were performed in Cartesian coordinates (r1, ..., rN).
The random walk employed the staging algorithm [35] to move half of the
beads at once. The thermodynamic integral of Eq. (3) was evaluated with
the Simpson method. The Trotter number was increased proportionally to
the inverse temperature. Using the PA, in particular, the Trotter number
was increased from P = 30 at 1000 K to P = 160 at 200 K. Approximately
the same convergence was obtained in the TI scheme when P was increased
from P = 8 at 1000 K to P = 48 at 200 K. The simulations had an overall
length of 107 steps, of which 25% were a warm-up (i.e., equilibration of the
system). Since the BKMP2 potential energy surface provides both energies
and forces, the forces required in the TI scheme were computed analytically.
Harmonic approximation results were based on the frequencies
from the BKMP2 PES, where the force constant was calculated as
the numerical second derivative.
3.3. Results
Prior to calculating EIEs themselves, we analyzed convergence with re-
spect to the Trotter number P of the derivative of the free energy FHD
corresponding to the isotopic “alchemical” transformation H2+H 99K
HD+H in the numerator of Eq. (17). Figure 1 demonstrates that both
the PA and TI schemes converge to the same results for P → ∞, yet the
TI factorization converges to the quantum result for significantly smaller P
values, confirming the objective of our paper.
The advantages of the centroid virial estimators compared with thermo-
dynamic estimators are shown in Fig. 2. Remarkably, the statistical errors
behave similarly in the PA and TI scheme (except for the lowest P values).
In both factorizations, the statistical error of the thermodynamic estimator
grows with P , whereas the error of the centroid virial estimator is approxi-
mately independent of P . This means that if the centroid virial estimator is
used, the number of Monte Carlo samples need not be increased (at least not
significantly) when P is increased in order to reach the quantum limit. The
overall conclusion of Figs. 1-2 is that the optimal PIMC approach is using
10
 1.5
 2
 2.5
 3
 0  50  100  150
-
βd
F H
D
(λ
)/d
λ
P
CVE TI
CVE PA
 2.6
 2.8
 0  50  100  150
Figure 1: Free energy derivative as a function of the Trotter number P . The free energy
derivative corresponds to the transformation H2+H 99KHD+H at T = 200 K and is
evaluated with the centroid virial estimator (CVE) at λ = 0.5. The Takahashi-Imada (TI)
factorization converges to the quantum limit much faster than the primitive approximation
(PA). The inset shows a detail including statistical error bars.
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the TI factorization together with the centroid virial estimator: the former
lowers the discretization error while the latter decreases the statistical error.
 0
 0.01
 0.02
 0.03
 0.04
 0.05
 0  50  100  150
R
M
SE
P
TE TI
TE PA
CVE TI
CVE PA
Figure 2: Statistical root mean square errors (RMSE) of various estimators for the free
energy derivative −βdFHD(λ)/dλ from Fig. 1 as a function of the Trotter number P .
Both with the primitive approximation (PA) and Takahashi-Imada (TI) factorization,
the RMSE is approximately independent of P for the centroid-virial estimators (CVE),
whereas it grows with P for the thermodynamic estimators (TE).
Values of EIE1 at different temperatures with their statistical errors (com-
puted by block-averaging [36]) are given in Table 1 and plotted in Fig. 3. Path
integral results are compared with the harmonic approximation (12) and its
high and low temperature limits [Eqs. (13) and (14)]. The table demonstrates
that both the PA and TI factorizations, and both the thermodynamic and
centroid virial estimators converge to the same result, which differs from the
harmonic approximation. The only, yet crucial differences, among the four
PIMC results are in the required value of P (which is lower in the TI scheme
than in the PA) and in the statistical error (which is much lower for the
centroid virial than for the thermodynamic estimators). Surprisingly, the
12
PI correction to the harmonic approximation of the EIE is rather
small; this was observed before, e.g., in the EIE on three sigmat-
ropic hydrogen shift reactions [3]. The reason is that the quantum
harmonic approximation works rather well in rigid molecules. The
PI corrections would be more pronounced in the EIE in floppy and
other very anharmonic systems, or in the kinetic isotope effect on
reactions with significant tunneling contribution.
2
5
10
20
 0  1  2  3  4  5  6
EI
E 1
1000 K / T
HA (T→0)
HA
PIMC TI
HA (T→∞)
Figure 3: Temperature dependence of the equilibrium isotope effect EIE1 (17). Compari-
son between the harmonic approximation (HA) and the present PIMC method using the
Takahashi-Imada factorization (PIMC TI).
These differences are reflected in the simulation lengths. Table 2 shows
speedups achieved using different methods in comparison with the simulation
using the PA and the thermodynamic estimator. The speedup f is defined
as
fmethod :=
(
σPA+TE
σmethod
)2
tPA+TE
tmethod
, (20)
where “method” stands for the factorization and estimator used (TE = ther-
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Table 1: Equilibrium isotope effect EIE1 (17) at several temperatures. Table compares
results of PIMC calculations using either the primitive approximation (PA) or Takahashi-
Imada (TI) factorizations, and either the thermodynamic (TE) or centroid-virial (CVE)
estimators. P is the Trotter number and the statistical error is shown in parentheses.
Results of the direct PIMC approach (16) and of the harmonic approximation (HA) are
shown as well.
T (K) PIMC PA PIMC TI HA
TE CVE P TE CVE CVE direct P
200 13.1(3) 13.24(3) 160 13.3(2) 13.27(3) 13.19(4) 48 14.29
300 6.82(8) 6.72(1) 110 6.66(5) 6.73(1) 6.70(1) 32 7.07
400 4.84(4) 4.778(2) 80 4.78(2) 4.788(3) 4.770(3) 24 4.98
500 3.91(2) 3.896(1) 60 3.91(1) 3.905(2) 3.892(2) 18 4.03
1000 2.605(9) 2.6018(3) 30 2.600(7) 2.6036(4) 2.5966(4) 8 2.65
modynamic estimator), t is the CPU time taken by the simulation, and σ is
the statistical error achieved. The number of beads, P , was chosen so that
the discretization error was roughly the same for the PA and TI factorization.
The thermodynamic and centroid virial estimators were computed together
in a single simulation, which is the reason why the factor involving statistical
errors appears in Eq. (20). Table 2 shows that TI factorization alone accel-
erates simulations by a factor between 5 and 10. If the TI factorization is
augmented with the centroid virial estimator, the overall acceleration is 200–
2000 fold. Surprisingly, the speedups due to the use of the centroid
virial estimator at low temperatures are smaller than at high tem-
peratures; this could be because at high temperatures the system
accesses flatter regions of the PES and because the centroid virial
estimator yields (in the PA) the exact result for the free particle
without any sampling.
Results for EIE2 are displayed in Table 3. Everything said about EIE1
holds here, and in addition the PIMC results also agree with the harmonic
approximation. The reason is probably the cancellation of errors due to the
harmonic approximation between the ratios QD2/QHD and QHD/QH2 .
The results of EIE2 were also found in a reasonable agreement
with the experimental data of Urey et al. [37]. Those values are
shown in Table 3 (in the column EXP.) and were obtained by linear
regression of the dependence of EIE2 from Ref. [37] as a function
of 1/T between the temperatures of 25◦C and 468◦C; the datapoint
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Table 2: Speedup achieved in computing EIE1 (17) by various methods in comparison with
the time taken by the primitive approximation (PA) with the thermodynamic estimator
(TE). E.g., at 1000 K, the calculation with the Takahashi-Imada (TI) factorization and
the centroid-virial estimator (CVE) is 2125 times faster.
T (K) PA TI
TE CVE TE CVE
200 1 148 9 285
300 1 159 7 476
400 1 347 9 582
500 1 370 10 403
1000 1 865 5 2125
at the intermediate temperature from Ref. [37] was omitted as too
uncertain and the average of the two available results at 468◦C was
used.
The speedups achieved with the TI factorization and centroid virial esti-
mator are shown in Table 4 and have the same order of magnitude as those
for EIE1 in Table 2.
Table 3: Equilibrium isotope effect EIE2 (19) at several temperatures. See caption of
Table 1 for details. Column EXP. contains values obtained by linear regression
of experimental results [37].
T (K) PIMC PA PIMC TI HA EXP.
TE CVE P TE CVE P
200 2.83(6) 2.85(1) 160 2.85(3) 2.84(1) 48 2.86 2.89
300 3.31(3) 3.256(4) 110 3.24(2) 3.251(4) 32 3.26 3.28
400 3.54(3) 3.473(2) 80 3.49(1) 3.474(3) 24 3.49 3.48
500 3.63(2) 3.618(2) 60 3.60(1) 3.616(2) 18 3.63 3.60
1000 3.89(1) 3.897(1) 30 3.90(1) 3.894(1) 8 3.90 3.83
As mentioned above, both EIE1 and EIE2 are equilibrium constants of
isotopomerization reactions, hence the present method can be viewed as com-
plementary to the PIMC method for calculating the temperature dependence
of the equilibrium constant described in Ref. [38]. In Ref. [38], the equilibrium
constant K(T ) at temperature T is obtained by thermodynamic integration
with respect to the inverse temperature from the equilibrium constant K(T0)
at temperature T0. In isotopomerization reactions, K(T0 →∞) at high tem-
15
Table 4: Speedup achieved in computing EIE2 (19) by various methods. See caption of
Table 2 for details.
T (K) PA TI
TE CVE TE CVE
200 1 54 10 146
300 1 63 10 229
400 1 150 9 233
500 1 154 9 217
1000 1 243 5 1012
peratures is simply given by the ratio of the symmetry numbers, which follows
easily from Eq. (13).
Note also that the second alternative form of the EIE2 in Eq. (19) involves
separate reactant or product molecules, and can be used with molecular
potential energy surfaces if the full reactive potential energy surface is not
available.
4. Conclusions
Using two isotopomerization reactions, we have demonstrated that TI fac-
torization significantly decreases the Trotter number required for convergence
of PIMC calculations of EIEs to the quantum limit. This leads to significant
acceleration of the calculations whether forces are available in an analytical
form, or must be computed by finite differences from energies. Similar ac-
celeration was observed in Refs. [5, 29]. Moreover, we have observed that
the large difference in the statistical convergence of the thermodynamic and
centroid virial estimators, well known from the PIMC calculations based on
the PA, reappears in the TI scheme. Unlike the thermodynamic estimator,
the centroid virial estimator has a statistical error independent of the Trotter
number. As shown in Sec. 3, this can easily accelerate calculations by orders
of magnitude.
The TI scheme applies, unfortunately, only to the diagonal matrix el-
ements of the density matrix. If the off-diagonal elements are needed, as
in computing the momentum distribution functions, alternative high order
factorizations are required [29]. An example is the Suzuki-Chin factor-
ization [39, 40]. Indeed, one of us is presently exploring how this
factorization could be used to efficiently compute the kinetic iso-
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tope effects as opposed to the EIE. In calculations of diagonal elements,
several Chin factorizations [20] may converge faster than the TI splitting
although they have the same order in general [5]. Yet, the TI scheme has
one decisive advantage, which is its simplicity. As demonstrated here, the
TI scheme is easily implemented in existing codes based on the PA: the im-
plementation simply replaces the original potential V by the TI effective
potential Veff. Unlike some more sophisticated factorizations, the TI scheme
treats all imaginary time slices equally. In conclusion, we believe that the TI
factorization will find more interesting applications in path integral simula-
tions of equilibrium and nonequilibrium quantum effects.
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