In this paper we present a new method combining interior and exterior approaches to solve linear programming problems. With the assumption that a feasible interior solution to the input system is known, this algorithm uses it and appropriate constraints of the system to construct a sequence of the so called station cones whose vertices tend very fast to the solution to be found. The computational experiments show that the number of iterations of the new algorithm is significantly smaller than that of the second phase of the simplex method. Additionally, when the number of variables and constraints of the problem increase, the number of iterations of the new algorithm increase in a slower manner than that of the simplex method.
Introduction
After its discovery by Dantzig in 1947 [ 6 ] the simplex method was unrivaled, until the late 1980s, for its utility in solving practical linear programming problems. The computational experiments show that the simplex method is quite efficient in practice [2, 3, 6, 7] . Nevertheless, there exists a class of linear programming problems for which the simplex method takes an exponential number of steps [10] .
In 1979 [9] Khachian introduced the ellipsoid method which gives a bound of ( 5 ) arithmetic operations on number with ( ) digits. Khachian's algorithm was of landmark importance for establishing the polynomial time solvability of linear programs. Despite its major theoretical advance, the ellipsoid method had little practical impact as the simplex method is more efficient for many classes of linear programming problems [1, 14] . In 1984 [8] Kamarkar proposed a new projective method for linear programming problems which not only improved Khachian's theoretical worst-case polynomial bound but in fact promised dramatically practical performance improvement over simplex method. Karmarkar's algorithm requires ( 3.5 )
operations on th ( ) digit numbers as compared f ( 6 ) such operations for the Khachian's ellipsoid method. Karmarkar's algorithm falls within the class of interior point methods. In contrast to the simplex method, which finds the optimal solution among the vertices of the feasible set, the interior point method moves through the interior of the feasible region and reaches the optimal solution only asymptotically. Stimulated by Karmarker's algorithm a variety of interior point methods were developed for linear programming [12, 16] . There are several important open problems in the theory of linear programming, the solution of which would represent fundamental breakthrough in D DAVID PUBLISHING mathematics. In the survey on linear programming [15] M.J. Todd has mentioned some unsolved problems: Is there a polynomial pivot rule for the simplex method? Does the bounded Hirsch conjecture hold? The immense efficiency of the simplex method in practice, despite its exponential time theoretical performance, hints that there may be variations of simplex algorithm that run in polynomial time.
In this paper we present a new interior exterior algorithm for solving linear programming problems. We assume that the linear programming problem has a initial strict interior point O. Then using this point O we construct a sequence of the so called station cones whose vertices will allow a very fast optimal solution to be found.The new interior exterior algorithm has been tested, using MatLab, on a set of randomly generated linear problems. The computational experiments show that the number of iterations of the interior exterior approach is significantly smaller than that of the second phase of the simplex method.
The paper is organized as follows. In section 2 we introduce some results which are necessary for the construction of the algorithm. In section 3, we describe the criterion of selecting the leaving variables.
The section 4 presents the main idea of the algorithm and proposes the selecting rule for entering vectors.
The algorithm is presented in section 5. A numerical example has been illustrative in section 6. The section 7 presents the computational experiments for some classes of small and medium size problems. Finally, some conclusions have been made in section 8.
Station Cone
We consider a linear programming problem in the matrix form
A , A ,..., A denote the row vectors.Through this paper we suppose that (2.1) and its dual problem are nondegenerated .We also suggest the feasible region of (2.1) has strict interior points. For simplicity of argument, we assume that the matrix A has full column rank n and n < m.
, ,..., 1,2,..., .
We indeed need to introduce the following definition. , whereas x* is the vertex of the station cones. This is equal to the fact that the On the other hand
Combine (2.6) and (2.7), we have
If x satisfies all the constraints then (2.8) implies
This means x is an optimal solution of the problem (2.1). The proof is completed.
Selecting the Leaving Vector
Let 1 2 , ,..., Similarly to the simplex figure 2 ). The replacement of one constraint by another has to follow the restriction that the new generating cone is a station cone. We note that at each iteration, the distance between two points and defined by two edges of the station cone is reduced by approximately 2 times in comparison with the previous iteration. Therefore the number of the iterations T can be estimated by the following bound The above example shows that our algorithm can produce an optimal solution after around 25 iterations.
We now proceed to find an initial station cone. We can find an initial station cone M by solving the following system We also assume that a strict interior feasible solution O of (2.1) is available. If such an initial point is not available then we modify the problem using the usual big -M augmentation [11] as follows: It is obvious that * in (4.5) 
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Proof. Since k x is a unique optimal solution then , , , ,
On the other hand
From (4.6), (4.7), follows . This means the dual problem (3.1) of (2.1) is nondegenerated.
Algorithms
After the above discussion, we now proceed to formulate the following algorithm.
Algorithm 1 1. Initialization Determine the starting station cone . Calculate the point * by formula (4.5).
Let: = ; = * .
2.
Step ( = , , … ) If the vertex of the station cone is a feasible point of P, then is an optimal solution. In the contrary case, select the inequality ≤ for entering the station cone and define the inequality ≤ for leaving the station cone. Determine the new station cone { +1} with the vertex { +1} .
Go to next step = + 1.
Remark 2 Except for the calculation for finding the entering variable, each step of algorithm 1 is a simplex pivot.
With the assumption that the dual problem (3. Go to next step = + 1.
Numerical Example
Consider the Linear programming problem: We use the big -M augmentation to find a solution of (6.2). It is easy to note that does not satisfy all constraints of (6.1) then we go to next step.
Step k = 2
-Selecting the cutting hyperplane
Similarly to step k=1, we find the inequality 1 2 3 36 x x + ≤ is entering to the next step (see figure 3 ). 
-Selecting the leaving vector

