triggers adaptive learning in their rivals.
1 By adapting in the face of competition, organizations become especially well suited to the particular context in which they compete. Yet one consequence of being especially tailored to its context is greater disruption if and when an organization attempts to move into unfamiliar territory. Consequently, we argue, survivors of competition will find moving into new contexts to be especially hazardous. In this way, Red
Queen competition contextualizes the ability to change, limiting its effective scope.
Meanwhile, the belief that an organization can change, as a social fact, grows when organizations evolve through Red Queen competition. Among people in organizations, surviving a history of competition constitutes a powerful datum that informs decision-making by an organization's managers. Inferring from a historical record of success in the face of competition, managers are likely to conclude that their organization is especially able to adapt. High-flying organizations find themselves held out as examples of "best practice" to be emulated, and their managers and organizational methods become the talk of business schools and the popular business press. Thus, for survivors of competition, a belief in the ability to change increasingly constitutes a social fact in the collective understanding shared within and around the organization.
Decision makers, operating with such an assessment of their organization's adaptability, are especially likely to make bold forays in new directions. In short, we propose that surviving competition limits an organization's ability to change, making it less able to move successfully in new directions, but at the same time makes managers more convinced that such moves are a good idea.
Two Forms of Change
Most discussions of organizational change focus on the challenge of moving an organization in new directions, typically dubbed "exploration" in organization theory (March, 1991) . Examples of exploratory change abound. Applied Materials, a leader in semiconductor manufacturing equipment, moved in the 1990s into the market for equipment that makes flat panel displays -a change that required new technologies, manufacturing in different countries, and relationships with new customers. The California-based specialty retailer Trader Joe's recently expanded into new geographic markets along the East Coast of the U.S, and faced the challenge in these new markets of replicating their unique culture and product selection system 1 This type of self-accelerating coevolutionary processes was identified in biology by Van Valen (1973) , with reference to the Red Queen in Lewis Carroll's Through the Looking Glass, who explains to the running Alice her relative stability in a context of others who are running: "Here, you see, it takes all the running you can do, to keep in the same place." that had gradually evolved over decades. Research on such changes typically looks at what makes organizations more or less capable of executing such exploration (Teece, Pisano, and Shuen, 1997; Klepper and Simons, 2000) .
However, not all adaptive change involves moving into new contexts. An organization can also engage in "exploitative" change, where it becomes increasingly adapted to its current context (March, 1991) . For instance, the disk-storage company Seagate has become increasingly adept at releasing new disk drives to meet the time milestones of its customers. To gain this timeto-market advantage, Seagate reorganized in various ways so that its systems, technologies, and people were geared to meeting customer-driven time objectives. In this way Seagate has focused on exploiting the disk drive market rather than exploring other markets or products. In fact, Seagate's exploratory activity is carried out by a structurally differentiated R&D function, in order to allow the rest of the organization to maintain a focus on its present market and customers. In this example, an organization has become increasingly well adapted to its current competitive context.
The distinction between exploration and exploitation is important, because organizations face a trade off between them (March, 1991) . Exploitative change makes organizations better adapted to their current context. Exploratory change moves organizations in new directions, but in so doing it risks disrupting an organization's current roles, routines, know-how, structures, and technologies. Mindful of this trade-off, many have argued that well-adapted organizations are especially disrupted by exploratory change. For instance, organizations are especially disrupted by changes to their "core" activities (Hannan and Freeman, 1984) , changes that render an organization's capabilities inappropriate (Levitt and March, 1988; Tushman and Anderson, 1986; Christensen, 1997) , and changes that require a different organizational design (Henderson and Clark, 1990) . Similarly, some research looks at how change is more or less disruptive depending on differences in organizational characteristics thought to correspond to their capabilities, such as experience (Kraatz and Zajac, 2001) , age (Hannan and Freeman, 1984; Amburgey et al., 1993) , size (Haveman, 1993a; Carroll and Teo, 1996) , or complexity (Levinthal, 1997; Hannan et al., 2003b) . However operationalized, there is substantial support for the idea that exploratory changes are especially disruptive to organizations that are well adapted to their current context.
Our view is that the trade off between exploitation and exploration emerges over time, and hinges on whether organizations have engaged in Red Queen competition.
The Red Queen and Exploitation
Our central argument is that exploitation develops through the process of surviving competition. When an organization is exposed to competition, the immediate consequence is greater scarcity and constraint on organizational action than would be the case if the organization faced no competition (Swaminathan, 1996) . As a result, an organization facing competition is less likely to perform at a satisfactory level, other things equal, triggering so-called "problemistic search" as members of the organization attempt to restore satisfactory performance (March, 1988 (March, , 1994 Winter, 2000) . Presumably such search remains incremental, unless no satisfactory solutions can be found without a broader search (Levinthal and March, 1981) , and continues to the point where performance is restored to a satisfactory level (March and Simon, 1958) .
Ordinarily, the search process is thought to end once performance is improved to a satisfactory level, or aspirations are lowered (Cyert and March, 1963) . But when competition is operating, the process is likely to continue. Having improved performance in response to competition, an organization in turn is a stronger rival against other organizations. This increased competitive strength means that the organization's rivals now face a problem of lower performance due to strong competition, sending them into the process of problemistic search.
Once these organizations restore performance to a satisfactory level, now they, too, will be stronger competitors -so that performance again falls among their rivals, sending these organizations yet again into the process of problemistic search. In an ecology of learning organizations, competition and organizational learning each trigger the other in an ongoing, selfexciting process: the Red Queen.
We expect that an organization involved in the Red Queen will become increasingly capable of exploiting its context over time -as long as the criteria for success remain constant.
Meanwhile, its rivals also will become more capable of exploitation, since the process is coevolutionary. To the extent that aspiration levels adjust upward by social reference (Herriott, Levinthal, and March, 1985; Lant, 1992) , the co-evolutionary cycle is likely to accelerate. In fact, an organization that is particularly capable of exploitation will create especially big problems for its rivals, that in turn will require significant improvements among these rivals if they are to restore performance to satisfactory levels. These improvements, then, will further challenge the first organization to exploit even better. When organizations are engaged in Red Queen competition they may seem to be simply treading water when viewed relative to one another -even as their ability to exploit is advancing in absolute terms.
The Red Queen can also change the distribution of exploitative ability within an organizational population by acting through selection, and without organizational learning. In this view of the Red Queen, competition intensifies selection pressures on organizations and deselects the weakest competitors. If we assume that organizations vary in competitiveness initially and that competitiveness does not change over time for any given organization, overall competitiveness across the population will increase over time as exposure to competition deselects the least competitive members (Swaminathan, 1996; Sorenson, 2000) . As competitiveness increases, the pressure to de-select less competitive organizations increases, leading to more increases in competitiveness, and so on. As time passes, newly founded organizations may continue to vary in their levels of competitiveness, but the threshold for survival for these organizations has been raised, and so only the most competitive organizations will survive. As
Red Queen competition continues to increase the threshold for organizational survival through selection, the exploitative abilities of the population will be advanced. Of course, the specific outcome of this process will hinge on details of the context -namely the distribution of competitiveness among new entrants and the rates at which less-competitive organizations are deselected. The important point is that selection, as well as organizational learning, may drive the Red Queen. In reality, we expect that the Red Queen will increase the exploitative abilities of organizations both through selection and organizational learning.
The Red Queen has important implications for history-dependence in competition.
Surviving a history of competition increases an organization's exploitative capabilities, which in turn implies that the organization is more adapted to that particular context. Empirically, research has shown that organizations that have survived a history of competition in a given context are more viable in that context -in that they have lower failure rates and higher growth rates.
Meanwhile, an organization's rivals in a given context generate stronger competition if they have survived a history of competition in that context (Barnett and Hansen, 1996; Ingram and Baum, 1997; Barnett and Sorenson, 2002; Barnett and McKendrick, 2004) . This pattern is consistent with the idea that organizations develop -or are selected for having -greater exploitative ability as they survive a history of competition.
In this study, we investigate whether this same pattern of history-dependent competition developed in the computer industry. Appendix A describes how the predictions of Red Queen theory can be parameterized in an empirically testable model:
where r j is the failure rate of organization j, which varies as a function of its market tenure t.
r j (t)* is the baseline failure rate for organization j, estimated in terms of the control variables described in Appendix B. Among the other terms in the model, Red Queen theory predicts b<0, where organizations are more viable the more that they have survived a history of competition in that context (measured by Τ j , the organization-years of competition to which j has been exposed historically).
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The Disruptive Consequences of the Red Queen
As organizations compete, they are rewarded for becoming increasingly aligned with the requirements of their context. Thus competition drives a process of contextualization, rewarding organizations for discovering and then adapting to the technological, institutional, and organizational requirements of a given context. Yet, as discussed, we know that alignment with one context limits adaptability into other contexts, making such exploratory moves hazardous. In this way, the notorious problem of disruption and inertia when moving into new markets is predicted to plague precisely those organizations that have learned from and survived competition. The Red Queen enhances the exploitative abilities of organizations, but in so doing it limits organizations' ability to explore.
To investigate this idea, the point of comparison needs to be carefully chosen. If we track the over-time change in a successful organization's viability as it moves into a new context, we may see an ensuing decline in viability because of regression to the mean (Greve, 1999) .
Alternatively, if we compare the viability of a changed organization to organizations in its initial context (that did not change), we conflate the effects of the content and the process of change (Barnett and Carroll, 1995) . An other-things-equal comparison would be across all organizations in the target context. Those in the target context that have a history of having survived competition elsewhere should be less viable in the target context, compared to others in the target context who lack that historical legacy:
Hypothesis 1: Organizations that have survived a history of competition in one context will suffer higher failure rates if they move into a different context, compared to other organizations in that different context.
In Appendix A, we adapt the model of Red Queen competition to test this prediction:
where organization j's original market is denoted by A, while the failure rate r j is in the market into which it has moved. Τ Aj is defined as the organization-years of rivalry that j faced historically in market A. Hypothesis 1 predicts that having a history of competing in market A is harmful to j's viability in its new market, which would be consistent with d>0.
An alternative explanation for this effect is the "jack of all trades" problem. Perhaps some organizations take a generalist strategy, operating in multiple markets but not doing especially well in any of them. In the strategic management literature, this idea appears in the work of Montgomery and Wernerfelt (1988) , who note that generally applicable factors are less valuable in any given domain. Similarly, organizational ecologists have argued for a principle of allocation, wherein organizations can concentrate their fitness on a specific environment, or spread it thinly over various environments (Hannan and Freeman, 1977; Hsu, 2005) . The jack-ofall-trades problem predicts lower viability in any particular market among organizations operating in multiple markets, regardless of the competitive experience of organizations. To control for this possibility, we will model the effect of being in multiple markets -an effect that is distinct from the competitive experience effects highlighted by our theory.
The Red Queen and Success Bias
A second process triggered by the Red Queen, we propose, is an increase in people's appraisals of an organization's ability to change. This increase can take place both at the level of individual people learning within organizations, and as a collective learning problem organization-wide. Even with full information, we know that individual decision makers are inclined to an "overconfidence bias" (Bazerman and Neale, 1986) , which tends to be exacerbated by a "confirmation bias" in one's attention to and interpretation of data (Koriat, Lichtenstein, and Fischoff, 1980) . Most important for organizations that survive competition, however, is the fact that the information available to decision makers in successful organizations is not complete.
Participants in a successful organization face the problem of trying to generalize from a sample that systematically excludes evidence of possible negative outcomes (March et al., 1991) . This bias is enhanced by the tendency for memory retrieval to recall information in a way that reinforces our expectations of what would have happened (Fischhoff, 1975) , and to "explain away" exceptions (Einhorn and Hogarth, 1978) .
In his theory of success bias, Denrell (2003) explains how this process can lead decisionmakers to make incorrect inferences regarding the reasons for success. In particular, Denrell
shows that especially risky policies will appear to correspond to success in situations where examples of failure are systematically underrepresented. Arguably, an organization that survives from a large pool of competition is such a situation. For instance, in one telecommunications company that has been particularly successful during a period when many of its competitors have fallen, we found that members of the organization consistently reported that the company was "especially capable" of doing precisely those things that "experts thought could not be done."
When pushed on the logic behind such a claim, participants tended to refer to the company's "proven record" as evidence of its "capability to innovate compared to its competition." In this way, while many organizations succumb to biases in their decision-making processes, we expect that an exaggerated belief in an organization's ability to explore is especially likely among organizations that have survived a history of competition.
Such an exaggerated belief in an organization's ability to explore is especially likely when considering major organizational endeavors. Such decisions are relatively rare and carry significant organizational implications; consequently the information available for such decisions is notoriously limited and ambiguous, and carries complex implications (March et al., 1991) . In such contexts, we know that people tend to make social comparisons in order to help resolve uncertainty (Festinger, 1954) , and so "vicarious learning" from other organizations is especially likely (Cyert and March, 1963; Miner and Haunschild, 1995) . In the case of a survivor of competition, such comparisons lead to the conclusion that there must, in fact, be something special about the organization -and this conclusion is likely to be all the stronger the more competition it has survived.
Note also that the inferences drawn by participants in organizations will tend to be magnified by the tendency to attribute greater salience to data gathered by direct experience (Fischoff and Beyth, 1975) . Data from experience arguably are more vivid and so more available to recall, making them likely to be invoked in decision-making heuristics (Tversky and Kahneman, 1973; Fiske and Taylor, 1991) . The tendency for direct experience to speak loudly is further amplified by norms for deference typically shown in organizational settings to those who have "been there." We see this in discussions among managers, where relatively careful exchanges of thought are sometimes shut down by the announcement that one of the participants "was there," or has "done that." In this light, testimony by those who have seen the organization survive its history of competition will carry special weight when diagnosing an organization's ability to change.
The success bias may be magnified as members of an organization form a collective identity based on common experience. Within organizations, shared understandings of the organization, its identity, and its capabilities come to be social facts in themselves (Selznick, 1957) . Once objectified, the notion that an organization is especially capable of change circulates, and can be reinforced in stories that pass among organizational participants. For instance, in a number of separate interviews we conducted in a successful medical equipment manufacturing organization, the same story highlighting the organization's technological prowess was repeated in virtually every interview -sometimes with substantial embellishment. Lessons about an organization's ability to change can thus be embodied in stories that "explain" its success, and transmit that social fact to new organizational members.
In many cases, these stories may diverge from reality, representing more of a retrospective rationalization than a true account (Weick, 1979 (Meyer and Rowan, 1977) . Multiple stories and conflicting interpretations may come to be reduced by sharing stories (Martin, 1982; March et al., 1991) . For this reason, the bias for exploration that we see among individuals making decisions in the context of a successful organization are likely to be reinforced collectively (March and Shapira, 1987; Strang and Macy, 2001 ).
Finally, the historical timing of survivorship is likely to be important in shaping the decision to enter a new market. It is known that more recently experienced events tend to carry greater weight in forming beliefs (Hogarth and Einhorn, 1992) , and we expect that historical timing will be similarly important when members of organizations infer from having survived competition. Note that this recency effect need not be a recency "bias," as it is sometimes termed, because updating to more recent information would be appropriate the more that a context has undergone change. In any case, we expect that recent-past historical competition will be more important to deciding on new market entry than will historical competition from the more distant past.
In sum, we argue that participants in organizations that have survived a history of competition exhibit an exaggerated sense of the organization's ability to change, especially when this competitive experience is relatively recent. Such high estimates of the ability to change, in turn, increase the rate at which the organization enters into new markets. Consequently, we expect to see:
Hypothesis 2: Organizations that have survived a history of competition, especially in the recent past, have a higher rate of entry into new markets.
This prediction, expressed in the form of an estimable model in Appendix A, is especially interesting in light of our failure rate prediction. Precisely what makes organizations more likely to engage in a change also makes them more likely to fail due to such a change. Surviving a history of competition encourages participants within the organization to infer incorrectly that the organization possesses the abilities required for it to succeed broadly, while at the same time having survived this competition deepens and narrows the organization's domain.
It is interesting to contrast this hypothesis with the view that established organizations become increasingly myopic with experience (Christiansen, 1997). The myopia hypothesis focuses our attention on the situation where managers are blindsided due to their exposure to a limited range of alternatives. Note, however, that this bias operates at the point of recognizing alternatives -and many of the examples of myopia in the literature relate to the failure of organizations to recognize alternatives until too late. Our prediction, by contrast, comes into effect once an alternative is recognized. At that point, we argue, historically successful organizations will be especially prone to move into new directions.
An alternative hypothesis might account for our expected pattern of results. It is known that sometimes organizations move into new markets as a reaction to their poor performance in their home markets (Rumelt, 1974; Christensen and Montgomery, 1981; Montgomery, 1985) .
Such moves of desperation might be triggered by competition in one's home market, calling into question our interpretation of our hypotheses; perhaps a history of competition drives failing organizations into new markets, and results in a pattern consistent with our hypotheses but for the opposite reason. We will investigate this alternative hypothesis investigating whether surviving a history of competition harms or helps organizations to survive in their origin market. If a history of competition improves survival chances in the market of origin, as would be predicted by the Red Queen theory, then organizations that have a substantial competitive history are not failing, and we can rule out this alternative hypothesis.
Empirical Setting
We estimated our models using data on the life histories of every manufacturer of an electronic digital, general-purpose computer system in the United States from the beginning of the industry in 1951 through 1994. Most analyses of this industry draw on a single source, but
we found that none of the various historical sources covering the industry were individually comprehensive. Consequently, we reviewed every known source that documented the computer industry, and then systematically combined and reconciled the data from the five most complete sources: Computers and Automation (Berkeley Enterprises, Inc., 1950 -1973 , EDP/Industry
Report (International Data Corporation, 1968 -1983 , IDC (International Data Corporation, c.1997), Computer Review and Minicomputer Review (GML Corp, 1974 , and Data Sources (Ziff-Davis Pub. Co., 1982 Co., -1996 . (See Barnett, Swanson, and Sorenson, 2003, for details.) This approach resulted in a dataset covering 2,602 organizations over a total of 10,655 organizationyears.
Many specific markets have emerged within the broader computer industry. To model competition and change in this context, we needed to strike a balance in attending to such market distinctions. Sufficient specificity is required for us to correctly identify when organizations move into different markets. Meanwhile, we need to remain broad enough in our market distinctions so that competing organizations are grouped together within the same market definition. Often, researchers can strike this balance by employing common sense market distinctions that have become institutionalized in an industry. The history of this industry, however, is replete with shifting labels and changes in popular terminology, such that no clear common sense definitions are self-evident. Given these issues, we found three market categories to be temporally robust and useful in distinguishing among organizations. These were mainframe, or large computers, including supercomputers; midrange computers, including minicomputers, small business computers, servers, workstations and other medium-sized systems;
and microcomputers. Although an organization could operate in any of these three markets in any given year, over the industry's history the great majority (about 88%) operated within a single market, about 11% operated in two markets at once, and only about 1% operated simultaneously in all three markets. The organizations are described in Appendix C, Tables C1-C4 Before turning to the model estimates, we will briefly discuss the study context. In this discussion, our objective is to explain why we think our predicted pattern is plausible in the context of the computer industry, given what we know broadly about the industry's evolution.
This overview then helps to make tangible the model estimates that follow.
From 1963 through to the end of our study period in 1994, the midrange computing market emerged through a competitive process, with 743 of its 831 organizations failing over that time. Through this competition, manufacturers discovered and then adapted to the specific technological, market, and organizational requirements of this context. The early minicomputer manufacturers of the 1960s appealed to technologically savvy users, offering smaller systems with powerful performance relative to price (Tushman and Anderson, 1986; Ceruzzi, 1998) .
These customers especially valued that they could interact directly with minicomputerssomething that was not possible with mainframe systems. The early minicomputer manufacturers did not maintain elaborate service and support systems, but rather relied on competent users, who in turn formed user groups to defend the distinct identities of the midrange manufacturers in opposition to IBM (Rivkin and Harrar, 1988) .
Continued competition drove midrange manufacturers to sell into various parts of the economy, as they created and sold "embedded" computers that operated within other systems (Bell and Newell, 1971) . Supported by a proliferation of independent software development firms, competing midrange manufacturers by the 1970s created a market for small-to mediumsized businesses, which did not have the scale required to effectively deploy mainframe computing systems. Competition for these customers drove the continued adoption of technical advances, most notably integrated circuits in the early 1970s and ultimately microprocessors in the "super-minicomputers" of the late 1970s.
Competing to satisfy more sophisticated business computing needs in the 1980s, socalled "graphics computers" would evolve into workstations within distributed computing systems using a client-server architecture, made possible by advances in networking (Sorenson, 2000) . So by the 1980s, midrange computing firms had become sophisticated technology firms with well-developed, business-oriented distribution, surrounded by supporting populations of software development firms, resellers, and user groups.
Meanwhile, the 1980s also saw the microcomputer move from the hobby shop to the mass consumer-electronics market. In particular, IBM's entry into microcomputers in 1981 gave legitimacy to the microcomputer market -so much so that the already established Apple
Computer company publicly welcomed IBM's entry for this reason (Freiberger and Swaine, 1984) . At that time, midrange manufacturers were widely seen as some of the most innovative organizations in the economy -lauded by the popular press and featured in books about adaptive organizations (e.g. Kanter, 1983) . Established midrange computer manufacturers also moved into the microcomputer market in numbers, especially in the 1980s, as illustrated in Table C1 and Figure C3 .
Yet the logic of competition emerging in the microcomputer market was turning out to be very different than that in midrange computing. According to a former engineer at a leading midrange firm of the time, many experienced leaders in midrange computing were sure that their technological abilities would serve them well in microcomputing. Yet microcomputing did not require the organizational capabilities valued in the midrange market. Specifically, prior to the microcomputer, the difficulty in computer design was building the "instruction set" -the logical command sequence followed during computer operations -into the architecture of the system in a way that resulted in efficient operation. In a microcomputer, however, the instruction set resided on the microprocessor. Thus the technical strengths of the midrange manufacturers were less relevant in the microcomputer market. Rather, by the 1980s microcomputer manufacturers typically assembled systems from standardized, modularized components made by suppliers (Langlois, 1992) . Competition instead came down to organizing assembly in such a way as to provide low-cost, easy-to-use computers to the mass market at a faster time-to-market (Anderson, 1995; Bothner, 2003; Henderson and Stern, 2004) . In this setting, the organizational capabilities of the midrange manufacturers were out-of-place.
Consequently, midrange manufacturers that survived more competition, and so were best adapted to the context of midrange computing, would be least well adapted to the budding microcomputer market. By our theory, it is for this reason that such organizations would find moving into microcomputing to be especially hazardous. Yet, at the same time, managers in these organizations would be unaware of this problem. For instance, Data General, the legendary In these ways, we think our ideas are consistent with some of the illustrations we have found in studying the evolution of the computer industry. Of course, one can usually find examples to support an argument, and so we do not take these illustrations to be hypothesis tests.
For that, we turn our attention to the model estimates.
Results
The model estimates are reported in Tables 1, 2 , and 3. The estimates in Table 1 are specifications of the microcomputer market failure rate model. These models allow for a test of Hypothesis 1. Table 2 includes models of the entry rate of midrange manufacturers into the microcomputer market, in order to test Hypothesis 2. The models in Table 3 are of the failure rate in the midrange computer market. These models enable us to investigate the alternative hypothesis that organizations exposed to competition in the midrange market were failing, and so moved into the microcomputer market because of their poor performance in the midrange computer market.
Hypothesis tests
Our first hypothesis is that competitive experience in one market increases failure rates when organizations move into another market. This prediction is tested in Model 3 of Table 1, which improves statistically on the baseline Model 1. 4 In Model 3, we see strong evidence that a history of competition in either the midrange or the mainframe market increased failure rates for organizations in the microcomputer market, consistent with our assertion that being well-adapted to one market makes moving to another market more hazardous. Meanwhile, tenure per se in the midrange and mainframe markets lowered failure rates in microcomputing (see also Klepper and Simons, 2000) . This tenure effect possibly reflects heterogeneity in survivability, with organizations that are more likely to survive in one market also likely to survive in another for otherwise unobserved reasons. Note that, on average, this life-enhancing tenure effect was more than offset by the failure-increasing effect of exposure to midrange competition.
5
Our second hypothesis, that surviving competition in one market increases rates of organizational expansion into other markets, is supported by the results in Table 2 . Models 5 and 6 include different specifications of exposure to competition in the midrange market, and both improve statistically on the baseline Model 4. 6 (Note that we also estimated a pared-down version of Model 6, omitting many of the control variables that are non-significant, and found that our results were robust without these terms.) According to these models, midrange firms that survived competition were especially likely to move into the microcomputer market. Consistent with the theory, Model 6 shows that this effect was entirely because of recent competitive experience.
In light of the exit rate findings, this pattern is noteworthy. From the exit rate models, we know that a history of competition in the midrange market made moving to the microcomputer market hazardous. Specifically, a midrange firm moving into microcomputers was on average about 65% more likely to fail once it got there due to its historical competition in midrange. Yet that same exposure to competition made a midrange firm nearly 7 times more likely to make that 4 A comparison of the likelihood ratios yields a Χ 2 equal to 60.78, which is significant at above the .01 level for 6 degrees of freedom. 5 At the mean observed level of midrange competition (169 competitors), Model 3 predicts a multiplier of the failure rate of exp [.169x2 .103], or exp [.35 ], due to enduring an average year of midrange competition. The life-enhancing tenure effect for one year is estimated to be exp [-.34] . At the maximum-observed level of competition in the midrange market (217 competitors), exposure to midrange competition increased an organization's microcomputer market failure rate by a multiplier of 1.126 (exp[.217x2.103-.34] ) -meaning a 12% increase in the microcomputer failure rate due to midrange competitive experience, even when including the beneficial effects of midrange tenure per se. 6 The likelihood-ratio Χ 2 for a comparison of Models 4 and 5 is 15.66, implying an improvement above the .01 level of significance for 1 degree of freedom. A comparison of Models 4 and 6 results in a Χ 2 of 24.08, again significant at above the .01 level with 2 degrees of freedom. move.
7 Thus, survivorship in the midrange market dramatically increased the chances of failure for these organizations should they venture into the microcomputer market, but survivorship also made it especially likely that these organizations would decide to pursue this hazardous course of action. Table 3 shows models testing the alternative hypothesis that exposure to historical competition harmed midrange firms, forcing them out of the midrange market and into the microcomputer market. The estimates of Model 8 show that historical competition in the midrange market lowered the failure rate of midrange firms in that market, consistent with the prediction of Red Queen theory. Model 8, which improves significantly over Model 7, 8 shows that midrange firms were on average 36% less likely to fail in the midrange market due to their exposure to historical competition in that market. 9 So the same experience that made it more hazardous for these organizations in the microcomputer market helped them in the midrange market, consistent with our theory.
Competition
Looking at the evidence of Red Queen competition in the microcomputer market, the models in Table 1 show that the survival-enhancing effect of historical exposure to competition (T) within the microcomputer market is driven entirely by recently experienced competition.
Distant-past competition has the reverse effect, consistent with the idea that a competence trap develops over enough time in the industry. This distant-past competition effect is not robust when we change the specification of the model in various ways, however, so we are circumspect in our interpretation of this finding. The life-enhancing effect of recent-past competition is robust, and cumulates over time to more than offset the life-threatening effects of current-time competition for an organization facing the average number of competitors.
In microcomputer exit rate models not shown, industry-level density dependence is found to be monotonic and positive, indicating competition among computer manufacturers generally.
Model 3 shows that density-dependence is market specific, and models not shown allow us to reject a non-monotonic density specification. Specifically, Model 3 shows evidence of density- dependent competition among microcomputer organizations, and from midrange manufacturers affecting microcomputer manufacturers. The mainframe density effect is negative, indicating mutualism from mainframe manufacturers. Given the closer proximity of midrange organizations to microcomputer manufacturers in product space, this pattern is consistent with resource partitioning among these markets, or at least with the possibility that competition is localized to product niches.
A comparison of the microcomputer and midrange density effects in Model 3, however, shows considerably stronger competition (per rival) from midrange manufacturers than among microcomputer manufacturers. To see whether this stronger effect was, in fact, coming from microcomputer manufacturers that happened also to be in the midrange market, other models (not shown) break out midrange density into separate effects for midrange firms that were or were not also microcomputer manufacturers. These models revealed that very powerful competition came from midrange firms -but only those that were not microcomputer manufacturers. Similarly, in Table 3 , the results indicate that microcomputer density increased exit rates among midrange manufacturers. Thus we find evidence that the midrange niche was overlapping the microcomputer niche over the study period.
Other effects in the failure models
Microcomputer market shipments were consistently positively associated with failure, evidence of so-called "mass dependence" (Barnett and Amburgey, 1990) . Mass dependence is notoriously inconsistent across studies, and so this result raises the question of whether in fact there has been scale-based competition in the industry along the lines of Dobrev et al.'s (2003) model. Estimation of a fully scale-based competition model is beyond the scope of this study, although certainly this issue deserves further attention.
All models in Table 1 show consistent patterns of size and tenure dependence. Negative size dependence is found in all models, consistent with the literature (Carroll and Hannan, 2000) .
Meanwhile, tenure dependence hinges on size in a way consistent with Barron et al. (1994) .
Larger organizations exhibit negative tenure dependence, while smaller organizations show weak evidence of positive tenure dependence, indicating the possibility of increasing frailty among organizations that fail to grow. This said, the ultimate dynamic faced by these organizations depends in large part on whether they engage in Red Queen competition, since with age organizations typically accumulate competitive experience. In fact, for the average amount of competition faced by a microcomputer firm, the beneficial effects of the Red Queen rapidly overwhelm the positive tenure dependent effect, indicating that the liability of ageing in these data would be better thought of as a liability of isolation.
Lagged failures consistently predict higher failure rates, suggesting autocorrelation in the exit process. Meanwhile, no significant effects are found for lagged entries on the exit rate.
Microcomputer density at entry is not significant, so we do not find support for the theory of density delay (Carroll and Hannan, 1989) . One of the exogenous control variables, real gross domestic product, consistently predicts lower failure rates when the U.S. economy is up -a carrying capacity effect. Meanwhile, no robust results are found for interest rates. Finally, we note that de alio organizations have lower failure rates across all models, as found and studied in considerable detail by Swanson (2002) .
Market entry models
The market entry models in Table 2 are estimated with considerably less statistical power, owing to the relatively small number (92) of events being analyzed. That said, some patterns do appear. The historical competition effect is strong, especially when specified to distinguish between recent and distant-past historical competition. With these effects explicitly modeled, tenure dependence then becomes clearly negative. (This is seen by looking across the values of the piecewise coefficients.) Thus, the baseline prediction of structural inertia theorythat of decreasing rates of change over time -are born out in these models (Hannan and Freeman, 1984; Amburgey et al., 1993 ). Yet this baseline finding is reversed entirely for organizations facing sufficient numbers of competitors. For such organizations, the hazard of change increases over time, consistent with the idea that surviving competition generates a success bias among decision makers.
In other results from these models, larger organizations and de alio organizations are each predicted to enter the microcomputer market at a greater rate. Older organizations initially look to be more likely to change in Model 4 -a surprising finding. In fact, this effect is dramatically reduced in Model 15, which controls for historical exposure to competition. Again, it appears that the estimates of the effects of duration hinge on whether one explicitly allows for the effects of a historical exposure to competition.
Discussion and Conclusions
Our findings show how Red Queen competition plays a key role, shaping both the likelihood and consequences of organizational change. Organizations with a history of competing in a market turned out to be more viable in that market, and yet were especially disrupted when they moved into another market. This result is consistent with the idea that competition increases an organization's ability to exploit its current context, while it makes exploration especially disruptive. Meanwhile, surviving competition constitutes a powerful datum, feeding the perception that an organization is able to adapt. Decision makers in this situation are especially likely to engage in exploratory change. Taken together, these processes lead to an ironic parallel: The Red Queen makes exploratory change especially disruptive, yet encourages managers to think such moves are a good idea. We think these processes may help to account for the notorious tendency of successful organizations to engage in ruinous initiatives.
We must temper our claim by noting that we do not directly measure the occurrence of a success bias among the decision makers in these organizations. But our goal has not been to demonstrate biased decision making among individuals. For direct investigation of decision biases, researchers typically take a very different approach -conducting controlled experiments in which the precise conditions for the particular bias under study can be established with internal validity. Rather, our goal has been to demonstrate the macro-level implications of our ideas, which required a research setting that would allow us to tease apart our predicted patterns of survivorship, change, and failure. Doing so required an investment in data covering thousands of organizations over the entire history of an industry -not a good setting for controlled micro-level experiments, but an ideal source of information on the behavior and consequent fates of organizations that survive a history of competition.
Our work here also has implications for macro-level research on structural inertia theory.
For the most part, in such research decision-making processes are de-emphasized, or ignored entirely. Instead, virtually all research in this vein makes arguments about the likelihood of change and the consequences of change in parallel. For instance, where inertia is strongest, it is predicted that rates of change will be correspondingly lower, and when change does occur it is predicted to be especially hazardous. Where changes build on the status quo, rates of change are predicted to be higher and also to be less disruptive. Our findings show, however, that the likelihood and consequences of change may, in fact, cut in opposite directions. Surviving competition sets in motion micro-level processes that make change more likely, even as it reinforces the inertial forces that make such change disruptive. We think these results highlight an interesting future direction for research into other instances where the likelihood and implications of organizational change are opposed.
Our findings have implications for the growing literature connecting competition and organizational change. By and large, work in this vein predicts and finds that organizations tend to change in order to move away from especially competitive environments or move toward less competitive ones. Such a pattern appears, for instance, in Dobrev et al.'s (2003) study of change among automobile manufacturers. (See also Delacroix and Swaminathan, 1991; Greve, 1996; Baum and Korn, 1999; Haveman and Nonnemaker, 2000 .) Our findings raise a question for such research, however. Perhaps the effects being attributed to current-time competition in these studies are reflecting the historical competition effects that we predict? That is, maybe these organizations are changing due to their history of surviving competition, rather than because of their desire to avoid current-time competition. Because these studies do not consider the historical effects of competition, this possibility has not been ruled out. Our findings suggest that it may be worthwhile to re-estimate models from the existing literature to see whether their results are being driven by current-time or historical competition.
To conclude, we note that it is worthwhile to conceive of Red Queen competition as more than a race among individuals. Very often, dynamic competition of this sort evokes the imagery of individuals engaged in an "arms race." This imagery has the disadvantage of rendering organizational decision makers as rational actors, and of anthropomorphizing organizations. Our exposition here has avoided both of these tendencies, we think. At the organization-level, Red
Queen competition is a force that operates on organizational systems to build capabilities over time -for better or for worse when it comes to the organization's eventual movement into new markets where these capabilities may be less applicable or especially disrupted. Meanwhile, individual decision makers are depicted as searching through available and limited information in intendedly-rational ways, and so are subject to errors such as the success bias. So the processes set in motion by Red Queen competition operate distinctly at each level of analysis, even as they ultimately help to decide the fates of entire organizations and industries. Appendix A: History-Dependent Models of Organizational Failure and Change
To test our ideas empirically, we specify models that allow for an organization's viability to depend on its history of exposure to competition as implied by Red Queen theory. We start with a model depicting history-dependent competition within a single market, which we will test within each of two markets in the computer industry: the market for midrange computers and the market for microcomputers. Then we expand the model to allow for our hypothesized crossmarket effects, looking at how organizations with a history of competing in the midrange computer market fared if they moved into the microcomputer market.
History-Dependent Competition in a Single Market
Consider initially the dyadic case where a given organization j has been competing against a rival k. Allow h jk to represent the effect on j's viability of its history of competition with rival k. That is, the current-time competitive effect of k on j is specified in the model separately from the historical effect h jk , thus isolating the effect on j's viability of having competed historically with k:
where τ jk records the time that j and k have competed historically, and b is the marginal effect of this historical competition on j's current-time viability. This specification assumes that the competitive context of these two organizations has remained stationary over time, at least to the extent that lessons learned in the distant past remain relevant and that adaptations remain appropriate. (We relax this assumption momentarily.)
It is straightforward to allow for the possibility that j competes with an entire population of organizations. Assuming independence across its competitive relationships, and now allowing k to denote any rival from the population, the combined effect of j's historical exposure to competition across the population can be represented by summing across all of j's dyadic competitive relationships:
where Τ j = Σ k τ jk , the number of organization-years of rivalry faced historically by j (or, put differently, the cumulative annual density faced historically by organization j).
Allowing r j to represent the current-time failure rate of organization j in a specific market, we can operationalize history-dependent competition with the model:
where t is organization j's market tenure, r j (t)* is organization j's baseline failure rate specified as a function of organization-specific factors and variables known to affect the carrying capacity for organizations such as j. H j (and the other independent variables) are modeled in the exponential to prevent the estimation of (meaningless) negative rates, a standard approach in hazard modeling (Tuma and Hannan, 1984) . Substituting, the model to be estimated is:
According to Red Queen theory, we expect to find b<0, the improvement in current-time viability that comes with exposure to historical competition. Now we can relax the stationarity assumption. Instead, assume that lessons learned more recently are more applicable to current-time conditions than are distant-past lessons. Under this assumption, one would discount competitive experience from any given year as an inverse function of its distance in the past. In particular, we discount by 1/√ √ √ √δ, where δ is the absolute value of a given historical year's distance from the current year, and we impose this discount on each organization-year of competitive experience prior to summing in order to create for each organization j at each point in time a recent historical experience term Τ Rj (see Ingram and Baum, 1997; Darr, Argote, and Epple, 1995) . Organization j's distant-past competitive experience is then the difference between its total competitive experience and its recent competitive experience: Τ Dj =Τ j -Τ Rj . Substituting, the model can be expressed in a way that allows for more recent competitive experience to have a separate effect from distant-past experience:
If more recent experience contributes more to organization j's current-time viability than its distant-past experience, then we expect to find b R <0 and b R <b D . And if a competency trap is operating within the market over time (Levinthal and March, 1981; Levitt and March, 1988) , such that distant-past experience turns out to harm an organization's current-time prospects, then we would also find b D >0.
History-Dependent Competition across Multiple Markets
Building on the single-market failure model, it is straightforward to allow for the effects of historical competition across multiple markets described in hypothesis 1. Above and beyond the various market-specific effects in the model, our hypothesis points to historical effects for those organizations that have previously competed in some other market. In particular, surviving such competition in other markets is predicted to harm an organization's viability once it moves into the focal market. To include this historical term in our model, denote the other market by A, and the focal market as B. Allow Τ Aj to represent the number of organization-years of rivalry faced historically by j in market A. We then can estimate:
where the failure rate r j is with regards to failure in the focal market B, and where markets A and B differ in some fundamental way. According to hypothesis 1, we expect that a history of competing in market A harms an organization's viability in market B, such that d>0.
Of course, what constitutes "different" markets is likely to be important to whether this prediction finds support, and presumably, one would expect to see support for the theory the more substantial the differences between markets. The criteria for market differences, however, are not developed by our theory. There might be some potential merit in considering differences between markets as an extension of our theory, perhaps along the lines of "distance" between environmental states as theorized in Hannan and Freeman's (1977) niche theory. For now, however, we proceed in the more typical, ad hoc fashion, exploiting market differences as they appear in our particular study setting.
History-Dependent Competition in a Model of Organizational Change
We empirically investigate hypothesis 2, that a success bias operates among survivors of Red Queen competition, by analyzing entry rates into the microcomputer market among midrange computer manufacturers. Most organization-level research looking at changes of this sort refrains from exploring micro-level aspects of decision making, such as the operation of biases. Instead, organization-level research tends to focus on clearly organization-level aspects of change, while decision biases typically remain beyond our purview. In some cases, theories assume (implicitly) that intendedly-rational decision-makers will choose to change in directions that are viability enhancing, as in models that predict movement into less competitive contexts (e.g. Dobrev et al., 2003) or imitation of other organizations (Greve, 1996; Haveman, 1993b) . In other cases, difficulties in the decision-making process are thought to be part of the larger set of organizational forces that inhibit rates of organizational change (Hannan et al., 2003a (Hannan et al., , 2003b .
Our hypothesis 2, by contrast, allows for the operation of a decision bias in a way that is predictable and visible, albeit indirectly, at the organization level. To test this hypothesis, consider the model:
where r ∆ABj is that hazard of organization j in market A moving into market B, as a function of its tenure t in market A. r ∆ABj (t)* is the baseline rate of change, estimated as a function of organizational and environmental factors discussed below. Τ Aj is organization j's competitive experience historically in market A, subscripted to denote recent and distant-past experience (calculated as in the failure analysis). So specified, our hypothesis 2 is supported if estimates reveal b ∆ >0 and b ∆ >a ∆ , meaning organizations that have survived a history of competition, especially in the recent past, have a higher rate of entry into the new market.
Aside from our hypothesized effects, we specify the baseline change rate r ∆ABj (t)* as a function of various factors typically featured in such analyses, including both organizational characteristics that trigger or inhibit change, and environmental characteristics that affect rates of organizational change. We briefly and partially review the research on these forces in order to build aspects of each into our baseline model of new market entry.
Studies of organizational change and market entry have long emphasized organizational characteristics as either driving or inhibiting rates of change, with organizational size featured prominently. Life-cycle models envision organizations transforming to correspond to the structural requirements of increased size as organizations grow (Child and Kieser, 1981; Cafferata, 1982; Kimberly and Miles, 1980) , while others propose that larger organizations engage in change at a greater rate due to their advantages in wielding resources (Kimberly, 1976; Aldrich and Auster, 1986) . Contradicting these claims, Hannan and Freeman (1984) argued that larger organizations are less likely to change in fundamental ways, because their complex structures make the process of change more difficult and disruptive. Amid these differing claims, empirical evidence on the subject is mixed, with some showing large organizations to be more likely to change (Huber et al., 1993) , others showing small organizations to be more inclined to change (Baron et al., 1991; Delacroix and Swaminathan, 1991; Halliday et al., 1993) , and still others finding middle-sized organizations to be more likely to change or innovate (Scherer, 1980; Haveman, 1993a) . In addition, high status organizations appear to be less susceptible to social influence (Bothner, 2003) . Given that prestige often correlates with organizational size (Podolny, 1993) , this finding bolsters the case for the size-inertia argument.
In sum, it seems clear that our model of market entry should distinguish rates of change according to organizational size.
Building on Stinchcombe's (1965) arguments, Hannan and Freeman's (1984) theory of structural inertia predicts decreasing rates of change as organizations age, as their procedures, roles, and structures become institutionalized (see also Barron et al., 1994) . In light of these arguments, considerable empirical support has been found for the hypothesis that organizations change at lower rates as they age (Delacroix and Swaminathan, 1991; Amburgey et al., 1993; Halliday et al., 1993; Kelly and Amburgey, 1991; Miller and Chen, 1994) , and the findings in Baron et al. (1991) concur, although these authors also find some evidence that very old organizations appear to amenable to change as well. A related research stream advances the Schumpeterian tradition, arguing and demonstrating that established firms often are less able to move into new technological directions compared to entrepreneurial ventures (Tushman and Romanelli, 1985; Tushman and Anderson, 1986; Anderson and Tushman, 1990; Henderson and Clark, 1990) . Consequently, we are careful to control for tenure-dependence in our change model Considerable attention has been paid as well to environmental factors that constrain and trigger change in organizations. In some settings, institutional environmental factors have been shown empirically to be important in determining rates of change (Baron et al., 1991; Edelman, 1992; Halliday et al., 1993; Miner et al., 1990; Singh et al., 1991; Sutton et al., 1994) . Perhaps more relevant to our analysis of the computer industry, various aspects of the market environment have been found to determine change rates, such as market volatility (Delacroix and Swaminathan, 1991) , market growth and diversity (Miller and Chen, 1994) , the speed of market change (Eisenhardt, 1989) , and the examples set by other firms in the market (Greve, 1996; Haveman, 1993b) . In light of these findings, our model will control for the general economic conditions, market size, entries, and exits for the markets involved in our analysis.
Especially important to our theory are several papers that show change to be affected by current-time competition among organizations. The basic idea and finding among these papers is that organizations move away from densely crowded market niches, and in the direction of less crowded niches, other things equal (Delacroix and Swaminathan, 1991; Greve, 1996; Dobrev et al., 2003) . Others show organizations moving among markets in order to ease competitive pressure -that is, to share multiple markets with rivals (Baum and Korn, 1999; Haveman and Nonnemaker, 2000) , a strategy known to lessen competitive pressure (Barnett, 1993) . With these various results in mind, we control for current-time competition in each market involved in our change analysis.
Model Specification and Estimation
All modeled all transitions using a piecewise constant rate specification. This functional form is flexible across pieces, in that the rates are allowed to vary freely from period to period, and are assumed to remain constant with respect to duration only within each period (Blossfeld and Rohwer, 1996) . In order to update the independent variables, we segmented each organization's history into one-year segments. The models were estimated using the stpiece STATA routine written by Jesper Sørensen.
Market tenure (in years) recorded the time since an organization entered into a given market, up to the point when the organization either exited the market or the study period ended (so-called "right-censored" cases). The last observed year for each exiting organization was coded as the midpoint of the year, an approach that minimizes time-aggregation bias when estimating hazard models (Petersen, 1991) .
Organization size was recorded annually for each organization. Three different size measures were available, each from different sources: an organization's number of employees (according to Computers and Automation), number of products shipped in a given year by an organization (according to IDC), and the number of product-types being sold on the market in a given year (according to Data Sources). We compared each organization's size on each of these measures relative to the other organizations in the given market in the given year. Because interval measures could not be translated across the different size variables, we coded for each organization a relative size category -small, medium, or large -for each year. We based these category assignments first based on numbers of employees. Where this variable was not available, we used annual shipments. When neither of these variables were available, we created an estimate of shipments based on the number of product types, using the results of a regression of shipments on the number of product types (in a given market) estimated on those observations that contained information on both of these variables. Also, we employed linear interpolation to fill gaps in the size data for a given variable over the life of a given organization, and extrapolated for up to 4 years forward or backward where necessary. Finally, for the 115 organizations that did not have any size measures, or for organizations that existed without any size measure for more than 4 years consecutively, we assigned a "small" designation after searching for information indicating otherwise.
De Novo organizations, those born as computer manufacturers, and De Alio organizations, those born in some other industry, were determined for each organization by Swanson (2002) . This variable was coded primarily using a comparison of each organization's founding date with its date of first operation in the computer industry. Secondarily, organizations founded prior to first appearing in the computer industry were individually researched to see whether they were de novo computer manufacturers engaged in "preproduction," or whether they were de alio organizations. Long time lags before entering the computer industry, an examination of the organization's name over time, and an examination of internet searches, on-line sources, and archival documents (Lexis/Nexis, Who's Who in Electronics, U.S. Electronics Industry Directory (Harris Publishing Co., various years), and Electronic Buyer's Guide (McGraw-Hill, various years) were used to determine this variable for questionable cases. Using this approach 1,906 of these organizations entered de novo, while 696 entered as de alio organizations.
Market exit was coded for organizations that ceased to operate in a given market. Since most organizations operated in only one market, most market exits (93%) were, in fact, exits from the entire computer industry. Organizations that were acquired by a considerably larger firm were designated as exits, but mere name changes were not treated as exits. Mergers among equals were not treated as exit events. We determined such events by checking every market exit against archival documents and Lexis/Nexis. This approach resulted in the identification of a few cases (N=11) of mergers among relatively equally-sized organizations, such as the merger of Burroughs and Sperry to create Unisys in 1987. For these events, we ended the life history of each of the merging organizations, coded the event as right-censored, and then started up the life history of a "new" organization with a new tenure clock. Market entry was coded for organizations in the first year that they are reported as offering (for sale or lease) a generalpurpose, electronic digital computer in a given market (microcomputer, midrange, or mainframe).
Current-year organizational densities were computed as the numbers of organizations in the industry or respective market at the beginning of a given year. Because the exact timing of entry and exit was not known for most organizations, density at the beginning of the year was calculated as the density at the start of the prior year, plus entries and minus exits during the prior year. In this industry, an organization can be in more than one market in any given time,
and if an organization is in multiple markets, it is counted in each of the appropriate market densities. In this way, the sum of the microcomputer, midrange, and mainframe densities do not necessarily sum to the industry density.
Historical competition was computed by summing the total number of competitors faced each year by an organization over its history, not including the current-year competitors in any given year. This measure, denoted by Τ j in our model, is equal to the total number of competitor-years each firm has experienced, up to a given year (not including the number of competitors at the start of that year). Recent versus distant-past historical competition was calculated using a distributed lag weight prior to summing over the years of an organization's history. Specifically, recent historical competition was Τ j calculated with each year's contribution to this sum weighted by 1/√ √ √ √δ, where δ is the number of years prior to the current Figure C2 . Entries and Exits to and from the Microcomputer and Midrange markets in the U.S.
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