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Abstract-h this paper, we study the Green’s function to find numerical solutions of second-order 
ordinary differential equations for tw-point boundary value problems. We derive some properties 
of Green’s function which can be applied to a Green’s function integral formula. And we discuss 
and analyze numerical solutions which are obtained by the Green’s function method and a shooting 
method. @ 2002 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
Two-point boundary value problems occur in applied mathematics, theoretical physics, engineer- 
ing, control, and optimization theory. Since it is usually impossible to obtain analytic solutions 
to two-point boundary value problems met in practice, these problem must attacked by numerical 
methods. 
Shooting methods vary the initial slope and give rise to a set of profiles which suggest the 
trajectory of projectile “shot” from the initial point. That initial slope is sought which results 
in the trajectory “hitting” the target; that is, the final value [2]. Linear second-order problems 
often can be solved by shooting methods and shooting methods have certain advantages for the 
problem solver. They require a minimum of problem analysis and preparation. It is relatively 
easy to implement shooting methods on digital computers using standard subroutine programs 
for numerical integration of ordinary differential equations. In the examples given later, we will 
apply a new shooting method for comparison purposes [4]. 
We shall emphasize in this paper, the use of Green’s functions to find the numerical solution of 
second-order ordinary differential equations with boundary conditions. If L represents a second- 
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order differential operator, say 
L = & P(X) -$ + q(x), 
[ 1 (1) 
then the solution to the linear equation 
Lb(~)1 =-f(x) 
can be represented by 
U(E) = -L-‘f(z) = Gf(z), 
where this last equation represents 
(2) 
(3) 
s 
b 
u(x) = G(G Of(t) 4. (4) 
a 
The function G(x,[) is called the Green’s function and G plays a role of an inverse of the oper- 
ator -L. The Green’s function G(x, [) is not unique, but depends on the boundary conditions. 
The existence of G(x, 6) needs also to be investigated in each individual case and depends on the 
characters of p, q, and boundary conditions [5]. 
We deal with a generalized Green’s function and specific numerical experiments in the use of 
the Green’s function method for solving second-order nonlinear ordinary differential equations 
with various boundary conditions. Also, we shall apply the method of numerical integration and 
interpolation to nonlinear second-order differential equations with boundary conditions for some 
examples. 
2. GENERALIZED 
GREEN’S FUNCTION 
We can’t assume that the associated homogeneous problem has a trivial solution only. Now, 
we introduce a generalized Green’s function that is appropriate to nonhomogeneous problem. 
THEOREM 1. The nonhomogeneous boundary value problem 
alu(a) + a2 2 (u) = 0, 
b1u(b)+ b2 2 (b) = 0, 
(6) 
has a solution 
4(x) = 1” G(x> Of(<) d5 
a 
if and only if 
s 
b 
f(EMo(S) 4 = 0, 
a 
where q50 is a normalized solution, that is, 
s ab c&x) dx = 1, 
of the associated homogeneous problem. The function G(x, <), called generalized Green’s func- 
tion, is a solution of 
WI = 40(x)40(E), (10) 
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except at x = [, satisfying the boundary conditions (6). G(x, <) is continuous at x = [ and G/(x, 6) 
is continuous everywhere except at x = [. At x = [, G’(x,[) possesses a jump discontinuity of 
magnitude -l/p([). In addition, G(x, [) satisfies condition 
I 
b 
G(xc, 040(x) dx = 0. (11) 
PROOF. Multiplying both sides of L[i] = -f by 4 0 and integrating a to b, we obtain 
Recalling Lagrange identity 
from Lagrange identity and 
Since L[&] = 0, we obtain 
Hence, from (12) we have 
J” ~$~L[q5] dx = - s” ~(x)$~(x) dx = 0. 
.E[u] - uL*[“] = &I( U,U m which L* is formal adjoint of L then ) . 
the boundary conditions we have 
s 
b 
(4o-W - @MOD dx = 0. a 
s 
b 
qf~~L[cj] dx = 0. (12) 
a 
s 
b 
f(xMo(x) dx = 0. (13) 
a 
This is a necessary condition for the existence of a solution of (5). The sufficient condition will 
be proved later. 
Let 4 be a solution of L[$] = qbo(~)~o(x) satisfying the boundary condition (6). Then if we 
multiply both sides of this equation by 40(x) and integrate from a to b, we obtain 
J ab 4o(x)Wl da: = do@.) lb 4%4 dx. a 
But from (13) the left-hand side vanishes, and 
@o(t) 1” &(x) dx = 0. (14) 
Consequently, $0(l) = 0, which contradicts kr assumption that 40(x) is a nontrivial solution of 
the associated homogeneous problem. This implies that L[$] = ~~o(&J$,(x) does not possess a 
nontrivial solution that satisfies the same boundary conditions (6). To avoid this situation, let 
us consider the general solution of L[4] = qSo(<)&(x), namely 
4b) = Cl(EMl(X) + c2(042(x) + ~OwJP(~), 
where 41 and 42 are linearly independent solutions of L[cj] = 0 and 4,(x) is a particular solution 
of w4 = 4o(JMo(x). 
We first determine cl in terms of c2 by the boundary condition at x = a and consider the 
function 
Gl(xc, t) = ~165 cz(E))h(x) + c26942(~) + 4o(Wp(x). 
Similarly, we determine c; in terms of cz by the boundary condition at x = b and consider 
function 
Gz(x, 6) = 4 6 4%)) 41(x) + cf(EMn(x) + 4o(Wp(x). 
Then we determine cz in terms of c2([) by the boundary condition 
Gl(5, E) = G2Kr 0. 
Now, we construct a generalized Green’s function 
G(xc, 0 = 
Gl(x,C), aIE<x, 
G2(x,J), XlEIb, 
(15) 
in which ~a(<) is still to be determined, 
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We will next prove that if C&J is normalized, then 
dG(x, E) x=E+ 1 
dx =-p(5)’ z=c- 
(16) 
It follows from the Lagrange identity that 
doWI - W$ol = -$ b(G’40 - G&J]. 
But L[G] = +e(~)&c(x) and L[&] = 0, so we have 
Integrating from a to b, we obtain 
s b +o(t)&(x) dx = b (G’4o - Wb)l: + b (G’4o - @%)I;. a 
Since 
s 
ab &(x) dx = 1, 
the above equation becomes 
(17) 
4069 = P(W’K-MO(J) - P(J)W-~&(E) - P(EP’(~+MJ(O 
+ ~(W(t+h%b(E) + IP (G’@o - G%)lb, . 
Since G and 40 satisfy the boundary condition at a and b, the last term vanishes. By virtue 
of continuity of G, we have G(E-) = G([+). Thus, we have 
40(t) = P(EMo(E) [G’(E-,<I - G’(E+, t-11. 
Hence, 
dG(x,[) x=E+ 1 
dx =-p(J)’ x=6- 
Thus far, the function G(x,[) has been determined up to an arbitrary function Q(J). To 
determine cz for particular function G, we require that 
J 
b 
G(x, Wok) dx = 0. 
a 
This continuity is used in order for G to be symmetric. 
To show that G is symmetric, let H = G(x,r), where < < T. We then have 
(18) 
WI = doKMo(x), 
WI = 4o(~Mo(X). 
By virtue of (19) it follows immediately that 
s 
‘(GL[H] - HL[G]) dx = 0. 
a 
This proves that the generalized Green’s function is symmetric, that is, 
G(x, E) = G(6, x). (19) 
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Finally, we will show that 
d(x) = lb G(xc, Qf(x) dx (20) 
is solution of the nonhomogeneous boundari value problem (5),(6). We now assume (4). To do 
so, we find the derivative of 4(z) from (20) to obtain 
Jwl = s b W(T Ol.f(l) @ + ~(x).fb) [G’(T x-) - G’(T x+)1 a 
= 40(x) J” 4o(E)f(E) 4 - f(x) 
= -f& 
The proof of Theorem 1 is now complete. 
THEOREM 2. Suppose the function f in the boundary-value problem 
Y” = f(?Yl,Y’) I .o I5 L b, Y(U) = o, Y(b) = P, 
is continuous on the set D = {(z:, y, y')lu 5 z 5 b, --M 5 y 5 co, --cc 6 y’ 5 cm}, and that g 
and $$ are continuous on D. If 
(1) $ (z,y,y’) > 0 for all (z,y,y’) E D, and 
(2) a constant M exists, with $ (z, y, y’) < M for all (2, y, y') E D, 
then the boundary-value problem has a unique solution. 
PROOF. See [3]. 
We consider how Green’s functions can be used to reduce nonlinear boundary-value problems 
to integral equations. Let us consider the problem 
L]Yl = f(z, Y), (21) 
Y(U) = Y(b) = 0, (22) 
where L is as defined in (5). Under the assumption that this problem has a solution Y(z), by 
letting f(z) now be f(z, y(z)), that the solution satisfies 
J 
b 
Y(X) = G(x, E)f(E, Y(G) d6. (23) 
a
Conversely, any solution y(x) of equation (23) satisfies (21),(22), and hence, the equivalence of the 
boundary-value problem (21),(22) with the integro-differential equation (23) is demonstrated. If 
the boundary conditions (22) are replaced by inhomogeneous conditions, then the corresponding 
integral equation (23) is modified by the addition of an inhomogeneous term. 
3. NUMERICAL SCHEMES 
AND EXAMPLES 
We consider the Green’s function method. Using this method, we shall obtain approximate 
solutions of (5)-(7) and (21)-(23). W e solve the second-order ordinary differential equation with 
boundary conditions by iterating the Green’s function integral 
u n+1(x) = lb G(x,<)~ (~7 Us) dE. (24) 
a 
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Let us consider the definite integral s,” G(s, E)f(z, u(E)) de. To facilitate the determination of 
the parameters in the associated six-point integrating formula, let us introduce the change of 
variable 
[ = (b - a)Y + (a + b) 
2 (25) 
so that the interval [a, b] is transformed into the interval [-I, l]. Let the function G(z, c)f(z, u(E)) 
be thereby transformed to a new function F(x, y, u(y)) and note that dy = 2 dE/(b - a), so that 
J,” ‘3x, ME, u(E)) 4 = J_: v F(x, y, u(y)) &> (26) 
where F(x, Y, U(Y)) = G(x, E)f(E, u(E)). 
Our integrating formula is 
J l (b-a) - F(x, Y, U(Y)) dy = -1 2 
where yi is given by Gauss formula [l], for each i = 0, 1,2. 
At first, we consider the node points x0, . . . , XN, for sufficiently large number N. we solve 
the approximate solution using the above method (24)-(26) with node point xj for j = 0,. . . , N. 
Now Green’s function integral (24) is approximated as follows: 
un+‘(xj) = 1” G(q,E).f (E,uW) 4 + lb G(xj,E)f (E,u”(E)) 4 
a “j 
(28) 
Starting with an initial trial solution u’(x) the program iterates to find successive P(x) stop- 
ping when the maximum difference in two consecutive iterations drops below a given threshold. 
The function un(x) is constructed as a table values on the interval [a, b] and, through interpola 
tion, values at points between tabulated are obtained. 
EXAMPLE 1. Consider the problem 
u”(X) + u(x) = -1, forO<z<%, 
with boundary conditions 
u(0) = u (;) = 0. 
The Green’s function is given by 
G(x, E) = 
sinxcosJ, x 5 {, 
cosxsine, x 2 E. 
Therefore, the approximate solution is 
J 
n/2 
u(x) = G(x, Of(E) 4 
0 
J 
I 
ZZ cosxsinJd<+ 
0 J 
n/2 
sinxcosed<. 
2 
Using the Green’s function method, we have following algorithm. 
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Step 1: We consider the node points x0, xl,. . . , xN, for sufficiently large number N. 
Step 2: By the numerical integration (24)-(28), we obtain the following approximate solution: 
U(Xj) = 1” G(xcj,ME) dt + l:/2 G(q, E)f(E) dE 
J 
“j 
J 
r/2 = cos x~j sin 6 d[ + sin xj cos 5 cL$. 
0 xi 
Step 3: We can find that the exact solution to the boundary value problem is 
u(x) = -1 + sins + cosx. 
Step 4: Finally, we compare numerical solution of Step 2 with the exact solution of Step 3. 
For h = 7r/20, N = 10, and tolerance 10-l’, we obtain maximal error in the eighth decimal 
place. Table 1 lists the error in the approximation at xi for each i = 1,2,3,. . . ,9. 
Table 1. List of numerical solutions and errors. 
EXAMPLE 2. Consider a solution of the following boundary value problem: 
--u” + 7r2u = 27r2 sin( 7rx), Olxll, 
with boundary conditions, 
U(0) = 0 = u(1). 
The Green’s function is given by 
G(x,5) = 
{ 
sinh(n;)~;~/~j(l-E)) 
( , x 5 t-3 
sinh(a(l-z)) sinh(rc) 
xsinh(?r) ’ 5 ? E. 
As in the algorithm in Example 1, by formula (28), we can obtain the following solution: 
U(Xj) = iz’ G(xJ)f(Q dE + I’ G(x,,E)f(E) dE 
JO Jr, 
“j 
1 
= 
J 
sinh(r<) sinh(r(1 - xj)) dE + 
0 K sinh(n) J IJ 
sinh(n(1 - E)) sinh(nxj) do 
x sinh( r) 
The exact solution to the boundary value problem is 
u(x) = sin(7rx). 
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Table 2. List of numerical solutions and errors. 
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Figure 1. V: Green’s function method, v: Shooting method. 
For h = 0.1, N = 10, and tolerance 10-l’, we obtain maximal error in the eighth decimal place. 
Table 2 lists the error in the approximation at xi for each i = 1,2,3,. . . ,9. Historically, the first 
and still most common method for solving second-order differential equations with boundary 
conditions (the two-point boundary value problem) is the shooting method. Thus, in Figure 1 we 
compare numerical solutions with using the Green’s function method and the shooting method. 
EXAMPLE 3. Consider the nonlinear boundary value problem 
u”(x) = -27r2 sin u(x), for 0 < 5 5 1, 
with boundary conditions 
21(O) = 0 = u(l). 
The Green’s function is given by 
Using the Green’s function method, we have following algorithm. 
Step 1: We consider the node points xc, xl,. . , ZN, for Sufficiently large number N. 
Step 2: We obtain & by (25) and zln([) by cubic spline interpolation. 
Step 3: By the numerical integration (24)-(26), we obtain the following approximate solution: 
~l~+l(xj) = i’j [(l - xj)2n2 sirrun dE + JIr xj(l - t)27r2sinu”([) a?<. 
3 
Step 4: We iterate Steps l-3 to find successive ALL stopping when 
lu”+l(x) - u”(x)1 < TOL. 
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This case is known to have multiple solutions. The solution U(E) = 0,O < z < 1, is unstable, 
but at least two others are locally stable, and the initial solution, uO(X) = sin(rz), is shown 
here converging to one of these stable solutions. We know about existence of solutions but we 
couldn’t find them. For h = 0.1, N = 10, and TOL = lo-“, we obtain maximal error in the 
eighth decimal place. 
EXAMPLE 4. Consider the nonlinear boundary value problem 
U”(Z) = U2(x) + 27r2 cos(27r2) - sin4(7rz), forO<x<l, 
with the boundary conditions 
The Green’s function is given by 
U(0) = U(1) = 0. 
G(x3a = { 
41 - 5), x L El 
(1 - x),c, x L E. 
As in the previous algorithm, we obtain the following solution: 
un+‘(xj) = -l’j G(zj,8f(<,un(0) dE - ~lG(~j,~)f(E,~‘Y~)) @ 
“i 
=- I” [(l - zj) [(u”(x))~ + 27r2 cos(2x<) - sin4(x[)] d[ 
1 
- 
s 5j 
x.j(l - [) [(am)’ + 27r2cos(2n5) - sin4(r<)] d$. 
The exact solution to the nonlinear boundary value problem is 
U(z) = sin2(7rx). 
For h = 0.05, N = 20, and tolerance lo-lo, we obtain maximal error in the eighth decimal 
place. Figure 2 compares the error of the Green’s function method with that of a shooting method 
for exact solution. 
0.003 I 1 I j I I 
co 0.002 - ._ 
2 .v 
.v-v-v. 
v 
v ‘V 
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Figure 2. V: Green’s function method, v: Shooting method. 
4. REMARK 
The primary results of this study shows that the Green’s function method for solving the 
boundary value problem is an effective tool in numerical experiments. 
We study some properties of Green’s function which are useful for studying the second-order 
ordinary differential equation for boundary value problems. These properties can be applied to 
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Green’s function integral. For linear differential equations, the solution can be given directly in 
terms of the integral over the Green’s function. For the nonlinear case, the Green’s function 
provides an iterative scheme. We showed numerical results in Tables 1 and 2. We used shooting 
method in our numerical experiment by Kutta’s fourth-order method and Newton’s method [4]. 
The shooting methods have also some advantages. But, sometimes, shooting methods fail to 
converge for problems which are sensitive to the initial conditions. In some problems modest 
changes in the initial conditions result in numerical difficulties such as machine error. 
The Green’s function method might be used to obtain an initial estimate for shooting method. 
The Green’s function method can be an arbitrarily high order, depending only on order and 
quality of the methods available for the integration of differential equations. 
For our numerical examples, the Green’s function method was more effective than shooting 
method for solving linear and nonlinear ordinary differential equations with boundary conditions. 
The Green’s function method has advantage that approximate solutions are very accurate. But 
the method has the disadvantage that if there does not exist Green’s function, then one can’t 
solve the problem. If two methods are integrated together, then one may obtain a more effective 
technique for solving the boundary value problems. 
REFERENCES 
1. M. Abramowitz and I.A. Stegun, Handbook of Mathematical finctions with Formulas, Graphs, and Mathe- 
matical Tables, Dover, New York, (1972). 
2. P.B. Bailey, L.F. Shampine and P.E. Waltman, Nonlinear Two Point Boundary Value Problems, Academic 
Press, New York, (1968). 
3. R.L. Burden and J.D. Faires, Numerical Analysis, PWS, Boston, MA, (1993). 
4. Sung Nam Ha, A nonlinear shooting method for two-point boundary value problems, Computers Math. 
Applic. 42 (lO/ll), 1411-1420, (2001). 
5. L.J. Gallaher and I.E. P&in, Use of Green’s FLlnctions in the Numerical Solution of Two-Point Boundary 
Value Problems, Georgia Institute of Technology Rich Electric Computer Center, Atlanta, GA. 
