Let A be a linear transformation on a finite-dimensional complex vector space with the associated algebra Alg A, commutant (A)', and hyperinvariant subspace lattice Hyperlat A. We determine Alg A, {A)' (up to algebra isomorphism), and Hyperlat A (up to lattice isomorphism) in terms of the parameters in the Jordan form of A.
INTRODUCTION
Let A be a linear transformation on a finite-dimensional complex vector space V. There are two lattices naturally associated with A: the invariant subspace lattice Lat A, consisting of those subspaces of V that are invariant for A, and the hyperinvariant subspace lattice Hyperlat A, consisting of subspaces that are invariant for any linear transformation commuting with A. An interesting question in this respect is: to what extent do these lattices determine A? For the invariant subspace lattice, the answer has been known: if A and B are linear transformations on finite-dimensional spaces, then Lat A is isomorphic to Lat B if and only if A and B have the same Jordan structure, and in this case the (lattice) isomorphism can be chosen to be implemented by an invertible transformation (see [9, Corollary 2.3.11, [5, Theorem 2.11, or [4, Theorem 16.1.21) . In this paper, we undertake a 164 PEIYUANWU corresponding study for the hyperinvariant subspace lattice. We completely determine when two linear transformations have isomorphic hyperinvariant subspace lattices in terms of the parameters in their Jordan forms. The situation is more delicate than the invariant-subspace one. This is to be expected, since for a linear transformation the number of hyperinvariant subspaces is much smaller than that of invariant subspaces: the former is always finite, and the latter uncountable in general (cf. [3] and [ll] ). We are able to show that, except in certain special cases, the Jordan structure of A is more or less determined by Hyperlat A. We present the precise statement in Section 3 below.
Given any linear transformation A, we can associate two algebras with A:
Alg A, the algebra of all polynomials in A, and {A)', the commutunt of A, consisting of all linear transformations commuting with A. To warm up for later developments, we answer in Section 2 the questions when two linear transformations have (algebraically) isomorphic or equal such algebras, and relate these to the isomorphism of their invariant subspace lattices.
In the are the partial multiplicities of A at a,. In this case, nil is the ascent of A at a, and ll,'=i(A -a,) "11 is the minimal polynomial of A. (1) Alg A = Alg B;
(2) (Al' = {B)'; (3) A = p(B) and B = q(A) for some polynomials p and 9; (4) Lat A = Lat B, and A = p(B) for some polynomial p;
(5) A = p(B) f or some polynomial p which defines a one-to-one mapping from a(B) onto a(A) and is such that p'(b) + 0 for any b in a(B) with ascent greater than one.
Recall that if & is any set of linear transformations, &' denotes its
commutant, that is, the algebra of linear transformations which commute with every transformation in G?. It is well known that {A)", the cornmutant of (A)', is always equal to Alg A for any A.
Proof.
(1) 2 (2): {A)' = (Alg A)' = (Alg B)' = {BY. onto (9 0 p)(a(B)) = q(p(a(B))) = q(o(p( B))) = 9(&A)) = a(q(A1) = a(B). Since o(B) is a finite set, the mapping must be one-to-one. Hence p defines a one-to-one mapping from a(B) onto a(A). or, more generally, for (4"P)("Yb)=((~" PI" *.. "(4"P))(b) for any n&l.
n It is well known that, on a finite set, a one-to-one mapping will map any element eventually back to itself. Thus b = (q 0 p)'"'(b) for some n, and we obtain a contradiction to our assertion on the ascent of b. Th' is will be the case if, for all i, (y 0 pXbi) = bi, (9 0 p)'(bi) = 1, and (9 0 p)"'(b,) = 0 f or all j, 2 < j < rri -1 (cf. [7, p. 305, Proposition 11) . A simple computation shows that these latter conditions are equivalent to the system of equations q(ui) = bi, q'(aj) = l/p'(bi), and 1 q(j)(ai) = -Lj(9 P'tbi) (j-l)(ui),...,q'(ui) Before passing on, a few remarks are in order. In the preceding theorem, the equivalence of (4) and (5) h as b een obtained before [4, Theorem 2.11.31. However, our proof is completely different: it establishes their equivalence via (3). Also note that the proof for the equivalence of (3) and (5) (4) 
It is easily seen that (Alg A, A) and (Alg B, B) being isomorphic is equivalent to the condition that, for any polynomial p, p ( One direction is trivial: if A and B are similar via the invertible X, then a(T) = XTX-' for T E {A)' defines an algebra isomorphism from (A)' onto {B)' satisfjring a(A)= B and a(I)= 1. To prove the converse, let LY : {A} + {BJ' be an algebra isomorphism such that a(A) = B and cr(l) = I. We may assume, by the above observation, that A is in rational form: A = Cnzl@Ai on V = C~=i@~, where each Ai is a cyclic transformation. Let pi=oa3 . . *$O@ I @OcI3*..cI30, i=l ,...,n.
ith
Since the Pi's are in {A)' and satisfy Pi Pj = Sij P, and Ci Pi = I (Sij being the Kronecker delta), the a( P,>'s will belong to {B)' and satisfy analogous conditions.
Hence, letting Qi = (~(2'~) and noting that B = B, i * 1 . Conversely, assume that the condition holds. Let p be a polynomial which defines a one-to-one mapping from a(B) onto a(A) and satisfies p'(b) # 0 for any b in a(B) with ascent greater than one, and let C = p(B). Theorem 2.2 implies that B and C have the same Jordan structure. Therefore, by our assumption and the fact that a(C) = a(A), the minimal polynomials of A and C coincide. Hence (Alg A, A) and (Alg C, C) are isomorphic by Lemma 2.3. This, together with Alg B = Alg C, implies that Alg A and Alg B are isomorphic. The former implies that A and C are similar by Lemma 2.4, and the latter that Lat C = Lat B by Theorem 2.1. Hence Lat A is isomorphic to Lat B.
Conversely, if Lat A and Lat B are isomorphic, let p be a polynomial as in Theorem 2.2(5) such that A = p(B). Letting C = p(B), we infer from Lemma 2.4 that ((A)', A) is isomorphic to ((C)',C).
On the other hand, {C)l = {BJ' by Th eorem 2.1. Hence {A)' is isomorphic to (By. a
HYPERINVARIANT SUBSPACE LATTICE
In this section, we come to the major theme of this paper: characterizing linear transformations with isomorphic hyperinvariant subspace lattices. The next theorem is our main result. there aren't enough small numbers to meet the many demands made on them.) Thus the dependence of A on Hyperlat A is looser than that of A on Lat A, as should be the case. In particular, we have the following result of Longstaff [8] : 
3.2.
If Lat A is isomorphic to Lat B, then Hyperlat A is isomorphic to Hyperlat B.
For normal transformations, the conditions for isomorphic lattices are much easier to state. The next lemma takes care of the exceptional cases in Theorem 3.1. We use the symbol K,-K,-* . . -K, to denote a chain in a lattice, where the Ki's satisfy Ki > Ki+r for all i, 1 < i < n -1. n As observed in Figure 1 , it seems that each element in the lattice L(n I,...,n,)(nl> *.a > n,) has at most two "sons" and two "parents." This is indeed the case, as we now show. Recall that, for two elements K, and K 2 in a lattice, K 1 is a son of K, (K, is a parent of K ,) if K, < K, and there is no other element between K, and K,.
LEMMA~.~.
I&n,> ..* >n,>l andu=(u, ,..., u,)EL(n ,,..., n,).
(1) u has at most two sons.
(2) u has no son if and only if u = (0,. , 0). In this case, the son is (u, ..., 0) or (u, , ..., ~~_i, u 
Proof.
For any K=(u ,,..., u,) in L(n, ,..., n,), let dimK=u,+ * . . + u,. It follows from Lemma 3.6 (and its dual) that every K belongs to a chain C : K,-K,_,-* '. X,-K, of length t + 1 = n, + e-e + n, + 1 in L(n I,...,n,) with dim K, = i for all i, 0 < i < t. Note that such chains are exactly maximal chains in L(n,,
.,n,), whence they are preserved under isomorphism.
We infer that dim K, an indicator of the relative position of K in C, is invariant under isomorphism.
This completes the proof. n
To proceed further, we need to consider some special constructs in the lattice L(n,,. . .,n,) (n, > * . . > n, > 1) is special if it is maximal with the property that each Ki, 1~ i < n -1, has only one son, namely, Ki+ ,. The next lemma shows the existence of special chains which end at the zero element.
LEMMA 3.8.
ZnanyL(n,,...,n,)(n,> .a* >n,>l), thereeristatnwst two special chains ending at (0,. . . , 0). There exists exactly one such chain af and only if r = 1 or r = 2 and n1 -n2 = 1. In this case, the chain is of length n, + 1 or 271, -1; otherwise, the two chains are of lengths r + 1 and nl -n,+l. are two special chains ending at the zero element, and that they coincide if and only if r = 1 or r = 2 and n, -n2 = 1. n Note that in L(n i,. . . , n,), these two chains, denoted by C, and C, henceforth, encode the parameters r and n1 -n,, respectively. Also, any isomorphism between such lattices must map special chains among themselves. To distinguish C, from C,, we need another construct. We say that a chain C:K,-K,- L(n, ,. .., n,) rides on Ci, i = 1,2, if (i) there is some j, 0 < j < n -1, such that each K, has only one son K,, 1 for 1~ 1~ j and has two sons, one being K,, 1 and the other being in Ci, for j + 1 < I Q n -1; (1) r > 2, s = 3, and m2 -m3 > 2; (2) r 2 2 and s > 4.
Assume that such an isomorphism exists. By Lemma 3.8, we obtain n, -n2 =s and m,-m,=r. Let C be the chain (2,1,...,1)- 
We prove the necessity by induction on r. If L(n,, . . . ,nr) has only one special chain (ending at the zero element), then this is trivial.
Assume next that r = 2 and L(n,, n,) has two special chains C, and C,. . . ,mJ which is not part of C, or C,. We check that L(n,, n,) has no special chain of length bigger than two except parts of these two special chains. It will then follow that L(n,,n,) and L(m,, . . .,m,)
cannot be isomorphic.
Assume to the contrary that K,-Ka-K, is a chain in L(n,, n,), where both K, and K, have only one son. By Lemma 3.6, K, =(uI,uZ) has only one son if and only if ua = 0, ui = ua, or n1 -u2 = n2 -u,. We consider the three cases separately:
(1) If ua = 0, then, obviously, K,-K,-K, is part of C,. (i) s = 2. If r = 2, then (3) follows as above. Hence we may further assume that r >/ 3. Using Lemma 3.9 again (by reversing the roles of ni and mj there), we need only consider the case r = 3 and n, -n3 = 1. Since C, and C, are corresponded under (Y, we obtain n 1 -n2 = s = 2 and m, -m2 = r = 3. On the other hand, L emma 3.7 and Lemma 3.11 imply n1 + n, + na = m, + m2 and na = 1, respectively. Solving these equations yields the solution n1 = 4, n2 = 2, n3 = 1, m, = 5 and m2 = 2, that is, (1) holds.
(ii) s=3 andmz-m,=l. If r = 2, then an argument similar to that in (i) with the roles of r and s reversed yields (1). If r = 3, then (3) follows from Lemma 3.10, while r >, 4 cannot happen by Lemma 3.9. This completes the proof. n Finally, we are ready for the coup de g&e. The idea of the following proof is similar to that for the invariant subspace lattice [8, Theorem 3.21. 
