We prove that for every poset P , there is a constant C such that the size of any family of subsets of [n] that does not contain P as an induced subposet is at most C n ⌊ n 2 ⌋ , settling a conjecture of Katona, and Lu and Milans [24]. We obtain this bound by establishing a connection to the theory of forbidden submatrices and then applying a higher dimensional variant of the Marcus-Tardos theorem, proved by Klazar and Marcus. We also give a new proof of their result.
Introduction
We are interested in the largest family of subsets of [n] := {1, 2, . . . , n} avoiding certain subposets.
Our main result is the following.
Theorem 1. For every poset P , there is a constant C such that the size of any family of subsets of [n] that does not contain an induced copy of P is at most C n ⌊ n 2 ⌋ .
To establish this theorem, we use a method that is a certain generalization of the so-called circle method of Katona [15] . That is, we double count pairs (Q, F ) that satisfy a certain property where Q is a family of subsets built from a partition of permutation of [n] . What is novel in our paper is that we associate a d-dimensional 0 − 1 hypermatrix to Q and we establish a connection to the theory of forbidden submatrices with the following lemma.
Lemma 2. For every d-dimensional poset P on k elements, there is a d-dimensional k×..×k permutation hypermatrix M P such that if every M P -free d-dimensional n×.. ×n size 0− 1 hypermatrix has at most Kn d−1 non-zero elements, then La # (n, P )
Then we apply the following theorem, which is a higher dimensional variant of the MarcusTardos theorem [25] about forbidden submatrices.
Theorem 3 (Klazar-Marcus [20] ). If a d-dimensional n × .. × n size 0−1 hypermatrix does not contain a given d-dimensional k×.. ×k permutation hypermatrix, then it has at most O(n d−1 ) non-zero elements.
Notice that Theorem 1 follows from Lemma 2 and Theorem 3. The organization of this paper is the following. In the rest of this section we survey results about forbidden weak and induced posets and forbidden submatrices. In Section 2 we prove our main result, Lemma 2 that establishes the connection between the two theories. In Section 3 we prove Theorem 3 to make our paper self-contained, and also because our proof substantially differs from the proof in [20] (in fact we have learned about their result only after independently proving Theorem 3). Finally, we make some further observations and conjectures in Section 4.
Forbidden weak subposets
Definition. Let P be a finite poset, and F be a family of subsets of [n]. We say that P is contained in F as a weak subposet if and only if there is an injection α : P → F satisfying x 1 < p x 2 ⇒ α(x 1 ) ⊂ α(x 2 ) for all x 1 , x 2 ∈ P . F is called P -free if P is not contained in F as a weak subposet. We define the corresponding extremal function as
We denote the number of elements of a poset P by |P |. The linearly ordered poset on k elements, a 1 < a 2 < . . . < a k , is called a chain of length k, and is denoted by P k . Using our notation Sperner's theorem can be stated as follows. Theorem 1.4 (Sperner [32] ).
Erdős extended Sperner's theorem to P k -free families for all k ≥ 2.
Theorem 1.5 (Erdős [9] ). La(n, P k ) is equal to the sum of the k − 1 largest binomial coefficients of order n. This implies
Notice that, since any poset P is a weak subposet of a chain of length |P |, Theorem 1.5 implies Corollary 1.6.
Later Katona, Tarján, De Bonis, Swanepoel, Griggs, Lu, Li, Thanh, Methuku and Tompkins [7, 8, 11, 13, 17, 26, 36] studied various other posets including brushes, two-end-forks, N , diamond, butterfly, skew butterfly, cycles C 4k on two levels. One of the first general results is due to Bukh who obtained bounds on La(n, P ) for all posets whose Hasse diagram is a tree. Let h(P ) denote the height (maximum length of a chain) of P . Theorem 1.7 (Bukh [3] ). If T is a finite poset whose Hasse diagram is a tree of height h(T ) ≥ 2, then
Using general structures instead of chains for double counting, Burcsi and Nagy obtained a similar but weaker version of this theorem for general posets. Later this was generalized by Chen and Li for m > 1. Theorem 1.8 (Burcsi-Nagy, Chen-Li [4, 6] ). For any poset P , when n is sufficiently large, the inequality
holds for any fixed m ≥ 1.
Very recently, this general bound was improved by Grósz, Tompkins and the first author. Theorem 1.9 (Grósz-Methuku-Tompkins [14] ). For any poset P , when n is sufficiently large, the inequality
holds for any fixed k ≥ 2.
Forbidden induced subposets
Definition. We say that P is contained in F as an induced subposet if and only if there is an injection α :
F is called induced P -free if P is not contained in F as an induced subposet. We define the corresponding extremal function as La # (n, P ) := max{|F| | F is induced P -free}.
Despite considerable progress made on forbidden weak subposets, very little is known about forbidden induced subposets. The obvious exception is P k , as here the weak and induced containment are equivalent, thus Theorem 1.5 implies La(n, P k ) = La # (n, P k ).
The first result of this type is due to Carroll and Katona [5] who showed that
. Recently Boehnlein and Jiang extended Theorem 1.7 to induced containment. Theorem 1.10 (Boehnlein-Jiang [2] ). If T is a finite poset whose Hasse diagram is a tree of height
(1 + o (1)) .
Boehnlein and Jiang have also shown that even though La(n, P ) and La # (n, P ) are asymptotically equal for posets whose Hasse diagram is a tree, there are posets P for which their ratio,
La(n,P ) can be arbitrarily large. Very recently, Patkós [28] determined the asymptotic behavior of La # (n, P ) for some classes of posets, namely, the complete 2 level poset K r,s and the complete multi-level poset K r,s 1 ,...,s j ,t when all s i 's either equal 4 or are large enough and satisfy an extra condition.
Note that while La(n, P ) ≤ La # (n, P ), no nontrivial upper bound for general P , was known for La # (n, P ) when the Hasse diagram of P contains a cycle. It was conjectured by Katona and, independently, by Lu and Milans that the analogue of Corollary 1.6 holds for induced posets as well. Conjecture 1.11 (Katona, ).
The main result of our paper is to prove Conjecture 1.11 for all posets P . Theorem 1. For every poset P , there is a C such that
It is interesting to note that the constant C in our upper bound on La # (n, P ) depends on the dimension of P , as opposed to h(P ) in the upper bound on La(n, P ) in Theorem 1.7 and 1.8. This notion is defined as follows.
Definition. The dimension of a poset P is the least integer t for which there exists t linear orderings, < 1 , < 2 . . . < t , of the elements of P such that for every x and y in P , x < P y if and only if x < i y for all 1 ≤ i ≤ t. 
Forbidden submatrices
In this paper we only deal with d-matrices whose entries are all 0 and 1. We denote the number of 1's in a d-matrix M by |M |.
Definition. We say that a d-matrix M contains a d-matrix A if it has a d-submatrix M ′ ⊂ M that is of the same size as A such that A(i) = 1 ⇒ M ′ (i) = 1. If M does not contain A then we say that M is A-free. We define the corresponding extremal function as
So notice that ex 1 (n, A) = min{n, |A|−1} and ex 2 (n, A) is the usually studied forbidden submatrix problem. These notions were previously mainly studied for matrices, see [1, 21, 22, 27, 29, 30, 31, 33] .
We have the following monotonicity for matrices with forbidden submatrices, similar to that of the monotonicity of density of graphs with forbidden subgraphs as shown in [16] .
. Averaging over all submatrices of this size the statement follows, as any entry of M has probability
to be in a submatrix.
From this we can get a bound on
Proof. Apply Claim 1.12 for m 1 = . . . = m d = min n i .
We also need to generalize the notion of a permutation matrix to higher dimensions.
The most important result about excluded permutation matrices is the theorem of MarcusTardos, which was conjectured by Füredi and Hajnal [10] and shown by Klazar [19] to also imply the Stanley-Wilf conjecture. Theorem 1.14 (Marcus-Tardos [25] ). If A is a permutation matrix of size
We need the following straightforward generalization of this result.
An equivalent reformulation of Definition 1.2 gives the following connection between permutation d-matrices and posets of dimension d. Observation 1.15. For every poset P of size k whose dimension is d, there is a permutation d-matrix M P of size k d whose 1-entries are in bijection with the elements of the poset such that if M P (i) is in bijection with p ∈ P and M P (i ′ ) is in bijection with p ′ ∈ P , then p < p ′ ⇔ ∀j i j < i ′ j .
Using this, we will prove our main lemma.
Proof of Lemma 2
Before we start the proof, we need a definition. An example of a permutation 3-partition is Q = 142|5|3 and Q[3, 1, 2) = {1, 3, 4} is a prefix union of 142|5|3. Notice that since the order of the parts is respected, we consider, say, Q ′ = 5|142|3 as a different permutation 3-partition, but of course the prefixes of Q and Q ′ are the same. Some parts might also be empty in a permutation 3-partition, as in 142||53.
The total number of possible permutation d-partitions is easily seen to be (n + d − 1)! /(d − 1)!, by taking all permutations of the elements of [n] and the d − 1 separators.
We are now ready to start the proof of Lemma 2. Let F be an induced P -free family of subsets of [n]. We double count pairs (Q, F ) where F ∈ F and F is a prefix union of Q.
First, let us fix a set F ∈ F and calculate the number of permutation d-partitions Q such that F is a prefix union of Q.
Proof. Permute the elements of 
From this it follows that if M Q contains M P , then the same relations hold in F and thus F contains an induced P , which is impossible. Therefore M Q is M P -free. Using Corollary 1.13 and
. Now using Claims 2.1 and 2.2, we have
simplifying which, we get,
⌋ , using Stirling's formula Lemma 2 follows. In fact, we actually get the following stronger result:
Proof of Theorem 3
The proof is similar to the proof of Marcus and Tardos [25] , except that we use induction on d, just like Klazar and Marcus [20] . Surprisingly, even though both the Klazar-Marcus proof and our proof are a very natural generalization of the Marcus-Tardos proof, they are still quite different. Below we present our proof.
We For the induction, we also need to use the following well-known inequality, usually credited to Loomis and Whitney, which is in fact a simple corollary of the submodularity of entropy [34] .
If a block S is thin, then using the above inequality, by induction we get
. The number of i-wide blocks in an i-blockcolumn is at most (k − 1)
k , because if P roj i A would occur k times, in the same k i-columns, then we could "build" a copy of A from them (here we use that A is a permutation d-matrix).
We define the d-matrix M ′ of size (n/s) d as M ′ i = 1 if and only if block S b is thin. As M ′ must be also A-free, we get the following bound by induction on d and n, where k is fixed.
|M |≤
S is thin
which for a sufficiently large s is less than
Concluding Remarks and the Diamond
Let P be a poset. A 0 − 1 submatrix is a P -pattern if the usual partial order among the entries of the submatrix induces P . E.g., M P is a P -pattern. Notice that in the proof of Lemma 2, we only used that M Q is M P -free, when in fact, M Q avoids all P -patterns. This might help to improve constant term of Theorem 1 for specific posets, as Theorem 3 gives a very weak bound (although there is hope that the bound of that theorem can be improved as well). For example, denote by D 2 the diamond poset, the poset on 4 elements whose elements are a < b, c < d where b and c are incomparable. Gábor Tardos [35] proved that if all 16 D 2 -patterns are avoided, then an n × n matrix can have at most 4n one entries in it. Using this bound, and the analogue of Lemma 2 for all patterns, we have
⌋ . If instead of M Q we build a matrix in a slightly different way, for the diamond, we could improve this to
⌋ . However, this is still very far from the recent result of Lu and Milans [24] which gives La # (n, D 2 ) ≤ (2.583 + o(1)) n ⌊ n 2 ⌋ . For the non-induced case Kramer, Martin and Young [18] proved the slightly better bound La(n,
⌋ . We hope that using some different matrix instead of M Q , might improve our bounds to give sharp results. Unfortunately we could not establish this conjecture, as our results only imply that = O(1) because the terms of this sum corresponding to sets F which are in the region |F | ≤ α and |F | ≥ n − α, for any fixed constant number α > 0, can be arbitrarily smaller than the corresponding terms in the Lubell function. It is, however, quite interesting that the induced diamond-free family F for which Lu and Milans [24] show that F ∈F 1 ( n |F | ) ≥ 2.28, has only sets of size at most 3. This construction is similar to the one given earlier by Griggs, Li and Lu [12] , which gives a non-induced diamond-free family F for which F ∈F In general, if we had a better matrix instead of M Q that we could use, we could even hope for the following daring conjecture about our "shifted" Lubell function, which generalizes a conjecture of Griggs and Lu [13] . Let e(P ) (resp. e # (P )) be the maximum number m such that for all n, the union of the m middle levels of 2 [n] is P -free (resp. induced P -free). 
