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Reconnaissance de l’act ivité physique par
des capteurs portés par la personne
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Chapit r e 1
Int roduct ion générale
1.1 Contexte général et mot ivat ion
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2 Chapit re 1. Int roduct ion générale
2001
1.2 Limitat ions de systèmes de reconnaissance d’act ivités
1.2. Limitat ions de systèmes de reconnaissance d’act ivit és 3
course
utiliser les escaliers marche
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1.3 Cont ribut ions
1
2
1. Le Centre de Recherche en Nutrit ion Humaine Rhône-Alpes est un GIP dont la vocat ion est de
promouvoir et développer la recherche en nutrit ion humaine
2. MOVEA est une startup de CEA crée en mars 2007 et représente aujourd’hui un pôle de
compétit ivité mondial en matière de micro et nanotechnologies
1.4. Organisat ion du manuscrit 5
1.4 Organisat ion du manuscrit
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1.5 Publicat ions
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Int roduct ion à la reconnaissance
d’act ivités
2.1 La mesure de l’act ivit é physique
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2.2 M esure object ive de l’act ivité physique
2.2.1 Systèmes à base de vision
2.2.2 Systèmes à base de capteurs environnementaux
2.2. M esure object ive de l’act ivit é physique 11
Figur e 2.1 – Les trois approches pour la reconnaissance d’activités physiques
2.2.3 Systèmes à base de capteurs portés
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2.3 Les enjeux liés à la reconnaissance d’act ivités à part ir
de capteurs portés
2.3.1 Contexte de la reconnaissance d’act ivités et variables interindivi-
duelles
2.3.1.1 Act ivit és à reconnait re
2.3. Les enjeux liés à la reconnaissance d’act ivit és à part ir de capteurs portés13
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Figur e 2.2 – Signaux accélérométriques d’un capteur fixé à la hanche : (a) Marche
lente (b) Marche rapide
2.3.1.2 Les données acquises
2.3.2 M éthodologie de mise au point
2.3.2.1 Reconnaissance d’act ivit és de manière dépendante du sujet
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Figur e 2.3 – Données accélérométriques correspondant à l’activité de marche pour
quatre sujets diﬀérents
2.3.2.2 Reconnaissance d’act ivités de manière indépendante du sujet
2.3.3 Ut ilisat ion des capteurs
2.3.3.1 Nombre de capteurs
2.3. Les enjeux liés à la reconnaissance d’act ivit és à part ir de capteurs portés15
Figur e 2.4 – Une illustrat ion d’une configuration mult i-capteurs pour surveiller les
activités.
2.3.3.2 Placement de capteurs
16 Chapit re 2. Int roduct ion à la reconnaissance d’act ivit és
0 2 4 6 8 10 12
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
Temps (secondes)
Ac
cé
lér
at
ion
 
(g)
(a)
0 2 4 6 8 10 12
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
Temps (secondes)
Ac
cé
lér
at
ion
 
(g)
(b)
Figur e 2.5 – Données accélérométriques correspondant à la marche d’un capteur fixé
sur diﬀérents endroits : (a) Bas du dos (b) Hanche
5
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Chapit r e 3
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Figur e 3.1 – Exemple des données d’accélération fournies par un accéléromètre tri-axial
fixé à la hanche
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3.4. Panorama des méthodes de reconnaissance d’act ivit és 23
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3.4 Panorama des méthodes de reconnaissance d’act ivit és
3.4.1 Analyse de la marche
Figur e 3.2 – Les diﬀérentes étapes dans la chaine de reconnaissance d’activités.
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3.5 Prise en compte de la corrélat ion temporelle des act ivi-
tés humaines
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Figur e 3.3 – Le système de classification présenté dans [Lester 2005]
H i = { hi1￿￿￿￿￿hiN }
m f im
C i
m τi
him (f im )
H i (f i ) = (Σ τ im= 1α im him (f im ))
α im
f i
m i (f i ) H i (f i )
C i
˜f
˜f =
￿
￿
￿
￿
p(C1|f 1)
p(CN |f N )
￿
￿
￿
￿
{ ˜f 1￿˜f 2￿￿￿￿￿˜f T }
C i λ i
∆ t
L i (t) λ i ∆ t
L i (t) = P( ˜f t￿˜f t+ 1￿￿￿￿￿˜f t+ ∆ t |λ i )
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f t t ∆ t
f t− k k = 1￿2￿￿￿￿￿∆ t p(C i |f t− k)
t − k i
f t− k f t g(k)
h(t − k￿t)
f t− k f t p˜(C i |f t )
t
p˜(C i |f t ) = p(C
i |f t ) + P ∆ tk= 1 g(k)h(t − k￿t)p(C i |f t− k )P ∆ t
k= 1 g(k)h(t − k￿t) + 1
(3.1)
t
(3.1)
7 3
3
∆ t = 3
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Chapit re 3. État de l’art : Reconnaissance d’act ivités à part ir de capteurs
portés
Classificat ion Réf. Emplacement
capteur(s) Préc.
Basé sur Seuils
[Bidargaddi 2007] Ceinture 89.14 %
[Heinz 2006]
Hanche, cou ,
poignets, genoux,
jambes
ND
[Mathie 2002a] Ceinture ND
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Tables de décisions [Bao 2004]
Poignet, hanche,
cheville, cuisse, bras 46.75%
[Nishkam 2005] Ceinture 46.33%
k-NN
[Nishkam 2005] Ceinture 49.67%
[Preece 2009] Ceinture, cuisse,
cheville 61-96%
[Pirtt ikangas 2006] Cuisse, poignets,
collier 90.61 %
SVM
[Nishkam 2005] Ceinture 73.33%
[Wang 2005] objets externes 84%
[He 2008] Poche 92%
ANN
[Randell 2000] Hanche 85-90%
[Jafari 2007] Poitrine 84%
[Pirtt ikangas 2006] Cuisse, poignets,
collier 80%
Arbres de décision
[Bao 2004] Poignet, hanche,
cheville, cuisse, bras 84.26%
[Solà I Carós 2005] Poitrine 80%
[Lombriser 2007] Poignet 86%
Forêts aléatoires [Casale 2011] Sternum 90%[Gjoreski 2010] Poitrine, cheville 85%
GMM [Allen 2006a] Ceinture 76.6%[Ibrahim 2007] Ceinture 87%
Naïve Bayes
[Bao 2004] Poignet, hanche,
cheville, cuisse, bras 52.35%
[Nishkam 2005] Ceinture 64%
[Kern 2003]
Cheville, genou,
hanche, poignet,
épaule, coude
84%
HMM [Zappi 2008]
10 au bras droit, 9
au bras gauche 79-97%
[Ward 2006] Poignet, bras 72%
Tabl e 3.1 – Tableau récapitulatif des travaux de l’état de l’art pour la reconnaissance
d’activités humaines, catégorisés selon les méthodes de classification les plus utilisées
(ND = Non-Disponible)
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Réf. Sujets Act ivit és Durée
[Bidargaddi 2007] ND Discrimination entre la marche et
autres activités 60 min
[Mathie 2002a] 13 sujets Diﬀérencier entre activitésdynamiques et statiques 3.4 min
[Bao 2004] 20 sujets
Marche, Assis, Course, Allongé,
Monter l’escalier, Manger, Lecture,
Vélo et 12 d’autres
104 min
[Nishkam 2005] 2 sujets
Debout, Marche, Course,
Abdominaux, Monter l’escalier,
Descendre l’escalier, Passer
l’aspirateur, Brosser les dents
ND
[Preece 2009] 20 sujets
Marche, Monter/ Descendre
l’escalier, Footing, Course, Sauter,
Sauter sur un pied
ND
[Wang 2005] 4 sujets Boire, Écrire, Téléphoner 30 min
[He 2008] 11 sujets Course, Debout, Sauter, Marche 4 min
[Randell 2000] 10 sujets Marche, Course, Assis, Debout,Escalier ND
[Jafari 2007] ND
Transit ions
Debout-Assis/ Assis-Debout,
Allongé-Debout/ Debout-Allongé
ND
[Solà I Carós 2005] 10 sujets Repos, Marcher, Monter l’escalier,Course 10 min
[Casale 2011] 14 sujets Escalier, Debout, Parler, Marcher,Travailler sur ordinateur 300 min
[Gjoreski 2010] ND Debout, Assis, Allongé,Assis-Debout/ Debout-Assis 24 min
[Allen 2006a] 6 sujets
Assis, Debout, Allongé, Marche,
Assis-Debout/ Debout-Assis,
Allongé-Debout/ Debout-Allongé
1.5 min
[Ibrahim 2007] 20 sujets
Marcher vers le bas et le haut
d’une pente, Monter/ Descendre
l’escalier, Marcher sur plat
ND
[Kern 2003] ND
Assis, Debout, Marche,
Monter/ Descendre l’escalier, Taper
au clavier, Écrire
18.7 min
[Ward 2006] 5 sujets Marteler, Scier, Percer, Poncer,Moudre, Visser, Limer 5 min
Tabl e 3.2 – Tableau complémentaire indiquant pour chaque référence le nombre de
sujets, les activités détectées et la durée des acquisit ions.

Chapit r e 4
Cont ribut ions théoriques
M
4.1 Int roduct ion
￿
￿
38 Chapit re 4. Cont ribut ions théoriques
4.2 Algorit hme de fusion ent re a priori sur les act ivités et
mesures réalisées
4.2.1 Le cadre formel
S
S
(St : t ∈ N)
P St ∈ S t
S
Q : S2 → [0￿1]
Q(s￿s0) , P(S1 = s0|S0 = s)
ν(s) , P(S0 = s)
S
4.2. Algorit hme de fusion ent re a priori sur les act ivit és et mesures réalisées39
Figur e 4.1 – Exemple d’un graphe dans lequel l’impossibilité de transition entre deux
états est représentée par un manque de liaison entre ceux-ci
sj
si sk
Q(si￿sj ) = 0￿
si
t St = si
1 − δ δ∈ (0￿ε) δ
40 Chapit re 4. Cont ribut ions théoriques
St s t
s 1￿δ
M = card(S)
∀s ∈ S ￿ ν(s) = 1￿M
∀s ∈ S ￿ Q(s￿s) = 1 − δ
∀(s￿s0)s6= s0 ∈ S2 ￿ Q(s￿s0) = δ￿(card(S0) − 1)
S0⊆ S
s0 card(S0)
4.2.2 Les modèles de M arkov cachés vus comme un classifieur probabi-
liste avec prise en compte de la corrélat ion des act ivit és
t
Yt ∈ RN N
t f : RN → RF
Z t = f (Yt )
t ∈ N F
{ St } 0≤ t≤ T
{ Z t } 0≤ t≤ T
(St￿Z t ) t ∈ N
P
Z t St P(s￿A) , P(Z t ∈
A|St = s) s P(s￿dz) = p(z|s)dz p(z|s)
x x0:T (x0￿· · · ￿xT )
S0:T
4.2. Algorit hme de fusion ent re a priori sur les act ivit és et mesures réalisées41
Figur e 4.2 – Exemple de représentation graphique d’un modèle de Markov caché
Z0:T T + 1
P(S0:T = s0:T |Z0:T ) = L(Z0:T )− 1ν(s0)p(Z0|s0)
TY
t= 1
p(Z t |st )Q(st− 1￿st )
L (Z0:T )
Z0:T
ˆS0:T = arg max
s0:T ∈ST + 1
ν(s0)p(Z0|s0)
TY
t= 1
p(Z t |st )Q(st− 1￿st ) (4.1)
4.2.3 Algorithme proposé
p(z|s)
p
(pθ)θ
θ θ
(pθ)θ
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p(z|s)
ϕ : RF × S → R+
(z￿s) 7→ ϕ(z|s) ￿
ϕ
Z t s ϕ(Zt |s) Z t
s
p(z|s)
ˆS0:T = arg max
s0:T ∈ST
ν(s0)ϕ (Z0|s0)
TY
t= 1
ϕ(Z t |st )Q(st− 1￿st ) ￿ (4.2)
t (s)
s t s0
t + 1
t+ 1(s0) = [max
s∈S t
(s)Q(s￿s0)]ϕ (Z t+ 1|St+ 1 = s0) (4.3)
s0 s
(4.3) T
4.3 Fonct ion de confiance pour les diﬀ érents classifieurs
M S M
RF S S
z ∈ RF
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Algorit hm 1 Algorithme de Viterbi
Init ialisat ion :
m0(s) ← ν(s)ϕ(Z0|s) , s ∈ S
Ψ0(s) ← 0 , s ∈ S { variable de traçabilité}
Récursion :
mt+ 1(s0) ← maxs∈S [mt (s)Q(s￿s0)]ϕ(Z t+ 1|s0) , s0∈ S , 0 ≤ t ≤ T − 1
Ψt+ 1(s0) ← argmaxs∈S[mt (s)Q(s￿s0)]
Évaluat ion :
sˆT ← argmaxs∈S [mT (s)]
M arche arrière :
sˆt ← Ψt+ 1(sˆt+ 1) , t = T − 1￿T − 2￿￿￿￿￿0
ϕ(z|s) M
R
M
M
M
M
4.3.1 Classifieurs M -ary par const ruct ion
4.3.1.1 k-plus proches voisins
k k
z
k k
z
z
zapp
d(z￿zapp) =
q
(z − zapp)T (z − zapp)
k z
z
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Figur e 4.3 – Illustration de la méthode k plus proches voisins
k
z s
z
z { cl (z)} 1≤ l≤ k { λ l (z)} 1≤ l≤ k
k
∀s ∈ S￿ ϕ(z|s) =
P k
l= 1 λ l (z)δ(cl (z) − s)P k
l= 1 λ l (z)
δ(x) 1 x = 0 0 λ l (z)
vl
z λ l (z) = exp(− µd(z￿vl )) µ > 0
z
z
0
0
10− 2
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Figur e 4.4 – Schéma simplifié d’un réseau de neurones à couches multiples
4.3.1.2 Réseaux de neurones
x i
wi
F y
y = F (X
i
wi x i )
F
M
0
1 1
z
∀si ∈ S ϕ(z|si ) = exp(
P
j wj i yj (si ))P N
k= 1 exp(
P
j wj kyj (z))
46 Chapit re 4. Cont ribut ions théoriques
yj (z) j
z wj i j
i si
E( ) = −
LX
l= 1
MX
i = 1
t i l logϕ(Z l |si )
L t i l
zl 1 zl si 0
4.3.1.3 Arbres de décision
z
z l
z
∀si ∈ S￿ ϕ(z|si ) = τi lTl
τi l l
si Tl
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l l
4.3.1.4 Forêts aléatoires
z
∀si ∈ S￿ ϕ(z|si ) =
P K
k= 1 δ(sˆk (z) − si )
K
K sˆk(z)
k z
z si
4.3.2 Classifieurs binaires généralisés
4.3.2.1 Algorit hme Adaboost
si P
h1i ￿h2i ￿· · · ￿hPi si
s¬ i , { sj : j 6= i } hpi : RF → { − 1￿+ 1}
i￿p z hli (z) = 1 l
si i
H i : z 7→
P L
l= 1 α
l
i hli (z)P L
l= 1 α
l
i
(4.4)
α li
i si H i (z) > 0 si
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(4.4)
[− 1￿1] [0￿1]
ϕ(z|si ) = 11 + eϑH i (z)
ϑ
ϑ
ˆϑ = argmax
ϑ
X
l
X
k= i￿¬ i
δ(zli − sk ) log[ϕ(zli |sk￿ϑ)] (4.5)
{ zli } l
H i
4.3.2.2 Les fonct ions discriminantes et séparateurs à vaste marge
z
M M > 2
￿
si sj ∈ S2 i < j ￿
J i j M (M − 1)￿2
z
M (M − 1)￿2
z
M (M − 1)￿2
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z
∀s ∈ S￿ ϕ(z|s) = 2N (N − 1)
X
sj 6= si ￿sj ∈S
I ( (J i j (z)) > 0)
I (x) 1 x 0
J i j si J i j (z) sj
J i j (z) = − J j i (z)
pi
∀si ∈ S￿ ϕ(z|s) = pi
Ωi j = { si￿sj } J i j si
sj r i j (z) z si
J i j r j i (z) = 1 − r i j (z) P(￿|z) z
pi = P(si |z) µ i j = P(si |Ωi j ￿z)
P(si |z) = P(si |Ωi j ￿z) × P(Ωi j |z)
pi = µ i j × (pi + pj )
µ i j =
pi
pi + pj
(4.6)
pi ≥ 0￿∀si ∈ S (4.7)
MX
i = 1
pi = 1 (4.8)
r i j (z) r i j
µ i j
r i j ' µ i j ￿ ∀j > i (4.9)
(4.9) M
p1￿p2￿￿￿￿￿pM M (M − 1)￿2
P (4.7) (4.8) (4.9)
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pˆi pi
L µ i j r i j ∀(si￿sj ) ∈ S2 si 6= sj
ˆ pˆi pi pˆi
ˆ = argmin
p
L( )
(4.7) (4.8) L
L ( ) = X
i 6= j
ηi j r i j log
r i j
µ i j
=
X
i < j
ηi j
 
r i j log
r i j
µ i j
+ (1 − r i j ) log( 1 − r i j1 − µ i j )
!
(4.10)
ηi j
si sj
P
si sj
Ωi j r i j
µˆ i j r i j
ηi j ∀i￿j i 6= j
pˆi
1
z
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5.1 Int roduct ion
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5.2 Les bases de données de t ravail
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Figur e 5.1 – Un sujet eﬀectuant le TUG-T dans la salle d’expérimentation dédiée.
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t 3 γ(t) = [γx (t)￿γy(t)￿γz(t)]
2
γg(t) γp(t)
200
µ(t) = [µx (t )￿µy(t)￿µz(t)]
2 µt (t) µp(t) µt (t)
µp(t)
[γ( t)￿µ( t)] 6 200
10
0￿3 3￿5
10
t
[γr￿µr ]
t
"
γ(t)
µ(t)
#
=
"
R(t) 03× 3
03× 3 R(t)
# "
γr
µr
#
(5.1)
03× 3 3 × 3 0
R(t)
Figur e 5.2 – Schéma représentatif de la chaine de traitement employée pour la
classification des diﬀérentes phases du TUG-T
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R(t) = Rx (α(t)) × Ry(θ(t)) × Rz(ψ(t))
α(t )￿θ(t)￿ψ(t ) t
Rx (α(t)) Ry(θ(t)) Rz(ψ(t) 3 × 3
Rx (α(t)) =
￿
￿
￿
1 0 0
0 cos(α(t)) sin(α(t))
0 − sin(α(t)) cos(α(t))
￿
￿
￿
Ry (θ(t)) =
￿
￿
￿
cos(θ(t)) 0 − sin(θ(t))
0 1 0
sin(θ(t)) 0 cos(θ(t))
￿
￿
￿
Rz(ψ(t)) =
￿
￿
￿
cos(ψ(t)) sin(ψ(t)) 0
− sin(ψ(t) cos(ψ(t)) 0
0 0 1
￿
￿
￿
(5.1)
zt =
￿
￿
￿
α(t)
θ(t)
ψ(t)
￿
￿
￿
i
i i + 1
1 M + 1 6
ˆS0:T
ˆS0:T = { sˆ0￿ˆs1￿· · · ￿ˆsT }
= { 0￿· · · ￿0￿1￿· · · ￿1￿· · · ￿M￿· · · ￿M }
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Figur e 5.3 – Placement du capteur et les angles dans l’espace
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Figur e 5.4 – Une illustration montrant les diﬀérentes phases d’activités du TUG-T et
les angles d’Euler correspondant extraits pour la classification.
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0start 1 2 3 4 5δ δ δ δ δ
1 − δ 1 − δ 1 − δ 1 − δ 1 − δ 1
Figur e 5.5 – Graphe modélisant la succession des phases et la persistance temporelle
des activités pratiquées pendant les diﬀérentes phases.
i { i0￿i1￿· · · ￿i D i }
D i i
00start 10 M 0
M 1
M D M
01
0D 0
11
1D 1
β00 β(M − 1)0
β01 β(M − 1)1
1 − γ0D 0
α00 α11
γ01 γ11
γ0D 0 γ1D 1
αM M
γM 1
γM D M
Figur e 5.6 – Graphe étendu pour contenir des informations sur les durées mini-
male/ maximale des activités.
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5.4 Prise en compte des durées minimales des états
10
i ∈ { 0￿1￿· · · ￿M } D i + 1 i 0￿i1￿i2￿· · · ￿iD i
∀d ∈ { 0￿· · · ￿D i − 1}￿p(st = id+ 1|st− 1 = id) = 1
∀i ∈ { 0￿· · · ￿M − 1}￿p(st = iD i |st− 1 = iD i ) = 1 − δ
∀i ∈ { 0￿· · · ￿M − 1}￿p(st = (i + 1)0|st− 1 = iD i ) = δ
M
p(st = M |st− 1 = M ) = 1
0
0 0
p(s0) =
(
1 s0 = 00
0 ∀s0 6= 00
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Figur e 5.7 – Graphe modélisant les diﬀérentes phases du TUG-T en prenant en compte
la durée minimale passée dans chacune des phases.
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Taux de bonne détection (%)
Sans graphe GrapheS GrapheA
Cl
as
sifi
eu
r ADD 66.7 86 88.2
ANN 69.7 86.1 88.8
SVM 70.7 86.8 90
Tabl e 5.1 – Le taux global de bonne détection des phases du TUG obtenu pour les 17
sujets sains.
Taux de bonne détection (%)
Sans graphe GrapheS GrapheA
Cl
as
sifi
eu
r ADD 72.8 88.1 92.1
ANN 72.2 88.3 93
SVM 72.9 88.7 93.2
Tabl e 5.2 – Le taux global de bonne détection des phases du TUG obtenu pour les 27
sujets pathologiques.
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93￿2%
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Lé
ge
n
de Phase 0 1 2 3 4 5
Act ivité Se lever Marcher(chaise→mur)
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(c) Sujets pathologiques : GrapheS
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Figur e 5.8 – Les erreurs moyennes µ(i ) de chaque phase du TUG-T et leurs intervalles
d’erreurs [µ(i ) − σ(i )￿µ(i ) + σ(i )] évaluées pour les sujets sains et pathologiques quand
GrapheS et GrapheA sont combinés avec les mesures de confiance du classifieur SVM.
Le tableau en haut représente l’activité eﬀectuée pendant chacune des phases
14%
2 11%
1 14% 3
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Phase Détectée
P0 P1 P2 P3 P4 P5
Ph
as
e
A
n
n
ot
ée P0 86 14 0 0 0 0
P1 1 97.5 1.5 0 0 0
P2 0 11 74 15 0 0
P3 0 0 0.8 97 2.2 0
P4 0 0 0 8 82 10
P5 0 0 0 0 1.6 98.4
Tabl e 5.3 – Matrice de confusion obtenue pour les sujets pathologiques quand le graphe
avec des contraintes de durée est appliqué.
Durée Est imée (s)
Phase d’act ivit é Durée annotée SVM + GrapheS SVM + GrapheA
P0 : Se lever 0.78 0.76 0.77
P1 : Marche vers mur 2.41 2.61 2.43
P2 : Demi-tour 1 1.1 0.89 1.06
P3 : Marche vers chaise 2.3 2.56 2.41
P4 : Demi-tour 2 0.96 0.57 0.75
P5 : S’asseoir 1.56 1.72 1.69
Tabl e 5.4 – Sujets sains : Les durées moyennes estimées pour chaque phase du TUG-T
Durée Est imée (s)
Phase d’act ivit é Durée annotée SVM + GrapheS SVM + GrapheA
P0 : Se lever 0.88 0.55 0.81
P1 : Marche vers mur 4.03 4.52 4.18
P2 : Demi-tour 1 1.11 0.79 0.89
P3 : Marche vers chaise 4.64 4.93 4.74
P4 : Demi-tour 2 0.86 0.62 0.81
P5 : S’asseoir 2.45 2.56 2.54
Tabl e 5.5 – Sujets pathologiques : Les durées moyennes estimées pour chaque phase
du TUG-T
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(b) Détection utilisant SVM+ GrapheS
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Figur e 5.9 – Illustrat ion 1 : La détection des diﬀérentes phases du TUG-T pour le
sujet pathologique # 18.
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Figur e 5.10 – Illustration 2 : La détection des diﬀérentes phases du TUG-T pour le
sujet pathologique # 22.
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6.2 La base de données de t ravail
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balai Laver les vitres
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T M
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Act ivité
Allongé
Avachi
Assis sans mouvement
Assis lancer une balle
Debout sans mouvement
Piétinement
Vélo
Course
Debout lancer une balle
Assis lever une bouteille
Debout lever une bouteille
Balayer
Laver les vitres
Marche lente
Marche rapide
Monter les escaliers
Descendre les escaliers
Tabl e 6.1 – Les diﬀérentes activités physiques pratiquées
descendre les escaliers
monter les escaliers
Figur e 6.1 – Illustration montrant les part ies du corps sur lesquelles les capteurs sont
posit ionnés.
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Stat ist iques
Variable M oy. ± Std Gamme (min-max)
Sexe (Homme/ Femme) 26/ 22
Style de vie (Actif/ Sédentaire) 25/ 23
Âge (yrs) 36 ± 11 19-55
Poids (kg) 77± 16.8 51-113
Taille (m) 1.7± 0.08 1.55-1.85
IMC (kg.m− 2) 26.6 ± 5.3 18.2-36.4
VO2￿max (ml/ kg/ min) 33.6 ± 5.95 24.5-48.6
Tabl e 6.2 – Caractérist iques des sujets inclus dans cette étude
descendre les escaliers escalier
48
25 ≤ < 30
≥ 30 20
2￿
Figur e 6.2 – Un exemple de quelques activités pratiquées par les sujets
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Figur e 6.3 – Un exemple de données accélérométriques correspondant à quelques
activités et qui sont mesurées par un capteur placé à la hanche. L’orientation du
capteur est telle que les axes x− , y− , z− mesurent respectivement les accélérations :
antéro-postérieure, verticale et médio-latérale.
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Figur e 6.4 – Exemple de calibration de données accélérométriques.
~di
0￿1
~di
Étape 1 : Apprent issage supervisé des modèles paramét riques.
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S1 = {Marche lente Marche rapide}
p(x|S1)
p(x|S2)
S2 = {Allongé Avachi
Assis Debout} p(x|S3)
S3 = {Piétinement Vélo Course Escalier}
Étape 2 : Phase de test − Détect ion de la marche.
x i
p(S1|x i ) 0￿95
Étape 3 : Est imat ion de l’orientat ion du capteur.
~di =
1
P
PX
p= 1
~ag￿p ￿
{~ag￿1￿~ag￿2￿￿￿￿￿~ag￿P }
di [1g￿0￿0]T
1g
~di
￿
￿
￿
1g
0
0
￿
￿
￿ =
￿
￿
￿
cos(ωy) cos(ωz) sin(ωz) sin(ωy) cos(ωz)
− cos(ωy) sin(ωz) cos(ωz) − sin(ωy) sin(ωz)
− sin(ωy) 0 cos(ωy)
￿
￿
￿×
￿
￿
￿
di￿x
di￿y
di￿z
￿
￿
￿ (6.1)
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Figur e 6.5 – La calibration par rotation des vecteurs dans l’espace 3D
(6.1) ~di
~ag￿p
~di
~di (6.1)
(6.1)
ωy = arctan( di￿zdi￿x ) ωz = arctan(
di￿y
di￿x cos(ωy) + di￿z sin(ωy) )
Étape 4 : Calibrat ion des nouvelles données.
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Ét iquet te Act ivit é Intensité
s1 Allongé Très basse
s2 Avachi Très basse
s3 Assis sans mouvement Très basse
s4 Assis manipulant un objet Basse
s5 Debout sans mouvement Très Basse
s6 Piétinement Modérée
s7 Vélo Élévée
s8 Course Élévée
s9 Debout manipulant un objet Basse
s10 Balayer Modérée
s11 Laver les vitres Modérée
s12 Marche lente Modérée
s13 Marche rapide Élévée
s14 Escalier Élévée
Tabl e 6.3 – Les activités physiques à reconnaitre
￿
￿
￿
14
14
assis
manipulant un objet assis lancer une balle assis lever une
bouteille debout manipulant un objet
Pré-t rait ement des données.
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Caractérist ique Descript ion Nbre
SMA (Signal Magni-
tude Area en anglais)
Donne la moyenne sur la fenêtre de la somme des
valeurs absolues des accélérations x, y et z
1
Angle d’inclinaison L’angle entre l’axe vert ical du capteur et la force
gravitationnelle
1
Moyenne Donne pour chaque axe la moyenne du signal accé-
lérométrique
3
Variance Donne pour chaque axe la variation du signal accé-
lérométrique
3
Taux de passage par la
moyenne
Mesure pour chaque axe le nombre de fois le signal
passe par sa moyenne
3
Énergie Mesure pour chaque axe l’énergie du signal 3
Éntropie spectrale Mesure pour chaque axe l’uniformité de la densité
spectrale de puissance
3
Fréquence médiane Donne pour chaque axe la fréquence f m telle que
[0￿f m ] contient la moit ié de la puissance du signal
3
Gamme Donne pour chaque axe la diﬀérence entre la valeur
maximale et la valeur minimale de l’accélération
3
Aire sous la courbe La somme pour chaque axe des valeurs d’accéléra-
t ions
3
Diﬀérence moyenne
entre axes
Donne la diﬀérence entre les valeurs moyenne éva-
luée pour chaque paire d’axes (x-y, x-z, y-z)
3
SVM (Signal Vector
Magnitude en anglais)
Donne la moyenne de la magnitude du vecteur d’ac-
célération tri-axial évalué sur tous les échantillons
1
Aire absolue sous la
courbe
La somme pour chaque axe de la valeur absolue
des valeurs d’accélération
3
Coeﬃ cients de corréla-
t ion
Donne pour chaque paire d’axes le coeﬃ cient de
corrélation entre les signaux
3
Tabl e 6.4 – Les diﬀérentes caractérist iques utilisées et leurs descript ions
0￿1
Ext ract ion de caractérist iques.
2
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50%
50%
Posit ion des capteurs.
3
Classifieur “ brut ”.
50
65%
6 36 6
M éthode de reconnaissance d’act ivit é.
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Taux de bonne détection
Sans Graphe Avec Graphe
85,7 ± 4,8 90 ± 4,6
Tabl e 6.5 – Taux global de bonne détection (moyenne ± écart-type %) obtenus à
partir de la configuration comportant les capteurs : TD, BG et H.
Procédé de validat ion.
k
S0:Tk =
{ s0￿s1￿￿￿￿￿sTk } ˆS0:Tk = { sˆ0￿ˆs1￿￿￿￿￿ˆsTk }
k
τk
τk = 100 ×
1
Tk + 1
TkX
t= 0
δ(st − sˆt )
δ(x) 1 x = 0 0
τ
τ =
1
K
KX
k= 1
τk
K
Résultats obtenus.
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Figur e 6.6 – Une séquence d’activités estimée à partir des données des capteurs TD,
BG et H et en utilisant la foret aléatoire sans graphe
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Figur e 6.7 – Une séquence d’activités estimée à partir des données des capteurs TD,
BG et H et en utilisant la foret aléatoire avec graphe
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s1 : Allongé, s2 : Avachi, s3 : Assis sans mouvement, s4 : Assis manipulant un objet,
s5 : Debout sans mouvement, s6 : Piétinement, s7 : Vélo, s8 : Course, s9 : Debout manipulant un objet,
s10 : Balayer, s11 : Laver les vitres, s12 : Marche lente, s13 : Marche rapide, s14 : Escalier
Act ivité Détectée
s1 s2 s3 s4 s5 s6 s7 s8 s9 s10 s11 s12 s13 s14
Ac
tiv
ité
An
n
ot
ée
s1 99,7 0,3 0 0 0 0 0 0 0 0 0 0 0 0
s2 7,7 91,1 0,1 0,5 0 0,1 0 0 0,4 0 0,1 0 0 0
s3 0 2,2 78,1 5,8 13 0 0,2 0 0,4 0,1 0,2 0 0 0
s4 0 0,5 10,3 78,1 0 0,1 0 0 10 0,2 0,8 0 0 0
s5 0 0 21,8 0,4 68,6 0,1 0 0 8,1 0,3 0,7 0 0 0
s6 0 0 0 0,1 0 86,7 0 0 0,2 5,5 0,6 6,6 0 0,3
s7 0 0 0 0 0 0,1 99,2 0 0 0 0 0,1 0,1 0,5
s8 0 0 0 0 0 0 0 98 0 0 0 0 0 2
s9 0 0 0,3 0,7 4,1 0,1 0 0 88,4 0,7 5,7 0 0 0
s10 0 0 0 0 0 11,9 0 0 6 73,6 8,5 0 0 0
s11 0 0 0,1 0,2 1,1 0,5 0 0 8 5 85,1 0 0 0
s12 0 0 0 0 0 1,2 0 0 0 0,1 0 78,7 19,5 0,5
s13 0 0 0 0 0 0 0 0 0 0 0 15,3 79,3 5,4
s14 0 0 0 0 0,1 0,4 0 0,1 0,1 0,1 0,2 2,5 1,5 95
Tabl e 6.6 – Forêt aléatoire sans graphe : Matrice de confusion globale obtenue en
utilisant la configuration TD-BG-H.
Act ivit é Détectée
s1 s2 s3 s4 s5 s6 s7 s8 s9 s10 s11 s12 s13 s14
Ac
tiv
ité
A
n
n
ot
ée
s1 99,9 0,1 0 0 0 0 0 0 0 0 0 0 0 0
s2 7,4 92,6 0 0 0 0 0 0 0 0 0 0 0 0
s3 0 0,6 83,7 2,5 13,2 0 0 0 0 0 0 0 0 0
s4 0 0 9,1 80,5 0 0 0 0 10,4 0 0 0 0 0
s5 0 0 20 0,5 74 0 0 0 5,5 0 0 0 0 0
s6 0 0 0 0,1 0 92,6 0 0 0,1 0 0,2 7 0 0
s7 0 0 0 0 0 0 99,7 0 0 0 0 0 0,1 0,2
s8 0 0 0 0 0 0 0 98,8 0 0 0 0 0 1,2
s9 0 0 0 0 3 0,1 0 0 92,6 0,1 4,2 0 0 0
s10 0 0 0 0 0 8,8 0 0 8,9 80,7 1,6 0 0 0
s11 0 0 0 0 0,4 0 0 0 4,5 3,1 92 0 0 0
s12 0 0 0 0 0 0 0 0 0 0 0 82,4 17,6 0
s13 0 0 0 0 0 0 0 0 0 0 0 9,5 88,9 1,6
s14 0 0 0 0 0,2 0 0 0 0 0 0 0,8 0 99
Tabl e 6.7 – Forêt aléatoire avec graphe : Matrice de confusion globale obtenue en
utilisant la configuration TD-BG-H
78￿5%
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Placement Capteurs Taux de bonne détect ion Pertes p/ r à TD-BG-H
Sans Graphe Avec Graphe Sans Graphe Avec Graphe
CDPG+ BG 78,2 ± 6,4 82 ± 6,2 -7,5 ± 1,6 -8 ± 1,6
TD+ BG 74,6 ± 7,5 80,4 ± 6,5 -11,1 ± 2,7 -9,6 ± 1,9
H+ BG 83,9 ± 5,4 88,3 ± 5,3 -1,8 ± 0,6 -1,7 ± 0.7
BDD+ BG 74,2 ± 12,4 79 ± 11,1 -11,5 ± 7,6 -11 ± 6,5
Tabl e 6.8 – Configurat ion bi-capteurs : les taux globaux de bonne détection (moyenne ±
écart-type %) obtenus à partir des configurat ions bi-capteurs et la perte en performance
par rapport à la configuration TD-BG-H
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Figur e 6.8 – Forêt aléatoire avec graphe : comparaison des taux de bonne détection
individuels des activités obtenus en utilisant les configurations bi-capteurs et TD-BG-H
Placement Capteur Taux de bonne détection Pertes p/ r à TD-BG-H
Sans Graphe Avec Graphe Sans Graphe Avec Graphe
CDPG 55 ± 7,2 59,1 ± 8,3 -30,7 ± 2,4 -30,9 ± 3,7
TD 60 ± 8,1 63,7 ± 7 -25,7 ± 3,3 -26,3 ± 2,4
H 71,5 ± 5,6 76 ± 5,1 -14,2 ± 0,8 -14 ± 0.5
BG 66,7 ± 9,5 71,2 ± 8,3 -19 ± 4,7 -18,8 ± 3,7
BDD 62,2 ± 14,4 65,4 ± 12,1 -23,5 ± 9,6 -24,6 ± 7,5
Tabl e 6.9 – Configuration mono-capteur : les taux globaux de bonne détection (moyenne
± écart-type %) obtenus à part ir d’un seul capteur et la perte en performance par
rapport à la configuration TD-BG-H
71￿2%
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Figur e 6.9 – Forêt aléatoire sans graphe : comparaison des taux de bonne détect ion
individuels des activités obtenus en utilisant un seul capteur
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Figur e 6.10 – Forêt aléatoire avec graphe : comparaison des taux de bonne détection
individuels des activités obtenus en utilisant un seul capteur
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s1 : Allongé, s2 : Avachi, s3 : Assis sans mouvement, s4 : Assis manipulant un objet,
s5 : Debout sans mouvement, s6 : Piétinement, s7 : Vélo, s8 : Course, s9 : Debout manipulant un objet,
s10 : Balayer, s11 : Laver les vitres, s12 : Marche lente, s13 : Marche rapide, s14 : Escalier
Act ivité détectée
s1 s2 s3 s4 s5 s6 s7 s8 s9 s10 s11 s12 s13 s14
Ac
tiv
ité
A
n
n
ot
ée
s1 91,7 5,3 0 0 0 3 0 0 0 0 0 0 0 0
s2 5,7 93,3 0 0 0 1 0 0 0 0 0 0 0 0
s3 0 9 38,5 32,8 11,6 2,5 0 0 5,5 0,1 0 0 0 0
s4 0 6,9 19,5 58,4 5,9 0 0 0 2,8 0 6,5 0 0 0
s5 0 8,8 3,6 0,6 23,9 0 0 0 62,8 0,1 0,2 0 0 0
s6 0 0 0 0,3 0 82,4 4 0 0,1 7 0,2 5,5 0 0,5
s7 0 0 0 0 0 0 99,8 0 0 0 0 0 0,1 0,1
s8 0 0 0 0 0 0 0 91,2 0 0 0 0 0,6 8,2
s9 0 2,6 0 0,1 2,7 1,4 0 0 86,6 0,7 5,9 0 0 0
s10 0 0 0 0 0 18,4 0 0 3,6 66,8 11,2 0 0 0
s11 0 0 0,5 0 0 0,1 0 0 43,6 8,5 47,1 0,2 0 0
s12 0 0 0 0 0 0 0 0 0 0,1 0 75,4 24,4 0,1
s13 0 0 0 0 0 0 0 0 0 0 0 10,3 85,5 4,2
s14 0 0 0 0 0 0,1 0 0,1 0 0 0,2 0,7 0 98,9
Tabl e 6.10 – Forêt aléatoire avec graphe : Matrice de confusion globale obtenue en
utilisant un seul capteur placé à la hanche
debout sans mouvement 5
assis sans mouvement
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marche lente vélo piétinement
assis debout sans mouvement
assis debout manipulant
un objet
balayer laver les
vitres
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Figur e 6.11 – Une séquence d’activités estimée à part ir des données du capteur placé
à la hanche et en utilisant la foret aléatoire avec graphe
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￿
Allongé Avachi Piétinement Vélo Avachi Course Debout manipulant
un objet Marche lente Marche rapide Utiliser les escaliers
￿
Assis sans mouvement Assis manipulant un objet Debout sans
mouvement Balayer Laver les vitres
6.5 Étude 2 : Étude des familles de caractérist iques
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Caractérist iques
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n
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l Coeﬃ cients de corrélat ions
Variance
Taux de passage par la moyenne
Distance moyenne pic-à-pic
Fr
éq
ue
nt
iel
Fréquence médiane
Puissance médiane
pics fréquentiel et leurs amplitudes
Énergie
Entropie spectrale
Te
m
ps
-
Fr
éq
. Puissances des ondelettes du 4ème niveau
Puissances des ondelettes du 5ème niveau
Puissances des ondelettes du 6ème niveau
Puissances des ondelettes du 7ème niveau
Tabl e 6.11 – Les caractéristiques extraites des trois domaines : temporel, fréquentiel,
et temps-fréquence.
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6.5.1 Représentat ion des act ivités
t − T t T
6.5.1.1 Caractérist iques du domaine temporel
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(a) Domaine temporel : Variance
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(b) Domaine fréquentiel : Fréquence médiane
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(c) Ondelettes discrètes : Puissance
Figur e 6.12 – Diagramme de dispersion bi-dimensionnel de quelques caractéristiques
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6.5.1.2 Caractérist iques du domaine fréquent iel
6.5.1.3 Caractérist iques du domaine temps-fréquence
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Figur e 6.13 – Illustration de la densité de puissance spectrale pour les 6 diﬀérentes
activités dynamiques. Ces densités sont estimées en utilisant la méthode de welch
[Welch 1967] sur des fenêtres de 2 s de données et pour 4096 points dans la transformée
de Fourier.
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Figur e 6.14 – Illustration de la décomposition du signal d’origine en ondelettes d’ap-
proximations et de détails
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6.5.2 Const ruct ion des classifieurs
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Figur e 6.15 – Élagage de l’arbre de décision : exemple de validation-croisée pour
trouver le meilleur nombre de feuilles
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ADD Convent ionnel ADD Avec Graphe
Ca
ra
ct
ér
ist
iq
u
es
Temporel 73.5 ± 6.6 % 83.6 ± 8.5 %
Fréquentiel 73.8 ± 6.4 % 84.6 ± 6.9 %
Ondelettes 67.2 ± 6.3 % 79 ± 8.9 %
Temp-Fréq 76 ± 6.3 % 86 ± 6.9 %
Temp-Ond 73.5 ± 6.5 % 84.5 ± 8.2 %
Ond-Fréq 74.4 ± 6 % 85 ± 6.3 %
Temp-Fréq-Ond 75.1 ± 6.3 % 85.4 ± 7.1 %
Tabl e 6.12 – ADD : taux global de bonne détection (moyenne± écart-type %) en
utilisant les diﬀérents ensembles de caractérist iques
FA Convent ionnel FA Avec Graphe
Ca
ra
ct
ér
ist
iq
u
es
Temporel 77.2 ± 6.4 % 85 ± 8.4 %
Fréquentiel 79.3 ± 5.7 % 87.5 ± 5.8 %
Ondelettes 71.5 ± 6.8 % 81 ± 7.9 %
Temp-Fréq 82.7 ± 5.6 % 88.5 ± 6.4 %
Temp-Ond 78 ± 6.4 % 85.5 ± 7.6 %
Ond-Fréq 80.5 ± 5.4 % 87.8 ± 5.7 %
Temp-Fréq-Ond 82.9 ± 5.4 % 88.7 ± 6.4 %
Tabl e 6.13 – FA : taux global de bonne détection (moyenne± écart-type %) en utilisant
les diﬀérents ensembles de caractéristiques
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Figur e 6.16 – Classifieur FA : La répart it ion sur les diﬀérents domaines des 24
caractérist iques les plus importantes pour la classification des activités.
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Figur e 6.17 – Classifieur FA Avec Graphe : Le taux de bonne détection de chacune des
activités en utilisant les diﬀérents ensembles de caractérist iques pour la classification
marche lente utiliser les escaliers
6.5.4 Conclusion de l’étude
6.6 Étude 3 : M ise au point du système global
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6.6.1 Ext ract ion et sélect ion des caractérist iques
50%
6.6.1.1 Ext ract ion de caractérist iques
6.6.1.2 Sélect ion de caractérist iques
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￿
T 0 = ∅
T 0 = T 0∪ { m ∈ T￿T0|E (T 0∪m) }
T E(H )
H
6.6.2 Système proposé pour la reconnaissance d’act ivit és
6.6.2.1 Prét raitement des données accéléromét riques
5
6.6.2.2 Test : stat ique ou dynamique ?
0￿1
`1
=
1
Tw
￿ TwX
t= 1
|ax (i )| +
TwX
t= 1
|ay(i )| +
TwX
t= 1
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￿
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Figur e 6.18 – Un schéma-bloc illustrant le processus de reconnaissance d’activités
Tw ax (i ) ay(i )
az(i ) x y
z
6.6.2.3 Classifieurs d’act ivit é
6.6.2.4 Système de reconnaissance d’act ivit és
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6.6.3 Résultat s
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6.6.3.1 Évaluat ion des méthodes de sélect ion de caractérist iques
10
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M éthode de sélect ion
ReliefF SFS
Cl
as
sifi
eu
r
SVM 74.2 % 77.4 %
k-NN 74 % 76.7 %
ANN 73.4 % 76.9 %
FDA 69 % 72 %
QDA 72 % 74.4 %
GMM 71.2 % 73.9 %
NB 70.3 % 72.2 %
Tabl e 6.14 – taux global de bonne détection : ReliefF vs. SFS
6.6.3.2 Reconnaissance hiérarchique et non-hiérarchique des act ivit és
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St ructure du système de reconnaissance
Non-hiérarchique Hiérarchique
Cl
as
sifi
eu
r
ADD 77,7 % 77.8 %
FA 80.3 % 81 %
SVM 72.6 % 77.4 %
k-NN 74.7 % 76.7 %
ANN 73.7 % 76.9 %
AdaB(DS) 76.4 % 77.4 %
Tabl e 6.15 – taux global debonne détection : structure hiérarchique vs. non-hiérarchique
6.6.3.3 Détect ion Posture/ M ouvement
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Figur e 6.19 – La variation de l’erreur de classification et les taux de bonne détection
des postures et mouvements en fonction de diﬀérents seuils pour la caractéristique SMA
6.6.3.4 Résultat s de reconnaissance d’act ivit és ut ilisant la méthode par graphe
2 3 4
5 10 15 20
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M éthode Appliquée
Conventionnelle Méthode I Méthode II Méthode par graphe
Cl
as
sifi
eu
r
ADD 77,8 % 83,9 % 82 % 86,7 %
FA 81 % 86,5 % 85,1 % 89,6 %
SVM 76 % 83 % 82,4 % 87,1 %
FDA 72 % 73 % 75,6 % 80 %
QDA 74,4 % 77,9 % 79,2 % 81,8 %
ANN 76,9 % 81,1 % 82 % 85 %
k-NN 76,7 % 83,8 % 82 % 86 %
GMM 73,9 % 76,6 % 75,8 % 80,2 %
NB 72,2 % 75,5 % 75,2 % 78,8 %
AdaB(DS) 77,4 % 81,1 % 80 % 84,5 %
AdaB(ADD) 74,1 % 81 % 81 % 83,7 %
Tabl e 6.16 – Un tableau récapitulatif des taux globaux de bonne détection obtenus en
utilisant diﬀérents classifieurs et diﬀérentes méthodes pour l’estimation des activités
∆ t 3 5 10 15 20
1% 11%
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Figur e 6.20 – Un exemple d’une séquence d’activités estimée en utilisant les diﬀérentes
méthodes
89￿6%
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Act ivité détectée
A B C D E F G H I
Ac
tiv
ité
A
n
n
o
té
A = Allongé 92.4 3.3 0 4.2 0.1 0 0 0 0
B = Assis 3.5 88.5 4.5 3.3 0.2 0 0 0 0
C = Debout 0.2 2.6 93.2 3.8 0 0 0 0 0
D = Piét inement 0 0 1 80.1 7.9 0 9.8 0.4 0.8
E = Vélo 0 0 0.3 0.9 98.5 0 0.3 0 0
F = Course 0 0 0 0.1 0.3 94.2 0.1 0.1 5.2
G = Marche Lente 0 0 0.2 6.2 3.1 0 76 12.5 2
H = Marche Rapide 0 0 0 0.2 1.3 0 14.2 77.8 6.5
I = Escalier 0 0 0.8 1.2 0 0.8 2.2 2.4 92.6
Tabl e 6.17 – La matrice de confusion globale obtenue en utilisant la méthode par
graphe appliquée avec FA
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Figur e 6.21 – Les taux de bonne détection individuels obtenus pour chaque activité en
combinant la méthode par graphe avec diﬀérents classifieurs
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Figur e 7.1 – Le montage expérimental
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Figur e 7.2 – Chaine implémentée pour la reconnaissance des activités en temps réel
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F igur e 7.3 – Chaine implémentée pour l’apprentissage préalable de classifieurs (classi-
fieurs de postures et de mouvements)
￿
￿
7.3. Algorit hme de Viterbi en ligne 117
T
7.3 Algorit hme de Viterbi en ligne
ˆS0:T = { sˆ0￿ˆs1￿￿￿￿￿ˆsT }
J (S0:T ) = ν(s0)ϕ(z0|s0)
TY
t= 1
ϕ(zt |st )Q(st− 1￿st ) ￿ (7.1)
t (s)
∀s0∈ S t+ 1(s0) = [max
s∈S t
(s)Q(s￿s0)]ϕ(Z t+ 1|St+ 1 = s0) ￿ (7.2)
t + 1 s0∈ S
Ψ
Ψt+ 1(s0) = argmax t (s)Q(s￿s0) ￿ (7.3)
sˆT T (s0)
T
ˆS0:T ˆS0:T
sˆt = Ψt+ 1(sˆt+ 1) t = T − 1￿T − 2￿￿￿￿￿0
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Figur e 7.4 – Exemple Viterbi en ligne
t
∃ s ∈ S | ∀s0∈ S Ψt+ 1(s0) = s ￿
s
t s0 t + 1 Ψt+ 1(s0) = s
s0 t + 1
s t
t1 t2 t1
t2
t1 + 1 t2 + 1
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Algorit hm 2 Viterbi en ligne pour estimer la séquence d’activités
Ent rée :
ν(s) : Probabilité d’init ialisation de chaque état s ∈ S dans le graphe;
Q(s￿s0) : Probabilité de transit ion de l’état s0 à l’état s
ϕ(z|s) : la mesure de confiance dans l’appartenance de z à l’état s
Sort ie : Séquence estimée d’états { sˆ0￿ˆs1￿ˆs2￿￿￿￿}
Descript ion :
1: t∗ = 0, t = 0, IDDDétecté = 0;
2: si (Acc(t + 1) != NULL ) { L’accéléromètre fournit une fenêtre de mesures}
3: si(t = = 0)
4: mt (s) ← ν(s)ϕ(Z0|s) , s ∈ S
5: Ψt (s) ← 0 , s ∈ S { variable de traçabilité}
6: sinon
7: si(IDDDétecté = = 1)
8: mt (s) ← Q(s∗￿s)ϕ(zt |s) , s ∈ S { s∗ : l’état au dernier inst. de déc. détecté}
9: Ψt (s) ← 0 , s ∈ S
10: finsi
11: finsi
12: mt+ 1(s0) ← maxs∈S [mt (s)Q(s￿s0)]ϕ(Zt+ 1|s0) , s0∈ S
13: Ψt+ 1(s0) ← argmaxs∈S [mt (s)Q(s￿s0)]
14: si ∀(s￿s0) ∈ S2 ￿Ψt+ 1(s0) = = Ψt+ 1(s) { Vérifier si t est un instant de décision}
15: sˆt ← argmaxs∈S [mt (s)]
16: sˆt0 ← Ψt0+ 1(sˆt0+ 1) , t0 = t − 1￿t − 2￿￿￿￿￿t∗
17: t∗ = t + 1; t = t + 1 ; s∗ = sˆt ; IDDDétecté = 1;
18: retour à l’étape 2
19: sinon
20: t = t + 1 ; IDDDétecté = 0;
21: retour à l’étape 2
22: finsi
23: sinon
24: sˆt ← argmaxs∈S [mt (s)]
25: sˆt0 ← Ψt0+ 1(sˆt0+ 1) , t0 = t − 1￿t − 2￿￿￿￿￿t∗
26: finsi
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7.4 Calibrer les données
~di
5 ~di
~di
Figur e 7.5 – Exemple montrant l’importance de la calibration de données
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0 → 1 1 → 0
2
7.5 Sessions de validat ion et captures d’écrans
7
20 30
23 50 ± ±
Figur e 7.6 – Des images de quelques activités pratiquées par un sujet pendant l’expé-
rience du suivi des activités physiques en temps réel
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Figur e 7.7 – Séquence d’activités du sujetA estimée en utilisant le classifieur conven-
tionnel : la répartit ion des instants de temps sur les diﬀérentes activités estimées
Figur e 7.8 – Séquence d’activités du sujetA estimée en utilisant la méthode par graphe :
la répartit ion des instants de temps sur les diﬀérentes activités estimées
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Figur e 7.9 – Séquence d’activités du sujetB estimée en utilisant le classifieur conven-
tionnel : la répartit ion des instants de temps sur les diﬀérentes activités estimées
Figur e 7.10 – Séquence d’activités du sujetB estimée en utilisant la méthode par
graphe : la répartit ion des instants de temps sur les diﬀérentes activités estimées
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Figur e 7.11 – En haut : les données accélérométriques acquises pour sujetA pendant
l’expérience. En bas : les annotations et les estimations de ses activités physiques.
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Figur e 7.12 – En haut : les données accélérométriques acquises pour sujetB pendant
l’expérience. En bas : les annotations et les estimations de ses activités physiques.
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Taux global de Act ivit é détectée
bonne détection = 81.6 % A B C D E F G
Ac
tiv
ité
A
n
n
ot
é A = Allongé 88.9 2.4 0.3 6.3 0.8 1.2 0.1B = Assis 2.9 80.7 5.6 8.4 1 1.4 0
C = Debout 3.1 4.2 81.6 8.1 1.3 1.6 0.1
D = Vélo 1.1 2.1 2.4 82.9 2.8 8.3 0.4
E = Course 0.1 0 0.1 3 90.8 2.8 3.2
F = Marche 0.4 0 0.5 19.1 1.4 68.9 9.7
G = Escalier 0.1 0 0.3 8.1 6 15.8 69.7
Tabl e 7.1 – La matrice de confusion globale pour les 14 sujets obtenue en utilisant le
classifieur conventionnel
Taux global de Act ivit é détectée
bonne détection = 93.4 % A B C D E F G
Ac
tiv
ité
A
n
n
o
té
A = Allongé 96.5 0.1 0 3.3 0.1 0 0
B = Assis 0.7 89.9 4.1 5.2 0.1 0 0
C = Debout 0.2 2 92.5 5 0 0.2 0.1
D = Vélo 0.1 0 0.2 98.5 0.1 1.1 0
E = Course 0 0.1 0 0.8 98.9 0 0.2
F = Marche Lente 0 0 0 7 0.1 91.1 1.8
G = Escalier 0 0.3 0.5 1.5 0 0.8 96.9
Tabl e 7.2 – La matrice de confusion globale pour les 14 sujets obtenue en utilisant la
méthode par graphe
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Conclusion et perspect ives
8.1 Conclusion
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￿
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8.2 Perspect ives
￿
marche
sur pente ascendante/descendante monter/descendre les escaliers
monter/descendre dans un ascenseur
assis assis en train
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A nnexe A
Caractérist iques sélect ionnées
Les caractérist iques de l’ensemble init ial Notation Nombre
Gr
ou
pe
d’
ac
tiv
ité
Po
st
ur
e
Moyenne PC1 3
Diﬀérence moyenne entre axes PC2 3
SMA PC3 1
Énergie PC4 3
Aire sous la courbe PC5 3
Angle d’inclinaison PC6 1
M
ou
ve
m
en
t
Coeﬃ cients de corrélation entre axe MC1 3
Taux de passage par la moyenne MC2 3
Énergie MC3 3
Entropie spectrale MC4 3
Fréquence médiane MC5 3
Variance MC6 3
Tabl e A.1 – Les caractéristiques constituant, pour chaque groupe d’act ivité, l’ensemble
intit ial à partir duquel les caractérist iques les plus pertinentes sont cherchées.
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Les caractérist iques sélectionnées utilisant ReliefF
Gr
ou
pe
d’
ac
tiv
ité
Postures PC1x , PC1y , PC1z, PC4y , PC6, PC2xy , PC2yz
Mouvements MC5x , MC5y , MC5z, MC4y , MC1xy , MC1xz, MC1yz, , MC3y
Tabl e A.2 – Les sous-ensembles de caractérist iques sélectionnées pour chaque groupe
d’activité en utilisant la méthode “ filtre” ReliefF
Classifieur Les caractérist iques sélectionnées utilisant SFS
Gr
ou
pe
d’
ac
tiv
ité
Po
st
ur
e
SVM PC1y , PC4y , PC4z, PC3, PC2yz
k-NN PC1y , PC1z, PC4x , PC4y , PC4z
ANN PC1y , PC4y , PC4z, PC6
FDA PC1y , PC4y , PC4z, PC3, PC2yz
QDA PC1y , PC1z, PC4x , PC4y , PC4z, PC3
GMM PC1x , PC1y , PC4y
NB PC4y , PC4z, PC2yz
M
ou
ve
m
en
t
SVM MC5x , MC5y , MC4y , MC4z, MC2x , MC2y , MC4z, MC1xz, MC1yz
k-NN MC5x , MC5y , MC5z, MC4y , MC2x , MC2y , MC4z, MC1xz, MC3y
ANN MC6z, MC4y , MC4y , MC2x , MC2y , MC1yz, MC3y ,
FDA MC5x , MC5y , MC5z, MC4x , MC4y , MC4z, MC2x ,
MC2y , MC2z, MC6x , MC6y , MC1xy , MC3y
QDA MC5x , MC5y , MC5z, MC4x , MC4y , MC4z, MC2x ,
MC2y , MC2z, MC6x , MC6y , MC1xy , MC1xz, MC3y
GMM MC5y , MC6y, MC3y , MC1yz, MC1xy
NB MC5x , MC5y , MC5z, MC4x , MC4y , MC4z, MC2y ,
MC6x , MC6y , MC1xy , MC1xz
Tabl e A.3 – Les sous-ensembles de caractérist iques sélectionnées pour chaque groupe
d’activité en utilisant la méthode “ wrapper” SFS
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