Abstract. A measure of dissimilarity of real observations is introduced that is used to identify clusters and is based on "gaps", and also on averages of selected subgroups of the observations. This measure is surprisingly associated with the sample variance in a way that leads to a new identity and interpretation of the notion of variance.
Introduction. The results
In cluster analysis the grouping of objects is done on the basis of their similarities (or dissimilarities). A group of objects is divided initially in two subgroups such that the objects in one subgroup are "far" from the objects in the other, with respect to a chosen dissimilarity measure. The subgroups may be further divided in the same way (Johnson and Wichern, 1988 [4] ).
A dissimilarity measure used to identify remote clusters of real observations should also reflect the distance (the "gap") between these clusters. The use of "gaps" to determine clusters is not uncommon in practice. For example, to determine groups of students receiving the same letter grade one usually looks for large "gaps" in the list of the (ordered) numerical grades. Tukey (1949 [8] ) proposed the examination of "gaps" between adjacent means as a first step to break up treatment means in groups, even though he later abandoned this significance-based method in favor of confidence-interval-based methods.
To divide real observations X 1 , ..., X n into two clusters it is enough to examine the i smallest observations and the (n−i) largest observations for i = 1, ..., n−1. The examination of such groups leads to the idea of examining similarity or divergence of separated groups of observations; that is, of groups of observations with convex hulls that do not intersect. Let X (1) , X (2) , ..., X (n) be the order statistic, that is, a permutation of X 1 , X 2 , ..., X n with [1,i] andX [i+1,n] to denote the averages of the i smallest observations and the (n − i) largest observations respectively, for i = 1, ..., n − 1; note that the average of the observationsX =X [1,n] . Classical measures of similarity (or divergence) of groups involve the differenceX [i+1,n] −X [1,i] (usually) squared. For separated groups this difference alone cannot describe similarity or divergence; for a given value ofX [i+1,n] −X [1,i] the distance X (i+1) − X (i) between the two groups may vary. It is then rather natural that the differenceX [i+1,n] −X [1,i] as well as the "gap" X (i+1) − X (i) (or other normalizing factors) enter in a measure of divergence of separated groups. A measure involving both these quantities is related with the sample variance as follows:
The sample variance is decomposed as the sum of the divergence measures
but the divergence measures are all positive when the observations are ordered. The coefficient i(n − i) is used to balance the number of i "small" and (n − i) "large" observations, and appears also with the term (
2 in Karl Pearson's coefficient of racial likeness (Pearson, 1926 [5] ). The divergence measures, standardized dividing by
2 , appear also in a new decomposition of the least squares estimate of the slope in simple regression, and may be used along with the residuals to identify high leverage points (Yatracos, 1997 [9] ). Their maximum can also be used to break up treatment means into groups.
Relation (1) may be derived as a corollary of Proposition 1 (the population variance identity) using the empirical cumulative distribution function and the Lebesgue-Stieltjes theory (see for example Ross, 1984 , [7] , p. 299). Proposition 1 may also be derived (Pitman, 1996 [6] ) from Hoeffding's covariance formula (Hoeffding, 1940 [3] ), which may be found in Block and Fang (1988 [2] ).
Proposition 1.
For a random variable X with distribution function F and with E|X| < +∞,
Proof. The integrand in (2) is non-negative; therefore the integral can be broken into two parts, each computed separately, with domains of integration from 0 to +∞ and from −∞ to 0. Denote X + = max(X, 0), X − = max(−X, 0), I A (x) = 1 if x ∈ A and 0 otherwise; note that
The integral from 0 to +∞ can be written as follows: 
The integral from −∞ to 0 can be written as 
Using (3)- (7) and the relation V arX = E(X 2 ) − (EX) 2 , we obtain (2).
