We have developedand evaluateda new procedure for detecting trends in quality-control measurements and applied it tolaboratory data. The method requires the use of sequential or "moving" slope estimates to identify trends. Formulae are derivedto estimate the regression error for the moving slope directly from the standard deviation of the analytical measurements obtained during characterization runs. Control limits for the moving slope depend only on this regression error, the span of the slope, and the desired statistical level of control. The moving slope can be plotted with control limits to determine out-of-control points. The statistical power of the moving slope is found to be much greater than that of an often-used test for trends. An example of the use of the moving slope is shown for quality-control measurements for total cholesterol obtained over several years. We conclude that the moving slope procedure has considerably more statistical power than trend rules and that it yields more useful information to the analyst.
downward exists, the runs tests may fail to detect the trend quickly because of small random deviations, which contradict the special test rules for strictly consecutive increasing or decreasing values. A trends procedure with the following characteristics would be more helpful: (a) it is less subject to interference from small, random errors; (b) it yields a probability statistic; and (c) it allows a control chart for the statistic with its statistical control limits to be plotted. We propose a moving slope chart that meets all of these criteria.
In this paper we are not concerned with detecting long-term trends in QC measurements. Long-term trends are detected by the use of cusum charts to monitor the sum of cumulative deviations from the target mean (5) . Westgard et al. (6) report combined Shewhart.-cusum control chart for use in clinical chemistry laboratories.
Cembrowski et al. (7) describe a special method for long-term trend analysis in control data, in which an exponentially weighted moving average of the control means ("Trigg's tracking signal") is used to track trends.
Materials and Methods
Deriving formulae for estimating the regression mean square error and statistical controllimits for the moving slope chart. The span of the moving slope is defined as the number of consecutive points on the control chart for means that are used for each sequential slope estimate.
The span corresponds to the number of analytical runs per slope. Each sequential pair of points for the regression consists of the run mean concentration (Y) and an associated X value, where X = 1, 2,. .n. Because the X value for each regression point is known (1 ... n), the sum, the sum of squares, and the statistical meanscorrected sum of squares for X are deterministic and fixed for each slope. The values of these sums are given in Table A -i (Appendix) for selected values of n. In the
Appendix,
we also show that the consecutive slopes can be estimated directly from (a) the sum of the crossproducts of the run means with the consecutive X values, and (b) the sum of the n run means whei the appropriate formulae are used.
To construct control limits on the slope, we need an estimate of the regression mean square error. The regression mean square error can be obtained directly from the standard deviation of the run means of the analytical measurements made during characterization runs or from some other estimate of this standard deviation. Formulae for this approach are also given in the Appendix. This direct estimation method depends on an assumption that the overall slope is zero during the characterization runs. Once the regression mean square errorhas been estimated, control limits can be deter- To compare the statistical power at equal rates of Type I error, we selected a span of length five to yield a rate of 2/5! = 1.6% for Test 3. Table 2 shows the power comparisons for the two methods at this error rate and span. The moving slope has greater power values than does Test 3, especially as the FSD increases beyond 0.50. The statistical power of the moving slope is examined as a function of the span, the true slope, and the FSD in Table 3 . Table 3 shows the moving slope to be very sensitive to the span: the statistical power of this method increases about seven-to 10-fold as the span increases from five to 20, depending on the FSD. When FSD is 1.00, the statistical power of the moving slope is high, regardless of the span.
Using Monte Carlo simulation, we investigated the sensitivity of the moving slope and Test 3 to successive out-of-control starting points within the span, beginning at points two through five. The span length was seven. Table 4 shows that if the starting out-of-control point occurs at the third or a higher position within the span, the statistical power declines rapidly. Table 5 . with out-of-control slopes at the 99% control value, occurred between runs 220 and 230. These slope changes are caused by several very low measurements shown inFigure1 for the associated runs. For runs 98 to 100, the negative slopes are out-of-control, reflecting the negative trends in analytical measurements after run number 90. Figure 2 (bottom) shows a moving slope chart with a span of five for these same data. Reducing the span of the chart results in slope estimates that are larger and more variable, partially because the denominator of the slope is smaller as the span decreases (see Appendix). The width of the control limits increases as the span decreases. Although the areas of concern represented by extreme slopes are about the same on both charts, for specific ranges of run numbers the relationships among consecutive slope points may be somewhat different.
Discussion
Since the early 1950s, statisticians have recognized that QC charts for means lack the power to detect relatively small differences from expected values (3, p. 233). Cusum charts are used to detect these differences over long periods. For example, a cusum chart would require -30 runs to detect a 0.5 standard deviation shift from the target mean where alpha is 0.05 and beta is 0.20. Trends tests for runs allow more rapid detection of shifts, usually in six or more points on a chart, depending on the specified alpha value and the rule used. Apparently, probability-based moving slope charts are not used for QC purposes; however, moving slopes have been used for interpreting electrocardiogram and other data (10). The moving slope method offers several advantages over Test 3 for trends. First, the moving slope gives the analyst a statistic that quantifies the degree of change of the assay results over several runs. The moving slope can be plotted vs statistical control limits, similar to other standard control charts. Because the regression mean square can be estimated directly from the estimated run mean standard deviation of the analyses, the control limits are fixed as for standard charts. Second, small random changes will not affect the estimate of the least squares slope greatly, whereas with trends tests, such changes may cause an increasing or decreasing trend not to be detected quickly. Third, the statistical power of the moving slope is much greater than Nelson's Test 3, regardless of the magnitude of the slope, as shown in Table 2 . This increased power holds regardless of the analytical CV. Linear trends can also be detected by observing them in the QC means charts and by using the 2 SD rule. This method may have statistical power that is as great or greater than the moving slope.
The moving slope could be made more robust by special techniques that would reduce the influence of any wild data points. First, a weighted least-squares regression could be used, in which the weights depend on the fit of the individual points. Second, a resistant line-fitting method could be applied, in which case the mean slope would be obtained by dividing the data into three different groups on the basis of the independent variable as described in Hoaglin et al. (11) . Third, the median value of all unique pairwise slope estimates (the Theil estimator), as recommended by Dietz (12), could be used.
All of these methods would be much more computationally intensive than the least-squares method. Fitting resistant lines from three groups would require three runs per group, for a minimum span of nine runs per fitted line. An additional disadvantage would be that estimation of the regression error and the statistical control limits for these methods would be more difficult. Because of these problems, and also because the least-squares method is inherently somewhat robust, we did not use the special robust regression techniques in our analysis.
In a moving slope QC chart, the observed concentration points used for estimating the slope will not fit in a linear fashion for most spans. The points may be extremely scattered, nonlinear, or nonmonotonic. Therefore, the linear regression model may fit the points poorly. This lack of fit is not critical for QC purposes because the moving slope is used primarily to indicate the direction of change in the control data. This situation is different from one in which the problem is to find the statistical model that best fits a set of data. For noninonotonic data, the moving slope will indicate consecutive upward and downward trends except where the slope changes during one span.
Because successive moving slopes have identical n -1 points in common from the control chart for means, the slope estimates are not independent. Hence, several points in a row outside or near the control limits do not have the significance that they would have on an ordinary control chart, on which all points are consid- ered independent. An individual point, however, has the same significance as a point on an ordinary control chart. This situation is similar to that for a moving average chart (1, p. 500). The correlation between the successive moving slope estimates increases with the size of the span. Specifying the span that is consistent with the minimal number of points required for leastsquares estimation to minimize this autocorrelation is therefore appropriate. A minimal span of three points couldbe used. For comparative purposes, in our analysis, we wanted to use a span that corresponded to about the required run length for special tests. Nelson (13) has shown that the moving average is subject to oscillation from random variability, even when cyclical variation is removed. As the span increases, the moving average gives longer runs on either side of the target mean. The moving slope behaves similarly because of the increased correlation with the length of the span; this behavior, therefore, is another reason why the span should be small. We can construct a slope chart that has noncorrelated points and in which each span corresponds to different consecutive groups of QC values. This approach would be useful if the points on a chart were grouped naturally into specific time intervals. Such a chart could be called an independent-span slope chart. An independent-span slope chart would be especially useful with automated chemistry methods in which several consecutive samples of the same QC specimen were analyzed daily. A slope for each day's consecutive results would be determined and would be plotted against control limits calculated according to the number of measurements made per day. values were assigned sequentially. The 95% control limits for the slope were estimated as shown in Materials and Methods. Because of the different number of runs for each month, however, the control limits sometimes varied. One point on the chart, the lowest concentration value in Figure 1 , is clearly outside the 95% control limit. An inspection of Figure 3 for like months shows that negative slope values tend to occur in June, positive slope values in February.
A potential problem to keep in mind when constructing independent-span slope charts is the possibility of nonmonotonic data within each span; such a chart could show near zero slopes within each span and not reflect the directional changes in concentration occurring within spans. Thus, we recommend that the data within spans be inspected for nonmonotonic conditions.
The overall chart mean and the among-run mean standard deviation could be used to standardize the run means before the moving slope chart is produced. This process would have certain advantages. First, the K1 values given in Table A-i of the Appendix can be used directly as the control limits in moving slope charts because the run mean square error is taken as unity. Second, when judging individual slopes of standardized data, the critical value for statistical significance and the control limits will be constant, regardless of the among-run standard deviation of the assay. Third, slopes from reference materials with different concentrations can be compared directly.
In summary, we have demonstrated a procedure for identi1ring trends in QC results that generates an easily interpreted statistic. The statistic is piotted with its probability-based control limits to detect unusual increases or decreases in measurements. We have shown that this QC procedure has much greater statistical power than do trends tests and therefore can detect trends more rapidly. Also, we demonstrated that it is useful for detecting trends in results, which may be logically categorized into like time intervals, e.g., days, weeks, or months. where p is the true correlation.
Because the true slope during the characterization runs is assumed to be zero, p2 = 0 and (8) The upper and lower quality-control limits for the moving slope are ± t(a, N-i) (S/ [4] )"2 (9) where N = number of characterization runs. The t-value is chosen for the desired Type I error rate or control level, and the degrees of freedom are taken as (2) infinity in Table A 
(10)
Values of K1 are given in Table A-i for the 95% and  (5) 99% confidence levels. 
