This paper introduces and studies a new problem, namely the Outcome Range Problem, which aims at quantifying unintended consequences of an optimal decision in an uncertain environment. In particular, we consider linear programming problems in which all or some of input data can vary within given real intervals.
Introduction
In real life problems, we are sometimes interested in evaluating additional functions of interest over results of an optimization model, i.e., we are interested in evaluating functions of optimal decisions. Let us consider, for instance, an optimization model developed to design a new transportation network. A possible function of interest, in addition to a cost function which would be optimized, could be an environmental cost function, useful to evaluate how the optimal transportation network impacts on surrounding areas.
As another example, decisions regarding the optimal location of clinics in a given region, while they can improve public health in a community, might in turn lead to undesirable consequences on a larger scale, such as disparities in access to healthcare among different communities. Decision makers are usually interested in evaluating these unpremeditated consequences. We refer to these additional functions of interest as outcome functions, which are used to evaluate unintended consequences of optimal decision making. Note that outcome functions do not have a direct role in the decision process. They are not, in other words, the main objective function of an optimization model, whereas they might have a significant role in providing information for future decisions and actions. A concept similar to what we refer to as outcome functions is used in economics. Economists refer to outcome functions as externalities which correspond to costs or benefits affecting a party other than those involved in an action or transaction [2] . Economists aim to internalize the externalities, meaning incurring costs/benefits on parties involved in an action [19] . In a general optimization context, our goal is to quantify outcome functions and to use the obtained results for reliable decision making.
Quantifying the impact of decisions using outcome measures becomes even more relevant when decisions are made in an uncertain environment. Solutions to optimization problems can exhibit considerable sensitivity to perturbations in input parameters, thus often returning a solution which is highly infeasible and/or suboptimal [1] . Being able to derive reliable evaluations of outcome functions in this context could be extremely useful for decision makers.
Few studies exist which used outcome functions in specific application contexts. Nobles et al. [23] used outcome functions to evaluate spatial access to pediatric primary care. They developed an optimization model for matching patients and providers, and defined two linear outcome functions to quantify spatial access. Gentili et al. [10, 11, 12] used the same approach to evaluate spatial access to pediatric and adult primary care. In another study, Zheng et al. [30] presented a regularized optimization model to overcome structural dependencies among decision variables of an optimization model, and to make the optimal solution and related outcome functions more stable against changes in input parameters. They also presented several application examples on outcome functions to show the relevance of their approach. For example, in a telecommunication network, one might be interested in designing the network such that enough bandwidth is allocated between two nodes in order to minimize the total demand lost. They argued that, in this sense, the local performance of each node representing the volume of unmet requests from the node can be considered as an outcome function.
The existing literature contains neither a rigorous definition nor a formal analysis for quantification of outcome functions. Our goal is to fill this void by (i) formally introducing the concept of outcome formulated as follows min n ∑ i=1 m ∑ j=1 c i j x i j (1) subject to m ∑ j=1 x i j ≤ s i i = 1, . . . , n,
x i j ≥ 0 i = 1, . . . , n, j = 1, . . . , m,
where x i j is a decision variable which determines the size of the shipment from origin i to destination j, c i j is the unit shipping cost from origin i to destination j, s i is the total supply of origin i, and d j is the total demand of destination j. The objective function of the model minimizes the total transportation cost. The two sets of constraints ensure the resulting transportation plan respects the capacity at each origin (Eq. (2)), and meets the demand of each destination (Eq. (3)). Let us consider a specific instance of the problem where there are three origins and three destinations (see Table 1 for shipping costs, supply and demand levels). The optimal shipping cost, considering the input data in Table 1 , is $4,945 and the solution to the problem is shown in Figure 1 , where labels on each arc denote the total quantity shipped on the arc. We can associate with the transportation problem an outcome function to evaluate, for example, the environmental impact [24, 31] of the optimal transportation plan, as total pounds of CO 2 emissions. The pounds of CO 2 emissions depend on the amount of fuel consumed to transport the products to destinations, and consequently varies with the travel distance and with the amount of products. Let r i j denote the total pounds of CO 2 emitted in the atmosphere per unit of the product shipped from origin i to destination j (the specific values of these parameters for our example are reported in Table 2) , and let f (x) = ∑ i, j r i j x i j be an outcome function associated with a given transportation plan. The value of this outcome function on the optimal transportation plan for our example is equal to 3,940 lb. The optimal transportation plan for model (1) -(4) with input data as described in Table 1 . Now let us assume that the demands are not known with certainty, but rather they vary in given intervals.
Then the mathematical formulation reads as
is the range of values which can be assumed by the demand at destination j, for all j. The question we would like to address is: how does uncertainty in the parameters affect the environmental cost?
That is, how does the environmental cost (total CO 2 emissions) change when parameters change? If we apply one of the most commonly used approaches to address uncertainty in optimization problems such as, for example, robust optimization, we would only be able to evaluate the outcome function on a single robust solution [28] or a number of solutions with some level of protection against uncertainty in data [1] . However, such an evaluation would not answer our question of quantifying the variation of the outcome function in response to the uncertainty in input data. A much more useful information would be, for example, the range of variation of the outcome function, that is, the best and worst values of the outcome function over the set of all the optimal solutions corresponding to all realizations of the uncertain data. . For the sake of clarity in the exposition, let us also assume that the demand at the destinations can only take integer values in the given intervals. By applying a conservative robust approach, we would look for a shipment plan which is feasible under all the possible data perturbations, and would then evaluate the outcome function on the returned robust solution. In this case for example, by applying the worst case robust approach [6] , we would choose to ship 87 units to destination 1, 66 units to destination 2, and 73 units to destination 3 for a total cost of $ 5,099, and with an environmental impact equal to 4,056 lb.
Let us list, for this simple example, all the realizations of the uncertain data. They are shown in the first two columns of Table 3 . For each realization of the data, we solved the corresponding transportation problem, and evaluated the outcome function on the corresponding optimal solution. Columns 3-11 in the table report the optimal solutions, and the last column in the table reports the corresponding value of the outcome function. In this simple example, the best value of the outcome function is equal to 3, 940 lb (corresponding to scenario 1) and the worst value is equal to 4,056 lb (corresponding to scenario 27).
Hence, in this case, we can say that given all the possible realizations of the data, the total CO 2 emission of the transportation plan would range between 3,940 lb and 4,056 lb. As can be seen from the results, the optimal bases corresponding to the best and the worst values are not the same. This makes the problem of finding the best and worst values a non-trivial one.
In this simple example, given a linear program with interval parameters and an associated linear outcome function, we determined the best and the worst values of the latter among all the possible optimal solutions obtained from all realizations of the uncertain data. We refer to this problem as the outcome range problem.
Its formal definition is given in the next section.
The Outcome Range Problem
Let us introduce some needed notation which is commonly used in the interval linear programming literature [14, 26] . We define an interval linear matrix as
A are given matrices. We define an interval vector analogously. Throughout this paper, we use bold symbols for interval vectors and matrices. Let us consider the following interval linear programming (ILP) in the form of
where x ∈ R n is the vector of decision variables, c is an interval n-dimensional vector, b is an interval mdimensional vector, and A is an interval matrix of the appropriate dimension. M (A, b) denotes the feasible set described by interval linear constraints. Interval linear programming has been extensively studied with three main types of M (A, b), which are shown in Table 4 . The type of constraints and restriction on variables in an interval linear program can considerably impact on its properties. Thus, each type of interval linear programs is usually treated separately in the literature. 1 Table 4 : Different types of interval linear systems [14] type interval linear system
We refer to any triple
we can associate a linear program, namely LP(A, b, c), whose feasible set and optimal value are denoted by M (A, b) and z(A, b, c), respectively, i.e.,
Hence, an ILP problem is a family of linear programs associated with all the possible scenarios. For a particular scenario (A, b, c), the corresponding LP(A, b, c) can be infeasible, unbounded or admits a finite optimal value. We denote by s(A, b, c) an optimal solution (or a set of optimal solutions) of a linear program LP(A, b, c), if one exists, admitting a finite optimal value. We denote by Ω the set of all the optimal solutions of an interval linear program, referred to as the optimal set, that is,
We are now ready to formally define our problem. Given ILP (5) and an additional linear function f (x) = r T x, where r ∈ R n , the outcome range problem consists in solving the two following optimization
We define the pair of optimal values { f , f } to be the optimal solution of the outcome range problem. subject to 9] ,
and consider the following outcome function:
Let us consider Figure 2 where the optimal solution { f , f } of the problem is shown. In the figure Their values are f = 36 and f = 81, respectively. In particular, f is obtained on the point 9) which is the optimal point of several linear programs one of which is associated, for example, with scenario b T = (4, −6, 9), while f is obtained on the point x 2 * = (0, 4) which is the optimal point of a linear program associated, for example, with scenario b T = (7, 8, 4). 
Our Focus
As can be observed from Example 1, the difficulty in solving the outcome range problem relies on the fact that its feasible set, that is, the set Ω, is not explicitly known; nor a convenient implicit description of it (e.g., polyhedral description) is available in general [8, 15] (with some exceptions as outlined in Section 4). This is true even if we consider a simplified version of the underlying ILP where we only deal with interval right-hand sides. As we mentioned before, the three types of interval linear programs are analyzed separately in the literature because the feasible region and the optimal set might change when applying standard linear transformations. In the discussion to follow, we will focus on solving the outcome range problem when the underlying interval linear program is of Type III, that is, it contains inequality and nonnegativity constraints, and uncertainty affects only the right-hand side of the program. Formally, the interval linear program we will be considering is the following (a special case of Type III)
The linear program and an optimal solution (or set of optimal solutions), if one exists, associated with a given scenario b ∈ b are denoted by LP(b) and s(b), respectively. We focus on solving the two following optimization problems
where Ω b is the optimal set of ILP b . In the rest of the paper, we will refer to this special case of the outcome range problem as ORP b . Note that from an application perspective, solving ORP b is meaningful when the set Ω b is not empty and the two values f and f are finite, i.e., the set Ω b is bounded (see [7] for conditions for emptiness and boundedness of Ω b ). Throughout we will assume this is the case.
Computational Complexity of the Outcome Range Problem
We here address the computational complexity of ORP b . Some additional notation is needed at this point. Given one of the systems listed in Table 4 , we define its solution set as the set of all the feasible solutions resulting from all the scenarios. Theorem 1 characterizes the solution set of the interval linear system of Type I.
Now let us recall the assumptions under which the optimal set Ω of an ILP of Type I can be explicitly B-stability is a very important property in interval linear programming because it can simplify the description of the optimal set. If we consider the unique B-stability case of an ILP of Type I with a basis B, the optimal set is the set of all solutions to the following system [17] A
By using Theorem 1, then the following linear system (i.e., polyhedron) describes the optimal set Ω
Remark 1. We here recall the existing results on B-stability for Type I. Constraints in Type III, i.e., Ax ≤ b, x ≥ 0, can be transformed into equality constraints as
where I is the identity matrix with the convenient dimension. Although transformation in interval linear programming does not lead to an equivalent problem in general, the two problems are equivalent in this special case since there are no dependencies in interval data [9] . Thus, all the results on B-stability for Type I are also applicable to Type III after applying such a transformation.
Another relevant topic in interval linear programming is determining the optimal value range (see for example [4, 13, 21, 22, 26] ), that is, the problem of finding the best and the worst optimal values among all the optimal values obtained over all data perturbations. We define the optimal value range of an interval linear program as
where z(A, b, c) is the optimal value corresponding to a scenario(A, b, c) (including unbounded and infeasible programs). The interval [z, z] then gives the optimal value range. Some of the bounds are easy to compute, but some are NP-hard, depending on what type of ILP we consider (see [14] for a survey on this topic).
Now we analyze the computational complexity of the outcome range problem. Specifically, Theorem 2 assesses the computational complexity of ORP b . Proposition 1 considers a special case of ORP b which is polynomially solvable. Finally, Proposition 2 investigates another polynomially solvable case by exploiting the relationship between ORP b and the optimal value range problem.
Proof. We proceed by a different interval-related problem which is known to be NP-hard. Let us consider an ILP problem of Type I with a fixed coefficient matrix and a fixed objective vector
Let Ω be the optimal set of (14). By Theorem 7 in [8] (p. 282), we know that computing the exact interval hull of Ω is NP-hard. Now let us reformulate problem (14) as follows
we know by Theorem 2 in [9] (p. 606) that the optimal set of (15) is equal to the optimal set of (14) . For the sake of simplicity, let us introduce the following notatioñ
We then can rewrite the problem (15) as an ILP b , i.e.,
Therefore, we can conclude Ω ≡ Ω b . As a result, we can say that computing the exact interval hull of Ω b is also NP-hard. Now if we consider f (x) = x i , for any i, we can conclude that ORP b is NP-hard.
Proof. Let us rewrite ILP b by using Remark 1 as
where 0 is an m-dimensional zero vector. Let us introduce the following notation
Let basis B be the optimal basis for all the data realizations, then based on the results discussed earlier, i.e., system (13), ORP b is equivalent to solving the two following linear programs
The following proposition states another polynomially solvable case of ORP b by exploiting the relationship with the optimal value range problem.
admits a finite optimal value, then ORP b is polynomially solvable.
Proof. By Theorem 1 in [4] (p. 212), the optimal value range of ILP b is polynomially solvable, and it is equivalent to solving the two following linear programs
If f (x) = c T x, then ORP b consists in solving the two following optimization problems
We want to show that f = z and f = z. We now start with the proof of f = z. From the hypothesis, we know that z is a finite value. Let x * be the optimal solution of P1, i.e., z = c T x * . By definition, we know that
, which is the optimal solution of a linear program associated with a scenariob ∈ b, that is,
Sinceb ≤ b and Ax ≤ b, we can say c Tx ≥ c T x * . This is true for any vector x ∈ Ω b , and thus x * is the optimal solution of P3, and consequently f = z. We can use a similar argument to prove f = z.
Proposition 2 also implies that the outcome range problem can be seen as a generalized form of the finite optimal value range problem [3, 5, 18] . Note that for a general case, where ILP b does not always admit a finite optimal value for all b ∈ b, Proposition 2 does not hold true (because of infeasible and unbounded scenarios).
Solution Methods
In Section 4, we show that ORP b is an NP-hard problem in general; however, when the underlying ILP b admits unique B-stability, we can solve ORP b to optimality in polynomial time. B-stability is unlikely to occurr when we are dealing with wide intervals. Moreover, since many practical problems suffer from some level of degeneracy and also may have more than one optimal solution, unique B-stability cannot be a guaranteed property. As a result, there is no hope for any polynomial-time solvable characterization of the problem in general. Thus, we here describe two different approaches to approximate the optimal solution of ORP b . Specifically, we present a super-set based method and a local search algorithm to approximate f and f .
Super-set based Method
As stated in the previous sections, an explicit description of the optimal set Ω b is not always available.
However, if we are able to find a super-set E(Ω b ) containing it, i.e., such that Ω ⊆ E(Ω b ), we could then approximate the optimal values f and f by solving the two following optimization problems
where f L and f U denote a lower bound of f and an upper bound of f , respectively.
To define a super-set E(Ω b ), we can apply some duality properties of interval linear programs. More specifically, let us recall the dual of ILP b ,
where y ∈ R m is the vector of decision variables. By results from strong duality theory in linear program-
in variables x, y, b. This leads to a nonlinear programming problem, due to the nonlinear term b T y, which is very difficult to solve. Therefore, we linearize it by using McCormick envelope techniques [20] . Let y be an interval enclosure for y. Then, we can use two upper estimations
The resulting system reads
System (22) is a super-set containing Ω b . Therefore, we can use it to solve problems (18) and (19) . To compute an interval enclosure y for y, we can apply the contractor algorithm in [15] . Briefly, the contractor algorithm is an iterative refinement algorithm. It first linearizes system (21), then it starts with an enclosure of the solution set of the linearized system and contracts such an enclosure at each iteration until improvement is insignificant. It runs in polynomial time, and it returns a sufficiently tight interval enclosure for y.
We use this algorithm in our experiment in Section 6 to get the interval enclosure y.
Local Search Algorithm
In this section, we describe a local search algorithm to approximate { f , f }. Local search is a heuristic method which, given a current feasible solution, tries to improve it by exploring feasible solutions in its neighborhood [27] . Since the returned solution will be a member of Ω b , the local search algorithm gives a lower bound for f (denoted as f L ) and an upper bound for f (denoted as f U ). Our algorithm starts with an initial solution associated with a given scenario b, then it explores two neighborhoods of the solution, obtained by perturbing b, to find a new solution. If the new solution is better than the current one, then it stores the solution and starts a new iteration. The algorithm proceeds in this way until a stopping condition is met. We discuss our neighborhood structure and details of our algorithm next.
Neighborhood Structure
We define our neighborhood structure in the scenario space, that is, given an optimal solution of a linear program associated with a particular scenario b, we define two neighborhood structures, namely plus and minus neighborhoods, obtained by perturbing b. Specifically, a plus neighbor (minus neighbor) of a scenario b is obtained by increasing (decreasing) some components of b by a given quantity. The number of components of b to be perturbed and the amount of perturbation (increment or decrement) are adjustable values. We formally define our neighborhood structures as
where φ + i and φ − i represent the maximum allowable perturbation of the i-th component b i of b, and they are computed, respectively, as In this phase, the input parameters k and h are set to their initial values, counters are re-initalized, a random scenario is generated, and a set P in P(h) is randomly generated. The algorithm proceeds in this way until the stopping condition is met. Finally, line 37 returns the best solution found.
Experimentation
Here, we present our computational experiments and related results to evaluate the performance of our approaches. Since there exists no algorithm in the literature to compare our approaches with, then, in addition to our super-set based method and our local search (LS) algorithm, we also use FMINCON, a nonlinear programming solver in MATLAB, to solve the nonlinear formulation of the ORP, that is, maximizing (minimizing) an outcome function subject to system (21) . We compare all the methods on two sets of randomly generated instances. The first set, referred to as class 1, is a collection of unique B-stable instances so that the output of our approaches can be compared to the optimal solution of the problem (see Proposition 1).
The second set of instances, referred to as class 2, is a series of general instances for which the unique
Description of Instances
We generate class 1 instances using the following procedure. First, for a given problem size (m, n) and uncertainty parameter (i.e., interval width) (δ ), entries of matrix A ∈ Z m×n are randomly generated in 
where e = (1, . . . , 1) T is a vector of ones with the suitable dimension. To ensure boundedness of the optimal set, we keep entries of the last row of matrix A positive. To have a unique B-stable instance, we find an optimal basis by solving a linear program associated with a randomly chosen scenario, and check whether the optimal base is unique B-stable, i.e., we check the following conditions 2
denote the center and the radius of interval vector b, respectively. If both conditions hold true, we save the instance. Otherwise, we start over the process to generate a new instance. In our experimental study, for class 1 instances, we consider the following problem sizes and values for the uncertainty parameter: m = {10, 30, 50, 80, 100}, n = {15, 45, 75, 120, 150} and δ = {0.1, 0.25, 0.5, 0.75, 1}. We study 25 different combinations of m, n, δ , and generate 30 instances for each combination, for a total of 750 instances.
We use the similar procedure to generate class 2 instances, except that the unique B-stability is not required for these instances. For class 2 instances, we investigate the following problem sizes and values for the uncertainty parameter: m = {10, 30, 50, 80, 100, 200, 300, 400, 500}, n = {15, 45, 75, 120, 150, 300, 400, 500, 600} and δ = {0.1, 0.25, 0.5, 0.75, 1}. We examine 45 different combinations of m, n, δ , and again we generate 30 instances for each combination, for a total of 1,350 instances.
Implementation of Algorithms
The input parameters for the local search algorithm were chosen as follows. The two ordered sets Q and parameter was set equal to one, and the threshold parameter was set equal to 0.001. The FMINCON solver has five stopping criteria namely maximum iterations, maximum function evaluations, step tolerance, function tolerance, and constraint tolerance. We set the maximum iterations and maximum function evaluations to 300,000, step tolerance to e −10 , and function and constraints tolerances to e −6 . For each instance, we first solved a linear program associated with a randomly generated scenario, and we then took the optimal solution to the linear program as a starting point for the FMINCON solver. We imposed a time limit of 30 minutes on the solver such that if the solver cannot converge to a feasible solution within 30 minutes, it is terminated and no solution is returned. For the cases the solver reached one of its stopping criteria before reaching the time limit, it started from a different starting point and continued in this way until the time limit was met.
Lastly, the experiments were carried out on a workstation with an Intel(R) Xeon(R) CPU E31270 processor at 3.4 GHz with 4.00 GB of RAM. All the methods were coded in MATLAB(R2016b), using IBM ILOG CPLEX 12.6 for solving linear programs.
Results
In this section, we only discuss the results related to f . The analysis of the results for f led to similar conclusions, so we include the corresponding results in Appendix A. Table 5 shows the results related to the computation of f on class 1 instances, for which the optimal solution can be computed by solving a linear program (see Proposition 1) . Each number in the table is an average of the results obtained on 30
instances. In the table, the first three columns show the values of the input parameters, and the following six columns report the results of the solution approaches. We recall that the super-set based method returns . Although calculating f U is fast, its gap from the the optimal value, with the exception of small size instances and low uncertainty, is significant.
For class 2 instances, given the poor performance of the super-set based method, we only focus on the results obtained from the local search and the FMINCON solver. As noted earlier, the unique B-stability property is not guarantied in class 2 instances, and as a result we are not able to solve ORP b to optimality using existing methods. We here compare the local search and FMINCON solver against each other. For instances where the local search outperforms the solver, i.e., f
while for instances where the solver returns a better solution than the local search, namely f
|. Additionally, the following measurement gives a weighted average gap (WAG) for each method. Specifically, it applies both gap and the number of times an algorithms outperforms the other, and reads WAG = (number of instances on which an algorithm performs better) * (average gap) total number of instances .
Thus, the higher the WAG value, the better the performance. Table 6 reports results corresponding to computation of f for class 2 instances (results related to f are in Appendix B). The first three columns show Our results in Table 6 suggest that the local search algorithm converged to a solution for all the instances under study; however, FMINCON failed to return even a feasible solution for some of the instances. To be more specific, FMINCON could not find any solution for instances with m ≥ 300 either because of an out of memory error or because of reaching the time limit 
Case Study: Healthcare Access Measurement
Here, we show an application of ORP b when an outcome function is used to measure spatial access to healthcare services. We first introduce a linear program which has been recently proposed in the literature to derive a matching between patients and providers. We then use our approach to evaluate how uncertainty in input data influences spatial access to healthcare services, and discuss how the results of our approach can be used for more reliable decision making.
Model 1. Modeling access to primary care. min ∑ i∈T, j∈W gd i j x i j → Total distance is minimized. s.t.
Coverage constraints:
∑ j∈W x i j ≤ e i ∀i ∈ T, (C1) → The assignment does not exceed population in need in census tract i. ∑ i∈T, j∈W x i j ≥ αE, (C2) → The assignment covers as much population as possible within the national access policy. Accessibility constraints: ∑ j∈W :d i j ≥d max x i j = 0 ∀i ∈ T, (C3) → Patients are not assigned to too far providers.
∑ j∈W :d i j ≥d mob max x i j ≤ m i e i ∀i ∈ T, (C4) → Patients that own a vehicle can travel further than patients without a vehicle. Availability constraints:
→ Providers are assigned a minimum caseload to stay in practice. Non-negativity constraints:
Optimization Model and Outcome Function
Optimization models used to quantify potential spatial access to healthcare mimic the interactions between two sets of actors in the system: the target population in need of service within each geographical area or community, namely e i , where i ∈ T (e.g., census tract level), and the network of provider locations j ∈ W . Model 1 is a simplified version of the mathematical formulation proposed in the literature [12, 23] to determine a matching between the population in need of healthcare services and providers providing them.
The matching is determined to minimize the total distance traveled at the system level under a set of constraints: (i) coverage constraints match as many people in need as possible; (ii) accessibility constraints ensure the matching takes into account modes of transportation and Health Resources Services Administration recommendations on the maximum allowed distance for matching; (iii) capacity constraints account for maximum and minimum providers' caseload to stay in practice.
The decision variables x i j in the model determine the number of patients in census tract i ∈ T assigned to a specific provider location j ∈ W . Parameters of the model include:
• g: number of yearly visits required by a patient,
• e i : population size in census tract i in need of healthcare services,
• d i j : travel distance between the centroid of census tract i and provider location j,
• E: total population in the system in need of healthcare services,
• α: percentage of the population which should be assigned to a provider,
• d max : maximum allowed distance between a patient and the assigned provider according to the Health Resources Services Administration recommendations,
• d mob max : maximum distance we assume that people without a vehicle are willing to travel to reach the assigned provider,
• m i : percentage of population in census tract i that owns a vehicle,
• c max j (c min j ): maximum (minimum) provider's caseload in location j.
For our analysis, we consider an interval version of Model 1 obtained by allowing parameters c max j to vary within a given interval. Specifically, we assume that the availability constraints (C5) in the model are of the form
where λ and β are maximum and minimum perturbations from the nominal values c max j for j ∈ W , respectively. Note that the resulting intervals vary independently. Such uncertainty in the capacity of a provider can be due to increasing and/or decreasing personnel, overtime or days off of providers, and inaccurate estimation of capacity, among others.
Access measures are outcome functions defined as linear functions of an optimal assignment derived from an optimization model [23] . For this illustrative example, we consider the access measure ( f i ) defined as the average distance traveled by patients in a given census tract to reach the assigned provider, which is formally defined as follows
The above measure gives the weighted average of the traveling distance traveled by patients in each census tract. We assume that for those patients who are not assigned to a provider, f i is equal to d max . Thus, the access measure ranges from 0 to d max .
The resulting estimates can be used by policy makers to identify where the communities with the greatest need for improvement are, so that they can be targeted with additional resources, including new providers or facilities, transportation services improvement, tele-health service development, etc.
Case Study
We illustrate our analysis to quantify access to the primary care service for children in the state of Mississippi in the United States, for a total of 637 census tracts and 897 provider locations. Providers practice location addresses are obtained from the 2013 National Plan and Provider Enumeration System (NPPES). The patient population is aggregated at the census tract level. We used the 2010 SF2 100% census data and the 2012 American Community Survey data to compute the number of children in each census tract along with information on ownership of cars, to estimate access to private transportation means. We set d max = 25 miles, d mob max = 10 miles, α = 0.85, and g = 2 (see [11] for further details on input parameters).
The resulting model contains 63,573 variables and 3,706 constraints. For the interval version of the model, we set λ = 0.8 and β = 1.2.
Importance of Quantifying Sensitivity to Data Perturbation
Failing to consider uncertainty in input parameters may significantly affect decision making on the choice of which census tracts to target for possible interventions. To elaborate further, we compared the results of Model 1 on two different realizations of interval data, referred to as realizations 1 & 2. Figure 3a shows the difference in the access measures obtained in the two optimization runs (corresponding to realizations 1 & 2) . Darker regions represent higher differences, that is, census tracts where the estimate of the access measure is more unstable. The circled census tracts are those for which the resulting access measure changes more than 5 miles between the two runs, implying that some census tracts may be considered having high or low level access depending on which realization of the data is considered. Consider now Figure   3b where the difference in the access measures, obtained for two different additional realizations (referred In this sense, quantifying sensitivity of the access measure to data perturbation would be crucial for reliable decision making. Such an analysis would indeed reveal: (i) census tracts that are certainly in need of a targeted intervention (e.g., those census tracts for which the access measure is high and not sensitive to data perturbation), and (ii) census tracts that are certainly not in need of any intervention (e.g., those census tracts for which the access measure is low and not sensitive to data perturbation). It would also help to determine census tracts that may fall, due to data perturbation, in either one of the two categories, and for which, therefore, a deeper investigation might be needed. By solving ORP b in this context, we can assess such a quantification. Additionally, we are able to answer questions relevant for policy making, including:
• Q1: Given the current primary care resources, what are the minimum and maximum access levels for each census tract?
• Q2: What are the census tracts with the highest (lowest) variability in the access measures?
• Q3: What is the percentage of the census tracts where the access level is lower than a given threshold for all the possible realizations of the data?
• Q4: What is the percentage of the census tracts where the access level is higher than a given threshold for all the possible realizations of the data?
We applied our local search algorithm to solve ORP b in this context, and addressed the above questions.
Implementation of Algorithms
The outcome function (i.e., the access measure) is associated with each census tract. Hence, we applied our local search algorithm once for each outcome function (total of 637 functions). Zheng et al. [30] used the Monte Carlo approach to evaluate sensitivity of the access measure to uncertainty in input data. Therefore, we compare the results of our approach with those returned by using the Monte Carlo approach.
For the local search algorithm, we defined Q = {0.25, 0.5, 0.75, 1}. Due to the large size of the problem and the structural dependencies among the decision variables [30] , defining an ordered set V and randomly choosing constraints, whose right-hand sides are perturbed simultaneously, would not be very efficient.
Thus, we defined a set V (i) for each given census tract i as V (i) = {H 1 (i), H 2 (i), H 3 (i)}∀i ∈ T , where H l (i), l = 1, 2, 3, are predefined sets of constraints associated with census tract i. Note that for this specific application, each constraint to be perturbed corresponds to a provider j whose max capacity parameter (c max j )
is perturbed from its nominal value. The first set of constraints to be explored corresponds to providers who are not too far from the analyzed census tract, that is,
The second set of constraints to be explored are those constraints corresponding to providers who do not correspond to constraints in H 1 (i) and who are not too far from census tracts which are neighbors of the census tract under study. Specifically, we defined two census tracts to be neighbors if the distance between their centroids is less than 50 miles. Given a census tract i, let us denote the set of neighboring census tracts as the set A(i) = {a ∈ T : d ia ≤ 50}. The second set of constraints is then defined as H 2 (i) = { j ∈ W : d a j ≤ 50, ∀a ∈ A(i)}\H 1 (i).
Finally, the last set H 3 (i) consists of the remaining providers, that is,
We set the maximum number of shakes to 1 and the minimum acceptable improvement to 0.1. The number of iterations for the Monte Carlo approach was set equal to 100, which is the maximum number of linear programs solved by the local search algorithm among all the runs.
The same platform we used on the previous experiments was used to solve the real case problem. That is, we ran the algorithms on a workstation with an Intel(R) Xeon(R) CPU E31270 processor at 3.4 GHz with 4.00 GB of RAM. All the methods were coded in MATLAB(R2016b), using IBM ILOG CPLEX 12.6 for solving the mathematical formulations. The computation of either the maximum or minimum values of the access measure for each census tract took on average about 5 seconds for both approaches.
Analysis of the Results
Monte Carlo simulation is a simple approach to compute the maximum and minimum values of the access measure for each census tract; however, in this context, it might lead to a severe underestimation of the overall quantification. To show this, we computed the range of the resulting access measure for each census tract using both the local search algorithm and the Monte Carlo approach. The range is computed as the difference between the maximum and the minimum of the access measure for each census tract. The difference in the results is shown in Figures 4 and 5 . Specifically, Figure 4 shows the number of census tracts for which the range of the access measures is within 2 and 20 miles for the two approaches. Results obtained from the Monte Carlo approach show that 28 out of 635 census tracts have access which varies Figure 4 : Distribution of the census tracts for which the access measure varies between 2 and 20 miles for the two different approaches (i.e., Monte Carlo approach and our local search algorithm). Hence, in what follows, we only focus on the results obtained from the local search algorithm.
Figures 6a and 6b show the lower limit and the upper limit of the access measure for each census tract (Q1), and Figure 7 shows the range of the access measure for each census tract (Q2). Darker areas in Figure  7 are those census tracts where the range of the access measure is greater than 10 miles, which corresponds to 39 census tracts out of 635 (i.e., 6% of the total). Table 7 and Figures 8a and 8b can be used to address questions Q3 and Q4. The table shows the distribution of the minimum and of the maximum access level in the state among the census tracts. Figure 8a divides the census tracts in two groups according to the value of their minimum access level: dark (light) tracts have a minimum access which is greater (less than or equal to) 10 miles. Figure 8b divides the census tracts in two groups according to the value of their maximum access level: dark (light) tracts have a maximum access which is greater than (less than or equal to) 5 miles.
According to Table 7 , 13% of the census tracts have a minimum level of access which is greater than 10 miles. In other words, the population in these census tracts always travel on average at least 10 miles to reach the assigned provider. These census tracts are the dark regions in Figure 8a . On the other hand, 64%
of the census tracts (column maximum level of access in Table 7 ) are such that the corresponding population never travel more than 5 miles to reach the assigned provider. These census tracts are the light regions in 
Conclusions
We defined and studied a new optimization problem, the outcome range problem, which aims at quantifying unintended consequences of an optimal decision in an uncertain environment. The problem is important from both application and theoretical viewpoints. Indeed, on the one hand, the problem is particularly relevant for government agencies, public health decision makers, policy makers, city managers, and other stakeholders who make decisions that have differential impacts on different communities and subpopulations, and we showed this on a real case related to healthcare access measurement. On the other hand, this is a new problem which adds to the optimization literature, and specifically, to the interval linear programming literature. In this paper, we gave a very general definition of the outcome range problem, addressed a specific version of it, for which we assessed the computational complexity, and proposed two approximation methods. Our proposed local search algorithm seems promising in computing a cheap but tight approximation of the problem. In contrast, the proposed super-set based method does not return a tight approximation; thus, there is room for improvement. The methods were tested on two sets of randomly generated instances, and on a real case instance. We plan to further investigate theoretical properties and solution methods on a more general version of the problem. 
