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Resum
Aquest treball descriu l'avaluació de diversos algorismes de cerca, basats en xarxes neu-
ronals optimitzadores, aplicats a una familia de problemes, la generació de dissenys en
blocs.
Donat un conjunt (u, 6, u) de paràmetres (v files, b columnes i u uns), un disseny en
blocs és tota configuració-v x b binària que compleixi les propietats següents: u uns, r
uns per fila, k uns per columna, i correlació A entre parelles de files. Els valors [u, r, k, A]
s'anomenen aquí descriptors del disseny i, donat que han de ser enters, restringeixen
l'admissibilitat dels paràmetres. L'admissibilitat, però, no implica l'existència del disseny
corresponent.
Un algorisme d'optimització es pot descomposar en una funció de cost, que conforma
el paisatge, i una estratègia de cerca, que determina la manera d'explorar-lo. El treball
proposa un repertori de funcions de cost, basades en el nombre de parelles com a mesura
de distribució de cada una de les propietats del disseny. L'estructura resultant correspon
directament a una xarxa optimitzadora amb connexions d'aritat quatre.
Les estratègies que s'avaluen són tres. Dues estratègies clàssiques (cerca descendent
i recuita simulada), i una estratègia pròpia, la cerca cooperativa, que explora l'espai de
cerca en paral·lel amb diverses instàncies de xarxa evolucionant en esquadra, en la di-
recció d'energia mitjana decreixent. La reducció progressiva del radi (màxima distància
de hamming al centre de l'esquadra), condueix la cerca cap a valls cada cop més profondes.
Donat un cas experimental particular, el cost esperat fins la primera solució és la va-
riable escollida com a resultat experimental, ja que té en compte els recursos invertits.
Problema, funció i estratègia constitueixen els factors principals de l'avaluació experimen-
tal. Però, tenint en compte els subfactors que hi intervenen (coeficients de les funcions
de cost i paràmetres de les estratègies), una anàlisi factoria! completa és intractable.
L'experimentació, aleshores, s'ha de planificar en tres etapes: una etapa d'entrenamet,
per ajustar coeficients i paràmetres, una etapa de comparació, per analitzar les prestaci-
ons de cada un dels factors, i una tercera etapa per a l'aplicació del millor algorisme trobat
a problemes de tamany creixent.
Els resultats de l'etapa de comparació (sobre els 25 problemes més petits) mostren una
forta interacció entre els factors. La recuita simulada (24 problemes resolts) és l'estratègia
de cerca que resulta més eficient. La cerca cooperativa supera a la cerca descendent en el
nombre de problemes resolts (22 contra 13), però, en els problemes que resolen totes dues,
resulta menys eficient. De les 9 estructures proposades, la funció de cost que va millor
resulta ser la més senzilla. Els resultats de la tercera etapa mostren que, tot i que alguns
problemes són intrínsecament fàcils (o difícils), el nombre de cassos que queden irresolts
creix amb el tamany del problema. En conjunt, la generació de dissenys en blocs ha estat
un bon banc de proves per als algorismes d'optimització neuronals.
Finalment es proposa una nova familia de configuracions combinatòries, que anomenem
dissenys màximament equilibrats, que admeten fins a dos valors correlatius dels últims tres
descriptors, evitant així les restriccions d'admissibilitat. S'analitzen algunes de les seves
propietats, i es verifiquen experimentalment. De 38 cassos escollits per a les proves, 26
s'han pogut resoldre. A efectes de generació, doncs, els dissenys màximament equilibrats
no són gaire més difícils que els dissenys en blocs.
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Capítol 1
Antecedents i objectius
La cerca és el procés d'explorar un espai amb un determinat objectiu seguint una
estratègia. L'anàlisi combinatòria estudia aquells casos en que l'espai està definit
implícitament per les combinacions possibles d'un nombre finit d'elements discrets.
L'objecte d'estudi, el pro6/ema, són aquelles configuracions o combinacions concretes
que compleixen determinades propietats. L'optimització combinatòria estudia els
algorismes de resolució d'aquests problemes que es basen en la definició d'una funció
de cost que assigni un valor a cada una de les configuracions, de tal manera que la
solució coincideixi amb V òptim (màxim o mínim) de la funció. La manera d'explorar
aquest paisatge dependrà, aleshores, de l'estratègia de cerca que fem servir.
Aquest treball proposa i estudia alguns models de xarxes neuronals optimitza-
dores aplicades a la generació de dissenys en blocs. El problema, la construcció d'un
disseny, consisteix en posar u peces sobre un tauler de u x 6 files i columnes de
tal manera que cada fila tingui r peces, cada columna en tingui fc, i que les peces
de cada parella de files coincideixin en A posicions. L'espai de cerca són totes les
configuracions possibles del tauler. I els algorismes que farem servir es basen en
alguns models de xarxa neuronal que incorporen, de manera integrada, funció de
cost i estratègia de cerca.
En aquest capítol es presenten els antecedents (dissenys i xarxes optimitzadores)
i es descriuen els objectius i organització de la memòria.
1.1 El problema: Generació de dissenys en blocs
incomplets equilibrats
Els dissenys en blocs provenen de l'estadística en l'àmbit del disseny
d'experiments [Yates, 35, Fisher, 40]. Suposem, per exemple, que volem comparar
v varietats d'una llavor, per veure quina d'elles produeix millor collita. Si disposem
d'un territori homogeni prou gran hi plantarem una mostra de cada varietat i estudi-
arem la mitjana de cada collita. Però si el territori de que disposem no és homogeni,
caldrà subdividir-lo en parcel·les que ho siguin. La collita aleshores dependrà de dos
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factors: la varietat de llavor que hem fet servir i la fertilitat de la parcel. la on s'ha
plantat. L'estratègia habitual, en aquest cas, consisteix en fer blocs o subconjunts
de les varietats, i plantar cada bloc en una parcel·la diferent. Si cada bloc admet
totes les varietats, direm que els blocs són complets. En cas contrari, i per b blocs, el
problema de construir un disseny en blocs incomplets equilibrat consisteix en decidir
quines varietats cal incloure a cada bloc de manera que:
i) Cada varietat estigui inclosa en el mateix nombre de blocs.
ü) Tots els blocs incloguin el mateix nombre de varietats. ;
iii) Cada parella de varietats coincideixi en el mateix nombre de blocs.
Les condicions i) i ü) defineixen un disseny en blocs, i la iii) defineix un disseny
equilibrat. La condició d'equilibri garanteix que, globalment, la comparació entre
parelles de varietats es fa amb la màxima precisió.
Mentre l'estadística s'interessa per l'anàlisi dels resultats de l'experiment,
l'anàlisi combinatòria estudia els dissenys en blocs en si, les seves propietats i
la seva construcció (vegeu, p. ex., [Anderson, 89], com introducció, o [Hall, 86,
Street & Street, 87]). En termes de combinatòria, doncs,
Definició 1.1 Un disseny en blocs incomplets equilibrat és una família de b subcon-
junts d'un conjunt donat S amb v elements tal que, per a valors fixos de k i X, amb
k < v i X > O,
i) cada subconjunt té exactament k elements, i
ii) qualsevol parella d'elements d'S apareix exactament en A subconjunts.
Com veurem, de les condicions anteriors es deriva que
iii) cada element pertany exactament a r subconjunts.
Els valors (u, 6, r, fe, A) són els paràmetres del disseny, els elements del conjunt S
són les varietats, i els subconjunts són els blocs. El terme "família" indica que pot
haver-hi blocs repetits.
Els dissenys en blocs es poden representar per mitjà de la seva matriu
d'incidència, que és la terminologia que farem servir al llarg d'aquest treball.
Definició 1.2 Sigui A = [xij] una configuració donada, sobre l'espai A — v x b de
configuracions binàries amb v files i b columnes. Sigui o = £)"_i £)¿=i Xij d nombre
d'uns de la configuració A, r,- = £^=1 Xij el nombre d'uns de la fila i, k j = $D"=1 KÍJ
el nombre d'uns de la columna j, i A,-jt = £^=i XíjXkj Ia correlació entre les files i
i k1. Direm que A és la matriu d'incidència d'un disseny en blocs amb paràmetres
(v, b, r, k, X) si i només si es compleixen les propietats següents:
1Sempre que es pugui distingir clarament pel context, el símbol k denotarà, d'una banda, el
nombre d'uns d'una columna i, de l'altra, el subíndex auxiliar d'una fila.
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i) Nombre d'uns just: o = u, amb u — vr = kb.
ii) Files uniformes: r,- = r, i = 1, . . . , v.
in) Columnes uniformes: k j = k, j = 1, . . . , b.
iv) Equilibri: A¿fc = A, i = 1, . . . ,v — 1, k = i + 1, . . . ,v.
L'entrada x¿j (E {0, 1} representa, aleshores, la incidència de l'element i al bloc j,
cada fila indica a quins blocs pertany un element donat, i cada columna indica
quins elements pertanyen al bloc corresponent. Com abans, les condicions i) i ü) es
deriven de les altres dues, però les propietats que descriuen ens faran servei al llarg
del treball.
A la figura 1.1 es mostren algunes configuracions de l'espai A — 6 x 10. Es
sabut que, en aquest espai, tots els dissenys que existeixen tenen per paràmetres
(6,10,5,3,2), amb un total de 30 uns. La primera configuració, Al, mostra un
exemple de disseny. La segona, Al, il·lustra la noció d'isomorfisme. Malgrat que
aparentment és ben diferent d'Al, s'ha obtingut per permutació de les seves files i
columnes, tal com s'indica al peu. De fet, es sabut que tots els dissenys que existeixen
amb aquests paràmetres són isomorfes entre si. El següents dos exemples mostren
que és possible satisfer la condició d'equilibri amb files i columnes mal repartides,
sempre que el nombre d'uns sigui menor que el nombre just. Però, com mostra la
configuració A5, files i columnes uniformes no són suficients per satisfer-la. El darrer
exemple, amb 30 uns justos, tot i ser molt similar a Al no satisfà cap de les altres
condicions.
Els paràmetres (v, b, r, k, A) d'un disseny estan lligats per les dues condicions
d'admissibilitat següents:
vr = bk (1,1)
r(*-l) = A(ü- l ) , (1.2)
que expressen relacions de consistència. El nombre total d'uns és el mateix, tant si
els comptem per files com per columnes. I els uns que correlen amb els d'una fila i
donada es poden comptar de dues maneres (figura 1.2): considerant el nombre de
columnes que intervenen (r columnes, amb k — 1 uns cada una), o considerant les
correlacions de la fila i amb la resta (v — l vegades A).
Si apliquem el raonament anterior a una fila i qualsevol, donat que en un disseny
k i A són fixos (condicions i) i ü) de la definició 1.1), tenim que
tal com s'expressa a la condició iii).
En aquest treball farem servir (v, b,u), amb u = vr = bk, com a paràmetres inde-
pendents, i el disseny corresponent es denotarà com DB(u,6, u). Les propietats de
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Al, un disseny (6,10,5,3,2)
1
1
1
3
11 11
11 1 1 1
11 1 1
1 11 11
1 1 1 11
1 1 1 1
3 3 3 3 3 3 3 3 3
a)
5 2 2 2 2 2
5 2 2 2 2
5 2 2 2
5 2 2
5 2
5
30
A2, un disseny isomeri
I l i l i
1 1 1 1 1
I I 1 1 1
I I I 1 1
1 1 1 11
1 1 1 11
5
5
5
5
5 2
5
3 3 3 3 3 3 3 3 3 3 3 0
b)
2 2 2 2 2
2 2 2 2
2 2 2
2 2
A3, equilibrada
1 1
1 1
1 1
1 1
1 1
1 1
6 6 0 0 0 0 0 0 0 0 1 2
c)
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2 2
2
1
1
1
1
1
1
A4, equilibrada
11
1 1
1 1
1 1
1 1 1 1
1 111
3
•A
4
4
6 2
5
6 4 3 2 2 2 2 2 2 0 2 5
d)
2 2 2 2 2
2 2 2 2
2 2 2
2 2
A5, files i columnes uniformes
l 11 11 5 2 2 2 2 2
11 l l l 5 1 3 2 2
1 1 1 1 1 5 2 2 2
1 1 1 1 1 5 2 1
111 1 1 5 2
l 1 1 1 1 5
3 3 3 3 3 3 3 3 3 3 3 0
e)
A6, 30 uns
l 11 11
11 1 1 1
111 1 1
1 1 11
1111 11
l 1 1 1 l
5
5
5
4
6 3
5
3 3 3 3 2 4 3 3 3 3 3 0
f)
2 2 1 3 2
2 2 3 2
2 2 2
l 2
Figura 1.1: Exemples de configuracions-6 x 10. Matriu d'incidència (només es repre-
senten els Is), uns per fila, uns per columna, uns totals i matriu triangular de corre-
lacions entre files (llegida en horitzontal, correlació entre les files 1-2, 1-3,... ,5-6). a)
Un disseny en blocs amb paràmetres (6,10,5,3,2). b) Un disseny isomorf a l'anterior,
obtingut per permutació de les files 1-2, 3-4, 5-6, i les columnes 1-2, 3-4, 5-6, 7-8 i
9-10. c) Una configuració equilibrada, però amb files i columnes mal repartides, d)
Millor distribució, però files i columnes encara no són uniformes, e) Una configu-
ració amb files i columnes uniformes, que no compleix la condició d'equilibri, f) Una
configuració amb el nombre d'uns just, que sembla ben distribuida però no compleix
cap de les altres condicions.
1.1 EL PROBLEMA
v-l
1 1 1 1 1
'¿y^
0 0 0 0 0 i
Figura 1.2: Donat un disseny en blocs, i permutant files i columnes per tal d'agrupar
els uns de la fila i de la manera que es mostra, el nombre d'uns dins l'àrea ombrejada
es pot comptar de dues maneres. Donat que cada columna té exactament k uns,
les r columnes implicades en tenen k — 1 a l'àrea ombrejada. I, donat que totes les
correlacions valen A i tots els uns de la fila i estan per sobre de la zona afectada, les
v — 1 files restants tenen exactment A uns en aquesta àrea.
la definició 1.2, aleshores, queden resumides pels valors [tí,r, fc, A], que anomenarem
descriptors del disseny, amb
r =
k =
X =
u/v
u/b,
r(k - 1)
v — 1
u(u - b)
bv(v — 1)
(1.4)
(1.5)
(1.6)
En aquests termes, els paràmetres (u, 6, u) són admissibles si i només si les tres
equacions anteriors es satisfan per a valors enters d'r, k i A. La relaxació d'aquesta
restricció serà objecte d'estudi en el capítol 6.
Citem ara algunes definicions i propietats dels dissenys que ens faran servei
més endavant. La seva formulació i demostracions es poden trobar, per exemple,
a [Street fe Street, 87].
Definicions:
• Un disseny compleix la condició de lligam quan la correlació entre cada parella
de columnes és exactament /í,
(1.7)
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• La configuració dual d'una configuració donada és la resultant d'intercanviar
files per columnes.
• Direm que una configuració és quadrada quan v = b.
• La configuració complementària d'una configuració donada és la resultant
d'intercanviar l's per O's.
Propietats: ,
• Per a qualsevol disseny en blocs, v < b (teorema de Fisher).
• El dual d'un disseny en blocs és un disseny en blocs si i només si es tracta
d'un disseny quadrat.
• Un disseny en blocs compleix la condició de lligam si i només si es tracta d'un
disseny quadrat.
• El complementari d'un disseny en blocs és un disseny en blocs.
L'admissibilitat dels paràmetres és condició necessària però no suficient per a
V existència d'un disseny en blocs. Per exemple, per a (15,21,105) els paràmetres
són admissibles (amb descriptors [105,7,5,2]), però està demostrat que el disseny no
existeix (no hi ha cap configuració-15 x 21 que compleixi les condicions). Algunes
famílies de dissenys (dissenys que els seus paràmetres satisfan determinades pro-
pietats) es poden construir analíticament, per mètodes directes o recursius (vegeu
p.ex. [Hall, 86], capítol 15). D'altres s'han resolt amb tècniques algorísmiques (ve-
geu, p.ex., [Gibbons et al.,77, Corneil & Mathon, 78]). En general, però, l'existència
o no existència d'un disseny és un problema obert, que depèn de cada cas particular.
Donat un conjunt de paràmetres admissible, el nombre N3 de solucions no isomorfes
a vegades és conegut (o acotat) i a vegades no, però el coneixement (analític) d'7Vs
no implica, necessàriament, que el disseny s'hagi pogut construir. La situació es
troba resumida a [Mathon & Rosa, 90]2, on es presenta el llistat de tots els conjunts
de paràmetres admissibles amb r < 4 1 i 3 < f c < u/2 (els casos amb k < 2 són
trivials, i els casos amb k > v/2 queden representats pel seu corresponent com-
plementari). Els conjunts de paràmetres es presenten numerats (rw¿) per ordre d'r
creixent, i es presenten les cotes conegudes dWs, amb les referències bibliogràfiques
que les estableixen. En concret, Na = O indica que el disseny no existeix, i Ns =?
denota un problema obert. La taula 4.1, al capítol 4, en presenta un subconjunt.
Des de la perspectiva de la generació, les solucions analítiques apliquen a fa-
mílies infinites, que inclouen dissenys de tamany vb —> oo, però no serveixen per
a la resta de casos. Mentre que les tècniques algorísmiques, tot i ser generals,
tenen un abast limitat pel tamany del problema. El problema obert més petit
que es coneix és (22,33,264) [McKay & Radziszowski, 96], amb vb = 726. La
2La darrera actualització d'aquestes taules es troba a [Mathon & Rosa, 96].
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cerca exhaustiva, doncs, no pot encara resoldre casos d'aquestes dimensions. En
el cas general, la generació algorísmica de dissenys en blocs és un problema NP-
complet [Corneli & Mathon, 78], però a la pràctica, com veurem, la dificultat de
generar un disseny depèn més de cada cas particular que no pas del seu tamany.
A [Gibbons, 96] es pot trobar una revisió recent de l'estat de la qüestió que, malhau-
radament, no inclou el llistat sistemàtic de quines tècniques són bones per resoldre
quins dissenys.
En aquest treball, l'èmfasi es posa en l'ús dels dissenys en blocs com a banc
de proves per a la comparació experimental d'algorismes, més que en l'intent de
resoldre problemes oberts.
1.2 L'algorisme de cerca: Xarxes neuronals op-
t irait zador es
Les xarxes neuronals artificials neixen com a paradigma de computació cap
als anys 50 amb els treballs de McCulloch i Pitts, que proposen un model
del comportament elèctric de les neurones biològiques, apte per a la compu-
tació [McCulloch & Pitts, 43]. I, després d'un període de latència, reapareixen amb
força a principis dels anys 80, amb l'aparició d'una sèrie de treballs que obren noves
perspectives, com [Hopfield, 82, Rumelhart et al., 86, LeCun, 85, Hinton et al., 84,
Kohonen, 87, Grossberg, 87, Barto et al., 81, Jordan, 86, Arbib, 89], entre al-
tres. Els models i aplicacions de xarxes neuronals que s'han proposat
són molt diversos (com a introducció podeu consultar, p. ex., [Bofill, 92,
Torras, 89, López et al., 89, Lippmann, 87], o bé manuals més extensos com,
p.ex., [Rumelhart & McClelland, 86, Kohonen, 87, Hertz et al., 93]).
El denominador comú de tots aquests models és l'existència d'un nombre im-
portant d'unitats senzilles de procés (les neurones), fortament interconnectades
entre si per mitjà de connexions ponderades (les sinapsis), que calculen el seu estat
d'activació segons una regla local del tipus
& = ^WijXj-Oi, (1.8)
««
Xi «- /(&) (1.9)
on fa representa l'entrada neta o camp local de la unitat z, x,- representa el seu
estat d'activació, Wij és el pes de la connexió entre les unitats i i j, #,• és el llin-
dar d'activació de la unitat i, i / és algun tipus de funció no lineal que acota el
marge de valors permesos a a;,-. En la majoria d'aplicacions els pesos tu,-j de les
connexions i els llindars 0,- de les unitats s'entrenen a partir d'exemples i es diu que
les xarxes aprenen. Mentre que en altres aplicacions, com en el cas de les xarxes
optimitzadores, els pesos i llindars es calculen analíticament en funció del problema
a resoldre. A [Bofill et al., 89] es descriuen l'optimització i l'aprenentatge neuronals
com dos processos de cerca que tenen lloc a curt i llarg termini, respectivament.
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l a [Bofill et al., 90] es presenta una realització del model de retropropagació del
gradient, l'algorisme d'aprenentatge neuronal més popular, sobre sistemes multipro-
cessador.
Aquest treball es centra únicament en les xarxes neuronals optimitzadores (xar-
xes per resoldre problemes d'optimització) i en aquest apartat es descriuen els models
bàsics que fem servir:
• El model discret de Hopfield.
• La màquina de Boltzmann i la recuita simulada. ;
• Xarxes d'ordre superior.
En aquest treball les xarxes neuronals optimitzadores s'estudien com a tècniques
de propòsit general. En conseqüència, no es fa cap intent d'incorporar el coneixement
del problema (les propietats dels dissenys) als algorismes de cerca.
1.2.1 El model discret de Hopfield i la cerca descendent
El model discret de Hopfield [Hopfield, 82] realitza una estratègia de cerca local
descendent sobre un espai de variables binàries. Les unitats de procés de la xarxa
són les variables d'estat (x,- 6 {0, 1), i = 1, . . . , d) i el seu valor determina un estat o
configuració de la xarxa en un instant determinat. L'espai de cerca (2d configuracions
possibles) són els vèrtexos d'un hipercub binari. L'estratègia de relaxació consisteix
en partir d'un estat inicial a l'atzar i actualitzar cada unitat (de manera seqüencial
o asíncrona) segons la regla de decisió següent:
J<
^
1
'
 si
 & < 0
n .O, altrament,
amb el camp local <^,- donat per (1.8). Si el nou valor xf de la unitat i és diferent
del vell direm que s'ha produït una transició (a;,- — > z,-), i el sistema realitza un
moviment en la direcció i de l'espai d'estats. L'algorisme convergeix quan no es pot
moure en cap de les d direccions i el valor de totes les variables és consistent amb
el que els assigna la regla de decisió. La funció / de l'equació (1.9), en aquest cas,
és la funció graó i, sense pèrdua de generalitat, la definim en sentit descendent per
coherència amb el conveni de signes que s'utilitza a la resta del treball.
Si les connexions són simètriques (wfj = w¿¿), la convergència de l'algorisme està
garantida perquè és possible definir una funció d'1 energia computational
E
 = ñ Z) wijxixi - Z) GiXi ' ( 1 • 1 1 )¿
 (<J)
que associa a cada estat la suma dels pesos de les connexions i llindars actius (que
connecten unitats en estat 1). L'increment d'energia respecte a la unitat i és,
aleshores,
A''£ = E\ti=l - E\Xi=0 = fa, (1.12)
1.2 L'ALGORISME DE CERCA 9
i, amb Xì el valor actual, l'energia de transició ve definida per
A'frans£ = E\Si - E\XÍ = (l - 2xi)<t>i. (1.13)
En termes de transicions, la regla de decisió anterior es reescriu aleshores com
z¿«-xi, su &ÌransE < 0. (1.14)
Amb aquesta regla, doncs, el sistema només accepta les transicions que fan disminuir
l'energia (cerca descendent). I, com que l'energia és acotada, l'algorisme convergeix
necessàriament en un mínim.
Donat que totes les transicions es realitzen entre configuracions veïnes (entre
configuracions que només es diferencien en l'estat d'una sola unitat), diem que el
model de Hopfield realitza cerca local. L'avantatge principal que s'en deriva és que
el nou valor En de l'energia, en cas de produir-se una transició, es pot avaluar
incrementalment com
En = E + &ÍransE. (1.15)
I el cost computacional de l'avaluació de AjBírans (el còmput del camp local a
l'eq. 1.8) és inferior en un ordre al de l'avaluació directa d'E a l'equació (1.11).
En termes de relaxació, la convergència del sistema es produeix sempre en algun
mínim local. Però, i aquest és l'inconvenient principal del model, quan el paisatje
d'energies no és convex, el mínim obtingut no és necessàriament global. No ens
garanteix, per tant, que haguem trobat el punt òptim que minimitza E.
El model de Hopfield va ser proposat inicialment per a aplicacions de memòria as-
sociativa (els mínims de l'energia són els estats que es volen evocar), i a [Hopfield, 84]
el model es va extendre a valors dels x,- continus. A [Hopfield & Tank, 85] es presenta
la seva aplicació a problemes d'optimització combinatòria, tema que es descriu en
profunditat a [Aarts & Korst, 87]. La idea bàsica és associar les unitats de procés
de la xarxa a les variables d'estat del problema a resoldre, i escollir els pesos de
les connexions i llindars de tal manera que els mínims d'energia de la xarxa es
corresponguin biunívocament amb els òptims de la funció de cost del problema.
A [Jagota & Regan, 97] es descriu una aplicació recent d'aquesta tècnica.
Com veurem en el proper apartat, l'ús del concepte d'energia computacional
introdueix un paral·lelisme entre una xarxa optimitzadora i alguns models de la
mecànica estadística.
1.2.2 La màquina de Boltzmann i la recuita simulada
La recuita simulada [Kirkpatrik et al., 83] és una estratègia per introduir aleatorietat
al procés de cerca descendent amb l'objectiu d'evitar mínims locals i, combinada amb
el model de Hopfield, es coneix com a màquina de Boltzmann [Ackley et al., 85]. En
aquest model, enlloc d'actualitzar de manera determinista cada variable d'estat, el
que es fa és assignar-li un valor amb una determinada probabilitat, segons una nova
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regla de decisió estocàstica. En termes de transicions, la probabilitat P {x i — > x i}
de commutar la unitat i s'assigna pel mètode de Montecarlo d'acord amb
P{Xi -> X,-} = <7(A'£tranS; T), (1.16)
on la funció d'acotació g : 7?. — » [0, 1] que s'utilitza amb més freqüència és o bé
l'anomenada funció sigmoidal
^
;r) =
 '
 (L17)
o bé la l'anomenada regìa de Metropolis [Metropolis et al., 53], que en la nostra
formulació s'expressa com
J. ,
e-T altrament. (1-18)v '
En aquest treball hem optat per la segona, perquè condueix a una relaxació més
ràpida. La regla de Metròpolis accepta totes les transicions que fan decréixer
l'energia de la xarxa, però també accepta transicions ascendents amb una proba-
bilitat que depèn de la temperatura computational T. Aquest paràmetre s'utilitza
aleshores per controlar el nivell d'aleatorietat. Per a T — >• oo s'accepten totes les
transicions, i per a T — »• O el model es redueix al de Hopfield.
La màquina de Boltzmann és un model estocàstic que es pot descriure en ter-
mes de mecànica estadística (vegeu, p.ex., [Hertz et al., 93],) i la seva dinàmica ve
governada per V energia lliure del sistema F,
F=<E> -TS, (1.19)
on < E > és l'energia mitjana i S és l' entropia. Quan s'assoleix V equilibri tèrmic
l'energia lliure F es minimitza, i totes les variables d'estat es fan estacionaries. En
particular, la probabilitat Pa de trobar el sistema en un estat a qualsevol d'energia
Ea es fa independent del temps, i segueix una distribució de Boltzmann-Gibbs
(d'aquí el nom del model,)
PC, = \z-^, (1-20)
on Z és una constant de normalització (la funció de partició.) Energia mitjana i
entropia es poden expressar aleshores com
(1.21)
(1.22)
F = £XPO +T£;PalogPa, (1.23)
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és l'energia lliure de la distribució.
Una condició suficient perquè un sistema dinàmic es mantingui en equilibri tèrmic
és que, en mitjana, el nombre de transicions entre dos estats a i ß qualsevols sigui
el mateix. Es a dir, que
PaP{a -» ß } = PßP{ß -> a}, (1,24)
on P{a —»• ß } és la probabilitat de que es produeixi una transició de l'estat a a
l'estat ß. En el cas de la distribució de Boltzmann-Gibbs, si reescribim l'equació
anterior en forma de cocients, i tenint en compte (1.20), la condició d'equilibri es
pot reescriure corn
p{"->ß}_ PL _
 e-fiç«=.p{ß -> «} - pa - • (L25)
Com que a la màquina de Boltzmann només tenen probabilitat diferent de zero les
transicions entre estats veïns, si dos d'aquests estats es diferencien en la unitat i
i associem a al valor x¿ i ß al valor x,-, aleshores P{a —> ß} = P{x¿ —»• ô:,-} que,
desenvolupant per a qualsevol de les dos expressions de g a (1.16), condueix a
pr- i - - • í1-26)P{Xi -^ Xi}
La régla de decisió garanteix, doncs, que la situació d'equilibri tèrmic a la màquina
de Boltzmann és estable.
La distribució de probabilitats de l'equació (1.25) és important perquè indica
que l'aleatorietat introduïda no és arbitrària. Per a dos estats a i ß qualsevols, la
relació de probabilitats depèn de la diferència d'energies, ponderada per la inversa
de T. D'aquesta manera, els estats de rnenor energia són més probables i el sistema
té tendència a evolucionar per les zones en que l'energia mitjana és més baixa. El
paràmetre T, aleshores, permet controlar la profunditat de les "valls" i "barreres"
del paisatge tèrmic resultant.
L'estratègia de la recuita simulada consisteix en començar a una temperatura
prou elevada i anar "refredant" poc a poc. Un refredament massa ràpid congelaria
el sistema en un mínim local. Però si el refredament és prou lent, i les perturba-
cions a l'equilibri tèrmic no són molt importants, el sistema evoluciona cap a valls
cada cop més profondes, i la probabilitat de trobar un mínim global augmenta. Es
demostra que, en el límit (refredament infinitament lent), l'algorisme convergeix as-
simptòticament cap a un òptim (vegeu, p.e, [Aarts & Korst, 88]). A la pràctica,
amb temps finit, el model és molt eficaç per trobar pseue/o-òptims de qualitat.
La dificultat principal de la recuita simulada està en trobar una llei de decrement
de la temperatura adequada al problema. El més habitual en la literatura és utilitzar
una llei geomètrica del tipus
rn = rrn_!, (1.27)
on r < 1 és una constant que regula la velocitat de decaïment (típicament T =
0.8... 0,99). Les temperatures inicial TO i final T j també s'han d'escollir amb compte
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per no perdre el temps iterant a temperatures massa altes (on tots els estats són
pràcticament equiprobables) ni massa baixes (quan el sistema ja ha quedat "atrapat"
en una vall). El que convé, doncs, és invertir tot el temps disponible en refredar
lentament al voltant de la temperatura crítica Tcri a la qual es formen les valls
significatives (vegeu, p.e., [Hertz et al., 93]).
Tot i ser un model teòricament atractiu, l'inconvenient de la màquina de
Boltzmann és que el seu cost computacional és elevat. L'extensió natural
del model que acabem de descriure és la màquina de Boltzmann determi-
nista [Peterson & Anderson, 87, Aarts & Korst, 88, Hertz et al.,;93] que, basada en
la teoria del camp mitjà de la mecànica estadística, enlloc d'explorar la distribució
d'equilibri pel mètode de Montecarlo, calcula les mitjanes tèrmiques corresponents
a cada temperatura. La seva realització requereix variables reals i per aquest motiu,
com veurem més endavant, no ha estat inclosa en el nostre repertori d'algorismes
de cerca. Algunes variants i aplicacions d'aquest model es troben, per exemple,
a [Peterson & Södeberg, 89, Gutzmann, 87].
La màquina de Boltzmann s'utilitza també en aplicacions d'associació de patrons
en les que, a partir d'un conjunt d'entrenament, els pesos s'aprenen segons un criteri
de màxima versamblança entre les distribució forçada i lliure [Hinton et al., 84].
1.2.3 Xarxes d'ordre superior
Els models de xarxa neuronal que hem considerat fins ara només tenen en compte
les restriccions d'aritat 1 (els llindars) i 2 (les connexions). El model és directament
extensible a restriccions de qualsevol aritat (xarxes d'ordre superior) [Sejnowski, 86].
Les equacions (1.8) i (1.9) es reescriuen aleshores com
& = -#t + 53 W<JXÍ + 1C wijkXjXk + 53 wijklXjXkXl • • • , (1.28)
Í (},k) (j,k,l)
, (1-29)
on Wijk, Wijkii • • • -, són els pesos de les connexions d'aritat 3, 4, etc. (No s'admeten
subíndexos repetits).
Per a aplicacions d'optimització (vegeu, p.ex., [Joya et al., 91]), definim E com
la suma dels pesos de les totes les connexions actives
E =
 ~ 53 0«x« + ]C wijxixj + IL, WijkXiXjXk + 53 WijkiXiXjXkXi 4- • • • , (1.30)
«' («J) («,j,fc) (i,l,k,l)
on una connexió està activa quan totes les variables que hi intervenen ho estan.
Si assumim que les connexions són simètriques (el valor dels pesos no depèn de
l'ordre dels subíndexos), aleshores E és una funció d'energia com en el model de
Hopfield, i les regles de decisió descendent (eq 1.14) i estocàstica (eq. 1.16) es poden
aplicar directament. El camp local a la unitat i correspon aleshores, com abans, a
l'increment d'energia A*E. En aquest treball, els models de xarxa que farem servir
tenen restriccions d'aritat 1, 2 i 4.
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La dinàmica de les xarxes optimitzadores s'estudia a [Goles & Matamala, 94] i
a [Jagota & Wang, 96], entre d'altres. A [Van den Berg, 96] es proposa una extensió
del model de Hopfield amb una definició de l'energia lliure que admet expressions
generalitzades tan per als camps locals (xarxes d'ordre superior incluides), com per
a la funció d'acotació (eq. 1.16).
1.3 Objectius de la tesi i organització de la
memòria
L'objectiu principal d'aquest treball és l'avaluació de les xarxes neuronals optimit-
zadores, enteses com algorisme de cerca, enfront d'un problema difícil, la generació
de dissenys en blocs. Cada instància del problema és un DB(v,6, u).
El primer pas consisteix en la formulació del problema en termes d'optimització
combinatòria, és a dir, en definir funcions de cost F, els mínims globals de les quals
corresponguin a solucions del problema. Les funcions que es proposen en aquest
treball es basen en el nombre de parelles com a mesura de distribució de cada una
de les propietats d'un disseny: nombre d'uns, uns per fila, uns per columna i cor-
relacions entre parelles de files que, en el darrer cas, condueixen a restriccions de
quart ordre. Les funcions que s'obtenen, aleshores, venen determinades per la seva
estructura, que defineix quines d'aquestes propietats intervenen, i els coeficients que
determinen la seva composició relativa. El domini d'aplicació de la funció és l'espai
de configuracions-u x b associat a cada instància del problema, i els coeficients de
composició són parametri es en (u, 6, u). En la formulació que fem servir, cada funció
es projecta de manera natural sobre una xarxa optimitzadora de dimensions v x b,
amb connexions d'ordre 1, 2 i 4, per a cada tipus de restricció. Cada unitat de la
xarxa correspon a una variable d'estat, i els pesos de les connexions corresponen
als coeficients de composició, de manera que l'energia E de cada estat de la xarxa
correspon exactament al valor de la funció. Xarxa i funció són, aleshores, comple-
tament equivalents. Un segon grup de funcions, que denominarem de tipus H, es
basen en les propietats del disseny per fer minimització de segon ordre (minimit-
zació quadràtica entre els camps locals actual i òptim). La seva estructura interna
no s'adiu tan bé a les xarxes, però es poden formular equivalències.
Els models neuronals descrits a l'apartat anterior comparteixen l'estructura de la
xarxa (unitats i connexions), i únicament es diferencien en Y estratègia de cerca que
fan servir. Cerca descendent CD, en el cas del model de Hopfield, i recuita simulada
RS, en el cas de la màquina de Boltzmann. RS és parametri ca, en termes de les
temperatures inicial i final, i el ritme de refredament. A continuació es defineix una
formulació algorísmica de la cerca local, que descomposa l'algorisme de cerca en un
subconjunt d'operacions relacionades amb la xarxa (o la funció) i un subconjunt
d'operacions relacionades amb l'estratègia. En aquest marc es reformulen les dues
estratègies anteriors, i es proposa una estratègia nova, la cerca cooperativa CC,
basada en l'exploració paral·lela de l'espai de cerca per mitjà de diverses instàncies
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de xarxa evolucionant en esquadra cap a zones d'energia mitjana decreixent. La
reducció progressiva del radi de l'esquadra condueix el sistema a valls cada vegada
més profondes. Es proposen tres variants de l'estratègia que, com en el cas d'RS, és
paramètrica (tamany S de l'esquadra, radis inicial i final, i ritme de decrement).
L'algorisme anterior es simula en un entorn multiprocessador SIMD basat en una
Connection Machine CM2 [TMC], un hipercub amb N — 2048 processadors d'un bit,
que s'adiu perfectament a la naturalesa binaria de les unitats neuronals. Aquest és el
motiu pel qual, com s'ha dit, no hem inclòs la màquina de Boltzmann determinista
en el nostre repertori. Però es tracta també d'una de les motivacions principals
en la definició de la nova estratègia. Amb un cost de comunicació molt baix, la
cerca cooperativa és un algorisme paral·lel que pretén treure el màxim rendiment
de diversos processadors treballant de manera cooperativa per a la resolució d'un
mateix problema.
L'avaluació d'aquests algorimes es farà aleshores combinant les diferents fun-
cions de cost amb les tres estratègies de cerca, aplicant-els a un repertori de dis-
senys de prova que no siguin massa grans. El problema resultant (el problema de
l'avaluació), és un cas no trivial d'anò/zsz experimental, i s'ha d'abordar amb pre-
caució [Montgomery, 91]. Problema, funció i estratègia s'identifiquen com els factors
experimentals principals. Mentre que l'estructura i composició de les funcions, o les
variants i paràmetres de les estratègies corresponen a subfactors. L'anàlisi facto-
rial complet és aleshores intractable. En una primera etapa d'entrenament, amb
un subconjunt de problemes, s'ajusten composicions, es seleccionen estructures, i
es determinen els paràmetres i variants, en un procés d'optimització experimental.
En una segona etapa es fan les comparacions per a seleccionar les millors funcions
ï les estratègies més eficients, i s'analitza l'evolució dels resultats amb el tamany
del problema. En una tercera etapa, s'aplica el millor algorisme trobat a problemes
cada vegada més grans.
La variable escollida, com a resultat experimental és el cost de relaxació z fins la
primera solució que medeix V eficiència de la cerca, ja que té en compte, de manera
integrada, V eficàcia de l'algorisme per trobar solucions, i els recursos invertits en
conseguir-ho. En l'entorn d'execució presentat, però, un experiment paral·lel és
l'execució simultània d'un descens a cada processador. E(z} s'estima aleshores per
mitjà de la variable w (cost total / nombre de solucions trobades), que es defineix
com resposta de l'experiment paral·lel. Donat que la generació de dissenys és NP-
completa, un indicador important per a l'avaluació d'algorismes és el tamany màxim
dels problemes que l'algorisme és capaç de resoldre.
La formulació utilitzada en la definició de les funcions de cost posa de manifest
algunes propietats noves dels dissenys en blocs, en termes de les mesures que es fan
servir, i porta de manera natural a l'extensió del concepte de disseny a un nou tipus
de configuracions combinatòries que anomerarem dissenys màximament equilibrats,
DMEs. Donat un conjunt (v, b, u) de paràmetres, els DMEs accepten fins a dos
valors diferents en el nombre d'uns per fila (r i r + 1), dos valors diferents en el
nombre d'uns per columna (k i k-\-1), i dos valors diferents en les correlacions entre
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files (A i A + 1). Els DMEs constitueixen, aleshores, un super-conjunt dels DBs, per
als quals les restriccions d'admissibilitat s'han suprimit. A continuació, s'analitzen
algunes de les seves propietats, i s'aplica la millor estratègia de la fase experimental
a la seva generació.
Recapitulant, els objectius que es formulen en aquest treball són els següents:
• Avaluació de xarxes neuronals optimitadores per a la generació de dissenys en
blocs:
— Proposta i formulació de funcions de cost per als DBs.
— Projecció de les funcions de cost sobre una xarxa optimitzadora.
— Proposta i formulació d'estratègies de cerca.
— Avaluació experimental:
* Entrenament i comparació entre problemes, funcions i estratègies, per
tal de determinar el millor algorisme sobre un conjunt de problemes
de prova.
* Comportament del millor algorisme trobat davant de problemes cada
vegada més grans.
— Extensió al cas dels dissenys màximament equilibrats.
• Anàlisi d'algunes propietats de DBs i DMEs, en termes de la formulació uti-
litzada.
L'organització de la memòria és la següent. El capítol 2 correspon a la definició de
les funcions de cost i la seva projecció a la xarxa. Es defineix el nombre de parelles
com a mesura de distribució, s'aplica a les propietats d'un disseny i s'analitza la
condició d'optimalitat (valor de les mesures en una configuració òptima i requisits
mínims d'optimalitat). Les mesures obtingudes es combinen, s'imposen condicions
de validesa, i s'escull un repertori de funcions. La projecció sobre una xarxa d'ordre
4 és immediata. En el darrer apartat, s'explota el coneixement adquirit sobre les
propietats d'un disseny per a definir les funcions de tipus H, i s'analitza el camp
local equivalent.
El capítol 3 presenta les estratègies. Es defineix el marc global i es formulen les
dues estratègies clàssiques. A continuació es presenta i formalitza la cerca coopera-
tiva, juntament amb una petita anàlisi de les seves propietats.
El capítol 4 formalitza el procés d'avaluació experimental. Per a un cas expe-
rimental particular (un problema i un algorisme), es defineix el cosí de relaxació
(en iteracions), per contraposició al temps d'execució, depenent de la realització,
i a la complexitat computacional (de cada iteració). I es caracteritzen les varia-
bles resultat z i resposta w en termes del resultat x = {èxit,fracàs} i el cost c
de l'experiment elemental (un descens). Finalment, es fa una valoració de l'espai
factorial d'experimentació i es planifiquen els experiments.
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El capítol 5 correspon a la realització dels experiments. En 1'etapa
d'entrenament, es caracteritzen estadísticament les variables resultat z i resposta
w, es determinen les millors funcions (estructura i composició), i s'ajusten els
paràmetres de les estratègies. En la segona etapa es fan les comparacions, i s'estudia
l'evolució dels resultats en funció del tamany del problema, i en la darrera etapa
s'aplica el millor algorisme obtingut a problemes cada vegada més grans.
En el capítol 6 es formulen els dissenys màximament equilibrats, s'estudien al-
gunes de les seves propietats, i es revisa quines funcions de cost del repertori són
vàlides per a un DME qualsevol (pitjor cas). La casuística de DMEs s'avalua també
experimentalment i, en un experiment final, s'aplica l'algorisme; de cerca sobre un
conjunt de problemes de prova.
Per acabar, en el capítol 7, es revisen les aportacions del treball i es sistematitzen
les conclusions de l'avaluació experimental. La discussió de les tècniques emprades
condueix a la formulació de perspectives de futur.
Capítol 2
Funcions de cost per a la
generació de dissenys amb xarxes
optimitzadores
L'objectiu d'aquest capítol és l'elecció de funcions de cost vàlides per a la generació
de dissenys en blocs i estructuralment adequades per a la seva realització amb xarxes
optimitzadores.
Fixada la notació, es defineixen mesures de distribució per a cada una de les
propietats d'un disseny (nombre d'uns, uns per fila, uns per columna i correlacions
entre files), i del disseny complementari. La mesura bàsica que s'utilitza és el nombre
de parelles, que s'il.lustra prèviament amb l'anàlisi de la distribució de w boles en
p pots de capacitat q. Aplicada al cas de les correlacions, aquesta mesura condueix
a restriccions de quart ordre que anomenarem quàdruples. Definim el valor òptim
d'una mesura com la seva cota inferior en una configuració hipotètica que compleixi
les propietats d'un disseny. Nombre de quàdruples òptim i nombre d'uns just són,
aleshores, condició necessària i suficient d'optimalitat i, conjuntament, constitueixen
la definició més breu de disseny en termes de les variables d'estat.
Definim una funció de cost F per a la generació de dissenys en blocs com una
combinació lineal de les mesures anteriors que satisfaci les condicions de validesa
(en termes dels seus coeficients). L'estructura d'una funció es defineix aleshores pels
termes que hi apareixen amb coeficient no nul, i la seva composició pel valor de la
resta de coeficients. El repertori de funcions resultant es projecta, finalment, sobre
una xarxa optimitzadora definida amb la mateixa estructura: una unitat per a cada
variable d'estat, i un tipus de connexió per a cada mesura. Així, si s'ajusten els pesos
al valor dels coeficients, l'energia de la xarxa i el cost de la funció s'identifiquen.
En el darrer apartat, coneixent les propietats d'un disseny, es defineix l'error
quadratic entre els camps locals òptim i actual com a objectiu alternatiu de mini-
mització. Això condueix a un nou repertori de funcions, que anomenarem de tipus
H.
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2.1 Notació i terminologia
Donats (u, è, u) com a paràmetres independents, una configuració A — v x b és un
arranjament concret dels v elements en b blocs, i la describim per la seva matriu
d'incidència A = [x,-j]. En termes de cerca, quan l'objectiu és un disseny 'DB(u, 6, u),
les entrades x¿¿ € {0, 1} d'una configuració genèrica són les variables d'estat, i Vespai
de cerca és el conjunt A = {A} de totes les configuracions- u x 6 possibles, de cardinal
2VÍ). Cas d'existir, qualsevol configuració que satisfaci les propietats del disseny és
un òptim, amb descriptors [u, r, k, X] fixos. ;
En sentit ampli, anomenarem mesura M(A) = M(xn,xi-2, • • • ,xvi) a qualsevol
aplicació d',4 en Z o 'R. que assigni un valor a cada configuració. Una mesura M és
vàlida per a medir una determinada propietat si és capaç de discriminar el grau en
que diferents configuracions satisfan aquesta propietat.
Direm que dues configuracions A i A' són veïnes si només es diferencien en el
valor d'un únic component (i, j). Sigui x,-j el seu valor en A, i sigui z,- j = 1 — ¿r.-j el
seu valor en A'. Definim V increment local d'M respecte a x¡j com
AÍJ'M( A] -Ml , - Ml o - í M(A) ~ M(A/)' qUan Xíj =¿1  )  M \Xij=l  \Xi]=0 - _ =
i definim V increment de transició d'M respecte a x,-j com
A'/ransM(A) = M\-Xij - MU, = M(A') - M (A). (2.2)
La relació entre els dos increments és aleshores
A£onsM(A) = (1 - 2*y )A«M(A). (2.3)
La mesura més elemental és U, que compta el nombre d'uns d'una configuració
ü- (2-4)
í=l j=l
Sigui U (A) = o1, i sigui AO C A el subconjunt de configuracions que tenen exacta-
ment o uns, AO = {A : U (A) = o}. Per a una mesura M qualsevol definim
(M\U)min(o) = minAOM(A) (2.5)
= maxAoM(A), (2.6)
com les cotes inferior i superior d'M condicionades al nombre d'uns. I definim
V increment d'aquestes cotes com,
A(M|t/)m''» = (M\U}min(o + 1) - (M|f/)mín(o) (2.7)
A(M|í/)ma*(o) = (M|C/)maz(o+l)-(M|l7)max(o). (2.8)
símbol u, que és un paràmetre, denota el nombre d'uns en el disseny
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El mínim Mmtn de la cota inferior és el mínim absolut de la mesura, i el màxim
Mmax de la cota superior és el màxim absolut. Direm que una mesura té un mínim
(o màxim) puntual, si aquest mínim (o màxim) absolut es produeix per a un únic
valor d'o, que denotarem o*.
Per a qualsevol mesura n = Ar(>l)""que estableixi una partició en .4, les cotes
inferior i superior d'M condicionades a N es defineixen de la mateixa manera, -i les
denotarem per (M\N)min(n) i (M\N)max(n), respectivament.
Finalment, sobre el mateix espai A, els símbols sobre-ratllats denoten referències
a la configuració A = [¿y], complementària d'A Així, si o denota el nombre d'uns
a A, ö denota el nombre d'uns a A, amb 5 = vb — o. I si (v, 6, u) són els paràmetres
d'un disseny, aleshores (u, 6, ü) són els paràmetres del disseny complementari, amb
descriptors (ü,f, fc, A).
Donada una mesura M sobre A, definim la mesura complementària M com
M (A) = M(A). (2.9)
Les seves cotes i increments compleixen, aleshores, les relacions següents:
(M\U)min(o) = (M\U)min(o) (2.10)
(M\U)max(o) = (M\U}max(o), (2.11)
i
A(M|t/)mín(o) = -A(M|t/)mín(o - 1) (2.12)
A(M|t/)mai(o) = -&(M\U)max(o - 1). (2.13)
2.2 Mesures de distribució per a les propietats
d'un disseny
Com s'ha vist a l'apartat 1.1, les propietats que caracteritzen la matriu d'incidència
d'un disseny DB(u,6, u) són el seu nombre d'uns, la uniformitat de files i columnes,
i l'equilibri en les correlacions entre parelles de files. En aquest apartat és defineix
el nombre de parelles aplicat, de manera genèrica, a la mesura de la distribució de w
boles en p pots de capacitat ç, i s'extén, a continuació, a les propietats d'un disseny.
2.2.1 Mesures de distribució basades en el nombre de pa-
relles
L'arranjament d'un nombre indeterminat de boles en p pots depèn del nombre total
de boles w, i de com estan repartides entre els pots. Amb independència del nombre
concret de boles, direm que la distribució de les boles en els pots és uniforme quan
el nombre de boles a cada pot és el més similar possible. I direm que el pitjor cas
en la distribució es produeix quan totes les boles ocupen el mínim nombre de pots
possible.
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Definició 2.1 Sigui p el nombre de pots i sigui bj el nombre de boles al pot j (j =
1,... ,p). Direm que les boles estan màximament o uniformement distribuïdes entre
els pots quan, per a algun valor fix b,
(bj = b) o (6,-= 6+1), -Vj. (2.14)
En aquestes circumstàncies, w = Y^j=i b j és el nombre total de boles i, amb 6 =
[lü/pj i po = w mod p, tindrem po pots amb 6+1 boles, i la resta amb 6. Els valors
6 i PO! que descriuen la distribució uniforme, depenen doncs del nombre total de
boles, i els expressarem com b(w) i po(w). Per a (p,tü) tais que w\p (condició de
multiplicitat) es compleix quepo^) = O i cada pot té exactament b(w) boles. Direm
aleshores que la distribució és estrictament uniforme.
Definició 2.2 Sigui p el nombre de pots i q la capacitat de cada pot. Sigui b j el
nombre de boles al pot j (j = 1,... ,pj. Direm que les boles segueixen una distribució
de pitjor cas quan, com a màxim, existeix un j per al qual
bjï {O,?}. (2.15)
En aquestes circumstàncies, si w és el nombre de boles com abans, pi(w) = [w/qj
i bi(w) = w mod ç, aleshores tindrem pi (w) pots completament plens i un pot amb
61 (w) boles. La resta de pots estaran buits.
El nombre total de boles W(B) estableix una partició en l'espai B = {B} de totes
les configuracions possibles amb p pots de capacitat ç, en funció del seu nombre de
boles io. Una mesura D : B —>• "R. medeix la distribució de les boles si les seves cotes
condicionades a W corresponen als dos casos extrems de la distribució. Formalment,
Definició 2.3 Direm que D és una mesura vàlida de la distribució de O < w < qp
boles en p pots de capacitat q si i només si, per a qualsevol configuració B tal que
W(B) = w, es compleix que
D(B) = (D\W}min(w] & B té distribució uniforme, i (2.16)
D(B] = (D\W)max(w) <& B té distribució de pitjor cas. (2.17)
Proposició 2.1 El nombre total de parelles que es poden formar agrupant boles
pertanyents a un mateix pot,
P(B] = E ( t ) , (2.18)
és una mesura vàlida de la distribució de O < w < qp boles en p pots de capacitat q.
Fixat el nombre de boles, es verifica fàcilment que el nombre de parelles és mínim o
màxim quan la distribució és uniforme o de pitjor cas, respectivament. De manera
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(P\W)min(w) O
(p\W)max(w) +
150-1
100-
0
A(P\W)min(w) O
A(P\W)max(w) +
10
Figura 2.1: a) Cotes inferior i superior de P (B) en funció del nombre de boles i b)
increments corresponents, per al cas q = 6, p = 10.
que, a partir de les definicions 2.1 i 2.2, les cotes inferior i superior de -P(-ß) són
^ _ J *(«0
(p\wrax(™} =
Els seus increments respectius valen
+Po(w)b(w),
,
"*"
A(P\W)min(w)
A(P\W)max(w)
b(w)
61 (w)
(2.19)
(2.20)
(2.21)
(2.22)
La figura 2.1 mostra les cotes del nombre de parelles, així com els seus increments,
per al cas en que q = 6 i p = 10,
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10 20 30 40 50 60
a)
l i l i l í
10 20 30 : 40 50 60
b) :
1 I I I I !
O 10 20 30 40 50 60
c)
l i l i l í
O 10 20 30 40 50 60
d)
Figura 2.2: Cota inferior i increment de la mesura F = fiwW + f¿PP amb fj,p = 4 i
a) /z«, = 2, b) fíw = —8, c) ¡íw = —10 i d) fj,w = —11, per al cas q = 6, p = 10.
Donat que W(B), òbviament, no depèn de la distribució de les boles,
(W\W)min(w) = w i
A(W\W)min(w) = 1.
Aleshores, la combinació lineal
(2.23)
(2.24)
(2.25)
amb /ip > O, és una mesura generalitzada de la distribució de les boles.
Donat que es tracta de minimitzar, la cota inferior d'1 F condicionada al nombre
de boles és
(F\W)min(w) = nww + pp\p ( b^ } + po(w)b(w)], (2.26)
amb increment
&(F\W}min(w) = nw + i*pb(w). (2.27)
La figura 2.2 mostra aquestes expressions per a diversos valors de la relació fJ.w/fJ-P
per al cas q = 6 i p = 10. Pel que fa a l'increment, A(F\W)mtn(w) creix en ¡ip a
cada múltiple de p, i és constant en els intervals intermitjos. El terme fj,w en fixa
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l'ordenada a l'origen. De manera que (F\W)mtn(w) és lineal entre múltiples de p
i convexa globalment. Així, el mínim absolut es produeix quan l'increment canvia
de signe, i es pot ajustar per mitjà dels coeficients. Com es pot observar, però,
únicament si el punt de tall es produeix en un punt wwast que satisfaci la condició
de multiplicitat (wwast\p), aquest mínim serà puntual, i solsament en aquest cas F'
serà apta a efectes d'optimització. Formalment,
Definició 2.4 Donat un conjunt de paràmetres (q-,p,w*), direm que una mesura
D : B —» "R. és una funció de cost per a la distribució uniforme d'un nombre prefixat
w* de boles en p pots de capacitat q si i només si es compleixen les condicions
següents:
i) Existeix una cota D* tal que D(B) > D*, V5 <E B.
ü) Per a qualsevol configuració B*, amb W(B*) = w* i distribució uniforme, es
compleix que D(B*) = D*.
iii) Per a qualsevol configuració B* tal que D(B*) = D9, es compleix que W (B*) =
w* i B* té distribució uniforme.
Aleshores,
Proposició 2.2 Sigui w* el nombre de boles desitjat. La mesura F de
l'equació (2.25) és una funció de cost per a la distribució uniforme d'w* boles en p
pots de capacitat q si i només si
w* = pd, (2.28)
amb d enter, i
A(F\W)mín(w*} > O i (2.29)
&(F\W)mín(w* - 1) < 0. (2.30)
El seu valor òptim és
/ j \
F* = (F\W)min(w*) = tiww* + npp( } . (2.31)
En realitat, com hem vist, la condició (2.28) de multiplicitat és condició necessària
per a les altres dues, que fixen localment un mínim al nombre de boles desitjat
w*. Però, donat que A(F|W)mtn(iü) és convexa, si les condicions es compleixen
serà també el mínim absolut. Això fixa el valor de l'òptim a F*i derivat de les
equacions (2.23) i (2.19), i per la proposició 2.1, totes i únicament les configuracions
amb w* boles uniformement distribuides l'assoleixen, completant la definició 2.4.
Donats (g,p, tu*), aplicant les condicions (2.27,2.30) a l'expressió de l'increment
(eq. 2.27), s'obté el marge de valors permesos de la relació entre els coeficients:
d-l<-^-<d. (2.32)
l·'·p
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La condició addicional
&(F\W)min(w* -1) = -&(F\W)min(w*), (2.33)
que condueijç-a
^ = -d+\, (2-34)
correspon al que anomenarem una funció de cost simètrica. La figura 2.2c) n'es un
exemple. ;
Dues formulacions específiques de mesures simètriques són la-suma de quadrats
Qua(B), i l'error quadratic Errd(B) respecte a un nombre desitjat d de boles a cada
pot.
Qua(B) = £>] =
j
= W(B) + 2P(B) ' (2.35)
Errd(B) = £(6,- - d)2 =
j
Com s'observa, prescindint de la constant pcP, que no afecta l'optimització, les dues
expressions són casos particulars de la mesura F en que els coeficients (//„,, /¿p) valen
(1,2) i (1 — 2<¿, 2), respectivament. La segona és mínima per a w* = pd. La primera,
el cas extrem de l'expressió (2.34), és mínima per a w* = d = 0.
Finalment, donada una configuració J5, les mesures complementàries W(B) i
P(B) medeixen boles i parelles a la configuració B complementària de B. O, de
manera equivalent, medeixen forats i parelles de forats en B. Així, per a una
configuració B amb w boles (w = qp — w forats), es compleix que
W(B) = qp-W(B) (2.37)
P(B) = P(B) + (l-q)W(B) + p [ i }. (2.38)
A efectes d'optimització, doncs, donat que
P(B) = (P\W)min(w) & P(B] = (P\W)min(w), (2.39)
ambdues mesures són equivalents.
2.2.2 Mesures de les propietats d'un disseny
Tornant al cas dels dissenys en blocs, a continuació es defineixen mesures de distri-
bució per a cada una les propietats d'un disseny amb paràmetres (y, 6, u) i descriptors
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Pel que fa al nombre d'uns que, com en el cas de les boles, no depèn de la
distribució, o bé els comptem directament, o bé en comptem les parelles Pt totals.
Si Í/(A) — o, definim
P* W = ( 2 ) • (2-40)
Les cotes inferiors d'aquestes dues mesures valen
(U\U}min(o) = o (2.41)
(Pt|C/r>) = f ° } , (2.42)
\ ¿ J
i els increments són
&(U\U)min(o) = 1 (2.43)
A(P«|tf)mín(o) = o. (2.44)
La uniformitat de files i columnes són dos casos particulars de distribució d'o
"boles"en v i b "pots", respectivament. Les mesures corresponents són el nombre P/,
de parelles horitzontals d'uns (parelles formades amb uns pertanyents a una mateixa
fila), i el nombre Pv de parelles verticals. Donada una configuració A, siguin r¿ i
k j el nombre d'uns de la fila i i el nombre d'uns de la columna j, respectivament.
Definim
=
 Ç ( 2 )
= r f Mr v 2 /
Seguint el procediment de l'apartat anterior, les seves cotes inferiors condicionades
als uns són
(Ph\Urin(o) = v í r(0o) } + v0(o)r(o) (2.47)
(Pv\Urin(o] = b + &o(o)fc(o), (2.48)\ ¿ J
on r(o) = [p/v] , VQ(Ò) = o mod u, k(o) = \p/b\ i b0(o) — o mod 6, com abans. I els
increments valen
= r(o] (2.49)
A(Pv\U)min(o) = k(o). (2.50)
Per a (u, 6, o) tais que VQ(O) = O o 60(0) = O, les cotes inferiors corresponen, res-
pectivament, a files o columnes estrictament uniformes. Si a més o = u, aleshores
r(o) = r i k(o) = fc, els descriptors del disseny.
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Pel que fa a l'equilibri, la correlació A,-fc entre dues files donades i i k es pot veure
( v\
com el nombre de parelles verticals presents entre les dues files. Si tenim / = I
N 'parelles de files i un total pv de parelles verticals, una configuració serà equilibrada
quan les parelles verticals ("boles") estiguin uniformement distribuïdes entre les
parelles de files ("pots"). És a dir, amb A(p„) = [pv/f\ i fo(pv) = Pv mod /, quan
tinguem /o(pv) parelles de files amb correlació A(p„) + 1 i la resta amb correlació
A(pv). Per a pv i / tais que fo(pv] = O, totes les correlacions valen exactament X(pv)
i direm que la configuració és estrictament equilibrada. '
Seguint l'analogia amb les boles, l'equilibri es pot mesurar aleshores per mitjà
del nombre de parelles que es poden formar prenent parelles verticals pertanyents
al mateix parell de files. Les parelles de parelles les anomenarem quàdruples i el seu
nombre en una configuració A ve donat per
= E E f Aofc
•=i k=i+i \ z
La seva cota inferior condicionada a les parelles verticals és, aleshores,
(Q\Pv)minM = f A(ou) i + MpMpv), (2.52)
amb increment
A(Q|Pv)min(p„) = A(p„). (2.53)
Amb p,, < / la condició d'equilibri correspon a A(p„) = O i Q(A) = 0. Per a p„ = /,
l'equilibri s'assoleix amb A(p„) = 1 i fo(pv) = O, i Q encara val 0. I per a p„ > /,
tenim A(p„) > l i Q > 0. De fet, per a p„ > /, (Q\Pv)mtn(pv) es monòtonament
creixent.
La condició d'equilibri no implica columnes uniformes (figura 1.1). El mateix
nombre pv de parelles verticals es pot assolir amb força uns ben distribuïts entre
columnes, o amb menys uns més mal distribuïts. I, viceversa, per a un nombre fixat
0 d'uns, el nombre de parelles verticals depèn de la seva distribució per columnes.
Donat o, doncs, els valors X(pv) i fo(pv) no queden unívocament determinats. Sota
hipòtesi de columnes uniformes, però, el nombre de parelles verticals es minimitza
(eq. 2.48), i el denotarem per p°. En aquestes circumstàncies, A(p°) i /o(p„) són fixos,
1 la cota inferior de les quàdruples (Q\U)mtn(o), condicionada al nombre d'uns, ve
donada per
(Q\U)min(o) = (Q\Pvrin(P°v) = f ( A(?} } + /o(pS)A(rf), (2.54)
amb increment
A(Q|t/r» = k(o)X(p°v} + /,(#), (2.55)
on /i(p°) = max{0, k(o) — f + /o(p£)}- L'expressió de l'increment es justifica com
segueix. Pel fet d'afegir un 1 la cota inferior de les parelles verticals s'incrementa en
2.2 MESURES DE DISTRIBUCIÓ 27
(Q\W)mín(o)
675
450-
225-
A(Q\W)min(o)
10
45-
30-
15-
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C
000
) 10 20 30
b)
/yy
ooco000
oo00000
40
0<
OOO
0
-XY\
P*>
50
OOO
»
60
Figura 2.3: a) Cota inferior de Q(A) en funció del nombre d'uns i b) increment per
al cas v = 6, 6 = 10.
k(o). Si el nombre / — /o(p£) de parelles de files que correlaven exactament A(p°)
és suficient (és menor que &(o)), aleshores cada una de les k(o) parelles verticals
contribueix en A(p°) quàdruples a la nova cota inferior de Q. Però les parelles
verticals que sobrin (k(o) — f + fo(p°) parelles), contribueixen en A(p°) + 1. La
figura 2.3 mostra les expressions anteriors en funció d'o, per al cas v = 6 i 6 = 10.
Les expressions anteriors descriuen una configuració amb o uns que tingui columnes
uniformes i nombre de quàdruples mínim. Si a més o = u, aleshores fo(pv) = O i
A(p°) = A, el descriptor del disseny.
La discussió anterior demostra, per construcció, que si A és una configuració
equilibrada amb o uns i té columnes uniformes, aleshores Q(A) = (Q\U)mtn(o).
L'afirmació inversa només és certa en el rang en que (Q\Pv)mtn(pv} és monòtonament
creixent. És a dir, quan o és tal que pv > f . Formalment,
Proposició 2.3 Sigui
Ol = (2.56)
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1 1 1 1 1 1 0 0 0 0 0 0
0 0 0 1 1 1 1 1 0 0 0 0
Figura 2.4: Correlació A,-fc entre els zeros de dos files i i k que correlen A,-fc i teñen r¿
i ffc uns, respectivament.
Donada una configurado A — v x ò tal que U(A) = o > o\
Q(A) — (Q\U)mtn(o] & A és equilibrada i té columnes uniformes. (2.57)
Aquest és un resultat important que condueix, més endavant, al teorema 2.4.
L'analogia amb les boles s'acaba quan ens referim al nombre de quàdruples Q(A)
de la configuració complementària. En aquest cas, si per a un parell de files (i, fc) la
correlació en A val A,^, la correlació en A val
Äifc = & + A « - r < - r j f c , (2.58)
tal com s'il.lustra a la figura 2.4. El terme "complementari" fa referència en
aquest cas als uns i zeros de la matriu A, i no es correspon, com ho feia en les
boles, al complementari d'un "pot" (parell de files) de capacitat 6 amb A "boles"
(parelles verticals), ja que li correspondrien 6 — A "boles". Així, l'equació (2.38)
no es verifica i Q(A) no té una expressió senzilla en termes de Q(A) i PV(A). Per
calcular-ne la cota inferior i l'increment, doncs, caldrà recórrer directament a les
expressions (2.10) i (2.12). En el cas general doncs, donats (u, ò, o), la minimització
de Q no implica la minimització de Q, i farem ús explícit de les dues mesures.
2.3 Optimalitat
Les mesures que acabem de definir són U(A), Pt(A), Pfl(A}i PV(A), Q(A) i Q(A).
En aquest apartat veurem quin valor prenen sota la hipòtesi d'optimalitat (en un
disseny hipotètic), i en quines circumstàncies podem afirmar que una configuració
és un disseny (condicions necessàries i suficients d'optimalitat).
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Taula 2.1: Donat un conjunt (ü, 6, w) de paràmetres admissible, valors i increments
òptims de les mesures [/, PÍ7 P/,, P„, Q i Q, en termes dels descriptors del disseny (i
del seu complementari).
2.3.1 Valors òptims
Donat un conjunt (u, 6, u) de paràmetres admissible, amb descriptors [w, r, fc, A], la
hipòtesi d'optimalitat consisteix en assumir que les propietats i) a iv) de la defi-
nició 1.2 de disseny es satisfan. L'aplicació d'aquesta hipòtesi a V avaluació de les
mesures anteriors, però, no implica l'existència d'una configuració que les satisfaci
ja que, com hem dit, el disseny pot no existir.
Definim el valor òptim M* d'una mesura M(A) com el valor que prendria sota
la hipòtesi d'optimalitat. Donat que, per la proposició 2.1, les mesures que estem
estudiant són mesures de distribució, sota la hipòtesi d'optimalitat cada una d'elles
assoleix la seva cota inferior. Per a M € {U, Pt, P/i, Qi Q} es compleix doncs que
M* = (M\U)min(u). (2.59)
Anàlogament, definim els increments òptims d'una mesura com els increments de la
seva cota inferior avaluats a, o = u — 1 i o = u, respectivament, i els denotarem per
M* = A(M\u)min(u -1)
A+M* = A(M|C/)mt'n(u).
(2.60)
(2.61)
La taula 2.1 mostra aquests valors i increments òptims, expressats en termes dels
descriptors dels disseny.
A continuació, definim V increment local òptim A'·'M* d'una mesura respecte d'un
component (í,j) com el valor que prendria AUM sota la hipòtesi d'optimalitat, de
manera que medeix la diferència entre un disseny hipotètic i una configuració veïna.
La figura 2.5 il·lustra el càlcul de l'increment local en el cas més complicat: les
quàdruples. Permutant files i columnes per tal d'agrupar els Is de la fila i i els Is de la
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l l l l l 0 0 0 0 0 0
Figura 2.5: L'increment local AtJ<3 és igual al nombre d'uns dins l'àrea sombrejada
(veure text).
columna j' tal com es mostra a la figura, l'increment A'-^Q en el nombre de quàdruples
derivat de commutar x,-j és igual al nombre d'uns dins l'àrea sombrejada. Sota
la hipòtesi d'optimalitat, files columnes i correlacions són estrictament uniformes
de manera que, amb independència de la posició (¿,j), si Xi¡ = 1 les dimensions
d\ x d2 de l'àrea sombrejada són (r — 1) x (k — 1), i si x,-j = O, són r x k. Donat
que sabem que cada una de les files afectada correla A amb la fila ¿, aleshores
A^Q*\xij=i = (k — 1)(A — 1), i AtJ 'Q*\Xij=0 = kX. Una situació similar es produeix
per a la resta de mesures.
Generalitzant, doncs, la hipòtesi d'optimalitat redueix el repertori de valors dels
increments locals a dos únics valors, de manera que definim
(2.62)
(2.63)
Si avaluem aquests valors, i els comparem amb la taula 2.1, es verifica que
AXM* = A~M*
A°M* = A+M*.
(2.64)
(2.65)
Així, qualsevol configuració veïna d'una òptima és màximament distribuida en el
sentit de les propietats considerades. En el capítol 6 parlarem en més detall d'aquesta
propietat dels dissenys en blocs.
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2.3.2 Condicions necessàries i suficients d'optimalitat
Per a M e {t/,Pi, P^P/^Q, 0}, les expressions (2.59) i (2.64, 2.65) són condicions
necessàries d'optimalitat en el sentit que, si existeix una configuració A* correspo-
nent a un disseny en blocs, aleshores M(A*} = M*, i AfJM(A*) val AXM* quan
xa = 1 i val A°M* quan £,-_,- = 0.
Formulat a l'inrevés, donada una configuració A, M(A) = M* per si sol no
implica res (poden haver-hi pocs uns i estar mal distribuïts). Però si U (A) = u,
aleshores M(A) = M* implica màxima distribució de la propietat corresponent.
Així, i en el supòsit del nombre d'uns just, per la proposició 2.1 Ph(A) = P¿ implica
files uniformes, PV(A] = P* implica columnes uniformes, i Q(A) = Q* implica
equilibri en les correlacions. A més, la definició 1.1 restringeix els paràmetres (v, 6, u)
admissibles als casos en que el descriptor d'equilibri A > O, de manera que s'ha de
complir u > oi (eq. 2.56). Així doncs, per la proposició 2.3, Q(A) = Q* implica
també columnes uniformes.
Equilibri i columnes uniformes, però, defineixen un disseny (definició 1.1), de
manera que, recapitulant
Teorema 2.4 Donada l'admissibilitat dels paràmetres (v^^u), una configuració
A € A — v x b és la matriu d'incidència d'un disseny en blocs DB(v,b,u) si i
només si
U(A) = u i (2.66)
Q(A) = Q". (2.67)
Expandides, aquestes dues expressions constitueixen la definició més breu de disseny
en blocs, en termes de les variables d'estat x,-j, i la resta de propietats s'en deriven.
A continuació es presenten una sèrie de formulacions alternatives del teorema
anterior, que es faran servir al llarg del treball.
Corol·lari 2.4.1 Donada l'admissibilitat dels paràmetres (v, b, u), cada una de les
parelles d'expressions que es formulen a continuació són condició necessària i sufi-
cient per a que una configuració A 6 A — v x b sigui la matriu d'incidència d'un
disseny en blocs DB(v,b,u).
U(A) = u, (2.68)
Xik = A V(t,fc). (2.69)
11
Q_(A) = Ç*, (2.70)
Q(A) = Q*. (2.71)
32 2 FUNCIONS DE COST
iii
U(A) = u, .,;• (2.72)
iv
= A1^* V(¿ j) : x,-- = l (2.74)
= A1 Q* \/(iJ) : xij = 1, (2.76)
= A1Q* V(i,j) : x* = 1. (2.77)
Les condicions necessàries es deriven directament de la definició de valors òptims
(calculats a l'apartat anterior sota la hipòtesi d'optimalitat). Pel que fa a les condi-
cions suficients,
i Aplicant A,-jt = A a l'equació (2.51) obtenim Q = Q*, que ens remet al teorema.
ü Q = Q* = (Q\U)mtn(u] implica o < u (u és el màxim nombre d'uns que en
distribució òptima no supera les Q* quàdruples). I la mateixa afirmació en
el cas complementari implica ö < ü. De manera que o = u, que ens remet
novament al teorema.
iii Pel que fa als increments locals, el nombre total de quàdruples es pot expressar
com
Q(A) = - ¿ ¿ xij^ijQ(A}. (2.78)
4
 i=l j=l
Si es compleixen les hipòtesis del corol·lari,
f~\ ( A\ ni A -*-/O* tl f 1¿* 1 ^ { \ 1 I
\eA l ¿i J (*¿A \f¿ C í l /V i / \ /4- 4-
que, aplicant les condicions d'admissibilitat, es pot reescriure com
v(t> - 1) A(A - 1) ( v \ ( * \
y(A) - 2 2 ~ ^ 2 ^ 2 J '
que és l'expressió de Q*.
iv Procedint com en el cas anterior, si el nombre d'uns de la configuració A és o,
aleshores
Q(A) = oA1^.
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Si commutem un dels Is, la configuració resultant A~ tindrà Q(A~) = Q(A) —
A1^* quàdruples. Ara bé, avaluant aquesta expressió, i comparant-la amb la
cota inferior, es verifica que, si o < u aleshores Q(A~) < (Q\U)mtn(o — 1),
en contradicció amb la definició de la cota. D'on es deriva que o > u. De
manera similar, si commutem un dels zeros la configuració resultant A+ tindrà
Q(A+) = Q (A) + A°Q*. Però si o > u aleshores Q(A+] < (Q\U)min(o -t- 1).
D'on o < u i, amb el resultat anterior, o = u i Q(A) = Q*.
v La primera part de la demostració anterior diu: V(í, j) : x,-j = 1, si A^Q(A) =
A1 Q* aleshores o>u. Aplicant el mateix argument a la configuració comple-
mentària, la hipòtesi (2.77) implica o> ü. De manera que, com abans, o = u
i Q(A) = g*.
2.4 Funcions de cost per a la generació de dis-
senys
Una mesura F és una funció de cost per a la generació de dissenys en blocs si totes
les configuracions que són dissenys prenen el valor òptim, i totes les que no ho són
prenen un valor més gran. En aquest apartat es defineix un repertori de funcions
de cost basades en les mesures de les propietats d'un disseny.
2.4.1 Definició i forma normal
Definició 2.5 Donat un conjunt de paràmetres admissible (u, 6, u), direm que F :
A. —* *R, és una funció de cost per a la generació de dissenys en blocs si i només si
compleix les condicions següents:
i) Existeix una cota F* tal que F(A) > F*, VA e A.
ii) Si existeix un disseny DB (v, b, u) amb matriu d'incidència A*, aleshores F(A*) =
F*.
iii) Si existeix una configuració A* tal que F(A*) = F*, aleshores A* és la matriu
d'incidència d'un disseny DB(v,b,u).
Donat que una funció de cost ha de medir les propietats d'un disseny i, eventu-
alment, les del disseny complementari, l'expressió genèrica que es proposa en aquest
treball és la combinació lineal de les mesures dels apartats anteriors. Suprimint, per
abreujar, les dependències en A tenim
PvPv + PqQ + pfQ, (2.79)
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amb pt, phi PVI pqi i pq no negatius, ja que es tracta de minimitzar (pu, però, és lliure).
Aquesta expressió defineix a partir d'ara la forma normal d'una funció de cost, que
queda unívocament definida pel valor dels seus coeficients
(2.80)
2.4.2 Condicions de validesa d'una funció de cost
L'expressió (2.79) és una mesura genèrica de la distribució dels paràmetres d'un
disseny. Per fer-ne una funció de cost cal, en primer lloc, que els termes que hi
intervenen amb coeficients no nuls siguin suficients per garantir l'optimalitat. I cal,
en segon lloc, que la cota inferior (F\U)mm(o) tingui un mínim puntual a o = u,
Seguint el procediment de la proposició 2.2, el segon objectiu és factible ja que
l'admissibilitat dels paràmetres garanteix que es satisfan totes les condicions de mul-
tiplicitat. Les cotes inferiors dels tres tipus de parelles i els dos tipus de quàdruples
són globalment convexes (increments no decreixents), el que garanteix que el míinim
sigui també global i, com a la proposició esmentada, el mínim puntual es pot ajustar
fixant el pas per zero de A(F|C/)mm(o) a o = u. Aconseguit això, i pel teorema 2.4,
l'única restricció addicional per satisfer el primer objectiu és que la funció sigui
sensible a les quàdruples. Formalment, doncs,
Teorema 2.5 Donada l'admissibilitat dels paràmetres (v, b, u), la mesura F de
l'equació (2.79) és una funció de cost per a la generació de dissenys en blocs si
pq > O (2.81)
A'F* = A(F|í7)m(u - 1) < O (2.82)
A+F* = A(F|[/)mi'n(u) > 0. (2.83)
El seu valor òptim és
F* = (F|C/)mín(u) =
= puU* -f- PtP<f + PhPh + PvPv + PqQ* + PqQ*- (2.84)
Fixat F*, les condicions d'optimalitat de l'apartat 2.3.2 garanteixen que totes i
únicament les configuracions corresponents a dissenys en blocs assoleixen el mínim
global d'F. De manera que F és una funció de cost (definició 2.5).
Les expressions (2.82, 2.83) s'avaluen en termes dels increments òptims de cada
component (taula 2.1), i defineixen el marge de valors permesos als coeficients.
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2.4.3 Elecció d'un repertori
Definim Restructura d'una funció de cost com el conjunt de termes que hi intervenen
amb coeficients no nuls, i la denotarem per mitjà de subíndexs. Així, per exemple,
Fuvq fa referència a qualsevol funció amb pt = Ph = Pq — O i pu,pvìpq ^ 0. Fixada
l'estructura, la composició d'una funció de cost particular descriu el pes relatiu de
cada terme, i ve donada pel valor dels seus coeficients. Donat que l'optimització no ve
afectada per l'escala, utilitzarem sempre coeficients enters i, malgrat la redundància,
escriurem els 6 valors. Així Fuvq(—4,0,0,1,2,0) és un cas particular de l'exemple
anterior.
Dins les restriccions fixades a l'apartat anterior, i a fi de reduir el repertori a
dimensions abastables, en aquest apartat es defineixen dos criteris per a la selecció
d'una funció de cost. En primer lloc, en termes estructurals, tractarem per separat
les funcions amb pq = O i les funcions amb pq ^ 0. En el primer grup, les estructures
possibles són
Fuq (2.85)
Futq (2.86)
Fuhq (2.87)
Fuvq (2.88)
Futhq (2.89)
Futvq (2.90)
Fuhvq (2.91)
Futhvq. (2.92)
El terme Q és imprescindible, pel teorema 2.4, i el terme U també ho és, ja que és el
que ens permetrà fixar el mínim. Del segon grup, l'única estructura que considerarem
és
Fqq-, (2.93)
que es deriva del corol·lari 2.4.1 ü), i prescindirem de les combinacions mixtes.
En segon lloc, i en termes de composició, ens cenyirem únicament a funcions de
cost simètriques (eq. 2.33),
A~F* = -&.+F*, (2.94)
que igualen la magnitud dels increments òptims, amb l'objectiu d'equilibrar
l'estabilitat dels uns i dels zeros.
Per a les estructures del primer grup, la composició relativa dels termes Af,- (=.
{Pi, Ph, PVi Q} s'escollirà experimentalment (capítol 5) i, per la condició de simetria,
_ A-M; + A+M*
a
u — ~Z—iPi ò ) (¿-y o)
t
amb pi el coeficient corresponent a cada terme, i au el valor de pu que satisfà la
condició (au és, en conseqüència, parametric en els coeficients de la funció i els
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paràmetres del disseny). L'expressió Fu„g(o:u,0,0,1,2,0), per exemple, denotarà
aleshores la corresponent funció de cost simètrica.
En el cas de l'estructura Fugi l'únic terme que intervé a 2.95 és Q. De manera que
la seva composició és fixa, i la funció corresponent, ^ „^(0^,0,0,0, 1,0), es denotarà
simplement com Fuq.
Procedint anàlogament, la condició de simetria aplicada a l'estructura Fqq del
segon grup condueix a una única funció ambA
^*
+A+a:
 (2.96)2
«ï = *~Q* + -"> .. (2-97)
que denotarem per Fqf(0,0,0,0, ag,a?), o, simplement, Fqq.
2.5 La xarxa optimitzadora
A l'hora de definir una xarxa (apartat 1.2), el procediment habitual consisteix en
escollir una arquitectura estructuralment equivalent a la funció de cost que es vol
realitzar. L'estat de les unitats codifica aleshores l'estat o configuració actual. Les
connexions representen les restriccions entre les variables d'estat, i l'energia de la
xarxa representa el cost de la configuració.
A fi d'obtenir una xarxa genèricament equivalent a les funcions de cost de
l'apartat anterior, prenem v x b unitats organitzades en v files i ò columnes, de
manera que l'estat x,-j de la unitat (¿,j) representi l'entrada corresponent de la
matriu d'incidència. A continuació definim les connexions següents:
Llindars: Auto-connexions, definides sobre {(i, j)}. Direm que l'auto-connexió a
(¿,j) està activa quan x,j = 1. I el nombre total d'auto-connexions actives en
una configuració A ve donat per
" y-v /2 US')
U / j £* * 3 ) ^¿í.«7Oy
que és el nombre total d'uns U(A). Totes les auto-connexions tenen el mateix
pes, que denotarem per vu.
Parelles totals: Connexions definides sobre qualsevol pa-
rella d'unitats {[(¿,j), ( k , j)] : (i, j) ^ ( k , l ) } . Una parella està activa quan
les dues unitats que la formen valen 1, i el nombre total de parelles actives en
una configuració A és
tf«. (2-99)
f=l k=i j=l ¡=j
que és el nombre total de parelles d'uns Pt(A), El pes serà el mateix per a
totes les parelles, i el denotarem per í/¿.
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Connexions horitzontals: Connexions definides sobre les parelles d'unitats
{[(zî J}i (*)01 : f ¥" J}i és a dir connexions entre parelles d'unitats disposa-
des en horitzontal (a la mateixa fila). Una connexió horitzontal està activa
quan les dues unitats que la formen valen 1, i el nombre total de connexions
horitzontals actives en una configuració A és
v 6-1 6
E
que és el nombre de parelles horitzontals d'uns, Ph(A). El pes serà el mateix
per a totes les connexions horitzontals, i el denotarem per Vh-
Connexions verticals: Connexions
definides sobre les parelles d'unitats {[(¿,j),(fc,j)] : k ^ ¿}, és a dir conne-
xions entre parelles d'unitats disposades en vertical (a la mateixa columna).
Una connexió vertical està activa quan les dues unitats que la formen valen 1,
i el nombre total de connexions verticals actives en una configuració A és
E XU**, (2.101)
3=1 t=l k=i+l
que és el nombre total de parelles verticals d'uns, PV(A). El pes serà el mateix
per a totes les connexions verticals, i el denotarem per vv.
Quàdruples d'uns: Connexions definides sobre quàdruples d'unitats
{[(*>j)»(*»0>(^»j)>(^iO '• k ^ i,l ^ j ] } . Una quàdrupla d'uns està activa
quan les quatre unitats que la formen valen 1, i el nombre total de quàdruples
d'uns actives en una configuració A és
v-l v 6-1 6
N<J = E E E E XijXuXkjXkh (2.102)
¿=1 fc=t+l j=l /=?'+!
que correspon a Q(A). El pes serà el mateix per a totes les quàdruples d'uns,
i el denotarem per vq.
Quàdruples de zeros: Connexions definides sobre quàdruples
d'unitats {[(¿,j),(¿, /), (fc, j) , (fc, I) : k ^ i, l ^ j ] } . Una quàdrupla de zeros
està activa quan les quatre unitats que la formen valen O, i el nombre total de
quàdruples zeros actives en una configuració A és
v-l v 6-1 6
Nf = E E E E XijXiïXkjXki, (2.103)
t=l h=i+l j=l ¡=j+l
que correspon a Q(A). El pes serà el mateix per a totes les quàdruples de
zeros, i el denotarem per z/,.
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Donada la presència de les quadruples, l'estructura proposada és una xarxa d'ordre
superior (apartat 1.2.3).
L'energia de la xarxa es defineix com la suma dels pesos de les connexions actives,
E = vuNu + i/tNt + vhNh + vvNv + vqNq + vqNq. (2.104)
Si, per a una funció de cost concreta F(pu,pt,ph,pv,Pq,pq} fem
i/,- = p¿, V¿ € {u, í, u, g, ç}, (2.105)
aleshores, comparant l'expressió anterior amb l'equació (2.79), i en virtut de les
equivalències que acabem de formular, obtenim
E(A) = F(A). (2.106)
Per a qualsevol configuració A, l'energia de la xarxa avalua el valor corresponent
de la funció de cost. Es diu alesores que l'equació (2.105) projecta la funció de cost
sobre l'energia de la xarxa, i l'òptim es produeix si, i només si,
E(A) = E* = F*, (2.107)
amb F* donat per l'equació (2.84).
El camp local <j>ij es defineix com la suma ponderada de les connexions actives
que arriben a la unitat (t,j). Per a xarxes d'ordre superior (eq. 1.28), i aplicat al
nostre cas,
(2.108)
amb
AÍJJVU = 1 (2.109)
A" W = (EE*«)-^- (2.110)
k l
(2.111)
(2.112)
*#«•
d'on es deriva que el camp local correspon a l'increment local d'energia respecte a
la unitat (¿,j),
<ßij = AijE. (2.115)
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Les expressions anteriors són equivalents a Atjí7, A1JPt, AtJ'P/i, AtJPv, AtJQ i
AtJQ, respectivament, i els camps locals òptims queden conseqüentment determi-
nats (eqs. 2.64, 2.65, i taula 2.1). El camp local medeix, aleshores, l'increment local
de la funció F,
fa = AÍJ'F, (2.116)
i el procés de relaxació de la xarxa equival a la minimitzada de la funció.
Com es pot verificar, per a cada tipus de connexió, la suma dels camps locals
de les unitats actives, dividida per l'aritat, medeix el nombre total de connexions
actives d'aquell tipus
(2.117)
« j
5EI>«A0'JVt (2-118)
¿
 i J
x£E*üAyJVfc (2.119)
¿
 i J
(2.120)
i 3
(2.121)
l _^ ••j/V- = — > > x--AtJJV-. (2.122)
Computacionalment, les xarxes optimitzadores són especialment adequades per
a la cerca local doncs, com es desprèn de les expressions anteriors, la complexitat
de l'avaluació dels increments és un ordre inferior a l'avaluació explícita de la funció
de cost.
2.6 Funcions de cost de tipus H. Error quadratic
dels camps locals
En la generació de dissenys, el fet de conèixer les propietats de l'òptim per-
met reconèixer amb facilitat quan una configuració és un disseny (condicions
d'optimalitat). Però a més, coneixent els increments òptims, podem medir també
si n'està molt allunyada. En aquest apartat es proposa la suma d'errors quadratics
entre els increments locals actual i òptim com a mesura de la distància entre una
configuració qualsevol i un disseny. I en conseqüència, com a funció de cost per a la
generació de dissenys [Bofill & Torras, 93a, Fontdecaba, 94].
Com vèiem a l'apartat 2.3.1, per a qualsevol funció de cost F, el valor òptim
de l'increment local respecte a la unitat (i, j) és AXF* quan x¡j = 1, i A°F* quan
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l ¿ó)
Xij = 0. Per a una configuració A donada, si definim Y error local e,-¿ com
_ í A'M A) - A1*" quan xtj = 1
£tj
 - \ A^F(A) - A°F* quan
 Xij = O,
la funció
#(¿) =¿¿4 (2-124)
í=i j=i
medeix l'error quadratic global H (A) entre els increments locals de la configuració
A ï els d'un disseny hipotètic. En aquests termes, '•
Proposició 2.6 Donada una funció de cost F que satisfaci el teorema 2.5, /'error
quadratic H de l'equació (2.124) és també una funció de cost vàlida per a la gene-
ració de dissenys, i el seu valor òptim és
H* = 0. , (2.125)
El valor òptim H(A) = H* s'assoleix si i només si tots els increments locals són
òptims i, pel corol·lari 2.4.1 iv), això pot succeir si i només si A correspon a un
disseny.
L'estructura d'una funció de tipus H és molt diferent de l'estructura de la corres-
ponent funció F, i no es pot projectar directament sobre una xarxa optimitzadora
convencional (una xarxa amb pesos fixes i unitats variables). Malgrat això, si ente-
nem el camp local com l'increment local de la funció respecte a una unitat (¿,j)
(eq. 2.116), el camp local equivalent de la funció H ve definit per
H\Xij=1 - H\Xtj=0. (2.126)
Aplicat a la definició d'-fiT, <& s'expressa aleshores com
k l
amb
A^4 = e^U,.=1-4Uo=o, (2.128)
l'increment respecte d'(z,j) de l'error quadratic local a ( k J } . Si mantenim la de-
finició dels increments, quan a l'estat actual x,-j = 1, aleshores £ki\xi}=\ = £fcí i
£k¡\x¡j=Q = £ki — AtJr£A;/. Però si a l'estat actual z,-j = O, aleshores ew|XlJ=i =
6ki + Atjew i eki\xij=o = £M- Així,
(2.129)
+ 2 E 2 eu A«e„. (2.130)
fc / k l
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En termes de xarxes optimitzadores, el camp local equivalent d'/í és una expressió
que depèn d'uns "estat locals" e^i i uns "pesos" A>J'e¿;, que es modifiquen a cada
actualització (són dinàmics), però que conserven la propietat de simetria (AtJ£¿/ =
El càlcul de AIJe/t/ depèn de la posició relativa de (&,/) i (i, j } , i dels termes
presents en la funció de cost F original, però no suposa un cost addicional ja que,
per tot (&,/) , l'increment es pot obtenir com a subproducte del càlcul d'e¿¿, corn es
mostra a continuació. Per a (i, j) = ( k , l ) , A'J £,-_,- = A°F* - AXF*. Per a j = I
(les dues unitats a la mateixa columna), si ens fixem, per exemple, en el cas de les
quàdruples, el terme que els correspon a l'expressió de l'error local dj és
— / _j / _j *^kj "•'¿i"-' kl i l ^»-Lol )
que es pot reescriure com
A'·'W — V^ T, ·CAí·'Afc·?/V i ^91^9^£A J V ç  /
 v -í k ] \ *-* '-* -*'?/5 ^<í.J.O¿<^
on
A«JA^ 'Ar —V^-r- . - r , , ^9 1'i^l^¿A ¿A IVg  / ^ Xt¡Xfcf, ^.AOOj
és el terme corresponent a les quàdruples a l'expressió de l'increment de l'error
A1Jejtj. Quan les dues unitats estan a la mateixa fila (i = fc), el terme de les
quàdruples és pot rescriure com
Finalment, si estan en diagonal ((i, j) ^ (&,/)), tenim simplement que AtJAfc'7Vg =
X k j Xil*
Al contrari que en les xarxes convencionals, el càlcul incremental de l'error
quadratic no suposa una reducció de la complexitat, ja que cal avaluar tots els
errors locals abans d'aplicar l'expressió (2.130). El mateix que caldria per avaluar
directament la funció H (2.124).
El que proposem en aquest apartat, doncs, no és tant un nou model de xarxa,
com una alternativa a l'objectiu a optimitzar, que treu partit el coneixement que
tenim de l'òptim. La formulació en termes de camp local equivalent, aleshores, ens
permetrà aplicar les mateixes estratègies, basades en la cerca local.
Capítol 3
Estratègies de cerca
Per a un problema donat, i amb una funció de cost donada, la xarxa optimitzadora
del capítol anterior defineix el paisatge de cerca. L'estratègia d'exploració defineix,
aleshores, de quina manera recorrem aquest espai per buscar-né els mínims abso-
luts, que corresponen a solucions del disseny. En aquest capítol es descriu, des
d'una perspectiva algorísmica, el marc general de l'algorisme d'optimització (xarxa
+ estratègia). I es formulen dins d'aquest marc les tres estratègies que s'avaluen
en aquest treball: cerca descendent CD (model de Hopfield), recuita simulada RS
(màquina de Boltzmann), i una estratègia pròpia que anomenarem cerca cooperativa
CC. L'apartat 3.4 descriu i justifica aquest nou model.
3.1 L'algorisme d'optimització. Marc general
Donat un conjunt (u, b, u) de paràmetres admissible, l'espai de cerca A són les 2ui>
configuracions possibles. Les variables a;,j codifiquen, en cada instant, l'estat actual
A de la cerca, i la suma ponderada de les connexions actives avalua l'energia E(A)
d'aquest estat. Els pesos de les connexions codifiquen, com hem vist, la funció de
cost escollida, de manera que es compleixi E(A) = F(A). En el cas de les xarxes
optimitzadores, l'estratègia bàsica d'exploració és la cerca local, que consisteix en
realitzar únicament transicions entre configuracions veïnes. Els camps locals <j>ij
avaluen, aleshores, els increments locals A.t}E(A) d'energia. Formulat en aquest
termes, una estratègia de cerca és un conjunt de criteris per determinar un estat
inicial, un ordre d'actualització, una regla de decisió (per acceptar o rebutjar una
transició), i una condició de parada. El resultat de la cerca és èxit o fracàs, en
funció de si hem trobat o no hem trobat cap solució. Depenent de l'estratègia,
alguns d'aquests criteris, com veurem, són paramètrics.
En notació de pseudo-codi, l'esquema general de l'algorisme és el següent:
V, variables de control de la cerca;
A, estat actual de la xarxa;
E, energia actual;
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(i,j), unitat actual;
Xij, estat de la unitat actual;
<j>ij, camp local de la unitat actual;
^transE, energia de transició de la unitat actual;
CercaQ {
A <— EstatJLnicialQ ;
E «- Energia(A) ;
V <— Valor-inicial () ;
repetir {
iterar (un cop cada unitat) {
(*>.?) *~ Següent-unitatQ ;
<Í>ij <— Camp_local(A, (i,j)) ;
si (Regla_de_decisió(AÏJrans£,F)) {
V <— Actualitzar_variables();
} mentre (E > Energia_òptim())
i (No Condició_de_parada(y)) ;
si (E = Energia-òptimO) retoma(èxit) ;
sinó retorna(fracàs);
Direm que un descens és una execució completa de l'algorisme (acabada en èxit o
fracàs). Una iterado és l'actualització una vegada de cada una de les unitats de la
xarxa. Una actualització és l'avaluació del camp local d'una unitat, i l'aplicació de la
regla de decisió. I, si la decisió és favorable, anomenarem transició a la commutació
de la unitat i actualització de l'energia.
En relació a l'esquema anterior, la xarxa, que depèn del disseny DB i de la funció
F, es defineixen com
Xarxa(DB.F) {
Energia_òptim() ;
Energia(A);
Camp_local(A, (¿,.7)) ;
i les tres operacions Energia_òptim, Energia, i Camp_local, estudiades en el capítol
anterior, corresponen, respectivament, a les equacions (2.107,2.104,2.108) per a les
funcions de cost de tipus F, i a les equacions (2.125,2.124,2.130) per a les funcions
de cost de tipus H.
La definició de l'estratègia és
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EstratègiaCPi, P2 , • • • ) {
Ordre d'actualització {
Estat-inicialQ ;
Següent_unitat() ;
}
Variables de control {
Vi, V2, . . . ;
Valor-inicial () ;
Actualitzar .variables () ;
} Í
Criteris de relaxació {
Regla-de_decisió(A£ansE, V)
Condició_de_parada(lO ;
amb PI , PI , ... els paràmetres globals de l'estratègia.
En aquest treball, l'Estat_inicial s'escollirà a l'atzar, i l'operació
Següent .unitat seguirà un ordre d'actualització seqüencial prefixat (per files), a
fi de restringir tota l'aleatorietat a la primera operació1. La resta d'operacions de-
penen de cada estratègia en particular.
3.2 Cerca descendent, CD
La idea bàsica de la cerca descendent, tal com s'ha vist a l'apartat 1.2.1, és acceptar
totes les transicions que fan disminuir l'energia de la xarxa, fins que trobem un
òptim o l'algorisme convergeix en un mínim (després d'una iteració completa, no
s'ha acceptat cap transició).
Així, la Condició-de.parada és la convergència, i la Regla_de_decisió
X i j t - x ï j sii A;jrans£ < O, (3.1)
depèn únicament del signe de AtJ£írons2.
La cerca descendent no és paramètrica i la denotarem per CD.
3.3 Recuita Simulada, RS
Com hem vist a l'apartat 1.2.2, l'objectiu de la recuita simulada és evitar els mínims
locals de la cerca descendent per mitjà de soroll tèrmic. Si fem servir la regla
1
 L'alternativa, escollir l'ordre d'actualització a l'atzar, es comenta en el capítol 5.
2En realitat, quan A'JEtran! = Q (zones planes), hi ha tres alternatives possibles: no commutar,
commutar només si x¡j = O i commutar només si x¡¿ = 1. Com veurem al capítol 5, els efectes
d'aquesta elecció sobre els resultats de la cerca són significatius.
3.4 CERCA COOPERATIVA 45
de Metrópolis, a la temperatura computacional T, la probabilitat d'acceptar una
transició ve donada per
Aí¿ona£<0 (3.2)
altrament.
L'eficàcia de la recuita simulada depèn d'una bona planificació en el decrement
de la temperatura. Donat que l'algorisme és costós, es tracta d'invertir el màxim
d'esforç possible al voltant de la temperatura crítica Tcri, a la qual es formen les
barreres d'energia significatives. El tractament habitual consisteix en partir d'una
temperatura inicial TO i anar-la décrémentât, a cada iteració, fins una temperatura
final T/, segons una llei de decrement del tipus
rn = TTn_1, (3.3)
amb r < 1. Segons la teoria, després de cada decrement caldria realitzar diverses
iteracions per tal de que el sistema retorni a l'equilibri tèrmic. Però, a la pràctica
(vegeu, p.ex., [Gutzmann, 87]), els resultats són bons si fem servir una llei de decre-
ment suau
Tk = ^Tk-^ (3.4)
on el subíndex k representa el nombre d'unitats actualitzades, i r és el coeficient
equivalent a una iteració completa. La hipòtesi subjacent és que, prenent decrements
petits, amb una granularitat temporal fina, les alteracions de l'equilibri seran poc
importants.
Si abans no s'ha trobat cap solució, la fase estocàstica de la recuita simulada
s'atura després d'un nombre prefixat d'iteracions Nt. A continuació, però, la cerca
continua amb una fase descendent (CD), per tal de garantir que arribarem a un
mínim.
Així, les variables de control de la recuita simulada són la temperatura T i el
nombre d'iteracions N, i l'estratègia és paramètrica en T0, T/ i T. De manera
equivalent, els paràmetres que farem servir en aquest treball són el nombre total
d'iteracions Nt donat per
* = i ,^ (3.5)In r
La temperatura central jTc, definida com
Tc = Tibí}, (3.6)
i el rang de temperatures p
P = ~, (3-7)
que descriu el marge de temperatures explorat. Aquesta formulació dels paràmetres
permet de fixar a priori l'esforç total invertit en la fase estocàstica de la cerca, i serà
útil, en el capítol 5 per a la determinació experimental de la temperatura crítica.
Una realització particular d'aquesta estratègia es denotarà per RS(TC,/9,A^).
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3.4 Cerca cooperativa CC, la nova estrategia
La idea central de la recuita simulada es, per mitjà de la reducció progressiva de
la temperatura, explorar regions de l'espai de cerca en les que l'energia mitjana és
cada vegada més baixa. A cada nova temperatura disminueix l'aleatorietat, i la
regió d'exploració es fa més estreta (les barreres de potencial es fan més altes), de
manera que la cerca progressa en una seqüència "concèntrica" de "valls" cada cop
més profundes. D'aquesta manera, si els òptims es troben efectivament al fons d'una
d'aquestes valls, la recuita simulada ens ajuda a trobar-los.
La cerca cooperativa és una estratègia determinista que mira de treure partit de
la mateixa idea explorant l'espai de cerca en paral·lel.
3.4.1 Descripció de l'estratègia
La cerca cooperativa és una estratègia pensada per a sistemes multiprocessador
SIMD (molts processadors realitzant simultàniament el mateix algorisme sobre dades
diferents). L'objectiu és que, amb un cost de comunicació molt baix, el resultat
d'S" processadors treballant cooperativament sigui millor que el resultat agregat dels
mateixos processadors treballant independentment.
L'objectiu és, com abans, fer una exploració progressiva de regions concèntriques
d'energia mitjana decreixent. Però enlloc d'explorar l'espai amb una sola instància
de la xarxa que, de manera estocàstica, evoluciona cap a estats de baixa energia,
el que fem és estimar la mitjana d'una regió mostrejant-la en paral·lel amb diverses
xarxes (diverses instàncies de la xarxa que exploren estats diferents) que es deixen
caure en formació, com una "bola" gran que llisqués cap al fons de la vall. Reduint-
ne progressivament el tamany, la "bola" pot endinsar-se cap a regions cada cop més
estretes i de menor energia. A aquesta unitat d'exploració l'anomenarem esquadra, i
a cada una de les S xarxes que la composen l'anomenarem un membre de l'esquadra,
i s'executarà en un processador diferent.
L' energia de l'esquadra S es defineix com la suma de les energies dels seus mem-
bres
p=l
amb Ep l'energia del membre p. A cada actualització, seleccionem una unitat (i, j),
la mateixa en cada un dels membres, i realitzem una transició en cada un d'ells si
l'energia de l'esquadra disminueix. Amb l'energia de transició de l'esquadra respecte
a la unitat (i, j) definida com
AS.«* = E &LnsEp, (3.9)
P=I
la transició és acceptada d'acord amb la regla de decisió
4- *-a?. sii &ÍÍans£ < O per a p = 1,..., S. (3.10)
3.4 CERCA COOPERATIVA 47
L'esquadra com a tal realitza, doncs, cerca descendent i, a cada transició, malgrat
que l'energia individual d'algun dels membres pot augmentar, l'energia global dis-
minueix. Donat que tots els membres commuten la mateixa unitat (tots es mouen
en la mateixa direcció), la topologia de l'esquadra es manté constant.
El tamany de la regió d'exploració es regula per mitjà del radi R de l'esquadra,
definit com la màxima distància de Hamming entre el centre (un punt de l'espai
de cerca) i qualsevol dels seus membres. De manera similar a la recuita simulada,
l'estratègia de la cerca cooperativa es basa en una reducció progressiva del radi de
manera que, a cada decrement, l'esquadra s'ha de contraure i tots els seus membres
s'aproximen cap al centre. L'eficàcia de la cerca, aleshores, depèn d'una bona elecció
dels radis inicial RQ i final R/, i d'una bona planificació en el mecanisme de decre-
ment. Si no s'ha trobat abans cap solució, la fase cooperativa de la cerca s'atura al
cap d'JVf iteracions, es desfà l'esquadra, i la cerca continua en fase descendent (CD),
fins que cada membre convergeixi, independentment, en un mínim. Direm que la
cerca de l'esquadra acaba amb èxit si al menys un dels seus membres troba un òptim.
L'elecció del tamany S de l'esquadra també serà rellevant. En aquest treball
hem optat per mantenir-lo fix al llarg del procés de cerca, de manera que, a mesura
que el radi decreix, la densitat de mostreig de la regió explorada augmenta.
L'elecció de la topologia de l'esquadra i el mecanisme de contracció, quan es
redueix el radi, ofereixen diverses possibilitats. Pel que fa a la topologia, la primera
alternativa que es proposa consisteix en inicialitzar tots els membres a un mateix
estat inicial escollit a l'atzar (el centre de l'esquadra), seleccionar R unitats a l'atzar,
les mateixes unitats en cada membre, i assignar-los un valor a l'atzar de manera
independent en cada un d'ells. D'aquesta manera tots els membres comparteixen
el valor en vb — R unitats i, en les R unitats restants (que anomenarem unitats
variables), mostregen uniformement un subespai de cardinal 2R. A aquesta topologia
l'anomenarem focalitzada, perquè concentra tots els membres en un mateix subespai,
i la denotarem per CCf.
La segona alternativa, que anomenarem topologia dispersa CCd, consisteix en,
fixat el centre de l'esquadra, escollir R unitats diferents en cada membre (R unitats
escollides a l'atzar de manera independent), i modificar, com abans, els seus valors a
l'atzar. Cada membre té, aleshores, les pròpies unitats variables, i la resta coincidei-
xen amb el centre. Però no existeix un conjunt prédéfinit d'unitats comuns a tots els
membres. En contraposició a la topologia focalitzada, i a l'entorn del punt central,
els membres d'una esquadra dispersa es distribueixen uniformement en qualsevol de
les vb dimensions, mostrejant uniformement els entorns del punt central, fins a una
distància R.
El diàmetre de l'esquadra, definit com la màxima distancia permesa entre dos
membres qualsevols, val R en el cas de les focalitzades i 2R en el cas de les dis-
perses. Però la distància mitjana efectiva és R/2 en el primer cas, i tendeix as-
simptòticament a A, en el segon cas, quan R es fa petit en relació a vb. La densitat
de mostreig mesura la relació entre el nombre S de membres del cluster i el tamany
de la regió mostrejada, i determina el radi mínim significatiu Amm, per sota del qual
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els diferents membres esdevenen redundants. En el cas focalitzat, amb S = 2m,
Rfn = m, : (3.11)
i en el cas dispers, amb S < vb (la situació més raonable),
Rfn = 1. (3.12)
La reducció del radi, doncs, no cal que vagi més enllà d'Amtn.
La contracció de l'esquadra, a cada decrement del radi, implica eliminar una
unitat variable a cada membre i assignar-li un valor comú. El mecanisme consisteix
en escollir a l'atzar una de les R unitats variables, i decidir a quin valor s'ha de fixar.
Per a les esquadres focalitzades, la unitat escollida és la mateixa a tots els membres,
i el valor es pot fixar de dues maneres. Si la unitat seleccionada és (z, j), la primera
alternativa, que anomenarem contracció descendent, consisteix en seleccionar el valor
(1 o 0) que minimitza l'energia de l'esquadra, segons
P í 1 si A Í J '£<0xü *~ ï n u 4. per a p = 1,..., 5, (3.13)tj
 [ O altrament ^ v '
amb
s s
A« £ = £\<SA - %.=0 = E A<J£P = E ¿&, (3-14)P=I p=i
Y increment local d'energia de l'esquadra. El propi mecanisme de contracció, alesho-
res, contribueix a la cerca descendent. Aquesta variant es denotarà per CCfd.
La segona alternativa, que anomenarem contracció central CCfc, consisteix en
pendre el membre central q com a referència, i copiar el seu valor als altres membres.
Es a dir,
x?-«-z?,-, per a p = !,...,£. (3.15)
En ambdós casos, l'energia de l'esquadra s'ha d'actualitzar en funció de a quins
membres s'ha produit realment una transició. Si denotem per y el nou valor assignat,
", (3-16)
amb (x?j ® y) l'o-exclusiva entre cada un dels valors vells i el nou valor comú. Així,
en el cas de la contracció central, la reducció del radi pot implicar un increment de
l'energia de l'esquadra.
Per a les esquadres disperses, donat que les unitats variables són diferents a cada
membre, la unitat seleccionada per a fer la contracció s'ha d'escollir independent-
ment a cada membre. Sigui (ipijp) la unitat seleccionada al membre p. L'única
alternativa factible és ara la contracció central. Així, si q és el membre de referència
x
*rip *- xliP per a p = 1,..., 5, (3.17)
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i actualitzem l'energia segons
e «- £ + £>¿p e x<ipjp)&fsk.E>. (3.18)
P=i
Per a la planificació del decrement del radi, hem optat per una llei lineal amb
granularitat temporal fina3. Donat que el radi R és enter, utilitzarem una variable
de control auxiliar r 6 7£, i actualitzarem el radi en funció de la seva part entera.
Així,
Ar
rk = rk-i -- r, (3.19)
vb ^
amb k el nombre d'unitats actualitzades, i Ar el decrement equivalent a una iteració
completa, i prendrem
A f c =[r*J . (3.20)
Desprès de cada actualització, l'esquadra s'haurà de contraure Rk-\ — Rk vegades,
que pot ser cap o diverses. Com abans, donats el radi inicial i final, el nombre total
d'iteracions de la fase cooperativa és
N, = *5í. (3.2!)
3.4.2 Formalització en el marc global
En el cas de la cerca cooperativa, l'algorisme descrit a l'apartat 3.1 es replica en
paral·lel S vegades, i l'única comunicació necessària es produeix en els càlculs relatius
a l'energia de l'esquadra. Es tracta, però, d'una comunicació senzilla que consisteix
simplement en acumular els termes corresponents de cada un dels S membres.
La cerca cooperativa és paramètrica, i la denotarem per CC(S, RQ, .R/, JVt), amb
les tres variants descrites CCfd, CCfc, CCd. Les variables de control de la cerca
són, en aquest cas, el parmetre r de planificació del radi, el radi R en sí i el nombre
d'iteracions actual N.
Sense refinar el formalisme, l'energia E de l'algorisme general representa, en
aquest cas, l'energia £ de l'esquadra, i es calcula segons l'equació (3.8). I el mateix
succeix amb l'energia A^anjl£ de transició (eq. 3.9). Però l'estat A de la xarxa,
la unitat actual Xij i el camp local faj, són variables paral·leles amb instàncies
independents a cada membre. L'estat inicial s'escull d'acord amb la topologia, però
la unitat actual (z, j) és comú, i la contracció del radi es realitza a cada membre
en el moment d'actualitzar variables, segons les expressions de l'apartat anterior.
La regla de decisió és descendent en l'energia de l'esquadra i, si no s'ha trobat cap
solució en Nt iteracions, s'acaba amb cerca local.
La cerca cooperativa, amb les seves variants i paràmetres, s'avalua experimen-
talment al capítol 5.
3Una alternativa, pràcticament molt costosa, es deixar que l'esquadra convergeixi abans de cada
decrement del radi.
Capítol 4
Disseny dels experiments per a
Pavaluació dels algorismes
Donats un problema i un algorisme (una funció de cost i una estratègia), els resultats
elementals són l'èxit (o fracàs) de la cerca, i el cost d'execució de l'algorisme. A
l'hora de fer comparacions, la. freqüència mitjana d'èxit, que medeix V eficàcia de la
cerca, té en compte únicament el primer d'aquests resultats. De manera que, per
incloure'ls tots dos, cal fer una estimació del cosí esperat fins la primera solució,
que en medeix l'eficiència. L'espai d'experimentació ve definit per tres factors: el
repertori de problemes explorat, el repertori de funcions i el repertori d'estratègies
de cerca. L'objectiu de l'experimentació és, aleshores, determinar quines funcions i
estratègies són més aptes per a la generació d'un disseny qualsevol.
En aquest capítol es defineixen les mesures experimentals i les seves unitats, i
es caracteritzen els seus estadístics en termes del resultat i cost d'un descens. Es
descriu l'espai d'experimentació, amb els corresponents factors i subfactors, i es
planifiquen els experiments d'avaluació dels algorismes en tres etapes: entrenament,
comparacions i aplicació a problemes de tamany creixent.
4.1 Mesures experimentals
En aquest apartat és defineix la iterado com a unitat de cost per comparar els
resultats dels algorismes de cerca, i el cost esperat fins la primera solució com a
resultat d'un cas experimental particular (un disseny, una funció i una estratègia).
Finalment, es proposen mesures per medir-lo, adequades a l'entorn experimental
que fem servir.
4.1.1 Cost de relaxació
El cosí es defineix en aquest treball com el nombre à"1 iterations realitzades mit-
jançant l'algorisme de l'apartat 3.1. Aquesta mesura medeix el cosí de relaxació,
que és l'esforç invertit per l'estratègia en explorar el paisatge, per contraposició al
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temps d'execució, que depèn de la implementació, i a la complexitat computational
de la iteració en si, que es la mateixa per a les tres estratègies. Mentre que el temps
d'execució s'ha de medir, i la complexitat computacional es pot analitzar a priori,
el cost de relaxació depèn de l'habilitat de l'algorisme per trobar una solució. En
el cas de la cerca descendent, si no s'ha trobat abans un òptim, el cost de relaxació
d'un descens depèn del temps de convergència, i en el cas de la recuita simulada-i la
cerca cooperativa, si bé fixem el nombre total Nt d'iteracions de les fases estocàstica
i cooperativa, respectivament, el valor escollit d'JVt modifica la probabilitat d'èxit.
Prescindint, doncs, del temps d'execució (sempre podem fer optimització del codi),
i amb la complexitat computacional que s'analitza a continuació, la magnitut que
utilatzarem per fer comparacions és el cost de relaxació.
Pel que fa a la complexitat, les tres estratègies de cerca són equivalents.
L'operació que domina en l'apartat d'inicialitzacions és el càlcul de l'energia ini-
cial, que depèn de la funció de cost. Per a les funcions de tipus F, el terme més
costós és el corresponent a les quàdruples
i j>i k ¡>k
present a totes les funcions, que fixa la complexitat en C?(u262). A cada actualització,
el terme principal és l'avaluació del camp local, dominat també per les quàdruples
&t3Ng = X) Z) XkjXi¡Xkh
k& 1*3
amb complexitat O(vb). De manera que una iteració completa és O(u262), igual que
la inicialització.
Per a les funcions de tipus H, tant el càlcul de l'error quadratic inicial com el
càlcul del camp local equivalent requereixen l'avaluació d'v x b camps locals, de
manera que la seva complexitat és <9(u262), de manera que la complexitat de la
iteració és (9(u363), un ordre superior al cas de les funcions de tipus F.
El temps d'execució sí que varia d'una estratègia a l'altra. En la recuita simulada,
per exemple, la regla de decisió inclou el càlcul d'una exponencial, i en la cerca
cooperativa s'ha d'inicialitzar l'esquadra, i contraure-la a cada decrement del radi.
Però aquestes operacions no afecten a la complexitat, ja que no depenen del tamany
del problema.
4.1.2 Caracterització dels resultats d'un cas experimental.
Nombre esperat d'intents i cost esperat fins la pri-
mera solució
Donat que podem identificar fàcilment quan una configuració correspon a un disseny
en blocs, el problema de la seva generació algorísmica pertany a la categoria de pro-
blemes de decisió en els quals el resultat és pot etiquetar à'1 èxit o fracàs. Donat que
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no pretenem discernir isomorfismes, l'èxit en el nostre cas consisteix en trobar una
solució qualsevol. Per als algorismes que fem servir, aquest resultat no és determi-
nista, ja que introduïm alcatorietà!, corri a mínim, en l'elecció de l'estat inicial. En
aquestes circumstàncies, donat un cas experimental concret (un disseny, una funció
i una estratègia), Y experiment elemental és un descens de l'algorisme, amb resultat
x 6 O = {0,1} = {fracàs, èxit}, i cost de relaxació c, en iteracions. La primera,
x, és una variable de Bernouilly, amb probabilitat d'èxit p i probabilitat de fracàs
q = 1 — p, i la segona, c, és una variable aleatòria de distribució desconeguda, amb
valor esperat -E(c) i variança Var(c).
Si l'elecció de l'estat inicial és aleatòria, les diferents rèpliques de l'experiment
elemental són independents entre si. Definim un experiment seqüencial com. la repe-
tició de l'experiment elemental tantes vegades com calgui, fins a trobar la primera
solució. En aquest experiment,
y = { Nombre d'intents o descensos fins al primer èxit }, (4.1)
és una variable aleatòria geomètrica amb paràmetre p i
E(y] = 1/p (4.2)
Far(y) = g/p2. (4.3)
El valor esperat d'y, o la seva inversa pi mesuren Y eficàcia de la cerca.
Incorporant també el cost, definim
z = { Cost de relaxació fins al primer èxit }, (4-4)
que, amb Cj el cost del descens j-èssim, es pot expressar com
z = í>. (4.5)
¿=i
Aquesta variable permet aleshores mesurar V eficiència de la cerca, i la definim com
a resultat del cas experimental.
Com mostren els resultats del capítol 5, el cost c d'un descens depèn del resultat
corresponent x. De manera que, si definim b = c|r-i com el cost dels descensos
"bons" i d = c|z=o com el cost dels descensos "dolents", aleshores, en l'expressió
anterior, tot i que les Cj són independents entre sí, no són independents d'y (només
l'últim descens és "bo"). Amb aquestes consideracions, es verifica que
E(z) = (E(y)-l)E(d) + E(b) (4.6)
Var(z) = Var(y)E*(d) + (E(y) - l)Var(d) + Var(b). (4.7)
A continuació es descriu el context experimental i les mesures que fem servir per
fer una estimació d'aquests paràmetres.
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4.1.3 Estimació dels resultats en un entorn multiprocessa-
dor. L'experiment paral·lel
Tots els experiments que es descriuen en aquest treball s'han realitzat en una Connec-
tion Machine CM-200 [TMC] amb N •= 2048 processadors seqüencials d'un bit, que
s'adapten perfectament a les variables d'estat £,-_,• binàries de la xarxa1. Les simu-
lacions s'han organitzat de manera que cada processador realitza un descens de
l'algorisme de cerca. Donat que els N descensos s'executen en paral·lel, tot i que
podem disposar del resultat i cost de cada un d'ells, no podem determinar quins
intents han permès obtenir quins èxits. En altres paraules, les variables aleatòries
y i z no són directament observables.
Definim un experiment paral·lel com la realització simultània d'N descensos inde-
pendents. En aquestes circumstàncies, la variable aleatòria,
X = { Nombre d'èxits en N descensos }, (4.8)
que es pot expressar com
segueix una distribució binomial amb
i, (4.9)
= Np (4.10)
Var(X.) = Npq. (4.11)
El millor estimador de la probabilitat d'èxit p és aleshores
P = f, (4.12)
amb valor esperat E(p) = p i variança Var(p) = pq/N. Els estadístics del nombre
de descensos y es poden estimar, aleshores, en base a l'estimació dels seus paràmetres
J?(y) = I/P (4.13)
Var(y) = g/p2. (4.14)
Similarment, els estadístics de z es poden estimar aleshores per
(5) (4.15)
= |(5)2 + (i - I)(fi3) + (5è), (4.16)
amb b i S^ la mitjana i variança mostráis dels X descensos bons, i d i S^ la mitjana
i variança mostráis dels N — X descensos acabats en fracàs.
1
 Aquest és un dels motius pels quals no vern escollir la màquina de Botlzmann determinista,
que utilitza variables reals, en el nostre repertori d'estratègies.
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Amb C = J2i=i cii e^ cost total de l'experiment parai.lei, i amb X, com abans,
el nombre total d'èxits, es verifica que E(z) = ^. Així, la variable aleatòria
w =| ./- (4.17)
verifica que, per a N —»• oo,
E(vf) -» E(z), (4.18)
de manera que és un estimador assimptòticament consistent d'.E'(z). Donat que E(z)
és la nostra mesura d'eficiència, definim w com la variable resposta de l'experiment
paral·lel. Les comparacions, aleshores, es realitzaran en termes d'w, i la seva va-
riança Var(w), que determina la precisió, s'avaluarà experimentalment.
Un cas patològic de l'experiment parai.lei es produeix quan cap dels N = 2048
processadors troba un òptim. En aquesta circumstància, que denominarem fracàs
complet, no podrem fer comparacions quantitatives.
4.1.4 El cas de la cerca cooperativa. Execució d'S descen-
sos en esquadra
En el cas de la cerca cooperativa diem que la cerca acaba en èxit quan algun dels S
membres de l'esquadra troba un òptim. De manera que l'experiment elemental és
ara un descens de l'esquadra completa. Es a dir, els S descensos no independents
dels seus membres.
Els resultats d'aquest nou experiment elemental són xes7 i cesï, amb xesg èxit
o fracàs de l'esquadra i cesg = Z)f=i cPi el cost total del descens conjunt. A partir
d'aquesta definició, paràmetres i estadístiques es deriven com abans i, per a M
esquadres executant en paralel, els estimadors d'eficàcia i eficiència es defineixen
com
p = 2= (4.19)
w = ~, (4.20)
-A-es?
amb Xes? el nombre d'esquadres exitoses, i C = Y^L\ Z)p=i cE'p el cost total.
Direm que la cerca cooperativa és efectiva si els resultats de la cooperació entre
els S membres de l'esquadra superen els resultats d'5 descensos independents. El
cost esperat fins la primera solució és aleshores, efectivament, el paràmetre adequat
per fer les comparacions, ja que té en compte al mateix temps els recursos invertits
en nombre de descensos, i els recursos invertits en nombre de processadors.
Per tal d'igualar les mostres, els experiments descrits al proper capítol s'han
realitzat amb M — 2048 esquadres.
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4.2 Factors experimentals i planificació dels
experiments
Com hem dit a l'apartat 1.3, l'objectiu principal d'aquest treball és l'avaluació dels
algorismes proposats (funcions més estratègies), aplicats al problema de la generació
de dissenys en blocs. En termes d'anàlisi experimental Vespai d'experimentació
ve definit pels nivells dels tres factors experimentals principals: problema, funció
i estratègia. Cada conjunt admissible de paràmetes d'un disseny constitueix un
nivell del factor problema, de manera que tenim infinites instàncies del problema.
Les funcions s'organitzen en subfactors, d'acord amb la seva estructura, tal com
s'ha vist a l'apartat 2.4.3 i, per a cada estructura, els nivells venen donats pels
coeficients de composició (novament, infinites opcions). Finalment, les diferents
estratègies del capítol 3 també es formulen com a subfactors (CD, RS, CC), amb
les tres variants de la cerca cooperativa definides com a subfactors addicionals de
l'estratègia CC. Per a les estratègies paramétriques (totes excepte CD), el valor
(real) dels paràmetres defineix els (infinits) nivells. Tenint en compte tot això, una
anàlisi exhaustiva és, òbviament, intractable, i l'experimentació es planifica en tres
etapes: una etapa d'entrenament, per a seleccionar funcions i ajustar paràmetres,
una etapa de comparacions, per avaluar les prestacions de cada factor, i una tercera
etapa on s'aplica el millor algorisme trobat a problemes de tamany creixent.
Pel que fa als dissenys, els 129 casos més petits de [Mathon & Rosa, 90] es llisten
a la taula 4.1, i corresponen a tots els conjunts possibles de paràmetres (u, 6, u)
admissibles amb vb < 1000 i 36 < u < vb/2 (els dissenys amb un nombre d'uns més
petit són trivials, mentre que els casos amb u > vb/2 ja estan representats pel seu
corresponent complementari). Els problemes estan ordenats per tamany, amb di el
número de problema, m j la numeració original, (u, 6, u) els paràmetres del disseny,
[r, k, A] els descriptors restants, vb el tamany del problema, i Ns les cotes conegudes
al nombre de solucions no isomorfes que existeixen (apartat 1.1). El problema d94,
amb vb = 726, és el cas més petit de problema obert (l'existència del disseny no està
establerta). El fet és rellevant ja que demostra que, avui per avui, els problemes
d'aquest tamany encara no es poden analitzar exhaustivament.
L'etapa de comparacions es realitza sobre els 25 primers problemes, els més
petits, que constitueixen el que anomenarem el conjunt de prova. D'entre ells, 7 casos
escollits a l'atzar {d2,d4,d8,dlO,dl5,dl8,d21} formen el conjunt d'entrenament. Els
104 problemes restants s'utilitzen a la tercera etapa.
L'etapa d'entrenament s'organitza de la següent manera. Primer es comparen
les funcions de cost entre si per seleccionar les millors. A fi de restringir la casuística
s'utilitza únicament CD com a estratègia de referència, i es fan els experiments amb
el conjunt de problemes d'entrenament. De les 9 possibles estructures, 2 tenen la
composició fixada. Per a cada una de les altres 7, es proven diferents combinacions de
coeficients, i s'escull en cada cas la combinació que millors resultats dona. Finalment,
la comparació entre les 9 funcions obtingudes permet seleccionar les funcions que
anomenarem finalistes.
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A continuació s'ajusten els paràmetres de les estratègies amb els problemes del
conjunt d'entrenament, prenent Fuq, la més senzilla com a funció de referència.
CD no té paràmetres, RS depèn de (TCip,Nt}, i CC depèn de (S, Ro,Rj, A^). Les
variants de CC s'ajusten per separat, i es comparen entre si al final per escollir la
millor. Per a cada estratègia, es realitza una optimització experimental sobre cada
un dels problemes, que condueix a un conjunt de paràmetres òptim per a aquell
problema. Els paràmetres resultants, aleshores, es generalitzen respecte a funcions
i problemes, per obtenir el conjunt de paràmetres estàndard de l'estratègia. Aquest
és el valor dels paràmetres que farem servir en les següents etapes.
L'etapa de comparacions es realitza aleshores sobre un espai experimental
réduit: el conjunt de problemes de prova (que inclou, com hem dit, el conjunt
d'entrenament), les funcions de cost finalistes, i les tres estratègies amb paràmetres
estàndard. Així podem provar totes les combinacions. Aleshores es determina la mi-
llor funció de cost per a cada estratègia, es comparen les estratègies entre si (tant en
termes d'eficàcia com en termes d'eficiència), i s'analitza la dificultat dels problemes
en funció del seu tamany.
Finalment, a la tercera etapa, s'aplica el millor algorisme trobat (la millor com-
binació funció-estratègia) als 104 problemes restants, per ordre de tamany creixent.
Degut al procediment experimental que fem servir, les decisions preses a l'etapa
d'entrenament no estan completament contrastades, i pot haver-hi alguna combi-
nació més bona. Els resultats de les comparacions, aleshores, per molt clars que
puguin semblar, no es poden extrapolar a la lleugera.
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di
dl
d2
d3
d4
d5
d6
d?
d8
d9
dlO
dll
dl2
dl3
dl4
dl5
dl6
dl7
dl8
dl9
d20
d21
d22
d23
d24
d25
d26
d27
d28
d29
d30
d31
d32
d33
d34
d35
d36
d37
d38
d39
d40
d41
d42
d43
m,-
ml
m4
m9
m2
ml5
m43
m7
m31
mlO
m24
m3
m33
mll8
m67
m21
mlOl
m20
m236
m47
mil?
ml3
m58
ml91
m71
m30
m409
ml6
m5
m66
ml50
m278
m23
m77
m8
m276
ml95
m596
m41
ml25
m89
m35
m357
m56
v b u
7 7 21
6 10 30
7 14 42
9 12 36
8 14 56
6 20 60
11 11 55
7 21 63
10 15 60
9 18 72
13 13 52
10 18 90
6 30 90
7 28 84
9 24 72
8 28 112
15 15 105
6 40 120
11 22 110
7 35 105
16 16 96
12 22 132
7 42 126
10 30 120
10 30 90
6 50 150
15 21 105
16 20 80
9 36 108
9 36 144
8 42 168
13 26 104
13 26 156
13 26 78
7 49 147
10 36 180
6 60 180
19 19 171
11 33 165
14 26 182
16 24 144
7 56 168
12 33 132
r k A
3 3 1
5 3 2
6 3 2
4 3 1
7 4 3
10 3 4
5 5 2
9 3 3
6 4 2
8 4 3
4 4 1
9 5 4
15 3 6
12 3 4
8 3 2
14 4 6
7 7 3
20 3 8
10 5 4
15 3 5
6 6 2
11 6 5
18 3 6
12 4 4
9 3 2
25 3 10
7 5 2
5 4 1
12 3 3
16 4 6
21 4 9
8 4 2
12 6 5
6 3 1
21 3 7
18 5 8
30 3 12
9 9 4
15 5 6
13 7 6
9 6 3
24 3 8
11 4 3
vb
49
60
98
108
112
120
121
147
150
162
169
180
180
196
216
224
225
240
242
245
256
264
294
300
300
300
315
320
324
324
336
338
338
338
343
360
360
361
363
364
384
392
396
N,
1
1
4
1
4
4
1
10
3
11
1
21
6
35
36
2224
5
13
4393
108
3
601
417
>998
960
19
0
1
22521
> 12
>943
2407
> 1017
2
> 9
>1000
34
6
> 127
>79
> 1512
>35
>103
Taula 4.1: Paràmetres (u, 6, u) admissibles per a vb < 1000 i 36 < u < vb/2.
Amb di numeració pròpia, m,- numeració original, (v, 6, u) paràmetres del disseny,
[r, k, A] descriptors, v b tamany del problema i N3 nombre de solucions no isornorfes
conegudes. Ns = O vol dir que el disseny no existeix, i Ns =? indica un problema
obert. (De [Mathon & Rosa, 90]).
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di
d44
d45
d46
d47
d48
d49
d50
dol
d52
d53
d54
d55
d56
d57
d58
d59
d60
d61
d62
d63
d64
d65
d66
d67
d68
d69
d70
d71
d72
d73
d74
d75
d76
d77
d78
d79
d80
d81
d82
d83
d84
d85
d86
m,-
m816
ml45
m6
m477
m275
m524
ml93
ml09
ml30
ml078
m247
ml9
m364
ra595
m70
ml24
m76
ml4
ml04
m55
m319
m63
m735
m480
m235
m819
ml58
m25
m881
ml90
m363
mll6
m242
m416
ml79
m40
ml02
m49
ml030
m44
ml28
m356
m690
v b u
6 70 210
9 48 144
21 21 105
7 63 189
8 56 168
8 56 224
10 45 180
15 30 210
16 30 240
6 80 240
11 44 220
22 22 154
9 54 216
7 70 210
13 39 156
13 39 195
16 32 192
15 35 105
15 35 210
12 44 132
12 44 264
23 23 253
7 77 231
10 54 270
9 60 180
8 70 280
17 34 272
21 28 168
7 84 252
10 60 180
10 60 240
11 55 165
11 55 220
11 55 275
18 34 306
25 25 225
15 42 210
21 30 210
7 91 273
16 40 160
16 40 240
9 72 216
9 72 288
r k A
35 3 14
16 3 4
5 5 1
27 3 9
21 3 6
28 4 12
18 4 6
14 7 6
15 8 7
40 3 16
20 5 8
7 7 2
24 4 9
30 3 10
12 4 3
15 5 5
12 6 4
7 3 1
14 6 5
11 3 2
22 6 10
11 11 5
33 3 11
27 5 12
20 3 5
35 4 15
16 8 7
8 6 2
36 3 12
18 3 4
24 4 8
15 3 3
20 4 6
25 5 10
17 9 8
9 9 3
14 5 4
10 7 3
39 3 13
10 4 2
15 6 5
24 3 6
32 4 12
vb
420
432
441
441
448
448
450
450
480
480
484
484
486
490
507
507
512
525
525
528
528
529
539
540
540
560
578
588
588
600
600
605
605
605
612
625
630
630
637
640
640
648
648
N,
48
>330
1
> 10
> 101
>2224
> 14819
> ü
> 9 x IO7
76
>4394
0
> IO6
>108
> 10d
>30
>111
80
>117
> IO6
>602
1103
>107
>108
>330
>2224
> 11
0
>417
>961
> 14819
> 436800
> 1
>3337
>103
78
>103
>414
>417
>986
>15
> IO7
> IO6
Taula 4.1: (Continuació).
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di
,---d87
d88
d89
d90
d91
d92
d93
d94
d95
d96
d97
d98
d99
dlOO
dlOl
dl02
dl03
dl04
dl05
dl06
dl07
dl08
dl09
dllO
dlll
dll2
dll3
dll4
dll5
dll6
dll7
dll8
dll9
dl20
dl21
dl22
dl23
dl24
dl25
dl26
dl27
d 128
dl29
m,-
m290
m65
ml49
m373
m891
m208
m608
m78
m451
m98
ml31
m599
mil
m517
m224
ml23
m200
m316
m743
ml088
m28
m241
m826
m683
m46
m75
m259
m284
m476
m888
m537
ml76
m293
m280
mll9
m618
ml2
m54
ml43
ml095
ml08
m880
ml60
v b u
15 45 315
13 52 156
13 52 208
13 52 312
10 72 360
19 38 342
11 66 330
22 33 264
14 52 364
27 27 351
21 35 315
10 75 300
25 30 150
9 84 252
20 38 380
16 48 240
16 48 288
12 66 264
12 66 396
9 90 360
29 29 232
13 65 260
11 77 385
9 96 288
21 42 210
21 42 252
21 42 420
16 56 336
10 90 270
10 90 360
15 60 420
18 51 306
22 42 462
15 63 315
16 60 240
16 60 480
31 31 186
31 31 310
31 31 465
11 88 440
22 44 308
9 108 324
25 40 400
r k A
21 7 9
12 3 2
16 4 4
24 6 10
36 5 16
18 9 8
30 5 12
12 8 4
26 7 12
13 13 6
15 9 6
30 4 10
6 5 1
28 3 7
19 40 9
15 5 4
18 6 6
22 4 6
33 6 15
40 4 15
8 8 2
20 4 5
35 5 14
32 3 8
10 5 2
12 6 3
20 10 9
21 6 7
27 3 6
36 4 12
28 7 12
17 6 5
21 11 10
21 5 6
15 4 3
30 8 14
6 6 1
10 10 3
15 15 7
40 5 16
14 7 4
36 3 9
16 10 6
vb
675
676
676
676
720
722
726
726
728
729
735
750
750
756
760
768
768
792
792
810
841
845
847
864
882
882
882
896
900
900
900
918
924
945
960
960
961
961
961
968
968
972
1000
N,
> IO8
> 92714
>2408
> 1018
> IO8
>7
> IO6
?
>80
>7
> IO4
> 29638
1
>330
> IO16
> 11
>108
>103
>602
>106
0
> IO3
>106
> IO7
> 10
> 1
> 4
> 1
>1012
>109
>1018
> 3
> 2
>2211
> 6 x IO5
> 9 x IO7
1
>38
> 1266891
> IO7
> 1
>330
>43
Taula 4.1: (Continuació).
Capítol 5
Descripció dels experiments i
anàlisi dels resultats
En aquest capítol es descriuen els experiments realitzats per avaluar la dificultat
dels problemes, la qualitat de les funcions de cost, i l'eficiència de les estratègies de
cerca. En la primera etapa es caracteritzen estadísticament les variables resultat z
i resposta w, es fa una preselecció de les funcions de cost, i s'ajusten els paràmetres
de les diferents estratègies. En la segona etapa es busquen les millors funcions de
cost, es comparen i validen les estratègies, i s'analitzen els resultats en funció del
tamany del problema. Finalment, en la tercera etapa, s'aplica el millor algorisme
trobat a problemes cada vegada més grans.
5.1 Primera etapa: Entrenament
5.1.1 Experiments preliminars. Caracterització de z i w
L'objectiu d'aquest apartat és fer una anàlisi de la distribució estadística de les
variables resultat i resposta, i contrastar-la amb l'estimació dels seus paràmetres
donada pels models de l'apartat 4.1. L'anàlisi es realitza per a un sol disseny dl5
(relativament gran, però relativament fàcil), per a una sola funció Fuq (la millor de
l'apartat 5.3.1), i per a una instància de cada estratègia de cerca (amb els paràmetres
estàndard i variants de l'apartat 5.2).
Donat que ambdues variables són funció del cost c d'un descens, de distribució
desconeguda, el primer experiment que presentem caracteritza el comportament
d'aquesta variable condicionada a l'èxit o fracàs del resultat del descens.
Experiment 1
Objectius: Anàlisi de la distribució del cost b d'un descens acabat en èxit, i
del cost d d'un descens acabat en fracàs.
Problemes: dl5.
60
5.1 PRIMERA ETAPA: ENTRENAMENT 61
Funcions: Fuq.
Estratègies: CD, RSsíd, CCstd.
Rèpliques: 2048, de l'experiment elemental (un descens). El nombre de
"bons" i "dolents" dependrà dels resultats.
Descripció: Un descens a cada processador. Per a cada un d'ells anotem el
resultat x (òptim-local) del descens, i el cost corresponent (b~d),
La figura 5.1, al final d'aquest capítol, mostra els histogrames dels resultats obtin-
guts, contrastats en cada cas amb una distribució normal de la mateixa mitjana i
variança. La constatació més evident és la diferència de comportament entre les tres
estratègies. Per a la cerca descendent, tant la distribució del cost dels òptims com la
dels mínims locals s'inclina lleugerament cap a l'esquerra, però ambdues s'allunyen
poc de la normal. La diferència en mitjanes és petita però, tenint en compte el
tamany de les poblacions, és significativa.
Per a la recuita simulada, les distribucions es comporten de la manera esperada.
Si recordem el funcionament de l'algorisme, el nombre màxim d'iteracions a T ^ O és
fixe (Nt = 100, en aquest cas) i el descens continua fins a la convergència amb cerca
descendent. Els òptims, però, s'aturen tan bon punt es detecten. La distribució de
b demostra que pràcticament tots els òptims apareixen en la fase estocàstica del
descens. I la distribució que obtenim, desviada clarament cap a l'esquerra, recorda
una distribució de Poisson (temps de vida d'una execució fins a caure en un mínim
global). Pel que fa als mínims locals, pràcticament tots acaben a la iteració 101
(cal una iteració addicional per verificar que és un mínim), de manera que també
s'han format en la fase estocàstica. Amb els paràmetres utilitzats, doncs, la recuita
simulada fa pràcticament tota la feina.
En el cas de la cerca cooperativa, finalment, amb un esquema com l'anterior
(fase cooperativa + cerca descendent), amb Nt = 15 i S = 2, el cost màxim de
la primera fase és 30. Contràriament al cas de la recuita simulada, els resultats
obtinguts il·lustren que pràcticament tots els mínims (globals i locals) es formen a
la segona fase. La millora en el rediment (361 òptims respecte als 72 de la CD)
s'ha d'atribuir, aleshores, a que la fase cooperativa "millora" els estats inicials. Les
distribucions obtingudes, doncs, són qualitativament iguals a les de CD, amb 30
iteracions de més.
El següent experiment compara les distribucions d'y i z.
Experiment 2
Objectius: Anàlisi de la distribució del nombre de descensos y i del cost z
fins la primera solució.
Problemes: dl5.
Funcions: Fug.
Estratègies: CD, RSsíd, CCstd.
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Rèpliques: 2048, de l'experiment seqüencial (fins òptim).
Descripció: Per a cada processador, fem tants descensos com calgui fins a tro-
bar un òptim, i anotem, en cada cas, el cost total z, el nombre de descensos
y, el cost de l'últim descens 6, i el cost acumulat (lineal i quadratic) de
la resta de descensos dj.
La figura 5.2 mostra l'histograma de les distribucions obtingudes per a cada una de
les estratègies. Per a CD, amb una distribució de costos pràcticament normal, la
distribució de z és qualitativament molt semblant a la d'y. Per'a RS, l'eficàcia de
la cerca és tan gran, en aquest cas, que la major part dels òptims s'assoleixen en un
intent, i mana la distribució de b. Una observació més acurada mostra una segona
corva a partir de la iteració 100. Donat que d és pràcticament constant i 6 < c?, la
distribució de z presenta, per a cada valor d'y (i amb l'amplitut corresponent), una
rèplica de la distribució de b. Finalment, el comportament de CC és qualitativament
similar al de CD.
Les mitjanes i desviacions mostráis obtingudes és tabulen a continuació.
CD
RS
CC
y
27.63
1.11
5.40
Sy
26.61
0.34
5.04
z
158.63
42.03
189.40
sz
151.79
39.30
176.29
El següent experiment analitza la distribució de la variable resposta w de
l'experiment paral·lel, i l'estimació que s'en deriva dels estadístics de z.
Experiment 3
Objectius: Anàlisi de la distribució de la resposta w.
Problemes: dl5.
Funcions: F,uq-
Estratègies: CD, RSsíd, CCstd.
Rèpliques: 51, de l'experiment paral·lel.
Descripció: A cada rèplica (un descens a cada processador) anotem el nombre
total d'èxits X, i el cost acumulat (lineal i quadratic) dels descensos
acabats en èxit i dels descensos acabats en fracàs.
La figura 5.3 mostra els histogrames obtinguts per a cada una de tres les estratègies.
Els resultats obtinguts mostren una lleugera desviació cap a l'esquerra de les distri-
bucions, i una dispersió molt baixa en el cas de RS. Més endavant estudiarem més
en detall aquests fenòmens.
Pel que fa a la qualitat dels estimadors, amb les dades de l'experiment paral·lel
obtenim 51 valors diferents per a cada un dels estimadors de la mitjana i la va-
riança (expressada en termes de desviació) d'y i z, basats en les expressions de
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l'apartat 4.1.3 (equacions (4.13, 4.14) i (4.15, 4.16), respectivament). La taula
següent mostra, en cada cas, la mitjana i la desviació (entre parèntesi) d'aquests 51
valors.
CD
RS
CC
E(z) Dev(z)
28.90
1.10
5.44
(3.31)
(0.01)
(0.24)
28.40 (3.31)
0.33 (0.01)
4.92 (0.24)
E(y]
165.91 (19.08)
41.01 (0.92)
190.82 (8.40)
Deu(y)
162.36 (19.07)
38.04 (1.23)
171.99 (8.44)
Recordem que, per definició, E(z) és el resultat w de l'experiment paral·lel. Com-
parades amb la taula anterior, les estimacions són prou bones.
L'anàlisi de la variabilitat de w és important, ja que és la variable que farem
servir per comparar algorismes i problemes entre si. L'anàlisi estadística és, en
general, molt sensible a les desviacions de la normalitat en la variable resposta, i la
majoria de tests es basen en la hipòtesi de variança constant. Els resultats que es
presenten a continuació mostren com, en el nostre cas, els requisists anteriors no es
compleixen.
Pel que fa a la distribució, el següent experiment mostra alguns exemples més.
Experiment 4
Objectius: Anàlisi de la istribució de la resposta w.
Problemes: d5,dlO,d7,dll.
Funcions: Fug.
Estratègies: CD.
Rèpliques: 30 (120 per a dlO).
La figura 5.4 mostra els histogrames obtinguts. L'anàlisi d'aquesta figura (i la de la
figura anterior), no permet treure conclusions definitives. Però sí que es pot observar
que, en alguns casos (com a) i b) a la figura 5.4, i c) a la figura 5.3), les desviacions
de la normalitat semblen significatives. La distribució de w, a més, sembla que
varia d'un cas a l'altre. Els exemples presentats aquí, escollits arbitràriament en la
fase preliminar de l'experimentació, no són representatius de tota la casuística, però
il·lustren el tipus de problemes amb que ens podem trobar.
La hipòtesi d'igualtat de variances definitivament no es compleix. La figura 5.5a)
presenta un gràfic de la desviació mostrai respecte a la mitjana, per als 7 problemes
del conjunt d'entrenament, amb Fuq i les tres estratègies òptimes (15 rèpliques en
cada cas). Les dades corresponen a l'experiment 12, que es descriu més endavant.
I la figura 5.5b) presenta el mateix gràfic per als 25 problemes de l'experiment 15,
amb paràmetres estàndard (5 rèpliques). Els casos de fracàs complet no es presen-
ten. S'observen dos fenòmens. D'una banda, el comportament és diferent per a les
diferents estratègies. I, d'altra banda, tot i créixer clarament amb la mitjana, les
desviacions evolucionen de manera irregular. De manera que no podem trobar cap
transformació que les iguali.
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Recapitulant, doncs, les estimacions d'.E(z) i Var(z) obtingudes per mitjà de
l'experiment paral·lel mostren una exactitut acceptable (comparades amb la mesura
directa dels paràmetres estimats, per mitjà de l'experiment seqüencial). Però la
variabilitat de la resposta w, que determina la precisió de la mesura paral·lela, amb
una distribució possiblement no normal, una variança variable, i casos de fracàs
complet, no permeten l'aplicació de les tècniques estadístiques objectives habituals
(test ANO VA, superfície de resposta, etc.).
En els experiments que segueixen, per determinar quina de dues respostes és més
bona, els criteris que farem servir són els següents. En primer lloc les comparacions es
faran en termes del nombre de fracassos complets (en relació al nombre de rèpliques
de l'experiment) i, només en cas d'igualtat, considerarem la resposta w. Aleshores,
en el darrer cas, direm que la diferència entre mitjanes és significativa únicament
si el seu valor absolut supera la suma de les desviacions corresponents. Comparat
amb els marges de confiança per a la diferència entre mitjanes en el cas de variables
gaussianes, aquest criteri és força precís per a n = 15 rèpliques, i resulta suficient,
per als nostres propòsits, per a n = 5.
5.1.2 Preselecció de les funcions de cost
La preselecció de funcions s'ha realitzat en base únicament a l'estratègia CD, i les
dues funcions que en resulten finalistes s'avaluen a l'apartat 5.2.1 per a la resta
d'estratègies de cerca.
Amb el primer experiment busquem una bona composició per a cada una de les
nou estructures de les funcions del capítol 2.
Experiment 5
Objectius: Cerca d'una bona composició per a cada estructura.
Problemes: Conjunt d'entrenament.
ilinClOnS: ¿1ugi -*utgj fuhqi " uugi -*uthqi Futvq) ^uhvq^ Futhvqi -*g<J-
Estratègies: CD.
Rèpliques: 1.
Descripció: Exceptuant Fuq i Fqg, que són fixes, provem diferents valors dels
coeficients de composició per a cada estructura, i anotem la resposta w.
Iterativament, amb les dades obtingudes, es busca una nova composició
que millori els resultats.
L'elecció dels coeficients s'ha realitzat manualment, en base a l'experiència adqui-
rida, i en la major part dels casos s'han provat únicament 2 o 3 conjunts de valors.
Els cas explorat més a fons (unes 30 composicions diferents), correspon a l'estructura
Futhvq, que ens farà servei en el capítol 6. Els resultats detallats no es presenten, però
el tipus de problemes que apareixen s'il.lustren a continuació. La taula següent mos-
tra els resultats obtinguts amb 3 composicions diferents d'Fut/¡u?, per als problemes
d4 i d8.
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Pt
1
1
1
Ph.
9
7
9
Pv
3
3
3
Pi
5
9
7
d4
-
81.5*
73.1
d8
56*
-
24.3
Els guions indiquen fracàs complet, i els asteriscs senyalen els millors resultats ob-
tinguts en tota l'experimentació. Com s'observa, l'optimització de coeficients no es
pot realitzar cas a cas. I si es vol resoldre el major nombre de problemes de manera
"acceptable", cal arribar a un compromís. L'opció escollida, en aquest cas, és la de
la tercera fila.
A continuació, fent servir com a criteri la minimització del nombre de fracasos
complets, i en base els resultats de l'experiment anterior, es fa una preselecció de les
4 funcions de cost següents:
Fu,(au,o,o,o,i,o)
Fut/l,(au,l,2,0,3,0)
^«^(«„,0,1,1,8,0)
(5.1)
Les alternatives eliminades són significativament inferiors. I les funcions escollides,
que anomenem prefinalistes, s'avaluen amb més precissió a l'experiment següent:
Experiment 6
Objectius: Comparació entre funcions.
Problemes: Conjunt d'entrenament.
Funcions: Les 4 funcions prefmalistes.
Estratègies: CD.
Rèpliques: 15.
Els resultats obtinguts es mostren a la taula de la figura 5.6. Tal com dèiem a
l'experiment anterior, el fenomen més remarcable que s'observa és la forta interacció
entre funcions i problemes (algunes van millor en alguns problemes que altres).
Resulta difícil decidir quina és millor.
La decisió que prenem, en aquest cas, és eliminar les dues funcions del mig
superades, respectivament, per les funcions dels extrems de la taula. I queden com
a finalistes
(5.2)
Fui/l„?(au,l,9,3,7,0).
Pel que fa a les funcions de tipus H, ens remitim als resultats exposats
a [Fontdecaba, 94], que il·lustren que a efectes d'optimizació combinatòrica, el seu
comportament és molt pobre, fins i tot per als problemes més petits.
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5.1.3 Optimització experimentals dels paràmetres de la RS
El funcionament de la recuita simulada RS(TC, /?, Nt) depèn de tres paràmetres: la
temperatura central d'exploració Tc, la relació p entre les temperatures inicial i final,
i el nombre total d'iteracions Nt de la fase estocàstica. La hipòtesi de treball és que si
el rang de temperatures explorat conté la temperatura crítica Tcr:-, i el temps invertit
és adequat, el cost fins la primera solució ha de ser mínim. El primer experiment,
que es descriu a continuació, busca l'òptim d'aquest paràmetres per a cada un dels
problemes del conjunt d'entrenament.
Experiment 7
Objectius: Optimització dels paràmetres de RS.
Problemes: Conjunt d'entrenament.
Funcions: Fuq.
Estratègies: RS(rc,/>, Nt).
Rèpliques: 1.
Descripció: De manera independent per a cada problema, optimització
seqüencial d'to respecte als paràmetres de l'estratègia (veure text).
Les proves preliminars mostren, efectivament, l'existència d'una temperatura crítica.
Fixat el nombre d'iteracions Nti si la Tc escollida és bona, la millor resposta es
produeix quan més petit és p (tot l'esforç s'inverteix a la temperatura adequada).
De manera que, deixant un marge de tolerància, obtem per fixar p = 2 i optimitzar
respecte als altres dos paràmetres.
L'estratègia d'optimització que fem servir és la següent: A partir d'un punt
de prova (T,.1, TV/), escollit a l'atzar, definim un increment per a cada un dels
paràmetres, (ATC, AJV¿), i fem un experiment factorial amb totes les combinaci-
ons (T,.1 ± ATC, N} ± AJVt). Si la resposta al punt de prova és significativament més
bona que a la resta, definim aquest punt com a òptim. Altrament, repetim el procés
prenent com a nou punt central l'extrem que millors resultats ha produit.
A la pràctica, els resultats que s'obtenen no mostren un òptim clar. El marge de
valors de Tc que optimitzen la resposta w és, a vegades, força ampli. Però a banda i
banda d'aquest interval els resultats empitjoren. Pel que fa al nombre d'iteracions els
efectes són menys importants. En la majoria dels casos, l'augment en la probabilitat
d'èxit per a Nt creixent (refredament lent) compensa el cost addicional invertit, de
manera que els resultats no decauen. Si tenim en compte, a més, la variabilitat de
les dades, l'òptim no es localitza en un punt, sinó en un marge de valors. Per citar
un parell d'exemples, en el cas de dlO els resultats són bons per a Tc € [0.64,0.86]
i Nt > 40. I en el cas de d21, s'obtenen bons resultats amb Tc e [0.99,1.47] i
Nt > 70. Un cas excepcional correspon al problema d2, que amb CD ja presenta
tan bons resultats que la RS no aconsegueix millorar-los. El millor punt de treball
és, aleshores, Nt = 1 (el més pròxim a CD), i és pràcticament insensible a Tc.
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Amb les dades anteriors, escollim manualment el punt òptim de treball (Tc*, N*)
per a cada problema. Per minimitzar el temps d'experimentació, els valors dWt
escollits són el més petits possible, sense sortir de la regió on els resultats són més
bons. Els valors escollits es mostren a la taula de la figura 5.7. I configuren el que
denominarem la RS òptima
RSopt = RS(T¿, 2, JV; ). (5.3)
Com s'observa, els valors escollits difereixen notablement d'un disseny a l'altre.
Per definir uns paràmetres estàndard, hem de trobar un mecanisme que genera-
litzi aquests valors a qualsevol disseny i funció. Pel que fa a Tc, la regla de decisió
de la RS (eq. 3.2) depèn de la relació entre els camps locals i la temperatura. Al
llarg de la recuita, el moment en que comencen a aparèixer solucions correspon a la
temperatura crítica Tcrt-, i es verifica experimentalment que, en mitjana, els camps
locals s'aproximen als valors òptims A°F* de l'apartat 2.3. Recolzats en aquesta
hipòtesi, i per a qualsevol funció simètrica, definim la temperatura normalitzada com
(6
-
4)
Les dues darreres columnes de la figura 5.7 mostren els camps locals, i els valors
normalitzats de T*. Com es pot observar, la dispersió es redueix considerablement.
Es important recordar que el valor de A°F* depèn del disseny i la funció, de manera
que la generalització queda implícita. Pel que fa a TC! doncs, la definició del valor
estàndard es farà en el domini normalitzat.
Els paràmetres estàndard que escollim són
f¡td = 0.110 (5.5)
Nftd = 100.
L'estratègia resultant la denotarem per
RSstd = RS(T*td, 2, N?d). (5.6)
Els casos que més es desvien de la regió òptima són dl8 i d21. Però és necessari
acceptar un compromís.
La pèrdua de qualitat entre els punts òptim i estàndard s'avalua en el següent
experiment.
Experiment 8
Objectius: Comparació entre els resultats òptims i estàndard de la RS.
Problemes: Conjunt d'entrenament.
Funcions: Fug.
Estratègies: RSopí, RSstd.
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Rèpliques: 15 per als òptims, 5 per als estàndard.
La taula de la figura 5.8 presenta els resultats. Com es pot comprovar, hi ha po-
ques diferències significatives (el cas més clar és dl8). Però en termes relatius les
diferències són petites.
El següent experiment verifica l'optimalitat dels paràmetres estàndard, i la seva
generalització a l'altra funció finalista
Experiment 9
Objectius: Validació dels paràmetres estàndard de RS.
Problemes: Conjunt d'entrenament.
Funcions: Fuq, Futhvq-
Estratègies: RSsíd.
Rèpliques: 3.
Descripció: Per a cada problema i funció de cost, un experiment factorial
amb punt central, a l'entorn dels valors estàndard: Tc = 0.110 ± 0.030, i
Nt = 100 ± 50.
Com en la fase d'optimització, però prenent uns increments més amplis, la validació
consisteix en comprovar si la resposta al punt estàndard és efectivament millor que
la resposta al seu entorn. Els resultats no es mostren en detall. Pel que fa a Fuqì la
funció d'entrenament, els 5 primers problemes validen l'optimalitat dels paràmetres
estàndard (en el cas de d2, amb Nt » 1, és curiós verificar com els paràmetres
estàndard són, localment, els millors). El problema dl8 respon millor per a Tc i Nt
més grans. Mentre que d21 demana Tc més petita i Nt més gran. Aquests resultats
són consistents amb l'elecció dels paràmetres estàndard, i il·lustren les conseqüències
del compromís.
Pel que fa a la segona funció de cost Fuíhvq, la distribució de resultats és sor-
prenentment similar. Amb l'excepció del cas dl5, que demana Tc i Nt més petits
(el punt estàndard és el segon millor), la localització de la millor resposta es repe-
teix cas a cas. I la qualitat relativa dels punts de l'entorn és molt semblant. La
generalització, doncs, sembla molt bona.
Així, pel que fa al conjunt d'entrenament, els paràmetres estàndard escollits són
bons.
5.1.4 Paràmetres estàndard per a la CC
El procés d'entrenament de la cerca cooperativa CC(SiRo,R/,Nt) és similar al de
la RS. Els paràmetres a optimitzar són el nombre S de membres de l'esquadra, els
radis inicial RO i final R/, i el nombre total Nt d'iteracions de la fase cooperativa.
A més, en aquest cas, cal tenir en compte les tres variants de la cerca: focalitzada
descendent CCfd, focalitzada central CCfc, i dispersa CCd. Donat que es tracta
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d'una estratègia nova, no tenim coneixement del procés, i l'exploració s'ha de fer a
cegues.
El primer experiment busca els paràmetres òptims per als problemes del conjunt
d'entrenament, tractant de manera independent cada una de les variants de
l'estratègia.
Experiment 10
Objectius: Optimització dels paràmetres de CC.
Problemes: Conjunt d'entrenament.
Funcions: Fug.
Estratègies: CCfd,CCfc,CCd.
Rèpliques: 1.
Descripció: De manera independent per a cada problema i variant de
l'estratègia, optimització seqüencial d'to respecte als paràmetres (veure
text).
L'obtimització es realitza, com abans, a base d'experiments factorials amb punt
central, basats en els 4 paràmetres de l'estratègia. I, per tal de desfer ambigüetats,
es mostregen uniformement algunes àrees d'interès. Els resultats no recolzen la
hipòtesi de treball. En primer lloc les desviacions, molt més grans que en el cas
anterior, enmascaren les diferències. I la optimització es fa més difícil. El procés és
sovint insensible als radis inicial i final. I, quan es detecta una zona bona, el marge
d'optimalitat és bastant ampli. Pel que fa al nombre de membres, la cooperació
millora efectivament la freqüència d'èxit de l'esquadra. Però el cost invertit és tan
gran que els resultats recomanen esquadres petites (5=2 o 4). Pel mateix raonament,
els òptims de Nt tendeixen a valors baixos (entre 1 i 20). Com a l'apartat anterior, d2
tendeix a suprimir la fase cooperativa, i no aporta informació d'interès. De manera
que l'eliminem del conjunt d'entrenament.
Amb S = 2, el cas més freqüent, CCfc i CCd són la mateixa estratègia (un únic
membre, a més de la referència, no discrimina el tipus de topologia). I la diferència
amb CCfd rau en el procés de contracció, que incorpora cerca descendent. D'una
variant (CCfd) a l'altra(CCfc-CCd), la localització dels òptims varia sensiblement.
Però els resultats òptims obtinguts amb la primera superen, cas a cas, als òptims de
les altres dos. De manera que eliminem les dues darreres.
Amb aquests resultats, escollim manualment els els punts òptims de treball que
es mostren a la taula de la figura 5.9. I l'estratègia corresponent la denotarem per
CC°pt = CCfd(S*, R*Q, R}, N;). (5.7)
Pel que fa al radi inicial, la diversitat és gran, no trobem cap relació amb
cap paràmetre conegut. Per a d4, dl5 i d21, RQ = uò, el tamany del disseny.
Però en els altres tres casos aquesta elecció empitjora els resultats. Pel que fa al
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nombre d'iteracions, malgrat que no s'observa clarament en els òptims escollits,
l'experimentació realitzada recomana un Nt més gran per als problemes més grans.
A falta de res millor, doncs, obtem per pendre els valors següents com a paràmetres
estàndard:
Sstd = 2
Rf = vb (5.8)
Rf = 4
N?d = 15,
que configuren la cerca cooperativa estàndard
CCstd = CCfd(Sstd, R£d, Rf, N?d}. (5.9)
El següent experiment compara els resultats al punt òptim i els resultats al punt
estàndard. :
Experiment 11
Objectius: Comparació entre els resultats òptims i estàndard de la CC.
Problemes: Conjunt d'entrenament, menys d2.
Funcions: Fuq.
Estratègies: CCupí, CCs<d.
Rèpliques: 15 per als òptims, i 5 per als estàndard.
La taula de la figura 5.10 mostra els resultats. Les diferències, en aquest cas, són
sempre significatives, i les diferències són grans.
Per a la CC, doncs, l'estandardització, que no és localment òptima, perjudica
fortament els resultats.
5.1.5 Altres proves
L'algorisme bàsic de cerca del capítol 3, que hem analitzat fins ara, inclou algunes
decisions implícites que no s'havien formultat com variants. La primera, apuntada
a peu de pàgina al final de l'apartat 3.1, fa referència a l'ordre d'actualització de
les unitats de la xarxa. L'ordre proposat és seqüencial (una unitat darrera l'altre,
ordenades per files), amb la intenció de reduir tota l'aleatorietat a l'elecció de l'estat
inicial. L'altra alternativa és escollir l'ordre a l'atzar. Els experiments prelimi-
nars, realitzats amb CD i RS, mostren que les diferències són poc significatives
(amb un lleuger avantatge per a l'ordre a l'atzar). Però, en la implementació pa-
ral·lela, la segona alternativa és computacionalment més costosa, i es va prescindir
de l'actualització a l'atzar.
La nota a peu de pàgina de l'apartat 3.2 apunta un altre fet interessant. La
regla de decisió, en actualitzar la unitat (z,j), depèn del signe de l'increment de
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transició ^\3ranscE. Però, quan aquest increment és zero (un cas molt freqüent amb
les nostres funcions de cost), les alternatives són tres: afavorir els zeros (commutar
tans sols si x¿j = 1), afavorir els tins (commutar quan X{j = 0), i no afavorir a
ningú (no commutar). Òbviament, l'alternativa de commutar sempre no és possible,
ja que podria provocar cicles. Els experiments preliminars amb CD van demostrar
diferències importants. La opció de no afavorir a ningú era notablement més dolenta,
i la d'afavorir els zeros era lleugerament millor que els uns. De manera que els
experiments d'aquest capítol s'han fet amb aquesta alternativa. Per extensió, s'ha
aplicat el mateix criteri a les altres estratègies.
Finalment, la darrera puntualització fa referència al conjunt de problemes. Al
llistat de [Mathon & Rosa, 90] apareixen només els dissenys amb u < vb/2. Els
paràmetres admissibles amb u > vb queden implícits, doncs corresponen a comple-
mentaris d'algun disseny de la llista. La darrera prova que es va fer consisteix en
genenar aquests problemes amb nombre d'uns elevat (generació pel disseny comple-
mentari). El fracàs va ser sorprenent. Dels 5 dissenys del conjunt d'entrenament
amb u < vb (d4, d8, dlO, dl5, d21), únicament d4 no va donar fracàs total amb
CD. El resultat sembla apuntar que l'algorisme de cerca es comporta millor quan la
densitat d'uns és baixa.
5.2 Segona etapa: Comparacions
Les dades de l'apartat anterior es recopilen i completen en els dos experiments
següents:
Experiment 12
Objectius: Recopilació dels resultats òptims.
Problemes: Conjunt d'entrenament.
Funcions: Fuq.
Estratègies: CD, RSopí, CCopí.
Rèpliques: 15.
Comentaris: Dades extretes dels experiments 6 (CD), 8 (RS) i 11 (CC).
Experiment 13
Objectius: Recopilació dels resultats estàndard, per a les dues funcions fina-
listes.
Problemes: Conjunt d'entrenament.
Funcions: Fug, Futhvg.
Estratègies: CD, RS*td, GCstd.
Rèpliques: 5.
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Comentaris: Recopilació de diversos experiments i extensió a la segona
funció (en el cas d'RS i CC).
L'experimentació s'exten, en aquest apartat, als 18 problemes que falten per a
completar els 25 del conjunt de prova.
Experiment 14
Objectius: Avaluació dels 18 problemes restants del conjunt de prova.
Problemes: Conjunt de prova.
Funcions: Fuqi Futhvq-
Estratègies: CD, RSs<d, CCsld.
Rèpliques: 5.
Els resultats s'analitzen a continuació per a cada un dels factors.
5.2.1 Selecció de la millor funció per a cada estratègia
Donat que volem determinar el millor algorisme, el que de debò necessitem és escollir
la funció més adequada a cada estratègia.
A la taula de la figura 5.11, es comparen, estratègia per estratègia, els resultats
de les dues funcions finalistes en els experiments anteriors. El cas més difícil de
discernir correspon a CD. En total, Fug resol un cas de menys (el cas d8, ja que d21
i d6 es compensen). Però, dels 12 problemes que resolen totes dues, en 8 ocasions
els resultats d',Pu? són significativament més bons. Mentre que els d'Fu<^V7 només ho
són en dues. La composció de la darrera, apresa al conjunt d'entrenament, resulta
inferior en el conjunt de prova (exceptuant d6). Tenint en compte, a més, que els
casos que guanya Fuq són els dissenys més grans, l'escollim com a vencedora. En el
cas de la RS, Fuq és qui resol un cas de més (dl9, tot i que amb dificultat). I dels 23
casos que resolen totes dues, en 15 Fuq és significativament millor, mentre que Futhvq
només ho és en 5. La conclusió, doncs, és clara. I finalment, pel que fa a CC, Fuq
resol novament dos casos més (dl6 i dl7, també amb dificultat). I dels 20 problmes
resolts per totes dues, les diferències significatives són de 14 a 2. Algunes d'elles, a
favor d'.Fug, molt clares (dio, dll i d25). L'entrenament d'Fut^, fet amb CD, no
generalitza gaire bé a les altres estratègies.
La conclusió general, doncs, és clara. I prenem Fuq com a funció guanyadora per
a les tres estratègies. Els avantatges d'aquest resultat són que es tracta de la funció
d'entrenament (amb la qual s'han fixat els paràmetres), i que la seva composició, al
seu torn, no ha estat apresa (els seus coeficients són fixos).
5.2.2 Comparació entre estratègies
Seguint el fil de l'apartat anterior, la comparació entre estratègies es fa amb la millor
funció de cada cas. Es a dir, es fa sempre amb Fuq. En termes general, però, les
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conclusions que obtindrem apliquen igualment als resultats obtinguts amb Futhvq,
que no s'analitzen en detall. Formalment, les dades corresponents es recopilen en el
següent experiment.
Experiment 15
Objectius: Comparació entre les millors estratègies.
Problemes: Conjunt d'entrenament complet.
Funcions: Fuq.
Estratègies: CD, RSsíd, CCstd.
Rèpliques: 5.
Comentaris: Dades procedents dels experiments 13 i 14.
Els resultats de la comparació es mostren a la taula de la figura 5.12 que en cada
cas, quan les diferències són significatives, dictamina la primera i la segona posició.
La conclusió general és clara. Cas a cas, la recuita simulada supera a les altres
dues, amb diferències importants i significatives. L'única excepció és d2, comentat
anteriorment, que és tan fàcil per a CD que RS aconsegueix, tot just, igualar-la.
L'avantatge es manifesta tan en el nombre de problemes resolts (tots menys d22),
com en les diferències entre resultats.
La comparació entre les estratègies restants és interessant perquè medeix els
efectes de la cooperació en CC respecte de la cerca descendent. El fenomen que
s'observa és el següent. Dels 13 casos que resolen totes dues, CD és significativament
superior en 9 i CC només en 2. Però CC és capaç de trobar solució a 9 dissenys en
els que CD fracassa. Això ve a demostrar que CC augmenta considerablement la
probabilitat d'èxit, però està fortament castigada pel seu cost addicional.
Pel que fa al conjunt d'entrenament, la comparació feta amb paràmetres òptims
es mostra a la fiura 5.13). CC aconsegueix una victòria a dl8, i el marcador entre
CD i CC queda O a 3, sobre 4 casos comuns, i 2 casos que únicament CC resol. Les
conseqüències de l'estandardització són ara manifestes.
5.2.3 Validació dels paràmetres estàndard de la RS
Com s'ha vist a l'apartat 5.1.3, la generalització a Futhvq dels paràmetres estàndard
de la recuita simulada és bona. El següent experiment verifica a continuació la
generalització d'aquests paràmetres als problemes del conjunt de prova.
Experiment 16
Objectius: Validació dels paràmetres estàndard de RS.
Problemes: Conjunt de prova.
Funcions: Fuq.
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Estratègies: RSsíd.
Rèpliques: 1.
Descripció: Per a cada problema i funció de cost, un experiment factorial
amb punt central, a l'entorn dels valors estàndard: Tc = 0.110 ± 0.030, i
Nt = 100 ± 50.
Els resultats, que no es mostren en detall, es descriuen a continuació: Si ordenem,
en cada cas, les 5 respostes obtingudes (punt central i quatre extrems), dels 18
problemes avaluats el punt central queda 11 cops en primera posició, sis d'ells amb
avantatge clara (d?, d9, dll, dl4, d20 i d25). Queda 5 cops en segona posició (tres
d'ells per poca diferència). I 1 cop en tercera posició (dl3), poc allunyat de la
segona. El cas restant, d22, queda irresolt. Fora del punt central, les segones (o
primeres) posicions apareixen amb més freqüència a l'extrem amb Tc gran i Nt petit.
En termes generals, però, l'efecte del primer paràmetre torna a ser més important.
En definitiva, la generalització respecte dels problemes també és bona.
5.2.4 Anàlisi dels resultats en funció del tamany del pro-
blema
Fetes les comparacions, les dades de l'experiment 15 s'analitzen a continuació en
termes de la variable resultat z, i s'observa la seva evolució amb el tamany vb del
problema. Per mitjà de l'experiment paral·lel, els paràmetres estimats són E(z) i
.Deu(z). Però, com hem fet a l'apartat 3.1, analitzarem prèviament els paràmetres
que intervenen en aquestes estimacions.
Abans que res, però, parlem del temps d'execució. La figura 5.14 mostra la mit-
jana del temps d'iteració en funció del tamany al quadrat del problema. Les dades
corresponen a 1 descens d'una execució a l'entorn descrit al capítol 4 (temps de
procés), i constaten l'anàlisi de complexitat de l'apartat 4.1.1. La variabilitat que
s'observa en els gràfics depèn dels resultats de la cerca i de la variabilitat intrínseca
de les eines de mesura. Però les corves obtingudes són essencialment lineals (comple-
xitat 0(u2o2)). El temps d'iteració, com predèiem, és més gran per a les estratègies
més complexes (CC i RS, en aquest ordre). Però les diferències són poc impor-
tants. El temps total d'execució d'una rèplica de l'experiment parai.lei, per als 25
problemes i amb paràmetres estàndard, és d'ih 35' per a CD, 10h 11' per a RS, i
5h 2' per a CC. L'experiment no acaba fins que l'últim processador convergeix, i
això succeix al cap d'unes 10 iteracions aproximadament per a CD, 100 per a RS, i
40 per a CC. El temps total d'execució de l'experiment 15 és, doncs, de 3 dies i 9
hores. Per a RS (la millor estratègia en termes de resultats), estimant el pendent
del gràfic en 3.5 x 10~4, el tamany màxim d'un problema que es pugui executar en
48 hores (1 descens) és, sent optimistes, vb = 2500.
El següent terme que s'analitza és el cost de relaxació (en iteracions) d'un descens.
Distingint el cost b dels acabats en èxit del cost d dels acabats en fracàs. Les dades
de l'experiment 15 ens proporcionen, en cada cas, un total de 5 x 2048 descensos,
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i els resultats, en mitjana, es mostren a la figura 5.15 en funció del tamany vb del
problema. Donat que el nombre d'èxits és variable, el nombre de mostres varia i
les mitjanes que es presenten no tenen la mateixa precisió (en els casos de fracàs
total, b simplement no es mostra). Però, en la major part dels casos el nombre
d'observacions és tan gran, que les diferències entre b i d que la figura permet distin-
gir, són estadísitcament significatives. Això corrobora els models de l'apartat 4.1.2.
La impressió general és que el cost b dels descens bons, amb una evolució una mica
erràtica, tendeix a créixer lleugerament amb el tamany del problema, i l'evolució del
cost d depèn fortament de l'estratègia. En el cas de CD les dues corves es segueixen
(el pic de 6 a vb = 256, correponent a d21, no és significatiu, ja que únicament s'han
trobat dues solucions), i la tendència al creixement és molt lleugera. Les diferències,
tot i significatives, són petites, amb el cost dels descens bons lleugerament per sobre.
Les desviacions, que no es mostren, són també del mateix ordre (entre 0.7 i 1.5, en
ambdós casos).
Pel que fa a RS, el valor de 6 és sempre sensiblement inferior a Nt = 100
(amb desviacions de l'ordre de 20 iteracions), i el valor de d no supera mai 101.5
(amb desviacions inferiors a 0.8). El comportament és, doncs, el que hem descrit a
l'apartat 5.1. Els òptims apareixen en la fase estocàstica de la cerca, i els mínims
locals acaben tot just superat Nt (la relaxació final amb CD és gairabé sempre
innecessària). Amb aquesta estratègia, el creixement de 6 amb vb és molt marcat.
Donat, a més, que les desviacions són força uniformes, aquest fet suggereix que un
creixement lineal de Nt amb vb podria millorar els resultats. La complexitat global
d'un descens seria, aleshores, O(v3b3).
Finalment, en el cas de la CC, es confirma novament l'anàlisi de l'apartat 5.1.
Òptims i mínims locals apareixen gairabé sempre després de la fase cooperativa, i
la relaxació amb CD és, en els dos casos, necessària. La corva dels mínims locals
segueix molt de prop la de la CD, desplaçada S x Nt = 30 iteracions, amb desviacions
similars. Però la dels òptims és fa més erràtica, amb desviacions més grans (entre
1.5 i 4). El cost dels descens bons, en aquest cas, tendeix a ser inferior al dels locals.
Les taules de les figures 5.16, 5.17, i 5.18 mostren les estimacions E(y), Dev(y),
E(z) i Dev(z), per a cada una de les estratègies (mitjana i desviació, en cada cas,
de les 5 rèpliques). I els gràfics que venen a continuació (figures 5.19 i 5.20) mostren
l'evolució de les esperances estimades amb el tamany vb del problema. Donat que les
mitjanes de les taules no ponderen els casos de fracàs complet (el cost de les rèpliques
fracassades no es té en compte), la seva comparació gràfica sortiria enmascarada, de
manera que hem optat per representar la reinterpretació de les dades com un únic
experiment paral·lel amb N = 5 x 2048 = 10240 processadors. Els casos no resolts,
però, s'omiteixen.
El nombre d'intents y fins la primera solució ens parla de l'eficàcia de la cerca,
i els seu valor estimat varia considerablement amb el problema i l'estratègia. Les
desviacions estimades, similars a les mitjanes, no aporten informació d'interès (com
correspon a una distribució geomètrica, la desviació és la mitjana ponderada per y'g,
amb q la probabilitat de fracàs). La precisió de les estimacions millora quan el valor
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és petit. La figura 5.19 a) mostra l'evolució d1£J(y). Però la representació gràfica
resulta molt més clara en termes de l'estimador invers: la probabilitat estimada p
(freqüència d'èxit), que es mostra a la figura 5.19 b). Qualitativament, la forma de les
curves és essencialment paral.lela, de manera que la dificultat relativa dels problemes
es manté d'una estratègia a una altra. Si bé l'evolució local és molt erràtica, la
dificultat dels problemes tendeix a augmentar amb el tamany. La superioritat d'RS
es veu clara. Però el més important de remarcar, com es pot verificar a les taules,
és que CC supera cas a cas a CD. En termes d'eficàcia, l'ús d'esquadres més grans
podria millorar els seus resultats. .
El cost z fins la primera solució, el resultat principal de l'anàlisi, medeix
V eficiència de la cerca, i n'estimem l'esperança i la variança. Per inspecció de les
taules, i en termes de desviació, la relació entre aquest paràmetres és similar al cas
d'y. Ambdós valors són similars, amb diferències més petites conforma augmenta
el valor absolut. Però la precisió de les mesures, com hem vist a l'apartat 5.1, em-
pitjora. Com abans, l'evolució d'JS(z) amb el tamany del problema (figura 5.20 a))
és illegible. De manera que la figura 5.20 b) (ampliada a la figura 5.20 c)) en mos-
tra una inversa. La variable que es presenta, 1°^°°, no té una interpretació física
estricta, però és una estimació "informal" del nombre d'òptims que obtindríem en
10.000 iteracions. En consonància amb el que acabem de dir, l'evolució de les corves
és similar a les de la freqüència d'èxtit. A mesura que creix vb les dificultats aug-
menten, però cada problema mostra el seu comportament particular. Si comparem
les estratègies, en termes d'eficiència el baix cost de CD escurça les distàncies amb
RS, i arriba, com hem vist, a superar a CC en la major part dels casos que totes
dues resolen.
5.3 Tercera etapa: Aplicació del millor algo-
risme a problemes de tamany creixent
El millor algorisme obtingut (RSstd amb Fuq) s'aplica en aquest apartat a problemes
de tamany creixent, seguint la taula 4.1. El primer experiment avalua els 32 casos
següents (d26 a d57), amb vb < 500, però es deixen de banda d27 i d55, dels quals
sabem que no existeixen.
Experiment 17
Objectius: Anàlisi de la resposta per a dissenys de tamany creixent.
Problemes: Dissenys solubles arnb vb < 500 (30 problemes).
Funcions: Fuq.
Estratègies: RSsíd.
Rèpliques: 1.
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Els resultats es mostren a la taula de la figura 5.21. Dels 30 casos intentais, 14
queden irresolts, i els 16 casos restants mostren valors molt elevats d'JS(z). No
s'observa una proporció directa amb vb, però es fa evident que, a mesura que creix
el tamany, les dificultats per resoldre problemes augmenten.
Com hem vist, amb vb gran, el temps d'execució de l'experiment paral·lel és
elevat. De manera que, a continuació, optem per abortar el procés en el moment
que algun processador troba la primera solució. Així, el nombre total Nt d'iteracions
només s'esgotarà en els casos de fracàs total. Els 72 casos que s'avaluen al següent
experiment (d58 a dl29), completen la llista de dissenys amb vb < 1000. I novament
eliminem d71 i dl05 perquè no tenen solució.
Experiment 18
Objectius: Generació de dissenys de tamany creixent.
Problemes: Dissenys solubles amb vb < 1000 (70 problemes).
Funcions: Fuq.
Estratègies: RSsíd.
Rèpliques: 1.
Descripció: Experiment paral·lel truncat a la primera solució (no cal acabar
la resta de descensos). Si no en trobem cap, tenim un fracàs total (cap
disseny en N = 2048 intents).
Els resultats es mostren a la taula de la figura 5.22, que parla per si sola. El disseny
més gran resolt té vb = 961. Però dels 70 problemes avaluats, únicament se n'han
pogut resoldre 8.
En conclusió, tal com era d'esperar tenint en compte la complexitat del cas
general (NP-complet), la qualitat de l'algorisme de cerca decau per a problemes
grans, fins que és incapaç de resoldre'ls. El que s'ha vist en aquest apartat és que
aquest tamany crític es pot establir pels vols de vb ~ 500.
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Figura 5.1: (Experiment 1) Per a cada estratègia, histograma del cost b dels descen-
sos acabats en èxit (esquerra), i del cost d dels descensos acabats en fracàs (dreta).
De dalt a baix, CD, RS i CC. (n, nombre de mostres).
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Figura 5.2: (Experiment 2) Per a cada estratègia, els gràfics de l'esquerra mostren
l'histograma del nombre de descensos y fins la primera solució, i els gràfics de la
dreta l'histograma del cost z corresponent. De dalt a baix, CD, RS i CG. A l'eix
d'abscises, entre els valors mínim i màxim, el signe | assenyala la mitjana i l'altra
indicació correspon a la mediana.
3-
n/f
n -W"'i i 1u i
123
..'
.."
l
!
n — oí
_ n = 16,
~-..% o-=19
~1 SR
1 PH-4i i
r 212
*)
0.05- ...^
.•"
178
U.4C-
5.91
08
/'
39
r-o n = 51
At = 190.8
er — 8 40
\^
Î 218
..
x
"~~"v.
Il
b)
2
n — 01
A<=4 1-01
a = 0.92
'"••.
i
43
Figura 5.3: (Experiment 3) Per a cada estratègia, histograma de la resposta w. a)
CD, b) RS i c) CC.
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Figura 5.4: (Experiment 4) Histograma de la resposta w amb CD, per a a) d5, b)
dlO, c) d7 i d) dll.
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Figura 5.5: (Experiments 12 i 15) Varibilitat de w (desviacions respecte mitjanes)
per a cada una de les estratègies, a) Paràmetres òptims i conjunt d'entrenament (15
rèpliques), b) Paràmetres estàndard i conjunts d'entrenament i prova (5 rèpliques),
c) Ampliació de l'anterior.
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 Uq
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* 1241.9 (318.4)
* 162.4 (24.4)
* [7] 11095 (3156)
•T tthvq
11.2 (0.4)
576.5 (160.6)
[14] 6958.5 (2602.0)
232.7 (37.5)
[6] 12926 (81.9)
Futhq
30.1 (1.4)
212.6 (28.2)
487.9 (95.0)
1070.1 (456.4)
385.4 (63.5)
[1] 15561
Futhvq
28.1 (1.6)
o 138.0 (13.4)
458.2 (224.0)
1033.9 (282.7)
451.4 (84.3)
[1] 12741
Figura 5.6: (Experiment 6) Resposta w de les 4 funcions prefinalistes, per a cada
problema del conjunt d'entrenament (mitjana i desviació, entre parèntesi, de les 15
rèpliques de l'experiment). Si alguna de les rèpliques és un fracàs complet s'exclou
de la mitjana, i el valor que mostren les claus indica el nombre de cassos ponderats.
Si totes 15 fracassen (problema irresolt), s'assenyala amb un guió. El símbol "* "
indica la millor resposta entre Fug i Fuhvg (si la diferència és significativa). I "o "
s'utilitza per comparar les altres dues funcions.
d2
d4
d8
dlO
dio
dl8
d21
T: N;
-
0.665
1.012
0.677
0.419
1.250
1.292
1
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6
4
10
14
T:
-
0.111
0.101
0.113
0.105
0.125
0.092
Figura 5.7: (Experiment 7) Paràmetres òptims de la RS per al conjunt
d'entrenament, amb Fuq. Les dos darreres columnes mostren el camp local dels
òptims i la normalització de T* respecte d'aquests valors. En el cas de d2 els resul-
tats obtinguts no depenen de Tc (veure text).
d2
d4
d8
dlO
dl5
dl8
d21
Òptims
* 7.24 (0.17)
78.98 (2.15)
59.39 (0.94)
644.63 (52.02)
* 39.48 (1.05)
* 1345.87 (63.03)
* 345.68 (9.55)
Estàndard
7.90 (0.15)
80.04 (1.74)
61.90 (1.39)
572.44 (37.51)
41.15 (0.25)
1906.80 (174.95)
421.95 (32.56)
Figura 5.8: (Experiment 8) Comparació entre la resposta de RS amb paràmetres
òptims (15 rèpliques) i amb paràmetres estàndard (5 rèpliques), amb Fuq.
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Figura 5.9: (Experiment 10) Paràmetres òptims de la CC per al conjunt
d'entrenament, amb Fuq. La segona columna mostra el tamany vb del disseny.
d4
d8
dlO
dio
dl8
d21
Òptims
* 163.80 (18.39)
* 1793.63 (266.01)
* 1496.15 (268.28)
* 57.30 (4.00)
* 646.61 (40.53)
* [10] 30373.63 (13519.10)
Estàndard
407.79 (41.71)
3641.94 (1374.37)
3497.37 (472.69)
192.99 (4.75)
2988.41 (848.06)
[4] 43322.58 (21372.46)
Figura 5.10: (Experiment 11) Comparació entre els resultats de la CC amb
paràmetres òptims (15 rèpliques) i amb paràmetres estàndard (5 rèpliques), amb
uq-
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* 590.0
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* 164.8 504.5
_
* [1] 6443.5
13.2 *9.8
* 16.3 49.2
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- * [3] 4625.8
* 215.5 1517.1
* 765.1 5277.2
* 71.2 722.0
* [3] 9328.0 [1] 10053.0
-
_
-
-
-
-
_
-
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* 892.3 2340.3
RS
fug futhvq
*7.9 23.6
* 80.0 94.2
*61.9 86.5
* 572.4 2207.2
*41.1 195.8
1906.8 636.3
* 421.9 10182.6
* 7.3 10.3
* 13.0 47.5
* 112.3 424.9
122.1 * 74.2
* 48.2 326.4
* 233.9 1494.6
* 22.9 65.9
* 29441.2 124164.7
453.7 * 227.1
596.0 * 218.7
9381.1 13286.8
* 3894.1 115327.5
* [1] 206995.0
840.3 * 567.0
-
3550.3 * 1156.3
35200.7 45208.2
* 79.9 416.1
. CC
Puq fiuthvq
*41.3 116.5
407.8 353.9
3641.9 * 1395.5
3497.4 3504.0
* 193.0 1230.4
* 2988.4 5148.0
* [4] 43322.6 [1] 74145.0
* 40.5 47.9
*59.8 182.8
482.2 443.5
* 737.2 1301.9
* 502.5 3396.2
* 2424.9 5626.0
* 95.8 1329.6
[1] 70806.0 * [3] 72580.0
* 1630.3 2674.0
* 9078.2 17342.1
* [1] 34308.0
* [1] 73872.0
-
25615.7 36985.5
-
* 42187.6 [3] 68622.7
-
* 443.5 4869.5
Figura 5.11: (Experiments 13 i 14) Per a cada una de les estratègies estàndard,
comparació entre les dues funcions finalistes (5 rèpliques). Conjunts d'entrenament
(quadre superior) i prova (quadre inferior). Per raons d'espai, no es mostren les
desviacions, però s'han tingut en compte a l'hora de senyalar les diferències signifi-
catives.
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d20
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*7.3 (0.1)
926.6 (402.6)
-
o 1095.5 (184.9)
164.8 (24.4)
-
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o 13.2 (0.4)
o 16.3 (0.6)
o 149.4 (16.5)
-
o 215.5 (12.7)
o 765.1 (137.8)
o 71.2 (5.6)
o [3] 9328.0 (93.8)
-
-
-
-
-
-
-
-
-
892.3 (418.6)
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*61.9 (1.4)
* 572.4 (37.5)
*41.1 (0.2)
* 1906.8 (175.0)
* 421.9 (32.6)
* 7.3 (0.1)
* 13.0 (0.1)
* 112.3 (5.6)
* 122.1 (1.6)
* 48.2 (0.6)
* 233.9 (7.1)
* 22.9 (0.4)
* 29441.2 (5128.6)
* 453.7 (21.7)
* 596.0 (13.5)
* 9381.1 (1507.9)
* 3894.1 (512.9)
* [1] 206995.0
* 840.3 (34.9)
-
* 3550.3 (372.2)
* 35200.7 (21245.0)
* 79.9 (2.1)
CC
41.3 (0.5)
o 407.8 (41.7)
o 3641.9 (1374.4)
3497.4 (472.7)
193.0 (4.8)
o 2988.4 (848.1)
o [4] 43322.6 (21372.5)
40.5 (0.7)
59.8 (0.4)
482.2 (38.2)
o 737.2 (42.2)
502.5 (43.6)
2424.9 (403.5)
95.8 (2.6)
[1] 70806.0
01630.3 (183.0)
o 9078.2 (5200.2)
o [1] 34308.0
o [1] 73872.0
-
o 25615.7 (8779.6)
-
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Figura 5.12: (Experiment 15) Comparació entre estratègies amb la millor funció,
Fuq, i paràmetres estàndard. (5 rèpliques). Quan les diferències són significatives,
el símbol "* " assenyala la millor resposta, i el símbol "o " la segona.
d2
d4
d8
dlO
dl5
dl8
d21
CD
7.3 (0.1)
837.4 (254.9)
1241.9 (318.4)
162.4 (24.4)
[7] 11094.8 (3155.9)
RS
7.2 (0.2)
* 79.0 (2.2)
* 59.4 (0.9)
* 644.6 (52.0)
*39.5 (1.0)
o 1345.9 (63.0)
* 345.7 (9.6)
CC
o 163.8 (18.4)
o 1793.6 (266.0)
1496.2 (268.3)
o 57.3 (4.0)
* 646.6 (40.5)
o [10] 30373.6 (13519.1)
Figura 5.13: (Experiment 12) Comparació entre estratègies, amb Fuq i paràmetres
òptims, per al conjunt d'entrenament (15 rèpliques). EL cas d2 amb CC no ha estat
optimitzat.
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Figura 5.14: (Experiment 15) Temps d'iteració tu (seg) en funció de (uè)2, per a les
tres estratègies.
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Figura 5.15: (Experiment 15) Evolució del cost b dels descensos bons i d dels descen-
sos dolents amb el tamany vb del problema. Per a a) CD, b) RS i c) CC. (Sobre un
total rib + n¿ = 5 x 2048 = 10240 descensos, en cada cas).
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2.1
3.7
199.4
35.0
-
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-
148.1
226.9
12.5
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-
-
28.8
-
-
-
-
_
[1] 1024.0
-
_
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(0.1)
(0.0)
(0.1)
(85.7)
(3.9)
(2.3)
(26.7)
(38.0)
(1.0)
(0.0)
(4.3)
(67.1)
3.5
1.5
3.2
198.9
34.4
-
41.4
-
147.6
226.4
12.0
[3] 2047.5
-
_
28.3
-
-
-
-
-
[1] 1023.5
-
-
-
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(0.1)
(0.0)
(0.1)
(85.7)
(3.9)
(2.3)
(26.7)
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(4.3)
(67.1)
E(z) Dev(z)
13.2
7.3
16.3
926.6
149.4
-
215.5
-
765.1
1095.5
71.2
[3] 9328.0
-
-
164.8
-
-
-
-
-
[1] 6443.5
-
.
-
892.3
(0.4)
(0.1)
(0.6)
(402.6)
(16.5)
(12.7)
(137.8)
(184.9)
(5.6)
(93.8)
(24.4)
(418.6)
12.1
5.3
13.8
925.0
•• 147.1
-
212.9
-
762.4
1092.4
68.1
[3] 9324.7
-
-
161.2
-
-
-
-
.
[1] 6435.3
-
-
-
888.3
(0.4)
(0.1)
(0.5)
(402.7)
(16.5)
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(185.4)
(5.6)
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(418.7)
Figura 5.16: (Experiment 15) Valor estimat de les mitjanes i desviacions d'y i z,
per a CD. (Per a cada estimador, mitjana i desviació de les 5 rèpliques).
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-
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(0.0)
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(14.9)
(5.1)
(1.7)
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(0.3)
(3.7)
(210.1)
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E(z) Dev(z)
7.3
7.9
13.0
80.0
112.3
122.1
48.2
61.9
233.9
572.4
22.9
29441.2
453.7
596.0
41.1
9381.1
3894.1
1906.8
[1] 206995.0
840.3
421.9
-
3550.3
35200.7
79.9
(0.1)
(0.2)
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(1.7)
(5.6)
(1.6)
(0.6)
(1.4)
(7.1)
(37.5)
(0.4)
(5128.6)
(21.7)
(13.5)
(0.2)
(1507.9)
(512.9)
(175.0)
(34.9)
(32.6)
(372.2)
(21245.0)
(2.1)
4.0
6.0
10.2
82.8
120.9
127.1
44.7
53.4
227.2
574.6
17.4
29431.1
458.6
593.6
38.1
9372.3
3863.1
1913.3
[1] 206988.5
835.8
396.3
-
3547.5
35172.8
75.2
(0.2)
(0.5)
(0.6)
(2.1)
(4.9)
(2.2)
(0.9)
(2.0)
(7.1)
(37.7)
(0.9)
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(34.4)
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(371.9)
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Figura 5.17: (Experiment 15) Valor estimat de les mitjanes i desviacions d'y i z,
per a RS.
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d20
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d22
d23
d24
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1.3
1.3
1.8
12.0
14.0
22.1
14.2
107.9
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-
764.6
[4] 1194.7
-
1262.9
-
12.5
(0.0)
(0.0)
(0.0)
(1.2)
(1.1)
(1.3)
(1.2)
(40.7)
(11.6)
(13.6)
(0.1)
(5.5)
(154.9)
(0.1)
(25.4)
(261.7)
(591.2)
(740.0)
(0.9)
Dev(y)
0.7
0.6
1.2
11.5
13.5
21.6
13.7
107.4
68.9
100.3
2.2
[1] 2047.5
48.5
269.9
5.0
[1] 1023.5
[1] 2047.5
89.2
-
764.1
[4] 1194.2
-
1262.4
-
12.0
(0.0)
(0.0)
(0.0)
(1.2)
(1.1)
(1.3)
(1.2)
(40.7)
(11.6)
(13.6)
(0.1)
(5.5)
(154.9)
(0.1)
(25.4)
(261.7)
(591.2)
(740.0)
(0.9)
E(z) Dev(z)
40.5
41.3
59.8
407.8
482.2
737.2
502.5
3641.9
2424.9
3497.4
95.8
[1] 70806.0
1630.3
9078.2
193.0
[1] 34308.0
[1] 73872.0
2988.4
-
25615.7
[4] 43322.6
-
42187.6
-
443.5
(0.7)
(0.5)
(0.4)
(41.7)
(38.2)
(42.2)
(43.6)
(1374.4)
(403.5)
(472.7)
(2.6)
(183.0)
(5200.2)
(4.8)
(848.1)
(8779.6)
(21372.5)
(24720.7)
(32.8)
22.8
20.3
39.6
392.1
465.0
723.8
485.5
3628.1
2407.4
3479.5
77.0
[1] 70788.3
1616.6
9064.1
174.1
[1] 34294.8
[1] 73851.1
2974.2
-
25602.4
[4] 43303.7
-
42173.0
-
424.7
(0.9)
(0.6)
(0.5)
(41.8)
(38.2)
(42.1)
(43.6)
(1374.1)
(403.7)
(472.4)
(2.7)
(183.2)
(5200.2)
(4.8)
(848.2)
(8779.6)
(21373.2)
(24719.3)
(32.8)
Figura 5.18: (Experiment 15) Valor estimat de les mitjanes i desviacions d'y i z,
per a CC.
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10000-
7500-
5000-
2500-
CD -e-
RS •+• -
CC
50 300
100-
75-
p x 100 50-
25-
0—r
50
Figura 5.19: (Experiment 15) Per a les tres estratègies, evolució amb el tamany vb
del problema a) del nombre d'intents esperat fins la primera solució £?(y), i b) de la
probabilitat p estimada d'èxit.
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1.2e+06-
le+06-
800000-
w 600000-
400000-
200000-
o Q m
10000
t^ OID HS- -^—tp 03 ' ffi
150 200
CD
RS •+• -
CC -e-
300
Figura 5.20: (Experiment 15) Per a les tres estratègies, evolució amb el tamany vb
del problema del valor estimat a) del cost esperat E(z) fins la primera solució, i b)
del seu estimador invers 10000/iü. c) Ampliació de l'anterior.
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d26
d28
d29
d30
d31
d32
d33
d34
d35
d36
d37
d38
d39
d40
d41
d42
d43
d44
d45
d46
d47
d48
d49
d50
d51
d52
d53
d54
d56
d57
vb
300
320
324
324
336
338
338
338
343
360
360
361
363
364
384
392
396
420
432
441
441
448
448
450
450
480
480
484
486
490
E(z)
8213.8
7907.0
451.4
206807.0
-
69080.7
-
1923.8
10291.8
•
17170.2
-
-
-
-
25814.4
206975.0
34409.3
68942.3
85.5
206799.0
68902.0
-
-
-
-
206783.0
-
-
-
Figura 5.21: (Experiment 17) Valor estimat de l'esperanaa de z per als problemes
amb vb < 500, amb l'algorisme guanyador (Fuq i RSA<d) (1 rèplica).
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d58
d59
d60
d61
d62
d63
d64
d65
d66
d67
d68
d69
d70
d72
d73
d74
d75
d76
d77
d78
d79
d80
d81
d82
d83
d84
d85
d86
d87
d88
d89
d90
d91
d92
d93
vb
507
507
512
525
525
528
528
529
539
540
540
560
578
588
600
600
605
605
605
612
625
630
630
637
640
640
648
648
675
676
676
676
720
722
726
Resolt?
-
-
-
sí
-
sí
-
-
-
-
sí
-
-
sí
-
-
sí
-
-
-
-
-
-
-
-
-
-
-
-
sí
-
-
-
-
-
d94
d95
d96
d97
d98
d99
dlOO
dlOl
dl02
dl03
dl04
dl05
dl06
dl08
dl09
dllO
dlll
dll2
dll3
dll4
dll5
dll6
dll7
dll8
dll9
dl20
dl21
dl22
dl23
dl24
dl25
dl26
dl27
dl28
dl29
vb
726
728
729
735
750
750
756
760
768
768
792
792
810
845
847
864
882
882
882
896
900
900
900
918
924
945
960
960
961
961
961
968
968
972
1000
Resolt?
-
-
-
-
-
sí
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
sí
-
-
-
-
-
-
Figura 5.22: (Experiment 18) Problemes amb vb < 1000 resolts per l'algorisme
guanyador.
Capítol 6
Dissenys màximament equilibrats
En els capítols anteriors s'ha fet una avaluació de l'ús de l'optimització combinatòria
per a la generació de dissenys en blocs incomplets equilibrats (DBs). Des d'aquest
punt de vista, donat un conjunt de valors per als paràmetres (u, 6 ,u] , era possible
definir una funció de cost F tal que el seus òptims en l'espai de totes les configu-
racions A-(v x 6) fossin dissenys DB(u, 6, u). El rang de paràmetres admissibles,
però, quedava restringit per la necessitat d'aconseguir files, columnes i correlacions
estrictament uniformes.
Si acceptem que aquestes propietats es satisfacin amb el criteri de màxima distri-
bució, el nou tipus de configuració que obtenim, els dissenys màximament equilibrats
(DMEs), constitueix un super-conjunt dels dissenys en blocs que admet fins a dos
valors consecutius en els seus descriptors. D'aquesta manera, qualsevol conjunt
(v, 6, u) de paràmetres és, a priori, admissible.
En aquest capítol es defineix el nou tipus de dissenys, i s'analitzen algunes de les
seves propietats. Amb les mateixes mesures del capítol 2, i revisant les condicions
de validesa, obtenim un repertori de funcions de cost adequades a la nova definició.
Finalment, s'aplica la millor estratègia de cerca del capítol anterior per a la seva
generació.
6.1 Definició i antecedents
La teoria combinatòria descriu diversos tipus de pseudo-dissenys per tal de cobrir
aquells cassos en que els paràmetres (v, 6, u) corresponents a un experiment parti-
cular no són admissibles (vegeu, p.ex., [Street & Street, 87]). Els més importants
són els dissenys equilibrats per parelles, DEP(u,6, A), que forcen l'equilibri estricte
(amb correlació A), però no posen restriccions a les files i columnes, i els dissenys en
blocs incomplerts parcialment equilibrats, DBIPE(z)-(u, 6, r, k, AI, ..., A,-), que impo-
sen files i columnes estrictament uniformes (amb r i k uns, respectivament), però
admeten fins a i valors diferents (Ai, . . . , A,-) a les correlacions entre parelles de files.
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Definició 6.1 Sigui S un conjunt amb v elements, i B una família de b subconjunts
0 blocs del conjunt S. Per a valors fixos d'r, k, i X, direm que B és un disseny
màximament equilibrat si i només si
i) cada element pertany a r o r + 1 blocs,
ii) cada bloc conté k o k + 1 elements, i
iii) qualsevol parella d'elements apareix en X o X + 1 blocs.
Comparant-la amb la definició 1.1, cal remarcar que s'han eliminat les restriccions
sobre A i A;, i que la condició i) d'uniformitat de les files s'hi inclou explícitament ja
que, com veurem, en aquest cas no es deriva de les altres dues.
Prenent (v, b, u) com a paràmetres independents, amb O < u < i>6, els valors r, k
1 A de la definció venen lligats per relacions de consistència. Si u és el nombre d'uns
de la matriu d'incidència, aleshores definim r = [u/v\ i, amb v0 ="u mod t>, hi haurà
VQ files amb r + 1 uns, i la resta en tindran r. Anàlogament, si definim k — [w/6J,
aleshores el nombre de columnes amb fc +1 uns és bo = u mod 6, i la resta en tindran
fc. Amb aquesta distribució (amb columnes uniformement distribuides), el nombre( k \I -f b0kt d'on A = [p£//J, i el/
nombre de files amb correlació A + 1 és /o = p°v mod /. La resta correlaran A. En el
cas dels DMEs, doncs, donat un conjunt de paràmetres, els descriptors del disseny
són [u, (r, fc, A), (ÜQ, &o> /o)], i en el cas particular dels DBs, els descriptors del darrer
grup són tots zero.
La definició de DME, doncs, no imposa restriccions d'admissibilitat.
6.2 Algunes propietats dels disseny
màximament equilibrats
Com en el cas dels DBs, donat un conjunt (u, 6, u) de paràmetres, l'existència d'un
DME(u, 6, u) no està garantida. Algunes de les propietats que es descriuen a conti-
nució estan formulades com a condicions d'existència.
La primera és un exemple del tipus de situacions "patològiques" amb que ens
podem trobar.
Proposició 6.1 Donat un conjunt (v, b, u) de paràmetres, si
l < ü < ü - l , (6.1)
aleshores no existeix cap DME(v,b,u).
En aquesta situació la matriu d'incidència és pràcticament plena. Per no violar
la uniformitat de files i columnes, els ü zeros s'han de posar en files i columnes
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diferents. Si ho fem així, però, quan es compleix la condició (6.1) les correlacions
entre files prenen tres valors diferents. Un exemple d'aquest fet és el cas (6, 10,58).
A l'apartat 6.3, veurem un fenomen similar.
Proposició 6.2 Donat un conjunt (v, b, u) de paràmetres tal que A > O, si
60 = 0,/o = 0, t ü o ^ O , (6.2)
aleshores no existeix cap
Aquesta restricció es basa en l'equació (1.3), que expressa que si columnes i corre-
lacions són estrictament uniformes, aleshores les files també ho han de ser. Un
exemple d'aquesta cirmcustància és el cas (6,10,40), que té com a descriptors
[40, (6,4,4), (4,0,0)]. O bé, amb dimensions més grans, el cas (15,21,126), amb descrip-
tors [126,(8,6,3),(6,0,0)].
El següent resultat expressa una relació important amb l'espai de configuracions
dual. Com vèiem al capítol 2, el nombre de quàdruples d'una configuració A — v x b
amb o uns ve donat per
££ ít k& \
amb A,-fc la correlació entre les files i i k. Si o = u, i els uns estan uniformement
distribuïts entre columnes, z les parelles verticals estan uniformement distribuïdes
entre parelles de files (equilibri), aleshores Q(A) = Qe, amb) /0A, (6.4)
la cota inferior de Q per a una configuració equilibrada amb o = u uns (propo-
sició 2.3).
Fent un raonament dual a l'anterior, les quàdruples d'una configuració també
es poden interpretar com el nombre de parelles que es poden formar amb parelles
horitzontals d'uns ("boles") entre parelles de columnes ("pots"). Des d'aquest punt
de vista, si fij¡ és la correlació entre les columnes j i /, el nombre de quàdruples de
la configuració A és
o V (6-5)
Direm que una configuració és lligada quan les correlacions entre parelles de colum-
nes estan màximament distribuïdes. Amb g = I
 0 ) parelles de columnes, i ph
. . . > < ,parelles horitzontals, la condició de màxima distribució queda descrita per fJ.(ph) i
9o(ph)- Per a (g^ph) tais que go(ph) = O totes les correlacions entre columnes valen
n(ph) i direm que A és estrictament lligada. Si o = u, i les files estan uniformement
distribuïdes, i A és lligada, aleshores Q(A) = Qu, amb
(6.6)
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on [/z,<7o] són els descriptors de lligam que es deriven dels paràmetres (v, b, u). En
conseqüència, per dualitat, Qu és la cota inferior de Q per a una configuració lligada
amb o = u uns.
Així, si Qe ^ Q;;, totes les condicions esmentades no es poden satisfer si-
multàniament. Donat que els dissenys es defineixen en termes d'equilibri, tenim
Teorema 6.3 Es condició necessària per a P existència d'un disseny màximament
equilibrat amb paràmetres (v, b, u) que les expressions Qe (eq. 6.4) i Qu (eq. 6.6)
satisfacin •.
Qe > Qll. Í (6.7)
Per exemple, com a conseqüència d'aquesta propietat, podem determinar que els
dissenys amb paràmetres (6,10,40), (6,10,50) i (6,10,51) no existeixen. El primer
d'ells ja estat mencionat anteriorment com exemple de la proposició 6.21. En el
cas dels DBs, un fet curiós a remarcar és que els 28 primers casos coneguts de no
existència llistats a [Mathon & Rosa, 90], satisfan la condició (6.7) amb igualtat.
Els enunciats que es formulen a continuació són conseqüència immediata del
teorema que acabem de formular:
• El dual d'un disseny equilibrat és una configuració lligada.
• Si existeix un DME amb Qe > Qu, el seu dual no és un DME.
• Si existeix un DME(u, fe, u) amb Qe = Q/j, aleshores es tracta d'un DME lligat,
i el seu dual també és un DME, amb paràmetres (6, ü, u).
I es verifica també que
• Si un DME és quadrat (v = fe), aleshores Qe = Qu. Però Qe = Qu no implica
v = b.
Dels 25 primers DBs de la taula 4.1, només tres (d2,d4 i d9) satisfan la igualtat
anterior amb v ^ 6. En el cas dels DBs, donat que no existeix cap disseny amb
v > b (pel teorema de Fisher), el dual d'un DB lligat només és un DB si v = 6, però
sempre és un DME.
Així, com a condició d'existència, el teorema 6.3 és totalment inefectiu quan
v — fe, i com s'il.lustra més endavant sobre els espais de dimensions (6,10)/(10,6),
resulta molt poc restrictiu per a v < fe, però fortament restrictiu per a v > b. La
condició de Fisher, doncs, sembla manifestar-se ara de manera relaxada.
En termes de DMEs, les equacions (2.64,2.65) de l'apartat 2.3.1, es poden rees-
criure com segueix.
Teorema 6.4 Donat un conjunt de paràmetres (v, fe, u) admissible (amb VQ = b0 =
/o = Q)} l'existència d'un disseny en blocs DB(v,b,u) és condició necessària i sufici-
ent per a l'existència dels dels dissenys màximament equilibrats DME(v,b,u — 1) i
DME(v,b,u-l).
1Les dues propietats, però, no sempre coincideixen. En l'altra cas mencionat anteriorment, per
exemple, amb paràmetres (15,21,126), es verifica que Qe = 315 mentre que Qu = 306.
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Donat el seu abast, aquest teorema, més que establir una condició d'existència per
als DBEs, descriu una propietat del veïnatge dels DBs. La seva demostració s'obté
verificant que una configuració màximament distribuïda (és a dir, un DME), amb
u ± 1 uns, és efectivament veïna d'un DB(u, 6, u). Fent una anàlisi similar a la de la
figura 2.5, es verifica que l'increment local de l'u que sobra/falta és exactament igual
a l'increment local òptim corresponent en el DB. A més, per la propietat transitiva,
l'existència d'un d'aquests dos DBEs implica l'existència de l'altra.
La propietat anterior no és extensiva als DMEs en el cas general ja que, com
es mostra a continuació, els increments locals òptims d'un DME poden pendre més
de dos valors diferents. Enllaçant amb l'apartat 2.3, ens fixem novament en les
quàdruples, que és el cas més complicat (una situació similar es produeix per a la
resta de mesures). Per a una configuració A donada els increments locals es poden
expressar com
(A,-,-l) (6.8)
¡} =1}
on els sumatoris s'extenen sobre els kj — Xfj uns de la columna j. Sota la hipòtesi
d'optimalitat, redefinida en termes de DMEs, els descriptors de columnes i corre-
lacions poden pendre ara dos valors i, depenent de la posició (¿,j), els increments
locals òptims queden compresos en els rangs següents:
(6.10)
(6.11)
Si ¿o o /o valen O, els rangs és fan més petits, i per a ÒQ = /o = O, es redueixen
a un sol valor: A1^* quan x,-j = 1, i A°Q* en cas contrari. Per la proposició 6.2,
aleshores, quan 60 = /o = O només pot existir el disseny si v0 també val O, de manera
que el teorema 6.4 només aplica als DBs.
La darrera propietat que s'enuncia, que no implica condicions d'existència, pre-
senta una casuística similar.
Teorema 6.5 Donat un DME(v,b,u), la configuració complementària és un DME
amb paràmetres (v, b, vb — u) si i només si
Vo = O o (/o = O i (v0 = l o v0 = v- 1)). (6.12)
Per a una configuració A, donades dues files z i k qualsevols que correlin A,-fc i tinguin
r,- i Tfc uns, respectivament, la correlació À,-jt a la configuració complementària A ve
donada per (eq. 2.58)
\ik = 6 + A ífc - r,- - rk. (6.13)
Si A és un DME, quan VQ ^ O algunes files tenen r uns i unes altres en tenen
r -f 1, i quan /0 =£ O, passa el mateix amb les correlacions (A i A + 1). Aplicant
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l'expressió anterior a totes les parelles de files i, analitzant tots els casos, s'obté la
condició (6.12).
Així, en termes generals, quan per a un conjunt de parmetres (u, 6, w) no existeix
cap disseny, per al conjunt de paràmetres complementrari (v, ò, vb — u) en pot existir
algun, i el fet de que la configuració complementària d'un DME(u, ò, u) no sigui un
DME, no vol dir que no existeixi cap DME(u,6,vb— u}. Tornant al cas (6,10,40),
per exemple, tot i que sabem que no existeix, és possible construir el complemen-
tari DME(6,10,20), i els dissenys DME(6,10,27) i DME(6,10,33), amb paràmetres
complementaris però que no satisfan (6.12), existeixen independentement. El com-
plementari d'un d'ells, però, no és solució de l'altre. L'espai (6,10)/(10,6) s'avalua
exhaustivament a l'apartat 6.4, en termes també d'aquesta propietat.
6.3 Funcions de cost per a la generació de dis-
senys màximament equilibrats
Les restriccions que hem d'imposar a una funció de cost per a la generació de DMEs
depèn dels descriptors (uo,&0)/o)- L'objectiu d'aquest apartat, però, és formular una
expressió general que, tenint en compte el "pitjor cas", serveixi per a tota la resta.
Dissenyarem, doncs, una funció de cost per al cas en que tots tres són diferents de
0.
Enllaçant amb l'apartat 2.4.2, una mesura F(pUìptìphìpVìpqìpq) és una funció
de cost per a la generació de dissenys DME(u, 6, u) si els termes que la composen
garanteixen l'optimalitat, i té un mínim puntual a o = u (la minimalitat global,
com abans, queda garantida per la convexitat dels increments locals). Per als DMEs,
doncs, i sobre totes les configuracions amb o = u uns, la minimització de Q garanteix
l'equilibri, però, donat que ara A pot valdré O, la uniformitat de columnes s'ha de
forçar explícitament amb el terme Pv (proposició 2.3). A més, com s'il.lustra a la
figura 6.1,... en el cas dels DMEs equilibri i columnes uniformes ja no garanteixen
la uniformitat de les files, de manera que també cal incloure el terme P^. Així, en
el cas dels DMEs, el teorema 2.4 es tradueix a
Teorema 6.6 Donat un conjunt de paràmetres (v, 6, u), amb O < u < vb, una
configuració A Ç À — v x b és un disseny màximament equilibrat DME(v,b,u) si i
només si
U(A) = u, (6.14)
Pl·l(A] = P*h, (6.15)
PV(A) = P: i (6.16)
Q(A) = Q*. (6.17)
A més. el corolari 2.4.1 ja no aplica donat que, com hem vist,
• Una configuració amb o = u uns pot tenir correlacions uniformes sense ser-ho
les files ni les columnes.
6.3 FUNCIONS DE COST 101
Al, DME(6,10,27),[27,(4,2,1)(3,7,9)] A2, files no uniformes
I 1 1 1 4 2 1 1 1 2 1 1 . 1 1 1 5 2 2 2 1 2
I I 1 1 4 1 1 2 2 1 1 1 . 1 4 2 1 1 1
1 1 1 1 1 5 2 2 2 l l f ' l 4 1 1 2
1 1 1 1 4 1 2 1 1 1 1 4 2 2
1 1 1 1 1 5 2 1 1 1 1 4 2
1 1 1 1 1 5 1 1 1 1 1 1 6
2 3 3 3 2 2 3 3 3 3 27 3 2 3 3 3 3 3 2 2 3 27
Figura 6.1: Exemples de configuracions-(6,10). La primera correspon a un DME
amb els paràmetres i descriptors que es mostren. La segona, malgat que té columnes
i correlacions uniformes, enlloc de tenir 3 files amb 5 uns i 3 files amb 4 uns, té fins
a 3 valors diferents d'r,-.
• La configuració complementària d'un DME pot no ser un DME.
• Els increments locals òptims en un DME poden pendre diversos valors.
Una conseqüència important del segon punt és que el terme Q no pot aparèixer a
la funció de cost. I una conseqüència important del tercer punt és que les funcions
de tipus H de l'apartat 2.6 ja no es poden aplicar.
La taula 6.1 mostra els valors i els increments òptims per als DMEs. Ara, en
relació als increments locals, es verifica tan sols que
AÍJ'M*U>=I < A-AT (6.18)
AÍJ'M*U..=O > A+M*. (6.19)
Pel que fa al mínim puntual, n'hi ha prou amb que un sol terme M de la funció
de cost compleixi A(M|£/)mín(u - 1) < A(M|£/)mín(u), ja que la resta, en el pitjor
dels casos, són constants. Però, amb VQ, b0 i /o diferents de O, no es satisfà cap de
les condicions de multiplicitat, i ens cal recórrer necessàriament a A(Pt\U)(o) que
és estrictament creixent. Així, el teorema 2.5 s'ha de substituir pel següent:
Teorema 6.7 Donat
un conjunt de paràmetres (v,b,u), la mesura F(pu,pt,ph, Pv, Pq-, Pq} és una funció
de cost per a la generació de dissenys màximament equilibrats si
pt,ph,pv,pq>Q (6.20)
/>,- = O, (6.21)
~F* = A(F|t/)m(u - 1) < O (6.22)
A+F* = A(F|t/)m''n(u) > 0. (6.23)
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M M" A+M*
u
Pt
Ph
pv
Q
u
( u \
\ 2 J
vi 2 j +vor
b( * )+b°k
/( 2 )+/°A
1
«-1
f r — 1 si VQ = 0
1 r si VQ ^  0
J k - 1 si 60 = 0
\ ¿ si 6 0 ^ 0
<
(*-l)(A -!) + /„
si t0 = 0, /o < k - 1
(*-l)A si*o = 0 , /o>*- l
¿(A - 1) + /o si 60 T¿ 0, /o < ¿
¿A si b0 ¿ Q, fa > k
1
u
r
/t
( ¿A sifo<f-k*(A + !)-(/- /o)
s i / o > / - f c
Taula 6.1: Valors i increments òptims de les mesures U, Pt, Ph., Pv i Q, en termes
dels descriptors d'un DME(u, 6, u). :
El seu valor òptim és
F* = (F\U)min(u) =
amb els valors òptims donats per la taula 6.1.
(6.24)
U única estructura admesa és, en conseqüència, FuthVq, i la seva composició es
fixarà experimentalment.
6.4 Generació experimental de dissenys
màximament equilibrats
A l'hora d'escollir el repertori de prova, i quan no es digui altrament, els paràmetres
d'un DME s'han agafat a l'atzar de manera que vb < 300 i u G [b + l,vb — b],
prescindint així dels casos més trivials.
El primer experiment que presentem correspon a la selecció dels coeficients de
composició d'Futhvq- Dels 7 DMEs que fem servir d'entrenament (eO,. ..,e6), els
paràmetres de (el,e2,e5 i e6) s'han escollit a l'atzar, eO és complementri d'el, e3 és
quadrat, i e4 és dual d'e5.
Experiment 19
Objectius: Cerca d'una bona composició per a Futhvq-
Problemes: Conjunt de DMEs d'entrenament (eO,... ,e6).
Funcions: Futhvq.
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Estratègies: CL.
Rèpliques: 1.
Comentaris: Realitzat conjuntament amb l'experiment 5 del capítol 5.
Els resultats que s'obtenen, que no es mostren en detall, són molt poc sensibles a
la composició. De fet, per a aquesta funció, l'elecció de coeficients s'ha fet conjun-
tament amb els DBs de prova, i cap de les decisions que s'han pres en aquell cas
(apartat 5.2.1) ha vingut afectada per la presència dels DMEs. Per a les 30 compo-
sicions provades, els 4 casos que es resolen (el, e2, e4 i e5) ho fan sempre amb un
cost estimat molt baix. Mentre els 3 casos restants fracassen sempre. Els coeficients
que s'obtenen són doncs, com aleshores, (au, 1,9,3,7,0).
En el proper experiment s'analitza experimentalment la casuística de
l'apartat 6.2, per a tots els problemes de l'espai A — 6 x 10 i el seu dual A' — 10 x 6,
amb la millor estratègia obtinguda en el capítol 5: RS amb paràmetres estàndard.
Experiment 20
Objectius: Anàlisi de la casuística dels DMEs.
Problemes: Tots els conjunts de paràmetres amb (v, í») = (6,10) i (10,6).
Funcions: Futhvg.
Estratègies: RSstd.
Rèpliques: 1.
La taula 6.2 sintetitza els resultats. Amb l'excepció de (6,10,41) i (6,10,52), tots
els casos no resolts es justifiquen per alguna condició de no existència. El primer,
(6,10,41) no ha estat exhaustivament verificat. Però el segon, (6,10,52), il·lustra
una situació similar a la proposició 6.1, com es mostra a la figura 6.2. A banda
d'isomorfismes, la distribució dels zeros no presenta alternatives. Però les correlaci-
ons dels uns no estan equilibrades.
Tot i que el tamany del problema és el mateix, les diferències de cost són sorpre-
nentment grans. Però no s'ha pogut trobar cap dependència evident que relacioni
la dificultat del problema amb els descriptors del disseny. Fins i tot algunes confi-
guracions amb poc uns, trivials de construir a mà, són difícils per a la cerca. La
proposició 6.1, feta a mida pels casos que la verifiquen, no aporta més informació.
La proposció 6.2 és més útil, ja que tot i correspondre a una circumstància molt
concreta, els exemples que filtra són difícils de verificar altrament. El teorema 6.3,
com hem dit, discrimina molt a l'espai dual A', però només per a valors de u tais
que A > 0. El teorema 6.4 queda exemplificat pels casos (6,10,30) i (6,10,30 ± 1).
Tots tres existeixen, i s'han resolt. Finalment, la condició de complementarietat
(teorema 6.5) es satisfà poques vegades.
El darrer experiment, aplica l'algorisme de cerca a un conjunt de DMEs de prova.
Com hem fet amb els DBs grans, la cerca paral.lela s'atura tan bon punt un dels
processadors troba un disseny.
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u u
0 60
1 59
2 58
3 57
4 56
5 55
6 54
7 53
8 52
9 51
10 50
11 49
12 48
13 47
14 46
15 45
16 44
17 43
18 42
19 41
20 40
21 39
22 38
23 37
24 36
25 35
26 34
27 33
28 32
29 31
30
A — v x 6
DME(v,b,u)
E (z) Exist?
1.0
1.0
2.0
2.0
2.0
2.0
24.6
291.5
93.3
39.1
3.0
4.4
9.5
13.9
6.5
3.7
2.6
2.7
16.7
171.5
6.3
66.2
27.1
38.7
10.8
22.3
21.9
18.3
23.5
595.6
24.7
DME(t>,M)
E(z) Exist?
1.0
1.0
- no[l]
- no[l]
- no[l]
2.0
2.8
2.6
-
- no [3]
- no [3]
3.2
7.4
4.0
75.5
113.9
123.6
2520.2
154.2
-
- no [2,3]
1556.9
80.6
180.0
18.6
67.3
46.2
86.6
91.1
274.6
Compi?
no
no
no
no
no
no
no
no
no
no
no
no
no
no
no
no
no
no
no
no
no
no
A' - b x v
DUE(v,b,u)
E(z) Exist?
1.0
1.0
1.9
2.0
2.0
2.0
2.7
2.7
2.2
2.6
8.3
133.3
15.6
3.1
2.7
2.7
2.6
2.4
2.5
30.0
8.6
83.4
133.8
- no [3]
- no [3]
- no [3]
- no [3]
- no [3]
- no [3]
- no [3]
4060.6
DME(u,M)
E(z) Exist?
1.0
1.0
- no[l]
- no[l]
- no [1,3]
- no [1,3]
- no [1,3]
- no [1,3]
- no[l]
2.4
4.1
- no [3]
- no [3]
- no [3]
- no [3]
- no [3]
- no [3]
- no [3]
- no [3]
- no [3]
246.8
2487.5
- no [3]
- no [3]
- no [2,3]
- no [3]
- no [3]
- no [3]
- no [3]
- no [3]
Compi?
no
no
no
no
no
no
no
no
no
no
no
no
no
no
no
no
no
no
no
no
no
no
no
no
no
no
Taula 6.2: (Experiment 20) Exploració de l'espai A — 6 x 10 (esquerra), i dual
(dreta). Entre u i ú es cobreix tot el repertori. En cada cas, resultat de la cerca
(1 rèplica) i existència. Si no existeix, s'indica entre claus (] la proposició que ho
estableix (per ordre d'aparició en el text). Independentment d'"Exist", l'optimalitat
del complementari, "Compi?", es determina pel teorema 6.5
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A-6xlO, [52,(8,5,7X4,2,5)]
0 0
0 0
0
0
0
0
8
8
9
9
9
9
6 7 7 7 7
7777
8 8 8
8 8
8
6 6 5 5 5 5 5 5 5 5 5 2
Figura 6.2: Amb paràmetres (6,10,52), distribució òptima dels zeros (totes les alter-
natives són isomorfes d'aquesta). Nornés d'aquesta manera es preserva la uniformitat
dels uns entre files i columnes, però les correlacions no són equilibrades. El DME,
doncs, no existeix.
Experiment 21
Objectius: Generació de DMEs.
Problemes: DMEs d'entrenament i prova (42 problemes).
Funcions: Futhvq-
Estratègies: RSstd.
Rèpliques: 1.
Descripció: Experiment paral·lel truncat a la primera solució (no cal acabar
la resta de descensos). Si no en trobem cap, tenim un fracàs total (cap
disseny en N = 2048 intents).
Paràmetres i resultats es llisten a la taula 6.3. El primer bloc de problemes corres-
pon al conjunt d'entrenament, que s'ha mencionat abans. Pel que fa als problemes
de prova, els 24 casos que segueixen (e?,... ,e30) tenen les dimensions dels dissenys
del capítol 5, amb uns escollits a l'atzar (el cas (6,10), naturalment, no es repeteix).
En total 5 fracassos, un d'ells, e23, justificat. En el procés de selecció d'aquests
problemes, els paràmetres que conduïen a Qe < Q¡¡ eren rebutjats, en virtut del
teorema 6.3, i es repetia la tria. El següent grup de problemes, però, (e31,... ,e37)
amb v > b, recullen els casos rebutjats des de l'espai dual. La proporció de casos
irresolts en aquest grup (4 de 7), sembla indicar que el teorema de Fisher també
es pot manifesta en els resultats experimentals: els DMEs amb v > b també són
més difícils de resoldre. Finalment, l'últim bloc de problemes (e38,... ,e41) corres-
pon a configuracions veïnes dels dos DBs més difícils del capítol anterior, dl9 i d22.
Malhauradament (però com era d'esperar) no s'han pogut resoldre.
Després de tot, i en circumstàncies similars, els DMEs no semblen més difícils de
generar que els DBs, especialment tenint en compte que no es pot utilitzar la funció
Fvg, que era la que millors resultats donava en el capítol 5. Finalment, en el cas dels
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eO
el
e2
e3
e4
e5
e6
e7
e8
e9
elO
ell
el2
el3
el4
el5
el6
el?
el8
el9
e20
e21
e22
e23
e24
e25
e26
e27
e28
e29
e30
e31
e32
e33
e34
e35
e36
e37
e38
e39
e40
e41
vb
77
77
90
100
182
182
240
49
98
108
112
120
121
147
150
162
169
180
180
196
216
224
225
240
242
245
256
264
294
300
300
120
150
180
224
240
264
182
242
242
264
264
v b u
7 11 44
7 11 33
6 15 35
10 10 85
14 13 23
13 14 23
15 16 133
7 7 39
7 14 55
9 12 89
8 14 49
6 20 74
11 11 63
7 21 118
10 15 65
9 18 38
13 13 91
10 18 111
6 30 78
7 28 65
9 24 98
8 28 52
15 15 187
6 40 160
11 22 100
7 35 193
16 16 197
12 22 240
7 42 204
10 30 163
10 30 134
20 6 100
15 10 105
18 10 143
28 8 196
40 6 200
22 12 197
14 13 155
11 22 109
11 22 111
12 22 131
12 22 133
r k A
6 4 3
4 3 1
5 2 1
8 8 7
1 1 0
1 1 0
8 8 4
5 5 4
7 3 3
9 7 7
6 3 2
12 3 6
5 5 2
16 5 13
6 4 2
4 2 0
7 7 3
11 6 6
13 2 4
9 2 2
10 4 4
6 1 0
12 12 10
26 4 16
9 4 3
27 5 20
12 12 9
20 10 18
29 4 18
16 5 8
13 4 5
5 16 4
7 10 4
7 14 6
7 24 6
5 33 4
8 16 6
11 11 9
9 4 3
10 5 4
10 5 4
11 6 5
vo bo fo
2 0 3
5 0 12
5 5 10
5 5 5
9 10 10
10 9 9
13 5 68
4 4 6
6 13 18
8 5 35
1 7 7
2 14 12
8 8 40
6 13 2
5 5 20
2 2 22
0 0 39
1 3 18
0 18 6
2 9 4
8 2 8
4 24 24
7 7 24
4 0 0
1 12 15
4 18 20
5 5 36
0 20 2
1 36 18
3 13 5
4 14 11
0 4 24
0 5 80
17 3 34
0 4 36
0 2 114
21 5 134
1 12 28
10 21 51
1 1 5
11 21 61
1 1 6
Qe Qn
72 69
12 7
10 0
980 980
0 0
0 0
902 ' 896
150 150
117 105
1001 990
42 35
297 270
135 135
1664 1644
85 : 75
0 0
351 351
783 765
114 33
29 0
248 209
0 0
4965 4965
1800 1768
210 174
4390 4310
4644 4644
10134 10125
3537 3447
1300 1191
505 397
1236 1235
950 945
2499 2497
5886 5880
5136 5135
4269 4268
3528 3520
318 279
350 317
640 607
690 649
Resolt?
-
sí
sí
-
sí
sí
-
SI
sí
-
sí
sí
sí
-
sí
sí
sí
sí
sí
sí
sí
sí
-
-[2]
sí
sí
-
sí
sí
sí
sí
SI
-
-
sí
sí
-
-
-
-
-
-
Taula 6.3: (Experiment 21) Paràmetres, descriptors i resultats per als DMEs
d'entrenament (bloc superior) i prova. Les darreres columnes mostren les cotes de
les quàdruples i el resultat de la cerca. El cas e23 no existeix, per la proposició 6.2.
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DMEs, donat que no coneixem més condicions d'existència, tots els casos no resolts
corresponen a problemes oberts.
Capítol 7
Conclusions
En aquest treball hem presentat la proposta i comparació d'aguns models de xarxes
neuronals optimitzadores per a la generació de dissenys en blocs, així com la seva
extensió als dissenys màximament equilibrats. En aquest darrer capítol es descriuen
les contribucions del treball i els resultats de l'avaluació experimental, seguides d'una
discussió que permet fixar les línies futures de recerca.
7.1 Aportacions i altres treballs relacionats
Les aportacions principals d'aquest treball són les següents:
• L'ús de xarxes neuronals d'ordre superior a per a l'optimització combi-
natòria [Bofill & Torras, 93b].
• La descripció dels dissenys en blocs en termes de mesures de distribució (pa-
relles i quàdruples), i algunes propietats associades. En particular, la definició
d'optimalitat en termes del nombre de quàdruples i d'uns.
• La definició d'un repertori de funcions de cost per a la generació de dissenys
en blocs.
• La definició de les funcions de tipus H, basades en la minimització del l'error
quadratic dels camps locals [Bofill & Torras, 93a].
• La definició d'una nova estratègia per a les xarxes optimitzadores, basada en
la cerca cooperativa [Bofill et al., 95].
• L'ús dels dissenys en blocs com a banc de proves per a l'avaluació experimental
i comparació entre algorismes d'optimització.
• La definició d'una nova classe de configuracions combinatòries, els dissenys
màximament equilibrats, que elimina les restriccions d'admissibilitat sobre els
paràmetres, i algunes de les seves propietats.
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• Finalment, la generació experimental de dissenys màxirnament equilibrats.
Relacionats amb aquest treball, però no inclosos en la memòria perquè s'aparten
de la línia argumentai, s'han realitzat també els estudis que s'esmenten a continu-
ació. En les simulacions preliminars, i sense una verificació sistmàtica, els resultats
obtinguts amb la màquina de Boltzrnann determinista (apartat 1.2.2) no eren supe-
riors als de la recuita simulada. Aquesta va ser una raó de més per excloure-la del
repertori. Un altre estudi realitzat va ser l'ús d'heurístiques senzilles per a reduir
el nombre de configuracions isomorfes1. La reducció era important, però la seva
aplicació era més apta per a estratègies de cerca enumeratives. Es va analitzar
també l'aplicabilitat dels DMEs a la generació de codis binaris de màxima distància
mínima, però les configuracions obtingudes eren massa petites, i no permitien millo-
rar cap de les cotes conegudes. Finalment, es va intentar l'aplicació dels DMEs per
a la generació de matrius d'interconnexió en sistemes multibus [Torras & Bofill, 89],
però l'enfoc no permetia satisfer totes les propietats desitjades.
7.2 Resultats de l'avaluació experimental
7.2.1 Aspectes metodològics
Pel que fa a la metodologia experimental, i de manera esquemàtica, les observacions
que segueixen fan referència a les dificultats que es presenten a l'hora de comparar
algorismes [Bofill & Torras, 96]. En primer lloc, algunes consideracions sobre el
context:
• La generació de dissenys és un problema NP-compIet. No és NP-hard perquè
podem determinar amb facilitat si una determinada configuració correspon a
una solució.
• La generació de dissenys és un problema de decisió que, amb algorismes no
deterministes, es descriu com un procés de Bernouilly amb probabilitat d'èxit
P-
• En la generació de dissenys, no té sentit parlar de "solucions aproximades".
• En l'avaluació experimental, cal tenir en compte els factors que intervenen
i, quan l'espai és molt gran, és necessari recórrer a processos independents
d'entrenament i prova, basats en l'optimització experimental i la generalit-
zació.
• Alguns algorismes utilitzen més recursos que d'altres. Per tant, el resultat
experimental ha de tenir en compte el cost, i cal treballar amb unitats insen-
sibles a la implementació (cost z de relaxació fins la primera solució, en itera-
cions).
1La, detecció d'isomorfisme ja és de per si un problema NP-hard,
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• Si cal fer una estimació del resultat (resposta w de l'experiment paral·lel), el
seu comportament estadístic és determinant per a l'aplicació de les tècniques
d'anàlisi quantitatives.
• El coneixement teòric del procés ajuda a l'experimentació.
Les incidences observades, a la pràctica, són les següents:
• La formulació dels factors amaga decisions implícites. Aquest ha estat el cas
en el repertori de problemes (u/vb < 0.5), en l'ordre d'actualització, o en el
tractament dels camps locals nuls.
• La variable resposta w adoleix de tres "defectes" importants. Possiblement no
és normal, la seva variança és variable, i inclou casos de fracàs complet, que
invaliden les tècniques de comparació objectives.
• La dispersió de la mesura augmenta quan els resultats de la cerca són pobres
(que és quan més precisió cal), i dificulta l'optimització de paràmetres.
• Les interaccions entre factors són fortes, i amaguen els efectes principals. Això
s'il.lustra, especialment, en l'elecció de la composició d'
• L'estandardització dels paràmetres, en el cas de CC, no és gens clara.
Per tot això, les comparacions són imprecises i la generalització de les decisions és
necessàriament pobre. Tot i que els resultats finals han sigut clars, sempre queden
alguns dubtes:
• Són fiables les decisions que s'han pres?
• Les alternatives no explorades, són realment més dolentes?
• Fins on es poden extrapolar les conclusions?
En conclusió, l'avaluació experimental d'algorismes és de per si un problema
7.2.2 Conclusions dels experiments
També de manera esquemàtica, i a partir dels resultats experimentals, les conclusions
obtingudes són les següents:
• Resultats generals:
— En l'espai experimental de prova, la combinació de la recuita simulada
(amb paràmetres estàndard) amb la funció de cost Fuq ha estat, clara-
ment, el millor algorisme de cerca.
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— El nombre de problemes resolts decreix a mesura que augmenta el seu
tamany. De 70 problemes amb 500 < vb < 1000, només s'han pogut
resoldre 8 dissenys, el més gran d'ells amb vb = 961.
• Les estratègies de cerca:
— Malgrat l'elevat cost d'un descens, la eficàcia d'RS ha estat tan alta que
ha conduit als resutats més eficients. Només un dels 25 problemes de
prova ha quedat irresolt. El coneixement del procés ha estat útil per
ajustar els paràmetres estàndard, i el comportament experimental d'RS
ha estat molt "amical": bons resultats i, en conseqüència, desviacions
petites (bona precisió), pocs casos de fracàs complet, i una capacitat de
generalització molt bona, tant respecte als problemes com a les funcions
de cost. Per a RS, tots els mínims apareixien en la fase estocàstica de la
cerca.
— La millor qualitat de CD ha estat el baix cost d'un descens, conduint a
un eficiència acceptable per als problemes que ha estat capaç de resoldre
(13 dels 25). Tot i així, tal com era d'esperar, la seva eficàcia ha estat la
més baixa. Malgrat tot, CD ha resultat molt útil com ha estratègia de
referència.
— La ceca cooperativa, l'estratègia nova, ha estat bona en termes del nom-
bre de casos resolts (22 dels 25). Tot i estar per darrera d'RS, ha superat
netament a CD en termes d'eficàcia, però donat que és força costosa,
en tots els problemes resolts per les dues la seva eficiència ha estat infe-
rior. Els resultats amb paràmetres òptims, però, són força prometedors,
si trobéssim la manera d'estandarditzar-los. La manca de coneixement
del procés no ha estat d'ajuda, i el seu comportament experimental ha
estat incòmode: nombre de fracassos complets elevat, desviacions altes
(menys precisió), baixa sensibilitat als paràmetres, i una generalització
dels paràmetres molt pobre. La variant que ha resultat millor, cas a cas,
és CCfd. Per a CC, els mínims no apareixen a la fase cooperativa de la
cerca, sinó en la fase descendent subsequent.
• Les funcions de cost:
— En l'espai experimental de prova, la millor funció de cost per a totes les
estratègies ha estat la més senzilla, Fug, amb una composició fixa. De
fet, és la funció que s'havia fet servir en l'entrenament de les estratègies
i, per tant, la més ben adaptada.
— La segona millor funció de cost ha estat Fuihvq, la més completa. Tot i
així, cal recordar que la seva composició havia estat més ben avaluada
que la resta. Futhvg és l'única estructura funcional apta per a qualsevol
DME.
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— Durant l'etapa d'entrenament, el factor funció de cost ha demostrat una
interacció molt forta amb el factor problema. Com a conseqüència del
procés de selecció utilitzat, la generalització de les funcions de cost fina-
listes no ha quedat completament verificada, especialment en relació a les
altres dues estratègies (RS i CC).
— Els resultats amb les funcions de tipus H han estat pobres, com es descriu
en treballs anteriors.
• Els problemes: \
— S'ha pogut observar que la dificultat dels problemes té una component
intrínseca, tot i que la interacció entre els tres factors ha estat alta.
— El cost de relaxació d'un descens mostra una lleu tendència a créixer amb
el tamany del problema, amb diferents comportaments en funció de les
estratègies i en funció dels resultats del descens (èxit/fracàs).
— En linies generals, a mesura que els problemes es fan grans les dificultats
de resolució augmenten, tant pel que fa al nombre d'intents com al cost
fins la primera solució.
— Per a problemes de tamany similar, els DMEs han estat lleugerament més
difícils de resoldre, però no fan servir la millor funció de cost. Els casos
amb v < b han resultat més fàcils.
• La variable resultat:
— La variable resultat, el cost z fins la primera solució, mostra una distri-
bució qualitativament semblant a la geomètrica, amb desviacions lleuge-
raments més petites que els valors esperats.
— La distribució de z ve dominada pel nombre de descensos y fins la primera
solució i, amb una desviació més petita, el cost c d'un sol descens actua
principalment com un factor d'escala.
— L'estimació d'£J(z) per mitjà de la resposta w de l'experiment paral·lel
sembla ser prou acurada. Però el seu comportament estadístic adoleix
dels inconvenients mencionats anteriorment.
7.3 Discussió
Com a problema a optimitzar, la generació de dissenys en blocs ha estat un banc de
proves interessant, i els resultats del nostre millor algorisme sobre els problemes del
conjunt de prova han estat bons. La comparació amb altres tècniques de generació
de dissenys és difícil ja que, com hem mencionat a l'apartat 1.1, algunes famílies (infi-
nites) de dissenys es poden construir analíticament, mentre que els treballs descrits
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a la literatura referents a tècniques computacionals solen estar centrats a la reso-
lució de subfamilies o casos oberts concrets. En particular, no hem trobat cap recull
sistemàtic de resultats en funció del tamany del problema. El cas d'existència no
resolt més petit actualment correspon al problema d94 [McKay & Radziszowski, 96],
amb vb = 726. Això significa que, avui per avui, les tècniques computacionals no
permeten l'anàlisi exhaustiva de problemes d'aquest tamany. Al capdevall, amb la
nostra estatégia heurística hem pogut solucionar-ne dos de més grans (d99 i dl23).
L'ús dels disseny en blocs per comparar funcions i estratègies ha estat productiu, i
el problema ha demostrat ser prou difícil per discriminar la qualitat dels algorismes.
L'habilitat dels models neuronals per trobar "bons" mínims no ha estat útil en
el nostre cas, ja que els pseudo-òptims no serveixen (la generació de dissenys és un
problema de decisió). La nostra anàlisi de l'optimalitat d'una configuració en termes
de la distribució dels uns descriu algunes propietats dels dissenys en blocs. Aquest
coneixement del problema, si bé ha estat a vegades necessari en la definició dels
algorismes (estructura i òptim de les funcions de cost, funcions de tipus H, norma-
lització de la temperatura computacional en RS), no s'ha utilitzat explícitament per
a guiar les estratègies de cerca. Tot i així, un coneixement més profund seria útil
per caracteritzar els resultats experimentals (dificultat dels problemes, coeficients de
composició i paràmetres òptims de les estratègies), i per dissenyar nous algorismes
de propòsit específic. En concret, la reducció d'isomorfismes podria resultar molt
útil per reduir l'espai de cerca i evitar la competència entre solucions equivalents.
L'aportació dels DMEs com a configuració combinatòria queda pendent de va-
lidació. La seva formulació és atractiva, perquè és compacta i senzilla, però sobre-
tot perquè elimina les restriccions d'admissibilitat tot oferint una definició precisa
d'òptim. Malgrat tot, la seva aplicabilitat a l'anàlisi d'experiments s'ha de verificar,
així com la seva optimalitat en termes d'anàlisi combinatòria [Kiefer, 80]. De fet,
aquest tipus d'optimalitat combinatòria es podria provar d'utilitzar com a font de
funcions de cost alternatives.
Mentre el problema defineix l'espai de cerca, la funció de cost defineix el paisatge,
i la clau d'un algorisme eficaç és l'adequació de l'estratègia al darrer. Per a algorismes
basats en la cerca local descendent, com els nostres, la propietat del paisatge que
fa millorar els resultats és una relació òptims a mínims locals ben alta. En aquest
treball, l'estudi s'ha realitzat en termes d'èxit/fracàs, però també seria útil analitzar
altres aspectes del paisatge tais com el tamany i topologia de les conques d'atracció,
les propietats i estructura dels mínims locals, la seva relació amb els òptims, la
topologia del recorregut de la cerca, etc.
La nostra condició necessaria i suficient d'optimalitat (teorema 2.4), és la defi-
nició de disseny més breu possible en termes de les variables d'estat, i condueix a
la funció Fuq. Aquesta funció, la que millors resultats experimentals ha obtingut, és
una prova de la capacitat descriptiva de les quàdruples. Tot i així, donat que és més
fàcil distribuir les quàdruples quan el nombre d'uns és baix, els seus inconvenients
principals són les baixes prestacions per a problemes amb molts uns (com en el cas
dels complementaris), i l'esbiaixament dels mínims locals cap a configuracions amb
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o < u. Això no és necessàriament un inconvenient, si aquest comportament lateral ja
ens agrada i, de fet, l'elecció d'una funció de cost o altra, que porta a mínims locals
amb diferents propietats, ens dona l'opció d'escollir els pseudo-òptims. La funció
FÇIJ, hauria d'equilibrar els espais original i complemtari però, malhauradament, els
dos subojectius en aquest cas són difícils, i els resultats, com hem vist, han estat
pobres. La segona millor funció, Futhvq, apta també per als DMEs, suggereix que
la redundància de subobjectius no és necessàriament dolenta, però té l'inconvenient
que cal ajustar experimentalment els coeficients de composició. Forçats per la ne-
cessitat d'espurgar opcions, la selecció de funcions s'ha fet únicament en base a
l'estratègia CD, però caldria contrastar les altres combinacions per assegurar que no
hi ha alternatives més bones.
Les funcions de tipus H eren atractives en la seva formulació, fent ús del coneixe-
ment dels òptims però, a part de la seva complexitat computacional, el seu principal
inconvenient és que fan créixer fortament el nombre de mínims locals. Precisament
per això, però, podrien resultar molt útils per a estratègies enumeratives basades en
la purga d'alternatives.
Pel que fa a les estratègies, moltes alternatives han quedat per explorar. Per a la
RS l'única regla de decisió que hem provat és la de Metròpolis. La funció sigmoidal
és l'alternativa natural. Però, en relació a l'esbiaixament de les quàdruples cap als
zeros, una possible millora seria assignar els uns de manera determinista i els zeros
de manera estocàstica. Amb un rang de temperatures estret (per tal de minimitzar
el cost), una llei de decrement lineal permetria tal vegada millorar la tolerància
en l'elecció de la temperatura crítica. La granularitat temporal petita i la llei de
decrement suau han resultat prou eficients. L'extensió natural de la recuita simulada
és la màquina de Boltzmann determinista, i els models derivats basats en la teoria
del camp mitjà. Tot i que probablament no aconseguiriem reduir el cost, donat que
aquests models extenen l'espai de cerca a l'interior de l'hipercub binari, podrien
potser millorar l'eficàcia de la cerca. Tal com es proposa a [Van den Berg, 96],
el model generalitzat de Hopfield permet formes d'exploració alternatives en que
objectius i restriccions es satisfan simultàniament.
L'estratègia de la cerca cooperativa no ha estat prou eficaç per resultar com-
petitiva en termes d'eficiència, però ha resolt un nombre elevat de problemes. Els
paràmetres han estat ajustats per optimitzar z. Optimitzant y potser augmentaria
aquest nombre, i obtindriem esquadres més grans. Amb S = 2, el valor estàndard
que s'ha utilitzat, el nombre de mostres és massa petit per poder interpretar el
comportament de l'esquadra en termes de camp mitjà. Donat que tots els mínims
apareixen més tard, la verdadera contribució de la fase cooperativa és la cerca d'un
bon estat inicial per a la subsequent fase descendent. La topologia focalitzada ha
obtingut els millors resultats, i les pitjors prestacions de la topologia dispersa po-
drien ser conseqüència de la competència entre solucions isomorfes entre si. Donat
que els parameters estàndard obtinguts recorren tot el ventall de radis, la hipòtesi
d'un radi crític no sembla molt versamblant. El mecanisme de contracció, com hem
vist, també fa cerca descendent, competint en relevancia amb la pròpia relaxació
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de l'esquadra. En conjunt, però, cal aprofondir en l'anàlisi de la CC, per poder-la
ajustar més bé. Com abans, moltes alternatives han quedat per explorar. Podríem
començar amb esquadres grans, i anar-les descomposant progressivament. O po-
driem escollir les unitats variables d'una subregió de la matriu d'incidència, a fi de
concentrar la cerca cap a una única solució.
La cerca cooperativa, donat que és una estratègia basada en una població - (els
membres de l'esquadra), que busca estats inicials bons, té alguns punts en comú
amb alguns treballs de formulació recent, com ara [Boyan & Moore, 97, Baluja, 96,
De Bonet et al., 96]. Les conclusions d'aquests i d'altres treballs similars també
s'haurien de tenir en compte per provar de millorar les prestacions de CC.
La hipòtesi de que els òptims es troben en regions de baixa energia mitjana sembla
en conjunt confirmada, però la gran eficiència d'RS, juntament amb la millora de
CC quan les esquadres són petites, semblen indicar que les solucions es troben més
en els camins que no pas en les regions d'energia mitjana decreixent.
Donada la complexitat del problema, és impossible trobar una solució teòrica
pel cas general, i l'avaluació experimental es fa inevitable. La metodologia que hem
fet servir ha resultat útil per reduir l'espai d'experimentació a dimensions abasta-
bles. Però, precisament per això, moltes alternatives han quedat inexplorades i no
es poden extrapolar els resultats. En concret, l'avaluació de les funcions de cost
podria ser més sistemàtica. En la definició d'y i z, l'ús d'estadístiques truncades
per tractar els casos de fracàs complet permetria fer comparacions quantitatives,
que ajudarien a identificar més aviat els factors experimentals més rellevants. L'ús
del cost esperat fins la primera solució com a variable resultat ha estat prou útil
per comparar algorismes sobre un conjunt de problemes específic. Però, si es tracta
d'avaluar la seva escalabilitat cap a problemes cada vegada més grans, el vertader
indicador hauria de ser, provablament, el tamany crític a partir del qual el nom-
bre de problemes resolts decau considerablement. La transferència bidireccional de
tècniques d'optimització entre el domini del model i el domini experimental és una
altra idea a tenir en compte.
El treball que hem presentat aquí descriu la cerca dins de la cerca, en quatre
nivells concèntrics: En el domini objecte, el problema (un disseny) satisfà certes
propietats d'optimalitat de la teoria combinatòria. A continuació, en el nivell al-
gorísmic, els models es defineixen per a buscar solucions en l'espai de configuracions
del problema. Aleshores, a nivell experimental, busquem el millor algorisme que,
dins de l'espai dels models, té millors prestacions sobre el problema. Finalment, i
per sobre de tots, la recerca explora els tres nivells anteriors.
La dificultat del problema s'extén a tots els nivells, i delimitar alternatives en un
pla no és més, moltes vegades, que transferir les dificultats a un altre. La construcció
analítica de dissenys només és possible per a algunes families concretes, les tècniques
computacionals s'encallen a partir d'un cert tamany, i l'avaluació experimental no
pot abastar tots els models possibles. La recerca, però, ho ha de seguir intentant,
amb l'esperança, si no de resoldre el problema, almenys de millorar els resultats. La
classe NP, en definitiva, podria no ser P.
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7.4 Perspectives
Recopilant la discussió anterior, i recorrent una mica al pragmatisme, les perspecti-
ves de continuació d'aquest treball que proposem són les següents:
• Incorporació del coneixement del problema a les estratègies de cerca, a fi de
millorar la generació de dissenys. En particular, tractament de l'isomorfisme
per focalitzar la cerca en una única solució.
• Aplicabilitat dels DMEs a l'anàlisi d'experiments, i anàlisi de les seves propie-
tats d'optimalitat combinatòria. Possibilitats d'ús de les darreres com a funció
de cost.
• Aprofundiment en l'anàlisi de les propietats dels DMEs.
• Utilització de les funcions de cost proposades amb altres estratègies de cerca.
En particular, ús de les funcions de tipus H amb estratègies enumeratives.
• Anàlisi del paisatge de cerca, i aplicació a les estratègies.
• Utilització del coneixement del problema per caracteritzar la dificultat dels
problemes, i per ajustar els paràmetres de les estratègies.
• Caracterització i millora de les estratègies proposades, en termes de la discussió
precedent, i en relació a tècniques similars de la literatura. Noves propostes.
• Refinament de les tècniques d'anàlisi experimental emprades.
• Us dels dissenys en blocs com a banc de proves per a la comparació de tècniques
d'optimització. Extensió a d'altres algorismes, tant neuronals com no neuro-
nals.
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