Deformations of geometric characteristics of statistical hypersurfaces governed by the law of growth of entropy are studied. Both general and special cases of deformations are considered. The basic structure of the statistical hypersurface is explored through a differential relation for the variables, and connections with the replicator dynamics for Gibbs' weights are highlighted. Ideal and super-ideal cases are analysed, also considering their integral characteristics.
Introduction
Surfaces, hypersurfaces and their dynamics (deformations) are key ingredients in a broad variety of mathematical problems and phenomena in physics (see e.g. [1, 2, 3, 4, 5, 6] ). In mathematics, the mechanisms governing the deformation of surfaces vary from the classical one, which preserves certain characteristics of surfaces (see e.g. [1, 2, 3] ), to those described by integrable partial differential equations [7, 8, 9] . In physics, surfaces and hypersurfaces are forced to deform due to certain effects varying from a simple change of pressure inside a soap bubble to the interaction of world-sheets with background in string theory (see e.g. [4, 5, 6] ).
Recently we considered [10] a special class of hypersurfaces inspired by the basic formula for the free energy in statistical physics (see e.g. [11] ). These hypersurfaces are defined by the formula x n+1 = ln where x 1 , . . . , x n , x n+1 are Cartesian coordinates in R n+1 and f α (x 1 , . . . , x n ) are certain functions. All the basic characteristics of such hypersurfaces have rather special properties [10] . In particular, they are expressed in terms of mean values calculated with Gibbs' distribution
Moreover, within such probabilistic view, the entropy defined by the standard formula [11] S := − m α=1 w α ln w α (1.3) has a simple geometrical meaning. Namely [10] , to consider the class of their deformations, transformations, and dynamics which are governed by the most fundamental property of entropy, namely, by the law of growth of entropy for isolated macroscopic systems [11] .
The present paper is devoted to the analysis of geometrical characteristics of such entropydriven transformations of statistical hypersurfaces. It is shown that the general deformations of statistical hypersurfaces corresponding to increasing entropy are characterised by the conditions
It is also highlighted that the variation of principal curvatures is linked to the tendency to stability or to a departure from it.
Two classes of deformations are discussed, namely, i.) those for which functions f α are changed, and ii.) deformations due to variations of variablesx. The case of affine functions f α and, in particular, linear and super-ideal cases are studied in more details. It is shown that, in the linear case, the variation of the entropy between two regions of different statistical hypersurfaces is proportional to the volume of a domain in R n+1 bounded by them. A connection with replicator dynamics is also noted.
The paper is organized as follows. Some general formulas for statistical hypersurfaces are presented in Section 2. General variations of entropy and their properties are considered in Section 3. The interrelation between principal curvatures and the second law of thermodynamics is discussed in Section 4. The effects of deformations on statistical weights are investigated in Section 5 in terms of a differential characterization of the statistical mapping and a relation with the replicator dynamics. Ideal and super-ideal statistical hypersurfaces are studied in Section 6.
Some possible future developments are noted in Section 7.
Statistical hypersurfaces and their deformations
Here, for convenience, we first reproduce some basic results of the paper [10] .
The induced metric g of the hypersurface V n ⊆ R n+1 defined by the formula (1.1) is
The position vector X for a point on V n and the corresponding normal vector N are
The second fundamental form Ω ik is given by
where
The Riemann curvature tensor is
and the Gauss-Kronecker curvature is given by
The entropy S (1.4) is equivalent to [10] 
which takes the form
in the super-ideal case (f α = x α ). In all these formulae, a hypersurface associated with the physical system is specified by the choice of functions f α (x), while x 1 , . . . , x n are local coordinates (parameters which characterise the state of the system). Now let us consider deformations of a statistical hypersurface generated by general infinitesimal variations of functions f α → f α + δf α , α = 1, . . . , m. Using the expressions (2.1)-(2.7), one easily gets the general variations of these quantities:
10)
In cases where the Hessian matrix of F
is invertible, one can use the well-known identity for the variation of matrices
and get
(2.14)
Note that, if K = 0 and some conditions on the original functions are assumed, then the first variation of K vanishes too. For variations of the Riemann tensor we have
while the scalar curvature [10] varies as
General variations of entropy
Now we will consider variations of entropy generated by general infinitesimal variations of the
where δf := m α=1 w α δf α .
Variations of f α generate the variations of probabilities w α , namely,
Since δS = − m α=1 δw α · f α , using (3.2) one also gets
Thus, deformations of statistical hypersurfaces driven by the law of growth of entropy (δS > 0)
are characterized by the conditions
These inequalities select "thermodynamic" deformations of statistical hypersurfaces among all possible.
In the limiting case δS = 0, one gets
Deformations defined by the conditions (3.6)-(3.7) correspond to the equilibrium states in statistical systems or reversible processes [11] .
The variation of the entropy (3.3) can also be deduced by the covariance of two random variables, namely, the variable f ∈ R m which assumes the value f α with probability w α , and the associated variation that occurs with the same probability p(δf = δf α ) = w α . The constraint δS ≥ 0 on the sign of the variation of entropy (3.3) means that these two random variables have to be negatively correlated. Moreover, the condition (3.7) means that, in the case δS = 0, the distributions of f α and δf α are statistically uncorrelated. Note also that, due to (3.6), the condition (3.7) is equivalent to
In order to demonstrate that the variables f and δ f are not independent in general, let us consider variations δf that are not proportional to (1, . . . , 1), which is the vector associated with a shift of the ground energy in (1.1). We say that two random variables a and b supported on the same finite set {1, . . . , m} and with joint probability w(a = vanish for all natural numbers u, v. We focus on exponential sums (1.1) that return a given expression with the minimal number of exponential terms, so that all the functions f α are pairwise distinct. One can always reduce to this case since, if
can be substituted by f α + ln 2 without affecting the sum (1.1).
Considering the variation for such a system, we get the following Proof: Introducing the vectors
we find that
where the matrix H has entries
For a generic point x, the Vandermonde determinant
is non-vanishing, since we are assuming that all the functions f α are pairwise distinct. We stress that one can write (3.3) as δS = − f T H δf . So the previous results imply that the condition of stationary entropy δS = 0 with respect to the variation δf can be refined by higherorder conditions related to the correlations (3.9), and it is enough to satisfy m such conditions to recover the only trivial variation, that is the shift of the ground energy δ f = c · (1, . . . , 1), c ∈ R. The role of the choice of the ground energy has been highlighted in the algebraic study of the tropical limit in statistical physics [12] . On the other hand, in the cases where not all the components of f are pairwise equal, there exists a component, say f m , such that f m = f . Since the condition (3.3) is linear in the variations δf , we can solve (3.3) with respect to δf m and get
It is noted an analogy with the virial theorem [11] , since both cases describe a balancing condition between two contributions. In our case, the balancing condition (3.15) defines an equilibrium situation, namely, a reversibility condition.
Principal curvatures and the second law
The Gauss-Kronecker curvature was recognised as a suitable quantity to distinguish particular systems in [10] , since it identifies some natural generalizations of ideal models in statistical physics. This aspect can be related to the maximum entropy principle as follows.
From the second fundamental form [2]
where [10] f
we get the Weingarten map (or shape operator)
The quantities W i j , i, j ∈ {1, . . . , n}, can be expressed by
where ∂ 2 F is the Hessian matrix of F as defined in (2.13). Thus, we can look at the eigenvalues of W, i.e. the principal curvatures. From the matrix determinant lemma [13] , we get
From (4.4) and (4.5) one can see that det W = 0 implies that the Hessian matrix is singular, det(∂ 2 F ) = 0. Thus the occurrence of vanishing principal curvatures, which is equivalent to det(W) = 0, is related to the non-invertibility of ∂ 2 F .
In the particular case of affine functions
vanish, so (4.4) becomes
where we denote by (∂f ) i the vector taking value ∂ x i f α with probability w α , and the Hessian matrix ∂ 2 F becomes a covariance matrix cov(∂f , ∂f ) relative to ∂f .
Therefore, the Hessian ∂ 2 F establishes a connection between a geometric condition on the Gauss-Kronecker curvature (more generally, on the principal curvatures of the statistical hypersurface) and the second law of the thermodynamics, with special regard to the stability of the statistical system. In fact, it has been noticed that the convexity of the free energy and the concavity of the entropy with respect to some proper variables are not only useful technical requirements, but they also have fundamental physical implications in relation to the second law of thermodynamics (see e.g. [14, 15] and references therein). In particular, the focus of [14] is on internal energy. On the other hand, starting from (1.1) we can combine Gibbs' formulation with the study of convexity, as it naturally emerges from the extrinsic characteristics of hypersurfaces embedded in a metric space. Furthermore, this approach also draws attention to those systems which do not satisfy standard convexity assumptions, such as systems with negative temperatures or metastable systems. Suitable generalisations of the basic statistical mapping are required to deal with these phenomena [12, 16] .
In this way, the evolution of the principal curvatures of the statistical hypersurface is linked to the tendency to stability, or a departure from it. The occurrence of nonlinearities described by terms
3) may result in particular physical behaviours, which are typical of non-homogeneous systems. For instance, these contributions may follow from the particular dependence g = g(ε) of the degeneration g on the associated energy level ε. Concrete examples in this regard involve large systems with long-range interactions [17, 18] , or small systems with bounded spectrum [19] and boundary effects [20] . Some of these features have been discussed in a tropical setting [12] , and we postpone a detailed analysis of their geometric characteristics to a separate work.
Effects of deformations on statistical weights
It is often assumed that the set of energy configurations and the associated degenerations are known, so one recovers the equilibrium distribution from the maximum entropy condition [11] , where the weights w α are functionals of f . In our approach we leave the functions f free in order to consider their deformations δ f . However, we can still recover the standard form for the free energy starting from the dependence of some "generalised weights" h α on the variables f β , α, β ∈ {1, . . . , m}.
At this purpose, we assume the relation (3.2) as a starting point to explore the effects of deformations δf α on the weights and their relations with the stationary entropy condition.
Differential characterization of the fundamental statistical mapping
We look at functions h α , α = 1, . . . , m, which depend on {f 1 , . . . , f m } through the following relation based on (3.2)
The requirement (5.1) implies that m α=1 h α df α is closed. Hence it is exact on contractible domains, so there exists a potentialF such that
Solving the equations (5.1), one gets
Proposition 2. Equation (5.1) implies the existence of a potential functionF such that
Proof: See Appendix 7.
The coefficient γ in (5.3) is an index for the loss of translational invariance of energies by the same quantity. As already mentioned in [12] from an algebraic perspective, this is related to the possibility to get a normalized probability distribution. Indeed, one gets standard probability 
the adjacency matrix W := w (αβ) α,β=1,...,m and, hence, the Laplacian
whose components of L are variables w (αβ) = w α w β in (5.6), we recover the right-hand side of (5.1). Thus, the evolution of functions h α with respect to varying quantities f β , α, β ∈ {1, . . . , m}, is described by the Laplacian of the associated weighted graph (5.6).
Comments on replicator dynamics
The variation of entropy (3.3) can now be discussed in terms of its effects on Gibbs' distribu- This invariance under the shift f α → f α + M becomes non-trivial when the different tropical algebraic structures are taken into account. In order to compare different choices for the ground energy, the action of the shift on f α or δf α can be explored in terms of local tropical symmetry [12] . In the present framework, the possibility to recover a "standard" probability distribution (with support in [0, 1]) after the shift is linked to a vanishing structural parameter γ in (5.3).
Then, a new probability distribution w (1) can be introduced
which is the first element of the sequence
The evolution of this sequence of probability distributions corresponds to a kind of discrete replicator dynamics [21, 22] . In fact, we can express (5.11) as The previous formula implies the equivalence of the expectation values of δf α with respect to the two distributions {w α (x)} and {w In both these cases, we find that the entropy is stationary if and only if the expectation value of δf (respectively, f ) is the same for both the original Gibbs' distribution, and its evolution 
Ideal and super-ideal cases
General deformations can be divided into two classes. For the first class, functions f α remain unchanged and the deformations δf are due to the variations of the variables x α → x α + δx α .
For macroscopic systems, this is he change of the state of the system due to the change of parameters which characterize it. For the second class, the functions f α are changed. This means that the transformation of one statistical hypersurfaces to another or transition from one macroscopic system to another one (close to the original). We will consider below both classes of deformations.
The ideal case where
is a special situation where many geometric characteristics can be explicitly expressed and related to physically relevant quantities. The first basic transformation that one can consider is the translation x i → x i + v i τ .
Thus one gets
Having fixed τ and v, the sign of δS depends on the norm of x. Indeed, fixing the unit vector parallel to x, i.e. z := ||x|| −1 · x, we see that
is satisfied on a half-line in R.
From the results in [10] , an ideal hypersurface has vanishing Gauss-Kronecker curvature if and only if we can get a vector in R m with all equal components, namely, 1 m ∈ Im(A) or 0 m ∈ Im(A). This property relates to variations of ideal models preserving the statistical weights. In fact the existence of such a vector v satisfying
implies that the associated variation (6.2) preserves all Gibbs' weights. Using the notation (3.12), this means that the kernel of the matrix H · A is non-trivial. This happens when A has a non-trivial kernel ( 0 m ∈ Im(A)), or when A(R n ) ∩ ker(H) is non-trivial. As remarked in [10] (Proposition 3.1), the vector 1 m is the only eigenvector of H associated with the eigenvalue 0, thus a direction v associated to a variation of linear functions preserves all Gibbs' weights and, hence, the entropy if and only if all the components of Av are the same. This characterize a special class of isentropic variations of independent coordinates in ideals models, which corresponds to a maximal permutational symmetry for the coordinates of the shift vector Av.
Among ideal models, the homogeneous cases (b α = 0 for all α) are of particular physical interest. We discuss them in the following.
Linear cases
The entropy (2.8) has two contributions: the first one √ det g X · N has a pure geometrical meaning, since it is the scalar product between X and the hypersurface vector field The distinction between these two contributions is physically relevant since Gibbs' weights are often defined in terms of a scalar product between a vector of control variables (temperature, chemical potentials) and one of associated extensive quantities (energy levels, number of molecules of a given species in the grand canonical partition function). In the ideal case, the deviation from homogeneity is described by the inclusion of a constant term b α in the functions
Depending on the physical interpretation of the variables x, this contribution can be linked to a form of residual entropy, which is typical of highly degenerate and frustrated systems [23, 24, 25] .
This geometric formulation allows one to go beyond the local study of statistical characteristics. The global aspects have particular significance in the framework of linear models, as can be seen looking at the integral
where Σ is a compact subset of the statistical hypersurface S. The focus on this quantity is suggested by the formula (2.8) for the entropy, since it corresponds to the integrating function over a (hyper-)surface. In more detail, we can consider two statistical hypersurfaces S 1 and S 2 associated with two distinct sets of linear functions {f 1 , . . . , f m } and {g 1 , . . . , g l }. In order to select a compact subset of R n+1 , we fix any cone C ⊆ R n+1 intersecting the two hypersurfaces and enclosing a compact region Ω ⊆ R n+1 . An example of this construction is presented in Fig. 6.1. The vector X is orthogonal to the normal vector N for the cone, so 
This means that we can associate the variation of entropy between two linear models to the volume enclosed by them as in the previous construction. Once the cone is given, such a compact region and its volume are well-defined.
It is worth stressing the physical meaning of this geometric construction, with reference to the two geometric objects introduced in this section, namely, the cone C and the integral characteristic (6.5). The cone C naturally arises when subsets of variables x connected by a scaling factor k are considered. In more detail, in linear models the scaling x → (k B ) −1 · x is related to the behaviour of the statistical hypersurface at large values of the variables, the scaling is linked to a formal variation for Boltzmann's constant k B , and the limit k B → 0 is associated with the tropical limit (of the first kind) of the statistical hypersurfaces [10] and the associated statistical amoebas [16] .
For what concerns the integration step, we first note that the canonical volume form for this Riemannian manifold has been used. In turn, the metric is inherited by the ambient space R n+1 . Thus, in this framework the natural emergence of an induced metric, its relation with the entropy production, and the conditions needed to apply Stokes' theorem, are all consequences of a single principle, that is the embedding in an Euclidean space defined by the free energy (1.1), without a posteriori introduction of new objects.
On the other hand, different measures dν over S can be considered. We have implicitly dealt with this aspect in the choice of an arbitrary compact subset Σ of the statistical hypersurface Σ.
In general, the introduction of a measure over the variable space associated with a probability distribution (Gibbs' weights in our model) has a Bayesian interpretation [26] . Indeed, the parameters x defining the Gibbs distribution w are not fixed, and the space of parameters R n becomes a measure space with a choice of the measure dν on it. This can be interpreted as the occurrence of parameters x with some weight expressed by the density dν, which is a typical approach in Bayesian probability. The integral (6.5) can then be seen as an "average value" for the entropy (2.9) with a uniform measure over Σ, or as the average value of the scalar product X · N with measure √ det g. It is remarkable that a similar measure has been considered in information theory, i.e. Jeffreys prior [27] , which is however associated with a Riemannian metric defined from the entropy, namely, the Fisher metric [28] .
The introduction of different measures in (6.5) and their physical interpretation will be studied in a separate work.
Super-ideal cases
The super-ideal case where m = n and f α = x α , α = 1, . . . , n, is a fundamental one, since it provides the basic structure for our model. On the other hand, it is also a special case, since a variation of the variables implies a variation of the functions, so the two kinds of deformations mentioned above coincide. We start from (1.4) and consider variations of the type x α → x α +v α τ with τ 1. In this way, the formula for the variation of entropy is 
Conclusion
In this paper, we have discussed different connections between physical aspects of composite This study indicates the way for possible further investigations, which mainly concern with the deviation from standard, equilibrium statistical models. For instance, the exploration of nonlinearities in functions f α , and their effects on Gauss-Kronecker curvature and on principal curvatures can be explored, also considering some specific physical systems that manifest nonhomogeneity, small-size effects, or non-equilibrium phenomena. The graph-theoretic interpretation of the dependence of statistical weights on functions f α can be studied in more generality.
This relates to the condition (5.15) leading to the discrete replicator equation. Thus, different weights on the graph with Laplacian (5.6), and different evolutions (5.11) may be useful to describe models out of the equilibrium.
The maximum-entropy condition has played a central role in the present considerations.
However, the relation with other geometric structures that describe the statistical properties of the physical system have to be investigated. In this direction, transformations acting on the statistical amoebas [16] and the effect on nonlinear deformations on the multiscale tropical limit [10] will be considered too.
