This paper investigates the problem of maximizing expected terminal utility in a discrete-time financial market model with a finite horizon under non-dominated model uncertainty. We use a dynamic programming framework together with measurable selection arguments to prove that under mild integrability conditions, an optimal portfolio exists for an unbounded utility function defined on the half-real line.
hand, assuming a non-dominated set of probability measures significantly raises the mathematical difficulty of the problem as some of the usual tools of probability theory do not apply. In the robust non-dominated case, (Denis and Kervarec, 2013) obtained the existence of an optimal strategy, a worst case measure as well as some "minmax" results under some compacity assumption on the set of probability measures and with a bounded (from above and below) utility function. This result is obtained in the continuous-time case. In the discrete-time case, (Nutz, 2016) (where further references to robust nondominated problematics can be found) obtained the first existence result without any compacity assumption on the set of probability measures but for a bounded (from above) utility function. To the best of our knowledge, this paper provides the first general result for unbounded utility functions assuming a non-dominated set of probability measures (and without compacity assumption). This includes for example, the useful case of Constant Relative Risk Aversion utility functions (i.e logarithm or power functions). In Theorem 4.13, we give sufficient conditions for the existence of an optimizer to our "maxmin" problem (see Definition 4.8). More precisely, we work under the framework of (Bouchard and Nutz, 2015) and (Nutz, 2016) . The market is governed by a non-dominated set of probability Q T that determines which events are relevant or not. Assumption 2.1, which is related to measurability issues, is the only assumption made on Q T and is the cornerstone of the proof. We introduce two integrability assumptions. The first one (Assumption 4.2) is related to measurability and concavity issues. The second one (Assumption 4.11), which replaces the boundedness assumption in (Nutz, 2016) , plays a fundamental role in the multi-period proof. The no-arbitrage condition is essential as well and we use the one introduced in (Bouchard and Nutz, 2015) . Furthermore, we propose a "quantitative" characterisation of this no-arbitrage condition in the spirit of (Jacod and Shiryaev, 1998) and (Rásonyi and Stettner, 2005) where we are able to obtain some measurability properties for α t (see Proposition 3.4). Finally, we introduce as well an alternative no-arbitrage condition (denoted by sN A for strong non-arbitrage, see Definition 3.6) and we prove in Theorem 4.14 that under the sN A condition, Theorem 4.13 applies to a large range of settings. As in (Bouchard and Nutz, 2015) and (Nutz, 2016) our proof relies heavily on measure theory tools and on analytic sets. Analytic sets display the nice property of being stable by projection, by countable unions and intersections. However they fail to be stable by complementation, hence the sigma-algebra generated by the analytic sets contains sets that are not analytic which leads to significant measurabilities issues (see (Bertsekas and Shreve, 2004 , Chapter 7) for a complete presentation of analytic sets). Such difficulties arise for instance in Lemma 6.5, where we are still able to prove some tricky measurability properties, as well as in Proposition 6.12 (in particular the introduction of I t , see (51)) which is pivotal in solving the dynamic programming. Note as well, that we have identified (and corrected) a small issue in (Bouchard and Nutz, 2015, Lemma 4.12) which is also used in (Nutz, 2016) to prove some important measurability properties (see Lemma 7.6 as well as the counterexample 7.5). To solve our optimisation problem we follow a similar approach as (Nutz, 2016) . We first consider a one-period case with strategy in R d . To "glue" together the solutions found in the one-period case we use dynamic programming as in (Rásonyi and Stettner, 2005) , (Rásonyi and Stettner, 2006) , (Carassus and Rásonyi, 2014) , (Carassus, Rásonyi and Rodrigues, 2015) , (Nutz, 2016) and (Blanchard, Carassus and Rásonyi, 2016) together with measurable selection arguments (the Auman Theorem, see for example (Sainte-Beuve, 1974 , Corollary 1) and the Jankov-von Neumann Theorem, see for example (Bertsekas and Shreve, 2004, Proposition 7.49 p182) ). The article is structured as follows: section 2 revisits some important definitions and some key properties of analytic sets before our framework presentation. Section 3 recalls some measurability results and proves our quantitative version of the no-arbitrage condition. Section 4 presents the main theorem on terminal wealth expected utility maximisation; section 5 establishes the existence of an optimal strategy for the one period case and the main theorem is proved in section 6. Finally, section 7 collects some technical results and proofs as well as some counter-examples to (Bouchard and Nutz, 2015, Lemma 4.12) .
Definitions and Set-up.
2.1. Polar sets and universal sigma-algebra. For any Polish space X (i.e complete and separable metric space), we denote by B(X) its Borel sigma-algebra and by P(X) the set of all probability measures on (X, B(X)). For a given P ⊂ P(X), a set N ⊂ X is called a P-polar set if for all P ∈ P, there exists some A P ∈ B(X) such that P (A P ) = 0 and N ⊂ A P . We say that a property holds true P-quasi-surely (q.s.), if it is true outside a P-polar set. Finally we say that a set is of P-full measure if its complement is a P-polar set. Now, for some P in P(X) fixed, we denote by B P (X) the completion of B(X) with respect to P . We introduce the universal sigma-algebra defined by B c (X) := P ∈P(X) B P (X) and it is clear that B(X) ⊂ B c (X). A function f : X → Y (where Y is an other Polish space) is universally-measurable (or B c (X)-measurable) if for all B ∈ B(Y ), f −1 (B) ∈ B c (X). We recall that P(X) endowed with the weak topology 1 is a Polish space (see (Bertsekas and Shreve, 2004, Propositions 7.20 p127, 7 .23 p131)).
2.2. Analytic sets. An analytic set of X is the continuous image of a Polish space, see (Aliprantis and Border, 2006, Theorem 12.24 p447) . We denote by A(X) the set of analytic sets of X and recall some key properties that will be often used in the rest of the paper. The projection of an analytic set is an analytic set see (Bertsekas and Shreve, 2004, Proposition 7.39 p165) ) and a countable union or intersection of analytic sets is an analytic set (see (Bertsekas and Shreve, 2004, Corollary 7.35 .2 p160)). However the complement of an analytic set does not need to be an analytic set. We denote by CA(X) := {A ∈ X, X\A ∈ A(X)} the set of all coanalytic sets of X. We have that (see (Bertsekas and Shreve, 2004, Proposition 7.36 p161, Corollary 7.42 .1 p169)) B(X) ⊂ A(X) ∩ CA(X) and A(X) ∪ CA(X) ⊂ B c (X).
(1) Now, for D ∈ A(X), a function f : D → R ∪ {±∞} is lower-semianalytic (resp. uppersemianalytic) on X if {x ∈ X f (x) < c} ∈ A(X) (resp. {x ∈ X f (x) > c} ∈ A(X)) for all c ∈ R. We denote by LSA(X) (resp. U SA(X)) the set of all lower-semianalytic (resp. upper-semianalytic) functions on X. From (1) it is clear that if f ∈ LSA(X) ∪ U SA(X) then f is B c (X)-measurable. Finally, a function f : X → Y (where Y is another Polish space) is analytically-measurable if for all B ∈ B(Y ), f −1 (B) belongs to the sigma-algebra generated by A(X). From (1), it is clear that if f is analytically-measurable, then f is universally-measurable.
2.3. The measurable spaces. We fix a time horizon T ∈ N and introduce a sequence (Ω t ) 1≤t≤T of Polish spaces. We denote by
with the convention that Ω 0 is reduced to a singleton. An element of Ω t will be denoted by
(to avoid heavy notation we drop the dependancy in ω 0 ). It is well know that B(Ω t ) = B(Ω t−1 )⊗B(Ω t ), see (Aliprantis and Border, 2006, Theorem 4.44 p149 ). However we have only that
2.4. Generalised integral. From now on the positive (resp. negative) part of some number or random variable Y is denoted by Y + (resp. Y − ). We will also write f ± (Y ) for (f (Y )) ± for any random variable Y and (possibly random) function f .
We fix some 1 ≤ t ≤ T and (Bertsekas and Shreve, 2004, Lemma 7 .27 p173), there exists some B(Ω t )-measurable function g t : Ω t → [0, ∞] such that g t = g t P t -almost surely and we set
It is easy to verify that (2) does not depend on the choice of g t . In the rest of the paper we will use generalised integrals. For some B c (Ω t )-measurable function f t : Ω t → R ∪ {±∞}, we define
using (2) for f
2.5. Stochastic kernels and definition of Q T . For all 0 ≤ t ≤ T − 1, we denote by SK t+1 the set of universally-measurable stochastic kernel on Ω t+1 given Ω t (see (Bertsekas and Shreve, 2004, Definition 7 .12 p134, Lemma 7.28 p174) ). Fix some 1 ≤ t ≤ T , P t−1 ∈ P(Ω t−1 ) and p t ∈ SK t . Using Fubini's Theorem, see (Bertsekas and Shreve, 2004, Proposition 7 .45 p175), we define a probability on Ω t by setting for all A ∈ B(Ω t )
For all 0 ≤ t ≤ T − 1, we consider a random set Q t+1 : Ω t ։ P(Ω t+1 ): Q t+1 (ω t ) can be seen as the set of possible models for the t-th period given the state ω t until time t. Assumption 2.1 For all 0 ≤ t ≤ T − 1, we assume that Q t+1 is a non-empty and convex valued random set such that
From the Jankov-von Neumann Theorem, see (Bertsekas and Shreve, 2004, Proposition 7.49 p182) , there exists some analytically-measurable and thus B c (Ω t )-measurable q t+1 : Ω t → P(Ω t+1 ) such that for all ω t ∈ Ω t , q t+1 (·, ω t ) ∈ Q t+1 (ω t ) (recall that for all ω t ∈ Ω t , Q t+1 (ω t ) = ∅). In other words q t+1 is a universally-measurable selector of Q t+1 . Note as well that q t+1 ∈ SK t+1 . For all 1 ≤ t ≤ T we define Q t ⊂ P Ω t by
where if
2.6. The traded assets and strategies.
represents the price of d risky securities in the financial market in consideration. We make the following assumptions.
Assumption 2.2
We assume that S is B(Ω t ) 0≤t≤T -adapted.
Remark 2.3
If we do not assume Assumption 2.2, we cannot obtain some crucial measurability properties (see (Bouchard and Nutz, 2015, Remark 4.4) and Lemma 3.3 below as well as (60) and (61) and (Bertsekas and Shreve, 2004, Lemma 7.30 (3) p178)). Note that we do no need this assumption in the one period case.
Assumption 2.4
We assume that there exists some 0 ≤ s < ∞ such that −s ≤ S i t (ω t ) < +∞ for all 1 ≤ i ≤ d, ω t ∈ Ω t and 0 ≤ t ≤ T .
Remark 2.5
If S is B(Ω t ) 0≤t≤T -adapted and for t = 1, · · · , T there exists some Q t -full measure set Ω t S ∈ B(Ω t ) such that −s ≤ S i t (ω t ) < +∞ for all 1 ≤ i ≤ d and ω t ∈ Ω t S , we set S t = 1 Ω t S S t and S := S t , 0 ≤ t ≤ T satisfies Assumptions 2.2 and 2.4.
There exists also a riskless asset for which we assume a price constant equal to 1, for sake of simplicity. Without this assumption, all the developments below could be carried out using discounted prices. The notation ∆S t := S t − S t−1 will often be used. If x, y ∈ R d then the concatenation xy stands for their scalar product. The symbol | · | denotes the Euclidean norm on R d (or on R). Trading strategies are represented by d-dimensional processes φ :
represents the investor's holdings in each of the d assets at time t. We assume that φ t is B c (Ω t−1 )-measurable for all 1 ≤ t ≤ T . The family of all such trading strategies is denoted by Φ. We assume that trading is self-financing. As the riskless asset's price is constant 1, the value at time t of a portfolio φ starting from initial capital x ∈ R is given by
No-arbitrage condition.
We follow the definition of (Bouchard and Nutz, 2015) .
We will often use the following one-period version. For ω t ∈ Ω t fixed we will say that N A(Q t+1 (ω t )) condition holds true if for all h ∈ R d
where Aff denotes the affine hull of a set.
The reason for introducing D t+1 is that for a strategy φ ∈ Φ such that φ t+1 (ω t ) ∈ D t+1 (ω t ) one have nice properties (see (9) and Lemma 5.7). If D t+1 (ω t ) = R d then, intuitively, there are no redundant assets for all model specification. Otherwise, for any B c (Ω t )-measurable strategy φ t+1 , one may always replace φ t+1 by its orthogonal projection φ ⊥ t+1 (ω t , ·) on D t+1 (ω t ) without changing the portfolio value (see Remark 5.5 below and (Nutz, 2016 , Lemma 2.6)). The following lemma, similar to (Bouchard and Nutz, 2015, Lemma 4.3) , establishes some important properties of D t+1 . Lemma 3.3 Let Assumptions 2.1 and 2.2 hold true and 0 ≤ t ≤ T − 1 be fixed. Then D t+1 is a non-empty, closed valued random set and Graph(D t+1 ) ∈ B c (Ω t ) ⊗ B(R d ).
Proof. It is clear from its definition that for all
we use similar arguments as in (Rockafellar and Wets, 1998, Theorem 14.8 p648) . Fix some ω t ∈ Ω t . Since D t+1 (ω t ) is closed valued, h ∈ D t+1 (ω t ) if and only if for all r ∈ Q, r > 0, there exists some h r ∈ Q d such that h ∈ B(h r , r) and
using (Bouchard and Nutz, 2015, Lemma 4.3) and (Rockafellar and Wets, 1998, Ex. 14.2 p652) . ✷ Similarly as in (Rásonyi and Stettner, 2005) and (Jacod and Shiryaev, 1998 ) (see also (Blanchard, Carassus and Rásonyi, 2016) ), we prove a "quantitative" characterisation of (NA).
Proposition 3. 4 Assume that the N A(Q T ) condition and Assumptions 2.1, 2.2 hold true. Then for all 0 ≤ t ≤ T − 1, there exists some Q t -full measure set Ω t N A ∈ B c (Ω t ) such that for all ω t ∈ Ω t N A , N A(Q t+1 (ω t )) holds true and D t+1 (ω t ) is a vector space. For all
Remark 3.5 One can show that it is possible to replace the no-arbitrage definition of (Bouchard and Nutz, 2015) (see Definition 3.1) in Proposition 3.4 and also in Theorem 4.13 by the following weaker no-arbitrage condition: for all φ ∈ Φ, V 0,φ
s. This is one of the definition introduced in (Burzoni, Frittelli and M.Magis, 2016 , Defintion 10).
Proof.
Step 1: Construction of Ω t N A Using (Bouchard and Nutz, 2015, Theorem 4.5) , N t := {ω t ∈ Ω t , N A(Q t+1 (ω t )) fails} ∈ B c (Ω t ) and P (N t ) = 1 for all P ∈ Q t . So setting Ω t N A := Ω t \N t , we get that (6) holds true for all ω t ∈ Ω t N A . We prove now that for all (Nutz, 2016, Lemma 2.6 
Step 2 : Proof of (9). Let ω t ∈ Ω t N A be fixed. We introduce for n ≥ 1
and we define n 0 (ω t ) := inf{n ≥ 1, A n (ω t ) = ∅} with the convention that inf ∅ = +∞. Note that if D t+1 (ω t ) = {0}, then n 0 (ω t ) = 1 < ∞. We assume now that D t+1 (ω t ) = {0} and we prove by contradiction that n 0 (ω t ) < ∞. Assume that n 0 (ω t ) = ∞. For all n ≥ 1, we get some h n (ω t ) ∈ D t+1 (ω t ) with |h n (ω t )| = 1 and such that for all
n . By passing to a sub-sequence we can assume that h n (ω t ) tends to some h * (ω t ) ∈ D t+1 (ω t ) (recall that the set D t+1 (ω t ) is closed by definition) with |h * (ω t )| = 1. Fix some P t+1 ∈ Q t+1 (ω t ) and introduce B(ω t ) := {ω t+1 ∈ Ω t+1 , h * (ω t )∆S t+1 (ω t , ω t+1 ) < 0} and B n (ω t ) := {ω t+1 ∈ Ω t+1 , h n (ω t )∆S t+1 (ω t , ω t+1 ) ≤ −1/n}. Then B(ω t ) ⊂ lim inf n B n (ω t ). Furthermore as 1 lim inf n Bn(ω t ) = lim inf n 1 Bn(ω t ) , Fatou's Lemma implies that This implies that P t+1 h * (ω t )∆S t+1 (ω t , ·) ≥ 0 = 1. As this is true for all P t+1 ∈ Q t+1 (ω t ), we get from (10) that h * (ω t ) = 0 which contradicts |h * (ω t )| = 1. Thus n 0 (ω t ) < ∞ and we can set for
. It is clear that α t ∈ (0, 1] and by definition of A n 0 (ω t ) (ω t ), (9) holds true.
Step 3: Measurability issue. We extend α t on Ω t by setting α t (ω t ) = 1 for ω t / ∈ Ω t N A . Recalling the definition of n 0 and α t , it is clear that α t ∈ { 1 n , n ≥ 1}. Hence, to prove that α t is B c (Ω t )-measurable it is enough to prove that ω t ∈ Ω t , α t (ω t ) < 1 n ∈ B c (Ω t ) for all n ≥ 1. To do that, assume for a moment that we have proved that for all n ≥ 1, Graph(A n ) ∈ B c (Ω t ) ⊗ B(R d ) where A n : Ω t ։ R d is the random set defined in (11) if ω t ∈ Ω t N A and A n (ω t ) = ∅, otherwise. Applying the Projection Theorem, see (Castaing and Valadier, 1977 , Theorem 3.23 p75), we obtain that {ω t ∈ Ω t , A n (ω t ) = ∅} ∈ B c (Ω t ). Since for all n ≥ 1, recalling the definition of n 0 , ω t ∈ Ω t , α t (ω t ) < 1 n = {ω t ∈ Ω t , n 0 (ω t ) > n} = {ω t ∈ Ω t , A n (ω t ) = ∅}, the measurability of α t follows immedialty. As we only know that
From Lemma 7.2, we obtain that δ t+1 is B c (Ω t )-measurable and that there exists a family of B c (Ω t )-measurable functions (e j ) 1≤j≤d (with e j :
We can now introduce the following random sets (102), (1) and (Bertsekas and Shreve, 2004, Proposition 7.44 
Thus, Graph(A Q n ) ∈ B c (Ω t ) ⊗ B(R d ) and the proof is complete. ✷ Finally, we introduce an alternative notion of arbitrage. A strategy φ ∈ Φ will be a so called strong arbitrage if there exists some P ∈ Q T such that V 0,φ T ≥ 0 P -a.s. and
Definition 3.6 We say that the sN A(Q T ) condition holds true if for all φ ∈ Φ and
In other words, the sN A(Q T ) condition holds true if for all P ∈ Q T , the "classical" noarbitrage condition in model P , N A(P ) holds true. Note as well that if
Then, it is clear that φ is as well a strong arbitrage, hence the sN A(Q T ) condition also fails. As in (Blanchard, Carassus and Rásonyi, 2016, Definition 3. 3), we introduce for all
The case t = 0 is obtained by replacing q t+1 (·, ω t ) by Q 1 (·). We have the following result.
Proposition 3.7 Assume that the sN A(Q T ) condition and Assumptions 2.1 and 2.2 hold true and let
Proof. We want to apply (Blanchard, Carassus and Rásonyi, 2016, Proposition 3.7) . Since P ∈ Q T and Assumption 2.1 holds true, q s+1 ∈ SK s+1 for all 1 ≤ s ≤ T − 1 (see (5)), in other words the q s+1 are B c (Ω s )-measurable stochastic kernels on Ω s+1 given Ω s . However, as B c (Ω s ) is not a product sigma-algebra, we need to be a bit cautious. For all 1 ≤ s ≤ T − 1, we apply first (Bertsekas and Shreve, 2004, Lemma 7.28 (c) p174) and we obtain some B(Ω s )-measurable stochastic kernels q s+1 (see (Bertsekas and Shreve, 2004, Definition 7 .12 p134)), and some
Then, it is easy to prove by induction that
So, as N A(P ) holds true, we get that N A(P ) holds also true. Since Ω t ∈ B c (Ω t ), there exists some Ω t ∈ B(Ω t ) as well as a P t -
We can now apply (Blanchard, Carassus and Rásonyi, 2016 , Proposition 3.7) for P and
there exists some Ω t P ∈ B(Ω t ) with P t (Ω t P ) = 1 and some
We finally set
It is easy to verify that P t (Ω t P ) = 1, that (16) holds true and that α P t is B(Ω t )-measurable. ✷ 4. Utility problem and main result. We now describe the investor's risk preferences by a concave, random utility function.
Definition 4.1 A random utility is any function U : Ω T × R → R ∪ {±∞} satisfying the following conditions
We need some assumptions ensuring that Ri(Dom U (ω T , ·)), the relative interior of the domain of U (ω T , ·), is in fact equal to (0, ∞) Q T -q.s.
Assumption 4.2
We assume that for all r ∈ Q, r > 0 sup P ∈Q T E P U − (·, r) < +∞.
Remark 4.3
In the non-robust case, this assumption does not appear (see (Blanchard, Carassus and Ráson 2016) ). The reason for introducing Assumption 4.2 is related to the dynamic programming part. First and crucially, Assumption 4.2 ensures that the functions U t defined in (48) and (49) are versions of the value functions which have "good" measurability properties. We will come back to this in Remark 5.11. Moreover we will prove (see Proposition 6.7) that Assumption 4.2 is preserved through the dynamic programming procedure. Note that in the case of non-random utility function, Assumption 4.2 is equivalent to Ri(Dom U ) = (0, ∞). If U does not satisfy this assumption, then one can apply the arguments of Remark 4.9: in other words, Assumption 4.2 is superfluous in the case of a non-random utility function.
Example 4.4
We propose the following example where Assumption 4.2 holds true. Assume that there exists some x 0 > 0 such that sup P ∈Q T E P U − (·, x 0 ) < ∞. Assume also that there exists some functions f 1 , f 2 : (0, 1] → (0, ∞) as well as some non-negative
This condition is a kind of elasticity assumption around zero. It is satisfied for example by the logarithm function. Fix some r ∈ Q, r > 0. If r ≥ x 0 , it is clear from Definition 4.1 that
Proposition 4.5 Assume that Assumption 4.2 holds true.
is continuous on (0, ∞) and right-continuous in 0. (Rockafellar and Wets, 1998 , Theorem 2.35 p59). Finally as U (ω T , ·) is usc and non-decreasing it is right-continuous in 0 (see for example (Blanchard, Carassus and Rá 2016, Lemma 7.12)) . ✷
Proof. From Definition 4.1 it is clear that
We introduce the following notations.
Definition 4.6 Fix some x ≥ 0. For P ∈ P(Ω T ) fixed, we denote by Φ(x, P ) the set of all strategies φ ∈ Φ such that V
x,φ T (·) ≥ 0 P -a.s. and by Φ(x, U, P ) the set of all strategies φ ∈ Φ(x, P ) such that either (Nutz, 2016, Lemma 3.4) .
We now state our main concern. Definition 4.8 Let x ≥ 0, the robust portfolio problem on a finite horizon T with initial wealth x is
Remark 4.9 We propose some alternative solution when we do not have that Ri(Dom
Indeed, for any c ∈ R be fixed we have that
recalling Definition 4.1. Now we set for all
is usc and non-decreasing and thus right-continuous (see (Blanchard, Carassus and Rásonyi, 2016, Lemma 7.12) ). For x ∈ R fixed, U (·, x) is B(Ω t )-measurable and we deduce that U is B(Ω t ) ⊗ B(R)-measurable applying (Blanchard, Carassus and Rásonyi, 2016, Lemma 7.16 ). So for all
is non-decreasing, concave and usc is clear. Consider now
Unfortunately, without further assumption, we cannot deduce from a solution φ * of u(x) some solution for u(x). However, assume that there is some
Thus if φ * is a solution of (20) with an initial wealth x, then φ * + φ m will be a solution for (19) starting from x + x m . A simple example of a replicable m is obtained for a nonrandom utility function U with Ri(Dom U ) = (m, ∞), as m is constant in this case.
Remark 4.10 Note that if we study a utility function U defined only on (0, ∞) and such that there exists some
is non-decreasing, usc and concave on (0, +∞). We extend U by (right) continuity in 0 by setting U (·, 0) = lim x→0 x>0 U (·, 0) and we set U :
Then U satisfies Definition 4.1. Moreover, the value function does not change and if there exists some
, then φ * is an optimal solution for (19).
We now present condition on U which allow to assert that if φ ∈ Φ(x,
is well defined for all P ∈ Q T and, of course, that there exists some optimal solution for (19).
Assumption 4.11 We assume that sup
Remark 4.12 From Assumption 4.11 we get that Φ(1, P ) = Φ(1, U, P ) for all P ∈ Q T and therefore Φ(1, Q T ) = Φ(1, U, Q T ). In Proposition 6.2, we will show that under Assumption 4.11, for all x ≥ 0, sup
for all P ∈ Q T and x ≥ 0 and also Φ(x, Q T ) = Φ(x, U, Q T ) for all x ≥ 0.
We can now state our main result. Theorem 4.13 Assume that the N A(Q T ) condition and Assumptions 2.1, 2.2, 2.4, 4.2 and 4.11 hold true. Let x ≥ 0. Then, there exists some optimal strategy φ * ∈ Φ(x, U, Q T ) such that u(x) = inf
We apply Theorem 4.13 in the following fairly general set-up where Assumption 4.11 is satisfied. We introduce for all 1 ≤ t ≤ T , r > 0,
In (Denis, Hu and S.Peng, 2011, Proposition 14) it is proved that W r t is a Banach space (up to the usual quotient identifying two random variables that are Q t -q.s. equal) for the norm ||X|| := sup P ∈Q t E P |X| r 1 r . Hence, the space W t is the "natural" extension of the one introduced in the non-robust case (see (Carassus and Rásonyi, 2014) or (Blanchard, Carassus and Rás 2016 , (16))). We introduce as well
Theorem 4.14 Assume that the sN A(Q T ) condition and Assumptions 2.1, 2.2, 2.4 and 4.2 hold true. Assume furthermore that
5. One period case. Let (Ω, G) be a measured space, P(Ω) the set of all probability measures on Ω defined on G and Q a non-empty convex subset of P(Ω). For P ∈ Q fixed, we denote by E P the expectation under P . Let
The random variable Y (·) could represent the change of value of the price process.
Assumption 5.1 We assume that there exists some constant 0 < b < ∞ such that
Assumption 5.2 We assume that D contains 0, so that D is in fact a non-empty vector subspace of R d .
The pendant of the N A(Q T ) condition in the one-period model is given by Assumption 5.3 There exists some constant 0 < α ≤ 1 such that for all h ∈ D there exists P h ∈ Q satisfying (21) is trivially true.
By definition of D we have P (Y (·) ∈ D) = 1 for all P ∈ Q and therefore hY = h ′ Y Q-q.s.
For x ≥ 0 and a ≥ 0 we define
It is clear that for all a ≥ 0, x ≥ 0, H a x and D x are closed subset of R d . Remark 5.6 Note that we have for x ≥ 0, a ≥ 0
Lemma 5.7 Assume that Assumption 5.3 holds true. Then for all • for every x ∈ R, the function V (·, x) : Ω → R is G-measurable, • for every ω ∈ Ω, the function V (ω, ·) : R → R is non-decreasing, concave and usc on R,
As in the previous section we introduce the following assumption, which ensures that
Assumption 5.9 For all r ∈ Q, r > 0, sup P ∈Q E P V − (·, r) < ∞.
Remark 5.10
Set
Under Assumptions 5.8 and 5.9, applying Proposition 4.5 we get that P (Ω Dom ) = 1 for all P ∈ Q. Furthermore, for all ω ∈ Ω Dom , Ri(Dom V (ω, ·)) = (0, ∞) and V (ω, ·) is continuous on (0, ∞) and right-continuous in 0.
Remark 5.11 Assumption 5.9 is the one-period pendant of Assumption 4.2. This assumption is essential to prove in Theorem 5.21 that (38) holds true as it allows to prove that Q d is dense in Ri ({h ∈ H x , inf P ∈Q EV (·, x + hY (·)) > −∞}). However, the one-period optimisation problem in (26) could be solved without this assumption.
Our main concern in the one period case is the following optimisation problem
Remark 5.12 Recall (see (3)) that we set E P V (·, x + hY (·)) = +∞ in (26) if the integral is not well-defined for some P ∈ Q. It will be shown in Lemma 5.19 that under Assumptions 5.2, 5.3, 5.8, 5.9 and 5.14, E P (V (·, x + hY (·)) is well-defined and more precisely that E P V + (·, x + hY (·)) < +∞ for all h ∈ H x and P ∈ Q.
Remark 5.13 Note as well that from Remark 5.5, for x ≥ 0
We present now some integrability assumptions on V + which allow to assert that there exists some optimal solution for (26).
Assumption 5.14 For every
Remark 5.15 If Assumption 5.14 is not true, (Nutz, 2016, Example 2.3) shows that one can find a counterexample where v(x) < ∞ but the supremum is not attained in (26). So one cannot use the "natural" extension of the non-robust approach, which should be that there exists some P ∈ Q such that E P V + (·, 1 + hY (·)) < ∞ for all h ∈ H 1 (see (Blanchard, Carassus and Rásonyi, 2016 , Assumption 5.1)).
We define now
Finally, we introduce the closure of v Q denoted by Cl(v Q ) which is the smallest usc function w : R → R∪{±∞} such that w ≥ v Q . We know that (see for example (Rockafellar and Wets, 1998 , 1(7) p14))
We will show in Theorem 5.21 that under Assumptions 5.1, 5.2, 5.3, 5.8, 5.9 and 5.14
Remark 5.16 The reasons for introducing v Q and Cl(v Q ) are related to the multi-period setting and the issues arising from the definition of U t in (48) and (49) 
Proof. The proof is reported in Section 7.1 of the Appendix. ✷ Proposition 5.18 Assume that Assumptions 5.8 and 5.9 hold true. Then there exists some G-measurable C with sup P ∈Q E P (C) < ∞ and C(ω) ≥ 0 for all ω ∈ Ω, such that for all ω ∈ Ω Dom (see (25)), λ ≥ 1, x ∈ R we have
Proof. We use similar arguments as (Rásonyi and Stettner, 2006, Lemma 2) . We fix ω ∈ Ω Dom , x ≥ 1 2 and λ ≥ 1. As ω ∈ Ω Dom , we have that Ri(Dom V (ω, ·)) = (0, ∞) (recall Remark 5.10). We assume first that there exists some x 0 ∈ Dom V (ω, ·) such that V (ω, x 0 ) < ∞. Since V (ω, ·) is usc and concave, using similar arguments as in (Rockafellar, 1970, Corollary 7.2 .1 p53), we get that V (ω, ·) < ∞ on R. Using the concavity property we get that (recall
If follows that
where we have used that V (ω, ·) is non-decreasing. Fix now 0 ≤ x ≤ 1 2 and λ ≥ 1. Using again the fact that V (ω, ·) is non-decreasing and (33)
We set C(ω) = V − ω, 1 4 . As C(ω) ≥ 0 for all ω ∈ Ω and sup P ∈Q E P C < ∞ (see Assumption 5.9), (31) holds true for all x ≥ 0 if there exists some x 0 ∈ Dom V (ω, ·) such that V (ω, x 0 ) < ∞. Now, if this is not the case, we know that V (ω, x) = ∞ for all x ∈ Dom V (ω, ·). Then C(ω) = V − ω, 1 4 = 0 and (31) also holds true for all x ≥ 0. Finally, as in all cases V (ω, x) = −∞ for x < 0, (31) holds true for all x ∈ R and the proof is complete. ✷ Lemma 5.19 Assume that Assumptions 5.2, 5.3, 5.8, 5.9 and 5.14 hold true. Then there exists a G-measurable L ≥ 0 satisfying for all P ∈ Q, E P (L) < ∞ and such that for all
Proof. The proof is a slight adaptation of the one of (Blanchard, Carassus and Rásonyi, 2016, Lemma 5.11 ) (see also (Nutz, 2016 , Lemma 2.8)) and is thus omitted. Note that the function L is the one defined in (Blanchard, Carassus and Rásonyi, 2016, Lemma 5.11) .✷ Lemma 5.20 Assume that Assumptions 5.2, 5.3, 5.8, 5.9 and 5.14 hold true. Let H be the set valued function that assigns to each x ≥ 0 the set
Then ψ is usc and concave on R × R d , ψ < +∞ on Graph(H) and ψ(x, 0) > −∞ for all x > 0.
Proof. For all P ∈ Q, we introduce,
As in (Blanchard, Carassus and Rásonyi, 2016, Lemma 5.12) , Graph(H) is a closed convex subset of R × R d , ψ P is usc on R × R d and ψ P < ∞ on Graph(H) for all P ∈ Q. Furthermore the concavity of ψ P follows immedialty from the one of V . The function ψ = inf P ∈Q ψ P is usc (resp. concave) as the infimum of usc (resp. concave) functions. As ψ P < ∞ on Graph(H) for all P ∈ Q, it is clear that ψ < +∞ on Graph(H). Finally let x > 0 be fixed and let r ∈ Q, r < x . From Assumptions 5.8 and 5.9 we have −∞ < ψ(r, 0) ≤ ψ(x, 0) and this concludes the proof. ✷ We are now able to state our main result.
Theorem 5.21
Assume that Assumptions 5.1, 5.2, 5.3, 5.8, 5.9 and 5.14 hold true. Then for all x ≥ 0, v(x) < ∞ and there exists some optimal strategy h ∈ D x such that
Moreover v is usc, concave and non-decreasing and for all
Proof. Let x ≥ 0 be fixed. We first show that v(x) < ∞. Fix some P ∈ Q. Using Lemma 5.19 we have that
) is usc on R d and thus on D x (recall that D x is closed and use (Blanchard, Carassus and Rásonyi, 2016, Lemma 7.11) ). Since D x is compact (see Lemma 5.7), recalling (27) and applying (Aliprantis and Border, 2006 , Theorem 2.43 p44), we find that there exists some h ∈ D x such that (37) holds true. For x < 0 all the equalities in (38) are trivial. We prove the first equality in (38) for x ≥ 0 fixed. We start with the case x = 0. If Y = 0 Q-q.s. then H 0 = R d , for all h ∈ H 0 , hY = 0 Q-q.s. and the first equality is trivial. If Y = 0 Q-q.s., D 0 = {0} (recall Assumption 5.2). Indeed if not, there exists some h ∈ D 0 with h = 0 and by Assumption 5.3 there exists P h ∈ Q such that P h h |h| Y (·) < 0 > 0 which contradicts h ∈ D 0 . Recalling again (27), the first equality in (38) is true again. We assume now that x > 0. From Lemma 5.20,
) is concave and ψ x (0) > −∞. Hence 0 ∈ Dom ψ x , Dom ψ x = ∅ and Ri(Dom ψ x ) = ∅ (see (Rockafellar, 1970, Theorem 6 .2 p45)). We can apply Lemma 7.4 and we get that sup
where the first equality follows from the fact that ψ x (h) = −∞ on H x \Dom ψ x . Assume for a moment that we have proved that Q d is dense in Ri(Dom ψ x ). As ψ x is continuous on Ri(Dom ψ x ) (recall that ψ x is concave), we obtain that
Combining the preceding equalities we get that (recall that Ri(Dom
and since the reverse inequality is trivial the first equality in (38) is proved. It remains to prove that Q d is dense in Ri(Dom ψ x ). Fix some h ∈ Ri(H x ). From Lemma 7.3, there is some r ∈ Q, r > 0 such that h ∈ H r x . Using Lemma 5.20 we obtain that ψ x (h) ≥ ψ(r, 0) > −∞ thus h ∈ Dom ψ x and Ri(H x ) ⊂ Dom ψ x . Recalling that 0 ∈ Dom ψ x and that Ri(H x ) is an open set in R d (see Lemma 7.3) we obtain that Aff(Dom
is an open set in R d and the fact that Q d is dense in Ri(Dom ψ x ) follows easly. We prove now the second equality in (38).
for all x ≥ 0. Let (x n ) n≥0 be a sequence of non-negative numbers converging to some x * ≥ 0. Let h n ∈ D xn be the optimal strategies associated to x n in (37). Let (n k ) k≥1 be a subsequence such that lim sup n v(x n ) = lim k v(x n k ). Using Lemma 5.7, | h n k | ≤ x n k /α ≤ (x * + 1)/α for k big enough. So we can extract a subsequence (that we still denote by (n k ) k≥1 ) such that there exists some h * with h n k → h * . We denote by Graph(D) := {(x, h) ∈ [0, +∞) × R d , h ∈ D x }. As in Lemma 5.20, it is easy to prove that Graph(D) is closed subset in R × R d . Then, the sequence (x n k ,ĥ n k ) k≥1 ∈ Graph(D) converges to (x * , h * ) and h * ∈ D x * . Next, we have that
where we have used that ψ is usc and that (x * , h * ) ∈ Graph(D) ⊂ Graph(H). Therefore v is usc on [0, +∞) and the second equality in (38) is true on [0, ∞). Finally using Lemma 5.17, v is concave and non-decreasing. ✷ Finally we prove the following lemma that will be used in the multi-period part. Let x ≥ 0 and P ∈ Q be fixed. We introduce H x (P ) := h ∈ R d , x + hY ≥ 0 P -a.s. . Note that H x = P ∈Q H x (P ) (see (23)).
Lemma 5.22 Assume that Assumption 5.8 holds true. Let I : Ω × R → [0, ∞] be a function satisfying
• for all ω ∈ Ω, x ∈ R → I(ω, x) is non-decreasing and non-negative,
Then i is non-decreasing, non-negative on R and Cl(v Q )(x) ≤ i(x + 1) for all x ∈ R.
Proof. Since ω ∈ Ω → I(ω, x + hY (ω)) is G-measurable for all x ∈ R and I(ω, x) ≥ 0 for (ω, x) ∈ Ω × R, the integral in the definition of i is well-defined (potentially equals to +∞). It is clear that i is non-decreasing and non-negative on R.
And since v Q (x) = −∞ < i(x) = 0 for x < 0, v Q ≤ i on R (note that v ≤ i on R for the same reasons) . Applying Lemma 5.17 (see (30)), we have that Cl(v Q )(x) ≤ v Q (x + 1) ≤ i(x + 1) for all x ∈ R. Note that if Assumptions 5.1, 5.2, 5.3, 5.9 and 5.14 hold true as well, then from Theorem 5.21 we have directly that Cl(v Q )(x) = v Q (x) ≤ i(x) ≤ i(x + 1) for all x ∈ R. ✷ 6. Multiperiod case. Proposition 6.1 Assume that Assumption 4.2 holds true. Then there exists some Ω T Dom ∈ B(Ω T ) such that P (Ω T Dom ) = 1 for all P ∈ Q T and a B(Ω T )-measurable random variable C T , satisfying C T (ω T ) ≥ 0 for all ω T ∈ Ω T , sup P ∈Q T E P (C T ) < ∞ and such that for all ω T ∈ Ω T Dom , λ ≥ 1 and x ∈ R, we have
Proof. This is just Proposition 5.18 for V = U and G = B(Ω T ). Here we set (see (25)) (40) and C T (ω T ) = U − ω T , 1 4 . From Assumption 4.2, it is clear that sup P ∈Q T E P (C T ) < ∞. The second inequality follows immediatly since C T is non-negative. ✷ Proposition 6.2 Let Assumptions 4.2 and 4.11 hold true. Then for all x ≥ 0
Moreover, Φ(x, U, P ) = Φ(x, P ) for all P ∈ Q T and x ≥ 0 and thus Φ(x, U, Q T ) = Φ(x, Q T ) for all x ≥ 0.
Proof. Fix some P ∈ Q T . From Assumption 4.11 we know that Φ(1, P ) = Φ(1, U, P ). Let x ≥ 0 and φ ∈ Φ(x, P ) be fixed. If x ≤ 1 then V x,φ T ≤ V 1,φ T and therefore using Assumption 4.11, M x ≤ M 1 < ∞ and Φ(x, P ) = Φ(x, U, P ). If x ≥ 1, from Proposition 6.1 we get that for all
As since φ 2x ∈ Φ( 1 2 , P ) ⊂ Φ(1, P ) = Φ(1, U, P ), we find using Proposition 6.1 again that M x ≤ 4x M 1 + sup P ∈Q T E P C T < ∞. Thus Φ(x, P ) = Φ(x, U, P ) and the last assertion follows from (18). ✷
We introduce now the dynamic programming procedure. First we set for all t ∈ {0, . . . , T − 1}, ω t ∈ Ω t , P ∈ P(Ω t+1 ) and x ≥ 0
where D t+1 was introduced in Definition 3.2. For all t ∈ {0, . . . , T − 1}, ω t ∈ Ω t , P ∈ P(Ω t+1 ) and x < 0, we set H t+1 x (ω t , P ) = H t+1 x (ω t ) = ∅. Recalling Remark 5.6 we have for all
We introduce the following notation. Let F : Ω t × R → R ∪ {±∞} and fix ω t ∈ Ω t . Then,
is a real-valued function and we denote its closure by Cl (F ω t ).
We define for all t ∈ {0, . . . , T } the following functions U t from Ω t × R → R. Starting with t = T , we set for all
As already mentioned for t = 0 we drop the dependancy in ω 0 and note U 0 (x) = U 0 (ω 0 , x) and U 0 (x) = U 0 (ω 0 , x).
Remark 6.3 Recall that in (48) if for some ω t ∈ Ω t and P ∈ Q t+1 (ω t ),
Remark 6.4 Before going further we provide some explanations on the choice of U t . The natural definition of U t should have been (for x ≥ 0)
However proving directly some measurability properties for U t is problematic. Hence we define U t thanks to (48) and (49).
We also introduce the function I t : Ω t × R → [0, ∞] which will be used for integrability issues. Starting with t = T , we set for all x ∈ R, ω T ∈ Ω T ,
(51) Lemma 6.5 Assume that Assumptions 2.1 and 2.2 hold true. Let 0 ≤ t ≤ T − 1 be fixed, G be a fixed non-negative real-valued, B c (Ω t )-measurable random variable and consider the following random sets:
Then those random sets are all closed valued. Furthermore we have that Graph(
Remark 6.6 From Lemma 6.5 we get that (ω t , P, h,
Proof. It is clear that H t+1 , H t+1 , H G and D G are closed valued. Now, using Lemma 7.8 (see (100)) we get that
Using Lemma 7.8 (see (101)), we get that
We prove now the second part of the lemma. Fix some x ∈ R. For any integer k ≥ 1, r ∈ Q, r > 0 we introduce the following R d -valued random variable and random sets
for all ω t+1 ∈ Ω t , ω t ∈ Ω t . In the sequel, we will write
We fix some k ≥ 1. As ∆S k,t+1 is bounded, we can apply Lemma 7.3 and we get that for all ω t ∈ Ω t , Ri(H t+1 k,x (ω t )) is the interior of H t+1 k,x (ω t ) and that
Now, using Lemma 7.8 (see (101)) and Lemma 7.7 (it is clear that ∆S k,t+1 is B(Ω t+1 )-measurable) we obtain that for all r ∈ Q, r > 0,
So from (54) and (Bertsekas and Shreve, 2004, Corollary 7.35 .2 p160), we obtain that
We can now apply Lemma 7.9 ii) to Ri(H t+1 k,x ) and we obtain that Graph Ri(
k,x (ω t ) for all ω t ∈ Ω t and applying Lemma 7.9 i) we get that Graph
Moreover, it is easy to see that
We prove now that Graph(H t+1 ) = B and thus Graph(
It is clear that x ≥ 0, hence for all n ≥ 1, there exists some non-negative rational q n such that q n ≤ x ≤ q n + 1 n . It follows that
There exists a sequence (q n ) n≥1 of rational numbers converging to x, such that q n ≤ x ≤ q n + 1 n and h ∈ Graph H t+1 qn+ 1 n . Set C n := {q n + 1 n + h∆S t+1 (ω t , ·) ≥ 0} and C := {x + h∆S t+1 (ω t , ·) ≥ 0}. It is clear that ∩ n≥1 C n ⊂ C, therefore for all P ∈ Q t+1 (ω t ) we have that P (C) ≥ P (∩ n≥1 C n ) = 1 and (ω t , x, h) ∈ Graph(H t+1 ) follows. We prove now that Graph(
Using similar arguments as before and the fact that G is B c (Ω t )-measurable we obtain that
Finally using Lemma 3.3 and since Graph(
this concludes the proof ✷
We introduce for all r ∈ Q, r > 0
As usual we will denote J r 0 = J t 0 (ω 0 ). Proposition 6.7 Assume that Assumptions 2.1 and 4.2 hold true. Then for any t ∈ {0, . . . , T }, r ∈ Q, r > 0, the function ω t ∈ Ω t → J r t (ω t ) is well defined, non-negative, belongs to U SA(Ω t ) and verifies sup P ∈Q t E P J r t < ∞. Furthermore, there exists Ω t ∈ CA(Ω t ) ⊂ B c (Ω t ), with P ( Ω t ) = 1 for all P ∈ Q t and satisfaying J r t (ω t ) < ∞ for all ω t ∈ Ω t . Proof. We proceed by induction on t. Fix some r ∈ Q, r > 0. For t = T , J r T (ω T ) = U − (ω T , r) is B(Ω T )-measurable by Definition 4.1 and J r T ∈ U SA(Ω T ) (see (1)). It is clear that J r T (ω T ) ≥ 0 for all ω T ∈ Ω T and we have that sup P ∈Q T E P (J r T ) < ∞ by Assumption 4.2. We set now Ω T := Ω T Dom (see (40)). Using Proposition 6.1, we have that (1)) and P Ω T = 1 for all P ∈ Q T . Moreover it is clear that (40)). Assume now that for some t ≤ T − 1, J r t+1 ∈ U SA(Ω t+1 ),
∈ Ω t+1 and that sup P ∈Q t+1 E P (J r t+1 ) < ∞. We apply (Bertsekas and Shreve, 2004, Proposition 7.48 p180) (Bertsekas and Shreve, 2004, Proposition 7.38 p165) . Furthermore (ω t , P ) ∈ Ω t × P(Ω t+1 ) → P (dω t+1 ) ∈ P(Ω t+1 ) is a B(Ω t ) ⊗ B(P(Ω t+1 ))-measurable stochastic kernel (see (Bertsekas and Shreve, 2004, Definition 7 .12 p134), it is even continuous). So (Bertsekas and Shreve, 2004 , Proposition 7.48 p180) applies and we get that
As Assumption 2.1 holds true (Proj Ω t (Graph(Q t+1 )) = Ω t since Q t+1 is a non-empty random set), we can apply (Bertsekas and Shreve, 2004, Proposition 7 .47 p179) and we get that
As J r t+1 (ω t+1 ) ≥ 0 for all ω t+1 ∈ Ω t+1 , it is clear that J r t (ω t ) ≥ 0 for all ω t ∈ Ω t . We prove now that sup P ∈Q t E P J r t < ∞ and that there exists Ω t r ∈ CA(Ω t ) with P (Ω t r ) = 1 for all P ∈ Q t and such that J r t < ∞ on Ω t r . We set Ω t r := {ω t ∈ Ω t , J r t (ω t ) < ∞}. Using (Bertsekas and Shreve, 2004, Corollary 7.35 .2 p160), we get that (Bertsekas and Shreve, 2004, Proposition 7 .50 p184) (recall Assumption 2.1), there exists some analytically-measurable p ε :
We prove now that P (Ω t r ) = 1 for all P ∈ Q t . Assume this is not the case and that there exists some P * ∈ Q t such that P * (Ω t r ) < 1. Set P * ε := P * ⊗ p ε . As p ε is analyticallymeasurable, p ε ∈ SK t+1 . Moreover, p ε (·, ω t ) ∈ Q t+1 (ω t ) for all ω t ∈ Ω t and we get that P * ε ∈ Q t+1 (see (5)). Then we have that
As the previous inequality holds true for all ε > 0, we obtain sup P ∈Q t+1 E P (J r t+1 ) = +∞ letting ε go to 0, a contradiction. Thus P (Ω t r ) = 1 for all P ∈ Q t . Now, for all P ∈ Q t , we set P ε = P ⊗ p ε ∈ Q t+1 (see (5)). Then, using (57) we get that
Again, as this is true for all ε > 0 and all P ∈ Q t we obtain that sup P ∈Q t E P (J r t ) ≤ sup P ∈Q t+1 E P (J r t+1 ) < ∞. Finally we set Ω t = r∈Q, r>0 Ω t r . It is clear that Ω t ∈ CA(Ω t ) ⊂ B c (Ω t ), that P ( Ω t ) = 1 for all P ∈ Q t and that J r t < ∞ on Ω t for all r ∈ Q, r > 0. ✷ Let 1 ≤ t ≤ T be fixed. We introduce the following notation: for any B c (Ω t−1 )-measurable random variable G and any P ∈ Q t , φ t (G, P ) is the set of all B c (Ω t−1 )-measurable random variable ξ (one-step strategy), such that G(·) + ξ∆S t (·) ≥ 0 P -a.s. Propositions 6.8 to 6.12 solve the dynamic programming procedure and hold true under the following set of conditions.
∀ ω t ∈ Ω t , I t ω t , · : R → R ∪ {+∞} is non-decreasing and non-negative on R, (59)
Proposition 6.8 Let 0 ≤ t ≤ T − 1 be fixed. Assume that the (NA) condition and Assumptions 2.1, 2.2, 2.4 hold true and that (58), (59), (60), (61), (62), (63) and (64) hold true at stage t + 1. Then there exists Ω t ∈ B c (Ω t ), such that P ( Ω t ) = 1 for all P ∈ Q t and such that for all ω t ∈ Ω t the function (ω t+1 , x) → U t+1 (ω t , ω t+1 , x) satisfies the assumptions of Theorem 5.21 with
Remark 6.9 Note that under the assumptions of Proposition 6.8 (see (38) , (48) and (49)), for all ω t ∈ Ω t and x ≥ 0 we have that Proof. To prove the proposition we will review one by one the assumptions needed to apply Theorem 5.21 in the context
where V is defined on Ω t+1 × R. In the sequel we shortly call this the context t + 1. First from Assumption 2.4 for ω t ∈ Ω t fixed we have Y (·) = ∆S t+1 (ω t , ·) ≥ −s − S t (ω t ). So setting b := max(1 + s + S i t (ω t ), i ∈ {1, . . . , d}) we have that Y i (·) = ∆S i t+1 (ω t , ·) ≥ −b and 0 < b < ∞: Assumption 5.1 holds true. From (58) at t + 1 for all ω t ∈ Ω t and ω t+1 ∈ Ω t+1 , U t+1 (ω t , ω t+1 , ·) is non-decreasing, concave and usc on R. From (60) at t + 1 and (1), U t+1 is B c (Ω t+1 × R)-measurable. Fix some x ∈ R and ω t ∈ Ω t , then ω t+1 ∈ Ω t+1 → U t+1 (ω t , ω t+1 , x) is B c (Ω t+1 )-measurable, see (Bertsekas and Shreve, 2004, Lemma 7.29 p174) . Thus Assumption 5.8 is satisfied in the context t + 1 (recall that U t+1 (ω t , ω t+1 , x) = −∞ for all x < 0). We now prove the assumptions that are verified for ω t in some well chosen Q t -full measure set. First from Proposition 3.4, for all ω t ∈ Ω t N A , Assumptions 5.2 and 5.3 hold true in the context t + 1. We handle now Assumption 5.9. Fix ω t ∈ Ω t and some r ∈ Q, r > 0 ( Ω t has been defined in Proposition 6.7). Since J r t+1 (ω t+1 ) ≥ 0 for all ω t+1 ∈ Ω t+1 (see Proposition 6.7), using (64) at t + 1 we get for all ω t+1 ∈ Ω t+1 that U − t+1 (ω t , ω t+1 , r) ≤ J r t+1 (ω t , ω t+1 ). Thus since ω t ∈ Ω t (see Proposition 6.7)
and Assumption 5.9 in context t + 1 is verified for all ω t ∈ Ω t . We finish with Assumption 5.14 in context t + 1 whose proof is more involved. We want to show that for ω t in some Q t -full measure set to be determined and for all h ∈ H t+1 1 (ω t ) and P ∈ Q t+1 (ω t ) we have that
We introduce
Arguing by contradiction and using measurable selection arguments we will prove that I 1 (ω t ) = ∅ for Q t -almost all ω t ∈ Ω t . Then from (59) and (62) at t + 1 we have that
So (67) holds true if ω t ∈ {I 1 = ∅}. We first prove that Graph(I 1 ) ∈ A(Ω t ×R d ×P(Ω t+1 )). From (61) at t+1 and (Bertsekas and Shreve, 2004, Lemma 7.30 (3) 
2). Then using (Bertsekas and Shreve, 2004, Proposition 7 .48 p180) (which can be used with similar arguments as in the proof of Proposition 6.7), we get that i t ∈ U SA(Ω t × R d × P(Ω t+1 )). It follows that, see (Bertsekas and Shreve, 2004, Corollary 7.35.2 p160) ,
Now using Assumption 2.1, (Bertsekas and Shreve, 2004, Proposition 7.38 p165) together with (100) in Lemma 7.8 and (1) we get that
and Graph(I 1 ) ∈ A(Ω t × R d × P(Ω t+1 )) follows immediately. Applying (Bertsekas and Shreve, 2004, Proposition 7.39 p165) and the Jankov-von Neumann Projection Theorem, see (Bertsekas and Shreve, 2004, Proposition 7 .49 p182), we obtain that
and that there exists some analytically-measurable and therefore
. We extend h * and p * on all Ω t by setting for all ω t ∈ Ω t \{I 1 = ∅}, h * (ω t ) = 0 and p * (·, ω t ) = p(·, ω t ) where p(·, ω t ) is a given B c (Ω t )-measurable selector of Graph(Q t+1 ). As {I 1 = ∅} ∈ B c (Ω t ) (see (1)) it is clear that h * and p * remain B c (Ω t )-measurable.
We prove now that P ({I 1 = ∅}) = 0 for all P ∈ Q t . We proceed by contradiction and assume that there exists some P ∈ Q t such that P ({I 1 = ∅}) > 0. We set P * = P ⊗ p * . Since p * ∈ SK t+1 and p * (·, ω t ) ∈ Q t+1 (ω t ) for all ω t ∈ Ω t , it is clear that P * ∈ Q t+1 (see (5)) and that P * (2 + h * (·)∆S t+1 (·) ≥ 0) = 1. For all ω t ∈ {I 1 = ∅}, we have that
Finally
a contradiction with (63) at t + 1. Therefore we must have P ({I 1 = ∅}) = 0 for all P ∈ Q t as claimed. Thus, recalling (69), for ω t ∈ {I 1 = ∅}, Assumption 5.14 in the context t + 1 is true. We can now define
It is clear, recalling Propositions 3.4 and 6.7, that Ω t ∈ B c (Ω t ) and that P ( Ω t ) = 1 for all P ∈ Q t and the proof is complete. ✷ The next proposition enables us to initialize the induction proof that will be carried on in the proof of the main theorem.
Proposition 6.11 Assume that the (NA) condition, Assumptions 4.2 and 4.11 hold true. Then (58) , (59), (60), (61), (62), (63) and (64) hold true for t = T .
Proof. Using Definition 4.1, as U T = U (see (47)) and I T = U + (see (50)), (58), (59), (62) and (64) (recall (55)) for t = T are true. As (58) is true at T , for all ω T ∈ Ω T , U (ω T , ·) is non-decreasing and usc, hence is right-continuous (see (Blanchard, Carassus and Rásonyi, 2016, Lemma 7.12) ). From Definition 4.1 again, U (·, x) is B(Ω T )-measurable for all x ∈ R and (Blanchard, Carassus and Rásonyi, 2016, Lemma 7.13 ) implies that U is B(Ω T ) ⊗ B(R d )-measurable and thus (60) and (61) hold true for t = T (recall (1)). It remains to prove that (63) is true for t = T . Let (63) follows from Proposition 6.2. ✷
The next proposition proves the induction step.
Proposition 6.12 Let 0 ≤ t ≤ T − 1 be fixed. Assume that the (NA) condition holds true as well as Assumptions 2.1, 2.2, 2.4 and (58), (59), (60), (61), (62), (63) and (64) at t + 1.
Then (58), (59), (60), (61), (62), (63) and (64) are true for t.
Moreover for all X = x + t s=1 φ s ∆S s , where
.8 for the definition of Ω t ) and some
X(ω t ) (ω t ) and
.2) and from (61) at t + 1, we have that (ω t+1 , y) ∈ Ω t+1 × R → I t+1 (ω t , ω t+1 , y) ∈ U SA(Ω t+1 × R) (see Lemma 7.7). Using (Bertsekas and Shreve, 2004, Lemma 7.30 p177) and (1), we obtain that ω t+1 ∈ Ω t+1 → I t+1 (ω t , ω t+1 , x + 1 + h∆S t+1 (ω t , ω t )) is B c (Ω t+1 )-measurable. Therefore we can apply Lemma 5.22 and we get that x ∈ R → I t (ω t , x) (recall (51)) is non-decreasing and non-negative on R and that U t (ω t , x) ≤ I t (ω t , x + 1) for all x ∈ R. As this is true for all ω t ∈ Ω t , (59) and (62) are true at t. We prove now (64) at t. Fix some r ∈ Q, r > 0. We have from the definition of U t (see (48) and (49))
Using (64) at t + 1 and the definition of J r t (see (56)) we have that
(see (74) for the definition of u t ). We first establish that
To do that we prove that −u X is a B c (Ω t )-normal integrand, see (Rockafellar and Wets, 1998, Definition 14.27 p643 (Bertsekas and Shreve, 2004, Lemma 7.29 p177) ). Now we fix
) is usc and concave. Now if ω t ∈ Ω t X ⊂ Ω t , we know from Proposition 6.8 and Remark 6.10, that we can apply Lemma 5.20 and the function φ ω t (·, ·) defined on R × R d by
is usc and concave. In particular for ω t ∈ Ω t X and x = X(ω t ) we get that h ∈ R d → φ ω t (X(ω t ), h) = u X (ω t , h) is usc and concave (see (73), (74) and (85)). We apply now (Rockafellar and Wets, 1998, Proposition 14.39 p666, Corollary 14.34 p664) and obtain that −u X is a B c (Ω t )-normal integrand and u X is B c (Ω t ) ⊗ B(R d )-measurable. Now, from the definitions of ψ X and u X (see (83) and (85)) we obtain that for
From Lemma 6.5, we have that Graph
Since we have already proved that U t is B c (Ω t ) ⊗ B(R)-measurable and X is B c (Ω t )-measurable, we obtain that ω t → U t (ω t , X(ω t )) is B c (Ω t )-measurable, see (Bertsekas and Shreve, 2004, Proposition 7.44 p172) . It follows that Graph(ψ X ) ∈ B c (Ω t ) ⊗ B(R d ) and we can apply the Projection Theorem (see (Castaing and Valadier, 1977 , Theorem 3.23 p75)) and we get that {ψ X = ∅} ∈ B c (Ω t ). Using Auman Theorem (see (Sainte-Beuve, 1974 , Corollary 1)) there exists some
Then we extend h X t+1 on all Ω t by setting h X t+1 = 0 on Ω t \{ψ X = ∅}. This concludes the proof of (71) since Ω t X ⊂ {ψ X = ∅} and thus h X t+1 is a B c (Ω t )-measurable selector for ψ X on Ω t X . ✷ Proof. of Theorem 4.13. We proceed in three steps. First, we handle some integrability issues that are essential to the proof. Then, we build by induction a candidate for the optimal strategy and finally we establish its optimality. The proof is very similar to the one of (Nutz, 2016) .
Integrability Issues
We fix some x ≥ 0 and φ ∈ Φ(x, Q T ) = Φ(x, U, Q T ) (recall Assumptions 4.2 and 4.11 and Proposition 6.2). From Proposition 6.11, we can apply by backward induction Proposition 6.12 for t = T − 1, T − 2, . . . , 0. In particular, we get that (63) holds true for all 0 ≤ t ≤ T . So choosing G = V x+1,φ t−1 and ξ = φ t (recall from Remark 4.7 that φ ∈ Φ(x, Q T ) implies that P t (V x,φ t (·) ≥ 0) = 1 for all P ∈ Q t ), we get using (62) and (63) that for all P ∈ Q t ,
So for all P = P t−1 ⊗ p ∈ Q t (see (5)) we can use (Bertsekas and Shreve, 2004, Proposition 7 .45 p175) and we get that
Recall as well (see (66)) that for all 1 ≤ t ≤ T , x ∈ R, ω t ∈ Ω t , U t (ω t , x) = U t (ω t , x) and also U 0 (x) = U 0 (x). Construction of φ * We fix some x ≥ 0 and build by induction our candidate for the optimal strategy. We start at t = 0 and use (71) in Proposition 6.12 with X = x ≥ 0. We set φ * 1 := h x 1 ∈ D 1 x and we obtain that P 1 (x + φ * 1 ∆S 1 (.) ≥ 0) = 1 for all P ∈ Q 1 and
Assume that until some t ≥ 1 we have found some (φ * s ) 1≤s≤t B c (Ω s−1 ) 1≤s≤t -adapted random variables and some
We apply Proposition 6.12 with
1 for all P ∈ Q t ) and there exists
letting ε go to zero and applying Fatou's Lemma, we obtain that inf
x,φ t (·)). As this holds true for all Q ∈ Q t we get that
So recursively we obtain that (recall (48), (49) and Remark 6.9)
As this is true for all φ ∈ Φ(x, U, Q T ) we have that u(x) ≤ U 0 (x) < ∞ and the proof is complete. ✷ Proof. of Theorem 4.14. Since the sN A(Q T ) condition holds true, we know that the N A(Q T ) condition holds true as well. Hence, to apply Theorem 4.13 it remains to prove that Assumption 4.11 holds true. We fix some P ∈ Q T x ≥ 0 and some φ ∈ φ(x, P ). Since the N A(P ) condition holds true, using similar arguments as in the proof of (Blanchard, Carassus and Ráso 2016, Theorem 4 .17) we find that for P t -almost all ω t ∈ Ω t (see the proof of Proposition 3.7 for the definition of P t )
As ∆S s , 1 α P s ∈ W s for all s ≥ 1, we obtain that V x,φ t ∈ W t (recall that the trading strategies are universally-measurable). Now we use (93) for x = 1, t = T , the monotonicity of U + , the fact that 2
≥ 1 and Proposition 6.1 and we obtain that for
Since U + (·, 1), U − (·, 1 4 ) ∈ W T and ∆S s , 1 α P s ∈ W s for all s ≥ 1, we obtain that N < ∞ (recall the definition of C T in Proposition 6.1). Using (94) we find that E P U + (·, V 1,φ T (·)) ≤ N < ∞ and as this is true for all P ∈ Q T and φ ∈ Φ(1, P ), Assumption 4.11 holds true. ✷ 7. Appendix.
Technical results.
In this section we provide the proof of technical results used in sections 3 and 5. We start with the following result used in the proof of Lemma 3.4.
Lemma 7.1 Let 0 ≤ t ≤ T and ω t ∈ Ω t be fixed. Assume that for all h ∈ D t+1 (ω t )\{0} (see Definition 3.2) there exists some P h ∈ Q t+1 (ω t ) such that Proof. The proof is a slight modification of the one of (Blanchard, Carassus and Rásonyi, 2016, Lemma 3.5) . More precisely, the assumption of this lemma's first case is now that for all h ∈ R d , h = 0 there exists some P h ∈ Q t+1 (ω t ) such that P h (h∆S t+1 (ω t , .) ≥ 0) < 1 and the second one is that there exists some h 0 ∈ R d , h 0 = 0, such that P (h 0 ∆S t+1 (ω t , .) ≥ 0) = 1 for all P ∈ Q t+1 (ω t ). Otherwise one has to copy almost verbatim the proof of (Blanchard, Carassus and Rásonyi, 2016, Lemma 3.5) . ✷ Lemma 7.2 Assume that the N A(Q T ) condition and Assumptions 2.1, 2.2 hold true. Then for all 0 ≤ t ≤ T − 1, δ t+1 (see (12) ) is B c (Ω t )-measurable and there exists a family of B c (Ω t )-measurable functions (e j ) 1≤j≤d (with e j : ω t ∈ Ω t → R d for all 1 ≤ j ≤ d) such that for all 0 ≤ i ≤ d, ω t ∈ Ω t N A if ω t ∈ {δ t+1 = i}, e j (ω t ) 1≤j≤i is an orthonormal basis of D t+1 (ω t ) and e i+1 (ω t ) = · · · = e d (ω t ) = 0 if i < d.
Proof. We construct the family (e j ) 1≤j≤d by induction on the dimension δ t+1 . We start with i = 1 and set D t+1 1 (ω t ) := D t+1 (ω t )\{0} for all ω t ∈ Ω t . From Lemma 3.3, we get that Graph( D t+1 1 ) = Graph(D t+1 )\ Ω t × {0} ∈ B c (Ω t )⊗ B(R d ). So we can apply the Projection Theorem (see (Castaing and Valadier, 1977, Theorem 3.23 p75) ) and Auman Theorem (see (Sainte-Beuve, 1974 , Corollary 1)) and we get that { D = ∅}. We set for all ω t ∈ Ω t , e 1 (ω t ) := 1 { D t+1 1 =∅} (ω t ) e 1 (ω t ) | e 1 (ω t )| . It is clear that e 1 is B c (Ω t )-measurable and that e 1 (ω t ) ∈ D t+1 (ω t ) for all ω t ∈ Ω t N A (recall that 0 ∈ D t+1 (ω t )). Moreover it is easy to verify that {ω t ∈ Ω t , δ t+1 (ω t ) = 0} = {ω t ∈ Ω t N A , e 1 (ω t ) = 0} ∪ Ω t \Ω t N A ∈ B c (Ω t ). Finally, for all ω t ∈ Ω t N A such that δ t+1 (ω t ) = 1, e 1 (ω t ) is an orthonormal basis of D t+1 (ω t ). Assume now that for some i ≥ 1 we have build a family of B c (Ω t )-measurable functions (e j ) j=1,...,i such that 1) e j (ω t ) ∈ D t+1 (ω t ) and e p (ω t )e j (ω t ) = 0 for all ω t ∈ Ω t N A , 1 ≤ j, p ≤ i with p = j, 2) if δ t+1 (ω t ) = l for some 1 ≤ l ≤ i and ω t ∈ Ω t N A , then (e 1 (ω t ), · · · , e l (ω t )) is an orthonormal basis of D t+1 (ω t ), 3) {ω t ∈ Ω t , δ t+1 (ω t ) = l − 1} = {ω t ∈ Ω t N A , e p (ω t ) = 0, p ∈ {1, · · · , l − 1}, e k (ω t ) = 0, k ∈ {l, · · · , i}} ∈ B c (Ω t ) for all 2 ≤ l ≤ i and {ω t ∈ Ω t N A , δ t+1 (ω t ) = 0} = {ω t ∈ Ω t N A , e k (ω t ) = 0, k ∈ {1, · · · , i}} ∈ B c (Ω t ).
1 (ω t ), he j (ω t ) = 0, j ∈ {1, . . . , i} .
It is clear that
i (ω t ) for all ω t ∈ Ω t . Since e j is B c (Ω t )-measurable for all j = 1, · · · , i, we get that
As before we can apply the Projection Theorem and Auman Theorem and we obtain that { D | e i+1 (ω t )| for all ω t ∈ Ω t . It is clear that e i+1 is B c (Ω t )-measurable and that e i+1 (ω t ) ∈ D t+1 (ω t ) for all ω t ∈ Ω t N A . Furthermore it is easy to verify that for all ω t ∈ Ω t N A , e p (ω t )e i+1 (ω t ) = 0 for 1 ≤ p ≤ i and that e 1 (ω t ), · · · , e i+1 (ω t ) are linearly independent. Thus, for all ω t ∈ Ω t N A such that δ t+1 (ω t ) = i+1, (e 1 (ω t ), · · · , e i+1 (ω t )) is an orthonormal basis of D t+1 (ω t ). Items 1) and 2) are proved. We show now that for all 2 ≤ l ≤ i + 1 {ω t ∈ Ω t , δ t+1 (ω t ) = l−1} = {ω t ∈ Ω t N A , e p (ω t ) = 0, p ∈ {1, · · · , l−1} , e k (ω t ) = 0, k ∈ {l, · · · , i+1}}.
Fix some 2 ≤ l ≤ i + 1 and let ω t ∈ Ω t be such that δ t+1 (ω t ) = l − 1. As l ≥ 2, this implies that ω t ∈ Ω t N A and by induction hypothesis we know that (e 1 (ω t ), · · · , e l−1 (ω t )) is an orthonormal basis of D t+1 (ω t ), thus e j (ω t ) = 0 for j ∈ {1, · · · , l − 1}. So, D t+1 l (ω t ) = ∅ and D t+1 k (ω t ) = ∅ for k ∈ {l + 1, · · · , i + 1} which implies that e k (ω t ) = 0 for k = l, · · · , i + 1 and the first inclusion is proved. Now let ω t ∈ Ω t N A be such that e j (ω t ) = 0 for j ∈ {1, · · · , l − 1} and e k (ω t ) = 0 for k ∈ {l, · · · , i + 1}. By induction hypothesis again, the family e j (ω t ) 1≤j≤l−1 is linearly independent thus δ t+1 (ω t ) ≥ l − 1. As e l (ω t ) = 0, we have that D t+1 l = ∅ (recall that e l (ω t ) = 0) and therefore δ t+1 (ω t ) = l − 1 and the second inclusion is proved. The second part of 3) can we proved using the same arguments. Now the measurability of δ t+1 follows directly from 3) and the B c (Ω t )-measurability of the (e j ) 1≤j≤d . ✷ Proof. Lemma 5.17 Assume for a moment that v Q is concave and non-decreasing on R. Using (Rockafellar and Wets, 1998 , Proposition 2.32 p57), we obtain that Cl(v Q ) is concave on R. Then, recalling (29), for all x ∈ R we have that Hence (30) holds true and the fact that Cl(v Q ) is non-decreasing follows immediately. We prove now that v Q is concave and non-decreasing on R. As V is non-decreasing (see Assumption 5.8), v Q is clearly non-decreasing. To prove that v Q is concave, we use similar arguments as in the proof of (Nutz, 2016, Lemma 3.5) and (Rásonyi and Stettner, 2006 , Proposition 2) and we first establish that v Q is midpoint concave. Let x 1 , x 2 ∈ Dom v Q and ε > 0 be fixed. Assume that v Q (x i ) < ∞ for i = 1, 2. Recalling (28), for i = 1, 2 there exists h i ∈ H x i ∩ Q d such that
Therefore using the concavity of V (see Assumption 5.8) we get
