Abstract-Text summarization is a process of compressing a text from the source to be a shorter version, but the version still contains the main information there. By reading the summary, the readers might be easy and fast to understand the contents instead of reading all the text. Because of that, it needs a method to understand, clarify, and present the whole information needed clearly and succinctly in the summary. So, it allows the readers save the time and energy. This research combining sentence scoring and decision tree method for automatic text summarization in Indonesian language. It uses the decision tree algorithm to choose which of sentences will be selected in summarization system. To produce the rules for decision tree, it uses 50 news texts as the training data. The produced-model from the training stage will be implemented for sentence selection process to the summarization system. The result shows the highest f-measure score is 0, 80 and the average is 0, 58. Based on this, it concludes that the result of document summarization using sentence scoring and decision tree shows a better accuracy score for news text document.
I. INTRODUCTION
The increasing number of information media nowadays also results in the increasing information sources as well. This condition is called Information overload, a condition where someone's efficiency to use the relevant and beneficial information for work is obstructed by a number of information sources [1] . Because of that number of information sources, documents on internet are increasing as well; and one of them is news documents. News document is a collection of information about a number of important and recent events periodically. To understand the news document contents through reading the text summary takes shorter time than reading the whole document contents so that text summary becomes very important. Because of that, it needs a method to understand, clarify, and present the whole information needed clearly and succinctly in the summary.
There are two techniques of summarization text; they are extraction and abstraction. Extraction technique is a technique to copy the most important and informative part of the text to make a summary and abstraction technique is a taking main idea technique from a text source and later it makes the summary by creating new sentences to represent the main idea itself in other words [2] . The earliest research of automatic text summarization is started with term frequency method by Luhn in 1958 [3] . After that, there are several methods appeared; there are Latent Semantic Analysis [4] , Machine Learning [2] , Genetic Algorithm [5] , Graph [6] , Sentence Scoring [7] , and Naive-Bayes [8] .
In this research, our work focused in Indonesian language, the official language of Indonesia. Indonesia is the fourth most populous nation in the world. With over 230 million speakers, making it one of the most widely spoken languages in the world [8] . Researches of automatic text summarization for Indonesian are still in a small number. One research from Budhi et al., they implemented Graph and Algorithm Exhaustive method [9] . Later in 2012, Aristoteles et al. did a research and implemented Algorithm Genetic method [10] . And the next research, it used Latent Dirichlet Allocation and Algorithm Genetic method by Silvia et.al. [11] . These researches are good, but there are found a problem of each whose average of accuracy level is still below 55%.
To summarize text automatically, sentence weighting is one of the important parts. Fereirra et al., did an evaluation for 15 features of sentence weighting to determine the more optimal one [7] . The research's result showed that every feature has different influential level toward summary system result. Besides, a large number of features also causes the longer time for computation, so that it needs some features to shorten the system time for counting the weight of every sentences [7] . If it only takes a shorter time to count the weight of the sentences, it implicates the total of summarization time in each document. Because of that, the research will use 8 features for a relevant sentence weighting with the characteristics from a news text.
Text processing is about vague data processing. There are many method can be developed for that. An example, Rough clustering is powerfull method for vague data processing [12] . However, supervised classification is easier than clustering approach since a partitioned clustering require some initial method for better result [13] . Decision tree is one of the popular classification algorithm for text mining since it performs a general to specific search of a feature space, and it use a tree structure representation. ID3 and C4.5, a frequent used decision tree algorithms, have been introduced by J.R Quinlan which produce reasonable decision trees. According to [14] , C4.5 algorithm is better for the accuracy and is faster to compute than ID3 algorithm.
Based on the early research analysis, this research will combining sentence scoring and decision tree method for automatic text summarization in Indonesian language. It will use C4.5 algorithm to choose which sentences that will be included in the summary system. To produce the rules of decision tree, it uses 50 news texts as the training data. The produced-model in the training phase will be implemented in sentence selection process which later will be selected to the summary system. The summary will get a test for the accuracy level by measuring the precision values, recall, and f-measure, later it will be compared to the previous researches.
II. LITERATURE REVIEW

A. Automatic Text Summarization
Text summarization is a process of compressing a text from the source to be a shorter version, but the version still contains the main information there [15] . Other definition, based on [5] , is an automatic process to create a short version from a text or document by choosing the most important part and to result a relevant summary. There are two criteria in automatic text summarization, they are extraction and abstraction. Extraction technique is a technique to copy the most important and informative part of the text to make a summary and abstraction technique is a taking main idea technique from a text source and later it makes the summary by creating new sentences to represent the main idea itself in other words [2] .
B. Related Researches
The earliest researches for automatic text summarization were started with term frequency method making by Luhn in 1958 [16] . In the same year, Baxendale did a research and added ideas to use sentence position feature for a document as one of the determining factor [3] . The next research was in 1969 by Edmunson, he accumulated the weight of term frequency, sentence position, title, and key phrases. Generally, the sentence that starts with key phrases becomes a good indicator for a significant content from a text document [11] .
The research of automatic text summarization algorithm is developing and it can be classified into some methods. The other research uses TF-IDF (Term Frequency-Inverse Document Frequency) method with assumption that the term in a proportional document is inverse to document number in the term-contained corpus [2] . In 2008, Fattah & Ren did and succeeded a research to make a text summarization using 10 text weighting features with genetic algorithm technique.
For Indonesian text, there are exhaustive graph and algorithm method by Budhi, Intan, Silvia, and Stevanus that implement virtual graph concept. One of the process stages is using Term Frequency-Inverse Document Frequency (TF-IDF) and exhaustive algorithm to make the graph [9] . The other research is by Aristoteles, Herdiyeni, Ridha, and Adisantoso; they made automatic text summarizer in Indonesian language with genetic algorithm. There are eleven weighting features used, where all the used-features were to do genetic algorithm model training and to gain the proper weight combination for each component.
Ferreirra et al., 2013 researched sentence scoring method using 15 weighting features [7] . In this method, there are 3 approaches: (i) word scoring -to determine the weight of each most important words; (ii) sentence scoring -to determine the word weight by verifying the word weight as sentence position in a document, the similarity to the title, etc.; and (iii) graph scoring -to determine sentence weight by analyzing the relation inter sentences.
C. Decision Tree
Decision Tree is one of the classification methods that use a tree structure representation, where each of the tree nodes represents the tested-attributes. Each branches is the testedresults division and each leaf nodes represents certain class groups [17] . Figure 1 shows the process starts with classifying the random data to be decision rules. Generally, decision tree uses top-down searching strategy. The tree is built by dividing data recursively so that every part of the data comes from the same class [14] . C4.5 algorithm is one of the methods to make decision tree based on data training provided. C4.5 algorithm itself can solve the numeric data (continuous) and discrete.
III. METHODOLOGY
The research itself uses four phases; the first phase is text documents collecting that will be used as the data training and testing. The next is training phase to produce a model or rule for using decision tree method. After it has a decision model, the next is testing phase to produce summarization system. And the last phase is evaluation, which to test the accuracy level between summarization system result and the manual summary.
A. Document Collecting
The research also needs Indonesian text document intakes with file text-type document. So, it uses 50 national news text documents and the documents come from Harian Kompas online news which are the corpus of the research [10] . Each of documents has the manual summaries that are used to compare the result of summarization system. Figure 2 shows the data training phase is aimed to produce a decision model which consists of rules. In this phase, the first process is tokenize, where there is an input of news text. Tokenize is a process to delete punctuation in a text, and then to break the paragraph into sentences, and from the sentences, it can be easy to determine the weight of each sentence.
B. Training Phase
The next is stemming process to return the words to the basic form by deleting the affix, prefix, and suffix. After that, the process is to remove the stopword. Stopword is words which don't have meaning and is irrelevant. Usually, it is conjunction as and, that, at, from, and so on.
C. Sentence Scoring
The next phase is sentence scoring, where every sentence will be given a score or weight based on 8 weighting features. There are TF/TDF, sentences with capital letter, sentences with verb, important phrases, number data, sentence length, sentence position, and the similarity between sentence and tittle. The explanation and the formula of each feature are provided above.
TF/IDF (F1)
The weighting is based on the number of term appearing or words in sentence (TF) and the number of term appearing or words in the whole sentences in the text (IDF).
( ) ( The sentences containing more number of nouns get higher weight and have a tendency to be selected into the document summary. Nouns are like someone's name and place. Generally, the sentence begins with phrases as "thus" and "investigation". It also emphasizes the phrases as "the best", "most important", "based on research", "especially", and other phrases that will be a good indicator for text document.
( ) 4 
number of phrases in s Score f s number of phrases in doc = (4) Numerical Data (F5)
To summarize text, it needs to consider the numerical data in document; it is because usually the sentences with it give important information. 
D. Decision Tree
Each sentence weight will be used as the training data of decision tree algorithm to produce decision model. Before doing data extraction in tree model, there are several process to shape the tree structure, there are: a. Choose root based on the bigger gain ratio. b. Choose the internal root or root branch based on the bigger gain ratio after deleting the chosen attribute as the root. c. Repeat again till all the attributes are counted the gain ratio each of them.
Before looking for the gain score, firstly it needs to look for a chance of appearing a record in attribute (entropy). Mathematically, entropy score can be counted by this formula:
Where S is the set of cases, n is the number of score in target attribute (class number), while pi is the number of sample in class i. From the formula above, we can look that if it is only two classes whose composition of samples is the same, thus the entropy score is zero. When we have got the entropy score, the next step is counting the information gain. Based on mathematic counting, information gain from A's attribute can be formulated as:
Where S is the set of cases, A is attribute, n is the number of A's attribute partition, while i states a possible score of A's attribute and Si is the number of partition cases to i. The next is to count the gain ratio. Thing to know, there is a new term which is information splitting (SplitInformation) and it can be used as this formula:
Where S 1 to S c is c subset which is produced from S splitting. It is using A's attribute whose C score is many. Next, to count the gain ratio is by: Table 1 explains that every sentence are the sample data, F1 to F8 are the attributes, and the summary columns are the attribute targets whose two attributes are Yes or No. Attribute Yes means the sentence appears in the summary, while attribute No means the sentence doesn't appear in the summary.
E. Testing Phase
The next phase is data testing. In this phase, decision model is already produced by training process before for summarization system. Testing phase is described as: 
F. Evaluation
In this research, the evaluation is to measure the accuracy of the summarization system result and the manual summarization result. The testing of the summarization system uses precision method, recall, and f-measure. Precision method evaluates the accurate proportion to sentences in the summary, while recall is to evaluate the relevancy of sentence proportion of the summary [18] .
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Where T is text which consists of manual summarization result sentences and S itself is the text of summarization system result.
IV. RESULTS AND DISCUSSION
A. Data Analysis
In the phase of making decision model, it needs a number of data as the training data. In this research, there are 50 text documents from the corpus data as the data training. The analyzed document text structure consists of news tittle, news contains, and the manual summarization result. The extraction result shows there 1237 sentences with 363 sentences are included in the summary and other 910 sentences are not. Using the data, the next step is weighting each sentence using 8 weighting features that has been explained in Methodology. The result is in the table. Table 2 shows the sentence weighting result statistics using 8 features, with minimal, maxima, and average score of each. Next, the result will be classified into some classes to make the decision tree. Table 3 shows there are 5 weight classes; there are low, small, medium, big, and high. After identifying the class, training data is ready for the next process which is decision tree making.
B. Decision Tree Result
To produce decision tree, it uses C4.5 algorithm to process the training data. Based on the test result, the decision tree can be looked as the figure above. Figure 4 shows the result of decision tree where feature F1 is the root. After decision tree has been shaped perfectly, the next step is rules making.
C. Evaluation
The rules are used for the text summarization system to that 50 news documents. The summarization system result will be compared to the manual summary by counting the precision, recall, and f-measure. The result is in table 4 and figure 5. Table 4 shows that the average of the number of sentences and the number of words on the manual summary is not too different from the system summary. The average of the total sentences is 8 on the system summary and 7 on manual summary. While the average of the total words on the system summary is 168, manual summary gets 161 words. Figure 5 shows the using of sentence scoring method and decision tree on Indonesian text summarization gets the results, where the precision average is 0,54, the recall is 0,66, and the f-measure is 0,58. The higher f-measure score is 0, 80 and the lowest is 0, 46.
According to the test results and discussion, the highest fmeasure score is 0, 80 and the average is 0, 58. Based on this, it concludes that the proposed method shows a better accuracy score for text summarization on Indonesian language. Research from Aristoteles, Herdiyeni, Rida, and Adisantoso used genetic algorithm method and produced 0, 47 f-measure score. The other research from Silvia, Rukmana, Aprilia, Suhartono, Wongso, and Meilina, they used latent dirichlet allocation method and got 0, 55 f-measure score.
V. CONCLUSIONS AND FURTHER WORK
In this research, we have successfully combined the sentence scoring method and decision tree for the summarization of Indonesian text. Sentence scoring method used to generate weights in each sentence based on 8 text features are TF / IDF, uppercase, proper noun, cue phrases, numerical data, sentence length, sentence position, and similarity to tittle. Decision tree method is used to generate decision model or rule based on existing training data. From the rules that have been created, applied to select the sentences are important so as to generate a summary automatically.
For the next research, it is suggested to develop a score measuring formula for a better text feature. The hope is when many features have variety scores, new invention of better rule model will be found. The proposed method in this work can also be used as the basic to developing algorithms for multiple document summarizations for the Indonesian language. In addition, the document corpus and manual summary in the Indonesian language should also be made by professionals to achieve the standardization of testing and evaluation of text summarization algorithms.
