In the paper the conditions of the existence and uniqueness of the solution for the inverse problem for higher order ultraparabolic equation are obtained. The equation contains two unknown functions of spatial and time variables in its right-hand side. The overdetermination conditions of the integral type are used.
Introduction
The mathematical modelling of many applied problems of physics, biology and finance (such as processes of the diffusion with inertia, grows of population etc.) leads to the initial-boundary value problems for linear and nonlinear ultraparabolic equations (see [1] [2] [3] ). The results of investigation of the unique solvability for the direct initialboundary value problems for nonlinear ultraparabolic equations could be find here [4, 5] . If in the equation one or several coefficients or the right-hand side function are unknown, then the problems of their identification with the use of some additional information are called inverse problems.
In this paper we investigate the inverse problem of determination of two unknown functions of spatial and time variables in the right-hand side of the nonlinear higher order ultraparabolic equation. As an additional information we use the overdetermination conditions of the integral type. Using the known results for the direct problem for nonlinear ultraparabolic equations [5] and the method of successive approximations, we determine the sufficient conditions of the unique solvability of the inverse problem. Note that in [6] the right-hand side function of the higher order ultraparabolic equation contains the several unknown functions that depend only on time variable.
The problems of identifying of one right-hand side function in parabolic, hyperbolic or ultraparabolic equations were considered in [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] , of the several unknown functions in [6, 11, 18, 19] . The investigation of those problems is based on the method of integral equations and the Shauder principle [11] [12] [13] [14] 18] , the iterative and regularization methods [17] or the method of successive aproximation [6, 7, 15, 16] .
Main results

Statement of the problem
Let x R n and y R l be bounded domains with boundaries @ x 2 C m 0 and @ y 2 C 1 ; T 2 .0; 1/;
x 2 x ; y 2 y ; t 2 .0; T /I G D x y ; … D y .0; T /; Q T D x y .0; T / and † T D @ x y .0; T /; S T D x @ y .0; T /I fn; l; m 0 g N; f˛; g N n ; is the outward unit normal vector to the surface S T ; @ t ; @ y i are partial derivatives on t and y i respectively, D˛D @ j˛j @x˛1 1 ;:::;@x˛n n ; j˛j D˛1 C C˛n:
We shall use the following spaces: -L 1 .Q T / WD˚w W Q T ! RI w is measurable and there is a constant C such that jw.x; y; t /j Ä C a.e. on Q T « with kwI L 1 .Q T /k D inf˚C W jw.x; y; t /j Ä C a.e. on Q T « I -L 1 . x / WD˚w W x ! RI w is measurable and there is a constant C such that jw.x/j Ä C a.e. on x « with kwI
x / under the norm of this space, where C 1 0 . x / is a set of functions with compact support, all infinitely differentiable on x ; -C k .O/ is the space of all k -times continuously differentiable functions on OI
We also introduce the following spaces: 
We consider the equation
a˛ .x/D˛u/ C c.x; y; t /u C g.x; y; t; u/ D D f 1 .x; y; t /q 1 .x/ C f 2 .x; y; t /q 2 .t / C f 0 .x; y; t /; .x; y; t / 2 Q T (1)
Direct problem
First we assume that in Eq. (1) The results presented in [5] yield the following statements.
Theorem 2.1. Suppose that the conditions (A), (C), (G), (L), (F), (U), (S) hold, and, besides: where g 1 is a positive function;
G//; that satisfies the condition (2) and the equality 
G//, u satisfies the condition (2) and the Eq. (1) for almost all .x; y; t/ 2 Q T (so, u is a solution to the problem (1) - (3)).
The proof is carried out according to the scheme of proof of Theorem 1, 2 [5] .
Remark. The solution u of the problem (1) - (3) has such appraisals:
where the constants M 1 ; M 2 ; M 3 are independent of q 1 ; q 2 :
Inverse problem
Definition. A triple of functions .u.x; y; t /; q 1 .x/; q 2 .t // is a solution to the problem (1)-
0; T /; it satisfies Eq. (1) for almost all .x; y; t / 2 Q T and the conditions (2), (4), (5) hold.
Denote:
x; y/f 2 .x; y; t / dx dy; Let .u .x; y; t /; q 1 .x/; q 2 .t // be a solution to the problem (1)- (5). Multiplication Eq. (1) on K 1 .y; t / and its integration on … imply the equality
for almost all x 2 x . Since the equality
follows from (4), then from (10), hypothesis (K) and (11) we obtain
for almost all x 2 x . On the basis of (1) and (5), we receive
for almost all t 2 OE0; T . Integrating (13) by parts and using the hypothesis (K), we obtain
for almost all t 2 OE0; T . Then let us show that if functions u 2 (12), (14) and Eq. (1) for almost all .x; y; t / 2 Q T , then they are the solution to the problem (1)- (5) with the right-hand side function f 1 .x; y; t /q 1 .x/ C f 2 .x; y; t /q 2 .t / C f 0 .x; y; t / in the Eq. (1).
x; y/u .x; y; t / dxdy; t 2 OE0; T : Then it is obvious, that
On the other hand, q 1 .x/; q 2 .t / and u .x; y; t / satisfy the equalities (12), (14) . Then from (12), (14) - (16) we have
.
Since u .x; y; t/ satisfies the condition (3), we get
Integrating (18) by parts, we get
Besides, (5) implies the equality
t 2 OE0; T and u .x; y; t / satisfies the overdetermination conditions (4), (5) . Thus, we proved the following lemma Lemma 2.2. The triple of functions .u .x; y; t /; q 1 .x/; q 2 .t //; where u 2
is a solution to the problem (1)-(5) if and only if it satisfies Eq. (1) for almost all .x; y; t/ 2 Q T , and (2), (12) , (14) hold.
.s 2 f0; 1; 2g; 0 < j˛j D j j Ä m 0 ; k 2 f1; : : : ; lg/; Then for each fixed function u 2 V 3 .Q T / \ C.OE0; T I L 2 .G// there exists a unique solution .q 1 .x/; q 2 .t // of the system of equations (12), (14), where
Proof. We shall use the method of successive approximations. We construct an approximation .q (12), (14) , where q 
Now we show that the sequences fq
and they converge to a solution of the system of equations (12), (14) . Denote 
.t /:
According to (19) , (20) Q q .t / dy dt; x 2 x ; m 3;
.x/ dx dy; t 2 OE0; T ; m 3:
Raising both sides of (21), (22) to the second power and integrating them on x, t respectively, by the using of the Hölder's inequality, we get
It follows from (23), (24) that
; m 3;
Since C 1 < 1, then in view of (25), we conclude that for all k; m 2 N; m 3; the inequality
is true. Similarly we obtain
It follows from (26), (27) that for any " > 0 there exists Q m; such that for all k; m 2 N, m > Q m the inequalities
Passing to the limit in (19) , (20) 
As in the case of proof of the existence of solution, from (28)- (29) we conclude
Therefore, q 
where the constant k;j depends on x ; k; j: 
Let a number T satisfies the inequalities~1 > 0 and C 5 < 1:
Theorem 2.4. Let C 2 < 1, C 3 < 1, C 5 < 1, 1 .x/ ¤ 0 for all x 2 x , 2 .t / ¤ 0 for all t 2 .0; T /; a number T satisfies the condition (30), and let the hypotheses (A), (C), (L), (U), (G), (E), (K), (F), (S) hold, and
D 0 .0 < j˛j D j j Ä m 0 ; k 2 f1; : : : ; lg; s 2 f0; 1; 2g/. Then a solution to the problem (1)- (5) exists.
Proof. We use the method of successive approximations. As in [7] , we construct an approximation .u m .x; y; t /; q .t /; m 2:
Using (33) with v D z m e ~t ;~ 0; we find 
Taking into account I 1 -I 5 , from (35) we obtain
After choosing~D~1; ı D T in (36), for m 2 we get inequalities
According to (31), (32) we have 
Raising both sides of the equalities (38), (39) to the second power and integrating them on x, t with the use of Hölder's and Friedrichs' inequalities, we obtain
The sum of (40) and (41) gives the estimates
Moreover, (37), (42) and (43) imply the inequalities
Taking into account (44) and the condition C 5 < 1, we obtain the inequality
for each k; m 2 N; m 3: Then, for each " > 0 there exists Q m; such that for all k; m 2 N, m > Q m, the inequalities kq
as m ! 1.
Moreover, the functions @ y i u m .i 2 f1; : : : ; lg/ and @ t u m fulfill the estimates (8), (9) with (46) and (47) we conclude that the righthand sides of (8), (9) are bounded by the constants M 4 ; M 5 , that are independent of m. Thus, we obtain
It follows from (48) that we can choose a subsequence of the sequence fu m g 1 mD1 (for this subsequence, we preserve the same notation) such that
By using relations (46), (47), (49), (31), (32), (33) and Lemma 2.2, we conclude that .u.x; y; t /; q 1 .x/; q 2 .t // satisfies the condition (2) and the equality
i .x; y; t /@ y i uv C . x / follows from (50). So, from (51) we get that the function u is a weak solution of the Dirichlet problem for the elliptic equation 
where F .x; y; t/ D f 1 .x; y; t /q 1 .x/ C f 2 .x; y; t /q 2 .t / C f 0 .x; y; t / @ t u l P iD1 i .x; y; t /@ y i u c.x; y; t /u g.x; y; t; u/: Since function F .x; y; t / 2 L 2 . x / for almost all .y; t / 2 …; and the condition (2) 
According to (54) with~D l 1 2c 0 C 2=ı C 1 2g 0 ; ı > 0, for the triple of functions . Q u.x; y; t /; Q q 1 .x/; Q q 2 .t// we have the equality
i .x; y; t /@ y i Q u Q u C 2 X 0<j˛jDj jÄm 0
a˛ .x/D˛Q uD Q u C 2c.x; y; t/j Q uj 
Taking into account (55), (56) we get
jD˛Q uj 2 dx dy dt;
and using (58), we obtain
Since C 5 < 1, then Q q 1 .x/ Á 0; Q q 2 .t / Á 0; thus q 
Conclusions
In this paper we showed the results of the investigation of the unique solvability of the inverse problem with the integral overdetermination conditions of identifying of two functions of different arguments in the right-hand side of the higher order ultraparabolic equation.
