Abstract. We show that symmetric and positive profiles of ground-state standing-wave of the non-linear Schrödinger equation are non-degenerate and unique up to a translation of the argument and multiplication by complex numbers in the unit sphere. The non-linear term is a combination of two or three pure-powers. The class of non-linearities satisfying the mentioned properties can be extended beyond two or three power combinations. Specifically, it is sufficient that an Euler differential inequality is satisfied and that a certain auxiliary function is such that the first local maximum is also an absolute maximum.
The role of the uniqueness and non-degeneracy in the stability
A standing-wave is a function defined as φ(t, x) := e iωt u(x), where ω is a real number, u is a complex-valued function in H 1 (R; C) and φ is a solution to the non-linear Schrödinger equation (1.1) i∂ t φ(t, x) + ∂ 2 xx φ(t, x) − F ′ (φ(t, x)) = 0,
The profile of a standing-wave is just R(x) := |u(x)|. The literature is concerned with the existence and the stability of standing-waves whose profiles obey prescribed variational characterizations. The profiles we are interested in are minima of the energy functional
on the constrained defined as S(λ) := {u ∈ H 1 (R) | u 2 L 2 = λ} where λ > 0. As one can easily check, if u is a minimum of the energy functional, then v(x) := zu(x+ y) belongs to the same constraint and has the same energy. Therefore, it is a new minimum, for every choice of z in S 1 (complex numbers in the unit sphere) and y in R. Then, u clearly a degenerate critical point of E on the constraint S(λ), as 2010 Mathematics Subject Classification. Primary: 35Q55; Secondary: 47J35. The first author was supported by INHA UNIVERSITY Research Grant through the project number 51747-01 titled "Stability in non-linear evolution equations".
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E}.
The set we defined is sometimes called ground state, as in [3] , even if the literature occasionally adopts this term to address more generally positive solutions to semilinear elliptic equations, [10] . We denote by H 1 r (R) the set of real-valued H 1 functions which are radially symmetric with respect to the origin. Definition 1.1 (Uniqueness and non-degeneracy). A pair (F, λ) satisfies the uniqueness property if given u and v in G λ , there exists (z, y) in S 1 × R such that u(x) = zv(x + y) for every x in R. It satisfies the non-degeneracy property if the function E r obtained as a restriction of E on S(λ) ∩ H 1 r (R) has non-degenerate minima.
Uniqueness and non-degeneracy are not interesting features of the energy functional, but also play a role in the orbital stability of standing-wave solutions to (1.1). We say that (1.1) is globally well-posed in
is of class
On the set H 1 (R; C) we consider the metric induced by the scalar product
and denote it by d.
In general, if u is a minimum of E, then G λ (u) is a subset of the ground state G λ . The stability of these two sets is object of interest of the literature since the work of T. Cazenave and P. L. Lions, [9] , where pure-powers are considered.
Results of stability of the ground-state have been extended to more general nonlinearities, as in [4, 22] . We also mention other references which target the stability of the ground-state in other evolutionary equation, as multi-constraint non-linear Schrödinger systems, [14, 6, 17] , coupled non-linear Schrödinger systems (NLS + NLS), [20, 19, 13] , coupled non-linear Schrödinger and Kortweg-de Vries equation (NLS + KdV), [1] , non-linear Klein-Gordon equation (NLKG), [3] , (NLKG + NLKG), [11] . In most cases, the stability of the ground-state is a consequence of the Concentration-Compactness Lemma, [15, 16] . Coupled equations present some additional difficulties (rescalings do not work) but they can be worked around with ad hoc rescalings, as in [1] or with inequalities obtained through symmetric Figure 1) . A simple way to rule out the existence of these trajectories is to prove that there is only one G λ (u), as u varies in G λ . This is the approach followed in [9] with the help of a uniqueness result, [18] , which specifically applies to pure-powers. Therefore, G λ = G λ (u), and the second set is stable because the first one is stable. Another way is to show that there are only finitely many of these sets G λ (u). In this case (see Figure 1) , trajectories bridging two different sets need to achieve a minimum amount of energy, which is too high if the initial value is too close to G λ (u), as it follows from [12, §4] . Now, from the work of L. Jeanjean and J. Byeon, [8] , in every set G λ (u) there exists a unique positive R in H 
Assumptions on F and non-degeneracy
The non-linearity F is a C 2 real valued function defined on C; F (s) = G(|s|) for every s in C. We list our assumptions trying to keep the notation consistent with [12] :
are satisfied. (G4') makes sure that the energy functional E is C 2 (H 1 (R; C), R), which is a consequence of regularity theorems on Nemytski operators proved in [2] ; (G2b) makes E a coercive functional on S(λ) and provides a-priori estimates, and thus the global well-posedness of (1.1). For (G1) we refer to [4] ; together with (G2b), it ensures that a minimum of E on S(λ) exists, if λ is large enough, see [4, Theorem 2] . In the quoted reference, a stronger condition than (G2b) is actually used, by setting s * is to zero. However, their proof applies under the weaked assumption as well. We illustrate how the non-degeneracy of minima of E on S(λ) are obtained in [12] . We set S r (λ) := S(λ) ∩ H 1 r (R; R). Suppose that R 0 is a minimum of E r on S r (λ). Then, there exists ω 0 such that
By looking at conserved quantities, as in [12, Proposition 3] , there holds ω 0 > 0. In order to prove that R 0 is a non-degenerate minimum of E r , it is enough to consider a function v in H 1 r such that (v, R 0 ) 2 = 0 and show that there exists C not depending on v such that
In order to evaluate the Hessian, it only takes to define a smooth curve α from
Since the functional above is homogeneous, we only need to to show that the infimum of ξ is positive when restricted to the unit sphere S r (1) in L 2 . Then (2.2) will follow from the Banach-Steinhaus theorem. The functional ξ is certainly nonnegative, because the fact that R 0 is a minimum is part of our assumptions. It is convenient to prove that ξ does actually achieve its infimum. We use as a reference the proof of [24, Proposition 2.9]. In fact, although that deals specifically with pure-powers, it can be applied to more general non-linearities, provided
From R 0 we construct a one-parameter family of solutions starting from R 0 . We premise a few remarks. Firstly, R 0 (0) is a solution to the equation
s 2 which is the auxiliary function mentioned in the abstract of this paper. Secondly, from [5, Theorem 5] , R 0 (0) is the least positive solution to (2.3). Moreover, R 0 is also an even function decreasing on [0, +∞). Therefore,
The second inequality is obtained by combining two equalities which in turn can be obtained by multiplying (2.1) by R 0 and R ′ 0 , as in [12, Proposition 4] . The construction of the one-parameter family is made as follows: the function
We define the function R ω as solution to the initial value problem
. We set S(ω, x) = ∂R ∂ω (ω, x) and define S(ω 0 , x) := S 0 (x). Therefore, taking the derivative with respect to ω in (2.4), and evaluating at ω = ω 0 , we obtain
Taking the L 2 scalar product with R 0 , we obtain 1 2
Up to a sign-change, the quantity appearing in the left term is the one denoted by Q(ω) in the paper of N. G. Vakhitov and A. A. Kolokolov [23] . Therefore, it is worth to investigate the behavior of the derivative of the function λ(ω) := R(ω, ·) 2 2 at the point ω = ω 0 . The calculations made in [12, §4] can be summarized as follows: there exists a positive function Ψ such that
. At this point, provided K is a strictly nondecreasing function, we have λ
this computation suggests to require that 12G(s) − 7sG ′ (s) + s 2 G ′′ (s) > 0 for every s in the interval (0, R * (ω 0 )). In fact, there is no need to have a strict inequality here: since the integrand in (2.5) is non-negative, if λ
, which means that on this interval G is a linear combination of s 2 and s 6 . However, the coefficient of s 2 is zero, by (G4'), while the coefficient of s 6 is equal to zero because it is the pure-power critical case where minima of E over S(λ) do not exist, see [12, Proof of Lemma 3.1]. Finally, since we wish to address all the minima, regardless of the constraint, the set where the requirement holds should apply to the images of all the minima. We define
By [12, Proposition 4] , Ω = (0, +∞) if V is not bounded or V is bounded but sup(V ) is not achieved. Otherwise, Ω = (0, R * (max(V )). Therefore, in [12] we required
There are several non-linearities satisfying the condition above, starting from purepowers G(s) = −as p with a > 0 and 2 < p ≤ 6. Another example is the combined pure-power G(s) = −as p + bs q with a, b > 0 and p < q; clearly, in the latter case,
might changes sign. However, the function is non-negative on Ω which is a bounded interval for this choice of G. In fact, (G3) is satisfied, [12, Corollary 2].
Uniqueness of standing-waves
The idea of how we obtain the uniqueness of standing-waves is the following: if there are two minima R 0 and R 1 belonging to the same constraint S(λ), we consider the corresponding Lagrange multipliers −ω 0 and −ω 1 . From (2.5), the function λ is injective on [ω 0 , ω 1 ], which implies that λ is constant, because achieves the same values at the endpoints. Then L ≡ 0 on (0, R * (ω 1 )) which implies that G is a linear combination of s 2 and s 6 and gives a contradiction with the sub-critical assumptions. The only thing we need to take care of is the definition of λ, which is smooth as long as R * is smooth. In turn R * is smooth on ω if V ′ (R * (ω)) = 0. Therefore, critical points of V represent potential discontinuities of the function R * . However, R * is continuous everywhere if, for instance, V does not have local maxima or the first local maximum is an absolute maximum. Therefore, we set A := {s > 0 | s is a local maximum of V }.
The assumption introduced in [12] reads (G5) A = ∅ or (A = ∅, V is bounded and V (inf(A)) = sup(V ) < +∞).
To summarize, condition (G3) allows to state that the set G The assumption (G2a) in [12] has been omitted here, as it can be replaced by (G4'). This explains the slight difference with the referenced theorem. We consider
and discuss the assumptions mentioned above. In the remainder of the paper we will describe the behavior of the two properties for pure-powers, combined pure-power, and three pure-power combinations. Some cases have already been illustrated in [12 , §5], but we included them for the sake of completeness. We will leave out the cases {ε a , ε b , ε c } ⊆ {0, 1} as (G1) is not fulfilled. (G4') follows from the fact that all the exponents are bigger than two. When the coefficient of highest order term at infinity is positive (G2b) is satisfied.
3.1. Pure-powers. If G(s) = −as p , then (G1) is satisfied because G < 0 and (G2b) holds if p < 6. Then the function L(s) = a(p − 2)(6 − p)s p is non-negative, while V = 2as p−2 does not have local maxima, implying that (G5) is satisfied.
3.2.
Combined pure-powers. Firstly, we consider the case G(s) = −as p + bs q which clearly achieves negative values. The function V is bounded and has a single local maximum. Therefore, (G5) is satisfied and (G3) is satisfied if the (unique) zero of L occurs before the local maximum of V , which is the unique zero of V ′ . We will show that
If we multiply it by s 
It is obtained by evaluating k on its unique minimum, obtained by solving explicitly
Clearly (G5) holds, because the set A is a singleton. If p ≥ 6, then L < 0 in a neighborhood of the origin. Therefore (G3) does not hold because Ω contains small neighborhoods of the origin, as shown in Figure 2 . For the case p < 6 it is convenient to divide V ′ and L by the leading coefficient, s q−p , and use the substitution t = s q−p . As in §3.2, we need to know the behavior of L at the unique zero of V ′ . We set
Let t 0 be the unique zero of h. From h(t 0 ) = 0 we obtain
Then (G3) holds. The behavior of g and h is represented in Figure 3 . 
(G5) always holds as V has a single local maximum. If p = 6, then L > 0 everywhere. For p = 6 we can define the functions g and h in the same fashion as in §3.3.1
If p < 6 then g ≥ h because each coefficient of g is larger than the corresponding coefficient of h. Therefore, the first zero of L occurs after the first zero of V ′ , and (G3) holds, Figure 2 . If p > 6, then L is negative in a neighborhood of the origin, therefore (G3) does not hold. If p ≤ 6, then (G3) does not hold, because L is negative in a neighborhood of the origin, as in Figure 2 . Before looking at the case p > 6 it is useful to observe that from (G1) we have sup(V ′ ) > 0. On the contrary, inf(−V ′ ) ≥ 0. We apply (3.1) to
Dividing term-wise (3.8) by (3.7), we obtain
By exponentiating both terms to r − q, dividing by (p − 2) r−q and applying the variable changes x = p − 2, y = q − 2 and z = r − 2, (3.9) reads M (x, y, z) > 1 which contradicts Lemma 3.2. Then sup(V ′ ) > 0 and (G5) holds too. When p > 6 we need to compare L and V ′ . Since sup(V ′ ) > 0, it has two distinct zeroes. We will show that L is negative in the first zero of V ′ , as in Figure 4 . We 
We call t 1 the first zero of h. Since hV ′ < 0 on (0, +∞), h(t 1 ) = 0 and h
which we can substitute into the inequality t 1 h ′ (t 1 ) < 0 and obtain
Therefore, from (3.12) and (3.14)
Then, regardless of the values of the exponents, (G3) is never met, while (G5) holds.
3.3.5. G(s) = as p + bs q − cs r . (G2b) implies r < 6. Therefore, inf(L) < 0 on (0, ε) for ε suitably small and (G3) does not hold, as in Figure 2 We divide term-wise (3.16) by (3.15) and obtain
By exponentiating both terms to r − q, dividing by (6 − p) r−q and applying the variable changes x = 6 − p, y = 6 − q and z = 6 − r, (3.17) reads M (x, y, z) > 1 which contradicts Lemma 3.2.
We give a proof of the lemma we referred to in §3.3.4 and §3.3.6. In order to show that M < 1 it is enough to prove that M 1/y < 1. We substitute r,+ is non-empty then it is a singleton, provided G (i) is a pure-power with ε a < 0 (ii) is a combined pure-power with ε a < 0, or ε a > 0 in sub-critical regime (iii) is a three pure-power combination with (ε a , ε b , ε c ) = (−1, 1, 1) and p ≤ 6 or (iv) (ε a , ε b , ε c ) = (−1, −1, 1) with p < 6 or (v) (ε a , ε b , ε c ) = (−1, 1, −1) provided r < 6 and inequality (3.15) holds.
Proof. It follows from [12, Theorem 1.4] or the remarks made at the introduction of §3.
Since the mentioned non-linearities satisfy (G1) and (G2b), the set G λ ∩H 
