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ABSTRACT 
We study the asymptotic behavior of a nonhomogeneous semi-Markov system (pop- 
ulation) in discrete time. After a series of definitions, lemmas, and theorems, we firstly 
establish the conditions under which the ergodic behavior of a nonhomogeneous semi- 
Markov chain exists and then find the limit of the basic matrix of the chain Q(n, s) in 
closed form. Finally, the existence of the asymptotic population structure of the nonho- 
mogeneous semi-Markov system is studied, and the limit is provided in closed analytic 
form. 
1. INTRODUCTION 
The concept of a nonhomogeneous emi-Markov system (NHSMS) was intro- 
duced and defined for the first time in Vassiliou and Papadopoulou (1992). This 
provided also a general framework for a number of semi-Markov chain models in 
manpower systems. Important theoretical results for semi-Markov chain models 
in manpower systems can be found in the work by McClean (1976, 1978, 1980, 
1986). Mehlmann (1979), and Bartholomew (1982). Moreover, an interesting ac- 
count of theoretical results and important applications of semi-Markov models can 
be found in Bartholomew, Forbes, and McClean (1991) and Bartholomew (1982, 
1986). Also, a great variety of applied probability models can be accommodated 
in this general framework, (Janssen 1986), which is a sequel of the work created 
in the theory of nonhomogeneous Markov systems (NHMS) during the eighties 
[Vassiliou (1982, 1984), etc.]. 
In Section 2 we start by providing the definition of a NHSMS given in Vassiliou 
and Papadopoulou (1992) and also the expected population structure as a function 
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of the basic sequences of parameters. By basic parameters we mean the least 
number of parameters which are directly estimated from the data and which are 
sufficient in order to answer important questions. 
In Section 3 we study the important problem of the asymptotic behavior of 
NHSMS, i.e. the limit of its expected population structure as t -+ cm. We start by 
studying the limiting behavior of the embedded nonhomogeneous semi-Markov 
chain defined by the double sequence of matrices [Q(n, s))~~=~. First, in a 
series of lemmas (3.2-3.5) and theorems (3.3-3.11), we establish the existence 
of the limit of Q(n, s) as n + 00 and s + co. Then, in Theorem 3.12, we 
find it in an elegant closed analytic form as a function of the basic sequences of 
matrices. Thus inherently in this section is studied the ergodic behavior of ordinary 
nonhomogeneous semi-Markov chains (Howard, 1971; Janssen 1986). Then, in 
Theorem 3.13, we provide the conditions under which we have equilibrium in a 
NHSMS, i.e. the conditions for the existence of an asymptotic expected population 
structure, and we also find it in an elegant closed analytic form. The problem of 
asymptotic behavior is one of the most important problems in manpower systems 
(Bartholomew, 1982) and nonhomogeneous Markov systems (Vassiliou, 1981 a, 
b; 1982 a, b; Conlisk, 1976; Feichtinger, 1976; Feichtinger and Mehlmann, 1976). 
Some of the above-mentioned theorems, apart from the purposes of their authors, 
have independent interest as tools in matrix analysis. 
Finally, the results are illustrated in Section 4. 
2. NONHOMOGENEOUS SEMI-MARKOV SYSTEMS AND THE 
EXPECTED POPULATION STRUCTURE 
We start with the definition of a nonhomogeneous emi-Markov system given 
in Vassiliou and Papadopoulou (1992). Consider a population which is stratified 
into classes according to various characteristics. The members of the system could 
be sectors of human societies, biological populations, various types of machine, 
etc. LetS = {1,2 ,..., k) be the set of states that are assumed to be exclusive, 
so that each member of the system may be in one and only one state at any given 
time. Let us consider a discrete time scale t = 0, 1,2, . . . . The state of the system 
at any given time t is represented by the vector N(t) = [Nl(t), &(t), . . . , Nk(t)], 
where Ni(t) is the expected number of members of the system in the ith state 
at time t. Let T(t) be the expected number of members of the system at time 
t, and hrk + 1 (t) the expected number of leavers from the system at time t. We 
assume that the individual transitions between the states take place according to a 
nonhomogeneous semi-Markov chain, which will be referred to as the embedded 
nonhomogeneous emi-Markov chain. We denote by {F(t)}y?c the sequence of 
k x k matrices the (i, j)th element of which is the probability for a member of the 
system to make a transition to state j, given that it entered state i at time t . Now let 
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Pk + 1 (t) be the 1 x k vector the ith element of which is the probability of leaving 
the system from state i given that it entered that state at time t, and pa(t) the 1 x k 
vector the ith element of which is the probability of entering the system in state 
i as a replacement of a member of the system, given that the member entered its 
last state at time t. 
We consider that initially there are T(0) “memberships” (Vassiliou and Pa- 
padopoulou, 1992; Vassiliou, Georgiou, and Tsantas, 1990) in the system, and a 
member entering the system holds a particular membership which moves within 
the states with the members. When a member leaves, the membership is taken by 
a new recruit and moves within the system with the replacement, and so on. When 
the system is expanding [AZ’(t) = T(t) - T(t - 1) > 01, then new memberships 
are created in the system which behave like the initial ones. Define 
pij (t) = pr{a membership of the system which entered state i at time t 
moves to state j at its next transition} 
= fij(t>+Pi,k+l(t)POi(t). 
It is obvious that pii 2 0 and cj pij(t) = 1 for every i, t. 
Let {Q(n, s)}:$ =o be thedoublesequenceofkxk matrices the (i, j)thelement 
of which is qii (n, s), where 
qij (n, s) = pr{a membership of the system which entered state i at time s 
is in state j after n steps). 
The matrix Q(n, s) is a stochastic one, and the sequence {Q(n, s)}Fs =. defines the 
embedded nonhomogeneous emi-Ma&v chain of the NHSMS in the following 
way: We imagine that whenever a membership enters state i at time t, it determines 
the next state j to which it will move according to state i’s transition probabilities 
pii( However, after j has been selected but before making the transition to j, 
the membership “holds” for a time rij in state i. The holding times rii are positive, 
integer-valued random variables with probability mass function hij (m) = pr(rii = 
m), where m = 0, 1,2, . . . and hii = 0 for every i, j. Define 
wi (m, t) = pr{a membership of the system which entered state i at time t 
stays m time units in state i before its next transition.} 
It has been proved that wi(m, t) = x;= 1 pij(t)hij(m) for every i and t, m = 
0, 1,2, . . . . 
NOW define the matrices P(S) = {Pij(s)]i, j Es, H(m) = {hij(m)}i, j E s, 
W(n, s) the k x k diagonal matrix with its ith element equal to wi(n, s), ‘W(n, s) 
the k x k diagonal matrix with its ith element equal to C,“=,+ t wi(m, s) = 
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1 - c:=o wi(m, s), and U = {uij}i, i E s the k x k matrix with every ele- 
ment equal to one. It is evident that c,“=, H(m) = U and P(s)l’ = l’, where 
l=[l,l,..., 11. Let also the Hadamard product of the two matrices P(s), H(m) 
be the matrix C(S, m) = P(s) 0 H(m) where cij (s, m) = pij (s)hri (m). Then 
P(s) OH(m) = P(s) 0 U = P(s), 
m=O 
‘W(n, s) = 2 IO {[I%> OH(m>lU] 
m=n+l 
=I0 P(s)0 2 
m=n+l 
From all the above it has been proved (Vassiliou and Papadopoulou, 1992) that the 
recursive relation for the sequence {Q(n) s)}:, = o is given by 
Q(n, s) = “W(n, s) + 2 C(s, m)Q(n - m, s + m). (2.1) 
m=l 
In Vassiliou and Papadopoulou (1992) it is proved that the solution of (2.1) in 
terms of the basic sequences of parameters of the system is 
Q(n, s) = ‘WCC 3) + C(s, n> 
+e C(S,j-l)+fJSj(k I , ST mk) j=2 k=l 
x {‘W(n - j + 1, s+j-l)+C(s+j-l,n-j+l)}, 
(2.2) 
where Sj (k, s, mk) is defined to be 
c(sfmk_r-l,mk-r_l -m&r) ..- 
j-k j-k+1 j-l 
=I* c *...* c 
mk=2 mk_l=l+mk m1=l+m2 
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k-l 
x n C(s+ mk--r- l.mk-r-I-mk-r) (2.3) 
r=-1 
for every j > k + 2, while for every j < k + 2 we have Sj(k, s, mk) = 0 and 
mo= j,andforeveryk= 1,2,..., j-2wehavemk+t = 1. 
The expected population structure of the NHSMS is determined by the follow- 
ing relation (Vassiliou and Papadopoulou, 1992): 
f 
N(t) = N(O)Q(t, 0) + 1 AT(m)ro(m)Q(t - m, m) (2.4) 
m=l 
where ra(t) is the 1 x k vector the ith element of which is the probability for a 
member entering the system at time t to enter state i . Finally, the relations (2.2) and 
(2.4) provide the expected population structure as a function of the basic parameters 
of the NHSMS, which are the sequences {P(t))r=o, {H(t)}F,o, {ro(t>)~,o, and 
{J-(0& 
3. LIMITING BEHAVIOR OF THE EXPECTED POPULATION STRUC- 
TURE 
The central problem in this section is the classical problem of finding the 
conditions under which in a nonhomogeneous semi-Markov system the sequence 
{N(t))~zo of the expected population structure is convergent, and also of finding 
the limit N(m) in closed analytic form as a function of the basic parameters of 
the system. In order to achieve this, it is evident from Equation (2.4) that it is 
necessary to prove first the existence of the double limit lim, + oo, s _+ o. Q(n, s). 
In what follows we first prove Lemmas 3.2,3.3,3.4,3.5 and Theorems 3.3,3.4,3.5, 
3.6, 3.7, and then we are in a position to provide, in Theorem 3.8, the conditions 
under which we prove the existence of the limit lim, _, o. Q(n, s) uniformly in 
s. Then in Theorem 3.9 we provide the conditions under which we prove the 
existence of the limit lim, + a, Q(n, s) for every n E N. In the next step, through 
Theorem 3.11 we prove the existence of the double limit lim, + oo, s + o. Q(n, s), 
and we go on in Theorem 3.12 to find it in an elegant closed analytic form, which 
was a nice surprise, considering the complicated form of Equation (2.3). Thus, 
in this section we essentially study the ergodic behavior of a nonhomogeneous 
semi-Markov chain (Howard, 1971; Janssen, 1986). Finally, in Theorem 3.13 we 
find N(oo) in an elegant closed analytic form. 
We now start by providing some of the basic mathematical tools and results 
which are useful in the present section. 
Let A E M,,(R)(Horn and Johnson, 1990). Then we define the norm 11 . 11 of 
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If u = {Uj )j Es is a real vector, we define the norm 11 . II of u as 
Ilull = SUP Iujl. 
jES 
The above norm has the following properties: 
(1) IN. BII I IIAII IIW. 
(2) lb . All I: Ilull IIAII. 
(3) llAl1 = 1 for any stochastic matrix. 
(4) llAOBl1 < llAl1 llBl1 (Horn and Johnson, 1990). 
A stochastic matrix is proper if and only if it has no eigenvalues (#l) of 
modulus 1, and regular if it is proper and 1 is a simple root of its characteristic 
equation (Gantmacher, 1959). 
THEOREM 3.1 . Let {P(t)yzo=, be a sequence of stochastic matrices, and let 
limt + oa P(t) = P. If P is an irreducible, regular stochastic matrix, then the 
limit P* = limt +oo P’ exists and is a stable stochastic matrix [identical rows] 
(Isaacson and Madsen, 1976). 
LEMMA 3.1 (Huang, Isaacson, and Vinograde, 1976). Let P be an irreducible, 
regular stochastic matrix and P* = lim, + o3 P’. Then as t + co there are c > 0 
and 0 -z b < 1 such that l(P’ - P*ll 5 cbt for every t, that is, the rate of 
convergence is geometric. 
THEOREM 3.2 (Horn and Johnson, 1990). Let {A(t)}rcO=, be such that A(t) E 
M,(R) for every t. Zfthe sequence { IIA(t)II)~“=, is convergent, then the sequence 
{A(t)}TzO is also convergent. 
PROPOSITION 3.1 (Iosifescu 1980). Let Q be a stable stochastic matrix. Then 
for any stochastic matrix P one has PQ = Q. 
FUBINI’S THEOREM (Isaacson and Madsen, 1976). Consider the double se- 
ries CZp=, CE”=, hk. Any of the following conditions is suflcient to justify the 
interchange of the order of summation: 
(i) C&k 2 0 for all k and n. 
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ASSUMPTION 3.1. In all that follows we assume that for the sequence 
{H(m)}g=u there are no l’s in the matrices H(m) for every m E N. 
We will now provide a series of lemmas and theorems which are useful for the 
main goal of the present section. 
LEMMA 3.2. Let {H(rn)}EcO converge to zero geometrically fast. 
lb -+ co IIS,+t(l,s,mr)ll =Oindependentfyofs. 
Proo$ From (2.3) we have 
Then 
IIS,+1U,s,ml)ll = 2 CC 
II 
s,ml- l,C(s+mr - l,n-ml+ 1) 
m, =2 
II 
n-1 
= 
c C(s, m)C(s + m, n - m) 
m=l II 
n-l 
cz IIW, m>ll IIW + my n - m>II. 
m=l 
Since {H(m)),“,u converges to zero geometrically fast, there are constants c > 0, 
0 < b < 1 such that IIH(m)II 5 cbm for every m E N. Also, 
IIW, m>II = IlP(s> OWm)II i IIWs>II IIWm>II 
< IIH(m>II i cbm - for every s, m E N. (3.1) 
Thus the sequence (C(s, m)}gzo converges to zero, independently of s and at a 
geometric rate. 
From (3.1), 
2 IIC(s, m)II i 2 cbm = & < co. 
m=l m=l 
(3.2) 
Thus the series C,“= t IIC(s, m) 1) is convergent, so for every E > 0 there is an 
mg E N such that 
T 
& 
IIW,m)II 5 -. 
2 
(3.3) 
m=l+mo 
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Also, from Assumption 3.1 we have that the matrix C(s, m) is strictly substochas- 
tic, that is, I(C(s, m)ll -C 1 for every s, m. From the above and (3.3) we get 
II%+ 1(1, s, mdll 5 ffJ IIW, m>II IW + m n - m>II 
m=l 
n-l 
+ C IIW, m)II IW + 112, n - m>ll 
m=l+mo 
52 IIW7 m>II IW + m n - m)II 
m=l 
n-l 
+ C IIW,m)lll 5 fJ IIW,m)ll 
m=l+mo m=l 
IIC(s+m,n-m)ll+i. (3.4) 
From (3.1) we have that the sequence {C(s, II - m)}r=, converges to zero inde- 
pendently of s and for every m 5 mc. Then 
lim IIC(s + m, n - m)II = 0 
n--too 
for every m 5 mg and for every s. 
Thus there is a no such that for every E > 0 and n 2 no, 
E 
IIC(s+m’n-m)ll < 2Czs1 IIC(s,m)I[ 
for every m 5 mg, for every s. (3.5) 
Finally, from (3.4) and (3.5) we have that for every E > 0 there is an n 2 no such 
that for every s, 
IIf%+1U, s, ml)ll F E. 
n 
THEOREM 3.3 . IA U-Um)J~=o converge to zero geometrically fast. Then 
for everyfinite number ro (ro E N) one has 
I.0 - 1 
lim C IlS,(k, s, mdll = 0 independently of s. 
n-+cc k=l 
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Pro05 We have 
I.0 - I w-1 n-k 
c Ilsn(k, s, mk)ll 5 c c tIc(s, mk - I)11 
k=t k=l mt=2 
n-k+1 
* 
c II% + mk - 
l,mk-1 - mk)lj *... 
mk_l=l+mk 
n-l 
* 1 IIW fm2 - I,1721 - m2>II 
ml=l+m2 
x IlC(s + ml - 1, n - mi)ll. 
The sequence {H(Pz)}~=~ converges to zero geometrically fast, and from (3.1) 
there exist constants co > 0, 0 < b < 1 such that for every n E N we have 
lIC(s, n) ll 5 cObm for every s. Thus the series C,“= t llC(s, m)ll converges, and 
from (3.2) it is obvious that we can find an upper bound that is uniform over s. Let 
C be an upper bound of the above series, i.e. 
c O” IIW, m)II I c for every s E N. (3.6) 
Since C,“= 1 ll C(S, m) ll is convergent, for every E > 0 there exists m* E N such 
E ll’(” m)ll < zro ‘&tt =k _ 1 ’ 
(3.7) 
m=1+m* 
Then from (3.6) we have 
I.0 - 1 
c IIS,@, s* mk)ll 
k=l 
IIW, mk - 1)ll 
00 
* c IjC(s+mk - l,mk-1 -mk)ll *“’ 
mk-1-mk=1 
* fJ (lCCs+mz-1,mi -m2)ll 
ml--mz=l 
x llC(s+ml - l,n -mt)ll 
ca 
+ c IIc(s, mk - I)/ 
mk-l=l+m* 
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IIC(s+mk - l,rnk-1 --mk)ll*... 
mk-I--mk=l 
00 
* 
c IIC(s+m2-1,~1-~2)II*1 
m1-m2=1 I 
llcb, mk - I)11 
00 
* c IIC(S+mk - l,mk-1 -mk)li *“* 
mk-I-tttk=l 
00 
* 
c IIW + m2 - 1, ml - mz>II 
ml-m2=1 
x llC(s+ml - l,n-ml)ll 
co 
+ c IIc(S, mk - l)ll . Ck- ’ 
mk-l=l+m* I 
We must mention here that the replacement of the upper bound C takes place from 
the right side to the left. From (3.7) we have 
IIc(s, mk - I>11 
IIC(s+mk-1,mk-l-mk)ll*.” 
mk-1-mk=l 
* IE I\C(s + m2 - 1, ml - m2N 
ml-m2=1 
x lIC(s+ml-l,n-ml)ll+ 
& 
2rn cy:l’ C’ - l 
Ck-l 
I 
llc(s, mk - l>II 
m’ 
* c IIc(s+mk - l,mk-1 -mk)ll *..- 
mk-l-mk=l 
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* IIC(s + m2 - 1, ml - m2)lI 
ml-m2=1 
x IIC(s + ml - 1, n - m1>ll 
co 
+ 
c 
IIC(s+mk - l,T?Zk-1 -T?@jl *... 
mk-,-mk=l+m* 
* 2 IW + m2 - 1, ml - m2)Il 
ml-m2=1 
x IIC(s + ml - 1, n - m1)ll 
& 
+ 
2r0 -p=y C’ - 1 
Ck-l 
I 
* ic(S + mk - 1, mk-1 - mk>ll * . . . 
mk_1 -mk=l 
* 2 IIW+m2-11,m~--2)II 
ml-q=1 
x IW + ml - 1, n - mdll 
& 
+ 
Ck-2 
IlC(s$_mk - l,mk-1 -mk>ll *... 
mk-I-mk=l 
* 2 IIW + m2 - 1, ml - m2)ll 
ml -m2=1 
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mk-l=l 
E 
Ck-2 + 
& 
2ro c;=-ll C’ - 1 2ro cF:l’ C’ - l 
Ck-l 
m-l I m* 
IIc(S, mk - I)11 
iIC(sfVZk - l,mk-1 -mk)ll *... 
mk-l-mk=l 
IV% + m2 - 1, ml - mz>II 
ml-mz=l 
x llC(s+ml-l,n-ml)ll+C 
& 
2ro c;zl’ C’ - l 
Ck-2 
+ 
Now, if we continue in the same way with the remaining sums, we get 
I.0 - 1 ro-1 m* 
c Ilsn(kvs9mk)\! 5 c c IIC(svmk - I)11 
k=l k=l mk-l=l 
* 2 IIc(S + f?Ik - 1, mk-1 - mk)II * '. . 
mk-I-mk=l 
m* 
* 
c IIW + m2 - 1, ml - m2)II 
ml-ml=1 
x IIW + ml - 1, n - mi)ll 
Ck-l 
It is obvious that k/r0 c 1 for every k 5 r-0 - 1. Thus, 
ro - 1 To-1 m* 
c Il%(k s, mdll I c c IIW, mk - 1)ll 
k=l k=l mk-l=l 
* 2 IIc(S + mk - 1, ??Zk-1 - mk)ll * . . . 
mk-] -mk=l 
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m* 
* c IIC(s + m2 - 1, ml - m2)II 
ml-l?lz=l 
x llC(s+ml-l,n-rnl)ll+~. 
In the above relation we have mk - 1 5 m*, mk_l-mk 5 m*, . . . , m2- 
m3 5 m*, ml - m2 5 m*. If we sum the above inequalities, we have ml 5 
km*+1 < (rc-l)m*+l. From(3.1)wehavethatthesequence{C(s, n-ml)}~=,, 
converges to zero uniformly in s and for every ml I (r-0 - l)m* + 1. Then 
lim IIC(s + ml - 1, n - ml)11 = 0 
n+oo 
for every ml 5 (ro - l)m* + 1, for every s E N. 
Thus for every E > 0 there exists n > no (n sufficiently large) such that 
(3.8) 
We use (3.8) to get that 
Q-1 Q-1 m* 
c Ii%(kTf9mk)li 5 c c IIC(s,mk - 1)/i 
k=l k=lmk-1=1 
m* 
* c IIC(s+mk - l,mk-1 -mk>ll *‘.’ 
* 2 IIC(s + m2 - 1, ml - m2)II 
ml-m2=1 
ro - 1 
< - c 
k=l 
So we finally have that 
ro - 1 
lim C Il%(k, s, mk)II = 0 forevery s EN. (3.9) 
n+oo k=l 
THEOREM 3.4 . Let P(s) be a stochastic matrix, and SO E N such that 
[[P(s) - PII < sfor every s 2 SO, where P is an irreducible, regular stochastic 
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matrix. Also let the sequence {H(m)]~zo converge to zero at a geometric rate as 
m -+ co. Then: 
(a) We have 
IIW, m> - POH(m)II < E for every s > so andfor every m E N. (3.10) 
(b) Let 
El(s,n -m,+l + 1,r + 1) 
n-r+1 
= c C(s+m,+l-l,m,-m,+l)*.-. 
m,=l+m,-+1 
n 
* c C(s+mz-l,ml-m2)C(s+ml-l,n-ml+11 
m1=l+mz 
n-r+1 
Ez(n-m,+l+l,r+l)= c POH(m,-m,+l)*... 
m,=1+m,+1 
POH(ml - mz) 
ml=l+q 
x POH(n -ml + 1) 
Then 
llEl(s, n - m,+l + 1, r + 1) - Ez(n - m,+l + 1, r + 1111 -c E (3.11) 
far every r E N andfor every mr+ 1 E N such that s + m,+l - 1 > so. 
Proof (a): IIW, m) - POH(m)ll = IIP(s> - PlOH(m)ll 5 IIP(s> - 
PI) IIH(m)II 5 EIIH(m)ll for s >_ so. Since IIH(m)II < CO for every m, and E small 
enough, it is obvious that IIC(s, m) - POH(m)lj < E for every s >_ SO and for 
every m . 
(b): Now we will prove (3.11) for r = 1: 
II 
2 C(s+m~-1,m~-m~)C(s+m~-1,n-m~+1) 
m1=1+m2 
-2 POH(ml - mz)POH(n -ml + 1) 
m*=1+mz /I 
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n 
< - c IIC(s + m2 - 1, ml - mdll . lJC(s + ml - 1, n - ml + 1) 
ml=l+m2 
- POH(n-mt+l)ll+ 2 IIC(r+mz-l,mt-mz) 
mr=l+m2 
- POH(mt - mz)II . lIPOWn -ml + 1)ll. (3.12) 
It is assumed that s -I- m2 - 1 2 sn; thus s + ml - 1 >_ SO. Also, from (3.6) of 
Theorem 3.3 we have C,“= r IIC(s, rn)ll 5 C, where C is uniform over s. 
From the assumption that P(s) converges to P and (3.10) we have that for every 
~>Oandszsn, 
“p(s) - “I < 2 C,“= ylIH(rn)[I ’ 
(3.13) 
& 
IMs, m) - POH(m)ll < -. 
2c 
(3.14) 
Then from (3.12), (3.14), for s + m2 - 1 p SO, s + ml - 1 > sn we have 
II C(s+m2--1,ml-m2)C(s+mt-1,n-mr+1) m1=1+m2 
- 2 
POH(mt - mz)POH(n -ml + 1) 
m]=l+m2 
n 
c E < - 
m1=l+m2 
IIC(~+m2-l,m~-m2)ll~~ 
+ m,=~m2~~ 
IPOW - ml + I>11 
n 
SC.&+& c IPOW -ml + 1111 
ml=l+m2 
ic+E.C=E. 
2 2c 
In order to prove (3.11) it is sufficient to assume that the relation is true for 
r - 1 and then prove that it is also true for r. Thus, we have that for every m, such 
thats+m,-1 ?so 
IIEl(s,n-m,+l,r)-Ez(n-mr+l,r)ll < $. 
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So, for r, 
II~~~~,~-mr+l+~,r+~>-~2~n-m,+1+1,r+~~II 
= E1(s,n-mr+1+1,r+l)-E2(n-m,+t+l,r+l) 
II 
n-r+1 
dz c C(S+~r+1-1f~r-~r+l) 
m,=l+m,+1 
n-r+2 
* c POH(mr_l -mr)*... 
m,_l=l+m, 
* 2 pOH(m1- mz)POH(n - ml+ 1) 
ml=l+ma II 
n-r+1 
5 c llC(S+~r+1-17~r-mr+l)II 
m,=l+m,+1 
* llE1(~, it - mr + 1, r) - E2(n - mr + 1, r)II 
n-r+1 
+ c 
llC(S+mr+l-ltmr-mr+l) 
m,=l+m,+l 
-pOH(mr --r+1)ll 
1 
n-r+2 
X 
c 
POH(mr-1 - nr) *..’ 
m,_l=l+m, 
n 
* 
c 
POH(ml - m2)POH(n - ml+ 1) 
ml=l+mz 
n-r+1 
< c - llC(sfm,+1-1,~r-~,+l)ll’~ 
m,=l+m,+1 
n-r+1 
+ c JlC(s+mr+l -lfmr--r+l) 
m,=l+m,+i 
-POH(mr -w+1)11. llp’ll 
n-r+1 
cc+ c 
2 
~IP(S + mr + 1 - 1) - PII . IIH(mr - mr + l>Il * 1. 
m,=l+m,+i 
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Finally, using (3.13), we have that for every s + m,+l - 1 1 so 
IIE~(~,~-m,+~+l,~+l)-E~(n-m,+~+1,r+1)II~~ 
for every r E N. 
LEMMA 3.3. Let there exist constants c > 0 and 0 < b -C 1 such that 
IIE2(n - m,+l + 1, r + 1) - E2b - W+I, r>II 5 cb’ for every r E N, 
for every n - m,+l L r. (i) 
Then 
lim 
s+m,+1+l+cO 
llE~(s, n - m,+l + 1, r + 1) - EI(s, n - m,+l, r)ll 5 cb’. 
(3.15) 
Proofi 
s+m +Ifm+l~ooIIEl(s,n-m,+l+l,r+l)-El(s,n-m,+l,r)ll 
7 
< - s+m ~i~I_ta,IIEl(s,n-m,+l+l,r+l) r 
-J32(n -m,+l + l,r + 1111 
+ s+m,+lf~l~mlIE~(~~~-m~+l,r)-E~(n-m,+l,r)/I 
Using the assumption (i) and the relation (3.11) of Theorem 3.4, we have that 
(3.15) is true. 4 
THEOREM 3.5 . Let 
E2k -m,+l + 1,r + 1) 
n-r+1 
= 
c POH(m, -m,+l)*.. 
POH(ml - mz)POH(n - ml + l), (3.16) 
ml=l+m2 
where P is an irreducible, regular stochastic matrix, and let the sequence 
{H(m)},“=o converge to zero at a geometric rate as m + CO. Then there ex- 
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ist constants c > 0 and 0 -C b c 1 such that 
IIEz(n-m,+1+1,rf1)-Ez(n-m,+1,r)ll icb’ 
for every r E N, foreveryn-m,+l >-r. (3.17) 
Proo$ We will prove that (3.17) is true for n - m,+l = r, for every r. we 
have 
IIEdr + l,r f 1) - &(r, r>ll = IIIPOH(l)I’+l - [POH(l)l’II 
5 IIPOW1)ll’~ IPOW) -III. 
If wechose c = lIPOH - 111 and b = IIPOH(l)jl, it is obvious that (3.17) is 
true. In order to prove (3.17) for all the values of n - m, + 1 > r, we will assume 
that it holds up to n -m, + 1 > r and then prove that it is also true for n - m, + I+ 1: 
IIEz(n-m,+1+1,r+l)-Ez(n-m,+1,r)ll 
n-r+1 
= 
c POH(m, - m,+ 1) 
m,=l+m,+1 
n-r+2 
* 
c 
POH(m,_l -m,)*... 
m,_1=1+m, 
* 2 
POH(ml - mz)POH(n -ml + 1) 
m1=l+m2 
n-r+2 
- 
c 
POH(mr-1 - m,) *... 
m,_l=l+m, 
n-l 
* c POH(mz - m3)POI-W - mz) 
m~=l+mj 
/I 
n-r 
= c POH(mr - mr+ 1 + 1) 
m=m+i 
POH(m,_l -m,)*... 
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n-1 
* c POH(mt - m2)POH(n -ml) 
m1=l+mz 
n-r+1 
- c 
POH(m,_l - m,)*... 
m,_1=1+m, 
n-2 
* c 
POH(m2 - m3)POH(n - m2 - 1) 
mz=l+mg II 
. IIEz(n -m,, r) - Ez(n - m, - 1, r - l)ll . 
Since m, > m,+l, we get that n - m, 5 n - m,+ 1. Thus, since we have assumed 
that (3.17) is valid up to n - m,+l, we can find c(n -m,> > 0,O < b(n -m,> -C 1 
such that 
IIEz(n - m,, r) - Ez(n - m, - 1, r - I)11 5 c(n - m,)[Wn - mr)l’-‘. 
Then, from the above relation we have 
IIEz(n-mr+1+1,r+1)-E2(n-m,+1,r)ll 
n--r 
< c - IIPOH(m, -m,+l + 1)ll .c(n -m,)[b(n-mr>]‘-‘. 
m,=m,+l 
(3.18) 
From (3.16) we have that 
M M n-r+1 
2 EZ(n-m,,r)= c * -Cm POH(m,-l-m,)*... 
n-mm,=r n-mm,=r mr_l=l+mr 
n-l 
* c POH(mt - mz)POH(n -ml) 
ml=l+m2 
n-r-m, 
=& c 
n-m,-r=O m,_l-mm,-110 
POH(m,_l - rnr)*+.. 
n-l 
* c POH(mt - mz)POH(n -ml> 
ml=l+mz 
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In,_I-m,=1 n-m,_1-r+1=0 
POH(m,-I -m,) 
n-in,_l-r+1 
* c POH(m,_2-m,-l)*... 
In-*-nl_,-l=O 
n-1 
* c POH(m1 - m2)POH(n -ml) 
m1=l+mz 
= 2 POH(m,-I -m,) 
m,-~-mm,=l 
n-in,_t-r+1 
* 2 * c 
n-m,_1-r+l=O m,_2-m,_l-l=0 
POH(m,-2-m,-l)%... 
n-1 
* c POH(m1 - mdPOH(n -ml) 
ml=l+m2 
POH(m,-1 -m,) 
In,_I--m,=1 
* 2 POH(m,-2 - m,-1) 
m,-2-m,_l=l 
n--m,_2-r+2 
* 2 c 
n-m,_~-r+2=0m,_3-m,-2-1=0 
POH(m,_3 - ~72-2) * ..’ 
n-l 
* c POH(m1 - mz)POH(n -ml). 
m1=1+m2 
Working similarly with the remaining sums, we finally get 
E2(n-m,,r) = POH(m,-1 -m,) 
?l-lIlm,=r m,-]-mm,=l 
* FL POH(m,-2 --q-l) *... 
mr-_2-m,-_I=1 
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00 
* c POH(mt - mz) 
ml -mz=l 
*IF 
POH(n -ml) 
n--ml=1 
= P’. 
Also, from Theorem 3.1 we have that there exists rg E N such that j]P’ - P” 11 < E 
for every r 2 ro. 
Now from the above relations it is obvious that for every E > 0 there exists 
n* such that IJEz(n - mr, r)ll < E for every n - m, 2 n* and for every t E N. 
Obviously we can choose c* > 0, 0 < b* < 1 such that IIEz(n -m,, r) - Ez(n - 
mr -l,r-l))~~c*(b*)‘-‘foreveryn-m,~n*andforeveryr~N.Thus 
we define 
Cl = sup 0 -m,), b = sup b(n -m,) for every r E N. 
n-rn,(tl’ n-mm,5n* 
Finally, from (3.18) and the above definitions we get 
IIEz(n-m,+l+l,r+l)-E&r-m,+t,r)lI 
n--r 
< c - IIPOH(m, -m,+l + l)ll .qbr-‘. 
w=m,+l 
Since Cm,?,, + 1 IIP 0 H(m, - mr + I+ 1) II < C, if we choose c = ct C/b, then 
it is obvious that (3.17) is true. n 
REMARK 3.1. We will now try to find the physical meaning of the (i, j) 
element of the matrix Ez(n - m,, r) as it is defined in (3.16). The (i, j) element 
of P 0 H(m) equals the probability 
pr {a membership of the system, which entered state i, makes its next 
transition to state j and makes that transition after m units of time}. 
For r = 2 the (i, j) element of the matrix Ez(n - m2,2) is equal to 
n-1 
cc Pikhkbl - mdPkjhkj(n - ml). 
ml=l+mzkcsS 
It is evident that 
c Pikhik(m1 - WdPkjhkj@ -ml) 
keS 
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=pr {a membership of the system, which entered state i, makes a tran- 
sition after m 1 - rn2 time units and then its next transition to state 
j after n - ml time units}. 
Since for the various values of ml (ml = 1 + m2, . . . , n - 1) the corresponding 
events are mutually exclusive and exhaustive, we have that 
n-1 
cc Pikhiktml - m2)PkjhkjN - ml> 
ml=l+mzkcS 
= pr{a membership of the system, which entered state i, 
enters state j after n - m2 units of time, 
and in the interval between these two transitions 
makes one intermediate transition in any state} 
= pr{a membership of the system, which entered state i, 
enters state j after two transitions in n - m2 units of time}. 
Now, thinking in a similar way, we deduce that the (i, j) element of the matrix 
[POH(m,-1 -m,)][POH(m,_2-m,_1)]... 
[POH(ml - mz)l[POH(n - ml)1 
is the probability 
pr{ a membership of the system, which entered state i, enters state j after 
n - m, units of time, and in the interval between these two transitions 
makes r - 1 intermediate transitions with holding time m, _ 1 -m, for 
stateiandholdingtimesm,_z-m,_l,m,-s-m,-z,...,ml- 
mq, n - ml for the remaining transitions}. 
Now if we sum the above probabilities for all possible values of the holding times 
m,-1 -m,, m,.-2--mr_l,m,_3-m,_2,...,mt--mz,n-mtandforall 
possible choices of the states, we get that the (i, j) element of the matrix Ez(n - 
m,, r) is 
pr{ a membership of the system, which entered state i, enters state j after 
r transitions in n - m, units of time}. 
THEOREM 3.6. Let a non-homogeneous emi-Markov system be dejned by 
the sequences {P(t)}yzO, {H(m))~=O. Let also: 
(a) lim, --f o. ]]P(s) - PI] = 0, where P is an irreducible, regular stochastic 
matrix; 
(b) the sequence {H(m)}z,o converge to zero at a geometric rate. Then the 
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sequence A,(n) = ~~~~ S,(k, s, mk) converges uniformly in s. 
Pro05 It is sufficient to prove that for every 6 > 0 there exists no E N such 
that 
IlMn + 1) - As(n)11 <E for every n > no, independently of s, 
/I 
n-l n-2 
llA,(n + 1) - Mn)ll = c % + 1 (k s, mk) - c %(k, s, mk> 
k=l k=l II 
n-2 
51 IISn+l@+ l,s,mk+l) -Sn(k,s,mk)ll 
k=l 
+ II%+ I(19 sv m1)ll. 
FromLemma3.2wehavethatthereisnr E NsuchthatIJS,+t(l,s,mt)(l <s/12 
for every n 1: nl, independently of s. From assumption (a) we have that there is 
so E N such that 
IlW> - PII < E for s>so. 
From Theorem 3.5 we have that there are constants c > 0,O < b < 1 such that 
IlMn - mr+l+l,r+l)-Ez(n-mr+l,r)ll_(cb’ 
for every r E N, foreveryn -m,+t 2 r. 
So we can always find r-0 E N such that 
(3.19) 
where C is an upper bound of the series I,“= 1 llC(s, m) ll. 
Thus from the above relations we get 
n-2 
II-Wn+ 1) -A&)II F c ll%+l(k+ l,~,mk+l)-S~(k,s,mk)Il +G 
k=l 
so+ro-1 
<c - IIf%+l(k + 1, S9 mk+l)ll 
k=l 
so+ro-1 
i- k&l IIf%@, s, mk)il 
n-2 
+ c IlS,+l(k+1~s~mk+l) 
k = so + rg 
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- S,(k, s, ntk)II + A. 
From Theorem 3.3 we can find It2 E N such that 
so + ro - 1 so + ro - 1 
c llS,+1(k+1,s,mk+1)II < ;, c IISn(ks*mdII -=; 
k=l k=l 
(3.20) 
for n 2 n2, uniformly in s. From (3.20), for n 2 max{nt, nz}, 
n-2 
IIAs(n+l>--As(n)11 5 c II&+l(~+l~~~~k+l) 
k=so+ro 
- S,(k S, mk)ll + ;, 
n-k 
S,+l(k+l,s,mk+l) = c C@,mk+l -I>*“’ 
w+1=2 
n-r+1 
* c C(S+m,+1-1,m,-mr+l)*~~~ 
m,=l+m,+1 
* 2 C(s + m2 - 1, ml - m2) 
ml=l+m2 
x C(s + ml - 1, n - ml + 1). 
Let r = k - SO + 1. Obviously, for every k > so + rg we have that r > ro + 1, 
i.e. r > ro. Fromtheindicesmk+t,mk, . . . . ml weget 
mk+l ?2, mk > l+mk+l,..., 
mr+2 > 1+mr+3, m,+l > 1 +m,+2. (3.21) 
If we sum the above inequalities, we obtain m, + I L k - r -I- 2. Then 
s+m,+l-l>s+k-r+2-l>s+k-r+l 
>s+k-(k-so+l)+l>s+so. - 
It is obvious that 
s+m,+t-1 >sc. 
From (3.21), (3.22) we have the same for the remaining indices: 
(3.22) 
s+m, -1 >sc, S+m,-t-1 >su,..., 
s+m;?-l>so, s+ml-l>so. 
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Then 
n-2 
c 
1)~,+1(k+l,s,~k+1)-Sn(k,~,~k)lI 
k=so+ro 
C(s,mk+l - I)*... 
n 
* c C(s+m2--1,m1-~2) 
ml=l+mz 
n-k 
X C(.S+ml-l,n-ml+l)- c C(s,mk-1) 
mt=2 
n-l 
* . . . * c C(s+mz-l,m1-m2) 
ml=l+mz 
xC(s+m1-1,n-~1) /I 
C(s,mk+l -I)*.” 
n 
* c qs+m2- l,rnl -m2) 
ml=l+mz 
n-k 
x C(s+m~-1,n-m1+1)-- c c(s, mk+l - 1) 
mk+1=2 
n-l 
*...* c C(S+RQ - l,m2-m3) 
mz=l+m3 
xC(s+m2-l,n-m2) 
I 
n-r 
* c C(s+m,+2 - l,m+i -mr+2) 
m,+l=l+w+2 
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i 
n--r+1 
X c C(S+m,+1--,~,--m,+1)*~~~ 
mr=l+m,+1 
* 2 C(s+mz- 1,rnl -m2) 
m1==l+m2 
x C(s+m~-1,n-m~+1) 
n-r+1 
- 
c w+w+1-1,w--mr+l) 
mr=l+m,+1 
n-1 
*‘..* 
c 
C(S+ms - l,m2--m3) 
mz=l+m3 
xC(s+mz-l,n-m2) 
11 
n-2 n-k 
<c*c - iiC@,mk+l - I>11 *... 
k=so+ro me+l=2 
n--r 
* c llC(S+~,+2-~,~,+1-~~+2)11 
m,+l=l+mr+2 
I 
n-r+1 
X 
c 
C(S+372~+l--,m,-m,+l)*... 
m,=l+m,+l 
* 2 C(s+m2- l,m1 -m2> 
ml=l+mz 
x C(s+ml-l,n-m1+1) 
n-r+1 
- c 
C(S+m,+l-l,m,-~,+l)*~~~ 
m,=l+m,+I 
n-1 
* c 
c(~+~3-l,m2-m3)C(s+m2-11,~--2) . 
mz=l+mg I 
(3.23) 
From Theorems 3.4,3.5 and Lemma 3.3 we have that 
/I n-r+1 c C(S+m,+l-l,m,-mm,+i)*... 
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n 
* c C(s+m~-1,ml-m;?)C(s+ml-1,n-ml+l) 
m]=l+mz 
n-r+1 
- c 
C(s+m,+1- l,m, -m,+1)*... 
m,=l+m,+1 
n-1 
* c C(s+m3--1,m2--3)C(s+m2-11,n--2) 
m2=1+mg /( 
5 cb’. 
From the above and (3.23) we obtain 
n-2 
IlAsh + 1) -As(n)ll I c llS,+t(k+ l,s,wc+~) 
k=so+nJ 
-f&z@, s, mdll + $ 
n-2 n-k 
<c c - iICh,mk+l - 1>11 *... 
k=so+romk+l =2 
n--r 
* c 
w+i=l+mr+2 
IIC(~+~,+2-lrm,+l-m,+2)II.cb’+$. 
Every product in the above multiple sums has so factors. So from (3.6) and (3.19) 
we finally have 
n-2 
((A, (n + 1) - As(n)11 5 c 
k=so+ro 
CSo . cb’ + $ 5 cc” 
n-2 
c 
k=so+ro 
b’ + ; 5 E 
for every n 2 max{nl, n2}. n 
LEMMA 3.4. If the sequence {H(~z)},“,~ converges to zero at a geometric rate, 
then the sequence {’ W(n, s)}rCo also converges to zero at a geometric rate and 
uniformly in s. 
Prooj There are constants c > 0, 0 -C b < 1 such that 
IIWm)ll F cbm for every m E N, (3.24) 
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00 
< -c III 0 W’(s) OWm)lUl II 
m=n+l 
co 
< - c IIIII . II[W) oWm)lUII 
m=n+l 
< - 2 IIP(~)OH(~)IIllUl I 2 IIH(~)IIllUll 
m=n+l m=n+l 
I IlUll 2 cyl _ c llUll b . b” 
m=n+l 
-I_b * 
Since llU[l -z coandcllUllb/(l -b) > 0, wecanfindaconstantq = c(lUllb/(l- 
b) such that 
((‘W(n,~)ll 5 clbn for every n,s E N, where cl > 0,O < b < 1. 
LEMMA 3.5. Let the sequence (H(m)}zeo converge to zero at a geometric 
rate. Then 
.l$m 2 C(s, j - 1) 
j=2 
x{‘W(n-j+l,s+j-l)+C(s+j-l,n-j+l)}=O 
uniformly in s. 
ProoJ 
/I ~C(~,j-l){~W(n-j+1,s+j-1)+C(~+j-19n-j+i1 j=2 II 
& IlC(s, j - l)ll.II’W(n - j + 1, s + j - 1) 
j=2 
+C(s+j-l,n-j+l)ll. 
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From (3.6) (3.7) we have that there exists ja E N such that 
n c lIC(s, j - 1)ll < $, E IIW, j - l>ll < c. (3.25) 
j=jo+l j=l 
Also, from Lemma 3.4 we obtain that 
nl~iJ~‘W(n-j+l,s+j-l)+C(s+j-l,n-j+l)j(=O 
for every j 5 ja, 
uniformly in s. Thus we can find no E N(na sufficiently large) such that 
ll’W(n-j+l,s+j-l)+C(s+j-I,n-j+l)(/c& 
for every j i jn. (3.26) 
Thus from (3.25), (3.26) we get 
II kC(s,j-l){‘W(n-j+l.s+j-l)+C(s+j-1,n - j + 1)} j=2 II 
5 2 IIC(s, j - l)ll . I/‘W(n - j + 1,s + j - 1) 
j=2 
+C(s+j-l,n--j+l)(( 
+ 2 IlC(s,j-1)ll~~~‘W(n-j+~,s+j-l) 
j=jo+l 
+C(s+j-l,n-j-l-l))1 
52 IIW, j - l)ll . z 
j=2 
2c+j=~+,llC(~~j-~)ll~2c~ 
for every n > no, 
uniformly in s. n 
THEOREM 3.7 . Consider the sequences of nonnegative matrices {A(s, 
k)}rzO, (B(s, k)),“o, for which we suppose that: 
(a) The sequence {A(s, k)}rcO converges uniformly in s. 
(b) The sequence {B(s, k))rzo converges to zero, uniformly in s and at a 
geometric rate, and lims + co B(s, k) = B(CQ k) existsfor every k. 
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ifs, = )“‘;z i A@, k)B(sfk, n-k), then thesequence {S,(s)}~& converges 
uniformly in s. 
Proo$ We have 
n-l n-1 
S,(s) = z A($, k)B(s + k, n -k) = c A@, n - k)B(s + n - k, k). 
k=l k=l 
In order to prove that the sequence converges uniformly in s it is sufficient to show 
that for every E > 0 and independent of s we can always find no E N such that 
IIS, + t(s) - S,(s)11 < E for every n 2 no. So 
/I 
n 
= c A@, n - k + l)B(s + n - k + 1, k) 
k=l 
n-l 
- E A($, n - k)B(s + n - k, k) 
k=l II 
n-l 
s!z 
I/A(s,n-k+l)B(s+n-k-tl,k) 
k=l 
- A@, n - k)B(s f n -k, k)/f + II&, 1111 . IIW -I- 1, n>ll 
n-l 
< - IE 
IIA(s, n -k + l)[B(s t n - k + 1, k) - B(s + n - k, k)lII 
k=I 
n-1 
+xII[A(s,n-k+l)-A(s,n-k)lB(s+n--k,k)ll 
k=l 
+ llA@, 1111 . llB(s + 1, n>II 
fl-l 
sz 
IIA(s, n -k + l)lj . IlB(s + n - k + 1, k) - B(s + n -k, k)II 
k=l 
n-1 
+ x II-W s, n - k + 1) - A($, n - k)II . IIB@ 4 n - k k)II 
k=l 
-t- IIW, 1111 . IIW + 1, nIlI. 
From assumption (a) it is obvious that the sequence {A@, k)};l”,lo is bounded. Let 
A be an upper bound of the sequence. Then 
for every s, k E N. (3.27) 
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From assumption (b) we have that there are constants c > 0,O < b < 1 such that 
IIB(r, k)II < cbk for every s, k E N. (3.28) 
Also we can find ko E N such that 
n-1 
c bk < &/16Ac for every n > ko + 1 (3.29) 
k=k”+l 
and nt E N such that 
b” < -& forevery n 2 nl. 
The sequence llA(s, II - ko + 1) - A(s, n - ku))l converges to zero for every s. 
Thus for every F > 0 there is n2 E N such that 
IIA(s,n-k+l)-A(s,n-k)(l < ’ 
4c CF= 1 bk 
for every k 5 ko, n 2 n2, (3.31) 
independently of s. 
From assumption (b) we also have that the limit lim, + o. IlB(s, k) II exists for 
every k. Thus there is n3 E N such that 
(lB(s + n - k + 1, k) - B(s + n - k, k)II < & 
for every kkko, n~ng. (3.32) 
Let us choose no = max{nl, 122, ng}. Then from (3.27)-(3.32) we have that, for 
every n 2 no, 
II%z+1(~) - Sn(s)ll 
52 llA(s, n - k + 1)II . llB(s + n -k + 1, k) - Ws + n - k, k)II 
k=l 
n-1 
+ c IIN s, n - k + 1)11 . llB(s + n -k + 1, k) - B(s + n -k, k)II 
k=l+ko 
+ 2 IIM s, n - k + 1) - A@, n - k)II . lIB(s + n - k, k)(I 
k=l 
n-1 
+ c IIN s, n -k + 1) - A(s, n - k)Il . lIB(s + n -k, k)II 
k=l+ko 
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+ IINs, 1111 . IIW + 1, n>II 
55 AIIB(s + n - k + 1, k) - B(s f n - k, k)(I 
k=l 
n-l 
‘tk ~+~~iiB(~+n-k+i,k)-~efn-k,k)ii 
I 
-I- 5 IIW, n - k + 1) - A(s, n - k)II . cbk 
k=l 
n-l 
+ c 2AIIB(s + n - k, k)II f Acb” 
k=l+h 
ko 
< - k=,A-&+ ‘2 A*2cbk+2 E c .cbk 
k=l+ka k=l 4~ cF= 1 bk 
n-l 
+ k =F+ko 2Acbk f Acbn 
+2Ac &+$+2Ac &+A”& =E. 
THEOREM 3.8. Letthesequence {H(m)}EZo converge to zero at a geometric 
rate. Then the sequence {Q(n, s)}F’~ converges, and the convergence is uniform 
oversasn 3 w. 
Pro05 From (2.2) we have 
Q(n,S)=‘W(n,s)+C(s,n)+eC(s,j-1) 
j=2 
{‘W(n-j+l,s+j-l)+ C(s+j-l,n-j+l)} 
‘-2 
+f:J~S,(k,s,mk){5W(n-j+1,s+j-1) 
j=3k=l 
+C(sfj-l,n-j+l)}. 
Since {H(m)}zZo converges to zero at a geometric rate, then from Lemma 3.4 
we obtain that the sequences {C(s, n))~zo, {‘W(n, s))~=~ converge to zero uni- 
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formly in s. Also, from Lemma 3.5 we have 
lim 
n-co 
2 C(s, j - l)(‘W(n - j + 1, s + j - 1) 
j=2 
+C(s+j-l,n-j+l)}=O forevery HEN. 
Thus it is sufficient to prove that the limit 
n j-2 
lim C C Sj(k, 
s+cc, 
s,m~){‘W(n-~+l,s+j-l)+C(s+~-1,n-~+1)} 
1=3k=l 
exists and it is uniform for every s. We can easily obtain this result by direct 
application of Theorem 3.7, from which we have that the limit lim, + oo Q(n, s) 
exists uniformly in s. n 
THEOREM~.~. Consider a nonhomogeneous semi-Markov system for which 
we assume: 
(a) The sequence [P(s)},oO=, converges to an irreducible, regular stochastic 
matrix P. 
(b) The sequence {H(m)}:= c converges to zero at a geometric rate. 
Then the sequence {Q(n, s)},“= O converges for every n E N. 
Proofi From Theorem 3.8 we have that the sequence {Q(n, s)},“=~ con- 
verges uniformly in s. The sequence is convergent; thus it is bounded as n -+ 00 
for every s E N. We can easily see that an upper bound of the sequence is the 
matrix U which has every element equal to 1. Let also lim, _+ co Q(n, s) = Q* for 
every s. Then we can find an no E N such that 
))Q(n, s) - Q’ 1) < E for every n 2 no, uniformly in s. (3.33) 
We distinguish the following two cases: 
(i) n < no. From assumption (a) we have that there is se E N such that 
W(s) - Pll -= E for every s 2 se. 
We know that C(s, n) = P(s) OH(n) and ‘W(n, s) = IO {[P(s) 0 
c&l.. L H(m)] U}. Obviously lim, + o. C(s, n) = P 0 H(n) and lim, _, o. 
‘W(n, s) = IO {(PO c,“=.+, H(m)) U}. Since Sj(k, s, mk) is for n < no, 
we have a finite number of multiple sums with finite numbers of terms. So with 
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careful reasoning we can prove that 
lim Si(k, s, mk) = Sj(k, 0, mk) 
s-+co 
where 
j-k j-k+1 j-l 
Sj(k, l , m/f) = C * C * ’ ’ ’ * C 
mk=2 m&l=1 +mk ml=l+m2 
k-l 
4-I PoH(mk-r-1 - mk-r). 
Thus from all the above and Equation (2.2) we obtain that for every n < no 
s$mmQ(n, s) = ‘W(n, 0) + C(o, n) + 2 C(o, j - l)[‘W(n - j + 1, l )
j=2 
n j-2 
+ CC@, n - j + 1)) + C C Sj(k, 0, mk) 
j=3k=l 
{‘W<n - j + 1, 0) + C(0, n - j + l)}, 
where C(e, n) = POH(n) and ‘W(n, l ) = IO{(PO C,“=“+, H(m))U}. 
(ii) n 2 no. In order to prove the existence of lim, + o. Q(n, s), it is sufficient 
to show that for every E > 0 there is st E N such that 
IIQh s> - Q*ll < 8 for every n > no, for every s > s 1. 
It is easily seen that (3.33) holds for every s and covers the above. 
We will now need the following well-known theorem. 
THEOREM 3.10 (Iterated limit theorem, Battle, 1967). Suppose that the 
single limits ym = lim, + co xmn, zn = limm,,xm,,m,n E N, existandthe 
convergence of one of these collections is uniform. Then both iterated limits and 
the double limit exist, and all three are equal. 
From Theorems 3.8, 3.9 we have that the sequence {Q(n, s)}:‘~ converges 
uniformly in s as n + 00 and the sequence (Q(n , s) },“= oconverges for every n as 
s + 00 under certain conditions. Thus with the use of Theorem 3.10 we conclude 
the existence of the double limit lim, +. oo, s + o. Q(n, s) under these conditions, 
and thus we have proved the following theorem. 
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THEOREM 3.11 . 
which we assume: 
Consider a nonhomogeneous semi-Markov system for 
(a) The sequence (P(s)),“=~ converges to an irreducible, regular stochastic 
matrix P. 
(b) The sequence {H(m))g=u converges to Zero at a geometric rate. 
Then the double sequence {Q(n, s)}:, =O converges as n -+ CO and s + 03. 
We are now in a position to prove the following basic theorem. 
THEOREM 3.12 . Let a nonhomogeneous semi-Markov chain be defined by 
the sequences V’(S))~~~, IH(m)}~=o, {Q(n, s))&=~, where: 
(a) The sequence {P(s)},“=, converges to an irreducible, regular stochastic 
matrix P. 
(b) The sequence {H(m))~= c converges to zero at a geometric rate as m + CO. 
Then 
Jimm Qh ~1 = 
p*w 
S’cc l(P* 0 W)l’ ’ 
where P* = lim r_+.ooP’, W = lim,, 1 ’ Wg (z) , ’ We (z) is the geometric trans- 
form of ‘W(n, l ), and 1 = [ 1, 1, . . . , 11. 
Proof From Theorem 3.9 we have that the limit lim,, o. Q(n, s) ex- 
ists for every n E N. So let Q(n) = lim,, o. Q(n, s). We also know that 
lim s_,oo’W(n,s) = ‘W(n, l ). From assumption (b) we can find anumber h 
such that 
2 IIH(m)II < h. (3.34) 
??%=I 
From the above and assumption (a) we have that there is SO E N such that 
for every a > 0, 
for every E > 0, 
& 
II Qh s> - Q(n>II < - 
2h 
fors 2 so, (3.35) 
11 P(s) - PJI < & for s >_ SO. (3.36) 
Then from (3.34), (3.35), (3.36) we get that 
II 2 Us, m)Q(n - m, s’ + m) - 2 C(o, m)Q(n - m) m=l m=l /I 
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n 
-=z - c llC(s, m)II . IIQh - m, s + m) - Q(n - m>l\ 
m= 1 
+ 2 IlCk m) - C(e, m>ll . IIQb - m)II 
m=l 
n 
< - c IIC(s, m> II . 
m=l 
5 + 2 IIW, m) - Ct., m)ll a 1 
m=l 
n 
< - c 
m=l 
IIH(m)ll . & + 2 IIW - WI . IIH(m)II 
m=l 
IIWm>II i E. 
So if we take s + co in Equation (2.1) we obtain 
Q(n) = ‘W(n, l ) + 2 C(o, m)Q(n - m). (3.37) 
m=l 
If we take geometric transforms in (3.37) for the parameter n and use Fubini’s 
theorem, we have 
2 z"Q(n) = 2 zn’W(n, l> + 2 zn 2 C(o, m)Q(n - m) 
n=O n=O n=O m=l 
W(n, 0) + fJ ZmC(o, m) zn-mQ(n _ m), 
n=O m=O n-m=0 
that is, 
Qg(z> = ‘Wg(z) + Cg(z)Qg(z>, (3.38) 
where the geometric transform of a matrix F(n) is defined to be Fg (z) = 
Crco z’F(n) with I I z -c 1. It is easily seen that )I Cg (z) II < 1. Then I - Cg (z) is 
always invertible, and [I - U(z)]-l = C,“=o[Cg(z)]n (Horn and Johnson, 1990, 
pp. 298,301). Thus, from (3.38) we have 
Qg(z) = [I - Cg(z)l-’ ‘We(z). (3.39) 
In the following we will prove that 
lim 2 C( l , m)Q(n - m) = PQ*. 
n+bom=l 
(3.40) 
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From assumption (b) we have that there is mo E N, where C,“= t +_, 
IIC(o, m)II < s/4. Then 
II C(o, m)Q(n - m) - PQ* m=l 1 
52 II C(., m)Q(n - m) - PQ* m=l II 
+ 2 IlC(., m)ll IIQ(n - m>II 
m=1+mo 
< - c m” IlC(*, m>II IIQ(n - m> - Q*II 
m=l 
E Cc., m>Q* - 2 C(., m)Q* + $ 
m=l m=l /I 
mo 
< - c 1lCt.v m)ll + IIQb - m> - Q*II + 
m=l II 
2 
m=l+mo 
mo 
< - c 
m=l 
IlC(., m)II . IIQh - m> - Q* II + ;s 
Now from Theorem 3.8 and (3.33) we can find no E N such that 
E 
“Q(n-m)-Q*II < 2Cz=, llC(o,m)Ij 
for every n > no, m 5 mo. 
The above leads us to Equation (3.40). Then from (3.37), (3.40) we obtain 
Q* = PQ* (3.41) 
We will now prove that Q* is a stable stochastic matrix. 
Let qi = [qli, q2i, . . . , qki]‘, the ith column of the matrix Q*. Then from 
(3.41) we have Pqi = qi for every i. Let A = P - I. Then Aqi = 0. 
The above relation gives a homogeneous linear system, which has a nonzero 
solution, since det A = 0. We can easily observe that for qli = q2i = . . . = qki = 
Aoi for every i, the equation Aqi = 0 is true. Obviously this is the necessary 
condition for a matrix to be stable. 
From (3.39) and the properties of the geometric functions we obtain that if 
the limit lim, .+ oo Q(n) = Q exists, then it can be determined by the relation 
(Howard, 1971) 
Q’ = ,‘lr*“(l - z)Qs(z) = ,‘l,(l - z)[I - Cg(z)]-’ !?I ‘Wg(z). (3.42) 
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We have 
‘wg(z) = 2 Z”‘W(?n, 0) = 5 z,m I - 2 W(n, 0) 
m=O m=O I ?I=1 I 
= I--wgw 
1-z * 
(3.43) 
From (3.43) we have 
>Wg(l) =z lim ‘Wg(z) = ,‘I, I ,WRL(z). 
z-+1 
Since Wg(1) = I the limit is indeterminate. We therefore use l‘ltlospital’s rule to 
get 
‘Wg(1) = ,‘ir ‘wg(z) = $W%) =F nW(n) = W, (3.44) 
z=l n=O 
where W is a diagonal matrix whose ith element is the mean waiting time in state 
i when s -+ 03. Let now 
T(z) = (1 - z)iI - cgtZ)l-‘; 
then 
T(z) - T(z)Cg(z) = (1 - z)I. 
Taking limits in that equation, we get 
T(l) = T(1)P. (3.45) 
Thus from (3.42), (3.44), we have 
Q’ = T(l)W. (3.46) 
Since Q’ is stable and W is diagonal, we conclude that T(1) is also stable. Also 
P* is a stable stochastic matrix; let n = [rrt, IQ, . . . , nk] be its row. It is known 
that 7r = 7rP. Let also 7 = [tt, 52, . . . , tk] be the row of T( 1). From the relations 
7r = 7rP and (3.45) it is obvious that the row of the matrix T( 1) is proportional to 
the limiting state probability vector z i.e. ri = kri for every i. 
From the above relation and (3.46) we have that 
qf = AYtiWi. (3.47) 
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Now C;= 1 qT = 1; thus 
A= 
From (3.47) and (3.48) we can finally determine the limit Q* as 
191 
(3.48) 
lim Q(n, s) = 
p*w 
n+aJ 
s-+co l(P* 0 W)l’ ’ 
where, it is seen, the (i, j)th element of Q* (i.e. the probability q,?) equals the 
limiting state probability for state j of the embedded nonhomogeneous Markov 
chain, 7tj, multiplied by the mean waiting time in state j and normalized so that 
the limiting interval transition probabilities sum to one over all states. n 
REMARK 3.2. It is interesting to note that the above limit is analogous to the 
one in the homogeneous case if we replace, in the latter case (Howard, 197 l), the 
transition matrix P by the limiting transition matrix lim, + o. P(l). That shows 
that under certain conditions stated by Theorem 3.12, the interval transition prob- 
abilities Q(n, s) as II -+ 00 and s + oo in the nonhomogeneous semi-Markov 
chain converge to the limit to which the limiting homogeneous emi-Markov chain 
would converge if it were in operation for a long time. This is a property also ob- 
served in the simpler case of nonhomogeneous Markov chains, where the limiting 
behavior coincides with that of the limiting homogeneous Markov chain as time 
goes to infinity. 
THEOREM 3.13 . Let a nonhomogeneous semi-Markov system be 
defined by the sequences {P(s)}:=,, {H(m)IEzoj Iw(O~,“=o~ 
IQ@, ~>~nq)~=~~ iT(t)l,OO=op where: 
(a) The sequence {T(t)}rSo is increasing (AT(t) > 0) and convergent, and 
lim t-+m T(t) = T. 
(b) The sequence {P(s)):,, converges to the irreducible, regular stochastic 
matrix P. 
(c) The sequence {H(m)):= o converges to zero at a geometric rate as m -+ 00. 
Then 
TrW 
lim N(t) = 
t-03 l(P* 0 W)l” 
(3.49) 
and the i th element of this vector is the limiting interval transition probability for 
state i multiplied by the limiting expected number of members of the system. 
Proof If we take the limit of the first term of the second part of Equation 
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(2.4), we have 
lim N(O)Q(t, 0) = N(0) 
p*w T(O)7rW 
t+OO l(P* 0 W)l’ = l(P* 0 W)l” 
(3.50) 
From Theorems 3.8,3.12 we have that there is to E N such that for every E > 0 
II Q(t, s) - p*w l(P* 0 W)l’ II c.9 forevery f pro, for every s E N. (3.51) 
Let U(t) = CL= 1 AT(m)ro(m)Q(t - m, m). Then we have 
/I U(t) - [TO) - T(O)1 l(p*Toww)l, II 
= II 2 AT(m)ro(m)Q(t - w m) - 2 AT(m) l(p*r~w)l, m=l m=l /I 
52 QO - m, m> -
p*w 
m=l 
l(P* 0 W)l’ > 
+ro(m) p*w 
TW 
l(P” 0 W)l’ - l(P* 0 W)l’ II 
r-r0 
< - c AT(m) Q(t - m, m) - 
m=l II 
p*w 
l(P* 0 W)l’ /I 
I 
c AT(m) Q(t -m, m) - I/ 
p*w 
+ 
l(P* 0 W)l’ 
m=r-@+I II 
From(3.51)wehave~lQ(r-m,m)-P*W/1(P*OW)1’~~ < sforeveryt-m 2 to, 
that is, for every m I r - to, for every s. Thus we have 
U(t) - P-W - T(O)1 l(p~Toww)l, II 5 [TO - to) - TOI& 
+2[T(t) - T(t - to)]. 
Using assumption (a), we have that lim,,, U(t) = [T - T(O)]rW/l(P* 
0 W)l’. 
From the above and (2.4), (3.50) we conclude that (3.49) is true. 
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4. lLLUSTRATION 
In this section the previous results are illustrated numerically with hypothetical 
data which are representative of the kind of data we usually get from manpower 
systems. In this respect let us assume that we have an organization with four 
grades, and let the transition probability matrices described in Section 2 be as 
follows: 
F(0) = 
;+&T $-& 0 0 
0 ;- 1 
i3G ;+ ’ 15013 0 F(t) = 
0 0 Fi3 0 
0 0 -- 3 1 
10 120r3 ?I+& I 
for t = 1,2,3, . . ., 
po(t> = [a, ;, f, a], forevery t E N. 
From the above and Section 2 it follows that the sequence of the transition proba- 
bility matrices for the memberships of the system is of the form 
&+& A- l iziP ii 
+5 
9 1 -- 
P(t) 16 15013 A+& = 
ib ib ii 
&I &I 
I 1 --- 
20 12013 
fort=1,2,3 ,.... 
Also we assume that the holding time in a state follows the geometric distri- 
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bution and the form of the sequence {H(~I))~=~ is 
H(0) = 0, 
(0.8)(0.2)“‘- ’ (0.9)(0.1)m - 1 (0.7)(0.3)” - ’ (0.6)(0.4)m - ’ 
H(m)= 
(0.7)(0.3)m - ’ (0.8)(0.2)" - * (0.9)(0.1)m - ’ (0.8)(0.2)m - ’ 
(0.6)(0.4)” - ’ (0.8)(0.2)” - 1 (0.6)(0.4)m - ’ (0.9)(0.1)m - ’ 
(0.8)(0.2)m - ’ (0.6)(0.4)m - ’ (0.7)(0.3)m - ’ (0.8)(0.2)m - ’ 1 
foreverym = 1,2,3 ,.... Let also the initial population structure be N(0) = 
[50, 100, 150,3001, and the sequence {AT(t))~& for t = 1,2, 2 3 take the 
values 75,35,0. The sequence (rO(t)}~co is given by 
ro(0) = [O.lO, 0.20,0.30,0.40], 
t-o(l) = [0.15,0.25,0.25,0.35], 
t-o(t) = [0.20,0.20,0.30,0.30] for t 2 2. 
Using the above data, we simulated the system in the computer, and below we 
present some of the results that illustrate Sections 2 and 3 of the present paper. 
Theorem 3.6 is an important result and establishes the convergence of the series 
C;zT S,(k, s, mk) as n + 00. Using the above data and s = 0, after 12 steps 
(i.e. rr > 25) the series converged to the following stable matrix: 
0.1130 0.1628 0.3250 0.1126 
0.1130 0.1628 0.3250 0.1126 
’ 0.1130 0.1628 0.3250 0.1126 
.  .  .  .  I 
We did the same for various values of s = 1,2,3, . . ., and the series converged 
to the same matrix. These results are in agreement with what was proved in 
Theorem 3.6. 
Also we observed one by one the terms of the sum 1;:: S,(k, 0, mk) for 
IE = 25. All the matrices S25(k, 0, mk) fork = 1,2, . . . , 11 were equal to zero, i.e. 
C:‘= l Sz(k, 0, mk) = 0. Th e same was true for various values of s = 1,2, . . ., 
and this observation was in agreement with what was proved in Theorem 3.3. 
We also checked the convergence of the sequences: 
n j-2 
cc Sj(k, S, mk)‘W(n - j + 1, s + j - l), 
j=3k=l 
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n j-2 
cc Sj(k, S, mk)C(s + j - 1, n - j + 11, 
j=3k=l 
for s = 0. The first sequence converged in about 17 steps (n 2 17) to the following 
matrix: 
I 0.0272 1 0.0365 432 0.1856 827 0.370 11 
’ 
The second sequence converged in about 18 steps (n > 18) to the matrix 
0.1109 0.1665 0.3255 0.1109 
0.1109 0.1663 0.3257 0.1109 
’ 0.1109 0.1663 0.3257 0.1109 
0.1108 0.1662 0.3258 0.1109 
There were no differences in the limits for s = 1,2,3. These results are in 
agreement with Theorem 3.7. 
The sequence {Q(n, s)},“= o for s = 0 converged after 20 steps to the following 
matrix: 
r 
0.1381 0.2028 0.5112 0.1479 
1 
0.1380 0.2028 0.5114 0.1479 
QCQ= ’ 0.1380 0.2026 0.5114 0.1479 
LO.1380 0.2025 0.5115 0.14791 
The sequences IQh 1)1,“=,, {Qh 2)l~i_,, (Qh 3)1rCo, IQ@, 4)1,“=a after 
20 steps all converged to the same matrix, which is equal to the above. These 
results are in agreement with Theorem 3.8, where we proved that the sequence 
{Q(n. s)}rCo converges to a stable stochastic matrix, uniformly in s. 
The sequences IQ(1, s)JSDO,~, (Q(Z s>~,OO=~, . . . , fQ(19, s>I,“=~ converged to 
different limits, after 6 steps (s >_ 6). Some of these limits are given below: 
Q(3,ml = 
0.3131 0.3301 0.2543 0.1055 
0.1031 0.3380 0.4409 0.1180 
0.1142 0.1459 0.6128 0.1271 
0.0876 0.1118 0.4535 0.3471 
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Q(l4, ooo) = 
i 0.1379 8064 0.2014 302346 0.5113 925088 0.1478 7852I ’ 
0.1381 0.2029 0.5111 0.1479 
0.1380 0.2028 0.5114 0.1479 
Q(l9,00] = 
’ 0.1380 0.2026 0.5115 0.1479 
0.1380 0.2025 0.5115 0.1480 1 
The sequences (Q(n, s)]~?u, for n 2 20, converge to the same matrix Qoo, as was 
expected. These results are in agreement with Theorem 3.9. 
Theorem 3.12 establishes the fact that, 
lim Q(n, s) = 
p*w 
n-FCC l(P’ 0 W)l’ 
= Q*, 
s-+03 
which was found to be 
0.137985 0.202644 0.511452 0.147918 
0.137985 0.202644 0.511452 0.147918 
Q* = 
’ 0.137985 0.202644 0.511452 0.147918 
0.137985 0.202644 0.511452 0.147918 
Obviously Q* = Qo3, where Qcc, was the simulated result, and it can be easily 
seen that their difference is insignificant and only due to the rounding errors in the 
calculation of Qoo. 
Finally we calculated N(oo) according to the (3.49) of Theorem 3.13: 
N(oo) = [97.969568,143.877542,363.131074, 105.021814]. 
The simulation in the computer gave for N(W) the vector 
N(oo) = [97.975149, 143.878174,363.103861, 105.042816]. 
The authors wish to thank DI: G. Tsaklidis for his valuable comments on a 
version of the present paper. 
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