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A論 文 内 容 要 旨         E 
 ○Recording of information in magnetic state of ferromagnetic materials has been used for decades. With time 
magnetic memory scaled from millimeter-sized coils of core memory to nanometer-sized bits of modern HDDs 
(hard disk drives). Despite the speed and efficiency of other technologies like DRAM (dynamic random access 
memory) and SRAM (static random access memory), HDDs can still be found in almost any computer. The 
reasons for such persistence of the technology are nonvolatility and robustness of information storage, provided 
by the fundamental property of magnetic hysteresis. The drawbacks of conventional magnetic storage are slow 
read/write operations, successive (not random) access to bits and mechanical complexity (a source of increased 
weight, power consumption and possible failures). They mostly originate from the use of magnetic field to 
read/write information and use of a single read head for that. Recent discoveries in the new field of spintronics 
may allow getting the best from magnetic storage—nonvolatility and endurance—and control by electric 
currents—high speed and efficiency. Unlike conventional electronics, spintronics operates not only with charges of 
electrons but also with their spins. Spin is an angular momentum and its combination with charge in a single 
particle (electron) opens a way to convert charge currents into spin current and vice versa. Spin-dependent 
 
? 409 ?
scattering in ferromagnets opened a way to detect magnetization state via giant magnetoresistance. Together with 
the transfer of angular momentum from spin-polarized currents to magnetization of ferromagnetic layers, it allowed 
controlling magnetization state via a phenomenon known as spin transfer torque. Recently an alternative method 
to generate spin currents has emerged, which is called spin-orbit torque (SOT). It originates from interaction 
between the spin of an electron and its own orbital angular momentum in systems with strong spin-orbit coupling 
such as heavy metals. Such approach is beneficial for applications requiring faster switching and enhanced 
reliability. A main issue of such switching in the case of systems with perpendicular easy magnetic axis is that the 
generated SOT itself does not define a preferable magnetization orientation despite being able to switch it. This 
symmetry, therefore, must be broken for bipolar switching. Since applying external magnetic field or breaking 
lateral symmetry of each device poses a serious technological challenge, a promising way to do it is the newly 
proposed use of antiferromagnetic layer as a source of SOT. Such layer can induce effective symmetry-breaking 
in-plane field through the phenomenon of exchange bias at the interface with ferromagnetic layer. Several 
antiferromagnets (AFMs) have been found to generate spin currents efficiently, which enabled their twofold 
functionality during SOT switching. Interestingly, the first experiment confirming this approach also showed 
memristive behavior (non-binary switching with several intermediate states stored in a nonvolatile manner). 
Clarification of the origin of memristive switching, as well as feasibility of field-free binary SOT switching thus 
became of great importance for further development of the technology. Another question of interest is whether the 
AFM-based devices can be scaled down from the used 5 µm wide devices and switching pulses – down from the 
previously used 100 ms pulses. These problems motivated the research presented in this thesis. 
The described above study of the physical properties of the AFM-based system shows that it is governed by a 
unique combination of properties, different from most other SOT-controlled devices. This result motivates the 
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second part of this thesis, in which functionality of the same devices is extended beyond just passive memory 
applications and is used to perform biologically plausible computations. Artificial neural networks form an actively 
developing field of such computational area, known as neurocomputing and inspired by biological neural systems. 
They greatly improve efficiency of a variety of cognitive tasks and enable new types of them. Spiking type of 
neural networks (SNNs) is the most biologically realistic type and which makes it also the most promising for 
human-like operation and learning. A major obstacle towards widespread applications of SNNs is enormous 
power consumption, required for simulation of their algorithmic principles on conventional hardware. In view of this 
problem and great technological importance of SNNs, development of dedicated hardware seems promising. To 
be efficient, such hardware must incorporate mathematical laws, governing SNNs, at the lowest possible level, the 
level of physical laws. At the same time, unlike von Neumann systems, in which memory and logic are separated, 
SNNs have distributed computation and storage. They require a large number of interconnections between unit 
elements—neurons and synapses—fabricated as a single chip. It dictates high compatibility of operating principles 
of neurons and synapses as well as their fabrication consistency. Together with the abovementioned low-level 
realization of computations, this requirement poses a major challenge as properties and functionality of synapses 
and neurons are very different. The second part of this thesis addresses this issue by using peculiar physical 
properties of AFM-based SOT-controlled devices and shows a way towards high-density artificial neural networks. 
Chapter 1 provides a basic introduction in the areas, related to this work; identifies open questions and motivation 
of the studies, presented in the thesis. 
Chapter 2 gives an introduction to the field of spintronics and its applications for memories. I start it with a brief 
overview of principles of magnetic storage and comparison to other modern memory technologies. Challenges of 
magnetic storage are discussed as well as possibilities to overcome them, offered by spintronics. Introduction into 
? 411 ?
spintronics starts with an explanation of the nature of magnetic momentum, magnetic interactions, phenomena of 
magnetic and antiferromagnetic ordering, exchange bias. The explanation proceeds to spin-dependent scattering 
of electrons in ferromagnets and the related phenomenon of giant and tunnel magnetoresistance. Next, I discuss 
generation and use of spin currents for magnetization reversal in ferromagnets. As a newly emerged alternative to 
spin-transfer torque, spin-orbit torque is presented. Its origin (including spin Hall effect and Rashba effect) and 
spin-orbit interaction are discussed. Comparison of spin-transfer and spin-orbit torque switching and 
Landau-Lifshitz-Gilbert equation–based simulations are provided for analysis of strengths and weaknesses of 
each approach. Dynamics of SOT switching is analyzed in details and the SOT symmetry problem is explained. 
Possible solutions are discussed and the main topic of this work, AFM-based SOT-controlled systems, is 
introduced and accompanied by of nature of spin-orbit interaction origin in AFMs. Next, I discuss multi-state 
memory devices (called “memristors” here for short) along with their potential applications. The chapter ends with 
the open questions, namely: 1) what is the origin of memristive behavior during SOT switching in AFM-based 
systems? 2) can binary field-free switching be achieved in the same material stack for conventional applications? 
3) how does switching behavior scale with device size? 4) how does it scale with pulse width? and 5) what are the 
other ways to control the device state? 
Chapter 3 gives an introduction to the field of neuromorphic (or bio-inspired) computing. I start with the basic 
overview of the field and explanation of the necessity of the new computing paradigm. Then a brief explanation of 
neural networks and their applications and types is provided. Next, I switch to the main interest of the second part 
of my work, spiking neural networks. I explain their capabilities, properties and functional principles in comparison 
to their biological counterparts. The focus of this part is on the unit elements of SNNs—neurons and 
synapses—and their properties. Through comparison with conventional von Neumann computers, efficiency and 
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hardware requirements of SNNs are explained. Here a fundamental but previously overlooked barrier in SNNs 
hardware is highlighted and elaborated. Next, I discuss hardware implementations of artificial synapses and 
neurons, available to this date. Their operating principles and material systems are briefly explained in order to 
further illustrate the mentioned major issue of incompatibility. Requirements for the prospective solution are 
analyzed at the end of this chapter. 
Chapter 4 is the first of the two chapters with experimental results and is devoted to spintronics and physical 
properties of the AFM-based SOT-controlled system of PtMn/[Co/Ni], which is at the core of the thesis. It starts 
with an explanation of how the devices were fabricated and explanation of measurement techniques, used in this 
thesis. Then it explains how size-dependent properties of switching by dc current were investigated and how the 
obtained results were interpreted. Since these results indicate that independent and consecutive binary switching 
of multiple domains arouses memristive behavior, the next part is aimed to clarify the reason why domains switch 
nonsimultaneously. I explain the developed for this study technique of probing in-plane and out-of-plane 
components of exchange bias and their distributions. The results indicate stochastic variation of both components 
among domains of the device and their normal distributions. As a next step, the obtained picture of memristive 
SOT switching is presented and the minimal switching portion (called “domain” here) is estimated to be ~200 nm. I 
discuss the possible origin of this domain size, which can be explained by neither simple energetic considerations 
nor grains size of the thin films (which is observed to be ~15 nm by transmission electron microscopy).  
The second half of chapter 4 is dedicated to switching in PtMn/[Co/Ni] by short pulses. I explain modifications in 
the measurement setup, done for the study. Results of memristive switching by pulses from 1 s to 1 ns are 
presented and analyzed. Switching by pulses of different widths, amplitudes and number of repetitions is 
summarized in several phase diagrams, which highlight the dependence of switching current on pulse width. To 
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clarify this dependence, I explain and show the results of trains of pulses measurement technique. As a further 
exploration of the topic, analysis of temperature dynamics, exited by current pulses in the system, is performed. 
The method, results and their significance along with theoretical considerations and fitting, are provided. Chapter 4 
ends with a summary of switching properties of PtMn/[Co/Ni] structures of different sizes and by different pulses 
and implications from this results for magnetic random access memories. 
Chapter 5 is the second experimental chapter. It is devoted to applications of the SOT-controlled PtMn/[Co/Ni] 
structures in the new and rapidly developing field of spiking neural networks. It starts from proposing the concept 
of the “local time” which underlies functionality of synapses and neurons and therefore can serve as a basis for 
realization of both elements upon the same principle. Then I explain how and why temperature dynamics, studied 
in chapter 4, can play a role of a local measure of time (i.e. be a local clock). Next, size-dependent switching 
properties are discussed in light of applications in artificial synapses and neurons. The two aspects are then 
brought together and a concept of artificial synapses and neurons, driven by SOT and temperature dynamics, is 
explained. This is followed by experiment that proves viability of such approach and existence of temporal 
correlation between short pulses. After the concept is established, synaptic functionality is presented.  Analysis of 
the obtained results includes considerations of efficiency and operation frequency, comparison to the biological 
counterpart and adjustability.  
In the second half of chapter 5 I explain how the same principle of local time extends to the functionality of a 
neuron. The assumption is substantiated by numerical calculations and basic experimental results. After the 
approach is proved to work, neuronal characteristics are measured in a device with binary field-free switching. 
They are explained and compared to the biological ones. In the end of chapter 5 I summarize and outline the 
obtained results and discuss perspectives of the further developments of the approach. 
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Chapter 6 summarizes the results of this thesis. In this chapter I bring together the results, shown in chapters 4 
and 5 and explain how the physical properties of the considered devices allow obtaining the computing 
capabilities of spiking neural network in a consistent and lean way. 
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