Neurophysiological studies in MSTd report the existence of motion pattern selective cells whose visual motion properties span a continuum of values, suggesting a role in estimates of self-motion from optic flow. Biologically motivated models of heading estimation support this view, having identified similar visual motion properties within their ''neural'' structures. While such models have addressed the computational sufficiency of their respective feed-forward designs they have not explicitly examined the underlying computational structures, particularly as they relate to the interaction between planar and spiral motion responses within MSTd. Here we use an expanded stimulus training set that includes planar motions to extend the range of neurophysiological properties identified within an existing network structure [Network: Comput. Neural Syst. 9 (1998) 467]. In doing so, we quantify the emergent planar motion properties within the network hidden layer and examine how they interact, functionally and computationally, with cardinal/spiral motion pattern responses. Throughout the hidden layer we demonstrate that the input activation associated with a unitÕs preferred planar motion is consistent with an overlapping gradient hypothesis [J. Neurophysiol. 65(6) (1991) 1346]. Together with the change to a peripheral excitation profile in the presence of a unitÕs preferred spiral motion these results suggest a more complex computational architecture in which the cellÕs ÔclassicalÕ receptive field properties are dependent on the type of stimulus used to map them. Based on the computational model we propose an experimental paradigm to investigate the existence of equivalent computational structures in MSTd.
Introduction
Since Gibson (1950 Gibson ( , 1958 , it has been recognized that the motion of the visual scene across the retina, termed optic flow, contains a wealth of information describing our dynamic relationship within the environment. Perceptual information regarding heading, time to contact, object motion, depth, and scene segmentation can all be recovered to various degrees by analyzing the motion pattern components (spiral, planar, etc.) comprising optic flow (for review see Andersen, 1997; Lappe, Bremmer, & van den Berg, 1999) .
Neurophysiological studies of non-human primates indicate the existence of cells that respond preferentially to complex motion patterns. Cells in the dorsal division of the medial superior temporal area (MSTd), ventral intraparietal area (VIP), anterior region of the superior temporal polysensory area (STPa) and area 7a, have all been shown to exhibit preferred responses to the motion pattern components of optic flow characterized by coherent radial, circular, and planar motion patterns (Anderson & Siegel, 1999; Duffy & Wurtz, 1991a ,b, 1995 , 1997b Graziano, Anderson, & Snowden, 1994; Hietanen & Perrett, 1996; Phinney & Siegel, 2000; Schaafsma & Duysens, 1996; Siegel & Read, 1997; Tanaka, Fukada, & Saito, 1989) . Of these, the visual motion properties in MSTd have been the most extensively studied and, together with the presence of strong projections from direction selective cells in middle temporal (MT) cortex, has been widely used to examine the emergence of complex motion pattern properties and the role of MSTd in visually guided navigation (Beardsley & Vaina, 1998; Grossberg, Mignolla, & Pack, 1999; Hatsopoulos & Warren, 1991; Lappe, Bremmer, Pekel, Thiele, & Hoffmann, 1996; Lappe & Rauschecker, 1993a; Perrone & Stone, 1994 Pitts, Sundareswaran, & Vaina, 1997; Wang, 1995; Zemel & Sejnowski, 1998) .
In MSTd, cells respond preferentially to radial, circular, and planar motions across wide regions of the visual field ($60°) (Duffy & Wurtz, 1991a ,b, 1995 , 1997b Geesaman & Andersen, 1996; Graziano et al., 1994; Lagae, Maes, Raiguel, Xiao, & Orban, 1994; Orban et al., 1992; Saito et al., 1986; . For those cells responsive to radial and/or circular motions, the distribution of preferred motions spans a continuum in the stimulus space formed by radial, circular, and spiral motions that is biased in favor of expanding motions (Geesaman & Andersen, 1996; Graziano et al., 1994) . Moreover, many of these ''spiral-tuned'' cells also respond to planar motions, suggesting a more extensive set of preferred motion classes that includes the four planar directions of motion (up/down, left/right) (Duffy & Wurtz, 1991a ,b, 1997b . Within this multi-dimensional spiral-planar space, cells respond across a wide range of stimulus speeds and exhibit speed tuning profiles best characterized by their filtering properties (i.e. low-pass, linear, high-pass) (Duffy & Wurtz, 1997a; Orban, Lagae, Raiguel, Xiao, & Maes, 1995) . The preferred motion pattern responses of these neurons are scale and position invariant to small and moderate variations in the stimulus size, center-of-motion (COM) location, and the visual cues conveying the motion (Geesaman & Andersen, 1996; Graziano et al., 1994; . For larger variations and with tests using non-optimal stimuli, cell responses degrade continuously (Duffy & Wurtz, 1995; Graziano et al., 1994) . This sensitivity to the global speed and motion pattern information contained within optic flow has led to speculation that cells in MSTd could be used to encode flow based heading through the visual scene.
Biologically motivated neural models of visual motion processing and heading have identified quantitatively similar motion pattern properties within feedforward networks trained and/or tested with optic flow stimuli (Beardsley & Vaina, 1998; Grossberg et al., 1999; Hatsopoulos & Warren, 1991; Lappe et al., 1996; Lappe & Rauschecker, 1993a , 1995 Perrone & Stone, 1994; Pitts et al., 1997; Wang, 1995; Zemel & Sejnowski, 1998) . In a model of gaze-stabilized heading detection, Rauschecker (1993a, 1995) identified output units whose preferred motion responses were consistent with the multi-component cells reported by Duffy and Wurtz (1991a,b) . Using a winner-take-all template model of self-motion estimation, Perrone and Stone (1994, 1998) observed similar units in their modelÕs template layer and reported gaussian tuning profiles whose distribution of preferred motions was consistent with those reported by Graziano et al. (1994) across a wide range of conditions. Within these models, the emergent network properties have typically been analyzed within the context of their MSTd-like responses to qualify the biological plausibility of the proposed neural architectures. While such models have addressed the computational sufficiency of the underlying feed-forward structures they generally have not explicitly examined the underlying computational structures, particularly as they relate to the interaction between planar and spiral motion patterns.
Here we extend an existing feed-forward neural network model (Beardsley & Vaina, 1998) to examine the emergence of planar motion tuning and its interaction with preferred spiral motion responses within a network hidden layer. In doing so, we examine not only the emergent planar motion properties within the hidden layer, but how they interact functionally and computationally with the cardinal/spiral motion pattern properties simulated previously. Specifically what weight structures give rise to planar versus spiral motion tuning? How do these structures interact in units tuned to both planar and spiral motions, and what do such interactions imply regarding the neurophysiological properties reported in MSTd?
Methods
The model consisted of a two-layer back-propagation network whose basic feed-forward organization has been described in detail previously (Beardsley & Vaina, 1998) . The network input, which consisted of 1072 MTlike responses to local visual motion, was fully connected via modifiable weights to a hidden layer that was in turn fully connected to an output layer containing MSTd-like units tuned to wide-field motion patterns (Fig. 1) . Based on the strong single stage projections from MT to MSTd observed anatomically (Boussaoud, Ungerleider, & Desimone, 1990; Lewis & Van Essen, 2000a,b; Van Essen, Felleman, DeYoe, Olavarria, & Knierim, 1990) , units in the hidden layer were tentatively classified as MSTd. In this interpretation the feedforward weights between hidden and output layers were effectively lateral connections within a minimally connected subpopulation of isolated MSTd-like units.
Network structure
Consistent with a hierarchical structure of visual motion processing, Fig. 1 , schematic representations of motion pattern stimuli were presented to an input layer of direction-tuned MT units whose receptive fields were contained within a set of coincident MSTd receptive fields 63°in diameter.
1 Each schematic representation of complex motion consisted of a vector field containing motion points uniformly spaced throughout the 63°re-ceptive field with a density of 1 motion point/deg 2 , whose magnitudes were proportional to the distance from the stimulus center. Unless otherwise specified, the COM of each vector field was centered in the visual field during network training and testing.
The network input consisted of a population code of 1072 direction-tuned MT responses to local optic flow uniformly distributed among 67 overlapping receptive fields. To minimize the effects of spatial symmetry unrelated to the stimulus, receptive fields were pseudorandomly spaced and assigned randomly perturbed diameters (10:5°AE 1°). Each receptive field corresponded to 16 MT units whose preferred motion directions were uniformly distributed in 22.5°intervals throughout the 360°motion direction space. MT responses were represented by normalized spike rates calculated as the nonlinear summed gaussian response across ðN Þ non-zero motion points within the receptive field
where o pi is the response of the ith MT unit to pattern (p), x pm is the angle of the mth motion vector in pattern (p), l i is the angular preferred motion direction of the ith MT unit, min[ ] refers to the minimum angular distance between l i and x pm , and r (¼24.7°) is a constant standard deviation applied to all MT units. Neurophysiological studies of the motion tuning properties in MT indicate a broad range of individual tuning bandwidths (32°-186°) whose mean, $70° (Albright, 1984; Snowden, Treue, & Andersen, 1992; , is consistent with the equivalent standard deviation used in the network.
2 Across the discrete sampling of preferred motion directions in the input layer, this ÔspreadÕ of direction tuning produced a population response to intermediate motion directions that was 99% of the maximum response obtained for the 16 preferred motion directions explicitly represented.
Units in the hidden layer were fully connected to the input layer using a weighted logistic sum of the form:
where o pj is the jth hidden unit response to the input pattern (p) and w ij corresponds to the weighted connection between the ith input and the jth hidden unit. For each unit, a fixed bias (h j ) was randomly selected over the normalized range [0:15; 0:25] to simulate the non-motion related background activity reported in MSTd (Duffy & Wurtz, 1991a; Lagae et al., 1994; Orban et al., 1995) . The network output layer contained 20 units whose visual motion properties were consistent with cells reported in MSTd. Output units were fully connected to the hidden layer via modifiable weights and responses were obtained via the logistic activation function shown in Eq. (2) where here w ij corresponds to the weighted connection between the ith hidden unit and the jth output unit. To promote the development of a multicomponent representation of radial, circular, and planar motion pattern preferences in the hidden layer, the preferred motion patterns of the output units were uniformly distributed across the 360°planar and spiral motion spaces shown in Fig. 2 . Using the multi-component response nomenclature proposed by Duffy and Wurtz (1991a,b) , 10 units were designated as singlecomponent planar with preferred motions randomly selected from the planar motion space and 10 units were designated as single-component motion pattern with preferred motions randomly selected from the spiral motion space. For each output unit, the standard deviation of stimulus tuning was randomly selected over the average range (61°AE 30°) reported for motion pattern tuned cells in MSTd (Graziano et al., 1994 ) and was Fig. 1 . Network structure. The network input consisted of 1072 directionally selective MT units uniformly distributed across 67 overlapping receptive fields and 16 preferred directions (sampled in 22.5°i ntervals across the 360°planar direction space). MT inputs were fully connected to a hidden layer, tentatively designated as MSTd, such that the receptive field for each hidden unit coincided with the ÔvisualÕ field of the input layer. The hidden layer was, in turn, fully connected to an output layer whose receptive fields were coincident with the hidden layer. To accommodate supervised learning in the network, the output layer contained units whose visual motion pattern properties were consistent with cells reported in MSTd. restricted to the planar or motion pattern space associated with the unitÕs preferred motion.
Network training
Each network was trained using MT responses to 72 schematic representations of optic flow (36 spiral and 36 planar motions) spaced at 10°intervals across the 360°s piral and planar motion subspaces, Fig. 2 . Supervised learning in the hidden layer was facilitated through the specification of normalized output layer target responses whose amplitude (0:1; 1) was a function of the gaussian tuned angular difference (within the appropriate planar/ spiral space) between each unitÕs preferred motion and the input stimulus. During training the sum-squared output error (SSE) of the network was minimized through a gradient descent of the error space using a modified version of the back-propagation with momentum learning rule (Rumelhart, McClelland, & Group, 1986) Dw ij ðn þ 1Þ ¼ gd pj ðnÞo pi ðnÞ þ a Dw ij ðnÞ ð 3Þ
where for the nth iteration o pi is the output of the ith unit in the preceding layer to pattern (p), d pj is the output error of the jth unit in the current layer to pattern (p), and g and a correspond to the learning rate and momentum respectively. To increase the speed of learning and execution, weight adjustments were made by adaptively incrementing the learning rate as a function of the SSE g ¼ 1:001g; SSEðn þ 1Þ 6 SSEðnÞ 0:07g; SSEðn þ 1Þ > SSEðnÞ ð4Þ
and by performing batch matrix calculations to obtain a gradient descent for each training epoch. During training, the learning rate was set to an initial value of 0.2 and the momentum was held constant at 0.9. Network training was completed when the average output error across the training set reached a minimum bound of 2%.
For each simulated population of output units, the network structure was constrained to optimally encode the stimulus training set by reducing the size of the hidden layer until the minimum error bound could not be consistently achieved within 30,000 epochs. For the 72 training patterns and 20 output units used here, the network structure was optimized using as few as 23 hidden units. In subsequent simulations, the size of the hidden layer was systematically varied, (23-45 units) , to quantify the degree to which the observed visual motion properties were dependent on the optimization of the hidden layer representation.
In the network outlined above, the large number of feed-forward weights (>23,000) coupled with the relative sparseness of the sampled input space resulted in a grossly underdetermined computational structure capable of over-fitting the training set. Under these conditions, the network was capable of developing highly non-gaussian tuning profiles in the output layer that satisfied the training patterns but were inconsistent with the visual motion properties reported in MSTd. To ensure that the output layer correctly generalized to the targeted tuning curves, an extended test set of 720 motion patterns was generated in 1°increments spanning the spiral and planar motion subspaces (360 planar motions and 360 motion patterns). Prior to analyzing the hidden layer, the network responses to the extended test set were correlated with the target tuning curves to ensure correct generalization in the output layer (r P 0:95).
Results

Multi-component motion pattern properties in the hidden layer
Following training, the motion properties of the hidden layer (i.e. spiral-planar motion tuning) were quantified across multiple scales to facilitate a comparison with the visual motion properties reported in MSTd. Hidden units were first characterized at a relatively coarse scale using the multi-component classification scheme proposed by Wurtz (1991a, 1995) . Here hidden unit responses to a set of 12 motion stimuli (Fig. 3a) were used to classify each unitÕs preferred motion as single, double, or triple component according the number of significant responses to radial (expansion or contraction), circular (clockwise (CW) or counterclockwise (CCW)), and planar (eight directions) motions. Within this framework single component units responded significantly to either a planar, radial, or circular stimulus, double component units responded significantly to at least one motion in any two of the three stimulus categories, and triple component neurons responded significantly to at least one motion in each of the three stimulus categories.
Across hidden units, visual motion responses were characterized as significant when the unitÕs output exceeded 0.4; o pj ¼ ð0; 1Þ. Those units with no significant responses across the 12 test stimuli or those that had significant responses to 10 or more of the 12 stimuli were classified as non-selective inhibitory or excitatory respectively. Fig. 4 compares the classwise distribution of multi-component preferences reported by Duffy and Wurtz (1995) with those simulated across 15 networks (N ¼ 551) containing randomly selected preferred motions (planar or spiral) in the output layer. From the figure it is clear that the distribution of multi-component classes across hidden layers is quantitatively similar to that reported in MSTd. In both cases the majority of units ($40%) exhibited triple component motion preferences that were dominated by plano-circulo-radial (PCR) units responsive to at least one motion from each MSTd. The population of hidden units reflected here (N ¼ 551) was simulated across 15 networks containing randomly selected motion tuning properties in the output layer. The distribution of multi-component classes across hidden layers was quantitatively similar to that reported in MSTd. In both cases the majority of units ($40%) were classified as triple component PCR, having responded significantly to at least one motion from each of the planar, circular, and radial stimulus classes. Small numbers of triple component units classified as non-selective excitatory (NSE) and inhibitory (NSI) were also observed in proportions consistent with the neurophysiology. As a class, the relative proportion of double component units (30%) was well matched with the neurophysiology. However, as a function of the double component subclasses (i.e. PR, PC, and circulo-radial (CR)), the hidden layer developed a more uniform distribution of doublecomponent preferences that included a significant percentage of CR units. Similarly, while the proportion of single component units (19%) was comparable with the neurophysiology, the relative proportions of planar (P), radial (R), and circular (C) motion preferred units remained mixed.
of the three stimulus classes (planar, circular, and radial). As a class, the relative proportion of double component units (30%) was consistent with MSTd, however, the hidden layer typically developed a more uniform distribution that included a significant percentage of circular-radial (CR) units. Likewise, the total proportion of single component units (19%) was consistent with MSTd, however, the relative proportions of planar (P), radial (R), and circular (C) motion preferred units were mixed.
Spiral tuning
Single cell responses across a more dense sampling of the spiral motion space suggests a continuum of preferred motion pattern properties in MSTd that includes tuning for intermediate spiral motion patterns (Duffy & Wurtz, 1997b; Geesaman & Andersen, 1996; Graziano et al., 1994) . Quantitatively similar motion pattern properties were observed in the network hidden layer. Like the PCR/CR cells reported by Duffy and Wurtz (1997b) , circulo-radial hidden units tested with spiral motions formed from the vector combination of the preferred circulo-radial components ( (Graziano et al., 1994) . . Units were rankordered (abscissa) as a function of their relative responsiveness to spiral versus circulo-radial motion patterns. The subset of hidden units spanned a continuum of relative responses that included units most responsive to spiral motion patterns (11 of 43 units ( )). At the opposite extreme (left side of graph) a subset of units (7 of 43 units) responded significantly more to the radial and/or circular motion pattern(s) than to the intermediate spiral motion. In these cases, the spiral motion responses were typically bracketed by the circular-radial response in a manner consistent with the continuum of gaussian motion pattern tuning reported in MSTd (Graziano et al., 1994) . 
Of the remaining 20% of motion responsive units, 18% were well fit by dual peaked gaussian tuning profiles in at least one of the two stimulus spaces. An example of a dual-peaked spiral tuned unit (#28) is shown in (b). Here the motion pattern response was best fit through the additive combination of primary and secondary gaussian profiles (r > 0:99) centered at 134°AE 2°and 32°AE 3°with standard deviations of 36°AE 2°and 30°AE 3°respec-tively. In the planar motion space the unit was best fit using a single gaussian profile (r > 0:97) whose mean and standard deviation were 160°AE 2°and 76°AE 5°respectively.
As a class, there are several notable differences between the properties reported in MSTd and those observed here. First, the relative differences between cardinal (radial/circular) and spiral responses are less extreme in the hidden layer. The maximum variation in the cardinal response (30%-40% of the spiral response) was significantly less than that reported in the neurophysiology (60%-100%; Duffy & Wurtz, 1997b) . Second, the subset of PCR/CR units examined contained a significantly higher proportion of units (25 of 43) whose cardinal versus spiral responses were equivalent for at least one cardinal motion.
A more detailed sampling of the spiral-planar stimulus space identified a majority of units ($80%) whose motion pattern properties were best characterized using single-peaked gaussian tuning profiles of the form:
where A Offset is a constant offset and A T , l T and r T are the amplitude, mean and standard deviation of the least squares gaussian fit respectively. 
4°in the spiral and planar subspaces respectively. Of the remaining 20% of motion selective units (i.e. those not classified as NSE or NSI), 18% were well fit by dual peaked tuning functions in at least one of the two stimulus spaces. An example of a dual-peaked spiral tuned unit is shown in Fig. 6b . Here the stimulus response was best fit through the additive combination of amplitude-defined primary and secondary gaussian tuning profiles centered at 134°AE 2°and 32°AE 3°with standard deviations of 36°AE 2°and 30°AE 3°respectively (r > 0:99). As one might expect, units exhibiting dual peaked profiles contained individually sharper gaussian functions characterized by smaller standard deviations. The remaining 2% of hidden units were best fit (r > 0:8) using a triple peaked tuning profile in at least one of the two stimulus spaces. Fig. 7 shows the distribution of preferred motions for hidden units with highly correlated (r > 0:9) tuning profiles subdivided according to the number of significant preferred stimuli (A T > 0:4) in the planar and spiral motion subspaces. Units with at most one gaussian tuning profile in each space are shown in Fig. 7a as a function of their preferred motion pattern flow angle and planar direction angle. Filled gray circles ( ) denote units tuned to both spiral and planar motions while the filled triangles (N) and diamonds (r) along the plot axes denote units tuned to either planar or spiral motions Fig. 7 . Distribution of preferred planar and spiral motions using a continuum classification. Hidden units exhibiting highly correlated (r > 0:9) tuning profiles were reclassified according to the number of significant preferred stimulus responses (A G > 0:4) in the spiral and planar stimulus space. (a) Hidden units with at most one gaussian peak in each stimulus space (N ¼ 202) were represented by their gaussian means plotted within the two-dimensional stimulus space defined by the planar direction angle (h; abscissa) and the motion pattern flow angle (/; ordinate). The filled gray circles ( ) denote units tuned to planar and spiral motions while the filled triangles (N) and diamonds (r) denote units tuned to either planar or spiral motions respectively. The hatched symbol circled near the abscissa indicates the preferred spiral-planar motion for hidden unit #18 shown in Fig. 6a . For each subclass, the distribution of preferred motions spanned a continuum in the stimulus space. (b) A subset of hidden units (N ¼ 64) whose stimulus tuning was best fit by combining two or more gaussian profiles in either the spiral or planar subspaces. The gaussian mean for each unitÕs primary tuning profile is denoted with a filled gray circle ( ). Secondary spiral and/or planar gaussian means are denoted by filled squares (j) and inverted triangles (.) that lie along the horizontal and vertical axes through the unitÕs primary mean respectively. Seven example units containing dual peaks in either the planar, spiral, or combined stimulus spaces are illustrated via horizontal (solid) and vertical (dashed) lines linked to the secondary planar and spiral preferred motions respectively. The hatched circle and square indicate the primary and the secondary preferred motions contained in the elliptical contour for hidden unit #28 shown in Fig.  6b . As with the single peak units, the distribution of preferred primary and secondary motions spanned a continuum in the spiral-planar stimulus space.
respectively. The hatched symbol circled near the abscissa indicates the preferred spiral-planar motion for hidden unit #18 shown in Fig. 6a . For each subclass, the distribution of preferred motions spanned a continuum in the stimulus space. Spiral-planar tuned units ( ) in particular were uniformly distributed across the combined stimulus space and exhibited no planar specificity as a function of their preferred spiral motion patterns.
Hidden units best fit with two or more gaussian functions in either stimulus space are shown in Fig. 7b . Here, the secondary spiral and/or planar peaks are denoted by filled squares (j) and inverted triangles (.) that lie along the horizontal and vertical axes through the unitÕs primary peak ( ). Seven example units containing dual peaks in either the planar, spiral, or combined stimulus spaces are illustrated via horizontal solid and vertical dashed lines linked to the secondary planar and spiral preferred motions respectively. The hatched circle and square contained in the elliptical contour indicate the primary and the secondary preferred motions for hidden unit #28 shown in Fig. 6b . As with the single peak units (Fig. 7a) , the distribution of preferred primary and secondary motions spanned a continuum in the spiral-planar stimulus space.
While the proportion of units exhibiting significant double-lobed tuning profiles was significantly larger than that reported in MSTd (Graziano et al., 1994) , it is important to note that the relative sparseness of the neurophysiological stimulus sampling (eight stimuli spanning the 360°motion pattern space) does not preclude the more complex tuning profiles observed here. When units were characterized using eight spiral or planar motion patterns, as opposed to 36, the incidence of double-lobed gaussian tuning decreased to levels consistent with MSTd.
Emergence of motion pattern tuning in the hidden layer: weight analysis
The large proportion of spiral-planar tuned cells reported in MSTd suggests that spiral tuning in these cells arises as a consequence of the regional coincidence between local planar motions (within a global motion pattern) and the preferred planar motion of the cell. To examine this hypothesis we visualized the topographic structure of the feed-forward inputs in two ways. First, for each hidden unit a 2-D plot of the vector sum of weights across spatially coincident inputs was used to examine the global pattern of motion directions formed by the input/hidden layer connections. Second, an input activation map was generated to examine the functional dependence of the topographic structure on the stimulus being presented. For each hidden unit and preferred motion, a 10-level input activation map was generated in which the weighted sum of MT responses across spatially coincident inputs was back-projected onto their respective spatial locations within the hidden unitÕs receptive field (see Beardsley & Vaina, 1998 for details). Fig. 8 illustrates the input activation maps and associated weight vector profiles for two sample units. Hidden unit #9, (Fig. 8a) , was initially classified as double component circulo-radial and exhibited a smooth tuning profile whose gaussian mean corresponded to an intermediate spiral motion (/ ¼ 112°). The spatial pattern of the unitÕs vector weight profile, (Fig. 8a, right) , was consistent with its preferred motion pattern suggesting a direction mosaic receptive field structure in which the most responsive inputs correspond to the local motions contained within the unitÕs preferred motion pattern (Duffy & Wurtz, 1991b; Saito et al., 1986; . During presentation of the preferred spiral motion, the input activation map contained a center-surround topography in which the central 10°o f the unitÕs receptive field was significantly lower than the periphery. Similar activation profiles, in which the central 5°-30°was significantly lower than the periphery, were observed across the subset of single peak spiral tuned units simulated here (rÕs, Fig. 7a ) and are consistent with those identified in the original network (Beardsley & Vaina, 1998) .
Hidden unit #40 (Fig. 8b) , was initially classified as double component plano-circular (PC) and exhibited smooth planar and spiral tuning profiles whose gaussian means were corresponded to right-downward planar motion (h ¼ 324°) and CW circular motion (/ ¼ 268°). Like hidden unit #9 the vector weight profile for unit #40 was consistent with its preferred circular motion pattern. In this case, however, the addition of a preferred planar motion resulted in a most preferred circular motion whose center was shifted downwards and to the left, in a direction consistent with the vector combination of the unitÕs preferred spiral and planar motions (Fig. 8b, bottom) . Similar properties were observed across spiral-planar tuned units (PCR, PC, and PR).
When these units were presented with their preferred (and centered) spiral motion, they exhibited center-surround topographies whose overall profile was consistent with units tuned exclusively to spiral motions (Fig. 8a) . However, when they were presented with their preferred planar motion the activation topography changed to opposing zones of inhibitory and excitatory activity, (lower left and upper right respectively in Fig. 8b ).
These adjacent zones of excitatory and inhibitory activity are generally consistent with the overlapping gradient hypothesis proposed by Duffy and Wurtz (1991b) to account for a cellÕs ability to respond to multiple motion patterns (i.e. planar, radial, and/or circular). In their overlapping gradient hypothesis, Duffy and Wurtz proposed that multi-component tuning resulted primarily from the processing of local motion subregions within the receptive field. In this context, Fig. 8 . Input activation and weight vector topography for two hidden units. For each hidden unit and preferred motion a 10-level input activation map was generated to examine the functional dependence of the topographic structure on the motion pattern being presented. Each input activation map consisted of a 2-D contour map of the weighted sum of MT responses across spatially coincident inputs back-projected onto their respective spatial locations within the hidden unitÕs receptive. For each hidden unit a 2-D plot of the vector sum of weights across spatially coincident inputs was also plotted to examine the global pattern of motion directions formed by the input/hidden layer weight connections. (a) Hidden unit #9 was initially classified as double component circulo-radial and exhibited a smooth motion pattern tuning profile whose gaussian mean corresponded to an intermediate spiral motion (/ ¼ 112°) consistent with the underlying weight vector profile (plot at right). When the unit was presented with its preferred spiral motion, the resulting activation profile exhibited a center-surround topography in which the central 10°was significantly lower than the periphery (plot at left). (b) Hidden unit #40 was initially classified as double component PC and exhibited smooth planar and spiral motion tuning profiles whose gaussian means were tuned to right-downward planar motion (h ¼ 324°) and CW circular motion (/ ¼ 268°). The unitÕs weight vector profile (lower plot) corresponded to a spatially shifted circular pattern whose structure was consistent with the vector combination of its preferred spiral and planar motions. When the unit was presented with its preferred spiral motion pattern the activation profile exhibited the center-surround topography noted for single peaked spiral tuned units. As was typical across the subclass of planar multi-component units (PCR, PC, and PR), presentation of the unitÕs preferred planar motion yielded an activation topography containing opposing zones of inhibitory and excitatory activity (plot at right--lower left and upper right respectively). motion pattern tuning does not arise due to a global motion integration per se, but is instead a much more limited process in which motion pattern responses arise as a result of local planar motion activation within subregions of the cellÕs receptive field.
At first glance, this seems to be the case in the hidden units simulated here. For example in unit #40, Fig. 8b , the local right-downward motion field contained within the upper right quadrant of the preferred circular motion is consistent with the spatial location of the planar excitatory zone for right-downward motion. However, under the overlapping gradient hypothesis the activation topography should remain qualitatively similar between the preferred spiral and planar motion stimuli. This is not the case. The change to a symmetrical excitation of the hidden unitÕs periphery when presented with its preferred spiral motion suggests a more complex computational architecture in which the cellÕs ÔclassicalÕ receptive field properties may be in part dependent on the type of stimulus used to map it.
Hidden unit responses to combinations of planar and spiral motion stimuli
In their 1997 paper, Duffy and Wurtz quantified the relative interaction between preferred planar and spiral motions by examining the distribution of cell responses to composite motions in which a cellÕs preferred cardinal (radial/circular) motion was vector-combined or transparently overlapped with one of eight planar motion directions (Fig. 3) . The planar and plano-radial/planocircular (PR/PC) responses of each cell were compared directly through the specification of a net planar motion vector calculated as the vector response summed across the eight test directions spanning the 2-D planar motion space.
Using an equivalent analysis, task matched stimuli and methods were used to quantify the interaction between preferred planar and spiral stimuli in the network hidden layer. Prior to testing, composite stimuli, referred to here as Ôvector-combinedÕ and Ôtransparent-overlapÕ, were formed through the combination of each unitÕs most preferred circular or radial motion with one of eight uniformly distributed planar motion directions (Fig. 3a) . Vector-combined stimuli were generated through the pointwise vector summation of the unitÕs preferred cardinal motion with each of the eight planar motion directions (Fig. 3c) . Computationally the resulting stimulus was equivalent to shifting the COM of the unitÕs preferred motion pattern (radial or circular) in the direction
where a is the angular direction of shift in the visual field (a ¼ 0°corresponds to a rightward shift), / is the motion pattern flow angle and h is the planar direction angle. In contrast, transparent-overlap stimuli contained equal amounts of planar motion and the unitÕs preferred radial or circular motion randomly interleaved across the visual field. Across both sets of composite motions the density of the vector motion field was held constant such that for transparent-overlap stimuli the number of planar and cardinal motion vectors were each half of the total number of motion vectors in the visual field. Fig. 9 illustrates the responses of two hidden units as a function of their planar, vector-combined, and trans- Fig. 9 . Vector representation of two hidden unit responses to planar, vector-combined, and transparent-overlap motion stimuli. Hidden unit responses to the planar motion components of each stimulus, scaled relative to the preferred cardinal motion response (solid circles), were represented as thin radial lines whose two-dimensional stimulus vectors lie along the direction of the planar motion component (eight planar directions; 45°intervals). Dashed circles denote the unitÕs scaled background activity. For composite stimuli, (vector-combined, and transparent-overlap), the thin radial lines represented the unitÕs scaled response to the stimulus combining the unitÕs preferred cardinal motion pattern with the indicated planar motion direction. Stimulus responses that were significantly different from the background activity (t-test, p < 0:05) were represented by filled circles ( ) at the end of each line. The mean direction of the weighted vector-summed response (i.e the resultant length) calculated across the eight planar motion directions is given by the thick radial line in each circular plot and provides a continuous measure of the unitÕs preferred planar motion within the 360°direction space. The degree of planar direction preference was quantified using a Rayleigh Z-statistic to test the likelihood that the circular profile of vector responses was drawn from a random uniform distribution. Units with weak directional tuning exhibited correspondingly low Z-values (a) Z ¼ 2:79 for planar motions. Conversely, units with strong directional tuning tended to be highly unimodal in the planar space and exhibited correspondingly large Z-values (b) Z ¼ 12:28 for spiral-planar combinations. parent-overlap responses. In each plot, dashed circles denote the unitÕs background activity scaled relative to its preferred radial or circular response (radius of the solid circle). The thin radial lines whose stimulus vectors lie along the eight planar motion directions (45°inter-vals) represent the scaled hidden unit response to each planar motion direction. For composite stimuli, the thin radial lines represent the unitÕs scaled response to the composite stimuli combining the unitÕs most preferred cardinal motion pattern with the indicated planar motion directions. Stimulus responses that were significantly different from the background activity (t-test, p < 0:05 using a randomized bias term (h R ) such that o pj ðh R Þ ¼ o pj ðh j Þ AE 0:1) were represented by filled circles () at the end of each line. The thick radial line in each plot corresponds to the vector summed response calculated across the eight planar motion directions.
For each hidden unit the degree of planar direction preference was quantified using a Rayleigh Z-statistic to test the likelihood that the observed circular profile was drawn from a random uniform distribution (DÕAgostino & Stephens, 1986; Fisher, 1993) . Within this context, the angle and magnitude of the weighted vector (thick radial line) can be used to compute the mean direction and mean resultant length (MRL) within a set of grouped circular data sampled at 45°intervals across the 360°direction space. Since, by definition, the strength of directional tuning is reflected in the degree to which the circular data is unimodal, the calculated Z-values can be used to categorize the strength of each unitÕs planar direction preference. Units with weak directional tuning had correspondingly low Z-values ( Fig. 9a ; Z ¼ 2:79) while units with strong directional tuning were highly unimodal and had correspondingly large Z-values ( Fig. 9b ; Z ¼ 12:28).
Within the multi-component cell population examined by Duffy and Wurtz (1997b) , the mean planar directions of strongly directional cells were highly correlated with the mean composite directions. Similar relationships were observed in the network hidden layer when units were classified as strongly directional only if their planar and composite Z-values were significantly non-uniform (p < 0:05). All other units were categorized as weakly directional.
The scatter plot in Fig. 10a illustrates the angular correspondence between the planar and vector-combined mean directions calculated across eight simulated networks (N ¼ 280). Here filled circles denote units classified as strongly directional (; N ¼ 115) and open circles denote units classified as weakly directional ( ; N ¼ 165). Units whose planar versus vector-combined mean directions fall along a line of slope ¼ 1 suggest a strong dependence on the preferred planar motion subfield within the stimulus. In the hidden layer, this dependence on the underlying planar motion was observed for both strongly and weakly directional units. Fig. 10 . A comparison of the mean directions for planar and vectorcombined stimuli across eight simulated networks (N ¼ 280). Hidden units were classified as either weakly or strongly directional according to the strength of their planar and vector-combined direction tuning profiles. Hidden units exhibiting highly significant planar and vectorcombined direction-tuning profiles (p < 0:05) were classified as strongly directional (d; N ¼ 115). All other units were classified as weakly directional (; N ¼ 165). The scatter plot in (a) illustrates the angular relationship between vector-combined and planar mean directions calculated using a deterministic network structure. Units whose planar versus vector-combined mean directions fall along a line of slope ¼ 1 suggest a strong dependence on the planar motion subfield dominating both visual motion stimuli. (b) The addition of a normalized stochastic ÔnoiseÕ to the trained network, via the strength of the input bias (h j ) to each unit, increased the variability in the mean direction estimates for planar and vector-combined stimuli. Simulations using a normalized noise of AE0.1 across successive stimulus presentations significantly decreased the correlation between the planar and vector-combined mean directions of weakly tuned units. Strongly directional units were less affected by the addition of a stochastic noise component and remained linearly correlated (slope ¼ 1).
In contrast, weakly direction cells reported in MSTd showed no significant correlation between their mean planar and vector-combined directions.
Computationally, this difference can be traced to the deterministic structure of the model responses. If, for example, the ÔscatterÕ of weakly directional cells in MSTd were linked to stochastic variations in the neural responses, then the lack of an equivalent stochastic source in the model would necessarily reduce scatter among weakly directional units. To examine this hypothesis, we used neurophysiological estimates of the background activity and maximum preferred stimulus responses in MSTd (12 and 100 spikes/s respectively) to include a normalized stochastic ÔnoiseÕ via the strength of the input bias (h j ) to each unit. Simulations of trained networks where the variability in hidden unit responses was set to AE0.1 across identical stimulus presentations (consistent with the scaled background activity in MSTd) significantly decreased the correlation between planar and vector-combined mean directions in weakly tuned units. Strongly directional units were less affected by the addition of a stochastic noise component and remained linearly correlated (slope ¼ 1). The resulting mean direction plot, Fig. 10b , contained a combination of wide scatter among weakly tuned units and linear correlation among strongly tuned units whose distribution is consistent with that reported in MSTd.
In a subsequent extension of this analysis, we examined the effects of non-optimal stimulus presentation by expanding the preferred motion pattern set to include the four intermediate spiral motions (eight motion patterns total). Across hidden layers, the addition of preferred spiral motions had little effect on the trends shown in Fig. 10 suggesting that the strong correlation between planar and vector-combined responses was not significantly affected by the selection of suboptimal radial or circular motion patterns during the analysis.
Equivalent analyses of the mean direction preferences for planar versus transparent-overlap motions yielded qualitatively similar results (data not shown). Like the vector-combined stimuli, the addition of stochastic noise had little effect on strongly directional units but significantly decreased correlation among weakly directional units. As Duffy and Wurtz (1997b) noted in their original experiment, the continued correlation among strongly directional units presented with transparentoverlap stimuli whose motion patterns remained centered in the visual field lends further support to the speculation that the responses of multi-component units are dominated by their preferred planar motions. In terms of the difference metric utilized in Fig. 11  ( i.e. planar minus composite response) the presence of a positive offset in the distribution mean indicates that the planar MRLs were significantly larger than their composite motion counterparts for the majority of hidden units. This in turn suggests that the presence of the preferred motion pattern significantly reduced the planar directionality in the majority of units examined.
A detailed inspection of the corresponding Rayleigh Z-values indicates that this is in fact the case. While the strength of the Z-value is not strictly correlated to the degree to which a distribution is unimodal, the small fixed sampling interval employed here (8 points) constrained the number of non-uniform modes to four or less. In practice the emergence of wide tuning profiles in the hidden layer (r P 60°) further reduced the number of modes attributable to the Z-value to two or less. As a result, the differences between planar and composite Zvalues could be used to provide an indirect measure of the degree to which planar direction specificity was reduced in the presence of each unitÕs preferred cardinal motion pattern.
Discussion
Previously we (Beardsley & Vaina, 1998) , developed a neural network model of feed-forward visual motion processing between areas MT and MSTd whose hidden layer developed motion pattern properties consistent with the cardinal/spiral cell classes reported in MSTd (Duffy & Wurtz, 1991a,b; Geesaman & Andersen, 1996; Graziano et al., 1994) . While the motion pattern properties observed in the hidden layer bridged a variety of neurophysiological results reported across disparate experimental methodologies, by the nature of its underlying hypothesis it restricted the types of preferred motions simulated. Specifically, little attention was given to the relatively large class of cells, characterized by Duffy and Wurtz (1991a ,b, 1995 , 1997b , with preferred responses to planar motions.
In the results presented here we have extended the range of neurophysiological properties identified within an existing network structure using an expanded stimulus training set that includes planar motions. Together with a limited set of assumptions (i.e. feed-forward projections from MT, neural connectivity within MSTd, and computational efficiency in the input/output transformation), we have identified a majority of hidden units whose visual motion properties are well matched to those in MSTd of non-human primates and whose emergent feed-forward weights suggest a more complex set of computational structures than previously assumed.
Spiral-planar tuning in MSTd
While much of the neurophysiological literature has settled on the notion of a motion pattern continuum within MSTd, there is a general disconnect in reconciling visual motion properties reported from past studies and across disparate research groups. Computational modeling provides a ready means of reconciling such differences and in doing so, validating the hypothesized neural structures that underlie the model. To that end, the ability of the current feed forward neural architecture to encompass a wide range of visual motion properties reported in MSTd not only helps to bridge the neurophysiological literature (Duffy & Wurtz, 1991a ,b, 1995 , 1997b Graziano et al., 1994; , but suggests that the resultant feed-forward structure may embody computational principles similar to those found in the visual motion pathway.
Together with previous simulations demonstrating the emergence of spiral motion tuning and graded position dependence (Beardsley & Vaina, 1998) , the current model accurately reproduces the proportions of planar responsive units reported in MSTd as well as their basic interactions with preferred radial and circular motions. Within a course multi-component classification scheme we have shown that the distribution of cell types found in the model and MSTd are qualitatively similar. Moreover, as suggested by Graziano et al. (1994) , the stimulus responses of most units ($90%) were accurately characterized by gaussian tuning profiles defined within a visual motion continuum that can be extended to include combinations of both spiral and planar motions. However, within this population there remained a significant percentage ($20%) that contained more complex visual motion responses requiring the superposition of two or more gaussian profiles.
Under restricted stimulus sampling conditions, such as those used in the neurophysiology, the responses of these more complex units could often be approximated by single gaussian tuning functions that did not fully characterize the unit responses. This limitation due to the use of restricted stimulus sets, together with the reported independence of MSTd responses on the temporal context of the stimulus (Paolini, Distler, Bremmer, Lappe, & Hoffman, 2000) , suggests a more complex set of stimulus tuning profiles across the spiral-planar space whose properties may be best characterized by the use of densely sampled or continuously varying stimulus sets.
While we have shown that the networks simulated here reproduce a significant number of motion pattern properties reported in MSTd there also exist clear differences resulting from limitations in the network structure, learning algorithm and/or training paradigm. The most notable of these is the lack of a bias for expanding motion patterns (Geesaman & Andersen, 1996; Graziano et al., 1994; Lappe et al., 1996; Saito et al., 1986; ). As we noted in the original model (Beardsley & Vaina, 1998) , this discrepancy is most likely due to the uniform representation of motion patterns used during training. Given the propensity for neural networks to categorize input patterns, it is likely that more perceptually relevant training sets simulating the relative ratios of distinct expanding, contracting, and planar visual motions encountered during self-motion would yield a qualitatively similar bias in the hidden layer representation.
Similar computational constraints on the model suggest caution in the interpretation of differences between multi-component subclasses (Fig. 4 ; e.g. PC, PR, and CR, etc.). From a strictly computational perspective, the use of uniformly distributed training sets would suggest a similar uniformity in the hidden unit representation within the limits imposed by statistical variations resulting from the initial network state (e.g. initial weights and number of hidden units). While that is clearly not the case across the single, double, and triple component classes in Fig. 4 , it does limit any subsequent interpretation of the differences between subclasses, particularly in the case of low sample sizes within subclasses.
The role of planar tuning in motion pattern responses
Throughout the network simulations hidden units developed whose composite planar/spiral responses appeared to be dominated by the unitÕs preferred planar motion. This trend in responses is consistent with Duffy and Wurtz (1997b) and suggests that multi-component plano-spiral units may be dominated by planar motion mechanisms similar to those proposed in their overlapping gradient hypothesis (Duffy & Wurtz, 1991b) . Within this scheme, motion pattern tuning does not arise from a global motion integration per se, but is instead a more local process in which motion pattern responses arise as a result of localized excitatory and inhibitory planar motion subregions within the cellÕs receptive field.
Supporting evidence for this hypothesis exists in the form of opposing regions of excitatory and inhibitory input contained within the weighted planar motion input to spiral-planar tuned units. However, when these units were presented with their preferred spiral motions the weighted input changed to reflect a center-surround topography in which the unitÕs feed-forward activation from the receptive field center was significantly lower than the periphery.
Under a strict overlapping gradient hypothesis the feed-forward activation should have remained qualitatively similar across preferred spiral and planar motion stimuli. In both cases opposing regions of excitatory and inhibitory activity should have occurred such that the overlapping zones complimented the local regions of preferred planar motion inherent in the preferred spiral motion. While there are certainly overlaps in the excitatory regions, such that the local motion elements within the preferred spiral motion are consistent with the preferred planar motion (Fig. 8) , the global change in the profile of weighted inputs is generally inconsistent with a strict interpretation of the overlapping gradient hypothesis. Instead, the change from overlapping zones of excitatory/inhibitory activation to symmetrical excitation of the visual periphery suggests a more complex computational architecture in which the cellÕs ÔclassicalÕ receptive field properties may be dependent on the type of stimulus used to map them.
We maintain that the available neurophysiological evidence is consistent with this hypothesis and in fact provides anecdotal support for such a computational structure. An examination of the planar minus composite MRLs, both within the hidden layer (Fig. 11) and the neurophysiological data (Duffy & Wurtz, 1997b , Fig. 10 ), indicates a significant covariation for which there is a positive zero-difference offset. Together with previous analyses showing a strong linear correlation between the planar and composite mean direction responses of strongly directional cells (simulated here, Fig.  10 ; Duffy & Wurtz, 1997b, Fig. 5) , this covariation has been interpreted as providing additional support for planar motion dominance within the strongly directional multi-component cell responses.
At first glance, the positive offset of the linear trend would appear to support this conclusion. However, within the context of the MRL metric the observed offset can be somewhat misleading. Because the square of the MRL is proportional to the Z-statistic, which is in turn a non-parametric measure of non-uniformity, the reduction in the MRL for composite motion stimuli also reflects a reduction in the likelihood that the distribution of planar motion responses is non-uniform (i.e. if R 1 < R 2 then Z 1 < Z 2 ). More specifically within the caveats of a fixed sampling distribution (as observed here for eight fixed planar directions) and wide motion pattern tuning (r P 60°), a decreasing Z-value indirectly implies a decreasing unimodal distribution.
Within this interpretation, the positive offset observed here (Fig. 11) and in MSTd indicates a reduction in the unimodal profile of planar motion directions for composite motion stimuli and hence a decreased influence of the planar direction on the unitsÕ overall response. Together with the lack of a significant effect associated with shifting the COM in composite stimuli (i.e. planarcomposite slope %0.8), this suggests that the composite response may instead be dominated primarily by the motion pattern periphery whose preferred local motion directions are not significantly altered by the moderate COM shifts within the vector-combined stimuli. The associated influence of the preferred motion pattern is consistent with the differentiation in receptive field properties observed in the model, and together with the similarities between the planar minus composite MRL profiles, provides indirect support for the existence of similar mechanisms in MSTd.
It could be argued that the positive offset, and hence the difference in the planar versus composite MRLs, reflects a ceiling effect associated with the presentation of the unitÕs preferred motion pattern in the composite stimuli. If this were the case then the addition of planar motion in the presence of the cellÕs preferred cardinal motion (i.e. expansion, contraction, CW rotation, or CCW rotation) should have had little impact on an already saturated response, resulting in a reduced resul-tant length calculated across the planar motion set. As the two units in Fig. 9 illustrate, this did not occur. Across hidden units the differences between resultant lengths for vector-combined and planar stimuli were generally mixed.
In hindsight the lack of a stimulus-induced saturation is not necessarily surprising given the presentation of cardinal motion patterns to cells whose preferred motions span a continuum in the spiral space. For units tuned to intermediate spiral motions, the presentation of suboptimal cardinal stimuli reduced the likelihood of response saturation and hence the presence of ceiling effects in the MRL. Under these conditions the positive offset, in conjunction with the correlated MRL difference (Fig. 11) , suggests that the composite motion response is dominated primarily by the motion pattern periphery and not the planar motion field as has been previously proposed.
Emergent complexity in the feed-forward weight structures
While the ability of the network to reproduce many of the visual motion properties reported in MSTd is useful in illustrating how complex responses can arise from a simple feed-forward architecture, the utility of this model rests primarily in its examination of the underlying weight structures and the relative interactions between spiral and planar motion responses. Previously we reported the emergence of center-surround activation profiles, in which the central 5°-30°was significantly lower than the periphery (Beardsley & Vaina, 1998) . Equivalent structures were observed in the subset of single component spiral tuned units simulated here. In both cases the spatial profile of the weight vectors revealed a spiral pattern (Fig. 8) whose flow angle was consistent with the unitÕs preferred motion pattern and whose magnitude increased radially relative to the receptive field center. While a cursory examination of the radial symmetries and peripheral weighting in both representations suggests a relatively simple weight structure in which the unitÕs preferred motion pattern response is dominated by the corresponding preferred local motion direction within each MT receptive field, closer examination of the spiral-planar units demonstrates that this need not be the case.
Like the spiral-tuned units, the weight vector profile for spiral-planar units reflects the underlying preferred motions, resulting in spatially shifted spiral patterns whose structures are consistent with the vector combination of the unitsÕ preferred spiral and planar motions. Together with the uniform distribution of preferred spiral-planar pairs observed previously (Fig. 7) , this implies a visual motion representation in the network hidden layer that effectively spans a continuum of motion pattern tuning and COM location. This preference for position dependent motion patterns is consistent with several biologically motivated models of heading estimation (Beintema & van den Berg, 1998; Hatsopoulos & Warren, 1991; Lappe et al., 1996; Lappe & Rauschecker, 1993b , 1995 Perrone, 1992 Perrone, , 1994 Perrone, , 1998 and suggests that multi-component planar motion responses may be the by-product of a single preferred motion pattern whose COM is shifted within the receptive field.
Unlike spiral-tuned units, however, the input activation map of spiral-planar units changes as a function of the preferred stimulus being presented (i.e. spiral or planar). This implies a much more complex set of feedforward connections in which the MT input is not simply dominated by the local motions corresponding to the preferred motion pattern but also encompasses a set of inhibitory inputs whose individual magnitudes can in combination modulate and/or reverse the sign of the local motion input. Together with the modelÕs neurophysiological consistency across vector-combined and transparent-overlapped stimuli these results suggest similar computational structures may be present in the visual motion pathway and, as we outline below, presents a set of testable structures that can be investigated using traditional neurophysiological techniques.
A direction mosaic or vector field structure?
Computationally, the weight vector profiles observed here suggest a peripherally weighted direction mosaic receptive field mechanism in which the most responsive inputs correspond to the local motions contained within the unitÕs preferred motion pattern (Duffy & Wurtz, 1991b; Saito et al., 1986; . The neurophysiology in MSTd would seem to support the existence of such mechanisms, particularly in the case of spiral-planar tuned units, however the presence of robust position invariance in some cells is not easily reconciled with a direction mosaic hypothesis (Duffy & Wurtz, 1991b) . For such cells the position invariance of their preferred motions suggests a vector field mechanism in which the motion pattern properties are simultaneously represented in all parts of the cellÕs receptive field.
While it is possible that both mechanisms may be utilized in MSTd, we suggest that the presence of a peripherally weighted direction mosaic mechanism in conjunction with stimuli containing a radial speed gradient, may account for the position invariant responses typically associated with a vector field mechanism. For cells that prefer an increasing radial speed gradient, the presence of a peripherally weighted direction mosaic mechanism in conjunction with a radial increase in stimulus speed, would yield higher responses to the local motion components coincident with the cellÕs preferred motion. Under these conditions the cellÕs preferred, versus anti-preferred, stimuli would remain essentially unchanged, consistent with a position invariant response.
Conversely, to account for the range of position invariant cell types within a single computational mechanism, the neurophysiology would suggest that position invariant cells preferentially responsive to a decreasing radial speed gradient (Duffy & Wurtz, 1997a) should have a centrally weighted receptive field structure. In the networks presented here, the lack training stimuli with inverted speed gradients likely precluded the emergence of similar units, however, the existence of centrally weighted structures would seem plausible within a more generalized set of radially asymmetric direction mosaic mechanisms.
Quantifying the receptive field structure in MSTd
Here we suggest an experimental paradigm utilizing existing neurophysiological techniques that could be applied in MSTd to quantify the stimulus dependent receptive field structures proposed both here and previously by others (Beardsley & Vaina, 1998; Zemel & Sejnowski, 1998; Zhang, Sereno, & Sereno, 1993) . Fig.  12 illustrates the basic stimuli for two complimentary summation paradigms and the corresponding response profiles that might be expected for a cell with an inhibitory/excitatory center-surround receptive field structure. In both cases discrete constant-area increments (da) in the stimulus aperture would be used to measure the cellÕs preferred motion pattern response as a function of stimulus area. Together the information contained within both response profiles could be used to estimate several structural properties including the spatial extent of peripheral excitation, strength of central inhibition (if any), as well as any radial asymmetries in the accompanying spatial gradient.
If center-surround receptive field structures are present in MSTd, we predict that an inverted summation paradigm ( Fig. 12a ; characterized by a decreasing inner radius (R Inner )) will result in a systematic increase in response (e.g. firing rate) as R Inner decreases to some lower limit, R Inhib . Beyond this point, the presence of the inhibitory subregion will dominate the cellÕs response causing it to asymptotically decrease to the cellÕs fullfield response (solid line). Here R Inhib indicates the point at which the incremental contributions of excitatory and inhibitory inputs are balanced and could be used to quantify the spatial extent of central inhibition and peripheral excitation. Similarly, differences between the peak (R Inner ¼ R Inhib ) and full field (R Inner ¼ 0) responses could provide a relative measure of the strength of the cellÕs inhibitory subregion.
Theoretically, the standard summation paradigm (characterized by an increasing outer diameter (R Outer )) could also be used to probe the cellÕs receptive field.
However, for the center-surround structure proposed here the standard summation paradigm would predict a rectified inhibitory response followed by a monotonic increase in firing rate whose slope is a non-linear function of the underlying spatial structure (Fig. 12b) . While estimates of the strength and spatial extent of the central inhibitory region could still be obtained, the zero-rectification imposed on any spike-based measure of response coupled with the tendency of MSTd cells to Fig. 12 . Schematic examples of an inverted and standard summation paradigm. The dashed and solid lines in the response profiles correspond to the theoretical and observed responses for a cell with a centersurround receptive field structure when presented with its preferred spiral motion pattern. (a) In an inverted summation paradigm, characterized by a decreasing inner radius (R Inner ), the cellÕs response systematically increases as R Inner decreases relative to the maximum radial extent of the cellÕs receptive field (R max ). Beyond some lower limit R Inhib , the inhibitory subregion dominates the input to the cell causing the response to asymptotically decrease to the full-field response (--). R Inhib corresponds the point at which the incremental contributions of excitatory and inhibitory inputs are balanced and could be used here to quantify the spatial extent of central inhibition and peripheral excitation. (b) In a standard summation paradigm, characterized by an increasing outer diameter (R Outer ), a rectified inhibitory response is followed by an asymptotic increase to the full field response whose slope is a non-linear function of the underlying spatial structure. exhibit small background responses would significantly restrict its utility in quantifying the inhibitory/excitatory structure of a center-surround receptive field.
The primary utility of the standard summation paradigm would occur in cases where the cellÕs receptive field center remains excitatory or contributes little feed-forward input. For such a cell, both summation paradigms would predict an asymptotic increase to a maximum full-field response. Although the lack of a readily defined global maximum would appear to make the identification of distinct subregions problematic, other estimators based on the transition region (e.g. the inflection point) could still be used to define regions of higher and lower excitatory input. In the case of the inverted summation paradigm these estimators would likely be biased due to stimulus-dependent reductions in the motion signal associated with (a) the small radial extent of the initial stimulus annulus (N ¼ 1; 2) and (b) the presence of large peripheral speeds. However, the gradual aperture expansion coupled with the initially lower speeds (associated with the stimulus center) in the standard summation paradigm would limit such effects and yield more accurate estimates of the transition region.
By extension, spiral-planar units could also be examined for stimulus dependent changes in receptive field structure through the addition of a localized planar motion stimulus whose spatial location is a function of the cellÕs preferred spiral and planar motions (Fig. 13) . If the transition from a center-surround structure (spiral motion) to a linearized gradient (planar motion) follows the simple local motion-based profile observed in the network hidden layer then we hypothesize that the unitÕs retinotopic region of greatest planar excitation should correspond to the equivalent local motion within its preferred spiral motion.
Based on each cellÕs preferred motion stimuli (spiral and planar), the spatial locations of the local spiral motion that are consistent with the cellÕs preferred/antipreferred planar motions could be used to define an orientation axis that bisects the cellÕs preferred spiral motion pattern (Fig. 13b) . Together with the cellÕs preferred planar motion, a subset of overlapping stimulus apertures could then be defined whoÕs minor axis lies along the bisecting axis, and the cellÕs response to its preferred planar motion could be measured as a function of the aperture position along the preferred/antipreferred axis. If, as suggested in the network hidden layer, the receptive field structure for planar motions contains a linear gradient then the cellÕs response should vary systematically as the rectangular aperture is shifted across the receptive field. Like the radial summation paradigms outlined previously, analysis of the relative slopes and the spatial asymmetries in the response profiles could be used to quantify the relative strength of the overlapping gradients and the spatial extent of excitatory and inhibitory subregions across the receptive field (Fig. 13c) .
It is important to note that while the summation paradigms outlined above are based on discrete increments in spatial extent and/or position, recent experiments in MSTd suggest that even more detailed analyses could be performed using stimuli whose structural parameters are varied continuously (Paolini et al., 2000) . In this context, equivalent analyses of response versus stimulus area could be performed by replacing constant increments in stimulus area with constant rates of change in stimulus area. Such an extension would allow Fig. 13 . Schematic example of a modified summation paradigm designed to examine multi-component (spiral-planar) cells for stimulus dependent changes in receptive field structure. (a) If the transition from a center-surround structure (preferred spiral motion) to a linearized gradient (preferred planar motion) follows a simple local motion-based profile then the unitÕs retinotopic region of greatest planar excitation should correspond to the equivalent local motion within the preferred spiral motion. (b) Based on each cellÕs preferred motion stimuli (spiral and planar), the spatial locations in the preferred spiral motion that are consistent with the cellÕs preferred/anti-preferred planar motions can be used to define an orientation axis that bisects the cellÕs preferred spiral motion pattern. Together with the cellÕs preferred planar motion, a subset of overlapping stimulus apertures can be defined whose minor axis lies along the bisecting preferred/anti-preferred axis. Cell responses to the preferred planar motion could then be measured as a function of the aperture position along the preferred/anti-preferred axis to quantify the relative change in response across the cellÕs receptive field. (c) Cells whose receptive field structure contains a linear gradient when presented with planar motions should exhibit systematic variations in response that could be used to quantify the relative strength of the overlapping gradients and the spatial extent of excitatory and inhibitory subregions within the receptive field. a closer examination of the temporal dynamics associated with the variations in receptive field structure proposed here.
Conclusion
Although the refinement of the neural network structure, and its subsequent generalization to include an extended set of motion pattern stimuli (i.e. planar motions), has increased the descriptive power of the system the extensive recurrent information used while training the network continues to preclude its literal application to learning in the brain. While this does in some ways limit the interpretation of the network results, the wealth of neurophysiological data accurately represented in the network hidden layer suggests that the weighted feed-forward connections, particularly between the input and hidden layers, have developed structures whose computational properties are similar to those employed in cortex.
In particular, the network simulations have identified a set of functional neural structures that encompass a variety of emergent visual motion properties (i.e. position invariance, spiral motion pattern tuning, and spiral/ planar motion interactions) within a common computational framework. Within the context of a massively interconnected feed-forward architecture the network simulations suggest that the multi-component planar/ spiral motion properties in MSTd do not arise from a single fixed profile of projected MT inputs (Saito, 1993; . Instead the computational structure of the aggregate feed-forward information varies as a function of the stimulus class used to map the responses.
Computationally this result is interesting in that it effectively allows a particular unitÕs response to vary as a function of the visual context by encoding multiple visual motion components across disjoint stimulus classes. Such a scheme could prove particularly useful in perceptually relevant motion tasks such as heading, where the competing (planar versus spiral) computational processes within a single unit could be used to subtract extra-retinal motions from the visual scene. In doing so, such cells could begin the transformation from a retinalcentered visual scene into an ego-centered reference frame more suitable for visually guided navigation and the motion-based extraction of three-dimensional information postulated to occur in later visual motion areas such as STPa, VIP, and area 7a.
