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STATE MODELS OF ACTIVE RLC NETWORKS
The state model representation of systems has assumed great 
importance in the study of dynamic problems. This is mainly due to its 
suitability in the analysis of non-linear and time-varying systems and 
in the study of stability problems.
The existence of a unique solution in the case of a passive RLC
network can be determined by inspection of the topology of the network [6]
and if a unique solution exists one can also determine the order of state
vector by inspection. Furthermore, the state model can be obtained
systematically [l,2]. However, for active RLC networks, a procedure for
establishing the existence of a unique solution and the order of the state
vector by inspection of the network is not known. A systematic way to
obtain the state model has not been given either. In fact, the active case
is very different from the passive case. For example, in a passive RLC
network if there is a tree which contains all voltage sources and
capacitors in its branch set and all current sources and inductors in its
chord set and if there is no mutual inductance then the order of the state
vector is equal to the number, n, of the reactive elements in the network.
In this case the state model can be expressed, a s x = A x + B u  where x is
the state vector and 11 is the vector of sources (inputs). On the other
hand, if some of the voltage sources are replaced by dependent voltage
sources and some of the current sources are replaced by dependent current
sources the order of state vector may reduce by m ;(m < n) and if the state
variables are the currents of inductors and the voltages of capacitors, in
. (m) (m)
the state model not only u but ju, if, . . ., 11 may appear where 11 indicates the 
mth derivative of u . It may also turn out that the network no longer has
a unique solution.
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In this work a necessary and sufficient condition for the existence 
of the state model of active RLC networks with mutual inductances is given.
It is also a necessary and sufficient condition for a unique solution 
of the network. Further a systematic procedure for deriving the state 
model is given, which may be carried out by a computer.
First we shall write a set of first order differential equations from 
which we can obtain the state model if it exists. We now proceed to 
write this set.
We assume that the given network is connected. It is well known that 
this is not a constraint for electrical networks. We also assume that the 
dependent sources are controlled by the currents or voltages of the 
resistors, inductors and capacitors. We can now prove the following theorem.
Theorem 1. In a connected active RLC network if the dependent 
sources are controlled by passive elements and if the network has a unique 
solution then there exists a tree, T^, which contains all voltage sources 
in its branch set and all current sources in its chord set.
Proof. If the tree T does not exist then either there is at least-----  P
one cut set of current sources only or there is at least one circuit of 
voltage sources only [6], Suppose there is a cut set of current 
sources only. Let the number of elements in the network be denoted by e. 
Then, with respect to a tree, T, we have e equations from fundamental 
circuits and cut sets and e element behavior equations. If the network 
has a unique solution these 2e equations determine it; however, the tree T 
has at least one fundamental cut set, S, which consists of current sources 
only and the voltages of these current sources appear only in the fundamental
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circuit equations defined by the chords of S. Therefore if the number of
elements in S is n.we-have n unknowns which appear only in n-1 equations.
Hence the voltages of the current sources in S can not be determined uniquely 
consequently the network does not have a unique solution. Similarly, it 
can be shown that if the network has a circuit of voltage sources only 
then the currents of the voltage sources in this circuit can not be 
determined uniquely. Hence if the network has a unique solution the tree 
of Theorem 1 must exist. This is a necessary and sufficient condition 
for a unique solution in passive case but we shall see that it is only a 
necessary condition in active case.
We assume that the given network has a unique solution. Therefore, the
tree T of Theorem 1 must exist. If there are several such trees then we P
choose one among them which contains as many capacitive branches as possible 
and as many inductive chords as possible. We partition the elements of the 
network with respect to T^ and identify them by subscripts as follows.
Types Description
c capacitive branches
h capacitive chords
X inductive chords
P inductive branches
q resistive chords
r resistive branches
d dependent current sources
e dependent voltage sources
a independent voltage sources
k independent current sources
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We assume that dependent sources are controlled as follows
V~e
w
V,
V
( 1 )
ih
V~r
u
I~p
v~c
where the coefficient matrix D is a real matrix and each dependent
source is controlled exactly by one current or voltage. However, if the
voltage of a dependent voltage source has the form v = Ha.i. + Eb.v.e 1 1  j j
where i^ and v^ are the currents and voltages of some passive elements in 
the network,then clearly, the dependent source can be replaced by series 
connected dependent voltage sources such that each of them is controlled 
by one element and the controlling coefficient is either a^ or b ^ . 
Similarly such a dependent current source can be replaced by parallel 
connected sources. If a dependent source is controlled by the current of 
an independent current source or by the voltage of an independent voltage 
source, clearly this dependent source can be replaced by an independent 
source. In equation (1), V and I do not appear but V and I are simply 
related to I and V as V = R I and I = G V where R and G are the~q ~r ~q ~q ~q ~r ~q ~r
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diagonal matrices of the resistances of resistive chords and conductances of 
the resistive branches, respectively. Several other cases can be handled 
by similar manipulations. Now we write the equations which determine the 
state model as follows.
We write the fundamental cut set equations and the fundamental
circuit equations (Kirchhoff's laws) for the fundamental cut sets and
circuits which are defined by inductors, capacitors and resistors. Then
we eliminate V , I,, V-, I , I, , V , V and I by using equation (1) and ~e ~c 'Mi ~p ~q
the following element behavior equations.
I z ~ U ipj^ 0 0 0 0rs*j iM
* 1
V~p M&p L~PP 0 0 0/■w 0 i~P
I~c 0 0 c~c 0 0 0 V~c
0 0 0 of 0
rsj
0 Xh
V~q 0 0 0 0 R~q 0 I~q
I~r 0 0 0 0 0 G~r V~r
( 2)
where dot indicates time derivative and off diagonal entries come from
mutual inductances. The resulting set of equations can be written as.
^~11 ~12^ X = F x + H urs~t (3)
where
x =
V x  =
I~q
v~r
and
4
u is the vector of independent sources (inputs). Equation (3) can be 
written, as in reference [3], by inspecting the fundamental circuits and
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fundamental cut sets of inductors, capacitors and resistors and considering
the equations (1) and (2). We shall show that if the network has a state
model it can be obtained from equation (3). Let the number of reactive
elements in the network be denoted by n and the number of resistivex
elements be denoted by n . Then, the coefficient matrix, E, of the leftm ~
side in equation (3) is an (n + n ) X (n + n ) square matrix. If E isx m  x m  ~
nonsingular, by multiplying equation (3) through the inverse of .E we 
obtain x in terms of x and ju. In order to handle the case where JS is 
singular we shall use the following theorem.
Theorem 2. If the given network has a unique solution then the 
determinant of the matrix M = ['(s’j5 - F) E ^ ^ j where s is a complex 
variable, is not identically zero.
It simply means that if the network has a unique solution then, by 
equation (3), the Laplace transforms of 5c and £  can be found uniquely.
In fact, since we obtained (3) from the 2e equations of the network, then 
if the network has a unique solution, equation (3) must have a unique 
solution. We do not give the formal proof here. However, it can be 
proved in exactly the same manner as the proof of the nonsingularity of JE 
of equation (6) in reference [3]. The proof proceeds as follows, As in 
Theorem 1 we write the 2e equations of the network in the Laplace form.
We carry the known quantities V , 1^ and the initial conditions to the 
right side. Then, we multiply the coefficient matrix, A, of the left side 
by a nonsingular matrix, T, such that the determinant of the resulting 
matrix, .B, is identically zero if the determinant of M is identically zero.
Corollary 1. If the given network has a unique solution then the rows 
of the matrix N = [jE^ JE^ * F,1 are independent.
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Proof. If the rows of N are not independent, by row reducing operation, 
at least one row can be made zero. This means that the determinant of M 
of Theorem 2 is identically zero.
Now, suppose E: is singular and rank of E = n + n - n. where n_ > 1.~  x m 1 1 —
Then, by row reducing operation we can obtain a matrix, E , which is'"^6
equivalent to IS and has n^ rows of zeros. This means that we have a set of 
equations which is equivalent to the set of equations (3) and n^ of the 
equations contain only x and ti in them. Using this n^ algebraic equations, 
by corollary 1, we can express n^ of the entries of x in terms of the 
rest and u as,
x = P x + Q u~n ~  ~n -n. ^  ~1 x 1
and by taking the derivative of both sides we have.
(4 )
x = P x 4- Q un ~  '■'-n -n, '■* ~1 x 1
(5 )
Now if we substitute aquations (4) and (5) into equation (3) and if we 
delete the ones which correspond to the dependent rows of E then we obtain
a new set of equations which can be written as,
rE (1) E(1)i L £ n  l 12 J = X<X> + u + K ù ( 6)
Clearly, since the determinant of M is not identically zero the determinant
of the matrix = [s e 5 P  - E.^P] is not identically zero either.
Therefore, as in corollary 1, the rows of the matrix N^^ = Ce 5}^ E^^ - F^^l~  ~11 ~12 ~
are independent. Thus if J E ^  = [jE^^ ~12^ is sin8u^ar and n2 of the
rows are dependent then n^ of the entries of are eliminated as before
and so on; but the number of these steps can not exceed the number, n^, of
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the reactive elements in the network, 
solution must be nonsingular where
corresponding set of equations as,
[E(i) p(i)11 E12^
* < «
Z
= F < «  x < «
Hence if the network has a unique
i < n . We can write the — x
+ H ^ u  + K.u
rs** r K j  , « ^ 1  rs * j + K0ü K( i )~1 ~ (7)
where^u^ indicates the ith derivative of u. Since of equation (7)
is nonsingular, by multiplying equation (7) through the inverse of
. .(i)we obtain x as,
(i)
x^^ = A x'"'L; + B u + B-û + B„u + ... + B^u
r>~t j rsjgr***
(i) ( i ) (8)
where^u^ indicates the ith derivative of u. Let the order of x^^
r**j
be denoted by n. We claim that exactly n of the initial values can be 
chosen arbitrarily. Therefore equation (8) is the state model of 
the network. In fact, in each step of elimination we have expressed some 
entries of x in terms of others, u and its derivatives as in equation (4).
It is clear that by these relations n^-n of the entries of x can be expressed 
in terms of the others, u and its derivatives up to the^u^ Therefore 
at most n of the initial values can be chosen arbitrarily. On the other 
hand the order of state vector can not be reduced any longer, i.e., there 
can not be any more relations among £,ju and the derivatives of ii only.
For, in this case, E^^ of equation (7) must be singular. Thus, the 
initial value of x^^ can be chosen arbitrarily. If n = 0 we say that 
the state vector is of "zero order". In this case none of the initial
values can be chosen aribtrarily.
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is calculated from equation (8) if it exists. We have already 
expressed the remaining entries of x in terms of x ^ \  Therefore x is 
found. If x is known then £  is determined by equation (7). The remaining 
currents and voltages can be found uniquely by using equations (1), (2) 
and the fundamental cut set and circuit equations which are defined by 
the sources. Thus we have the following theorem.
Theorem 3. An active RLC network in which the dependent sources are 
controlled by the passive elements has a state model if and only if there is 
a nonsingular This is also a necessary and sufficient condition
for the existence of a unique solution of the network.
Example:
Let us consider the network which is shown in Fig. 1 where heavy
lines represent chords of the tree T and R. = R0 = R~ = R m- 1/G. It isp 1 2 3
easy to see that if active sources are removed, i.e., k^ = k^ = k^ = 0 
then the network has a unique solution and the order of the state vector 
is 2 [6]. However, we shall see that for special values of k^, k^ and k^
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the order of the state vector may be reduced to one or to zero, even 
a unique solution may not exist. The set of equations which corresponds 
to equation (3) is,
— " —
L 0 0 1 0 h “k3 -1 0
0 C 1 0 0 Vc 1 0 h 0
0 0 R V 1 1 iq = 0 1 Vc
+ 1
0 0 1 G 0 V
r2
1 0 0
0 0 V 1 0 G Vr3
0 0 0
va (9 )
The first equation can be written by inspection of the fundamental 
circuit defined by L; the second is written by inspection of the 
fundamental cut set defined by C, etc.
The determinant of the coefficient matrix, ¡E, of the left side is 
A = L C G (3 - - k p  . Now, suppose = 3 - then JE is singular
and if we multiply the third row by G, fourth row by 1 - k^ and add them 
together the fifth row of E is obtained which yields
vc = - R (i - k2) i t  - va ( 10 )
By substituting equation (10) into (9), the first four equations yield,
-k3 + R(l-kpL 0 1 0 V
-RC(l-k2) 1 0 0 iq
0 R i-H 1CM 1 V
r2
0 1 G 0 V
r3
R(k2-1)
—
1 0
H  +
0
v +
c
0 3. 0
0 0
v ( 11)
Now, ! JE I = RC(l-k2) - LG. Hence if k = 1 - — j~  , making the
~  R C
fourth row of E, zero, we obtain, ~1
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v + RC v
- -s------- s ( 12)
k3 " RC
We see that if k_ = “  the network does not have a unique solution and j RC
then [E - jF ] is not of maximum rank. Substituting equation (12) into 
(11), the first three equations of (11) become,
0 1 0 i 0 -k RC -LRCq 3
1 0 0 V
r  9
1 1 va + C(k3+R) v + a LC v Lak -L 1z k3 RC 0R -L 1 V -L -L
2 r3 RCR C mmm immm
(13)
Thus, equation (13) is the state model of the network shown in Fig. 1. The 
order of state vector is zero, i.e., neither vc(0+) nor i^(0+) can be chosen 
arbitrarily and u - v appears in the state equation.cl
We have discussed the active RLC networks containing transformers but 
not ideal transformers.
n: 1 i.
+ ©- --» 0 + + o-*-- --» o + + O-»---
il 1
V2
>cII
>
)  c V1 V )  c
+
v„
J = — ve n 1
Fig. 2 (a) An ideal transformer, (b), (c) equivalents of
the ideal transformer.
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The ideal transformer which is shown in Fig. 2(a) is characterized
by the equations = nv^ and i^ = ni^. Therefore it can be represented
by either of the equivalent networks shown in Fig. 2(b), (c). In
reference [5] it is shown that if one of the coils of an ideal transformer
is a branch of a tree the other one has to be a chord. Hence, if the
dependent voltage source v is put in the tree T as a branch, and ie p d
as a chord, then by using the fundamental cut set equation of vg we may
express the port current which controls i, in terms of the currents ofd
passive elements and independent current sources. Similarly, by using the 
fundamental circuit equation of id, the port voltage which controls vg may 
be expressed in terms of the voltages of passive elements and independent 
voltage sources. Thus the problem may be reduced to the case which we have 
already discussed. The same technique can be used for a gyrator.
In conclusion we can say that in active RLC networks in which dependent 
sources are controlled by passive elements, the existence of a tree which 
contains all voltage sources as branches and all current sources as chords 
is only a necessary condition for a unique solution. Unlike the passive 
case, the order of state vector depends not only on the topology of the 
network but also on the controlling coefficients of the dependent sources 
in the network. Furthermore, in passive case if state variables are the 
currents of inductors and voltages of capacitors, at most the first 
derivative of the input vector 11 may appear in the state model but in 
active case the nth derivative may appear, where n is the number of
reactive elements in the network.
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