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Abstract
Projection-type methods are a class of simple methods for solving variational inequalities, especially for
complementarity problems. In this paper we review and summarize recent developments in this class of
methods, and focus mainly on some new trends in projection-type methods.
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1. Introduction
In this survey, we consider the classical variational inequality problem, which is to 9nd a vector
x∗ ∈X such that
〈F(x∗); x − x∗〉¿ 0 for all x∈X; (1)
where F is a continuous mapping from Rn into itself, X is a nonempty closed convex subset of
Rn, and 〈·; ·〉 and ‖ · ‖ are the usual Euclidean inner product and norm in Rn. We denote prob-
lem (1) by VI(F; X ) and its solution set by X ∗. When X is the nonnegative orthant Rn+, (1)
reduces to the nonlinear complementarity problem NCP(F), which is to 9nd a point x∈Rn such
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that
〈F(x); x〉= 0; x¿ 0; F(x)¿ 0: (2)
More generally, when X is a box in Rn, VI(F; X ) becomes the mixed complementarity problem.
When F(x) = ∇h(x) where h(x) is a smooth function from Rn into R, problem (1) is to 9nd a
stationary point of convex-constrained minimization min{h(x) | x∈X }.
The variational inequality problem was 9rst introduced by Hartman and Stampacchia [37] in 1966,
primarily with the goal of computing stationary points for nonlinear programs. The complementarity
problem was introduced by Cottle in his Ph.D. thesis [14] in 1964. They have important applications
in economics, engineering, operations research and nonlinear analysis, and many theoretical results
and numerical methods for them are proposed. An excellent survey of research in this area prior to
1990 can be found in Harker and Pang [36]. Further references or more recent work can also be
found in Billups and Murty [6], Cottle et al. [15], Cottle et al. [16], Ferris and Kanzow [26], Ferris
and Pang [28], Glowinski [33], Isac [49], Kinderlehrer and Stampacchia [59], Murty [79], and Noor
[81,82]. Here, we are interested in reviewing a class of projection methods for solving VI(F; X ) and
NCP(F).
The projection method for solving the variational inequality and complementarity problems came
originally from the Goldstein [35]–Levitin-Polyak [65] gradient projection method for the box con-
strained minimization, and was studied in 1970s by many researchers, such as Auslender [2], Bakusin-
skii and Polyak [3], Bruck [8], and Sibony [98]. Its iterative scheme is that for xk ∈X ,
xk+1 = PX [xk − 
F(xk)]; k = 0; 1; 2; : : : ; (3)
where PX [ · ] is the orthogonal projection from Rn onto X , and 
¿ 0 is a 9xed number. By using
Banach’s 9xed point theorem, it follows easily that the method is globally convergent if F is strongly
monotone and globally Lipschitz continuous provided that the number 
¿ 0 is suNciently small.
Furthermore, the rate of convergence one can expect is linear. It is clear that the method cannot be
well executed because the choice for 
 is not explicitly shown, and that the assumptions used in the
proof of convergence are rather strong. These drawbacks motivate various modi9cations and variants
of the method, and thus a fairly broad class of projection-type methods for solving problems (1)
and (2) is yielded.
This class of methods, by virtue of using only function evaluations and projections onto X ,
generates iteratively a sequence {xk} satisfying
D(xk+1; x∗)6D(xk ; x∗) (∀x∗ ∈X ∗); k = 0; 1; 2; : : : ; (4)
where D(·; ·) denotes the distance between two points in some sense. In such a case, we say that
{xk} has a contraction property (or is FejOer-monotone; see a recent paper [4]) with respect to X ∗.
Clearly, this type of methods uses little storage and can readily exploit any sparsity of separable
structure in F or X . Especially, when X is the nonnegative orthant or a box in Rn, the computation
for the projection is simple. It is also able to drop and add many constraints from the active set at
each iteration. In addition, this type of methods has some elegant convergence properties under the
assumptions that F is continuous and pseudomonotone. Hence, it attracts many researchers’ attention,
and develops quickly.
The aim of this survey is to recall and summarize some developments of such methods. In the
next section, we make some preparations so that we can state these methods and their convergence
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properties conveniently. Sections 3–6 review various projection-type methods for solving VI(F; X ),
including the extragradient algorithm by Korpelevich [64] and its improvements, descent-projection
algorithms, double-projection algorithms and implicit-projection algorithms. Finally, in Section 7 we
discuss several problems (such as acceleration of convergence) concerned by many researchers in
this 9eld.
2. Preliminaries
We 9rst provide some necessary concepts and conclusions from convex analysis and related papers.
For the given nonempty closed convex set X in Rn, the orthogonal projection from Rn into X is
de9ned by
PX [y] = argmin{‖w − y‖ |w∈X }; y∈Rn:
It has the following well-known properties.
Lemma 1. Let PX [ · ] be the projection into X . Then
(a) for given y∈Rn, 〈PX [y]− y; w − PX [y]〉¿ 0; ∀w∈X [125];
(b) ‖PX [y]− PX [x]‖26 〈PX [y]− PX [x]; y − x〉, ∀y; x∈Rn [125];
(c) for given x∈Rn and d∈Rn, ‖x − PX [x − 
d]‖ is nondecreasing on 
¿ 0 [110];
(d) for given x∈Rn and d∈Rn, ‖x − PX [x − 
d]‖=
 is nonincreasing on 
¿ 0 [32,12].
From part (b) of Lemma 1, we know that PX [ · ] is a monotone and nonexpansive operator.
Consider problem (1). For 
¿ 0 and x∈Rn, de9ne the equation
e(x; 
) := x − PX [x − 
F(x)] = 0
and the function
r(x; 
) = ‖e(x; 
)‖:
We call the above equation the scaled projection (9xed-point) one, and the above function the scaled
projection residue of problem (1). They are closely related to the solution of problem (1), which
can be seen from the following well-known result.
Lemma 2. x∗ is a solution of VI(F; X ) if and only if r(x; 
) = 0 for any 
¿ 0.
Given x∈X , we say that a direction v is feasible at point x if x + v belongs to X for every
suNciently small ¿ 0. The tangent cone T (x) is the closure of the cone of all feasible directions.
Since T (x) is a nonempty closed convex set, −F(x) has a unique projection on T (x) with the
following form:
PT (x)[− F(x)] = argmin{‖v+ F(x)‖ | v∈T (x)}: (5)
For simplicity, we denote the above PT (x)[ − F(x)] by FT (X )(x), and call FT (X )(x) = 0 the tangent
projection equation. Xiu et al. [120] extended Lemma 3.1 of Calamai and MorOe [12] to the setting
of variational inequality, and obtained the following properties.
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Lemma 3. Let FT (X )(x) be de7ned by (5). Then
(a) 〈F(x); FT (X )(x)〉=−‖FT (X )(x)‖2;
(b) min{〈F(x); v〉 | v∈T (x); ‖v‖6 1}=−‖FT (X )(x)‖;
(c) FT (X )(x) is lower semicontinuous on X .
For problem (1), we know easily from Lemma 3 that x∗ ∈X ∗ if and only if x∗ solves the tangent
projection equation FT (X )(x) = 0.
For a set S ⊆ Rn, the aNne hull aP(S) is the smallest aNne set which contains S, and the relative
interior ri(S) is the interior of S relative to aP(S).
For a cone K ⊆ Rn, the linearity lin{K} of the cone is the largest subspace contained in K .
For the given nonempty closed convex set X ⊆ Rn, a convex set Xface ⊆ X is said to be a face
of X if the endpoints of any closed line segment in X whose relative interior intersects Xface are
contained in Xface. Thus, if x and y are in X and x + (1 − )y lies in Xface for some 0¡¡ 1,
then x and y must also belong to Xface.
A face Xface of the convex set X is said to be quasi-polyhedral if aP(Xface) = x + lin{T (x)} for
any x∈ ri(Xface).
For x∈X , the normal cone N (x) to the convex set X at point x is de9ned as
N (x) = {w∈Rn|〈w; v− x〉6 0; ∀v∈X }:
It is well known that the tangent cone T (x) is the polar of N (x).
Thus, an equivalent characterization to problem (1) in terms of the normal cone is to 9nd x∗ ∈X
such that
−F(x∗)∈N (x∗):
Denition 4. A solution x∗ ∈X of problem (1) is said to be nondegenerate if
−F(x∗)∈ ri(N (x∗)):
When F(x) = ∇h(x), De9nition 4 is due to Dunn [20]. For aNne variational inequalities, this
de9nition was introduced by Ferris and Pang [29], where they showed equivalence of nondegeneracy
at the solution and strict complementarity at the solution. Thus, De9nition 4 is a further generalization
of the strict complementarity condition.
Secondly, we introduce some classes of functions which play the role of corresponding convexity
properties in optimization problems.
Denition 5. Let W ⊆ Rn be a nonempty set and F be the given function. Then F is said to be
(i) strongly monotone on W if there exists a number ¿ 0 (called modulus) such that 〈x−y; F(x)−
F(y)〉¿ ‖x − y‖2 for all x; y∈W ;
(ii) strictly monotone on W if 〈x − y; F(x)− F(y)〉¿ 0 for all x; y∈W with x = y;
(iii) monotone on W if 〈x − y; F(x)− F(y)〉¿ 0 for all x; y∈W ;
(iv) pseudomonotone on W if 〈x − y; F(y)〉¿ 0⇒ 〈x − y; F(x)〉¿ 0 for all x; y∈W .
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Certainly, (i) ⇒ (ii) ⇒ (iii) ⇒ (iv). If F is strongly monotone on X , then problem (1) has a
unique solution. Unfortunately, this assumption is rather strong and usually not satis9ed in many
practical applications. So, the ideal assumption in problem (1) is that F is pseudomonotone. In such
a case, the solution set X ∗ may be empty. But, if X ∗ = ∅, then for any x∗ ∈X ∗,
〈x − x∗; F(x)〉¿ 0 ∀x∈X:
Hence the solution set X ∗ can be characterized as the intersection of a family of half-spaces. It
follows that X ∗ is a closed convex set, see Kinderlehrer and Stampacchia [59].
At last, we restate the concept of error bound and the corresponding results for variational in-
equalities.
Denition 6. Given the mapping F and the nonempty closed convex set X in Rn, we say that
(i) the global error bound property holds for problem (1) if there exists a positive number 1
(depending on F and X only) such that
dist(x; X ∗)6 1r(x; 1) ∀x∈Rn; (6)
where r(x; 1) = ‖x − PX [x − F(x)]‖;
(ii) the local error bound property holds for problem (1) if there exist two positive numbers 2
and  (depending on F and X only) such that
dist(x; X ∗)6 2r(x; 1) ∀x∈Rn with r(x; 1)6 ; (7)
where dist(·; S) denotes the 2-norm distance to set S.
The local error bound property has been used for analyzing the rate of convergence of various
methods by Luo and Tseng [69,70,113]. It holds whenever X is polyhedral and either F is aNne
[69,95] or F has certain strong monotonicity structure (see Theorem 2 in [113]). Moreover, a global
error bound property holds under additional assumptions on F (see, e.g. [74,90]). For the recent
developments and applications of error bounds, see the survey paper by Pang [91].
3. Extragradient algorithm
To overcome the weakness of the projection method de9ned by (3), Korpelevich [64] 9rst proposed
a modi9cation of the method, which is called the extragradient algorithm (EA) for solving problem
(1). It generates iterates using the formula
Qxk = PX [xk − 
F(xk)];
xk+1 = PX [xk − 
F( Qxk)];
k = 0; 1; 2; : : : ; (8)
where 
¿ 0 is a 9xed number. The diPerence with (3) is that the function F is evaluated twice
and the projection is computed twice at each iteration. We may regard Qxk as a predictor and xk+1
as a corrector. It is proven in [64] that the extragradient method is globally convergent if F is
monotone and Lipschitz continuous on X provided the number 
¿ 0 is suNciently small. However,
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it is usually not known in practical how small 
 has to be. Also, the assumption that F is Lipschitz
continuous is rather strong. So, it is necessary to improve the extragradient algorithm.
Khobotov [58] 9rst presented the idea of choosing 
 dynamically in a suitable way, and later
Marcotte [75], Sun [105] and Iusem [50] showed explicitly that the extragradient algorithm can be
incorporated with the Armijo-like stepsize rule, which has the following form.
Algorithm 7. Given x0 ∈X arbitrarily. LetK={0; 1; 2; · · ·}. For each successive k ∈K, if xk ∈X \X ∗
then
Qxk = PX [xk − 
kF(xk)];
where 
k = lmk (¿ 0; l∈ (0; 1)) and mk is the smallest nonnegative integer m such that
‖F(xk)− F( Qxk)‖6 !‖x
k − Qxk‖

k
; !∈ (0; 1): (9)
Set
xk+1 = PX [xk − 
kF( Qxk)]: (10)
This improved algorithm is promising. It has good global convergence properties under some of
the following assumptions.
(A1) F is pseudomonotone on X (or Rn) and the solution set X ∗ is nonempty.
(A2) F is Lipschitz continuous on X (or Rn) with a Lipschitz constant L¿ 0.
(A3) Local error bound of the form (7) holds for problem (1).
Theorem 8 (Khobotov [58], Marcotte [75], Sun [105], Iusem [50]). Assume that (A1) holds. If {xk}
is an in7nite sequence produced by Algorithm 7 for solving problem (1), then
lim
k→∞
‖xk − Qxk‖= 0
and hence {xk} converges globally to a solution x∗ ∈X ∗.
Theorem 9 (Tseng [113]). Assume that (A1)–(A3) hold. If {xk} is an in7nite sequence produced
by Algorithm 7 for solving problem (1), then it converges globally to a solution x∗ ∈X ∗ at a
R-linear rate.
More recently, the authors obtained further global convergence properties of the sequence { Qxk}
produced by the improved extragradient algorithm.
Theorem 10 (Xiu et al. [120]). Assume that (A1) holds. If { Qxk} is an in7nite sequence produced
by Algorithm 7 for solving problem (1), then
(i) limk→∞ ‖xk − Qxk‖=
k = 0;
(ii) limk→∞ ‖FT (X )( Qxk)‖= 0.
Moreover, (i) and (ii) are equivalent.
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These two results can be regarded as extensions of Theorems 2.3 and 3.2 in Calamai and MorOe
[12] to the setting of variational inequalities. They do not require the assumptions (A2) and (A3).
Since the result (i) stated in Theorem 10 implies that limk→∞ r(xk ; 
k) = 0 by 
k6 , it is stronger
than the one stated in Theorem 8.
Now, we consider the 9nite identi9cation property of the optimal face for the improved extragra-
dient algorithm. For VI(F; X ), if the solution x∗ ∈ ri(Xface) and Xface is a quasi-polyhedral face of X ,
then we denote the face Xface by Xface(x∗). For the linearly constrained variational inequality LCVI
(F; Y ) where Y is the polyhedral set of the form
Y = {x∈Rn |ATx¿ b}
with A= (a1; a2; : : : ; am)∈Rn×m and b= (b1; : : : ; bm)T ∈Rm, we de9ne the active set at x∈Y as
A(x) = {j | aTj x = bj; j = 1; 2; : : : ; m};
and the nondegenerate active set at x∗ ∈Y ∗ as
A0(x∗) = {j∈A(x∗) | )∗j ¿ 0}
where Y ∗ denotes the solution set of LCVI(F; Y ) and )∗= ()∗1 ; : : : ; )∗m)T is a vector of the Lagrange
multipliers at x∗ ∈Y ∗. From Xiu et al. [120], we have the following results, which are regarded as
extensions of the ones in [10,11].
Theorem 11. Assume that (A1) holds. If { Qxk} is a sequence produced by Algorithm 7 for solving
problem (1), then { Qxk} converges to a point x∗ ∈X ∗. Moreover,
(a) if x∗ is nondegenerate, then Qxk ∈ ri(Xface(x∗)) for all su;ciently large k;
(b) if x∗ is nondegenerate and N (x∗) has a nonempty interior, then Qxk = x∗ for all su;ciently
large k;
(c) if X = Y and x∗ is nondegenerate, then A( Qxk) =A(x∗) for all su;ciently large k;
(d) if X = Y , then A0(x∗) ⊆A( Qxk) for all su;ciently large k.
Theorem 11 shows that under certain conditions, the improved extragradient algorithm for solving
VI(F; X ) either stops at an iterative index k where Qxk is a solution of problem (1), or yields a
sequence { Qxk} which eventually enters and remains in relative interior of the optimal face. It also
shows that under some conditions, the evaluation of Qxk in the improved extragradient algorithm for
solving LCVI(F; Y ) reduces eventually to solving a linearly equality-constrained subproblem, which
is easy to compute.
Recently, Xiu and Zhang [121] showed that the sequence {xk} (not { Qxk}) produced by the impro-
ved extragradient algorithm has global and local convergence properties similar to Theorems 10 and 11.
Theorem 12. Assume that (A1) holds. If {xk} is an in7nite sequence produced by Algorithm 7 for
solving problem (1), then
(i) limk→∞ ‖xk − xk+1‖=
k = 0;
(ii) limk→∞ ‖FT (X )(xk)‖= 0.
Moreover, (i) and (ii) are equivalent.
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Theorem 13. Assume that (A1) holds. If {xk} is a sequence produced by Algorithm 7 for solving
problem (1), then {xk} converges to a point x∗ ∈X ∗. Moreover,
(a) if x∗ is nondegenerate, then xk ∈ ri(Xface(x∗)) for all su;ciently large k;
(b) if x∗ is nondegenerate and N (x∗) has a nonempty interior, then xk = x∗ for all su;ciently
large k;
(c) if X = Y and x∗ is nondegenerate, then A(xk) =A(x∗) for all su;ciently large k;
(d) if X = Y , then A0(x∗) ⊆A(xk) for all su;ciently large k.
Thus, Theorem 13 together with Theorem 11 show that under suitable assumptions, the improved
extragradient algorithm reduces locally to a simpler form. This is a nice local characterization.
Observe that all the convergence theorems above are based on the assumption that X ∗ is not
empty. If X ∗ is an empty set, what is the behavior of the improved extragradient algorithm? Sun
[108] gave an answer to the question.
Theorem 14. Assume that F is pseudomonotone on X . If {xk} is a sequence produced by Algorithm
7 for solving problem (1), then {xk} is bounded if and only if X ∗ is not empty.
This feature shows that the existence of the solutions to VI where F is pseudomonotone can be
judged through the iterative sequence produced by the improved extragradient algorithm. Moreover,
we proved in a technical report that all the projection-type algorithms described in this paper share
such a feature.
To improve numerical eNciency of Algorithm 7, Sun [106] modi9ed the stepsize rule for updating

k and obtained the following iterative scheme.
Algorithm 15. Given x0 ∈X arbitrarily. For each successive k ∈K, if xk ∈X \X ∗ then the following
steps are taken:
Step 1 (Predictor step). Let
Qxk = PX [xk − 
kF(xk)];
where 
k = lmk and mk is the smallest nonnegative integer m such that
〈F(xk)− F( Qxk); e(xk ; 
k)〉6 (1− *)〈F(xk); e(xk ; 
k)〉; *∈ (0; 1): (11)
Step 2 (Corrector step). Set
xk+1 = PX [xk − +kF( Qxk)];
where
+k = *
〈F(xk); e(xk ; 
k)〉
‖F( Qxk)‖2 : (12)
In [107], Sun also gave modi9cations of (11) and (12): 
k = (xk)lmk (0¡(xk)6 1) and mk is
the smallest nonnegative integer m such that
〈F(xk)− F( Qxk); e(xk ; 
k)〉6 (1− *(xk))‖e(x
k ; 
k)‖2

k
(11′)
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where *(xk)∈ (0; 1]; and
+k =
*(xk)
k‖e(xk ; 
k)‖2
‖e(xk ; 
k)− 
k[F(xk)− F( Qxk)]‖2 : (12
′)
Moreover, Sun [108] replaced (12′) by
+k =
〈F( Qxk); e(xk ; 
k)〉
‖F( Qxk)‖2 : (12
′′)
Note that diPerently from Algorithm 7, now the predictor stepsize 
k and the corrector stepsize
+k are diPerent.
In [120], the authors gave a new predictor stepsize without the bounded restriction, and a new
corrector stepsize with (approximate) optimality in some sense.
Algorithm 16. Given small positive scalars 1 and 2, and constants !1; !2 ∈ (0; 1). Take arbitrarily
x0 ∈X . For each successive integer k, if xk ∈X \ X ∗ then execute the following steps:
Step 1 (Predictor step). Let
Qxk := xk(
k) = P[xk − 
kF(xk)];
where the predictor stepsize 
k is chosen such that
‖F(xk)− F(xk(
k))‖26 !1 〈F(x
k); (xk − xk(
k))〉

k
(13a)
and

k¿ 1 or 
k¿ 2 Q
k ; (13b)
where Q
k satis9es
‖F(xk)− F(xk( Q
k))‖2 ¿!2 〈F(x
k); (xk − xk( Q
k))〉
Q
k
: (13c)
Step 2 (Corrector step). Set
xk+1 := x˜k(+k) = PX [xk − +k(
kF( Qxk))]; (14)
where the corrector stepsize +k satis9es
〈e(xk ; 
k); F( Qxk)〉= 〈(xk − x˜k(+k)); F( Qxk)〉: (15)
The predictor stepsize rule (13) not only guarantees that −F( Qxk) is a descent direction for the
function
f(x) := 12‖x − x∗‖2; ∀x∈X (some 9xed x∗ ∈X ∗)
at xk ∈X , but also gives a possibility to get a long stepsize 
k . The corrector stepsize rule (15) is
a nonlinear equation, and it guarantees that ‖x˜k(+k)− x∗‖2 is as small as possible, in the sense that
‖x˜k(+k)− x∗‖26 ‖xk − x∗‖2 − -k(+k)
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where -k(+k) = max{-k(+)|+¿ 0} and -k(+) is a function on +. So, such a +k is called the
optimal corrector stepsize while the +k by (12), (12′) or (12′′) is called the basic corrector stepsize.
However, the optimal corrector stepsize is not easy to solve. Xiu et al. [120] proved that when X is
polyhedral, +k satisfying (15) must exist. Later Wang et al. [118] extended the result to a general
closed convex set.
It is shown that Algorithm 15 possesses all the convergence properties stated in Theorems 8–11
and 14. But we cannot prove that Algorithm 15 has convergence properties similar to Theorems 12
and 13. Also, we cannot prove that the optimal corrector step +k is bounded away from zero or that
‖xk − xk+1‖=+k → 0.
4. Descent-projection algorithms
4.1. Feasible iterates
Algorithms 7, 15 and 16 can be uni9ed as the following algorithmic framework.
Algorithm 17. Given xk ∈X \ X ∗.
Predictor step: 9nd a descent direction g(xk ; 
k) for the function 12‖x−x∗‖2 (x∗ ∈X ∗) at xk , where
the predictor stepsize 
k ¿ 0 is chosen by a rule.
Corrector step: let xk+1 be computed by
xk+1 = PX [xk + +kg(xk ; 
k)];
where the corrector stepsize +k ¿ 0 is determined by a rule such that
‖xk+1 − x∗‖26 ‖xk − x∗‖2 − /(xk ; 
k ; +k)‖e(xk ; 
k)‖2; (16)
where /(xk ; 
k ; +k) is a positive value.
Due to the contraction property of the sequence {‖xk − x∗‖2} by (16), we call such a class of
algorithms descent-projection (DP) algorithms. In addition, since each iterative point is in X , the
above algorithmic model is called the feasible DP algorithm.
There are several feasible DP algorithms. Clearly, the improved extragradient algorithm is one of
them, and the vector
g1(xk ; 
k) := −
kF( Qxk) (17)
is a descent direction for 12 ‖x − x∗‖2 at xk ∈X . In what follows, we introduce some of them.
The following DP algorithm was 9rst proposed for solving the linear variational inequality LVI
(F; X ) where F(x) =Mx+ q, M ∈Rn×n and q∈Rn, by He [39,40] and He and Stoer [47] (also see
Algorithm 2.3 of [103]), and improved in [43] with a modi9ed stepsize rule.
Algorithm 18. Take arbitrarily x0 ∈X . For each successive k ∈K, if xk ∈X \ X ∗, then let
xk+1 = PX [xk − +k(MTe(xk ; 1) +Mxk + q)] (18)
with the corrector stepsize +k =‖e(xk ; 1)‖2=‖(E+MT)e(xk ; 1)‖2, where E denotes the identity matrix
with suitable dimension.
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In the above algorithm, the vector
g2(xk ; 1) := −(MTe(xk ; 1) +Mxk + q) (19)
is a descent direction for f(x) at xk ∈X . Note that here the predictor stepsize 
k is always taken
as 1. This algorithm requires only two projections per iteration, but it is only applied to solve
linear variational inequalities. Notice that the improved extragradient method requires at least two
projections at each iterate.
He [43] (also see [103]) proved that if M is positive semi-de9nite and the solution set of LVI(F; X )
is nonempty, the sequence produced by Algorithm 18 is globally convergent to a solution of the
LVI, and the rate of convergence is R-linear if (A3) is satis9ed. Zhang and Xiu [126] proved that
this algorithm has the 9nite identi9cation of the optimal face. Notice that +k can be taken as optimal
corrector stepsize similar to the form (15), but we cannot prove that such a +k is bounded away
from zero.
Noor [84,84] recently gave a new feasible DP algorithm for problem (1), in which the descent
direction for the function f(x) at xk ∈X is taken as
g3(xk ; 
k) := −(xk − Qxk + 
kF( Qxk)); (20)
where the predictor stepsize 
k is taken as a 9xed positive number. However, the authors think that
only when 
k is chosen appropriately, g3(xk ; 
k) may be a descent direction.
Some approaches for constructing descent directions were proposed by Konnov [61,62], Verma
[117], etc.
4.2. Infeasible iterates
In this subsection, we 9rst describe an infeasible DP algorithmic framework for solving problem
(1), in which its iterative point is not necessarily in X . Then we introduce several existing infeasible
DP algorithms.
Algorithm 19. Given xk ∈Rn \ X ∗.
Predictor step: 9nd a descent direction g(xk ; 
k) for the function 12 ‖x − x∗‖2 (x∗ ∈X ∗) at xk ,
where the predictor stepsize 
k ¿ 0 is chosen by a rule.
Corrector step: set
xk+1 = xk + +kg(xk ; 
k);
where the corrector stepsize +k ¿ 0 is determined by a rule such that (16) is satis9ed.
For solving LVI(F; X ) where F(x) =Mx + q, He [41,42] and Solodov and Tseng [103] gave the
following method which requires only one projection per iteration.
Algorithm 20. Take arbitrarily x0 ∈Rn. For each successive k ∈K, if xk ∈Rn \ X ∗, then let
xk+1 = xk − +k(E +MT)e(xk ; 1)
with the corrector stepsize +k = ‖e(xk ; 1)‖2=‖(E +MT)e(xk ; 1)‖2.
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Here, the descent direction for the function 12 ‖x − x∗‖2 at xk is taken as
g4(xk ; 1) := −(E +MT)e(xk ; 1); (21)
where the predictor stepsize 
k is 1. He [41,42] proved that if M is positive semide9nite and X ∗
is not empty, then the sequence xk produced by Algorithm 20 is globally convergent. Furthermore,
Solodov and Tseng [103] showed that if (A3) is also satis9ed, Algorithm 20 is R-linearly convergent.
The authors [126] proved that Algorithm 20 has the 9nite identi9cation of the optimal face.
The following algorithm requires at least one projection per iteration, and the search direction of
the algorithm de9ned by
g5(xk ; 
k) := −{e(xk ; 
k)− 
k[F(xk)− F( Qxk)]} (22)
9rst appeared in Sun [107] as an auxiliary vector function and later was used in He [44], Solodov
and Tseng [103] and Sun [108] for solving monotone VI(F; X ). We now state the details of the
algorithm with generalized Armijo-like stepsize rule (see [120]).
Algorithm 21. Given small scalars 1 ¿ 0 and 2 ¿ 0, and constants !1; !2 ∈ (0; 1). Take arbitrarily
x0 ∈Rn. For each successive k ∈K, if xk ∈Rn \ X ∗ then the following computational steps are
executed.
Step 1 (Predictor step). Let
Qxk := xk(
k) = P[xk − 
kF(xk)];
where the predictor stepsize 
k is chosen such that
‖F(xk)− F(xk(
k))‖6 !1 ‖x
k − xk(
k)‖

k
(23a)
and

k¿ 1 or 
k¿ 2 Q
k ; (23b)
where Q
k satis9es
‖F(xk)− F(xk( Q
k))‖¿!2 ‖x
k − xk( Q
k)‖
Q
k
: (23c)
Step 2 (Corrector step). Let
xk+1 = xk + +kg5(xk ; 
k) (24)
with the corrector stepsize
+k = 3‖e(xk ; 
k)‖2=‖g5(xk ; 
k)‖2; (25)
where 3 is a positive constant.
This algorithm has nice global and local convergence properties similar to the ones given in
Theorems 8–11.
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Theorem 22 (Solodov and Tseng [103])). Assume that (A1)–(A3) hold. If {xk} is an in7nite se-
quence produced by Algorithm 21 for solving problem (1), then it converges globally to a solution
x∗ ∈X ∗ at a R-linear rate.
Theorem 23 (Xiu et al. [120]). Assume that (A1) holds. If {xk} and { Qxk} are two in7nite sequences
produced by Algorithm 21 for solving problem (1), then
lim
k→∞
‖xk − Qxk‖=
k = 0:
Moreover, if 
k is bounded above, then
lim
k→∞
‖FT (X )( Qxk)‖= 0
and {xk} and { Qxk} converge to a solution x∗. Furthermore,
(a) if x∗ is nondegenerate, then Qxk ∈ ri(Xface(x∗)) for all su;ciently large k;
(b) if x∗ is nondegenerate and N (x∗) has a nonempty interior, then Qxk = x∗ for all su;ciently
large k;
(c) if X = Y and x∗ is nondegenerate, then A( Qxk) =A(x∗) for all su;ciently large k;
(d) if X = Y , then A0(x∗) ⊆A( Qxk) for all su;ciently large k.
To improve numerical performance of Algorithm 21, Solodov and Tseng [103] and Sun [108]
replace (24) by
xk+1 = PX [xk + +kg5(xk ; 
k)]: (24′)
In such a case, we may take +k as the optimal stepsize satisfying
3‖e(xk ; 
k)‖2 = 〈xk − x˜k(+k);−g5(xk ; 
k)〉: (25′)
5. Double-projection algorithms
Observing Algorithms 7, 15 and 21 for solving VI(F; X ), we found that all these methods share the
following feature: in order to determine whether a certain “candidate” predictor stepsize 
 satis9es the
required inequality, it is necessary to evaluate PX [xk − 
F(xk)]. This means that if the backtracking
search at iterate k requires mk steps, then we need to make mk + 1 projections onto X in order to
9nd Qxk . This leads to expensive computation.
To overcome this drawback, Iusem and Svaiter [54] 9rst proposed a variant extragradient algorithm
for pseudomonotone variational inequalities, which requires only one projection to attain the desired
predictor stepsize. Thus, plus one more projection in determining xk+1, their algorithm needs two
projections per iteration. We call projection-type algorithms with such a feature double-projection
algorithms. The following is their algorithm.
Algorithm 24. Given x0 ∈X arbitrarily. For each successive k ∈K, if xk ∈X \X ∗ then the following
steps are executed.
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Predictor step: let
yk = (1− 
k)xk + 
kzk = xk − 
ke(xk ; 1); (26)
where zk =PX [xk −F(xk)], the predictor stepsize 
k = lmk and mk is the smallest nonnegative integer
m such that
〈F(yk); e(xk ; 1)〉¿ 31r(xk ; 1)2; 31 ∈ (0; 1):
Corrector step: let
xk+1 := x˜k(+k) = PX [xk − +kF(yk)]; (27)
where
+k =
〈F(yk); xk − yk〉
‖F(yk)‖2 : (28)
Notice that in determining 
k , although F is evaluated several times, no orthogonal projection
onto X is required for the trial values of 
k .
Notice also that the computations of xk+1 and +k in Algorithm 24 are essentially similar to the
ones in Algorithm 15. Hence, +k de9ned by (28) is not an optimal corrector stepsize. Algorithm
24 is also extended by Iusem and POerez [53] to solving nonsmooth variational inequalities. Solodov
and Svaiter [99] modi9ed (27) as
xk+1 = PX∩pHk [x
k] = PX∩9Hk [x
k − +kF(yk)]; (27′)
where Hk = {x∈Rn | 〈F(yk); x− yk〉6 0} is a halfspace in Rn, 9Hk = {x∈Rn | 〈F(yk); x− yk〉= 0}
is a hyperplane in Rn, and +k is still determined by (28).
Solodov and Svaiter [99] explained from a geometric point of view that the next iterative point
produced by their algorithm is closer to the solution set of VI(F; X ) than the one produced by the
Iusem–Svaiter algorithm, and showed by their preliminary numerical experiments that their algorithm
is more eNcient. However, no theoretical analysis is given in [99].
Recently, Wang et al. [118] proved that xk+1 de9ned by (27′) is actually equivalent to
xk+1 = PX [xk − +optk F(yk)] (27′′)
with the optimal corrector stepsize +optk satisfying
〈xk − yk; F(yk)〉= 〈xk − x˜k(+optk ); F(yk)〉: (28′′)
This implies that the distance from the next iterative point to the solution set has a larger decrease
per iteration. Hence, Solodov–Svaiter algorithm possesses both practical and theoretical superiority.
In Algorithm 24, the vector
d1(xk ; 
k) := −F(yk) (29)
is a descent direction for f(x) at xk ∈X . It depends only on F(yk) and is independent of 
k . By
modifying the predictor stepsize rule, Wang et al. [119] established a new descent direction de9ned
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by
d2(xk ; 
k) := −
(
e(xk ; 1) +
F(yk)

k
)
: (30)
It is a combination of the residue e(xk ; 1) and the functional value F(yk). The details of the algorithm
are described as follows.
Algorithm 25. Given x0 ∈X arbitrarily. For each successive k ∈K, if xk ∈X \X ∗ then the following
steps are executed.
Predictor step: let
yk = (1− 
k)xk + 
kzk = xk − 
ke(xk ; 1);
where the predictor stepsize 
k = lmk and mk is the smallest nonnegative integer m such that
〈F(xk)− F(yk); e(xk ; 1)〉6 32r(xk ; 1)2; 32 ∈ (0; 1):
Corrector step: set
xk+1 := x˜k(+k) = PX [xk + +kd2(xk ; 
k)];
where the corrector stepsize +k is taken as the basic step, i.e.,
+k =
〈e(xk ; 1); e(xk ; 1)− F(xk) + F(yk)〉
‖d2(xk ; 
k)‖2 ;
or the optimal step satisfying the equation
〈e(xk ; 1); e(xk ; 1)− F(xk) + F(yk)〉= 〈xk − x˜k(+optk );−d2(xk ; 
k)〉:
Very recently, Noor et al. [88] found other descent direction for f(x) at xk ∈X de9ned by
d3(xk ; 
k) := −[
ke(xk ; 1)± 
kF(xk) + F(yk)]: (31)
It is a combination of three vectors e(xk ; 1), F(xk) and F(yk), where the parameter ±
k before
F(xk) can be replaced by any value in [ − 
k ;+
k]. This direction diPers from the one of Tseng
[115, Example 2].
Can we construct a new descent direction by combining e(xk ; 1) and F(xk) as (9)? This problem
is worth of studying.
It has been proven that if (A1) is satis9ed, all the double-projection algorithms above are globally
convergent [99,118,119], and that if (A1)–(A3) are satis9ed, they are globally sublinearly convergent
[118], i.e.,
dist(xk ; X ∗)6
√
k + 1
(¿ 0)
for suNciently large k. But, we cannot prove the double-projection algorithm to be linearly conver-
gent even under stronger assumptions. We do not know whether +k , which is determined by the
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basic or optimal step, is bounded away from zero as k → ∞. We also do not know whether {xk}
has the 9nite identi9cation of the optimal face (it is easy to know that {zk} has such a property).
6. Implicit-projection algorithms
In the previous sections, we have reviewed some projection-type methods for solving VI(F; X ).
Each of them has a descent direction d(xk ; 
k) for f(x) at xk , and xk+1 can be obtained from
the projection of [xk + +kd(xk ; 
k)] onto some set. In this section, we shall recall another class of
projection-type methods: at the kth iteration, we do not have an evidently descent direction for some
distance function, and xk+1 is obtained by solving a system of nonlinear equations related to the
projection residue. We call such algorithms implicit-projection algorithms. Due to space limitation,
we introduce only three of them.
6.1. Proximal point algorithms
The proximal point algorithm (PPA) was 9rst introduced by Martinet [78] and further re9ned and
extended by Rockafellar [96] to a more general setting, including convex programs, convex-concave
saddle point problems, and variational inequality problems. Its iterative formula for solving VI(F; X )
is as follows.
Algorithm 26. Given x0 ∈X arbitrarily. For each successive k ∈K, if xk ∈X \ X ∗ then let
xk+1 = PX [xk − 
F(xk+1)]; (32)
where 
¿ 0 is a 9xed number.
Here, subproblem (32) is allowed to solve inexactly. Rockafellar [96] proved that under assump-
tion (A1′), where (A1′) is obtained from replacing pseudomonotonicity in (A1) by monotonicity,
Algorithm 26 has a contraction property (4) with 2-norm, and hence {xk} is globally convergent
to a solution x∗ ∈X ∗. Further, Tseng [113] showed that under certain conditions, Algorithm 26 is
linearly convergent.
Theorem 27. Assume that (A1′) and (A3) hold. If {xk} is an in7nite sequence produced by Al-
gorithm 26 with a 7xed 
∈ (0;∞), then {xk} converges to a solution x∗ of VI(F; X ) at least
R-linearly.
This result does not require Lipschitz continuity of F , and was also obtained by Luque [71]
under the assumption that the inverse mapping of T (x) := (F(x) + N (x)) is generalized Lipschitz
continuous on X ∗, i.e., there exist two positive constants c and  such that
dist(x; X ∗)6 c‖w‖ whenever x∈T−1(w) and ‖w‖6 :
For NCP(F), such an assumption is implied from (A3), see [123] for the details.
The authors [121] proved the 9nite identi9cation of the optimal face, including the 9nite conver-
gence, for the PPA under mild conditions.
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Theorem 28. Assume that (A1′) holds. If {xk} is a sequence produced by Algorithm 26 for solving
problem (1), then {xk} converges to a solution x∗ of (1). Moreover,
(a) if x∗ is nondegenerate, then xk ∈ ri(Xface(x∗)) for all su;ciently large k;
(b) if x∗ is nondegenerate and N (x∗) has a nonempty interior, then xk = x∗ for all su;ciently
large k;
(c) if X = Y and x∗ is nondegenerate, then A(xk) =A(x∗) for all su;ciently large k;
(d) if X = Y , then A0(x∗) ⊆A(xk) for all su;ciently large k.
This theorem does not require the assumptions (A2) and (A3). Result (b) diPers from the 9nite
termination of Rockafellar [96], Luque [71], Ferris [25], and Kaplan and Tichatschke [57], because
the nondegeneracy of a solution x∗ to VI(F; X ) is diPerent from the weak sharpness on X ∗ [77]
except for some speci9c cases (see, e.g. [29]).
From (32) we know that xk+1 is the unique solution of the following subproblem with strong
monotonicity
〈
F(x) + x − xk ; y − x〉¿ 0; ∀y∈X: (32′)
Let 
= 1=)k , then (32′) is written as
〈F(x) + )k(x − xk); y − x〉¿ 0; ∀y∈X; (33)
where )k ¿ 0 is adjusted dynamically. As )k → 0, (33) approaches to VI(F; X ). Thus, superlinear
convergence of the PPA is desirable.
Theorem 29 (Luque [71]). Assume that (A1′) holds and T−1 is generalized Lipschitz continuous
on X ∗. If {xk} is a sequence produced by the PPA with )k → 0 for solving problem (1), then
{dist(xk ; X ∗)} converges to zero superlinearly.
We need to point out that subproblem (33) does not require to be solved exactly and Theorem
29 does not require uniqueness of solutions. The subproblem (33) can be extended as
〈F(x) + )k∇M (x; xk); y − x〉¿ 0; ∀y∈X; (34)
where M (x; xk) = -(x)− -(xk)− 〈∇-(xk); x− xk〉 is the Bregman distance determined by a convex
barrier function - from Rn+ into R (see Bregman [7]). In this case, the method is called the gen-
eralized proximal point algorithm (GPPA). Farouq [24] showed that under (A1), which is weaker
than monotonicity assumption (A1′), the GPPA with )k ¿ 0 is globally convergent.
There are quite a few papers in this area, and here we list only some of them.
A complete study of the behavior of the sequence {xk} produced by the GPPA for convex
optimization problems can be found in Kiwiel [60]. A recent study of dual convergence of the
GPPA for convex optimization problems can be found in Iusem and Monteiro [52]. A recent study
of convergence and linear rate of the GPPA for solving VI(F; X ) with disturbed data can be found
in Kaplan and Tichatschke [57]. A recent study of the GPPA for solving VI(F; X ) in a Hilbert space
or Banach space can be found in Iusem [51] or Burachik and Scheimberg [9].
Solodov and Svaiter [100,101] and Tseng [114] combined the PPA with extragradient algorithms.
Yamashita and Fukushima [123] adopted the generalized Newton method to solving subproblem (33)
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and proposed a new PPA with genuine (one-step) superlinear convergence for monotone NCP(F). It
does not require local uniqueness of the solution, but asks the limit point to be strictly complementary.
In a recent report [17], they dropped the assumption of strict complementarity.
6.2. Matrix splitting algorithms
In this subsection, we consider LVI(F; X ) with F(x) =Mx+ q, where M ∈Rn×n is positive semi-
de9nite and can be expressed as the sum of two matrices, i.e.,
M = B+ C with a symmetric positive de9nite (B−M): (35)
Such a decomposition (B; C) is called a regular splitting of M , and there are many choices of B for
which B−M is symmetric positive de9nite. One practical choice is
B=M + D − QL− QLT;
where QL denotes the strict lower triangular part of M and D is any positive diagonal matrix such
that D − QL− QLT is positive de9nite. With this choice, B is upper triangular.
Based on the early works of Mangasarian [73], Pang [89] (For further convergence analysis, see
Li [66]) and others, Tseng [113] presented a matrix splitting method for solving the above problem,
and his method is described as follows.
Algorithm 30. Given x0 ∈X arbitrarily. For each successive k ∈K, if xk ∈X \ X ∗ then let
xk+1 = PX [xk − Bxk+1 − Cxk − q]: (36)
Since B= (B−M) +M is positive de9nite, xk+1 exists uniquely. As subproblem (36) is diNcult
to solve, xk+1 is allowed to have certain error in [73,89,66].
If {xk} is a sequence produced by (36), Tseng proved in [113, Proposition 5.2] that for any
x∗ ∈X ∗,
‖xk+1 − x∗‖2B−M6 ‖xk − x∗‖2B−M − ‖xk − xk+1‖2B−M ; ∀k ∈K: (37)
So, {xk} converges to a solution of LVI(F; X ) where F(x)=Mx+q satis9es (35) [113], and possesses
9nite identi9cation of the optimal face similar to [121, Theorem 28]. If (A3) holds, then {xk} is
R-linearly convergent [113].
In the case where M is symmetric, a usual regular splitting of M is taken as
M = B+ C with a positive de9nite (2B−M); (38)
see Cottle et al. [16] for the details. Like the above analysis, we can conclude easily that the splitting
algorithm with the decomposition of form (38) has nice convergence properties.
The matrix splitting algorithm is also extended to 9nding a zero x of a maximal monotone operator
(mapping) T from Rn into Rn, i.e., 0∈T (x). Suppose that the operator T can be decomposed into
the sum of two maximal monotone operators B and C whose resolvents are easier to evaluate than
T ’s, then the problem can be solved by using only the resolvents of B and C. Such an algorithm is
called the operator splitting one.
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A large variety of operator splitting schemes can be found in the literature. We mention here only
three of the most famous forms. For other forms, see for example Glowinski and Le Tallec [34],
Haubruge et al. [38], and Mahey et al. [72].
The 9rst one is the forward–backward formula where a forward step for C is alternated with a
backward step for B as follows:
xk+1 = (I + )B)−1(I − )C)xk ;
where I denotes the identity operator (mapping) from Rn into itself, and ) is a positive stepsize.
This algorithm has been studied extensively by Passty [92], Chen and Rockafellar [13] and Tseng
[111,112,115]. For the analysis of convergence and linear rate of this formula, we refer the readers
to [13,115].
The second one is the Peaceman–Rachford formula whose iteration is given by
xk+1 = (I + )C)−1(I − )B)(I + )B)−1(I − )C)xk :
This iteration has been introduced by Peaceman and Rachford [93] and consists of two forward–
backward steps where the order of B and C has been changed. A proof of convergence of this
formula was given by Lions and Mercier [68], etc.
The third one is the Douglas–Rachford formula [19] whose iteration is the following:
xk+1 = (I + )C)−1[(I + )B)−1(I − )C) + )C]xk :
It has been studied by Lions and Mercier [68], Eckstein and Bertsekas [21] (where they showed
that the method is in fact a GPPA), Fukushima [31], He [46], etc.
6.3. Sequential equation algorithm
For x∈Rn, 
¿ 0 and +¿ 0, de9ne the equation
x + 
F(x) = x + 
F(x) + +e(x; 
):
Certainly, it is equivalent to the scaled projection equation e(x; 
)=0. Based on the above equation,
He [45] proposed a sequential equation algorithm for solving VI(F; X ), which is stated as follows.
Algorithm 31. Let ∈ (0; 2), 
 be a positive number, and G be a positive de9nite matrix.
Given x0 ∈X arbitrarily. For each successive k ∈K, if xk ∈Rn \ X ∗ then let the next iterate xk+1
be a solution of the following nonlinear equations
x + 
F(x) = xk + 
F(xk) + +kGe(xk ; 
); (39)
where
+k =
‖e(xk ; 
)‖2
〈e(xk ; 
); G−1e(xk ; 
)〉 :
If F is monotone on Rn, then (I + 
F) is strongly monotone. So, there exists a unique solution
to (39). Because xk+1 is not easy to compute except that F and X have special structures, He [45]
allows xk+1 to be an inexact solution. This algorithm has elegant convergence features.
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7. Acceleration and others
7.1. Acceleration of extragradient algorithm
Slow convergence rate is an obvious drawback of the projection-type methods, except for the PPA
with )k → 0 and the operator splitting algorithms with a speci9c design. Is it possible to establish
a projection algorithm with a fast rate of convergence? This problem is concerned by a number of
researchers.
For solving box constrained optimization problems, there are several acceleration strategies for
the projection-type methods. The 9rst one is the second-order scaling technique, which has been
suggested by Bertsekas [5] and developed by Schwartz and Polak [97], Lin and MorOe [67], etc.
The second one is the two-metric projection technique, which has been suggested by Gafni and
Bertsekas [32]. The third one is an active set Newton technique with line search by Facchinei et al.
[23]. Facchinei et al. [22] also gave a general approach for identifying the optimal active set.
Unlike optimization problems, a variational inequality problem does not have a “natural” objective
function. Hence, the above acceleration techniques cannot be directly extended to solving VI prob-
lems. Ferris et al. [27] and Kanzow [55,56] reformulated box constrained VI problem as a system
of nonlinear equations with box constraints, then established some feasible descent methods which
combine the gradient projection step with the reduced Newton step. However, such a reformulation
may lose sparsity of F and enlarge dimension of the original problem.
Recently, Solodov and Svaiter [102] proposed a superlinearly convergent projection-type algorithm
for monotone NCP(F). Their algorithm uses only the 9xed-point reformulation, and combines the
hybrid projection-proximal point method with the well-known Josephy–Newton method, and success-
fully guarantees a fast decrease of the sequence { 12‖xk − x∗‖2}. But their algorithm needs to solve,
maybe inexactly, a linear complementarity subproblem at each iteration.
In [123], Yamashita and Fukushima use the generalized Newton method to solve the PPA sub-
problem (33) and update )k per iteration. They proved that such an approach has one-step superlinear
convergence.
In [127], the authors consider the use of Newton method to accelerate the extragradient method
for solving NCP(F), where F(x) is strongly monotone with a constant >¿ 0 (denoted by (A1′′)),
i.e., for all x and y∈Rn,
(x − y)T(F(x)− F(y))¿>‖x − y‖2:
Under (A1′′) and (A2), the NCP(F) has a unique solution, say x∗, and a global projection error
bound holds [90, Theorem 1], i.e., for all x∈Rn,
1
1 + L
‖x − (x − F(x))+‖6 ‖x − x∗‖6 1 + L> ‖x − (x − F(x))+‖:
The details of the algorithm are stated as follows.
Algorithm 32.
Step 0: Given constants ¿ 0, l∈ (0; 1) and !∈ (0; 1). Take x0 ∈Rn+ and 
−1 = 1. Set k = 0.
Step 1: If e(xk ; 1) = 0 then stop. Otherwise determine Ak := {j | xkj = 0} and Bk := {j | xkj ¿ 0}.
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Let
xk =
[
xkAk
xkBk
]
:
Step 2 (Search direction).
If matrix (∇F(xk))BkBk is singular then go to Step 4. Otherwise, compute a vector
dk =
[
dkAk
dkBk
]
;
where dkAk = 0 and d
k
Bk
is a solution of the reduced Newton equation related to the non-active set
Bk
(∇F(xk))BkBk d=−(F(xk))Bk : (40)
Step 3 (Fast step).
Let x˜k = xk + tkdk , where tk is the largest element in set {1; l; l2; · · ·} such that
x˜kBk ¿ 0 and ‖(F(x˜k))Bk − (F(xk))Bk‖6 ‖e(xk ; 1)‖: (41)
If
‖e(x˜k ; 1)‖6 ‖e(xk ; 1)‖ (42)
where  is a given scalar in the interval (0; >=2(1 + L)2), then set xk+1 = x˜k ; 
k = 
k−1 and go to
Step 5.
Step 4 (Extragradient step).
Let
Qxk = (xk − 
kF(xk))+;
xk+1 = (xk − 
kF( Qxk))+; (43)
where 
k is the largest element in set {; l; l2; · · ·} such that
‖F(xk)− F( Qxk)‖6 !‖e(x
k ; 
k)‖

k
:
Step 5: Set k := k + 1 and go to Step 1.
In the algorithm, the reduced Newton step is applied to guarantee a fast decrease of f(x) while
the extragradient step is used to produce a linear decrease, and a suitable swicth is used from
the extragradient step to the fast step. It is proven [127] that the algorithm enjoys the following
convergence properties.
Theorem 33. Suppose that (A1′′) and (A2) hold and x∗ is the unique solution of problem (2).
(a) If {xk} is an in7nite sequence produced by Algorithm 32, then {xk} converges R-linearly to
the solution x∗ of problem (2).
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(b) If the solution x∗ satis7es the nondegenerate condition, then Ak ≡A(x∗) for all su;ciently
large k ∈K; furthermore, {xk} must converge to the solution x∗ at a superlinear rate.
Note that the nondegenerate condition in Theorem 33 can be dropped by using @-active set strategy
(see, e.g. [57]). But, this will lose a nice feature that the formulae in (43) to compute Qxk and xk+1
are 9nally reduced to a simpler form like a Jacobian iteration.
In [127], the authors also gave a modi9cation of Algorithm 32, which can solve monotone linear
complementarity problems. Can such a modi9cation be extended to solving monotone variational
inequality problems? So far it is still unknown.
7.2. Feasible descent methods
The feasible descent methods for solving VI(F; X ) are a class of algorithms which is closely
related to the projection-type methods. It is based on the D-gap function by Fukushima [30]
h(x) := 〈F(x); e(x; )〉 − 12r(x; )
2; x∈X;
where ¿ 0 is a parameter. This type of methods has been developed by Taji, Fukushima and
Ibaraki [109], Marcotte et al. [76,128], Peng and Fukushima [94], Solodov and Tseng [104], etc.
7.3. Extensions
The projection-type methods have been extended to solving various generalized variational inequal-
ity problems, such as the mixed variational inequality problem which is to 9nd a vector x∗ ∈Rn such
that
〈F(x∗); x − x∗〉+  (x)−  (x∗)¿ 0 ∀x∈Rn;
where  is a proper, convex and lower semicontinuous function from Rn into R∪{+∞}; the general
variational inequality problem which is to 9nd a vector x∗ ∈Rn and h(x∗)∈X such that
〈F(x∗); h(x)− h(x∗)〉¿ 0 ∀x∈Rn and h(x)∈X;
where h is a nonlinear function from Rn into Rn. The interested readers may consult the survey by
Noor [81,82], the papers [1,18,48,63,80,83–87,116,122,124], and the references therein.
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