The quantitative structure property relationship (QSPR) for the gas/particle partition coefficient, K p , of polychlorinated biphenyls (PCBs) was investigated. Molecular distance-edge vector (MDEV) index was used as the structural descriptor of the PCBs. The quantitative relationship between the MDEV index and log K p was modeled by multivariate linear regression (MLR) and artificial neural network (ANN), respectively. The leave-one-out cross validation and external validation were performed to assess the prediction ability of the developed models. When the MLR method was used, the root mean square relative error (RMSRE) of the prediction for the leave-one-out cross validation and external validation were 4.72 and 8.62, respectively. When the ANN method was employed, the prediction RMSRE of the leave-one-out cross validation and the external validation were 3.87 and 7.47, respectively. It was demonstrated that the developed models are practicable for predicting the K p of PCBs. The MDEV index was shown to be quantitatively related to the K p of PCBs.
INTRODUCTION
Polychlorinated biphenyls (PCBs) are a group of poly halogenated organic compounds that are persistent organic pollutants. They have gained much attention due to their environmental persistence, high toxicity, tendency to bioaccumulate through the food chain, and risk to human health. [1] [2] [3] PCBs are used in various industrial applications as organic diluents, plasticizers, and paint additives, etc. It is estimated that hundreds of million of kilograms of PCBs have 966 JIAO et al. been released into the environment due to inappropriate disposal practices and accidental releases. 4 Although the production and use of PCBs have been banned in most countries, PCBs have already become ubiquitous pollutants in all environmental compartments, including water, air, vegetation, soil and animals, worldwide. 5 A total of 209 theoretical PCBs exist and approximately 150 have been found in the environment. 6 Being semi-volatile organic compounds, PCBs in the atmosphere are simultaneously present in the gas and particle phase. The gas/particle partition behavior of PCBs in the atmosphere may affect their fate, transport and transformation in the atmosphere. Thus, a quantitative study on gas/particle partition coefficient, K p , which is a parameter for describing the gas/ /particle partition behavior of PCBs, is useful for an understanding of the environment fate, transport, and transformation of PCBs. [7] [8] [9] Many studies focusing on the gas/particle partition coefficient of PCBs have been reported and several methods for determining the K p of PCBs were proposed. [7] [8] [9] [10] [11] [12] However, the experimental determination of K p is still difficult due to the complexity of the analytical methods and the high cost of experiments. 13 Therefore, attention has been paid to the quantitative structure-property relationship (QSPR) method, which is fast, easy-to-use and cost-effective, for a preliminary assessment and the estimation of K p of PCBs. Thus, a QSPR model for the K p of PCBs based on quantum chemical descriptors was recently studied by Wei et al. 13 However, it is also time-consuming and complicated to develop a QSPR model based on quantum chemical descriptors, because the calculation and selection of the structural descriptors, which are always time-consuming and complicated, are still necessary to establish the model. Obviously, it is still worthwhile to develop an easy-to-use QSPR model for the K p of PCBs. The topological index is a structural descriptor that has frequently been used in the field of QSPR research. It can efficiently describe the structure of molecules without the need for detailed molecular orbital calculations. This is useful because, despite its mathematical simplicity, it is able to differentiate molecules with different structures. 14 Thus, the aim of the present study was to develop a QSPR model for the K p of PCBs based on the topological index. The molecular distance-edge vector (MDEV) index, which has not gained sufficient attention in QSPR research although having been used in a few QSPR studies, [15] [16] [17] was introduced and employed as the structural descriptor of PCBs. Multivariate linear regression (MLR) and artificial neural network (ANN) methods were applied in the modeling of the quantitative relationship between the MDEV index and log K p of PCBs.
CALCULATION AND EXPERIMENTAL

Data set
The MDEV index was calculated according to the approach presented later. The calculated MDEV indexes for the PCBs are listed in Table I . The experimental log K p values of the 41 PCBs listed in Table II were taken from the literature. 13 The root mean square relative error (RMSRE) was used to indicate the prediction performance of the obtained QSPR model. The RMSRE is defined as follows:
where RE i is the relative error of the i th sample and n is the number of samples. 
MDEV index
For calculating the MDEV index of a molecule, each non-hydrogen atom is regarded as a point and each chemical bond is regarded as an edge. The whole molecule is regarded as a geometric graph. When dealing with PCBs, the molecular structure of PCBs can be encoded by the MDEV index of chlorine atoms and benzene rings. If the relative electronegativity of each chlorine atom and benzene ring is defined as 1, the MDEV index can be defined follows:
where k and l denote the type of an atom (k = 1 or l = 1 denotes a chlorine atom, and k = 2 or l = 2 denotes a benzene ring). In addition, i and j are the coding number of a chlorine atom or benzene ring in the molecular skeleton graph. Moreover, i and j belong to the k th and l th type, respectively. 
Obviously, the M 22 value of every PCB is 1. Thus, μ 1 and μ 2 are used to describe the structure of PCBs.
Artificial neural networks
As the theory of ANN has been described in detail by many introductory articles, 18-28 only a brief outline of an ANN is presented here.
An ANN is a multivariate calibration method capable of modeling complex functions. Its basic processing unit is the neuron (node). An ANN comprises a number of neurons organized in different layers. A linear artificial neural network (L-ANN), [24] [25] [26] [27] [28] which is usually used to develop a linear model, is a neural network having no hidden layers, but an output layer with fully linear neurons (that is, linear neurons with a linear activation function). In an L-ANN, the neurons between the input and output layers fully connect, while the neurons in the same layer do not. The basic architecture of an L-ANN is presented in Fig. 1 .
In Fig. 1, x i (i = 1,2,…,n), y j (j = 1,2,…,m) and w ij are the input variables, output variables and the element of connection weight matrix W, respectively. b j is the bias vector, which corresponds to the thresholds. The symbol f act (¤) denotes the activation function. Prior to the training procedure, the input and output variables require normalization. When the network is executed, it effectively multiplies the input variables by the weights matrix, and then adds the bias vector. Hence, the postsynaptic potential (PSP) function of the neuron could be described as follows:
Routinely, the activation function used in an L-ANN is a linear function described as: Fig. 1 . The architecture of the linear artificial neural network.
As there are no non-linear functions and hidden neurons in the network, an L-ANN is ideal for dealing with linear problems. Actually, training a linear network means finding the optimal setting for the weight matrix W to minimize the root mean squared error of the calibration set. In order to achieve this aim, the known samples are generally divided into two parts: a training set and a verification set. The network is trained using the training set, but is also tested after each epoch using the verification set. The training should be stopped once deterioration in the verification error is observed. Overfitting and overlearning can be effectively avoided in this way. Although the verification set is used to identify the best network, actually, training algorithms do not use the verification set to adjust network weights. A standard pseudo-inverse linear optimization algorithm 24 is usually employed to train the network. This algorithm uses the singular value decomposition technique to calculate the pseudo--inverse of the matrix required to set the weights in a linear output layer, to find the least mean squared solution. Essentially, it guarantees the optimal setting for the weights in a linear layer is found.
The main difference between MLR and L-ANN is the optimization algorithm. In MLR, the aim of least square algorithm is to minimize the sum of squared residuals of the training set. As for L-ANN, the aim of training algorithm is to minimize the root mean squared error of verification set. 24 Thus, the prediction ability of L-ANN is usually superior to that of MLR.
In this study, a 2-1 L-ANN (i.e., a network with 2 input variables and 1 output variable) was used to establish the calibration model. The used activation function is presented in Eq. (5). The MDEV index and log K p were used as the input and output variables, respectively. Prior to the training procedure, the input and output values were normalized.
Leave-one-out cross validation
The leave-one-out cross validation 29 is a commonly used algorithm for estimating the predictive performance of a multivariable calibration model. Usually, practical calibration experiments must be based on a limited set of available samples. The idea behind the leaveone-out cross validation algorithm is to predict the property value of each sample in turn with the calibration model that was developed with the other samples. When applying the algorithm to a dataset with n samples, the calibration modeling is performed n times, each time using (n-1) samples for modeling and one sample for testing. Thus, the procedure of leaveone-out cross validation can be divided into n segment. In each segment i ( i = 1,…,n), there are three steps: 1) taking sample i out as temporary "test set", which was not used to develop the calibration model, 2) developing the calibration model with the remaining (n-1) samples and 3) testing the developed model with sample i, calculating and storing the prediction error of the sample.
External validation
External validation 25, 30, 31 is a conventional approach that is usually used to assess the predictive ability of a calibration model. When using the approach, all the available samples are split into two subsets: a calibration set, which is used to establish the prediction model, and a test set, which is employed to verify the reliability of the established model. Usually, the samples in calibration set and test set are randomly selected from the working dataset.
Software
All data processing was realized with subroutines developed under Matlab (Ver. 7.0). The computation was performed on a personal computer equipped with a Core2 T9400 processor.
RESULTS AND DISCUSSION
First, the values of the MDEV index for the PCBs were calculated according to the method presented in the Calculation and Experimental section and the results are listed in Table I . The MDEV index of different PCB molecules are different, which confirms that the MDEV index can describe the structural differrences among these molecules. Thus, it is reasonable to employ MDEV index as structural descriptor for developing QSPR models of PCBs.
Then the two QSPR models (the MLR and L-ANN models) were developed and investigated.
MLR model
Generally, a simple model should always be chosen in preference to a complex model, unless the latter fits the data better. Thus, the MLR model was first investigated to determine whether it could describe adequately the quantitative relationship between the MDEV indexes and log K p values of the PCBs. The MDEV index was used as the independent variable and the log K p value as the dependent variable to develop the model. In order to assess the predictive ability of the developed QSPR model, two validation methods, the leave-one-out cross validation and external validation, were performed. The 41 PCBs for which their 972 JIAO et al. log K p value is known were randomly divided into two groups: Group I, which comprised 20 PCBs and Group II, which comprised 21 PCBs.
Then, the leave-one-out cross validation was applied to Group I and the results are presented in Table II , from which it could be seen that the predicted log K p were in agreement with the experimental values. For all the 20 compounds, the obtained RMSRE was 4.72. Moreover, the predicted log K p values were plotted vs. the corresponding experimental ones (shown in Fig. 2a) and the plot exhibited a linear relationship (y = 0.9592x -0.1314 with R 2 = 0.9519). Subsequently, external validation was performed to assess further the predictive ability of the MLR model. In this procedure, the calibration model was developed by using all the 20 compounds in Group I. The obtained regression equation is log K p = 0.883μ 1 + 0.244μ 2 -5.056. The R 2 , standard error of the estimate and F values of the regression model were 0.9636, 0.1501 and 225.0, respectively. Then, the log K p values of the PCBs in Group II were predicted by the obtained model. The prediction results are also given in Table II , from which it can be seen that the predicted log K p values were still in agreement with the experimental log K p . For the 21 compounds, the prediction RMSRE was 8.62. The plot of the predicted log K p vs. the experimental values (Fig. 2a) The result of the leave-one-out cross validation and external validation demonstrates that the values of MDEV index of the investigated PCBs are quantitatively related to their log K p values. MLR was shown to be practicable for modeling the quantitative relationship between the MDEV index and log K p value of PCBs. Obviously, a linear QSPR model based on MDEV index could be used to predict the log K p of other PCBs.
Thus, an MLR model was developed using the 41 samples listed in Table II 
L-ANN model
Besides MLR, an L-ANN, which is the simplest artificial neural network, is a commonly used linear calibration method in QSPR studies. Thus, we investigate whether a better model can be established by using L-ANN. Leave-one-out cross validation and external validation were carried out to assess the predictive ability of the developed model.
Group I was still used to accomplish leave-one-out cross validation. In each run of the ANN, the verification set comprised four randomly selected samples, and the learning rate and momentum were set as 0.6 and 0.3, respectively. The results are presented in Table II , from which it could be seen that the predicted log K p values were in good agreement with the corresponding experimental ones. For all the 20 compounds, the obtained RMSRE was 3.87. Moreover, the predicted log K p values were plotted vs. the experimental ones (Fig. 2b) and the plot exhibited a linear relationship (y = 0.9511x -0.1613 with R 2 = 0.9725). Then, all the 41 samples listed in Table II were used to accomplish an external validation. The L-ANN model was trained using the 20 samples of Group I. In the training procedure, the verification set comprises four randomly selected samples, and the learning rate and momentum was set as 0.6 and 0.3, respectively. The results of the external validation are given in Table II , from which it could be seen that the predicted log K p values were in good agreement with the experimental ones. For the 21 compounds, the prediction RMSRE was 7.47. The plot of the predicted log K p values vs. the experimental ones (Fig.2b) showed a linear relationship (y = = 0.9574x -0.1435 with R 2 = 0.9136). Obviously, the prediction accuracy of L-ANN model was slightly higher than that of the MLR model. Hence, using the L-ANN model would be slightly better than the MLR model for the prediction of the log K p values of PCBs. Thus, it was demonstrated that the L-ANN technique is a practicable and promising method for modeling the quantitative relationship between the values of the MDEV index and the log K p values of PCBs.
Thus, an L-ANN model was developed using the 41 samples listed in Table  II as the calibration set. In the training procedure, the verification set comprised eight randomly selected samples, and the learning rate and momentum was set as 0.6 and 0.3, respectively. Wei et al. 13 predicted the log K p values of the PCBs using a quantum chemistry QSPR model. A comparison of the present result with theirs showed no significant difference between the two sets of predicted results. Thus, the models developed within the present study should provide a reasonable method for the prediction of the log K p value of PCBs. Compared with quantum chemical descriptors, the MDEV index is easier to generate. Obviously, the development of QSPR models based on the MDEV index is a simple and easyto-use method for predicting the log K p values of PCBs. CONCLUSIONS QSPR models for predicting the gas/particle partition coefficient of PCBs were investigated. The MDEV index was used as the structural descriptor of the PCBs. Both a MLR and an L-ANN model were investigated. The predictive ability of the developed models was assessed by the leave-one-out cross validation and by external validation. The results indicate that both the MLR and the L-ANN models are practicable for predicting the log K p values of PCBs. It is demonstrated that the values of the MDEV index of PCBs are quantitatively related to the log K p values of PCBs. MDEV index can be generated easier than quantum chemical descriptors. Accordingly, using MDEV index as structural descriptor is more convenient than using a quantum chemical descriptor when developing a QSPR model for the K p of PCBs. In addition, the result demonstrated that both the MLR and L-ANN models are practicable for modeling the quantitative relationship between the MDEV index and log K p of PCBs. Therefore, the proposed method should be easy-to-use and practicable for the prediction of the log K p values of PCBs.
