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INTRODUCTION 
Magnetic Flux Leakage (MFL) methods are used to detect localized phenomena such 
as surface or sub-surface cracks in ferromagnetic materials [ 1]. A dc magnetic field is 
induced inside the sample being tested, and the distribution ofthe resultant lines of 
magnetic flux is deterrnined by the values of magnetic perrneability within the region of 
interest. Characteristically, the magnetic flux "leaks" out ofthe object in the region of a 
defect, allowing it to be detected using some kind of magnetic sensor. 
Magnetic source images represent the source distribution inside an inaccessible 
volume, reconstructed from MFL measurements outside the volume. Such distribution can 
be modeled as an array of magnetic dipoles with fixed positions and directions but 
unknown strengths. Thus, the magnetic field value at each position is a linear function of 
the unknown dipole strengths, and the whole set of measured data can be expressed by 
means of a linear system. 
One ofthe techniques used to obtain the solution for the linear system, i.e., the 
magnetic image, is known as Minimum-Norm Least-Squares (MNLS) inverse [2]. It is weil 
known that this solution is depth biased, favoring sources that are closer to the magnetic 
field sensor and introducing a distortion in the image ofthe flaw. This can be regarded as a 
blurring effect in the original image. Wehave studied this problern in simulated deep 
cracks, modeled by an array of magnetic dipoles. In order to minimize the blur, one can 
compensate for the depth bias by modifying the inverse solution procedure. Another 
approach is to consider the MNLS inverse as an image blurring system and to apply spatial 
digital filtering to restore the image. This blurring system is not spatially invariant, as its 
effect depends on the distance from the crack to the sensor. The firsttype offiltering used 
was a pseudoinverse FIR filter, which frequency response has shown to be highly 
dependent on the position ofthe crack. To overcome this drawback, an optimal filtering 
technique [3] was successfully applied. 
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Figure I. Schematic representation of dipole model used in the simulation. 
SIMULATION OF CRACKS 
In a first approximation, the leakage field ofa crack (see Fig. 1) can be simulated by 
placing a set ofmagnetic dipoles at specific Coordinates in the region ofthe crack. The 
magnetic field due to each dipole can be obtained from the gradient of the magnetic scalar 
potential. The z component ofthe magnetic field intensity Hatposition (x, y, z) for a dipole 
placed at {x0 , y0 , za) and pointing in the +x direction can be written as: 
-3 (x-x0 ) (z-zo) 
Hz(x,y,z)= 2 2 2 512 q . [(x-x0 ) +(y- Yo) +(z-z0 ) ] 
(I) 
The z component of the magnetic field was calculated over a I 0 cm x I 0 cm 
horizontal grid, parallel to the top of the sample, with 441 equally spaced points (2I x 21) 
at a 5 cm lift-off distance. 
MAGNETIC SOURCE IMAGING 
The MNLS inverse finds the dipole strength distribution that minimizes the squared 
difference between the measured field and the field generated by the solution. It provides 
the best estimation for the dipole strengths, in the sense that it has the rninimum residual 
error between the measured field and the field generated by the reconstructed dipole 
distribution. It also has the minimum power for the source configuration. 
W e modeled the unknown source distribution as an array of magnetic dipoles with 
fixed positions but unknown strengths q (see Figure 2). Since the dipole positions are fixed, 
the magnetic field vector H accounting for the field measured at m different points in space, 
due to n dipole elements, can be written as a linear function of the unknown dipole element 
strength vector q: 
H = f:.q (2) 
where mxn matrix L is called the lead-field matrix. 
Ifthere are more measurements than dipoles in the model, i.e., m>n, equation (2) has 
no solution in the conventional sense. Nevertheless, it is possible to obtain a best estimation 
of q, denoted by q, rninimizing the norm ofthe residual error e: 
11 ~11=11 !A-Hr. (3) 
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Figure 2. Schematic representation of source distribution in the inverse solution. 
The set of equations that expresses the minimization of the norm of the residual error 
is the following: 
(4) 
However, in real situations, due to noise in the measurements and floating point 
roundoff errors in the data processing, the square matrix [;/ f is often singular, so the 
direct inverse does not exist. Despite this difficulty, it is still possible to find the best 
estimation ofthe unknown source distribution by means ofthe MNLS inverse. Such 
inverse can be implemented numerically using the method of singular value decomposition 
(SVD) to obtain: 
(5) 
We represent the solution q by a gray-scale image where each pixel corresponds to a 
dipole, with its value proportional to the dipole strength. In all examples we used an array 
of 11 x 11 dipoles separated by I mm. 
OPTIMAL FILTER DESIGN 
The whole system for filter design can be represented by the block diagram below: 
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Figure 3. Block diagram of the system for optimal filter design. 
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The input image is represented by an unitary impulse located at the dipole position, 
(na,nb). The MNLS inverse image g(nl,n2), which presents a blurring effect around 
(na,nb), is then fed to the FIR restoration filter. The filter coefficients b,J are calculated in 
order to maximize the dipole intensity at position (na,nb) ofthe output image y(nl,n2): 
y(na,nb) = 1, (6) 
and to minimize the strength of all other dipoles around: 
(7) 
The latter criterion can also be expressed as: 
(8) 
where - M ~ k ~ M and - M ~ 1 ~ M. As the restored image is the convolution of 
g(nl,n2) with the filter impulse response, then 
M M 
y(nl,n2) = L Lh;,j.g(nl-i,n2- j). 
i=-M j=-M 
Substituting (9) in (8) yields (for each k,l) 
M M 
L Lh1,j.Rgg(i-k,j-l)=g(na-k,nb-l) 
1=-Mj=-M 
(9) 
(10) 
where Rgg(nl,n2) is the autocorrelation sequence of g(nl,n2). This can also be expressed 
in matrix form as follows: 
(11) 
where R is a matrix with autocorrelation sequence values, b is a vector with all filter 
coefficients stacked and g is a vector with dipole strength values around the position 
(na,nb). Solving this linear system, we obtain the restoration filter. For cracks modeled by 
more than one dipole, the vector g is expressed as: 
~ = Lg(na, - k,nb, -I), (12) 
where na, and nb, are the position ofthe dipoles. Even in such cases, the autocorrelation 
matrix calculated for a single dipole can be used, provided this dipole is close enough to the 
crack. That is, the filter coefficients can be obtained without the need of calculating the 
matrix R for dipoles in other locations. 
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RESULTS 
Figure 4a shows the 128 x 128 interpolated magnetic source image obtained by the 
MNLS inverse for a small crack located at x = 0 mm and with a depth of 8 mm. Figure 4b 
and 4c show interpo1ated filtered images for second and tenth order filters, respective1y . 
Figure 5a shows the 128 x 128 interpolated magnetic source image obtained by the 
MNLS inverse for a small crack located at x = 0 mm and with a depth of 6 mm. Figure Sb 
shows the interpolated filtered image obtained with the same autocorrelation matrix found 
in the previous case. 
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Figure 4. (a) MNLS interpolated image. (b) filtered image with M= l. (c) filtered image 
withM=5. 
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Figure 6a shows the 128 x 128 interpolated magnetic source image obtained by the 
MNLS inverse for two small cracks located at x = -3 mm, x = +3 mm and with a depth of 
6 mm. Figure 6b shows the interpolated filtered image obtained with the same 
autocorrelation matrix found in the first case. 
Finally, Figure 7a shows the 128 x 128 interpolated magnetic source image obtained 
by the MNLS inverse for a !arge crack located at x == 0 mm and depth between 6 mm and 
9 mm. Figure 7b shows the interpolated filtered image obtained with the same 
autocorrelation matrix found in the first case. 
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Figure 5. (a) MNLS image. (b) filtered image obtained with the same autocorrelation 
matrix found in the previous case. 
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Figure 6. (a) MNLS image. (b) filtered image obtained with the same autocorrelation 
matrix found in the first case. 
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Figure 7. (a) MNLS image. (b) filtered image with the same autocorrelation matrix found 
in the first case. 
CONCLUSION 
Wehave successfully applied an optimum spatial filtering technique to reduce the 
blur found in magnetic source images of cracks obtained by the MNLS inverse procedure. 
The filter coefficients were obtained by solving a linear system, and we have shown that the 
filter adjusts its parameters to the new image, leading to a good response provided the 
crack is close enough to the region for which the autocorrelation matrix was calculated. 
Wehave demonstrated the usefulness ofthis technique when the approximate location of 
the flaw is known. 
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