Lossless compression methods shorten the expected representation size of data without loss of information, using a statistical model. Flow-based models are attractive in this setting because they admit exact likelihood optimization, which is equivalent to minimizing the expected number of bits per message. However, conventional flows assume continuous data, which may lead to reconstruction errors when quantized for compression. For that reason, we introduce a generative flow for ordinal discrete data called Integer Discrete Flow (IDF): a bijective integer map that can learn rich transformations on high-dimensional data. As building blocks for IDFs, we introduce flexible transformation layers called integer discrete coupling and lower triangular coupling. Our experiments show that IDFs are competitive with other flow-based generative models. Furthermore, we demonstrate that IDF based compression achieves state-of-the-art lossless compression rates on CIFAR10, ImageNet32, and ImageNet64.
Introduction
In our current data-driven-and data generating-society, there is a need for compression to enable efficient transmission and storage of data. Compression algorithms aim to decrease the size of representations, by exploiting patterns and structure in data. Lossless compression methods preserve information perfectly, which is essential in domains such as medical imaging, astronomy, photography, text and archiving. Lossless compression and likelihood maximization are inherently connected through Shannon's source coding theorem [28] : The expected message length of an optimal entropy encoder, is equal to the negative log-likelihood of the statistical model. In other words, maximizing the log-likelihood (of data) is equivalent to minimizing the expected number of bits required per message.
Building a statistical model for compression can be challenging, because data is usually highdimensional, which makes designing the likelihood and optimization difficult. Deep generative models permit learning these complicated distributions from data, and have demonstrated their effectiveness in image, video and audio modeling [19, 20, 23] . Flow-based generative models [7, 8, 22, 19, 14, 15] are advantageous over other generative models: i) they admit exact log-likelihood optimization in contrast with Variational AutoEncoders (VAEs) [18] and ii) drawing samples (and decoding) is comparable to inference in terms of computational cost, as opposed to PixelCNNs [34] . However, flow-based models are generally defined for continuous probability distributions, even … IDF Coder Figure 1 : Overview of IDF based lossless compression. An image x is transformed to a latent representation z with a tractable distribution p Z (·). An entropy encoder takes z and p Z (·) as input, and produces a bitstream c. The length of c approaches the negative log 2 -likelihood of the IDF. To obtain x, the decoder uses p Z (·) and c to reconstruct z. Subsequently, z is mapped to x using the inverse of the IDF.
though digital media is stored discretely, e.g., pixels from 8-bit images have 256 distinct values. To utilize continuous flow models for compression, the latent space must be quantized, which may produce reconstruction errors in image space.
To circumvent these (de-)quantization issues, we propose Integer Discrete Flows (IDFs) which are invertible transformations for ordinal discrete data, such as images, video and audio. We demonstrate the effectiveness of IDFs by attaining state-of-the-art lossless compression performance on CIFAR10, ImageNet32 and ImageNet64. In addition, we show that IDFs achieve generative modelling results comparable with other flow-based methods. The main contributions of this paper are summarized as follows: 1) We introduce a generative flow for ordinal discrete data (Integer Discrete Flow), circumventing the problem of (de-)quantization; 2) As building blocks for IDFs, we introduce flexible transformation layers called integer discrete coupling and lower triangular coupling; 3) We propose a neural network based (image) compression method that leverages IDFs; and 4) We empirically show that our image compression method allows for partial decoding that maintains the global structure of the encoded image.
Background
The continuous change of variables formula lies at the foundation flow-based generative models. It admits exact optimization of a (data) distribution using a simple distribution and a learnable bijective map. Let f : X → Z be a bijective map, and p Z (·) a prior distribution on Z. The model distribution p X (·) can then be expressed as:
That is, for a given observation x, the likelihood is given by p Z (·) evaluated at f (x), normalized by the Jacobian determinant. A composition of invertible functions is generally referred to as a normalizing flow in deep learning literature, which can be viewed as a repeated application of the change of variables formula [5, 31, 30, 24] .
Flow layers
The design of invertible transformations is integral to the construction of normalizing flows. In this section two important layers for flow-based generative modelling are discussed.
Coupling layers have an analytical inverse, which is comparable to a forward pass in terms of computational cost [7] . Specifically, given an input tensor x ∈ R d , the input is partitioned into two sets such that x = [x a , x b ]. The transformation by a coupling layer, denoted f (·), is then defined by:
where denotes element-wise multiplication and s and t may be modelled using neural networks. Given this, the inverse is easily computed, i.e., x a = z a , and
, where denotes element-wise division. For f (·) to be invertible, s(x a ) must not be zero, and is often constrained to have strictly positive values.
Factor-out layers allow for more efficient inference and hierarchical modelling. A general flow, following the change of variables formula, is described as a single map X → Z. This implies that a d-dimensional vector is propagated throughout the whole flow model. Alternatively, a part of the dimensions can already be factored-out at regular intervals [8] , such that the remainder of the flow network operates on lower dimensional data. We give an example for two levels (L = 2) although this principle can be applied to an arbitrary number of levels:
where y 0 = x ∈ R d and y 1 , z 1 ∈ R d/2 . The likelihood of x is then given by:
This approach has two clear advantages. First, it admits a factored model for z,
, which allows for conditional dependence between parts of z. Second, the lower dimensional flows are computationally more efficient.
Entropy encoding
Lossless compression algorithms map every input to a unique output, they are designed to make probable inputs shorter and improbable inputs longer. Shannon's source coding theorem [28] states that the optimal code length for a symbol x is − log p(x), and the minimum expected code length is lower-bounded by the entropy:
where c denotes the encoded message, | · | is length, H denotes entropy, D is the data distribution, and p X (·) is the statistical model that is used by the encoder. Therefore, maximizing the model log-likelihood is equivalent to minimizing the expected number of bits required per message, when the encoder is optimal.
Stream coders encode sequences of random variables with different probability distributions. They have near-optimal performance, and they can meet the entropy-based lower bound of Shannon [26, 21] . In our experiments the entropy coder rANS [10] (see Appendix A.1) is used, a recently discovered stream code which is becoming increasingly popular because of its computational and coding efficiency.
Integer Discrete Flows
We introduce Integer Discrete Flows (IDFs): a bijective integer map that can represent rich transformations. IDFs can be used to learn the probability mass function on (high-dimensional) ordinal discrete data. Consider an integer-valued observation
, and a bijective map f :
Note that in contrast to Equation 1, there is no need for re-normalization. Deep IDFs are obtained by stacking multiple IDF layers {f l } L l=1 , which are guaranteed to be bijective if the individual maps f l are all bijective. We design the layers as maps from Z d to Z d . This ensures that the composition of layers is closed on Z d .
Integer Discrete Coupling
As a building block for IDFs, we introduce integer discrete coupling layers. These are invertible and
be an input of the layer. The output is defined as a copy z a = x a , and a transformation z b = x b + t(x a ) , where · denotes a nearest rounding operation and t is a neural network (Figure 2 ).
Notice the multiplication operation in standard coupling is not used in integer discrete coupling. This is intentional since the set of integers is not closed under the operations of division, even though it is closed under multiplication.
It may seem disadvantageous that our model only uses translation, which is named additive coupling. However, large-scale continuous flow models in literature tend to use additive coupling instead of affine coupling [19] .
Figure 2: Forward computation of an integer discrete coupling layer. The input is split in two parts. The output consists of a copy of the first part, and a conditional transformation of the second part. The inverse of the coupling layer is computed by inverting the conditional transformation.
Backpropagation through Rounding Operation
As shown in Figure 2 , a coupling layer in IDF requires a rounding operation ( · ) on the predicted translation that rounds the translation to the nearest integer. Since the rounding operation is effectively a step function, its gradient is zero almost everywhere. As a consequence, the rounding operation is inherently incompatible with gradient based learning methods. In order to backpropagate through the rounding operations, we make use of the Straight Through Estimator (STE) [2] . In short, the StraightThrough estimator ignores the rounding operation during back-propagation. This is equivalent to treating the rounding operation as an idenity operation during the backward pass. More specifically, the gradient of the rounding operation is redefined as follows:
Lower Triangular Coupling
The performance of IDFs depends on a trade-off between the number of coupling layers and the complexity of the coupling layers themselves (see section 4.1). For that reason, it is desired to increase the flexibility of layers without introducing additional gradient bias.
We introduce a multivariate coupling transformation, designed such that the number of rounding operations remains unchanged. The transformation includes a strictly lower triangular matrix L which is conditioned on x a , that is multiplied by x b :
The main trick is to round the sum of all transformations, such that no additional gradient bias is introduced. This transformation is guaranteed to be invertible, and the inverse can be found with a modified version of forward substitution:
where
i denotes the ith element of x b , and t and L are still conditioned on x a , but this notation is dropped for clarity. The continuous case can even be solved analytically by using the inverse
In practice we restrict the computational cost on feature maps x, z ∈ Z nc×h×w by parametrizing a local triangular matrix. That is, the transformation is independent spatially, and defined over the channels of the feature maps: z :,ji + t :,ji + L :,ji ∀ji, where ji denote spatial coordinates and L and t are conditioned on x (a) . Consequently, the dimensions of L are small relative to the neural networks parametrizing them, and the inverse can be found iteratively with parallelized matrix operations in iterations equal to channels of x (b) .
Tractable Discrete distribution
As discussed in Section 2, in flows a simple distribution p Z (·) is posed on Z. In IDFs, the prior is a factored discrete logistic distribution. The discretized logistic captures the inductive bias that values close together are related, which is suited for ordinal data.
The probability density of an integer valued z ∈ Z is defined as an integral of the probability distribution over the bin, which can be efficiently obtained by evaluating the cumulative distribution function twice:
Logistic(z |µ, s)dz Discrete Mixture distributions The discretized logistic distribution is unimodal and therefore limited in complexity. With a marginal increase in computational cost, we increase the flexibility of the latent prior by extending it to a mixture of K logistic distributions [27] :
Note that as K → ∞, the mixture distribution can model arbitrary univariate discrete distributions. In practice, we find that a limited number of mixtures (K = 5) is usually sufficient for image density modelling tasks.
Lossless source compression
Lossless compression is an essential technique to limit the size of representations without destroying information. Methods for lossless compression require i) a statistical model of the source, and ii) a mapping from source symbols to bit streams.
IDFs are a natural statistical model for lossless compression of ordinal discrete data, such as images, video and audio. They are capable of modelling complicated high-dimensional distributions, and they provide error-free reconstructions when inverting latent representations. The mapping between symbols and bit streams may be provided by any range-based entropy encoder. Range-based encoders can get arbitrarily close to entropy regardless of the encoding distribution, because they encode entire sequences instead of a single symbol at a time.
Specifically, encoding an input image x requires a mapping provided by an IDF, z = f (x), which is consequently encoded under the distribution p(z) using an entropy encoder to a bitstream c. To decode a bitstream c, an entropy encoder uses p(z) to obtain z. The original image is obtained by computing
As is standard with compression algorithms, we also utilize an "escape bit". In rare cases, the compressed file may actually be larger than the original, due to a mismatch between the statistical model and the reality. This can easily be mitigated by starting a message with an escape bit. The encoder will decide whether to encode the message or save it in raw format, and encode that decision into the first bit.
Architecture
The model is structured in integer flows and levels. The variable y 0 is set to a data example x. The initial input y l is transformed through a level with D flows, and a factor out layer. This layer outputs z l which is factored out, and y l , an intermediate representation which is fed through the next level.
Each integer flow consists of a permutation and an integer coupling layer. For a single level, the current representation is squeezed and transformed by D flows. Then, half of the representation z l is factored out, and the other half y l is the input for the next level. In the final level, the complete representation is moved to z L .
Flow depth and network depth
Integer The performance of IDFs depends on a unique trade-off between complexity and gradient bias, heavily influenced by the number of rounding functions. Increasing the performance of standard normalizing flows is often achieved by simply increase the depth, i.e. the number of flowmodules. However, for IDFs each flow-module results in additional rounding that introduces bias on the gradients. As a consequence, at some point adding more layers actually hurts performances. Instead, it is more advantageous to increase the complexity of the network within the coupling layers.
Networks
The coupling and factor out layers are parametrized using neural networks. These networks are DenseNets [16] , with some slight modifications. Let n = 512 be the intermediate channels and d = 12 the depth of a densenet, c in the number of input channels, g = n/d the growth per layer, c out the required outputs for the network, and l the layer index. When n/d is not an integer, g is rounded up or down, such that the sum of growths is n. such that the to A single layer in the densenet consists of:
where the number of input channels is c in + l · g, and the number of output channels is always g. The output of the convolutions is concatenated with the input, resulting in c in + (l + 1) · g channels. After d layers the final output has c in +n channels channels, which is transformed to c out channels using a single 3 × 3 convolution.
Related Work
There exist several deep generative modelling frameworks. This work builds mainly upon flow-based generative models, described in [25, 7, 8] . In these works, invertible functions for continuous random variables are developed. However, quantizing a latent representation, and subsequently inverting back to image space may lead to reconstruction errors [6, 3, 4] .
Other likelihood-based models such as PixelCNNs [34] utilize a decomposition of conditional probability distributions. However, this decomposition assumes an order on pixels which may not reflect the actual generative process. Furthermore, drawing samples (and decoding) is generally computationally expensive. VAEs [18] optimize a lowerbound instead of the exact likelihood. Moreover, VAEs can be used in combination with bits-back coding for lossless compression, but their performance is bounded by the lowerbound. At this point, bits-back coding for VAEs has only been implemented for MNIST [32] .
Non-likelihood based generative models tend to utilize Generative Adversarial Networks [13] , and can generate high-quality images. However, since GANs do not optimize for likelihood, which is directly connected to the expected number of bits in a message, they are not suited for lossless compression.
In lossless compression literature, numerous reversible integer to integer transforms have been proposed [1, 6, 3, 4] . Specifically, lossless JPEG2000 uses a reversible integer wavelet transform [11] . However, because these transformations are largely hand-designed, they are difficult to tune for complicated nonlinear transformations.
Around time of submission, we found unpublished concurrent work [33] that explores discrete flows. The main differences between our method and this work are: i) we propose discrete flows for ordinal discrete data (e.g. audio, video, images), whereas they are are focused on categorical data. ii) we provide a connection with the source coding theorem, and present a compression algorithm. iii) We present a model that can successfully model large-scale image datasets.
Experiments
We perform various experiments in order to evaluate the compression performance of IDF, compared to more traditional lossless compression methods, and we comprate IDFs to related (continuous) flow-based generative models in the literature.
Image compression
In this experiment the compression performance of IDFs is compared against standard lossless graphics formats. We report the compression rate and bits per dimension (BPD) on CIFAR10, ImageNet32 and ImageNet64 in Table 1 . Note that our method achieves state-of-the-art lossless compression performance on all datasets.
Although it can be argued that a compressor should be tuned for the source domain, it is interesting to examine the IDFs on out-of-dataset examples for an idea of general compression performance. We utilize the IDF trained on Imagenet32, and test compression performance on CIFAR10 and ImageNet64. For the latter, a single image is split into four 32 × 32 patches. 
Progressive Image Rendering
When network connections have low bandwidth or images that need to be sent are very large, the situations arises where data is slowly received in packets. In these cases, it is desired to be able to progressively display the available data, without having to wait for the remaining chunks. Although several web-oriented graphics formats support partial loading, the encoded file size increases by enabling these progressive display options [12] . In contrast with traditional graphics formats, our model naturally supports progressive rendering without any additional overhead. We utilize the hierarchical structure of the prior and ancestral sampling, to obtain values for the remaining dimensions. The results are presented in Figure 5 .
Tune-able Compression
Thus far, we have demonstrated lossless compression performance of IDFs on standard machine learning datasets. In this section, we examine the performance of our model on a specific source, medical images. Specifically we use a ER + BCa histology dataset 1 [17] , that contains 141 regions of interest scanned at 40×, where each image is 2000 × 2000 pixels (see Figure 6 ). The data is split into 114 train images and 28 test images such that specific patients IDs only occur in one of the two sets. Since current hardware does not support training on 2000 × 2000px images, the model is trained on random 80 × 80px patches. Likewise, the compression is performed in a patch-based manner, i.e., each patch is compressed independently of all other patches. Because IDFs can be easily trained on images from the source domain, they considerably outperform competitive formats as depicted in Table 2 . 
Density Estimation
In addition to a statistical model for compression, IDFs can also be used for density estimation. We compare IDFs with two recent flow-based generative models, RealNVP [8] and Glow [19] in in terms of analytical bits per dimension (negative log 2 -likelihood). The results (see Table 3 ) show that IDFs have competitive performance on CIFAR10, ImageNet32, and ImageNet64. Furthermore, we draw samples from an IDF trained on CIFAR10, which is visualized in Figure 7 . 
Conclusion
We have introduced Integer Discrete Flows, a flow for ordinal discrete data, that can be used for deep generative modelling and neural lossless compression. We show that IDFs are competitive with current flow-based models, and we achieve state-of-the-art lossless compression performance on CIFAR10, ImageNet32 and ImageNet64. 
Consequently with the knowledge of s, the previous state c can be obtained by computing:
c(c , s) = l s · c /m + (c mod m) − b s .
In practice, m is chosen as a power of two (for example 2 32 ). As such, multiplication and division with m reduces to bit shifts and modulo m reduces to a binary masking operation.
