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Zusammenfassung
Durch die Fortschritte bei der 3D-Visualisierung von Landschaften und urbanen Raumen
in den vergangenen Jahren wachst die Nachfrage nach semantischen und detailgenauen 3D-
Stadtmodellen. Die Interpretation von Digitalbildern ist dabei ein wesentlicher Schritt zur
Informationsgewinnung fur die Verfeinerung und Aktualisierung der Gebaudemodelle. Wegen
der großen Datenmenge muss diese Bildinterpretation soweit moglich automatisiert durch-
gefuhrt werden, um kostengunstig und zeitnah Ergebnisse liefern zu konnen.
Bei der Interpretation eines Gebaudebildes wird das gegebene Farbbild in eine Klassifi-
kationskarte uberfuhrt, in der die Bildpixel entsprechend ihrer Semantik eingefarbt werden.
Dieser Vorgang ist wegen der fehlenden 3D-Information uber das Gebaude und seine Umge-
bung sowie der starken Ahnlichkeiten zwischen einigen Gebaudeteilen besonders schwierig.
Hinzu kommt noch die große Vielfalt der Gebaude in Bezug auf deren Große, Beschaffenheit
und Stil sowie in der Art und Anzahl der Fassadenbestandteile und Dachaufbauten und deren
raumlicher Anordnung.
Das in der vorliegenden Arbeit vorgestellte Verfahren untersucht die Leistungsfahigkeit der
Erkennung von Objekten und Objektteilen in Gebaudeaufnahmen bei Verwendung der Be-
standteilshierarchien. Diese werden in eine Hierarchie von segmentierten Bildregionen abgebil-
det und zur Konstruktion eines Bedingten Bayes Netzes verwendet. Die Gesamtwahrscheinlich-
keit dieses Bedingten Bayes-Netzes wird effizient als Produkt von zwei Termen bestimmt, die
einerseits durch die Klassifikation der Regionen auf der Basis regionenspezifischer Merkmale
und andererseits aus den Klassenzugehorigkeiten von in der Regionenhierarchie benachbarten
Regionen bestimmt werden. Fur diesen Ansatz werden folgende Teilschritte zusammengefuhrt:
die Segmentierung von geometrisch prazisen Regionen in mehreren Maßstabsebenen des Bil-
des und deren hierarchische Anordnung, die Auswahl stabiler Regionen, der Vergleich von
Regionen mit manuell angefertigten Annotationen, die Extraktion und Selektion geeigneter
Merkmale sowie die Klassifikation der Regionen.
Die stabilen Regionen der hierarchischen Bildsegmentierung eignen sich gut zur Detektion
von komplexen Objekten und ihren Bestandteilen und bilden die Relationen der Bestandteils-
hierarchie von Objekten in die Regionenhierarchie ab. Die klassenspezifischen Verteilungen der
regionenspezifischen Merkmale unterscheiden sich und eignen sich fur eine maßstabsabhangige
Klassifikation der Regionen. Dazu wird die Methode der Alternierenden Entscheidungsbaume
vom Zwei- auf den Mehrklassenfall verallgemeinert. Diese Klassifikationsergebnisse werden
als initiale Belegung der Zufallsvariablen in das Bedingte Bayes-Netz integriert. Fur die an-
schließende Inferenz der Information kann wegen der baumartigen Struktur des Bayes-Netzes
ein sehr einfacher Algorithmus verwendet werden, der lediglich einen zweimaligen Durchlauf
durch den Baum vorsieht.
Die Bildinterpretation nach Anwendung des Bayes-Netzes liefert leicht verbesserte Ergeb-
nisse fur die Klassifikation der Regionen. Das Verfahren wurde auf insgesamt vier Datensatzen
mit zusammen uber 600 Bildern evaluiert. Bei der Segmentierung und Konstruktion der Re-
gionenhierarchie werden sehr zufrieden stellende Ergebnisse erzielt, da zu 70 bis 90% der
vorhandenen Objekte passende Regionen und Relationen zwischen den Regionen gefunden
werden konnen. Auf dem Benchmark-Datensatz von Korc & Forstner (2009) erzielen wir bei
der Klassifikation ohne Nutzung der Bestandteilshierarchie mit sieben Klassen einen akzep-
tablen Erfolg von 54.9%. Allerdings werden die drei besonders haufig vorkommenden Klassen
Gebaude, Fenster und Vegetation extrem durch den Klassifikator bevorzugt. Durch die Propa-
gierung der Information im Bedingten Bayes-Netz wird die Erfolgsrate auf 60.7% verbessert,
aber die starken Unterschiede bei den Fehlklassifikationen bleiben bestehen.
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Summary
The recent progress in 3D visualization of landscapes and urban spaces has increased the
demand for very detailed 3D city models with semantics. Therefore, the interpretation of
digital imagery is an important step for gaining information used to enrich building models
or for updating them. Due to the large amount of data, image interpretation should be done
automatically as far as possible for a fast and affordable delivery of results.
Interpreting building images means to derive a symbolic map for a given color image where
each pixel is visualized by its semantic. This procedure is extremely difficult if no additional
3D information about the objects in the scene is used. Regarding buildings, their parts often
appear too similar, especially w. r. t. their shape or the color of the representing pixels.
Furthermore, the large variability among buildings w. r. t. their size, nature and style as well
as the kind and number of facade parts and roof structures and their spatial arrangement.
In the approach of this work, the capability of detecting objects and their parts in building
images is analyzed with a focus on the integration of object hierarchies. The relations between
the objects and their parts are mapped into a hierarchy of segmented image regions which is
further used to construct a Bayesian network. Features of these regions are determined, thus
the Bayesian network can be formulated as a conditional one. The overall probability of this
Conditional Bayesian Network can be efficiently determined as product of two terms. The
first term is derived from classification results based on observed region-specific features, the
second term is derived from the co-occurrence of class targets defined by neighbored regions in
the region hierarchy. The following methods are combined within this approach: segmentation
of geometrically precise regions at several image scales and their hierarchical arrangement,
choosing stable regions for further processes, comparison between automatically segmented
image regions with manually labeled annotations, extraction and selection of appropriate
features and classification of the regions.
The stable regions of the hierarchical image segmentation are suitable for detecting com-
plex objects and their parts. The relations of the object hierarchy are mostly mapped into the
region hierarchy. The class-specific distributions of the region-specific features can be distin-
guished from each other and, therefore, can be used for scale-dependent classification of the
stable regions. This is done by applying alternating decision trees, which have been extended
from binary to multiclass classification. The results are used for initializing the states of the
random variables of the Conditional Bayesian Network. A simple algorithm can be applied
for propagating the information through the net because of its tree-like structure.
The image interpretation yields slightly better results for region classification after applying
the Bayesian network. The approach has been tested and evaluated on four data sets with a
total of 600 images. Obtained results on image segmentation and region hierarchy construction
are satisfying since 70 to 90% of all objects of interest are represented by at least one of the
segmented regions, and the relations between the regions reflect the object hierarchy. On
the benchmark dataset of Korc & Forstner (2009), the overall classification result of 54.9%
is obtained when classifying the regions without considering the hierarchical relations and
belonging to seven classes. But the three classes vegetation, building and window which appear
in images more often than other classes are favored by the classifier. After propagating the
information through the Conditional Bayesian Network the classification rate is increased to
60.7% but the obvious differences regarding classification mistakes remain.
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1. Einfuhrung
1.1. Motivation und Ziel der Arbeit
Die automatische Interpretation von digitalen Gebaudebildern ist eine komplexe Aufgabe, die
seit ein paar Jahren eine hohe Aufmerksamkeit in der photogrammetrischen Forschung und im
Computer Vision hat. Die Schwierigkeit liegt einerseits an der Vielfalt der Gebaude, die von
Bungalows uber Reihen- und Mehrfamilienhauser bis hin zu Fabriken, Schlossern und Kirchen
reicht. Andererseits unterscheiden sich Gebaude auch in der Art und Anzahl der Fassaden-
bestandteile und Dachaufbauten, deren Große und Form, deren raumlichen Anordnung und
deren Beschaffenheit.
Die starke Beachtung erhalt die automatische Interpretation von Gebaudebildern vor allem
durch die Erstellung, Aktualisierung und Veredlung von 3D-Stadtmodellen, in denen bis zu
mehrere hunderttausend Gebaude modelliert werden. Die 3D-Modellierung urbaner Raume
von z. B. Muller et al. (2006) oder Wahl et al. (2008) ist vor allem auf eine effiziente Vi-
sualisierung ausgerichtet, so dass die Modelle vor allem zur Betrachtung des Stadtraums,
d. h. bei der Stadtplanung und Verkehrssimulation, in der Tourismusbranche oder von der
Filmindustrie verwendet werden konnen. Bei diesen Anwendungen ist es ausreichend, wenn
die entsprechenden Bereiche aus den Gebaudebildern als Textur an die schlichten, rekonstru-
ierten 3D-Modelle projiziert werden. Wenn man zudem die 3D-Stadtmodelle mit Semantik
anreichert, dann werden sie auch fur andere Wirtschaftsbereiche eine wertschopfende Techno-
logie: Fur die Gebaudeuberwachung, den Rettungsdienst und Katastrophenschutz sowie die
Navigation von Fußgangern in Innenstadten konnen 3D-Stadtmodelle wertvolle Informatio-
nen anbieten, wenn sie z. B. Gebaudezugange oder begehbare Außenbereiche wie Terassen und
Balkone aufzeigen. Fur die Erstellung von Solaratlanten ist die Erkennung auch sehr kleiner
Dachaufbauten wichtig. Reznik (2009), Hohmann et al. (2009) und Becker (2010) rekonstruie-
ren Fassadenelemente wie Fenster, Gauben und Ornamente detailliert, was die Visualisierung
der Gebaudemodelle erheblich verbessert. In diesen Fallen ist eine Objekterkennung hilfreich
fur die Wahl und Parametriesierung der Objektmodelle.
Eine weitere Anwendung fur die automatische Interpretation von Gebaudebildern sind digi-
tale Karten und Stadtansichten, wie sie Google Earth bzw. Google Street View anbieten. Bilder
werden in diesen Technologien so zusammengesetzt, dass bei Betrachtung echte 3D-Welten
suggeriert werden. Analog zu den Stadtmodellen gewinnen auch diese digitalen Ansichten
einen Mehrwert, wenn sie mit semantischer Information erganzt werden.
Die Akzeptanz dieser Technologien ist nur dann hoch, wenn die darin gespeichert Daten
korrekt und aktuell sind. Dies setzt fortlaufende Datenerfassung und Datenuberprufung und
damit verbundende Bildauswertung voraus, die aufgrund der Datenfulle automatisch erfolgen
sollte.
In dieser Arbeit werden wir die Interpretation von einzelnen Farbbildern explorieren, d. h.
wir werden ein RGB-Bild in eine digitale Klassifikationskarte uberfuhren, in der die Bildpixel
nach ihrer Semantik eingefarbt werden. Die Zuweisung von mehreren Klassen an ein Pixel ist
dabei prinzipiell denkbar, schließlich kann man ein Pixel vom Dach auch als Gebaude inter-
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pretieren. Wenn man bei der Klassifikation auch eine Restklasse fur nicht weiter definierte
Objekte berucksicht, so umfasst diese Definition von Bildinterpretation auch Objektdetekto-
ren, die das Bild in zwei Klassen einteilen: Objektklasse und Restklasse. Da Gebaudebilder
viele Objekte zeigen, z. B. das Gebaude mit seinen Teilen Dach und Fassade, Fenster und
Turen, aber auch Vegetation, Straße und Himmel, sind wir aber vor allem an einer Bildbe-
schreibung mit mehreren Klassen interessiert.
Mit der Beschrankung auf die Analyse eines einzelnen Bildes verzichten wir auf die Beruck-
sichtigung zusatzlicher Datenquellen, wie Stereo-Bildpaare, Bildsequenzen und LiDAR-Punkt-
wolken oder Informationen uber Gebaudegrundrisse, -hohe oder Nutzungsform, wie sie z. B. in
Katasterkarten aufgezeichnet werden. Dass mit diesen zusatzlichen Daten vielversprechende
Ergebnisse fur die 3D-Rekonstruktion und Interpretation von Gebaudeszenen erzielt werden
konnen, belegen die Arbeiten u. a. von Dick (2001), Ripperda (2009), Becker (2010) und
Kluckner (2011).
Moderne Verfahren zur 3D-Rekonstruktion urbaner Raume verwenden heterogenes Bildma-
terial. Bartelsen & Mayer (2010) nutzen Mikrokopter zur Datenerfassung und erhalten somit
Gebaudeaufnahmen aus drei verschiedenen Blickwinkeln. Es mussen dadurch Fassadenbilder
aus terrestrischer Sicht, Schragbilder aus Traufrandhohe des Gebaudes und Senkrechtauf-
nahmen aus der Vogelperspektive interpretiert werden. In Untersuchungen von Agarwal et al.
(2010) und Frahm et al. (2010) werden ebenso beliebige Bilder verwendet, die aus dem Internet
heruntergeladen werden. Wir haben uns entschieden, unseren Ansatz fur die Bildinterpretati-
on moglichst allgemein zu gestalten, um mit Bildern aus moglichst verschiedenen Blickwinkeln
arbeiten zu konnen. Daher evaluieren wir unser Verfahren sowohl auf terrestrischen Aufnah-
men als auch auf Luftbildausschnitten.
Ziel dieser Arbeit ist es, die Interpretation von einzelnen farbigen Gebaudeaufnahmen zu
explorieren. In Abb. 1.1 zeigen wir ein Fassadenfoto aus Arlesheim bei Basel in der Schweiz
und eine manuell erstellte Interpretationen dieses Bildes. Sie basiert auf der veroffentlichten
Bildbeschreibung von Korc & Forstner (2009), berucksichtigt aber nur vier Klassen. Wir zeigen
die Gebaude in rot, deren Fenster in blau und die Baume in hellem grun. Alle ubrigen Objekte
haben wir in einer Restklasse zusammenfasst und gelb eingefarbt. Ziel dieser Arbeit ist es,
eine Bildinterpretation automatisch abzuleiten, die dieser manuellen Interpretation ahnlich
ist.
Auch wenn die Interpretation von Bildern einem Menschen bei Fotografien mit guten Auf-
nahmebedingungen relativ leicht fallt, ist sie aber fur den Computer eine sehr herausfordern-
de Aufgabe, insbesondere beim Erkennen von komplexen Objekten und ihren Bestandteilen.
Treisman (1986) hat in ihren Experimenten zur menschlichen Wahrnehmung herausgefunden,
dass die Gruppierung von Bildstrukturen eine starke Rolle bei der Erkennung von Objekten in
Bildern spielt. Aus diesem Grund basiert unsere Bildinterpretation auf der Analyse homoge-
ner Bildregionen, d. h. unser erster Schritt der Bildinterpretation beinhaltet eine zuverlassige
Einteilung des Bildes in Regionen.
Ein weiterer wichtiger Bestandteil bei der menschlichen Wahrnehmung komplexer Objekte
ist das Erkennen von Bestandteilen und die Analyse von deren raumlicher Anordnung (Bie-
dermann, 1987). Wir werden eine hierarchische Bildsegmentierung durchfuhren, um so die
Aggregationsschritte der Gebaudeteile wie Fenster und Wand zu komplexen Fassaden zu re-
konstruieren. Die Umgebung einer segmentierten Region werden wir bei der Interpretation
berucksichtigen, wenn wir Merkmale der Region bestimmen, die wir bei der Klassifikation
verwenden. Dadurch konnen wir auf Nachbarschaftsrelationen zwischen den Regionen ver-
zichten, die bei Markoff-Zufallsfeldern starke Berucksichtigung finden, aber die Komplexitat
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Abbildung 1.1.: Bildinterpretation: Links zeigen wir ein Fassadenfoto aus dem Umland von
Basel. Rechts daneben zeigen wir eine manuelle Bildinterpretation dieses Fo-
tos. Darin zeigen wir vier Klassen, u. z. die Gebaude in rot, deren Fenster in
blau und die Baume in hellem grun. Alle ubrigen Objekte, d. h. die Turen,
den Himmel und die Straße haben wir in einer Restklasse zusammenfasst und
gelb eingefarbt.
der Berechnungen signifikant erhohen, wie Yang et al. (2010) erfahren mussten.
Mit der hierarchischen Struktur von Bildregionen modellieren wir ein Bayes-Netz. Analog
zu den Bedingten Zufallsfeldern formulieren wir unser Bayes-Netz ebenfalls in Abhangigkeit
von beobachteten Merkmalen als Bedingtes Bayes-Netz. Das ermoglicht uns eine saubere sta-
tistische Modellierung der Ubergangswahrscheinlichkeiten im Bayes-Netz und eine effiziente
Berechnung. Unsere Bildinterpretation basiert somit auf zwei Auswerteschritten: Einerseits
klassifizieren wir die segmentierten Bildregionen anhand ihrer Merkmale, andererseits wird
die Klassifikation unter Berucksichtigung der hierarchischen Struktur der Regionen verbes-
sert. Der erste Anteil entspricht dem Einfluss der unaren Potentialfunktionen in Markoff
Zufallsfeldern, der zweite dem Einfluss der binaren Potentialfunktionen.
Da wir sowohl terrestrische Aufnahmen von Gebauden als auch Luftbildausschnitte inter-
pretieren wollen, wahlen wir einen datengetriebenen Ansatz fur die hierarchische Segmentie-
rung und damit fur die Struktur unseres Bedingten Bayes-Netzes. Das bringt einige Probleme
mit sich: Auch wenn viele der Regionen vollstandige Gebaude und vollstandige Gebaudeteile
zeigen, wird es auch immer wieder Regionen geben, die nur einen Teil eines Objekts zeigen
oder mehrere bzw. Teile von mehreren. Zudem konnen wir nicht garantieren, dass wir die
Bestandteilshierarchie von Gebauden immer fehlerfrei durch die hierarchische Struktur der
segmentierten Regionen rekonstruieren.
1.2. Alternative Ansatze
Bevor wir die eigenen Arbeitshypothesen formulieren, geben wir einen kurzen Uberblick
uber den aktuellen Forschungsstand. Wir beginnen mit einigen Arbeiten, in denen Gebaude
aus mehreren Bildern rekonstruiert werden. Bei diesen Arbeiten werden in erster Linie 3D-
Strukturen interpretiert und mittels vorliegender Bilder verifiziert. Diese Arbeiten zeigen, dass
bereits die semantische 3D-Modellierung von Gebauden wegen der vielen Mehrdeutigkeiten
und der großen Vielfalt der Objekte sehr in 3D sehr schwierig ist. Anschließend gehen wir
auf aktuelle Forschungsarbeiten in Bezug auf die Bildinterpretation ein, in denen terrestrische
Aufnahmen oder Luftbildausschnitte von Gebauden interpretiert werden. Alternative Ansatze
aus der Computer Vision, die bislang nicht oder nur im geringen Umfang an Gebaudebildern
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getestet wurden, stellen wir zum Schluss vor.
Interpretation von 3D-Strukturen
Fischer et al. (1998) rekonstruieren Gebaude aus mehreren Luftbildern. In einzelnen Luftbil-
dern werden zunachst elementare Bildmerkmale, d. h. Punkte, Linien und Regionen extra-
hiert. Aggregate von Bildmerkmalen, in denen benachbarte Flachen, Linien und Punkte zu
charakteristischen Ecken und Flachen zusammengesetzt werden, werden in den 2D-Bildern
bestimmt, deren geometrische Erscheinung in 3D danach aus mehreren Bildern abgeleitet
wird. Im 3D-Modell werden diese Aggregate zu großeren Komponenten verbunden, die als
Gebaudeteile aufgrund ihrer Dachstruktur erkannt werden. Die Gebaudeteile werden zum
Schluss zu Gebauden zusammengesetzt. Dieses Verfahren weist eine explizite hierarchische
Modellierung auf, in der in jedem Schritt die Umgebung der bislang extrahierten Komponen-
ten ausgewertet wird. Die Hypothesen fur die Gebaudemodelle werden von Fischer (2005)
durch Vergleich mit den Bildstrukturen verifiziert.
Auch Kulschewski (1999) verwendet fur seine Gebaudeerkennung Bilder und daraus extra-
hierte 3D-Information. Er modellierte die Objekterkennung mit einem Bayes-Netz, in dem
die 3D-Objekte in 3D-Objektteile zerlegt werden, die als Aspektteile in den Bildern sichtbar
sind und erkannt wurden. In den Bildern machen sich diese als Arrangements von Flachen,
umrandet von Kanten und Dreibein-Strukturen, die wiederum aus Kanten und Punkten zu-
sammengesetzt werden.
In der systematischen Zerlegung bzw. in umgekehrter Reihenfolge der Rekonstruktion von
Objekten aus beobachteten 2D-Merkmalen ahneln sich die beiden Verfahren von Fischer et al.
(1998) und Kulschewski (1999) stark. Sie unterscheiden sich vielmehr in der Inferenz der
Information von 2D-Merkmalen bis hin zur Gebaudeerkennung. Beide Ansatze stoßen an
ihre Grenzen, wenn die Gebaudestruktur zu komplex wird, d. h. bei stark strukturierten
Gebaudekomplexen mit ineinander ubergehenden Dachstrukturen. Außerdem sind sie nur fur
die Gebaudeextraktion aus Luftbildern geeignet. Eine Extraktion von Fassaden mit Balkonen
und Erkern aus terrestrischen Aufnahmen ist mit diesen Algorithmen nicht moglich.
Dick (2001) extrahiert aus mehreren Bildern 3D-Gebaudemodelle, in denen er auch Ge-
baudeteile wie Fenster und Turen, aber auch fur bestimmte Baustile typische Strukturen
wie Saulen und Giebel erkennt. Dazu verwendet Dick (2001) neben der Bildinformation auch
die 3D-Struktur und das Wissen uber Form und Große der Gebaudeteile. Damit ist seine
Modellierung sehr speziell und kann nur in speziellen Szenarien eingesetzt werden.
In Bezug auf die Berucksichtigung von baustiltypischen Elementen und Rekonstruktion von
Gebaudefassaden inklusive detailreicher Ornamente ist die Arbeit von Hohmann et al. (2009)
eine gute Fortsetzung des Ansatzes von Dick (2001). Hohmann et al. (2009) stellen einen
automatisierbaren Arbeitsablauf vor, in dem sie terrestrische Bilder mit hoher Uberlappung
und LIDAR-Daten integrieren, um die osterreichische Stadt Graz detailgenau zu rekonstru-
ieren. Durch Integration von formalen Grammatiken erzielen sie prazise Beschreibungen fur
die Gebaudefassaden. Momentan sind noch nicht alle Ablaufe des Verfahrens automatisiert,
so dass Hohmann et al. (2009) immer wieder auf manuelle Interaktion zuruckgreifen.
Interpretation von Gebaudeaufnahmen
Jahangiri (2010) schlagt ein vollstandig datengetriebenes Verfahren zur Bildinterpretation vor,
das aus zwei Stufen besteht. Zuerst findet ein Blob-Detektor kleine bis mittlere Bildregionen
konvexer Form, die sich stark von ihrer Umgebung unterscheiden. Dabei greift Jahangiri (2010)
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auf die Arbeit von Itti et al. (1998) aus der Aufmerksamkeitsforschung zuruck: Der Blob-
Detektor findet vor allem die Bildregionen, die das menschliche Auge bei der Betrachtung
ansteuert. Im zweiten Schritt werden die Ergebnis-Blobs aus dem Bild entfernt und die Lucken
im Bild durch ein Inpainting-Verfahren wieder gefullt. Mittels Mean-Shift wird das Bild nun
in große Bildregionen eingeteilt. Die Experimente haben gezeigt, dass der Blob-Detektor bei
Fassadenbildern vor allem Fenster und Turen findet und die anschließende Bildsegmentierung
das Bild in Fassade, Dach, Vegetation und Himmel zerlegt.
In unseren Augen ist der Ansatz von Jahangiri (2010) sehr gelungen: Er ist universell formu-
liert, effizient und liefert vielversprechende Ergebnisse. Defizite sehen wir in zwei Bereichen.
Erstens verwendet das Verfahren eine relativ starke Glattung des Bildes, so dass kleine und
kontrastarme Strukturen unerkannt bleiben: Balkone, Treppen und Gauben bleiben genauso
unerkannt wie Fensterscheiben. Daher halten wir auch eine Anwendung bei der Interpration
von Luftbildern fur ausgeschlossen. Das zweite Defizit des Verfahrens besteht in der fehlen-
den Prazision fur die geometrische Beschreibung der detektierten Objekte. Ein Blob kann
eine deutlich großere Flache einnehmen als das eigentliche Objekt. So kommt es haufig zum
Zusammenschmelzen der Blobs von dicht beieinanderliegenden detektierten Objekten.
Das von Jahangiri (2010) entwickelte Verfahren wurde bereits an Bildern getestet, mit denen
3D-Gebaudemodelle texturiert werden. Xu et al. (2010) konnten unter Berucksichtigung der
nachbarschaftlichen Beziehungen im Bild zwischen den detektierten Blobs viele der Gebaude-
teile richtig identifizieren.
Die Interpretation von Fassadenbildern realisiert Korc & Forstner (2008) auf Blockbasis,
d. h. die Bildpixel werden zu gleichgroßen, rechteckigen Blocken zusammengesetzt. Die Klassi-
fikation der Blocke in Fassade, Himmel und Vegetation wird mit einem bedingten Zufallsfeld
durchgefuhrt, in dem die Potentialfunktionen zur Auswertung der Merkmale der einzelnen
Blocke und der Nachbarschaftsbeziehungen modelliert werden. Zur Grobeinteilung eines Bil-
des liefert das Verfahren sehr gute Ergebnisse, eine Adaption auf kleinere Blockgroßen und
eine Klassifikation von Fassadenteilen wie Fenstern und Turen wurde bislang noch nicht pu-
bliziert. Eine Anwendung auf Luftbilder mit einer Klassifikation der Pixelblocke in Gebaude,
Straße und Vegetation halten wir prinzipiell fur moglich.
Eine ahnliche Grobeinteilung in Gebaude, Boden, Vegetation und Himmel bei der Auswer-
tung der Fassadenbildern auf Pixelebene haben auch Drauschke & Mayer (2010) und Kluck-
ner (2011) umgesetzt. Der Einfluss der Nachbarschaftbeziehungen wurde bei diesen Verfahren
bei der Merkmalsextraktion berucksichtigt, so dass mit diesen Verfahren der starke Anteil
der unaren Potentialfunktionen an der Klassifikation mit Markoff-Zufallsfeldern demonstriert
wird. Experimente zur Interpretation von Luftbildern wurden von Kluckner (2011) bereits
durchgefuhrt. Deren gute Ergebnisse sind aber vor allem auf die Integration mehrer Bilder
und die Ableitung von 3D-Information zuruckzufuhren.
Berg et al. (2007) gliedern ihre Bildinterpretation von terrestrischen Stadtaufnahmen in
zwei Schritte. An die Bildeinteilung in Grundklassen wie Himmel, Gebaude und Vegetation
schließt sich eine verfeinerte Klassifikation von Gebaudeteilen an. Im ersten Schritt werden
visuelle Merkmale fur die pixelweise Klassifikation verwendet, d. h. der erste Schritt ist da-
tengetrieben modelliert. Anschließend wird Wissen uber die Objekte der Szene integriert:
Gebaude grenzen sich zu ihrer Umgebung mit klaren Kanten ab. So konnen horizontal ver-
laufende Kanten zwischen Himmel und Gebaude zur genaueren Abgrenzung von Instanzen
der beiden Objektklassen gesucht werden, vertikale Kanten grenzen das Gebaude an seiner
Seite ab. In einer iterativen Vorgehensweise werden nun Modelle zur Beschreibung der in der
Szene vorhandenen Klassen gelernt, so dass sich die Bildinterpretation schrittweise verbes-
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sert. Abschließend werden die weiteren Bestandteile des Gebaudes detektiert, wobei hier ein
Segmetierungsverfahren fur die Detektion flachenhafter Teile, eine Kantendetektion fur die
Begrenzung der Objekte und Ahnlichkeitsanalysen fur die Detektion wiederholter Struktu-
ren eingesetzt werden. Die veroffentlichten Ergebnisse sind uberzeugend, allerdings geben die
Autoren keine Auskunft uber die Laufzeiten ihrer Techniken. Eine Adaption auf die Interpre-
tation halten wir grundlegend fur denkbar, auch wenn einzelne Schritte wie die Abgrenzung
von Himmel und Gebaude durch andere Schritte ersetzt werden mussten.
Das Verfahren von Ripperda (2009) verwendet eine formale Grammatik und ein zufallsba-
siertes Reversible Jump Markov Chain Monte Carlo Verfahren (rjMCMC) zum Finden der
besten Ableitungsregel fur die Rekonstruktion von Fassadenstrukturen. Eigentlich hat Rip-
perda (2009) das Verfahren fur Intensitats- und Entfernungsbilder konzipiert, wo es auch sehr
erfolgreich ist. In einem Experiment auf einzelnen Bildern haben Ripperda & Brenner (2009)
aber gezeigt, dass ihr Verfahren ebenfalls akzeptable Ergebnisse erzielen kann. Die Idee zur
Verwendung von Grammatiken zur Analyse einer Fassade wurde auch von Reznik (2009),
Cech & Sara (2009) und Teboul et al. (2010) aufgegriffen, wobei die ersten beiden ihre Gram-
matiken jeweils nur zur Beschreibung detektierter Fenster in einer Fassade einsetzen. Teboul
et al. (2010) nutzt die Grammatik neben der Ableitung von Anordnungen der Teile auch zur
Integration von Formparametern, die an die Symbole der Grammatik gekoppelt sind.
Wir sehen in den Grammatik-basierten Verfahren zwei Probleme. Einerseits benotigen sie
entzerrte Fassadenbilder, in denen die rechteckigen Fassaden ein rechteckiges Abbild haben.
So lassen sich die Ableitungsregeln der Grammatiken durch ausschließlich horizontale und ver-
tikale Aggregationsschritte reprasentieren. Andererseits sind Fassaden derart komplex struk-
turiert, so dass haufig viele verschiedene Ableitungsschritte moglich erscheinen. Somit ist die
Komplexitat dieser Verfahren relativ hoch. Des Weiteren sehen wir keine Moglichkeit zur Ad-
aption der vorgeschlagenen Grammatiken auf die Analyse von Dachstrukturen in Luftbildern.
Ein einzelnes Luftbild wird eher selten interpretiert, da bei Verwendung zusatzlicher Da-
ten i. d. R. bessere Ergebnisse erzielt werden. Durch die spezielle Aufnahmekonfiguration
kann man effizient 3D-Oberflachenmodelle generieren, so dass bei der Datenanalyse in der
Regel mehrere Bilder und 3D-Information vorliegen, siehe dazu auch die bereits vorgestellten
Arbeiten von Fischer (2005) und Kluckner (2011).
Schuster (2005) segmentiert das Luftbild mit dem Segmentierungsverfahren von Forstner
(1994) und analysiert dann Cliquen von segmentierten Regionen. Die sukzessive Aggregatbil-
dung ermoglicht es, sowohl kleine Dachaufbauten zu erfassen als auch großere Dachstrukturen.
Die Klassifikation erfolgt durch ein Bayes-Netz, bei dem die bedingten Wahrscheinlichkeiten
fur das Vorkommen bestimmter Cliquen und Regionen in Abhangigkeit von beobachteten
Merkmalen bestimmt werden mussen. Als Merkmale werden auch Charakteristika benach-
barter Regionen verwendet, die durch den Nachbarschaftsgraph nach Fuchs (1998) berechnet
werden. Das Verfahren hat sein Defizit vor allem in der Wahl der zu Grunde liegenden Seg-
mentierung: Forstner (1994) verwendet ein Homogenitatsmaß zur Segmentierung von Regio-
nen, weshalb in stark texturierten Bereichen keine Regionen segmentiert werden. In anderen
(nichtveroffentlichten) Arbeiten hat Schuster sehr gute Klassifikationsergebnisse erzielt, wo-
bei er dazu Bildinformation im infraroten Spektralbereich ausgenutzt hat: den normalisierten
differenzierten Vegetationsindex (NDVI) zum Erkennen von Vegetation.
Die Bildinterpretation bei Meixner & Leberl (2010) bezieht sich auf die Fensterdetektion
nach Lee & Nevatia (2004) im Anschluss an die erfolgte Fassadenextraktion aus rekonstru-
ierten 3D-Daten. Das Verfahren zur Fensterdetektion basiert auf Auswertung der Gradienten
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und findet nur Fenster, die in einem regelmaßigen Gitter angeordnet sind. So sind die guten
Detektionsraten in Luftbildern von Innenstadten mit mehrgeschosssigen Gebauden nachvoll-
ziehbar.
Weitere Ansatze fur die Bildinterpretation
Im vorigen Abschnitt haben wir Verfahren vorgestellt, die fur die Analyse und Interpretation
von Gebaudebildern entwickelt wurden. Im Folgenden werden wir noch einige uberwiegend
hierarchische Ansatze zusammenstellen, die fur allgemeine Aufgaben konzipiert wurden und
haufig auf Tierbildern und Landschaftsaufnahmen getestet wurden bzw. auf Bildern, die tech-
nische Objekte wie Autos und Flugzeuge zeigen. Die meisten dieser Verfahren werden zur
Kategorisierung von Bildern oder zu deren Segmentierung verwendet.
Die hierarchische Struktur eines Objekts und seinen Bestandteilen wird von Epshtein & Ull-
man (2005) und Epshtein & Ullman (2007) als Baum von rechteckigen Bildblocken modelliert.
Die Bildblocke werden in verschiedenen Großen erzeugt und auf einem Trainingsdatensatz von
Bildern bzgl. der Verwendbarkeit zur Objekterkennung analysiert. Die Hierarchie der Bild-
blocke von Epshtein & Ullman (2005) wird auf der Basis von Uberlappung erzeugt und enthalt
viele Bildblocke, die zwar einen Ausschnitt des Objekts zeigen, aber in vielen Fallen sind die
Bildblocke nicht interpretierbar. Epshtein & Ullman (2007) minimieren die Anzahl der Bild-
blocke in ihrer hierarchischen Struktur und konstruieren diese aus unkorrelierten Bildblocken.
So wahlen sie viele Bildblocke aus, die charakteristische Bestandteile eines Objekts zeigen,
z. B. Ohr, Nase und Mund in Bezug auf Gesichter.
Bislang wurden diese Ansatze vor allem zur Erkennung von Tieren und Gesichtern einge-
setzt, nicht aber zur Interpretation von Gebaudebildern, wo viele Objekte homogen oder
gleichformig texturiert erscheinen. Das erschwert die Auswahl der Bildblocke. Zudem er-
schweren die vielen wiederholten Strukturen wie Fenster das Lernen der raumlichen Zusam-
menhange zwischen den Bildblocken. Lifschitz (2005) hat hierarchische Objekterkennung auf
sehr kleinen und sehr stark geglatteten Fassadenbildern untersucht, aber eine Erkennung von
Fassadenteilen war auf diesen Bildern auch fur den Menschen nur begrenzt moglich.
Eine alternative Vorgehensweise bietet der Ansatz von Ommer (2007) und Ommer & Buh-
mann (2010), die die Bildblocke an detektierte Bildpunkte koppelt und sukzessive zu großeren
Aggregaten zusammensetzt. Dabei wird einerseits eine Hierarchie von Objektteilen konstru-
iert, anderseits werden fur die Hierarchiebildung die Nachbarschaften zwischen nah bei ein-
ander liegenden Bildblocken ausgewertet. Das Verfahren kann wegen der Initialisierung mit
einem Punktoperator nur zur Erkennung texturierter Objekte oder von Objekten mit mar-
kanten Formen eingesetzt werden. So demonstrieren Ommer & Buhmann (2010) die Leis-
tungsfahigkeit des Verfahrens an Flugzeugen, Schiffen und Tieren. Als weiteres Defizit des
Verfahrens stellen die kleinen und aggregierten Teile nur selten semantische Bestandteile des
Objekts dar, sondern kennzeichnen lediglich charakteristische Formen wie vorderer bzw. hin-
terer Bereich eines Objekts.
Pantofaru et al. (2008) benutzen fur ihre Bildinterpretation verschiedene Bildsegmentie-
rungen mit unterschiedlich gewahlten Parametern. Aus den verschiedenen Bildpartitionen
wird eine kombinierte berechnet, indem alle segmentierten Regionen miteinander geschnit-
ten werden. So entstehen robuste Regionen und kleine Restregionen, die die Variabilitat der
Segmentierungsergebnisse darstellen. Die urspunglichen Regionen werden noch zur Extraktion
geeigneter Merkmale und zum Lernen von Likelihood-Funktionen verwendet, die anschließend
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gemaß der Schnittbildungen kombiniert werden. Das Verfahren kann unter Berucksichtigung
von Nachbarschaftsbeziehungen zwischen den Segmenten analog zu den Arbeiten von Shotton
et al. (2006) oder Verbeek & Triggs (2007) verbessert werden. Pantofaru et al. (2008) geben
zu, dass es schwierig ist, aussagekraftige Merkmale fur sehr kleine Regionen zu bestimmen.
Deshalb arbeiten sie mit großzugig extrahierten Regionen. So bezweifeln wir einen erfolgrei-
chen Einsatz dieses Verfahrens bei der Interpretation detailreicher Fassadenbilder und von
Luftbildern, da hier viele kleine Regionen segmentiert werden.
Auch Hoiem et al. (2008) verwenden verschiedene Segmentierungsverfahren zur Bildinter-
pretation, schatzen zudem den Horizont der Szene und bestimmen in einem iterativen Ver-
fahren Oberflachenbegrenzung, -orientierung und Entfernung der Objekte zur Kamera. In
einfachen Landschaftsszenen erzielen Hoiem et al. (2008) gute Ergebnisse, aber die Segmen-
tierungen der Stadtszenen ist nahezu unbrauchbar: Oft werden die Gebaude einer Straße als
eine Region erkannt, die sich lediglich vom Himmel und der Straße abgrenzen. Eine detaillier-
te Bildinterpretation mit Angaben uber die Anzahl und Anordnung von Fassadenteilen wie
Fenstern ist so nicht moglich.
Gu et al. (2009) und Lim et al. (2009) nutzen die Bildsegmentierung von Arbelaez et al.
(2009) fur die Detektion einzelner Objekte in Bildern. Die hierarchische Segmentierung wurde
zudem in (Arbelaez et al., 2011) verbessert und ausfuhrlicher dargestellt. Gu et al. (2009)
nutzen diese Segmentierung zur Erstellung eines Baums relevanter Regionen, wobei die Re-
levanz durch ein Bag-of-Words-Konzept entschieden wird, d. h. zuvor wird gelernt, welche
Bildausschnitte fur die Erkennung von Objekten relevant sind. Der Fokus ist dabei wie auch
in anderen Arbeiten die Erkennung des gesamten Objekts, nicht aber die Identifikation seiner
Bestandteile. Lim et al. (2009) greifen die Hierarchie der Regionen auf, um so fur die Re-
gionen der untersten Hierarchiestufe lokale, regionale und globale Merkmale zu bestimmen.
Eine Erkennung komplexer Objekte ist damit erst moglich, wenn gleichklassifizierte Regionen
zusammengefasst werden. Allerdings bleibt auch hier die Analyse der Bestandteile aus.
Graphische Modelle finden bei der Bildinterpretation seit einigen Jahren eine große Akzep-
tanz, weil sie eine gute Moglichkeit darstellen, Kontext in die Szene zu integrieren. Besonders
erfolgreich sind dabei Markoff Zufallsfelder fur die Integration von Nachbarschaftsbeziehungen,
Bayes-Netze fur die Integration von hierarchischen Beziehungen und hierarchische Zufallsfel-
der, die die Nachbarschaftsinformation auf verschiedenen Maßstabsebenen auswerten und so
hierarchische und nachbarschaftliche Information vereinigen. Ansatze dazu stammen z. B. von
Jin & Geman (2006), Schnitzspan et al. (2008) und Plath et al. (2009).
Jin & Geman (2006) haben ihr graphisches Modell fur die Erkennung von Nummernschil-
dern designt, dessen Struktur manuell bestimmt wurde. Die hierarchische Modellierung wurde
hierbei von den Bayes-Netzen inspiriert und besteht aus diversen semantischen Ebenen, in de-
nen sukzessive die Bestandteile des Nummernschilds erkannt und zusammengesetzt werden.
Eine Adaption des Verfahrens fur die Interpretation von Gebaudebildern ist unrealistisch.
Die Struktur des graphischen Modells ist viel zu komplex und musste zudem automatisch
bestimmt werden konnen.
Schnitzspan et al. (2008) zerlegen das Bild in ein regelmaßiges Gitter von aneinander-
grenzenden Bildblocken, um so Regionen zu definieren, und einen einfachen Nachbarschafts-
graphen. Eine hierarchische Struktur erzeugen Schnitzspan et al. (2008) zudem durch das
Zusammenlegen von vier Blocken, wie es auch in regelmaßigen Bildpyramiden realisiert wird.
In jeder Ebene wird nun ein Bedingtes Zufallsfeld modelliert, durch die verschiedenen Ebenen
konnen so Merkmale der Blocke und zugehorige Nachbarschaftsbeziehungen aus verschiedenen
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Maßstabsebenen gewonnen werden. Einen analogen Ansatz mit allgemeinen Bildsegmentierun-
gen aus mehreren Maßstabsebenen haben Plath et al. (2009) realisiert. Das Lernen der binaren
Potentialfunktionen der Bedingten Zufallsfelder ist sehr aufwendig. Mit einem ahnlichen Mo-
dell sind Yang et al. (2010) beim Lernen der Wahrscheinlichkeiten aus Komplexitatsgrunden
gescheitert.
1.3. Arbeitshypothese
Die hierarchische Zerlegung eines Objekts in seine Bestandteile mochten wir in dieser Ar-
beit nutzen, um die Bildinterpretation zu verbessern. Durch geeignete Verfahren konnen wir
komplexe Objekte wie Hauser und ihre Bestandteile in einem einzelnen Bild detektieren und
sie in einer hierarchischen Struktur von detektieren Bildbereichen anordnen. Diese Baum-
Struktur ist ferner dazu geeignet, die Interpretation der detektierten Bereiche zu verbessern,
da man von erkannten kleinen Teilen auf zusammengesetzte Teile schließen kann und von den
zusammengesetzten Aggregaten auf ihre Bestandteile. Dieser Schließungsprozess kann wegen
der hierarchischen Struktur der detektierten Bildregionen durch ein Bedingtes Bayes-Netz
realisiert werden. Konkret formulieren wir die folgenden vier Hypothesen fur diese Arbeit:
1. Es ist moglich, eine hierarchische Bildsegmentierung zu erzielen, in der komplexe Ob-
jekte und ihre Bestandteile detektiert werden konnen.
2. Die Relationen der Bestandteilshierarchie des Objekts bilden sich in pradizierbarer Weise
in die Hierarchie der Segmentierung ab.
3. Fur die Bildbereiche der hierarchischen Segmentierung konnen aussagekraftige Merk-
malsvektoren bestimmt werden, die eine hinreichend gute Vorklassifikation dieser Ele-
mente ermoglichen.
4. Die Interpretation durch ein Bedingtes Bayes-Netz, dessen Struktur durch die hierar-
chische Segmentierung definiert wird, verbessert das Ergebnis der Vorklassifikation.
Die detektierten Bildbereiche werden bei der hierarchischen Bildsegmentierung in einer
Baum-Struktur angeordnet, so dass durch diese Relation Zugehorigkeiten von Teilen zu Ag-
gretgaten reprasentiert werden. Der Detektionserfolg hangt auch von einer benutzerdefinier-
ten Ontologie ab, in der definiert wird, welche Objektteile bei der Bildinterpretation beachtet
werden sollen. Von dieser Ontologie fur den Objektraum wird eine Ontologie fur die Bildinter-
pretation abgeleitet, die zusatzlich die gegebenen Aufnahmeverhaltnisse berucksichtigt. Ein
wichtiger Punkt ist dabei die Bildauflosung: Wenn ein Objektteil nur auf ein paar Pixel abge-
bildet wird, dann reicht die Bildauflosung eventuell nicht aus, dieses Objekt zu erkennen. Das
ist z. B. bei Luftbildern der Fall, in denen Schornsteine und andere kleine Dachaufbauten wie
Antennen fast nicht sichtbar sind. Ein weiterer Punkt ist der Blickwinkel auf das Objekt: In
der Mitte von Luftbildern sind die Seitenwande von Gebauden nicht sichtbar, in terrestrischen
Innenstadtaufnahmen sieht man oft das Dach nicht.
Verdeckungen und schwache Kontraste im Bild stellen bei der datengetriebenen, hierar-
chischen Bildsegmentierung ein großes Problem dar. Nach der Projektion in die Bildebene
konnen die Abbildungen einzelner Objekte bzw. deren Teile benachbart sein, die im Objekt-
raum nicht benachbart sind. Ein graues Hausdach und eine gepflasterte Straße konnen sehr
ahnlich aussehen und durch die Nachbarschaft im Bild als homogener Bildbereich und da-
mit als ein Bildsegment erkannt werden. Das fuhrt dann zu Relationen in der Hierarchie der
Segmentierung, die nicht den Relationen der Bestandteilshierarchie entsprechen.
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1. Einfuhrung
Die ersten beiden Hypothesen stellen die Grundlage fur die Bildinterpretation dar. Hier
werden die zu interpretierenden Bildbereiche bestimmt und die hierarchische Struktur, die zu
einem besseren Klassifikationsergebnis fuhren soll. Wenn wir davon ausgehen, dass ein Fenster
im Dach dadurch besser als solches erkannt wird, weil wir in einer hoheren Segmentierungs-
ebene das Dach erkannt haben, dann muss die Struktur der detektierten Bildbereiche diese
Bestandteilshierarchien widerspiegeln. Wir modellieren diese Struktur als Baum, weil es ei-
nerseits der Modellierung im Objektraum entspricht, andererseits kann diese Baum-Struktur
in der weiteren Arbeit fur ein Bedingtes Bayes-Netz verwendet werden.
Wir verwenden eine uberwachte Klassifikation fur die Bestimmung der Klassenzugehorig-
keiten der detektierten Bildbereiche. Dazu verwenden wir manuell erstellte Annotationen der
Bilder, mit denen jedem detektierten Bildbereich das bestmogliche Klassenlabel zugewiesen
wird. Ferner definieren wir Merkmale, die einerseits die Form der Region charaktirisieren,
aber auch ihre Erscheinung, teilweise auch im Kontrast zur Umgebung. Eine Klassifikation
der Bildbereiche anhand dieser Merkmale ist dann hinreichend gut, wenn jedem Bildbereich
einer Klasse zugewiesen wird und diese Klassifikation signifikant besser ist als der Zufall
bzw. besser ist, als wenn alle Bildbereiche der am haufigsten auftretenden Klasse zugewiesen
werden.
Die Hierarchie von detektierten Bildbereichen ermoglicht die Integration von Kontext. Das
Ergebnis der Vorklassifikation wird mit den Beobachtungen in der Hierarchie zu einer neuen
Interpretation der Bildbereiche vereint. Dazu leiten wir aus der Baum-Struktur der detek-
tierten Bildbereiche ein Bedingtes Bayes-Netz ab. Ein Knoten dieses Bayes-Netzes stellt eine
Zufallsvariable dar, die die Wahrscheinlichkeiten fur die Klassenzugehorigkeiten des entspre-
chenden Bildbereichs angibt.
1.4. Gliederung der Arbeit
In Kapitel 2 stellen wir unser Konzept fur die hierarchische Interpretation von Bildern vor
und fuhren die in dieser Arbeit verwendete Notation ein. Die Graphen-Struktur des Bayes-
Netzes wird aus der hierarchsichen Segmentierung des Bildes gewonnen, die Zufallsvariablen
des Netzes geben die Wahrscheinlichkeiten an, mit der der detektierte Bildbereich zu einer
bestimmten Klasse gehort, und die Ubergangswahrscheinlichkeiten bestimmen wir unter Ver-
wendung der manuell annotierten Referenzbilder. Angaben zur Evaluation unseres Konzepts
und eine Beschreibung der verwendeten Datensatze schließen das zweite Kapitel ab.
Die Umsetzung unseres Konzepts wird in den drei anschließenden Kapiteln erlautert. In
Kapitel 3 thematisieren wir die hierarchische Segmentierung mit dem Wasserscheidenalgo-
rithmus, d. h. den Aufbau einer irregularen Bildpyramide sowie die Fokussierung auf stabile
Elemente in dieser Pyramide. Die Klassifikation der segmentierten Bildbereiche besprechen wir
in Kapitel 4, wobei vor allem auf die verwendeten Merkmale und das Design des Mehrklassen-
Klassifikators, die Alternierenden Entscheidungsbaume, eingehen. Beide Komponenten, die
hierarchische Segmentierung und die Klassifikation der Region auf Basis ihrer Merkmale, wer-
den im Bedingten Bayes-Netz zusammengefuhrt, worauf wir in Kapitel 5 eingehen. Alle drei
Kapitel werden jeweils mit der Prasentation von Ergebnissen abgeschlossen.
Im sechsten und letzten Kapitel fassen wir die entwickelte Methode dieser Arbeit zusam-
men, diskutieren die erzielten Ergebnisse und geben Anregungen fur Verbesserungen bzw.
weiterfuhrende Arbeiten.
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2. Konzept fur die hierarchische
Interpretation von Bildern
2.1. Bayes-Netz fur die hierarchische Interpretation
In diesem Abschnitt stellen wir unser Konzept fur die hierarchische Bildinterpretation durch
ein Bayes-Netz vor. In Abb. 2.1 zeigen wir die wichtigen Bestandteile des Konzepts: V. l. n. r.
zeigen wir zuerst das gegebene Bild eines Gebaudes, dann stellen wir die hierarchische Struktur
der segmentierten Regionen im Bereich des Gebaudes dar, aus der wir das Bedingte Bayes-Netz
konstruieren, und als Ausgabe zeigen wir Klassifikationsbilder an, in denen die Bildbereiche
markiert werden, die als Instanzen einer Klasse erkannt wurden.
Wir werden in diesem Abschnitt die Notation fur die wichtigsten Komponenten einfuhren.
Dazu beginnen wir bei den Klassen, gehen dann auf die Referenzobjekte, d. h. die manuell
gekennzeichneten Annotationen, ein, und stellen dann die Notation fur die automatisch seg-
mentierten Regionen vor. Zum Schluss definieren wir den Begriff Bedingtes Bayes-Netz. Dabei
gehen wir auch auf die zu lernenden Wahrscheinlichkeiten ein, die durch das Bayes-Netz mo-
delliert werden.
2.1.1. Ontologie der Objektklassen
Unter einer Bildinterpretation verstehen wir eine symbolische Bildbeschreibung, in der er-
kannte Objekte gekennzeichnet werden. Die Erkennung von Objekten setzt die Defintion von
Objektklassen voraus, d. h. eine Bezeichnung sowie eine Beschreibung fur jede Klasse. Wir
haben die Definition dieser Klassen in einer anwendungsspezifischen Ontologie umgesetzt.
Die Menge der in der Ontologie definierten Klassen bezeichnen wir mit Ω′. Um die Kardina-
litat dieser Menge auf eine uberschaubare Große K′ begrenzen zu konnen, haben wir zusatzlich
eine Klasse Hintergrund, background, eingefugt. Zu dieser Objektklasse gehoren alle Objekte,
die durch keine der anderen K′ − 1 Klassen erfasst werden. Nach der Projektion der Objekte
in die Bildebene verwenden wir diese Klassen auch zur Annotation von Bildern.
(a) (b) (c) (d)
Abbildung 2.1.: Komponenten des Konzepts fur die hierarchische Bildinterpretation: (a) Ein-
gabe eines Farbbilds, (b) Aufbau einer hierarchischen Struktur von segmen-
tierten Regionen (c) Konstruktion des Bayes-Netzes sowie (d) Ausgabe von
Klassifikationsbildern fur Gebaude bzw. Fenster.
21
2. Konzept fur die hierarchische Interpretation von Bildern
Abbildung 2.2.: Bestandteilshierarchie aus Ontologie.
Neben der Menge der Klassen werden in Ontologien auch die mereologischen, topologi-
schen sowie taxonomischen Beziehungen zwischen Instanzen dieser Klassen beschrieben, siehe
Dorschlag et al. (2008). Mereologische Beziehungen geben die Bestandteilshierarchien von Ob-
jekten wieder, topologische Beziehungen Nachbarschaftsverhaltnisse und taxonomische Bezie-
hungen Spezialisierungen. In Bezug auf die Modellierung von Gebauden sind mereologische
Beziehungen z. B. die Zerlegung eines Gebaudes in Wande und Dach, in den Wanden befin-
den sich wiederum Fenster und Turen. Dass ein Dach immer oben an die Wande eines Hauses
grenzt oder ein Fenster eine Offnung, d. h. ein Loch in der Wand darstellt, sind typische to-
pologische Beziehungen. Eine taxonomische Beziehung liegt vor, wenn man z. B. bei Fenstern
zwischen den Fenstern einer Fassadenwand und den Fenstern eines Daches unterscheidet.
Mogliche mereologische Beziehungen fur die Modellierung von Gebauden in Bildern werden
in Abb. 2.2 gezeigt, wobei die Pfeile ist Teil von ausdrucken. Die zusatzliche Spezialisierung
von Fenstern und Turen macht den Graphen ubersichtlich und gibt ihm eine baumartige
Struktur. Bei der Bildanalyse bestimmen wir die mereologischen Beziehungen zwischen de-
tektierten Bildausschnitten durch eine hierarchische Segmentierung, wobei die detektierten
Bildausschnitte zu sukzessive großer werdenden Bildbereichen zusammengefasst werden. Die-
se Gruppierungen konnen fehlerhaft sein. Einerseits konnen falsche Zuordnungen vorkommen,
d. h. in der Hierarchie werden zwei Bildausschnitte zusammengefuhrt, die nicht zusammen-
gehoren. Andererseits konnen aber auch Teile fehlen, weil sie durch andere Objekte verdeckt
werden und somit im Bild nicht sichtbar sind.
Bei den topologischen Relationen konnen im Bildraum Nachbarschaften zwischen abgebil-
deten Objektteilen auftreten, die es im Objektraum nicht gibt. So kommt es in Luftbildern
z. B. zu Nachbarschaftsbeziehungen zwischen einem projizierten Dach und dem Boden, auf
dem das Haus errichtet wurde. Abb. 2.3 zeigt vier verschiedene Ansichten eines Gebaudes
mit Balkon. Der Balkon befindet sich an einer der vier Außenwande des Gebaudes, die wie
die Dachflachen des Pyramidendachs und die Seiten des Balkons durch Drei- bzw. Vierecke
dargestellt werden. In allen vier Ansichten kommen verschiedene Nachbarschaftsbeziehungen
zwischen den Polygonen zum Vorschein, die so nicht im Objektraum modelliert werden.
Diese Arbeit will die Unterstutzung der Bildinterpretation durch Auswertung der detektier-
ten Bestandteilshierarchien untersuchen. Somit fokussieren wir uns auf die Integration me-
reologischer Beziehungen in die Bildinterpretation. Wenn wir zudem die topologischen Bezie-
hungen aus Komplexitatsgrunden vernachlassigen, dann liefert die Hierarchie der detektierten
Bildausschnitte eine Struktur, die fur eine Bildinterpretation mit einem Bayes-Netz geeignet
ist. Nachbarschaften zwischen den segmentierten Bildbereichen werden im Bayes-Netz nicht
explizit modelliert. Einen Vorschlag zur Erweiterung des Konzepts, d. h. zur Einbindung der
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Abbildung 2.3.: Vier verschiedene Ansichten eines Gebaudes mit Balkon.
Abbildung 2.4.: Hier zeigen wir schematisch zwei hierarchisch angeord-
nete Regionen Sm und Sm′ . Den Pfeil haben wir ana-
log zur Bestandteilshierarchie ausgerichtet, die wir im
Zusammenhang mit der Ontologie definierten. Die El-
ternbeziehung zwischen beiden Regionen wird in unser
Notation durch m′ = pi(m) ausgedruckt. Entsprechnend
zeigt m = χi(m
′) an, dass die Region Sm das i-te Kind
der Region Sm′ ist.
taxonomischen Relationen mit Markoff-Zufallsfeldern geben wir im Ausblick im letzen Kapitel
dieser Arbeit.
2.1.2. Annotationen und Regionen
Das Trainieren von Klassifikatoren und die Evaluierung des Konzepts dieser Arbeit erfolgen
durch Vergleich mit Referenzdaten. Diese haben wir manuell erstellt und bezeichnen sie als
Annotationen. Die Menge der Annotationen geben wir mit T an, zu der L Elemente gehoren,
die wir Tl nennen. Wir verstehen darunter
1. die geometrische Auspragung eines Bildbereichs, die durch einen Polygonzug charakte-
risiert wird,
2. die Zuweisung einer Klasse ωk zu diesem Bildbereich sowie
3. eine Liste von Indices auf andere Annotationen zur Angabe der Bestandteilshierarchie.
Als Regionen bezeichnen wir automatisch detektierte Bildbereiche, die wir mit Sm ∈ S
bezeichnen. Die M Elemente sind hierarchisch angeordnet: Die eindeutige Elternregion wird
durch die Funktion pi, die moglichen Kinderregionen durch die Funktion χ bestimmt, siehe
Abb. 2.4. Beide Funktionen arbeiten auf den Indices der Regionen und geben auch einen
Index zuruck, bei mehreren Kindern werden die Indices durchnummeriert. Beide Funktionen
sind außerdem auf die Annotationen ubertragbar, um auch dort die Bestandteilshierarchie
mathematisch ausdrucken zu konnen.
Fur unser Konzept hat die Regionenhierarchie eine große Bedeutung, da sie die Struktur
fur das Bayes-Netz bildet. In Abb. 2.5 zeigen wir eine solche Hierarchie. Auf den ersten Blick
sieht die Auswahl von Regionen als auch deren hierarchische Anordnung sehr zufriedenstel-
lend aus. Dennoch zeigt die Abbildung auch viele Problemfalle, die durch die Segmentierung
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Abbildung 2.5.: Hierarchische Segmentierung einer Gebaudeszene.
verursacht werden. Erstens zeigt die das gesamte Haus reprasentierende Region auch viele
Pixel, die Vegetation darstellen. Zweitens gibt es Regionen, die nur einen Teil des Objekts
darstellen, z. B. die Dachflache oder die Gaubenaußenwand in der untersten Hierarchiebene.
Und drittens gibt es keine Region, die die vollstandige Gaube auf dem Dach reprasentiert. Die
Wand-Regionen der Gaube werden in der folgenden Hierarchieebene direkt mit den andern
Dachregionen zusammengefasst statt mit den Fenstern zur Gaube. Der erste Fall motiviert
uns zur Erweiterung der Menge der Klassen Ω′ (siehe Kap. 2.1.3), die anderen beiden Falle
zeigen die Problematik mit Uber- bzw. mit Untersegmentierung.
2.1.3. Klassenlabel der Regionen
Da wir eine uberwachte Klassifikation der Regionen durchfuhren, um eine moglichst gute
Performanz des Bayes-Netzes zu erhalten, benotigen wir eine Zuordnung von Regionen und
Klassen. Wir bezeichnen das Klassenlabel der Region Sm mit x˜m.
Die Menge Ω′ enthalt alle Klassen, mit denen 3D Objekte und ihre Abbildungen im 2D
gemaß der gegebenen Ontologie benannt werden konnen. Da automatisch detektierte Regionen
nicht notwendigerweise die Abgrenzungen der abgebildeten Objekte haben mussen, d. h. sie
zeigen nur einen Ausschnitt eines Objekts oder mehrere verschiedene Objekte zusammen, wird
die Menge Ω′ erweitert, und es entsteht eine Menge Ω mit K Klassen ωk fur die Bezeichnung
von Regionen.
Die Erweiterung der Klassen wird durch drei Falle motiviert, die wir in Abb. 2.6 darstellen.
Links ist der Idealfall zusehen, wo die segmentierte Region, dargestellt durch eine schwarze
Ellipse mit durchgezogenem Rand, sehr gut zur manuellen Annotation, dargestellt durch ein
rotes Rechteck mit gestricheltem Rand, passt. Die blaue gepunktete Ellipse im rechten Teil
zeigt dagegen eine Region, die nur einen kleinen Teil einer Annotation zeigt. Wenn diese
Region z. B. Himmel oder Vegetation zeigt, so kann die Region das entsprechende Klassenlabel
ubernehmen. In diesen Fallen ist die Annotation nicht unbedingt an ein Objekt mit einer
klar sichtbaren Begrenzung gekoppelt. Bei Fassaden und Dachflachen dagegen gibt es kleine
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Abbildung 2.6.: Manuell erstellte Polygonzuge der Annotation werden als rote, gestrichelte
Rechtecke dargestellt, automatisch segmentierte Regionen als Ellipsen, die
einen blauen, gepunkteten bzw. einen schwarzen, durchgezogene Rand haben.
Links zeigt die Abbildung einen Fall, in dem Region und Annotation gut
zusammenpassen. Dort weisen wir der Region die Klasse der Annotation zu.
Im rechten Teil sind die Falle dargestellt, die eine gute Klassenzuweisung
schwierig gestalten, weshalb wir Teilklassen und die neue Klasse mixture
eingefuhrt haben.
Teilobjekte in einem deutlich großeren Objekt. Da die Wande und Dachflachen ohne diese
Teile nicht extra annotiert wurden, in ihnen aber haufig kleine Regionen gefunden werden,
haben wir zwei neue Teilklassen facade-tiles und roof-tiles fur diese Bereiche eingefuhrt.
Die beiden schwarzen Ellipsen auf der rechten Seite von Abb. 2.6 uberlappen zwei Annota-
tion zu gleichen Teilen. Da beide Regionen zwei Objekte zumindestens teilweise zeigen, stellen
sie Mischungen dieser Objekte oder Objektteile dar. Das motiviert uns zur Einfuhrung des
Klassenlabels mixture. Eine Unterteilung der beiden Falle in Mischklasse von ganzen Objek-
ten oder von Teilen sowie eine weitere Unterteilung nach Klassen, z. B. Fassade-Vegetation
oder Vegetation-Boden, haben wir aus Komplexitatsgrunden unterlassen. Allerdings fuhren
wir die drei Spezialklassen facade-mixture, roof-mixture und building-mixture ein, um
Regionen ein gutes Klassenlabel geben zu konnen, wenn sie mehrere Teile einer Fassade, eines
Daches oder des Gebaudes, aber nicht das gesamte Objekt darstellen.
Im Folgenden wird der Algorithmus zu Bestimmung des besten Klassenlabels x˜m der Re-
gion Sm beschrieben. Die Zuordnung erfolgt durch Vergleich der Region mit allen L manuell
erstellten Annotationen Tl. Gebe |Sm| den Flacheninhalt der Region an, dann fuhren die fol-
genden drei Entscheidungen zu einem geeigneten Klassenlabel x˜m. Sie konnen durch einen
Entscheidungsbaum reprasentiert werden, siehe Abb. 2.7. Die Wahl der Schwellwerte basiert
auf stichprobenartigen Uberprufungen.
1. Der erste Test untersucht, ob sich die Region Sm und annotierte Bildbereiche Tl uber-
lappen. Wenn die Region kaum annotierte Bildbereiche schneidet, d. h.
|Sm ∩
(⋃L
l=1 Tl
)
|
|Sm| < θ1,
dann erhalt sie das Klassenlabel background.
2. Anderenfalls wird die Annotation Tl∗ gesucht, die am besten zur Region passt, d. h.
l∗ = arg max
l
|Sm ∩ Tl|
|Sm ∪ Tl| .
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Abbildung 2.7.: Drei Entscheidungen fuhren zur Wahl des am besten passenden Klassenlabels.
Der Entscheidungsbaum visualisiert die Reihenfolge der Analyse bzgl. der
vorliegenden Konfiguration zwischen der schwarzen ellipsenformigen Region
und den roten rechteckformigen Annotationen.
Wenn
|Sm ∩ Tl∗ |
|Sm ∪ Tl∗ | > θ2,
dann haben die Region und die beste Annotation eine große gemeinsame Schnittmenge
und ihre Vereinigung ist nur unwesentlich großer. In diesem Fall erbt die Region Sm das
Klassenlabel der Annotation Tl∗.
3. Anderenfalls sind noch zwei Falle zu unterscheiden. Entweder schneidet die Region Sm
mehrere Annotationen, oder sie Teil einer deutlich großeren. Fur diese Entscheidungen
untersuchen wir, welche Klassen die Annotationen haben, die einen großen Schnitt mit
der Region haben. Je nachdem, welche Klassen es sind und ob diese Klassen in einer
Teil-von-Beziehung stehen, wird dann das am besten geeignete Klassenlabel bestimmt.
Im ersten Fall stellt die Region eine Mischklasse dar, wobei wir noch unterscheiden, ob
es sich bei den Annotationen um gleichberechtigte Objekte oder um ein Objekt und
seine Teile handelt. So erhalt die Region dann entweder das allgemeine Klassenlabel
mixture oder ein spezielleres, z. B. das Klassenlabel building-mixture. Im anderen
Fall, wenn die Region nur einen Teil einer Annotation Tl zeigt, erhalt sie entweder das
Klassenlabel dieser Annotation (wenn sich das Objekt nicht sinnvoll teilen lasst, z. B.
Himmel), oder die Region erhalt ein spezielles Teilklassen-Label, z. B. roof-tiles fur
die kleineren Dachschindeln.
Die relativen Haufigkeiten der Klassenlabel werden sich stark unterscheiden. Das liegt einer-
seits an den verschiedenen relativen Haufigkeiten der Objekte als auch deren Große im Bild.
So ist zuerwarten, dass Gebauderegionen und Fensterregionen signifikant haufiger vorkommen
werden als z. B. Tur- oder Schornsteinregionen. Dieses Ungleichgewicht zwischen den Klassen
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wird sich auch auf die Klassifikation auswirken. Dem konnen wir entweder durch eine Bewer-
tung der Klassifikationen entgegentreten, wie sie auch bei der Risikominimierung angewendet
wird, d. h. im Training wird die Fehlklassifikation bei einer Turregion starker bestraft als
die Fehlklassifikation einer Gebauderegion, vgl. (Duda et al., 2001). Oder wir legen einzelne
Klassen nachtraglich zusammen. Dieses kann z. B. inhaltlich entschieden werden, weil sich die
Klassen stark ahneln.
Wir haben uns fur die zweite Moglichkeit entschieden, da wir anderenfalls Bewertungs-
kriterien fur die Fehlklassifikationen erstellen mussen. Beispielsweise konnen wir die beiden
Klassen road und pavement im Benchmark-Datensatz terra-1 semantisch zusammenlegen
oder die beiden Klassen window und window-pane im originalen eTRIMS-Datensatz terra-2.
Andere Klassen wiederum konnen wir auf diese Weise nicht mit anderen zusammengelegen,
z. B. passt die Klasse sky weder zur Klasse vegetation noch anderen Klassen wie road oder
window etc.
Somit fuhren wir eine neue Klasse others ein, in der wir alle selten vorkommenden Regionen
(gemessen an der Anzahl der Regionen mit entsprechendem Klassenlabel) vereinen. Da diese
sehr unterschiedliche Klassen wir z. B. Himmel, Boden und Turen vereinen wird, halten
wir eine geschachtelte Klassifikation fur realistisch. Im ersten Durchgang klassifizieren wir K
Klassen, anschließend folgt ein zweiter Klassifikationschritt zur Trennung der Teilklassen von
others. Da wir letzteres aus Zeitgrunden nicht mehr realisiert haben, geben wir die Ergebnisse
der Bildinterpretation, d. h. der Klassifikation der Regionen durch das Bedingte Bayes-Netz,
mit K statt mit K Klassen an.
2.1.4. Bedingtes Bayes-Netz
Die Klassifikation der Regionen Sm wollen wir durch ein Bedingtes Bayes-Netz verbessern.
Daher werden wir in diesem Abschnitt unser verwendetes Graphisches Modell, das Bedingte
Bayes-Netz, motivieren. Zunachst werden wir dazu Bayes-Netze allgemein einfuhren, dann
den Bezug zu Markoff-Zufallsfeldern herstellen, um abschließend Bedingte Bayes-Netze als
hierarchische Bedingte Markoff-Zufallsfelder einfuhren zu konnen.
2.1.4.1. Bayes-Netze
Als ein Vertreter der Graphischen Modelle werden Bayes-Netze als gerichtete, azyklische Gra-
phen definiert. Jeder Knoten eines Bayes-Netzes stellt eine Zufallsvariable xm, die einen
von Km Zustanden annimmt. Durch die gerichteten Kanten von xpi(m) nach xm wird die
Abhangigkeit der Zufallsvariable xm von xpi(m) modelliert. xpi(m) ist dann Elternknoten von
xm. Zu diesen gerichteten Kanten werden Ubergangswahrscheinlichkeiten bestimmt, die die-
se Abhangigkeiten einer Zufallsvariable von anderen in Form bedingter Wahrscheinlichkeiten
wiederspiegeln. In Abb. 2.8 zeigen wir ein Beispiel fur ein Bayes-Netz mit sieben Zufallsvaria-
blen. Die drei Zufallsvariablen x1, x4 und x5 haben keine eingehenden Kanten, stellen somit
unabhangige Zufallsvariablen dar. Dem gegenuber stehen die abhangigen Variablen, beispiels-
weise hangt der Zustand von x6 nur von den Zufallsvariablen x2, x3 und x5 ab und nicht von
den anderen.
Durch die explizite Modellierung von Abhangigkeiten der Zufallsvariablen untereinander
ermoglichen Graphische Modelle die Reduzierung der Komplexitat fur die Berechnung der
gemeinsamen Wahrscheinlichkeitsverteilungen. Am Beispiel des Bayes-Netzes aus Abb. 2.8
bedeutet das, dass die gemeinsame Wahrscheinlichkeitsverteilung durch folgende Terme mo-
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Abbildung 2.8.: Bayes-Netz mit sieben Zufallsvariablen.
delliert wird:
P (x1, . . . , x7) = P (x1)P (x2 | x1)P (x3 | x1)P (x4)P (x5)P (x6 | x2, x3, x5)P (x7 | x3, x4). (2.1)
Werden die Zufallsvariablen ohne Information uber gegenseitige Abhangigkeiten modelliert,
beschreibt man die gemeinsameWahrscheinlichkeitsverteilung durch eine Tabelle mit KM = K7
vielen Kombinationen von Zustandsbelegungen der Variablen. Die rechte Seite von Gl. 2.1 gibt
dagegen Aufschluss uber gegenseitige Wechselwirkungen der Zufallsvariablen, weshalb die ge-
meinsame Wahrscheinlichkeitsverteilung mit drei Wahrscheinlichkeiten einzelne Variablen be-
treffend sowie vier bedingten Wahrscheinlichkeiten modelliert wird, die jeweils K bis K3 viele
Kombinationen von Zustandsbelegungen von 1 bis 3 Variablen als Bedingungen enthalten.
Somit ist ein entscheidender Nutzen von Bayes-Netzen, dass die gemeinamen Wahrscheinlich-
keitsverteilungen nicht als exponentiell große Tabellen bestimmt werden, sondern in mehrere
kleine in K quadratisch oder kubisch große von einander unabhangige Wahrscheinlichkeitsver-
teilungen zerlegt werden.
2.1.4.2. Moralisierung von Bayes-Netzen
Ein anderer wichtiger Vertreter der Graphischen Modelle sind die Markoff-Zufallsfelder mit
ungerichteten Kanten, mit denen haufig symmetrische Abhangigkeiten bzw. Einflusse zwi-
schen den Zufallsvariablen wie Nachbarschaften formalisiert werden. Ein Bayes-Netz kann in
ein Markoff-Zufallsfeld uberfuhrt werden, wenn man zunachst den Graphen moralisiert und
anschließend die Richtung der Kanten entfernt (Bishop, 2006). Unter einer Moralisierung ei-
nes Graphen versteht man, dass alle Elternknoten einer Zufallsvariable durch hinzugefugte
Kanten miteinander verbunden werden: Die Eltern werden 'verheiratet'. In Abb. 2.9 zeigen
wir den moralisierten Graphen des Bayes-Netzes aus Abb. 2.8. Im Bayes-Netz hatte die Zu-
fallsvariable x6 die drei Elternknoten x2, x3 und x5, die im moralisierten Graphen durch
gestrichelte Kanten paarweise miteinander verbunden sind. Auch die beiden Eltern von x7
wurden miteinander verheiratet.
Durch die Moralisierung des Graphen entstehen Cliquen, d. h. Teilmengen von Knoten,
die alle miteinander durch Kanten verbunden sind. Jeder Clique wird eine Potentialfunktion
zugeordnet wird, die große Werte annimmt, wenn die Konfiguration wahrscheinlich ist. So
ergibt sich fur die gemeinsame Wahrscheinlichkeitsverteilung im Markoff-Zufallsfeld bzgl. des
Beispiels aus Abb. 2.8 ein Produkt der Cliquenpotentiale
P (x1, . . . , x7) =
1
ζ
ψ1,2ψ1,3ψ2,3,5,6ψ3,4,7 (2.2)
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Abbildung 2.9.: Moralisierter Graph des Bayes-Netzes aus Abb. 2.8. Die gestrichelten Kanten
wurden neu hinzugefugt, um die Elternknoten der Zufallsvariablen x6 bzw.
x7 zu verheiraten.
mit z. B.
ψ1,2 = P (x1)P (x2 | x1)
ψ1,3 = P (x3 | x1)
ψ2,3,5,6 = P (x6 | x2, x3, x5)
ψ3,4,7 = P (x7 | x3, x4)
(2.3)
Im Folgenden verwenden wir nur baumartige Bayesnetze, sodass die Cliquenbildung durch die
Moralisierung nicht erforderlich ist, da jeder Knoten nur einen Elternknoten hat.
2.1.4.3. Bedingte Markoff-Felder und Bedingte Bayes-Netze
Bei Markoff-Zufallsfeldern basieren die Potentialfunktionen auf lokal extrahierten Merkmalen.
Das kann zu Fehlinterpretationen der Szene fuhren, wenn sich die die Bestandteile verschie-
dener Objekte bei kontextfreier Betrachtung stark ahneln. Daher haben Lafferty et al. (2001)
Markoff-Felder mit global extrahierten Merkmalen definiert, die Bedingten Zufallsfelder. Sie
kennzeichnet, dass alle Zufallsvariablen und alle Potentialfunktionen unter der Bedingung von
beobachteten Daten F formuliert werden. Somit wird nun das Maximum der Gesamtwahr-
scheinlichkeit P (x1, . . . , xM | F ) gesucht, die allgemein durch folgende Gleichung modelliert
wird:
P (x1, . . . , xM | F ) = 1
ζ
∏
m
φ(xm | F )
∏
m>1
ψ(xm, xpi(m) | F ). (2.4)
Dabei stellt ζ wiederum einen Normalisierungsterm dar. Die unaren Potentialfunktionen φ
geben uber die Beziehung zwischen den beobachteten Daten F und der Klassenlabeln Aus-
kunft, die binaren Potentialfunktionen ψ geben die Beziehungen zwischen den Klassenlabeln
benachbarter Bildregionen unter Berucksichtigung beobachteter Merkmale wieder.
Wir ubertragen nun dieses Konzept auf die Notation der Bayes-Netze und fuhren den Begriff
Bedingtes Bayes-Netz ein. Darunter verstehen wir ein Bayes-Netz, d. h. einen zyklenfreien
Graphen mit gerichteten Kanten, dessen Knoten bedingte Zufallsvariablen reprasentieren und
dessen Ubergangswahrscheinlich wie die Zufallsvariablen von global beobachteten Merkmalen
F .
Konkret leiten wir die Struktur des Bedingten Bayes-Netzes aus der Regionenhierarchie ab.
Jede Region Sm wird durch eine Zufallsvariable xm reprasentiert, die die Klassenzugehorigkeit
der Region angibt und diese als Wahrscheinlichkeiten fur die K Zustande angibt. Die Kanten
zwischen den Zufallsvariablen stammen aus dem Regionen-Hierarchiegraph, wobei sich die
Richtung der Kanten andert. Dies begrunden wir inhaltlich damit, dass wir den Einfluss der
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Klassenlabel von Objekten auf die Klassenlabel der Objektteile modellieren wollen und nicht
umgekehrt. Nebenbei hat es noch den praktischen Nutzen, dass jeder Knoten im Bedingten
Bayes-Netz genau einen Elternknoten hat. Somit hat das Moralisieren unseres Bayes-Netzes
nur eine Auswirkung: Es fallen die Richtungen der Kanten weg.
Im Kalkul der Bedingten Zufallsfelder konnen wir Gesamtwahrscheinlichkeit gemaß Gl. 2.4
modellieren. Die unaren Potentialfunktionen φ definieren wir als
φ(xm | F ) = P (xm | F ), (2.5)
d. h. sie geben Auskunft uber die Zusammenhange der beobachteten Daten F und den Klas-
senlabeln der segmentierten Regionen. Die binaren Potentialfunktionen ψ spiegeln die Be-
ziehungen zwischen den Klassenzugehorigkeiten von hierarchisch benachbarten Regionen Sm
und Spi(m) wieder, weshalb wir ψ durch
ψ(xm, xpi(m) | F ) = P (xm | xpi(m),F ) (2.6)
definieren. Somit lernen wir die Wahrscheinlichkeiten dafur, wie die Zugehorigkeit einer Region
Sm zu den verschiedenen Klassen in Abhangigkeit ihres Elternknotens und der beobachteten
Merkmale beider Regionen vorkommt.
Die beiden Wahrscheinlichkeiten aus den Gl. 2.5 und 2.5 leiten wir aus Trainingsdatensatzen
ab. Die Wahrscheinlichkeiten P (xm | xpi(m),F ) konnen wir durch Auswerten der Klassenzu-
gehorigkeiten in den bestimmten Regionenhierarchie-Relationen der Trainingsdaten ermitteln,
und die Wahrscheinlichkeiten P (xm | F ) bestimmen wir durch einen Klassifikator. Da wir
Daten zum Trainieren eines Klassifikators haben, konnen wir eine uberwachte Klassifikations-
methode verwenden.
Nach Umstellung des Graphischen Modells auf ein Bedingtes Markoff-Zufallsfeld postulieren
wir: Die Zufallsvariable xm hangt nur von zwei voneinander unabhangigen Zufallsvariablen
ab.
2.1.4.4. Inferenz in Bayes-Netzen
Unter Inferenz versteht man das Ziehen von Schlussfolgerungen, wenn Informationen uber
einzelne Zufallsvariablen bekannt werden, d. h. das Bestimmen von Posterior-Wahrscheinlich-
keiten fur die anderen Zufallsvariablen. Bei der Auswertung von Bayes-Netzen gibt es zwei
wichtige Ziele: Einerseits ist es interessant, Randverteilungen zu bestimmen, d. h. die Wahr-
scheinlichkeitsverteilung fur einzelne Zufallvariablen xm, andererseits die wahrscheinlichste
Klasse fur jede der vorhandenden Zufallsvariablen. In komplexen Graphischen Modellen mit
Hierarchien und Nachbarschaften konnen i. d. R. nur approximierende Inferenzverfahren ver-
wendet werden. Fur einfache Graphenstrukturen wie Ketten und Baume gibt es aber ex-
akte Inferenz-Verfahren, wie z. B. der Summe-Produkt-Algorithmus sowie der Max-Summe-
Algorithmus, die beide ausfuhrlich von Bishop (2006) vorgestellt und diskutiert werden.
Der Summe-Produkt-Algorithmus wird zum Bestimmen von Randverteilungen eingesetzt
und ist in der Formulierung von Pearl (1997) effizient bei der Bestimmung aller Randver-
teilungen. Somit liegen nach Abschluss der Inferenz wiederum Wahrscheinlichkeiten fur jede
Zufallsvariable vor. Diese ermoglichen entweder weitere probablistische Auswertungen und
Analysen, z. B. eine Untersuchung bzgl. der Uberzeugung des Klassifikators vom Ergebnis
(Abstand zwischen der wahrscheinlichsten Klasse und der zweitwahrscheinlichsten). Ein wich-
tiger Schritt dieses Algorithmus ist das schrittweise Marginalisieren von Zufallsvariablen, das
mittels Summieren der Wahrscheinlichkeiten uber alle Zustande durchgefuhrt wird. Demzu-
folge wird eine diskrete Modellierung der Merkmale vorausgesetzt. Allerdings konnen auch
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kontinuierliche Merkmale verarbeitet werden, wenn man die Summenformeln durch Integrale
ersetzt.
Russell & Norvig (1995) setzen den Summe-Produkt-Algorithmus als funktionale Metho-
de um, d. h. er bestimmt fur genau eine Zufallsvariable xm die Randverteilung. Somit mit
diese Methode M -mal aufgerufen werden, weshalb die Implementierung durch die Mehrfach-
berechnungen gleicher Wahrscheinlichkeiten ineffizient wird. Pearl (1997) stellt eine effiziente
Berechnung aller einzelnen Randverteilungen vor, bei der ausschließlich univariate Merkmale
verwendet werden. Dabei werden zunachst alle Informationen von der Wurzel zu den Blattern
propagiert, dann alle Informationen von den Blattern zur Wurzel. Nach der Verknupfung
beider Informationen je Zufallsvariable mussen die Zustandsbelegungen nur noch normiert
werden. Bishop (2006) zeigt hierbei, dass der Summe-Produkt-Algorithmus sehr effizient ist,
wenn die Normierung zum Schluss durchgefuhrt wird: Der Normierungsterm ist kostant bei
allen Zufallsvariablen.
Außerdem weist Bishop (2006) darauf hin, dass der Summe-Produkt-Algorithmus nicht
immer das beste Ergebnis ausgibt, d. h. die maximale Gesamtwahrscheinlichkeit kann bei
anderen Belegungen der Zufallsvariablen liegen als bei den Belegungen der maximalen Rand-
verteilungen. Dazu gibt Bishop (2006) folgendes kleines Beispiel an. Es werden zwei binare
Zufallsvariablen betrachtet, deren gemeinsame Wahrscheinlichkeit durch
x y p(x, y)
0 0 0.3
0 1 0.3
1 0 0.4
1 1 0.0
(2.7)
angegeben wird. Demnach sind p(x = 0) = 0.6 und p(x = 1) = 0.4 sowie p(y = 0) = 0.7 und
p(y = 1) = 0.3. Folglich werden bei der Klassifikation nach Anwendung des Summe-Produkt-
Algorithmus die beiden Belegungen x = 0 und y = 0 gewahlt, weil sie zum Maximum der
Randverteilungen fuhren. Dabei ergibt die Belegungskombination x = 1 und y = 0 eine hohere
gemeinsame Wahrscheinlichkeit.
Der zweite wichtige Inferenz-Algorithmus in einfachen Graphenstrukturen ist der Max-
Summe-Algorithmus. Mit diesem Verfahren werden keine Randverteilungen mehr bestimmt,
sondern es wird die Konstellation an Belegungen fur alle Zufallsvariablen bestimmt, mit der
die maximale Gesamtwahrscheinlichkeit erzielt wird. Allerdings erhalt man hier durch den
verwendeten max-Operator Zustandsbelegungen sowie die maximale Gesamtwahrscheinlich-
keit, aber keine Wahrscheinlichkeiten fur einzelne Zufallsvariablen. Aus diesem Grund haben
wir uns gegen den Einsatz dieses Verfahrens entshcieden, obwohl es immer eine optimale
Klassifikation gemaß unseres Graphischen Modells erzielt.
Stattdessen haben wir den Summe-Produkt-Algorithmus von Pearl (1997) auf unser Be-
dingtes Bayes-Netz ubertragen. Fur die Evaluation und Visualisation der Bildinterpretation
haben wir geben wir dann jeweils die Klassen aus, die dem wahrscheinlichsten Zustand einer
Zufallsvariable entspricht, d. h. wir bestimmen die maximalen Randverteilungen.
2.1.5. Visualisierung der Bildinterpretation
Unser Konzept endet mit der Ausgabe von Klassifikationskarten, siehe Abb. 2.1, in denen
jeweils alle Regionen entsprechend der Klassifikationsergebnisse hervorgehoben. Diese lassen
sich auch zu einem Bild kombinieren. Dabei ist zu beachten, dass sich die Regionen uberlappen
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werden, da einige komplexe Objekte, andere Teile dieser Objekte darstellen. Bei der Syn-
these der verschiedenen Klassifikationskarten zu einem mehrfarbigen Bild, vgl. Abb. 1.1,
berucksichtigen wir somit die Bestandteilshierarchie der Objekte, d. h. zuerst werden wir
die großeren Objekte visualisieren und erst im Anschluss daran deren Bestandteile.
2.2. Bestimmung von Regionen fur die Interpretation
In diesem Abschnitt formulieren wir die Anforderungen fur unseren Ansatz einer hierarchi-
schen Bildsegmentierung und stellen verschiedene bereits existierende Segmentierungsansatze
vor. Mit einer Bewertung der bisherigen Arbeiten motivieren wir das von uns gewahlte Seg-
mentierungsverfahren.
2.2.1. Anforderungen an die hierarchische Bildsegmentierung
Die Abb. 2.5 im vorangegangenen Abschnitt zeigt eine mogliche hierarchische Bildsegmen-
tierung. Idealerweise liefert die Bildsegmentierung einen Baum von Regionen, in dem jede
Region genau ein Objekt der abgebildeten Szene zeigt, und alle Objekte durch jeweils genau
eine Region dargestellt werden. Außerdem gibt die hierarchische Anordnung der Regionen die
Zugehorigkeit der kleineren Objekte zu großeren Aggregaten wieder. Aus unserer Sicht ist
dieses Ideal am ehesten mit perfekten Objektdetektoren und einem logikbasierten Interpreta-
tionssystem zu erreichen. Ein Ansatz, der diese Richtung aufgreift, aber nur eine verbesserte
Detektion von window-Instanzen erzielt, wurde von Terzic et al. (2010) vorgeschlagen.
Weitere Objekt-Detektoren fur Fenster in Einzelbildern haben u. a. Lee & Nevatia (2004),
Ali et al. (2007), Wenzel & Forstner (2008) oder Reznik (2009) entwickelt. Instanzen der Klas-
se door werden auch bei dem auf einer Grammatik fur Gebaudefassaden basierten Verfahren
von Ripperda (2008) berucksichtigt. Der aufmerksamkeitsbasierte Blobdetektor von Jahangiri
& Petrou (2009) liefert Blobs mittlerer Ausdehnung, die gut als Fenster, Turen oder Balko-
ne identifiziert werden konnen, wenn ein entsprechendes Gebaudemodell vorliegt (Xu et al.,
2010). Dieser Detektor gibt das dargestellte Objekt in seiner Umgebung und somit statt der
exakten Kontur ein Rechteck aus, in dessen Inneren das Objekt liegt.
Fur die Segmentierung von großen Objekten in Bildern kann man die Verfahren von Ku-
mar & Hebert (2003a), Korc & Forstner (2008) und Verbeek & Triggs (2007) integrieren,
die Bilder mittels Markoff-Zufallsfeldern segmentieren. In den erwahnten Arbeiten werden in
terrestrischen Fassadenaufnahmen Instanzen der Klassen facade, sky und vegetation bzw.
ground gefunden. Fur weitere Bestandteile von Gebauden wie Balkone, Gauben und Treppen
sind uns keine geeigneten Detektoren in Einzelbildern bekannt. Zudem wurden die oben ge-
nannten Verfahren fur die Analsyse von terrestrischen Aufnahmen entwickelt und sind bislang
nicht auf Luftbilder angewandt worden, mit Ausnahme von (Lee & Nevatia, 2004), siehe z. B.
(Meixner & Leberl, 2010).
Da wir Instanzen von K Objekttypen in verschiedenen Aufnahmesituationen detektieren
wollen, haben wir uns gegen die Modellierung vieler Objekt-Detektoren entschieden. Statt-
dessen schlagen wir eine Segmentierung von Regionen vor, die auf die Bestimmung einfacher
Bildmerkmale, wie Blobs oder Bildsegmente beruhen. Zur Beurteilung der verschiedenen Vor-
gehensweisen schlagen wir folgende Kriterien vor. Die Reihenfolge haben wir absteigend nach
der Bedeutung des Kriteriums festgelegt. Im anschließenden Abschnitt werden wir verschiede-
ne Verfahren zur Segmentierung von Regionen vorstellen und sie hinsichtlich dieser Kriterien
bewerten.
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1. Große: Es mussen Regionen in verschiedenen Bildmaßstaben segmentiert werden, um
Regionen verschiedener Großen zur Beschreibung der Instanzen aller K verschiedenen
Objekttypen verwenden zu konnen.
2. Baum: Die Hierarchie der detektierten Regionen soll eine Baumstruktur aufweisen.
Nur bei einer vollstandigen Inklusion von kleinen Region in großen Regionen ist die
Zuordnung immer eindeutig.
3. Kontur: Um fur das Objekt charakteristische Merkmale bestimmen zu konnen, ist die
genaue Erfassung der Objektgrenzen wunschenswert. Sonst konnen keine formbasierten
Merkmale fur die Klassifikation der Regionen verwendet werden.
4. T+L: Das Segmentierungsverfahren muss datenbasiert arbeiten und nicht modellba-
siert, damit es sowohl auf terrestrischen Aufnahmen als auch auf Luftbildern einsetzbar
ist.
5. Nachbarn: Eine Partitionierung des Bildes erscheint vorteilhaft, um so auch Merkmale
von benachbarten Regionen bei der Merkmalsextraktion bestimmen zu konnen.
6. Duplikate: Bei Segmentierungen in mehreren Bildmaßstaben kann ein Objekt auf meh-
rere, nur leicht unterschiedliche Regionen abgebildet werden. Diese vielfach segmen-
tierten Instanzen eines Objekts, die Duplikate, bedeuten einen Mehraufwand bei der
Auswertung.
2.2.2. Bisherige Verfahren zur Segmentierung von Regionen
Eine Alternative zu den oben erwahnten klassenspezifischen Objekt-Detektoren stellt der An-
satz von Borenstein & Ullman (2004) dar. Hier erfolgt die Einteilung des Bildes in quadratische
Bildblocke. Die Lage, Orientierung und Große der Blocke wird durch einen Blob-Detektor wie
z. B. (Lowe, 2004) oder Matas et al. (2002) bestimmt, d. h. eine vollstandige Uberdeckung des
Bildes durch Blobs ist nicht gewahrleistet. Die hierarchische Struktur ist nur dort bestimm-
bar, wo es viele sich uberlappende Blobs gibt. Eindeutigkeit beim Aufbau der hierarchischen
Struktur ist nicht gegeben bzw. muss kunstlich erzwungen werden, wenn sich kleine Blobs
mit mehreren Großen uberlappen. Das Verfahren konnte im Bezug auf Gebaude bislang nur
auf stark geglatteten und sehr stark verkleinerten Fassadenbildern evaluiert werden (Lifschitz,
2005). Eine Erkennung weiterer Gebaudeteile ist dann nicht mehr moglich. Es wurde bislang
nicht untersucht, ob der Ansatz von Borenstein & Ullman (2004) bei Luftbildern eingesetzt
werden kann bzw. wieviele Duplikate von Objekten die Hierarchie enthalt.
Im Kontext der Fassadeninterpretation haben Burochin et al. (2009) und Hernandez &
Marcotegui (2009) Verfahren zur hierarchischen Zerlegung von Fassaden in rechteckige Bild-
ausschnitte entwickelt. Sie nutzen die vielen horizontalen und vertikalen Kanten an einer
Fassade zur Einteilung des Bildes in Regionen. Allerdings wurden beide Ansatze nur auf ent-
zerrten Fassadenbildern evaluiert, und eine Moglichkeit der Erweiterung der Ansatze auf die
Segmentierung von Luftbildern sehen wir nicht, weil Dachstrukturen haufig nicht rechteckig
sind. Somit erfullen diese Ansatze vier Kriterien (Große, Baum, Nachbarn und Duplikat).
Kumar & Hebert (2003b), Gould et al. (2008) und Plath et al. (2009) verwenden Hierarchi-
en von Markoff-Zufallsfelder zur Segmentierung von Bildern. Ausgegeben werden semantisch
sinnvolle Komponenten, die sich nicht uberlagern und eine Bildpartitionierung bilden. Die
Hierarchie der Regionen wird nur zur Extraktion von Merkmalen in hoheren Bildmaßstaben
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verwendet, um die Klassifikation zu verbessern. Das Erkennen von Objektteilen wird nicht
angestrebt: das fur uns sehr wichtige Kriterium bzgl. der Große wird nicht erfullt.
Es folgen nun einige Segmentierungsverfahren, die Regionen auf Grund eines Ahnlichkeits-
maßes oder eines Homogenitatskriteriums bilden. Hierarchische Segmentierungen erhalt man
entweder durch Anwendung der Verfahren in mehreren Bildmaßstaben, d. h. im Skalenraum
des Bildes, oder durch Defintion einer irregularen Bildpyramide. Skalenraume finden in der
Literatur seit der Arbeit von Witkin (1983) Beachtung und wurden intensiv von Koenderink
(1984), Perona & Malik (1990) und (Lindeberg, 1994) untersucht. Der Gauß'sche Skalenraum,
definiert durch Glattungen des Bildes mit verschieden starken Gauß-Filtern, unterbindet laut
(Koenderink, 1984) willkurliche Veranderungen des Bildsignals sowie das Auftreten neuer
Bildstrukturen am besten und wird daher sehr haufig verwendet.
Die Bildeinteilung in Regionen und Hintergrund von Forstner (1994) verlangt ausschließlich
kleine Gradientenstarken in der Umgebung von Pixeln, damit diese zu einem homogenen Be-
reich zusammengefasst werden. Durch Segmentierung des Bildes in mehreren Bildmaßstaben
kann eine hierarchische Anordnung der homogenen Regionen konstruiert werden, allerdings
hat diesbzgl. noch niemand die Entwicklung der homogenen Regionen im Skalenraum un-
tersucht. Somit ist eine baumformige Struktur der Regionen nicht garantiert. Zudem zeigen
die detektierten Regionen selten vollstandige Objekte, da sich die Regionen nicht bis zu den
Randern erstrecken. Am Objektrand gibt es i. d. R. starke Gradienten, so dass dort Bild-
kanten und keine homogenen Regionen mehr erkannt werden. Eine Partitionierung des Bildes
ist nicht notwendig, da Fuchs (1998) einen Nachbarschaftsgraphen zwischen den homogenen
Regionen definiert hat. Bislang gibt es keine Untersuchungen, wie sich die Regionen bei der
Segmentierung in mehreren Bildmaßstaben verhalten.
Drei Verfahren zur luckenlosen Einteilung des Bildes in sich nicht schneidende Regionen
und deren Verhalten bei Segmentierung in mehreren Bildmaßstaben hat Olsen (1996) in
Bezug auf medizinische Daten untersucht. Drauschke et al. (2006b) haben diese Verfahren
auf Eignung zur Segmentierung von Luftbildern analysiert. Der Wasserscheidenalgorithmus
schneidet in beiden Vergleichen am besten ab, wenn Regionen mit Konturen von kleinen und
großen Objekten auf Basis homogener Farbwerte, d. h. der gewichteten Gradienten, gebildet
werden. Hierarchien von Wasserscheidenregionen wurden durch Gauch (1999) untersucht: eine
baumartige Struktur wird durch seinen Ansatz erzielt. Somit erfullt die Segmentierung mit
Wasserscheiden im Skalenraum fast alle Kriterien: Nur das Problem der mehrfachen Segmen-
tierung von Regionen ist gegeben, wenn man sehr viele Bildmaßstabe betrachtet.
Neben der Segmentierung in mehreren Bildmaßstaben sind auch irregulare Pyramiden gut
fur die Generierung hierarchischer Bildsegmentierungen geeignet. In jeder Hierarchieebene
wird das segmentierte Bild als Graph interpretiert: Die Menge der Knoten entspricht der
Menge der segmentierten Regionen, die Kanten werden durch den Nachbarschaftsgraphen der
Regionen definiert. Von einer Hierarchiebene zur nachsten wird der Graph um einige Elemen-
te reduziert, d. h. einige benachbarte Regionen werden vereint und der Nachbarschaftsgraph
entsprechend aktualisiert. Diese Vorgehensweise der Graphkontraktion wurde v. a. von Kro-
patsch (1995) diskutiert. In Abb. 2.10 illustrieren wir das Konzept von irregularen Pyramiden
mit drei Hierarchieebenen. Links sind die jeweiligen Segmentierungen zu sehen, in der jeder
Kreis fur ein Pixel steht. Auf der rechten Seite stellen wir die entsprechenden Graphen dar. Die
Zugehorigkeit der Pixel zu Regionen haben wir uber die Farbgebung in den Kreisen markiert.
Meer (1989) realisiert seine stochastische, irregulare Pyramide, indem fur jede Region
eine von den Nachbarregionen unabhangige Zufallsvariable definiert wird, deren Belegung
uber das Fortbestehen der Region entscheidet. In der Originalarbeit entscheidet ein Homoge-
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1. Hierarchieebene 2. Hierarchieebene 3. Hierarchieebene
Abbildung 2.10.: Drei Hierarchiestufen einer irregulare Bildpyramide mit den Regionen der
drei Hierarchiestrufen (oben) und den entsprechenden Graphen (darunter).
nitatskriterium daruber, welche Regionen miteinander verschmelzen. Dagegen verwendet Pan
(1994) einen MDL-Ansatz, um den Verschmelzungsprozess der Regionen zu steuern. Beide
Verfahren wurden von Schuster (2002) implementiert und auf ihre Verwendbarkeit zur Seg-
mentierung von Luftbildern untersucht: Beide Segmentierungen enthalten zu viele schlecht
interpretierbare Regionen in den Pyramidenstufen.
(Guigues et al., 2003) und (Marfil et al., 2007) verwenden Ahnlichkeitsmaße zur effizienten
Konstruktion von irregularen Bildpyramiden. Neben der Wahl des entsprechenden Kriteriums
unterscheiden sich diese Verfahren auch darin, ob das Kriterium nur fur jeweils zwei Regionen
oder in einem großeren Umfeld einer Region uberpruft wird. So wird der Verschmelzungspro-
zess von Guigues et al. (2003) als Cluster-Algorithmus von Sub-Graphen formuliert. Beide
Verfahren sind universell einsetzbar. Ob die Wahl der jeweiligen Ahnlichkeitsmaße zu einer
guten Segmentierung von Objekten und ihren Teilen in Fassadenbildern und Luftbildern fuhrt,
wurde bislang noch nicht untersucht.
Der sehr aktuelle Ansatz zu einer hierarchischen Bildsegmentierung von Arbelaez et al.
(2011) nutzt lokale Strukturanalysen und auf Homogenitat basierte Gruppierungen von Pixeln
zu Regionen zur Erstellung eines hierarchischen Baums von Regionen. Wegen der Berucksich-
tigung vielseitiger lokaler und globaler Informationen erzielt diese Arbeit vielversprechende
Ergebnisse fur die hierarchsiche Bildinterpretation. Wir konnten diesen Ansatz in unserer
Arbeit aber nicht mehr berucksichtigen.
Wir fassen die betrachteten Ansatze zur Segmentierung von Regionen und ihr Verhalten
in Bezug auf die von uns genannten Kriterien in Tab. 2.1 zusammen. Jedes in der Tabelle
erwahnte Verfahren steht dabei fur die Gruppe von Segmentierungsverfahren, die wir im
entsprechenden Abschnitt betrachtet haben.
Der Ansatz von Arbelaez et al. (2011) konnte der beste fur unsere hierarchische Segmentie-
rung sein, allerdings ist er erst kurzlich publiziert worden. So konnten wir ihn nicht mehr bzgl.
der Segmentierung von Gebaudeaufnahmen untersuchen. Da er aber auch Wasserscheidenre-
gionen verwendet, starkt das auch unsere Wahl fur dieses Segmentierungsverfahren: Da die
Wasserscheidensegmentierung im Skalenbaum am besten abschneidet, verwenden wir diesen
Ansatz stellen wir es im folgenden Abschnitt etwas ausfuhrlicher vor.
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Tabelle 2.1.: Verhalten der Segmentierungsalgorithmen. Die Kriterien wurden durchnum-
miert, entsprechend der Auflistung oben. Ein Strich markiert, dass das Krite-
rium nicht erfullt wird, ein + gibt ein erfulltes Kriterium an. Bei ? wurde das
entsprechende Verfahren noch nicht in Bezug auf das Kriterium untersucht.
Verfahren Große Baum Kontur T+L Nachbarn Duplikat
Borenstein (2004) - - - ? - +
Hernandez (2009) + - + - + +
Plath (2009) - + + + + ?
Forstner (1994) + ? - + + ?
Gauch (1999) + + + + + ?
Meer (1989) + + - + + ?
Marfil (2007) + + ? + + ?
Arbelaez (2011) + + + + + +
Abbildung 2.11.: Prinzip des Wasserscheidenalgorithmus
2.2.3. Wasserscheidenalgorithmus
Das Konzept von der Einteilung eines Gelandes mittels Wasserscheiden wurde erstmals von
Maxwell (1870) vorgeschlagen. Das Gelande wird durch von unten gleichmaßig aufsteigendes
Wasser geflutet. Das Wasser wird also in den lokalen Minima des Gelandes als erstes sichtbar.
Auf den Gelandekammen rund um jedes lokale Minimum treffen die Flutungsbecken aufeinan-
der, dort werden die Regionengrenzen abgesteckt. In Abb. 2.11 zeigen wir ein eindimensionales
Signal g und seine erste Ableitung, zudem haben wir die Extremstellen markiert.
Algorithmisch konnen die Wasserscheidenregionen auf zwei Arten berechnet werden. Ent-
weder beginnt die Regionensuche in den bestimmten lokalen Minimalstellen und die Konturen
der Regionen werden durch ein simultanes Regionwachstum bestimmt. Oder man rutscht von
allen Punkten des Gelandes bergab zu den Minimalstellen und bestimmt so die Zugehorigkeit
zu Regionen. Einen Vergleich beider Techniken liefert die Arbeit von Lin et al. (2006).
Ublicherweise wird der Wasserscheidenalgorithmus nicht auf den Intensitatswerten des Bil-
des, sondern auf einem Gradientenstarkebild angewendet, siehe (Vincent & Soille, 1991). Wenn
man das Gradientenstarkebild als 3D-Gelande darstellt, werden die Regionengrenzen dort ge-
zogen, wo die Intensitatsunterschiede zwischen benachbarten Pixeln am großten sind. Was-
serscheidenalgorithmen, die direkt auf den Intensitaten des Bildes arbeiten, werden eher zur
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Bildverbesserung als zur Segmentierung verwendet, siehe (Fairfield, 1992).
Implementierungen des Wasserscheidenalgorithmus mit subpixelgenauen Regionengrenzen
wurden bereits von Steger (1999) und Meine & Kothe (2006) vorgestellt. Damit ist das Ver-
fahren auch fur kontinuierliche Bilddaten verwendbar bzw. kann eingesetzt werden, wenn die
ausgegebenen Regionen nicht durch eine Agglomeration von Pixeln, sondern durch kontinu-
ierliche Flachen reprasentiert werden sollen.
2.3. Klassifikation der Regionen als Basis fur die Interpretation
In diesem Abschnitt formulieren wir unsere Anforderungen an die Klassifikation der Regionen
auf Basis der extrahierten Merkmale. Die Abhangigkeit von extrahierten Merkmalen wird
durch die Wahrscheinlichkeit P (xm | F ) modelliert, welche durch einen Klassifikator bestimmt
wird. Nun motivieren wir in diesem Abschnitt die Wahl unseres Klassifikators.
2.3.1. Merkmale von Regionen
In der Literatur konnen wir zahlreiche Vorschlage fur die Bestimmung von Merkmalen finden.
Ballard & Brown (1982) haben bereits vor fast dreißig Jahren eine Reihe von guten Merkmalen
zur Erkennung von Objekten anhand von Form, Textur oder Farbe angegeben. Neben diesen
mittlerweile klassischen Merkmalen gibt es noch viele andere, neuere Merkmale z. B. fur die
Beschreibung von Texturen (Shotton et al., 2006) oder fur die Analyse von Konturen (Gu
et al., 2009). Die Deskriptoren von Lowe (2004) oder Dalal & Triggs (2005) konnen auch fur
die Klassifikation von gleichformigen Bildbereichen verwendet werden, eine Adaption fur die
Merkmalsbeschreibung von Regionen halten wir moglich.
Guyon & Elisseeff (2003) empfehlen, moglichst viele Merkmale zu erzeugen und diese ge-
gebenfalls noch miteinander zu kombinieren, um noch bessere Klassifikationsergebnisse zu
erzielen. Dann konnte man bei unbegrenzter Rechenleistung und Rechenzeit alle bisher vorge-
schlagenen Merkmale aufgreifen und anschließend noch die Anzahl der Merkmale beliebig ver-
großern. Aus Komplexitatsgrunden werden wir uns aber auf wichtige Merkmale beschranken,
deren Anzahl wir mit D bezeichnen.
2.3.2. Anforderungen an die Klassifikation der segmentierten Regionen
Die Bildsegmentierung liefert M Regionen unterschiedlicher Große, die K verschiedene Ob-
jekte reprasentieren. Wir sind davon uberzeugt, dass viele verschiedene Merkmale notwendig
sind, um die verschiedenen Klassen im Bereich der Gebaudeerkennung voneinander trennen
zu konnen. Formmerkmale sind hilfreich, um die rechteckigen Strukturen von Fassade, Fenster
und Turen von komplizierteren Formen bei Vegetation oder Dachaufbauten zu unterscheiden.
Ebenso hilfreich konnen Farb- oder Texturmerkmale sein. Schließlich konnen wir so einen
blauen Himmel mit weißen Haufenwolken von grun belaubten Baumen mit braunem Stamm
oder einer roten Ziegelwand einer Fassade unterscheiden. Die Anzahl der Merkmale bezeichnen
wir mit D.
Die Variabilitat von Gebauden und ihren Bestandteilen ist sehr groß. Sie unterscheiden
sich u. a. auf Grund verschiedener Materialien, Großen, Formen und Farben. Wurden wir
einen Klassifikator auf nur einem modernen Innenstadtbau mit einer schlichten Fassade und
einfachen Fenstern trainieren, so konnen wir nicht erwarten, dass derselbe Klassifkator in
Einfamilienhausern oder reichlich verzierten Barockbauten mit Balkonen und vielfach unter-
teilten Fenstern erfolgreich klassifizieren kann. Aus diesem Grund haben wir den Ansatz von
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Fei-Fei et al. (2006) nicht in Erwagung gezogen, die beim Lernen moglichst wenige Beispiele
verwenden.
Unuberwachte Klassifikatoren fugen diverse Objekte nach der Ahnlichkeit der Merkmale
zu Gruppen zusammen oder teilen sie durch die Differenz in den Merkmalen in unterschied-
liche Gruppen ein. Da wir umfangreiche Testdatensatze mit manuell erstellten Annotationen
verwenden konnen, haben wir die Moglichkeit, den Erfolg eines Klassifikators direkt zu be-
werten. Daher haben wir bei der Wahl einer geigneten Klassifikationsmethode auf uberwachte
Klassifikationen geachtet. Folgende Kriterien haben wir bei der Auswahl uberpruft:
1. Klassenanzahl: Der Klassifikator mussK Klassen unterscheiden konnen, deren Auftre-
ten ungleich verteilt ist. Ein Verfahren das mit extrem kleinen und extrem großen Klas-
sengroßen gleichzeitig umgehen kann, ware wunschenswert. Wenn aber a-priori Wahr-
scheinlichkeiten fur das Auftreten einer Klasse zwischen 0.5% und 30% schwanken kann,
dann konnen die kleinen Klassen auch erstmal zusammengefasst werden, anschließend
wird die Klasifikation auf diesen erneut durchgefuhrt. Wichtig an dieser Stelle ist daher
vor allem: Der Klassifikator muss K > 2 Klassen unterscheiden konnen.
2. Ausgabe: Der Klassifikator muss Wahrscheinlichkeiten ausgeben, die die Zugehorigkei-
ten zu den verschiedenen Klassen angeben.
3. D+K: Der Klassifikator muss sowohl diskrete als auch kontinuierliche Merkmale ver-
wenden konnen. Eine Disketisierung kontinuierlicher Merkmale ist hierbei moglich, um
einheitlich geartete Merkmale und deren Verarbeitung zu gewahrleisten.
4. Verteilungen: Der Klassifikator muss mit beliebigen Verteilungen der Merkmale um-
gehen konnen: Viele der extrahierten Merkmale sind nicht normalverteilt.
5. Datenmenge: Der Klassifikator muss effizient sein: Wir wollen mit moglichst vielen un-
sererM Datensatze trainieren, 80% der Daten zum Trainieren verwenden. Das bedeutet,
dass bei einem Datensatz von 100 Bildern, in denen 1000 Regionen je Bild segmentiert
werden, ca. 80 000 Daten zum Lernen verwenden werden konnen. Ein zweiter Grund fur
die Effizienz ist die Anzahl der Merkmale: D > 50.
6. Selektion:Wenn der Klassifikator Aussagen uber die Bedeutung der verwendeten Merk-
male machen kann, konnen diese fur die Modellierung der Wahrscheinlichkeiten zwischen
xm und seinem Elternteil xpim weiter verwendet werden.
Im Folgenden stellen wir einige Standard-Klassifkationsverfahren vor, die bei vielen aktu-
ellen Problemstellungen eingesetzt werden. Die theoretischen Grundlagen zu den jeweiligen
Verfahren werden von Duda et al. (2001) und Bishop (2006) beschrieben und diskutiert. Eine
vorangehende Merkmalsreduktion mittels Hauptkomponentenanalyse (PCA) kommt nicht in
Frage, da die PCA eine Projektion in den Unterraum darstellt, der die gegebenen Daten am
besten beschreibt. Da Fassaden, Fenster und Turen rechteckig sind, erwarten wir, dass form-
beschreibende Merkmale am Aufspannen des Unterraum beteiligt sind. Folglich konnten wir
einige Klassen nicht mehr von einander unterscheiden.
Zunachst mochten wir kurz auf die Bestimmung der Maximalen-Likelihood-Wahrschein-
lichkeit (ML) bzw. der Maximalen a-posteriori-Wahrscheinlichkeit (MAP) unter Verwendung
von Mischverteilungen eingehen, die man gut mit dem EM-Algorithmus bestimmen kann.
Zur Berechnung einer guten Approximation der Mischverteilung durch mehrere Normalver-
teilungen mussen auch die Kovarianzen zwischen den Merkmalen berechnet werden. Da wir
sowohl diskrete als auch kontinuierliche Merkmale haben, konnen wir diese Berechnungen nur
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durchfuhren, wenn wir die Merkmale einheitlich modellieren. Eine Modellierung der diskreten
Zufallsvariablen als kontinuierliche Großen lehnen wir ab, da so der Wertebereich in undefi-
nierte Bereiche erweitert wird (z. B. durch Zulassen negativer Werte). Fur die Bestimmung
diskreter Wahrscheinlichkeiten im D-dimensionalen Raum ist unser D zu groß und die Anzahl
der Regionen M pro Bild zu klein, um numerisch stabile Ergebnisse zu erzielen.
Die Lineare Diskriminanzanalyse (LDA) projiziert die Daten in den Unterraum, der die
Klassen am besten trennt, d. h. es wird ein Unterraum gesucht, in dem die Varianz zwischen
den Klassen maximal und die Varianzen innerhalb der Klassen minimal sind. Bei der LDA wer-
den nun lineare Trennfunktionen wie Hyperebenen verwendet, um die Klassenzugehorigkeit
zu bestimmen. Roth & Steinhage (1999) haben dieses Verfahren um Kernel-Funktionen er-
weitert: Dazu werden die Daten mit Kernel-Funktionen in einen hoher-dimensionalen Raum
projiziert, in dem sie linear trennbar sind. Auf diese Weise konnen nichtlineare Trennfunktio-
nen im originalen Merkmalsraum effizient realisiert werden. In hoch-dimensionalen Raumen
ist die LDA numerisch instabil, da sie auf einer Eigenwertzerlegung basiert. Aus diesem Grund
wollen wir die LDA nicht generell verwenden, werden sie aber zur Bestimmung einer Refe-
renzklassifikation nutzen.
Die Supportvektormaschinen (SVM) suchen die Trennfunktion zwischen den Klassen, die
den großten Abstand zu den nachstgelegenen Daten hat. Boyd & Vandenberghe (2008) zeigen,
dass diese Suche durch ein konvexes Optimierungsproblem gelost werden kann. Dadurch liefern
SVMs sehr gute Klassifikationsergebnisse. Da wir aber sehr viele Trainingsdaten verwenden
wollen und die Klassen sich auch teilweise stark uberlappen, sind SVMs ziemlich langsam.
Wir haben unsere Experimente nach mehreren Tagen abgebrochen, da uns das Training mit
SVMs nicht effizient genug ist.
Entscheidungsbaume bieten eine hierarchische Moglichkeit, Daten zu klassifizieren. Erst
wird nach einem Merkmal eine Trennung der Daten erzielt, dann folgt eine weitere Teilung
durch eine neue Entscheidung. Bei deterministischen Entscheidungsbaumen versucht man,
die besten Merkmale fur die Entscheidungen zu finden. Wenn die Baume zu tief modelliert
werden, dann passen sich die Entscheidungsbaume zu stark an die Daten an (Overfitting). Eine
zufallsbasierte Variante mit vielen Entscheidungsbaumen hat Breiman (2001) vorgeschlagen.
Hier werden alle Entscheidungen (Merkmal sowie Schwellwert) per Zufall getroffen, in den
Blattern der Baume befinden sich dann Wahrscheinlichkeiten zur Klassenzugehorigkeit, die
uber alle Baume kumuliert werden. Eine deutliche Verbesserung erhalt man, wenn man den
Auswahlprozess evaluiert, d. h. unter mehreren zufallig bestimmten Moglichkeiten die beste
wahlt. Ein gutes Auswahlkriterium fur gut balancierte Entscheidungen bzgl. der Klassifikation
geben Geurts et al. (2006) an.
Neben den Entscheidungsbaumen gibt es noch ein weiteres Verfahren zur Klassifikation von
Daten, das wir fur sehr gut geeignet halten, mehrere Klassen voneinander zu unterscheiden.
Schapire (1990) schlagt vor, dass es durchaus besser sein kann, bei der Klassifikation mehreren
nicht ganz so optimale Klassifikatoren zu vertrauen, als sehr viel Energie in die Modellierung
eines einzigen fast perfekten Klassifikators zu investieren. Im folgenden Unterabschnitt stellen
wir das AdaBoost-Verfahren naher vor.
2.3.3. AdaBoost: Adaptives Boosting
Adaptive boosting (AdaBoost) ist seit seiner Optimierung durch Schapire & Singer (1999)
ein sehr erfolgreiches Werkzeug fur die binare Klassifikation. Der Grundgedanke, mehrere
gute Klassifikatoren zu kombinieren, wurde in vielen Applikationen um zahlreiche Ansatze
erweitert. Die bekannteste AdaBoost-Anwendung ist unserer Meinung nach die Gesichtser-
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kennung von Viola & Jones (2001b), die dafur eine kaskadenformige Anordnung der einzelnen
Klassifikatoren wahlten.
Die generelle AdaBoost-Vorgehensweise ist die Folgende: Wir weisen allen Daten ein Ge-
wicht zu, ublichwerweise startet man mit einer Gleichverteilung der Daten. Dann wird der
erste Klassifikator κ1 bestimmt, wobei es nur eine Anforderung an die schwachen Klassifi-
katoren gibt: Sie mussen jeweils besser klassifizieren als der Zufall. Nach der Evaluation des
Klassifikators werden die Daten neu gewichtet: Der nachste Klassifikator soll sich dabei auf die
falsch klassifizierten Daten fokussieren, deren Gewichte hoch gesetzt werden. Dieser Ablauf
wird so lange durchgefuhrt, bis alle T Klassifikatoren κt bestimmt wurden. Der kombinierte
Klassifikator κ ergibt sich dann aus
κ(fm) = sgn
T∑
t=1
αtκt(fm), (2.8)
wobei fm der Merkmalsvektor der Region Sm ist und αt das Gewicht des t-ten Klassifikators
ist, das dessen Klassifikationserfolg wiedergibt. Bei dieser Berechnung wird ausgenutzt, dass
die einfachen Klassifikatoren binar klassifizieren, d. h. entweder +1 oder −1 ausgeben. Ist
die Summe der Gewichte der positiv antwortenden Klassifikatoren großer als die Summe der
Gewichte der negativ antwortenden Klassifikatoren, dann ist die Ausgabe des kombinierten
Klassifikators +1 bzw. anderenfalls −1.
Der Erfolg von AdaBoost beruht auf der Kombination mehrerer einfacher und sehr effizi-
enter Klassifikatoren, deren Auswahl und Gewichtung fur die binare Klassifikation optimiert
worden ist. Fur viele Anwendungen wie Schrifterkennung oder Klassifikation von Regionen in
Bildern sind binare Klassifikationen unzulanglich. Eine Erweiterung des AdaBoost-Konzepts
auf den Mehrklassen-Fall ist nicht so einfach. Freund & Schapire (1996) haben gezeigt, dass das
Kriterium fur die einzelnen Klassifikatoren κt, besser zu sein als der Zufall, im Mehrklassen-
Fall zu schwach ist. Andererseits ist aber auch das Kriterium aus dem binaren Fall (besser als
50% zu sein) zu schwer, da das im Mehrklassen-Fall nur selten eingehalten werden kann.
So fuhren Schapire & Singer (1999) und Allwein et al. (2000) die Klassifikation mit mehreren
Klassen auf eine binare Klassifikation zuruck. Dazu gibt es zwei Moglichkeiten: Entweder
man manipuliert den Merkmalsraum, oder man manipuliert die Klassen. Manipulation des
Merkmalsraums bedeutet, dass aus dem Datensatz (fm, x˜m) bestehend aus Merkmalen und
Klassenlabel K neue Datensatze erstellt werden, deren Merkmalsraum um eine Dimension
erweitert wurde. Das neugeschaffene Merkmal enthalt je eines der moglichen Klassenlabel,
die von 1 bis K durchnummeriert werden. Nur der neue Datensatz mit dem Merkmalsvektor
[fm, x˜m] erhalt das neue Klassenlabel 1 (positive Klasse), die anderen K − 1 Datensatze
erhalten das neue Klassenlabel −1 (negative Klasse). Bei diesem Verfahren wird nicht nur die
Dimension des Merkmalsraums vergroßert, sondern auch die Anzahl der Datensatze. Zudem
variieren die relativen Haufigkeiten der beiden so entstandenen Klassen stark.
Alternativ kann man auch die Klassen neu definieren, d. h. man klassifiziert eine Klasse
gegen alle anderen, die zusammen eine neue Rest-Klasse bilden, bzw. jede Klasse gegen jede
andere. Die letzte von beiden genannten Varianten fuhrt zu
(
K
2
)
binaren Klassifikationen,
deren Berechnungen signifikant mehr kosten. Aber auch bei einer qualitativen Einschatzung
dieser Herangehensweisen finden wir sie nicht gut, da nicht vorgesehene Klassifikationsergeb-
nisse auftreten konnen. So kann ein Datensatz in allen K Fallen als Rest-Klasse klassifiziert
werden, oder es gibt bei mindestens zwei Klassen ein positives Resultat. In der Variante, wo
einzelne Klassen gegen einander klassifiziert werden, gibt es zudem die Moglichkeit, dass bei
der Klassifikation zwischen den Klassen 1 und 2 die Klasse 2 gewinnt, zwischen den Klassen 2
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Abbildung 2.12.: Entscheidungsbaum und Alternierender Entscheidungsbaum im Vergleich
(aus (Freund & Mason, 1999)).
und 3 die Klasse 3 gewinnt und zwischen den Klassen 1 und 3 die Klasse 1 gewinnt. Um diese
Sonderfalle zu verhindern, bevorzugen wir eine echte Mehrklassenklassifikation.
Ratsch (2003) und Zhu et al. (2006) haben vielversprechende echte Mehrklassen-AdaBoost-
Verfahren entwickelt. Die Klassenlabels werden von 1 bis K durchnummeriert. Die in den T
Iterationen bestimmten Klassifikatoren κt werden dann wie folgt zum starken Klassifikator κ
zusammengesetzt:
κ(fm) = arg max
k
T∑
t=1
αtIIk(κt(fm)), (2.9)
wobei IIk eine Indikatorfunktion darstellt, die 1 zuruckgibt, wenn der Klassifikator κt eine Zu-
gehorigkeit zur Klasse k bestimmt, und sonst 0. Die oben erwahnten Verfahren unterscheiden
sich dabei in der Wahl der einfachen Klassifkatoren κt und ihrer Bewertung.
2.3.4. Alternierende Entscheidungsbaume
Alternierende Entscheidungsbaume (ADTboost) verknupfen die Heransgehensweise von Ada-
Boost mit Entscheidungsbaumen, indem die ausgewahlten Klassifikatoren κt hierarchisch an-
geordnet werden. Freund & Mason (1999) haben die binare Variante des Verfahrens vorge-
schlagen, De Comite et al. (2001) haben das Konzept handwerklich verbessert.
Abb. 2.12 zeigt nebeneinander v. l. n. r. erst einen Entscheidungsbaum mit zwei Entschei-
dungen, dann einen Alternierenden Entscheidungsbaum mit denselben beiden Entscheidun-
gen sowie einen allgemeinen Alternierenden Entscheidungsbaum. In beiden Baumstrukturen
kommen zwei verschiedene Knoten vor. Bei normalen Entscheidungsbaumen sind alle Blatter
ellipsenformig gezeichnet und stellen Knoten dar, in denen die Zugehorigkeit einer Klasse an-
gegeben wird. Alle inneren Knoten sind dagegen rechteckig und stellen Entscheidungen bzgl.
bestimmer Merkmale dar. Bei den Alternierenden Entscheidungsbaumen wechseln sich beide
Knotenarten ab, wenn man einen Pfad von der Wurzel zu einem Blatt verfolgt.
Die rechteckigen Knoten haben bei Freund & Mason (1999) eine doppelte Funktion. Wir
interpretieren sie einerseits als Klassifikatoren, die auf einem Merkmal eine Entscheidung bzgl.
eines Schwellwerts bewirken, andererseits sind sie aber auch Vorbedingungen fur die in der
Hierarchie tiefer liegenden Entscheidungen. In den ellipsenformigen Knoten stehen Werte, die
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die Aussagekraft der Entscheidung nach deren Ausgang differenziert wiedergeben. Sie gehen
als Gewichte αt mit den Hoch-Indices
+ bzw. − bei der Kombination der Klassifikatoren κt ein.
Im Gegenzug zu herkommlichen Entscheidungsbaumen konnen sich bei ADTboost mehrere
Entscheidungsknoten unterhalb eines Klassifikationsknotens befinden.
Auch der oberste Knoten eines Alternierenden Entscheidungsbaums enthalt einen Wert α0,
der bei der Gewichtung der einzelnen Klassifikatoren ebenso berucksichtigt wird. Der Wert
wird aus den absoluten Haufigkeiten der Klassen bestimmt und sein Wesen entspricht einem
a-priori-Gewicht. Zusammen mit der hierarchischen Struktur der einzelnen Klassifikatoren
und der Aufteilung der Gewichte nach Klassen haben wir drei wichtige Verbesserungen von
ADTboost gegenuber AdaBoost. Dem gegenuber steht eine hohere Laufzeit von ADTboost,
da bei jeder Iteration der neue beste Klassifikator unter Berucksichtigung aller moglichen
Kandidaten und aller bisherigen Vorbedingungen bestimmmt wird. Bei AdaBoost werden nur
die moglichen Kandidaten untersucht.
Zu den einfachen Klassifikatoren κt wird in den Konzepten von AdaBoost und ADTboost
nichts vorgegeben, außer die Bedingung, dass sie mehr als 50% Erfolg bei der binaren Klassifi-
kation erzielen mussen. Wir werden ML-Klassifikatoren auf einzelnen Merkmalen verwenden,
um einerseits die Komplexitat der Suche nach dem besten Klassifikator in jeder Iteration zu
beschranken, und um andererseits den Klassifikationserfolg dieser Methode auszunutzen. Auf
diese Weise vereinen wir in ADTboost die drei Methoden Adaboost, Entscheidungsbaume und
ML.
Wir werden ADTboost zu einer Klassifikationsmethode mit mehreren Klassen erweitern.
Erste Versuche haben dazu schon Holmes et al. (2002) unternommen, allerdings manipulierten
sie analog zu Schapire & Singer (1999) die verwendeten Klassen. Bei unserer Verallgemeine-
rung auf die Klassifikation von K Klassen konzentrieren wir uns vor allem auf die Auswahl
der verschiedenen Hypothesen. Dazu verwenden wir aus Grunden der Effizienz relativ einfache
Klassfikatoren. In zukunftigen Arbeiten konnen diese dann durch leistungsfahigere Klassifika-
toren ersetzt werden. Die Beschrankung auf eindimensionale Merkmalsraume fur die einfachen
Klassifikatoren kann dann auch durch zusatzlichen Einsatz von Heuristiken bei der Auswahl
von Hypothesen aufgebrochen werden, vgl. (Pfahringer et al., 2001).
2.3.5. Bestimmung der Wahrscheinlichkeiten
Zu Beginn dieses Abschnitts haben wir behauptet, dass wir den Klassifikator zur Bestimmung
der Wahrscheinlichkeiten P (xm | fm,ψ) nutzen, die die Abhangigkeiten der Klasse xm von den
Merkmalen fm der segmentierten Regionen Sm angeben. Auf die bei ADTboost verwendeten
Parameter ψ gehen wir in Kap. 4 ein, wenn wir die Realisierung des Klassifikators besprechen.
Die Ausgabe eines Klassifikators fur K Klassen ist entweder eine dieser Klassen, d. h. aus
{1, . . . ,K} oder 0, wenn sich z. B. der Klassifikator nicht entscheiden kann oder wenn die
Vorbedingung des Klassifikators durch fm nicht erfullt wird. Fur unser Bayes-Netz benotigen
wir aber Wahrscheinlichkeiten als Ausgabe der Klassifikation, die wir aus den Gewichten αt
der einfachen Klassifikatoren κt ableiten. Die Zugehorigkeit zur Klasse k bestimmen wir durch
Auswertung aller Klassifikatoren κt unter Berucksichtigung der jeweiligen Vorbedingung. Da-
bei gibt
ρk = α0(k) +
T∑
t=1
αt mit κt(fm) = k (2.10)
die Summe aller Gewichte von Klassifikatoren κt an, die die Daten fm zur Klasse k zahlen.
Die ρk sind Summen von ausschließlich positiven Zahlen. Die a-priori-Gewichtung α0 ist
positiv und sorgt somit fur positive Summen. Die anderen Summanden sind nicht negativ,
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und sie sind genau dann 0, wenn bei keinem Klassifikator κt die Vorbedingung erfullt ist. Die
Verhaltniszahl
ρk∑
i ρi
(2.11)
gibt somit die Wahrscheinlichkeit an, wie zuversichtlich der kombinierte Klassifikator κ bei
seiner Entscheidung fur die Klasse k ist.
2.4. Evaluation des Konzepts
In den vergangenen drei Abschnitten dieses Kapitels haben wir unser Kozept fur eine hierar-
chische Bildinterpretation mittels eines Bayes-Netzes vorgestellt und haben dabei auch unsere
Wahl fur eine bestimmte Segmentierung und eine Klassifikation der segmentierten Regionen
begrundet. Genau diese drei Komponenten unseres Konzepts mussen auch evaluiert werden.
Die erste Bewertung bezieht sich auf die hierarchische Segmentierung. Dabei werden wir
uberprufen, inwieweit die automatisch segmentierten Regionen zu den manuell erstellten An-
notationen passen. Das umfasst einerseits die flachenhafte Auspragung der Regionen im Ver-
gleich zu den Polygonen der Annotationen und andererseits die Hierarchie der Regionen im
Vergleich zu den Teil-Beziehungen in den Annotationen.
Die zweite Evaluation betrifft den Klassifikator. Wir bestimmen Merkmale fur jede seg-
mentierte Region und ein Klassifikationstarget. Im Vergleich zu einer einfachen Klassifikation
mittels LDA werden wir die Performanz des von uns implementierten ADTboost-Algorithmus
untersuchen. Die Ergebnisse prasentieren wir mittels Erfolgsraten und mit Konfusionsmatri-
zen. Die Erfolgsraten geben den Erfolg je Klasse bzw. uber alle Regionen berechnet an. Die
Fehlklassifikationen zwischen den Klassen werden wir zudem in Konfusionsmatrizen darstel-
len.
Die dritte Evaluation bewertet die Klassifikation durch das Bayes-Netz. Durch die Hinzu-
nahme der Information aus der Hierarchie erwarten wir eine Verbesserung der Klassifikation
der einzelnen Regionen. Somit gibt es auch in dieser Bewertung eine Analyse auf der Regio-
nenebene. Das Programm gibt aber letztendlich Klassifikationsbilder aus, in denen die ent-
sprechend klassifizierten Pixel markiert sind. Diese ermoglichen eine zusatzliche Evaluation
auf der Pixelebene.
Neben diesen quantitativen Analysen fertigen wir auch eine visuelle Ausgabe der der Bil-
dinterpretation an, die wir zur visuellen Inspektion der erzielten Interpretationsergebnisse
verwenden. Eine Herausforderung besteht hierbei in der starken Uberlappung der segmen-
tierten Regionen, da wir diese in verschiedenen Bildauflosungen finden. Auf ahnliche Weise
konnen auch die Annotationen visualisiert werden. Damit ist ein direkter, qualitativer Ver-
gleich zwischen mehreren symbolischen, manuell und automatisch erstellten Bildbeschreibun-
gen moglich. Auf einen darauf aufbauenden Vergleich auf Pixelebene haben wir nicht mehr
realisieren konnen.
Eine abschließende Evaluation ist auch auf Pixelebene moglich. Wenn wir die verschiedenen
Klassifikationsbilder zu einer semantischen Bildbeschreibung zusammenfugen, dann konnen
wir diese auch mit den zu Grunde liegenden Annotationen vergleichen.
Unsere Evaluation fuhren wir getrennt nach den verwendeten Datensatzen durch. In jedem
Datensatz haben wir 60 bis 225 Bilder zusammengestellt, in denen zusammen mehrere tau-
send Objekte annotiert wurden. Bei der Segmentierung erzielen wir pro Bild etwas mehr als
1000 stabile Regionen, die wir in der Regionenhierarchie anordnen und nach Extraktion der
Merkmale klassifizieren. Den Umfang unserer Stichprobe fur die Evaluation unseres Konzepts
halten wir daher fur ausreichend groß. Alle stabilen Regionen werden bei der Uberprufung
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der hierarchischen Regionenstruktur in der Evaluation berucksicht. Durch Anwendung einer
Kreuzvalidierung nutzen wir auch alle Regionen bei der Evaluation der Klassifikation durch
den Klassifikator bzw. durch das Bayes-Netz.
Wir verwenden vier verschiedene Datensatze fur die Bewertung unseres Konzepts. Die ersten
Beiden zeigen perspektivisch verzerrte Fassadenbilder und wurden von Drauschke (2009) und
Korc & Forstner (2009) zusammengestellt. Sie unterscheiden sich nicht nur in der Anzahl der
Auswahl der Bilder, sondern auch in der Anzahl der Klassen, deren Instanzen in den Bildern
annotiert wurden. Der dritte Datensatz zeigt entzerrte Fassadenbilder und der vierte enthalt
Luftbildausschnitte mit Dachern von Haudern, in denen die Fassaden nur wenig sichtbar
sind. Im folgenden Abschnitt werden wir diese Datensatze, d. h. die Bilder, aber auch die
Annotationen und ihre jeweiligen Besonderheiten genauer vorstellen.
2.5. Verwendete Datensatze
Die ersten drei Datensatze basieren alle auf Bildern und Annotationen, die im Rahmen des
Projekts e-Training for Interpreting Images of Man-Made Scenes (eTRIMS) aufgenommen
und erstellt wurden. Wir verwenden jeweils eine Teilmenge des großen Datensatzes, sowohl
in Hinblick auf die Anzahl der Bilder als auch auf die Anzahl der annotierten Klassen. Der
letzte Datensatz entstand im Rahmen des Projekts Ontologische Skalen fur die automatische
Erfassung, die effiziente Verarbeitung und die schnelle Visualisierung von Landschaftsmodel-
len.
Ontologien und Annotationen
Korc & Schneider (2007) haben ein Werkzeug zum Annotieren von Bildern entwickelt, das
in beiden eben erwahnten Projekten zum Einsatz kam. Da die Annotationen von mehreren
Operatorinnen und Operatoren erhoben wurden, war eine Absprache notwendig, welche Ob-
jekte und wie sie annotiert werden sollen. Die Liste der annotierten Objekttypen findet sich
nun in der Liste der verwendeten Klassen wieder, wobei bei zwei Datensatzen eine starke
Vereinheitlichung der Annotationen und eine deutliche Reduzierung der annotierten Klassen
vorgenommen wurde.
Das Markieren von Objekten mit Hilfe der Software von Korc & Schneider (2007) geschieht
durch Umranden des Objekts mit einem einfachen Polygon. Haben Objekte Locher, bei Luft-
bildern von Innenstadten kommt das z. B. bei Hausern mit eingeschlossenem Hof vor, dann
bleiben diese Locher als Bestandteil des markierten Objekts bestehen. Zudem haben wir uns
in den oben genannten Projekten darauf verstandigt, die Objekte vollstandig zu annotieren.
D. h. wird ein Gebaudeteil von einem Auto oder einem Baum verdeckt, wird der zu annotie-
rende Rand dort markiert, wo der Operator bzw. die Operatorin ihn hinter der Verdeckkung
vermutet.
Abb. 2.13 zeigt zwei annotierte Bilder. Das linke Bild zeigt ein entzerrtes Fassadenbild des
dritten Datensatzes. In dem Bild wurden vier Balkone markiert. Die annotierten Vierecke
der vier Balkone (turkis) zeigen allerdings mehr vom Hintergrund, d. h. den Turen, da die
Gelander aus Metallstangen bestehen. Das Polygon des Bodens (magenta) wiederum zeigt
mehr vom Sockel des Zauns als den Burgersteig bzw. den Vorgarten. Das rechte Bild zeigt ein
Luftbild des vierten Datensatz und seine Annotationen. Hier sieht man die Gebaude von einem
Polygon in Magenta umrandet, das unterste Gebaude ist teilweise von Baumen verdeckt. Die
Handhabung des Annotationswerkzeugs hat uns davon abgehalten, Straßen und Vegetation in
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Abbildung 2.13.: Annotationen von zwei Bildern.
Luftbildern zu markieren. Diese werden bei der Bildinterpretation wie Hintergrund betrachtet.
eTRIMS-Benchmark
Wir verwenden als ersten Datensatz, terra-1 genannt, eine Zusammenstellung von Bildern,
die Korc & Forstner (2009) zum Uberprufen von Algorithmen zur Interpretation von Fassa-
denbildern veroffentlicht haben. Dieser Datensatz wurde bereits bei zahlreichen Versuchen
verwendet, wie Veroffentlichungen u. a. von Ripperda & Brenner (2009) und Drauschke &
Mayer (2010) belegen.
Der Datensatz zeigt 60 terrestrisch aufgenommene, leicht perspektivisch verzerrte Fassaden-
bilder aus diversen europaischen Stadten, wobei in den meisten Bildern mittelgroße Gebaude
aus Basel, Bonn und Heidelberg zu sehen sind. Es wurden alle Instanzen der acht Klassen
building, door, window, car, ground, pavement, sky und vegetation annotiert. Eine Hie-
rarchie der Klassen kommt kaum vor, lediglich die beiden Klassen fur Fenster und Tur sind
der Gebaudeklasse untergeordnet.
In dem Datensatz wurden insgesamt 142 Gebaude annotiert, wobei jedes der 60 Bilder eine
vollstandige Fassade zeigt. Die anderen Gebaude sind nur teilweise sichtbar. In den annotierten
Fassaden befinden sich 1016 Fenster und 85 Turen. Des Weiteren wurden 67 Autos annotiert
sowie 194 Bildbereiche als Vegetation. Die meisten der Vegetations-Annotationen umfassen
mehrere Pflanzen, die z. B. in Vorgarten wachsen. 71 der markierten Bildbereiche zeigen
Himmel, 76 den Burgersteig sowie 50 die Fahrbahn vor den fotografierten Gebauden.
eTRIMS-Originaldaten
Wir verwenden als zweiten Datensatz, terra-2 genannt, eine Zusammenstellung von 123 Bil-
dern, mit denen wir bereits in (Drauschke, 2009) gearbeitet haben. Auch dieser Datensatz zeigt
terrestrisch aufgenommene meist leicht perspektivisch verzerrte Fassadenbilder aus diversen
europaischen Stadten, wobei sehr viele Bilder Innenstadtfassaden aus Berlin und Hamburg
zeigen.
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Die originalen Annotationen umfassen 30 Klassen, die im Gegensatz zum vorherigen Da-
tensatz nicht bereinigt wurden. So haben wir einerseits eine große Klassenstruktur zur Mo-
dellierung von aggregierten Objekten, andererseits entstanden so auch Klassen mit sehr we-
nigen Instanzen. Insgesamt wurden 200 Gebaude annotiert, deren 294 Balkone, 227 Turen,
68 Eingange (die naturlich wiederum die Turen enthalten), 181 sichtbare Dacher, 2609 Fens-
ter (die teilweise zu 220 Fenster-Zeilen gehoren), 41 Gauben und 4902 Fensterscheiben als
Bestandteile der Fenster. Um die Gebaude herum befinden sich noch 128 Autos sowie 176
Bereiche von Vegetation, 69 Burgersteige, 37 Fahrbahnen, 118 Bereiche von Himmel und
39 Schilder. Dann gibt es noch weitere Klassen fur Balkongelander, Balkonturen, Treppen,
Schornsteine, Tore, Personen etc., auf die wir hier nicht naher eingehen konnen.
eTRIMS-Auswahl
Im Gegensatz zu den ersten beiden Datensatzen zeigt der dritte Datensatz terra-3 manuell
entzerrte Aufnahmen der Fassaden. Bei der Entzerrung wird die Bildgroße beibehalten und
die perspektivisch verzerrte Aufnahme so verkleinert, dass sie vollstandig im neuen Bild zu
sehen ist. Man erkennt die leichte Perspektive bei den Aufnahmen daran, dass nur ein kleiner
Anteil der Pixel des neuen Bildes neu eingefugten Hintergrund zeigt.
Der Datensatz enthalt 193 Fassadenbilder aus diversen europaischen Stadten, wobei die
meisten Bilder Gebaudefassaden aus Basel und Hamburg zeigen. Die Abspeicherung der Ho-
mographie ermoglicht es, den eigentlichen Bildinhalt als Viereck zu kennzeichnen. Annotiert
wurden alle Objekte von zwolf Klassen. Die Klasse facade hat die Unterklassen balcony,
door, stairs und window, und die Klasse roof hat die Unterklassen chimney, dormer und
window. Gebaude als Komposition von Fassade und Dach wurden nicht extra annotiert. Als
weitere Klassen wurden ground, others, sky und vegetation verwendet.
Insgesamt wurden 402 Fassaden mit 354 Balkonen, 557 Turen und 41 Treppen annotiert
sowie 392 Dacher mit 57 Schornsteinen und 84 Gauben. Dazu kommen noch 4415 annotierte
Fenster, 760 Instanzen der Klasse others fur Personen, Autos, Straßenlaternen, Mulleimer etc.
sowie 272 Bereiche des Bodens, 205 Bereiche des Himmels und 382 Bereiche, die Vegetation
zeigen.
Luftbildausschnitte
Den vierten und letzten Datensatz aerial haben wir selbst angelegt. Aufbauend auf die von
Schuster (2005) und Drauschke et al. (2006a) verwendeten Bilder haben wir den Datensatz
zusammengestellt und annotieren lassen. Er zeigt 225 Ausschnitte aus Luftbildern des Grazer
Vororts Andritz und enthalt elf annotierte Klassen.
Im Fokus dieses Datensatzes stehen die Dachstrukturen von Gebauden. Entsprechend wur-
den alle 1142 Objekte der Klasse building sowie die 984 Objekte der Teilklasse roof anno-
tiert. Die 184 besonders pragnanten Dachkomponenten haben wir zudem als Instanzen der
Klasse roof part gekennzeichnet. Als weitere Teile eines Daches wurden die 1256 Instan-
zen der Klasse chimney, die 169 Instanzen der Klasse patio (Dachterasse), die 1587 vielen
Dachfenster als window, 105 Solarzellen als solar cell und 340 Gauben als dormer markiert.
In der Umgebung von Gebauden wurden noch die Klassen car (1140 mal), pool (109 mal)
und shed (220 mal, fur Schuppen und Garagen) annotiert. Auf eine Annotation von Straßen
und Vegetation wurde verzichtet, weil man mittels Annotations-Tool von Korc & Schneider
(2007) nur Objekte mit einem einfachen Rand markieren kann. Da sowohl Straßen als auch
Vegetation sehr viele Bereiche dieser Luftbildausschnitte ausfullen, wird es folglich haufig zu
Regionen der Klasse background kommen.
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Beispiele
In Abb. 2.14 zeigen wir von jedem Datensatz ein Beispielbild. Links ist die Ansicht eines
Reihenhauses aus dem Baseler Vorort Arlesheim zu sehen, die zum Benchmark-Datensatz
terra-1 gehort. Daneben befindet sich die Ansicht eines mittelgroßen Bonner Wohnhauses
aus dem Musikerviertel, das im originalen eTRIMS-Datensatz terra-2 enthalten ist. Als
zweites Bild von rechts zeigen wir die entzerrte Aufnahme eines Wohnhauses aus der Innen-
stadt von Munchen, welches Bestandteil des Datensatzes terra-3 ist. Die nach der Entzer-
rung zusatzlich eingefugten Hintergrundpixel haben einen mittleren Grauton. Ganz rechts
stellen wir das Luftbild eines Gebaudes aus einem Grazer Vorort dar, die Teil des Luftbild-
Datensatzes aerial ist. Bei der Visualisierung der Annotationen haben wir deren Reihenfolge
manuell festgelegt. Dabei haben wir die Klassenhierarchien berucksichtigt, um zuerst die An-
notationen von komplexen Objekten und danach die Annotationen von deren Bestandteilen
zu malen.
Wir haben die Bilder nur in einem Fall zufallig aus den Datensatzen ausgewahlt. Nur der
originale eTRIMS-Datensatz wurde bislang noch nirgendwo veroffentlicht und verwendet. Die
anderen Bilder sind schon in einigen Publikationen zur Visualisierung von Ergebnissen ver-
wendet worden. Das linke Bild aus Abb. 2.14 nutzen bereits Drauschke & Mayer (2010) zur
Visualisierung ihrer Ergebnisse beim Vergleich verschiedener Texturfilter fur die Klassifikation
von Pixeln in Gebaudeaufnahmen. Das Munchener Fassadenbild ist als perspektive Aufnah-
me auch Teil des Benchmark-Datensatzes terra-1. Ergebnisse auf diesem Bild zeigen u. a.
Ripperda & Brenner (2009) und Jahangiri (2010). Der Luftbildausschnitt wurde von Schuster
(2005) erstmals bei einer Publikation verwendet, wir haben ihn aber auch in (Drauschke et al.,
2006a) und (Drauschke, 2009) zur Visualisierung unserer Ergebnisse genutzt.
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Abbildung 2.14.: Beispielbilder und deren Annotationen aus den vier verwendeten Da-
tensatzen. Nicht markierte Bildbereiche in allen vier Annotationen zeigen wir
durch weiße Pixel. Die von der Anzahl der Regionen her sehr wenig vorkom-
menden Klassen haben wir zu einer neuen Klasse others zusammengefasst
und visualisieren die entsprechenden Pixel gelb. Bei den weiteren Farben gibt
es Unterschiede zwischen den Datensatzen. In der linken Spalte haben wir
die Gebaude-Annotationen rot gefarbt, die Vegetation grun und die Fenster
blau. In den beiden mittleren Spalten mussen verhaltnismaßig viele Klassen
visualisiert und unterschieden werden. Die hellgrauen Pixel markieren die
Klasse facade, die dunkelgrauen Annotationen stellen Fensterscheiben dar
und verdecken oft die blau markierten Fenster. Ebenfalls wurden Balkone
und Dacher annotiert und in violetten Farbtonen visualisert. In der rech-
ten Spalte zeigen wir einen Luftbildausschnitt, in dem nur drei annotierte
Klassen erkennbar sind: Dacher in rot, Autos in grau sowie die neue Klasse
others in gelb, die vor allem die Klassen zu kleinen Dachstrukturen wie
Gauben und Fenster vereint.
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In diesem Kapitel stellen wir unsere Realisierung der hierarchischen Segmentierung eines Bil-
des vor. Dazu werden wir das Bild im Skalenraum analysieren und mit dem Wasserscheiden-
Algorithmus in Regionen einteilen. Durch Definition eines Regionen-Hierarchiegraphen er-
halten wir eine hierarchische Anordnung der Regionen und konnen daraus eine irregulare
Bildpyramide ableiten. Eine Fokussierung auf stabile Regionen in der Pyramide fuhrt zu einer
Reduzierung der segmentierten Regionen. In unseren Experimenten analyiseren wir, inwiefern
die stabilen Regionen die sich im Bild befindenden Objekte darstellen und ob die Hierarchie
der Regionen die Aggregat-Struktur der Objekte wiedergibt.
3.1. Pyramide von Wasserscheidenregionen
Wir beginnen mit einer Beschreibung der hierarchischen Bildsegmentierung. Dazu verknupfen
wir die Bildebenen im diskreten Gauß'schen Skalenraum und die darin segmentierten Was-
serscheiden-Regionen zu einer irregularen Bildpyramide. Die verschiedenen Maßstabsebenen
des Gauß'schen Skalenraums werden unabhangig voneinander mit dem Wasserscheiden-Al-
gorithmus in Regionen unterteilt. Die Modellierung eines Regionen-Hierarchiegraphen, d. h.
ein Graph mit Kanten zwischen Regionen benachbarter Hierarchiebenen, ermoglicht die Ver-
folgung der Regionen uber mehrere Maßstabsebenen hinweg. Auf diese Weise wird unsere
irregulare Pyramide generiert, so dass die detektierten Regionen mit einer praziseren Geome-
trie beschrieben werden.
3.1.1. Bildsegmentierung im Gauß'schen Skalenraum
Der Gauß'sche Skalenraum ermoglicht die Wahrnehmung von Objekten unterschiedlicher
Große, da in hoheren Maßstabsebenen die Details kleinerer Strukturen weggeglattet wer-
den. Wir modellieren den Gauß'schen Skalenraum diskret, d. h. wir glatten das Original-
bild mit verschieden großen Gaußfiltern und erzeugen so verschiedene Maßstabsebenen im
Maßstabsraum des Bildes. Der Index einer Maßstabsebene wird mit i bezeichnet, der ent-
sprechende Glattungsparameter mit σi. Der von uns verwendete Skalenraum besteht aus 41
Maßstabsebenen, wobei diese sehr dichte Diskretisierung des Skalenraums durch die hierar-
chische Analyse der Regionen begrundet wird (siehe Kap. 3.1.2). Die Maßstabsebenen werden
logarithmisch zwischen σ1 = 1 und σ41 = 16 mit o = 10 Ebenen in jeder Oktave angeordnet,
d. h.
σi = 2
(i−1)/o = 2(i−1)/10mit i = 1, ..., 41. (3.1)
Die diskreten Maßstabsebenen ermoglichen eine separate Bildsegmentierung mit dem Was-
serscheiden-Algorithmus fur jede Hierarchieebene. Dazu betrachten wir das Gradientenstar-
kebild einer Maßstabsebene, da betragsmaßig große Gradientenstarken signifikante Kanten im
Bild signalisieren. Weiterfuhrende Angaben zur Vorprozessierung der Bilder und zur Berech-
nung der Gradientenstarkebildern geben wir in (Drauschke et al., 2006a) an.
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Abbildung 3.1.: Drei Darstellungen einer Bildpartitionierung mit funf Regionen: grauwert-
kodiert (links), als Nummernbild (mitte) und mittels Hyper-Raster (rechts).
Die Menge aller segmentierten Regionen wird mit R bezeichnet. Jede Region erhalt ei-
ne Identifikationsnummer j, die zusammen mit dem Index i der Maßstabsebene σi eindeu-
tig ist. Eine segmentierte Region kennzeichnen wir durch Ri,j ∈ R. Der Wasserscheiden-
Algorithmus liefert fur jede Maßstabsebene eine vollstandige Einteilung des Bildes in sich
nicht uberlappende Regionen, d. h. in jeder Maßstabsebene wird jedes Bildpixel genau einer
Region zugeordnet. Im Gegensatz zur Segmentierung in (Drauschke et al., 2006a) gibt es somit
keine Pixel mehr, die den Rand zwischen zwei benachbarten Regionen markieren. Somit ent-
fallen auch problematische Sonderfalle, wie sie Najman & Couprie (2003) zusammengestellt
haben.
Zwei Reprasentationsformen haben wir bei der Speicherung der Bildpartitionierung und
Regionen umgesetzt. Einerseits speichern wir jede segmentierte Maßstabsebene als Nummern-
bild, d. h. jedes Pixel enthalt die Identifikationsnummer der zugehorigen Region (siehe Abb. 3.1
mitte) statt eines als Intensitat interpretierbaren Grauwerts. Zudem gibt es eine zweite Form
fur die symbolische Bildbeschreibung: das Hyper-Raster, wie es von Winter (1995) vorgeschla-
gen wurde. In dieser Modellierungsform werden die Rander zwischen den Regionen durch li-
nienhafte Elemente beschrieben, die zwischen den flachenhaften Bildpixeln verlaufen und sich
an den Pixelecken mit anderen Linien schneiden konnen (siehe Abb. 3.1 rechts). Bei kleinen
Regionen, die nur wenige Pixel groß sind, ist die Methode des Nummernbildes sehr effizient,
bei großen Regionen mit vielen Pixeln im Inneren der Region ist diese Reprasentationsform
mit dem Hyperraster effizienter, insbesondere dann, wenn langere Kanten nur durch Start-
und Endpunkt angegeben werden.
3.1.2. Regionen-Hierarchiegraph
Fur die Beschreibung von Objekt-Teil-Relationen benotigen wir eine hierarchische Anordnung
der segmentierten Regionen, die wir mit einem Regionen-Hierarchiegraph (RHG) modellieren.
Diesen bauen wir sukzessive zwischen benachbarten Maßstabsebenen auf, und er enthalt aus-
schließlich gerichtete Kanten, die von einer Region der unteren Maßstabsebene zu einer Region
der nachsthoheren Maßstabsebene fuhren. Der RHG wird als Graph G = (N , E) definiert mit
N = R und
(Ri,j , Ri′,j′) ∈ E ⇔
{
i′ = i+ 1 ∧
|Ri,j ∩Ri′,j′ | > |Ri,j ∩Ri′,j′′ | ∀ j′ 6= j′′
}
, (3.2)
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wobei die Operation ∩ den Bildbereich zuruckgibt, in dem sich die beiden Regionen (in eine
gemeinsame Bildebene projiziert) uberlappen.
Die erste der beiden Bedingungen aus Gl. 3.2 erzwingt die ausschließliche Existenz von Kan-
ten zwischen zwei aufeinanderfolgenden Maßstabsebenen. Die Zuordnung von einer Region zu
einer anderen Region der darauffolgenden Maßstabsebene erfolgt uber den Flacheninhalt der
gemeinsamen Flache beider Regionen |Ri,j ∩Ri′,j′ | als Kriterium. Damit hangt die Entschei-
dung weder von einem Schwellwert noch vom gewahlten Segmentierungsverfahren ab und ist
zudem auch bei Subpixel-Verfahren einsatzfahig.
Die Wahl der Diskretisierung der Maßstabsebenen hat Auswirkungen auf den RHG: Die
Kantenrelation ist zwar sehr haufig transitiv, aber nicht immer, wie das Beispiel aus Abb. 3.2
zeigt. Dort sind drei aufeinanderfolgende Maßstabsebenen mit vier, drei bzw. zwei segmen-
tierten Regionen zu sehen und der zugehorige RHG, der nach der Gl. 3.2 konstruiert wurde.
Transitivitat der Relation wurde bedeuten, dass (R1,3, R3,2) ∈ E gilt, wenn (R1,3, R2,2) ∈ E
und (R2,2, R3,2) ∈ E festgestellt wurde. Ohne die mittlere Maßstabsebene ergabe sich aller-
dings (R1,3, R3,1) ∈ E , da
|R1,3 ∩R3,1| = 2 > 1 = |R1,3 ∩R3,2|.
Abbildung 3.2.: Mini-Beispiel fur RHG mit drei Maßstabsebenen
Die Kanten des RHG sind gerichtet, d. h. sie fuhren immer von einer Region aus der
Maßstabsebene mit Index i zu genau einer Region der Maßstabsebene mit Index i+ 1. Durch
diese Relation konnen wir somit eine Folge von Regionen definieren und so die Entwicklung
der Regionen im Skalenraum mittels RHG beschreiben.
Jede Region (außer die der obersten Maßstabsebene) hat genau eine Nachfolge-Region im
RHG. Zur Uberprufung dieser Aussage wird zunachst die Existenz, danach die Eindeutig-
keit der Nachfolge-Region gezeigt. Die Ursprungsregion hat eine Flache, die auf jeden Fall
positiv ist. Im von dieser Region abgedeckten Bildbereich befindet sich in der nachsthoheren
Maßstabsebene mindestens eine Region, da jede Maßstabsebene vollstandig in Regionen zer-
legt wird. Unter diesen Regionen suchen wir nun diejenige, deren Schnitt mit dem Bildbereich
am großten ist. Damit ist die Existenz ausreichend belegt.
Die Eindeutigkeit wird durch die in Gl. 3.2 enthaltene Ungleichung erzwungen. Allerdings
kommt es in der Praxis vor, dass zwei Regionen der hoheren Maßstabsebene einen gleichgroßen
Schnitt mit der Ursprungs-Region haben. Bei diskreten Segmentierungen kann das bei sehr
kleinen Regionen vorkommen, die z. B. nur aus zwei Pixeln bestehen und jedes der beiden
Pixel findet sich in der nachsthoheren Ebene in einer anderen Region wieder. In diesen Fallen
wird die Region als Nachfolger gewahlt, die die niedrige Identifikationsnummer hat. Praktisch
gesehen, tritt dieser Fall nur selten auf, da die kleinste Maßstabsebene im Gauß'schen Skalen-
raum mit σ = 1 festgelegt wurde. Dort haben die kleinen Regionen bereits eine Große von 10
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oder mehr Pixel. Experimente haben gezeigt, dass die Wahrscheinlichkeit fur das Auftreten
von zwei gleichberechtigten Nachfolger-Regionen nur 0.0097 ist und damit vernachlassigbar
ist.
Durch die Eindeutigkeit der Kanten zu Nachfolger-Regionen nimmt der RHG die Form
eines Waldes an, d. h. er besteht aus mehreren Komponenten, und jede Komponente hat eine
baumartige Struktur. Bei Umkehrung der Kanten hat jede Komponente des RHG ihre Wurzel
in einer Region der hochsten Maßstabsebene.
Lindeberg (1994) hat vier Ereignisse bei der besonderen Entwicklung von Regionen im
Gauß'schen Skalenraum benannt: das Zusammenschmelzen von Regionen (merging), das Ent-
stehen einer Region (creation), das Auflosen einer Region (annihilation) und das sich Aufteilen
einer Region in mehrere Regionen (split).
Der von uns definierte RHG spiegelt nur zwei dieser Entwicklungsmoglichkeiten fur Re-
gionen wider. Das Ereignis annihilation kann bei uns nicht vorkommen, da fur jede Regi-
on eine Nachfolger-Region gefunden wird. Ebensowenig kommt das Ereignis split vor, da es
sonst zwei Nachfolger-Regionen fur eine Region geben musste. Im Gegensatz dazu tritt das
Ereignis merging in der Struktur des RHG auf, wenn eine Region Nachfolger-Region von
zwei oder mehreren Regionen ist. Das Ereignis creation kommt vor, wenn eine Region keine
Nachfolger-Region einer Region aus der nachstunteren Maßstabsebene ist. Abb. 3.3 zeigt eine
Segmentierung im Skalenraum und den daraus extrahierten RHG mit den entsprechenden
Ereignissen. Dabei wurden die Regionen einer Maßstabsebene horizontal ausgerichtet, die neu
entstandende Region in der zweiten Ebene ist im RHG grau gekennzeichnet.
Abbildung 3.3.: Segmentierung im Skalenraum und zugehoriger RHG.
3.1.3. Geometrisch prazise Beschreibung der Regionen
Abb. 3.4 zeigt neben den Originalbildern (obere Reihe) das Bild in der Maßstabsebene mit
σ31 = 8 und den Randern der segmentierten Wasserscheidenregionen in gelb (untere Reihe).
Dort ist gut zu erkennen, dass die Glattung mit einem isotropen Gauß-Filter im Skalenraum in
einer hohen Maßstabsebene nicht nur zum Verschwinden kleiner Details fuhrt, sondern auch
zu unscharfen Kanten und damit ungenau segmentierten Regionen sowie zu abgerundeten
Ecken der Regionen. Insbesondere Strukturen wie Fenster nehmen in diesen Segmentierungen
(sofern noch durch eine Region detektiert) eher eine ovale als eine rechteckige Form an.
Geometrische prazisere Regionen konnen im Skalenraum segmentiert werden, wenn man
die Entwicklung der Regionen uber die Maßstabsebenen hinweg berucksichtigt. Erste Vor-
schlage uber entsprechende Vorgehensweisen im Hinblick auf Kanten beschreiben bereits Wit-
kin (1983) und Bergholm (1987): Wenn die Existenz einer Kante in einer Maßstabsebene
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Abbildung 3.4.: Segmentierungen im Gauß'schen Skalenraum.
festgestellt wird, dann kann ihre genaue Lage durch Zuruckverfolgen der Kante in die un-
teren Maßstabsebenen bestimmt werden. Wir wenden diese Methode auf unseren diskreten
Skalenraum an und ubertragen sie auf segmentierte Regionen.
Bergholm (1987) hat die Kanten uber mehrere Maßstabsebenen hinweg durch pixelweisen
Vergleich verfolgt. Wir aber betrachten Regionen, die in eine Bildpartitionierung eingebettet
sind. Aus diesem Grund muss eine lokale Bewertung zur Verfolgung der Regionen durch eine
regionale ersetzt werden. Hierzu verwenden wir den RHG, der die Entwicklung aller Regionen
uber alle Maßstabsebenen beschreibt. Zusammen mit der Bildpartitionierung der untersten
Maßstabsebene ermoglicht er eine Neuaufteilung jeder Maßstabsebene in geometrisch prazisere
Regionen R′i,j :
R′i,j = ∪kR1,k es gibt einen Pfad von R1,k nachRi,j , (3.3)
wobei ein Pfad eine Folge von aufeinander folgenden Kanten des RHG ist. Da die Kanten
im RHG gerichtet sind, setzen wir so die Region R′i,j aus allen Regionen R1,k der ersten
Maßstabsebene zusammen, deren Nachfolger die Region Ri,j in der i-ten Maßstabsebene ist.
Abb. 3.5 zeigt die Segmentierungen der 31. Maßstabsebene im Gauß'schen Skalenraum (obe-
re Reihe) und die neuen geometrisch praziseren Regionen (untere Reihe) im Vergleich. Die
Kanten zwischen den Regionen sind nun etwas rauher, dafur sind viele Ecken deutlich recht-
eckiger.
Durch die Ruckverfolgung der Regionen bis zur untersten Maßstabsebene kommt es nicht
nur zu einer geometrischen Veranderung der Regionen, sondern auch zu topologischen Veran-
derungen. Neben moglichen Anderungen in den Nachbarschaftsbeziehungen innerhalb einer
Maßstabsebene sind es zwei topologische Anderungen besonders wert, hervorgehoben zu wer-
den. Zum einen konnen die im Gauß'schen Skalenraum segmentierten Wasserscheidenregionen
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Abbildung 3.5.: Regionen des Gauß'schen Skalenraums in Maßstabsebene mit σ31 = 8 und
ihre geometrisch prasizere Beschreibung im Vergleich.
Ri,j verschwinden, zum anderen konnen die bisher aus genau einer Komponente bestehen-
den Regionen in mehrere Komponenten zerfallen. Eine Region Ri,j verschwindet genau dann
aus der Segmentierung der i-ten Maßstabsebene, wenn sie nur Nachfolger-Region von Re-
gionen ist, die im Gauß'schen Skalenraum erst in hoheren Maßstabsebenen enstanden. Die
in Gl. 3.3 formulierte Bedingung gilt dann fur keine Region der untersten Maßstabsebene,
folglich ist die Vereinigung dieser Regionen zu R′i,j leer. Die Vereinigung der Regionen der
ersten Maßstabsebene zu neuen Regionen R′i,j ∈ R′ garantiert nicht, dass diese eine zusam-
menhangende Flache im Bild abdecken. So kann es dazu fuhren, dass eine Region R′i,j aus
mehreren Komponenten entsteht. Dies kann besonders haufig bei fast linienhaften Regio-
nen auftreten, z. B. im Geast von Baumen. Experimente haben ergeben, dass topologische
Veranderungen mit einer Wahrscheinlichkeit von 0.0336 auftreten.
Da sich Große und Form der Regionen verandert haben, konstruieren wir erneut einen
RHG, wobei wir problemlos die Definition aus Gl. 3.2 wieder verwenden konnen. Der RHG
auf den Regionen R′i,j unterscheidet sich vom RHG auf den Regionen Ri,j dadurch, dass alle
Knoten und Kanten zu bzw. von diesen Knoten verschwinden, die nicht zugleich Nachfolger
von Regionen der ersten Maßstabsebene sind. Der in Abb. 3.3 dargestellte RHG verandert
somit nur an einer Stelle die Struktur: Der grau gekennzeichnete Knoten sowie die aus diesem
Knoten wegfuhrende Kante kommen im RHG der geometrisch praziseren Regionen nicht mehr
vor.
Die geometrische Prazisierung der segmentierten Regionen hat noch einen weiteren fur
die Darstellung der Segmentierungen wichtigen Vorteil: Bei Verfolgung der Regionen R′i,j im
RHG wachsen diese monoton. Auf diese Weise beschreiben die neuen Segmentierungen eine
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irregulare Bildpyramide. In Abb. 3.6 wird diese Struktur gezeigt. Dort wurden die geometrisch
prazisen Regionen der Maßstabsebenen mit σ11 = 2 (dunn) und σ31 = 8 (dick) in eine Grafik
gezeichnet.
Abbildung 3.6.: Irregulare Pyramide mit Regionen aus zwei Maßstabsebenen: dick umran-
det sind die Regionen aus Maßstabsebene σ31 = 8, dunn die Regionen aus
Maßstabsebene σ11 = 2.
3.2. Fokus auf stabile Wasserscheidenregionen
Bislang haben wir nur uber die im RHG modellierte hierarchische Struktur der segmentierten
Regionen R′i,j erortert, nicht aber deren Komplexitat. Die Segmentierungen im Skalenraum
eines 400× 600 Pixel großen Bildes mit 41 diskreten Maßstabsebenen erzielen zwischen 1 500
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und 3 000 Regionen in der ersten Maßstabsebene sowie 10 und 30 Regionen in der hochsten
Maßstabsebene. Unter der Annahme, dass die Anzahl der Regionen uber alle Maßstabsebenen
mit gleicher Geschwindigkeit abnimmt, enthalt die irregulare Bildpyramide uber 30 000 Regio-
nen. Das wird durch Experimente bestatigt: die meisten Bildpyramiden bestehen aus (zum Teil
deutlich mehr als) 25 000 Regionen. Eine regionen-basierte Klassifikation mit mehreren hun-
dert Bildern erreicht dabei sehr schnell ihre Grenzen. Aus diesem Grund werden fur die weitere
Analyse der Regionen besonders markante Regionen, die stabilen Regionen, ausgewahlt.
3.2.1. Stabilitat als Eigenschaft einer Region
Bei der Charakterisierung der markanten Regionen verwenden wir Wissen uber die Erschei-
nung von Gebauden in Bildern. Die Objektgrenzen von Gebauden und Gebaudeteilen sind
in Bildern meistens durch deutlich erkennbare Kanten sichtbar. Durch die Pragnanz dieser
Kanten konnen wir sie auch uber mehrere Maßstabsebenen hinweg detektieren, und durch
den Aufbau einer irregularen Pyramide bleibt außerdem die Lage der Kanten bestehen. Wir
erwarten somit, dass sich viele Regionen, die Gebaude und Gebaudeteile zeigen, ihre Lage
und Form uber viele Maßstabsebenen hinweg nur geringfugig verandern. Dabei wahlen wir
als Dauer d = 10 Maßstabsebenen, d. h. eine vollstandige Oktave der Gauß'schen Pyramide.
Die paarweise Stabilitat zwischen zwei Regionen R′i,j und R
′
i′,j′ messen wir mittels der
Funktion
Υ(i, j, i′, j′) =
|R′i,j ∩R′i′,j′ |
|R′i,j ∪R′i′,j′ |
, (3.4)
die den Wert 1 zuruckgibt, wenn die beiden Regionen identisch sind, und 0, wenn die beiden
Regionen sich in keinem Pixel uberlagern. Wir wenden diese Funktion zur Bewertung der
Entwicklung einer Region im Skalenraum an und setzen i′ = i+ 1 bzw. j und j′ derart, dass
die Region R′i′,j′ die Nachfolge-Region von R
′
i,j im RHG ist. Dann beschreibt die Funktion Υ
die lokale Stabilitat der Region R′i,j beim Wechsel zur nachsten Maßstabsebene.
Wenn wir die Stabilitat der Region R′i,j nicht lokal, sondern im Vergleich zu einer Folge
von Regionen in d anderen Maßstabsebenen bestimmen, dann gibt es d + 1 verschiedene
Moglichkeiten zur Auswahl dieser Maßstabsebenen. Diese Moglichkeiten erstrecken sich vom
Fall, dass alle d Maßstabsebenen unterhalb der i-ten liegen, uber die d − 1 vielen Falle, in
denen sich die i-te Maßstabsebene in der Mitte befindet, bis zu dem Fall, dass sich alle d
Maßstabsebenen oberhalb der i-ten befinden. Innerhalb einer Folge von Regionen markiert
der kleinste Wert fur eine Uberlappung mit der Region R′i,j die instabilste Stelle der Sequenz.
Folglich wird die Stabilitat einer Region R′i,j durch die Funktion Y definiert:
Y (i, j) = max
k=0...d
{
min
i′=i−d+k...i+k
{
max
j′
Υ(i, j, i′, j′)
}}
. (3.5)
Fur die Bildinterpretation berucksichtigen wir alle Regionen R′i,j , deren Stabilitat in d
Maßstabsebenen einen Schwellwert ubertrifft, d. h. Y (i, j) ≥ t. Setzen wir den Schwellwert
t = 1, dann wurden nur diejenigen Regionen der irregularen Pyramide in der weiteren Analyse
berucksichtigt werden, die sich innerhalb einer Skalenraum-Oktave um kein einziges Pixel
verandern (was praktisch nicht vorkommt). Setzen wir den Schwellwert t = 0, dann kann jede
Region R′i,j das Kriterium erfullen und es findet keine Auswahl von Regionen statt.
Doch bevor wir unsere Wahl fur das Stabilitatskriterium, d. h. den Schwellwerts t be-
grunden, wollen wir zunachst erklaren, wie wir die Hierarchie der ausgewahlten Regionen
bestimmen.
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3.2.2. Hierarchische Struktur stabiler Regionen
Eine Region mit großer Stabilitat uber d Maßstabsebenen tritt in der irregularen Pyramide
niemals allein auf, sondern ist immer Bestandteil einer Folge von mindestens d Regionen mit
großer Stabilitat (uber d Maßstabsebenen). Da sich diese Regionen nur wenig und teilweise
gar nicht unterscheiden, fassen wir diese Folge von Regionen als einen stabilen Stapel von
Regionen zusammen.
Wenn wir uns den Skalenraum als kontinuierliche 3-dimensionale Struktur vorstellen, dann
stellen diese stabilen Stapel prisma-ahnlichen Bereiche dar, deren Hohe parallel zur Maßstabs-
achse verlauft. Entsprechend nehmen diese Prismen in Querschnitten parallel zur Maßstabs-
achse eine rechteckige Form an. Die Abb. 3.7 zeigt einen solchen Querschnitt, der auf eine
Idee zur Darstellung von Ereignissen im Skalenraum von Witkin (1983) beruht. Jedes dieser
weißen Rechtecke reprasentiert eine Folge von Regionen hoher Stabilitat, d. h. einen stabilen
Stapel. Die horizontale Ausdehnung dieser Rechtecke zeigen die raumliche Ausdehnung der
stabilen Stapel im Bild, die vertikale zeigt ihre Lebensdauer in der Pyramide an.
Abbildung 3.7.: Querschnitt durch den Skalenraum parallel zur Skalenachse.
Nach Auswahl der Regionen mit hoher Stabilitat mussen wir ihre hierarchische Struktur
aus dem RHG der Regionen rekonstruieren, da nur in seltenen Fallen die Region R′i,j die letzte
Region eines stabilen Stapels und ihre Nachfolger-RegionR′i+1,j′ die erste Region eines anderen
stabilen Stapels sind. I. d. R. treten zwischen den stabilen Stapeln instabile Zwischenraume
auf, die wir bei der Aktualisierung der hierarchischen Struktur uberwinden mussen.
Wir betrachten alle Pfade des RHG, die von der letzten Region der stabilen Stapels bis zur
hochsten Maßstabsebene fuhren. Eins der folgenden drei Ereignisse tritt fur jeden dieser Pfade
57
3. Hierarchische Segmentierung mit Wasserscheiden
ein: (a) der Pfad trifft in einer Wasserscheidenregion auf mindestens einen anderen Pfad, d. h.
die Pfade bestehen ab dieser Region aus denselben Kanten, (b) der Pfad trifft auf Regionen
eines anderen stabilen Stapels oder (c) der Pfad fuhrt bis zur obersten Maßstabsebene, ohne
dass die anderen beiden Ereignisse eingetreten sind.
Im letzten Fall ist keine hierarchische Struktur vorhanden: Der ursprungliche Baum des
RHG enthalt nur einen ausgewahlten stabilen Stapel und wird dementsprechend auf einen
einzigen Knoten reduziert. Im ersten Fall konnen die beiden stabilen Stapel hierarchisch an-
geordnet werden, eventuell ist der Eltern-Stapel Nachfolger mehrerer stabiler Stapel unterer
Maßstabsebenen. Beide Ereignisse treten aber verhaltnismaßig selten auf, die sukzessive Ver-
schmelzung von stabilen Stapeln des zweiten Falls ist der Regelfall. Im Querschnitt des Skalen-
raums, siehe Abb. 3.7, werden diese durch Verschmelzung entstandenen Regionen als schwarze
Rechtecke visualisert. Sie haben wie die stabilen Stapel in weiß eine raumliche Ausdehnung,
hier als Breite dargestellt, haben aber eine Lebensdauer von nur einer Maßstabsebene.
Eine reprasentative Region fur jeden stabilen Stapel und jede durch Verschmelzung vor-
mals stabiler Stapel entstandene Region wird von uns zur Bildinterpretation ausgewahlt. Sie
bilden zusammen die Menge der stabilen Regionen S, deren Elemente Sm durch den Index
m identifiziert werden. Zusammen mit dieser Menge konstruieren wir den Wald der stabilen
Regionen (WSR), der aus Baumen besteht, in denen die stabilen Regionen Sm hierarchisch
angeordnet sind. Zwei Knoten des Baums sind durch eine Kante miteinander verbunden, wenn
ein Pfad im RHG zwischen Regionen existiert, die durch die Knoten reprasentiert sind. Die
Struktur des Walds wird ebenfalls in Abb. 3.7 mit Kanten zwischen den schwarzen und weißen
Rechtecken visualisiert, die Pfade zur obersten Maßstabsebene verdeutlichen nur eine Liste,
in der wir die Baume des Waldes sammeln.
Der WSR definiert eine neue hierarchische Struktur, mit der wir die beiden Relationen fur
Eltern pi und Kinder χ (vgl. Kap. 2.1.2) zwischen den stabilen Regionen Sm ∈ S beschreiben.
Beide Relationen arbeiten auf den Indizes der stabilen Regionen, die leer sind, wenn es keine
Eltern-Region (bei den Wurzeln) oder keine Kinder-Regionen (bei den Blattern des Baumes)
gibt.
3.2.3. Wahl des Stabilitatskriteriums
Fur die Wahl des Stabilitatskriteriums, des Schwellwerts t, haben wir die Menge der stabilen
Regionen S analysiert. Dazu haben wir auf einem kleinen Datensatz von 50 Fassadenbildern
der eTRIMS-Datenbank die Segmentierungen der irregularen Pyramide berechnet und die An-
zahl der stabilen Regionen bestimmt, deren Anzahl vom Schwellwert t abhangt. Dabei haben
wir die zehn verschiedenen Belegungen 0.5, 0.55 . . . 0.95 fur den Schwellwert t berucksichtigt.
Das Experiment hat ergeben, dass die Anzahl der stabilen Regionen M = |S| sich umge-
kehrt proportional zu t verhalt. Unter Verwendung von t = 0.5 werden im Durchschnitt mehr
als 4 000 Regionen ausgewahlt, bei t = 0.7 sind es noch 3 400 Regionen, und bei t = 0.95
verbleiben nur noch etwas mehr als 1 200 Regionen. Ein großer Teil der stabilen Regionen
hat nur eine Flache von ein paar Pixeln und ist damit deutlich kleiner als das kleinste an-
notierte Objekt im Bild. Andere Regionen erstrecken sich in nicht annotierten Bildbereichen,
zeigen demnach keine fur die Auswertung interessanten Objekte. Dem stehen die Regionen ge-
genuber, die sich partiell oder vollstandig mit annotierten Objekten uberlagern und daher fur
die Auswertung interessante Objekte darstellen. Daher koppeln wir die Wahl des Schwellwerts
t an die semantische Auswertung: Ziel ist es, moglichst viele semantisch relevante Regionen zu
erhalten und moglichst wenige, die zu klein sind oder Bildhintergrund beschreiben. Die Funk-
tion s(t) gibt das Verhaltnis der semantisch relevanten Regionen zu allen in Abhangigkeit von
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t s(t)
0.5 0.3862
0.55 0.3919
0.6 0.3977
0.65 0.4009
0.7 0.4017
0.75 0.3979
0.8 0.3913
0.85 0.3733
0.9 0.3443
0.95 0.3008
Tabelle 3.1.: Abhangigkeit zwischen dem Schwellwert t und dem Verhaltnis der semantisch
relevanten Regionen zu allen in Abhangigkeit von t ausgewahlten Regionen s(t).
t ausgewahlten Regionen an und muss folglich maximiert werden. Die Ergebnisse werden in
Tab. 3.1 gezeigt.
In der graphischen Abbildung neben Tab. 3.1 haben wir die Funktion s(t) in Abhangigkeit
vom Schwellwert t dargestellt. Es ist deutlich zu erkennen, dass der Graph der Funktion eine
konkave Kurve beschreibt, d.h. bei t = 0.7 hat die Funktion ihr Maximum. Den starken
Abfall der Funktion fur t > 0.75 erklaren wir uns dadurch, dass dann die Anzahl der stabilen
Regionen sinkt: Die Veranderungen der Regionen im Verlauf des Skalenraums, insbesondere
der kleinen Regionen, sind zu groß, so dass kein Stapel von Regionen mehr als stabil bewertet
wird. Bei t = 0.95 betragt das Verhaltnis zwischen semantisch relevanten Regionen und allen
stabilen Regionen nur noch 30%, vermutlich handelt es dabei um die sehr großen Regionen, die
sich nur sehr wenig verandern, um kleine, aber konstraststarke Regionen, die Schattenwurfe
oder kleine Objekte zeigen.
Unter der Annahme, dass die Funktion s(t) lokal durch eine Parabel reprasentierbar ist,
konnen wir den maximalen Wert t = 0.684 bestimmen. Somit berucksichtigen wir die Regionen
R′i,j der irregularen Pyramide fur die weitere Auswertung, deren Stabilitat Y (i, j) mindestens
den Wert 0.684 erreicht.
3.3. Experimente
In unseren Experimenten wollen wir unsere ersten beiden Hypothesen uberprufen. Die Erste
besagt, dass es moglich ist, eine hierarchische Bildsegmentierung zu erzielen, in der komplexe
Objekte und ihre Bestandteile detektiert werden konnen. Die andere greift die Detektier-
barkeit von Objekten und ihren Bestandteilen auf und besagt, dass sich die Relationen der
Bestandteilshierarchie des Objekts in pradizierbarer Weise in die Hierarchie der Segmentie-
rung abbilden (vgl. Kap. 1.3).
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mixture building window vegetation
Abbildung 3.8.: Vergleich zwischen Annotationen und segmentierten Regionen. Oben
(v.l.n.r.): Fassadenbild und Annotationen Tl der Klassen Gebaude (ohne Tei-
le), Fenster und Vegetation. Unten (v.l.n.r.): Segmentierte Regionen Sm, de-
ren Target x˜m Mischklasse, Gebaude, Fenster und Vegetation sind.
3.3.1. Validierung der Target-Bestimmung
In Kap. 2.5 haben wir neben dem von uns verwendeten Bildmaterial auch die Annotatio-
nen vorgestellt, d. h. die Klassen und ihre Hierarchie aufgelistet. Des Weiteren haben wir
in Kap. 2.1.3 unseren Algorithmus vorgestellt, um den segmentierten Regionen das beste
Klassenlabel zuzuordnen. Wir haben diesen Ansatz visuell auf einzelnen Bildern uberpruft,
prasentieren hier aber noch eine quantitative Analyse.
Fur jedes Bild erstellen wir klassenspezifische Binarbilder, in denen alle Pixel als Vorder-
grund dargestellt werden, die zu einer Annotation Tl mit dem entsprechenden Klassenlabel
gehoren. Analog konnen wir auch diese klassenspezifischen Binarbilder fur die segmentierten
stabilen Regionen Sm anfertigen. Im Vergleich zwischen beiden Bildern konnen wir feststel-
len, welche der annotierten Pixel auch in segmentierten Regionen zu finden sind, die dasselbe
Klassenlabel wie die Annotation erhalten haben.
Fig. 3.8 zeigt neben einem Fassadenbild aus dem Datensatz terra-1 sieben Binarbilder mit
jeweils dem Vordergrund in schwarz. In der oberen Reihe wurden alle Pixel als Vordergrund
gezeichnet, die zu einer der Annotationen fur building, window und vegetation (v.l.n.r.)
gehoren, wobei die Pixel, die ebenso zu Objektteilen gehoren, ausgeschlossen wurden. Jeweils
darunter zeigen die Binarbilder die Pixel der Regionen als Vordergrund, denen unser Algo-
rithmus zur Target-Bestimmung das entsprechende Klassenlabel zugewiesen hat. Ganz links
sind die Pixel von Regionen markiert, die zur neu eingefuhrten Klasse mixture gehoren, weil
sich die Regionen uber mehrere Annotationen erstrecken.
Bei dem Bild aus Abb. 3.8 erhalten wir ein Detektionspotential von je 85.0% fur Gebaude-
und Fensterpixel sowie von 96.4% fur Vegetationspixel, wobei Detektionspotential den Anteil
der Pixel der Annotationen einer Klasse ist, die auch in segmentierten Regionen mit demselben
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Klasse terra-1 terra-2 terra-3 aerial
building 91.7% 76.8% 92.6% 33.9%
car 73.2% 54.4% - 73.7%
door 72.8% 41.0% 55.0% -
dormer - 35.6% 53.4% 63.3%
road / ground 90.8% 72.3% 71.4% -
roof - 84.8% 83.6% 81.2%
sky 98.9% 98.8% 97.9% -
vegetation 90.0% 70.8% 75.4% -
window 80.5% 63.6% 74.4% 38.1%
Tabelle 3.2.: Klassenspezifische Detektionspotentiale
Klassenlabel liegen. Bei den anderen Klassen erzielen wir ein Detektionspotential von 98.1%
fur Tur-, 91.7% fur Burgersteig-, 99.3% fur Fahrbahn- und 100% fur Himmelpixel. Fehler sind
mit Verschmelzungen zu erklaren, die auf Grund ahnlicher Intensitatswerte basieren, wie z. B.
bei der Vegetation in Abb. 3.8, wo der schattige Fassadenbereich unterhalb des Daches mit
den angrenzenden Baumen eine Region bildet. Wegen der großeren Uberlappung hat unser
Algorithmus dieser Region das Klassenlabel der Vegetation gegeben.
In Tab. 3.2 listen wir das Detektionspotential fur wichtige Klassen der vier Datensatze auf.
Ein sehr hohes Detektionspotential weisen die Klassen fur Gebaude, Vegetation, Himmel sowie
Boden bzw. Fahrbahn auf. Schwache Detektionspotentiale entstehen vor allem bei den Objek-
ten, die fast ausschließlich aus Teilen bestehen, wie z. B. window-Annotationen im Datensatz
terra-2, die sehr viele Fensterscheiben haben, oder building-Annotationen im Datensatz
aerial, deren großter Anteil aus Dach besteht.
3.3.2. Detektierbarkeit von Objekten und ihren Teilen
Die vorherige Untersuchung zeigt, dass unser Algorithmus in Kap. 2.1.3 den segmentierten
Regionen sinnvolle Targets zuweist. Die Analyse fand aber auf der Pixelebene statt. Dabei
wurden alle Pixel eines Klassenlabels ausgewertet. Wenn ein Detektionspotential von 80%
festgestellt werden konnte, dann ist dies zwar zufriedenstellend, sagt aber nichts uber de-
tektierbare Objekte aus. So konnte z. B. ein Funftel jeden Fensters fehlen oder jedes funfte
Fenster komplett. Deshalb folgt nun ein Experiment, wo das Detektionspotential auf Objek-
tebene ausgewertet wird.
Ein annotiertes Objekt Tl gilt als detektierbar, wenn es mindestens zur Halfte mit segmen-
tierten Regionen Sm uberlappt, die das entsprechende Klassenlabel aufweisen. Die teilweise
sehr guten Ergebnisse sind auch dadurch zu erklaren, dass wir viele stabile Regionen in den
kleinen Maßstabsebenen erhalten. Gerade bei Autos und Gebauden ist das gesamte Objekt
sehr komplex strukturiert: Die vielen kleinen Regionen stellen zusammen ein Großteil des Ob-
jekts dar, aber beim Verschmelzungsprozess fuhrt starker Kontrast, z. B. bei Schatten zum
Zusammenschmelzen unterschiedlicher Objekte, so dass auf hohen Maßstabsebenen oft das
Klassenlabel mixture vorkommt.
In Tab. 3.3 stellen wir unsere Ergebnisse bzgl. der Detektierbarkeit von annotierten Objek-
ten vor. Die Detektierbarkeit beruht auf der Uberlappung von einer Annotation mit seg-
mentierten Regionen, d. h. es wird nur der Durchschnitt berucksichtigt, wenn die Klas-
senlabel ubereinstimmen. Wir hatten zur besseren Unterscheidung z. B. die neuen Klassen
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Klasse terra-1 terra-2 terra-3 aerial
building 95.0% 93.4% 98.0% 78.3%
car 98.5% 97.6% - 91.5%
door 89.4% 79.7% 76.8% -
dormer - 85.3% 95.2% 65.5%
road / ground 90.0% 83.7% 89.3% -
roof - 97.2% 94.3% 85.8%
sky 98.6% 97.4% 97.5% -
vegetation 94.3% 90.3% 90.0% -
window 94.3% 91.4% 90.8% 52.5%
Tabelle 3.3.: Detektionspotentiale der annotierten Objekte
facade tiles und facade mixture eingefuhrt. Bei diesem Experiment werden Regionen mit
diesen Klassenlabels zu den facade-Regionen gezahlt, weil auch sie Teile der Fassade dar-
stellen (analog building und roof). Da wir sehr hohe Werte fur die Detektierbarkeit von
annotierten Objekten und ihren annotierten Teilen erhalten, enthalt unser Wald der stabilen
Regionen brauchbare Regionen fur die Interpretation der Szene.
In diesem Experiment haben wir nur die Detektierbarkeit der Objekte und ihrer Teile
untersucht. Durch das sukzessive Verschmelzen der Regionen zu großeren gibt es trotz der
Fokussierung auf stabile Regionen immer noch sehr viele Regionen, die sich nur geringfugig
unterscheiden. Unsere hierarchische Struktur der stabilen Regionen fuhrt demnach in vielen
Fallen zu Mehrfachdetektionen.
3.3.3. Visualisierung der Targets
Neben dieser quantitativen Analyse konnen wir die Target-Bestimmung auch qualitativ un-
tersuchen, indem wir die Targets visualisieren. Diese Aufgabe ist kaum zufriedenstellend zu
losen, da wir Regionen aus 41 verschiedenen Maßstabsebenen berucksichtigen mussen. Wegen
der hierarchischen Anordnung uberlappen die Regionen sehr stark, wir werden daher die Re-
ferenzmaßstabsebene σm einer Region Sm als auch ihr Klassenlabel x˜m bei der Reihenfolge
der zu markierenden Regionen berucksichtigen. Die Klassen mussen ebenfalls in eine Reihen-
folge gebracht werden, um sicherzustellen, dass die komplexen Objekte wie Gebaude vorher
im Ausgabebild visualisiert werden als deren Bestandteile, z. B. Fenster. Anderenfalls werden
die kleinen Fensteregionen wieder durch Gebauderegionen verdeckt.
Im Gegensatz zu den vorherigen Untersuchungen, verwenden wir bei der Visualisierung nur
noch K statt der urspunglichen K Klassen fur die Targets der Regionen. Wir wollen den
Algorithmus fur die Visualisierung spater bei der Darstellung von Klassifikationsergebnissen
wieder verwenden, daher haben wir die nur selten vorkommenden Klassen zu einer neuen
Klasse others vereint. Das vereinfacht auch die Darstellung ein wenig, weil wir nun weniger
Farben fur die Visualisierung der Semantik benotigen.
Den Ablauf dieser Erstellung einer visuellen Bildinterpretation geben wir mit dem Algo-
rithmus 3.1 an. Zuerst initialisieren wir das Ausgabebild als ein weißes Bild. Pixel, die nie
zu einer stabilen Region Sm gehoren, bleiben weiß und sind damit auch in der symbolischen
Bildbeschreibung als solche zu erkennen. Dann wird in Abhangigkeit von der Anzahl der zu
visualisierenden Klassen eine Farbcodierung fur jede Klasse erzeugt, die wir zuvor manuell
bestimmt haben. Dabei haben wir den Kontrast Farben verschiedener Klassen geachtet. So-
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weit es moglich ist, stellen wir gleiche Klassen aus verschiedenen Datensatzen einheitlich dar,
z. B. Vegetation grun und Fenster blau. Dann wird die Reihenfolge der Klassen bei der Vi-
sualisierung bestimmt, da wir große, komplexe Objekte vor deren Bestandteilen darstellen
mussen. Anderenfalls werden diese kleinen Objekte von den großeren uberlagert und sind so-
mit nicht mehr im Bild sichtbar. Die folgende Reihenfolge haben wir ebenfalls je Datensatz
vorher manuell festgelegt. Als erstes werden wir Regionen ins Bild eintragen, die zur Klasse
background gehoren (schwarz), da diese fur die Interpretation unwichtig sind. Anschließend
markieren wir alle Regionen mit Target mixture (sofern noch vorhanden), da diese Regionen
mehrere Objekte gleichzeitig zeigen. Anschließend folgen die Gebauderegionen und alle Re-
gionen von Klassen, die die Umgebung von Gebaude darstellen wie z. B. Vegetation, Himmel,
Autos. Danach werden die Regionen im Ausgabebild gekennzeichnet, die zur Klasse others
gehoren. Erst zum Schluss werden die Bestandteile von Gebauden wie Fenster im Ausgabebild
markiert. Die Regionen werden wir nach ihrer Referenzmaßstabsebene σm sortiert im Ausga-
bebild markieren. Wir beginnen bei der hochsten Maßstabsebene, bestimmen alle Regionen
dieses Maßstabs, sortieren derart, dass ihre Targets die Reihenfolge der Klassen einhalten, und
markieren diese entsprechend im Ausgabebild. Das wiederholen wir fur die kleiner werdenden
Referenzmaßstabsebene bis wir die niedrigste erreicht haben.
Algorithm 3.1 Algorithmus fur Visualisierung der Bildinterpretation.
1: function Visu-Regionen(K, [Tl]
L
l=1, [Sm]
M
m=1, [x˜m]
M
m=1)
2: . K: Anzahl der zu visualisierenden Klassen
3: . Tl: Annotationen
4: . Sm: stabile Region der Bildsegmentierung
5: . x˜m: passendes Klassenlabel von Sm, d. h. x˜m ∈ {1, . . . ,K}
6: Erstelle weißes Ausgabebild.
7: Erstelle Farb-Codierung fur jede der K Klassen
8: Bestimme Reihenfolge der Klassen unter Verwendung der Tl
9: for i = max(σm), . . . ,min(σm) do
10: . Visualisiere Regionen erst aus hoheren Maßstabsebenen,
11: . danach die aus den kleineren Maßstabsebenen
12: for j = 1, . . . ,K do
13: . ωj ist Klassenlabel entsprechend der Reihenfolge der Klassen
14: Suche alle Regionen mit σm = i und x˜m = ωj
15: Markiere Pixel dieser Regionen mit passendem Farb-Code im Ausgabebild
16: end for
17: end for
18: return Ausgabebild
19: end function
Die Visualisierung nach Alg. 3.1 zeigen wir in Abb. 3.9. Mit der Darstellung der Targets
sind wir uberwiegend zufrieden. Regionen, die Gebaude, Fenster, Vegetation oder Himmel
zeigen, haben fast ausnahmslos das richtige Target zugewiesen bekommen. Insbesondere fur
die beiden Bilder aus Datensatz terra-1 (linke Spalte) und aus Datensatz terra-3 (dritte
Spalte von links) stellen wir fest: Die Visualisierung der Annotationen und der Targets stimmt
meistens uberein. Auch bei den Luftbildausschnitt in der rechten Spalten passen die Targets
zu den Annotationen. Lediglich die Klasse others bedeckt einen viel großeren Bereich im
Bild als erforderlich. Fur das Bild aus Datensatz terra-2 ist das ein bisschen anders, da
dieser Datensatz sehr viele, sich uberlappende Annotationen enthalt. In der Mitte des Bildes
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befindet sich ein Balkon, der als großes Objekt annotiert wurde, d. h. inklusive des Gelanders,
der durch ein Rollo verdeckten Tur und eines großeren Bereichs der Fassade drumherum.
Das fuhrt zu vielen Komplikationen bei der Suche nach einer passenden Annotation. Daher
erhalten die meisten Segmente das Klassenlabel others, da dort die Regionen offensichtlich
eine Mischung von Klassen zeigen. Die Rollos bei den ubrigen Fenstern fuhren dazu, dass
die Segmentierung nur sehr wenige Regionen fur Fenster oder Fensterscheiben enthalt. Daher
haben wir den betreffenden Pixel das Target fur Fassade zugewiesen.
3.3.4. Aggregatstruktur von Objekten
Das dritte Experiment an dieser Stelle widmet sich der Frage, ob die hierarchische Struktur
der stabilen Regionen auch die annotierte Bestandteil-Beziehung wiedergibt. Dies setzt die
Detektion des Objekts als auch dessen Teilen voraus. Wenn wir neben den beiden Regionen
(Objekt und Teil) auch einen Pfad in der Hierarchie zwischen beiden Regionen finden, dann
werten wir dies als ein gelungenes Abbild der Aggregatsstruktur. Die Gesamtzahl aller Aggre-
gatstrukturen ist die Summe aller Bestandteilsbeziehungen. Die Fassade aus Abb. 3.8 zeigt
vier Fenster und eine Tur, also mussen funf Regionen, die mit den entsprechenden Annota-
tionen uberlappen, im Wald der stabilen Regionen gefunden werden, die alle auf einem Pfad
zu einer Region liegen mussen, die das gesamte Gebaude beschreibt.
Die Aggregationsraten bei unseren vier Datensatzen haben wir nicht nach Klassen aufgeteilt,
da sich das haufig nur auf Gebaude und Dach bezieht. Wir erreichen eine Aggregationsrate
von 80.0% beim Datensatz terra-1 und von 72.8% beim Datensatz terra-2. Letzterer hat
durch die Annotation von sehr vielen Klassen auch Aggregate wie Balkone, Eingange, Fenster
etc. Die Aggregationsraten beim dritten und vierten Datensatz, terra-3 und aerial, sind
84.6% bzw. 62.8%. Die schlechteren Werte erklaren wir uns dadurch, dass die Teile entweder
bis zur hochsten Maßstabsebene sichtbar bleiben, ohne mit dem ubergeordneten Objekt zu
verschmelzen, oder sie verschmelzen mit anderen Objekten, z. B. mit benachbarter Vegetation
und bilden dann Regionen der Klasse mixture.
3.3.5. Zusammenfassung und Beurteilung
Wir haben in unseren Experimenten dokumentiert, dass viele der manuell erstellten An-
notationen durch unsere Segmentierung der stabilen Regionen detektiert werden konnen.
Außerdem bleibt die Aggregatsstruktur, d. h. die Bestandteilshierarchie zwischen den Ob-
jekten, in der hierarchischen Struktur der Regionen erhalten. Wir hatten in Kap. 2.2 sechs
Kriterien fur unsere Bildsegmentierung aufgefuhrt. Hier haben wir eben den Nachweis dafur
gebracht, dass wir verschieden große Objekte segmentieren konnen und dass deren Anordnung
uberwiegend die Objektstruktur wiedergibt. Eine prazise Kontur wird durch die Wasserschei-
densegmentierung ermoglicht, die Aufnahmesituation spielt keine Rolle. Unsere Segmentie-
rung der stabilen Regionen erfullt aber nicht die beiden letzten Kriterien. Wir konnen keine
benachbarten Regionen zur Merkmalsgewinnung verwenden, sondern lediglich die Umgebung
einer segmentierten Region, und wir haben in unserer hierarchischen Struktur viele Duplikate,
was sich aber lediglich auf die Effizienz der Auswertung auswirkt.
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Abbildung 3.9.: Visueller Vergleich zwischen Annotation und Targets der Regionen fur Bei-
spielbilder aus Abb. 2.14. In der obersten Zeile zeigen wir wieder die vier Bil-
der, darunter die Visualisierung der Annotationen dieser Bilder. In der unters-
ten Zeile visualisieren wir die Targets der segmentierten Regionen. Vertikal
gesehen bedeuten gleiche Farben auch gleiche Klassen. Weiße Pixel bedeu-
ten dabei, dass dieser Bildbereich nicht annotiert wurde (mittlere Zeile) bzw.
dass dort keine stabilen Regionen segmentiert wurden (untere Zeile). Schwarz
sind alle Pixel, die zwar als stabile Region segmentiert wurden, zu denen
wir aber keine passende Annotation finden konnen. Pixel von Regionen der
zusatzlichen Klasse others stellen wir in allen Bildern gelb dar. Bei allen an-
deren Farben gibt es keine einheitliche Farbgebung bei allen vier Datensatzen.
In der linken Spalte zeigen wir das eine Beispielbild aus dem Benchmark-
Datensatz terra-1. Da haben wir bei den Annotationen und bei den Tar-
gets die Gebaudepixel rot eingefarbt, die Vegetation grun und die Fenster
blau. Die kleinen magenta-farbenen Regionen stellen Gebaudebereiche dar,
die sowohl mit einer Fensterannotation uberlappen als auch nicht. Diese Pixel
kennzeichnen die Klasse building-mixture. In der rechten Spalte zeigen wir
einen Luftbildausschnitt, in dem die vier Klassen background, others (gelb),
roof (rot) und car (grau) erkennbar sind. Da wir hier keine Straßen oder
Vegetation annotiert haben, kennzeichnen die Regionen der Klasse others
vor allem zwei Bereiche: kleinere Dachstrukturen wie Gauben und Fenster
sowie Mixturen, die durch die Verschmelzung von Dachregionen mit ihrer
Umgebung entstanden sind. In den beiden mittleren Spalten mussen diverse
Klassen visualisiert werden. Hier ist vor allem vorzuheben, dass die hellgrau-
en Pixel zur Klasse facade gehoren, die dunkelgrauen Annotationen stellen
Fensterscheiben dar und verdecken oft die blau markierten Fenster.
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In diesem Kapitel thematisieren wir die Klassifikation der stabilen Regionen Sm auf Ba-
sis der extrahierten Merkmale F . Das Ergebnis der Klassifikation geben wir dabei als K-
dimensionaler Vektor aus, dessen Elemente die Wahrscheinlichkeit angeben, mit der die Region
Sm zur Klasse ωk gehort. In unserem Bedingten Bayes-Netz verwenden wir diese Wahrschein-
lichkeiten als Zustandsbelegung fur die Zufallsvariablen P (xm | F ).
Fur die Klassifikation werden wir fur jede stabile Region D = 65 Merkmale fm extrahieren.
Die Analyse dieser Merkmale zeigt, dass wir sie durch sehr verschiedene Verteilungen model-
lieren mussen. Eine Klassifikation mittels Linearer Diskriminanzanalyse (LDA) und Maximum
Aposteriori Wahrscheinlichkeit (MAP) wahlen wir als Referenz, um die Ergebnisse aus unse-
rem selbst entwickelten Klassifikationsverfahren, die Alternierenden Entscheidungsbaume fur
K Klassen, vergleichen zu konnen. Fur unsere Evaluation der Klassifikation fuhren wir eine
Kreuzvalidierung durch, bei der wir die Daten so aufteilen, dass wir jede Region aus jedem
Bild genau einmal zum Testen verwenden.
4.1. Merkmale von Regionen in terrestrischen Bildern und
Luftaufnahmen
Fur jede segmentierte Region extrahieren wir nur 65 regionsspezifische Merkmale, damit die
Komplexitat des Lernalgorithmuses fur die Klassifikation uberschaubar bleibt. Das d-te Merk-
mal bezeichnen wir mit fd. Viele dieser Merkmale wurden bereits in anderen Arbeiten fur die
Klassifikation von Gebauden bzw. Gebaudeteilen in Fassaden- oder Luftbildern verwendet.
Einige haben wir aber auch selbst ausgesucht. An die Vorstellung der einzelnen Merkmale
schließen wir eine Analyse an, inwiefern sich diese Merkmale zur Klassifikation der Regionen
eignen.
4.1.1. Bestimmung der Merkmale
Wir haben die Merkmale in funf verschiedene Gruppen eingeteilt, und zwar in Merkmale zu
Form und Große der Region, Farbmerkmale, Merkmale des Gradientenhistogramms, Merk-
male zu einem generalisierten Viereck sowie Texturmerkmale. Wir werden die 65 Merkmale
nun kurz vorstellen und gegebenenfalls erortern.
Zusatzlich zu den Beschreibungen zeigen wir auch diskrete Verteilungen zu zwei ausgewahl-
ten Merkmalen. Mit diesen Abbildungen wollen wir die Wirkungskraft des jeweiligen Merkmals
demonstrieren, die verschiedenen Klassen ωk zu trennen. Die Verteilungen haben wir wie
folgt berechnet: Zuerst bestimmen wir den minimalen und maximalen Wert eines Merkmals
bzgl. des gesamten Datensatz terra-1. Dann teilen wir den Bereich zwischen Minimal- und
Maximalwert in 100 gleichgroße Intervalle ein und erstellen nach einer zusatzlichen Glattung
mit einemMedianfilter klassenspezifische Histogramme, die nach der Normierung die diskreten
Verteilungsfunktionen P (fd | ωk) darstellen. In diesem Abschnitt zeigen wir die Verteilungen
zu den ausgewahlten Klassen building, car, vegetation und window.
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Eine Tabelle mit dem Wertebereich der hier genauer betrachteten Merkmale zeigen wir im
Anhang A.1.
Merkmale zu Form und Große
Die ersten elf extrahierten Merkmale geben Auskunft uber Form und Große der Region Sm.
Wir betrachten sie als klassische Merkmale, da sie in vielen Anwendungen und seit vielen
Jahren verwendet werden.
Die Anzahl von Komponenten einer Region, die Anzahl der Locher sowie die Euler-Cha-
rakteristik sind unsere ersten Merkmale. In hoheren Bildmaßstaben kommt es oft vor, dass
z. B. das Geast eines Baumes als eine Region segmentiert wird, aber bei der Konstrukti-
on der irregularen Pyramide in mehrere nicht benachbarte Komponenten zerfallt. Oder die
Fassadenwand wird als eine Region segmentiert, deren Fenster noch als Locher in der Region
existieren.
Die Flache, der Umfang und der Formfaktor sind ebenso sehr einfach bestimmbare Merk-
male. Die verbliebenen funf Merkmale beschreiben die Bounding Box und umfasst ihre Hohe,
ihre Breite, das Verhaltnis zwischen der Flache der Region und der Flache der Bounding Box
sowie die Position des Mittelpunkts der Bounding Box im Bild relativ zu den Abmaßen des
Bildes.
Fur drei Merkmale zeigen wir deren klassenspezifischen Verteilungen in Abb. 4.1. Links zei-
gen wir die Verteilung von Merkmal 9, d. h. des Verhaltnises zwischen der Flache der Region
und der Flache der Bounding Box. Das Verhaltnis kann Werte zwischen 0 und 1 annehmen,
und kann gut durch Normalverteilungen reprasentiert werden. Man kann in der Grafik er-
kennen, dass diese klassenspezifischen Normalverteilungen leicht varieren. Regionen aus dem
Gebaude haben demnach einen hoheren Wert als Autos und Vegetation, was vermutlich auf
die vielen rechteckigen Strukturen in Fassaden zuruckzufuhren ist. In der Mitte von Abb. 4.1
zeigen wir die klassenspezifischen Verteilungen des Merkmals 10, der Hohe des Mittelpunkts
der Bounding Box im Bild. Wir erkennen gut, dass sich Instanzen der Klasse building uber
die gesamte vertikale Ausrichtung des Bildes verteilen, nur am Bildrand sind es deutlich weni-
ger. Das konnen wir auf die Aufnahmesituation zuruckfuhren: Bei der Bildaufnahme haben wir
meistens die Ansicht so gewahlt, dass die Gebaudefassade den großten Teil des Bildes abdeckt.
Um dem Gebaude befindet sich im Bild nur noch ein kleiner Rand mit anderen Objekten, z. B.
mit Straße und Himmel. Die Instanzen der Klasse car befinden sich ausschließlich im unteren
Bereich des Bildes, die der Klasse vegetation uberwiegend im unteren Bereich, was wir auf
die Begrunung in den Vorgarten zuruckfuhren. In der vierten Reihe zeigen wir die Verteilung
der Klasse window, die man gut durch eine Mischverteilung aus drei Gaußverteilungen mo-
dellieren konnte. Moglicherweise zeigt sich hier, dass im Datensatz Gebaude mit drei Etagen
uberwiegen. Rechts in Abb. 4.1 zeigen wir die klassenspezifischen Verteilungen des Merk-
mals 11, der Breite des Mittelpunkts der Bounding Box im Bild. Hier sehen wir, dass die
Gebaude- und Fensterregionen eher in der Mitte vorkommen und Vegetations- und Autore-
gionen eher am Rand zu finden sind. Auch das fuhren wir auf die Aufnahmesituation der
Bilder zuruck.
Farbmerkmale
Die nachsten 14 Merkmale berechnen wir aus den Farbwerten der Pixel jeder Region, wobei
die ersten sieben Merkmale die Farbgebung innerhalb der Region und in der Originalauflosung
des Bildes charakterisieren, die anderen sieben geben den Betrag der Differenz zur Umgebung
an. Zur Bestimmung der Umgebung erweitern wir die Region mittels Dilatation mit einem
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P (f9 | ωk) P (f10 | ωk) P (f11 | ωk)
f9 f10 f11
Abbildung 4.1.: In den Abbildungen zeigen wir die Verteilungen von drei Basismerkmalen
fur die Klassen building (durchgezogene Linie), vegetation (gestrichelte
Linie), car (Strich-Punkt-Linie) und window (gepunktete Linie). Das Merk-
mal f9 stellt das Verhaltnis zwischen der Flache der Region und der Flache
der Bounding Box dar, das Merkmal f10 die Hohe und Merkmal f11 die Breite
des Mittelpunkts der Bounding Box im Bild.
kreisformigen Strukturelement mit einem sechs Pixel großen Radius und ziehen anschließend
die ursprungliche Region vom Ergebnis wieder ab. Falls Pixel außerhalb des Bildes vorkom-
men, entfernen wir diese zusatzlich aus der gewonnenen Umgebung.
Unsere Eingangsbilder sind RGB-Bilder, so konnen wir effizient den Mittelwert und die
Streuung eines jeden der drei Kanale bestimmen. Bei ihren Untersuchungen hat Herms (2007)
festgestellt, dass auch der Farbwert (Hue) des HSV-Farbraums ein gutes Merkmal zur Unter-
scheidung von Fassaden, Fassadenelementen, Vegetation und Himmel darstellt.
Bei der Mittelung des Hue-Wertes ist aber zu beachten, dass dieser zirkular und nicht
(wie die RGB-Werte) linear angeordnet ist. Foley et al. (1996) beschreiben die Hue-Werte
als Winkel im Intervall [0, 360) [Grad]. Bestimmt man nun das arithmetische Mittel µ(γ)
von γ1 = 10
o (rot-orange) und γ2 = 350
o (rot-violett), dann erhalt man herkommlicherweise
µ(γ) = γ1+γ22 = 180
o (turkis), dabei ist 0o (rot) das gesuchte Mittel µ(γ). Zu beachten bei
der Mittelung von Hue-Werten ist, dass das sinnvolle Mittel von zwei Hue-Werten auf dem
kurzeren Bogenstuck zwischen ihnen liegt.
Wir bestimmen den mittleren Hue-Wert µ(γ) nicht durch Addition der einzelnen Hue-
Werte, sondern stellen jeden Hue-Wert γi als 2D-Punkt [γi,1, γi,2] auf dem Einheitskreis dar.
Dann bestimmen wir den Schwerpunkt aller dieser Punkte mit
µ1(γ) = N (
∑
i γi,1)
µ2(γ) = N (
∑
i γi,2) ,
(4.1)
wobei der Operator N die Normierung durchfuhrt. Aus dem Schwerpunkt [µ1(γ), µ2(γ)] be-
rechnen wir abschließend den entsprechenden Winkel auf dem Einheitskreis, den wir als mitt-
leren Hue-Wert interpretieren.
Auch bei der Differenz zwischen dem mittleren Hue-Wert innerhalb der Region und dem
mittleren Hue-Wert der Umgebung achten wir darauf, dass das Ergebnis die Distanz auf dem
kurzeren Bogenstuck angibt. Alle sieben Merkmalsdifferenzen betrachten wir orientiert, so wir
einen Wechsel von einer hellen Region zu einer dunklen Umgebung und einen Wechsel von
einer dunklen Region zu einer hellen Umgebung durch das Vorzeichen unterscheiden konnen.
Fur drei Farbmerkmale zeigen wir deren klassenspezifischen Verteilungen in Abb. 4.2. Links
zeigen wir die Verteilung von Merkmal f12, dem mittleren Rotwert einer Region in der Origi-
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P (f12 | ωk) P (f15 | ωk) P (f16 | ωk)
f12 f15 f16
Abbildung 4.2.: In den Abbildungen zeigen wir die Verteilungen von drei Farbmerkmalen fur
die Klassen building (durchgezogene Linie), vegetation (gestrichelte Linie),
car (Strich-Punkt-Linie) und window (gepunktete Linie). Das Merkmal f12
stellt den mittleren Rot-Wert der Region in der Originalauflosung dar, das
Merkmal f15 den mittleren Hue-Wert, und Merkmal f16 ist die Streuung der
Rot-Werte der Region.
nalauflosung des Bildes. Wir erkennen gut, dass Instanzen der Klassen car und vegetation
deutlich kleinere Werte dieses Merkmals haben als Instanzen der Klassen building und
window. Bei der Vegetation liegt es an der hohen Absorption des roten Lichtanteils. Bei den
Gebauden konnten die hoheren Rotwerte an hell verputzten Fassaden liegen, bei Fenstern
an Spiegelungen und Gardinen. In der Mitte von Abb. 4.2 zeigen wir die klassenspezifischen
Verteilungen des Merkmals f15, dem mittleren Hue-Wert der Region in der Originalauflosung
des Bildes. Auch hier wird deutlich, dass die Verteilungen sehr verschieden sein konnen. Gut
erkennbar ist die starke Konzentration der Instanzen der Klasse vegetation um die grunen
Hue-Werte, die ungefahr bei einem Drittel der horizontalen Achse liegen. Den starken Aus-
schlag fur den Hue-Wert 0 (der Balken ganz links in der Abbildung) erklaren wir uns an der
Umrechnung von RGB-Werten zu einem Hue-Wert: Alle Grautone zwischen schwarz und weiß
werden auf diesen Hue-Wert projiziert, siehe (Foley et al., 1996). Rechts in Abb. 4.2 zeigen
wir die klassenspezifischen Verteilungen des Merkmals f16, der Streuung der Rot-Werte der
Region. Alle vier Verteilungen konnten wir durch Exponentialverteilungen modellieren, al-
lerdings mit verschieden starkem Abfall der Kurve. Bei Fensterregionen ist die Streuung des
Rotwertes großer als bei Regionen aus Autos oder Vegetation. Das liegt vermutlich an den
Spiegelungen in den Fensterscheiben.
Merkmale des Gradientenhistogramms
Zwolf Merkmale leiten wir aus den Histogrammen der Gradienten ab. Die Ergebnisse von
Korc & Forstner (2008) inspirierten uns zu der Verwendung dieser Merkmalen, wobei sie
diese Information zur Klassifikation von Bildbereichen als Himmel (ausschließlich schwache
Gradienten), Vegetation (starke Gradienten in mehrere Richtungen) und Gebaude (starke
Gradienten in zwei Richtungen) verwenden.
Bevor wir mit der Berechnung der Gradientenhistogramme beginnen, erweitern wir jede
Region mittels einer Dilatation mit einem kreisformigen Strukturelement der Große 5× 5. So
konnen wir auch bei kleinen Regionen aussagekraftige Histogramme herleiten. Dann bestim-
men wir fur jeden der drei Farbkanale vier Merkmale der folgenden Art. Es charakterisieren
drei Merkmale die Gradienten jeder Region und ein Merkmal gibt Auskunft uber den Un-
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terschied zwischen der Region und ihrer Umgebung (analog zu den Farbmerkmalen). Fur die
Region und ihre Umgebung berechnen wir jeweils ein gewichtetes Histogramm, wobei die Gra-
dientenstarke an einem Pixel das Gewicht des Histogrammeintrags liefert. Somit haben große
Gradienten viel Einfluß auf das Histogramm.
Die Orientierung des Gradienten an einem Pixel liefert die Position im Histogramm, wo-
bei jede Position ein Intervall von 45 Grad abdeckt. Die mittleren Winkel dieser Intervalle
zeigen in die acht Hauptrichtungen eines Kompasses. Wir erwarten, dass sich die Histogram-
me besonders gut fur die Klassifikation von Regionen aus entzerrten Bildern eignen, da hier
die starksten Kanten in horizontaler und vertikaler Richtung verlaufen. Dadurch erwarten wir
zwei starke Modalwerte der Histogramme. Bei den Luftbildern sind Strukturen mit deutlichen
Kanten wie Straßen und Gebaude in allen Richtungen vorhanden, dadurch eignen sich diese
Histogramme vermutlich wenig fur die Klassifikation in Luftbildern. Eine Normalisierung der
Orientierungen der Gradienten nach der starksten Richtung im Bild haben wir nicht verfolgt,
weil durch die Struktur der Gebaude zwei Richtungen nahezu gleichwertig und daher kaum
automatisch sinnvoll zu favorisieren sind.
Die Histogramme normalisieren wir und dann bestimmen wir die drei Positionen mit den
hochsten drei Eintragen. Die Differenz zwischen dem hochsten und dem zweithochsten Wert
sowie die Differenz zwischen dem hochsten und dem dritthochsten Wert werden als Merkmale
verwendet, ebenso die Entropie des normalisierten Histogramms. Der Unterschied zur Entropie
des normalisierten Histogramms der Umgebung ist das vierte Merkmal, das wir zu jedem
Farbkanal bestimmen.
Die Verteilungen der Merkmale des roten Kanals zeigen wir in Abb. 4.3. Von links nach
rechts zeigen wir dabei die Verteilungen fur die Differenz zwischen dem maximalen Histo-
grammwert und dem zweitgroßten, die Differenz zwischen dem maximalen Histogrammwert
und dem drittgroßten, die Entropie des Gradientenhistogramms sowie den Unterschied zwi-
schen der Entropie des Gradientenhistgramms der Region zur Entropie des Gradientenhisto-
gramms der Umgebung der Region. In den beiden linken Abbildungen erkennen wir gut, dass
die Differenzen zwischen dem maximalen und zweit- bzw. dritthochsten Histogrammwert bei
Vegetation besonders klein sind. Wie schon Korc & Forstner (2008) bemerkten, sind die Gra-
dienten in Vegetationsbereichen sehr unregelmaßig. Bei Gebauden und Fenstern uberwiegen
zwei Hauptrichtungen, weshalb die Differenzen zum dritthochsten Histogrammwert bei die-
sen beiden Klassen großer ausfallen als bei der Vegetation. Entsprechend konnen wir auch
die Verteilungen bei Merkmal f28 erklaren: Die Entropie ist hoch bei der Vegetation, wo die
Gradientenhistogramme wegen der unregelmaßigen Struktur eher gleichverteilt sind.
Merkmale eines generalisierten Vierecks
Weitere zwolf Merkmale bestimmen wir aus einer Generalisierung der Region Sm. Wir appro-
ximieren den Rand der Region durch ein Viereck. Dieses konstruieren wir wie folgt: Von einem
beliebigen Randpunkt P0 der Region Sm bestimmen wir zuerst den Punkt P1, der den großten
Abstand zu P0 hat. Danach bestimmen wir den Randpunkt P3, der den großten Abstand zu
P1 hat. Dadurch ist die Strecke P1P3 eine der langsten Strecken zwischen zwei Randpunkten
der Region. Sie zerteilt die Region Sm in zwei Teile, und in jedem dieser beiden Teile suchen
wir die Randpunkte P2 bzw. P4, die sich am weitesten von der Strecke P1P3 entfernt befinden.
Die vier Punkte P1, P2, P3 und P4 bilden ein Viereck, das eine gute Approximation von Sm
darstellt.
Abb. 4.4 zeigt die Kontur einer Region (in schwarz) sowie den beliebig gewahlten Startpunkt
P0 fur die Vierecksbestimmung. Der Eckpunkt von Sm mit dem großten Abstand zu P0 ist P1,
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P (f26 | ωk) P (f27 | ωk) P (f28 | ωk) P (f29 | ωk)
f26 f27 f28 f29
Abbildung 4.3.: In den Abbildungen zeigen wir die Verteilungen der Merkmale des normali-
sierten Gradientenhistogramms des roten Kanals fur die Klassen building
(durchgezogene Linie), vegetation (gestrichelte Linie), car (Strich-Punkt-
Linie) und window (gepunktete Linie). Das Merkmal f26 stellt die Differenz
zwischen dem maximalen Histogrammwert und dem zweitgroßten dar, Merk-
mal f27 die Differenz zwischen dem maximalen Histogrammwert und dem
drittgroßten. Des Weiteren zeigen wir mit Merkmal f28 die Verteilung der
Entropie der Gradientenhistogramme und mit Merkmal f29 den Unterschied
zwischen der Entropie des Gradientenhistgramm der Region zur Entropie des
Gradientenhistogramms der Umgebung der Region.
Abbildung 4.4.: Generalisiertes Viereck (rot) der Region Sm und beliebig gewahlter Start-
punkt P0 fur die Vierecksbestimmung.
und P3 hat den großten Abstand zu P1. Mit Hilfe des Algorithmus von Douglas & Peucker
(1973) bestimmen wir die beiden zusatzlichen Eckpunkte P2 und P4 und erhalten so eine
Generalisierung von Sm in Form eines Vierecks (in rot).
Aus diesem generalisierten Viereck werden nun die Merkmale abgeleitet. Die drei Elemente
der symmetrischen Momentenmatrix der Figur liefern die ersten drei Merkmale. Die beiden
Eigenwerte dieser Momentenmatrix, ihr Verhaltnis (kleinerer zu großerer) und die Orientie-
rung der Hauptachse die nachsten vier Merkmale. Das Verhaltnis zwischen der Anzahl der
Pixel im Schnitt der Region und dem Viereck und der Anzahl der Pixel, die der Region oder
dem Viereck gehoren, verwenden wir als weiteres Merkmal. Als die letzten vier Merkmale
dieser Art bestimmen wir die Winkel der vier Ecken des Vierecks. Diese ordnen wir so an,
dass wir mit dem großten Winkel beginnen, dann folgen die anderen Winkel im Uhrzeigersinn.
Wir erwarten, dass diese Merkmale besonders gut geeignet sind, um insbesondere viereckige
Objekte wie Fenster, Turen und Fassaden von anderen zu unterscheiden.
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P (f43 | ωk) P (f44 | ωk) P (f45 | ωk)
f43 f44 f45
Abbildung 4.5.: In den Abbildungen zeigen wir die Verteilungen von drei Merkmalen des
generalisierten Vierecks fur die Klassen building (durchgezogene Linie),
vegetation (gestrichelte Linie), car (Strich-Punkt-Linie) und window (ge-
punktete Linie). Merkmal f43 beschreibt das Achsenverhaltnis des Vierecks,
Merkmal f44 die Orientierung der Hauptachse des Vierecks sowie Merkmal f45
das Verhaltnis zwischen der Anzahl der Pixel im Schnitt der Region und dem
Viereck und der Anzahl der Pixel, die der Region oder dem Viereck gehoren.
Die Verteilungen von drei der eben aufgezahlten Merkmale zeigen wir in Abb. 4.5. Links
zeigen wir die klassenspezifischen Verteilungen zu Merkmal f43, dem Achsenverhaltnis des
Vierecks. Fenster- und Gebauderegionen haben haufiger kleine Werte als Vegetationsregionen.
Das konnte daran liegen, dass viele Vegetaionsregionen kompakt sind, viele Fenster- und
Gebauderegionen dagegen eher eine langliche Form haben. In der Mitte von Abb. 4.5 zeigen
wir die Verteilungen von Merkmal f44, der Orientierung der Hauptachse des Vierecks. Die
Spitzen am Rand und bei 90 Grad im Zentrum der Verteilungen zeigen, dass viele Regionen
eine horizontale oder vertikale Ausrichtung haben. Diese Erscheinung ist bei Autoregionen
am wenigsten ausgepragt, bei Fensterregionen am starksten. Rechts in der Abbildung zeigen
wir die Verteilungen von Merkmal f45, das das Verhaltnis zwischen der Anzahl der Pixel im
Schnitt der Region und dem Viereck und der Anzahl der Pixel, die der Region oder dem
Viereck gehoren, anzeigt. Je naher der Wert an 1 liegt, desto mehr ahnelt die Region dem
generalisierendem Viereck. Hier erkennen wir gut, dass Fensterregionen ofter hohe Werte
erreichen als andere Regionen.
Texturmerkmale
Die restlichen 16 von uns extrahierten Merkmale einer Region Sm bezeichnen wir als Textur-
merkmale. Drauschke & Mayer (2010) haben verschiedene Texturfilter im Hinblick auf ihre
Wirksamkeit bei der pixelbasierten Klassifikation in Fassadenbildern untersucht. Laws (1980)
hat eine diesbzgl. sehr erfolgreiche Menge von Filtern entwickelt, aber auch die Filter, die auf
den Arbeiten von Haar und Walsh basieren (Petrou & Bosdogianni, 1999), waren ahnlich gut.
Wir verwenden die Haar-Filter, da sie die kleinste Menge dieser drei besonders erfolgrei-
chen Filtermengen darstellt. Sie werden aus den orthogonalen Funktionen bestimmt, die Haar
(1910) als gute Menge zur Approximation von beliebigen Funktionen vorgeschlagen hatte. Wir
haben die ersten vier Funktionen durch vier Stutzstellen diskretisiert (siehe Abb. 4.6), die Va-
riable  gibt dabei den Definitionsbereich fur das Bildsignal an. Aus den eindimensionalen
Funktionen konnen wir 16 zweidimensionale Filter konstruieren, siehe Abb. 4.7 links. Aus
Komplexitatsgrunden haben wir unsere Haar-Filter auf maximal zweite Ordnung beschrankt.
Die Basisbilder der Haar-Filter bis zur zweiten Ordnung haben wir wie ublich als Binarbilder
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Abbildung 4.6.: Eindimensionale Haar-Funktionen.
P (f50 | ωk) P (f52 | ωk)
f50 f52
Abbildung 4.7.: Links: Basisbilder der Haarfilter. Die Filter werden zeilenweise den Merkma-
len 50 bis 65 zugeordnet. In der Mitte und rechts zeigen wir die Verteilungen
von den beiden Texturmerkmalen 50 und 52 die zwei Merkmalen spezifische
Verteilungen fur die Klassen building (durchgezogene Linie), vegetation
(gestrichelte Linie), car (Strich-Punkt-Linie) und window (gepunktete Linie).
Merkmal f50 gehort zum ersten Filter und beschreibt den mittleren Grauwert
der Region, das Merkmal f52 gehort zum dritten Filter in der ersten Reihe
der Basisbilder.
visualisiert. Allerdings stehen die weißen Filterelemente fur positive Eintrage, die schwarzen
fur negative. Das mittlere Grau zeigt 0-Eintrage an. Diese Art von Filter haben Viola &
Jones (2001a) in ihren sehr effizienten und sehr prazisen Gesichtsdetektor integriert, so dass
diese Filter auch in vielen anderen Anwendungsbereichen eingesetzt werden. Analog zu den
Abbildungen in den vorangegangenen Abschnitten zeigen wir auch fur zwei Texturmerkmale
die klassenspezifischen Verteilungen, siehe Abb. 4.7 Mitte und rechts. Die Verteilungen der
anderen differenzbasierten Texturfilter ahneln den Verteilungen des Merkmals 52.
4.1.2. Charakterisierung der Merkmale
Im Anschluss an die Merkmalsbestimmung analysieren wir die Merkmale auf dem Datensatz
terra-1. Dabei gehen wir zuerst auf qualitative Aussagen ein, anschließend untersuchen wir
die Unterscheidbarkeit der Klassen auf Grund dieser Merkmale. Dazu verwenden wir die
Hellinger-Distanz zwischen den klassenspezifischen Verteilungen.
Qualitative Analyse
Von den 65 Merkmalen sind drei diskret, namlich die Anzahl der Komponenten der Region,
die Anzahl der Locher und die aus beiden bestimmte Euler-Zahl. Neben den ersten beiden
Merkmalen gibt es noch 35 weitere Merkmale, die ausschließlich nicht negative Werte haben. In
einem weiteren Schritt haben wir Histogramme der einzelnen Merkmale bestimmt und diese
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zu diskreten Verteilungen umgeformt, um einen Eindruck zu erhalten, welche Verteilungen
diese Merkmale haben.
Typische Verteilungen mit 100 Werten zwischen den kleinsten und den großten Merkmals-
auspragungen haben wir in den beiden Abb. 4.8 und 4.9 dargestellt. Zur Bestimmung der
moglichen Wahrscheinlichkeitsverteilung haben wir sie mit den Beispielfunktionen aus (Pa-
poulis & Pillai, 2002) verglichen. Alle anderen Merkmale, deren Wahrscheinlichkeitsvertei-
lungen wir hier nicht dargestellt haben, zeigen große Ahnlichkeiten zu den hier aufgefuhrten
Fallen.
Abb. 4.8 (a) zeigt die Verteilung der Anzahl der Komponenten, dessen großter Wert 114
ist. Uber 95% der Regionen bestehen aus nur einer Komponente, so dass das Histogramm aus
lediglich einem Balken zu bestehen scheint. Dieses Merkmal wurden wir durch eine Poisson-
Verteilung modellieren. Abb. 4.8 (b) stellt die Hohe der Bounding Box einer Region dar, wir
wurden es durch eine Exponentialverteilung charakterisieren. Das Merkmal bei (c) stellt das
Verhaltnis der Flachen zwischen Region und Bounding Box dar, das wir durch eine Gauß-
Verteilung modellieren konnten. Die beiden Merkmale in Abb. 4.8 (d) und (e) geben die
Position des Schwerpunkts der Bounding Box im Verhaltnis zu den Seitenlangen des Bildes
wieder. Teil (d) zeigt die Hohenposition, (e) die Breitenposition. Wahrend die Breite nahezu
gleichverteilt ist, kann man die Verteilung des Hohenmerkmals gut mit der speziellen Aufnah-
mekonfiguration von Fassadenbildern begrunden. Die Bilder zeigen in unteren Bildbereichen
meistens geteerte Straßen und am oberen Bildrand Himmel. Dort werden durch die Homo-
genitat der Objekte weniger Regionen segmentiert als in der Bildmitte, wo sich heterogene
Fassaden und umrandende Vegetation befinden. Wir schlagen vor, die Hohenposition durch
eine χ2-Verteilung zu reprasentieren. Das Merkmal aus Abb. 4.8 (f) zeigt eine der Ausga-
ben durch die Texturfilter, von denen 15 sehr ahnlich aussehen und durch Gauß-Verteilungen
modelliert werden konnen.
In Abb. 4.9 zeigen wir die Wahrscheinlichkeitsverteilungen von zwolf weiteren Merkma-
len. Fur die Modellierung der Verteilungen dieser Merkmale schlagen wir folgende vor: β-
Verteilungen fur (g), (i) und (k), eine Mischung aus β- und Gauß-Verteilung fur (j), χ2-
Verteilung fur (a), eine Mischung aus χ2- und Gauß-Verteilung fur (f), eine Exponentialver-
teilung fur (c) und (e), eine Mischung aus Expontial- und Gauß-Verteilung fur (h) sowie eine
Gauß-Verteilung fur die beiden Merkmale (d) und (l). Eine Verteilung fur Merkmal aus (b)
wurden wir durch eine Mischverteilung aus mehreren Gauß-Verteilungen bestimmen.
Quantitative Analyse
Zur quantitativen Analyse bzgl. der Unterscheidbarkeit der Klassen auf Grund der von uns
extrahierten Merkmale bestimmen wir die Hellinger-Distanzen zwischen den klassenspezifi-
schen Verteilungen. Eine Formulierung der Hellinger-Distanz Hd bzgl. des Merkmals fd fur
zwei diskrete Verteilungen P (fd | ωk) und P (fd | ωk′) entnehmen wir (Ngom & Emilion,
2008):
Hd(P (fd | ωk), P (fd | ωk′)) = 1
2
∑(√
P (fd | ωk)−
√
P (fd | ωk′)
)2
, (4.2)
wobei die Summe uber die von uns berechneten 100 Intervalle der Verteilungen lauft. Wir ha-
ben die Hellinger-Distanz durch den zusatzlichen Faktor normiert, so dass die großtmogliche
Distanz Hd = 1 ist, wenn die Eingabegroßen Wahrscheinlichkeitsverteilungen sind. Diese
großtmogliche Distanz Hd = 1 bedeutet: Die beiden Verteilungen sind perfekt trennbar, d. h.
ein Maximum-Likelihood-Klassifikator konnte diese beiden Klassen bzgl. dieses Merkmals feh-
lerfrei unterscheiden.
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(a) (b) (c)
(d) (e) (f)
Abbildung 4.8.: Wahrscheinlichkeitsverteilungen ausgewahlter Merkmale: (a) fur die Anzahl
der Komponenten einer Region, (b) fur die Hohe der Bounding Box einer
Region, (c) fur das Verhaltnis der Flachen von Region und Bounding Box,
(d) fur die Hohenposition des Schwerpunkts der Bounding Box bzw. (e) dessen
Breitenposition sowie (f) fur einen Texturfilter.
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(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
Abbildung 4.9.: Wahrscheinlichkeitsverteilungen einiger Merkmale, i. d. R. des Rot-Kanals:
(a) fur den Farb-Mittelwert, (b) fur den Mittelwert des Hue-Werts, (c) fur
die Farb-Streuung, (d) fur den Mittelwert der Differenzen zwischen Re-
gion und Umgebung, (e) fur das Verhaltnis zwischem Maximalwert und
zweithochsten Wert des normalisierten Gradienthistogramm, (f) analog da-
zu fur das Verhaltnis zwischem Maximalwert und dritthochsten Wert, (g)
die Entropie des normalisierten Histogramms sowie (h) fur die Differenz der
Entropien der Histogramme zwischen Region und Umgebung, (i) dem Achsen-
verhaltnis des Vierecks, (j) der Orientierung des Vierecks, (k) das Verhaltnis
zwischen Pixeln der Region und denen des Vierecks sowie (l) des zweiten
Winkel.
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Tabelle 4.1.: Hellinger-Distanzmatrix zwischen sieben Klassen
building car vegetation window build. mixt. background
others 0.238 0.183 0.181 0.403 0.382 0.154
building 0.532 0.158 0.056 0.045 0.381
car 0.357 0.664 0.675 0.135
vegetation 0.177 0.182 0.254
window 0.041 0.505
build. mixt. 0.504
Wir sind an der besten Unterscheidung zwischen zwei Klassen interessiert, daher definieren
wir die Hellinger-Distanzmatrix H unter Berucksichtigung zweier Klassen ωk und ωk′ durch
die großtmogliche merkmalsspezifische Hellinger-Distanz:
H(k, k′) = max
d
Hd(P (fd | ωk), P (fd | ωk′)). (4.3)
Fur k = k′ ergibt sich wegen der Definition der Distanz H(k, k) = 0, die anderen Distanzen
H(k, k′) stellen wir in Tab. 4.1 zusammen. Besonders hohe Hellinger-Distanzwerte konnen wir
zwischen den Verteilungen der Klassen Gebaude und Auto, zwischen Auto und Fenster, zwi-
schen Auto und Gebaudeteil-Mixturen sowie zwischen Fenster und Hintergrund und zwischen
Gebaudeteil-Mixturen und Hintergrund feststellen, denn in diesen Fallen hat die Hellinger-
Distanzmatrix Werte von 0.5 oder großer. Schwierig konnte die Klassifikation zwischen den
Klassen Gebaude und Fenster, Gebaude und Gebaudeteil-Mixtur sowie zwischen Fenster und
Gebaudeteil-Mixtur werden, da hier die Hellinger-Distanzmatrix deutlich kleinere Werte als
0.1 hat.
Die vergleichsweise hohen Distanzen zur Trennung von Autos von anderen Klassen, liegt an
der Auspragung von Merkmal f10, der Hohe des Mittelpunkts der Bounding Box einer Region.
Entsprechende Verteilungen hatten wir in Abb. 4.1 gezeigt. Dort erkennt man, dass die Auto-
Regionen nur kleine Werte annehmen, sich demnach in den Bildern eher im unteren Bereich
befinden. Ab der Bildmitte gibt es im Prinzip keine Autos mehr in Bildern, also werden hier
besonders hohe Differenzen bei der Bestimmung der Hellinger-Distanzen erzeugt, vgl. Gl. 4.2.
Die sehr niedrigen Hellinger-Distanzwerte fur den Vergleich der klassenspezifischen Vertei-
lungen fur die Klassen Gebaude, Gebaudeteil-Mixtur und Fenster ist nicht uberraschend. Die
Annotationen von Instanzen dieser Klassen uberlappen sich stark, somit ist auch eine schlechte
Trennbarkeit fur diese Klassen zu erwarten. Bei Inspektion der Distanz fur die beiden Klassen
Gebaude und Vegetation uberrascht uns der kleine Wert ein wenig, der mit 0.158 nicht sehr
hoch ist. Dabei ist auch dieser Wert verstandlich: Wir betrachten den Datensatz terra-1 mit
den perspektivisch verzerrten Bildern. Durch die Verzerrungen konnten die gradienten- und
texturbasierten Merkmale nicht sehr aussagekraftig sein. Vegetation ist meistens grun, d. h.
die Regionen weisen hohe Intensitatswerte im grunen Kanal aus. Da viele Fassaden zudem
hellgrau bis weiß angestrichen sind, konnen auch Gebaude-Regionen hohe Intensitatswerte im
grunen Kanal haben. Eine Unterscheidung ist daher nur durch Kombination der Merkmale
moglich.
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4.2. Modellierung der Klassifikation
Im folgenden Abschnitt beschreiben wir unseren Versuchsaufbau fur die Klassifikation der
segmentierten Bildregionen. Wir fuhren dazu eine Kreuzvalidierung durch, bei der wir jede
Region jedes Bildes genau einmal zum Testen verwenden. Fur die Beurteilung des Klassifi-
kationserfolgs unseres selbst entwickelten Klassifikationsverfahrens, den Alternierenden Ent-
scheidungsbaumen mit K Klassen, verwenden wir maßstabsabhangige Projektionen in den
LDA-Unterraum und eine MAP-Klassifikation mittels Gaußscher Mischverteilungen.
4.2.1. Durchfuhrung der Klassifikation
Wir haben Regionen in diversen Maßstabsebenen segmentiert. In den oberen Maßstabsebenen
zeigt eine Region oft eine komplette Fassade oder eine vollstandige Baumkrone, wahrend in
den unteren Maßstabsebenen viele kleine Regionen vorkommen, die Ornamente an der Fassade
oder eine Gruppe von Blattern eines Baumes darstellen. Daher teilen wir die Menge unserer
Trainingsdaten in verschiedene Teilmengen auf und fuhren die Klassifikation maßstabsabhan-
gig durch. Dazu bestimmen wir fur jede stabile Region Sm die nachstgelegene Maßstabsebene,
die einer Oktavstufe der Bildpyramide entspricht. Da wir unsere Wasserscheidenregionen in
41 Maßstabsebenen segmentieren, erhalten wir so eine Auswahl von funf Maßstaben fur die
Klassifikation.
Die maßstabsspezifischen Verteilungen von vier ausgewahlten Merkmalen zeigen wir in
Abb. 4.10. V. l. n. r. zeigen wir die Verteilungen fur die Hohe des Mittelpunkts der Bounding
Box im Bild (Merkmal 10), die Differenz zwischen dem mittleren Blau-Wert der Region und
ihrer Umgebung (Merkmal 21), die Differenz zwischen dem maximalen Wert des normalisier-
ten Gradientenhistogramms und dem drittgroßten Wert (Merkmal 27) sowie die Orientierung
der Hauptachse des generalisierten Vierecks (Merkmal 44). Dabei haben wir die Verteilungen
um so dunkler dargestellt, je hoher die Referenzebene im Maßstabsraum liegt. Wir erkennen
in der Abbildung von Merkmal 10, dass die Regionen kleineren Maßstabs nahezu gleichverteilt
bzgl. der Hohe im Bild liegen, die Merkmalsauspragungen in hoheren Maßstabsebenen aber
starker oszillieren. Bei Merkmal 21 sind die Verteilungen niedriger Maßstabsebenen normal-
verteilt mit geringer Streuung, die bei hoheren Maßstabsebenen deutlich großer ist. In der
hochsten der funf Maßstabsebenen wurden wir die Verteilung sogar als Mischverteilung von
zwei Gaußverteilungen modellieren. Ebenso konnen wir auch deutliche Unterschiede bei den
Verteilungen der anderen beiden Merkmale feststellen.
Die Klassifikationsergebnisse evaluieren wir durch eine Kreuzvalidierung. Dazu teilen die
Menge der Bilder in funf gleichgroße Teilmengen, und in jedem Test verwenden wir die Re-
gionen aus Bildern von vier Teilmengen zum Lernen des Klassifikators sowie die Regionen aus
Bildern der ubrigen Menge zum Testen. So stellen wir sicher, dass wir jede Region jedes Bil-
des genau einmal zum Testen verwenden. Da in den unteren Maßstabsebenen mehr Regionen
segmentiert werden als in den oberen, variieren auch die Großen unserer Datensatze. Bei den
Versuchen auf dem Benchmarkdatensatz, terra-1, haben wir Trainingsdaten von ca. 30 000
bis zu wenigen tausend Regionen pro Versuch.
In unseren ersten Experimenten haben wir mit allen K verschiedenen Klassen operiert,
d. h. wir arbeiteten mit elf Klassen im ersten Datensatz terra-1, mit 38 Klassen im zwei-
ten Datensatz terra-2 sowie je 18 Klassen in den beiden anderen Datensatzen terra-3 und
aerial. Neben der hohen Zahl von Klassen kommt auch eine extrem ungleiche Haufigkeit der
Klassen vor. So haben fast 32% der segmentieren Regionen auf Bildern der Benchmarkdaten
aus terra-1 das Klassenlabel building, aber nur etwas mehr als 1% das Klassenlabel sky.
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P (f10 | σ) P (f21 | σ) P (f27 | σ) P (f44 | σ)
f10 f21 f27 f44
Abbildung 4.10.: In den Abbildungen zeigen wir die maßstabsspezifischen Verteilungen aus-
gewahlter Merkmale. Die Verteilung eines Merkmals von Regionen aus Refe-
renzebene 2 ist als durchgezogene Linie dargestellt, die aus Referenzebene 3
ist als gestrichelte Linie, die aus Referenzebene 4 ist als Strich-Punkt-Linie
und die aus Referenzebene 5 ist als gepunktete Linie. Das Merkmal f10 stellt
die Hohe des Mittelpunkts der Bounding Box im Bild dar, Merkmal f21 die
Differenz zwischen dem mittleren Blau-Wert der Region und ihrer Umge-
bung. Des Weiteren zeigen wir mit Merkmal f27 die Differenz zwischen dem
maximalen Wert des normalisierten Gradientenhistogramms und dem dritt-
großten und mit Merkmal f44 die Orientierung der Hauptachse des genera-
lisierten Vierecks.
Die relativen Haufigkeiten aller Klassen von terra-1 haben wir nach Bestimmung des bes-
ten Klassenlabels x˜m von allen 131 060 segmentierten Regionen bestimmt und fuhren sie in
Tab. 4.2 auf.
Wir haben die Erfahrung gemacht, dass bei einer solchen Ungleichverteilung zwischen
den Klassen starke Fehlklassifikationen auftreten, die vor allem die kaum vorkommenden
Klassen betreffen. Selbst wenn wir eine ML-Klassifikation durchfuhren, bei der die A-priori-
Wahrscheinlichkeiten fur das Auftreten einer Klasse unberucksichtigt bleiben, haben wir die-
se starken Fehlklassifikationen. Gewichten wir unsere Trainingsdaten so, dass die marginalen
Klassen starkeren Einfluss haben, dann fuhrt das zu starken Fehlklassifikationen bei den haufig
vorkommenden Klassen.
Wir haben aus diesem Grund unsere Klassenzahl reduziert und verschiedene Klassen zusam-
mengelegt. Dafur gibt es zwei Moglichkeiten. Einerseits konnen wir semantisch ahnliche Klasse
zusammenfassen wie z. B. Burgersteig und Fahrbahn zu Straße bzw. Boden oder Fensterschei-
ben zu Fenster zahlen. Klassen wie Himmel oder Auto haben aber keine zu ihnen ahnlichen
Klassen. Andererseits besteht die einfache Moglichkeit, alle Klassen mit einem Auftreten von
unter einem festzulegenden Schwellwert zu einer neuen Klasse others zusammenzulegen. Die-
se neue Klasse ist dann sehr divers, bietet aber die Moglichkeit, eine weitere Klassifikation zur
Bestimmung der ursprunglichen Klasse im Anschluss an die erste Klassifikation durchfuhren
zu konnen. Wir haben uns fur die letzte Variante entschieden, haben nur in wenigen Fallen
noch manuell Klassen semantisch zusammengefugt, wie z. B. Fenster und Fensterscheiben
in Datensatz terra-2. Auf eine weiterfuhrende Klassifikation haben wir allerdings aus Zeit-
grunden verzichtet.
Alle Klassen mit einer relativen Haufigkeit von unter 3% haben wir zu der neuen Klasse
zusammengefasst. Bzgl. des Benchmarkdatensatzes terra-1 fuhrt das zu einer Reduktion von
elf auf sieben Klassen, wobei die ursprunglichen Klassen pavement, road, sky und mixture
die neue Klasse others formen. Sie hat eine A-priori-Wahrscheinlichkeit von 9.12%.
Bei den anderen Datensatzen konnten wir so die Anzahl der Klassen von K = 38 auf K = 8
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Klasse A-priori-Wahrscheinlichkeit
building 31.92%
building-mixture 3.03%
car 3.69%
door 1.09%
mixture 1.44%
pavement 2.76%
road 2.24%
sky 1.60%
vegetation 24.52%
window 23.71%
background 4.00%
Tabelle 4.2.: A-priori-Wahrscheinlichkeiten der Klassen von terra-1
(terra-2), von K = 18 auf K = 8 (terra-3) sowie von K = 18 auf K = 6 (aerial) redu-
zieren. Auffallig bei Datensatz aerial ist zudem, dass die Klasse background eine A-priori-
Wahrscheinlichkeit von 77.25% hat, da sehr viele Bildbereiche wie Straßen und Vegetation
nicht annotiert wurden.
4.2.2. Referenzklassifikation
In jedem Maßstab bestimmen wir mittels Linearer Diskriminanzanalyse (LDA) den Unter-
raum mit Dimension K − 1, in dem unsere K Klassen am besten trennbar sind (Duda et al.,
2001). In diesem LDA-Unterraum bestimmen wir klassenspezifische Wahrscheinlichkeitsver-
teilungen. Eine klassen- und maßstabsspezifische Analyse der Merkmale analog zur Analyse
aller Merkmale in Kap. 4.1 haben wir nicht durchgefuhrt. Stattdessen approximieren wir jede
dieser Verteilungen durch eine Mischverteilung dreier Gauß-Verteilungen im LDA-Unterraum.
Die Mittelwerte dieser Gauß-Verteilungen erhalten wir durch den iterativen 3-Means-Ansatz.
Die Ausgabe einer Wahrscheinlichkeitsverteilung wird anschließend noch mit der A-priori-
Wahrscheinlichkeit fur das Auftreten der Klasse verknupft, um mittels MAP-Klassifikation
bessere Ergebnisse zu erzielen.
Wenn wir einen Merkmalsvektor fm einer stabilen Region Sm klassifizieren, dann projizie-
ren wir ihn zuerst in den entsprechenden LDA-Unterraum und bestimmen dann die K vielen
Wahrscheinlichkeiten fur die Zugehorigkeit zur Klasse k, die wir normieren, um so die Wahr-
scheinlichkeiten P (xkm) zu erhalten, vgl. Kap. 2.1. Das zu evaluierende Klassifikationsergebnis
x̂m ist die Klasse mit der hochsten Wahrscheinlichkeit.
4.2.3. Ergebnisse
Ausfuhrlicher stellen wir die Ergebnisse der Klassifikation der Regionen aus terra-1 vor, die
Ergebnisse der anderen drei Datensatze stellen wir im Anschluss etwas knapper dar.
Tab. 4.3 zeigt die Konfusionstabelle der Klassifikation mit sieben Klassen an, die wir im
Datensatz terra-1 verwenden. Jede Zeile zeigt die tatsachliche Klasse x˜m der Regionen an,
jede Spalte das Klassifikationsergebnis x̂m. Die fetten Eintrage auf der Hauptdiagonalen zeigen
somit die richtigen Klassifikationen an. Die relativen Werte, d. h. wieviel Prozent der Regionen
einer Klasse wurden entsprechend klassifiziert, zeigen wir ebenfalls in Tab. 4.3. Hier kann
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Tabelle 4.3.: Referenzklassifikation des Datensatzes terra-1: Konfusionsmatrix und relati-
ve Erfolge der Klassifikation im LDA-Unterraum mit den K = 7 Klassen fur
Gebaude, Gebaudeteil-Mixturen, Autos, Vegetation, Fenster, Hintergrund und
die eine zusammengelegte Klasse fur den Rest und bei Verwendung von 131 060
Regionen. Die fett geschriebenen Werte zeigen die Detektionsraten der jeweili-
gen Klassen an. Jede Zeile zeigt die tatsachliche Klasse x˜m der Regionen an, jede
Spalte das Klassifikationsergebnis x̂m.
Klasse others build. build.-mix car veget. window backg.
others 2 571 3 315 42 688 2 636 2 275 422
21.5% 27.7% 0.4% 5.8% 22.1% 19.0% 3.5%
building 1 589 20 396 176 471 7 179 11 714 303
3.8% 48.8% 0.4% 1.1% 17.2% 28.0% 0.7%
building-mix 53 1 658 61 38 440 1 701 20
1.3% 41.8% 1.5% 1.0% 11.1% 42.8% 0.5%
car 440 630 4 1 154 1 521 719 368
9.1% 13.0% 0.1% 23.9% 31.4% 14.9% 7.6%
vegetation 478 3 022 22 458 24 379 3 321 452
1.5% 9.4% 0.1% 1.4% 75.9% 10.3% 1.4%
window 409 7 822 112 349 3 781 18 426 174
1.3% 25.1% 0.4% 1.1% 12.2% 59.3% 0.6%
background 299 740 2 527 2 588 767 348
5.7% 14.0% 0.0% 10.0% 49.1% 14.6% 6.6%
man gut erkennen, dass ungefahr drei Viertel aller Vegetationsregionen, drei Funftel aller
Fensterregionen und fast die Halfte aller Gebauderegionen korrekt klassifiziert werden. Auf
diesem Datensatz erzielen wir eine gesamte Erfolgrate fur die Klassifikation im LDA-Raum
von 51.4%.
Bei den anderen drei Datensatzen ahneln sich die Ergebnisse stark. Der Klassifikationser-
folg bei Datensatz terra-2 liegt bei nur 33.9% und fallt damit am schlechtesten aus. Beim
Datensatz terra-3 erzielen wir einen Klassifikationserfolg von 44.5% mit acht Klassen, und
beim Luftbild-Datensatz haben wir einen Klassifikationserfolg von 48.1% mit sechs Klassen.
4.3. Alternierende Entscheidungsbaume fur die Klassifikation
mit mehreren Klassen
Im Folgenden stellen wir nun unser entwickeltes Klassifikationsverfahren vor: die Alternie-
renden Entscheidungsbaume (ADTboost) fur die Klassifikation von Daten, die zu K ver-
schiedenen Klassen gehoren. Es gibt vor allem zwei Grunde fur die Entwicklung des neuen
Klassifikators. Erstens: Es gibt zwar sehr erfolgreiche andere Klassifkatoren wie Nachste Nach-
barn (kNN), Support Vektor Maschinen (SVM) oder Random Forests (RF), aber sie haben
dafur andere Nachteile, die zu einem Verzicht auf diese Methoden fuhren. Zweitens konnen
wir das erfolgreiche Verfahren Adaboost durch eine hierarchische Anordnung der einfachen
Klassifikatoren weiter verbessern.
Die beiden gravierenden Nachteile von kNN sind das hohe Speicheraufkommen sowie dessen
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Ineffizienz, da es alle Trainingsdaten abspeichert und die Testdaten mit allen diesen Trainings-
daten vergleicht, um die nachstgelegenen Nachbarn zu finden. Selbst bei Verwendung einer
effektiven Datenverwaltung ist dieses Klassifikationsverfahren zu langsam. SVMs scheiden nur
aus, weil das Training des Klassifikators mit vielen stark uberlappenden Klassen sehr langwie-
rig ist. Fur RFs haben wir zu wenige Trainingsdaten. Bei der Klassifikation auf Fassadenbildern
verwenden z. B. Teboul et al. (2010) RFs aus mehreren Baumen mit Tiefe 18. Vollstandige
Baume mit Tiefe 18 haben 217 = 131 072 Blatter. Wir haben im Datensatz terra-1 insge-
samt soviele Regionen, so dass wir bei dieser Tiefe keine aussagefahigen Verteilungen herleiten
konnen. Kleinere Baumtiefen erzielen wiederum schlechtere Klassifikationserfolge.
Wie bereits in Kap. 2.3 geschildert, verknupft ADTboost die Starken von Adaboost mit
den Starken von Entscheidungsbaumen. Bei Adaboost werden viele einfache Klassifikatoren
κt zu einem starken Klassifikator κ zusammensetzt. Der Erfolg von Adaboost wird noch
großer, wenn man sehr effektive Klassifikatoren als einfache Klassifikatoren verwendet, dafur
steigen die zeitlichen Kosten fur das Training. Werden stattdessen die einfachen Klassifikatoren
hierarchisch angeordnet, dann kann die Effektivitat des zusammengesetzten Klassifikators
verbessert werden, ohne dass dabei die zeitlichen Kosten fur das Training explodieren.
Bevor wir den Mehrklassen-ADTboost herleiten, stellen wir kurz die Version mit zwei Klas-
sen von Freund & Mason (1999) vor. Anschließend interpretieren wir die eingefuhrten Varia-
blen und erlautern unsere Vorgehensweise zur Verallgemeinerung des ADTboost-Algorithmus.
4.3.1. ADTboost-Algorithmus
Freund & Mason (1999) haben Alternierende Entscheidungsbaume als binare Klassifikations-
methode entwickelt, um das Problem des Overfittings herkommlicher Entscheidungsbaume
durch die Boosting-Formulierung zu reduzieren. In einfachen Entscheidungsbaumen werden
in jedem inneren Knoten Entscheidungen getroffen, dabei entstandene Fehler konnen spater
nicht mehr behoben werden. Die Alternierenden Entscheidungsbaume enthalten zwar auch
solche Entscheidungen, allerdings werden die Daten i. d. R. durch verschiedene sich nicht
gegenseitig ausschließende Entscheidungsmoglichkeiten separiert, wobei kleinere Fehler kom-
pensiert werden konnen.
Einige technische Details des Algorithmus sind in (Freund & Mason, 1999) fehlerhaft und
wurden in (De Comite et al., 2001) korrigiert. Das Verfahren hat folgende Eingabewerte:
die Anzahl der durchzufuhrenden Iterationen T und M Datenpaare, bestehend aus einem
D-dimensionalen Merkmalsvektor fm und einem Klassenlabel x˜m. Der zusammengesetzte
Klassifikator κ wird vom Algorithmus ausgegeben. Dieser besteht aus T einfachen Klassifi-
katoren κt und deren Gewichte αt
+ und αt
−. An die einfachen Klassifikatoren wird nur eine
Bedingung geknupft: Sie mussen besser klassifizieren als der Zufall. Wird kein solcher einfacher
Klassifikator gefunden, dann wird die Suche nach weiteren einfachen Klassifikatoren beendet
und die bisher zusammengestellte ADT-Baumstruktur ausgegeben. Diese hierarchische Struk-
tur der einfachen Klassifikatoren formulieren wir durch die Vorbedingungen aus der Liste P,
die indirekt mit den einfachen Klassifikatoren κt verbunden ist. In der ursprunglichen Fassung
von ADTboost gibt ein einfacher Klassifikator κt entweder eins der beiden Klassenlabel +1
bzw. −1 aus oder 0, wenn die Daten die Vorbedingung nicht erfullen.
Im kombinierten Klassifikator κ gehen die Ergebnisse der einzelnen Klassifikatoren κt ge-
wichtet ein, die entsprechenden Gewichte αt spiegeln dabei den Erfolg der einzelnen Klassifi-
katoren wider. Freund & Mason (1999) haben die einfachen Klassifikatoren als Vergleich mit
einem Schwellwert modelliert, d. h. der Merkmalsraum wird in B = 2 Bereiche unterteilt, und
den beiden Bereichen wird je eine der beiden Klassen +1 und −1 zugeordnet. Die Klassifika-
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Algorithm 4.1 Konzept des ADTboost-Algorithmus fur zwei Klassen.
1: function ADTboost-2(T , (fm, x˜m)
M
1 )
2: . T : Anzahl der Iterationen
3: . (fm, x˜m): M Datenpaare mit x˜m ∈ {−1,+1}
4: . Ausgabe des zusammengesetzten Klassifikators κ = (κt, αt
+, αt
−)t=1,...,T
5: Initialisiere Liste der Vorbedingungen P
6: Initialisiere Gewichte der Daten wm1 =
1
M
7: . gleiche Gewichtung der Daten zu Beginn
8: Bestimme α0
9: for t = 1, . . . , T do
10: Bestimme besten einfachen Klassifikator κt : f 7→ {−1, 0,+1}
11: . Auswahl unter Berucksichtigung von P und wmt
12: if Fehlerrate  ≥ 0.5 then
13: . Einfacher Klassifikator ist nicht besser als Zufall.
14: . Ende von ADTboost.
15: return κ.
16: end if
17: . Einfacher Klassifikator wird akzeptiert.
18: Bestimme αt
+ fur Klasse +1
19: Bestimme αt
− fur Klasse −1
20: Aktualisiere die Liste der Vorbedingungen P
21: Bestimme neue Gewichtsverteilung wmt+1
22: end for
23: return κ.
24: end function
tion bewerten Freund & Mason (1999) in den beiden Bereichen getrennt: αt
+ gewichtet die
Klassifikation von κt in Bezug auf den Bereich, in dem alle Daten zur Klasse +1 zugehorig
klassifiziert werden, analog αt
− im anderen Bereich bzgl. der Klasse −1. Das zusatzliche Ge-
wicht α0, das Freund & Mason (1999) zu Beginn des Algorithmus bestimmen, hangt von den
vorhandenen Haufigkeiten der Klassen ab. Dabei gibt das Vorzeichen von α0 Auskunft uber
die Klassenpraferenz, d. h. das Vorzeichen des Gewichts bekundet, welche der beiden Klassen
+1 und −1 uberwiegt, und der Betrag von α0 druckt die Starke dieser Klassenpraferenz aus.
Daher interpretieren wir dieses Gewicht als a-priori-Klassifikation.
Die Formulierung des Algorithmus fur ADTboost mit zwei Klassen in Alg. 4.1 haben wir
relativ allgemein gehalten, so dass nur wenige Anderungen notwendig sind, um ein Konzept
fur die Mehrklassen-Klassifikation zu erhalten. In der Formulierung mussen wir nur drei Dinge
verandern.
1. Ein einfacher Klassifikator unterscheidet nun K Klassen, die wir mit 1, 2, . . . ,K durch-
nummerieren.
2. Die a-priori-Gewichtung α0 werden wir als einen K-dimensionalen Vektor definieren.
Die Elemente von α0 werden alle positiv sein und es gilt: Je großer das k-te Element im
Verhaltnis zu den anderen Elementen des Vektors ist, umso großer ist die Wahrschein-
lichkeit fur das Auftreten der k-ten Klasse.
3. Die einfachen Klassifikatoren mussen angepasst werden. Dazu fuhren wir noch einen
weiteren Parameter B ein, der die Anzahl der Bereiche angibt, in die ein einfacher
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Klassifikator den Merkmalsraum durch seine Entscheidungen zerlegt. Um die Daten in
B disjunkte Bereiche fur K Klassen einzuteilen, sind mindestens B ≥ dlog2Ke viele
binaren Entscheidungen notwendig. Wenn wir jeden der B Bereiche individuell bewer-
ten wollen, dann stellt αt nun einen B-dimensionalen Vektor von Gewichten dar. Bei
der Kombination der einfachen Klassifikatoren zum starken Klassifikator κ werden die
positiven Gewichte entsprechend der Ausgabe der einfachen Klassifikatoren kumuliert.
Diese Schritte fur die Verallgemeinerung von ADTboost wurden bereits von Zhu et al. (2006)
fur einen K-Adaboost-Klassifikator vorgeschlagen und finden sich im Ansatz auch in (Viola
& Jones, 2001a) wieder, wo die beiden Klassen durch 0 und 1 benannt werden. Den entspre-
chenden Algorithmus des Mehrklassen-ADTboost beschreiben wir in Alg. 4.2.
Algorithm 4.2 Konzept des ADTboost-Algorithmus fur K Klassen.
1: function ADTboost(T ,B, (fm, x˜m)
M
1 )
2: . T : Anzahl der Iterationen
3: . B: Anzahl der Bereiche
4: . (fm, x˜m): M Datenpaare mit x˜m ∈ {1, . . . ,K}
5: . Ausgabe des zusammengesetzten Klassifikators κ = (α0, (κt,αt)t=1,...,T )
6: Initialisiere Liste der Vorbedingungen P
7: Initialisiere Gewichte der Daten wm1 =
1
M
8: . gleiche Gewichtung der Daten zu Beginn
9: Bestimme α0
10: for t = 1, . . . , T do
11: Bestimme besten einfachen Klassifikator κt : f 7→ {0, 1, . . . ,K}
12: . Auswahl unter Berucksichtigung von P und wmt
13: if Fehlerrate  ≥ K−1K then
14: . Einfacher Klassifikator ist nicht besser als Zufall.
15: . Ende von ADTboost.
16: return κ.
17: end if
18: . Einfacher Klassifikator wird akzeptiert.
19: Bestimme αt
20: Aktualisiere die Liste der Vorbedingungen P
21: Bestimme neues Gewicht der Daten wmt+1
22: end for
23: return κ.
24: end function
Unseren Mehrklassen-Algorithmus in Alg. 4.2 haben wir direkt aus dem Zweiklassen-Algo-
rithmus hergeleitet. Bei der Realisierung der einzelnen Schritte werden aber erst die kompli-
zierten Details von ADTboost sichtbar. Die ADTboost-Formeln von Freund & Mason (1999)
basieren auf den optimierten Formeln von Adaboost, die Schapire & Singer (1999) bewiesen
haben. Bei der Erweiterung von ADTboost auf die Klassifikation von K Klassen haben wir
versucht, diese originalen Formeln von Schapire & Singer (1999) und Freund & Mason (1999)
weitestgehend beizubehalten und so zu verallgemeinern, dass wir fur B = 2 und K = 2 die
alten Formeln aus (Freund & Mason, 1999) bzw. (De Comite et al., 2001) wiedererkennen
konnen.
Einen Alternierenden Entscheidungsbaum bestehend aus vier einfachen Klassifikatoren zei-
gen wir in Abb. 4.11. Wir haben ihn fiktiv erstellt, da er nur zur Visualisierung der Kom-
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Abbildung 4.11.: Alternierender Entscheidungsbaum mit vier einfachen Klassifikatoren. Die
langlichen rechteckigen Knoten reprasentieren die verschiedenen Klassifika-
toren κt. Sie unterteilen (mittels vier Entscheidungen) den Merkmalsbereich
in funf Bereiche, die wir durch funf Rechtecke kennzeichen. In jedem die-
ser Bereiche wird das Vorkommen der Klassen untersucht, die wir durch
die senkrechten Balken in den Rechtecken visualisieren. Die Farbe gibt da-
bei die Klasse an, die Hohe eines Balkens korrelliert mit der Haufigkeit des
Auftretens der entsprechenden Klasse. Zu jedem Bereich gehort ein Gewicht
αt, die durch die Ellipsen dargestellt werden. Da dieses Gewicht bei der
Klassifikation fur die starkste Klasse votiert, haben wir die Farbe der El-
lipsen entsprechend der Farbe des hochsten Balkens im Rechteck daruber
gewahlt. Der durch eine Ellipse reprasentierte Wurzelknoten stellt die a-
priori-Gewichtung α0 dar.
ponenten dient. Einen realen Alternierenden Entscheidungsbaum geben wir spater bei der
Demonstration des Verfahrens an. Freund & Mason (1999) haben die Klassifikationsmethode
Alternierenden Entscheidungsbaum (ADT) genannt, weil sie einen Baum darstellt, bei dem
jeder Pfad vom Wurzelknoten zu den Blattern abwechselnd rechteckige und elliptische Kno-
ten passiert. Wir haben bei der Visualisierung dieser Klassifikationsmethode die Formen der
Knoten ubernommen.
4.3.2. Design der einfachen Klassifikatoren
In diesem Abschnitt stellen wir unsere einfachen Klassifikatoren κt vor, die in jeder Iteration
t von ADTboost aus mehreren zur Verfugung stehenden Klassifikationskandidaten hh aus-
gewahlt und in den bestehenden Alternierenden Entscheidungsbaum eingefugt werden. Dabei
gehen wir noch nicht auf die Vorbedingungen ein, mit denen wir die Hierarchie der einfachen
Klassifikatoren konstruieren.
Fur die einfachen Klassifikatoren gibt es nach (Schapire & Singer, 1999) nur eine zu erfullen-
de Anforderung: Sie mussen besser klassifizieren als der Zufall. D. h. im Fall von zwei Klassen,
dass die Fehlerrate eines einfachen Klassifikators  kleiner als 0.5 sein muss, bei K Klassen
unter K−1K . Andere Bedingungen muss ein einfacher Klassifikator nicht erfullen. Folglich wur-
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den schon die verschiedensten Klassifikationsverfahren als einfache Klassifikatoren eingesetzt.
Viola & Jones (2001a) verwenden bei ihrer Gesichtdetektion Kaskaden von Schwellwertver-
gleichen, die somit nicht balancierte Entscheidungsbaume darstellen. Entscheidungsbaume
werden auch von Eibl & Pfeiffer (2005) als einfache Klassifikatoren vorgeschlagen. Weitere
schwache Klassifikatoren konnen aber auch komplexere Klassifikationsverfahren wie Random
Forests (RF) oder Support-Vektor-Maschinen (SVM) sein.
Wir haben eingangs unsere Grunde dargestellt, warum wir diese Verfahren nicht als generelle
Klassifikatoren verwenden wollen. Fur die RFs haben wir zu wenige Trainingsdaten, um RFs
mit einer genugend großen Tiefe erzeugen zu konnen. Die SVMs scheiden wegen der hohen
Laufzeit beim Training aus. Dazu verweisen wir auf ein Experiment von Ratsch et al. (2001),
indem insgesamt 13 Datensatze klassifiziert wurden. Nach Angaben der Autoren mussten
dazu ca. drei Millionen RBF-Netze und uber 100 000 Teilprogramme berechnet werden. Unter
Verwendung von 30 parallelverarbeitenden, leistungsstarken Computern trainieren Ratsch
et al. (2001) ihre Klassifikatoren mehrere Tage lang, auf einem einzelnen Computer haben
sie das Training mit einer Laufzeit von zwei Jahren abgeschatzt. In neueren Arbeiten geben
(Ratsch & Warmuth, 2005) oder (Warmuth et al., 2008) keine Details uber die tatsachliche
Laufzeit ihrer Verfahren an. Da heutige Rechner sehr viel leistungsfahiger sind als die von
2001, gehen wir auch von einer Beschleunigung des Lernens aus. Aber auch eine Laufzeit von
nur mehreren Monaten ist fur uns nicht akzeptabel.
Um effiziente, effektive und robuste Klassifikatoren κt zu verwenden, haben wir uns fur
Entscheidungsbaume entschieden, mit denen wir den Merkmalsraum unserer Daten in B Be-
reiche mit B ≥ K einteilen. Im Gegensatz zu den Baumen von Eibl & Pfeiffer (2005) oder
Shotton et al. (2008) verwenden wir lediglich ein Merkmal mit Index d bei deren Konstrukti-
on. Diese strikte Wahl haben wir bereits in Kap. 2.3 mit der hohen Komplexitat begrundet.
Außerdem konnen wir so auch den Einfluss von Merkmalen auf die Klassifikation belegen, vgl.
dazu (Drauschke & Forstner, 2008). Um auch bei Verwendung des einen Merkmals moglichst
aussagekraftige Entscheidungen zu finden, haben wir die Evaluation von Schwellwerten von
Shotton et al. (2008) integriert. Sie wahlen alle binaren Entscheidungen des Baumes derart,
dass der erwartete Gewinn an Information uber die Verteilung der Klassen mit jeder Ent-
scheidung maximiert wird (Lepetit et al., 2005).
Shotton et al. (2008) konstruieren einen randomisierten binaren Entscheidungsbaum, d. h.
sie wahlen fur jede Entscheidung einige Merkmale und einige Schwellwerte zufallig aus und
bestimmen dann die bestmogliche Entscheidung. Dabei werden diese Schwellwertkandidaten
zufallig aus einer Gleichverteilung im Wertebereich des Merkmals gezogen. In unserem Fall
haben wir viele normal- oder exponentialverteilte Merkmale, wo die zufallsbasierte Schwell-
wertsuche unter der Annahme von gleichverteilten Daten nicht zutrifft. Bevor wir nun den Zu-
fallsgenerator manipulieren, haben wir uns fur eine deterministische Vorgehensweise entschie-
den. Diese hat noch einen weiteren Vorteil: Wir konnen jede Entscheidiung erklaren und daher
auch uberprufen. Dazu bestimmen wir fur jedes Merkmal 3(B − 1) viele mogliche Schwell-
werte, die wir bzgl. des Informationsgewinns evaluieren. Diese Kandidaten erhalten wir durch
gleichverteilte Anordnung der Schwellwerte in der sortierten Liste der Merkmalsauspragungen.
Dabei sortieren wir nicht alle Trainingsdaten, sondern bestimmen die entsprechenden Werte
mit dem effizienten Suchalgorithmus von Hoare (1971). Die rekursive Schwellwertbestimmung
endet, sobald wir die B − 1 besten Schwellwerte gewahlt haben. Da wir nur ein Merkmal
nutzen, konnen diese Schwellwerte als Liste angeordnet werden, so dass der Merkmalsraum in
B Intervalle eingeteilt wird. Die einzelnen Intervalle, unsere Bereiche, bezeichnen wir mit bb.
Die Gewichtung der Daten beziehen wir bei der Bestimmung der Intervallgrenzen der B
Bereiche nicht mit ein. Das hat den Vorteil, dass sich die Schwellwerte nicht andern, wenn
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die Gewichte der Daten wmt von Iteration zu Iteration kleiner oder großer werden. Das spart
Rechenzeit bei der Auswahl des besten einfachen Klassifikators in jeder Iteration. Die Ge-
wichte der Daten berucksichtigen wir aber bei der Klassifikation. Dazu bestimmen wir die
klassenspezifischen Summen der Gewichte
Wk(b) =
∑
wmt mit x˜m = ωk und fd ∈ bb, (4.4)
die wir als Likelihood-Werte interpretieren.
Die Klassifikation von neuen Daten feat funktioniert nun wie folgt: Zuerst schranken wir
den Merkmalsraum auf das Merkmal fd ein. Dann bestimmen wir durch Vergleich mit den
Intervallgrenzen den Bereich bb, in dem das Merkmal klassifiziert wird. Innerhalb des Bereichs
kennen wir die Klasse mit dem hochsten Likelihood-Wert, die wir als Klassifikationsergebnis
ausgeben. Dazu verwenden wir den Term κt
b mit
wb = arg max
k
Wk(b). (4.5)
Bei der Visualierung eines Alternierenden Entscheidungsbaums in Abb. 4.11 zeigen die
rechteckigen Knoten des Baums die einfachen Klassifikatoren κt. Jedes dieser Rechtecke ist
in funf Teile unterteilt, die die funf Bereiche bb darstellen. In jedem dieser Bereiche befinden
sich vier farblich gekennzeichnete Balken, diese stellen die klassenspezifischen Summen der
GewichteWk(b) dar. Die Hohe des langsten Balkens spiegelt den Wert wb wieder, dessen Farbe
wird vom darauf folgenden elliptisch geformten Knoten im Alternierenden Entscheidungsbaum
ubernommen, der das Gewicht der Klassifikation darstellt. Darauf gehen wir im folgenden
Abschnitt naher ein.
4.3.3. Gewichtung der einfachen Klassifikatoren
Wir unterscheiden bei den klassifikationsentscheidenden Gewichten des Alternierenden Ent-
scheidungsbaums zwischen seinem weißen Wurzelknoten und den farbigen Ellipsen weiter
unten im Baum.
Bei den Gewichten α0 handelt es sich um einen Vektor der Lange K, d. h. es gibt fur jede
Klasse ein Gewicht, das Auskunft uber die Haufigkeit der Klasse gibt. Diese Elemente des
Vektors, die Gewichte α0
k, werden vor der ersten Iteration bestimmt, wenn alle Daten gleich
gewichtet werden. Die Gewichte der Daten wm1 sind zu diesem Zeitpunkt gleich groß, d. h. die
Daten werden gleichwertig beurteilt. Wir bestimmen die Gewichte durch
α0
k =
1
2
log
∑
iWi + ε∑
i 6=kWi + ε
, (4.6)
wobei Wk die Summe aller Gewichte der Daten sind, die zur k-ten Klasse gehoren, d. h.
Wk =
∑
wm1 mit x˜m = ωk. (4.7)
Unter der Annahme, dass es sich die zu klassifizierenden Daten auf alle Klassen verteilen, ist
der Bruch in Gl. 4.6 immer großer als 1 und dessen Logarithmus somit immer positiv. Die
Variable ε ist eine kleine Zahl, die lediglich die Division durch 0 bzw. einen Logarithmus von
0 verhindern soll. Wir haben die Gl. 4.6 analog zur Gl. 4.8 konstruiert, so dass alle Gewichte
α0
k und αt
b eine ahnliche Aussagekraft haben.
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Bei den Gewichten αt handelt es sich um einen Vektor der Lange B, d. h. es gibt fur jeden
Bereich bb des Klassifikators ein Gewicht, das Auskunft uber den Erfolg der Klassifikation in
diesem Bereich gibt. Diese Elemente des Vektors, die Gewichte αt
b, berechnen wir durch:
αt
b =
1
2
log
∑
kWk(b) + ε∑
kWk(b)−wb + ε
. (4.8)
Im Dividenden steht die Summe aller Gewichte von Daten, die bei der Klassifikation in den
Bereich bb fallen. Da wir die klassenspezifischen Summen der Gewichte bereits vorliegen haben,
bestimmen wir den Dividend als Summe derWk(b). Im Divisor werden ebenfalls alle Summen
der Gewichte addiert, mit einer Ausnahme: es fehlt die Summe der Gewichte der Klasse, die
der Klassifikator als beste ausgibt (wb). Diese fehlende Summe ist wegen Gl. 4.5 die großte von
allen. Da zudem alle Gewichte und damit auch ihre klassenspezifischen Summen nicht negativ
sind, ist der Quotient definitiv großer als 1. Nach Anwendung des Logarithmus erhalten wir
somit auf jeden Fall einen positiven Wert fur αt
b. Klassifiziert κt im Bereich bb sehr gut, d. h. er
gibt sehr wenige falsche Ergebnisse zuruck, dann ist der Divisor sehr klein und αt
b wird sehr
groß. Daher spiegeln die Gewichte der einfachen Klassifikatoren deren Klassifikationserfolg
wider.
4.3.4. Hierarchie der einfachen Klassifikatoren
In den vergangenen beiden Abschnitten haben wir die Knoten von Alternierenden Entschei-
dungsbaumen vorgestellt, nun gehen wir auf deren hierarchische Anordnung ein. Dazu the-
matisieren wir nun die Liste der Vorbedingungen P. Die Elemente dieser Liste konnen wir als
alle moglichen Pfade vomWurzelknoten zu einem elliptischen Knoten des Baums visualisieren.
Formal enthalt die Liste P Pradikate p, d. h. Funktionen, die ein Merkmal fd auf die beiden
Wahrheitswerte 1 und 0 abbilden. Mit pt bezeichnen wir die Vorbedingung des Klassifikators
κt, und die einfachen Klassifikatoren definieren wir nun mit integrierter Vorbedingung als
κt(m) =
{
k wenn pt(m) = 1 und fd ∈ bb und wb = Wk(b)
0 wenn pt(m) = 0
}
. (4.9)
Initialisiert wird die Liste der Vorbedingungen P mit dem Pradikat p0 = T, das immer 1
ausgibt und somit von allen Daten erfullt wird (Freund & Mason, 1999). Der erste Klassi-
fikator κ1 kann nur an den bereits existierenden Wurzelknoten gehangt werden, d. h. seine
Vorbedingung ist p1 = p0. Durch das Einfugen des Klassifikators in den Alternierenden Ent-
scheidungsbaum nehmen wir B neue Ellipsen in den Baum auf. Deshalb entstehen B neue
Vorbedingungen, die an die Bereiche bb des Klassifikators κt gekoppelt sind, d. h. P wird um
B Elemente erweitert:
P = P ∪
{
pt ∧ pt,b
}
b=1...B
mit pt,b =
{
1 wenn fd ∈ bb
0 sonst
}
. (4.10)
In Abb. 4.11 zeigen wir einen Alternierenden Entscheidungsbaum mit vier einfachen Klassi-
fikatoren, die wir der Einfachheit wegen zeilenweise durchnummerieren. Dann haben die beiden
oberen Klassifikatoren κ1 und κ2 nur die Vorbedingung p1 = p2 = T. Die anderen beiden Klas-
sifikatoren κ3 (unten links) und κ4 (unten rechts) hangen beide von einer Vorauswahl durch κ1
ab. Die Vorbedingung von κ3 und κ4 ist dieselbe, weil beide einfachen Klassifikatoren an die-
selbe Ellipse angehangt wurden. Die Vorbedingung lautet demnach p3 = p4 = T ∧ p1,5 = p1,5.
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4.3.5. Auswahl der einfachen Klassifikatoren
Boosting-Verfahren verfolgen stets eine Greedy-Strategie: In jeder Iteration wird aus der Men-
ge der moglichen Klassifikationskandidaten der Beste ausgewahlt. Die Klassifikationskandida-
ten, die wir hh nennen, unterscheiden sich in unserem ADTboost-Verfahren in der Auswahl
der Vorbedingung, d. h. in der Platzierung im Alternierenden Entscheidungsbaum, und im
ausgewahlten Merkmal. Wir diskutieren die Auswahl der einfachen Klassifikatoren κt bzw. die
Bestimmung des besten Klassifikationskandidaten hh unter der Annahme, wir haben gleich-
gewichtete Daten. Auf die Rolle der Gewichtung gehen wir dann im nachsten Abschnitt ein.
Es hat sich herausgestellt, dass die Verallgemeinerung des Auswahlkriteriums komplizierter
ist als die Verallgemeinerung der anderen Arbeitsschritte. Daher stellen wir zunachst das
Auswahlkriterium nach Freund & Mason (1999) vor, das fur den Fall K = B = 2 sinnvolle
Ergebnisse liefert. Im Anschluss werden wir dieses Kriterium analysieren und daraus unsere
Verallgemeinerung dieses Auswahlkriteriums herleiten.
Das Auswahlkriterium des besten Klassifikationskandidaten bei ADTboost ist eine Erwei-
terung des Adaboost-Auswahlkriteriums von Schapire & Singer (1999). Bei dem zu minimie-
renden Kriterium handelt es sich um die Funktion Z, die von Freund & Mason (1999) durch
Z(h) = 2
∑
b
√
W+(hh)W−(hh)︸ ︷︷ ︸
Zl
+W (¬hh), (4.11)
definiert wurde. Auf den Wurzelterm gehen wir gleich noch genauer ein, daher bezeichnen
wir diesen als linken Term der Gleichung Zl. Der rechte Term, W (¬hh), stellt die Summe
der Gewichte aller Daten dar, die die Vorbedingung von hh nicht erfullen. Im linken Term
erscheinen die beiden Symbole W+ und W−, mit denen die Summe der Gewichte der Daten
bezeichnet wird, die im Bereich bb des Kandidaten hh liegen und zur Klasse +1 bzw. −1
gehoren. Da im Idealfall einer der beiden Bereiche die Klasse +1 zugewiesen bekommt und der
andere Bereich die Klasse −1, interpretieren wir W+ als die Summe der Gewichte der korrekt
klassifizierten Daten und analog W− als die Summe der Gewichte der falsch klassifizierten
Daten in einem Bereich. Damit haben wir bereits den ersten Schritt zur Verallgemeinerung
der Formel vollzogen.
Fur die Analyse dieses Auswahlkriteriums haben wir einige Werte der Z-Funktion bestimmt
und in Tab. 4.4 aufgelistet. Die Werte hangen (a) von der Fehlerrate b des Klassifikationskan-
didaten im Bereich bb und (b) von der Auslesefahigkeit der Vorbedingung des Klassifikations-
kandidaten ab. Der Einfachheit halber nehmen wir gleiche Fehlerraten in allen Bereichen an.
Auf die einzelnen Summanden Zl gehen wir gleich ein. Bei balancierten Entscheidungen kor-
reliert die Auslesekraft der Vorbedingung mit der Tiefe d des Klassifikationskandidaten in der
Hierarchie der Klassifikatoren. Dabei bedeutet d = 1, dass der Klassifikationskandidat direkt
unter dem Wurzelknoten angebracht wird. Aus Tab. 4.4 erfahren wir, dass der beste Klassifi-
kationskandidat derjenige ist, der ohne Fehler klassifiziert und dabei alle Daten berucksichtigt.
Der zweitbeste ist dann der fehlerlose Klassifikationskandidat, der eine Vorbedingung enthalt,
die nur die Halfte der Daten erfullt. Der drittbeste Kandidat hat eine Fehlerrate von b = 0.1,
aber keine einschrankende Vorbedingung, etc.
Als Analyse dieses Auswahlkriteriums fassen wir folgende Eigenschaften von Z zusammen:
1. Der linke Term aus Gl. 4.11 ist eine monoton steigende Funktion in Abhangigkeit von der
Fehlerrate  des Klassifikationskandidaten. Bei einer perfekten Klassikation mit  = 0.0
ist das geometrische Mittel der Gewichte W+W− = 0 und damit der ganze linke Term.
Als supremum fur eine akzeptierbare Fehlerrate gilt der Fehler des Zufallsklassifikator
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Tabelle 4.4.: Funktionswerte von Z berechnet nach Gl. 4.11. Z wurde berechnet fur den Zwei-
klassenfall in Abhangigkeit von der Fehlerrate  des Klassifikationskandidaten
und seiner Tiefe im Baum d unter der Annahme, dass alle Daten gleich gewich-
tet sind und alle Klassifikatoren die Datenmenge in zwei Halften separieren.
b = 0.0 b = 0.1 b = 0.2 b = 0.3 b = 0.4 b = 0.5
d = 1 0.000 0.600 0.800 0.916 0.979 1.000
d = 2 0.500 0.800 0.900 0.958 0.989 1.000
d = 3 0.750 0.900 0.950 0.979 0.994 1.000
d = 4 0.875 0.950 0.975 0.989 0.997 1.000
mit  = 0.5, die zu einem geometrischen Mittel von W+W− = 0.25 pro Bereich fuhrt,
wenn alle Daten klassifiziert werden. Der linke Term hat daher eine Obergrenze von 1.
2. Der rechte Term aus Gl. 4.11 ist nicht negativ und bestraft einen Klassifikationskandida-
ten, wenn nur ein Teil der Daten klassifiziert wird. Der rechte Term hat den Wert 0, wenn
alle Daten bei der Klassifikation berucksichtigt werden. Er nimmt den Wert 0.5 an, wenn
der Klassifikationskandidat einen Klassifikator als Vorbedingung hat, 0.75 bei zweien etc.
Bezeichnen wir mit d die Tiefe des Klassifikationskandidaten hh im Entscheidungsbaum
der Klassifikatoren (also ohne Gewichtsknoten), dann ist W (¬hh) = 1− (12)d−1. Dabei
gilt fur einen Klassifikationskandidaten mit Vorbedingung 1: d = 1.
3. Der linke Term aus Gl. 4.11 enthalt eine Gewichtung von 2. Damit wird ein schlechter
Klassifikationskandidat, der alle Daten klassifiziert, bestraft und ein guter Klassifikati-
onskandidat kann einen niedrigeren Z-Wert auch dann erzielen, auch wenn er nur einen
Teil der Daten berucksichtigt.
4. Unter den eingangs erwahnten Annahmen nimmt die Z-Funktion immer einen Wert
zwischen 0 und 1 an. 0 bedeutet dabei, dass der Klassifikationskandidat alle Daten feh-
lerlos klassifiziert. Die 1 erreicht die Z-Funktion nur, wenn sie so schlecht wie der Zufall
klassifiziert, egal ob auf allen Daten oder tiefer in der Hierarchie der Klassifikatoren.
Wir haben eben eine einfache Moglichkeit angedeutet, wie man das in Gl. 4.11 vorgestellte
Auswahlkriterium auf den Mehrklassenfall abandern kann. Dazu lassen wir lediglich die Sum-
me uber B Bereiche laufen und interpretieren W+ als die Summe der Gewichte der korrekt
klassifizierten Daten im entsprechenden Bereich, analog W−. Der rechte Term aus Gl. 4.11
bleibt auch im Mehrklassenfall unverandert und gibt die Summe der Gewichte der Daten an,
die die Vorbedingung des Klassifikationskandidaten nicht erfullen. Dass diese Adaption noch
unzureichend ist, belegt eine Aufstellung der Z-Werte analog zu Tab. 4.4 mit K = 4 und
B = 4, die wir in Tab. 4.5 dokumentieren. Dort stellen wir zwei Probleme fest: Erstens, die
Z-Werte in einer Zeile steigen nicht monoton an, d. h. bei gleicher Vorbedingung wird ein
Klassifikationskandidat mit hoher Fehlerrate, z. B.  = 0.75, besser bewertet als ein Klassifi-
kationskandidat mit mittlerer Fehlerquote, z. B.  = 0.45. Zweitens, die Gewichte der Daten,
die die Vorbedingung nicht erfullen, sind so groß, dass selbst ein perfekter Klassifikations-
kandidat in der zweiten Hierarchieebene keine Chance hat, besser bewertet zu werden als ein
zufallig klassifizierender Klassifikationskandidat, der alle Daten berucksichtigt.
Dass der linke Term aus Gl. 4.11 bei wachsender Fehlerrate fur K > 2 nicht monoton
steigt, liegt an der Mittelung der beiden Summen W+ und W− mittels einer Quadratwurzel.
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Tabelle 4.5.: Funktionswerte von Z berechnet nach einer direkten Verallgemeinerung von
Gl. 4.11. Z wurde berechnet fur den Mehrklassenfall mit K = B = 4 in
Abhangigkeit von der Fehlerrate  des Klassifikationskandidaten und seiner Tiefe
im Baum d unter der Annahme, dass alle Daten gleich gewichtet sind und alle
Klassifikatoren die Datenmenge in vier gleiche Viertel separieren.
b = 0.0 b = 0.15 b = 0.3 b = 0.45 b = 0.6 b = 0.75
d = 1 0.000 0.357 0.458 0.497 0.489 0.433
d = 2 0.750 0.839 0.864 0.874 0.872 0.858
In Abb. 4.12 zeigen wir u. a. den Graph der Funktion Zl als durchgezogene Linie mit
Zl =
√
W+
W+ +W−
W−
W+ +W−
=
√
(1− b)b. (4.12)
Dazu normieren wir die Summen der Gewichte der korrekt bzw. falsch klassifizierten Daten, so
dass wir die Summanden im linken Teil der Z-Funktion als Zl in Abhangigkeit der Fehlerquote
b formulieren. Da Klassifikationskandidaten hh besser klassifizieren sollen als der Zufall, kann
Zl bei K = 2 nur Werte links der Maximalstelle von  = 0.5 annehmen, ist demnach monoton
steigend im Intervall b ∈ [0, 0.5]. Fur K > 2 andert sich die obere Grenze fur die akzeptierte
Fehlerquote, aber der Graph von Zl (definiert nach Gl. 4.12) steigt nicht mehr monoton an. Die
Berechnung des Klassifikationserfolgs Zl sollte so modifiziert werden, dass Zl ihr Maximum
erreicht, wenn die Fehlerquote des Zufallsklassifikators erreicht wird, d. h. bei b =
K−1
K .
In Abb. 4.12 haben wir auch zwei weitere Graphen dargestellt, die einen monotonen Anstieg
bis zur Maximalstelle b =
K−1
K haben und durch folgende Berechnungsvorschrift definiert
werden:
Zl = (W+(hh))
1/K (W−(hh))(K−1)/K . (4.13)
Gl. 4.13 erfullt unsere Anforderung, im Intervall  =
[
0, K−1K
]
monoton steigende Werte fur
Zl zu liefern. Zudem gilt fur K = 2, dass Gl. 4.13 den Klassifikationserfolg gleich bewertet wie
Gl. 4.12. So haben wir eine Verallgemeinerung des Zweiklassenfalls auf den Mehrklassenfall
bewirkt.
Das zweite Problem haben wir dabei noch nicht gelost, denn noch immer gilt: Die Werte von
W (¬hh) sind zu groß. Ein perfekter Klassifikationskandidat in der zweiten Hierarchieebene
hat nach wie vor keine Chance, besser bewertet zu werden als ein zufallig klassifizierender
Klassifikationskandidat der ersten Hierarchiebene. Dies zeigt Tab. 4.6, wo die Berechnung des
Klassifikationserfolgs durch Gl. 4.13 erfolgt, der Rest aus Gl. 4.11 noch unverandert ist.
Das Problem mit der Bewertung von Klassifikationskandidaten aus unterschiedlichen Hier-
archiestufen des (Alternierenden) Entscheidungsbaums konnen wir nur durch eine neue Ge-
wichtung der beiden Terme aus Gl. 4.11 erzielen. Dazu normieren wir den linken bzw. den
rechten Term derart, dass wir deren maximal erreichbaren Werte im Mehrklassenfall auf die
maximal erreichbaren Werte im Zweiklassenfall normieren. Wer bestimmen unser Auswahl-
kriterium durch
Z(h) =
(
B
2
)d 1
(K−1)(K−1)/K
K
(∑
b
W+(hh)
1/KW−(hh)(K−1)/K
)
+
1− (12)d−1
1− ( 1B )d−1W (¬hh),
(4.14)
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Zl
b
Abbildung 4.12.: Bestimmung des Klassifikationserfolgs Zl in Anhangigkeit von der Fehlerrate
 und mit Parameter K, der Anzahl der Klassen.
Tabelle 4.6.: Funktionswerte von Z berechnet nach der Verallgemeinerung von Gl. 4.11 unter
Verwendung von Gl. 4.13. Z wurde berechnet fur den Mehrklassenfall mit K =
B = 4 in Abhangigkeit von der Fehlerrate  des Klassifikationskandidaten und
seiner Tiefe im Baum d unter der Annahme, dass alle Daten gleich gewichtet
sind und alle Klassifikatoren die Datenmenge in vier gleiche Viertel separieren.
b = 0.0 b = 0.15 b = 0.3 b = 0.45 b = 0.6 b = 0.75
d = 1 0.000 0.231 0.370 0.473 0.542 0.569
d = 2 0.750 0.807 0.842 0.868 0.885 0.892
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Tabelle 4.7.: Funktionswerte von Z berechnet nach Gl. 4.14. Z wurde berechnet fur den Mehr-
klassenfall mit K = B = 4 in Abhangigkeit von der Fehlerrate  des Klassifikati-
onskandidaten und seiner Tiefe im Baum d unter der Annahme, dass alle Daten
gleich gewichtet sind und alle Klassifikatoren die Datenmenge in vier gleiche
Viertel separieren.
 = 0.0  = 0.15  = 0.3  = 0.45  = 0.6  = 0.75
d = 1 0.000 0.406 0.650 0.830 0.951 1.000
d = 2 0.500 0.703 0.825 0.915 0.975 1.000
d = 1 0.750 0.851 0.912 0.957 0.987 1.000
d = 2 0.875 0.925 0.956 0.978 0.993 1.000
d. h. unsere Bewertung hangt sowohl von der Anzahl der Klassen K als auch von der Anzahl
der Bereiche B ab. Fur den Fall K = B = 2 erzielen wir dieselben Z-Werte wie in Tab. 4.4
dokumentiert. Fur den Fall K = B = 4 nimmt unserer Auswahlkriterium nun Werte an, die
unsere Beobachtungen aus dem Zweiklassenfall erfullen. Insbesondere gilt, dass Klassifikati-
onskandidaten mit einer niedrigeren Fehlerquote bzw. mit einer schwacheren Vorbedingung
bevorzugt werden.
4.3.6. Aktualisierung der Gewichte der Daten
Die bisherigen Schritte des ADTboost-Algorithmus haben wir so diskutiert, als ob die Ge-
wichte der Daten wmt gleich groß sind. Durch die Gewichtung der Daten kann man den Fokus
auf diejenigen Daten lenken, die falsch klassifiziert wurden, und den Einfluss von den Daten
reduzieren, die korrekt klassifiziert wurden. Diese Gewichte wirken bei der Erstellung der ein-
fachen Klassifikationskandidaten sowie bei der Auswahl und Beurteilung des besten einfachen
Klassifikators κt mit. Die Neugewichtung der Daten erfolgt immer im letzten Schritt einer
Iteration, siehe Alg. 4.2.
Schapire & Singer (1999) benutzen das Gewicht αt des ausgewahlten einfachen Klassifika-
tors κt zur Aktualisierung der w
m
t , weil der Betrag von αt stark mit dem Klassifikationserfolg
zusammenhangt. Freund & Mason (1999) haben die Aktualisierung von Schapire & Singer
(1999) weitestgehend ubernommen und nur dahingehend angepasst, dass sie mit zwei Ge-
wichten αt
+ und αt
− die Klassifikation bewerten:
wmt+1 =

wmt e
x˜mαt+ wenn κt(m) = +1
wmt e
−x˜mαt− wenn κt(m) = −1
wmt wenn κt(m) = 0
.
 , (4.15)
anschließend werden die Gewichte so normiert, dass
∑
wmt+1 = 1 ist.
Wichtig hierbei ist in Gl. 4.15 vor allem, dass sich die Gewichte jener Daten nicht bzw. nur
leicht durch die Normierung andern, die die Vorbedingung des ausgewahlten einfachen Klas-
sifikators nicht erfullen. Bei der Mehrklassifikation mit Zerlegung des Merkmalsraums in B
Bereiche, wird der Anteil dieser Daten erheblich großer. Wir haben dabei festgestellt, dass die
Anderung der Gewichte in Gl. 4.15 bewirkt, dass sich die Gewichte der falsch klassifizierten
Daten stark andern konnen und dann die einfachen Klassifikatoren nur noch tief im Alter-
nierenden Entscheidungsbaum eingefugt werden. Dieses Overfitting kann verhindert werden,
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indem auch die Gewichte der Daten vergroßert werden, die die Vorbedingung nicht erfullen.
Wir verandern daher die Gewichte der Daten durch
wmt+1 =

wmt e
−αtb wenn fd ∈ bb ∧ κt(m) = x˜m
wmt+1e
αtb wenn fd ∈ bb ∧ κt(m) 6= x˜m
wmt+1e
W (¬pt wenn κt(m) = 0
.
 , (4.16)
wobei W (¬pt die Summe der Geichte der Daten darstellt, die die Vorbedingung pt des einfa-
chen Klassifikators κt nicht erfullen. Anschließend normieren wir die Gewichte wieder (Freund
& Mason, 1999).
4.3.7. Zusammengesetzter Klassifikator
Nun haben wir alle Komponenten von ADTboost erortert, es fehlt nur noch die Zusammen-
setzung der einfachen Klassifikatoren zum starkeren Klassifikator κ. Dies erledigen wir in zwei
Schritten. Zuerst bestimmen wir die kumulativen Gewichte ρk fur jede Klasse, danach wird
die Klasse mit dem hochsten kumulativen Gewicht als Klassifikationsergebnis ausgegeben.
Das kumulative Gewicht ρk der k-ten Klasse berechnen wir durch
ρk(m) = α0(k) +
T∑
t=1
B∑
b=1
αt
b(m)II(fd ∈ bb ∧ κt(m) = k), (4.17)
wobei II eine Indikatorfunktion darstellt, die 1 zuruckgibt, wenn ihr Argument wahr ist, sonst
0. Wenn wir die kumulativen Gewichte normieren, dann erhalten wir Wahrscheinlichkeiten βk
fur die Klassenzugehorigkeiten von Daten mit
βk(m) =
ρk(m)∑
i ρi(m)
, (4.18)
die wir in unser bedingtes Bayes-Netz integrieren konnen.
Das Klassifikationsergebnis fur die Evaluation der Klassifikation mit Alternierenden Ent-
scheidungsbaumen erhalten wir durch Auswahl der Klasse mit dem hochsten kumulativen
Gewicht:
κ(m) = arg max
k
ρk(m). (4.19)
4.3.8. Demonstration von ADTboost auf synthetischen Daten
Um die Funktionsweise von ADTboost nach der Prasentation der einzelnen Schritte in den
vorangegangenen Abschnitten zu illustrieren, demonstrieren wir den Ablauf der Klassifikati-
on an einem kleinen synthetisch generierten Beispieldatensatz. Er ist eine Erweiterung des
2-Klassen-Datensatzes, den wir bereits in (Drauschke & Forstner, 2008) zu Demonstrations-
zwecken verwendet haben. Wir zeigen die Daten in Abb. 4.3.8. Die drei Klassen konnen wir
durch achsenparallele Geradenstucke perfekt trennen, d. h. dieser Datensatz sollte sehr gut
durch ADTboost mit den von uns gewahlten einfachen Klassifikatoren klassifizierbar sein.
Wir haben die Daten aus einer Gleichverteilung uber dem Intervall [0, 1]2 gewonnen und
anschließend die Klassenzugehorigkeit bestimmt. Das Verhaltnis der Klassen untereinander
ist in etwa 2 : 1 : 1, in der Reihenfolge schwarz, rot und blau. Vor der ersten Iteration wird die
A-priori-Gewichtung α0 nach Gl. 4.6 bestimmt. Wir erhalten fur die schwarze Klasse einen
Wert von 0.5239, fur die rote Klasse einen Wert von 0.1989 und fur die blaue Klasse den Wert
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Abbildung 4.13.: Synthetisch generierter Datensatz mit
zwei Merkmalen und drei Klassen.
Die Daten haben wir zufallig aus ei-
ner Gleichverteilung auf dem Intervall
[0, 1]2 bestimmt. Anschließend haben
wir die Zugehorigkeit der Daten zu den
drei Klassen festgelegt. Die rote Klasse
enthalt alle Daten mit f1 < 0.4 ∧ f2 <
0.6, die blaue Klasse besteht aus den-
jenigen Daten mit f1 > 0.6 ∧ f2 >
0.4, und alle anderen Daten gehoren zur
schwarzen Klasse.
Abbildung 4.14.: Alternierender Entscheidungsbaum nach der ersten Iteration. Der Klassifika-
tor κ besteht zu diesem Zeitpunkt aus dem Gewicht α0, dem ersten einfachen
Klassifikator κ1, der den Merkmalsraum in funf Bereiche einteilt, und funf
Gewichten α1 fur die Bewertung der Klassifikation in diesen Bereichen.
0.2005. Die beiden kleinen Klassen werden inα0 ungefahr gleich bewertet, die großere schwarze
Klasse hat ein Gewicht, das etwas mehr als das Doppelte des Gewichts der anderen Klassen
ist. Durch die Gewichtung nach Gl. 4.6 werden demnach großere Klassen etwas bevorzugt.
In der ersten Iteration kann an den einzigen bestehenden Knoten des Klassifikationsbaums,
dem Wurzelknoten α0, ein Klassifikator angefugt werden, siehe Abb. 4.14. Die Klassifikation
auf dem ersten Merkmal wird besser beurteilt als die auf dem zweiten Merkmal. Bei der
Zerlegung des Merkmalsraums in funf Bereiche werden 0.3404, 0.4059, 0.5357 und 0.6007 als
bestmogliche Schwellwerte ausgwahlt. Die optimalen Grenzen waren 0.4 und 0.6, die beinah
perfekt gefunden wurden. Bei der anschließenden Klassifikation der funf Bereiche nach der
uberwiegenden Klasse werden die ersten beiden Bereiche zur roten Klasse zugehorig markiert,
die beiden mittleren Bereiche haben vor allem Daten der schwarzen Klasse, im letzten Bereich
uberwiegt die blaue Klasse. Als Gewichte des Klassifikators α1 bestimmen wir nach Gl. 4.8
Werte zwischen 0.5690 und 6.4828. Die kleinen Werte unter 1 zeigen eine verhaltnismaßig
schlechte Klassifikation mit einer hohen Fehlerrate an, die hohen Werte kommen dort vor, wo
(fast) keine falsch klassifizierten Daten vorliegen.
Als letzter Schritt in der ersten Iteration aktualisieren wir die Gewichte der Daten: Die
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Abbildung 4.15.: Alternierender Entscheidungsbaum nach funf Iteration.
Gewichte aller zur roten Klasse gehorenden Daten werden leicht gesenkt, weil sie von einem
schwachen Klassifikator korrekt klassifiziert wurden. Analog sinken auch die Gewichte fast
aller Daten, die zur blauen Klasse gehoren. Die Gewichte der Daten der schwarzen Klasse
mit 0.4059 < f1 < 0.6007 senken wir sehr stark, weil diese ein guter Klassifikator korrekt
klassifiziert hat. Dagegen werden die ubrigen Daten der schwarzen Klasse, d. h. die Punkte
oberhalb der roten Klasse bzw. unterhalb der blauen Klasse in Abb. 4.3.8, hoher gewichtet. So
wundert es uns nicht, dass der zweite einfache Klassifikator κ2 unterhalb des funften Bereichs
des ersten Klassifikators eingefugt wird. Dieser neue Klassifikator berucksichtigt κ2 etwa 40%
der Daten und hat auf diesen Daten eine sehr gute Performanz, wie die Verteilungen innerhalb
der rechteckigen Bereiche darstellen, siehe Abb. 4.15. Folglich erhalt er hohe Gewichte α2 fur
seine Klassifikation.
In den weiteren Iterationen werden der dritte Klassifikator κ3 unterhalb des vierten Bereichs
des ersten Klassifikators, der vierte Klassifikator κ4 wieder direkt an denWurzelknoten und der
funfte Klassifikator κ5 unterhalb des dritten Bereichs des vierten Klassifikators gehangt. Der
dritte Klassifikator hat eine sehr einschrankende Vorbedingung, die nur 6.67% aller Daten
erfullen. An diesem Beispiel wird deutlich, dass der Alternierende Entscheidungsbaum zu
Overfitting neigt, wenn die einfachen Klassifikatoren unter entsprechender Vorbedingung sehr
gute Resultate liefern. Den Alternierenden Entscheidungsbaum nach funf Iterationen zeigen
wir in Abb. 4.15. Da der Klassifikationsbaum schnell eine unubersichtliche Große erreicht,
haben wir die wichtigen Details der Abbildung farblich illustriert. In den funf Bereichen zeigen
Balkendiagramme die jeweiligen Verteilungen der drei Klassen an, die zugehorigen Ellipsen
haben wir entsprechend des Klassifikationsresultats farblich umrandet.
Nun zeigen wir die Vorgehensweise der Klassifikation mit Alternierenden Entscheidungsbau-
men anhand von drei Beispielen. Der Datenpunkt mit dem Merkmalsvektor [0.5, 0.5] liegt in
der Mitte des Merkmalsraums und gehort zur schwarzen Klasse, die wir mit dem Klassenlabel
1 bezeichnen. Nach Gl. 2.10 setzen wir den starken Klassifikator κ aus den vielen einfachen
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t = 1 t = 2 t = 3 t = 4 t = 5
Abbildung 4.16.: Visualisierung der Klassifikationsergebnisse nach t Iterationen der synthe-
tisch generierten 2D-Daten.
Klassifikatoren κt zusammen und bestimmen aus den kumulativen Gewichten ρk
ρk ([0.5, 0.5]) = α0(k) +
∑T
t=1
∑B
b=1 αt
bII([0.5, 0.5] ∈ bb ∧ κt ([0.5, 0.5]) = k)
ρ1 ([0.5, 0.5]) = 0.5239 + 6.4828 + 3.0071 = 10.0138
ρ2 ([0.5, 0.5]) = 0.1989 + 1.0853 = 1.2842
ρ3 ([0.5, 0.5]) = 0.2005
(4.20)
das beste Klassifikationsergebnis
κ ([0.5, 0.5]) = arg maxk ρk ([0.5, 0.5])
= arg maxk [10.0138, 1.2842, 0.2005]
= 1.
(4.21)
Fur die Weiterverwendung im Bayes-Netz benotigen wir die Wahrscheinlichkeiten, wie zu-
versichtlich der kombinierte Klassifikator κ bei seiner Entscheidung fur die Klasse k ist. Dazu
setzen wir die verschiedenen kumulativen Gewichte ρk ins Verhaltnis zu deren Summe und
erhalten:
p(x̂ | [0.5, 0.5]) = ρk([0.5,0.5])∑
i ρi([0.5,0.5])
= [10.0138,1.2842,0.2005]11.4985 = [0.8709, 0.1117, 0.0174]
(4.22)
Wir visualisieren die jeweiligen Klassifikationsergebnisse nach den ersten funf Iterationen
in Abb. 4.16. Man erkennt gut, dass die erste Klassifikation eine Streifeneinteilung des Merk-
malsraums bewirkt. In der folgenden Iteration wird ein einfacher Klassifikator konstruiert,
der die korrekte Klassifikation der Ecke unten rechts bewirkt. Durch den vierten einfachen
Klassifikator kann auch die obere linke Ecke korrekt klassifiziert werden. Bei den anderen
beiden Klassifikatoren werden nur die bisherigen Abgrenzungen zwischen Klassen leicht ver-
schoben. In den weiteren Iterationen andern sich in der Ausgabe des Klassifikationsergebnisses
praktisch nichts mehr, weshalb auf eine Darstellung der Klassifikationsergebnisse nach T Ite-
rationen verzichten.
4.3.9. Klassifikationsergebnisse von ADTboost auf Benchmark-Daten
Wir schließen dieses Unterkapitel mit der Prasentation von weiteren Ergebnissen ab, die wir
bei der Klassifikation mit ADTboost auf bekannten Datensatzen erzielen.
Als ersten Datensatz verwenden wir Daten aus vier acht-dimensionalen Normalverteilungen,
deren Parameter Fukunaga (1972) angibt. Wir haben fur jede dieser vier Klassen 1000 Daten
zufallig bestimmt, die wir in Abb. 4.17 visualisieren. Dabei zeigen wir immer zwei verschiedene
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Abbildung 4.17.: Visualisierung des Datensatzes von Fukunaga (1972). V. l. n. r. zeigen wir
jeweils zwei verschiedene Merkmale des 8D-Merkmalsraums, u. z. die Merk-
male f1 und f2 in im linken Plot, f3 und f4 rechts daneben etc.
Tabelle 4.8.: Statistische Angaben zu Benchmark-Datensatzen: Anzahl der KlassenK, Anzahl
der Merkmale D, Anzahl der Trainingsdaten pro Versuch, Anzahl der Testdaten
pro Versuch, Anzahl der Versuche.
Datensatz K D # Train. # Testd. # Versuche
8D-Gauss 4 8 1000 3000 100
dermatology 6 34 90 268 100
glass 6 10 57 157 100
ionosphere 2 34 89 262 100
iris 3 4 39 111 100
sat 6 36 4435 2000 1
segmentation 7 19 210 2100 1
zoo 7 16 28 73 100
Merkmale des 8D-Merkmalsraums. Die Parameter fur die Beschreibung der klassenspezifischen
Verteilungen, Mittelwerte und Kovarianzmatrizen, fuhren wir in Anhang A.2 in den Gl. A.1
bis A.5 auf. Die Klassen uberlappen teilweise stark, die schwarz und blau dargestellten Klassen
sind aber gut von den anderen separierbar. Wir bezeichnen diesen Datensatz mit 8D-Gauss.
Neben dem Datensatz von Fukunaga haben wir ADTboost auch auf ein paar Benchmark-
Datensatzen, die im Repository der UCI erhaltlich sind, siehe (Asuncion & Newman, 2007).
Diese Datenbank enthalt eine Vielzahl von Datensatzen, von denen wir insgesamt sieben
ausgewahlt haben. Zwei davon haben bereits definierte Trainings- und Testdaten, die funf
anderen sind relativ kleine Datensatze, was ein effiziente Trainieren der Klassifikatoren fur
eine Kreuzvalidierung mit 100 Versuchen ermoglicht.
Die verwendeten Datensatze und ihre Eigenschaften haben wir in Tab. 4.8 zusammenge-
stellt. Wir haben sie unverandert verwendet, mit Ausnahme des Datensatzes dermatology,
bei dem wir acht Merkmale aus dem Originaldatensatz entfernt haben, weil diese nicht fur
alle Daten angegeben wurden. Bei unseren Experimenten haben wir eine Kreuzvalidierung
mit i. d. R. 100 Versuchen durchgefuhrt. In Tab. 4.8 geben wir zusatzlich noch die Anzahl
der verwendeten Trainings- und Testdaten je Versuch an. Bei den beiden Datensatzen sat
und segmentation haben wir nur einen Versuch durchgefuhrt, weil hier der Benchmark die
Einteilung in Trainings- und Testdaten bereits enthalt.
Wir haben die in Tab. 4.8 aufgefuhrten Datensatze unter Verwendung der folgenden Ver-
fahren klassifiziert. Auf Random Forests haben wir bei dem Vergleich verzichtet, weil alle
Datensatze bis auf sat nur sehr wenige Trainingsdaten enthalten.
• Adaboost und ADTboost. Wir haben den Mehrklassen-Adaboost-Algorithmus von
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Tabelle 4.9.: Fehlerraten bei der Klassifikation der Benchmark Datensatze
Datensatz Adaboost ADTboost ML1 ML4 5NN SVM PER
8D-Gauss 4.5% 5.6% 13.0% 11.1% 0.9% 1.2% n.a.
dermatology 23.5% 39.3% n.a. n.a. 26.2% 68.6% 8.9%
glass 19.7% 10.3% 82.1% 66.9% 5.5% 33.5% 6.8%
ionosphere 12.8% 18.1% n.a. n.a. 18.5% n.a. 17.4%
iris 9.8% 7.0% n.a. n.a. 4.7% 5.1% 10.2%
sat 40.2% 37.2% 48.1% 56.5% 30.2% 77.0% n.a.
segmentation 16.2% 13.0% n.a. n.a. 16.7% 75.9% 8.4%
zoo 23.7% 20.3% n.a. n.a. 18.2% 7.3% 10.3%
Zhu et al. (2006) implementiert und mit unserem ADTboost-Verfahren verglichen. Bei
beiden Methoden haben wir allerdings andere einfache Klassifikatoren verwendet als
oben vorgestellt. D. h. wir bestimmen zwar immer noch B − 1 viele Schwellwerte, ha-
ben aber bei diesem Experiment die Schwellwerte gleichverteilt im Raum eines Merkmals
zwischen dem Minimal- und dem Maximalwert bestimmt. Die oben dargestellte Auswahl
der Schwellwerte nach Shotton et al. (2008) haben wir erst spater in unseren ADTboost-
Algorithmus integriert. Wir halten diese Veranderung fur marginal und haben daher auf
eine Wiederholung der Experimente mit den hier vorgeschlagenen einfachen Klassifika-
toren verzichtet. Bei beiden Verfahren haben wir das Boosting mit T = 100 Iterationen
durchgefuhrt.
• Maximum Likelihood Klassifikation. Hier approximieren wir die jeweiligen Klassen
durch eine bzw. als Mischverteilung von vier Normalverteilungen (ML1 bzw. ML4). Bei
den Datensatzen, wo wir weniger Trainingsdaten in mindestens einer Klasse hatten als
Merkmale, haben wir diese beiden Klassifikationsverfahren nicht durchgefuhrt, da wir
hier die Verteilungen nicht lernen konnten.
• STPRtool. In der Matlab-Toolbox STPR von Franc & Hlavac (2004) wurden eini-
ge Klassifikationsverfahren implementiert, von denen wir drei ebenfalls in unseren Ex-
perimenten verwendet haben. Diese sind die Klassifikation mittels der funf nachsten
Nachbarn (5NN), Support Vektormaschinen (SVM) und ein Linearer Klassifikator auf
der Basis des Perceptron-Algorithmus (PER). Als Parameter haben wir bei der 5NN-
Klassifikation das euklidische Distanzmaß und bei den SVMs die Verwendung von RBF-
Kernels fur die Modellierung der Trennfunktion eingestellt. Wir haben in drei Fallen die
Experimente abgebrochen, weil Matlab entweder ein Speicherplatzproblem hatte oder
weil das Lernen des Klassifikators eines Tests den Zeitraum von zwei Wochen uberschritt.
Die von uns erzielten gemittelten Fehlerraten bei der Klassifikation der Testdaten prasen-
tieren wir in Tab. 4.9. Wenn in der Tabelle ein n.a. (nicht anwendbar) steht, dann konnten wir
die Klassifikation an diesem Datensatz mit der entsprechenden Methode nicht durchfuhren.
Im Vergleich mit den anderen Klassifikationsverfahren schneidet ADTboost auf den acht
Benchmark-Datensatzen zufriedenstellend ab. ADTboost ist in der Lage, fur jeden Datensatz
Ergebnisse auszugeben, was neben den beiden Boosting-Verfahren sonst nur 5NN gelingt. Bzgl.
5NN ist aber die Performanz des Klassifikators zu kritisieren: Bei den vergleichsweise großen
Datensatzen 8D-Gauss, sat und segmentation haben wir bereits die Dauer der ineffizienten
Vergleiche mit den Trainingsdaten gespurt. Die beiden ML-Verfahren haben große Probleme
mit der geringen Anzahl von Trainingsdaten und wurden daher in sechs von acht Fallen
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abgebrochen. Auch SVM und PER haben in ein bis zwei Fallen versagt, d. h. das Lernen des
Klassifikators hat zu lange gedauert.
Die besten Klassifikationsergebnisse liefert 5NN und PER. 5NN klassifiziert immer dann
korrekt, wenn die Klassen Cluster bilden und sich nicht stark uberlappen. Lineare Klassifika-
toren wie PER konnen bei den funf kleinen Datensatzen dermatology, glass, ionosphere,
iris und zoo gut abschneiden, weil die Kombination aus wenigen Trainingsdaten und hochdi-
mensionalen Merkmalsraumen lineare Trennfunktionen fur die effektive Separierung der Klas-
sen ermoglicht. Daher hatten wir auch bessere Ergebnisse fur die beiden Boosting-Verfahren
erwartet, allerdings tendierenen sie wegen der kleinen Datensatze bei vergleichsweise vielen
Iterationen (T = 100) zu Overfitting.
Wenn Adaboost und ADTboost ahnliche Ergebnisse liefern, dann bringt die hierarchische
Anordnung der Klassifikatoren keine bessere Klassifikation. Bzgl. des Datensatzes 8D-Gauss
erkennen wir in den Plots von Abb. 4.17, dass sich mindestens zwei Klassen gut ohne hierarchi-
sche Anordnung der linearen einfachen Klassifikatoren separieren lassen. Mit den Ergebnissen
von ADTboost auf den Datensatzen dermatology und ionosphere sind wir unzufrieden.
Da auch 5NN sehr schlechte Ergebnisse liefert, uberlappen sich die Klassen einander stark.
Daraus schließen wir, dass die von uns gewahlten einfachen Klassifikatoren κt keine guten
Schwellwerte fur die Einteilung des Merkmalsraums in B Bereiche finden konnen.
4.4. Experimente
Wir schließen dieses Kapitel mit einer Beurteilung der ADTboost-Klassifikation von Regionen
unter Verwendung ihrer Merkmale ab. Zu Beginn gehen wir kurz auf die Wahl der zu lernen-
den Parameter ein. Dann prasentieren wir statistische Angaben uber den Klassifikationserfolg
unseres ADTboost-Verfahrens zur Klassifikation der segmentierten stabilen Regionen des Da-
tensatzes terra-1. Anschließend visualisieren wir die Ergebnisse, d. h. wir zeigen Bilder mit
den klassifizierten Regionen. In beiden Fallen gehen wir nur kurz auf die Ergebnisse der an-
deren drei Datensatze ein. Zum Schluss beurteilen wir die Klassifikation mit Alternierenden
Entscheidungsbaumen.
4.4.1. Bestimmung der Parameter von ADTboost
Wir haben zwei Parameter von ADTboost zu bestimmen, alle anderen Werte werden aus den
Daten abgeleitet. Bei den beiden Parametern handelt es sich um die Anzahl der Iterationen
des Verfahrens T , die auch der Anzahl der einfachen Klassifikatoren im ADT entspricht, und
um die Anzahl der Bereiche B, in die ein Klassifikator κt den Merkmalsraum eines Merkmals
zerlegt.
Bei unseren Experimenten zur Klassifikation der Regionen aus Gebaudebildern haben wir
Folgendes beobachtet: Die Anzahl B und die Tiefe des Alternierenden Entscheidungsbaums
stehen in einem indirekten Verhaltnis. Wird B groß gewahlt, entstehen kleine Unterteilungen
des Merkmalsraums und die hierarchische Struktur der einfachen Klassifikatoren verflacht.
Andererseits konnen die einfachen Klassifikatoren bessere Klassifikationsergebnisse liefern,
wenn sich die Klassen stark uberlappen und der Merkmalsraum in kleine Intervalle zerlegt
wird. Die Laufzeit zur Suche des besten einfachen Klassifikationskandidaten hangt von B und
K ab, so dass ADTboost effizienter arbeitet, wenn B klein gewahlt wird. Um allen Klassen
eine Chance geben zu konnen, haben wir B = K gesetzt. Großere Werte von B fuhrten
eher zu einem Klassifikator mit Overfitting, so dass wir auf eine kleinraumige Zerlegung des
Merkmalsraums verzichtet haben.
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Fehlerrate  auf Trainingsdaten
T
Abbildung 4.18.: Entwicklung der Fehlerrate  bei steigender Anzahl der Iterationen T . Der
magenta-farbene Graph zeigt die Fehlerrate  bei der Klassifikationen der
Regionen der hochsten Referenz-Maßstabsebene, die auf unter 0.2 sinkt. Die
Fehlerraten bzgl. der anderen vier Maßstabe (in blau,grun, rot und turkis)
entwickeln sich sehr ahnlich und sinken von anfangs  > 0.6 auf  < 0.4.
Es gibt bislang keine analytische Methode zur Bestimmung der Anzahl der Iterationen
T . So haben wir in Experimenten die Klassifikationsergebnisse in Abhangigkeit von T , aber
auch von B untersucht. Wir konnten feststellen, dass die Klassifikation immer besser wird, je
mehr einfache Klassifikatoren wir verwendet haben. In Abb. 4.18 haben wir die Fehlerraten 
auf den Trainingsdaten der Fassadenaufnahmen dargestellt, getrennt nach den funf Referenz-
Maßstaben. Die Fehlerraten  nehmen zwar nicht monoton ab bei steigendem T , aber die
Tendenz ist dennoch eine Verringerung der Fehler. Besonders erfolgreich sind wir bei der
Klassifikation von Regionen mit der hochsten Referenzskala, die eine Fehlerrate von unter 20%
auf den Trainingsdaten erzielen. In den anderen Maßstabsebenen erzielen wir Fehlerraten von
lediglich 30 bis 40%. Im nachsten Abschnitt prasentieren wir die Klassifikationsergebnisse der
Testdaten.
4.4.2. Statistische Auswertung
Tab. 4.10 zeigt die Konfusionstabelle der Klassifikation von Datensatz terra-1 mittels Alter-
nierenden Entscheidungsbaumen mit sieben Klassen. Jede Zeile zeigt die tatsachliche Klasse
x˜m der Regionen an, jede Spalte das Klassifikationsergebnis x̂m. Die fetten Eintrage auf der
Hauptdiagonalen zeigen somit die richtigen Klassifikationen an. Die relativen Werte, d. h.
wieviel Prozent der Regionen einer Klasse entsprechend klassifiziert wurden, zeigen wir direkt
unterhalb der absoluten Zahlen. Hier kann man gut erkennen, dass ungefahr fast 70% aller
Gebaude- und Vegetationsregionen sowie mehr als die Halfte aller Fensterregionen korrekt
klassifiziert werden. Auf dem vollstandigen Datensatz erzielen wir einen Klassifikationserfolg
von 54.9%.
Im Vergleich zwischen der Klassifikation mit Alternierenden Entscheidungsbaumen und
unserer Referenzklassifikation im LDA-Unterraum konnen wir eine leichte Verbesserung des
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Tabelle 4.10.: Konfusionsmatrix und relative Erfolge der Klassifikation mittels ADTboost mit
den K = 7 Klassen fur Gebaude, Gebaudeteil-Mixturen, Autos, Vegetation,
Fenster, Hintergrund und die eine zusammengelegte Klasse fur den Rest und
bei Verwendung von 131 060 Regionen. Die fett geschriebenen Werte auf der
Hauptdiagonalen zeigen die Erkennungsraten der jeweiligen Klassen an. Jede
Zeile zeigt die tatsachliche Klasse x˜m der Regionen an, jede Spalte das Klassi-
fikationsergebnis x̂m.
Klasse others build. build.-mix car veget. window backg.
others 3 291 5 710 38 231 1 351 1 206 122
27.6% 47.8% 0.3% 1.9% 11.3% 10.1% 1.0%
building 893 28 768 214 76 4 023 7 722 132
2.1% 68.8% 0.5% 0.2% 9.6% 18.5% 0.3%
building-mix 44 2 275 39 7 217 1 381 8
1.1% 57.2% 1.0% 0.2% 5.5% 34.8% 0.2%
car 497 2 263 28 267 829 846 106
10.3% 46.8% 0.6% 5.5% 17.1% 17.5% 2.2%
vegetation 570 6 676 54 97 22 597 1 951 187
1.8% 20.7% 0.2% 0.3% 70.3% 6.1% 0.6%
window 190 12 075 179 58 1 714 16 831 26
0.6% 38.8% 0.6% 0.2% 5.5% 54.2% 0.1%
background 376 2 672 7 63 1 602 444 107
7.1% 50.7% 0.1% 1.2% 30.4% 8.4% 2.1%
103
4. Klassifikation der stabilen Regionen
Tabelle 4.11.: Differenzen der Klassifikationsraten bzgl. des Datensatzes terra-1. Wir ge-
ben die Klassifikationserfolge von ADTboost im Vergleich mit der MAP-
Klassifikation im LDA-Unterraum an.
Klasse others build. build.-mix car veget. window backg.
others +6.1% +20.1% −0.1% −3.9% −10.8% −8.9% −2.5%
building −1.7% +20.0% +0.1% −0.9% −7.6% −9.5% −0.4%
building-mix −0.2% +15.4% −0.5% −0.8% −5.6% −8.0% −0.3%
car +1.2% +33.8% +0.5% −18.4% −14.3% +2.6% −5.4%
vegetation +0.3% +11.3% +0.1% −1.1% −5.6% −4.2% −0.8%
window −0.7% +13.7% +0.2% −0.9% −6.7% −5.1% −0.5%
background +1.4% +36.7% +0.1% −8.8% −18.7% −6.2% −4.5%
Klassifikationserfolges feststellen, die von 51.5% auf 54.9% steigt. In Tab. 4.11 zeigen wir die
Unterschiede zwischen den Ergebnissen der beiden Klassifikationsverfahren. Die Verbesserung
der Klassifikation erklaren wir mit der deutlich besseren Erkennungsrate von Gebauderegionen
mit ADTboost. Die Erkennungsraten der anderen Klassen nehmen ab, mit Ausnahme der
Klasse others, deren Erkennungsrate leicht steigt. Generell stellen wir fest, dass die Aus-
gabe des Klassifikationsergebnisses building stark zunimmt: Bei der Klassifikation im LDA-
Unterraum werden 37 583 Regionen als Gebaude klassifiziert, wovon 20 396 auch Gebaude sind
(54.3%). Bei der Klassifikation mit ADTboost werden dagegen 60 439 Regionen als Gebaude
bestimmt, wovon 28 768 auch Gebaude sind (47.6%).
Auch bei den anderen drei Datensatzen erzielen wir Ergebnisse bei der Klassifikation mit
ADTboost, die vergleichbar mit den Ergebnissen bei der Klassifikation im LDA-Unterraum
sind. Der Klassifikationserfolg bei Datensatz terra-2 betragt bei acht verwendeten Klas-
sen 33.6%, was eine Veranderung von −0.3% gegenuber dem Klassifikationserfolg im LDA-
Unterraum darstellt. Beim Datensatz terra-3 mit ebenfalls acht Klassen erzielen wir einen
Klassifikationserfolg von 42.0% (−2.5%), und beim Luftbild-Datensatz mit sechs Klassen ha-
ben wir einen Klassifikationserfolg von 51.4% (+3.3%).
4.4.3. Visualisierung der Ergebnisse
Neben der Statistik wollen wir nun die Ergebnisse der Klassifikation von Regionen mittels
ADTboost visuell prasentieren. Dazu bieten sich Klassifikationskarten an, wie eingangs im
Konzept formuliert, siehe Abb. 2.1. Darin stellen wir alle Regionen in gelb dar, die ADTboost
als Instanzen der entsprechenden Klasse erkannt hat.
In einer ersten Prasentation visualisieren wir die Ergebnisse nach Klassen und Maßstabs-
ebene getrennt. Dazu zeigen wir in Abb. 4.19 die Regionen, die ADTboost als Instanzen
der Klassen building (oben), window (Mitte) und vegetation (unten) erkannt hat. Das
dazugehorige Originalbild ist Teil des Benchmark-Datensatzes terra-1 und wurde bereits
in Abb. fig:datasets gezeigt. Wir verzichten auf die kleinste Maßstabsebene, weil hier die
segmentierten Regionen sehr klein sind. Bei einer Visualisierung mit der hier verwendeten
Bildauflosung nehmen wir viele dieser Regionen nicht wahr.
Bei der visuellen Inspektion der Klassifikationsergebnisse von ADTboost in Abb. 4.19
ist erkennbar, wie sich die Regionen uber mehrere Maßstabe entwickeln. In der Referenz-
Maßstabsebene σm = 2 (linke Spalte) sind vor allem relativ kleine Regionen enthalten. Die
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Abbildung 4.19.: Klassifikationsergebnisse (in gelb) von ADTboost in vier verschiedenen
Referenz-Maßstabsebenen σm bzgl. der Klassen building (oben), window
(Mitte) und vegetation (unten).
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durchschnittliche Große der stabilen Regionen wachst bei großer werdendem Maßstab. Durch
visuelle Inspektion kann man in den hochsten drei Maßstabsebenen nicht mehr die Regio-
nen identifizieren, da viele benachbarte Regionen gleich klassifiziert wurden und daher die
Grenzen der Regionen in dieser Prasentation nicht mehr sichtbar sind. Allerdings wissen wir
aus der Große der Datensatze, dass die Anzahl der stabilen Region in den beiden oberen
Maßstabsebenen abnimmt. In Abb. 4.19 werden sowohl die Klassifikationserfolge als auch
die Misserfolge sichtbar. Viele Gebauderegionen der zweiten Maßstabsebene werden korrekt
als building erkannt, viele Regionen aus den Buschen vor dem Haus als vegetation. In
der hochsten Maßstabsebene werden die falschen Klassifikationsergebnisse durch die großen
Flachen der Regionen besonders hervorgehoben. So wird beispielsweise die Himmelsregion als
Gebaude klassifiziert. Ebenso wird eine Region als Vegetation erkannt, die wir in Abb. 3.8 als
mixture visualisiert haben, da sich die Region uber alle im Bild sichtbaren Pflanzen und die
gesamte Straße sowie den schattigen Teil der Fassade direkt unterhalb des Dachs erstreckt.
Auf den anderen Datensatzen erzielen wir ahnlich zufrieden stellende Ergebnisse, die wir
in Abb. 4.20 darstellen. Dabei zeigen wir einerseits die kleinen Dachregionen in unserem
Beispiel-Luftbild aus dem Datensatz aerial und andererseits die kleinen Fassadenregionen
und Fensterregionen fur die Munchener Fassade des entzerrten Datensatzes terra-3, deren
Fotos wir in Abb.2.14 gezeigt haben. Beim Luftbild in der obersten Reihe sind die vor allem die
fehlerhaften Klassifizierungen in der dritten Maßstabsebene zu erwahnen, in Maßstabsebene
vier werden zumindest die Regionen im Bereich des roten Dachs auch als solches erkannt. Bei
den Fassadenregionen in der mittleren Reihe irrititiert uns vor allem die falsche Klassifikation
der Himmelsregion in der obersten Maßstabsebene, bei den Fenstern in der untersten Reihe
gibt es wieder uberwiegend gute Klassifikationsergebnisse.
Wenn wir alle Regionen gleichen Klassifikationsergebnisses in einem Bild visualisieren, erhal-
ten wir Klassifikationskarten, siehe Abb. 2.1. Diese geben wir in Abb. 4.21 nur fur Objektteile
und Instanzen selten vorkommender Klassen an. Bei Klassen, die große Teile des Bildes be-
decken und zudem haufig als Klassifikationsergebnis ausgegeben werden, ist diese Darstellung
nicht sinnvoll, da in diesen Fallen große Teile des Bildes entsprechend eingefarbt sind. In der
oberen Reihe von Abb. 4.21 zeigen wir abwechselnd einen Luftbildausschnitt und anschließend
die darin detektierten Regionen der Klasse roof-tiles, d.h. die kleinen Dachregionen. In der
Reihe darunter zeigen wir die Detektionsergebnisse von vier verschiedenen Klassen (jeweils in
anderen Bildern).
In Abb. 4.21 zeigen wir Klassifikationskarten mit zufriedenstellenden Ergebnissen. In allen
Fallen sind Fehler erkennbar, d. h. nicht alle Instanzen der verwendeten Klassen wurden er-
folgreich als solche erkannt. Zudem gibt es auch Verbesserungspotential bei der geometrischen
Form der Regionen. In den Luftbildausschnitten fehlen haufig einzelne Dachflachen, bei der
Fenster-Karte wurden viele Fenster nur unvollstandig erkannt, d. h. es fehlen immer wieder
einzelne Fensterscheiben.
In der dritten Prasentation visualisieren wir die klassifizierten Regionen in einem Bild zu-
sammen, siehe Abb. 4.22. Dazu mussen wir den Alg. 3.1 lediglich bzgl. eines Punktes mo-
difizieren: Anstelle der aus den Annotationen abgeleiteten Targets werden nun die Klassi-
fikationsergebnisse zur Visualisierung der Semantik verwendet. Wir gehen wie gehabt vor
und markieren erst die großen Regionen der obersten Maßstabsebene im Bild und danach
die Regionen der kleineren Maßstabsebenen. Wir verwenden auch dieselbe Reihenfolge bei
der Visualisierung der Klassen, um sicherzustellen, dass die komplexen Objekte wie Gebaude
vorher im Ausgabebild visualisiert werden als deren Bestandteile, z. B. Fenster.
In Abb. 4.22 visualisieren wir die Ergebnisse aus vier verschiedenen Datensatzen, d. h.
auch unter Verwendung verschiedener Klassen. Diese haben wir daher nur vertikal einheit-
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Abbildung 4.20.: Klassifikationsergebnisse (in gelb) von ADTboost in vier verschiedenen
Referenz-Maßstabsebenen σm bzgl. der Klassen roof-tiles im Luftbild-
Datensatz aerial (oben) sowie den Klassen facade-tiles (Mitte) und
window (unten) im entzerrten Fassaden-Datensatz terra-3.
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building window car sky
Abbildung 4.21.: ADTboost-Klassifikationskarten ausgewahlter Klassen in Bildern verschie-
dener Datensatze.
lich verwendet, so dass man die Klassifikationsergebnisse untereinander und mit den Targets
vergleichen kann. Weiße Pixel bedeuten dabei, dass in diesem Bildbereich keine stabilen Re-
gionen segmentiert und daher auch nicht klassifiziert wurden. Schwarz sind alle Pixel, die als
stabile Region in nicht annotierten Bereichen segmentiert wurden, d. h. sie gehoren zur Klasse
background. Pixel aus Regionen der fur die Klassifikation zusatzlich eingefuhrte Klasse des
Rests, others, stellen wir in den Bildern aller vier Datensatze gelb dar. Die anderen Farben
unterscheiden sich spaltenweise in ihrer Semantik. In der linken Spalte zeigen wir das eine Bei-
spielbild aus dem Benchmark-Datensatz terra-1 mit rot fur Gebaude, grun fur Vegetation
und blau fur Fenster. In den beiden mittleren Spalten mussen diverse Klassen visualisiert wer-
den. Hier ist vor allem vorzuheben, dass die hellgrauen Pixel zu Regionen der Klasse facade
gehoren, die Fenster sind blau markiert. In der rechten Spalte zeigen wir einen Luftbildaus-
schnitt, in dem vor allem die vier Klassen background (schwarz), others (gelb), roof (rot),
mixture (magenta) und car (grau) erkennbar sind.
Wir hatten bereits bei der Visualisierung der Targets auf die Schwierigkeit der Visuali-
sierung von Regionen aus mehreren Maßstabsebenen hingewiesen, weil sich diese sehr stark
uberlappen. Die Klassifikationsergebnisse fur die beiden Bilder aus den Datensatzen terra-1
und terra-3 in der ersten bzw. dritten Spalte von links in Abb. 4.22 bieten eine Darstellung,
in denen wir viele ubereinstimmende Farbzuweisungen erkennen. Das hatten wir nach Aufstel-
lung der Statistik (ca. 50% richtig klassifiziert) anders erwartet. In der rechten Spalte wird die
Dominanz der Klasse background sehr deutlich, da zu viele Regionen als Hintergrund erkannt
wurden. Im Vergleich zwischen ADTboost und der Referenzklassifikation sieht man in beiden
Zeilen viele korrekt klassifizierte Regionen und viele falsch klassifizierte. In den Bildern ist
wie auch in der Statistik nicht erkennbar, dass beide Verfahren ahnlich gute bzw. schlechte
Ergebnisse liefern.
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Abbildung 4.22.: Visueller Vergleich zwischen den Targets der Regionen und den Klassifi-
kationsergebnissen fur die Beispielbilder aus Abb. 2.14, die wir noch ein-
mal in der obersten Zeile zeigen. Darunter visualisieren wir erneut die Tar-
gets der Regionen (wie in Abb. 3.9). Die beiden unteren Zeilen sind neu,
darin prasentieren wir die Klassifikationsergebnisse mit ADTboost sowie
mit der MAP-Klassifikation im LDA-Unterraum. Vertikal gesehen bedeu-
ten gleiche Farben auch gleiche Klassen. Weiße Pixel bedeuten dabei, dass
in diesem Bildbereich keine stabilen Regionen segmentiert und daher auch
nicht klassifiziert wurden. Schwarz sind alle Pixel, die als stabile Region in
nicht annotierten Bereichen segmentiert wurden, d. h. sie gehoren zur Klas-
se background. In den terrestrischen Aufnahmen wird Vegetation grun, die
Fenster blau, die Restklasse gelb dargestellt, in der linken Spalte bedeutet
rot Gebaude, in der Mitte grau Fassade. In den Luftbildern haben wir die
Dacher rot visualisiert.
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4.4.4. Zusammenfassung und Beurteilung
Wir haben in diesem Kapitel 65 regionenspezifische Merkmale definiert und die Klassifikati-
onsmethode der Alternierenden Entscheidungsbaume auf den Mehrklassenfall verallgemeinert.
In unseren Experimenten haben wir dokumentiert, dass sich die klassenspezifischen Ver-
teilungen vieler Merkmale unterscheiden und sich die Merkmale damit zur Klassifikation
der Regionen eignen. Neben einer qualitativen Untersuchung der Merkmale haben wir auch
Hellinger-Distanzen berechnet, um so die Unterscheidbarkeit der klassenspezifischen Vertei-
lungen belegen zu konnen. Die Distanzen variieren zwischen den Klassen, erreichen aber Werte
bis zu 0.67 (bei maximaler Hellinger-Distanz 1). In diesen Fallen konnen wir erwarten, dass
die Klassen car und window sehr gut trennbar sind. Es gibt aber auch Klassenpaare mit nied-
rigen Hellinger-Distanzen, z. B. 0.15 fur building und vegetation, d. h. diese Klassen sind
schwieriger zu unterscheiden.
Fur die Erweiterung der Alternierenden Entscheidungsbaume auf den Mehrklassenfall ha-
ben wir die binare Variante analysiert und die entscheidenden Stellen fur eine mogliche Erwei-
terung identifiziert. Um die Komplexitat der Berechnungen fur die Klassifikation niedrig zu
halten, haben wir sehr einfache Klassifikator verwendet, die ADTboost durch eine hierarchi-
sche Anordnung zu einem besseren Klassifikator zusammensetzt. Bei diesen einfachen Klassi-
fikatoren handelt es sich jeweils um einen Binarbaum mit mehreren Entscheidungen auf genau
einem Merkmal. Somit konnen wir diese Klassifikatoren als achsenparallele Einteilungen des
Merkmalsraums darstellen. Bei Vergleichen mit anderen Klassifikatoren auf Benchmark-Daten
hat unser ADTboost-Verfahren zufriedenstellend abgeschnitten. Einige Verfahren haben Pro-
bleme mit den hochdimensionalen Merkmalsraumen bzw. mit den kleinen Datensatzen beim
Trainieren des Klassifikators, ADTboost liefert diesbzgl. zuverlassig Ergebnisse. Allerdings
schneidet er meistens schlechter ab als die Klassifikation mittels nachster Nachbarschaften
oder mit dem ebenfalls linear trennenden Perceptron-Algorithmus. Dadurch sehen wir noch
deutliches Verbesserungspotential fur unseren Algorithmus.
Wir haben die Regionen mit zwei Methoden klassifiziert, mit einer MAP-Klassifikation im
LDA-Unterraum sowie mit unserer Formulierung des Mehrklassen-ADTboost. Wir hatten in
Kap. 2.3 sechs Kriterien fur unsere Bildsegmentierung aufgefuhrt. Hier haben wir eben den
Nachweis dafur gebracht, dass ADTboost das Potential hat, mehrere Klassen gleichzeitig zu
unterscheiden. Dabei haben wir die Ausgabe des Klassifikators als Wahrscheinlichkeiten for-
muliert. Die einfachen Klassifikatoren, die wir bei ADTboost verwenden, nutzen diskrete, nicht
weiter definierte Merkmalsverteilungen und konnen sowohl mit kleinen als auch mit großen
Datenmengen operieren. Im folgenden Kapitel werden wir noch auf die letzte Anforderung,
die Beurteilung der Merkmale durch den Klassifikator, eingehen. Bei unseren Experimenten
auf den Gebauderegionen haben wir die Daten bzgl. ihrer Maßstabszugehorigkeit getrennt
klassifiziert. Beide Verfahren haben eine Erfolgrsate von etwas mehr als 50%, was uns nicht
zufrieden stellt. Insbesondere bevorzugen beide Klassifikatoren die besonders haufig vorkom-
menden Klassen building, window und vegetation. Bei der Visualisierung der Klassifikati-
onsergebnisse zeigt ADTboost allerdings viele zufriedenstellende Klassifikationsbilder.
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hierarchische Bildinterpretation
In den beiden vorangegangenen Kapiteln haben wir unsere hierarchische Segmentierung ei-
nes Bildes und die Klassifikation der segmentierten Regionen durch Alternierende Entschei-
dungsbaume beschrieben. Bei der Klassifikation haben wir nur die regionenspezifischen Merk-
male verwendet, bei denen wir den Kontext der Region relativ schwach berucksichtigt haben,
z. B. bei den Differenzen zwischen den Farbwerten einer Region und ihrer Umgebung. Durch
die Modellierung der Bildinterpretation mittels eines Bayes-Netzes wollen wir nun den Kontext
aus der Hierarchie der Regionen in die Klassifikation der Regionen integrieren.
In diesem Kapitel werden wir die Struktur des Bayes-Netzes zusammenfassen. Anschließend
erklaren wir, wie wir die Ubergangswahrscheinlichkeiten bestimmen. Und wir stellen den Infe-
renzalgorithmus vor, den Pearl (1997) fur Bayes-Netze mit einfacher Baumstruktur formuliert
hat. Zuletzt kombinieren wir unsere Ergebnisse aus der Klassifikation zu einer einheitlichen
Bildinterpretation und prasentieren unsere Ergebnisse.
5.1. Struktur des Bedingten Bayes-Netzes
Die Komponenten des Bedingten Bayes-Netzes haben wir bereits in unserem Konzept in Kapi-
tel 2.1 eingefuhrt. Es besteht aus M Knoten, die M Zufallsvariablen xm unter der Bedingung
F reprasentieren. Mit F beschreiben wir beobachtete Daten, z. B. die extrahierten Merkmale
der segmentierten Regionen oder Informationen uber den Bildmaßstab. Die Zufallsvariablen
geben die Wahrscheinlichkeiten an, mit welcher die segmentierte Region Sm zur Klasse ωk
gehort. Demnach ist xm eine diskrete Zufallsvariable mit K Zustanden. Die Struktur der M
Knoten ist fast identisch mit der hierarchischen Struktur der M segmentierten Regionen, nur
die Richtung der Kanten zwischen den Knoten wurde geandert. Dennoch ubertragen wir die
beiden in Kap. 2.1.2 eingefuhrten Funktionen pi und χ fur die Relationen zu den Eltern- bzw.
Kinderknoten auf die bedingten Zufallsvariablen des Bedingten Bayes-Netzes.
Bei der hierarchischen Bildsegmentierung haben wir die Struktur bottom-up definiert, d. h.
die Regionenhierarchie haben wir als Entwicklung der stabilen Regionen im Maßstabsraum
definiert, ausgehend von der untersten Maßstabsebene und bis zur hochsten Maßstabsebene
fuhrend. Entsprechend hatten wir auch die Regionenhierarchie visualisiert: Mit Pfeilen von
unten nach oben weisend. Im Bayes-Netz drehen wir diese Pfeile um: Wir formulieren die
Abhangigkeiten zwischen den Knoten entsprechend einer Objekt-zu-Teil-Strategie. Wenn wir
wissen, dass ein komplexes Objekt ein Gebaude ist, dann schließen wir auf seine Teile wie
Fenster und Wandflache. Analog formulieren wir die Abhangigkeiten zwischen den Zufallsva-
riablen: Wenn eine Region in einer großen Maßstabsebene wahrscheinlich ein Gebaude zeigt,
so konnen wir auf die Teile dieser Region als Fenster oder Wandflache schließen. In Abb. 5.1
zeigen wir ein Bedingtes Bayes-Netz, dessen Struktur zur Regionenhierarchie zu unserem Bei-
spiel in Abb. 2.5 passt.
Unser Bedingtes Bayes-Netz besteht aus mehreren Baumen, da wir i. d. R. mehrere Re-
gionen in der hochsten Maßstabsebene segmentieren, die dann auch als stabile Regionen Sm
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Abbildung 5.1.: Bedingtes Bayes-Netz fur die Bildinterpretation.
gewertet werden. In jedem Baum konnen wir die Inferenz unabhangig von den Ereignissen
in den anderen Baumen propagieren. Dazu verwenden wir den Summe-Produkt-Algorithmus
zur Inferenz in baumartigen Bayes-Netzen von Pearl (1997), der die folgenden vier Schritte
abarbeitet:
1. die Aktualisierung der Uberzeugungen einzelner Zufallsvariablen,
2. die Ubertragung der Information von unten nach oben (bottom-up),
3. die Ubertragung der Information von oben nach unten (top-down) und
4. Normalisierung zu Wahrscheinlichkeiten.
Der Algorithmus von Pearl (1997) setzt einen gerichteten und zyklenfreien Graphen voraus,
was durch die baumformige Struktur unseres Bayes-Netzes erfullt wird. Durch die Summie-
rungen bei der Bestimmung der Randverteilungen wird deutlich, dass die Merkmale diskret
modelliert werden. Dies ist aber keine Beschrankung des Verfahrens, da man die Summen
auch durch Integrale ersetzen kann, um mit kontinuierlichen Merkmalen arbeiten zu konnen.
Es gibt auch keine Beschrankung auf univariate Merkmale, allerdings werden die Rechnungen
aufwendiger, wenn statt univariaten Merkmalen hochdimensionale Merkmalsvektoren verar-
beitet werden.
Wir geben den Summe-Produkt-Algorithmus entsprechend unserer Notation in Alg. 5.1 an.
Ihm wird das Bayes-Netz mit seiner Struktur ubergeben sowie die beiden Ubergangswahrschein-
lichkeiten. Die einen modellieren die Abhangigkeiten der Zufallsvariablen von den beobachte-
ten Merkmalen F und sind daher unveranderlich. Wir verwenden sie zur Initialisierung der
Zustande der Zufallsvariablen xm. Anschließend werden erst die Informationen von den Kin-
dern zu den Eltern propagiert, siehe Zeile 13. Die Informationen der Kinder werden dabei
multiplikativ verknupft. Danach erfolgt die Propagierung der Information durch die Baume
von oben nach unten, siehe Zeile 19. Im Anschluss an jeden dieser beiden Teilschritte nor-
malisieren wir die Zustandsbelegungen der Zufallsvariablen, um Wahrscheinlichkeiten abzu-
speichern. Den Normalisierungsterm 1ζ =
1
P (F ) braucht man nur einmal zu berechnen, da er
fur alle Zufallsvariablen gleich ist, siehe (Bishop, 2006). Diese Wahrscheinlichkeiten geben wir
zum Abschluss des Algorithmus aus.
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Algorithm 5.1 Inferenz-Algorithmus fur Bayes-Netze mit Baumstruktur
1: function BN-Inferenz((xm)
M
1 , (β(m))
M
1 , P (xm | xpi(m)))
2: . xm: M Zufallsvariablen in hierarchischer Anordnung
3: . β(m): M Klassifikationsergebnisse von ADTboost
4: . P (xm | xpi(m)): Ubergangswahrscheinlichkeiten
5: . Initialisierung der Zufallsvariablen mit ADTboost-Ergebnissen
6: for m = 1, . . . ,M do
7: P (xm = ωk) = βk(m)
8: end for
9: . Bottom-Up-Ubertragung
10: for m = M, . . . , 1 do
11: . Starte bei den Blattern des Baumes
12: . C ist die Anzahl der Kinder der Zufallsvariable xm
13: P (xm = ωk) = P (xm = ωk) ·
∏C
c=1
∑
k′ P (xχc(m) = ωk′)P (xχc(m) = ωk′ | xm = ωk)
14: end for
15: . Top-Down-Ubertragung
16: for m = 1, . . . ,M do
17: . Starte bei der Wurzel des Baumes
18: if pi(m) existiert then
19: P (xm = ωk) = P (xm = ωk) ·
∑
k′ P (xm = ωk | xpi(m) = ωk′)P (xpi(m) = ωk′)
20: end if
21: end for
22: Normalisierung der Wahrscheinlichkeiten der Zufallsvariablen
23: return xm
24: end function
5.2. Ubergangswahrscheinlichkeiten
In diesem Abschnitt gehen wir nun auf die Wahrscheinlichkeiten fur das Auftreten von Klas-
senzugehorigkeiten hierarchisch benachbarter Regionen ein, die wir Ubergangswahrscheinlich-
keiten im Bedingten Bayes-Netz nennen und mit P (xm | xpi(m),F ) bezeichnen. Nach den Er-
fahrungen bei der Klassifikation der Regionen, diese Ubergangswahrscheinlichkeiten ebenfalls
in Abhangigkeit von dem Maßstabsbereich zu berechnen, in dem sich die segmentierte Region
Sm befindet. Wir verwenden dabei wieder dieselben Maßstabsreferenzebenen σm wie bei der
Klassifikation. Wir haben zwei verschiedene Ubergangswahrscheinlichkeiten bestimmt. Die
erste Art, P (xm | xpi(m),F ), verwendet bei F nur die Information bzgl. der Maßstabsreferenz
σm. Die andere berucksichtigt zudem auch die Merkmalsauspragungen der beiden Regionen
Sm und Spi(m).
Bei einer Modellierung des Bedingten Bayes-Netzes mit Ubergangswahrscheinlichkeiten
ohne Berucksichtigung der Merkmale werden nur die Klassen x˜m der segmentierten Re-
gionen Sm berucksichtigt. Diese Ubergangswahrscheinlichkeiten P (xm | xpi(m),F ) konnen
wir durch Zahlen der Relationen von x˜m und x˜pi(m) und anschließendem Normieren unter
Berucksichtigung von σm bestimmen. In diesem Fall sind die Ubergangswahrscheinlichkeiten
unabhangig von der Erscheinung der Regionen im Bild, d. h. die Wahrscheinlichkeiten fur das
Auftreten eines Fensters im Dach ist bei einer dunklen Region genauso hoch wie bei einer roten,
wenn die Elternregion beider Regionen ein Dach ist. Das ist fur uns nicht unbedingt plausibel,
weshalb wir uns dafur entschieden haben, in einem zusatzlichen Experiment die Merkma-
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le der Regionen bei der Bestimmung der Ubergangswahrscheinlichkeiten zu berucksichtigen.
Außerdem haben wir die schlechtere Performanz dieses Variante bzgl. des Klassifikationser-
folges in (Drauschke & Forstner, 2011) dokumentiert. Wir gehen deshalb hier nur noch auf
die Bestimmung der Ubergangswahrscheinlichkeiten unter Verwendung der Merkmale ein.
5.2.1. Bayes-Netz mit Merkmalsintegration
Wir bezeichnen Ubergangswahrscheinlichkeiten, bei denen wir die Merkmalsauspragungen
der beiden Regionen Sm und Spi(m) berucksichtigen, ebenfalls mit P (ωm | ωpi(m),F ), haben
aber unter F drei Merkmale im Fokus: σm, fm und fpi(m). Dabei beschranken uns dabei
aus Komplexitatsgrunden auf genau ein (diskretisertes) Merkmal und genau eine Referenz-
Maßstabsebene σm. Diese Merkmalsreduktion und -diskretisierung bildet keine Einschrankung
der Voraussetzungen fur die Modellierung von Bayes-Netzen sowie fur die Durchfuhrung des
Summe-Produkt-Algorithmus von Pearl (1997), da dessen einzige Annahme ein zyklenfreier
Graph mit gerichteten Kanten ist. Allerdings fuhren sowohl die Merkmalsreduktion als auch
die Merkmalsdiskretisierung zu einem Informationsverlust, d. h. die Ubergangswahrscheinlich-
keiten konnten besser mit kontinuierlichen und hochdimensionalen Merkmalen modelliert wer-
den. Das allerdings fuhrt zu komplexeren Implementierungen, und es muss beachtet werden,
dass die Ubergangswahrscheinlichkeiten aus genugend großen Stichproben abgeleitet werden.
Bei der Analyse der extrahierten Merkmale haben wir festgestellt, dass wir diese durch ver-
schiedene Verteilungsfunktionen modellieren mussen, siehe Kapitel 4.1. Daher haben wir bei
der Implementierung der Alternierenden Entscheidungsbaume auf die Definition der Merkma-
le mittels kontinuierlicher Verteilungen verzichtet. Ebenso greifen wir auch nun auf diskrete
Merkmale zuruck, die wir aus den Histogrammen ableiten.
Eine Einteilung des Merkmalsraums in gleichgroße Intervalle ist bei den meisten Merkma-
len ungunstig, da zahlreiche Merkmale unterschiedlich stark besetzte Histogramme aufweisen,
insbesondere die normal- und exponentialverteilten Merkmale. Wir diskretisieren daher die
Merkmalsverteilungen so, dass wir die Regionen dadurch nahezu gleich auf die Intervalle auf-
teilen, d. h. wir bestimmen die k−α-Quantile der Verteilungen. Praktisch projizieren wir dazu
die Daten in viele gleichbreite, aber kleine Intervalle zwischen der minimalen und der maxi-
malen Auspragung des Merkmals und bestimmen das kumulative Histogramm, woraus wir
effizient k−α-Quantile eines Merkmals ableiten. In Abb. 5.2 zeigen wir diese Vorgehensweise
fur eine Einteilung in funf α-Quantile bzw. Intervalle der Merkmalsauspragungen.
Die Ubergangswahrscheinlichkeiten bestimmen wir ausgehend von einer Region Sm in Ab-
hangigkeit von ihrer Maßstabsreferenzebene σm und den beiden Merkmalsauspragungen der
Regionen Sm und Spi(m), die jeweils einen von funf Werten annehmen. Da wir die Maßstabsre-
ferenzebene analog zur Klassifikation, siehe Kap. 4.2.1, bestimmen, unterscheiden wir zwischen
funf verschiedenen Maßstabsebenen. Somit unterscheiden wir 53 = 125 verschiedene Falle, um
die Ubergangswahrscheinlichkeiten zu bestimmen. Die Ubergangswahrscheinlichkeiten erhal-
ten wir durch Zahlen der entsprechenden Vorkommen der beiden Klassen x˜m und x˜pim, so
dass wir die 125 verschiedenen Tabellen mit den Wahrscheinlichkeiten P (x˜m, x˜pi(m) | F ) auf-
stellen konnten. Stattdessen normieren wir gleich die Werte in den Tabellen derart, dass wir
die Wahrscheinlichkeiten P (x˜m | x˜pi(m),F ) enthalten.
In Tab. 5.1 zeigen wir die gemittelten Ubergangswahrscheinlichkeiten fur die Maßstabs-
referenzebene σ = 3. Gemittelt haben wir hierbei uber die funf Tests der Kreuzvalidierung
und uber die 5 × 5 verschiedenen Moglichkeiten fur die Merkmalsauspragungen der beiden
Regionen. In der Hauptdiagonale haben wir die Tabelleneintrage fett markiert. Dadurch wird
schnell erkennbar, dass die Region Sm mit hoher Wahrscheinlichkeit zur Klasse car bzw.
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Abbildung 5.2.: Einteilung des Merkmalsraums in funf Intervalle: Histogramm eines Merk-
mals (links) und dessen kumulatives Histogramm (rechts). Im kumulativen
Histogramm kann man die Intervallgrenzen effizient bestimmen, so dass die
Daten sich zu gleichen Teilen auf die Intervalle verteilen.
Tabelle 5.1.: Gemittelte Ubergangswahrscheinlichkeiten der dritten Maßstabsreferenzebene.
Spaltenweise geben wir die Klasse der Elternregion Spi(m) angegeben, zeilenweise
die der Region Sm. Die Eintrage 0 zeigen an, dass diese Klassenpaarung nicht
vorkommt, die Eintrage 0.000 sind das Ergebnis einer Rundung.
Klasse others build. build.-mix car veget. window backg.
others 0.340 0.077 0.013 0.006 0.056 0.006 0.007
building 0.185 0.358 0.091 0.010 0.022 0.021 0.000
building-mix 0.067 0.221 0.721 0.039 0.009 0.200 0
car 0.030 0.071 0.018 0.917 0.004 0.026 0.002
vegetation 0.095 0.075 0.015 0.016 0.781 0.004 0.006
window 0.138 0.148 0.143 0.011 0.009 0.743 0
background 0.145 0.050 0 0.015 0.118 0.000 0.983
vegetation gehort, wenn auch die Elternregion dieses Klassenlabel tragt.
5.2.2. Merkmalsselektion
Im vorherigen Abschnitt haben wir beschrieben, wie die Ubergangswahrscheinlichkeiten unter
Verwendung von beobachteten Merkmalen fm und fpi(m) berechnet werden. Wir benutzen
dabei nur ein Merkmal, um die Auswertung im Bayes-Netz uberschaubar zu behalten. Dies
erfordert aber eine Merkmalsauswahl. In (Drauschke & Forstner, 2011) haben wir durch eine
vollstandige Suche das beste Merkmal bestimmt, das auf den Trainingsdaten zu den die besten
Verbesserungen bei den Klassifikationsergebnissen fuhrte. Dieses Vorgehen haben wir hier
durch eine Merkmalsselektion ersetzt.
Nach Mladenic (2006) konnen die Methoden der Merkmalsauswahl in zwei wesentliche Ka-
tegorien eingeteilt werden: in Filter und in Wrapper. Filter-Methoden analysieren die Relevanz
von Merkmalen unabhangig von der Klassifikationsmethode, z. B. durch Ranking-Verfahren
wie Korrelationskoeffizienten (Guyon & Elisseeff, 2003).
Wrapper-Methoden dagegen evaluieren die Merkmale hinsichtlich der Klassifikationsergeb-
nisse. Drauschke & Forstner (2008) haben eine Bewertung von Merkmalen vorgeschlagen, die
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Tabelle 5.2.: Ergebnisse der Merkmalsselektion mit ADTboost. Wir zeigen die zehn besten
Merkmale mit ihrem Einfluss r auf die Klassifikation mit ADTboost, nach den
verwendeten Maßstabsreferenzebenen unterschieden.
Rang σ = 1 σ = 2 σ = 3 σ = 4 σ = 5
1 f10 : 9.49 f10 : 8.91 f10 : 6.59 f10 : 7.21 f10 : 11.40
2 f15 : 6.60 f15 : 5.62 f32 : 6.26 f41 : 6.77 f8 : 7.48
3 f14 : 4.22 f32 : 4.50 f28 : 3.89 f32 : 6.57 f5 : 7.11
4 f11 : 3.11 f36 : 3.76 f41 : 3.77 f8 : 5.24 f28 : 6.17
5 f53 : 2.94 f14 : 3.27 f52 : 3.35 f28 : 4.47 f32 : 6.00
6 f60 : 2.77 f52 : 3.09 f15 : 3.28 f5 : 3.57 f7 : 5.46
7 f36 : 2.75 f41 : 2.89 f36 : 2.87 f36 : 3.38 f36 : 5.45
8 f41 : 2.73 f50 : 2.69 f14 : 2.39 f14 : 2.75 f46 : 5.40
9 f50 : 2.64 f25 : 2.52 f18 : 2.34 f18 : 2.58 f40 : 4.31
10 f22 : 2.60 f35 : 2.15 f17 : 2.07 f39 : 2.47 f41 : 4.16
auf dem Einfluss r der Merkmale auf das Klassifikationsergebnis von ADTboost beruht. Das
Prinzip funktioniert wie folgt: Wir haben unsere einfachen ADTboost-Klassifikatoren κt so
definiert, dass sie jeweils genau ein Merkmal fd verwenden. Den Klassifikationserfolg eines
Klassifikators κt, gemessen an seinen B Gewichten αt
b, konnen wir demnach auch dem Merk-
mal fd zuordnen. Kumuliert man nun alle die Erfolge aller einfachen Klassifikatoren, d. h. wir
addieren diese Gewichte αt
b fur alle T Klassifikatoren κt und uber alle B Bereiche bb, dann
erhalten wir den Einfluss r eines Merkmals auf die Gesamtklassifikation:
r(d) =
T∑
t=1
B∑
b=1
pαt
bII(κt verwendet Merkmal fd). (5.1)
Dabei berucksichtigen wir auch, dass die Klassifikatoren hierarchisch angeordnet werden: κt
verwendet Merkmal fd schließt die Vorbedingung und die eigentliche Klassifikation mit ein.
Der Faktor p gibt den Anteil der Daten an, die beim Lernen der Klassifikation berucksichtigt
wurden. So werden die vergleichsweise hohen Gewichte in den Blattern des Alternierenden
Entscheidungsbaums wieder klein skaliert. Gibt ADTboost einen Baum zuruck, in dem nur ein
Klassifikator an den Wurzelknoten gehangt wurde, dann ist das Merkmal dieses Klassifikators
das Beste, weil es von allen einfachen Klassifikatoren verwendet wird: von κ1 direkt und von
allen anderen einfachen Klassifikatoren als Vorbedingung.
Wir haben die Klassifikation mittels einer Kreuzvalidierung analysiert, so dass jedes Bild
genau einmal zu den Testdaten gehort. Fur ein gegebenes Testbild ist aber das Klassifikations-
modell und damit auch das am besten geeignete Merkmal nach Gl. 5.1 eindeutig bestimmbar.
Um Auskunft uber die Merkmale im Allgemeinen zu erhalten, haben wir daher die Bewertung
des Einflusses eines Merkmals durch Mittelung der Rangbewertung r(d). Die Ergebnisse der
besten zehn Merkmale je Maßstabsreferenzebene geben wir in Tab. 5.2 an.
Bei unseren Experimenten mit Datensatz terra-1 haben wir festgestellt, dass bei allen
Tests und in allen Skalen das beste Merkmal die relative Hohenposition des Mittelpunkts
der Bounding Box im Bild (Index 10) ist. Erst bei den nachstbesten Merkmalen gibt es
Veranderungen bei der Art des Merkmals. In den beiden untersten Skalen sind die beiden
Farbmerkmale mittlerer Blauwert (Index 14) und mittlerer Huewert (Index 15) sehr gut. Bei
den beiden nachsthoheren Skalen spielen die Entropie des Gradientenhistogramms im grunen
Kanal (Index 32) und der großere Eigenwert der Momentenmatrix des generalisierten Vierecks
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(Index 41)eine wichtige Rolle. Und in der obersten Skala haben die Breite der Bounding
Box (Index 8) und der Umfang einer Region (Index 5) hohen Einfluss auf die Klassifikation.
Diese Ergebnisse sind sehr gut nachvollziehbar. In den kleinen Skalen sind viele Objekte noch
extrem ubersegmentiert, d. h. die Regionen zeigen meist nur einen Ausschnitt des Objekts.
Entsprechend ist die Farbe einer Region besonders aussagekraftig. In den mittleren Skalen
sind die Regionen schon großer, so dass die Gradienteninformation gute Erkenntnisse uber die
Regionen liefern. In der obersten Skala wiederum stellen die Regionen oft komplexe Objekte
dar, so dass sich die Klassifikation auf dem Umfang und anderen Formmerkmalen stutzt. Das
beste Texturmerkmal befindet sich in den mittleren Skalen erst an viertbester Stelle und hat
einen ahnlichen Evaluationswert r(d) wie die ahnlich platzierten Merkmale, d. h. das beste
Texturmerkmal ist ahnlich gut wie das beste Merkmal bzgl. der Gradientenhistogramme.
Wahrend sich die besten Merkmale bei dem etwas großeren Datensatz terra-2 von den
besten Merkmalen des Benchmark-Datensatzes terra-1 nicht unterscheidenden, gibt es einige
Veranderungen bei der Aufstellung der besten Merkmale bzgl. der Regionen aus den entzerrten
Bildern des Datensatzes terra-3. Auf den drei unteren Skalen ist nach wie vor die relative
Hohenposition, d. h. das Merkmal 10 das Beste. Aber in den beiden oberen Regionen sind
Merkmal 41 bzw. Merkmal 39 (der Eintrag der Momentenmatrix auf der Nebendiagonale) die
besten Merkmale. Das liegt vor allem daran, dass viele rechteckig geformte Objekte in den
Bildern gezeigt werden und nun Regionen ebenso geformt sind. Ansonsten spielen auch hier
wieder Farbmerkmale in den unteren Skalen, Gradientenmerkmale in den mittleren Skalen
und Formmerkmale in den oberen Skalen eine besondere Rolle.
Bei den Luftbildausschnitten des Datensatzes aerial sind teilweise ganz andere Merkmale
die besten. Beim Blick von Oben korreliert die Hohenposition der Bounding Box einer Region
nicht mehr mit den Klassen, so dass Farbmerkmale (mittler Huewert als Merkmal 15), Merk-
male des Gradientenhistogramms (Entropie im roten und grunen Kanal als Merkmale 28 und
32) und abgeleitete Merkmale aus dem generalisierten Viereck (der Eintrag der Momenten-
matrix auf der Nebendiagonale als Merkmal 39) die besten sind. Wir finden nur ein Basis-
bzw. Formmerkmal unter den besten funf Merkmalen, und das ist die Flache einer Region bei
der Klassifikation in der zweitobersten Skala.
5.3. Experimente
Wir haben das Bedingte Bayes-Netz auf unseren vier Datensatzen getestet und dokumentie-
ren nun die Ergebnisse dieser Experimente. Das gliedern wir in drei Teile. Zuerst geben wir
Auskunft uber die statistischen Angaben, d. h. die Konfusionsmatrizen im Vergleich zur Klas-
sifikation ohne Integration von Kontext durch die Bestandteilshierarchie (ADTboost). Dann
visualisieren wir die klassifizierten Regionen analog zu Alg. 3.1. Zum Schluss vergleichen wir
die Farbgebung der Pixel dieser Klassifikationsbilder und prasentieren diese Ergebnisse.
5.3.1. Statistische Auswertung
Wir stellen die Konfusionsmatrizen mit den relativen Angaben fur den Klassifikationser-
folg je Klasse im Anhang A.3 zusammen, da wir dabei die Ergebnisse aller vier Datensatze
prasentieren. Hier fassen wir die Ergebnisse fur den Benchmark-Datensatz terra-1 zusammen
und gehen auf die Veranderung bzgl. der alleinigen ADTboost-Klassifikation ein.
Generell verbessert sich der Klassifikationserfolg von 54.9% auf 60.7% bei sieben Klassen.
Diese Verbesserung entsteht allerdings durch eine weitere Bevorzugung der Klasse building,
deren klassenspezifischer Klassifikationserfolg uber 83% liegt. Dagegen kommen die Klassen
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Tabelle 5.3.: Differenzen der Klassifikationsraten bzgl. des Datensatzes terra-1. Wir ge-
ben die Klassifikationserfolge des Bedingten Bayes-Netzes im Vergleich mit den
ADTboost-Ergebnissen an.
Klasse others build. build.-mix car veget. window backg.
others −3.9% +17.4% −0.3% −1.8% −4.6% −5.9% −1.0%
building −1.7% +14.9% −0.5% −0.2% −4.5% −7.7% −0.3%
building-mix −1.1% +7.2% −1.0% −0.2% −2.9% −1.7% −0.2%
car −2.9% +32.1% −0.6% −5.2% −7.9% −13.4% −2.2%
vegetation −1.1% −0.6% −0.2% −0.3% +5.9% −3.2% −0.6%
window −0.6% +4.3% −0.6% −0.2% −3.7% +0.9% −0.1%
background −0.5% +8.3% −0.1% −1.2% +1.9% −6.3% −2.1%
car, building-mixture und background als Klassifikationsresultat praktisch nicht mehr vor:
46 der 131 060 Regionen wird das Klassenlabel von einer der drei Klassen zugeordnet, in 17
Fallen stimmt auch das Ergebnis.
In Tab. 5.3 zeigen wir die relativen Differenzen zur ADTboost-Klassifikation. Jede Zeile
zeigt die tatsachliche Klasse x˜m der Regionen an, jede Spalte das Klassifikationsergebnis
x̂m. Hier ist der deutliche Anstieg bei der Zuweisung zur Klasse building zu erkennen. Die
Klassifikationserfolge fur die beiden ebenfalls sehr haufig vorkommenden Klassen vegetation
und window fallen ebenfalls besser aus, wenn auch nur leicht.
Bei den anderen drei Datensatzen wiederholt sich dieses Bild. Beim Datensatz terra-2
steigt der Erfolg der Klassifikation mit acht Klassen von 33.6% auf 39.0%, beim Datensatz
terra-3 von 42.0% auf 46.6% bzgl. der Klassifikation mit acht Klassen, und auf dem Luft-
bilddatensatz aerial bleibt der Klassifikationserfolg nahezu unverandert, steigt von 51.4%
auf 51.5% bei Verwendung von sechs Klassen. In allen drei Fallen entsteht die Verbesserung
des Klassifikationsergebnisses zu Ungunsten der selten vorkommenden Klassen.
5.3.2. Visualisierung der Ergebnisse
Diese Bevorzugung der haufig vorkommenden Bilder schlagt sich auch bei der Visualisierung
der Bildinterpretation nieder. In den Bildern zu Datensatz terra-1 gibt es haufig nur noch
drei Farben fur die Visualisierung von Gebauden, Fenstern und Vegetation. Den modifizierten
Alg. 3.1 fur die Darstellung der Klassifikationsergebnisse mit ADTboost konnen wir an dieser
Stelle wieder verwenden. Entsprechend markieren wir erst die großen Regionen der obersten
Maßstabsebene im Bild und danach die Regionen der kleineren Maßstabsebenen. Ebenso
verwenden wir dieselbe Reihenfolge bei der Visualisierung der Klassen, um sicherzustellen,
dass die komplexen Objekte wie Gebaude vorher im Ausgabebild visualisiert werden als deren
Bestandteile, z. B. Fenster.
In Abb. 5.3 visualisieren wir die Ergebnisse aus den vier verschiedenen Datensatzen, d. h.
auch unter Verwendung verschiedener Klassen. Diese haben wir daher nur in vertikaler An-
ordnung einheitlich verwendet, so dass man die Klassifikationsergebnisse von ADTboost bzw.
durch das Bedingte Bayes-Netz untereinander und mit den Klassifikationszielen, den Targets,
vergleichen kann. Die Target-Visualisierung zeigt dabei an, wie das Bild aussehen musste,
wenn die Klassifikation perfekt ware.
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Abbildung 5.3.: Visueller Vergleich zwischen den Targets der Regionen und den Klassifikati-
onsergebnissen mit ADTboost bzw. mit dem Bedingten Bayes-Netz fur die
Beispielbilder aus Abb. 2.14, die wir noch einmal in der obersten Zeile zeigen.
Darunter visualisieren wir erneut die Targets der Regionen (wie in Abb. 3.9)
und die ADTboost-Ergebnisse (wie in Abb. 4.22). In der untersten Zeile
prasentieren wir die Klassifikationsergebnisse mit dem Bedingten Bayes-Netz.
Vertikal gesehen bedeuten gleiche Farben auch gleiche Klassen. Weiße Pixel
bedeuten dabei, dass in diesem Bildbereich keine stabilen Regionen segmen-
tiert und daher auch nicht klassifiziert wurden. Schwarz sind alle Pixel, die
als stabile Region in nicht annotierten Bereichen segmentiert wurden, d. h. sie
gehoren zur Klasse background. In den terrestrischen Aufnahmen wird Ve-
getation grun, die Fenster blau, die Restklasse gelb dargestellt, in der linken
Spalte bedeutet rot Gebaude, in der Mitte grau Fassade. In den Luftbildern
haben wir die Dacher rot visualisiert.
119
5. Bedingtes Bayes-Netz fur die hierarchische Bildinterpretation
Tabelle 5.4.: Relative Ubereinstimmung der Bildinterpretationen im pixelweisen Vergleich
Vergleich terra-1 terra-2 terra-3 aerial
Annot. vs. Targets: 48.8% 66.9% 78.7% 89.0%
Annot. vs. ADTboost: 28.8% 48.4% 61.2% 82.1%
Annot. vs. BayesNetz: 27.7% 51.1% 68.7% 84.5%
Targets vs. ADTboost: 68.4% 48.4% 58.4% 80.2%
Targets vs. Bayes-Netz 70.1% 53.8% 65.0% 81.7%
5.3.3. Pixelweise Evaluation
Durch die verschiedenen Visualisierungen der Bildinterpretationen wie die manuellen Annota-
tionen, die Targets der Regionen und die Klassifikationsergebnisse von ADTboost und durch
das Bedingte Bayes-Netz konnen wir die Ergebnisse auch pixelweise evaluieren. Insgesamt
haben wir die folgenden funf Vergleiche durchgefuhrt:
1. Annotationen mit den Klassifikationszielen (Targets)
2. Annotationen mit ADTboost-Ergebnissen
3. Annotationen mit Ergebnissen des Bedingten Bayes-Netzes
4. Targets mit mit ADTboost-Ergebnissen
5. Targets mit Ergebnissen des Bedingten Bayes-Netzes.
Die durchschnittliche Ubereinstimmung bzgl. aller vier Datensatze geben wir in Tab. 5.4 an.
Die wichtigste Zeile ist hierbei die dritte, die den Vergleich zwischen den Annotationen und
den Klassifikationsergebnissen durch das Bayes-Netz angibt. Wir fuhren aber eine uberwachte
Klassifikation durch, die den Klassifikator zur Erkennung der Klassenlabel der Targets trai-
niert. Daher ist zur Bewertung des Bedingten Bayes-Netzes ein Vergleich zwischen den Tar-
gets und den Klassifikationsergebnissen des Bayes-Netzes besser. Fur einen Vergleich mit den
Annotationen mussten wir die Klassifikationsziele unabhangig von den Targets und dem Al-
gorithmus zur Visualisierung der Bildinterpretation betrachten, was ausgeschlossen ist.
In Tab. 5.4 erkennen wir, dass der Benchmark-Datensatz am schlechtesten abschneidet,
wenn wir die automatisch generierten Bildinterpretationen mit den manuell erstellten Annota-
tionen vergleichen. Deutlich besser sind bei diesem Datensatz dagegen die Vergleiche zwischen
den Klassifikationsergebnissen und den Targets. Die besten Bildinterpretationen erzielen wir
anscheinend auf den Luftbildausschnitten. Allerdings muss hier berucksichtigt werden, dass
in vielen Bildern mehr als 75% der Pixel nicht annotiert wurden, weil sie Vegetation oder
Straße darstellen. Hierbei wirkt sich die Bevorzugung der sehr haufig vorkommenden Klasse
background positiv auf die Beurteilung aus.
Fernerhin haben wir fur jedes Bild der verwendeten Datensatze die Ubereinstimmungen im
pixelweisen Vergleich bestimmt. In den Abb. 5.4, 5.5 und 5.6 zeigen wir Bilder, bei denen
der pixelweise Vergleich hohe Ubereinstimmungen zwischen den Farbgebungen der Targets
und den Farbgebungen der Klassifikationsergebnisse durch das Bedingte Bayes-Netz anzeigt.
Die Semantik der Farben ist dabei dieselbe wie in den anderen Abbildungen, z. B. Abb. 5.3.
Innerhalb einer Abbildung haben wir immer Bilder des gleichen Datensatzes verwendet, somit
bedeuten die Farben innerhalb jeder dieser Abbildungen auch dasselbe. Beispielsweise zeigt
in Abb. 5.4 rot Gebaude an, Fenster sind blau und Vegetation grun.
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Erfolg Bild Targets Bayes-Netz
91.6%
89.6%
87.0%
85.3%
83.2%
Abbildung 5.4.: Ausgewahlte Ergebnisse im pixelweisen Vergleich fur Datensatz terra-1. Die
Farben geben die Semantik der Szene wider: Gebaude (rot), Fenster (blau),
Vegetation (grun). Gelb stellt Regionen der Restklasse dar, die u. a. Himmel
und Boden vereint.
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Erfolg Bild Targets Bayes-Netz
93.3%
92.4%
91.9%
89.4%
89.4%
Abbildung 5.5.: Ausgewahlte Ergebnisse im pixelweisen Vergleich fur Datensatz terra-3. Die
Farben geben die Semantik der Szene wider: Fassaden (grau), Fenster (blau),
Himmel (dunkelblau), Dach (rot). Gelb stellt Regionen der Restklasse dar.
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Erfolg Bild Targets Bayes-Netz
97.7%
97.3%
96.2%
95.8%
95.8%
Abbildung 5.6.: Ausgewahlte Ergebnisse im pixelweisen Vergleich fur Datensatz aerial. Die
Farben geben die Semantik der Szene wider: Dach (rot), Gebaude (blau),
Mixturen (magenta). Gelb stellt Regionen der Restklasse dar.
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5.3.4. Zusammenfassung und Beurteilung
Wir haben in diesem Kapitel unser Bedingtes Bayes-Netz konstruiert, dessen Struktur wir
aus der hierarchischen Segmentierung ableiten und in das wir die Klassifikationsergebnisse
von ADTboost integrieren. Die Ubergangswahrscheinlichkeiten haben wir in Abhangigkeit
von einer Maßstabsebene und von beobachteten Merkmalen durch Auswertung der Klassen-
zugehorigkeiten hierarchisch benachbarter Regionen bestimmt. Fur die Inferenz im Bayes-
Netz haben wir den Algorithmus von Pearl (1997) angewendet, da unser Bayes-Netz eine
baumformige Struktur aufweist.
In unseren Experimenten haben wir festgestellt, dass sich zwar der Klassifikationserfolg
durch das Bedingte Bayes-Netz verbessert, dieser aber durch eine erneute Bevorzugung der
haufig vorkommenden Klassen entsteht. Bei Inspektion der Klassifikationsergebnisse kommen
die selten vorkommenden Klassen fast uberhaupt nicht mehr vor. Daher konnen wir auch bei
der Visualisierung der Ergebnisse teilweise sehr gute Ergebnisse erzielen: die kleinen Objekt-
teile werden zwar in den Klassifikationsbildern nicht angezeigt, aber die haufig vorkommenden
Klassen Gebaude, Fenster und Vegetation werden oftmals befriedigend dargestellt.
Dieses Kapitel haben wir mit einem pixelweisen Vergleich zwischen den Bildinterpretatio-
nen abgeschlossen. Dabei haben wir fur manche Bilder eine Ubereinstimmung von uber 90%
zwischen der Visualisierung der Targets der Regionen und der Visualisierung der Klassifi-
kationsergebnisse durch das Bedingte Bayes-Netz vorgefunden. Dies zeigt uns das Potential
unseres Verfahrens.
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6.1. Zusammenfassung der Arbeit und der Ergebnisse
In dieser Arbeit haben wir einen hierarchischen Ansatz fur die Interpretation von Gebau-
deaufnahmen vorgestellt. Das von uns entwickelte Verfahren ist universell einsetzbar, da es
einen datengetriebenen konzipiert ist und damit sowohl terrestrische Gebaudeaufnahmen als
auch Bilder aus anderen Perspektiven wie z. B. Luftbilder verarbeitet werden konnen. Die
Vorgehensweise ist hierarchisch, weil wir die hierarchische Anordnung von Objektteilen auch
fur die Analyse des Bildes ausnutzen.
Die Regionenhierarchie verwenden wir zur Konstruktion eines Bedingten Bayes-Netzes, des-
sen Konzept und Realisierung zentraler Bestandteil unserer Arbeit ist. Die Knoten des Be-
dingten Bayes-Netzes stellen Zufallsvariablen dar, die jeweils die Zugehorigkeit einer Region zu
vordefinierten Klassen beschreiben. Die Anordnung dieser Knoten im Bayes-Netz entspricht
der Regionenhierarchie der segmentierten Regionen. Die Gesamtwahrscheinlichkeit fur alle
Zufallsvariablen zerlegen wir in Produkte von zwei Termen. Die Einen geben die Wahrschein-
lichkeit fur die Zugehorigkeit einer Region zu den Klassen an, die allein aus beobachteten
regionenspezifischen Merkmalen bestimmt werden, die Anderen werden aus der Hierarchie
der Regionen abgeleitet und geben die paarweisen Klassenzugehorigkeiten zwischen einer Re-
gion und der in der Hierarchie nach oben adjazenten Region an.
Fur die Realisierung dieses Bedingten Bayes-Netzes integrieren wir sehr verschiedene Teilar-
beiten. Zuerst analysieren wir viele dicht bei einander liegende Maßstabsebenen im Gauß'schen
Skalenraum und segmentieren darauf aufbauend geometrisch prazise Regionen, die wir durch
einen Regionen-Hierarchiegraphen anordnen. Spater verwenden wir die daraus abgeleitete
Struktur der nach einem Stabilitatskriterium ausgewahlten Regionen zur Konstruktion des Be-
dingten Bayes-Netzes. Fur diese stabilen Regionen bestimmen wir durch Vergleich mit manuell
erstellten Annotationen die am besten passende der vorgegebenen Klassen und extrahieren
geeignete regionenspezifische Merkmale. Diese Tupel aus Merkmalsvektor und Klassenlabel
verwenden wir zum Lernen von Alternierenden Entscheidungsbaumen zur Klassifikation der
Regionen, die Ergebnisse verwenden wir zur Initialisierung der Belegungen der Zufallsvaria-
blen des Bedingten Bayes-Netzes. Die Selektion des besten Merkmals benutzen wir zum Ler-
nen der Ubergangswahrscheinlichkeiten im Bayes-Netz. Den effizienten Inferenz-Algorithmus
von Pearl (1997) konnen wir wegen der baumartigen Struktur unseres Bayes-Netzes direkt
verwenden.
Unsere vier Arbeitshypothesen haben wir auf insgesamt vier verschiedenen Datensatzen mit
zusammen uber 600 Bildern getestet. Dabei haben wir auch den Benchmark-Datensatz fur die
Interpretation von Fassadenbildern verwendet, der von Korc & Forstner (2009) zusammenge-
stellt wurde. Ein weiterer Datensatz enthalt Luftbildausschnitte, die anderen beiden zeigen
terrestrische Perspektiven von Gebauden bzw. entzerrte Fassadenfotos.
Wir haben in dieser Arbeit gezeigt, dass wir die stabilen Regionen unserer hierarchischen
Bildsegmentierung gut zur Detektion von komplexen Objekten und ihren Bestandteilen ver-
wenden konnen. In unseren Experimenten haben wir ein Detektionspotential von mehr als
90% fur Gebaude, Himmel, Straßen und Vegetation, von mehr als 80% fur Fenster und von
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mehr als 70% fur Autos und Turen festgestellt. Bei den anderen beiden verwendeten ter-
restrischen Datensatzen erzielen wir ahnliche Werte, lediglich die Moglichkeit, Fenster und
Turen zu erkennen, sinkt um bis zu 20 Prozentpunkte. Auf den Luftbildausschnitten sind die
Ergebnisse deutlich schlechter. Die Grunde fur dieses Abschneiden sind an umfangreicherem
Material zu untersuchen.
Wir haben ebenfalls gezeigt, dass die Relationen der Bestandteilshierarchie des Objekts in
unsere Regionenhierarchie abgebildet werden. Bei den Benchmark- und anderen terrestrischen
Aufnahmen erhalten wir eine Ubereinstimmung von meistens 80%, bei den Luftbildausschnit-
ten kommen wir dagegen nur auf etwas mehr als 60%. Dies liegt einerseits daran, dass weniger
Objekte bzw. Objektteile durch unser Segmentierungsverfahren detektiert werden konnen, an-
dererseits liegt es aber auch an der Beleuchtungssituation: Da viele Dacher schrag sind, was zu
starken Reflektionsunterschieden von benachbarten Flachen fuhrt. Da unsere Segmentierung
auf einem Homogenitatskriterium basiert, kommt es hier verstarkt zur Verschmelzung von
Regionen, die Objektteile verschiedener Objekte darstellen.
Bei der Merkmalsextraktionen berechnen wir 65 Merkmale fur jede stabile Region, die wir
entweder direkt aus den Pixeln der Region oder aus ihrer Umgebung herleiten. Bei der Inspek-
tion der klassenspezifischen Verteilungen dieser Merkmale haben wir akzeptable Unterschei-
dungsmoglichkeiten bei vielen dieser Merkmale vorgefunden, wobei wir die Regionen zuvor
nach Maßstabsebenen getrennt haben. Wir konnen belegen, dass sich der Einfluss der Merkma-
le bei der Klassifikation dieser Regionen verandert. In den unteren Maßstabsebenen verwendet
unser Klassifikator verstarkt Farbmerkmale, in den oberen die Form beschreibende Merkmale.
Zur Klassifikation haben wir die Methode der binaren Alternierenden Entscheidungsbaume
(ADTboost) auf den Mehrklassenfall verallgemeinert. Der schwierigste Punkt war dabei der
Vergleich zwischen verschiedenen Klassifikationshypothesen, die bei jedem Boosting-Schritt
evaluiert werden mussen. Obwohl wir nur achsenparallele Trennfunktionen verwenden, die
nur ein originales Merkmal verwenden, erzielen wir etwas bessere Klassifikationsergebnisse als
mit einer MAP-Klassifikation im optimalen LDA-Unterraum. Mit einer Erfolgsrate von 54.9%
bei einer Berucksichtigung von sieben Klassen arbeitet unser ADTboost-Klassifikator auf dem
Benchmark-Datensatz deutlich besser als der Zufall, aber mit diesem Ergebnis sind wir gene-
rell nicht zufrieden. Insbesondere auch deshalb, weil die drei besonders haufig vorkommenden
Klassen Gebaude, Fenster und Vegetation durch den Klassifikator extrem bevorzugt werden.
Die anderen Klassen kommen dagegen fast nicht vor. Unser Verfahren ist damit in der vorlie-
genden Konfiguration nicht geeignet, zuverlassig Regionen als Turen, Gauben, Balkone und
Himmel etc. zu erkennen. Bei den anderen Datensatzen haben wir meistens mehr Klassen
gegeben, was zu einer großeren Verwechslung zwischen den Klassen fuhrt, weshalb auf den
anderen Datensatzen die Klassifikationsrate leicht niedriger ausfallt.
Mit dieser Vorklassifikation durch ADTboost initialisieren wir die Belegung der Zufallsva-
riablen in unserem Bedingten Bayes-Netz. Die weiteren Ubergangswahrscheinlichkeiten leiten
wir aus der Struktur der Regionen ab, wozu wir das Auftreten der Klassen in den verschiede-
nen Maßstabsebenen in Abhangigkeit von beobachteten Merkmalsauspragungen zahlen. Fur
die Inferenz der Information verwenden wir auf Grund der baumartigen Struktur unseres Be-
dingten Bayes-Netzes den Algorithmus von, der einen zweimaligen Durchlauf durch den Baum
vorsieht: einen von unten nach oben sowie einen in umgekehrter Richtung. Nach dieser Weiter-
propagierung der Information im Bayes-Netz haben wir noch einmal die bestmogliche Klassi-
fikation fur jede segmentierte Region bestimmt. Im Vergleich zur Vorklassifikation konnen wir
uns um einige Prozentpunkte verbessern. Unsere Erwartungshaltung von einer Verbesserung
von mehr als 10 Prozentpunkten oder mehr bleibt aber bei allen vier Datensatzen unerfullt.
Abschließend haben wir unsere Bildinterpretation visualisiert. Dazu haben wir die Regionen
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nach ihrer Maßstabszugehorigkeit und entsprechend der Klassenhierarchie angeordnet, da-
mit kleine Objektteile nicht durch große Objekte verdecken. Bei einem pixelweisen Vergleich
zwischen den Klassifikationszielen der Regionen, die wir durch Vergleich mit den manuellen
Annotationen bestimmen, erzielen wir durchschnittlich eine Ubereinstimmung von 70%. Viele
Klassifikationsbilder liefern eine akzeptable Interpretation der Gebaudeszene und zeigen viele
Objekte und wichtige ihrer Teile korrekt. Daraus schließen wir, dass unser Konzept des Be-
dingten Bayes-Netzes prinzipiell funktioniert. Bei einigen Aufnahmen sind die Ergebnisse der
Bildinterpretation allerdings unbefriedigend, d. h. wir mussen einige Komponenten unseres
Verfahrens noch verbessern. Da wir unseren Ansatz modular konzipiert haben, konnen wir
einfach einzelne Arbeitsschritte erweitert oder durch bessere Methoden ausgetauscht werden.
6.2. Konzeptionelle Beitrage dieser Arbeit
Diese Arbeit hat viele verschiedene Themengebiete aufgegriffen und zu einem datengetriebe-
nen, hierarchischen Ansatz fur die Interpretation von Gebaudeaufnahmen zusammengesetzt.
An dieser Stelle fassen wir noch einmal unsere wichtigsten inhaltlichen Beitrage zusammen.
• Die hierarchische Segmentierung unter Verwendung einer universellen Regionen-
hierarchie bildet das Fundament dieser Arbeit. Wir haben die Bildsegmentierung in
verschiedenen Maßstabsebenen untersucht und eine prazise geometrische Beschreibung
der Regionen durch das Verfolgen von Regionen durch den gesamten Maßstabsraum
ermoglicht.
• Aus der Regionenhierarchie leiten wir ein Bedingtes Bayes-Netz ab, dessen Konzept
und Realisierung den Kern dieser Arbeit darstellt. Wir postulieren, dass sich die Ge-
samtwahrscheinlichkeit der Zufallsvariablen des Bayes-Netzes durch das Produkt zweier
Terme berechnen lasst. Einerseits benotigen wir Wahrscheinlichkeiten fur das gemein-
same Auftreten zweier Klassen bezogen auf benachbarte Regionen der Regionenhier-
archie. Diese bestimmen wir durch eine Analyse, wie haufig die Klassenpaare inner-
halb der Trainingsmenge auftreten. Diese geben wir in Abhangigkeit eines beobachteten
Merkmals an, das wir extra fur diesen Zweck auswahlen. Andererseits benotigen wir
Wahrscheinlichkeiten fur die Klassenzugehorigkeiten der Regionen in Abhangigkeit von
beobachteten Merkmalen. Diese erhalten wir durch einen Klassifikator, dessen Parame-
ter wir uberwacht lernen. Da wir die Merkmale der Regionen beobachten, konnen wir
alle anderen Zufallsvariablen des Bayes-Netzes unter dieser Bedingung formulieren. Ent-
sprechend erhalten wir dann ein Bedingtes Bayes-Netz, dessen vereinfachte Struktur die
von Baumen aufweist. Damit ist auch die Inferenz innerhalb des Bayes-Netzes einfach
durchzufuhren.
• Die Erweiterung der Klassifikation mit Alternierenden Entscheidungsbaumen (ADT-
boost) auf den Mehrklassenfall ist ebenso ein wichtiger Bestandteil dieser Arbeit.
Boosting-Verfahren haben sich in den vergangenen zehn Jahren stark entwickelt, wobei
der allgemeine Fokus auf die Integration starkerer Teilklassifikatoren liegt. Zudem wird
in den meisten Verfahren der Mehrklassenfall auf den Zweiklassen zuruckgefuhrt, was
allerdings die Komplexitat des Verfahrens und die Datenmenge erheblich vergroßert.
Wir haben stattdessen die Bewertungsfunktion fur verschiedene Hypothesen von Klas-
sifikatoren in bestehenden Verfahren analysiert und eine Anpassung dieser Funktion fur
die Klassifikation mit mehreren Klassen aufgezeigt. Daruber hinaus bietet die hierar-
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chische Anordnung der Teilklassifikatoren ein großes Potential fur die Verbesserung von
Klassifikationen.
6.3. Vorschlage fur weiterfuhrende Arbeiten
Wir mochten diese Arbeit mit einigen Ideen fur weiterfuhrende Arbeiten abschließen. Wir
gliedern diese Liste inhaltlich und orientieren uns dabei an den drei großen Abschnitten zur
Umsetzung unseres Konzepts: der Segmentierung, der Klassifikation und dem Graphischen
Modell.
Segmentierung
Wir segmentieren unsere Regionen mittels des Wasserscheiden-Algorithmus. Dazu werden die
Pixel zu homogenen Regionen gruppiert, ohne dass wir Wissen uber die dargestellten Objekte
oder die Beleuchtungsverhaltnisse angeben. Eine mogliche Verbesserung ware, dass Homoge-
nitatskriterium fur die Segmentierung der Wasserscheidenregionen zu verbessern. Gerade in
Gebaudeszenen sind viele texturierte Objekte zu sehen. Die meisten Texturen wie bei den
Blattern von Baumen, oder bei den Dachschindeln und Backsteinen werden bei einer star-
ken Glattung des Bildes auch farblich homogen, d. h. die entsprechenden Regionen existieren
nur in hoheren Maßstabsebenen. Außerdem storen Beleuchtungsunterschiede in den Bildern,
insbesondere bei Schlagschatten. Dazu konnten die Arbeiten von Finlayson et al. (2006),
Steinmetz et al. (2007), Sirmacek & Unsalan (2008) und Arbel & Hel-Or (2011) beitragen.
Problematisch konnte dabei sein, dass viele Schatten in Gebaudeszenen eine großere Flache
einnehmen als beispielweise in Gesichtern. Beide Erweiterungen, die farb- und texturbasierte
Segmentierung sowie die Schattenentfernung, konnen zu noch besseren Segmentierungen der
Objekte und zu einer besseren Regionenhierarchie fuhren.
Neuere Arbeiten wie z. B. Arbelaez et al. (2011) integrieren zusatzliche Kanteninformation
und hochdimensionale Merkmalsvektoren in die auf Wasserscheiden basierte Segmentierung
von Bildern. Eine hierarchisch strukturierte Bildeinteilung in Regionen ist dann durch sukzes-
sives Verschmelzen der Regionen nach diversen Kriterien moglich. Dieser Mehraufwand hat
moglicherweise keine großeren Auswirkungen auf die Laufzeit unseres Ansatzes, da der von
uns entwickelte Segmentierungsansatz ohnehin jedes Bild in 41 Maßstabsebenen analysiert.
Unsere Segmentierung ist vollstandig datengetrieben, was bei homogenen Objektstrukturen
zu guten Ergebnissen, aber zu falschen Gruppierungen bei der Verschmelzung großerer Ob-
jektteile oder einander ahnlicher benachbarter Objekte fuhren kann. In Luftbildausschnitten
sind die Dachteile und -aufbauten klein, so dass sie meistens in hoheren Maßstabsebenen mit
den umliegenden Dachregionen verschmelzen. Bei schragen Dachern kommt es aber haufig vor,
dass benachbarte Dachflachen das Sonnenlicht sehr unterschiedlich reflektieren, so dass hier
die Dachflachen eher mit der Umgebung verschmelzen als dass sie zusammen das vollstandige
Dach ergeben. Bei terrestrischen Aufnahmen stellen große, dunkle Fenster in einer hellen
Fassade ebenfalls ein Problem dar, da hier die Fensterkonturen trotz starker Glattung sicht-
bar bleiben konnen. Um solche Fehlsegmentierungen zu vermeiden, musste Wissen uber die
Szene in die Segmentierung integriert werden, z. B. durch Hinzufugen von 3D-Information
oder durch Anpassung des Homogenitatskriteriums, so dass rechteckige Strukturen bei der
Segmentierung erhalten bleiben und nicht mit anderen freiformigen Regionen verschmelzen.
Erste Ergebnisse haben wir bereits durch Hinzufugen von geometrischer Information in die
Segmentierung erzielt, die wir aus Bildsequenzen abgeleitet haben (Drauschke et al., 2009).
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Unsere Evaluation der Segmentierung basiert auf einem Vergleich der Regionen mit den
manuell erstellten Annotationen. Trotz großer Sorgfalt sind sie weder einheitlich noch fehler-
frei. Bei der Bestimmung des bestmoglichen Klassenlabels fur jede segmentierte Region haben
wir einen Entscheidungsbaum verwendet, dessen Entscheidungen mittels eines Schwellwert-
vergleichs durchgefuhrt werden. Die Schwellwerte, den Vergleich und die Reihenfolge dieser
Vergleiche haben wir manuell festgelegt und uberpruft. Die Schwellwerte und die Reihenfol-
ge der Vergleiche im Entscheidungsbaum sind bei einer Menge von vorgegebenen Vergleichen
lern- und evaluierbar. Entsprechend kann auch die Visualisierung der Klassifikationsergebnisse
besser durchgefuhrt werden. Wir haben lediglich die Maßstabsebenen und die Klassenhierar-
chie verwendet und Objekte gleicher Stufe in der Ontologie gemaß dem Klassifikationserfolg
der zugehorigen Klassen berucksichtigt. Beide Teile wirken sich auf den pixelweisen Vergleich
zwischen den manuell erstellten Annotationen und den Targets der segmentierten Regionen
aus, bei dem wir derzeit nur eine durchschnittliche Ubereinstimmung von 50% erzielen. Dieser
geringe Wert offenbart noch ein deutliches Optimierungspotential unserer Arbeit.
Merkmale und Klassifikation
Die Liste der Merkmale ist nahezu beliebig erweiterbar. Wir haben uns auf 65 Merkmale be-
schrankt, um die Klassifikation mit vielen verschiedenen Methoden untersuchen zu konnen.
Insbesondere haben wir diese Merkmale in die Arbeit von Yang et al. (2010) integriert, wo
die Komplexitat des Graphischen Modells deutlich hoher ist als in unserem Fall. Wir konnen
problemlos weitere Texturmerkmale integrieren, die wir bereits fur die Untersuchung von
Drauschke & Mayer (2010) implementiert haben. Wir konnen aber auch fur jedes Pixel des
Bildes die SIFT- bzw. HoG-Deskriptoren von Lowe (2004) bzw. Dalal & Triggs (2005) und
diese bzgl. jeder Region mitteln. So konnen wir leicht hunderte neue Merkmale berechnen
und damit unsere Merkmalsvektoren erweitern. Konsequenterweise hat diese Erweiterung
der Merkmalsvektoren Auswirkungen auf die Laufzeit bei der Klassifikation mit Alternieren-
den Entscheidungsbaumen, da wir hier in jeder Iteration den besten einfachen Klassifikator
auswahlen mussen. Diese Anzahl der Berechnungen hangt bei unserer Realisierung des Klas-
sifikators auch von der Anzahl der Merkmale ab.
Die Beschrankung der einfachen Klassifikatoren auf einzelne Merkmale hat zwei Grunde.
Einerseits wollen wir die Komplexitat von ADTboost eingrenzen, andererseits wollen wir an-
hand der Auswahl und Performanz dieser Klassifikatoren die Merkmalsrelevanz bestimmen.
Alternativ kann man auch geeignete Untermengen des Merkmalsraums als Definitionsbereich
eines einfachen Klassifikators zulassen. Dann musste die deterministische Vorgehensweise bei
der Auswahl des besten Klassifikators entweder randomisiert erfolgen oder durch Integrati-
on von Heuristiken analog zu (Pfahringer et al., 2001) beschleunigt werden. Entsprechend
musste man dann die Merkmale auch durch zusatzliche Kriterien auswahlen, wie es bei der
Merkmalsselektion z. B. durch Ranking-Verfahren ublich ist (Guyon & Elisseeff, 2003).
Bei der Diskussion zu den Alternierenden Entscheidungsbaumen im Mehrklassenfall haben
wir schon darauf hingewisen, dass die Entwicklung bei Adaboost zur Integration von relativ
starken Klassifikatoren gefuhrt hat. Es ware somit interessant, ob und wie sich die Klassi-
fikationsergebnisse von ADTboost bei Verwendung von Kernel-SVMs oder anderen starken
Klassifikatoren wie die Random Forests oder Logistische Regression als einfache Klassifikato-
ren verbessern.
In unserem Boosting-Schema verwenden wir dieselben Gewichte fur die Daten wir sie von
Schapire & Singer (1999) und Freund & Mason (1999) vorgeschlagen wurde, d. h. als ska-
lare Großen je Datensatz. Ratsch et al. (2001) dagegen gewichtet bei seiner Adaption der
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Adaboost-Klassifikation die Daten zusatzlich nach Klassen, modelliert die Gewichte also als
Vektor je Datensatz. Diese Vorgehensweise wird mit einer hoheren Robustheit des Klassifi-
kators begrundet, weil so bei der Aktualisierung der Gewichte sehr ahnliche Klassen beson-
ders berucksichtigt werden konnen. Bei der Klassifikation von Regionen, die Gebaude und
Gebaudeteile darstellen, wurden wir mit genau diesem Problem konfrontiert.
Letztendlich mussten wir noch eine anschließende Klassifikation der kunstlich eingefugten
Klasse realisieren, in der wir alle zu gering vorkommenden Klassen zusammengefasst haben.
Durch die starken Unterschiede zwischen den Instanzen dieser Klassen, sollte diese Klassifika-
tion gute Ergebnisse liefern. An der Stelle konnte man auch uberlegen, ob nicht mehr Klassen
zusammengefasst werden sollten, um die Gewichtung zwischen den Klassen anzupassen: Auf
dem Benchmark-Datensatz von Korc & Forstner (2009) stellen ungefahr 80% aller Regionen
Objekte der Klassen Gebaude, Vegetation und Fenster dar.
Eine weitere Untersuchung sollte die Wahrscheinlichkeiten der Klassifikation thematisie-
ren. Unsere Evaluationen basieren auf dem Vergleich der wahrscheinlichsten Klasse durch die
Klassifikation und den Klassifikationszielen. Dabei haben wir nicht analysiert, wie gut die
Abgrenzung zwischen der besten und z. B. der zweitbesten Klasse ist. Bei der Interpretation
im Bayes-Netz ist uns das Verschwinden der selten vorkommenden Klassen bei der Ausga-
be der Klassifikationsergebnisse aufgefallen. Somit sollte noch untersucht werden, ob dies an
den Wahrscheinlichkeiten liegt, die der ADTboost-Klassifikator ausgibt. Dabei ist zu prufen,
ob und inwieweit generative Klassifikationsmodelle zu besseren Wahrscheinlichkeiten fuhren
konnen als diskriminative.
Wir haben in unseren Experimenten drei Datensatze mit terrestrisch aufgenommenen Fassa-
denbildern und einen Luftbilddatensatz verwendet. Bartelsen & Mayer (2010) fotografieren
die Gebaude mit unbemannten, flugfahigen Systemen (UAS). Dabei entstehen sowohl Fassa-
denbilder aus der Bodenperspektive und als Schragluftbild als auch Dachansichten aus senk-
rechten sowie schragen Aufnahmekonfigurationen. Wegen der verschiedenen Ansichten und
vor allem wegen der sehr unterschiedlichen Beleuchtungsverhaltnisse erwarten wir nicht, dass
die in diesen Bildern segmentierten Regionen durch denselben Klassifikator, unabhangig da-
von ob ADTboost oder ein anderer, erfolgreich klassifiziert werden konnen. Daher sollte in
einer nachfolgenden Arbeit auch die Moglichkeit zur Selektion der Klassifikator-Modelle un-
tersucht werden. Hierbei ist zu beachten, dass der Ubergang zwischen Fassadenaufnahmen
und Senkrechtluftbildern durch die neuen Nahaufnahmen durch UAS fließend geworden ist.
Graphisches Modell und Bildinterpretation
In den vorherigen beiden Abschnitten haben wir eher Ideen prasentiert, wie man einzelne
Teilschritte unseres Verfahrens verbessern kann. Hier stellen wir noch ein paar Moglichkeiten,
unseren gesamten Ansatz zu verbessern.
Wir haben ein Bedingtes Bayes-Netz modelliert, in dem nur die Merkmale der Regionen be-
obachtet werden, wahrend die anderen Zufallsvariablen unbeobachtet sind. Durch Integration
von z. B. Fensterdetektoren konnte man die Vorklassifikation einzelner Regionen manipulieren,
moglicherweise auch als Beobachtung interpretieren. Eine analoge Integration von Detektoren
in ein Graphisches Modell haben Tu et al. (2005) bereits realisiert. Hier werden Schilder- und
Gesichtsdetektoren mit den Ergebnissen aus der Interpretation mit einem Markoff-Zufallsfeld
kombiniert, was die Interpretation der anderen Bildbereiche deutlich verbesserte. Wir konnten
mogliche Detektionsergebnisse auf verschiedene Weisen in unser Bayes-Netz integrieren. Ei-
nerseits konnten wir die Wahrscheinlichkeit fur die Zugehorigkeit zur detektierten Klasse bei
den Regionen erhohen, die mit den Detektionen uberlappen, andererseits konnen wir dieselbe
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Wahrscheinlichkeit bei den anderen Regionen verringern. Es ware sicherlich eine Untersuchung
wert, die Auswirkungen im Extremfall abzuschatzen, wenn die Wahrscheinlichkeiten fur die
Zugehorigkeit zur detektierten Klasse auf 1 bzw. auf 0 gesetzt werden.
Eine andere Folgearbeit zielt auf die Integration von Information aus den Nachbarschaf-
ten einer Maßstabsebene ein. Dazu mussten wir die Fokussierung auf die stabilen Regionen
fallen lassen und mit Bildpartitionierungen in ausgewahlten Maßstabsebenen arbeiten, siehe
(Yang et al., 2010). Dieser Ansatz integriert nachbarschaftliche und hierarchische Relatio-
nen in ein Graphisches Modell. Damit wird das Lernen von Abhangigkeiten zwischen den
Merkmalen und den Klassen sehr aufwandig und konnte, unseres Wissens nach, noch nicht
erfolgreich abgeschlossen werden. Wenn man nur die Relationen zwischen Regionen einer
Maßstabsebene betrachtet, so lasst sich ein Bedingtes Markoff-Zufallsfeld formulieren, dass die
Nachbarschaftsinformationen bei der Szeneninterpretation berucksichtigt. Wenn man nur die
hierarchischen Relationen betrachtet, kann unser Bedingtes Bayes-Netz angewendet werden.
Wechselt man nun iterativ zwischen der Inferenz in Markoff-Zufallsfeldern und der Inferenz im
Bayes-Netz, dann konnte man ein effizientes und erfolgreiches Verfahren zur Bildinterpretati-
on erhalten. Dieser Ansatz konnte entweder nach einer festen Anzahl von Schritten beendet
werden, oder wenn sich die Klassifikationsergebnisse der Regionen nicht mehr andern, d. h.
die Bildinterpretation einen stabilen Zustand eingenommen hat.
Wir haben unsere Arbeit stark auf die Segmentierung und Interpretation von Gebaudebilder
fokussiert, obwohl wir nur sehr wenige Annahmen bzgl. dieser Anwendung getroffen ha-
ben. Beispielsweise haben wir Wasserscheiden zur Segmentierung der Bilder verwendet, weil
Gebaude und ihre Teile i. d. R. starke Kanten zeigen und daher die Regionen gut zu ihnen
passen. Es sollte noch untersucht werden, ob das Bedingte Bayes-Netz im Allgemeinen bzw.
welche seiner Komponenten fur die Interpretation anderer Bilder verwendet werden konnen.
Anerkannte Benchmark-Datensatze sind der MSRC von Shotton et al. (2006) sowie Image-
Net von Deng et al. (2009). Allerdings enthalten die Annotationen dieser Datensatze keine
uberlappenden Klassen, d. h. es gibt keine Bestandteilshierarchie von Objekten. Entsprechend
musste die Target-Zuordnung angepasst werden, die Regionenhierarchie spiegelt dann keine
Objektstruktur wider, sondern ermoglicht eine Mehrskalen-Analyse analog zur Arbeit von
Lim et al. (2009).
Fazit der Arbeit
Als Fazit dieser Arbeit sehen wir, dass sich Bedingte Bayes-Netze fur die Integration von
Kontext bei der Klassifikation von Bildregionen eignen. Allerdings hangt der Erfolg stark von
der Performanz des verwendeten Klassifikators ab. Wir erzielen zufriedenstellende Ergebnisse
in Bezug auf die Erkennung von haufig auftretenden Klassen. Allerdings haben wir unseren
Ansatz auch mit der Erkennung kleinerer Details motiviert, diesbzgl. versagt unsere Bildin-
terpretation.
Die Komponenten unseres Verfahrens, d. h. die hierarchische Segmentierung, die Merkmal-
sextraktion und die Klassifikation der Regionen konnen erweitert oder ausgetauscht werden,
ohne dass sich das auf die Formulierung des Gesamtverfahrens des Bedingten Bayes-Netzes
auswirkt. Damit ist das Verfahren leicht fur andere Anwendungen adaptierbar.
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A. Anhang
A.1. Charakterisierung der extrahierten Merkmale
In Kap. 4.1 haben wir 65 verschiedene Merkmale vorgestellt, die wir bei unserer Klassifikation
der stabilen Regionen verwenden. Hier listen wir diese Merkmale noch einmal auf und geben
zusatzlich drei charakteristische Werte fur diese Merkmale an, die wir aus den segmentierten
Regionen auf dem Benchmark-Datensatz terra-1 herleiten. Der minimale und der maximale
Wert des Merkmals geben Auskunft uber den Wertebereich des Merkmals, zudem geben das
arithmische Mittel der Merkmalsauspragungen an.
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Tabelle A.1.: Auflistung und Charakterisierung der 65 verwendeten regionenspezifischen Merkmale
Index Name Min Mean Max
1 Anzahl der Komponenten 1 1.0466 54
2 Anzahl der Locher 0 0.1523 95
3 Euler-Charakteristik -94 0.8944 54
4 Flache 1 3009.6099 1280833
5 Umfang 4 183.033 12423
6 Formfaktor 1.2732 2.8806 129.2796
7 Hohe der Bounding Box 1 29.1268 1533
8 Breite der Bounding Box 1 39.0548 1256
9 Verhaltnis von Flache der Region zu Flache der Bounding Box 0.001 0.555 0.9634
10 relative Hohe des Mittelpunkts der Bounding Box 0 0.4507 0.9982
11 relative Breite des Mittelpunkts der Bounding Box 0.0017 0.5064 1
12 mittlerer Rotwert 0 91.9723 255
13 mittlerer Grunwert 0 94.7893 253.8148
14 mittlerer Blauwert 0 86.6403 255
15 mittlerer Hue-Wert 0 0.24167 0.9999
16 Streuung der Rotwerte 0 21.1986 100.318
17 Streuung der Grunwerte 0 20.9588 99.4736
18 Streuung der Blauwerte 0 21.2382 100.9156
19 Differenz der mittleren Rotwerte zwischen der Region und ihrer Umgebung -217.2767 0.9560 225.8024
20 Differenz der mittleren Grunwerte zwischen der Region und ihrer Umgebung -214.127 0.5948 225.8024
21 Differenz der mittleren Blauwerte zwischen der Region und ihrer Umgebung -211.9259 0.646 225.8024
22 Differenz der mittleren Hue-Werte zwischen der Region und ihrer Umgebung -0.4999 -0.028553 0.5
23 Differenz der Streuung der Rotwerte zwischen der Region und ihrer Umge-
bung
-53.349 18.1814 93.453
24 Differenz der Streuung der Grunwerte zwischen der Region und ihrer Um-
gebung
-53.3776 18.2407 94.4454
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Index Name Min Mean Max
25 Differenz der Streuung der Blauwerte zwischen der Region und ihrer Um-
gebung
-49.3403 18.6273 100.9366
26 Differenz zwischen dem hochsten und dem zweithochsten Wert des norma-
lisierten Gradientenhistogramms des roten Kanals
0 0.1594 1
27 Differenz zwischen dem hochsten und dem dritthochsten Wert des normali-
sierten Gradientenhistogramms des roten Kanals
0.0004 0.2709 1
28 Entropie des normalisierten Gradientenhistogramms des roten Kanals 0 1.5218 2.0788
29 Differenz zwischen der Entropie des normalisierten Gradientenhistogramms
der Region und der Entropie des normalisierten Gradientenhistogramms
ihrer Umgebung des roten Kanals
-1.3257 0.21 2.0593
30 Differenz zwischen dem hochsten und dem zweithochsten Wert des norma-
lisierten Gradientenhistogramms des grunen Kanals
0 0.1582 1
31 Differenz zwischen dem hochsten und dem dritthochsten Wert des normali-
sierten Gradientenhistogramms des grunen Kanals
0.0002 0.2707 1
32 Entropie des normalisierten Gradientenhistogramms des grunen Kanals 0 1.5199 2.0787
33 Differenz zwischen der Entropie des normalisierten Gradientenhistogramms
der Region und der Entropie des normalisierten Gradientenhistogramms
ihrer Umgebung des grunen Kanals
-1.2919 0.2077 2.0697
34 Differenz zwischen dem hochsten und dem zweithochsten Wert des norma-
lisierten Gradientenhistogramms des blauen Kanals
0 0.161 1
35 Differenz zwischen dem hochsten und dem dritthochsten Wert des normali-
sierten Gradientenhistogramms des blauen Kanals
0 0.2719 1
36 Entropie des normalisierten Gradientenhistogramms des blauen Kanals 0 1.5209 2.0794
37 Differenz zwischen der Entropie des normalisierten Gradientenhistogramms
der Region und der Entropie des normalisierten Gradientenhistogramms
ihrer Umgebung des blauen Kanals
-1.1034 0.20834 2.0692
38 Element der Momentenmatrix (Nebendiagonalelement) -10125.4264 -4.2328 9186.3443
39 Element der Momentenmatrix (1. Element auf der Diagonale) 0 226.1668 40269.9126
40 Element der Momentenmatrix (2. Element auf der Diagonale) 0 648.2347 49151.9167
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Index Name Min Mean Max
41 Großerer Eigenwert der Momentenmatrix 0 728.5818 49274.2209
42 Kleinerer Eigenwert der Momentenmatrix 0 145.8197 27451.5917
43 Verhaltnis der beiden Eigenwerte (kleiner zu großerem) 0 0.31859 1
44 Orientierung der Hauptachse (in rad) -1.5708 0.030611 1.5708
45 Verhaltnis zwischen der Anzahl der Pixel im Schnitt und der Anzahl der
Pixel in der Vereinigung der Region mit dem generalisierten Viereck
0.0028245 0.82628 1
47 Erster Winkel des generalisierten Vierecks 0.91919 1.771 3.1339
46 Zweiter Winkel des generalisierten Vierecks 0.024995 1.3724 2.9275
49 Dritter Winkel des generalisierten Vierecks 0.75838 1.7648 3.1133
48 Vierter Winkel des generalisierten Vierecks 0.015281 1.375 2.8706
50 Texturmerkmal (Filter 1. Reihe, 1. Spalte) 2.0869 91.4775 251.7715
51 Texturmerkmal (Filter 1. Reihe, 2. Spalte) -75.3183 -0.4686 48.3197
52 Texturmerkmal (Filter 1. Reihe, 3. Spalte) -42.1789 -0.3775 34.9629
53 Texturmerkmal (Filter 1. Reihe, 4. Spalte) -29.6947 0.2211 44.181
54 Texturmerkmal (Filter 2. Reihe, 1. Spalte) -57.5764 -0.4896 77.75
55 Texturmerkmal (Filter 2. Reihe, 2. Spalte) -52.2742 0.0243 45.5398
56 Texturmerkmal (Filter 2. Reihe, 3. Spalte) -15.1134 0.0256 19.4213
57 Texturmerkmal (Filter 2. Reihe, 4. Spalte) -22.0522 -0.0239 19.5358
58 Texturmerkmal (Filter 3. Reihe, 1. Spalte) -43.6381 -0.311 44.6036
59 Texturmerkmal (Filter 3. Reihe, 2. Spalte) -18.7638 0.0303 24.3568
60 Texturmerkmal (Filter 3. Reihe, 3. Spalte) -11.5 0.0299 15.3736
61 Texturmerkmal (Filter 3. Reihe, 4. Spalte) -12.5374 -0.023 9.5
62 Texturmerkmal (Filter 4. Reihe, 1. Spalte) -37.2336 0.1115 43.5031
63 Texturmerkmal (Filter 4. Reihe, 2. Spalte) -28.658 -0.0248 28.3933
64 Texturmerkmal (Filter 4. Reihe, 3. Spalte) -14.3339 -0.021 13.75
65 Texturmerkmal (Filter 4. Reihe, 4. Spalte) -18.9409 0.0094 13.1579
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A.2. Datensatz von Fukunaga
Der Datensatz von Fukunaga (1972) besteht aus vier normalverteilten Klassen im 8-dimen-
sionalen Raum. Wir haben die Daten dieser Klassen in Abb. 4.17 visualisiert. Dabei haben
die Punkte der ersten Klasse blau gefarbt, die der zweiten Klasse rot, die der dritten Klasse
grun und die der vierten Klasse schwarz. Die Klassen werden durch die beiden Parameter
µ und Σ reprasentiert. Die Mittelwerte µ geben wir zeilenweise je Klasse in Gl. A.1 an, die
Kovarianzmatrizen Σi haben wir mit dem Klassenindex versehen und stellen sie in den Gl. A.2
bis A.5 dar.
µ =

7.825 6.750 5.835 8.525 6.625 7.065 7.865 4.435
5.760 5.715 5.705 4.150 6.225 6.960 6.750 3.910
6.610 5.060 5.980 3.975 9.020 14.685 10.640 4.175
6.120 6.285 5.850 4.365 6.340 4.675 6.260 4.440
 (A.1)
Σ1 =

1.034 1.281 0.351 −0.293 0.098 0.301 0.141 1.336
1.281 1.967 0.664 −0.219 0.259 0.556 0.276 2.094
0.351 0.664 7.138 1.192 2.726 1.116 0.678 2.097
−0.293 −0.219 1.192 2.269 1.367 0.146 0.201 −0.308
0.098 0.259 2.726 1.367 5.727 1.280 0.933 2.107
0.301 0.556 1.116 0.146 1.280 2.941 1.949 2.197
0.141 0.276 0.678 0.201 0.933 1.949 1.577 1.229
1.336 2.094 2.097 −0.308 2.107 2.197 1.229 6.606

(A.2)
Σ2 =

4.792 4.417 4.244 2.406 1.798 0.790 0.785 2.993
4.417 5.074 4.636 2.798 1.824 0.639 0.644 2.799
4.244 4.636 5.428 3.224 2.111 0.903 1.131 2.943
2.406 2.798 3.224 5.287 3.006 1.326 1.897 2.648
1.798 1.824 2.111 3.006 3.574 2.229 2.471 1.915
0.790 0.639 0.903 1.326 2.229 4.008 2.405 1.106
0.785 0.644 1.131 1.897 2.471 2.405 4.507 1.727
2.993 2.799 2.943 2.648 1.915 1.106 1.727 3.972

(A.3)
Σ3 =

1.638 2.153 1.482 1.695 −0.557 −2.443 −0.710 1.983
2.153 3.596 2.461 2.436 −0.591 −3.711 −0.493 2.434
1.482 2.461 2.500 2.834 −0.665 −2.621 0.248 1.738
1.695 2.436 2.834 4.704 −0.629 −2.913 0.576 2.471
−0.557 −0.591 −0.665 −0.629 19.000 0.896 8.622 −0.254
−2.443 −3.711 −2.621 −2.913 0.896 5.856 1.357 −2.915
−0.710 −0.493 0.248 0.576 8.622 1.357 20.800 −0.622
1.983 2.434 1.738 2.471 −0.254 −2.915 −0.622 3.214

(A.4)
Σ4 =

5.116 4.736 4.058 1.821 1.109 1.289 1.029 2.232
4.737 5.684 4.523 2.311 1.273 1.328 1.151 2.425
4.058 4.523 6.117 2.525 1.321 1.501 1.274 2.191
1.821 2.311 2.525 4.432 2.481 2.179 1.080 1.784
1.109 1.273 1.321 2.481 2.134 2.325 1.017 1.030
1.289 1.328 1.501 2.179 2.325 4.099 2.019 1.803
1.029 1.151 1.274 1.080 1.017 2.019 1.872 2.081
2.232 2.425 2.191 1.784 1.030 1.803 2.081 3.806

(A.5)
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A.3. Konfusionsmatrizen der Klassifikation durch das Bedingte
Bayes-Netz
In Kap. 5.3 haben wir auf die Angabe der Konfusionsmatrix zur Dokumentation des Klas-
sifikationserfolgs auf dem Benchmark-Datensatz terra-1 verzichtet, um sie hier zusammen
mit den Konfusionsmatrizen der drei anderen Datensatze anzugeben. Die Tab. A.2 spiegelt
den Klassifikationserfolg von Datensatz terra-1 wider, Tab. A.3 den von Datensatz terra-2,
Tab. A.4 den von Datensatz terra-3 und Tab. A.5.
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Tabelle A.2.: Konfusionsmatrix und relative Erfolge der Klassifikation mittels Bedingten Bayes-Netzes unter Verwendung der Klassifikation
durch ADTboost fur Datensatz terra-1 mit den K = 7 Klassen fur Gebaude, Gebaudeteil-Mixturen, Autos, Vegetation,
Fenster, Hintergrund und die eine zusammengelegte Klasse fur den Rest und bei Verwendung von 131 060 Regionen. Die
fett geschriebenen Werte auf der Hauptdiagonalen zeigen die Erkennungsraten der jeweiligen Klassen an. Insgesamt werden
79 476 Regionen korrekt klassifiziert, was einem Erfolg von 60.6% entspricht. Jede Zeile zeigt die tatsachliche Klasse x˜m der
Regionen an, jede Spalte das Klassifikationsergebnis x̂m.
Klasse others building car vegetation window building-mixture background
others 2 835 7 793 15 801 505 0 0
23.7% 65.2% 0.1% 6.7% 4.2% 0.0% 0.0%
building 151 35 011 0 2 127 4 531 5 3
0.4% 83.7% 0.0% 5.1% 10.8% 0.0% 0.0%
car 357 3 817 16 445 200 0 1
7.4% 78.9% 0.3% 9.2% 4.1% 0.0% 0.0%
vegetation 238 6 474 2 24 498 920 0 0
0.7% 20.1% 0.0% 76.2% 2.9% 0.0% 0.0%
window 7 13 400 0 549 17 115 2 0
0.0% 43.1% 0.0% 1.8% 55.1% 0.0% 0.0%
building-mixture 0 2 551 0 103 1 316 1 0
0.0% 64.2% 0.0% 2.6% 33.1% 0.0% 0.0%
background 347 3 112 1 1 701 110 0 0
6.6% 59.0% 0.0% 32.3% 2.1% 0.0% 0.0%
139
A
.
A
n
h
a
n
g
Tabelle A.3.: Konfusionsmatrix und relative Erfolge der Klassifikation mittels Bedingten Bayes-Netzes unter Verwendung der Klassifikation
durch ADTboost fur Datensatz terra-2 mit den K = 8 Klassen fur Balkone, Himmel, Fenster, Vegetation, Fassaden-
Mixturen, Gebaude-Mixturen, Dach-Mixturen und die eine zusammengelegte Klasse fur den Rest und bei Verwendung von
145 534 Regionen. Die fett geschriebenen Werte auf der Hauptdiagonalen zeigen die Erkennungsraten der jeweiligen Klassen
an. Insgesamt werden 71 361 Regionen korrekt klassifiziert, was einem Erfolg von 49.0% entspricht. Jede Zeile zeigt die
tatsachliche Klasse x˜m der Regionen an, jede Spalte das Klassifikationsergebnis x̂m.
Klasse others balcony sky window vegetation facade building-mix roof-mix
others 11 713 0 171 7 280 250 8 506 0 27
41.9% 0.0% 0.6% 26.0% 0.9% 30.4% 0.0% 0.1%
balcony 701 0 0 2 067 30 2208 0 3
14.0% 0.0% 0.0% 41.3% 0.6% 44.1% 0.0% 0.1%
sky 364 0 1 090 1 579 326 1 667 0 143
7.0% 0.0% 21.1% 30.5% 6.3% 32.2% 0.0% 2.8%
window 3 214 2 4 33 865 43 7 522 2 16
7.2% 0.0% 0.0% 75.8% 0.1% 16.8% 0.0% 0.0%
vegetation 2 189 0 256 1 885 1 717 3 027 2 65
23.9% 0.0% 2.8% 20.6% 18.8% 33.1% 0.0% 0.7%
facade 7 850 0 35 9 859 101 22 914 7 24
19.2% 0.0% 0.1% 24.2% 0.2% 56.2% 0.0% 0.0%
building-mixture 959 0 23 1 351 121 2 608 0 18
18.9% 0.0% 0.5% 26.6% 2.4% 51.3% 0.0% 0.4%
roof-mixture 487 0 42 2 343 121 4 642 0 62
6.3% 0.0% 0.5% 30.4% 1.6% 60.3% 0.0% 0.8%
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Tabelle A.4.: Konfusionsmatrix und relative Erfolge der Klassifikation mittels Bedingten Bayes-Netzes unter Verwendung der Klassifikation
durch ADTboost fur Datensatz terra-3 mit den K = 8 Klassen fur Boden, Vegetation, Fenster, Himmel, Fassaden-Teile,
Dach-Teile, Hintergrund und die eine zusammengelegte Klasse fur den Rest und bei Verwendung von 230 848 Regionen. Die
fett geschriebenen Werte auf der Hauptdiagonalen zeigen die Erkennungsraten der jeweiligen Klassen an. Insgesamt werden
115 989 Regionen korrekt klassifiziert, was einem Erfolg von 50.2% entspricht. Jede Zeile zeigt die tatsachliche Klasse x˜m der
Regionen an, jede Spalte das Klassifikationsergebnis x̂m.
Klasse others ground vegetation window sky facade roof-mix background
others 1 902 1 251 8 582 86 17 116 48 7
6.8% 0.0% 0.9% 30.7% 0.3% 61.1% 0.2% 0.0%
ground 117 4 735 793 0 6 179 0 5
1.5% 0.1% 9.4% 10.1% 0.0% 78.9% 0.0% 0.1%
vegetation 105 1 8 311 6 411 550 9 261 214 25
0.4% 0.0% 33.4% 25.8% 2.2% 37.2% 0.9% 0.1%
window 43 0 289 47 255 60 16 136 9 6
0.1% 0.0% 0.5% 74.1% 0.1% 25.3% 0.0% 0.0%
sky 85 0 394 2 473 4 165 2 847 114 76
0.8% 0.0% 3.9% 24.4% 41.0% 28.0% 1.1% 0.7%
facade 412 0 613 19 915 82 53 355 35 34
0.5% 0.0% 0.8% 26.8% 0.1% 71.7% 0.0% 0.0%
roof-mixture 86 0 328 5 999 177 7 670 331 30
0.6% 0.0% 2.2% 41.0% 1.2% 52.4% 2.3% 0.2%
background 14 0 166 1 982 416 3 830 47 666
0.2% 0.0% 2.3% 27.8% 5.8% 53.8% 0.7% 9.4%
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Tabelle A.5.: Konfusionsmatrix und relative Erfolge der Klassifikation mittels Bedingten Bayes-Netzes unter Verwendung der Klassifikation
durch ADTboost fur Datensatz aerial mit den K = 6 Klassen fur Autos, Gebaude, Gebaudeteil-Mixturen, Dachschindeln,
Hintergrund und die eine zusammengelegte Klasse fur den Rest und bei Verwendung von 64 339 Regionen. Die fett geschriebe-
nen Werte auf der Hauptdiagonalen zeigen die Erkennungsraten der jeweiligen Klassen an. Insgesamt werden 34 610 Regionen
korrekt klassifiziert, was einem Erfolg von 53.8% entspricht. Jede Zeile zeigt die tatsachliche Klasse x˜m der Regionen an, jede
Spalte das Klassifikationsergebnis x̂m.
Klasse others car building mixture roof background
others 229 374 331 0 3 811 1 855
3.5% 5.7% 5.0% 0.0% 57.7% 28.1%
car 54 1 628 400 0 2 201 1 588
0.9% 27.7% 6.8% 0.0% 37.5% 27.0%
building 53 389 1 064 1 4 390 2 308
0.6% 4.7% 13.0% 0.0% 53.5% 18.1%
mixture 11 52 151 0 998 751
0.6% 2.6% 7.7% 0.0% 50.8% 38.3%
roof 78 540 598 0 11 873 6 270
0.4% 2.8% 3.1% 0.0% 61.3% 32.4%
background 42 169 175 1 2 138 19 816
0.2% 0.8% 0.8% 0.0% 9.6% 88.7%
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