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Para optimizar una función convexa no diferenciable es necesario escribirla 
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regularidad y determinar la condición de segundo orden.  
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
                                                                             DEDICATORIA 
A mis Padres 
A mi Hermano 
A mi Hijo 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
AGRADECIMIENTOS 
 
Gracias a mi familia, que son mi soporte. 
Gracias a mi asesor, por enseñarme y orientarme. 
Gracias a todos los que hicieron posible que termine esta tesis, muchos con las 
palabras justas en los momentos necesarios. 
 
 
 
 
 
 V 
 
ÍNDICE GENERAL 
 
ÍNDICE GENERAL ............................................................................................................... V 
LISTA DE FIGURAS ......................................................................................................... VIII 
RESUMEN ........................................................................................................................... IX 
ABSTRACT ........................................................................................................................... X 
INTRODUCCIÓN ................................................................................................................ XI 
CAPÍTULO I: PLANTEAMIENTO DE INVESTIGACIÓN .............................................. 13 
1.1 PLANTEAMIENTO DEL PROBLEMA................................................................... 13 
1.1.1 SITUACIÓN PROBLEMÁTICA .......................................................................... 13 
1.1.2 FORMULACIÓN DEL PROBLEMA ................................................................... 14 
1.1.2.1 PROBLEMA GENERAL .............................................................................. 14 
1.1.2.2 PROBLEMA ESPECÍFICOS ...................................................................... 14 
1.1.3 JUSTIFICACIÓN DE LA INVESTIGACIÓN ..................................................... 15 
1.1.4 OBJETIVOS DE LA INVESTIGACIÓN ............................................................. 15 
1.1.4.1 OBJETIVO GENERAL ................................................................................ 15 
1.1.4.2 OBJETIVOS ESPECÍFICOS ...................................................................... 15 
1.2 ANTECEDENTES DE LA INVESTIGACIÓN ....................................................... 16 
1.2.1 ANTECEDENTES INTERNACIONALES ..................................................... 16 
1.2.2 ANTECEDENTES NACIONALES ................................................................. 18 
1.3 HIPÓTESIS Y VARIABLES .................................................................................... 21 
 VI 
 
1.3.1 HIPÓTESIS........................................................................................................... 21 
1.3.1.1 HIPÓTESIS GENERAL ................................................................................... 21 
1.3.1.2 HIPÓTESIS ESPECÍFICA .............................................................................. 21 
1.3.2 IDENTIFICACION DE VARIABLES .............................................................. 21 
1.3.2.1 VARIABLE INDEPENDIENTE ................................................................... 21 
1.3.2.2 VARIABLE DEPENDIENTE ....................................................................... 21 
1.4 METODOLOGÍA ...................................................................................................... 22 
1.4.1 TIPO Y NIVEL DE INVESTIGACION. ........................................................... 22 
1.4.2 UNIDAD DE ANALISIS ................................................................................... 22 
1.4.3 TECNICAS DE RECOLECCION DE DATOS E INFORMACION ............. 22 
CAPÍTULO II: MARCO TEÓRICO ................................................................................... 23 
2.1. PRELIMINARES ...................................................................................................... 23 
2.2. CONJUNTOS CONVEXOS .................................................................................... 26 
2.3. ANÁLISIS CONVEXO ............................................................................................. 36 
2.3.1. FUNCIONES CONVEXAS ............................................................................. 37 
2.3.2. CONTINUIDAD DE FUNCIONES CONVEXAS........................................... 44 
2.4. DERIVADAS DIRECCIONALES DE FUNCIONES CONVEXAS ...................... 50 
2.5. SUBDIFERENCIABILIDAD PARA UNA FUNCIÓN CONVEXA ........................ 51 
2.5.1. APROXIMACIÓN DEL SUBDIFERENCIAL A UNA FUNCION 
CONVEXA ........................................................................................................................... 58 
CAPÍTULO III: OPTIMIZACIÓN PARA FUNCIONES CONVEXAS NO 
DIFERENCIABLES ............................................................................................................ 66 
 VII 
 
3.1. OPTIMIZACIÓN CONVEXA ................................................................................... 66 
3.1.1. DUALIDAD Y FUNCIÓN LAGRANGIANA ................................................... 71 
CONCLUSIONES ............................................................................................................... 88 
BIBLIOGRAFIA ................................................................................................................... 89 
LINKOGRAFIA .................................................................................................................... 91 
ANEXOS .............................................................................................................................. 92 
MATRIZ DE CONSISTENCIA .......................................................................................... 92 
 
  
 VIII 
 
LISTA DE FIGURAS 
 
 
FIGURA 2.2.1. Hiperplanos de soporte ............................................................ 31 
FIGURA 2.2.2: Tipos de separación de conjuntos convexos ............................ 32 
 
FIGURA 2.3. 1: Epigrafía de una función ......................................................... 37 
FIGURA 2.3.2: Conjunto de nivel de una función convexa ............................... 38 
FIGURA 2.3.3: Gráfica de una función convexa ............................................... 38 
FIGURA 2.3.4: Gráfica de una función cóncava ............................................... 39 
FIGURA 2.3. 5: Epigrafia e Hipografia ............................................................. 44 
 
 
  
 IX 
 
 
OPTIMIZACIÓN PARA FUNCIONES CONVEXAS NO 
DIFERENCIABLES 
RESUMEN 
 
El objetivo de la presente tesis es determinar la existencia de valores óptimos, 
para funciones convexas no diferenciables, solo con la condición de continuidad.  
En el primer captitulo se desarrollo el plantemiento del problema, se planteó la 
situsión problemática, formulación, justificación, objeivos e hipótesis.  Para el segundo 
capitulo se desarrolló la teoria básica del análisis convexo, para obtener la 
generalización de la derivada para funciones convexas diferenciables y no 
diferenciables, esto determinando un hiperplano de soporte en el punto de interés, se 
introducen algunos conceptos y propiedades de subgradiente y la generalización de la 
diferenciabilidad. En el tercer capitulo se determinaron las condiciones de existencia de 
valores óptimos para funciones convexas no diferenciables, para ello se planteó el 
problema primario, asi como también problema dual. Se determinaron las condiciones 
de primer orden, segundo orden y una condición de regularidad. 
Se concluyó que un problema de optimización convexa no diferenciable posee 
valores óptimos bajo las condiciones necesarias de primer y segundo orden, solo con la 
condición de continuidad.  
PALABRAS CLAVES 
Conjunto convexo, función convexa, Subdiferencial, gradiente generalizado, valores 
óptimos.. 
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OPTIMIZATION FOR NONSMOOTH CONVEX 
FUNCTIONS 
ABSTRACT 
 
The objective of this thesis is to determine the existence of optimal values, for 
nonsmooth convex functions, only with the condition of continuity. 
In the first chapter the problem statement was developed, the problematic 
situation, formulation, justification, objectives and hypotheses were raised. For the 
second chapter is the basic theory of convex analysis, to obtain the generalization of the 
derivative for differentiable and nonsmooth convex functions, this determining a support 
hyperplane at the point of interest, some concepts and properties of subgradient are 
introduced and the generalization of differentiability. In the third chapter the conditions of 
existence of optimal values for nonsmooth convex functions are determined, for this the 
primary problem was posed, as well as the dual problem. The conditions of first order, 
second order and a condition of regularity were determined. 
  It was concluded that a nonsmooth convex optimization problem has optimal 
values under the necessary first and second order conditions, only with the condition of 
continuity. 
 
KEY WORDS  
Convex set, convex function, Subdifferential, generalized gradient, optimal values. 
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INTRODUCCIÓN 
 
 
La investigación de operaciones fue reconocida como una nueva área de 
investigación científica durante la segunda guerra mundial. Como todos los avances de 
la ciencia, estos surgen para solucionar problemas, en este caso el propósito fue reducir 
costos del ejército y aumentar las pérdidas del enemigo. La investigación de 
operaciones es una herramienta importante para la toma de decisiones. 
Entre las técnicas de la investigación de operaciones más desarrolladas 
encontramos la programación lineal, que se ocupa de los modelos en los que la función 
objetivo, así como las restricciones, son lineales. Para solucionar este tipo de programas 
surgen varios métodos, entre los más conocidos está el método simplex. 
Con el transcurso del tiempo se han desarrollado otro tipo de métodos que ha 
dado lugar a la programación No lineal, a la programación lineal entera, a la 
programación multiobjetivo, entre otras. 
Para encontrar una solución óptima de los problemas de programación, la 
convexidad desempeña un papel fundamental, es sabido que sobre la hipótesis de 
convexidad las condiciones necesarias y suficientes de optimalidad son triviales, las 
cuales garantizan la existencia de los puntos óptimos. 
Muchos problemas de optimización incluyen funciones no diferenciables. Estos 
problemas no se dejan resolver por los algoritmos clásicos desarrollados. La necesidad 
de crear nuevos métodos, para resolver estos problemas, condujo al desarrollo del 
campo de la optimización no diferenciable, que es muy reciente, su conocimiento se 
inicia entre 1975 y 1980.  
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Un concepto muy importante para el desarrollo de la teoría de optimización para 
funciones convexas no diferenciables, es el subdiferencial, que se puede considerar 
como un equivalente a la noción de derivada. Las reglas de cálculo clásicas se pudieron 
desarrollar con naturalidad. La primera extensión fue la clase de funciones 
lipschitzianas, este estudio lo realizó F. H. Clarke, introduciendo la noción de gradiente 
generalizado. 
Para la solución de problemas de optimización no diferenciable, se requieren el 
cálculo del subdiferencial, se pueden distinguir dos clases básicas, las cuales son: 
Métodos de gradiente generalizado y el método de planos de corte. Otra técnica es 
utilizar el operador próximo. El operador próximo de una función convexa es una 
extensión natural de la noción de proyección sobre un conjunto convexo. (Nava Manzo, 
2015) 
En el presente trabajo desarrollaremos los conceptos básicos del análisis 
convexo, la optimización diferenciable y la optimización no diferenciable, para 
determinar la solución de este último tipo de problemas. 
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CAPÍTULO I: PLANTEAMIENTO DE 
INVESTIGACIÓN 
 
1.1 PLANTEAMIENTO DEL PROBLEMA 
1.1.1 SITUACIÓN PROBLEMÁTICA 
            A través de la historia la necesidad de optimizar ciertos procesos y 
recursos ha sido una preocupación permanente del hombre, para este fin se 
desarrolló la investigación de operaciones que tiene sus inicios y mayor 
énfasis en la segunda guerra mundial donde se desarrollaron muchos 
métodos para solucionar los llamados problemas de programación lineal, así 
por ejemplo surge el método simplex. Los problemas que envuelven un 
objetivo único de los modelos de optimización y sus técnicas puedan 
minimizar (o maximizar) una función, pero este no siempre es lineal, podría 
ser de varias variables o ser convexa o tener características propias del 
problema a programar.  
          Para encontrar una solución óptima de los problemas de programación, 
la convexidad desempeña un papel fundamental, es sabido que sobre la 
hipótesis de convexidad las condiciones necesarias y suficientes de 
optimalidad son triviales, las cuales garantizan la existencia de los puntos 
óptimos (eficientes), pero que pasa con las funciones convexas que no son 
diferenciables.  
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Las preguntas inmediatas serian si la función es continua y si es posible 
minimizar (maximizar) este tipo de funciones en un punto dado. 
           En el presente trabajo desarrollaremos la teoría de optimización de 
funciones convexas no diferenciables y para ello utilizaremos el concepto de 
subdiferenciabilidad en los puntos donde la función no es diferenciable. 
 
1.1.2  FORMULACIÓN DEL PROBLEMA 
           En problemas de optimización se requiere que la función objetivo sea 
convexa, para asegurar la existencia de una solución óptima mínima o una 
solución óptima máxima. Si la función objetivo además es no diferenciable, 
se utilizará la subdiferenciabilidad, para lo que es necesario conocer la teoría 
de separabilidad de espacios vectoriales topológicos, así como también, la 
semicontinuidad. 
 
1.1.2.1 PROBLEMA GENERAL 
¿Es posible encontrar valores óptimos para funciones convexas no 
diferenciables, solo con la condición de continuidad? 
 
1.1.2.2 PROBLEMA ESPECÍFICOS 
a) ¿Es posible generalizar el concepto de derivada para funciones 
convexas diferenciables? 
b) ¿Es posible determinar un equivalente de la derivada para funciones 
convexas no diferenciables? 
c) ¿Es posible determinar un valor óptimo para funciones convexas no 
diferenciables? 
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1.1.3  JUSTIFICACIÓN DE LA INVESTIGACIÓN 
 En el modelamiento de problemas de optimización en computación, 
ingeniería y ciencias, se incluyen funciones convexas que no necesariamente 
son diferenciables. Esto genera un problema al momento de buscar la 
solución de dichos problemas, muchas veces no se logra encontrar esa 
solución, no porque el modelo este mal, sino que se deben incluir otras 
condiciones para poder encontrar el valor óptimo. En consecuencia, se han 
creado nuevos métodos, que condujeron al desarrollo del campo de la 
optimización no diferenciable, que se inicia entre 1975 y 1980. 
 
1.1.4  OBJETIVOS DE LA INVESTIGACIÓN 
 
1.1.4.1 OBJETIVO GENERAL 
Determinar la existencia de valores óptimos para funciones convexas no 
diferenciables, solo con la condición de continuidad. 
1.1.4.2 OBJETIVOS ESPECÍFICOS 
a) Obtener la generalización de la derivada para funciones convexas 
diferenciables. 
b) Determinar un equivalente de la derivada para funciones convexas no 
diferenciables. 
c) Determinar las condiciones de existencia de valores óptimos para 
funciones convexas no diferenciables. 
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1.2  ANTECEDENTES DE LA INVESTIGACIÓN  
1.2.1 ANTECEDENTES INTERNACIONALES 
 
Nava, R. (2015), realizó la investigación: “Funciones convexas no 
diferenciables”, para obtener el grado de Maestro en Ciencias en la 
Universidad Autónoma Metropolitana México. El objetivo de la 
investigación fue estudiar diversos métodos (subgradiente, bundle y 
métodos con operador próximo) utilizados para resolver problemas de 
optimización no diferenciable, aplicarlos a una serie de problemas y 
comparar los resultados con otros métodos de la literatura. La 
investigación llego a las siguientes conclusiones: 
 
1. “El método de subgradiente es fácil de implementar, sin 
embargo, determinar el subdiferencial de cualquier función no 
es simple, por lo que el método de subgradiente, aunque es fácil 
de implementar, presenta complicaciones al momento de 
encontrar el subgradiente de la función en cada iteración” (Nava 
Manzo, 2015) 
 
2. “El método bundle permite tener un método con muchas 
propiedades útiles, entre las cuáles está el tener un criterio de 
paro que no depende del conocimiento del punto óptimo.  
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3. Además, aunque el método bundle requiere del cálculo de 
subgradientes en cada iteración, otorga una manera de elegir 
un subgradiente adecuado en cada iteración” (Nava Manzo, 
2015) 
 
4. La regularización de Moreau-Yosida tiene la ventaja que puede 
obtenerse de manera explícita, lo cual es muy útil al momento 
de programar. (Nava Manzo, 2015) 
 
5. Los métodos de punto próximo y gradiente próximo son 
sencillos de implementar computacionalmente ya que solo 
necesitan el cálculo del operador próximo de la función a 
minimizar. (Nava Manzo, 2015) 
 
6. La convergencia de todos los métodos estudiados en este 
trabajo no dependen del punto inicial elegido, lo cual es una 
ventaja muy grande al momento de aplicarlos a problemas no 
diferenciables (incluso problemas diferenciables). (Nava 
Manzo, 2015) 
 
Vera, C. (2006), realizó la investigación: “Existencia y condiciones de 
optimización vectorial no convexa”, para obtener el grado de Doctor en 
Ciencias Aplicadas con mención en Ingeniería Matemática en la 
Universidad de concepción en Concepción Chile.  
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El objetivo de la investigación fue estudiar las propiedades de los mínimos 
vectoriales débilmente eficientes, bajo hipótesis de convexidad 
generalizada. La investigación llego a las siguientes conclusiones: 
1. Se encontraron mínimos débiles eficientes, cuando el dominio 
de la función vectorial son números reales y que cumplen un 
tipo de diferenciabilidad generalizada, sin hipótesis de 
diferenciabilidad. (Vera Donoso, 2006) 
 
2. Cuando el dominio de la función vectorial es un subconjunto de 
los números reales, de recorrido bidimensionesl y sus 
componentes son casiconvexas, sin hipótesis de 
diferencibilidad. (Vera Donoso, 2006) 
 
3. Se encuentra una caracterización del caso estudiado que 
permite elaborar un algoritmo de tiempo finito, para calcular 
soluciones débiles eficientes y el supremo del conjunto de 
mínimos débiles eficientes. (Vera Donoso, 2006) 
 
1.2.2 ANTECEDENTES NACIONALES 
Villavicencio P. (2013), realizó la investigación: “Condiciones de Kuhn-Tucker en 
la Optimización no lineal Convexa”, para optar al grado académico de Maestro 
en Matemática en la Escuela de Posgrado de la Universidad Nacional San 
Antonio Abad del Cusco.  
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El objetivo general de la investigación fue explicar y analizar un método de 
optimización aplicable a problemas de optimización no lineal, donde la función 
objetivo como las funciones de restricción son funciones de clase ܥଶ. 
. La investigación llego a las siguientes conclusiones: 
1. Para que ܺ଴ א ॱ௡, sea una solución óptima del problema de optimización 
no lineal convexa diferenciable, es necesario y suficiente que satisfaga 
todas las condiciones de Kuhn – Tucker. 
 
2. Las condiciones de Kuhn – Tucker son una generalización del método 
de Lagrange para problemas condicionados no lineales convexos y 
diferenciables, puesto que las funciones de restricciones del problema 
incluyen funciones de restricciones con desigualdades en los que una o 
más de las variables es no lineal.     
 
3. Las condiciones de Kuhn – Tucker son importantes para encontrar la 
solución óptima de problemas de optimización no lineal convexa. En el 
sentido de que muestran que una solución local óptima es una  solución 
óptima global del problema no lineal convexo dado. 
 
Borda D. (2013), realizó la investigación: “Convergencia del Método de 
punto proximal con distancia homogénea de orden ݎ en optimización 
convexa”, para optar el Título profesional de Licenciado en Matemática en 
la Universidad Nacional del Callao, Facultad de Ciencias Naturales y 
Matemática.  
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El objetivo general de la investigación fue analizar la convergencia del 
método del punto proximal. La investigación llego a las siguientes 
conclusiones: 
 
1. En esta tesis hemos recopilado resultados de la convergencia 
del método del punto proximal con la distancia homogénea de 
orden dos presentado por Auslender, Ben tiba y Teboulle en 
1999 y adaptamos para distancia homogénea de orden ݎ 
conservando que las propiedades de homogeneidad se 
verifican al igual que la convergencia hacia un punto óptimo. 
Esta tesis puede mejorarse el algoritmo usando en el sentido 
computacional, como se puede corroborar en distintas 
investigaciones en la actualidad. (Borda Marcatinco, 2013) 
2. Espero que este trabajo de tesis sirva como referencia para 
futuros trabajos de investigación que se puedan realizar, pues 
hay otros detalles por explorar, tanto en el aspecto teórico 
como computacional, dado su importancia en os distintos 
campos de la Ingeniería y Economía. (Borda Marcatinco, 2013) 
 
Gimaray, H (1989), realizó la investigación: “Optimización no 
diferenciable”, para obtener el grado académico de Magister en 
Matemáticas en la Universidad Nacional de Ingeniería Facultad de 
Ciencias. El objetivo de la investigación fue estudiar la optimización no 
diferenciable. La investigación llego a las siguientes conclusiones: 
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1. El concepto de subdiferenciabilidad constituye una generalización 
de diferenciabilidad. 
2. Las funciones conjugadas proporcionan una útil herramienta para 
investigar propiedades de conjuntos convexos y funciones 
convexas. 
1.3 HIPÓTESIS Y VARIABLES 
1.3.1 HIPÓTESIS 
1.3.1.1 HIPÓTESIS GENERAL 
Existen valores optímos para funciones convexas no 
diferenciables, solo con la condición de continuidad.   
1.3.1.2 HIPÓTESIS ESPECÍFICA 
a. Existe una generalización de la derivada para funciones 
convexas diferenciables. 
b. Es posible determinar un equivalente derivada para 
funciones convexas no diferenciables. 
c. Existen condiciones de existencia de valores óptimos para 
funciones convexas no diferenciables. 
1.3.2 IDENTIFICACION DE VARIABLES 
1.3.2.1 VARIABLE INDEPENDIENTE 
Funciones continuas 
1.3.2.2 VARIABLE DEPENDIENTE 
Valores óptimos de funciones convexas no diferenciables. 
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1.4 METODOLOGÍA 
1.4.1 TIPO Y NIVEL DE INVESTIGACION. 
Según (Hernández, 2014), el enfoque cualitativo utiliza la recolección de datos 
sin medición numérica para descubrir o afirmar preguntas de investigación en 
el proceso de interpretación. Por lo tanto el presente trabajo tiene un enfoque 
cualitativo. Según el objetivo del estudio, el trabajo corresponde a una 
investigación pura o teórica, además se realizara a nivel Exploratorio 
(Crisóstomo).   
1.4.2 UNIDAD DE ANALISIS 
Se estudiaran a las funciones convexas no diferenciables. 
1.4.3 TECNICAS DE RECOLECCION DE DATOS E INFORMACION 
La información se recolectara de libros y trabajos de investigación relacionados al 
tema.  
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CAPÍTULO II: MARCO TEÓRICO 
 
2.1. PRELIMINARES 
DEFINICIÓN 2.1.1. Sea ܺ un espacio vectorial real. Sean ܥ y ܦ subconjuntos de 
ܺ, y sea ݖ א ܺ. Se definen los siguientes conjuntos: 
ܥ ൅ ܦǣൌ ሼݔ ൅ ݕ ݔ א ܥ ר ݕ א ܦΤ ሽ 
ܥ െ ܦǣൌ ሼݔ െ ݕ ݔ א ܥ ר ݕ א ܦΤ ሽ 
ݖ ൅ ܥ ؔ ሼݖሽ ൅ ܥ 
ܥ െ ݖ ؔ ܥ െ ሼݖሽ 
ߣܥ ؔ ሼߣݔ ݔ א ܥΤ ሽǡ׊ߣ א Թ 
Si ܣ es un subconjunto no vacío de Թ entonces: 
ܣܥ ൌ ڂ ߣܥఒא஺     y   ܣݖ ൌ ܣሼݖሽ ൌ ሼߣݖ ߣ א ܣΤ ሽ. 
DEFINICIÓN 2.1.2.- Sea ܺ un espacio vectorial real cualquiera. Una norma en ܺ 
es una aplicación ԡ ԡǣ ܺ ՜ Թ଴ା que cumple las siguientes condiciones: 
1. ԡݔԡ ൒ Ͳǡ para cada ݔ de ܺ. Además ԡݔԡ ൌ Ͳ si y solo si ݔ ൌ ͲሬԦ. 
2. Linealidad: ԡߙݔԡ ൌ ȁߙȁԡݔԡ, para cada ݔ de ܺ y todo escalar ߙ. 
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3. Desigualdad triangular: ԡݔ ൅ ݕԡ ൑ ԡݔԡ ൅ ԡݕԡ,  para cada ݔǡ ݕ de ܺ. 
DEFINICIÓN 2.1.3.- Un espacio vectorial normado o simplemente espacio 
normado es un par ሺܺǡ ԡ ԡሻ, donde ܺ es un espacio vectorial real o complejo y 
ԡ ԡ es una norma en ܺ. 
DEFINICIÓN 2.1.4. (Producto interno).- Sea ܺ un espacio vectorial (real o 
complejo)  sobre el campo Թ. Un producto escalar o producto interno definido 
sobre ܺ es una aplicación  
ۃǡ ۄǣ ܺ ൈ ܺ ՜ Թ଴ା 
que verifica: 
1. ۃݔǡ ݔۄ ൒ Ͳ,  ׊ݔ א ܺ.  
 Además ۃݔǡ ݔۄ ൌ Ͳ si y solo si ݔ ൌ Ͳ௑ 
2. ۃߙݔ ൅ ߚݕǡ ݖۄ ൌ ߙۃݔǡ ݖۄ ൅ ߚۃݕǡ ݖۄ,    ׊ݔǡ ݕǡ ݖ א ܺǡ ߙǡ ߚ א ॶ 
3 ۃݔǡ ݕۄ ൌ ۃݕǡ ݔۄ,   ׊ݔǤ ݕ א ܺ 
Observemos que: 
ԡݔԡ ൌ ඥۃݔǡ ݔۄ   , ׊ݔ א ܺ 
DEFINICIÓN 2.1.5.- Sean ܺ e ܻ espacios vectoriales normados. Una aplicación 
݂ǣ ܺ ՜ ܻ es continua en ݔ଴ א ܺ si y solo si, para toda sucesión ሼݔ௡ሽ௡אԳ que 
converge a  ݔ଴ en ܺ se tiene una sucesión ሼ݂ሺݔ௡ሻሽ௡אԳque converge a ݂ሺݔ଴ሻ. 
Esto es equivalente a: 
݂ es continua en ݔ଴ ฻ԡݔ௡ െ ݔ଴ԡ ՜ Ͳimplica ԡ݂ሺݔ௡ሻ െ ݂ሺݔ଴ሻԡ ՜ Ͳ 
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DEFINICIÓN 2.1.6.- Sean ܺ e ܻ espacios vectoriales normados y ݂ǣ ܺ ՜ ܻ una 
aplicación. Se dice que ݂ satisface la condición de Lipschitz (o ݂ es una 
aplicación Lipschitzina), si existe una constante ݇ ൐ Ͳ, tal que: 
ԡ݂ሺݔሻ െ ݂ሺݕሻԡ ൑ ݇ԡݔ െ ݕԡǡ׊ݔǡ ݕ א ܺ 
donde ݇ se llama constante de Lipschitz. 
TEOREMA 2.1.1.- Sean ܺ e ܻ espacios vectoriales normados y ݂ǣ ܺ ՜ ܻ una 
aplicación lineal. Si ݂ es lipschitzina en ܺ entonces ݂ es continua en ܺ. 
DEMOSTRACIÓN. 
Supongamos que: 
ԡ݂ሺݔሻԡ ൑ ݇ԡݔԡǡ׊ݔ א ܺ 
Si ሺݔ௡ሻ ՜ ݔ଴ entonces  
ԡ݂ሺݔ௡ሻ െ ݂ሺݔ଴ሻԡ ൌ ԡ݂ሺݔ௡ െ ݔ଴ሻԡ ൑ ݇ԡݔ௡ െ ݔ଴ԡ ՜ Ͳ 
Lo que implica que ݂ሺݔ௡ሻ ՜ ݂ሺݔ଴ሻ, esto prueba que ݂ es continua en ݔ଴.  
 
DEFINICIÓN 2.1.7.- Sea ܦ ؿ Թ௡. La aplicación ݂ǣ ܦ ՜ Թ௠ es localmente 
lipschitzina, si existe ௥ܸሺݔሻ,  ݎ ൐ Ͳ tal que ݂ es lipschitzina en ܦ ת ௥ܸሺݔሻ, donde 
௥ܸሺݔሻ es una vecindad de ݔ. 
DEFINICIÓN 2.1.8.- Sean ܺ e ܻ espacios vectoriales normados. La aplicación 
lineal ݂ǣܺ ՜ ܻ se llama acotada si existe un número real ݇ ൐ Ͳ, tal que: 
ԡ݂ሺݔሻԡ ൑ ݇ǡ ׊ݔ א ܺ 
 26 
 
DEFINICIÓN 2.1.9.- Sea ܦ ؿ Թ௡. La aplicación ݂ǣ ܦ ՜ Թ௠ es localmente 
acotada, si existe ௥ܸሺݔሻ,  ݎ ൐ Ͳ tal que ݂ es acotada en ܦ ת ௥ܸሺݔሻ. 
DEFINICIÓN 2.1.10.- Sea ሺܺǡ ԡǤ ԡሻ espacio vectorial normado real su espacio 
dual topológico, esta definido por: 
ܺכ ؔ ሼݔכǣ ܺ ՜ Թ ݔכ݁ݏݑ݊ܽܽ݌݈݅ܿܽܿ݅×݊݈݈݅݊݁ܽݕܿ݋݊ݐ݅݊ݑܽΤ ሽ 
En el espacio dual topológico se define la norma como: 
ԡݔכԡכǣൌ ௫א௑
ȁȁ௫ԡஸଵ
ۃݔǡ ݔכۄ ݔכ א ܺכ 
donde ۃǡ ۄ denota el producto interno interior de dualidad entre ܺ y ܺכ; es decir, 
para una aplicación lineal continua ݔכ א ܺכ definida sobre el espacio ܺ con 
valores en Թ , se tiene ݔכ : ܺ ՜ Թ y escribiremos: 
ۃݔǡ ݔכۄ ൌ ݔכሺݔሻ׊ݔ א ܺ 
2.2. CONJUNTOS CONVEXOS 
DEFINICIÓN 2.2.1.- Sea ܣ ك Թ௡ un conjunto no vacío. Decimos que ܣ es 
convexo si para cada ݔǡ ݕ א ܣ 
ሾߣݔ ൅ ሺͳ െ ߣሻݕሿ א ܣǡ para cualquier ߣ א ሾͲǡͳሿ (2.2.1) 
LEMA 2.2.1.- Si ܣଵ y ܣଶ conjuntos convexos en Թ௡ entonces: 
3. ܣଵ ת ܣଶ es convexo. 
4. ܣଵ ൅ ܣଶ es convexo. 
5. ܣଵ െ ܣଶ es convexo 
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DEFINICIÓN 2.2.2.- Sean Թ௡ un espacio vectorial normado, ߦ vector no nulo de 
Թ௡ y ߙ א Թ. Se define el hiperplano ܪ como la colección de la forma 
ሼݔ א Թ௡ ۃݔǡ ߦۄ ൌ ߙΤ ሽ  
esto es: 
ܪ ؔ ሼݔ א Թ௡ ۃݔǡ ߦۄ ൌ ߙΤ ሽ  (2.2.2) 
donde:  ߦ ് ͲሬԦ en Թ௡ y ߙ א Թ. 
Observemos que: 
El vector ߦ es llamado el vector normal al hiperplano. 
En particular, el hiperplano ܪ es un conjunto convexo.  
En efecto: 
Sean ݔ, ݕ א ܪ, por definición se tiene: 
ۃݔǡ ߦۄ ൌ ߙ 
ۃݕǡ ߦۄ ൌ ߙ 
Luego para algún ߣ א ሾͲǡͳሿ, se tiene: 
ۃߣݔ ൅ ሺͳ െ ߣሻݕǡ ߦۄ ൌ ۃߣݔǡ ߦۄ ൅ ۃሺͳ െ ߣሻݕǡ ߦۄ 
ൌ ߣۃݔǡ ߦۄ ൅ ሺͳ െ ߣሻۃݕǡ ߦۄ 
ൌ ߣߙ ൅ ሺͳ െ ߣሻߙ 
ൌ ߣߙ ൅ ߙ െ ߣߙ ൌ ߙ 
entonces ߣݔ ൅ ሺͳ െ ߣሻݕ א ܪ. 
Por consiguiente ܪ es convexo. 
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Un hiperplano divide al espacio Թ௡ en dos semiespacios cerrados 
denotados por:  
ܪା ൌ ሼݔ א Թ௡ ۃݔǡ ߦۄ ൒ ߙΤ ሽ   
ܪି ൌ ሼݔ א Թ௡ ۃݔǡ ߦۄ ൑ ߙΤ ሽ 
Claramente los semiespacios son conjuntos convexos. 
 Notemos que cualquier punto en Թ௡ está en ܪା ó ܪି o en ambos.  
También un hiperplano ܪ y los correspondientes semiespacios se pueden 
escribir en referencia a un punto fijo ݔҧ א ܪ. Si  ݔҧ א ܪ, ۃݔҧ ǡ ߦۄ ൌ ߙ y para cualquier 
punto ݔ א ܪ debe satisfacer: 
ۃݔǡ ߦۄ ൌ ߙ 
Entonces: 
ۃݔǡ ߦۄ െ ۃݔҧǡ ߦۄ ൌ ߙ െ ߙ ൌ Ͳ 
Esto implica: ۃݔ െ ݔҧǡ ߦۄ ൌ Ͳ. 
Los semiespacios ܪା y ܪି se pueden escribir como: 
ܪା ൌ ሼݔ א Թ௡ ۃݔ െ ݔҧǡ ߦۄ ൒ ͲΤ ሽ   
ܪି ൌ ሼݔ א Թ௡ ۃݔ െ ݔҧǡ ߦۄ ൑ ͲΤ ሽ 
DEFINICIÓN 2.2.3.- Sea ܣ ك Թ௡ un conjunto no vacío. 
1. Se define la envoltura convexa de ܣ, denotada por ܿ݋ሺܣሻ, al menor 
conjunto convexo que contiene a ܣ, donde: 
ܿ݋ሺܣሻ ൌ ൝෍ߣ௜ݔ௜
௡
௜ୀଵ
෍ߣ௜
௡
௜ୀଵ
ൌ ͳǡ൙ ߣ௜ א ሾͲǡͳሿǡ ݔ௜ א ܣǡ ׊݅ ൌ ͳǡǥ ǡ ݊Ǣ ݊ א Գൡ 
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donde: 
σ ߣ௜ݔ௜௡௜ୀଵ , con σ ߣ௜௡௜ୀଵ ൌ ͳ 
se llama combinación convexa de ݔଵǡ ݔଶǡ ǥ ǡ ݔ௡ א ܣ.  
2. ܣ es un cono, si y solo si, ݐܣ ك ܣǡ׊ݐ ൒ Ͳ. 
3. Se define ܿ݋݊݁ሺܣሻ, al menor cono que contiene a ܣ, esto es: 
ܿ݋݊݁ሺܣሻ ൌራݐܣ
௧ஹ଴
 
4. Dado el conjunto ܯ ؿ Թ௡. Denotaremos por ܯୄ al subespacio ortogonal 
de ܯ en donde 
ܯୄ ൌ ሼݔ א Թ௡ ۃݔǡ ݕۄ ൌ Ͳǡ׊ݕ א ܯΤ ሽ 
 
De la teoría básica de geometría en espacios vectoriales normados se 
tiene que un hiperplano cerrado ܪ en ܺ puede ser representado por: 
ܪ ൌ ሼݔ א ܺ ׷  ۃݔǡ ݔכۄ ൌ ߙሽ 
para algún ݔכ א ܺכ  y ߙ א Թ. De igual modo, un semiespacio cerrado ܪ de ܺ 
puede ser representado por 
ܪି ൌ ሼݔ א ܺ ׷  ۃݔǡ ݔכۄ ൑ ߙሽ 
para algún ݔכ א ܺכ y ߙ א Թ. 
PROPOSICIÓN 2.2.1.- Sea ܣ un conjunto en Թ௡ . ܣ es convexo si y solo si 
contiene todas las combinaciones convexas de sus elementos. (Nava Manzo, 
2015) 
La demostración se puede encontrar en Convex Analysis de Rockafellar. (1970, 
Pag. 34) 
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DEFINICIÓN 2.2.4.- Sean los espacios vectoriales normados Թ௠, Թ௡ y un vector 
ܿ א Թ௡. La función ݂ǣԹ௠ ՜ Թ௡ se denomina afín, cuando existe una aplicación 
lineal ܶǣԹ௠ ՜ Թ௡ y , tales que: 
݂ሺݔሻ ൌ ܶݔ ൅ ܿ 
En particular, si la aplicación lineal ܶǣԹ௡ ՜ Թ se define como: 
ܶݔ ൌ ۃݔǡ ߦۄ , con ߦ א Թ௡ 
se tiene que: ሼݔ א Թ୬ ܶݔ ൅ ܿ ൌ Ͳǡܿ א ԹΤ ሽ  es un conjunto de nivel de la función 
afín ݂. 
DEFINICIÓN 2.2.5.- Sea ܣ un subconjunto de Թ௡ y ݔ א ܣ. Un hiperplano en Թ௡ 
se dice hiperplano de soporte de ܣ en ݔ si se cumple que: 
ሾݔ א ܣ ת ܪ ר  ሺܣ ؿ ܪାሻሿ ש  ሺܣ ؿ ܪିሻ 
DEFINICIÓN 2.2.6 (Soporte de conjuntos en sus puntos de frontera).- Sea ܣ 
un subconjunto no vacio de Թ௡ y ݔҧ א ߲ܣ (frontera de ܣ). Un hiperplano  
ܪ ൌ ሼݔ א Թ௡ ۃݔ െ ݔҧǡ ߦۄ ൌ ͲΤ ሽ ,  ߦ א Թ௡ 
es llamado un hiperplano de soporte de ܣ en ݔҧ si ܣ ك ା, esto es: 
ۃݔ െ ݔҧǡ ߦۄ ൒ Ͳǡ׊ݔ א ܣ ó ܣ ك ି 
esto es: 
ۃݔ െ ݔҧǡ ߦۄ ൑ Ͳǡ׊ݔ א ܣ. 
Además, si ܣ ؿ ܪ, ܪ es llamado hiperplano de soporte propio de ܣ en ݔҧ. 
Equivalentemente: 
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ܪ ൌ ሼݔ א Թ௡ ۃݔ െ ݔҧǡ ߦۄ ൌ ͲΤ ሽ es un hiperplano de soporte de ܣ en ݔҧ א ߲ܣ, si: 
ۃݔҧ ǡ ߦۄ ൌ ሼۃݔǡ ߦۄ ݔ א ܣΤ ሽ 
ó 
ۃݔҧ ǡ ߦۄ ൌ ሼۃݔǡ ߦۄ ݔ א ܣΤ ሽ 
FIGURA 2.2.1. Hiperplanos de soporte 
 
Fuente: M. Bazzara, 2006 
TEOREMA 2.2.1.- Sean ܣ un subconjunto no vacío convexo y cerrado de Թ௡ y 
ݖ ב ܣ. Existe un único punto ݔҧ א ܣ, tal que la distancia de ݔҧ a ݖ es mínima. 
Además, ݔҧ es el punto minimal, si y solo si: 
ۃݔ െ ݔҧǡ ݖ െ ݔҧۄ ൑ Ͳ,     ׊ݔ א ܣ 
La demostración de puede encontrar en Nonlinear Programming de Mokhtar S. 
Bazaraa y otros. (2006, Pag. 51) 
TEOREMA 2.2.2. Sea ܣ un conjunto convexo no vacio de Թ௡ y ݔҧ א ߲ܣ. Existe un 
vector ߦ no nulo de Թ௡ tal que: 
ۃݔ െ ݔҧǡ ߦۄ ൑ Ͳ,     ׊ݔ א ܣҧ 
La demostración se puede encontrar en Nonlinear Programming de Mokhtar S. 
Bazaraa y otros. (2006, Pag. 58) 
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DEFINICIÓN 2.2.7.- Sean ܣଵ y ܣଶ conjuntos no vacíos en Թ௡. Un hiperplano 
separa a ܣଵ y ܣଶ si: 
ۃݔǡ ߦۄ ൒ ߙǢ׊ݔ א ଵ 
ۃݔǡ ߦۄ ൑ ߙǢ׊ݔ א ଶ 
Si ܣଵ ׫ ܣଶ ف ܪ, se dice que ܪ esta propiamente separado por ଵ y ଶ. 
El hiperplano ܪ esta estrictamente separado por ଵ y ଶ si: 
ۃݔǡ ߦۄ ൐ ߙǢ׊ݔ א ଵ 
ۃݔǡ ߦۄ ൏ ߙǢ׊ݔ א ଶ 
 
El hiperplano ܪ está fuertemente separado por ଵ y ଶ si 
ۃݔǡ ߦۄ ൒ ߙ ൅ ߝǢ׊ݔ א ଵǡ ߝ es un escalar positivo  
ۃݔǡ ߦۄ ൑ ߙǢ׊ݔ א ܣଶ 
La separación impropia usualmente no es de mucho valor, esta corresponde a 
un hiperplano que contiene a ଵ y ଶ. 
FIGURA 2.2.2: Tipos de separación de conjuntos convexos 
 
 
 
 
 
Separación impropia 
 
 
 
 
 
Separación propia 
ܪ 
ܣଵ 
ܣଶ 
ܪ 
ܣଵ 
ܣଶ 
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Separación estricta 
 
 
 
 
 
 
Separación estricta 
Fuente: M. Bazzara, 2006 
TEOREMA 2.2.3. (Teorema de separación de HahnǦBanach). Sea ܣ un 
subconjunto no vacío, convexo y cerrado de Թ௡ y ݖ ב ܣ. Entonces existe un 
vector ߦ א Թ௡ no nulo y un escalar ߙ tal que:  
ۃݖǡ ߦۄ ൐ ߙ     y       ۃݔǡ ߦۄ ൑ ߙ    para cada ݔ א ܣ 
es decir, existe un hiperplano 
ܪ ൌ ሼݔ א Թ௡ǣۃݔǡ ߦۄ ൌ ߙሽ 
tal que ݖ א ܪା y ܣ ؿ ܪି. 
DEMOSTRACIÓN  
Supóngase que ܣ es un conjunto, no vacío, convexo y cerrado en Թ௡ y ݖ ב ܣ. 
Por el Teorema (2.2.1), existe un único punto ݔҧ en ܣ, tal que: 
ۃݔ െ ݔҧǡ ݖ െ ݔҧۄ ൑ Ͳ,     ׊ݔ א ܣ 
Entonces 
ۃݔǡ ݖ െ ݔҧۄ െ ۃݔҧǡ ݖ െ ݔҧۄ ൑ Ͳ 
ۃݖ െ ݔҧǡ ݔۄ െ ۃݔҧǡ ݖ െ ݔҧۄ ൑ Ͳ 
ܪ 
ܣଵ 
ܣଶ 
ܣଵ 
ܣଶ 
ܪ 
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ۃݖ െ ݔҧǡ ݔۄ ൑ ۃݔҧǡ ݖ െ ݔҧۄ  (2.2.1) 
 
considerando: 
ߦ ൌ ݖ െ ݔҧ ് Ͳ   y  ߙ ൌ ۃݔҧǡ ݖ െ ݔҧۄ ൌ ۃݔҧǡ ߦۄ  (2.2.2) 
 
Sustituyendo (2.2.2) en (2.2.1) se obtiene: 
ۃݔǡ ߦۄ ൑ Ƚ;   para cada ݔ en ܣ 
Por otro lado, si ߙ ൌ ۃݔҧǡ ݖ െ ݔҧۄ, se puede escribir: 
ۃݖǡ ݖ െ ݔҧۄ െ ߙ ൌ ۃݖǡ ݖ െ ݔҧۄ െ ۃݔҧ ǡ ݖ െ ݔҧۄ ൌ ۃݖ െ ݔҧǡ ݖ െ ݔҧۄ ൌ ԡݖ െ ݔҧԡଶ ൐ Ͳǡݖ െ ݔҧ ് Ͳ 
ۃݖǡ ݖ െ ݔҧۄ െ ߙ ൐ Ͳ 
De donde se tiene que: 
ۃݖǡ ݖ െ ݔҧۄ ൐ ߙ  (2.2.3) 
Reemplazando (2.2.2) en (2.2.3), tenemos lo que queríamos demostrar: 
ۃݖǡ ߦۄ ൐ ߙ;    para cada ݔ en ܣ. 
Como consecuencia de este resultado, podemos afirmar que cada  ב  puede 
ser fuertemente separado de ܣ por un hiperplano cerrado. 
COROLARIO 2.2.1. Sea ܣ un conjunto convexo cerrado de Թ௡. ܣ es la 
intersección de todos los semiespacios cerrados que lo contienen. 
Esto es: 
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ܣ ൌሩܪ௜
௜
ǡܣ ك ܪ௜ 
donde, ܪ௜ es un semiespacio cerrado que contiene a ܣ 
DEMOSTRACIÓN 
Sea ܣ un conjunto convexo cerrado de Թ௡ y ܪ௜ es un semiespacio cerrado que 
contiene a ܣ. 
Debemos mostrar que: ܣ ك ځ ܪ௜௜ ר ځ ܪ௜௜ ك ܣ 
i. Como ܣ está contenido en cada semiespacio entonces también está 
en la intersección de todos los semiespacios que lo contienen. Es 
decir: 
ܣ كሩܪ௜
௜
 
ii. Para demostrar ځ ܪ௜௜ ك ܣ , Se utilizara la demostración por el absurdo. 
Es decir, existe un elemento: 
ݖ א ځ ܪ௜௜    y   ݖ ב ܣ 
Por el teorema de separación de Hahn – Banach, existe un semiespacio 
cerrado que contiene a ܣ pero no a ݖ, lo que es una contradicción, ya 
que estamos asumiendo que ݖ está en ځ ܪ௜௜ , con lo que queda 
demostrado el corolario. 
Por i. y ii. se tiene ܣ ൌ ځ ܪ௜௜ ǡܣ ك ܪ௜  
Observemos que, los conjuntos cerrados ܪ௜ del corolario anterior también 
resultan ser cerrados con la topología débil y por lo tanto el conjunto convexo 
cerrado ܣ es cerrado para la topologa débil (intersección de cerrados débiles). 
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Así, una conclusión importante, y que será utilizada más adelante, del Corolario 
2.2.1, es que todo conjunto convexo cerrado es también cerrado para la 
topología débil. 
TEOREMA 2.2.4 (Separación de dos conjuntos convexos).- Sean ܣଵ y ܣଶ dos 
subconjuntos disjuntos, convexos y no vacíos de Թ௡. Entonces existe un 
hiperplano que separa ܣଵ  y  ܣଶ; esto es, existe un vector ߦ א Թ௡ diferente de 
cero tal que: 
Çሼۃߦǡ ݔۄ ׷ ݔ א ଵሽ ൒ ሼۃߦǡ ݔۄ ׷ ݔ א ଶሽ 
La demostración de puede encontrar en Nonlinear Programming de Mokhtar S. 
Bazaraa y otros. (2006, Pag. 60) 
2.3. ANÁLISIS CONVEXO 
En problemas de optimización, se consideraran funciones que toman 
valores en la recta real extendida, esto es: 
ሾെλǡ൅λሿ ൌ Թ ׫ ሼെλሽ ׫ ሼ൅λሽ ൌ Թഥ  
Las operaciones usuales en aritmética se extienden de forma natural para 
los elementos de ሾെλǡ൅λሿ. 
En particular: 
El límite inferior de una sucesión ሼݔ௡ሽ௡אԳ en ሾെλǡ൅λሿ está definido como:  
݈À݉  ݔ௡ ൌ ௡אԳ ௠אԳ௠ஹ௡
ݔ௠ 
y el límite superior  
݈À݉  ݔ௡ ൌ ௡אԳ ௠אԳ௠ஹ௡
ݔ௠ 
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Es claro que: ݈݅݉݂݅݊ ݔ௡ ൑ ݈݅݉ݏݑ݌ ݔ௡. 
2.3.1. FUNCIONES CONVEXAS 
DEFINICIÓN 2.3.1.- Dados un conjunto convexo, no vacío, ܣ de Թ௡ y una función 
݂ǣ ܣ ՜ Թഥ . Se definen los siguientes conjuntos: 
i. ݀݋݉ሺ݂ሻ ൌ ሼݔ א ܣ ݂ሺݔሻ ൏ ൅λΤ ሽ, llamado dominio esencial de ݂. 
ii. ݃ݎ݂ሺ݂ሻ ൌ ሼሺݔǡ ݕሻ א Թ௡ାଵ ݂ሺݔሻ ൌ ݕΤ ሽ, llamado grafico de ݂. 
iii. El epígrafo (epigrafía) de ݂, denotado por ݁݌݅ሺ݂ሻ, es el conjunto 
ሼሺݔǡ ݕሻ א ܣ ൈ Թ ݂ሺݔሻ ൑ ݕΤ ሽ; es decir: 
݁݌݅ሺ݂ሻ ൌ ሼሺݔǡ ݕሻ א ܣ ൈ Թ ݂ሺݔሻ ൑ ݕΤ ሽ ؿ Թ௡ାଵ 
FIGURA 2.3. 1: Epigrafía de una función 
 
Fuente: (Jhan, 1996) 
iv. La hipografía de ݂, denotado por ݄ݕ݌ሺ݂ሻ, es el conjunto 
ሼሺݔǡ ݕሻ א ܣ ൈ Թ ݂ሺݔሻ ൒ ݕΤ ሽ; esto es: 
݄ݕ݌ሺ݂ሻ ൌ ሼሺݔǡ ݕሻ א ܣ ൈ Թ ݂ሺݔሻ ൒ ݕΤ ሽ ؿ Թ௡ାଵ 
v. El conjunto ܣఈ ൌ ሼݔ א ܣȀ݂ሺݔሻ ൑ ߙሽ, se llama conjunto de nivel de ݂ de 
altura ߙ ሺߙ א Թሻ.  
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FIGURA 2.3.2: Conjunto de nivel de una función convexa 
 
Fuente: (http://programacionlinealunadibague.blogspot.com/2011/05/funciones-convexas-y-concavas.html, 2011) 
DEFINICIÓN 2.3.2. Sea ܣ conjunto convexo no vacío en Թ௡, y sea 
݂ǣ ܣ ՜ ሺെλǢ൅λሿ una función. Se dice que ݂ es una función convexa si 
݂ሾߣݔଵ ൅ ሺͳ െ ߣሻݔଶሿ ൑ ߣ݂ሺݔଵሻ ൅ ሺͳ െ ߣሻ݂ሺݔଶሻ (2.3.1)  
Para todoݔଵǡ ݔଶ א ܣ    y     ߣ אሿͲǡͳሾ 
FIGURA 2.3.3: Gráfica de una función convexa 
 
Fuente: (http://programacionlinealunadibague.blogspot.com/2011/05/funciones-convexas-y-concavas.html, 2011) 
DEFINICIÓN 2.3.3.-  Sea ܣ un subconjunto convexo no vacío de Թ௡, y sea 
ܣఈ 
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݂ǣ ܣ ՜ ሺെλǢ൅λሿ una función. Se dice que ݂ es una función estrictamente 
convexa si 
݂ሾߣݔଵ ൅ ሺͳ െ ߣሻݔଶሿ ൏ ߣ݂ሺݔଵሻ ൅ ሺͳ െ ߣሻ݂ሺݔଶሻ׊ߣ א ሿͲǡͳሾǡ׊ݔଵǡ ݔଶ א ܣ 
con ݔଵ ് ݔଶ. 
DEFINICIÓN 2.3.4.- Sea ܣ conjunto convexo no vacío en Թ௡, y sea 
݂ǣ ܣ ՜ ሺെλǢ൅λሿ una función. Se dice que ݂ es una función cóncava si: 
݂ሾߣݔଵ ൅ ሺͳ െ ߣሻݔଶሿ ൒ ߣ݂ሺݔଵሻ ൅ ሺͳ െ ߣሻ݂ሺݔଶሻ׊ߣ א ሿͲǡͳሾǡ׊ݔଵǡ ݔଶ א ܣ 
DEFINICIÓN 2.3.5.- Sea ܣ conjunto convexo no vacío en Թ௡, y sea 
݂ǣ ܣ ՜ ሺെλǢ൅λሿ una función. Se dice que ݂ es una función estrictamente 
cóncava si: 
݂ሾߣݔଵ ൅ ሺͳ െ ߣሻݔଶሿ ൐ ߣ݂ሺݔଵሻ ൅ ሺͳ െ ߣሻ݂ሺݔଶሻ׊ߣ א ሾͲǡͳሿݕ׊ݔଵǡ ݔଶ א ܣ 
con ݔଵ ് ݔଶ. 
FIGURA 2.3.4: Gráfica de una función cóncava 
 
Fuente: (http://programacionlinealunadibague.blogspot.com/2011/05/funciones-convexas-y-concavas.html, 2011) 
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Observemos que, las definiciones dadas anteriormente no exigen 
necesariamente que la función sea continua y/o diferenciable. Así tenemos, lo 
siguiente: 
݂ǣԹ ՜ Թ 
ݔ ՜ ݂ሺݔሻ ൌ ݔଶ 
y  
݃ǣԹ ՜ Թ଴ା 
ݔ ՜ ݂ሺݔሻ ൌ ȁݔȁ 
Son funciones convexas y continuas. Lo que no ocurre en el caso de la 
diferenciabilidad, ݂ es diferenciable para todo ݔ de su dominio y ݃ no es 
diferenciable en ݔ ൌ Ͳ. 
PROPOSICIÓN 2.3.1.- Sean ܣ un subconjunto convexo, no vacío de Թ௡, y sea 
݂ǣ ܣ ՜ ሺെλǢ൅λሿ una función. Si ݂ es una función convexa, entonces la función 
െ݂ es una función cóncava. 
DEMOSTRACIÓN. 
Sea ݂ es una función convexa en ܣ, por definición ׊ߣ א ሿͲǡͳሾ,  ׊ݔଵǡ ݔଶ א ܣ, se 
tiene: 
݂ሾߣݔଵ ൅ ሺͳ െ ߣሻݔଶሿ ൑ ߣ݂ሺݔଵሻ ൅ ሺͳ െ ߣሻ݂ሺݔଶሻ 
െ݂ ሾߣݔଵ ൅ ሺͳ െ ߣሻݔଶሿ ൒ െߣ݂ሺݔଵሻ െ ሺͳ െ ߣሻ݂ሺݔଶሻ 
(െ݂) ሾߣݔଵ ൅ ሺͳ െ ߣሻݔଶሿ ൒ ߣሺെ݂ሻሺݔଵሻ ൅ ሺͳ െ ߣሻሺെ݂ሻሺݔଶሻ 
Por consiguiente െ݂ es una función cóncava. 
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TEOREMA 2.3.1. Sean ܣ un conjunto convexo no vacío en Թ௡ y ݂ ǣ ܣ ՜ ሺെλǢ൅λሿ 
una función convexa. Entonces el conjunto de nivel a la altura ߙ, ߙ א Թ 
ܣఈ ൌ ሼݔ א ܣ ݂ሺݔሻ ൑ ߙΤ ሽ 
es un conjunto convexo. 
DEMOSTRACIÓN 
Sean ݔଵǡ ݔଶ א ܣఈ , luego: 
݂ሺݔଵሻ ൑ ߙ 
݂ሺݔଶሻ ൑ ߙ 
y sea ݂ǣ ܣ ՜ ሺെλǢ൅λሿ una función convexa, por definición se tiene: 
݂ሾߣݔଵ ൅ ሺͳ െ ߣሻݔଶሿ ൑ ߣ݂ሺݔଵሻ ൅ ሺͳ െ ߣሻ݂ሺݔଶሻ 
dado que: ݂ሺݔଵሻ ൑ ߙ y ݂ሺݔଶሻ ൑ ߙ, entonces: 
݂ሾߣݔଵ ൅ ሺͳ െ ߣሻݔଶሿ ൑ ߣሺݔଵሻ ൅ ሺͳ െ ߣሻ݂ሺݔଶሻ 
൑ ߣߙ ൅ ሺͳ െ ߣሻߙ ൌ ߙ 
con lo que 
ߣݔଵ ൅ ሺͳ െ ߣሻݔଶ א ܣఈ 
Por consiguiente, ܣఈ es un conjunto convexo. 
DEFINICIÓN 2.3.6.- Sea ܣ un subconjunto no vacío de Թ௡. La función ݂ǣ ܣ ՜ Թഥ  
es propia si െλ ב ݂ሺܣሻ y  ݀݋݉ሺ݂ሻ ് ׎Ǥ 
DEFINICIÓN 2.3.7.- Sean ܣ un conjunto en Թ௡ y ݂ ׷ ܣ ՜ Թഥ  una función propia.  
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i. El ínfimo de ݂ sobre ܣ, denotado por ݅݊ ஺݂ሺ݂ሻ. Diremos que ݂ alcanza su 
mínimo sobre ܣ, si existe ݔҧ en ܣ tal que ݂ሺݔҧሻ ൌ ݅݊ ஺݂ሺ݂ሻ. Esto es: 
݂ሺݔҧሻ ൌ ݉݅݊௫א஺ ݂ሺݔሻ 
ii. El supremo de ݂ sobre ܣ, denotado por ݏݑ݌஺ሺ݂ሻ. Diremos que ݂ alcanza 
su supremo sobre ܣ, si existe ݔҧ en ܣ tal que ݂ሺݔҧሻ ൌ ݏݑ݌஺ሺ݂ሻ. Esto es: 
 ݂ሺݔҧሻ ൌ ݉ܽݔ௫א஼ ݂ሺݔሻ 
PROPOSICIÓN 2.3. 2.- Sean ܣ un conjunto convexo, no vacío en Թ௡ y  
݂ : ܣ ՜ ሺെλǡ൅λሿ. Entonces, ݂ es convexa si y solamente si, el conjunto ݁݌݅ሺ݂ሻ 
es convexo. 
DEMOSTRACIÓN.- 
Primero demostremos la condición necesaria: 
ሺ֜ሻ  
Supóngase que  ݂ : ܣ ՜ ሺെλǡ൅λሿ  es una función convexa. Entonces: 
݂ሺߣݔଵ ൅ ሺͳ െ ߣሻݔଶሻ ൑ ߣ݂ሺݔଵሻ ൅ ሺͳ െ ߣሻ݂ሺݔଶሻǡ׊ɉ אሿͲǡͳሾ (2.3.2)  
Sean ሺݔଵǡ ݕଵሻ , ሺݔଶǡ ݕଶሻ א ݁݌݅ሺ݂ሻ 
݂ሺݔଵሻ ൑ ݕଵ ר ݂ሺݔଶሻ ൑ ݕଶ (2.3.3)  
 
De ሺʹǤ͵Ǥʹሻ y ሺʹǤ͵Ǥ͵ሻ, se tiene: 
݂ሺߣݔଵ ൅ ሺͳ െ ߣሻݔଶሻ ൑ ߣݕଵ ൅ ሺͳ െ ߣሻݕଶ (2.3.4)  
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Debemos demostrar: 
ߣሺݔଵǡ ݕଵሻ ൅ ሺͳ െ ߣሻሺݔଶǡ ݕଶሻ א ݁݌݅݂ǡ׊ɉ אሿͲǡͳሾ 
En efecto: 
ߣሺݔଵǡ ݕଵሻ ൅ ሺͳ െ ߣሻሺݔଶǡ ݕଶሻ ൌ ሺߣݔଵǡ ߣݕଵሻ ൅ ൫ሺͳ െ ߣሻݔଶǡ ሺͳ െ ߣሻݕଶ൯ 
ൌ ሺߣݔଵ ൅ ሺͳ െ ߣሻݔଶǡ ߣݕଵ ൅ ሺͳ െ ߣሻݕଶሻ 
Como ܣ es un conjunto convexo ߣݔଵ ൅ ሺͳ െ ߣሻݔଶ א ܣ y  ߣݕଵ ൅ ሺͳ െ ߣሻݕଶ א Թ, 
entonces: 
ሺݔଵ ൅ ሺͳ െ ߣሻݔଶǡ ߣݕଵ ൅ ሺͳ െ ߣሻݕଶሻ א ܣ ൈ Թ (2.3.5)  
De (2.3.4) y (2.3.5), se tiene que:  
ߣሺݔଵǡ ݕଵሻ ൅ ሺͳ െ ߣሻሺݔଶǡ ݕଶሻ א ݁݌݅݂ǡ׊ɉ אሿͲǡͳሾ 
Finalmente, mostremos la condición suficiente: 
ሺูሻ 
Asúmase que el conjunto ݁݌݅ሺ݂ሻ es convexo. Luego para ሺݔଵǡ ݂ሺݔଵሻሻ , ሺݔଶǡ ݂ሺݔଶሻሻ 
puntos del epígrafo, se tiene: 
൫ݔଵ ൅ ሺͳ െ ߣሻݔଶǡ ߣ݂ሺݔଵሻ ൅ ሺͳ െ ߣሻ݂ሺݔʹሻ൯ א ݁݌݅݂ 
Por definición de epigrafo: 
݂ሺݔଵ ൅ ሺͳ െ ߣሻݔଶሻ ൑ ߣ݂ሺݔଵሻ ൅ ሺͳ െ ߣሻ݂ሺݔଶሻ 
para cada ߣ אሿͲǡͳሾ . Por consiguiente, ݂ es una función convexa. 
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FIGURA 2.3. 5: Epigrafia e Hipografia 
Fuente: Nonlinear Programming (M. Bazzara, 2006) 
Consecuentemente, podemos afirmar que: las funciones convexas son 
continuas en el interior de su dominio.  
2.3.2. CONTINUIDAD DE FUNCIONES CONVEXAS 
Las funciones convexas y cóncavas son continuas en el interior de su 
dominio. 
TEOREMA 2.3.2.- Sean ܣ un conjunto convexo, no nulo, en Թ௡ y ݂ǣ ܣ ՜ Թ una 
función convexa. Entonces ݂ es continua en el interior de ܣ. 
DEMOSTRACIÓN (M. Bazzara, 2006) 
Sea ݔҧ א ݅݊ݐሺܣሻ. 
Existe un ߜᇱ ൐ Ͳ, tal que ԡݔ െ ݔҧԡ ൑ ߜᇱ con ݔ א ܣ.  
Por otro lado, sea 
ߠ ൌ ଵஸ௜ஸ௡ሾ݂ሺݔҧ ൅ߜ
ᇱ݁௜ሻ െ ݂ሺݔҧሻǡ ݂ሺݔҧ െߜᇱ݁௜ሻ െ ݂ሺݔҧሻሿ 
Donde: ݁௜: es el vector canónico ݅-ésimo. Notemos que Ͳ ൑ ߠ ൏ λ 
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Tomando:  
ߜ ൌ ቆߜ
ᇱ
݊ ǡ
ߝߜᇱ
݊ߠቇ 
Podemos escoger un ݔ con ԡݔ െ ݔҧԡ ൏ ߜ. 
Si ݔ௜ െ ݔҧ௜ ൒ Ͳ con ݖ௜ ൌ ߜԢ݁௜, de otra manera ݖ௜ ൌ െߜԢ݁௜. Entonces: 
ݔ െ ݔҧ ൌ෍ߙ௜ݖ௜
௡
௜ୀଵ
ǡߙ௜ ൒ Ͳ 
Además 
ԡݔ െ ݔҧԡ ൌ ߜᇱ ൭෍ߙ௜ଶ
௡
௜ୀଵ
൱
ଵ
ଶ
 
Y como ԡݔ െ ݔҧԡ ൑ ߜ se sigue que ߙ௜ ൑ ଵ௡ Ǣ ݅ ൌ ͳǡ ݊തതതതത. 
Por la convexidad de ݂ y desde Ͳ ൑ ݊ߙ௜ ൑ ͳ, se tiene: 
݂ሺݔሻ ൌ ݂ ൭ݔҧ ൅෍ߙ௜ݖ௜
௡
௜ୀଵ
൱ ൌ ݂ ൭ͳ݊෍ሺݔҧ ൅ ݊ߙ௜ݖ௜ሻ
௡
௜ୀଵ
൱ 
൑ ͳ݊෍݂ሺݔҧ ൅ ݊ߙ௜ݖ௜ሻ
௡
௜ୀଵ
 
ൌ ͳ݊෍݂ሾሺͳ െ ݊ߙ௜ሻݔҧ ൅ ݊ߙ௜ሺݔҧ ൅ ݖ௜ሻሿ
௡
௜ୀଵ
 
൑ ͳ݊෍ሾሺͳ െ ݊ߙ௜ሻ݂ሺݔҧሻ ൅ ݊ߙ௜݂ሺݔҧ ൅ ݖ௜ሻሿ
௡
௜ୀଵ
 
Por consiguiente: 
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݂ሺݔሻ െ ݂ሺݔҧሻ ൑ ෍ߙ௜ሾ݂ሺݔҧ ൅ ݖ௜ሻ െ ݂ሺݔҧሻሿ
௡
௜ୀଵ
 
Con ሺݔҧ ൅ ݖ௜ሻ െ ݂ሺݔҧሻ ൑ Ͳǡ׊݅ ൌ ͳǡ ݊തതതതത y ߙ௜ ൒ Ͳ. 
Se sigue que: 
݂ሺݔሻ െ ݂ሺݔҧሻ ൑ ߠ෍ߙ௜
௡
௜ୀଵ
 
Y como ߙ௜ ൑ ఌ௡ఏ   , se tiene: 
݂ሺݔሻ െ ݂ሺݔҧሻ ൑ ߝ (2.3.6)  
Hasta aquí hemos demostrado que: 
ԡݔ െ ݔҧԡ ൏ ߜ implica ݂ሺݔሻ െ ݂ሺݔҧሻ ൑ ߝ 
Para demostrar la prueba necesitamos demostrar la semicontinuidad inferior de 
݂ en ݔҧ. 
Sea ݕ ൌ ʹݔҧ െ ݔ entonces ԡݕ െ ݔҧԡ ൏ ߜ, de donde: 
݂ሺݕሻ െ ݂ሺݔሻ ൑ ߝ (2.3.7) 
Pero ݔҧ ൌ ଵଶ ݕ ൅
ଵ
ଶ ݔ  y como ݂ es convexa, se tiene: 
݂ሺݔҧሻ ൑ ͳʹ ݂ሺݕሻ ൅
ͳ
ʹ݂ሺݔሻ 
(2.3.8)  
 
De (2.3.7) y (2.3.8), se tiene: 
݂ሺݔҧሻ െ ݂ሺݔሻ ൑ ߝ (2.3.9)  
De (2.3.6) y (2.3.9), se tiene: 
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െߝ ൑ ݂ሺݔሻ െ ݂ሺݔҧሻ ൑ ߝ 
Es decir: ȁ݂ሺݔሻ െ ݂ሺݔҧሻȁ ൑ ߝ.  
TEOREMA 2.3.3.- Sean ܣ un conjunto convexo no acotado en Թ௡ y ݂ǣ ܣ ՜ Թ una 
función convexa continua, cuyo conjunto de nivel ܣఈ es acotado. Entonces ݂ 
tiene un mínimo global. 
La demostración de este resultado se puede encontrar en (Persson, 2006) 
Notemos que todos los conjuntos de nivel ܣఈ de ݂ son cerrados y 
acotados, es decir, conjuntos compactos en Թ௡. Entonces cada sucesión 
convergente, posee una subsucesión convergente, de donde inmediatamente 
existe un mínimo global.  
PROPOSICIÓN 2.3.3.- Sea ܣ un conjunto convexo de Թ௡. Un conjunto de nivel  
ܣఈ es acotado si y solo si: 
ԡ௫ԡ՜ஶ 
݂ሺݔሻ
ԡݔԡ ൐ Ͳ 
DEMOSTRACIÓN.- (Persson, 2006) 
ሺ֜ሻ Es obvio. 
ሺ֚ሻ 
Por reducción al absurdo 
Sea ሺݔ௞ሻ௞ una sucesión en ܣ tal que:  
ԡݔ௞ԡ ՜ λ           y              ݂ሺݔ௞ሻ ൑ ԡ௫ೖԡ௞  
Lo que contradice que los conjuntos de nivel sean acotados, pues: ԡ௫ೖԡ௞ ՜ λ 
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Dado que ݔ א ܣ, la sucesión ݔ ൅ ௞ԡ௫ೖԡ ሺݔ௞ െ ݔሻ no es acotada para algún conjunto de 
nivel ܣ௙ሺ௫ሻାఌǢ ߝ ൐ Ͳ. 
DEFINICIÓN 2.3.8.- Sea ݂ : Թ௡ ՜ Թഥ . La función ݂ es coerciva si 
݈݅݉ԡ௫ԡ՜ஶ݂ሺݔሻ ൌ ൅λ 
LEMA 2.3.1.- Sean ܣ un conjunto convexo, abierto, no acotado en Թ௡ y ݂ǣ ܣ ՜ Թ  
una función convexa. Entonces ݂ es localmente acotada. 
DEMOSTRACIÓN (Persson, 2006) 
Sea un punto fijo ܽ  en ܣ. Escojamos un cubo ܭ en ܣ con centro en ܽ  y vértices ݒଵǡ ǥ ǡ ݒଶ೙. 
Cada ݔ que escojamos en ܭ es una combinación convexa de sus vértices. 
Luego: 
݂ሺݔሻ ൌ ݂ ቌ෍ߣ௞
ଶ೙
௞ୀଵ
ݒ௞ቍ ൑ ܯ ൌ ଵஸ௞ஸଶ೙ ݂ሺݒ௞ሻ 
Puesto que ܭ es simético y dado que ݔ א ݅݊ݐሺܭሻ, existe un ݕ א ܭ, tal que: 
ܽ ൌ ሺݔ ൅ ݕሻȀʹ  
y como ݂ es una función convexa, se tiene: 
ʹ݂ሺܽሻ െܯ ൑ ʹ݂ሺܽሻ െ ݂ሺݕሻ ൑ ݂ሺݔሻ ൑ ܯ 
Por consiguiente, ݂ es acotada en ܭǤ  
PROPOSICIÓN 2.3.4.- Sean ܣ un conjunto convexo abierto, no vacío, en Թ௡ y 
݂ǣ ܣ ՜ ሺെλǡ൅λ] una función convexa. Si ݂  es localmente acotada en ܣ entonces 
es localmente Lipschitziana en ܣ. Particularmente ݂ es continua en el interior de 
ܣ. 
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DEMOSTRACIÓN (Persson, 2006) 
Sea ܣ un conjunto convexo abierto, no vacío, en Թ௡.  
Sean ܽ א ܣ  y  ܤଶ௥ሺܽሻ ؿ ܣ una vecindad de ܽ. 
Sean ݔ e ݕ en ܤ௥ con ݔ ് ݕ. Sea  
ݖ ൌ ݕ ൅ ቀ௥ఈቁ ሺݕ െ ݔሻ  
Con ߙ ൌ ȁȁݕ െ ݔȁȁ.  
Obviamente ݖ א ܤଶ௥. Despejando ݕ se tiene: 
ݕ ൌ ݎݎ ൅ ߙ ݔ ൅
ߙ
ݎ ൅ ߙ ݖ 
Y como ݂ es convexa tenemos: 
݂ሺݕሻ ൑  ௥௥ାఈ ݂ሺݔሻ ൅
ఈ
௥ାఈ ݂ሺݖሻ . 
Entonces 
݂ሺݕሻ െ ݂ሺݔሻ ൑  ߙݎ ൅ ߙ ሺ݂ሺݖሻ െ ݂ሺݔሻሻ 
൑  ߙݎ ሺ݂ሺݖሻ െ ݂ሺݔሻሻ ൑ 
ʹܯ
ݎ ȁȁݕ െ ݔȁȁ 
Reemplazando ݕ por ݔ, se completa la prueba. ז 
DEFINICIÓN 2.3.9.- Una función ݂ : Թ௡ ՜ Թഥ  se dice que es inferiormente 
semicontinua en ݔ, si: 
݂ሺݔሻ ൑  ݈݅݉௜՜ஶ ݂݅݊ ݂ሺݔ௜ሻ 
donde ሺݔ௜ሻ௜אԳ es cualquier sucesión convergente a ݔ en Թ୬ . 
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DEFINICIÓN 2.3.10.- Una función ݂ : Թ௡ ՜ Թഥ  se dice que es superiormente 
semicontinua en ݔ, si: 
݂ሺݔሻ ൒  ௡՜ஶ  ݂ሺݔ௡ሻ 
donde ሺݔ௜ሻ௜אԳ es cualquier sucesión convergente a ݔ en Թ୬ . 
Observemos que, si ݂ es inferiormente semicontinua y superiormente 
semicontinua en ݔ entonces ݂ es continua en ݔ.  
TEOREMA 2.3.4.- Sea ݂ǣԹ௡ ՜ Թഥ  una función. Entonces las siguientes 
proposiciones son equivalentes: 
1. ݂ es semicontinua en todo Թ୬Ǥ 
2. ܣఈ es cerrado para todo Ƚ א ԹǤ 
3. ݁݌݅݂ es un conjunto cerrado en Թ୬ାଵ 
La demostración de este resultado se encontrar en (Rockafellar, 1970) página 
53. 
Consecuentemente, las funciones semicontinuas se les llaman funciones 
cerradas. 
2.4. DERIVADAS DIRECCIONALES DE FUNCIONES CONVEXAS 
DEFINICIÓN 2.4.1.- Sean ܣ un conjunto convexo, no vacío, en Թ௡ y ݂ǣ ܣ ՜ Թ 
una función. Sean ݔҧ א ܣ y ݀ un vector no nulo deԹ௡, tal que ݔҧ ൅ ݐ݀ א ܣ con ݐ ൐ Ͳ 
suficientemente pequeño. La derivada direccional de ݂ en ݔҧ en la dirección ݀, 
denotada por ା݂ᇱሺݔҧǢ ݀ሻ , es: 
ା݂ᇱሺതǢ ݀ሻ ൌ ݈݅݉௧՜଴శ
݂ሺݔҧ ൅ ݐ݀ሻ െ ݂ሺݔҧሻ
ݐ Ǣ ݔҧ א ܣ 
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Siempre que limite existe. 
LEMA 2.4. 1.- Sean ݂ǣԹ௡ ՜ Թ una función convexa, ݔҧ א Թ௡ y ݀ una dirección, 
no nula, de Թ௡. Entonces la derivada direccional ା݂ᇱሺݔҧǢ ݀ሻ existe. 
DEMOSTRACIÓN (Nava Manzo, 2015) 
Sean ݐଵ y ݐଶ escalares positivos de Թ, con ݐଵ ൐ ݐଶ y ݔҧ א Թ௡ . Además ݔҧ ൅ ݐଶ݀ esta en el 
dominio de ݂. 
Por hipótesis, ݂ es convexa, entonces: 
݂ሺݔҧ ൅ ݐଵ݀ሻ ൌ ݂ ൤
ݐଵ
ݐଶ ሺݔҧ ൅ ݐଶ݀ሻ ൅ ൬ͳ െ
ݐଵ
ݐଶ൰ ݔ൨ ൑
ݐଵ
ݐଶ ݂ሺݔҧ ൅ ݐଶ݀ሻ ൅ ൬ͳ െ
ݐଵ
ݐଶ൰ ݂ሺݔҧሻ 
݂ሺݔҧ ൅ ݐଵ݀ሻ െ ݂ሺݔҧሻ
ݐଵ ൑
݂ሺݔ ൅ ݐଶ݀ሻ െ ݂ሺݔҧሻ
ݐଶ  
y por lo tanto, el cociente: 
݂ሺݔҧ ൅ ݀ሻ െ ݂ሺݔҧሻ
ݐ  
es monótona decreciente para ݐ ՜ Ͳା.  
Puesto que, ݐ ൒ Ͳ es suficientemente pequeño y por la convexidad de ݂, obtenemos lo 
siguiente: 
݂ሺݔҧሻ ൌ ݂ ൤ ݐͳ ൅ ݐ ሺݔҧ െ ݀ሻ ൅
ͳ
ͳ ൅ ݐ ሺݔҧ ൅ ݐ݀ሻ൨ ൑
ݐ
ͳ ൅ ݐ ሺݔҧ െ ݀ሻ ൅
ͳ
ͳ ൅ ݐ ሺݔҧ ൅ ݐ݀ሻ 
݂ሺݔҧ ൅ ݐ݀ሻ െ ݂ሺݔҧሻ
ݐ ൒ ݂ሺݔҧሻ െ ݂ሺݔҧ െ ݀ሻ 
Por lo tanto, dado que el cociente anterior está acotado inferiormente se tiene que: 
௧՜଴శ
݂ሺݔҧ ൅ ݐ݀ሻ െ ݂ሺݔҧሻ
ݐ ൌ À݂݊௧வ଴
݂ሺݔҧ ൅ ݐ݀ሻ െ ݂ሺݔҧሻ
ݐ  
2.5. SUBDIFERENCIABILIDAD PARA UNA FUNCIÓN CONVEXA 
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DEFINICIÓN 2.5.1.- Sean ܣ un conjunto convexo, no vacío, de Թ௡ y   
݂ǣ ܣ ՜ ሺെλǡ൅λሿ una función convexa. El subgradiente de ݂ en ݔ es ߦ, tal que: 
݂ሺݕሻ ൒ ݂ሺݔሻ ൅ ۃݕ െ ݔǡ ߦۄǡ ׊ݕ א ܣ 
El subgradiente ߦdefine un hiperplano de soporte para el conjunto ݁݌݅ሺ݂ሻ 
en un punto frontera ሺݔǡ ݂ሺݔሻሻ. Esto es, si ܪ es un hiperplano definido por la 
función afín ݄ሺݕሻ ൌ ݂ሺݔሻ ൅ ۃߦǡ ݕ െ ݔۄ entonces ݁݌݅ሺ݂ሻ ك ݁݌݅ሺ݄ሻǤ 
El subdiferencial de ݂ en ݔ es el conjunto: 
߲݂ሺݔሻ ؔ ሼߦ ݂ሺݕሻ ൒ ݂ሺݔሻ ൅ ۃߦǡ ݕ െ ݔۄǡ ׊ݕ א ܣΤ ሽ  (2.5.1) 
PROPOSICIÓN 2.5.1.- Sean ܣ un conjunto convexo, no vacío, de Թ௡ y   
݂ǣ ܣ ՜ ሺെλǡ൅λሿ una función convexa. El subdiferencial de ݂ en ݔ es cerrado y 
convexo.  
DEMOSTRACIÓN 
Sean ߦଵǡ ߦଶ א ߲݂ሺݔሻ por definición, se tiene: 
݂ሺݕሻ ൒ ݂ሺݔሻ ൅ ۃߦଵǡ ݕ െ ݔۄǡ ׊ݕ א ܣ 
݂ሺݕሻ ൒ ݂ሺݔሻ ൅ ۃߦଶǡ ݕ െ ݔۄǡ ׊ݕ א ܣ 
Sean ݕ א ܣ y ݀ଵǡ ݀ଶ א ሿͲǡͳሾ tales que ݀ଶ ൌ ͳ െ݀ଵ 
݂ሺݔሻ ൅ ۃ݀ଵߦଵ ൅ ݀ଶߦଶǡ ݕ െ ݔۄ 
ൌ ݀ଵ݂ሺݔሻ ൅ ሺͳ െ ݀ଵሻ݂ሺݔሻ ൅ ݀ଵۃߦଵǡ ݕ െ ݔۄ ൅ ݀ଶۃߦଶǡ ݕ െ ݔۄ 
ൌ ݀ଵ݂ሺݔሻ ൅ ݀ଵۃߦଵǡ ݕ െ ݔۄ ൅ ݀ଶ݂ሺݔሻ ൅ ݀ଶۃߦଶǡ ݕ െ ݔۄ 
൑ ݀ଵ݂ሺݕሻ ൅ ݀ଶ݂ሺݕሻ ൌ ݂ሺݕሻ 
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Por lo tanto, el conjunto ߲݂ሺݔሻ es convexo.  
߲݂ሺݔሻ es cerrado, puesto que el producto interior es una función continua. 
 
FIGURA 2.5.1: Subgradientes de un función convexa 
 
Fuente: (Jhan, 1996) 
LEMA 2.5.1.- Sean ܣ un conjunto convexo, no vacio, de Թ௡ y ݂ǣ ܣ ՜ Թ una 
función convexa propia. Sea ݔ א ݅݊ݐሺܣሻ y ܤ௥ሺݔሻ ك ݅݊ݐሺܣሻ una vecindad de ݔ, con 
ݎ ൐ Ͳ. Si ݂ es Lipschitziana, con constante ܮ, en ܤ௥ሺݔሻ entonces ߲݂ሺݔሻ es 
acotado.  
DEMOSTRACIÓN (Nava Manzo, 2015) 
Sean ߦ א ߲݂ሺݔሻ un vector no nulo de Թ୬ y ݔ ൅ ߛߦ א ܤ௥ሺݔሻ con ߛ ൐ Ͳ. Como ݂  es convexa, 
se tiene: 
݂ሺݔ ൅ ߛߦሻ ൒ ݂ሺݔሻ ൅ ۃߦǡ ߛߦۄ ൌ ݂ሺݔሻ ൅ ߛԡߦԡଶ 
Como ݂ es Lipschitziana, se deduce que: 
ߛܮԡߦԡ ൒ ݂ሺݔ ൅ ߛߦሻ െ ݂ሺݔሻ ൒ ߛԡߦԡଶ 
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De donde 
ԡߦԡ ൑ ܮ 
Por consiguiente ߲݂ሺݔሻ s acotado. 
Consecuentemente, como ߲݂ሺݔሻ es cerrado y acotado, entonces ߲݂ሺݔሻ es 
compacto. 
TEOREMA 2.5.1.- Sean ܣ un conjunto convexo, no vacío, en Թ௡ y  ݂ǣ ܣ ՜ Թ una 
función convexa. Entonces para ݔҧ א ݅݊ݐܣ, existe un vector ߦ, tal que el 
hiperplano 
ܪ ൌ ሼሺݔǡ ݕሻ ݕ ൌ ݂ሺݔҧሻ ൅ ۃߦǡ ݔ െ ݔҧۄΤ ሽ 
Soporta al ݁݌݅ሺ݂ሻ en ൫ݔҧǡ ݂ሺݔҧሻ൯. 
En particular: 
݂ሺݔሻ ൒ ݂ሺݔҧሻ ൅ ۃߦǡ ݔ െ ݔҧۄǡ׊ݔ א ܣ 
Esto es: ߦ es un subgradiente de ݂ en ݔҧ. 
DEMOSTRACIÓN (M. Bazzara, 2006) 
Sea ݂ǣ ܣ ՜ Թ una función convexa. Entonces su ݁݌݅ሺ݂ሻ es un conjunto convexo. 
Notemos que ൫ݔҧǡ ݂ሺݔҧሻ൯ pertenece a la frontera del ݁݌݅ሺ݂ሻ.  
Por el teorema 2.2.1, existe un vector, no nulo,ሺߦ଴ǡ ߤሻ א Թ௡ ൈ Թ tal que:  
ۃߦ଴ǡ ݔ െ ݔۄ ൅ ߤሺݕ െ ݂ሺݔሻሻ ൑ Ͳ ,     ׊ሺݔǡ ݕሻ א ݁݌݅ሺ݂ሻ 
Donde ߤno es positivo, de otra forma la desigualdad no sería verdadera para ݕ ՜ λ. 
Si ߤ ൌ Ͳ, entonces: 
ۃߦ଴ǡ ݔ െ ݔۄ ൑ Ͳǡ׊ݔ א ܣ 
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Como ݔ א ݅݊ݐሺܣሻ, existe un escalar ߙ ൐ Ͳ, tal que: 
ݔ ൅ ߙߦ଴ א ܣ 
Entonces: 
ۃߦ଴ǡ ݔ ൅ ߙߦ଴ െ ݔۄ ൑ Ͳ 
ۃߦ଴ǡ ߙߦ଴ۄ ൑ Ͳ 
ߙۃߦ଴ǡ ߦ଴ۄ ൑ Ͳ 
ߙԡߦ଴ԡଶ ൑ Ͳ 
De donde ߦ଴ ൌ Ͳ, entonce ሺߦ଴ǡ ߤሻ ൌ ሺͲǡͲሻ, lo que es una contradicción. 
La única posibilidad es que ߤ sea estrictamente negativo ሺߤ ൏ Ͳሻ. Sea ߦ ൌ కబȁఓȁ , 
entonces 
ۃߦ଴ǡ ݔ െ ݔۄ ൅ ߤ൫ݕ െ ݂ሺݔሻ൯ ൑ Ͳǡ׊ሺݔǡ ݕሻ א ݁݌݅ሺ݂ሻ 
ۃ ߦ଴ȁߤȁ ǡ ݔ െ ݔۄ െ ൫ݕ െ ݂ሺݔሻ൯ ൑ Ͳ 
ۃߦǡ ݔ െ ݔۄ െ ݕ ൅ ݂ሺݔሻ ൑ Ͳ 
ۃߦǡ ݔ െ ݔۄ ൅ ݂ሺݔሻ ൑ ݕ 
En particular, tomando ݕ ൌ ݂ሺݔሻ obtenemos: 
݂ሺݔሻ ൒ ݂ሺݔሻ ൅ ۃߦǡ ݔ െ ݔۄǡ׊ݔ א ܣ 
Es decir, existe un hiperplano de soporte ܪ  del ݁݌݅ሺ݂ሻ en el punto ൫ݔǡ ݂ሺݔሻ൯. 
Como consecuencia de este resultado, se tiene que toda función convexa tiene al menos 
un subgradiente en cada uno de los puntos del interior de su dominio. 
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COROLARIO 2.5.1.- Sean ܣ un conjunto convexo no vacio en Թ௡ y  ݂ǣ ܣ ՜ Թ 
una función estrictamente convexa. Si ݔ א ݅݊ݐܣ entonces existe un vector ߦ tal 
que: 
݂ሺݔሻ ൐ ݂ሺݔሻ ൅ ۃߦǡ ݔ െ ݔۄǡ ׊ݔ א ܣǡ ݔ ് ݔ 
DEMOSTRACION (M. Bazzara, 2006)  
Por el teorema anterior, existe un vector ߦ tal que: 
݂ሺݔሻ ൒ ݂ሺݔሻ ൅ ۃߦǡ ݔ െ ݔۄǡ׊ݔ א ܣ (2.5.2) 
Usando el método de reducción al absurdo. Supongamos que existe un ݔ଴ ് ݔ tal que 
݂ሺݔ଴ሻ ൌ ݂ሺݔሻ ൅ ۃߦǡ ݔ଴ െ ݔۄ. Como ǣ  ՜ Թ  es estrictamente convexa, se tiene: 
݂ሺߣݔ ൅ ሺͳ െ ߣሻݔ଴ሻ ൏ ߣ݂ሺݔሻ ൅ ሺͳ െ ߣሻ݂ሺݔ଴ሻǡߣ א ሿͲǡͳሾ 
൏ ݂ሺݔሻ ൅ ሺͳ െ ߣሻۃߦǡ ݔ଴ െ ݔۄ (2.5.3) 
Sea ݔ ൌ ߣݔ ൅ ሺͳ െ ߣሻݔ଴ en (2.5.2) se tiene: 
݂ሺߣݔ ൅ ሺͳ െ ߣሻݔ଴ሻ ൒ ݂ሺݔሻ ൅ ሺͳ െ ߣሻۃߦǡ ݔ଴ െ ݔۄ 
Lo que contradice (2.5.3) 
PROPOSICIÓN 2.5.2.- Sea ܣ un conjunto convexo de Թ௡ y sea una función 
convexa ݂ǣ ܣ ՜ Թ. Si para todo ݔ א ݅݊ݐܣ existe ߦ, tal que: 
݂ሺݔሻ ൒ ݂ሺݔҧሻ ൅ ۃߦǡ ݔ െ ݔҧۄǡ ׊ݔ א ܣ 
entonces ݂ es convexa en ݅݊ݐܣ. 
DEMOSTRACION (M. Bazzara, 2006) 
Sean ݔଵǡ ݔଶ en el interior de ܣ  y ߣ א ሿͲǡͳሾ. Como ܣ es un conjunto convexo, 
ߣݔଵ ൅ ሺͳ െ ߣሻ א ܣ 
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Por hipótesis, existe un subgradiente ߦ de ݂ en ߣݔଵ ൅ ሺͳ െ ߣሻݔଶǤ En particular, las 
siguientes desigualdades se cumplen: 
݂ሺݔଵሻ ൒ ݂ሺߣݔଵ ൅ ሺͳ െ ߣሻݔଶሻ ൅ ሺͳ െ ߣሻۃߦǡ ݔଵ െ ݔଶۄ 
݂ሺݔଶሻ ൒ ݂ሺߣݔଵ ൅ ሺͳ െ ߣሻݔଶሻ ൅ ሺͳ െ ߣሻۃߦǡ ݔଶ െ ݔଵۄǤ 
Multiplicando las desigualdades por ߣ y ሺͳ െ ߣሻ respectivamente y sumándolas, se tiene: 
ߣ݂ሺݔଵሻ ൅ ሺͳ െ ߣሻ݂ሺݔଶሻ ൒ ݂ሺߣݔଵ ൅ ሺͳ െ ߣሻݔଶሻ 
Por consiguiente ݂ es una función convexa . 
LEMA 2.5.2.- Sea ሺݔ௡ሻ௡אԳ una sucesión convergente a ݔ en ܣ, con ݔ א ܣ y sea 
ሺߦ௡ሻ௫೙ una sucesión, tal que: ߦ௡ א ߲݂ሺݔ௡ሻ, para todo ݔ௡. Entonces cualquier 
punto de acumulación de ሺߦ௡ሻ௫೙ pertenece a ߲݂ሺݔሻ. 
DEMOSTRACION (Fletcher, 2013) 
Dado ݕ א ܣ, por la definición de subgradiente se tiene:  
݂ሺݕሻ ൒ ݂ሺݔ௡ሻ ൅ ۃߦ௡ǡ ݕ െ ݔ௡ۄǤ 
Sea ߦ un punto de acumulación de la sucesión ሺɌ୬ሻ୶౤, entonces existe una subsucesión 
൫ߦ௡೔൯ tal que ߦ௡೔ ՜ ߦ. Entonces ݔ௡೔ ՜ ݔ y como ݂ es continua se tiene: 
݂ሺݕሻ ൒ ݂ሺݔሻ ൅ ۃߦǡ ݕ െ ݔۄ 
para todo ݕ א ܣ. Por lo tanto, ߦ א ߲݂ሺݔሻ.   
TEOREMA 2.5. 2.- Sea ݂ǣԹ௡ ՜ ሺെλǡ൅λሿ una función convexa y cerrada. Si ݔ א
݅݊ݐሺ݀݋݂݉ሻ entonces ݂ᇱሺݔǢ ݀ሻ ൌ ݉ܽݔሼۃߦǢ ݀ۄ ߦ א ߲݂ሺݔሻΤ ሽ. 
DEMOSTRACION (Nava Manzo, 2015) 
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Sea ߦ௡ א ߲݂ሺݔ ൅ ଵ௡ ݀ሻ , donde ݀ א Թ௡ y ݊ א Գ, tal que: ݔ ൅
ଵ
௡ ݀ esta en ݅݊ݐሺ݀݋݂݉ሻ 
Entonces 
݂ሺݔሻ ൒ ݂ሺݔ ൅ ͳ݊ ݀ሻ െ
ͳ
݊ ۃߦ௡ǡ ݀ۄ 
Y 
݂ሺݔ ൅ ଵ௡ ݀ሻ ൒ ݂ሺݔሻ ൅
ଵ
௡ ۃߦǡ ݀ۄǡ׊ߦ א ߲݂ሺݔሻ . 
Consecuentemente: 
ۃߦ௡ǡ ݀ۄ ൒ 
݂ሺݔ ൅ ͳ݊݀ሻ െ ݂ሺݔሻ
ͳ
݊
൒ క ۃߦǡ ݀ۄሖ Ǥ 
Se sabe que ߲݂ሺݔ ൅ ଵ௡ ݀ሻ es acotada en alguna vecindad de ݔ. Existe una subsucesión 
൫ߦ௡೔൯௡೔אԳ convergente a ߦ, con ߦ א ߲݂ሺݔሻ. Por un resultado anterior y  tomando el límite 
cuando ݊௜ ՜ λ, se tiene: 
݂ᇱሺݔǢ ݀ሻ ൌ క ۃߦǡ ݀ۄǤ  
2.5.1. APROXIMACIÓN DEL SUBDIFERENCIAL A UNA FUNCION 
CONVEXA 
En esta sección se define el conjunto ఌ߲݂ሺݔሻ. Se demuestra que μகሺሻ 
es un conjunto compacto. 
DEFINICIÓN 2.5. 2.- Sea ߝ ൐ Ͳ, el ߝ-diferencial de una función convexa  
݂ǣԹ௡ ՜ ሺെλǡ൅λሿ en un punto ݔ, es el conjunto 
߲ఌ݂ሺݔሻ ؔ ሼߦ א Թ୬ ݂ሺݕሻ ൒ ݂ሺݔሻ ൅ ۃߦǡ ݕ െ ݔۄǡ ׊ݕ א Թ୬Τ ሽ 
Propiedades: 
1. ߲݂ሺݔሻ ك ఌ߲݂ሺݔሻ. Más aún, ߲݂ሺݔሻ ൌ ڂ ఌ߲݂ሺݔሻఌவ଴ . 
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2. ఌ߲݂ሺݔሻ es un conjunto convexo y cerrado. 
LEMA 2.5.3.- Sean ݂ǣԹ௡ ՜ Թ una función, ݔǡ ݔԢ א ݀݋݉ሺ݂ሻ y ߦԢ א ߲݂ሺݔԢሻ. 
Entonces: 
ݔᇱ א ఌ߲݂ሺݔሻ ฻ ݂ሺݔᇱሻ ൅ ۃߦᇱǡ ݔᇱ െ ݔۄ െ ߝǤ 
DEMOSTRACIÓN (S. Boyd, 2006) 
ሺ֜ሻ 
Bastara reemplazar ݕ ൌ ݔԢ en la definición de ߲ఌ݂ሺݔሻ. 
 ሺูሻ 
Sea ɌԢ א μሺԢሻ. 
݂ሺݕሻ ൒ ݂ሺݔԢሻ ൅ ۃߦԢǡ ݕ െ ݔԢۄ 
ൌ ݂ሺݔሻ ൅ ۃߦԢǡ ݕ െ ݔۄ ൅ ሾ݂ሺݔԢሻ െ ݂ሺݔሻ ൅ ۃߦԢǡ ݔ െ ݔԢۄሿ 
൒ ݂ሺݔሻ ൅ ۃߦᇱǡ ݕ െ ݔۄ െ ɂ 
Por lo tanto ݔᇱ א ߲ఌ݂ሺݔሻ. 
En adelante, se denotara por ࣜሺԹ୬ሻ a la familia de conjuntos borelianos de Թ୬. 
DEFINICIÓN 2.5.3.- Sea ܯǣԹ௡ ՜ ࣜሺԹ௡ሻ una función. 
1. ܯ es superiormente semicontinua, si para cualquier sucesión  ሺݔ௞ǡ ݏ௞ሻ ՜
ሺݔǡ ݏሻ, tal que ݏ௞ א ܯሺݔ௞ሻ y  ݇ א Գ, se tiene que ݏ א ܯሺݔሻ. 
2. ܯ es inferiormente semicontinua, si dado ݔ א ܯሺݔሻ y cualquier sucesión 
ݔ௞ ՜ ݔ, existe una sucesión ሼݏ௞ሽ௞ஹଵ , tal que ݏ௞ א ܯሺݔ௞ሻ y  
ݏ௞ ՜ ݏ. 
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3. ܯ es continua si es inferiormente semicontinua y superiormente semi 
continua. 
 
LEMA 2.5. 4.- Sean ܣ un conjunto convexo, no vacio, en Թ௡ y ݂ǣ ܣ ՜ Թ una 
función convexa propia. Sea ݔ א ݅݊ݐሺܣሻ y ߜ ൐ Ͳ tal que ܤఋሺݔሻ ك ݅݊ݐሺܣሻ. Si ݂ es 
Lipschitziana, con constanteܮ, en ܤఋሺݔሻ, entonces dadoߜᇱ ൏ ߜ, ݓ א ܤఋሺݔሻ y  
ߦ א ఌ߲݂ሺݓሻ, se tiene que: 
ԡߦԡ ൑ ܮ ൅ ߳ߜ െ ߜԢ 
DEMOSTRACION (Nava Manzo, 2015) 
Sean ߦ un vector no nulo y ݖ ൌ ݓ ൅ ሺߜ െ ߜᇱሻ కԡకԡ. Como ߦ א ߲ఌ݂ሺݓሻ y ݂ es convexa 
se tiene: 
݂ሺݖሻ ൒ ݂ሺݓሻ ൅ ۃߦǡ ݖ െ ݓۄ െ ߝǤ 
Dado ݖǡ ݓ א ܤఋሺݔሻ y como ݂ es Lipschitziana, con constante ܮ ,en ܤఋሺݔሻ, se tiene: 
ܮԡݖ െ ݓԡ ൒ ݂ሺݖሻ െ ݂ሺݓሻ ൒ ۃߦǡ ݖ െ ݓۄ െ ߝǤ 
Se sabe que ԡݖ െ ݓԡ ൌ ԡሺߜ െ ߜᇱሻ కԡకԡ ԡ ൌ ߜ െ ߜᇱ  y por la desigualdad anterior 
ሺߜ െ ߜᇱሻܮ ൒  ۃߦǡ ሺߜ െ ߜᇱሻ ߦԡߦԡۄ െ ߝ ൌ ԡߦԡሺߜ െ ߜ
ᇱሻ െ ߝǤ 
Del anterior resultado se tiene que el conjunto ఌ߲݂ሺݔሻ es acotado y por 
continuidad del producto interno, ఌ߲݂ሺݔሻ es cerrado. Más aun ఌ߲݂ሺݔሻ es un 
conjunto compacto. 
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TEOREMA 2.5.3.- Sea ݂ǣԹ௡ ՜ Թ una función convexa Lipschitziana con 
constante ܮ enԹ. Entonces, existe una constante ܭ ൐ Ͳ tal que para toda ݔǡ ݔᇱ א
Թ௡,  
߳ǡ ߳ᇱ ൐ Ͳ, ߦ א ఌ߲݂ሺݔሻ, existe ߦᇱ א ߲ఌᇲ݂ሺݔᇱሻ, tal que: 
ԡߦ െ ߦԢԡ ൑ ܭሼ߳ǡ ߳ᇱሽ ሺԡݔ െ ݔԢԡ ൅ ԡ߳ െ ߳
ᇱԡሻ 
DEMOSTRACION (Nava Manzo, 2015) 
Como ߲ఌ݂ሺݔሻ y ߲ఌᇲ݂ሺݔᇱሻ son conjuntos convexos, será suficiente probar que 
ȁሼۃߦǡ ݀ۄȀߦ א ߲ఌ݂ሺݔሻሽ െ ƴ ሼۃߦᇱǡ ݀ۄ ߦᇱ א ߲ఌᇲ݂ሺݔᇱሻΤ ሽȁ ൑ ௄௠௜௡ሼఌǡఌǯሽ ሺԡݔ െ ݔᇱԡ ൅ ȁߝ െ ߝᇱȁሻ . 
Sea ݀ un vector unitario, se define la ߝǦderivada direccional de ݂ en ݔ en dirección ݀ 
como: 
ఌ݂ᇱሺݔǢ ݀ሻ ൌ ݐ ൐ Ͳ
௙ሺ௫ା௧ௗሻି௙ሺ௫ሻାఌ
௧ .    
 
El cociente del lado derecho se denotará como: 
ݍఌሺݔǡ ݐǡ ݀ሻ ൌ
݂ሺݔ ൅ ݐ݀ሻ െ ݂ሺݔሻ ൅ ߝ
ݐ Ǥ 
Por el teorema anterior se tiene el siguiente resultado: 
ఌ݂ᇱሺݔǢ ݀ሻ ൌ ሼۃݏǡ ݀ۄȀݏ א ߲ఌ݂ሺݔሻሽ 
Luego, para cualquier ߥ ൐ Ͳ, existe ݐఔ ൐ Ͳ tal que 
ݍఌሺݔǡ ݐఔǡ ݀ሻ ൏ ఌ݂ᇱሺݔǢ ݀ሻ ൅ ߥ 
usando el lema anterior haciendo ߜ ՜ λ, tenemos que ఌ݂ᇱሺݔǢ ݀ሻ ൑ ܮǡ ݕ así ݍఌሺݔǡ ݐሻ ൑ ܮ ൅
ߥ. Por otro lado 
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ݍఌሺݔǡ ݐఔǡ ݀ሻ ൌ
݂ሺݔ ൅ ݐఔ݀ሻ െ ݂ሺݔሻ ൅ ߝ
ݐఔ ൒ െܮ ൅
ߝ
ݐఔǡ 
Entonces: 
ͳ
ݐఔ ൑ 
ʹܮ ൅ ߥ
ߝ  
Así 
ఌ݂ᇲ
ᇱ ሺݔᇱǢ ݀ሻ െ ఌ݂ᇱሺݔǢ ݀ሻ െ ߥ ൑ ݍఌబሺݔᇱǡ ݐఔǡ ݀ሻ െ ݍఌሺݔǢ ݐఔǡ ݀ሻ 
ൌ  ݂ሺݔ
ᇱ ൅ ݐఔ݀ሻ െ ݂ሺݔ ൅ ݐఔ݀ሻ ൅ ݂ሺݔሻ െ ݂ሺݔᇱሻ ൅ ߝᇱ െ ߝ
ݐఔ  
൑ʹܮԡݔ െ ݔ
ᇱȁȁ ൅ ȁߝ െ ߝᇱȁ
ݐఔ  
൑  ଶ௅ାఔఌ ሺʹܮԡݔ െ ݔᇱԡ ൅ ȁߝ െ ߝᇱȁሻ , 
como ߥ es arbitrario y se pueden intercambiar ݔ y ݔᇱ de la siguiente manera 
ȁ ఌ݂ᇲᇱ ሺݔᇱǢ ݀ሻ െ ఌ݂ᇱሺݔǢ ݀ሻȁ ൑  ଶ௅௠ᇲ୪୬ሼఌǡఌሽ ሺʹܮȁȁݔ െ ݔᇱȁȁ ൅ ȁߝ െ ߝᇱȁሻ .  
TEOREMA 2.5.4.- Sea ݂ǣԹ௡ ՜ Թ una función convexa e inferiormente semi 
continua, entonces la correspondecia ܯǣԹ௡ ൈ Թା ՜ ࣜሺԹ௡ሻ definida por: 
ሺǡ Ԗሻ ՜ μகሺሻ 
es continua.  
DEMOSTRACIÓN (Nava Manzo, 2015) 
Del teorema anterior prueba que la aplicación ܯ es inferiormente semicontinua para 
cualquier ߝ ൐ Ͳ y cualquier ݔ א Թ୬. 
Para demostrar que ܯ es superiormente semicontinua: 
Sea la sucesión ൫ݔ௞ǡ ݏ௞ǡ ߝ௞൯ ՜ ሺݔҧǡ ݏҧǡ ߝ ҧሻ, para todo ݕ א Թ୬, se tiene: 
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݂ሺݕሻ ൒ ݂൫ݔ௞൯ ൅ ۃݏ௞ǡ ݕ െ ݔ௞ۄ െ ߝ௞ 
Dado que ݂ es inferiormente continua, tomando el limite ݇ ՜ λ, 
݂ሺݕሻ ൒ ݂ሺݔҧሻ ൅ ۃݏҧǡ ݕ െ ݔҧۄ െ ߝҧ, ׊ ݕ א Թ୬ 
En consecuencia, ݏҧ א ߲ఌത݂ሺݔҧሻ y ܯ es superiormente semicontinua.  
 
 
2.6. FUNCIONES CONVEXAS DIFERFENCIABLES 
DEFINICIÓN 2.6.1.- Sean  ܣ un conjunto convexo, no vacío, en Թ௡ y ݂ǣ ܣ ՜ Թ 
una función. Entonces ݂ es diferenciable en ݔҧ א ݅݊ݐܣ, si existe ݒ א Թ௡ tal que: 
݈݅݉௫՜௫ҧ
݂ሺݔሻ െ ݂ሺݔҧሻ െ ۃݒǡ ݔ െ ݔҧۄ
ԡݔ െ ݔҧԡ ൌ Ͳǡ ׊ݔ א ܣ 
ݒ es único, donde ݒ ൌ ߘ݂ሺݔҧሻ es el vector gradiente. 
ߘ݂ሺݔҧሻ ؔ ቆ߲݂ሺݔҧሻ߲ݔଵ ǡǥ ǡ
߲݂ሺݔҧሻ
߲ݔ௡ ቇ 
LEMA 2.6.1.- Sea ܣ un conjunto convexo abierto, no vacío, en Թ௡, y sea  
݂ǣ ܣ ՜ Թ convexa. Si ݂ es diferenciable en ݔҧ א ݅݊ݐܣ entonces ߲݂ሺݔҧሻ ൌ ሼߘ݂ሺݔҧሻሽ.  
DEMOSTRACION (Nava Manzo, 2015) 
Ya que ݂ es convexa entonces ߲݂ሺݔሻ ് ׎.  
Sean ߦ א ߲݂ሺݔሻ , ࢊ א Թ௡ y ߣ ൐ Ͳ suficientemente pequeño. Por definición de 
subgradiente, se tiene: 
݂ሺݔ ൅ ߣ݀ሻ ൐ ݂ሺݔሻ ൅ ߣۃߦǡ ݀ۄ 
݂ሺݔ ൅ ߣ݀ሻ െ ݂ሺݔሻ
ߣ ൒  ۃߦǡ ݀ۄ 
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Luego, haciendo ߣ ՜ Ͳ, el lado izquierdo converge dado que ݂ es diferenciable. Por lo 
tanto: 
ۃߘ݂ሺݔሻǡ ݀ۄ ൒  ۃݏǡ ݀ۄ ,   para todo ࢊ א Թ௡.  
En consecuencia, ߘ݂ሺݔሻ ൌ ߦǤ  
 
TEOREMA 2.6.1.- Sean ܣ un conjunto abiero y convexo en Թ௡ y  ݂ǣ ܣ ՜ Թ 
diferenciable en ܣ. ݂es convexa, si y solo si, para cualquier ݔҧ א ܣ se tiene: 
݂ሺݔሻ ൒ ݂ሺݔҧሻ ൅ ۃߘ݂ሺݔҧሻǡ ݔ െ ݔҧۄ 
Para cada ݔ א ܣ. 
La demostración de puede encontrar en Nonlinear Programming de Mokhtar S. 
Bazaraa y otros. (2006, Pag. 51) 
 
TEOREMA 2.6.2.- Sea ܣ un conjunto abierto y convexo de Թ௡, y sea ݂ǣ ܣ ՜ Թ 
diferenciable en ܣ. Entonces ݂ es convexa si y solo si, para cada ݔଵǡ ݔଶ א ܣ  
ۃߘ݂ሺݔଶሻ െ ߘ݂ሺݔଵሻǡ ݔଵ െ ݔଶۄ ൒ Ͳ 
DEMOSTRACIÓN. 
ሺฺሻ 
Sea ǣ  ՜ Թ una función convexa y sean ݔଵǡ ݔଶ א ܣ, entonces: 
݂ሺݔଵሻ ൒ ݂ሺݔଶሻ ൅ ۃߘ݂ሺݔଶሻǡ ݔଵ െ ݔଶۄ 
݂ሺݔଶሻ ൒ ݂ሺݔଵሻ ൅ ۃߘ݂ሺݔଵሻǡ ݔଶ െ ݔଵۄǤ 
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Sumando las dos desigualdades, obtenemos que: 
݂ሺݔଵሻ ൅ ݂ሺݔଶሻ ൒ ݂ሺݔଶሻ ൅ ݂ሺݔଵሻ ൅ ۃߘ݂ሺݔଶሻǡ ݔଵ െ ݔଶۄ ൅ ۃߘ݂ሺݔଵሻǡ ݔଶ െ ݔଵۄ 
 
ۃߘ݂ሺݔଶሻ െ ߘ݂ሺݔଵሻǡ ݔଶ െ ݔଵۄ ൒ ͲǤ 
ሺ֚ሻ 
Sean ݔଵǡ ݔଶ א ܣ. Por el teorema del valor medio, existe ߣ א ሿͲǡͳሾ, tal que: 
݂ሺݔଶሻ െ ݂ሺݔଵሻ ൌ ۃߘ݂ሺݔሻǡ ݔଵ െ ݔଶۄ (2.6.1) 
donde ݔ ൌ ߣݔଵ ൅ ሺͳ െ ߣሻݔଶ.  
Por hipótesis, se tiene: 
ۃߘ݂ሺݔሻ െ ߘ݂(ݔଵ), ݔ െ ݔଵۄ ൒ Ͳ 
esto implica que ۃߘ݂ሺݔሻ , ݔଶ െ ݔଵۄ ൒ ۃߘ݂ሺݔଵሻ , ݔଶ െݔଵۄ.  
Por (2.6.1),se tiene: 
݂ሺݔଶሻ ൒ ݂ሺݔଵሻ ൅ ۃߘ݂ሺݔଵሻǡ ݔଶ െ ݔଵۄ 
por lo tanto ݂ es una función convexa.  
 
  
 66 
 
 
 
 
CAPÍTULO III: OPTIMIZACIÓN PARA 
FUNCIONES CONVEXAS NO 
DIFERENCIABLES 
 
3.1. OPTIMIZACIÓN CONVEXA 
Un problema de optimización matemática o simplemente problema de 
optimización es de la forma: 
 ଴݂ሺݔሻ 
Sujeto a: ௜݂ሺݔሻ ൑ ௜ܾǡ ݅ ൌ ͳǡ ݊തതതതത 
Donde: 
ݔ א Թ௡ es la variable de optimización del problema. 
଴݂ǣ Թ௡ ՜ Թ es la función objetivo 
௜݂ ǣ Թ௡ ՜ Թ son las funciones de restricciones 
 Un vector ݔҧ es llamado óptimo o solución del problema, si para 
cualquier ݖ א Թ௡ con ଵ݂ሺݖሻ ൑ ܾଵǡ ଶ݂ሺݖሻ ൑ ܾଶǡǥǡ ௡݂ሺݖሻ ൑ ܾ௡, se tiene: 
଴݂ሺݖሻ ൒ ଴݂ሺݔҧሻ 
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Por lo general consideramos familias o clases de problemas de 
optimización, caracterizados por la forma de la función objetivo o las funciones 
de la restricción. 
Un problema de optimización se llama lineal, si su función objetivo y sus 
restricciones son funciones lineales. En caso que, algunas o todas las funciones 
no sean lineales, se considera que el problema es un problema de optimización 
no lineal. 
Un problema de optimización convexa es aquel donde la función objetivo 
y las funciones de la restricción son funciones convexas.  
Una generalización de los problemas de optimización, son los problemas 
de optimización convexa. 
La optimización convexa trata de resolver el problema general de 
minimizar una función convexa, sobre un conjunto convexo. 
Sea ݂ǣ  ؿ Թ௡ ՜ Թ una función convexa. Entonces el problema ܲ es 
definido como: 
ܲ ൌ ௫א஺ ݂ሺݔሻ (2.7.1) 
con ܣ conjunto convexo en Թ௡. 
 En general para resolver problemas de optimización convexa no existe 
una fórmula analítica, pero existen métodos efectivos para resolverlos. Los 
métodos relacionados al punto interior funcionan bien en la práctica. 
DEFINICIÓN 3.1.1.- Sea ݂ ǣ Թ௡ ՜ Թ y consideremos el problema ܲ. Un punto ݔכ א
ܣ es llamado solución óptima, mínimo global o solución factible, si: 
 68 
 
݂ሺݔሻ ൒ ݂ሺݔכሻǡ׊ݔ א ܣ. 
Si ݔכ א ܣ y existe una vecindad ܸሺݔכሻ, para cada ݔ א ܣ ת ܸሺݔכሻ, entonces ݔכ es 
llamado mínimo local del problema. Por otro lado, si ݔכ א ܣ es el único mínimo 
local en ܣ ת ܸሺݔכሻ para alguna vecindad de ݔכ, entonces ݔכ es llamado mínimo 
local aislado del problema. 
TEOREMA 3.1.1.-. Sean ܣ un subconjunto convexo, no vacío, de Թ௡ y  
݂ǣ ܣ ՜ Թ convexa en ܣ. Supongamos que ݔכ א ܣ es un mínimo del problema ܲ. 
Entonces ݔכ es un minimo global. 
DEMOSTRACIÓN (M. Bazzara, 2006) 
Dado que ݔכ es una solución local, existe una vecindad ܸሺݔכሻ de ݔכ tal que: 
݂ሺݔሻ ൒ ݂ሺݔכሻ 
para cada ݔ א ܣ ת ܸሺݔכሻ .  
Supongamos, por el contrario que ݔכ no es un mínimo global del problema, es 
decir, existe ݔො א ܵ tal que ݂ሺݔොሻ ൏ ݂ሺݔכሻ . Por la convexidad de ݂, para cada ߣ א 
ሾͲǡͳሿ se tiene que: 
݂ሺߣݔො ൅ ሺͳ െ ߣሻݔכሻ ൑ ߣ݂ሺݔොሻ ൅ ሺͳ െ ߣሻ݂ሺݔכሻ ൏ ߣ݂ሺݔכሻ ൅ ሺͳ െ ߣሻ݂ሺݔכሻ ൌ ݂ሺݔכሻ . 
Así 
݂ሺߣݔො ൅ ሺͳ െ ߣሻݔכሻ ൏ ݂ሺݔכሻ 
y se llega a una contradicción cuando ߣ es suficientemente pequeño. Por lo tanto, 
ݔכ es un mínimo global.  
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Un punto muy importante que se prueba fácilmente es que si ݂ es 
convexa, ݔכ א ܣ es un mínimo global del problema ܲ si ݕ solo si Ͳ א ߲݂ሺݔכሻ . Más 
aún, si ܣ es abierto y ݂ es convexa y diferenciable en ܣ, entonces ݔכ א ܣ es un 
mínimo global del problema ܲ si ݕ solo si ߘ݂ሺݔכሻ ൌ ͲǤ 
TEOREMA 3.1.2. Sean ܣun conjunto convexo, no vacio, en Թ௡ y ݂ǣܣ ՜ Թ una 
función convexa . El punto ݔכ א ܣ es un minimo global del problema ܲ si y solo 
si ݂ tiene un subgradiente ߦ en ݔכ tal que: 
ۃߦǡ ݔ െ ݔכۄ ൒ Ͳ para todo ݔ א ܣ. 
DEMOSTRACIÓN (Nava Manzo, 2015) 
ሺฺሻ 
Supongamos que ۃߦǡ ݔ െ ݔכۄ ൒ Ͳ para todo ݔ א ܣǡ donde ߦ א ߲݂ሺݔכሻ . Entonces, 
por hipótesis 
݂ሺݔሻ ൒ ݂ሺݔכሻ ൅ ۃߦǡ ݔ െ ݔכۄ ൒ ݂ሺݔכሻ 
para todo ݔ א ܣǡ  por lo tanto ݔכ es una solución óptima del problema dado.  
Para mostrar la necesidad, supongamos que ݔכ es una solución óptima del 
problema, se construyen dos conjuntos en Թ௡ାଵ de la siguiente manera 
߁ଵ ൌ ሼሺݔ െ ݔכǡ ݕሻ ׷ ݔ א Թ௡ǡ ݕ ൐ ݂ሺݔሻ െ ݂ሺݔכሻሽ 
߁ଶ ൌ ሼሺݔ െ ݔכǡ ݕሻ ׷ ݔ א ܣǡ ݕ ൑ ͲሽǤ 
Es fácil verificar que tanto ߁ଵ y ߁ଶ son conjuntos convexos. Además, ߁ଵ ת ߁ଶ ൌ ׎ 
porque de otra manera existiría un punto ሺݔǡ ݕሻ tal que 
ݔ א ܣǡ Ͳ ൒ ݕ ൐ ݂ሺݔሻ െ ݂ሺݔכሻ 
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ሺ֚ሻ 
La suposición de que ݔכ es un mínimo global del problema. Existe un hiperplano 
que separa ߁ଵ y ߁ଶ; esto es, existe 
 un vector diferente de cero ሺߦ଴ǡ ߤሻ y un escalar ߙ tal que: 
ۃߦ଴ǡ ݔ െ ݔכۄ ൅ ߤݕ ൑ ߙǡ ׊ݔ א Թ௡ǡ ݕ ൐ ݂ሺݔሻ െ ݂ሺݔכሻ (2.7.2) 
ۃߦ଴ǡ ݔ െ ݔכۄ ൅ ߤݕ ൒ ߙǡ ׊ݔ א ܣǡ ݕ ൑ Ͳ (2.7.3) 
Si se toma ݔ ൌ ݔכ ݁ ݕ ൌ Ͳ en la igualdad anterior se sigue que ߙ ൑ Ͳ. Ahora bien, 
al tomar ݔ ൌ ݔכ e ݕ ൌ ߝ ൐ Ͳ en (2.7.2) se sigue que ߤߝ ൑ ߙ. Dado que esto es 
verdad para cualquier ߝ ൐ Ͳ, se tiene que ߤ ൑ Ͳ y ߙ ൒ Ͳ. 
Así, se ha demostrado que ߤ ൑ Ͳ y ߙ ൌ Ͳ. Si ߤ ൌ Ͳ, ۃߦ଴ǡ ݔ െ ݔכۄ ൑ Ͳ para cada ݔ 
א Թ௡. Si se toma ݔ ൌ ݔכ ൅ ߦ଴, se sigue que: 
Ͳ ൒  ۃߦ଴ǡ ݔ െ ݔכۄ ൌ ԡߦ଴ԡଶ 
y por lo tanto ߦ଴ ൌ Ͳ. Dado que ሺߦ଴ǡ ߤሻ ്  ሺͲǡͲሻ, se debe tener que ߤ ൏ Ͳ. Dividiendo 
(2.7.2) y (2.7.4) por െߤ y denotando െߦ଴Ȁߤ por ߦ, se tienen las siguientes 
desigualdades: 
ݕ ൒  ۃߦǡ ݔ െ ݔכۄǡ ׊ݔ א Թ௡ǡ ݕ ൐ ݂ሺݔሻ െ ݂ሺݔכሻ (2.7.5) 
ۃߦǡ ݔ െ ݔכۄ െ ݕ ൒ Ͳǡ ׊ݔ א ܣǡ ݕ ൑ Ͳ. (2.7.6) 
Si ݕ ൌ Ͳ en la ecuación anterior, se obtiene que ۃߦǡ ݔ െ ݔכۄ ൒ Ͳ para todo ݔ א ܣǤ 
De (2.7.7) se sigue que: 
݂ሺݔሻ ൒ ݂ሺݔכሻ ൅ ۃߦǡ ݔ െ ݔכۄ 
para toda ݔ א ܴ௡. Por lo tanto, ߦ es un subgradiente de ݂ en ݔכ Ǥ 
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3.1.1. DUALIDAD Y FUNCIÓN LAGRANGIANA 
 La dualidad entre una función convexa ݂ y su conjugado de Fenchel ݂כ, 
radica en su poder para describir la teoría de la dualidad para problemas 
convexos, una de las ideas de mayor alcance en el estudio de optimización 
Sea el problema convexo primario ሺܲሻ: 
݂ሺݔሻ 
Sujeto a:  
݃ሺݔሻ ൑ Ͳ 
݄ሺݔሻ ൌ Ͳ 
      ݔ א ܣ 
donde: 
݂ǣ ܣ ؿ Թ௡ ՜ Թ función convexa. 
݃ǣԹ௡ ՜ Թ௠ con funciones componentes ݃ଵǡ݃ଶǡ ǥ ǡ ݃௠ǣܣ ՜ ሺെλǢ൅λሿ 
funciones convexas. 
݄ǣ ܣ ؿ Թ௡ ՜ Թ௟ función afín. 
Además ݀݋݉ሺ݂ሻ ് ߶, con ݀݋݉ሺ݂ሻ ؿ ڂ ݀݋݉ሺ݃௜ሻ௠ଵ . 
Entre las diversas formulaciones de dualidad, la formulación usando la función 
Lagrangiana es una de las que más ha llamado la atención. A continuación se 
define el problema dual ሺܦሻ: 
ߠሺݑǡ ݒሻ 
Sujeto a: ݑ ൒ Ͳ 
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donde ߠሺݑǡ ݒሻ ൌ ݂݅݊൛݂ሺݔሻ ൅ σ ݑ௜݃௜ሺݔሻ௠௜ୀଵ ൅ σ ݒ௝ ௝݄ሺݔሻ௟௝ୀଵ ݔ א Թ௡Τ ൟ.  
Mediante el proceso de dualización, las restricciones de nuestro problema 
primario han sido agregadas a nuestra función objetivo del problema dual. 
Notemos que la función dual Lagrangiana ߠ puede asumir el valor െλ 
para algunos vectores ሺݑǡ ݒሻ.  
TEOREMA 3.1.3.- Sea ݔҧ una solución factible del problema primario ሺܲሻ y ሺݑǡ ݒሻ 
una solución del problema dual ሺܦሻ. Entonces ݂ሺݔҧሻ ൒ ߠሺݑǡ ݒሻ. 
 
DEMOSTRACIÓN.- 
Sea ݔҧ א ܣ, con ܣ un subconjunto convexo de Թ௡. Por la definición de ߠ, se 
tiene: 
ߠሺݑǡ ݒሻ ൌ ݂݅݊ሼ݂ሺݕሻ ൅ ۃݑǡ ݃ሺݕሻۄ ൅ ۃݒǡ ݄ሺݕሻۄ ݔ א ܣΤ ሽ 
En particular 
ߠሺݑǡ ݒሻ ൑ ݂ሺݔҧሻ ൅ ۃݑǡ ݃ሺݔҧሻۄ ൅ ۃݒǡ ݄ሺݔҧሻۄ 
Como ݑ ൒ Ͳ, ݃ሺݔҧሻ ൑ Ͳ y ݄ሺݔҧሻ ൌ Ͳ, se tiene: 
ߠሺݑǡ ݒሻ ൑ ݂ሺݔሻ. 
Claramente, se tiene: 
݂݅݊ሼ݂ሺݔሻ ݔ א ܥΤ ሽ ൒ ݏݑ݌ሼߠሺݑǡ ݒሻ ݑ ൒ ͲΤ ሽ 
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COROLARIO 3.1.1.- Si ݂ሺݔҧሻ ൌ ߠሺݑതǡ ݒҧሻ, donde ݑത ൒ Ͳ y ݔҧ א ܣ, entonces ݔҧ y ሺݑതǡ ݒҧሻ 
son soluciones del problema primario ሺܲሻ y el problema dual ሺܦሻ 
respectivamente. 
Diremos que existe una brecha de dualidad cuando: 
݂݅݊ሼ݂ሺݔሻ ݔ א ܥΤ ሽ ൐ ݏݑ݌ሼߠሺݑǡ ݒሻ ݑ ൒ ͲΤ ሽ 
TEOREMA 3.1.4.- Sean ܣ un conjunto convexo, no vacio, en Թ௡, ݂ǣԹ௡ ՜ Թ y 
݃ǣԹ௡ ՜ Թ௠ funciones convexas, y sea y ݄ǣԹ௡ ՜ Թ௟ una función afín; esto es: 
݄ሺݔሻ ൌ ܶݔ െ ܾ. Si existe ݔො א ܣ tal que ݃ሺݔොሻ ൏ Ͳ, ݄ሺݔොሻ ൌ Ͳ y Ͳ א ݅݊ݐ൫݄ሺܣሻ൯, 
entonces: 
݂݅݊ሼ݂ሺݔሻ ݔ א ܣǡ ݃ሺݔሻ ൑ Ͳǡ ݄ሺݔሻ ൌ ͲΤ ሽ ൌ ݏݑ݌ሼߠሺݑǡ ݒሻ ݑ ൒ ͲΤ ሽ 
Además, si el ݂݅݊ es finito, entonces el ݏݑ݌ሼߠሺݑǡ ݒሻ ݑ ൒ ͲΤ ሽ es lograda en ሺݑതǡ ݒҧሻ 
con ݑത ൒ Ͳ. Si el ݂݅݊ es logrado en ݔҧ, luego ۃݑതǡ ݃ሺݔҧሻۄ ൌ Ͳ. 
 
DEMOSTRACIÓN.- 
Sea ߛ ൌ ݂݅݊ሼ݂ሺݔሻ ݔ א ܣǡ ݃ሺݔሻ ൑ Ͳǡ ݄ሺݔሻ ൌ ͲΤ ሽ y ߛ ൏ λ. Si ߛ ൌ െλ y por el teorema 
(3.1.3)  
ሼɅሺǡ ሻ  ൒ ͲΤ ሽ ൌ െλ 
de donde lo que asumimos es verdadero. 
Supongamos que ߛ es finito, consideremos el siguiente sistema: 
݂ሺݔሻ െ ߛ ൏ Ͳ, ݃ሺݔሻ ൑ Ͳ, ݄ሺݔሻ ൌ Ͳ, ݔ א ܣ 
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De la definiion de ߛ el sistema no tiene solución. Del teorema (3.1.3), exite un 
vector no nulo ሺݑ଴ǡ ݑǡ ݒሻ, con ሺݑ଴ǡ ݑሻ ൒ Ͳ, tal que: 
ݑ଴ሾ݂ሺݔሻ െ ߛሿ ൅ ۃݑǡ ݃ሺݔሻۄ ൅ ۃݒǡ ݄ሺݔሻۄ ൒ Ͳǡ׊ݔ א ܣ (3.1.1) 
 
Primero mostraremos que ݑ଴ ൐ Ͳ. Por cntradicción, supongamos que ݑ଴ ൌ Ͳ, 
luego existe un ݔො א ܣ tal que ሺොሻ ൏ Ͳ y ሺොሻ ൌ Ͳ. Sustituyendo en (3.1.1) se tiene 
ۃݑǡ ݃ሺොሻۄ ൒ Ͳ. Como ሺොሻ ൏ Ͳ y ݑ ൒ Ͳ, ۃݑǡ ݃ሺොሻۄ ൒ Ͳ es posible solo si ݑ ൌ Ͳ. Pero 
desde (3.1.1), ݑ଴ ൌ Ͳ y ݑ ൌ Ͳ, implica que ۃݑǡ ݃ሺොሻۄ ൒ Ͳ para todo ݔ א ܣ. Desde 
que Ͳ א ݅݊ݐ݄ሺܣሻ, podemos elegir un ݔ א ܣ tal que ݄ሺݔሻ ൌ െߣݒ, ߣ ൐ Ͳ. En 
consecuencia Ͳ ൑ ۃݒǡ ݄ሺݔሻۄ ൌ െߣԡݒԡଶ implica que ݒ ൌ Ͳ. Entonces. Se ha 
probado que ݑ଴ ൌ Ͳ implica que ሺݑ଴ǡ ݑǡ ݒሻ ൌ Ͳ, lo que es una contradicción. Por 
consiguiente ݑ଴ ൐ Ͳ. 
Dividiendo (3.1.1) por ݑ଴, se tiene: 
݂ሺݔሻ ൅ ۃݑതǡ ݃ሺݔሻۄ ൅ ۃݒҧǡ ݄ሺݔሻۄ ൒ ߛǡ׊ݔ א ܣ (3.1.2) 
 
donde ݑത ൌ ௨௨బ y ݒҧ ൌ
௩
௨బ. 
Esto muestra que ߠሺݑതǡ ݒҧሻ ൌ ሼ݂ሺݔሻ ൅ ۃݑതǡ ݃ሺݔሻۄ ൅ ۃݒҧǡ ݄ሺݔሻۄ ൒ ߛ ׊ݔ א ܣΤ ሽ. Además 
esta claro que ߠሺݑതǡ ݒҧሻ ൌ ߛ y ሺݑതǡ ݒҧሻ soluciona el problema dual. 
Por otro lado, supongamos que ݔҧ es una solución óptima del problema primario; 
esto es, ݔҧ א ܣǡ ݃ሺݔҧሻ ൑ Ͳǡ ݄ሺݔҧሻ ൌ Ͳ y ݂ሺݔҧሻ ൌ ߛ. En (3.1.2), tomando ݔ ൌ ݔҧ, se 
tiene: ݃ሺݔҧሻ ൒ Ͳ. Como ݑത ൒ Ͳ y ݃ሺݔҧሻ ൑ Ͳ, se tiene: 
ۃݑതǡ ݃ሺݔҧሻۄ ൌ Ͳ 
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con lo que prueba concluye. 
DEFINICIÓN 3.1.2.- Sean ݂ǣܣ ؿ Թ௡ ՜ Թ función convexa, ݃ǣԹ௡ ՜ Թ௠ una 
función con funciones componentes ݃ଵǡ ݃ଶǡ ǥ ǡ ݃௠ǣ ܣ ՜ ሺെλǢ൅λሿ funciones 
convexas y ݄ǣ ܣ ؿ Թ௡ ՜ Թ௟ función afín. La función Lagrangiana ࣦǣ ܣ ൈ Թା௠ ൈ
Թ௟ ՜ ሺെλǢ൅λሿ, 
se define como: 
ࣦሺݔǡ ݑǡ ݒሻ ൌ ݂ሺݔሻ ൅ ۃݑǡ ݃ሺݔሻۄ ൅ ۃݒǡ ݄ሺݔሻۄ 
donde ݑ ൒ Ͳ. 
 Una condición necesaria y suficiente para la existencia de una solución 
óptima para el problema primario ሺܲሻ es la existencia de un punto de silla.  
DEFINICIÓN 3.1.3.- Sean ݂ǣܣ ؿ Թ௡ ՜ Թ función convexa, ݃ǣԹ௡ ՜ Թ௠ una 
función con funciones componentes ݃ଵǡ ݃ଶǡ ǥ ǡ ݃௠ǣ ܣ ՜ ሺെλǢ൅λሿ funciones 
convexas, ݄ǣ ܣ ؿ Թ௡ ՜ Թ௟ función afín y la función Lagrangiana ࣦǣ ܣ ൈ Թା௠ ൈ
Թ௟ ՜ ሺെλǢ൅λሿ. ሺݔҧǡ ݑതǡ ݒҧሻ es llamado punto de silla de la función Lagrangiana ࣦ, 
si ݔҧ א Թ௡, ݑത ൒ Ͳ, y ࣦሺݔҧǡ ݑǡ ݒሻ ൑ ࣦሺݔҧǡ ݑതǡ ݒҧሻ ൑ ࣦሺݔǡ ݑതǡ ݒҧሻǡpara todo ݔ א Թ௡ y un ሺݑǡ ݒሻ 
tal que ݑ ൒ Ͳ. 
Claramente, ݔҧ minimiza a ࣦ  en Թ୬ cuando ሺݑǡ ݒሻ se fija en ሺതǡ തሻ ,y ሺതǡ തሻ maximiza 
ࣦ en Թ௠ ൈ Թ௟, con ത ൒ Ͳ, cuando ݔ se fija en ݔҧ. 
TEOREMA 3.1.5.- Sea el punto ሺݔҧ ǡ ݑതǡ ݒҧሻ tal que ݔҧ א Թ௡ y ݑത ൒ Ͳ. Entonces ሺݔҧ ǡ ݑതǡ ݒҧሻ 
es punto de silla para la función Lagrangiana ࣦ si y solo si  
i. ࣦሺݔҧǡ ݑതǡ ݒҧሻ ൌ ݉݅݊ሼࣦሺݔǡ ݑതǡ ݒҧሻ ݃ሺݔሻ ൑ Ͳǡ ݄ሺݔሻ ൌ Ͳǡ ݔ א Թ௡Τ ሽ  
ii. ݃ሺݔҧሻ ൑ Ͳǡ ݄ሺݔҧሻ ൌ Ͳ 
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iii. ۃݑതǡ ݃ሺݔҧሻۄ ൌ Ͳ 
Cabe notar que: ሺݔҧ ǡ ݑതǡ ݒҧሻ es punto de silla si y solo si ݔҧ y ሺݑതǡ ݒҧሻ soluciones 
óptimas del problema primario ܲ y del problema dual ሺܦሻ respectivamente. 
Además es una condición necesaria y suficiente para la no existencia de la 
brecha de dualidad. Es decir, se cumple que ݂ሺݔҧሻ ൌ ߠሺݑതǡ ݒҧሻ. 
DEMOSTRACIÓN.-  
Supongamos que ሺݔҧ ǡ ݑതǡ ݒҧሻ es un punto de silla para la función Lagrangiana ࣦ. 
Por definición (i.) es verdadera. Además de (3.2.1) se tiene: 
݂ሺݔҧሻ ൅ ۃݑതǡ ݃ሺݔҧሻۄ ൅ ۃݒҧǡ ݄ሺݔҧሻۄ ൒ ݂ሺݔҧሻ ൅ ۃݑǡ ݃ሺݔҧሻۄ ൅ ۃݒǡ ݄ሺݔҧሻۄ 
Para todo ሺݑǡ ݒሻ, con ݑ ൒ Ͳ. De donde ݃ሺݔҧሻ ൑ Ͳ y ݄ሺݔҧሻ ൌ Ͳ. 
Tomando ݑ ൌ Ͳ en (3.1.3), se obtiene que ۃݑതǡ ݃ሺݔҧሻۄ ൒ Ͳ. Cabe notar que si ݑത ൒ Ͳ 
y ݃ሺതሻ ൑ Ͳ implica que ۃݑതǡ ݃ሺݔҧሻۄ ൑ Ͳ, por lo que necesarimente ۃݑതǡ ݃ሺݔҧሻۄ ൌ Ͳ. 
Por otro lado, de (i.) se tiene: 
ࣦሺݔഥǡ ݑഥǡ ݒഥሻ ൑ ࣦሺݔǡ ݑഥǡ ݒഥሻ , ׊ݔ א Թ௡ 
Además: 
ࣦሺݔഥǡ ݑഥǡ ݒഥሻ ൌ ݂ሺݔഥሻ ൅ ۃݑഥǡ݃ሺݔഥሻۄ ൅ ۃݒഥǡ ݄ሺݔഥሻۄ ൒ ݂ሺݔഥሻ ൅ ۃݑǡ݃ሺݔഥሻۄ ൅ ۃݒǡ݄ሺݔഥሻۄ ൌ ࣦሺݔഥǡ ݑǡ ݒሻ 
Para todo ሺݔǡ ݒሻ con ݑ ൒ Ͳ, desde que ݃ሺݔഥሻ ൑ Ͳ y ݄ሺݔഥሻ ൌ Ͳ. Por lo tanto ሺݔҧ ǡ ݑതǡ ݒҧሻ es un 
punto de silla. Lo que prueba la primera parte del teorema. 
Ahora supongamos que ሺݔҧ ǡ ݑതǡ ݒҧሻ es un punto de silla. Por (ii.) ݔҧ es una solución 
factible del problema primario ܲ. Luego como ݑത ൒ Ͳ, ሺݑതǡ ݒҧሻ es una solución 
factible para el problema dual ܦ. Además por (i.), (ii.) y (iii.), se tiene: 
ߠሺݑതǡ ݒҧሻ ൌ ࣦሺݔҧǡ ݑതǡ ݒҧሻ ൌ ݂ሺݔҧሻ ൅ ۃݑതǡ ݃ሺݔҧሻۄ ൅ ۃݒǡ ݄ሺݔҧሻۄ ൌ ݂ሺݔҧሻ 
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Por el corolario (3.1.1), ݔҧ y ሺݑതǡ ݒҧሻ solucionan ܲ y ܦ respectivamente, sin brecha 
de dualidad. 
Finalmente, supongamos que ݔҧ y ሺതǡ തሻ son soluciones de problema primario ܲ 
y el problema dual ܦ, respectivamente, con ݂ሺݔҧሻ ൌ ߠሺݑതǡ ݒҧሻ. Por lo tanto, 
tenemos ݔҧ א Թ௡, ݃ሺݔഥሻ ൑ Ͳ, ݄ሺݔഥሻ ൌ Ͳ y ݑത ൒ Ͳ. Además por la factibilidad del 
primario y el dual, se tiene: 
ߠሺതǡ തሻ ൌ ሼ݂ሺݔሻ ൅ ۃݑതǡ ݃ሺݔሻۄ ൅ ۃݒҧǡ ݄ሺݔሻۄ ݔҧ א Թ௡Τ ሽ 
൑ ݂ሺݔҧሻ ൅ ۃݑതǡ ݃ሺݔҧሻۄ ൅ ۃݒҧǡ ݄ሺݔҧሻۄ ൌ ݂ሺݔҧሻ ൅ ۃݑതǡ ݃ሺݔҧሻۄ ൑ ݂ሺݔҧሻ 
Por hipotesis ߠሺതǡ തሻ ൌ ݂ሺݔҧሻ, por lo tanto la desigualdad es verdadera.  
En particular, ۃݑതǡ ݃ሺݔҧሻۄ ൌ Ͳ, entonces: 
ࣦሺݔഥǡ ݑഥǡ ݒഥሻ ൌ ݂ሺݔഥሻ ൌ ߠሺݑഥǡ ݒഥሻ ൌ ݉݅݊൛ࣦሺݔǡ ݑഥǡ ݒഥሻ ݔഥ א Թ݊Τ ൟ 
Por lo tanto, de (i.), (ii.) y (iii.) ሺݔҧ ǡ ݑതǡ ݒҧሻ es un punto de silla. 
COROLARIO 3.1.2.- Sean ݂ǣԹ௡ ՜ Թ, ݃ǣԹ௡ ՜ Թ௠ funciones convexas y  
݄ǣԹ௡ ՜ Թ௟ función afín. Además supongamos que Ͳ א ݅݊ݐ݄ሺԹ௡ሻ y que existe ݔො א
Թ௡ tal que ݃ሺݔොሻ ൏ Ͳ y ݄ሺݔොሻ ൌ Ͳ. Si ݔҧ es una solución óptima de problema primario 
ሺܲሻ, entonces existe un vector ሺݑതǡ ݒҧሻ, con ݑത ൒ Ͳ, tal que ሺݔҧ ǡ ݑതǡ ݒҧሻ es un punto de 
silla. 
La demostración de puede encontrar en Nonlinear Programming de Mokhtar S. 
Bazaraa y otros. (2006, Pag. 271) 
Es de observar que el valor óptimo del problema primario coincide con el del 
problema dual si y solo si se cumple ݏݑ݌ ݂݅݊ ࣦ ൌ ݂݅݊ ݏݑ݌ ࣦ. 
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3.2. CONDICIONES NECESARIAS DE PRIMER Y SEGUNDO 
ORDEN PARA FUNCIONES CONVEXAS NO 
DIFERENCIABLES 
 Se llama optimización no diferenciable, cuando la función objetivo no es 
diferenciable en todos los puntos del interior de su dominio. En estos puntos 
puede presentar dobleces o puntos de esquina. Más es necesario que la función 
sea continúa en el interior de su dominio. 
Consideremos una función ݂ǣ ܣ ՜ ሺെλǡ൅λሿ, entonces el problema ܲ se 
define como: 
ܲ ൌ ݉݅݊௫א஺ ݂ሺݔሻ (3.2.1) 
donde: ܣ es un conjunto convexo en Թ௡ y es la región de factibilidad. 
La solución de este tipo de problemas se hallara mediante el uso de 
algoritmos iterativos. 
Se sabe que el gradiente no existe en todos lados, lo que implica que la 
función puede tener dobleces o puntos de esquina. Por lo tanto no se puede 
aproximar localmente por un hiperplano tangente o por alguna aproximación 
cuadrática. 
DEFINICIÓN 3.2.1.- Sean ܣ un conjunto Թ௡, ݔ א Թ௡ y un vector, no nulo, ݀ א Թ௡. 
Se dice que, ݀ es una dirección factible con respecto a ܣ en ݔ si, existe una 
sucesión ሼݔ௡ሽ௡אԳ  convergente a ݔ en ܣ y la sucesión: 
݀௡ ൌ ݔ௡
െ ݔ
ԡݔ௡ െ ݔԡ ՜ ݀ 
(3.2.2) 
 79 
 
LEMA 3.2.1.- Sean ܣ un conjunto convexo, no vacío, de Թ௡ y ݂ǣ ܣ ՜ Թ una 
función convexa. Sea ݀ una dirección factible con respecto a ܣ en ݔ, donde 
ሼݔ௡ሽ௡אԳ es una sucesión como en la definición 3.2.1.  
Si ݔ௡ ՜ ݔ con ԡݔ௡ െ ݔԡ ൐ Ͳ, entonces: 
௡՜ஶ
݂ሺݔ௡ሻ െ ݂ሺݔሻ
ԡݔ௡ െ ݔԡ ൌ కאడ௙ሺ௫ሻۃߦǡ ݀ۄ 
DEMOSTRACIÓN.-  
Sea ݔҧ א ݅݊ݐሺܣሻ, para cada hiperplano de soporte en ݔҧ, se tiene: 
݂ሺݔሻ ൒ ݂ሺݔҧሻ ൅ ۃߦǡ ݔ െ ݔҧۄǢ׊ݔ א ܣ 
Si ߦ௡ א ߲݂ሺݔ௡ሻ entonces, de la ecuación anterior para ݊ suficientemente grande, 
se tiene: 
݂ሺݔ௡ሻ ൒ ݂ሺݔሻ ൅ ۃߦǡ ݔ௡ െ ݔۄ 
Como ԡݔ௡ െ ݔԡ ൐ Ͳ, se tiene: 
݂ሺݔ௡ሻ െ ݂ሺݔሻ
ԡݔ௡ െ ݔԡ ൒ ۃߦǡ ݀ۄ ൒ కאడ௙ሺ௫ሻۃߦǡ ݀ۄ 
(3.2.3) 
 
Y por definición de máximo  
కאడ௙ሺ௫ሻۃߦǡ ݀ۄ ൒
݂ሺݔ௡ሻ െ ݂ሺݔሻ
ԡݔ௡ െ ݔԡ  
(3.2.4) 
 
de (3.2.3) y (3.2.4), se tiene: 
݂ሺݔ௡ሻ െ ݂ሺݔሻ
ԡݔ௡ െ ݔԡ ൌ కאడ௙ሺ௫ሻۃߦǡ ݀ۄ 
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Para un ݊ suficientemente grande. 
El lema 3.2.1 muestra que la derivada direccional está determinada por un 
hiperplano de soporte extremo cuyo subgradiente da el mayor descenso. Por lo 
tanto una condición necesaria para la existencia de un mínimo local es que la 
derivada direccional es no negativa en todas sus direcciones.  
El concepto de subdiferencial y los resultados de la derivada direccional nos 
dirigen a las condiciones de primer orden.  
 Para el estudio de la optimización convexa no diferenciable, se deben 
estudiar funciones más generales, que son construidas de la siguiente manera: 
߶ሺݔሻ ൌ ݂ሺݔሻ ൅ ݄൫ܿሺݔሻ൯ 
donde: 
݂ǣԹ௡ ՜ Թ función de clase ܥଵ. 
ܿǣԹ௡ ՜ Թ௠ función de clase ܥଵ. 
݄ ל ܿǣ Թ௡ ՜ Թ función convexa de clase ܥ଴, no diferenciable. 
Las condiciones de optimalidad se conseguirán como una extensión sencilla 
por funciones convexas. 
Si ݀ es una dirección factible en Թ௡, por (3.2.2), la definición de derivada 
direccional y la utilizando la serie de Taylor, se tiene: 
݂ሺݔ௡ሻ ൌ ݂ሺݔሻ ൅ ԡݔ௡ െ ݔԡۃߘ݂ሺݔሻǡ ݀௡ۄ ൅ ݋ሺԡݔ௡ െ ݔԡሻ 
Donde: ݋ǣ ܣ ՜ Թ una función con ݋ሺݔሻ ൌ ௫೙՜௫ ݋ሺݔ௡ሻ ൌ Ͳ 
Asi 
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݂ሺݔ௡ሻ െ ݂ሺݔሻ
ԡݔ௡ െ ݔԡ ՜ ۃ׏݂ሺݔሻǡ ݀ۄ 
De forma similar, se obtiene para ܿ 
ܿሺݔ௡ሻ െ ܿሺݔሻ
ԡݔ௡ െ ݔԡ ՜ ܦ
כܿሺݔሻǤ ݀ 
donde: ܿሺݔ௡ሻ ՜ ܿሺݔሻ es una sucesión direccional en Թ௠. 
Por la composición de ݄ con ܿ, se tiene: 
ԡ௫೙ି௫ԡ՜଴
థሺ௫೙ሻିథሺ௫ሻ
ԡ௫೙ି௫ԡ ൌ కאడ௙ሺ௫ሻۃ׏݂ሺݔሻ ൅ ܦ
כ൫ܿሺݔሻ൯ߦǡ ݀ۄ   (3.2.5) 
esto es la derivada direccional de ݔ en la dirección factible ݀ para la función ߶ሺݔሻ.  
Si ݔכ es un minimo local de ߶, entonces ߶ሺݔ௡ሻ ൒ ߶ሺݔכሻ, con ݊ suficientemente 
grade. Esto es: 
కאడ௙ሺ௫ሻۃ׏݂ሺݔ
כሻ ൅ ܦכ൫ܿሺݔכሻ൯ߦǡ ݀ۄ ൒ Ͳ ǡ ׊݀ 
El lema 3.2.1 muestra que la derivada direccional está determinada por un 
hiperplano de soporte extremo cuyo subgradiente da el mayor descenso. Por lo 
tanto, una condición necesaria para la existencia de un mínimo local es que la 
derivada direccional sea no negativa en todas sus direcciones. Este 
resultado, se puede escribir como: 
Ͳ א ߲߶ሺݔכሻ ൌ ሼ׏݂ሺݔכሻ ൅ ܦכܿሺݔכሻߦǣ ߦ א ߲݄ሺݔכሻሽ (3.2.6) 
Las ecuación (3.2.3) y el conjunto (3.2.4) son el resultado de una 
generalización de la regla de la cadena para funciones diferenciables. (Clarke, 
1990) 
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El conjunto ߲ ߶ሺݔכሻ es convexo y compacto, no es la subdiferencial, puesto 
que ߶ no necesariamente es una función convexa, aunque se usa la misma 
notación por conveniencia. 
Otra forma de establecer la condición de primer orden es usando la 
función Lagrangiana, de la siguiente manera: 
ࣦሺݔǡ ߣሻ ൌ ݂ሺݔሻ ൅ ۃߣǡ ܿሺݔሻۄ 
Donde ߣ א Թ௡. Esta ecuación es equivalente a equivalente a (3.2.6).  
TEOREMA 3.2.1 (condiciones necesarias de primer orden).- Sean ݔכ א Թ௡ y 
߶ǣԹ௡ ՜ Թ una función. Si ݔכ es un mínimo de ߶, entonces existe un vector ߣכ א
߲݄ሺݔכሻ tal que: 
׏ࣦሺݔכǡ ߣכሻ ൌ ׏݂ሺݔכሻ ൅ ܦכܿሺݔሻߣכ ൌ Ͳ 
La demostración de puede encontrar en Practical Methods of Optimization de 
Roger Fletcher. (2000, Pag. 370). 
Este resultado muestra la relación cercana que hay entre el vector ɉכ א
߲݄ሺݔכሻ  y los multiplicadores de Lagrange. Ya que la función ߶ no 
necesariamente es convexa, es importante considerar condiciones de segundo 
orden, para garantizar que ݔכ sea mínimo local de ߶.  Estas condiciones 
muestran la relación entre nuestro problema y el problema en el caso que ߶ sea 
diferenciable. (Nava Manzo, 2015) 
Se define el conjunto ܺ por: 
ܺ ൌ ൛ݔ ݄൫ܿሺݔሻ൯ ൌ ݄൫ܿሺݔכሻ൯ ൅ ۃܿሺݔሻ െ ܿሺݔכሻǡ ߣכۄΤ ൟ 
donde ߣכ cumple con las condiciones del teorema anterior. 
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Se define ࣡כ como el conjunto de las direcciones factibles normalizadas 
con respecto a ܺ en ݔכ. Esto es, ݀ א ࣡כ implica que existe una sucesión de 
direcciones factibles de ݔ௡ ՜ ݔכ tal que ݀௡ ՜ ݀ con ԡ݀ԡ ൌ ͳ. ࣡כ puede ser 
considerado como el conjunto de las direcciones estacionarias para ݄൫ܿሺݔሻ൯, 
habiendo linealizado ݄ሺܿሻpero no ܿ ሺݔሻ. Estas direcciones están relacionadas con 
el conjunto ܩכ de las direcciones normalizadas de pendiente cero, con: 
ܩכǣൌ ൜݀ కאడ௛ሺ௫כሻۃ׏݂ሺݔ
כሻ ൅ ܦכ൫ܿሺݔכሻ൯ߦǡ ݀ۄ ൌ Ͳǡ ԡ݀ԡ ൌ ͳൗ ൠ 
Esto es: ܩכ es el conjunto de direcciones factibles que hacen ߶ᇱሺݔכǡ ݀ሻ ൌ Ͳ. 
ܩכ puede ser considerado como el conjunto de las direcciones estacionarias para 
݄൫ܿሺݔሻ൯ habiendo linealizado ݄ሺܿሻ y ܿሺݔሻ. 
LEMA 3.2.2.- Sean ࣡כ el conjunto de las direcciones factibles normalizadas 
respecto a ܺ en ݔכ y ܩכ es el conjunto de direcciones normalizadas de pendiente 
cero. Entonces ࣡כ ؿ ܩכ. 
DEMOSTRACION.- (Fletcher, 2013) 
Sea ݀ א ࣡כ. Entonces ݀ es una dirección factible con respecto a ܺ en ݔכ con 
݀௡ ՜ ݀, ԡ݀ԡ ൌ ͳ. Luego, existe una sucesión ሼ୬ሽ୬אԳ en ܺ convergente a ݔכǤ 
Utilizando la serie de Taylor, el lema (3.2.1) y la definición de ߶, se tiene: 
 ఒכאడ௛ሺ௫כሻۃߘ݂ሺݔכሻ ൅ ܦܿሺݔכሻߣכሖ ǡ ݀ۄ ൌ ௡՜ஶ
߶ሺݔ௡ሻ െ ߶ሺݔכሻ
ȁȁݔ௡ െ ݔכԡ  
ൌ ௡՜ஶ
݂ሺݔ௡ሻ െ ݂ሺݔכሻ ൅ ݄ሺܿሺݔ௡ሻሻ െ ݄ሺܿሺݔכሻሻ
ԡݔ௡ െ ݔכȁȁ  
ൌ ௡՜ஶ
݂ሺݔ௡ሻ െ ݂ሺݔכሻ ൅ ۃܿሺݔ௡ሻ െ ܿሺݔכሻǡ ߣכۄ
ȁȁݔ௡ െ ݔכȁȁ  
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ൌ  ۃߘ݂ሺݔכሻ ൅ ܦכܿሺݔכሻߣכǡ ݀ۄǤ 
Por el teorema (3.2.1) , se cumple que ݀ א ܩכ. 
Se tiene una condición de regularidad como en el caso diferenciable para 
poder deducir condiciones de segundo orden. La condición de regularidad para 
nuestro problema será:࣡כ ൌ ܩכ. 
DEFINICIÓN 3.2.2.- Si existe una vecindad abierta ܸ൫ܿሺݔכሻ൯ tal que: 
݄൫ܿሺݔሻ൯ ൌ ݄൫ܿሺݔכሻ൯ ൅ ఒאడ௛ሺ௫כሻۃܿሺݔሻǡ ܿሺݔ
כሻǡ ߣۄ 
para todo ܿሺݔሻ א ܸ൫ܿሺݔכሻ൯, se dice que ݄൫ܿሺݔሻ൯ es localmente lineal en ܿሺݔכሻ. 
 Se denotara por ݈כ a la dimensión de ߲߶ሺݔכሻ con (݈כ ൑ ݉ሻ. Se define a la 
matriz 
ܦ ؿ Թ௠ൈ௟כ  
Cuyas columnas son los elementos ݀௜כǡ ݅ ൌ ͳǡ ݈כതതതതത. 
LEMA 3.2.3 (Condiciones suficientes de regularidad).- Si ݔכ satisface las 
condiciones de primer orden, si ݄ሺܿሻ es localmente lineal en ܿכ y si 
ݎܽ݊݃݋ሺ׏݂ሺݔכሻܦכሻ ൌ ݈כ 
Entonces ࣡כ ൌ ܩכ. (Nava Manzo, 2015) 
DEMOSTRACIÓN (Fletcher, 2013) 
Por el lema (3.2.2), se tiene ࣡כ ك ܩכ. 
Por otro lado, sea ݀ א ܩכ 
߲݄ௗכ ൌ ൛ߣ א ߲݄כ ۃ׏݂ሺݔכሻ ൅ ܦכ൫ܿሺݔכሻ൯ߣǡ ݀ۄ ൌ ͲΤ ൟ 
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Como ߲݄ௗכ  depende de ݀, por las condiciones de primer orden, se tiene: 
ۃܦכ൫ܿሺݔכሻ൯ሺߣ െ ߣכሻǡ ݀ۄ ൌ Ͳǡ׊ߣ א ߲݄ௗכ  
Además 
ܩכǣ ൌ ൜݀ ఒאడ௛כ ۃܦ
כ൫ܿሺݔכሻ൯ሺߣ െ ߣכሻǡ ݀ۄ ൌ Ͳǡ ԡ݀ԡ ൌ ͳൗ ൠ 
Entonces: 
ۃܦכ൫ܿሺݔכሻ൯ሺߣ െ ߣכሻǡ ݀ۄ ൏ Ͳǡ ׊ߣ א ߲݄כ ך ߲݄ௗכ  
La dimensión de ߲݄ௗכ  es ݈ௗכ (݈ௗכ ൑ ݈כሻ. Sea los vectores básicos ݀௜כǡ ݅ ൌ ͳǡ ݈ௗכതതതതത de 
߲݄ௗכ െ ߣכ, entonces: 
ۃܦכ൫ܿሺݔכሻ൯݀௜כǡ ݀ۄ ൌ Ͳǡ ݅ ൌ ͳǡ ݈ௗכതതതതത 
o  
ۃܦכ൫ܿሺݔכሻ൯݀௜כǡ ݀ۄ ൏ Ͳǡ ݅ ൌ ݈ௗכ ǡ ݈כതതതതതതത 
Si ݈ௗכ ൌ ݊ entonces ݀ ൌ Ͳ lo que contradice ݏ א ܩכ. Si ݈ௗכ ൏ ݊ es posible construir 
una función diferenciable ܽݎܿݔሺߠሻǡ ߠ א ሾͲǡ ߠҧሻ para ݔሺͲሻ ൌ ݔכ y 
ݔᇱሺͲሻ ൌ ݀, entonces: 
ఒאడ௛כ ۃሺߣ െ ߣ
כሻǡ ܿ൫ݔሺߠሻ൯ െ ܿכۄ ൌ Ͳ 
Por hipótesis ሺሻ es localmente lineal en כ, por lo que existe una vecindad ܿכ 
tal que: 
 ቀ൫ݔሺߠሻ൯ቁ ൌ ݄ሺܿכሻ ൅ ۃܿ൫ݔሺߠሻ൯ െ ܿכǡ ߣכۄ 
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y tomando una sucesión ሼߠ௞ሽ௞convergente a cero, da una sucesión direccional 
que es factible para ݀ א ࣡כ. 
Estas no son las únicas condiciones suficientes para tener ࣡כ ൌ ܩכ, por 
ejemplo, el mismo resultado se tiene si ܿ es una función afin o si se puede probar 
que ܩכ ൌ ߶. (Fletcher, 2013) 
Ahora es posible establecer condiciones de segundo orden, para lo que 
supondremos que ݂ y ܿ son de clase ԧଶ. Como es usual, las condiciones de 
regularidad solo son utilizadas para establecer condiciones necesarias. 
(Fletcher, 2013) 
TEOREMA 3.2.2.- (Condiciones necesarias de segundo orden) Si ݔכ 
minimiza ߶ሺݔሻ  y  ࣡כ ൌ ܩכ se mantiene, entonces: 
ۃ݀ǡ ׏ଶࣦሺݔכǡ ߣכሻ݀ۄ ൒ Ͳ 
para todo ݀ א ܩכ, con el mismo ߣכ del teorema (2.8.1) 
DEMOSTRACIÓN (Fletcher, 2013)  
Sea ݀ א ࣡כ, con ݀ es una dirección factible normalizada con respecto a ܺ en ݔכ, 
existe una sucesión ሼݔ௡ሽ௡אԳ contenida en ܺ tal que: 
ݔ௡ ՜ ݔכ; con ݔכ que minimiza a Ԅ 
denotaremos: 
ߜ௡ ൌ ԡݔ௡ െ ݔכԡ y ݁௡ ൌ ݔ௡ െ ݔכ 
Sea ߣכ que satisface las condiciones del teorema 3.2.1. 
La expansión de Taylor de ࣦሺݔǡ ߣכሻ alrededor de ݔכ estará dada por: 
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ࣦሺݔ௡ǡ ݔכሻ ൌ ݂ሺݔכሻ ൅ ۃܿሺݔכሻǡ ߣכۄ ൅ ۃߘࣦሺݔכǡ ߣכሻǡ ݁௡ۄ ൅ ଵଶ ۃ݁௡ǡ ߘଶࣦሺݔכǡ ߣכሻ݁௡ۄ ൅
݋ሺԡ݁௡ԡଶሻ  
ࣦሺݔ௡ǡ ߣכሻ ൌ ݂ሺݔכሻ ൅ ۃܿሺݔכሻǡ ߣכۄ ൅ ଵଶ ߜ௡ଶۃ݀௡ߘଶࣦሺݔכǡ ߣכሻǡ ݀௡ۄ ൅ ݋ሺߜ௡
ଶሻ  
ࣦሺݔ௡ǡ ߣכሻ ൌ ݂ሺݔכሻ ൅ ۃܿሺݔכሻǡ ߣכۄ ൅ ଵଶ ۃ݀௡ǡ ݀௡ߘଶࣦሺݔכǡ ߣכሻۄ  
Por la definición de ߶, se tiene: 
߶ሺݔ௡ሻ ൌ ߶ሺݔכሻ ൅
ͳ
ʹߜ௡
ଶۃ݀௡ߘଶࣦሺݔכǡ ߣכሻǡ ݀௡ۄ (3.2.7) 
 
Dado que ݔכ es un mínimo local, ߶ሺݔ௡ሻ െ ߶ሺݔכሻ ൒ Ͳ (para ݊ suficientemente 
grande), con lo que (3.2.7) se escribe como: 
Ͳ ൑ ͳʹߜ௡
ଶۃ݀௡ǡ ݀௡ߘଶࣦሺݔכǡ ߣכሻۄ 
Y como ଵଶ ߜ௡ଶ ൐ Ͳ, se tiene: 
Ͳ ൑ ۃ݀௡ǡ ݀௡ߘଶࣦሺݔכǡ ߣכሻۄ.  
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 CONCLUSIONES 
 
1. Se encontraron valores óptimos para funciones convexas no diferenciables 
bajo las condiciones necesarias de primer y segundo orden, solo con la 
condición de continuidad.  
 
2. El subdiferencial es la generalización de la derivada en el caso de funciones 
convexas diferenciables. El subdiferencial es el conjunto de subgradientes ߦ. 
 
3. Se construyó la función ߶ǣԹ௡ ՜ Թ, definida por:
߶ሺݔሻ ൌ ݂ሺݔሻ ൅ ݄൫ܿሺݔሻ൯ 
donde: 
݂ǣԹ௡ ՜ Թ función de clase ܥଵ. 
ܿǣԹ௡ ՜ Թ௠ función de clase ܥଵ.  
݄ ל ܿǣ Թ௡ ՜ Թ función convexa de clase ܥ଴, no diferenciable. 
Para el estudio de funciones convexas no diferenciables. Se determinó el 
conjunto ሼ׏݂ሺݔכሻ ൅ ܦכܿሺݔכሻߦǣ ߦ א ߲݄ሺݔכሻሽ que es el equivalente al 
subdiferencial. 
4. Se determinó la condición necesaria de primer orden para la existencia de 
valores óptimos. Para determinar la condición de segundo orden se necesitó 
una condición de regularidad.  
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ANEXOS 
MATRIZ DE CONSISTENCIA 
 TÍTULO: OPTIMIZACIÓN DE FUNCIONES CONVEXAS NO DIFERENCIABLES 
PROBLEMA GENERAL 
¿Es posible encontrar 
valores óptimos para 
funciones convexas no 
diferenciables, solo con la 
condición de continuidad? 
PROBLEMAS ESPECÍFICOS 
1. ¿Es posible generalizar 
el concepto de derivada 
para funciones 
convexas 
diferenciables? 
2. ¿Es posible determinar 
un equivalente de la 
derivada para 
funciones convexas no 
diferenciables? 
3. ¿Es posible determinar 
un valor óptimo para 
funciones convexas no 
diferenciables? 
OBJETIVO GENERAL 
Determinar la existencia de valores 
óptimos para funciones convexas no 
diferenciables, solo con la condición 
de continuidad. 
OBJETIVOS ESPECÍFICOS 
1. Obtener la generalización de 
la derivada para funciones 
convexas diferenciables. 
2. Determinar un equivalente de 
la derivada para funciones 
convexas no diferenciables. 
3. Determinar las condiciones de 
existencia de valores óptimos 
para funciones convexas no 
diferenciables. 
HIPOTESIS GENERAL  
Existen valores óptimos para funciones 
convexas no diferenciables, solo con la 
condición de continuidad.   
 
HIPÓTESIS ESPECÍFICOS 
1. Existe una generalización de la 
derivada para funciones 
convexas diferenciables. 
2. Es posible determinar un 
equivalente derivada para 
funciones convexas no 
diferenciables. 
3. Existen condiciones de 
existencia de valores óptimos 
para funciones convexas no 
diferenciables. 
 
VARIABLE 
INDEPENDIENTE: 
 
Funciones 
continuas 
 
 
 
VARIABLES 
DEPENDIENTES: 
 
Valores óptimos de 
funciones 
convexas no 
diferenciables 
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