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Chaos properties of the one-dimensional long-range Ising spin-glass
Ce´cile Monthus and Thomas Garel
Institut de Physique The´orique, CNRS and CEA Saclay, 91191 Gif-sur-Yvette, France
For the long-range one-dimensional Ising spin-glass with random couplings decaying as J(r) ∝
r−σ, the scaling of the effective coupling defined as the difference between the free-energies corre-
sponding to Periodic and Antiperiodic boundary conditions JR(N) ≡ F (P )(N)−F (AP )(N) ∼ Nθ(σ)
defines the droplet exponent θ(σ). Here we study numerically the instability of the renormalization
flow of the effective coupling JR(N) with respect to magnetic, disorder and temperature perturba-
tions respectively, in order to extract the corresponding chaos exponents ζH(σ), ζJ(σ) and ζT (σ) as
a function of σ. Our results for ζT (σ) are interpreted in terms of the entropy exponent θS(σ) ≃ 1/3
which governs the scaling of the entropy difference S(P )(N) − S(AP )(N) ∼ NθS(σ). We also study
the instability of the ground state configuration with respect to perturbations, as measured by the
spin overlap between the unperturbed and the perturbed ground states, in order to extract the
corresponding chaos exponents ζoverlapH (σ) and ζ
overlap
J (σ).
I. INTRODUCTION
A. Chaos as instability of the renormalization flow
In the field of dynamical systems, the notion of chaos means ‘sensitivity to initial conditions’ and is quantified by the
Lyapunov exponent λ > 0 which governs the exponential growth of the distance between two dynamical trajectories
δ(t) ∝ eλtδ(0) that are separated by an infinitesimal distance δ(0) at time t = 0. In the field of spin-glasses, the notion
of ’chaos’ has been introduced as the sensitivity of the renormalization flow seen as a ’dynamical system’, with respect
to the initial conditions (the random couplings) or with respect to external parameters like the temperature T or the
magnetic field H . On hierarchical lattices where explicit renormalization rules exist for the renormalized couplings
JR, the chaos properties have been thus much studied [1–10]. For other lattices without explicit renormalization rules,
the droplet scaling theory [11–13] allows to define the chaos properties as follows :
(i) the effective renormalized coupling JR of a d-dimensional disordered sample of linear size L containing N = Ld
spins can be defined as the difference between the free-energies F (P )(N) and F (AP )(N) corresponding to Periodic
and Antiperiodic boundary conditions in the first direction respectively (the other (d − 1) directions keep periodic
boundary conditions)
JR(N = Ld) ≡ F (P )(N)− F (AP )(N) = Lθlinearu = Nθu (1)
where θlinear is the usual droplet exponent associated to the linear size L , and where u is an O(1) random variable of
zero mean (with a probability distribution symmetric in u→ −u). In the following, we will use the droplet exponent
θ = θlinear/d defined here with respect to the total number N of spins, in order to consider also fully connected
models where the notion of length does not exist.
(ii) for the same disordered sample, one may now consider a perturbation δ (either in the disorder, temperature or
magnetic field) and the corresponding renormalized coupling
JRδ (N) ≡ F (P )δ (N)− F (AP )δ (N) (2)
and construct the disorder-averaged correlation function
Cδ(N) ≡ J
R(N)JRδ (N)√
(JR(N))2
√
(JRδ (N))
2
(3)
The chaos exponent ζδ associated to the perturbation δ is then defined by the size dependence of the decorrelation
scale at small perturbation δ
Cδ(N) ≃
δ→0
1− a(δN ζδ )2 + o(δ2) (4)
where a is a numerical constant. This method has been used to measure numerically the chaos exponents for spin-
glasses on hypercubic lattices [2, 6, 14–16]. For each type of perturbation δ (magnetic, disorder, temperature), the
droplet scaling theory predicts values of the corresponding chaos exponent ζδ [2, 13], as will be recalled below in the
text.
2B. Chaos as instability of the spin configurations
Besides the scaling droplet theory of spin-glasses recalled above, the alternative Replica-Symmetry-Breaking scenario
[17] based on the mean-field fully connected Sherrington-Kirkpatrick model [18] considers that the main observable
of the spin-glass phase is the overlap between configurations. As a consequence, another notion of chaos as been
introduced [19–22] based on the overlap between the spins S
(0)
i of the unperturbed system and the spins S
(δ)
i of the
perturbed system
q(0,δ)(N) ≡
1
N
∣∣∣∣∣
N∑
i=1
S
(0)
i S
(δ)
i
∣∣∣∣∣ (5)
The dimensionless ’chaoticity parameter’ [21]
rδ(N) ≡
< q(0,δ)(N) >√
< q(0,0)(N) >
√
< q(δ,δ)(N) >
(6)
has been much studied in various spin-glass models [21–33] in order to extract the chaos exponent ζoverlapδ that governs
the size dependence of the decorrelation scale at small perturbation δ
rδ(N) ≃
δ→0
1− bδN ζoverlapδ + o(δ) (7)
where b is a numerical constant.
C. Organization of the paper
The aim of this work is to study the chaos properties of the one-dimensional long-range Ising spin-glass with respect
to various perturbations, using the two procedures described above. The paper is organized as follows. In section
II, we recall the properties of the one-dimensional long-range Ising spin-glass. The chaos exponents based on the
correlation of Eq. 3 are studied for magnetic, disorder and temperature perturbations in sections III, IV and V
respectively. The instability of the ground-state with respect to magnetic and disorder perturbations as measured
by the chaoticity parameter of Eq. 6 is analyzed in section VI. Our conclusions are summarized in section VII. In
Appendix A, we discuss the scaling of the lowest local field as a function of the system size, in order to interpret the
results found in section VI.
II. REMINDER ON THE ONE-DIMENSIONAL LONG-RANGE ISING SPIN-GLASS
The one-dimensional long-range Ising spin-glass introduced in [34] allows to interpolate continuously between the
one-dimensional nearest-neighbor model and the Sherrington-Kirkpatrick mean-field model [18]. Since it is much
simpler to study numerically than hypercubic lattices as a function of the dimension d, this model has attracted a lot
of interest recently [35–49] (here we will not consider the diluted version of the model [50]).
A. Definition of the model
The one-dimensional long-range Ising spin-glass [34] is defined by the Hamiltonian
H = −
∑
1≤i<j≤N
JijSiSj (8)
where the N spins Si = ±1 lie periodically on a ring, so that the distance rij between the spins Si and Sj reads [35]
rij =
N
π
sin
(
|j − i| π
N
)
(9)
3The couplings are chosen to decay with respect to this distance as a power-law of exponent σ
Jij = cN (σ)
ǫij
rσij
(10)
where ǫij are random Gaussian variables of zero mean ǫ = 0 and unit variance ǫ2 = 1. The constant cN (σ) is defined
by the condition [35]
1 =
∑
j 6=1
J21j = c
2
N (σ)
∑
j 6=1
1
r2σ1j
(11)
that ensures the extensivity of the energy. The exponent σ is thus the important parameter of the model.
B. Periodic versus Antiperiodic boundary conditions
For the long-range model of Eq. 8, ’Antiperiodic boundary conditions’ means the following prescription [35] : for
each disordered sample (Jij) considered as ’Periodic’, the ’Antiperiodic’ consists in changing the sign Jij → −Jij for
all pairs (i, j) where the shortest path on the circle goes through the bond (L, 1).
C. Non-extensive region 0 ≤ σ < 1/2
In the non-extensive region 0 ≤ σ < 1/2, Eq. 11 yields
cN (σ) ∝ Nσ− 12 (12)
so there is an explicit size-rescaling of the couplings as in the Sherrington-Kirkpatrick (SK) mean-field model [18]
which corresponds to the case σ = 0. Recent studies [46, 47] have proposed that both universal properties like critical
exponents, but also non-universal properties like the critical temperature do not depend on σ in the whole region
0 ≤ σ < 1/2, and thus coincide with the properties of the SK model σ = 0. For the SK model σ = 0, there seems
to be a consensus on the shift exponent governing the correction to extensivity of the averaged value ground state
energy [51–60]
θshift(σ) ≃ 1/3 (13)
The droplet exponent θ(σ) measured via Eq 1 in Ref [35] is indeed compatible with this constant value in the whole
non-extensive region
θ(0 ≤ σ < 1/2) ≃ 1/3 (14)
D. Extensive region σ > 1/2
In the extensive region σ > 1/2, Eq. 11 yields
cN (σ) = O(1) (15)
so that there is no size rescaling of the couplings. The limit σ = +∞ corresponds to the nearest-neighbor one-
dimensional model. The droplet exponent θ(σ) has been measured using Eq 1 via Monte-Carlo simulations on sizes
L ≤ 256 with the following results [35] (see [35] for other values of σ)
θ(σ = 0.62) ≃ 0.24
θ(σ = 0.75) ≃ 0.17
θ(σ = 0.87) ≃ 0.08
θ(σ = 1) ≃ 0
θ(σ = 1.25) ≃ −0.24 (16)
In our previous work [48], we have found that exact enumeration on much smaller sizes 6 ≤ L ≤ 24 actually yield
values close to Eq. 16.
There exists a spin-glass phase at low temperature for σ < 1 [34], characterized by a positive droplet exponent
θ(σ) > 0.
4III. MAGNETIC FIELD CHAOS EXPONENT ζH(σ)
In the presence of an external magnetic field H , the Hamiltonian of Eq. 8 becomes
HH = −
∑
1≤i<j≤N
JijSiSj −H
N∑
i=1
Si (17)
A. Scaling prediction of the droplet theory
Within the droplet scaling theory [12, 13], the chaos exponent associated to a magnetic field perturbation H can
be predicted via the following Imry-Ma argument : the field H couples to the random magnetization of order N1/2
of the extensive droplet of the unperturbed spin-glass state. The induced perturbation of order
∆H(N) ∝ HN1/2 (18)
has to be compared with the renormalized coupling JR(N) ∼ Nθu of Eq. 1. The appropriate scaling parameter is
thus HN ζH with the magnetic field chaos exponent
ζH =
1
2
− θ (19)
B. Numerical results for the long-range Ising spin-glass
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FIG. 1: Measure of the magnetic chaos exponent ζH for σ = 0.75 : (a) Results for the correlation CH(N) as a function of
the magnetic field H = 0.01, 0.02, 0.03, 0.04, 0.05 for various sizes 10 ≤ N ≤ 24. (b) Same data as a function of the rescaled
variable HNζH with ζH(σ = 0.75) ≃ 0.32.
We have measured the correlation CH(N) of Eq. 3 at zero temperature T = 0, so that the free-energies F in Eq. 2
corresponds to the ground state energy EGS
CH(N) ≡
[
E
GS(P )
H=0 (N)− EGS(AP )H=0 (N)
] [
E
GS(P )
H (N)− EGS(AP )H (N)
]
√[
E
GS(P )
H=0 (N)− EGS(AP )H=0 (N)
]2√[
E
GS(P )
H (N)− EGS(AP )H (N)
]2 (20)
The ground state energies E
GS(P )
H (N) and E
GS(AP )
H (N) corresponding to Periodic or Antiperiodic boundary condi-
tions for various values of the external magnetic field H have been measured via exact enumeration of the 2N spin
configurations for small even sizes 10 ≤ N ≤ 24. The statistics over samples have been obtained for instance with the
following numbers ns(N) of disordered samples
ns(L ≤ 10) = 109; ...;ns(L = 16) = 53.105; ...;ns(L = 24) = 12× 103 (21)
5We have used five small values of the magnetic field H = 0.01, 0.02, 0.03, 0.04, 0.05 in order to extract the chaos
exponent from the expansion (Eq 4)
CH(N) ≃
δ→0
1− amagnetic(HN ζH )2 + o(H2) (22)
where amagnetic is a numerical constant. As an example, we show on Fig. 1 our data for σ = 0.75.
In the non-extensive region 0 ≤ σ < 1/2, our numerical results are compatible with the value given by Eqs 14 and
19
ζH(0 ≤ σ < 1/2) = 1
2
− θ(0 ≤ σ < 1/2) ≃ 1
6
≃ 0.17 (23)
In the extensive region, our numerical measures as a function of σ
ζH(σ = 0.62) ≃ 0.26
ζH(σ = 0.75) ≃ 0.32
ζH(σ = 0.87) ≃ 0.39
ζH(σ = 1) ≃ 0.47
ζH(σ = 1.25) ≃ 0.64 (24)
are in reasonable agreement with the formula of Eq. 19 and the values of the droplet exponent θ(σ) recalled in Eq 16.
IV. DISORDER CHAOS EXPONENT ζJ(σ)
For each realization of the couplings of Eq. 10, we draw independent Gaussian random variables ǫ′ij of zero mean
and unit variance, and we consider the following perturbation of amplitude δ of the couplings of Eq. 10
J
(δ)
ij = cN (σ)
(
ǫij+δǫ
′
ij√
1+δ2
)
rσij
(25)
A. Scaling prediction of the droplet theory
Within the droplet scaling theory [12, 13], the chaos exponent associated to a disorder perturbation for short-range
spin-glasses can be predicted via the following Imry-Ma argument : the disorder perturbation of amplitude δ which
couples to the surface of dimension ds of the extensive droplet
∆SRJ (N) ∝ δL
ds
2 = δN
ds
2d (26)
has to be compared with the renormalized coupling JR(N) ∼ Nθu of Eq. 1. The appropriate scaling parameter is
thus δN ζJ with the disorder chaos exponent
ζSRJ =
ds
2d
− θ (27)
For the long-range one-dimensional model, the scaling of the induced perturbation has to be re-evaluated from the
following double sum involving one point i in the droplet D and one point j outside the droplet D
∆LRJ (N) ∝ δcN (σ)
√∑
i∈D
∑
j /∈D
1
|i− j|2σ (28)
In the non-extensive regime σ < 1/2, the sum is dominated by the large distances |i−j|, so that taking into account
Eq. 12, Eq. 28 behaves as
∆
(0≤σ<1/2)
J (N) ∝ δcN (σ)
√
N2−2σ = δN
1
2 (29)
yielding the chaos exponent
ζ
(0≤σ<1/2)
J =
1
2
− θ(σ) (30)
6In the extensive regime σ > 1/2, the sum of Eq. 28 is dominated by the short distances in |i − j|, so that one
recovers the scaling of Eq. 27
ζ
σ>1/2
J =
ds(σ)
2
− θ(σ) (31)
where the surface dimension ds(σ) is expected to vary between ds(σ = 1/2) = 1 to match the non-extensive regime
of Eq. 30, and ds(σ → +∞) = 0 to match the exact result of the one-dimensional nearest-neighbor model [2].
B. Numerical results for the long-range Ising spin-glass
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FIG. 2: Measure of the disorder chaos exponent ζJ for σ = 0.75 : (a) Results for the correlation Cδ(N) as a function of
the amplitude δ = 0.01, 0.02, 0.03, 0.04, 0.05 of the perturbation (Eq. 25) for various sizes 10 ≤ N ≤ 24. (b) Same data as a
function of the rescaled variable δNζJ with ζJ (σ = 0.75) ≃ 0.3.
We have measured the correlation Cδ(N) of Eq. 3 at zero temperature T = 0, so that the free-energies F in Eq. 2
corresponds to the ground state energy EGS
Cδ(N) ≡
[
E
GS(P )
δ=0 (N)− EGS(AP )δ=0 (N)
] [
E
GS(P )
δ (N)− EGS(AP )δ (N)
]
√[
E
GS(P )
δ=0 (N)− EGS(AP )δ=0 (N)
]2√[
E
GS(P )
δ (N)− EGS(AP )δ (N)
]2 (32)
The ground state energies corresponding to Periodic or Antiperiodic boundary conditions for various values of the
perturbation amplitude δ of Eq. 25 have been measured via exact enumeration of the 2N spin configurations for
small even sizes 10 ≤ N ≤ 24, with a statistics similar to Eq. 21. We have used five small values of the amplitude
δ = 0.01, 0.02, 0.03, 0.04, 0.05 in order to extract the chaos exponent from the expansion (Eq 4)
Cδ(N) ≃
δ→0
1− adisorder(δN ζJ )2 + o(δ2) (33)
where adisorder is a numerical constant. As an example, we show on Fig. 2 our data for σ = 0.75.
In the non-extensive region 0 ≤ σ < 1/2, our numerical results are compatible with the value given by Eqs 14 and
30
ζJ (0 ≤ σ < 1/2) = 1
2
− θ(0 ≤ σ < 1/2) ≃ 1
6
≃ 0.17 (34)
In the extensive region σ > 1/2, our numerical measures
ζJ(σ = 0.62) ≃ 0.26
ζJ(σ = 0.75) ≃ 0.3
ζJ(σ = 0.87) ≃ 0.33
ζJ(σ = 1) ≃ 0.36
ζJ(σ = 1.25) ≃ 0.44 (35)
7yield the following estimations for the surface dimension ds(σ) = 2(θ(σ) + ζJ (σ)) of extensive droplets (Eq 31)
ds(σ = 0.62) ≃ 1
ds(σ = 0.75) ≃ 0.94
ds(σ = 0.87) ≃ 0.82
ds(σ = 1) ≃ 0.72
ds(σ = 1.25) ≃ 0.4 (36)
C. Finite disorder perturbation
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FIG. 3: Disorder perturbation of finite amplitude δ for σ = 0.75 : (a) Results for the correlation Cδ(N) as a function of the
amplitude δ = 0.2, 0.4, 0.6, 0.8, 1. of the perturbation (Eq. 25 ) for various sizes 10 ≤ N ≤ 24. (b) Same data as a function of
the rescaled variable δNζJ with ζJ(σ = 0.75) ≃ 0.3.
We have also study numerically disorder perturbation (Eq. 25) with a finite amplitude δ. As shown on Fig. 3 for
σ = 0.75, we find that the chaos exponent extracted from the expansion of Eq. 33 for small amplitude δ, allows to
rescale also the results for finite δ.
V. TEMPERATURE CHAOS EXPONENT ζT (σ)
A. Scaling prediction of the droplet theory
Within the droplet scaling theory [12, 13], the chaos exponent associated to a temperature perturbation δT for
short-range spin-glasses can be predicted via the following Imry-Ma argument : the perturbation actually involves
the same scaling as Eq. 26, as a consequence of the scaling the entropy of extensive droplets as L
ds
2 (coming from
some Central Limit Theorem for independent local contributions along the interface)
∆SRT (N) ∝ (δT )L
ds
2 = (δT )N
ds
2d (37)
The comparison with the renormalized coupling JR(N) ∼ Nθu of Eq. 1 yields that the appropriate scaling parameter
is (δT )N ζT with the temperature chaos exponent
ζSRT =
ds
2d
− θ (38)
that coincides with the disorder chaos exponent of Eq. 27.
For the one-dimensional long-range model, the argument about independent local contributions along the interface
leading to Eq. 37 cannot be used anymore, and we have thus studied numerically the scaling of the entropy of droplets
via the difference of entropy between Periodic and Antiperiodic Boundary conditions
SDW (N) ≡ S(P )(N)− S(AP )(N) ∼ NθSv (39)
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FIG. 4: Comparison between the scaling of the Domain-Wall free-energy FDW (N) (Eq. 40) and the Domain-Wall entropy
SDW (N) (Eq. 39) at temperature T = 0.05 in log-log plots : (a) for σ = 0.25 in the non-extensive region, the two slopes
coincide θ(σ = 0.25) ≃ 1/3 ≃ θS(σ = 0.25). (b) for σ = 0.75 in the extensive region, the droplet exponent θ(σ = 0.75) ≃ 0.17
for the free-energy is smaller than the entropy exponent θS(σ = 0.75) ≃ 0.33.
(where v is an O(1) random variable of zero mean) that defines the entropy exponent θS . It should be compared with
the droplet exponent θ that governs the free-energy difference of Eq. 1
FDW (N) ≡ F (P )(N)− F (AP )(N) ∼ Nθu (40)
As examples, we shown on Fig. 4 our results for σ = 0.25 and σ = 0.75. Our conclusions are the following :
(i) we find that the entropy exponent θS(σ) takes the simple value
θS(σ) ≃ 1
3
(41)
for all σ. This is actually consistent with the same constant value found recently for the dynamical barrier exponent
ψ(σ) ≃ 13 [49] (see [61] for the conjecture on the relation between θS and ψ).
(ii) in the non-extensive region 0 ≤ σ < 1/2 (see Fig. 4 (a)), the entropy exponent of Eq. 41 coincides with the
droplet exponent
θS(σ < 1/2) ≃ 1
3
= θ(σ < 1/2) (42)
so that the corresponding temperature chaos exponent actually vanishes
ζT (σ < 1/2) = 0 (43)
(iii) in the extensive region σ > 1/2 where the droplet exponent is smaller θ(σ) < 1/3
θS(σ > 1/2) ≃ 1
3
> θ(σ < 1/2) (44)
this means that there exists an entropy-energy cancellation mechanism as in short-ranged models [12, 13], and that
the corresponding temperature chaos exponent is positive
ζT (σ > 1/2) =
1
3
− θ(σ > 1/2) > 0 (45)
B. Numerical results for the long-range Ising spin-glass
We have measured the following correlation (Eq. 3) to study temperature perturbations with respect to zero-
temperature
CT (N) ≡
[
F
(P )
T=0(N)− F (AP )T=0 (N)
] [
F
(P )
T (N)− F (AP )T (N)
]
√[
F
(P )
T=0(N)− F (AP )T=0 (N)
]2√[
F
(P )
T (N)− F (AP )T (N)
]2 (46)
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FIG. 5: Measure of the temperature chaos exponent ζT for σ = 0.75 : (a) Results for the correlation CT (N) as a function
of the temperature T = 0.01, 0.02, 0.03, 0.04, 0.05 for various sizes 10 ≤ N ≤ 24. (b) Same data as a function of the rescaled
variable TN
2
3
ζT (see Eq. 47) with ζT (σ = 0.75) ≃ 0.17.
via exact enumeration of the 2N spin configurations for small even sizes 10 ≤ N ≤ 24, with a statistics similar to
Eq. 21. We have used five small values of the temperature T = 0.01, 0.02, 0.03, 0.04, 0.05 in order to extract the
temperature chaos exponent from the expansion
CT (N) ≃
T→0
1− atemperatureT (TN ζT )2 + o(T 3) (47)
where atemperature is a numerical constant. Note the additional prefactor of T with respect to the standard quadratic
expansion of Eq. 4 that can be explained from the behavior of the entropy near zero-temperature [6]. As an example,
we show on Fig. 5 our data for σ = 0.75.
In the non-extensive regime 0 ≤ σ < 1/2, we find that the temperature chaos exponent vanishes
ζT (0 ≤ σ < 1/2) ≃ 0 (48)
in agreement with Eq. 43.
In the extensive region σ > 1/2, our numerical measures
ζT (σ = 0.62) ≃ 0.09
ζT (σ = 0.75) ≃ 0.17
ζT (σ = 0.87) ≃ 0.26
ζT (σ = 1) ≃ 0.36
ζT (σ = 1.25) ≃ 0.58 (49)
are in agreement with Eq. 45.
VI. INSTABILITY OF THE GROUND STATE WITH RESPECT TO PERTURBATIONS
In this section, we describe our numerical results concerning the chaoticity parameter of Eq. 6 at zero temperature
T = 0 to characterize the instability of the ground-state SGSi with respect to a perturbation δ via the overlap (Eq. 5)
q
(T=0)
(0,δ) (N) ≡
1
N
∣∣∣∣∣
N∑
i=1
S
GS(0)
i S
GS(δ)
i
∣∣∣∣∣ (50)
Since there is no thermal fluctuations at zero temperature, the denominator of Eq. 6 is unity, so that the chaoticity
parameter of Eq. 6 reduces to the disorder-average of Eq. 50
r
(T=0)
δ (N) ≡ q(T=0)(0,δ) (N) (51)
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A. Magnetic perturbation at zero temperature
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FIG. 6: Measure of the chaos exponent ζoverlapH for σ = 0.75 : (a) Results for the chaoticity parameter r
(T=0)
H (N) as a function
of the external magnetic field H = 0.01, 0.02, 0.03, 0.04, 0.05, 0.06 for various sizes 10 ≤ N ≤ 24. (b) Same data as a function
of the rescaled variable HNζ
overlap
H with ζoverlapH (σ = 0.75) ≃ 0.5.
We have measured the chaoticity parameter r
(T=0)
H (N) of Eq. 51. The ground state configurations of the spins have
been obtained via exact enumeration of the 2N spin configurations for small even sizes 10 ≤ N ≤ 24. The statistics over
samples is similar to Eq. 21. We have used six small values of the magnetic field H = 0.01, 0.02, 0.03, 0.04, 0.05, 0.06
in order to extract the chaos exponent from the expansion of Eq. 7
rH(N) ≃
H→0
1− bmagneticHN ζ
overlap
H + o(H) (52)
where bmagnetic is a numerical constant.
As an example, we show on Fig. 6 our data for σ = 0.75 leading to
ζoverlapH (σ = 0.75) ≃ 0.5 (53)
in agreement with [39] (see Fig. 4 of [39]). For σ = 0 corresponding to the mean-field SK model, we also find the
same value
ζoverlapH (σ = 0) ≃ 0.5 (54)
in agreement with [19, 23, 39] (although the other value ζoverlapH (σ = 0) ≃ 3/8 can be found in [20, 21, 23, 27]).
B. Disorder perturbation at zero temperature
For the disorder perturbation of Eq. 25, we have measured the chaoticity parameter r
(T=0)
δ (N) of Eq. 51. The
ground state configurations of the spins have been obtained via exact enumeration of the 2N spin configurations for
small even sizes 10 ≤ N ≤ 24. The statistics over samples is similar to Eq. 21. We have used six small values of the
perturbation amplitude δ = 0.01, 0.02, 0.03, 0.04, 0.05, 0.06 in order to extract the chaos exponent from the expansion
of Eq. 7
rδ(N) ≃
δ→0
1− bdisorderδN ζ
overlap
J + o(δ) (55)
where bdisorder is a numerical constant.
As an example, we show on Fig. 7 our data for σ = 0.75 leading to
ζoverlapJ (σ = 0.75) ≃ 0.5 (56)
For σ = 0 corresponding to the mean-field SK model, we also find the same value
ζoverlapJ (σ = 0) ≃ 0.5 (57)
in agreement with [22, 29, 31].
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FIG. 7: Measure of the chaos exponent ζoverlapJ for σ = 0.75 : (a) Results for the chaoticity parameter r
(T=0)
δ (N) as a function
of the amplitude δ = 0.01, 0.02, 0.03, 0.04, 0.05, 0.06 of the disorder perturbation (Eq. 25) for various sizes 10 ≤ N ≤ 24. (b)
Same data as a function of the rescaled variable δNζ
overlap
δ with ζoverlapJ (σ = 0.75) ≃ 0.5.
C. Explanation in terms of the avalanche triggered by the lowest local field
For the mean-field SK model corresponding to σ = 0, the results of Eqs 54 and 57 simply reflects the scaling of
the lowest local field hmin(N) ∝ N−1/2 (see Eq. A6 and explanations in Appendix A), since the flipping of the spin
corresponding to this lowest local field is known to be able to trigger an extensive avalanche [29, 62–64].
Our numerical results of Eq. 53 and 56 for σ = 0.75 also coincide with the scaling of the lowest local field
hmin(N) ∝ N−1/2 (see Eq. A7 and Figure 8 in Appendix A). Our conclusion is thus that for σ = 0.75 also, the
flipping of the spin corresponding to the lowest local field is able to trigger an extensive avalanche.
Note that this is very different from the nearest-neighbor model defined on hypercubic lattices : the flipping of the
lowest local field hmin(N) ∝ N−1 = L−d (See Eq. A4 and explanations in Appendix A) is not able to trigger an
extensive avalanche. And the overlap chaos exponents which have been measured in finite d with respect to the linear
size L are of order ζoverlapJ (d = 2) ≃ 1 [24, 29] and ζoverlapJ (d = 3) ≃ 1.1 [29, 30, 33] and are thus much smaller than
the value d which would correspond to the scaling of the lowest local field hmin = L
−d.
VII. CONCLUSION
For the long-range one-dimensional Ising spin-glass with random couplings decaying as J(r) ∝ r−σ, we have studied
numerically the chaos properties as a function of σ for various types of perturbation near the zero-temperature fixed
point.
We have first studied the instability of the renormalization flow of the effective coupling defined as the difference
between the free-energies corresponding to Periodic and Antiperiodic boundary conditions JR(N) ≡ F (P )(N) −
F (AP )(N) :
(a) for magnetic perturbations, we have found that the magnetic chaos exponents satisfies the standard droplet
formula (Eq. 19) involving the droplet exponent θ(σ)
ζH(σ) =
1
2
− θ(σ) (58)
(b) for disorder perturbation, we have measured the disorder chaos exponent ζJ (σ), which yields the surface
dimension ds(σ) of droplets via the standard droplet formula
ζJ (σ) =
ds(σ)
2
− θ(σ) (59)
(c) for temperature perturbation, we have obtained that the temperature chaos exponent ζT (σ) satisfies the formula
ζT (σ) =
1
3
− θ(σ) (60)
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where 1/3 = θS(σ) = ψ(σ) is the entropic exponent θS(σ), and also the barrier exponent ψ(σ) of the dynamics.
Then we have also studied the instability of the ground state configuration with respect to perturbations, as
measured by the spin overlap between the unperturbed and the perturbed ground states. Both for magnetic and
disorder perturbations, we have obtained for all σ the exponent
ζoverlapH (σ) =
1
2
= ζoverlapJ (σ) (61)
which simply reflects the scaling of the lowest local field (Eq. A7) that can trigger an extensive avalanche.
For all these cases, we have discussed the similarities and differences with short range models in finite dimension d.
Appendix A: Scaling of the lowest local field hmin(N) at zero temperature
From the probability distribution PN (h) of the local field
hi ≡ |
∑
j
JijS
(0)
j | (A1)
seen by spins in the ground-state of a spin-glass model of N sites, the typical lowest local field hmin(N) in a sample
can be estimated from
1
N
=
∫ hmin(N)
0
dhPN (h) (A2)
1. Finite dimension with nearest-neighbor interaction
For nearest-neighbor spin-glass models defined on hypercubic lattices in dimension d > 1, the probability distribu-
tion PN (h) has a finite weight at h = 0 in the thermodynamic limit [65]
P (d)∞ (h = 0) > 0 (A3)
so that the lowest local field scales as (Eq. A2)
h
(d)
min(N) ≃
1
NPN=∞(h = 0)
(A4)
2. Mean-field SK model
For the mean-field SK model, the probability distribution PN=∞(h) vanishes linearly [66, 67]
P
(SK)
N=∞(h) ∝
h→0
h (A5)
so that Eq. A2 implies the scaling
h
(SK)
min (N)∝
1
N
1
2
(A6)
3. Long-range one-dimensional spin-glass model
For the long-range one-dimensional spin-glass model, the probability distribution PN (h) has been studied numer-
ically in [65]. Since the behavior of the histogram PN (h) near h = 0 is difficult to extrapolate [65], we have chosen
instead to study directly the lowest local field hmin via exact enumeration of the ground states on the sizes 6 ≤ N ≤ 26.
As shown on Fig. 8 for the case σ = 0.75, we find the scaling analogous to Eq. A6 for all values of σ ≥ 0
h
(σ)
min(N)∝
1
N
1
2
(A7)
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FIG. 8: Scaling of the lowest local field hmin(N) in the ground state for σ = 0.75 as a function of the system size N : the
log-log plot corresponds to the slope −0.5, i.e. to the scaling of Eq. A7.
Note that for the histogram, this corresponds to the finite-size behavior
P
(σ)
N (h = 0) ∝
1
N
1
2
(A8)
via Eq. A2.
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