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We consider a class of parabolic partial differential equations with nonlocal
diffusion coefficient. The study is motivated by a model of turbulent viscosity for a
developed flow in a duct between parallel walls. Under rather more general
conditions, we use a rescaling in t to prove existence and well-posedness for weak
solutions. Sharp comparison estimates enable us to bound from below the spatial
derivative at the wall. The steady state problem is also nonstandard and we show
local stability by a spectral continuation argument. Finally numerical results for the
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1. INTRODUCTION
We will discuss a class of nonlinear parabolic partial differential equa-
tions with nonlocal diffusion coefficient. A particular example arises in
considering a ``turbulent viscosity'' model of flow in a plane duct. As a
matter of mathematical interest, we have embedded this model in a
somewhat more general form
w x¡u s Du q f on Q [ 0, T = 0, 1 .  .t x x~ 1.1 .u s 0 at x s 0, 1¢
u s u at t s 0Ê
in which the diffusion coefficient D is given nonlocally by
h ? [ w z ? .  . .
D s G x ; h t \ g x q g x h t , where .  .  .  . . 0 1  <z ? [ u . . xs0x
1.2 .
For the motivating turbulence model, averaging out the local turbulent
fluctuations from the basic Navier]Stokes equation leads to a one-dimen-
w xsional equation for the mean velocity field u. Following 6, 9, 3 , one
obtains, as indicated in Section 2, a nonlinear parabolic partial differential
 .  .equation as in 1.1 , 1.2 with the particular form
w xD s D u s n q u t , 0 g x . 1.3’  .  .  .0 x
In this model f is a modified pressure gradient, n ) 0 is the kinematic0
viscosity of the fluid, and the positive function g empirically adjusts the
turbulence level.
 .  .In Sections 3 and 4 we obtain well-posedness results for 1.1 ] 1.2
under suitable hypotheses on g , g , w. Our set of ``minimal hypotheses,''0 1
 .  .sufficient for existence of a solution to 1.1 ] 1.2 , will be
X5 5i 0 - n F g ? F n , g F M s M for j s 0, 1; .  .j j g
ii w : R ª R is continuous; . q
iii u g H 1 0, 1 [ ¨ g H 1 0, 1 : ¨ 0 s ¨ 1 s 0 ; 4 .  .  .  .  .Ê 0
1.4 .
5 5iv f F M s M . . Q f
We assume these throughout and strengthen them as needed. Note that,
’ .  .while this is irrelevant for the specific function: w r s r of 1.3 , we
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expend some effort to obtain the various results without imposing any
 .growth condition on w ? . On the other hand, since the square root
 .function of 1.3 is ``nice'' only for positive arguments, a significant part of
 .Section 5 is a novel comparison theorem needed to bound z s u ?, 0x
away from 0. Finally, in Sections 6, 7 we treat local stability of the steady
 .  .state for 1.1 ] 1.3 and then compare the steady state results to experi-
mental data.
 .  . w xWe do note that 1.1 ] 1.2 is a special form of what Cannon and Yin 4
have called ``nonstandard'' parabolic equations. A principal motivation of
 .  .our treatment is to obtain a theory permitting consideration of 1.1 ] 1.3
with weaker assumptions on the forcing term f G 0 and on the initial data
w xthan are given in 3 or than can be utilized with the Holder space methodsÈ
w x w xof 4 . Our arguments are quite different from those of 4 since we will be
working in a Sobolev space setting.
<   ..Notation. We will consistently denote u by z, u by z , w z t byxs0x x
 . w x w xh t , and 0, T = 0, 1 by Q. Later we will rescale time, with a new
U Ã w x w x w x w xvariable s l t with S l T and with 0, S = 0, 1 \ Q > 0, S = 0, 1
U .l Q if we select S G S ; for functions written in terms of s we will use
 .  .  .the corresponding letters with a caret so, e.g., z s, x s z t, x s u s, xÃ Ãx
Ã Ã .   ..  .and h s s w z s s h t .
We will use K as a generic positive ``absolute constant'' not necessarily
’.the same in each appearance, even within the same formula as, e.g., 5 or
1 . w x``the norm of the embedding: H 0, 1 ¨ C 0, 1 '' or . . . ; we will use C
generally as a positive constant which may be dependent on the parame-
 .  .ters T , n , n , . . . of 1.4 and of later sets of hypotheses, as imposed and
on previous instances of C}but which will never explicitly be dependent
on S or on the particular data, etc., until this may be reduced to
``allowable dependencies'' as above and will not depend on the particular
 .  .function w ? except for a bound or, later, a Lipschitz constant for the
w xrestriction of w to yr, r with r depending on a prior instance of C.
5 5 p .We use ? to denote the L 0, 1 -norm, omitting the subscript forp
5 5 2 .  :p s 2, and ? for the L Q -norm, etc. We use ? , ? both for theQ
2 . 1 .L 0, 1 inner product and for the scalar product between H 0, 1 and its
1 . 5 5 w 5 5 2 5 5 2 x1r2dual. The norm for H 0, 1 will be denoted by w [ w q w1. x
 5 5 5 5 2 < .but we note that u F K z as u s 0 ; in particular, we have1. xs0, 1
5 5 5 5 < : < 5 5 5 5 5 5z F K z and z, f F K z f and, similarly, we have w` 1. 1. y1.x x
5 5 2w x t ..F K w , etc. We write, e.g., L 0, T ª H 0, 1 for the space of0
1 .. w x T 5 5 2H 0, 1 -valued functions on 0, T for which H u dt - `, suppressing1.0 0
2 2 ..the domain where this may be understood}whence L ª L 0, 1 is
2 2 Ã U .  . w x w xL Q or L Q according as we are considering t g 0, T or s g 0, S .
A NONLOCAL PARABOLIC EQUATION 237
2. THE PHYSICAL PROBLEM
We begin with the Navier]Stokes equations for the fluid velocity V
 .under the assumption of incompressibility so the density r is constant
and with constant viscosity n ) 0; componentwise, we have0
­ V V 1 ­ p .i jÇV q s y q n DV . 2.1 .i 0 i­ x r ­ xj ij
Let us now assume a scale separation V s V q F, where V is the locally
 .averaged flow ensemble average and F, essentially the turbulence, is
regarded quasi-statistically as an additive local fluctuation with small
 .spatial scale; we similarly assume an averaged pressure p. Averaging 2.1
gives the equation for the smoothed velocity V:
­ 1 ­ pÇV q V V q F F s y q n DV , 2.2 .  /i i j i j 0 i­ x r ­ xj ij
noting that V s V and V F s V F s 0, etc.i i j i ji
In order to make this fully determined, closure assumptions must be
imposed for the Reynolds stress tensor t s y F F }predicting, as ai j
constitutive relation, the dependence of this on the averaged flow field.
Numerous ``effective-viscosity'' hypotheses have been introduced in the
w xliterature stemming from Boussinesq's 1877 paper 2 and we adopt here
the modeling hypothesis that there is a ``turbulent viscosity'' n such thatT
t can be well-approximated in terms of local stress for the mean flow,
given by velocity gradients, so
1 ­ V ­ Vi j2yF F s q d q n q 2.3 .i j i j T  /3 ­ x ­ xj i
2 2  .with q [  F . Using this ansatz in 2.2 then givesj j
ÇV y = ? n q n =V .0 T i
2.4 .­ ­ ­
s y V V y V q f  /i j j i /­ x ­ x ­ xj j ij j
with
­ 1 1
2f [ y p q q .i ­ x r 3i
Our application is to a description of the motion of a turbulent fluid
between two parallel planes. We take these planes a distance 1 apart, with
 .a suitable choice of units, and choose coordinates x , x , x with x s x1 2 3 1
w xg 0, 1 transverse to the duct. We now assume that the averaged flow V,
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neglecting the turbulent fluctuations, will be parallel to the walls of the
ª .duct so V ' 0 and remains parallel to a fixed flow vector c}so V ' 01 3
and everything is independent of x if we take the coordinate y s x in3 2
ª  .the direction of c. The system 2.4 then reduces to a scalar equation for
the component V .2
Our final modelling assumption, here, is that this is an ``established
 .flow,'' which is invariant along the flow direction: ­ pr­ y and V s u t, x2
are independent of the variable y. With these assumptions, the system
 .2.4 becomes
u y n q n u s f 2.5 .  .Ç 0 T x x
2w x  .with f s f s yprr q q r3 , taken to be a ``known'' function f s f t, x .2 y
 .As is standard, we adjoin to 2.5 the boundary condition that the fluid be
stationary in contact with the duct walls, so
u s 0 x s 0, 1 2.6 .
 .  .as in 1.1 . Note that n appears in 2.5 as an addition to the intrinsicT
viscosity n , explaining our use of the phrase `turbulent viscosity' for this0
 .model. The hypothesis 2.3 and that we are considering an established
 .flow with f G 0 in 2.5 will not be valid assumptions in all settings but
appear to give good results for our current concerns; cf. Section 7.
It would be of interest to show mathematically what one seems to
observe in computational practice: that, for a more general flow, the
transverse components and the y-dependence damp out even more rapidly
than the approach to steady state treated in Section 6. Also, one might try
2w xto formulate the specification f s f s yprr q q r3 , at least approxi-2 y
mately as an additional ``closure'' of the system, in terms of some suitable
.nonlinearity. We do not at all consider this extension here.
We have yet to model any constitutive relation for this effective viscosity
n due to turbulence. We now assume that the observed turbulence isT
``generated'' at the walls due to the shear stress imposed by the boundary
 .condition 2.6 and this effect then spreads across the duct. Since this
w xshear stress is just u at the wall , this gives a model of the formx
n t , x s w u t , 0 g x 2.7 .  .  .  . .T x
 .  .in which w ? is a ``generation rate'' for turbulence and g ? is a function
``adjusting'' the transported effect of the turbulence. The evaluation of
 .u ?, 0 at the same time t is based on an assumption that turbulencex
propagates into the mean flow far more rapidly than the time variation of
  .the established flow we are considering here. The form 2.7 implicitly
assumes symmetry for the solution to permit evaluation only at x s 0,
w   ..  .   ..  .xrather than, say, using w u t, 0 g x q w u t, 1 g 1 y x . This as-x x
.sumption of symmetry will be justified by the corollary to Theorem 1.
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 .The influence function g x is designed, in particular, in order to
describe the turbulent motion immediately adjacent to the walls, where the
molecular viscosity influences directly the process of transport of turbu-
 w x.lence; there have been several articles e.g., 12, 10, 5 dealing with closure
  .models of this kind. There is no difficulty here with the hypothesis 1.4 i
  .or, later, with 5.6 i .
<Finally, we observe that U s n u is dimensionally a velocity and’ wallf 0 x
is, indeed, a characteristic velocity scale for the flow directly adjacent to
the wall in a sublayer within the usual boundary layer in which the
.turbulence generation is concentrated . This generation is the form of
energy dissipation associated with wall friction. The dissipation per unit
.length in y is given by the frictional force}here proportional to U forf
’w x  .  .sliding friction. Thus we get generation ; U , whence w r s r in 2.7 ,f
completing our model.
3. MATHEMATICAL REFORMULATION AND AN ESTIMATE
 .  .We now return to consideration of the general problem 1.1 , 1.2 ,
 .subject only to 1.4 . Our approach to ``existence'' will be to take the
<function z s u as the ``primary unknown,'' defining a mapxs0x
F : z ¬ z : Z s L2 0, T ª Z 3.1 .  .0 0
whose fixpoint would give a solution, and then to obtain estimates giving
applicability of the Schauder theorem. The difficulty with this approach
does not lie in obtaining the estimates but in showing continuity of F in0
 .the absence of any growth conditions imposed on w ? . We must be
somewhat more roundabout and, to use the dominated con¨ergence theo-
 .rem, will want a uniform bound for D, independent of the specific h ? .
Our ``trick'' will be to rescale time in an h-dependent way, introducing
 .  .  .t l s s s t s s t; h with dsrdt s 1 q h. Thus, s ? and its inverse func-
Ã y1tion t s s are to be given by
s dst Ãs t [ 1 q h t dt , t s [ ; 3.2 .  .  .  .H H Ã1 q h s0 0  .
this construction must, of course, be justified eventually by showing that h
w  .x  .is, indeed, integrable. We then get ­r­ s s 1r 1 q h ­r­ t so 1.1 be-
comes
UÃ Ã Ãu s Du q f on Q [ 0, S = 0, 1 .  .Ã Ãs x x
u s 0 at x s 0, 1Ã 3.3 .
u s u at s s 0Ã Ê
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U Ã Ã .  .with S s S [ s T ; h , D s D dtrds , etc.}i.e., we have
Ãg x q h s g x .  .  .0 1Ã Ã ÃD s, x s G x , h s [ .  . . Ã1 q h s .
3.4 .
Ãf f t s , x . .Ãf s, x s [ . Ã1 q h 1 q h s .
Ã   .Note that, with no estimates at all for h, 1.4 i then gives the uniform
Ãbounds for D which we will need
Ã Ã5 50 - n F D F n , D F M . 3.5 .Ã x g
We also note that
SU 2 2 2Ã Ã5 5 5 51 q h f ds s f F M , 3.6 . .H Q f
0
Ã Ã U . w xwhere, if necessary, we take f s, x [ 0 for s ) S in defining f on 0, S .
We conclude this section by obtaining an a priori estimate for the
integrability of h in terms of a function w such thatÄ0
< <r F r « w r F w r . 3.7 .  .  .Ä0
t2 .  .  . s2Note that H 1 q h dt s s t y s t [ s y s s H 1 ds.t 2 1 2 1 s1 1
Ã Ã U .   .. w x  .  .ÃLEMMA 1. Suppose h ? [ w z ? on 0, S and s ? , t ? are defined as
 .in 3.2 . Then
4Ã U45 5w xs y s F 1 q w r t y t q 1rr z 3.8 .  .  .Ä  .L 0 .S .2 1 0 2 1
for any r ) 0.
Proof. We integrate 1 from s to s , noting that1 2
Ã 4< <1 q w r z .Ä0
1 F q ,4Ã r1 q h
Ã Ã Ã .  .  . < <since, by 3.7 , we have 1 q h s 1 q w z F 1 q w r when z F r,Ä0
4Ã < < .while otherwise 1 F z rr .
 .Taking, e.g., r s 1 in 3.8 for s s 0 s t and t s T , we see that a1 1 2
Ã U45 5    ..bound of the form z F C as in 4.1 iii will ensure that use ofL 0, S .
U 4S [ 1 q w 1 T q C 3.9 .  .Ä0
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 U .Ãmakes t S G T. Such a bound also ensures that the set of functions
  .4  4s ?; h associated with a set of nonlinearities w will be equicontinuous if
 .the same function w may be used in 3.7 for each such w : we get aÄ0
w x1r4modulus of continuity by, e.g., selecting r s Cr2« to get
«
< < < <t y t F d « [ « s y s F « . 3.10 .  .2 1 2 12 1 q w r .Ä0
4. EXISTENCE AND WELL-POSEDNESS
Our objective in this section is to demonstrate existence of weak
 .  .solutions of 1.1 under the fairly weak set of hypotheses 1.4 and then to
obtain well-posedness under a slight strengthening of this, primarily to
 .require w to be uniformly Lipschitzian. We remark that the proof of
existence could have been simpler had we imposed a growth condition
 .  < <.   .w r s O r in 1.4 ii }which would, of course, have followed had we
imposed the Lipschitz condition at the beginning.
U Ã .LEMMA 2. Assume 1.4 , choose S ) 0, and let z be any measurable0
U Ã Ã Ã Uw x   ..  . w xÃ Ãfunction on 0, S . Set h [ w z ? and define t s t ?; z on 0, S by0 0
Ã Ã Ã Ã Ã .  .  .Ã3.2 and then define D, f on Q by 3.4 , using this h, t and taking f s, x [ 0
 .  .Ãif t s ) T. Then there exists a unique weak solution u of the linear partialÃ
Ã . <differential equation 3.3 and one has estimates for u, z [ u , and z [ zÃ Ã Ã Ã xs0x
of the forms:
5 5 5 5i u s , z F C .  . ÃÃ Ã Q
5 5 5 5ii z s , z F C .  . ÃÃ Ã Qx 4.1 .
Ã U45 5iii z F C. . L 0 , S .
2w U x w x.Finally, there is a compact, con¨ex set Z ; L 0, S ª C 0, 1 , such that1
Ãw  .xz g Z and, similarly, one has u g Z s compact, con¨ex in C Q andÃ Ã1 0
Ã 2 Uw  .xz g Z# s compact in L 0, S }with Z , Z , Z# depending only on T0 1
 .and the parameters of 1.4 .
 .Proof. The weak form of 3.3 is
Ã Ã 2 U 1 :  :  : w xw , u q Dw , z s w , f for w g L 0, S ª H 0, 1 . .Ã Ã  .s x 0
4.2 .
w xTaking w s 2u on 0, s , one gets, as usual,Ã
s s
2 2 2 Ã5 5 5 5 5 5 5 5 5 5u s q 2n z s ds F u q 2 u f ds . .  .Ã Ã Ê ÃH H
0 0
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’ ’Ã Ã Ã Ã Ã Ãw x w x  .Note that uf s ur 1 q h ? 1 q h f since f s x f with x s x s ; TÃ Ã
  . 4  .Ãdefined as 1 if t s F T ; 0 else . Using 3.6 , we get
s sds x ds2 2 T5 5 5 5u s F C q u s x F C exp F Ce .  .Ã ÃH HÃ Ã1 q h s 1 q h0 0 .
s Ã .  .by the Gronwall inequality}noting that 3.2 , etc., give H x dsr 1 q h s0
  . 4   .Ãmin t s , T . This gives 4.1 i ; we emphasize that the estimate does not
depend on the choice of SU.
  .  .Turning next to 4.1 ii , we observe that formally we may differentiate
 .3.3 with respect to x to get an equation for z:
¡ Ã Ã Ãz s Dz q f on Q .Ã Ãs x x~ 4.3 .Ã ÃDz q f s 0 at x s 0, 1 .Ã x¢z s u at t s 0.Ã Êx
The boundary condition comes by noting that the original condition
Ã< w .u ' 0 can be formally differentiated to obtain 0 ' u s Dz qÃ Ã Ãxs0, 1 s x
Ãx <  .f . The weak form of 4.3 is thenxs0, 1
Ã Ã :  :  :  :w , z q Dw , z s y D w , z y w , f 4.4 .Ã Ã Ãs x x x x x
w xand integrating this on 0, s with w s 2 z givesÃ
s s
2 2 2 Ã5 5 5 5 5 5 5 5 5 5 5 5z s q 2n z F u q 2 z KM z q f .Ã Ã Ê Ã ÃH H 1.x x g
0 0
s s
2 25 5 5 5F C q n z q C z ,Ã ÃH Hx
0 0
Ã Ã5 5 5 5 5 5 5 5where we have estimated D z by D z F KM z , etc. Sub-Ã Ã Ã` 1.x x g
5 5 2   . 5 5 2tracting the term nH z and using 4.1 i to bound H z , one obtains aÃ Ãx
w U x w 5  .5 2 s 5 5 2 x   .bound on 0, S for z s q nH z and thence obtains 4.1 ii .Ã Ã0 x
Ã2 2 x .  .Since z s z s, x y 2H zz dx for arbitrary x g 0, 1 , one can inte-Ã ÃÃ0 x
Ã2 . 5 5w 5 5 5 5x   .grate over x g 0, 1 to get z F z z q 2 z . Using 4.1 ii to boundÃ Ã Ãx
Ã 4 2 25  .5 < < w 5 5 5 5 xthe first factor z s, ? F C then gives z F C z q z and inte-Ã Ã Ãx
w U x   ..   .  ..grating this on 0, S gives 4.1 iii by 4.1 i , ii . Again we emphasize
that the estimate does not depend on the choice of SU.
Ã 2 Ã  .  .  .Finally, we observe that 4.1 i bounds Dz in L Q so, also notingÃ
Ã Ã 2 y1 . w . x   ..3.6 , u s Dz q f will be bounded in L ª H 0, 1 , whence z sÃ Ã Ãs x s
w x 2 y2  ..   . 2u will be bounded in L ª H 0, 1 . As 4.1 ii bounds z in LÃ Ãs x
 1 .. 1 .. w xª H 0, 1 and H 0, 1 embeds compactly into C 0, 1 , the Aubin
A NONLOCAL PARABOLIC EQUATION 243
w x wcompactness theorem 1 gives existence of Z s compact, convex in1
2 w x.x 2 w x.L ª C 0, 1 , as desired; then, continuity of the trace: L ª C 0, 1 ª
2 U . w 2 U .xL 0, S gives existence of Z# s compact, convex in L 0, S . The
w  w x.xexistence of the desired Z s compact in C ª C 0, 1 for u follows byÃ0
w x ` 1 ..13 from the bound on u above with the bound for u in L ª H 0, 1Ã Ãs
  .implied by 4.1 ii .
  .  .At this point we fix the constant C of 4.1 iii to use in 3.9 and so fix
U Ã  .  .the choice of S without a priori knowledge of z ? }or of w ? , other0
  .  .   .than 1.4 ii and 3.7 for r s 1. Note that 4.1 i implies uniqueness of
 .solutions of 3.3 so the construction of Lemma 2, restricted to Z#,
determines a well-defined map:
Ã ÃF : z ¬ z ¬ z : Z# ª Z#. 4.5 .Ã0
 .LEMMA 3. Assume 1.4 . Then F, defined as abo¨e through Lemma 2, is
continuous.
Ã Ã 2 U .Proof. Let z ª z in Z# ; L 0, S . Let u be the correspondingÃn 0 n
 .  .solutions of 3.3 and z s u , etc. It is sufficient to work with suitableÃ Ãn n n x aeÃ Ãsubsequences so, without loss of generality, we may assume that z ª zn 0
aeÃ .from which it follows that h [ w z ª h ; by compactness, we may alson n 0
 .assume that u ª u and that z ª z s u . For use in 4.2 we fix a testÃ Ã Ã Ã Ãn n x
function w such that w, w are bounded. Note that, using the dominatedx
 .  .  .Ã Ãconvergence theorem in 3.2 , we have t s ª t s for each s whence, asn 0
Ã .Ã Ãthe functions t s t ?; z are uniformly Lipschitzian, we then have uni-n n
w U xÃ Ãform convergence t ª t on 0, S .n 0
 . 4 2 y1 ..We have observed that u is bounded in L ª H 0, 1 ; hence itÃn s
has a weakly convergent subsequence there and, by the closedness of the
 .   . :  :differentiation operator, u ª u so w, u ª w, u .Ã Ã Ã Ãn s s n s s
ae aeÃ Ã Ã Ã Ã 4We have D ª D so D w ª D w . Since D w is uniformly boundedn 0 n x 0 x n x
Ã Ã5on Q, we may apply the dominated convergence theorem to D w yn x
Ã 2 Ã Ã 2 Ã Ã5 < <D w s H D w y D w dx dt and conclude that D w ª D wÃ0 x Q n x 0 x n x 0 x
2 Ã Ã .  :  :strongly in L Q . Since z ª z, we then get D w , z ª D w , z .Ã Ã Ã Ãn n x n 0 x
Ã .   . . w  .xÃOne easily verifies that setting g s, x [ g t s , x r 1 q h s givesÃn n nae   .  .g ª g for an elementary step function g i.e., g t, x [ a x for t -Ã Ãn 0 j jy1
.  4t - t with each a bounded whence, since g is uniformly bounded onÃj j n
Ã 2 Ã .Q, we may argue, much as above, that g ª g strongly in L Q . TheseÃ Ãn 0
elementary step functions are dense so we can approximate f by such a
« « Ã5 5  . 5 5g s g such that f y g F « and use 3.6 to show that g y f F «ÃQ n n
Ã Ã Ã :uniformly in n s 1, 2, . . . , 0. It then follows that f ª f so w, f ªn 0 n
Ã :w, f .0
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 .  .Going to the limit for each term of 4.2 , we see that u satisfies 4.2Ãn 0
for each such w; these are dense so u s u , z s z , and, as desired,Ã Ã Ã Ã0 0
Ã Ãlim F z s lim z ?, 0 s z ?, 0 \ F z . .  .Ã Ã .  .n n 0 0
nª` nª`
 .THEOREM 1. The hypotheses 1.4 suffice to ensure existence of at least
 .one weak solution u of the problem 1.1 with
2 4<u g C Q , u g L Q , u g L 0, T . 4.6 .  .  .  .xs0x x x
If the hypotheses are strengthened to ha¨e g bounded and w uniformly1
Lipschitzian on R, then the solution is unique and depends uniformly Lipschitz
 4  .continuously on the data u, f in the indicated spaces of 4.6 .Ê
 .Proof. By the lemmas, 1.4 ensures that F satisfies the hypotheses of
Ã  .  .the Schauder theorem. Thus, we obtain a fixpoint z giving u by 3.3 , 3.4Ã
Ã w x <for which one has z s u . For this fixpoint we necessarily would haveÃ xs0x
 .  . w  .xy1 UÃ4.1 so s ? [ t ?; z is well behaved and, by the choice of S fromÃ
 . w x3.9 , would be defined for all t g 0, T . Reversing our time rescaling, one
 .   . .easily sees that setting u t, x [ u s t , x on Q then provides the desiredÃ
 .   .solution of 1.1 . We observe that 4.1 iii now gives
T 4< <1 q w z z dt F C 4.7 .  .H
0
 .  .and Lemma 1 shows continuity of s ? s s ?; z , whence the continuity of
 .  .u means that u g C Q ; in general, the estimates of 4.1 translate intoÃ
 .corresponding estimates for u, etc., as in 4.6 .
j  .Now assume the strengthened hypotheses and let u j s 1, 2 be solu-
 . j  j j4 j w j xtions, respectively, of 1.1 , using u , f ; correspondingly, let z [ u ,Ê x
2 1 2 1 < 2 1etc., and set f [ f y f , u [ u y u , etc., so u s u [ u y u andÊ Ê Êts0
1 2 1 2u y D u s f q h y h g z .  .t x 1 xx
4.8 .
1 1 2 1 2z y D z s D z q f q h y h g z , .  .t x x 1 xx x
2 1  2 1. w  2 .  1.xsince D y D s h y h g s w z y w z g . Using 2 z as the test1 1
 .function for the weak form of the second equation in 4.8 gives
t2 215 5 5 5z t q 2n 1 q h z .  .H x
0
t2 1 25 5 5 5 5 5 < < 5 5 5 5F u q 2 1 q h M z q f q L z g z z .Ê H ` 1.x 1
0
5 5 2 5 5 2F u q 1r« f .Ê Qx
t 1 5 5 5 5 < < 5 5q C 1 q h z q « z q z z .H ` 1. 1.
0
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<  . <where, in our hypotheses, g x F M, the Lipschitz constant for w is L,1
5 2 5and we have used the fact that we have an a priori bound for z . By
1 . w xcompactness of the embedding H 0, 1 ¨ C 0, 1 , we may estimate
5 5 < < 5 5 5 5z , z F « z q K z ,` « x
5 5 2so, taking « s nr3 above and subtracting the integral term for z , wex
get
t2 215 5 5 5z t q n 1 q h z .  .H x
0
t2 2 215 5 5 5 5 5F u q 3rn f q C 1 q h z . 4.9 .  . .Ê Q Hx
0
5  .5 2 2 CSUApplication of the Gronwall inequality then gives z t F a e with
2 2 U2 T 1w 5 5  .5 5 x  .  .a [ u q 3rn f and H 1 q h F S estimated by 3.9 .Ê Qx 0
In view of the earlier comment in Section 2 regarding symmetry, we note
the following.
 .COROLLARY. Suppose g , g , f , u are all symmetric in x}i.e., g x sÊ0 1 0
 .g 1 y x , etc. Then the solution u will also be symmetric.0
 .  .Proof. We known that u corresponds to the solution u of 3.3 ] 3.4Ã
Ã Ã Ã .  .for the appropriate h ? . The assumed symmetry ensures that D, f in 3.3
 . Uwill be defined symmetrically by 3.4 so the reflection u , given byÃ
 .  .  .u* t, x [ u t, 1 y x , will also satisfy 3.3 . Uniqueness for the linearÃ Ã
 .equation 3.3 ensures that u* s u so u must be symmetric.Ã Ã
 .  .We emphasize that this does not depend on uniqueness for 1.1 ] 1.2
 .so only 1.4 is needed for this corollary.
We note that further regularity for u can be obtained by imposing
 .stronger regularity conditions on 1.2 and the data. This rapidly gets quite
 .complicated and we only state here without proof one such result:
Suppose we now require a bound on gY rather than on gX as before,j j
2 1 .  .that u be in H 0, 1 rather than only in H 0, 1 , and not onlyÊ 0
2 2 .  .that f g L Q but that f g L Q . This last already implies thatx
2<  .the trace a [ f is well defined in L 0, T but we nowxs0
additionally require that dardt be integrable. It can then be
2 .  .shown, in addition to 4.6 , that z s u is in L Q , defined byx x x x x p
22 < <’use of the weighted L -norm H ? r with, in this case,Q
2 .r [ 1 yx }this choice of weight allows for some possible loss
of regularity near x s 1, where we ha¨e imposed no special
condition on f .t
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5. A COMPARISON THEOREM
Our objective in this section is to bound z away from 0 for solutions u
 .  .of 1.1 with f G 0 and initial data for which z 0 ) 0 in a suitable weak
sense. This weak sense is selected to permit comparisons involving only
values of u itself, without actually requiring differentiation: we observe
 .that, for a smooth function w G 0 satisfying w 0 s 0, a sufficient condi-
X .  .  .  .tion to have w 1 G b ) 0 is to have w x G bv x for some fixed
 . X .  .function v with v 0 s 0, v 0 s 1 while, conversely, if w 0 s 0 and
X . w xw 0 s b ) b ) 0, then there will be some interval 0, x# on which
 .w x G b x. We begin with a lemma.
 .LEMMA 4. Fix x# g 0, 1 , 0 - n - n , M ) 0. Then there is a function v
and a number l G 0:
2, ` w xi v g W 0, 1 ª R ; .  .q
X w xii v 0 s 0, v 0 s 1, supp v ; 0, x# ; .  .  .
5.1 .
X< <iii For every function G with n F G F n and G F M on .
XXw x0, 1 , one has the inequality: ) Gv q lv G 0. .  .
Proof. Set a s Mrn and choose x , x such that 0 - x - x - x#1 2 1 2
 .with x# y x - 1ra . We then define2
w a x x¡ e y 1 ra for 0 F x F x1
v x for x F x F x .Ä 1 2~v x [ 5.2 .  .2x# y x for x F x F x# . 2¢0 for x# F x F 1
2 w xwhere we take v to be any C function on x , x which correctlyÄ 1 2
matches values and first derivative values across x and x while keeping1 2
v x G v [ min v x , v x ) 0; 5.3 4 .  .  .  .Ä 1 2
this is clearly possible.
1 2  .This function v will be C and piecewise C with v ) 0 on 0, x# so
 .  .  .we have i of the Lemma; ii is equally clear, and we need only verify iii .
w xWe begin with the observation that, on each of the intervals 0, x and1
w x Yx , x# , we have v G 0, v ) 0, and2
Y < X <nv G M v . 5.4 .
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Y Xw < < < <xNow let M [ max n v q M v and then set l [ M rv soÄ Ä2 w x , x x 21 2
Y X< < < < w xn v q M v F lv on x , x . 5.5 .Ä Ä 1 2
  .  .Next, considering any function G as in 5.1 iii , we verify ) on each of
 X.X Y X w x w xthe four subintervals, writing Gv s Gv q Gv. On 0, x j x , x# we1 2
have
XX Y X
Gv q lv G nv y Mv G 0, .
 . w xusing 5.4 , while on x , x we have1 2
XX Y X< < < <Gv q lv G lv y n v q M v G 0 . Ä Ä
 .  . w xusing 5.5 ; finally, ) holds trivially on x#, 1 .
 .To apply this, we strengthen the hypotheses 1.4 to:
X< < w xi 0 - n F g ? F n , g x F M s M for j s 0, 1, x g 0, 1 ; .  .  .j j g
ii w : R ª R is continuous; . q q
1 w x w xiii u g H 0, 1 ª R with u x G b x on 0, x# .  . .Ê Ê0 q 0 5.6 .
for some b ) 0, some x# g 0, 1 ; .0
iv f g L2 Q ª R . .  .q
 .  .THEOREM 2. Assume 5.6 . then, for a solution u of the problem 1.1 on
< <Q, the function z s u is bounded away from 0}i.e., one has u Gxs0 xs0x x
w x1rC on 0, T .
 .  .Proof. Extending w to R by setting w r [ w 0 for r - 0, we note
 .  .  .that 5.6 implies 1.4 so 1.1 has a solution u by Theorem 1 with all the
 .regularity corresponding to 4.6 .
 .Now let v ? and l be as in Lemma 4, with the parameters taken from
  .  .    . 4.5.6 i , iii . Clearly there is some b ) 0 e.g., b s b rmax v x rx such0 x
that
w xu 0, ? s u G bv G 0 on 0, 1 5.7 .  .Ê
and we will show that
yl s Ãu s, x G be v x on Q 5.8 .  .  .Ã
from which it will then follow that
Ã yl SUz t s z s G be \ 1rC ) 0 for 0 F t F T 5.9 .  .  .
U  .  .with S G s T given by 3.9 .
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 .  . w  . yl s  .xTo obtain 5.8 , we show that ¨ s, x [ u s, x y be v x remainsÃ Ã
 4positive, i.e., that w [ ¨ [ min 0, ¨ is identically 0. By a theorem ofÃ Ãy
w x 1 1  .Stampacchia 14 we note that w g H for ¨ g H and that a.e.
¨ ¨ , where w / 0,s xw s , w s 5.10 .s z 0 0, else,
 .  2 . < < 2  .so a.e. 2w¨ s w and w ¨ s w . From 3.3 ,s s x x x
¨ s u q lbeyl svÃ Ãs s
Xyl s yl sÃ Ãs D ¨ q be v q f q lbe vÃ .x x
Xyl sÃ Ã Ãs D¨ q f q be Dv q lv . 5.11 . .Ã / xx x
 . <We take this w s ¨ in the weak form of 5.11 , observing that w s 0,Ã xs0, 1y
 .and use 5.10 to get
5 5 2d w 1 2Ã < <q D w dxH xds 0
Ã :  :s 2 w , ¨ q 2 Dw , ¨s x x
Xyl sÃ Ã :s 2 w , f q 2be w , Dv q lv F 0. 5.12 . . ;x
The final inequality follows from the facts that w F 0 by definition, that
Ã Ã Xw . xf G 0 by assumption, and that Dv q lv G 0 by Lemma 4 since, forx
Ã .   .   .each s, D s, ? satisfies the hypotheses on G in 5.1 iii by 5.6 i . Our
< 5  .5 2  .choice of b gives ¨ F 0 so w 0 s 0. Then integrating 5.12 givesÃ ts0
5 5 2  .w ' 0, i.e., 5.8 .
For a smooth function q one would have
q 0 s 0, q x G cv x « .  .  .
qX 0 s lim q x rx .  .
xª0q
s lim q x rv x ? lim v x rx .  .  .
xª0q xª0q
G c lim v x rx s c. .
xª0q
w .  .x  .so 5.8 « 5.9 for smooth functions. The set of u satisfying 5.8 isÃ
2 Ã 2 2 .   ..closed in L Q ; hence it is closed a fortiori in L ª H 0, 1 from which
w x 2 2 U .the embedding u ¬ u is continuous to L s L 0, S . Thus theÃ Ãx xs0
2 2 2Ã  ..implication is valid also for u g L ª H 0, 1 ¬ z g L .Ã
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q’  .  .  .  .COROLLARY. Assume 5.6 i , iii , iv with w r [ r on R as in the
 .  .moti¨ ating example 1.3 . Then 1.1 has a unique solution u, depending
continuously on u, f.Ê
’ .Proof. By the theorem, it is only relevant to consider w r [ r for
 .r G 1rC ) 0, where C is as in 5.9 . Thus, one could extend w to
 x  .y`, 1rC fairly arbitrarily, e.g., to make w ? uniformly Lipschitzian,
without affecting relevant solutions. The result then follows by applying
Theorem 1.
6. STABILITY OF THE STEADY STATE
In this section we consider existence and stability of the steady state
solution of the nonlinear partial differential equation
Ãu s Du q f x . .t x x 6.1 .
< <u s 0, u s 0,xs0 xs1r2x
Ã  . <  .  .where D [ n q j g x with j [ u , corresponding to 1.1 ] 1.3’ xs0x
with symmetry.
 . w xTHEOREM 3. Assume that 5.6 is satisfied with symmetry on 0, 1 and
 .with 0 k f G 0. Then there is a unique steady state solution ¨ of 6.1 and
 .6.1 is locally exponentially stable in a neighborhood of this ¨ .
 XProof. In steady state we have with the ? s ­r­ x replaced by ? sx
.drdx, as there is now no t-dependence
XXD¨ q f x s 0 .  .
6.2 .
X 1¨ 0 s 0, ¨ s 0 .  .2
X . ’where D [ n q hg x with h [ ¨ 0 . .
 .From 6.2 we get




X X¨ s , ¨ x s ¨ . 6.3 .  .H
n q hg x . 0
 .  .Setting x s 0 in 6.3 gives a cubic equation for the constant h in 6.2
h 2 n q hg 0 s w 0 . 6.4 .  .  . .
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  . .  .Since we have assumed f G 0 whence w 0 ) 0 , 6.4 can be solved
 . Xuniquely for h ) 0 and using this in 6.3 gives ¨ , hence ¨ , uniquely
 .satisfying 6.2 . We have shown existence of a unique steady state.
 .Next consider the linearization of 6.1 around the steady state ¨ , i.e., for
small perturbations v we set
w xu s ¨ q v qhigher order: to be neglected . 6.5 .
<Setting q [ v , we observe thatxs0x
X 2< < ’w xj [ u f ¨ q v s h q q f h q qr2h 6.6’’  .xs0 xs0x x
 .  .and using this in 6.1 , neglecting the higher order terms and noting 6.2 ,
gives
<v s Dv q qc q [ v .  .xs0t x xx
< <v s 0 s v 6.7 .xs0 xs1r2x
 .  .  .  .with D x [ n q hg x as in 6.2 and, using 6.3 ,
X1 1 gXX Xc x [ q [ g¨ s w . 6.8 .  .  . /2h 2h n q hg
We now introduce the operators
XX XA : z ¬ Dz , B : z ¬ z 0 c 6.9 .  .  .
for
1 X 12 2z g H [ z g H 0, : z 0 s 0 s z , . 4 .  .BC 2 2
 .where D [ n q hg is obtained through 6.4 and c is obtained through
 . 6.8 . It is standard that A is self-adjoint as an unbounded closed operator
12 ..  .  4on L 0, with compact resolvent and that s A ; l g R : l F l - 0 .02
One easily sees that the rank-one operator B is a relatively compact
 w x.  .perturbation to A so cf., 8 Eq. 6.7 }whose abstract form is just
 .v s A q B v}corresponds to an analytic semigroup whose infinitesimalÇ
 .generator has compact resolvent hence, discrete point spectrum and for
which we have the ``spectrum-determined growth condition.'' We will
 .  .embed the eigenvalue equation A q B z s l z in a homotopy A q sB z
w xs l z with 0 F s F 1 and will proceed to show that, for all s g 0, 1 the
equation
XX X 2l z s Dz q szc z [ z 0 with 0 / z g H 6.10 .  .  .BC
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has only real solutions l with l F yd for some d G 0. We will thus have
 .exponential stability for the linearized equation 6.7 .
Observe, first, that the eigenvalues l of A q sB are always simple;
X .otherwise we could find an eigenfunction z / 0 with z s z 0 s 0 and
 .  X.Xcould then reinterpret 6.10 as an initial value problem: Dz y l z s 0
 . X .with z 0 s z 0 s 0 to get z ' 0}a contradiction.
From this, it follows that the eigenvalues l of A q sB are always real.
 w x.To see this, note first that}by a result due to Keldysh cf., e.g., 7 }the
eigenfunctions obtained by continuation along the homotopy form a com-
w xplete set so it is sufficient to work with these. We note, from 8 , that the
 .eigenvalues of A q sB will be locally analytically dependent on s}
except for the possibility of bifurcation if we could have multiplicity
greater than one, which is impossible by our previous observation. Since
 .the eigenvalue equation 6.10 is real, nonreal eigenvalues necessarily
occur in conjugate pairs which could connect to the spectrum for s s 0
only by a bifurcation which we have already observed is impossible.
 .Next we note that we cannot have l s 0 in 6.10 . To see this, note that
X  .  X .Xc s q by 6.8 with q [ gwr2hD, so l s 0 would give Dz q z q s 0
1 1 1 .  .and, as z s 0 s q , we could integrate this from and evaluate at 02 2 2
X .w  .  .x X .to get z 0 D 0 q sq 0 s 0. This, however, would give z 0 s 0}so
 .  . w  .  .xz ' 0, a contradiction}since D 0 ) 0, q 0 G 0, whence D 0 q sq 0
/ 0 for s G 0.
Starting from the largest eigenvalue l - 0 of A, the continuation varies0
 .  4 w xsmoothly in R_ 0 as s varies in the compact interval 0, 1 and so
remains bounded below some yd - 0. As we cannot have multiple eigen-
values, the remainder of the spectrum continuation starting from more
.negative eigenvalues of A must remain to the left of this and so it also
satisfies l F yd - 0, as promised.
This completes the proof of linearized stability around the steady state
 .for 6.1 : the spectral condition shows that the linear semigroup corre-
 .sponding to 6.7 decays exponentially and it then follows}see, e.g.,
w x Theorem 9.1.2 of 11 }that one also has local stability in a neighborhood
.of the steady state ¨ for the nonlinear equation.
7. COMPARISON OF PREDICTIONS WITH EXPERIMENT
Experimental data for certain ``fully developed flows'' in a duct are
w xavailable form Comte-Bellot 6 . These data correspond to the steady state
 .  .setting for the parabolic equations 2.5 ] 2.7 , i.e., to the solution ¨
w xdiscussed in the preceding section. Following the treatment in 9 , we
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present here a comparison between these experimental data and the
 .computed solution of the steady state equation 6.2 . Note that the data of
w x6 correspond to effective Reynolds numbers 57000, 120000, 230000 with
 .modified pressure gradient f s const ) 0 in each case.
 .  .For computation, the function g ? appearing in 6.2 was obtained as an
w x w xempirical fit, following Van Driest 10, 15 ; we refer to 5, Fig. 4.16 for a
typical shape. Physically, this description is efficient in that g is indepen-
dent of the Reynolds number, without need for further parameter adjust-
ment. Moreover, this model represents the mean velocity field effectively
in the entire duct, even in the so-called ``logarithmic zone,'' where other
models break down. Indeed, this model seems quite robust: even with a
simplified cubic approximation to g one already obtains accuracy compa-
rable to that of the experimental data.
w x  . The discretization used in 9 of 6.2 was by finite elements P1, using
.20 points , with solution of the resulting nonlinear system obtained via
conjugate gradients with optimization of the descent parameter. This
permitted an adaptive treatment of the wall zone, where both g and the
 .solution ¨ velocity vary rapidly.
w xFigure 1 shows the comparison between the experimental data of 6 and
the numerical results for the Reynolds number Re s 57000. The other
 .experimental cases Re s 120000 and Re s 230000 have also been
checked numerically and give correspondingly satisfactory agreement.
FIGURE 1
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