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A SOLUTION OF VARIATIONAL INEQUALITY PROBLEM FOR A
FINITE FAMILY OF NONEXPANSIVE MAPPINGS IN HILBERT SPACES
FARRUKH MUKHAMEDOV AND MANSOOR SABUROV
Abstract. In this paper we prove the strong convergence of the explicit iterative process to
a common fixed point of the finite family of nonexpansive mappings defined on Hilbert space,
which solves the the variational inequality on the fixed points set.
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1. Introduction
An iterative approximation of fixed points and zeros of nonlinear operators has been studied
extensively by many authors to solve nonlinear operator equations as well as variational in-
equality problems (see e.g., [3, 4], [7], [9]-[15], [17]-[23]). A very important class of mappings is
nonexpansive mappings. In particulary, iterative approximation of fixed points of nonexpansive
mappings is an important subject in nonlinear functional analysis, and has many applications
in various fields of mathematics, physics etc (see e.g., [2, 16, 28]).
Let H be a real Hilbert space with inner product 〈·, ·〉, and induced norm ‖·‖. Let T : H → H
be a mapping. Denote by F (T ) the set of fixed points of T , that is, F (T ) = {x ∈ H : Tx = x}.
Now let us recall some well-known definitions, in which will be used in this paper.
A mapping f : H → H is said to be contraction if there exists α ∈ [0, 1) such that for all
x, y ∈ H,
‖f(x)− f(y)‖ ≤ α‖x− y‖.
A mapping T : H → H is called nonexpansive if for all x, y ∈ H,
‖Tx− Ty‖ ≤ ‖x− y‖.
A mapping A : H → H is called η−strongly monotone if for all x, y ∈ H,〈
x− y, Ax−Ay
〉
≥ η‖x− y‖2.
A mapping A : H → H is called k−Lipschitzian if for all x, y ∈ H,
‖Ax− Ay‖ ≤ k‖x− y‖.
Iterative methods for nonexpansive mappings are now also applicable in solving convex min-
imization problems (see, for example, [26] and references therein). Let K be a closed convex
nonempty subset of H and T : K → K be a nonexpansive mapping such that F (T ) 6= ∅. Given
u ∈ K and a real sequence {αn}
∞
n=1 in the interval (0, 1), starting with an arbitrary initial
x0 ∈ K, let a sequence {xn}
∞
n=1 be defined by
xn+1 = αnu+ (1− αn)Txn, n ∈ N. (1.1)
Under appropriate conditions on the iterative parameter {αn}, it has been shown by Halpern
[6], Lions [8], Wittmann [25] and Bauschke [1] that {xn}
∞
n=1 converges strongly to PF (T )u, the
projection of u to the fixed point set, F (T ) of T. This means that the limit of the sequence
{xn}
∞
n=1 solves the following minimization problem:
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find x∗ ∈ F (T ) such that ‖x∗ − u‖ = min
x∈F (T )
‖x− u‖.
A typical minimization problem is to minimize a quadratic function over the set of fixed points
of nonexpansive mappings in a real Hilbert space and such problems go thus: find x∗ ∈ F (T )
such that
1
2
〈
Ax∗, x∗
〉
−
〈
x∗, u
〉
= min
x∈F (T )
(
1
2
〈
Ax, x
〉
−
〈
x, u
〉)
(1.2)
where u ∈ H is a fix point and A is a mapping on H which could be monotone, strongly
monotone or even bounded linear strongly positive operator as the case may be.
Let K1, K2, · · · , KN be N closed convex subsets of a real Hilbert space H having a nonempty
intersection K. Suppose also that each Ci is a fixed point set of nonexpansive mappings Ti :
H → H, i = 1, N. Xu [26] proved strong convergence of the iterative algorithm
xn+1 = αnu+ (I − αnA)Tnxn, n ∈ N, (1.3)
where, I is an identity mapping and Tn := Tn(modN), to a unique solution of the quadratic
minimization problem
min
x∈K
(
1
2
〈
Ax, x
〉
−
〈
x, u
〉)
,
where A is a bounded linear strongly positive operator on H and u is a given point in H.
Marino and Xu [10], proved that the iteration scheme given by
xn+1 = αnγf(xn) + (I − αnA)Txn, n ∈ N, (1.4)
converges strongly to a unique solution x′ ∈ F (T ) of the variational inequality〈
(γf −A)x′, y − x′
〉
≤ 0, ∀y ∈ F (T ), (1.5)
which is the optimality condition for the minimization problem
min
x∈F (T )
(
1
2
〈
Ax, x
〉
− h(x)
)
,
where h is a potential function for γf (that is, h′(x) = γf(x) for all x ∈ H); provided f : H →
H is a contraction, T : H → H is nonexpansive and the iterative parameter {αn} satisfies
appropriate conditions.
In [27], Yamada introduced the following hybrid iterative method
xn+1 = (I − αnµA)Txn, n ∈ N, (1.6)
where T is nonexpansive, A is L−Lipschitzian and strongly monotone operator with constant η
and 0 < µ < 2η
L2
. He proved that if {αn} satisfies appropriate conditions, then {xn}
∞
n=1 converges
strongly to a unique solution x′ ∈ F (T ) of the variational inequality〈
Ax′, y − x′
〉
≥ 0, ∀y ∈ F (T ).
Recently, motivated by the iteration schemes (1.4) and (1.6), M. Tian [24] introduced the
following iterative method:
xn+1 = αnγf(xn) + (I − αnµA)Txn, n ∈ N. (1.7)
Tian [24] proved that if f : H → H is a contraction, A : H → H is an η−strongly monotone
mapping, T : H → H a nonexpansive mapping and the parameter {αn} satisfies appropriate
conditions, then the sequence {xn}
∞
n=1 converges strongly to a unique solution x
′ ∈ F (T ) of the
variational inequality 〈
(γf − µA)x′, y − x′
〉
≤ 0, ∀y ∈ F (T ).
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His results generalized and improved the corresponding results of Marino and Xu [10] and
Yamada [27].
In this paper, we extend Tian’s results [24] to a finite family of nonexpansive mappings.
More precisely, we consider the following iterative algorithm
xn+1 = αnγf(xn) + (I − αnµA)Tnxn, n ∈ N, (1.8)
where I : H → H is an identity mapping, A : H → H is a k−Lipschitzian η−strongly
monotone mapping, {Ti}
N
i=1 : H → H are nonexpansive mappings with F :=
N⋂
i=1
F (Ti) 6= ∅,
and Tn := Tn(modN). Under appropriate conditions, we shall prove strongly convergence of the
sequence {xn}
∞
n=1 to a unique solution of the variational inequality〈
(γf − µA)x′, y − x′
〉
≤ 0, ∀y ∈ F.
Our results generalize the corresponding results of Marino and Xu [10], Tian [24], Xu [26],
Yamada [27].
2. Preliminaries
The following lemmas play an important role in proving our main results.
Lemma 2.1. [26] Let an be a sequence of nonnegative numbers satisfying the following condition
an+1 ≤ (1− αn)an + αnβn
where {αn}
∞
n=1, {βn}
∞
n=1 are sequences of real numbers such that:
(i) 0 < αn < 1 and lim
n→∞
αn = 0;
(ii)
∞∑
n=1
αn =∞;
(iii) lim sup
n→∞
βn ≤ 0.
Then lim
n→∞
an = 0
Lemma 2.2. [26] In a real Hilbert space H, there holds the following inequality
‖x+ y‖2 ≤ ‖x‖2 + 2〈y, x+ y〉,
for all x, y ∈ H.
Lemma 2.3. [5] Let H be a Hilbert space and T : H → H be a nonexpansive mapping with
Fix(T ) 6= ∅. If {xn}
∞
n=1 converges weakly to x and {‖xn−Txn‖}
∞
n=1 converges to 0, then Tx = x.
Lemma 2.4. [24] Let H be a real Hilbert space. Let I : H → H be an identity mapping,
f : H → H be a contraction mapping with 0 < α < 1, A : H → H be a k−Lipschitzian
η−strongly monotone mapping, and T : H → H be a nonexpansive mapping with F (T ) 6= ∅.
Let xt be a unique solution of the following equation
xt = tγf(xt) + (I − tµA)Txt,
where 0 < µ < 2η
k2
, τ := µ(η − µk
2
2
), 0 < γ < τ
α
, and 0 < t < 1. Then the following variational
inequality 〈
(γf − µA)x, y − x
〉
≤ 0, ∀y ∈ F (T ). (2.1)
has a unique solution x′ on the set F (T ) and xt converges strongly to x
′
as t→ 0.
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3. Main results
In this section we shall prove our main results. To formulate ones, we need some auxiliary
results.
Lemma 3.1. Let H be a real Hilbert space. Let I : H → H be an identity mapping, f : H → H
be a contraction mapping with 0 < α < 1, A : H → H be a k−Lipschitzian η−strongly monotone
mapping, and {Ti}
N
i=1 : H → H be nonexpansive mappings with F (Ti) 6= ∅, for all i = 1, N. If
0 < µ < 2η
k2
and 0 < αn < 1 for all n ∈ N then we have the following inquality
‖(I − αnµA)Tnx− (I − αnµA)Tny‖ ≤ (1− αnτ)‖x− y‖, ∀n ∈ N, (3.1)
for all x, y ∈ H, where, Tn := Tn(modN) and τ := µ(η −
µk2
2
).
Proof. Let us denote by Sn := (I − αnµA)Tn. Then, we have for all x, y ∈ H and n ∈ N
‖Snx− Sny‖
2 ≤ ‖Tnx− Tny‖
2 − 2αnµ
〈
Tnx− Tny, ATnx−ATny
〉
+α2nµ
2‖ATnx− ATny‖
2
≤
(
1− 2αnµη + α
2
nµ
2k2
)
‖Tnx− Tny‖
2
≤
(
1− 2αnµ
(
η −
µk2
2
))
‖x− y‖2
= (1− 2αnτ)‖x− y‖
2
≤ (1− αnτ)
2‖x− y‖2,
which means
‖Snx− Sny‖ ≤ (1− αnτ)‖x− y‖. (3.2)
This completes the proof. 
Theorem 3.2. Let H be a real Hilbert space. Let I : H → H be an identity mapping, f :
H → H be a contraction mapping with 0 < α < 1, A : H → H be a k−Lipschitzian η−strongly
monotone mapping, and {Ti}
N
i=1 : H → H be nonexpansive mappings with F :=
N⋂
i=1
F (Ti) 6= ∅.
Suppose that 0 < µ < 2η
k2
, τ := µ(η − µk
2
2
), 0 < γ < τ
α
, and the sequence {αn}
∞
n=1 ⊂ (0, 1)
satisfies the following condition:
(i) lim
n→∞
αn = 0;
(ii)
∞∑
n=1
αn =∞;
(iii) lim
n→∞
αn
αn+N
= 1.
If F = F (TNTN−1 · · ·T1) = F (T1TNTN−1 · · ·T2) = F (T2T1TNTN−1 · · ·T3) = · · · = F (TN−1TN−2 · · ·T1TN)
then the sequence {xn}
∞
n=1 which is defined by (1.8), converges strongly to a unique solution
x′ ∈ F of the variational inequality〈
(γf − µA)x′, y − x′
〉
≤ 0, ∀y ∈ F. (3.3)
Proof. Since the mapping TNTN−1 · · ·T1 : H → H is nonexpansive, then due to Lemma 2.4,
the variational inequality (3.3) has a unique solution x′ on the set F. We will show that the
sequence {xn}
∞
n=1 given by (1.8) converges strongly to x
′.
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Step 1. The sequences {xn}
∞
n=1, {f(xn)}
∞
n=1, {Tnxn}
∞
n=1, and {ATnxn}
∞
n=1, are bounded.
Indeed, let p ∈ F and Sn := (I − αnµA)Tn. Using (3.2), we then have
‖xn+1 − p‖ = ‖αnγf(xn) + Snxn − p‖
= ‖αnγf(xn)− αnµAp+ Snxn − Snp‖
≤ αnγα‖xn − p‖+ αn‖γf(p)− µAp‖+ (1− αnτ)‖xn − p‖
= (1− αn(τ − γα))‖xn − p‖+ αn(τ − γα)
‖γf(p)− µAp‖
τ − γα
. (3.4)
Since 0 < γ < τ
α
, 0 < αn < 1, and lim
n→∞
αn = 0 then there exists n0 > 0 such that 0 <
αn(τ − γα) < 1 for all n ≥ n0. We then obtain
‖xn+1 − p‖ ≤ max
{
‖xn − p‖,
‖γf(p)− µAp‖
τ − γα
}
, ∀n ≥ n0. (3.5)
Therefore, we get
‖xn+1 − p‖ ≤ max
{
‖xn0 − p‖,
‖γf(p)− µAp‖
τ − γα
}
, ∀n ≥ n0, (3.6)
which means, {xn}
∞
n=1 is a bounded sequence.
From the following inequality
‖f(xn)− f(p)‖ ≤ α‖xn − p‖,
‖Tnxn − p‖ = ‖Tnxn − Tnp‖ ≤ ‖xn − p‖,
‖ATnxn − Ap‖ = ‖ATnxn −ATnp‖ ≤ k‖Tnxn − Tnp‖ ≤ k‖xn − p‖,
it follows that the sequences {f(xn)}
∞
n=1, {Tnxn}
∞
n=1, {ATnxn}
∞
n=1, are bounded.
Step 2. One has lim
n→∞
‖xn+1 − Tnxn‖ = 0. Indeed, from lim
n→∞
αn = 0, (1.8), and Step 1 it
follows that
lim
n→∞
‖xn+1 − Tnxn‖ = lim
n→∞
αn‖γf(xn)− µATnxn‖ = 0
Step 3. For the sequence {xn} we have lim
n→∞
‖xn+N−xn‖ = 0. Indeed, noting that Tn+N−1 =
Tn−1 and
Sn+N−1xn−1 − Sn−1xn−1 = µ(αn+N−1 − αn−1)ATn−1xn−1
we then obtain
‖xn+N − xn‖ ≤ ‖αn+N−1γf(xn+N−1)− αn−1γf(xn−1)‖
+‖Sn+N−1xn+N−1 − Sn−1xn−1‖
≤ αn+N−1γα‖xn+N−1 − xn−1‖+ γ|αn+N−1 − αn−1|‖f(xn−1)‖
+‖Sn+N−1xn+N−1 − Sn+N−1xn−1‖
+µ|αn+N−1 − αn−1|‖ATn−1xn−1‖
≤ (1− αn+N−1(τ − γα))‖xn+N−1 − xn−1‖
+|αn+N−1 − αn−1|
(
γ‖f(xn−1)‖+ µ‖ATn−1xn−1‖
)
= (1− αn+N−1(τ − γα))‖xn+N−1 − xn−1‖
+αn+N−1(τ − γα)βn+N−1,
where
βn−N+1 :=
|αn+N−1 − αn−1|
αn+N−1
·
γ‖f(xn−1)‖+ µ‖ATn−1xn−1‖
τ − γα
.
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Letting an+N := ‖xn+N − xn‖, one then gets
an+N ≤ (1− αn+N−1(τ − γα))an+N−1 + αn+N−1(τ − γα)βn+N−1, (3.7)
where
lim sup
n→∞
βn = lim sup
n→∞
|αn+N−1 − αn−1|
αn+N−1
·
γ‖f(xn−1)‖+ µ‖ATn−1xn−1‖
τ − γα
= 0
According to Lemma 2.1, we obtain
lim
n→∞
an+N = lim
n→∞
‖xn+N − xn‖ = 0.
Step 4. We have lim
n→∞
‖xn − Tn+N−1Tn+N−2 · · ·Tnxn‖ = 0. Indeed, noting that Tn is a
nonexpansive mapping and using Step 2 one has the following
‖xn+N − Tn+N−1xn+N−1‖ → 0,
‖Tn+N−1xn+N−1 − Tn+N−1Tn+N−2xn+N−2‖ → 0,
‖Tn+N−1Tn+N−2xn+N−2 − Tn+N−1Tn+N−2Tn+N−3xn+N−3‖ → 0,
...
‖Tn+N−1Tn+N−2 · · ·Tn+1xn+1 − Tn+N−1Tn+N−2Tn+N−3 · · ·Tnxn‖ → 0,
as n→∞. Hence, we obtain
‖xn+N − Tn+N−1Tn+N−2Tn+N−3 · · ·Tnxn‖ → 0, n→∞.
Since ‖xn+N − xn‖ → 0 as n→∞ (see Step 3) we then get
lim
n→∞
‖xn − Tn+N−1Tn+N−2 · · ·Tnxn‖ = 0.
Step 5. We want to show that lim sup
n→∞
〈
(γf−µA)x′, xn−x
′
〉
≤ 0, where x′ is a unique solution
of the variational inequality (3.3) for the nonexpansive mapping TNTN−1 · · ·T1 : H → H on
the set F.
Let {xnk}
∞
k=1 be a subsequence of {xn}
∞
n=1 such that
lim sup
n→∞
〈
(γf − µA)x′, xn − x
′
〉
= lim
k→∞
〈
(γf − µA)x′, xnk − x
′
〉
.
Since {xnk}
∞
k=1 is bounded and H is a real Hilbert space, then there exists a subsequence
{xnkm}
∞
m=1 of {xnk}
∞
k=1 such that {xnkm}
∞
m=1 converges weakly to some point y ∈ H. Without
loss any generality, we may assume that nkm are such kind of numbers that Tnkm = Ti0 for some
i0 ∈ {1, 2, · · · , N} and for all m ∈ N. Then, from Step 4, it follows that
lim
n→∞
‖xnkm − Ti0+N−1Ti0+N−2 · · ·Ti0xnkm‖ = 0.
So due to Lemma 2.3, we have y ∈ F (Ti0+N−1Ti0+N−2 · · ·Ti0) = F. Therefore,
lim sup
n→∞
〈
(γf − µA)x′, xn − x
′
〉
= lim
m→∞
〈
(γf − µA)x′, xnkm − x
′
〉
=
〈
(γf − µA)x′, y − x′
〉
≤ 0.
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Step 6. The sequence {xn} converges to x
′, i.e. lim
n→∞
‖xn − x
′‖ = 0. Indeed, using Lemma
2.2 and (3.4) we obtain
‖xn+1 − x
′‖2 = ‖Snxn − Snx
′ + αn(γf(xn)− µATx
′)‖2
≤ ‖Snxn − Snx
′‖2 + 2αn
〈
γf(xn)− µAx
′, xn+1 − x
′
〉
≤ (1− αnτ)
2‖xn − x
′
‖2 + 2αnγ
〈
f(xn)− f(x
′), xn+1 − x
′
〉
+2αn
〈
(γf(xn)− µA)x
′, xn+1 − x
′
〉
≤ (1− αnτ)
2‖xn − x
′
‖2 + 2αnγα‖xn − x
′‖‖xn+1 − x
′‖
+2αn
〈
(γf(xn)− µA)x
′, xn+1 − x
′
〉
≤ (1− αnτ)
2‖xn − x
′
‖2 + 2αn(1− αn(τ − γα))γα‖xn − x
′‖2
+2α2nγα‖γf(x
′)− µAx′‖+ 2αn
〈
(γf(xn)− µA)x
′, xn+1 − x
′
〉
≤ (1− 2αn(τ − γα))‖xn − x
′
‖2 + 2αn(τ − γα)βn,
where
βn =
〈
(γf(xn)− µA)x
′, xn+1 − x
′
〉
τ − γα
+αn
[(
τ 2
2(τ − γα)
− γα
)
‖xn − x
′‖2 +
γα
τ − γα
‖γf(x′)− µAx′‖
]
.
Letting an := ‖xn − x
′‖2, we then have
an+1 ≤ (1− 2αn(τ − γα))an + 2αn(τ − γα)βn. (3.8)
Since lim sup
n→∞
〈
(γf − µA)x′, xn+1 − x
′
〉
≤ 0 (see Step 5) one can get
lim sup
n→∞
βn ≤ 0.
Therefore, according to Lemma 2.1, we obtain that
lim
n→∞
an = lim
n→∞
‖xn − x
′‖2 = 0,
which implies that lim
n→∞
‖xn − x
′‖ = 0. This completes the proof. 
Note that if f(x) = γu for some γ ∈ (0, 1) and u ∈ H we recover Xu’s [26] result. Our results
also generalize the corresponding results of Marino and Xu [10], Tian [24], Yamada [27].
Acknowledgement
This work was done while the first named author (F.M.) was visiting the Abdus Salam
International Centre for Theoretical Physics, Trieste, Italy as a Junior Associate. He would
like to thank the Centre for hospitality and financial support.
8 FARRUKH MUKHAMEDOV AND MANSOOR SABUROV
References
[1] Bauschke H. H. The Approximation of fixed points of compositions of nonexpansive mappings in Hilbert
spaces, J. Math. Anal. Appl. 202 (1996) 150-159.
[2] Byrne C. A unified treatment of some iterative algorithms in signal processing and image construction,
Inverse problems 20 (2004) 103-120.
[3] Chidume C. E. and Ofoedu E. U. A new iteration process for finite families of generalized Lipschitz pseudo-
contractive and generalized Lipschitz accretive mappings, Nonlinear Analysis; TMA., In press, accepted
manuscript, available online 27 June 2007.
[4] Chidume C. E.and Ofoedu E. U. Approximation of common fixed points for finite families of total asymp-
totically nonexpansive mappings, J. Math. Anal. Appl., 333(1) (2007), 128-141.
[5] Goebel K. Kirk W. A. Topics in metric fixed point theory, Cambridge Studies in Advanced Mathematics
28, CUP, Cambridge, New York, Port Chester, Melbourne, Sydney, 1990.
[6] Halpern B. Fixed points of nonexpanding maps, Bulletin of the American Mathematical Society, 73 (1967),
957-961.
[7] Ishikawa S. Fixed point by a new iteration method, Proc. Amer. Math. Soc. 44 (1974), 147-150.
[8] Lions P. L. Approximation de points fixes de contractions, Computes rendus de lacademie des sciences,
serie I-mathematique, 284 (1997) 1357-1359.
[9] Mann W. R. Mean value methods in iteration, Proc. Amer. Math. Soc. 4 (1953) 506-510.
[10] Marino G. and Xu H. K. A general iterative method for nonexpansive mappings in Hilbert spaces, J. Math.
anal. Appl. 318 (2006) 43-52.
[11] Megginson R. E. An introduction to Banach space theory, Springer-Verlag, New York, Inc., 1998.
[12] Moudafi A. Viscosity approximation metheds for fixed-points problems, J. Math. Anal. Appl. 241 (2000)
46-55.
[13] Ofoedu E. U. Iterative approximation of a common zero of a countably infinite family of m-accretive
operators in Banach spaces, Hindawi-Fixed point theory and applications, doi:10.1155/2008/325792.
[14] Ofoedu E. U. and Shehu Y. Iterative construction of a common fixed point of finite families of nonlinear
mappings, in press, to appear in Vol. 16 No 1 of Journal of Applied Analysis (2010).
[15] Ofoedu E. U., Shehu Y., and Ezeora J. N. Solution by iteration of nonlinear variational inequalities involving
finite family of asymptotically nonexpansive mappings and monotone mappings, PanAmer. Math. J. 18
(2008) (4), 61-75.
[16] Polilchuk C. I. and Mammone R. J. Image recovery by convex projections using a least-square constraint,
J. Opt. Soc. Amer. A7 (1990) 517-521.
[17] Reich S. Weak convergence theorems for nonexpansive mappings in Banach spaces, J. Math. Anal. Appl.
67 (1979), 274-276.
[18] Reich S. Extension problems for accretive sets in Banach spaces, J. Functional Analysis 26 (1977), 378-395.
[19] S. Reich, Strong convergence theorems for resolvents of accretive operators in Banach spaces, J. Math.
Anal. Appl., 75 (1980), 287-292.
[20] Rhoades B. E. Fixed point iterations for certain nonlinear mappings, J Math. Anal. Appl. 183 (1994)
118-120.
[21] Rockefellar R. T. Monotone operators and proximal point algorithm, SIAM, J. Control Optim. 14 (1976),
877-898.
[22] Schu J. Iterative construction of fixed points of asymptotically nonexpansive mappings, J. Math. Anal.
Appl. 158 (1991), 407-413.
[23] Schu J. Weak and strong convergence of fiexd points of asymptotically nonexpansive mappings, Bull.
Austral. Math. Soc. 43 (1991), 153-159.
[24] Tian M. A general iterative algorithm for nonexpansive mappings in Hilbert spaces, Nonlinear Analysis
(2010), doi: 10.1016/j.na.2010.03.058.
[25] Wittmann R. Approximation of fixed points of nonexpansive mappings, Archiv der mathematik, 58 (1992)
486-491.
[26] Xu H. K. An iterative approach to quadratic optimization, Journal of Optimization Theory and Applica-
tions, 116 (2003) no.3, 659-678.
[27] Yamada I. The hybrid steepest decent for the variational inequality problems over the itersection of fixed
points sets of nonexpansive mapping: in D. Butnariu, Y. Censor, S. Reich (Eds), Inherently parallel
algorithme in feasibility and optimization and their application, Elsevier, New York, (2001) 473-504.
[28] Youla D. On deterministic convergence of iterations of related projection operators, J. Vis. Commun. Image
Represent 1 (1990), 12-20.
SOLUTION OF VARIATIONAL INEQUALITY ON FIXED POINTS SET 9
Farrukh Mukhamedov, Department of Computational & Theoretical Sciences, Faculty of
Sciences, International Islamic University Malaysia, P.O. Box, 141, 25710, Kuantan, Pahang,
Malaysia
E-mail address : far75m@yandex.ru
Mansoor Saburov, Department of Computational & Theoretical Sciences, Faculty of Sci-
ence, International Islamic University Malaysia, P.O. Box, 141, 25710, Kuantan, Pahang,
Malaysia
E-mail address : msaburov@gmail.com
