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The study of the modifications of the long term behavior of a dynamical system undergoing perturbations of the parameters has been one of the main themes of Bifurcation Theory. In the last decades the measure theoretical point of view has been intensively developed emphasizing the understanding of the asymptotic behavior of almost all orbits. The main notions associated to this point of view are those of physical measure and of stochastic or statistical stability.
Let of local diffeomorphisms of M admitting physical measures µ t for every t, we say that f 0 is statistically stable if µ t tends to µ 0 when t 0 in a suitable topology. This corresponds to stability of the long term dynamics of most orbits under deterministic perturbations of f 0 .
In this setting a straightforward consequence of the Ergodic Theorem is that every ergodic f 0 -invariant probability measure µ 0 absolutely continuous with respect to Lebesgue measure m is a physical measure.
A random perturbation of f 0 is defined by a family of probability measures 09 when ε 0 and there exist physical stationary measures µ ε for every small enough ε 1 0, we say that f 0 is stochastically stable if every limit point of ¡ µ ε ¢ ε 0 when ε 0 is a physical measure for f 0 . This corresponds to stability of the asymptotic dynamics under random perturbations of f 0 .
In this paper we study the dynamics of generic unfoldings
of a saddle-node circle local diffeomorphism f 0 from the measure theoretical point of view, obtaining statistical stability results for deterministic and random perturbations in this kind of one-parameter families. In particular we show that the map is uniformly expanding for all parameters close enough to the parameter of the saddle-node and have positive Lyapunov exponent uniformly bounded away from zero.
This kind of results in the particular case of saddle-node circle homeomorphisms might have applications to the mathematical modeling of neuron firing, see [17] .
Our results can be seen as an extension of the work in [5] where maps which are expanding everywhere except at finitely many points were studied. Moreover these results open the way into further study of the unfolding of critical saddle-node circle maps considered in [7] . In addition, piecewise smooth families unfolding a saddle-node as in [15] were used to build new kinds of chaotic attractors for flows, and the statistical properties of these kind of attractors can possibly be obtained through suitable extensions of the techniques we present below.
1.1. Statements of the results. Let f 0 : M M be a C 2 local diffeomorphism having a unique saddle-node fixed point that we call 0.
The
is called a saddle-node arc in [8] . We also assume the following global conditions on f 0 , H1: Figure 1 for an example of such a map where W 0
Remark 1.1. We note that since f 0 is a local diffeomorphism, there must be a fixed source s (s Figure 1 ) linked to the saddle-node, that is, a connected component of W u
Theorem A. Let f 0 be as above satisfying hypothesis (H1). Then the Dirac mass δ 0 concentrated at 0 is the unique physical measure of f 0 . 
must coincide with the Dirac mass δ 0 at the saddle-node point 0.
The proof of this theorem is in Section 3.
Statistical stability.
The source linked to the saddle-node, see Remark 1.1, prevents the existence of either sinks or nonhyperbolic period points in the unfolding of the saddle-node, obtaining the following statistical stability result.
Theorem C. Let f t : M M be a generic unfolding of f 0 satisfying hypothesis (H1) above. Then there exist e 0 1 0 such that 1. for every t 1 0 (a) f t is uniformly expanding and there exists a unique absolutely continuous physical measure µ t whose basin equals M except for a zero Lebesgue measure subset of points; (b) the Lyapunov exponent of Lebesgue almost every point is bigger than e 0 . 2. µ t δ 0 when t 0 in the weakV topology.
We recall that item (2) means that f 0 is statistically stable with respect to the unfolding given by
We observe that item 1(a) of Theorem C together with Theorem A show that there is a jump of the Lyapunov exponent when t grows past 0, since e 0 The above property (2) means that f 0 is stochastically stable under absolutely continuous random perturbations. Condition (H2) means that the support of θ ε has very small diameter in order to ensure that the number of iterates near 0 of any point is essentially constant for f t with t ¦ supp ¡ θ ε ¢ , see Subsections 4.1 and 5.3. We do not know whether condition (H2) is really necessary to obtain Theorem D. It is an interesting problem for further investigation to get rid of (H2).
Statistical and stochastical stability for saddle-node circle homeomorphisms.
Considering circle homeomorphisms with saddle-node points we easily achieve the same results as we now explain.
We say that a homeomorphism f 0 : M M is a saddle-node circle homeomorphism if it satisfies (see Figure 2 ):
09 for some open neighborhood V of 0. Note that if f 0 were C 2 differentiable then conditions (1) and (2) above would imply that 0 was a usual C 2 saddle-node fixed point [16] . If we choose for every ε close to 0 a stationary probability measure µ ε , then every weakV accumulation point µ of the family ¡ µ ε ¢ ε 0 , when ε 0, is equal to the Dirac mass δ 0 concentrated at the saddle-node.
BASINS OF ATTRACTION OF SINKS OR SADDLE-NODE POINTS
Here we prove Theorem A. For this it is enough to show that the basin B ¡ 7 09 H ¢ of the saddlenode 0 has full Lebesgue measure in M.
In what follows we set g £ f 0 Clearly to prove Theorem 2.1 it is sufficient to obtain
To prove this proposition we show that for any given interval I s M 5 W 0 there exists the first iterate k such that g k ¡ I¢ $ C s M 5 W 0 and the relative measure of the subinterval G of points in I that fall into W 0 is a fixed proportion of the measure of I. For this we proceed as follows.
Let I s M 5 W 0 be a given fixed interval and denote by t ¡ I¢ its length. We observe that the boundary ∂W 0 of the immediate basin consists of a source s. This means that in a neighborhood outside W 0 we always have some expansion.
For η 1 0 small we define the following compact subset
This uniform rate of expansion ensures the following.
Thus by definition of L 0 we must have g k 0
Now it is easy to see that after a finite number of iterates either g k 1 ¡ I ¢ is completely inside the basin of the saddle-node, or it contains a piece of the basin of uniform size η. Lemma 2.5. If k 1 is given by Lemma 2.4 then
Moreover in the last case we have
Proof. The lemma follows from the fact that g k 1 
Proof. It is straightforward to write for some z
showing that the corollary holds with C £ C 2 0 . Now we are ready to exclude from I the points that fall into the basin of the saddle-node in a controlled way.
Let 
where by definition of k 1 we have 
The previous lemmas show that the following result is true. 
INVARIANT MEASURES SATISFYING THE ENTROPY FORMULA
Here we prove Theorem B. Let µ 0 be a f 0 -invariant probability measure satisfying the Entropy Formula (1.1), i.e., µ 0 is a equilibrium state for the potential
The following result shows that we can assume without loss that µ 0 is ergodic. 
On the other hand, Ruelle's inequality guarantees for a µ-generic z that
By (3.1) and (3.2), and because µ is an equilibrium state, we conclude that we have equality in 
STATISTICAL STABILITY
Here we prove Theorem C. First we recall some properties of the generic unfolding of saddlenode arcs, which can be found in [8, 16] .
Transition maps for saddle-node unfoldings.
In what follows we let f 0 be a saddle-node local diffeomorphism and perform a local analysis of the dynamics near the saddle-node point 0. In this setting the map f 0 is a C 2 diffeomorphism in a neighborhood of 0.
Given a saddle-node arc 
then it is proved in [8] that for k
Note that T ∞ depends also on both a and b. Observe also that ∂ x T ∞ ¡ σ x¢ is bounded away from zero by a constant which does not depend on ¡ σ x¢ . With b fixed, and taking a sufficiently close to 0, we can assume that this constant is arbitrarily large, since the number of iterates needed to take a to b increases without limit if t is small enough and a close enough to 0.
Uniform expansion. Now we present the arguments proving statistical stability of saddlenode arcs.
As in the previous subsection we fix a 0 b with a close enough to 0 in order to get 
has derivative bigger than c 0 
Proof. To obtain such result we note that since we are assuming that f t is expanding outside the immediate basin of the saddle-node, it is enough to analyse the dynamical behavior near 0. Now we use the fact that I 0
is a fundamental domain for the dynamics of f t , for t 1 0 small by construction. Hence for each x ¦ M we can consider the sequence of return times n 1
Thus for big n we have
where W 0 is the immediate basin of attraction of the saddle-node 0 for f 0 (see Section 2 for the definition of immediate basin) and s is the source connected to the saddle-node, recall Remark 1.1.
We observe that fixing t 0 1 0 small there exists a constant C 0 1 0 such that the number of iterates needed for y
Thus the quotients in the expression above, which are the frequencies of visits to the corresponding subsets along the orbit of x, can be estimated as follows. First we note that
Now we observe that at each return n i to I 0 the orbit of x spends at most C 0 iterates in s f § 1 0 ¡ a¢ ! before arriving in I 0 , while it spends k iterates during the transition to a neighborhood of b. Thus the following quotient is bounded from above by C 0 v k,
Finally since we can take t 0 arbitrarily close to 0, and so k grows without bound, the lower bound on (4.4) can be made positive for t 0 close enough to 0, independent on both n and x, since the only negative term is precisely the middle term in the right hand sum of (4.4). This concludes the proof of the statement and proves item 1(a) of Theorem C.
Since 
Proof. The conclusion of Theorem 4.1 is enough to guarantee that f t is uniformly expanding, for t
It is well known that uniformly expanding maps admit a unique absolutely continuous ergodic invariant measure satisfying the Entropy Formula (4.7), see e.g. [13] .
Another consequence of uniform expansion is the following. , see e.g. [13] . A finite partition Lebesgue modulo zero whose boundary has also zero measure with respect to µ 0 may be obtained as follows. For any fixed δ 1 0 we may find a finite open cover of M by δ-balls:
We observe that since µ 0 is a finite measure, there exist arbitrarily small values η 
The definition of stationary measure shows that every εstationary measure µ ε is such that [4] . This invariance property together with (5.1) show that there exist ζ
ζ¢ . Thus the support of µ ε has nonempty interior. By the uniform expansion we know that f t is transitive (even topologically mixing, see e.g. [13] ) for all t
Under the conditions assumed in the statement of Theorem D together with property (5.1) it is known (see e.g. [4] ) that there are at most finitely many ε-stationary ergodic absolutely continuous probability measures with pairwise disjoint supports. Since we have shown that any ε-stationary measure has full support in M, we conclude that for every ε 1 0 there is a unique ε-stationary absolutely continuous and ergodic measure µ ε , as stated in item (1) of Theorem D.
Entropy and random generating partitions.
Let µ ε be a ε-stationary measure as defined above. Here we give two equivalent definitions of the entropy of µ ε to be used in what follows. 
This limit is called the entropy of the random dynamical system with respect to ξ and to µ ε . As in the deterministic case the above limit can be replaced by the infimum.
The metric entropy of the random dynamical system is defined as
where the supremum is taken over all finite measurable partitions. It seems natural to define the entropy of a random system by h θ N ε µ ε ¡ S¢ where S is the skewproduct map S : 
Entropy Formula for random perturbations.
We want to show that µ ε satisfies an Entropy Formula analogous to (1.1) in the random setting. The absolute continuity and ergodicity of µ ε gives that µ ε satisfies the Entropy Formula in the following form (see [11] ): 
