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A classical theorem due to S. Bochner [Boc, Wu] states that if the Ricci 
curvature Ric, of a closed Riemannian manifold (M, g) satisfies 
Ric, > 0 then b,(M) G dim M (first Betti number); 
(1) 
Ric, > 0 and Ric,(x,) > 0, then b,(M) = 0. 
This theorem leads to the following questions: 
2. Questions. (i) Can one still have a vanishing theorem (b,(M)=O), 
while relaxing the assumption (Ric, > 0 and Ric,(x,) > 0): namely, if Ric, 
becomes (not too) negative on a set of small volume and is positive 
(enough) elsewhere, does one still have b,(M) = O? 
(ii) Can one still have an “almost vanishing theorem” (b,(M) < dim M), 
while relaxing the assumptions Ric,aO: namely, if Ric, is assumed to 
achieve small (enough) negative values, does one still have 
b,(M) <dim M? 
(iii) Can one give upper bounds on !I,( M) in terms of the Ricci 
curvature of (M, g) (now allowed to take negative values)? 
As is easily seen, these questions only make sense after some scaling 
of the metric because dilations of the metric do not affect b,(M) (see 
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[B&-Gal, where it is shown why the diameter is a good candidate to scale 
the metric). 
The first answers to the above questions were given by P. Li for the Betti 
numbers and later by S. Gallot and others in a more general framework 
(see [Ber 21 for a review). As a matter of fact, only questions (ii) and (iii) 
were answered (in terms of a lower bound on a certain curvature operator 
(Ric, for b,(M)), the diameter and some control on the isoperimetric 
constants of (M, g) (see [Ber 21)). In particular, the above-mentioned 
papers did not answer question (i). 
In this paper, we give partial answers to questions (i)-(iii), in terms of 
the isoperimetric properties of (M, g) (see Assumption 3 below) and 
integral bounds on the curvature operator. In particular, we are able to 
give a positive answer to Question (i). 
We now state our main results (Theorems 17 and 19) in the particular 
case of the first Betti number. 
3. Assumptions and Notations. l (A4, g) is a closed Riemannian 
manifold and n = dim A4 2 3 (see Appendix 1 for dim M = 2); 
l We decompose the least eigenvalue rs(x) of the Ricci curvature in 
T,M into its positive and negative parts: TJX) = r,‘(.~) - r;(x). 
l Our main assumption will be on the isoperimetric profile h(M, g; s) 
of (M, g). Indeed, we assume that there exists a positive number R such 
that h(A4, g;s)B RP’h(S”(l), can; s) for any SE [0, 11; the parameter s 
represents the relative volume, vo1(52)/vol(M), of a domain Sz in M (see 
Section I for more details). 
4. Statements. THEOREM A. Assume that r,’ $0. Then, there exists a 
number F(n, R, r,’ ) computed in terms of n, R, IIr,’ 11 35, Ilr,f 11, and V= 
Vol(M, g), such that 
b,(WdF(n, R, r,‘) VP’ j (r;(x))n’2dug(x). M 
THEOREM B. There exists a number G(n, R, V) computed in terms of 
n, R, V = Vol( A4, g) such that I/r, IIn,? < G(n, R, V) implies 
b,(M)bdim M=n. 
For precise statements ee Theorems 17 and 19, respectively; see also 
Propositions 16, 18, 20. We can also partially extend the results to the non- 
compact case. In particular, we have 
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THEOREM C. Let f: M” + RN be an isometric minimal immersion, bcith 
n = dim A4 2 3. Then the Morse index off satisfies 
Morse Index(f) < c(n, N) j IlBll” duof, 
M 
for some universal constant c(n, N), where llBl/ is the norm of the 2nd 
fundamental form off: 
See Theorem 38 for more details and [Ty 1, 21 for related results. 
5. Comments. (i) The methods of proof use heat equation techniques 
and an original idea of E. Lieb (Theorems 17 and 38) or Sobolev 
inequalities and a geometric lemma of D. Meyer (Theorem 19); the main 
underlying argument is the idea of symmetrization (using the above 
assumption on the isoperimetric profile for Theorems A and B, or the 
isoperimetric inequality on minimal submanifolds of RN for Theorem C). 
From this point of view, the case of the first Betti number might be mis- 
leading; indeed the Ricci curvature appears both in the estimate of the 
isoperimetric profile (see Remark 10(i) below) and as the potential in the 
Weitzenbiick formula (see Number 11 below); 
(ii) Theorem A depends in fact on a lower bound for I ,(r: ), the least 
eigenvalue of A + r,’ acting on CX(M) (see Proposition 16 and 
Appendix 2); 
(iii) Theorems A-C only hold for dim M> 3. In the two-dimensional 
case, the conformal invariance of the Dirichlet integral forces a new 
phenomenon to happen: this is explained in Appendix 1; 
(iv) In the compact case, results similar to Theorems A and B have 
been obtained by K. D. Elworthy and S. Rosenberg [El-R0 21; they also have 
results relating the inlimum of the spectrum of the Laplacian on functions, 
lower bounds on the curvature, and the L2-cohomology of complete non- 
compact manifolds [El-R0 11. K. D. Elworthy and S. Rosenberg use 
probabilistic methods: see [Ro] for a survey (earlier results may be found 
in [Ma, Vau]); 
(v) Our results depend on an assumption on the isoperimetric profile; 
we refer to [Ga] for improved isoperimetric inequalities. 
A short preliminary version of this paper has been published in [Btr- 
Bes]. 
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I. CLOSED MANIFOLDS 
Throughout this section, (M, g) is a closed (i.e., compact without 
boundary) Riemannian manifold. We use the following notations: 
6. Notations. 9 o, is the canonical Riemannian measure; 
l V(g) is the volume of (M, g); 
l D(g) is the diameter of (M, g); 
l Ric, is the Ricci curvature of (M, g), and T&.X), the least eigenvalue 
of Ric, on T,M; 
n is the dimension of 44, and it is assumed to satisfy n 2 3 (the two- 
diiensional case is special; see Appendix 1). 
7. We will mainly use two ingredients. The first ingredient is geometric 
(as in the original idea of S. Bochner, we write a Weitzenbock formula); 
the second ingredient is analytic (we use the heat kernel or Sobolev 
inequalities on (M, g) ). 
As far as possible, we will explicitly distinguish the geometric informa- 
tion needed in the first ingredient (mainly curvature estimates) from the 
geometric information needed in the analytic ingredient (control on some 
isoperimetric constants). For this purpose, we introduce the isoperimetric 
profile (isoperimetric function in [BCr 11) of the closed Riemannian 
manifold (M, g) : for s E [0, 11, we define 
h(M, g;s)=inf{Vol(LM2))/V(g):Q;!M,Vol(Q)/V(g)=s), (8) 
where the infimum is taken over smooth open sets in M (since the context 
is clear, we do not specify Vol, ~~, or Vol,, the (n - I)- or n-dimensional 
volumes ). 
As in [Btr 21, our main assumption on (M, g) is that there exists a 
positive number R such that (M, g) satisfies the isoperimetric inequality 
(uniformly on a certain class of Riemannian manifolds), 
h(M, g; s) >, h( S”( R), can; s) for all s E [0, 11, (9) 
where (S”(R), can) is. the n-sphere of radius R in [w”+ ‘, with induced 
metric. 
10. Remarks. (i) Given the numbers D > 0, E E { - 1, 0, 1) and LX > 0, 
1.9 4n,o,E.a be the class of n-dimensional Riemannian manifolds (M, g) 
such that 
D(g)<D, 
D*(g)r,(x)a(n- 1)s~ for all x E M. 
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Then there exists an explicit number a(n, E, LX) such that (9) holds for any 
(M g) in Jn,D,E,a with R =a(n, E, 0:)D: see [Ber-Bes-Gal. This is an 
example of a set of geometric assumptions which imply inequality (9). 
(ii) The isoperimetric inequality (9) makes of S”(R) a nice comparison 
model for (M, g). As a matter of fact, given any nice isoperimetric 
estimator (i.e., any nice minorizing function for h(M, g; s)), one can 
construct a comparison model for (M, g): see [Ber 1, Chap. IV]. We 
choose to make an assumption on the isoperimetric profile because it seems 
more general and more appropriate for analysis on manifolds than the 
geometric assumption mentioned in remark (i). Indeed, one could hope to 
control the isoperimetric profile under weaker or different geometric 
assumptions (as in the case of minimal submanifolds: see Section II). 
The technique which S. Bochner introduced to deal with the first Betti 
number works in a more general framework which we now describe. This 
more general framework allows us to uncouple the assumptions on the 
manifold from the assumptions on the vector bundle under consideration. 
11. Assume we are given a Riemannian vector bundle E over (M, g) (i.e., 
(i) each fiber E, is equipped with a Riemannian (or hermitian) metric 
which depends smoothly on x in M; (ii) there is a compatible connection 
D on the smooth sections of E, i.e., a connection for which the Riemannian 
metric on the fibers of E is parallel). 
Let D* be the formal adjoint-for the natural L2 structures-of the 
differential operator D : CK( T*M) @ C”(E) -+ P(E). We then introduce 
to Bochner Laplacian (or rough Laplacian) acting on P(E) : 2 = D*D. 
In many geometric situations (see Examples 13 below), C”(E) is also 
naturally equipped with a Laplace type symmetric operator 2, which has 
the same principal symbol as a. It then follows that we have a Weitzen- 
bock formula, namely, 
a=a+n, (12) 
where W is a symmetric smooth endomorphism of E. 
13. Examples. (1) E = T*M, with the metric dual to g on each fiber; D 
is then the Levi-Civita connection; we take 1 to be the Hodge Laplacian 
A, = d*d + dd* on l-forms; we then have the classical Weitzenbock 
formula 
A,cr=JE+Ric(cc#, .), 
for any l-form c1 (a” is the vector-field dual to CI); 
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(2) E= ApT*M, with induced Riemannian metric; D is the (extended) 
Levi-Civita connection, J is the Hodge Laplacian A, = dd* + d*d on 
p-forms. 
Other examples include the generalized Dirac operators of M. Gromov 
and B. Lawson (more examples are in [B&-Gal; for more details on 
Weitzenbock formulas see [Bou, Ee-Le, Wu]). 
Our main interest in this paper is to estimate from above the geometric 
invariant 6(E) = dim Ker d, the dimension of the space of harmonic (for d”) 
sections of E. The following invariants are included in our framework: the 
Betti numbers, the a-genus of M... We could also consider N(d), the 
number of negative eigenvalues (recall that M is closed) of d; we could 
then study the number of eigenvalues of A less than some given number I. 
(use d’ = A - %). We refer to [B&r-Gal for more details. 
In order to be able to state our main theorem, we introduce some further 
notations. 
14. We denote by 
l 6(E) the dimension of the space of harmonic sections of E, dim Ker d’ 
(or NO)); 
l p(x) the least eigenvalue of the symmetric endomorphism S? acting on 
E,, and we decompose p(x) into its positive and negative parts: 
p(x) = P +(-Y) - p ~ t-u); 
l A the (positive) Laplacian acting on C” functions of (M, g); 
l A,(p+) the least eigenvalue of A +p+ acting on C”(M). 
15. By the min-max, A,(p+ ) is positive if and only if p + $0 on M. The 
main results of this section are Theorem 17 and 19 below. For convenience 
we also state Propositions 16 and 18. We give Proposition 20 for the sake 
of completeness. 
16. PROPOSITION. Let (M, g) be a closed n-dimensional Riemannian 
manifold. Assume that (M, g) satisfies the isoperimetric inequality (9). Let 
p + be a non-negative continuous function on M and let 1,(p + ) denote the 
least eigenvalue of the operator A + p + acting on functions. Then (with the 
notations of Numbers 6-7), 
p&&(p+)R*, 
where R is the positive number which appears in the isoperimetric inequality 
(9) and u, is the least eigenvalue of the following eigenvalue problem 
y”(r) + (n - 1) cotg(r) y’(r) -c(r) y(r) + uy(r) = 0, O<r<n 
y regular at 0 and n; 
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where c(r) is defined by 
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{ 
R2(g) lb + II % on 
c(r)= o 
Cn - ro, ~1, 
on CO, 7[ - r,C, 
and where r0 is determined by 
ll~+II~~~g)w,~~~~~~~~~~~~~‘~~=~,~,~~~~~~~~~~.~~, 
cop = Vol( SP( 1 ), can). 
Clearly enough, 1 ,(p + ) = u, = 0 if and only if p + = 0. 
17. THEOREM. Let (A4, g) be a closed n-dimensional Riemannian 
mantfold. Assume that n > 3 and that (M, g) satisfies the isoperimetric 
inequality (9). With the notations of Numbers 6, 12-14 supra, there exists an 
explicit constant C,(n) (depending only on the dimension n of M) such that 
6(E)<C,(n).l.sup{l, (A,(L)‘) R2))“‘2}. V(g))‘J&, [R*p-.(?r)]“!‘du,(-u), 
where 1 is the rank of the vector bundle E. 
Notice that the last two terms in the right-hand side of the above 
inequality are scaling-invariant. The right-hand side of the inequality is 
+cc when p+ ~0. 
18. PROPOSITION. Let (A4, g) be a closed Riemannian mantfold with 
dimension n 2 3. Assume that (A4, g) satisfies the isoperimetric inequality (9). 
Let S(g) be the Sobolev constant of the inclusion H’(A4, g) --) 
L2n’(n-2)(M, LJJ, i.e., for any f e P(M), 
where Ilf lip = CJ,+, If( p dug(x)) lip Then there exists an explicit constant . 
C,(n) (depending only on the dimension n of M) such that 
S(g) < C,(n) R2V(g))2!“. 
19. THEOREM. Given the same assumptions as in Theorem 17, assume, 
furthermore, that S(g) IIp - II ,,,* < 1. The following assertions hold: 
(i) If IIP-II~~~C~ -S(g)lIp-Iln121~‘<~1(P+) Ug 2’n, then W)=O; 
(ii) Let n,(g) be the first non-zero eigenvalue of A on functions. Then 
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there exists an explicit constant C,(l) (depending only on the rank of the 
vector bundle E) such that the ineyualitl 
implies 6(E) d 1. 
20. PROPOSITION. Given the same assumptions as in Theorem 17, assume 
now that n 2 4, andchoose anyp such that 1 < p < n/(n - 2). Let x = n/p(n - 2). 
Define t,,(x) bj, 
r,(x) = n [ 1 + xxi(2xip - p’) ‘.‘2]2px-‘. 
i=O 
Then 
where IIp-II,,i”,~=(V(g)~‘S,(p~)4dvg)‘.’4, l/p+l/q=l. 
Notice that q > n/2. Some comments are in order. 
21. COMMENTS. 
(i) Ideas of the proofs : 
l Proposition 16 is a generalization of a result of G. Talenti [Ta], 
using the isoperimetric inequality (9). The proof will appear in [Abd]; see 
also Appendix 2 for a sketch of the proof of Proposition 16; 
l The proof of Theorem 17 uses a technique which has been intro- 
duced by E. Lieb [Lie] to estimate from above the number of bound states 
of a potential in KY. The assumption n 2 3 is crucial; see Appendix 1; 
l Proposition 18 follows from the fact that symmetrization decreases 
Dirichlet integrals; see [BCr 2, Theorem 733 for a proof; 
l The proof of Theorem 19 follows from the fact that the norm of a 
harmonic section of E satisfies an elliptic inequality: part (i) then follows 
from the min-max characterization of the eigenvalues (see also [Abd]); 
part (ii) is a consequence of a lemma due to D. Meyer [Me]; 
l The proof of Proposition 20 uses the classical de Giorgi-Nash- 
Moser iteration scheme (see [B&r 2, Sect. 61.) 
(ii) Contents of the results: 
l The estimate in Theorem 17 is non-void if and only if p + f 0. The 
method of proof (see below) consists in comparing 6(E) to the number of 
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negative eigenvalues of the operator d -i-p + -p ~~ acting on functions. If 
p + = 0 and p ~ f 0, the latter number is at least 1, so that we cannot hope 
to have a vanishing theorem for 6(E) without an assumption on p+-at 
least by our method. Compare with the Gauss-Bonnet theorem in 
dimension 2. Whenever I,(p + ) R2 is bounded from below (e.g., using 
Proposition 16), Theorem 17 answers Questions 2 in the Introduction; 
l Theorem 19 only gives results under the “pinching” assumption 
S(g) IW IIn: < 1. We again obtain a vanishing theorem when A,(p + ) is 
positive and suitably bounded from below. Theorem 19(ii) gives an “almost 
vanishing theorem, 6(E) < 1. Notice that both Theorems 17 and 19(ii) give 
an almost vanishing theorem under a curvature assumption involving I 
(this is because there might be parallel sections of E, up to a vector space 
of dimension I ); 
l Proposition 20 gives an upper bound on 6(E) which does not 
depend on p+. The price to pay for that is the fact that we need n 3 4 and 
a control on the norm I/p- II,,,‘z +& for (any) E>O, unless the more natural 
norm /~~/l,,,~ is small enough; compare with Theorems 17 and 19. Notice, 
however, that Proposition 20 also gives an almost vanishing theorem 
because lim,,+ (,(x) = 1. 
(iii ) Merhods :
In the statements of all the above propositions and theorems as well as 
in the proof, we distinguish the estimates on p (according to the methods 
which are used) and the estimates which follow from the isoperimetric 
inequality (9). In particular, any other better isoperimetric inequality will 
lead to a relined version of our results (we could, for example, use the 
refinement of (9) contained in [Gal). 
22. Proof of Theorem 17. The proof mimicks the way one establishes 
the well-known Cwickel-LiebRosenbljum bound [Re-Si, p. 98ff; Lie]. We 
first reduce the problem to studying Z+ p (step 0). We then show that the 
number of eigenvalues of 2 + p less than --CI (a B 0) is bounded from 
above by (m+l)Tr&, where K,,, (to be defined below) is a bounded 
operator on L’(E) (m > 0 is to be chosen later in order to ensure that E,,, 
is trace class). We finally reduce our problem to the scalar case (using a 
domination relation) to which we can apply the results of [Lie or Re-Si]. 
In so doing we lose some piece of information, e.g., the topology of E, it 
would be interesting to deal with d + p as long as possible. 
Step 0. By the min-max principle, the number of non-positive eigen- 
values of d’ = d + 3 (and hence 6(E)) is less than or equal to the dimension 
of the maximal subspace of C” sections of E such that 
f (IDslZ+ (a(s),s>)dLJ,<o. M 
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By the definition of p, we have the inequality 
and we can write 
where X(p) is the number of “bound states,” i.e., of non-positive eigen- 
values of the operator a + p on C”(E). 
Step 1. We use the functional analysis argument which goes back to 
M. Birman and J. Schwinger [Re-Si, Chap. VIII]. Let us use the notations 
a+p’=R,, a+p=R, and W=p-. For a given ~20, define N,(R) to 
be the number of eigenvalues of H less than or equal to --a. 
LEMMA (I). The number N,(R) is equal to the number of A’s in 10, l] 
such that -a is an eigenvalue of f?, - A. W (with multiplicities). 
This follows from the fact that the eigenvalues of H0 - A W are con- 
tinuous and monotonic with respect to 1. In view of the statement of 
Theorem 17, we can assume that WE C’*(M) and that W> 0. Fix m 2 0 
(to be chosen later). Introduce the operator 
Kn,= W’W f (-1)’ 7 
0 
(R,+jW+a)-‘w’;’ 
r=O 
and the function 
L,n= f (-1)’ 7 
0 
(1 +jy)-‘. 
j=O 
LEMMA (II). The number N,(R) is less than or equal to the number of 
eigenvalues of K,,, which are not less than l/(m + 1). 
Proof: If --a is an eigenvalue of B, - A W of multiplicity v, then 
AF’L,(;L-‘) is an eigenvalue of E,,, of multiplicity at least v and observe 
that for 2~10, 11, A-‘L,(A-‘)2 l/(m+ 1). 1 
Let P denote the operator (R, + a) ~ “’ W( R, + a) -“2. We then have 
Km= w"2(~o + a)-':'L,( P)(B,+ a)-l:2W1;2. 
Notice that L,(y)=(l+y-‘)~‘...(l+(my)~‘)~~’ and find 
k = m 
Km=m!W”2 n (R,+kW+a)-‘W (R,,+u)~‘W”~. 
k=l > 
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We finally conclude that R, has positive eigenvalues and that 
N,(A)<(m+ l)Tr& (23) 
Given ?f (resp. A) a bounded operator on f.‘(E) (resp. L’(M)), we say 
that A dominates A if, for any s in L’(E), 
ml d A ISI (1 .I is the pointwise norm of sections). 
It is a well-know fact [H-S-U or BCr 1, Appendix A] that (H,, + jW+ a) -’ 
(jE (0, . . . . m > ) dominates (A, + j W + a) ’ : this domination relation 
follows from Kato’s inequality IDsI < l&l 1 (see [BCr 21). 
If A dominates A then Tr A< rank(E) Tr A. Because all the operators 
involved preserve positivity we conclude that Z,,, is dominated by K,,, 
(where K,= W’i2~J’~o(-1)i(~)(HO+jW+a)~‘W”2) and hence N,(g)< 
(m + 1) Tr(Km) < rank(E)(m + 1 j Tr(K,), i.e. 
N,(R)<rank(E)(m+ 1)Tr (24) 
Finally, we can write the right-hand side of (24) using heat operators and 
obtain 
ZVJ~)<rank(E)(m+l)/~Tr{ i (-l)‘(y) 
j=O 
x Wexp( -t(H,+ jW+u)) dt. 
I 
Introduce G,(x) = x( 1 - P-.‘)~, choose a, > 0, and let 
Ocx<a, 
x>a,. 
(25) 
Then d, is convex and satisfies G, < 4,,,, b,,,(x) - x”’ + I when x goes to 0, 
and bm(x) +x when x goes to 0~). 
Following [Re-Si, p. 98ff; or Lie] and noticing that 
uJ9=j; ep’(I -e-“‘)“dt, 
we obtain 
N,(R)<(m+ 1)-f. jam (jM k+(f,x,x)~,(tW(-~)jdu,(x) eq(-at)+, 
> 
(26) 
where k, (t, x, y) is the heat kernel for A + p + on C”(M) and I = rank(E). 
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27. Remark. In order to guarantee that K,, (and hence K,,,) is trace 
class, we will have to choose m > n/2 - 1. 
We now have to plug some geometric estimates into (26); this is our next 
step. 
Step 2. Estimating the heat kernel. Let k(r, X, y) be the kernel of the 
operator exp( - tA ) acting on functions. Under the assumptions that (M, g) 
satisfies the isoperimetric inequality (9), we have (see [BCr-Bes-Ga, 
Proposition 16; or Btr 1, Chap V]) 
v(g) sup k(r, x, Y) < Z&/R*), 
Y. j’ E .Cf 
f-28) 
where Z,(t) is the partition function I,?!!, e -‘I’ for the canonical sphere 
(of radius 1 in R”+ ‘). 
It follows from the maximum principle that 
k+(t, s, y)dk(t, ev, y) forall (r,x, y)E[w+ xMxM. 
We could therefore try to replace k + (t, X, X) by k( t, X, X) in (26). However, 
lim ,- cx k( I, X, x) = V(g) ~~ ’ and the corresponding integral in (26) would 
be +m; we have to use the fact that ~‘$0, i.e., A,(p+)>O (the least 
eigenvalue of A + p + on functions) to control k, when t goes to ‘xl. 
The function t + e’liQ”‘k +(t, X, X) is non-increasing (for fixed x), so that 
we can write, for any 0 < s d t, using (28), 
k+(& sy g)<e”l(“+‘RLl\-r) 
2 7 4g)- ‘Z,(s), t 2 s; 
k+(tR’, X,X)< I’(g)-‘Z,.(t), t f s. 
Let p=A,(y+) R* and take s=inf{l, p-‘). Let A(n)=sup{t”‘*Z,.(t): 
t E 10, 1 ] }. From the above inequalities, we deduce that 
so that we conclude that (for all t > 0 and x E M), 
k+(tR’, X, x)deA,(n) V(g)-’ sup{l, ~~“~2} t-“‘“. (29) 
If we now plug (29) into (26), we obtain 
xR”V(g)P’jX 1 
0 M 
exp(-at)*-““)(tW(x))dxq 
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We can take a = 0 (because A,(p + ) > 0). We have 
N,(R)QA(n,m)-f.Y(g)~‘sup{l,~-“:2}~~(R~W(X))~~~dX; 
i.e., 
N,(A)QA(n,m).f.sup{l, [A,(P+)R2]-n,‘2} 
. v(g)-’ j (R2p-(x))y2dx, 
nr 
where A(n, m) = A l(lt) f$ t -“12q3(t)(dt/t) is finite if we choose m > n/2 - 1 
(n 2 3). This finishes the proof of Theorem 17. 
Let us just make some comments about the above inequality. The factor 
I = rank(E) comes from the domination relation (24), i.e., from Kato’s 
inequality (the partition function for the rough Laplacian is extremal for 
trivial bundles [H-S-U]). The second factor sup{ 1, [lr,(p+) R2]-“j2} only 
involves p + and the isoperimetric properties of (M, g). The third factor 
only involves p- and the isoperimetric properties of (M, g). 
Proof of Theorem 19. We now use Sobolev inequalities instead of the 
heat equation. Let x = n/(n - 2) (recall that n > 3) and let s be any harmonic 
section of E (i.e., & = 0). By Kato’s inequality (see, e.g., [Bet- l]), we can 
write 
s Idlsl I2 und IDs12u, .M I M 
and, using that s is harmonic and the Weitzenbiick formula (12), we can 
write 
I M I~1412~,d *,lDs12u,$ -j I (a(s),s)u,< -j plsl2u, I M 
because p(x) is the least eigenvalue of W in E,. Using the min-max, 
Holder’s inequality and decomposing p into p = p + - p-, we conclude 
that 
II44 II: G lb - II”/2 Ibll:, 
m+)lbll:~ lIP-lln,211~lI:,. 
By Proposition 18, we find 
Il~ll:,6%Nl4~l II:+ ~(g)-2’“llsll: 
(30) 
and hence (31) 
ll4l:, <S(g) IIP- Iln/21141:x+ ~(g)-2~nl141: 
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If ((p-((,Z,zS(g)< 1, we then have 
(provided that there exists a non-zero harmonic section s). 
This proves (i). We then have a vanishing theorem in terms of (A,@+), 
[I~-ll,,;~, v(g), and R i.e., the isoperimetric properties of (AI, g)). 
In order to remove the assumption that p+ $0, we need the following 
lemma which is due to D. Meyer ([Me]; see also [Ga-Me] for some 
generalizations ).
32. LEMMA. Under the assumption that 6(E) > l+ 1 (where I is /he rank 
of E) there exists a harmonic section sO of E such that 
where y(l) is an explicit universal constant. 
Let f= lhl - v(g)-’ SW I A s aR and let A*(g) be the second eigenvalue of 
A on F(M). Since s.u fi, = 0, we have (use (30)) 
Using (31) we also have (provided that S(g) J/p ~ )/,r;.2 < 1) 
and, by Lemma 32. 
from which part (ii) follows. 
Notice that A,(g) can be estimated from below in terms of R (see 
[Bet--Bes-Ga or BCr 1,2]). 
The proof of Proposition 20 follows from the classical de Giorgi-Nash- 
Moser iteration scheme: see [Li, Ga, or BCr 2, Section VI J. 
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II. NON-CLOSED MANIFOLDS 
In this section, we will investigate the case in which (M, g) is not a 
closed manifold. We distinguish the following cases 
33. (i) (M, g) is compact Riemannian manifold with boundary aA4 and 
we consider Dirichlet condition on dM; 
(ii) (M, g) is a complete non-compact Riemannian manifold. 
In the case (ii), we denote by k(t, x, J) the minimal heat kernel of 
(M, g); i.e., k(t, x, y) is the (increasing) limit of the Dirichlet heat kernels 
k,,(r, x, y) for an exhaustion {Qij ,T, of (M, g). 
Having in mind the proof of Theorem 17, we will make the following 
assumption for the cases (i) and (ii). 
34. Assumption for (i) and (ii). There exists a constant A such that for 
any xEA4, any f >O, 
k( t, x, x) s At P”i2, 
where n = dim M 2 3. 
It has been proved by N. Th. Varopoulos [Va] that Assumption 34 is 
equivalent to giving an isoperimetric inequality on (M, g) or an upper 
bound on the Sobolev constant of the embedding Wi.‘(M, g) + 
L”‘(“-l)(M, ug). G eneral geometric conditions which guarantee a good 
control on the isoperimetric inequality are not yet known for complete 
noncompact manifolds (for submanifolds ee [ Ho-Sp] ). 
As was done before in Section I, we consider the following situation (see 
Number 1 lff ). 
We consider a Riemannian vector bundle E over M and we assume that 
there is given a natural Laplacian d’ acting on C”(E) which satisfies the 
Weitzenbock formula 
2s = iis + s?(s), (35) 
where 6= D*D is the Bochner Laplacian associated with the compatible 
connection D of E and where 9 is a (symmetric) endomorphism of E. As 
before, we let p(x) denote the least eigenvalue of 92 on E, and we decom- 
pose p into its positive and negative parts p = p + - p _ . 
36. DEFINITION. Let N(a) denote the supremum over the exhaustion 
{Qi} (any exhaustion) of the number Ni of negative eigenvalues of 
2 = d + W on Oi with Dirichlet boundary condition. 
390 BkRARD AND BESSON 
Following the proof of Theorem 17 and making the obvious changes tep 
by step, we obtain the following theorem which slightly generalizes earlier 
results of E. Lieb [Lie]. 
37. THEOREM. In the cases (i) or (ii), and under Assumption 34, we have, 
there exists a constant B(n) which depends only on n = dim M such that, ij 
n3 3, 
N(3) < IAB(n) [ (pP(x))“‘“dv,(s), 
- M 
where I= rank(E) and where N( 9) is defined in Definition 36. 
38. Remark. The main difference between Theorem 17 and Theorem 37 
is that we need p+ in Theorem 17, where as we do not need p + in 
Theorem 37. As a matter of fact, the assumption pi- $0 in Theorem 17 
implies that A,(p + ) > 0 which gives the estimate of Assumption 34 for the 
heat kernel of A+p+. When (M, g) is compact with boundary and the 
Dirichlet condition is assumed on 8M, the first eigenvalue of the Laplacian 
is positive, and Assumption 34 essentially follows in general. 
Let us now give an example in which Theorem 37 applies. 
Letf: ~VIP-+R”+~ (n 2 3) be an isometric minimal immersion of M” into 
a simply-connected Riemannian manifold A” +’ with non-positive sectional 
curvatures. We are interested in the stability properties off: Recall that the 
Morse index off is the supremum over any exhaustion {Qi} of the indexes 
of the second variations off, for normal variations with compact supports 
in the sets Qj (see [Fis]). Then 
39. THEOREM. Let f: M” + ii;i” +’ be as above (in particular, n 2 3). 
There is a constant c(n’), which depends on n, such that 
Morse Index(f) Q It(n) s,&, 11B11” dv(x), 
where II BI( is the (pointwise-) norm of the second fundamental form of the 
immersion f 
40. Remarks. (i) Our theorem does not apply in dimension 2: see 
however [Ty2] and compare with Appendix 1; 
(ii) In particular, Theorem 39 implies that if jM II BI(” is small enough 
(depending on n and I) then the Morse index is 0, i.e., f is table; compare 
with [Sp]. As a matter of fact, one can also prove that if I M II Bjl” is small enough (depending on n and I or only on n) then the immersion is totally 
geodesic; see [Bet- 3 1. 
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Proof of Theorem 39. We take E to be the normal bundle v(M) to the 
immersion; it is naturally equipped with a connection D. The second 
fundamental form B is defined by B(X, Y) = (6, Y)“, where X, Y are fields 
tangent to M, b is the Levi-Civita connection on A and the superscript 
N means “normal component.” The Weingarten endomorphism is defined 
by 
<B(X Y), E>a = (AE(W, Y>.,J 
for a smooth section E of v(M). Let {e,}~= , denote a local orthonormal 
frame in M. We define the endomorphisms &J of v(M) by g(E) = 
I:= ,B(e,, AE(ei)). The quadratic form (associated with 2) we are 
interested in is given by 
I(& E)=j (IW- (WE), E))dvol,~, .&I 
(it is called the index form). 
For D a relatively compact domain of M, let m(D) denote the maximal 
dimension of subspaces of 
C,?,(v(M))= {s~C;(v(M));suppscD} 
on which I is negative. Then 
Morse Index(f) = sup(m(D): D c M}. 
Since Dt+m(D) is obviously increasing, we can restrict ourselves to 
domains D which are intersections of balls in &P+’ with M. Let k,(t, X, y) 
be the Dirichlet heat kernel of the (ordinary) laplacian on M. By the results 
of [C-L-Y, Ma], we have 
for all x E D, I > 0, D c M as above. It then follows that Assumption 34 is 
satisfied and we can apply Theorem 37: 
m(D) < fc(n) s, (b- )“I’, 
where b is the least eigenvalue of the endomorphism g. It follows from 
[Sim] that b- < )IBIJ*. 1 
41. Remark. The case in which (M, g) is compact and we take 
Neumann’s condition on ah4 does not seem easy to handle. We could, of 
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course, apply the method we used in Section I for the proof of Theorem 17. 
We do not know a good isoperimetric inequality in this case (compare with 
WeI 1. 
APPENDIX 1: THE ~-DIMENSIONAL CASE 
Both E. Lieb’s method (proof of Theorems 17 and 37) and the method 
using Sobolev embedding theorems (Theorem 19, Proposition 20) fail in 
dimension 2. Indeed, in the first case the constants c,(n) (Theorem 17) or 
B(n) (Theorem 37) involve some definite integral whose value is + cc when 
dim M= 2; in the second case, the embedding H’ < L” does not occur. 
On the other-hand, it is proved in [Re-Si, pp. lOlff] that an inequality 
of the form 
N(V)= #(boundstatesofd+ Viac(2){ V-(x-)& (a) Kc 
cannot hold in dimension 2. Indeed, for any WE C:( W2), W 2 0, W$O, 
A - W has at least one eigenvalue. 
The proof given in [ Re-Si, pp. 1Olff ] uses the Birman-Schwinger kernel 
and the Fourier transform. In this appendix, we propose a new proof which 
might shed some light on the nature of the underlying phenomenon. Recall 
that the Dirichlet integral sili Idfl’ d & ) . v x 1s a conformal invariant in dimen- 
sion2. Given any WEC~(IR~), WaO, W$O, the number N( - W) of 
negative eigenvalues of A - W is the maximal dimension of subspaces of 
C$(rW2) on which 
is negative. 
On the other hand. we can write 
where 71: S’\{north pole} + Iw2 is the stereographic projection and 
c1 da = rr* dx (da is the usual Lebesgue measure on S2). When f runs 
through C;(R’), g =fo rc runs through C,“(S2\{north pole}) and, since 
WGXE C,=(S’\{north pole}) is given, we have 
N( - W) = # {neg. eigenvalues for Au - ( Won) au = lau on S2} 
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(this follows from the general fact that C “(M\{ it}) is dense in H’(M); 
see [Cha] ). 
It is then clear that we have N( - W) > 1 (use the function 1 in the 
associated Rayleigh quotient). This implies that (a) cannot hold, as stated 
above. 
Roughly speaking, we can say that the point at infinity on 03’ (i.e., the 
north pole on S*) has capacity 0 so that we can add it without changing 
the potential theory; i.e., we reduce to studying a closed manifold whose 
spectrum is discrete and starts at 0 so that adding a non-zero non-positive 
potential forces part of the spectrum into the negative axis. 
This phenomenon comes from the conformal invariance of the Dirichlet 
integral; it holds on any complete Riemannian surface which is conformally 
equivalent to a compact surface minus a finite number of points (compare 
with [Fis]). In the special case of minimal submanifolds, J. Tysk [Ty 23 
was able to deal with a two-dimensional situation. 
APPENDIX 2: LOWER BOUND FOR l,(p+) 
In this appendix we very briefly describe how one can give a lower 
bound of A i(p + ) involving ((p + )I,, (( p + 1) 13c‘, and the isoperimetry of (M, g). 
We refer to [Abd] for full details and some other results in the same spirit. 
Let (M, g) be a closed Riemannian manifold which satisfies the 
isoperimetric inequality (9) ( see also Remarks 10). We can use (Sn( 1). can) 
as model space and apply the symmetrization process described in [Btr 1, 
Chap. V; Ber 2, Sect. VII]; one can symmetrize a smooth function f on M 
into’s function f * on S” which is in H’(S”) and radial (w.r.t. the north 
pole). The function f* satisfies 
o, jM f * dv, = VJsn f ** dv, where V=Vol(M, g) and o,= 
Vol(S”(1)); R’o, sMldf12 dug2 VJ,)df*l* dv, where R is the (a) 
number which appears in (9). 
The inequality of Hardy-Littlewood-Polya [Ta] implies that 
where c., is the increasing rearrangement of c (f * is known as the 
decreasing rearrangement off ): if c* is the decreasing rearrangement of c 
which we identify with a function c*(r) of the distance to the north pole, 
we have C*(T) = c*(rc - r); see [Ta or Abd]. 
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For the Rayleigh quotients we can write 
Let F(r) be defined as follows (on S”, as a radial function) 
F(r) = R2 IIcII r 
on [rc-r,, 7~1 
0 on CO, 7t - r,C, 
where rO is determined by 
~~~~~~~,.~~,~~=~,,lI~Il,iill(.ll,, 
where B,,(r,) is any geodesic ball of radius rO on Sn( 1). 
c. LEMMA [Ta]. R’ s: f*‘(r) c,(r)(sin r)‘- ’ dr 2 jg f*‘(r) Z’(r) 
(sin r)” ’ dr. 
Finally, Lemma c and inequality (b) give 
R,(c) 2 R -‘&(c”), (d) 
where x,(2) is the least eigenvalue of A + ? on S”( 1 ), with c’ defined above. 
Inequality (d) gives a bound from below of i,(c) involving JIc/I ~, IIcIj, 
(norms on (M, g)), Vol(M, g), and R (i.e., the isoperimetric inequality (9)). 
This proves Proposition 16. 
Note. This generalizes an earlier result of G. Talenti [Ta], compare 
with [Abd]). 
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