









令和 2年 1月 27日
概要
スマートフォンは近年広く普及し,日々その性能が向上している. 多くのスマート
フォンには System on a Chip(SoC) と呼ばれる, CPU を含めた様々な機能が含まれた
チップが組み込まれている. SoCには Graphics Processing Unit(GPU)が搭載されてお
り,通常描画支援等に用いられる. GPUの高い並列計算能力を利用することで,描画だ







理である複数音源分離を Android 端末上で実現し, GPU を利用することによる高速
化を検証した. 音源分離手法として音響処理手法, 深層学習手法の比較を行い, 性能
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[1]. スマートフォンの多くは System on a Chip(SoC)と呼ばれる CPUやメモリなど多くの
機能を集約したチップを内蔵している. SoCには Graphics Processing Unit(GPU)も含まれ
ており,主に CPUで処理が難しい描画処理等のアクセラレータとして扱われている. また,





























































ative Matrix factorization, NMF)が挙げられる.
NMFは疎な行列に適用されるアルゴリズムであり,以下のように定義される.
X ≃ X̂ = AB (1)
7
NMFは元の非負値行列 Xに対して,近似解となる X̂を A, Bの積で表現することを考え
る. 分解を行うと, Aは繰り返し出現するパターンを表す基底, Bは基底の出現タイミング
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師あり NMFが研究されている [3] [4].
8
教師あり NMFは学習と推論の 2つの処理に分かれている. 学習では対象音源のスペク
トログラム Ytargetに対してNMFを行い,基底行列 Fとアクティベーション Qに分離する.
推論では学習で得られた F を利用し,入力の混合音源 Y に対して次の式を考える.
Y ≃ Ŷ = FG + HU (6)
近似解 Ŷ を,目的音源の基底 FとそのアクティベーションGの積,目的以外の音源の基



























対して提案されたモデルである. モデルの概要を図 1に示す. U-Netは畳み込みを行い次
元削減を行った後にアップサンプリングを行い元の形状に戻す Encoder-Decoderモデルに
対して,アップサンプリング時に畳み込みで得られた同サイズの層を連結するスキップ構









ルの入力として扱い, 分離音源を出力とするモデルを提案している. モデルの概要を図 2











図 1: U-Netモデル ([5]より引用)







Compute Unified Device Architecture(CUDA)は Nvidia社が開発した, GPUにおいて汎
用計算を行うための開発環境である [9]. 言語記述は C, C++を元とした独自記述を行う.
計算を制御する CPU側を host,実際に計算を実行する GPU側を deviceとしばしば呼ぶ.




CUDAの計算モデルは後発の GPGPUを行う言語に影響を与えた. 後述する OpenCLも
その一つである. CUDAは Nvidia社製の GPU, GeForceや Tesla等においてのみ使用され
ることを想定している. その為,チューニング対象が限られる. GeForceや Teslaを利用す
る際はハードウェアの最大限の速度を発揮するが,他社製の GPUでは動作させることす
らままならない.
多くの Androidに搭載される GPUも例外ではなく,ほとんどの端末において CUDAは
利用できない. CUDAが利用できる Android端末として Teglaシリーズが存在するが,そ














Open Graphics Library for Embedded Systems(OpenGL ES) は Khronos Group が策定す
る,スマートフォンを含めた組み込みやモバイル端末における 2D, 3Dグラフィックスの描









Open Computing Language(OpenCL)は Khronos Groupが策定する,ヘテロジニアスな環
境で並列計算を行うためのフレームワークである [12]. AMD社製など CUDAが利用でき
ない GPUや,マルチコア CPU,更には FPGAなど数多くの環境が混在した状態で並列計
算を行うことができる. 他の技術と同様に C, C++の記法で GPUに処理を命令する.
host側で OpenCLで用意された APIを呼び出しながら deviceを操作する. 処理内容を
一度書けば,同様のコードで様々な環境における GPGPUが実現できる.
多くのスマートフォンには OpenCLのライブラリである libOpenCL.soを端末内に保持
している. このライブラリを dlopenによって読み込むことで, Andoroidにおける OpenCL
実行が可能となる. しかし,一部の Android端末にはこのライブラリが存在していない.



































WorkItemは自身を特定する IDが振られる. 全体で重複しないグローバル IDと, Work-












下のメモリほど, 実行される workitem に近く, 高速にアクセスできる. Global Memory,
















ラリである [13]. 最大の特徴として define-by-runと呼ばれる,順伝搬計算時に計算グラフ
を動的に定める方式が挙げられる. また,ライブラリの設計原則で挙げられるように研究
者による利用が最優先とされており,最新手法の多くが PyTorchによって実装されている.
PyTorchで作成したモデルは PyTorch Mobileを利用することで Android端末上での推












また, Keras API[16]を用いることで直感的なモデル記述ができる. そして, TensorFlowで
作成したモデルは TensorFlow Lite[17]等を利用することで Android端末上で推論を行う
16





Open Neural Network Exchange(ONNX)は様々なフレームワークから変換・読み込みが




Mobile AI Compute Engine(MACE)は XiaoMiによって開発される, モバイル端末に最
適化された深層学習フレームワークである [19]. ONNXや TensorFlowのモデルが利用可
能であり,推論処理は OpenCLによって実装されている. しかし, Java Native Interface(JNI)
から呼び出すことを前提としており, Javaから直接呼び出すことができない.
Snapdragon Neural Processing Engine(SNPE)は Snapdragonで深層学習を実行するため








TensorFlow.jsはブラウザや Node.js上など JavaScriptによって動作する TensorFlowラ
イブラリである [21]. 推論処理を行える他,モデルの構築や転移学習なども可能である. モ


















TensorFlow Liteを利用する流れは図 4の通りである. あらかじめモデルの構築をサーバ,
すなわち PC等で行う. 学習を終えたモデルはTFLite Converterを利用することで Flatbuffer
形式の tfliteモデルへ変換できる. その際,モデルの重みに対して最適化処理を行うことが
可能である.
変換で得られた tfliteモデルを推論する端末,クライアントへ格納し, TFLite Interpreter
が読み込むことで推論処理が可能となる. APIは Javaと JNIを経由した C++が利用でき
る. GPUの利用は様々な端末での利用を可能とするため, OpenGL ESをベースとして実装




クセラレータで実行する形へ変換することができる. delegateには GPUを指定する GPU
delegateの他に, Digital Signal Processor(DSP)や Neaural network Processing Unit(NPU)を
含めて指定する Neaural Network API(NNAPI) delegateが存在する.
19








複数の端末間の通信技術として Nearby が挙げられる [23]. Nearby はスマートフォン












Miuらは TensorFlow Liteを利用した物体の姿勢推定Unityアプリを作成した [26]. コン
ピュータビジョンの分野の代表的なリアルタイム処理手法である YOLOを土台とした姿















 f (m) (0 ≤ m < N)0 (otherwise) (7)
ここで,窓関数の有効範囲となる窓幅 Nを 1024とし, f (m) = 0.56+ 0.46 cos 2πmと定義
されるハミング窓を用いた. また,窓関数をずらす幅 (オーバーラップ)Hを N/2,すなわち
512とした.




x[nH + m]w[m]e−i2πωm (8)
ここで, xは適用順に応じて H ずつずらしながら参照される. フーリエ変換の区間は無
限区間を対象とするが,窓関数を掛けあわせることで 0 ≤ m < N の有限区間に絞ることが
できる.








で, X の偏角 Arg(X)を用いて X′ = |X|′ exp(iArg(X))を計算することで位相情報を付加す












式 (9)によって n毎に逆フーリエ変換を行い音源の形式に戻す. x′n[t]は窓関数を掛けあ
わせたデータの逆変換となるので,再度窓関数を掛け合わせ,オーバーラップを考慮しな




実際には離散フーリエ変換となる. 離散フーリエ変換は高速フーリエ変換 (Fast Fourier
Transform : FFT)によって計算量を落としながら処理を行うことができる. FFTの計算は
大浦氏 [27]のライブラリを Javaへ移植したものを利用した [28].
計算対象となるデータは実数であるため,複素共役を取っても値は変化しない. この性
質から FFTの出力も複素共役の対称性を保ち,計算領域をおよそ半分にできる. [28]のラ





Android上での推論処理を TensorFlow Liteで行うことを考慮し, モデルの構築を Ten-









入力には混合音源のスペクトログラムを取った. 窓幅 1024で STFTを行うと周波数軸は
513要素となるため,聴覚にほとんど影響を及ぼさない直流成分である 0番目を除くこと
で入力要素数を 512に調整した. また,スペクトログラムの時間軸方向に 128要素で分割
し 1バッチとして扱った. なお,対象となる音源のサンプリング周波数を 44.1kHzとする
と, 1要素は N = 1024であるため約 23ミリ秒を表し, 1バッチはオーバーラップ H = 512
を考慮すると約 1.5秒の幅を表す.
主な処理として,二次元畳み込み処理であるConv2Dと,その逆処理であるConv2DTranspose
をそれぞれ 6層ずつ重ねた. Conv2D, Conv2DTransposeで用いたカーネルのサイズは (5,5),
ストライドは (2,2)とした. 活性化層は Conv2Dには LeakyReLU, Conv2dTransposeには






学習するデータセットにはMUSDB18を利用した [29]. MUSDB18は図 6で示されるよ
うに,ボーカル,ドラム,ベース,その他楽器の 4種類とその混合音源,伴奏音源が提供され












1 import tensorflow as tf
2 from tensorflow.keras.layers import Input, BatchNormalization , Conv2D, LeakyReLU
3
4 def UNet():
5 x = Input(shape=(512,128,1,))
6 conv1 = Conv2D(filters=16, kernel_size=[5,5],strides=[2,2], padding="same")(x)
7 conv1 = LeakyReLU(alpha=0.2)(conv1)
8 norm1 = BatchNormalization()(conv1)
9 ...
リスト 1: Keras Model記述例
図 5: 構築モデル概要
25
図 6: musdb18構成内容 ([29]より引用)
1 model = tf.keras.models.load_models("target_model.h5")
2 converter = tf.lite.TFLiteConverter.from_keras_model(model)
3 tflite_model = converter.convert()
4 open("convert_model.tflite", "wb").write(tflite_model)




3 implementation ’org.tensorflow:tensorflow -lite:0.0.0-nightly’












前節で作成した TensorFlow Liteモデルを利用し, Android端末での音源分離アプリを作
成した. アプリ作成において, Androidの統合開発環境である Android Studioを利用した.
6.3.1 Androidにおける Tensorflow Liteの利用準備
Android Studio上で TensorFlow Liteを扱うプログラムを記述するには,いくつかの準備
が必要となる.
Android Studioではアプリのビルドに Gradleが利用されている. Gradleの設定ファイル
には作成するアプリのライブラリ等の依存関係が記述できる. 本研究では TensorFlow Lite
とその GPU版を利用するため,リスト 6のようにライブラリを指定した. ライブラリバー
ジョンは OpenGL ESを利用する場合は 0.0.0-nightly, OpenCLを利用する場合は 2.1.0を
指定した.
作成した TensorFlow Liteモデルはアプリ内の assetsディレクトリに配置した. ただし,






んだ. また, Interpreterクラスの内部クラス Optionsのインスタンスを作成し, Delegateに





































Androidライブラリは Android Archive(AAR)という形式となる. AARは JARファイル







3 compileOnly fileTree(dir: ’libs’, include: [’*.jar’])
4 }
リスト 5: Gradle Unity対応








内に含まれると Unityから呼び出す際に競合してしまうため,リスト 5のように Gradleに




ラリの他にランタイム関連の JARファイルを共に追加した. これらのファイルは Android
Studioの Gradleキャッシュより取得した.
Tensorflow Liteの実行には JARファイルに加えて, Java Native Interface(JNI)を経由し
たネイティブライブラリが用いられている. ネイティブライブラリは arm64-v8aや x86 64


























た. また, UnityPlayerActivityを継承したクラスの指定を, AndroidManifestに対してリスト
5のように行った. com.example.tfliteseparationパッケージ内の Separatorクラスに継承を
行っており,これにより Unity側で Activityとして利用を可能とした.
Unityスクリプトはリスト 4のように記述した. 音源分離メソッドは Activityクラスに
存在しているため, UnityPlayerを経由して currentActivityを取得することでアクセス可能






を行った [24]. Unity版の Nearbyは Google Play Games付属のプラグインとして提供さ
れており,関連する機能がまとまった unitypackageをインポートすることで利用が可能と
なった.
Nearbyは Advertiseと Discoveryに分かれて 1対多の両方向通信が可能である. ここで
32
1 AndroidJavaClass cl = new AndroidJavaClass("com.unity3d.player.UnityPlayer");
2 AndroidJavaObject tflite = cl.GetStatic <AndroidJavaObject >("currentActivity");










































MUSDB18内の音源「A Classic Education - NightOwl」を利用し, 正解データと変換前







1として記した. 以下ではそれぞれタブレット端末, Galaxy, Pixelと表記する.




利用した端末毎に計測結果をそれぞれ図 14, 15, 16として記した. 図中の数字にて処理
時間をミリ秒で表した. また,各項目は図 13中の記述と対応させ,最上部の数字にて合計
時間を表した. なお, OpenCLによる実行時に半精度モデルを選択すること, GPUと NN
表 1: 利用端末
MediaPad T2 8 Pro Galaxy S8 Pixel 3
OS version 6.0.1 9.0 10.0
Snapdragon 615 835 845
Adreno 405 540 630
RAM GB 2.0 4.0 4.0
35
i. 正解データ ii. 変換前モデル
iii. 単精度モデル iv. 半精度モデル
v. Androidでの単精度モデル vi. Androidでの半精度モデル
図 9: ボーカル音源分離スペクトログラム比較
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i. 正解データ ii. 変換前モデル
iii. 単精度モデル iv. 半精度モデル
v. Androidでの単精度モデル vi. Androidでの半精度モデル
図 10: ベース音源分離スペクトログラム比較
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i. 正解データ ii. 変換前モデル
iii. 単精度モデル iv. 半精度モデル
v. Androidでの単精度モデル vi. Androidでの半精度モデル
図 11: ドラム音源分離スペクトログラム比較
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i. 正解データ ii. 変換前モデル
iii. 単精度モデル iv. 半精度モデル








CPUの処理時間に対して, GPUを利用することでタブレット端末では約 1.1倍, Galaxyで
は約 2.0倍, Pixelでは約 2.8倍の高速化を確認した.
8.2.2 処理速度に関する考察
どの端末においても GPUによる高速化は確認できたが, GPUの処理時間全体における










上が見込める. さらに,本研究では TensorFlow Liteの実行を Java APIを用いて行っていた
が, JNIを経由した C++ APIも存在しているため,これらを組み合わせることでより高速
な処理も可能であるといえる.
OpenCLと OpenGL ESの処理を比較すると,明らかに OpenCLによる実装が高速な処
理を行っている. OpenCLは端末に対する実行可能範囲や半精度モデルの非対応など課題
は多いが,速度向上には欠かせないといえる.
半精度モデルの利用によって主に Galaxyにおける CPU処理時間が向上したが, GPU
においてはタブレット端末を除いて逆効果となった. ただし, 単精度モデルのサイズが
39.3MBに対して半精度モデルは 26.2MBと 2/3になっており,容量制約の大きい Android
端末では処理速度や精度と共に考慮する余地があるといえる.
















各端末におけるネイティブと Unityライブラリの処理速度比較を図 18, 19, 20として示

























図 17: 音源分離 Unityライブラリ処理手順と対象計測時間
図 18: タブレット端末 Unityライブラリ速度比較
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図 19: Galaxy Unityライブラリ速度比較























用いて行うことで更なる速度向上が見込める. さらに,本研究では TensorFlow Liteの実行
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[29] Rafii, Z., Liutkus, A., Stöter, F.-R., Mimilakis, S. I. and Bittner, R.: The MUSDB18
corpus for music separation, https://doi.org/10.5281/zenodo.1117372 (2017).
[30] 杉田陽亮，荒生太一，　成見哲：音源分離を用いた持ち寄り Android端末による 3D
モデルライブ，エンタテインメントコンピューティングシンポジウム 2019論文集，
Vol. 2019, pp. 481–483 (2019).
[31] Final IK - Asset Store, https://assetstore.unity.com/packages/tools/
animation/final-ik-14290. (最終アクセス 2020/01/27).
51
