One of the main methods for solving stochastic programs is approximation by discretizing the probability distribution. However, discretization may lose differentiability of expectational functionals. The complexity of discrete approximation schemes also increases exponentially as the dimension of the random vector increases. On the other hand, stochastic methods can solve stochastic programs with larger dimensions but their convergence is in the sense of probability one. In this paper, we study the differentiability property of stochastic two-stage programs and discuss continuous approximation methods for stochastic programs. We present several ways to calculate and estimate this derivative. We then design several continuous approximation schemes and study their convergence behavior and implementation. The methods include several types of truncation approximation, lower dimensional approximation and limited basis approximation.
Introduction
Consider the following stochastic program with recourse:
minimize z = cTx + kV (x) subject to Ax = b, ( 1.3)
The dimensions in (1.1), (1.2) and (1.3) are: x, c E N n, b E I[~ m, y, q E R k, ~ E 11~ t. The random/-vector ( is defined on a probability space (E, ~¢, P). To ensure that g' is convex, real-valued and defined on ll~ n, we assume throughout that (i) for each t E Nk, there exists y > 0, y E N k such that Wy = t, (ii) there exists 7r E R t such that 7rTW < qT, and (iii) fz ll~lle(d~) < A popular approach to solve (1.1) is to discretize P to get a large-scale linear program approximation to (1.1) [2, 6, 7, 13, 15, 21, 24, 30] . The approximation function to ~ in this case in general is nondifferentiable. However, if P is a continuous distribution, i.e.,
P(d() = p(()dG (1.4)
where p is a Lebesgue integrable function, then • is differentiable [20, 28] . In fact, by (1.2), ~p is a piecewise linear function. Hence, ~p is piecewise constant except in a Lebesgue zero measure set. If P is discrete, then this Lebesgue zero measure set may have positive measure in P. Thus, ffa may be nondifferentiable. If P is continuous, then we may omit this set and have = J V¢(Tx - (1.5) This observation leads to continuous distribution approximations to solve (1.1). Convergence properties and uses in algorithms are discussed in [4] . To make this approach feasible, one needs to approximate (1.4) efficiently. This paper considers such schemes. Section 2 presents approaches to estimate Vtg(x) based on direct probability approximations. Section 3 discusses truncation approximations and gives convergence rates. Section 4 presents convergence results and approaches for lower dimensional approximations. Section 5 gives results on using combinations of the previous approaches and section 6 provides some examples and illustrative results.
