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SUMMARY
The majority of systems in nature have a spatio-temporal dependence and can be
described by Partial Differential Equations (PDEs). They are ubiquitous in science and
engineering, and are of rising interest among the control, robotics, and machine learning
communities. Related methods usually treat these infinite dimensional problems in finite
dimensions with reduced order models. This leads to committing to specific approximation
schemes and the subsequent control laws cannot generalize outside of the approximation
schemes. Additionally, related work does not consider spatio-temporal descriptions of
noise that realistically represent the stochastic nature of physical systems. This thesis
develops a variety of approaches for control optimization and co-design optimization for
PDE and stochastic PDE (SPDE) systems from a unified perspective that can be applied
to macroscopic systems in robotics and fluid dynamics, as well as microscopic systems
in quantum mechanics. These approaches are each developed completely in the infinite
dimensional Hilbert spaces where the systems are mathematically described, enabling the
frameworks to be agnostic to the discretization scheme used to implement them. The first
three developed approaches are applied in simulation to classical systems in fluid dynamics
such as the Heat and Burgers equation. The fourth approach is developed for second-order
SPDEs that arise in robotic systems, and is applied in simulation to systems in soft-robotics
such as the Euler-Bernoulli equation and a biological model of a soft-robotic limb. Finally,
several approaches are developed in the context of quantum feedback control of open
quantum systems with non-demolition measurement, and one such approach is applied in




Systems that are among the most complex in physics and engineering are described by
Partial Differential Equations (PDEs). PDEs are used to describe all the fundamental forces
in nature, and are present in all fields of science and engineering. Often, in these complex
natural processes, a variable such as temperature or displacement has values that are time
varying on a spatial continuum. These systems are known as spatio-temporal processes and
are ubiquitous in nature and engineering, including fields ranging from applied physics to
robotics and autonomy [1, 2, 3, 4, 5, 6, 7, 8, 9].
The Poisson-Vlassov equation in plasma physics, the Heat, Burgers and Navier-Stokes
equations in fluid mechanics, and the Zakai equation in classical filtering are just some
examples of stochastic spatio temporal systems. Such systems are also found in a number of
quantum processes, including numerous Stochastic Master Equations (SMEs) in quantum
mechanics and the Belavkin SPDE in quantum filtering. Additionally, such systems are
increasingly prevalent throughout the robotics community. Swarm robotics can be described
by reaction-advection-diffusion PDEs [10]. Robot navigation in crowded environments can
be described by Nagumo-like PDEs [11]. Soft robotic limbs can be modelled as damped
Euler-Bernoulli systems [12]. The heat equation can be used for robotic motion planning [13]
and has been shown to have equivalence to multi-agent consensus-based control laws for
robot deployment problems [14].
These systems present extraordinary challenges from the perspective of control. Some
of the major control-related challenges of spatio-temporal systems include dramatic under-
actuation, high system dimensionality, and the design and/or placement of distributed
actuators over a continuum of potential locations. These systems often have significant time
delay from a control signal, and can have several bifurcations and multi-modal instabilities.
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In addition, realistic representations of these systems are stochastic.
From the perspective of mathematics, the existence and uniqueness of solutions of
SPDEs remains an open problem for many systems. When solutions do exist, they often
have a weak notion of differentiability if at all. Furthermore, analysis of their dynamics
must be treated with a suitable calculus over functionals. Finally their state vectors are often
described by vectors in an infinte-dimensional time-indexed Hilbert space, even for scalar
1-dimensional SPDEs. Put together, mathematically consistent and numerically realizable
algorithms for control of spatio-temporal systems represent many of the largest current-day
challenges facing the robotics and automatic control communities.
The goal of this thesis is to derive and demonstrate control methodologies from a unified
perspective that can be applied to macroscopic systems in robotics and fluid mechanics,
as well as microscopic systems in quantum mechanics. The motivation behind the pursuit
of control architectures for seemingly distant systems in separate disciplines is a system
of unifying mathematics, and a common perspective that bridges foundational principles
of Stochastic Optimal Control (SOC) theory and foundational principles of Information
Theoretic Control (ITC), and is ultimately founded in the second law of thermodynamics.
Despite their ubiquity, their challenging nature has caused the theory of control of
SPDEs to be introduced only in the last few decades [15, 16] and remains incomplete
especially for stochastic boundary control. Numerical results and algorithms for distributed
control of SPDEs are limited and typically require some model reduction approach [17,
18]. In [19], the authors approach the control of the stochastic Burgers equation through
the Hamilton-Jacobi-Bellman (HJB) theory by applying the linear Feynman-Kac lemma;
nevertheless, it lacks numerical results. In [20], the authors treat optimal control of linear
deterministic PDEs by applying linear control theory, however this work is limited to linear
PDEs. The book [16] gives a complete understanding of our ability so far, to apply optimal
control theory to these systems.
Most notable among existing infinite dimensional control frameworks, [21] investigates
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explicit solutions to the equation for the stochastic Burgers equation based on an exponential
transformation, and [22] provides an extension of the large deviation theory to infinite
dimensional spaces that creates connections to HJB theory. These and most other works
on HJB theory for SPDEs mainly focus on theoretical contributions and leave literature
with algorithms and numerical results tremendously sparse. Furthermore, HJB theory for
boundary control has certain mathematical difficulties which impose limitations.
The majority of recent results are composed of a growing body of work that often rely on
machine learning techniques, and seek control of PDEs by immediately reducing them to a
set of Ordinary Differential Equations (ODEs) [23, 24, 25, 26, 27, 28]. They do not consider
stochasticity and typically use standard tools from finite-dimensional control theory. In
some cases, such as in [26], the resulting methods can violate stabilizability conditions, and
in other cases, can lead to spillover instabilities [29, 30]. The majority of such approaches
are focused around systems in fluid mechanics. In [27] the authors successfully control a
Navier-Stokes system with reinforcement learning on policy networks in a deterministic,
finite ODE setting. Similarly, [23] presents a Deep Recurrent Neural Network (RNN)
framework with MPC to control a finite, deterministic ODE representation resulting from a
Computational Fluid Dynamics (CFD) solver of a Navier-Stokes system.
In the soft robotics setting, [28] applies deep reinforcement learning, more precisely deep
Q-learning, on a discrete finite markov decision process representation of a soft pneumatic-
driven manipulator in order to obtain an open-loop position controller to control deflections
at the tip. In [31], the authors similarly apply standard finite dimensional deep learning
methods for policy and actuator co-design optimization of deformable body robots for
locomotion by wrapping clustering and deep reinforcement learning around a differentiable
simulator. Other recent finite-dimensional machine learning-based methods are covered in
the review paper [32].
In the quantum setting, a large variety of methods have been applied in an open loop
control setting, for closed quantum systems. Here we highlight a few methods, however
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descriptions of such systems, along with a more complete review of recent work is provided
in greater detail in chapter 7. A Pontryagin-based open loop control method is developed for
two and three level quantum systems in [33]. Several open loop methods, such as the Krotov
method and the conjugate gradient method are compared in [34] for control of coherence
in three level systems. In [35], a Quantum Reinforcement Learning (QRL) is adopted to
perform open loop control of a class of N-level quantum systems. While these methods can
be developed in Hilbert spaces, they typically consider deterministic dynamics in a closed
system setting.
Coupled to the challenges of control are the challenges of designing an effective actuation
of the system such that the system experiences, and maximizes, the effect of some control
policy. Such an actuation design problem is its own NP-hard problem due to the continua of
possible actuator designs and possible placements over the spatial continuum of the domain
of the SPDEs. Furthermore, actuation design performance is coupled to the performance of
the control policy, and it is quite easy to confuse poor control performance with poor actuator
design and vice versa. As a result, the challenge of a-priori deducing optimal actuation by
a "human expert" that leverages the dynamics, even for relatively simple SPDEs, is quite
daunting and often results in naive choices.
In the context of actuator co-design optimization for PDEs, several works have addressed
optimal placement of actuators and sensors in the linear regime. In [36], minimum-norm
control methods are used to place actuators for the stochastic heat equation. Similarly,
H∞ and H2 objectives are used for placement of actuators in flexible structures in [37, 38,
39], and for the linearized Ginzburg-Landau equation in [40, 41]. Other methods leverage
properties inherent to linear systems, such as symmetry properties in linear PDEs in [42],
linear system Gramians, as in [43, 44], and level set methods based on Gramians that promise
scalability in [45]. Aside from these methods which are appealing, yet constrained to linear
systems, optimal actuator and sensor placement for stabilization of the nonlinear Kuramoto-
Sivashinsky equation is demonstrated in [46]. They produce appealing results, however they
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impose strong simplifying assumptions which limit their dimensionality. Finally, conditions
for the existence of optimal actuator and sensor placement for semilinear PDEs are obtained
in [47].
Finite dimensional methods generally rely on standard optimality principles from the
finite dimensional SOC literature, namely the Dynamic Programming (or Bellman) principle
and the stochastic Pontryagin Maximum principle [48, 49, 50], which typically provide solu-
tions to the HJB equation that suffer from the curse of dimensionality. In contrast to typical
Pontryagin and HJB methods, the Stochastic Differential Equation (SDE) control literature
presents probabilistic representations of the HJB PDE that can solve scalability via sampling
techniques [51, 52] including iterative sampling and/or parallelizable implementations [53].
In contrast, the SDE control literature presents probabilistic representations of the
HJB PDE that can solve scalability via sampling techniques [51, 52] including iterative
sampling and/or parallelizable implementations [54, 53]. Both forward-backward methods
and sampling-based methods will be explored in this thesis, however an emphasis will be
placed on sampling-based methods.
The foundation of these methodologies is a general principle stemming from statistical
physics and thermodynamics, which has been shown to have applicability in SOC [55]:
Free Energy≤Work−Temperature×Entropy (1.1)
This relation is an instantiation of the second law of thermodynamics, and optimization
of this relation from a measure theoretic perspective gives rise to the well known Gibbs
measure which is used in variational inference problems [56].
Connections between eq. (1.1) and the HJB equation were originally shown in finite
dimensions and recently extended to infinite dimensions [57]. This connection is a primary
motivator for their application to control, and highlights a set of differing perspectives
on decision making under uncertainty that overlap for fairly general classes of stochastic
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Figure 1.1: Connection between the free energy-relative entropy approach and stochastic
Bellman Principle of Optimality.
systems, as depicted in Figure 1.1.
Through this lens, we approach a variety of control problems in a variety of disciplines,
from robotics to fluid mechanics, to quantum mechanics. We unify these problems through
a common mathematical description of systems that evolve in space and in time, and a
common frame of reference from which we can derive optimization methodologies that
result in both forward-backward SOC schemes and sampling-based ITC schemes.
Furthermore, as opposed to recent works which first require developing Reduced Order
Models (ROMs) and then using standard approaches from Reinforcement Learning (RL) or
MPC, we treat the SPDE system directly in Hilbert spaces and derive novel optimization
methods for control of SPDEs directly. This set of approaches generally follow the path
highlighted in red in Figure 1.2.
The primary advantages of performing optimization methods in Hilbert spaces is that the
resulting algorithms are completely agnostic to the scheme used to discretize the PDE, which
must after all must be discretized for simulation with discrete computation. Additionally,
these methods enable our algorithms to simultaneously address control through actuators
distributed throughout the spatial extent of the system, and actuators located on the boundary
of the region.
This thesis is generally split into two main parts. Part I is dedicated to the optimization
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Figure 1.2: Optimization in Hilbert Spaces vs Optimization in finite dimensions
Our proposed approach versus traditional approaches.
algorithms for real-valued, macroscopic spatio-temporal systems. Here we develop opti-
mization schema that deal with control optimization on deterministic PDEs from the SOC
perspective, control optimization for SPDEs from the ITC perspective, and joint control
and co-design optimization for SPDEs. Part II, on the other hand, deals with microscopic
systems that live in complex-valued Hilbert spaces, and are governed by quantum mechanics.
Here we primarily focus on schema that perform control optimization for SPDEs from the
ITC perspective.
We start off part I by providing some mathematical preliminaries for both deterministic
and stochastic spatio-temporal systems in chapter 2. These can be described as dynamics
in the fields representation with functions acting on functions, and described in the time-
indexed Hilbert space representation with operators acting on infinite dimensional vectors.
This thesis does not provide the lengthy basic mathematical preliminaries on the calculus of
functionals or on calculus in Hilbert spaces, however the interested reader can find these in
[58] for functional calculus, and [2, 16] for stochastic calculus in infinite dimensions.
In chapter 3, we address the problem of optimal control of PDEs through a traditional
SOC frame of reference. We work directly with the HJB equation, and derive a local
linearization based forward-backward scheme for spatio-temporal systems, denoted Spatio-
Temporal Differential Dynamic Programming. We demonstrate that the resulting forward-
backward scheme is quite general, and can reproduce the standard DDP scheme in finite
dimensions, as well as the standard LQR scheme in infinite dimensions. We further analyze
convergence characteristics of the resulting forward-backward system. We highlight a
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number of common discretization schemes that can handle the numerically stiff backward
system, and we demonstrate the algorithm on two simulated PDE systems [59].
In chapter 4, we leverage the connection between SOC and ITC, and derive a varia-
tional optimization framework on time-indexed Hilbert spaces with an infinite dimensional
stochastic calculus on Hilbert spaces. This approach mirrors similar methods that have been
successfully applied to finite dimensional systems [60, 61]. The resulting control can be
applied in either open-loop or MPC modes with either distributed actuators or boundary
actuators, and is demonstrated in simulation for several semilinear SPDE systems in fluid
dynamics [62].
The perspective explored in chapter 4 also enables us to seek a middle ground between
recent results in Deep Learning (DL) and traditional SOC. In chapter 5, we approach SPDEs
with infinite dimensional stochastic calculus, yet apply highly successful DL techniques to
optimize the resulting measure-theoretic loss function. We develop a new method fusing
together variational optimization, episodic reinforcement learning, and measure theoretic
stochastic calculus in infinite dimensions. This results in an explicit closed-loop control
scheme that in essense leverages the inherent stochasticity of the system for exploration in
the space of policies, as demonstrated by application to several simulated semilinear SPDE
systems in fluid dynamics [63].
In chapter 6, the approach in chapter 5 is further developed. The approach is framed as a
control problem instead of a reinforcement learning problem, and we consider a problem
were we concurrently perform optimization of the control policy as well as the design of the
actuation of the system, which is referred to as control and co-design optimization. Namely,
we wish to iteratively optimize both the design of the system actuation, and the signal sent
to the actuators for control. Mathematical tools for importance sampling are extended to
second-order SPDEs and the resulting approach is applied to optimal control and co-design
of numerous SPDE systems in fluid dynamics and robotics. These include a simplified linear
model of a stochastic soft-robotic system, and more interestingly a detailed and complex
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nonlinear, 2D, 2nd-order stochastic model of soft-robotic limbs with origins in biological
dynamic modeling of the appendages of the octopus vulgaris [64].
Next, we turn our attention to stochastic control of quantum systems in part II. In
chapter 7, we introduce the currently dominant paradigm in quantum control. We introduce
the mathematical description of open quantum systems and describe their dynamics. We also
introduce the notion of quantum non-demolition measurement, and arrive at the Belavkin
equation or stochastic master equation. Finally we develop the optimal control problem
based on the stochastic master equation, and arrive at the HJB equation for open quantum
systems conditioned on a weak quantum non-demolition measurement. This thesis does not
provide the lengthy basic mathematical preliminaries on quantum mechanics, however the
interested reader can find these in [65] for an introduction to quantum mechanics, [66] for
quantum measurement, and [67] or the cited works by V.P. Belavkin for quantum stochastic
calculus.
Based on the connections between SOC and ITC in infinite dimensions, in chapter 8 we
derive an associated change of drift for open quantum systems based on the notion that the
diffusion process is a classical Wiener process. This is then applied to a quantum variational
optimization problem in an approach anaologous to chapter 4 for open quantum systems in
order to develop a quantum feedback control architecture, where explicit feedback appears
due to the form of the Radon-Nikodym derivative. We attempt to apply the resulting update
scheme to two popular open quantum system experiments, and observe the shortcomings of
the approach.
The aformentioned shortcomings motivate an alternate method for feedback control of
open quantum systems which does not require an importance sampling step. In chapter 9, we
develop such an approach based on the theory of stochastic approximation, which ultimately
has many similarities to the update scheme in chapter 4. Several control schema are proposed,
which yield a variety of potential architectures, and one is selected for demonstration in
a simulated experiment of a two qubit quantum system. We demonstrate that the so-
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called quantum gradient-based adaptive stochastic search framework can effectively train a
feedback policy network to stabilize one of the two qubit states of maximal entanglement, or
Bell states, and more importantly, can outperform a landmark approach for feedback control
of open quantum systems.
Motivated by the notion of dynamic compensation for feedback control, we return to
the original ITC framework developed in chapter 8. We prove a Girsanov theorem for a
new change of drifts, and develop a change of measures, or Radon-Nikodym derivative,
which does not require inversion, in contrast to the change of measures obtained in chapter 8.
Based on this result, we are able to develop control optimization schema for open loop
policies and MPC policies akin to chapter 4, and explicit feedback policies akin to chapter 5.
The resulting approaches are general, and can be applied to virtually any semilinear open
quantum system experiment conditioned on weak non-demolition measurement. Finally, the









2.1 Spatio-Temporal Systems in Fields and Hilbert Space Representations
Let D ⊆ Rn denote a measurable connected open domain of Rn describing the space on
which the system evolves. Let S⊆ Rn denote the boundary of D, let D̄ denote the closure of
the domain, i.e. D̄ = D∪S, and let T = [t0, t f ] denote some arbitrary time domain. In fields
representation, a general form of a deterministic PDE dynamical system is given by
∂tX(t,x) = F(t,x,X(t,x),Ud(t,x)), x ∈ D (2.1)
0 = N(t,x,X(t,x),Ub(t,x)), x ∈ S (2.2)
X(t0,x) = X0(x), x ∈ D̄, (2.3)
where X : T ×D→ Rn is the state. This problem has two measurable control functions,
Ub : T × S→ Rl which correspond to actuation on the boundary, and Ud : T ×D→ Rk
which corresponds to actuation distributed throughout the field excluding the boundary.
The dynamics evolve by some measurable functional F : T ×D×Rn×Rk → Rn that is
potentially nonlinear in the state function X(t,x) or the control function Ud(t,x), with a
boundary condition functional N : T ×S×Rn×Rl → Rn that is also potentially a nonlinear
functional of the state or control functions, and can be any type of boundary condition
(e.g. Neumann, Dirichlet, etc.). In this notation, the system evolution is described by finite
dimensional vector-valued functionals with spatio-temporal functions as arguments.
We can equivalently write eqs. (2.1) to (2.3) in the time-indexed Hilbert spaces perspec-
tive by first properly defining Hilbert spaces, as in [68]. Let Ln2(D) denote the Hilbert space
12








where dx = dx1dx2 · · ·dxn is shorthand notation for the generalized volume integration over
Rn. This is the Hilbert space of the domain, and we similarly define the Hilbert space over
the boundary. Let Ln2(S) denote the Hilbert space of n-vector functions square integrable








X1(ξ )X2(ξ )dSξ , (2.5)
where dSξ is an infinitesimal surface element of the boundary at a point ξ ∈ S. Let L (U,V )
denote the space of linear bounded operators from U into V .












, X ∈ Ln2(S), t ∈ T (2.7)
X(t0) = X0, (2.8)
where X(t),X0 ∈ Ln2(D) are respectively the Hilbert space state vector and initial conditions,
Ud(t) ∈ Lk2(D) is the Hilbert space distributed control vector, Ub ∈ Ll2(S), is the Hilbert
space boundary control vector, F : T ×Ln2(D)×Lk2(D)→ Ln2(D) is a potentially nonlinear
measurable function on the domain Hilbert space, and N : T ×Ln2(D)×Ll2(S)→ Ln2(S) is a
potentially nonlinear measurable function on the boundary Hilbert space. In this notation,
the system evolution is described by infinite dimensional operator functions acting on
time-indexed infinite dimensional vectors on Hilbert spaces of square integrable functions.
The key difference of these two perspectives is in the representation of the spatial
continuum of the domain. In the former, the spatial continuum is represented explicitly as
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spatial dependence of the state, whereas in the latter, the state vector lives on a space of
functions to describe its spatial dependence. Note that the field functional perspective of
eqs. (2.1) to (2.3) and the time-indexed Hilbert space perspective of eqs. (2.6) to (2.8) are
consistent in the sense that they share identical solutions up to the transformation between
the perspectives used above. This transformation can be described as ‘lifting’ the system
into infinite dimensional Hilbert spaces.
Assumption 2.1. The PDE system in fields representation given by eqs. (2.1) to (2.3) is well
posed in the sense of Hadamard, and admits a unique weak solution X(t,x), t ∈ T,x ∈ D̄ for
each initial condition X0(x) ∈ Rn.
Depending on the specific form of the PDE, this assumption can have varying degrees of
severity, however in general it is a mild assumption. Please refer to [69] for more details on
existence and uniqueness of various PDEs. Despite the potential severity, it is an assumption
that is required henceforth. Note also that if assumption 2.1 holds, then the PDE system in
Hilbert space representation given by eqs. (2.6) to (2.8) is also well posed in the sense of
Hadamard, and admits a unique weak Hilbert space solution X(t) ∈ Ln2(D̄), t ∈ T for each
Hilbert space initial condition X0 ∈ Ln2(D̄). The two notational perspectives describe the
same system, and this remark simply states that if the the former has unique weak solutions,
then so does the latter.
Throughout chapter 3, we go back and forth between these two notational perspectives:
the spatially varying fields perspective, and the time-indexed Hilbert space perspective.
While the fields perspective demonstrates the spatial integration that is central to the Volterra-
Taylor expansions more clearly, the time-indexed Hilbert space perspective will often yield
a more compact notation that is easier to treat with familiar algebraic operations. Whenever
we suppress the dependencies on the spatial variable x, the variables are assumed to be in
time-indexed Hilbert spaces.
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2.2 Stochastic Spatio-Temporal Systems in Hilbert Spaces
Common to all of the stochastic approaches considered here is a time-indexed Hilbert
space perspective of stochastic systems evolving over space and time. Let D⊆ Rn denote
a connected open domain of Rn describing the space on which the system evolves, and
S⊆ Rn the boundary of D. The closure of D is denoted D̄ = D∪S. Also, let (Ω,F ,P) be a
probability space with filtration Ft , t ∈ [0,T ]. A natural way of describing a general SPDE








∂tW (t), x ∈ D (2.9)
0 = N(t,ξ ,X(t,ξ ),Ub(t,ξ )), ξ ∈ S (2.10)
X(t0,x) = X0(x), x ∈ D̄ (2.11)
where X : [0,T ]×D→ Rn is the state. This problem has two control functionals, Ub :
[0,T ]×S→ Rl which correspond to actuation on the boundary, and Ud : [0,T ]×D→ Rk
which corresponds to actuation distributed throughout the field excluding the boundary.
The dynamics evolve by some functional F : [0,T ]×D×Rn×Rk→ Rn that is potentially
nonlinear in the state function X(t,x) or the control function Ud(t,x), with a boundary
condition functional N : [0,T ]×S×Rn×Rl that is also potentially a nonlinear functional
of the state or control functions, and can be any type of boundary condition (e.g. Neumann,
Dirichlet, etc.).
It is often useful to describe this system as evolving on time-indexed, infinite dimensional
Hilbert spaces. Let H and U be separable Hilbert spaces. A subset of the systems described
by eqs. (2.9) and (2.10) can be described in the following semi-linear controlled and
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uncontrolled form [16]





L (i) : dX = A Xdt + F̂(t,X)dt +G(t,X)
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where X(0) is an F0−measurable, H−valued random variable, and A : D(A )⊂ H→ H
is a linear operator, where D(A ) denotes here the domain of A . F̂ : R×H → H and
G : R×U→H are nonlinear operators that satisfy properly formulated Lipschitz conditions
associated with the existence and uniqueness of solutions to eq. (2.12) as described in [70,
Theorem 7.2]. The term U (i)(t,X ;θ) will differ between approaches, but represents some
actuation or control action onto the system. We view these dynamics in an iterative fashion
in order to realize an iterative method. As such, the superscript (i) refers to the iteration
number.
The term W (t) ∈U corresponds to a Hilbert space Wiener process, which is a gener-
alization of the Wiener process in finite dimensions. When this noise profile is spatially
uncorrelated, we call it a cylindrical Wiener process, which requires the added assumptions
on A in [2, Hypthesis 7.2] in order to form a contractive, unitary, linear semigroup, which
is required to guarantee existence and uniqueness of Ft-adapted weak solutions X(t), t ≥ 0.
A thorough description of the Wiener process in Hilbert spaces, along with its various
forms can be found in Appendix A. For generality, eqs. (2.12) and (2.13) introduce the
parameter ρ ∈ R, which acts as a uniform scaling of the covariance of the Hilbert space
Wiener process.
We denote 〈·, ·〉D as the inner product in a Hilbert space D, and C([0,T ];H) the space of
continuous processes in H for t ∈ [0,T ]. We sometimes suppress the subscript of the inner
product for simplicity of notation when the space of the inner product is otherwise clear.
Define the measure on the path space of uncontrolled trajectories produced by eq. (2.12) as
L and define the measure on the path space of controlled trajectories produced by eq. (2.13)
16
Table 2.1: Examples of commonly known semi-linear PDEs in a fields representation with
subscript x representing partial derivative with respect to spatial dimensions and subscript t
representing partial derivatives with respect to time. The associated operators A and F(t,X)
in the Hilbert space formulation are colored blue and violet, respectively.
Equation Name Partial Differential Equation Field State
Heat ut = εuxx Heat/temperature
Burgers (viscous) ut = εuxx−uux Velocity
Nagumo ut = εuxx +u(1−u)(u−α) Voltage
Allen-Cahn ut = εuxx +u−u3 Phase of a material
Navier-Stokes ut = ε∆u−∇p− (u ·∇)u Velocity
Nonlinear Schrodinger ut = 12 iuxx + i|u|
2u = 0 Wavefunction
Korteweg-de Vries ut =−uxxxx−6uux Plasma wave
Kuramoto-Sivashinsky ut =−uxx−uxxxx−uux Flame front
as L (i). With these measures, we use the notation EL to denote expectations over paths as
Feynman path integrals.
Many physical and engineering systems can be written in the abstract form of eq. (2.12)
by properly defining operators A , F and G along with their corresponding domains. Exam-
ples can be found in our simulated experiments, as well as table 2.1, with more complete
descriptions in [70, Chapter 13]. The goal of this thesis is to establish control methodologies
for deterministic and stochastic versions of such systems.
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CHAPTER 3
SPATIO-TEMPORAL DIFFERENTIAL DYNAMIC PROGRAMMING FOR
CONTROL OF FIELDS
Infinite-dimensional methods found in the control theory literature [71, 72] often perform
control via linear or linearization-based approaches, which include LQR approaches for
linear PDEs, and forward-backward approaches, which include approaches due to the
Pontryagin Maximum Principle (PMP) [72, 73, 74]. Indeed local linearization methods
allow for optimal solutions of an approximate problem, however require knowledge of
linearization points a-priori. On the other hand, forward-backward schemes provide a
nominal trajectory and optimization-based control update scheme at the expense of the
backpropagation of a coupled system of equations.
In contrast to Pontryagin methods which yield a state-independent backward equation
and an open-loop controller, methods founded on the Bellman principle of optimality
utilize backward equations that are state-dependent and yield closed-loop control solutions.
Methods such as DDP have decades of established history in the finite dimensional automatic
control literature. Modern variations include control limits [75], state constraints [76],
receding horizons [77], belief space control [78, 79], game-theoretic control [80], control on
Lie groups [81], and using polynomial chaos variational integrators [82].
A previous attempt exists to extend the DDP framework to spato-temporal systems
in infinite dimensions [83], however this approach has several flaws and mathematical
inconsistencies, as pointed out in [68]. Additionally, the DDP method has had significant
growth since the early works [84]. Decades of advancement include linearization around
the nominal trajectory as opposed to the optimal trajectory which decreases sensitivities of
convergence behavior to the initial conditions, regularization in the second order backward
equation to increase numerical stability, treatment of state and control constraints, and
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optimization over time horizon.
In light of the apparent literature gap, this chapter is devoted to the development of DDP
methods for spatio-temporal systems in infinite dimensions. Specifically, we derive the
Spatio-Temporal DDP (STDDP) framework incorporating modern theoretical techniques,
we demonstrate that the resulting system of forward-backward equations generalizes both
the LQR solution in infinite dimensions and DDP in finite dimensions, we provide a proof
of convergence for the resulting system of continuous-time forward-backward equations,
we explore and develop numerical approaches to handle sensitivities that arise due to
discretization, and apply the resulting algorithm to linear and nonlinear spatio-temporal
PDE systems. In contrast to recent machine learning methods, our optimization is developed
entirely in Hilbert spaces, and represents an optimize-then-discretize approach. As a result,
the framework is a continuous-time formulation which is agnostic to discretization scheme
during implementation.
3.1 Problem Statement
In order to arrive at the optimal control problem, we first define the measurable cost


















where φ : T ×Rn → R is some measurable real-valued terminal cost functional, and L :
T ×Rn×Rk×Rl→R is a measurable real-valued running cost functional. In time-indexed


















where J : T×Ln2(D)×Lk2(D)×Ll2(S)→R, φ : T×Ln2(D)→R, and L : T×Ln2(D)×Lk2(D)×
Ll2(S)→ R are the equivalent measurable real-valued functionals in Hilbert spaces.








subject to the Hilbert space dynamics in eqs. (2.6) to (2.8). One can define the so called













Due to the Bellman Principle of Optimality, one can additionally form the HJB equation [83,



















t f ,X(t f )
)
=: Vf ∈ R, (3.6)
where we write ∂t = ∂∂ t to denote the normal partial derivative of a function with respect
to a variable, and use subscript X , Ub, or Ud to denote the Gateaux partial derivative of a
functional or operator with respect to an operator function. One can carry out the same
derivation using Volterra’s notion of functional derivative [58]. Note that V (X(t), t) is a
function of time, and a functional of X(t).
It is important to note that the HJB equation in eq. (3.5) is a backwards nonlinear PDE,
which has no explicit dependence of the right hand side on the boundary control Ub in
this initial formulation. Instead, in eq. (3.5) the boundary control only enters implicitly
on the right hand side. This will be explored in greater detail in the subsequent derivation,
wherein the Green’s theorem must be applied in order to reveal an explicit dependence of the
resulting HJB equation on the boundary control, after which a Newton style minimization is
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performed to yield the optimal distributed and boundary control updates. This process starts
with the following assumption.





, t ∈T , X(t)∈Ln2(D̄) for each terminal condition V
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The DDP framework solves the HJB equation in eq. (3.5) iteratively via expansions of
the value functional, cost functional, dynamics operator function, and boundary operator
function to given order. Typically, the value functional and cost functional are expanded to
second order so that the resulting HJB becomes a quadratic optimization problem with a
unique optimal control minimizer.
Quadratic expansions also allow for proofs of global convergence and even proofs of
quadratic convergence, that in finite dimensions, initially relied on well known convergence
properties of the Newton method of optimization [85, 86] for quadratic problems. Under
similar reasoning, the dynamics are typically either expanded to first or second order.
3.2 Expansions of the Cost, Value, Field, and Boundary
The approach in this paper is a spatio-temporal DDP approach that is analogous to the
finite dimensional DDP apparoch of [87]. Therein, the authors discuss the fundamental
differences between their derivation, and the original derivation by Jacobson and Mayne
[84]. The derivation by Jacobson and Mayne, of which a similar flavor is followed in [83],
is based on the restrictive assumption that the nominal control trajectory ū is sufficiently
close to the optimal control solution u∗. This is circumvented by performing expansions
around a nominal trajectory. Define a nominal state and control triple (X̄ ,Ūd,Ūb) and the
variations δX := X − X̄ , δUd :=Ud−Ūd , and δUb :=Ub−Ūb. In order to properly write
the expansions, we require the following assumption. The conditions needed to satisfy this
assumption can be found in [52].
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Assumption 3.2. The dynamics function F and boundary function N are differentiable
almost everywhere, the running cost functional L and terminal cost functional φ are twice
differentiable almost everywhere, and the value functional V is three times differentiable
almost everywhere. These stated derivatives are defined in the Gateaux sense with respect
to the state and control triple (X ,Ud,Ub), and are square integrable in the Lebesgue







except on a properly defined set of measure zero.
As previously stated, the value functional is a function of time t, but a functional of



























We maintain connection to the Hilbert space perspective by defining Hilbert space















where VXX(t,x,y) is the kernel function. In order to form the left-hand side of the HJB









which holds for any functional that explicitly depends on X and t. In order to simplify
notation, we suppress arguments when functionals are evaluated on the nominal trajectory
triple. We apply eq. (3.9) to each term on the right-hand side of eq. (3.7), to yield the
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left-hand side of the HJB, which in Hilbert spaces, has the form





























where for the third order Gateaux derivative VXXX , we have defined the tensor operator in















The 4-D kernel function VXXX(t,x,y,z) is assumed to be symmetric about all three spatial
axes for simplicity.
Next, we expand the cost functional with a Volterra-Taylor expansion to second order,
which in time-indexed Hilbert spaces has the form








































































































LUbUb(t,ξ ,η)W (t,η)dSη ,
and similarly defined operators for LUdX , LUbX .
Assumption 3.3. The measurable kernel functions LXX , LXUd , LXUb are spatially symmetric
and positive semi-definite. The measurable kernel functions VXX , LUdUd , LUbUb are spatially
symmetric and positive definite. The omitted cross term operators LUbUd and LUdUb are null
operators.
Note the assumption that cross terms between boundary and distributed control (i.e.
LUbUd and LUdUb) are zero. This is a fairly benign assumption since cost functionals are often
composed of pure quadratics in either Ud or Ub, but not both. Including these cross terms
also yields optimal update equations for boundary and distributed control that are coupled
to each other, and thus impose mathematical and implementation difficulties.












2(S), respectively, and are not real-valued functionals, so it is appropriate to
treat them as operator functions instead of as functionals despite having explicit dependence
on functions X̄ ,Ūd,Ūb. In Hilbert space notation, the operator Taylor expansion of the
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dynamics and boundary have the form
F(t, X̄ +δX ,Ūd +δUd) = F(t, X̄ ,Ūd)+F>X (t, X̄ ,Ūd)δX +F
>
Ud(t, X̄ ,Ūd)δUd +O(δ
2),
(3.13)
N(t, X̄ +δX ,Ūb +δUb) = N(t, X̄ ,Ūb)+N>X (t, X̄ ,Ūb)δX +N
>
Ub(t, X̄ ,Ūb)δUb +O(δ
2),
(3.14)
where transposes denote the associated transpose operators. We obtain the right-hand side
of the HJB eq. (3.5) by plugging eqs. (3.12) to (3.14), and a Volterra-Taylor expansion of



































































































































































































Remark 3.1. The exact singleton Newton minimizer δU∗b of the approximate HJB equation
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eq. (3.16) does not incorporate the value functional V (t, X̄) or its derivatives VX(t, X̄),
VXX(t, X̄).
This is an important point. The value functional is defined as the minimization surface
of the original problem in eq. (3.4) and the apparent decoupling between the optimal
update δU∗b and the value functional and/or its derivatives within the resulting approximate
HJB eq. (3.16) yields a naive update. The authors in [83] and [88] realize this fact, and
use the Green’s theorem in order to incorporate boundary information into specific terms
in eq. (3.16). However, there are errors in their application of Green’s theorem in the
multivariate case, as noted in [68].
3.3 Green’s Theorem in Hilbert Spaces
Green’s theorem is used widely in calculus to relate the volume integral of the interior of a
region to a surface integral of its boundary. In the context of STDDP, it allows us to capture
pertinent effects of the value function on the boundary.
Assumption 3.4. FX is a linear operator with standard form given by Ax(t,x) in [68], and
NX is a linear operator with standard form given by βA(t,ξ ) in [68].

































The equivalent fields representation can be found in [68], and the proof is a standard
result (c.f. [89]). The following corollary is a direct application of theorem 3.1 to the
applicable terms of the HJB in eq. (3.16).
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where ∆N = N(X +δX ,Ub +δUb)−N(X ,Ub), F∗X is the adjoint operator of FX , N∗X is the
adjoint operator of NX , and we have suppressed explicit time dependencies for simplicity.
































































































































The form of the HJB equation in eq. (3.20) now properly incorporates boundary informa-
tion of the value functional. As shown in the subsequent section, the resulting optimal update
δU∗b leverages the first and second derivative of the value functional, which is expected in
the context of the established DDP method in finite dimensions.
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We note that the form of the HJB eq. (3.20) is remarkably different than that of [83].
The fundamental differences arise due to a) improper application of Green’s theorem, as
discussed in [68], and b) terms that are a result of a fundamental difference of reasoning
followed in their derivation. For example, the expansions in [83] are quite different than
the ones computed here, and may reflect an evolution in the DDP approach over decades of
research.
3.4 Optimal Distributed and Boundary Control Solutions
We find two singleton Newton solutions to the HJB eq. (3.20); one for the optimal distributed
control update δU∗d , and one for the optimal boundary control update δU
∗
b .
Theorem 3.3. Under the stated assumptions, the optimal distributed update δU∗d and the






















































L̄UbUb(t,ξ ,η)W (t,η)dSη (3.24)









t,y,x′)dy = Iδ (x− x′) (3.25)∫
S
LUbUb(t,ξ ,η)L̄UdUd(t,η ,ξ
′)dSη = Iδ (ξ −ξ ′) (3.26)
Proof. The result can be found by applying a Newton step (e.g. taking the respective partial
derivative and setting equal to zero) of the HJB eq. (3.20).
The equivalent expressions in fields notation expose the spatial integration that takes

















































3.5 The Backward Value Functional Equations
The value functional is a backward equation according to the HJB eq. (3.5), and is separated
by order into zeroth, first, and second order derivative of the value functional. We present
the fields representations of these backward equations without cross terms for simplicity.
The more general forms of the backward equations with cross terms have been derived, but
are lengthy and are omitted due to length considerations.
Theorem 3.4. Under the above stated assumptions, and with optimal control in fields
representation given by eqs. (3.27) and (3.28), the zeroth-order backward value functional
29























































t f ,X(t f ,x)
)
, (3.30)





































with boundary and terminal conditions














and the second-order backward value functional equation is given by
− d
dt























′)VXX(t,η ′,y)dS′ξ dSη ,
(3.34)
with boundary and terminal conditions
0 = N∗X(t,ξ ,η)VXX(t,η ,y) (3.35)
VXX
(




t f ,X(t f ,x)
)
(3.36)
Proof. These equations are obtained by plugging in eqs. (3.21) and (3.22) into the eq. (3.20)
and grouping terms by order of δX .
The iterative forward-backward system is completed by the approximate variation of the
field and boundary dynamics, which are found by rearranging eqs. (3.13) and (3.14) as
dδX(t,x)
dt
= F(X̄ +δX ,Ūd +δUd, t,x)−F(X̄ ,Ūd, t,x)
= F>X (X̄ ,Ūd, t,x)δX +F
>
Ud(X̄ ,Ūd, t,x)δUd, x ∈ D (3.37)
0 = N(X̄ +δX ,Ūb +δUb, t,ξ )−N(X̄ ,Ūb, t,ξ )
= N>X (X̄ ,Ūb, t,ξ )δX +N
>
Ub(X̄ ,Ūb, t,ξ )δUb, ξ ∈ S. (3.38)












3.6 Recovering Standard Results
The optimal distributed and boundary control and resulting backward value functional
equations represent a generalization of a) DDP in finite dimensions and b) the LQR for
PDEs. These results are standard results in the control literature, and as such it is important
to the validity of our approach to clearly demonstrate that these standard results can be
recovered from the equations detailed in the previous sections.
3.6.1 Differential Dynamic Programming in Finite Dimensions
We begin by roughly outlining an analogous derivation of DDP in finite dimensions. There
are many different formulations of DDP in finite dimensions. Our approach specifically
follows a body of literature that expands the pertinent functionals around a nominal trajectory.
Despite having an extra term for a terminal constraint, we refer to [87] as they present a clean
derivation that represents a finite dimensional analogue to the derivation in this document.
We ignore the terms having to do with the terminal constraint and the terms that come from
second order expansions of the dynamics for ease of comparison. Therein they consider a
finite dimensional system of the general form
d
dt
x = F(x,u, t), x(t0) = x0 (3.41)
The optimization problem is formulated as













After applying standard Taylor expansions of the value functional, its first and second
derivative, the dynamics, and the cost functional, plugging them into the HJB equation and
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This is equivalent in form to the optimal distributed and boundary control update in
Hilbert spaces given in eqs. (3.21) and (3.22). The resulting backward equations of the value
functional in [87] are given by
− d
dt





Vx = Lx +FxVx−K>Luuk (3.45)
− d
dt
VXX = Lxx−K>LuuK +VxxF>x +FxVxx (3.46)













In order to make the same comparison for the backward equations of the zeroth, first,
and second-order value functional in fields, we first define the kernel functions kd : T ×
Rn ×Rn → Rk, kb : T ×Rn ×Rn → Rl , Kd : T ×Rn ×Rn ×Rn → T ×Rk ×Rn, and








































































































































where in each equation, one of the integrals cancels due to the inverse kernel property in
eqs. (3.25) and (3.26). Thus one can recover equations eqs. (3.44) to (3.46) by considering
an ODE system that a) does not have a spatial state vector so the Volterra-Taylor expansion
becomes a Taylor expansion and the volume integrals are equal to their integrand, b) does
not have a spatial boundary so surface integrals over the boundary are zero, and c) has real-
valued finite dimensional Jacobians defined on an orthonormal basis (with an orthonormal
dual basis) so that the adjoint is equal to the transpose.
Thus, the DDP equations for PDEs are a generalization of the DDP equations for finite
ODE systems. In the following section we demonstrate a similar generalization of the LQR
solution for PDEs.
3.6.2 The Linear Quadratic Regulator of Fields
The linear quadratic regulator equations are obtained in [68]. Therein, they consider a linear
PDE of the form
∂tX(t,x) = Ax(t)X(t,x)+Bd(t,x)Ud(t,x), x ∈ D (3.56)
X(t0,x) = X0 (3.57)
















The boundary condition is given by







, ξ ∈ S (3.59)
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where the operator A j is given by
A j(t,ξ ) = ∑
i=1
Ai j(t,ξ )cos(nξ ,xi), (3.60)
where (nξ ,xi) is the angle between the outward normal nξ at a boundary point ξ ∈ S and
the xi-axis. The dynamics are equivalently described in Hilbert spaces as
d
dt
X(t) = A(t)X(t)+Bd(t)Ud(t), X ∈ Ln2(D) (3.61)
Bb(t)Ub(t) = F(t)X(t)+A(t) ·∇xX(t), X ∈ Ln2(S) (3.62)
which is a familiar control affine linear system form in Hilbert spaces. The optimization









































Ub(t,ξ )>Rb(t,ξ ,η)Ub(t,η)dSξ dSη
(3.64)
where the kernels Q ≥ 0, Rd > 0 and Rb > 0 are all assumed to be symmetric about all
spatial axes.
The resulting optimal distributed and boundary control equations are obtained after
applying Green’s theorem to the HJB equation and performing Newton minimization. They
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Table 3.1: Corresponding Hilbert space operators between LQR of fields and DDP of fields.









U∗d (t) =−R−1d (t)Bd(t)
>P(t)X(t) (3.65)
U∗b (t) =−R−1b (t)Bb(t)
>P(t)X(t) (3.66)













R̄b(t,ξ ,η)B>b (t,η)P(t,η ,y)X(t,y)dydSη (3.68)
In order to make the generalization clear, we rewrite eqs. (3.65) and (3.66) in our notation













































Thus, we can recover eqs. (3.69) and (3.70) by a) assuming the cost functional is a pure
quadratic without cross terms so that the terms LUd , LUb , LXUd ,LUdX ,LXUb , and LUbX are null
and b) using only gradient information of the value functional so that VXX terms are ignored.
The resulting second-order backward value functional equation of Riccati type for LQR



















P(t,x,ξ )Bb(t,ξ )R̄b(t,ξ ,η)B>b (t,η)P(t,η ,y)dSξ dSη
(3.71)






















VXX(t,x,ξ )FUb(t,ξ )L̄UbUb(t,ξ ,η)F
>
Ub(t,η)VXX(t,η ,y)dSξ dSη .
(3.72)
eq. (3.72) is identical to the second order backward value functional of DDP of fields without
cross terms in the running cost, given in eq. (3.34).
Thus we conclude that the equations of STDDP are a generalization of LQR of fields.
This generalization is analogous to the similar generalization of LQR of ODE systems
to DDP of ODE systems. Whereas LQR is the analytically optimal controller for linear
systems, it cannot be applied directly to a nonlinear system, nor can it be applied directly
to a linear system whose running cost functional is not purely quadratic. In contrast, the
iterative approximate optimal control method provided by DDP of fields was constructed
for such systems.
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3.7 Continuous-Time Convergence Analysis
Global convergence of the discrete finite dimensional DDP algorithm defined for discrete
ODE systems was first provided by Yakowitz and Rutherford [86]. Later the proof that
discrete finite dimensional DDP converges quadratically in the number of iterations was
proved independently by Pantoja [90] and Murray and Yakowitz [91]. This quadratic
convergence proof relied on convergence of Newton’s method, but later an independent
proof relying only on the dynamic programming principle was given by Liao and Shoemaker
[85]. Through decades of application of the DDP algorithm, there have been numerous
extensions of the proof of global convergence, for example for DDP on Lie groups in [92]
and for DDP with generalized Polynomail Chaos expansions in [81]. However it appears to
the best knowledge of the authors that most if not all proofs of global convergence are for
DDP and its extensions in discrete time, and not in continuous time.
Typically, one determines provable convergence characteristics by investigating the
























, and due to the decoupled
nature of the distributed and boundary control updates, we have defined the Hilbert space
control vector U(t) ∈ Lk+l2 (D̄) as the direct product Hilbert space analog of the stacked dis-
tributed and boundary control vectors in fields representation U(t,x) = [Ud(t,x),Ub(t,x)]>.
This notation simplifies our analysis significantly. We have also introduced the trajectory
notation, where subscript t0 : t f represents the entire trajectory in time of the associated
variable, and used the superscript i for the STDDP iteration index. Similarly δU it0:t f denotes
the control update trajectory for control trajectory U it0:t f . This trajectory notation defines
a temporal Hilbert space over time-indexed spatial Hilbert spaces. Let Ln2(T ) denote the
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Hilbert space of Ln2(D̄)-vector functions square integrable over T with inner product
〈










This allows us to write time integrals over trajectory variables as inner product tensor
contractions, and treat continuous trajectories as objects in a similar way to the continuum of
the PDE variables. We begin by stating the following lemma, assumption, and proposition
that will be used in our analysis.
Lemma 3.5. Assume the cost functional has the form of eq. (3.2) and define the measurable






























where Φ(·, ·) is a contractive linear semigroup generated by the approximate variation
dynamics in eqs. (3.37) and (3.38), and is assumed to be positive definite almost everywhere.

















where 1t0:t f is the trajectory of ones.
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The state trajectory Xt0:t f is due to the approximate state evolution given by eqs. (3.13)
and (3.14), which has linear affine form with solution
























>(T, t0 : t f )φ>X
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>(T, t0 : t f )ψ
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which concludes the proof.
Assumption 3.5. The search space of control trajectories U 3U it0:t f is compact.
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Our analysis is simplified by the Q functional notation defined as follows
QUU = LUU QU = LU +F>U VX
QUX = LUX +F>U VXX QX = LX +F
>
X VX




Proposition 3.1. Let the PDE D(t) ∈ Ln2(D̄) have dynamics
d
dt
D(t) =−F>X D(t)+Q>UX Q−1UU QU (3.84)
D(T ) = 0 (3.85)








Proof. The existence of weak solutions is given by the assumption that solutions to ψ and
VX exist. The rest of the proof is immediate given that the dynamics are of semilinear form
and have a zero terminal condition.
Theorem 3.6. Consider the continuous-time optimal control problem in eq. (3.4) subject
to the dynamics in eqs. (2.6) and (2.7) with cost functional J having no cross terms for
simplicity. Let Ūt0:t f ∈ L
k+l
2 (T ) be a nominal control trajectory and let δUt0:t f ∈ L
k+l
2 (T ) be

















has a positive definite kernel
∀t ∈ T .
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Proof. Observe that due to the iterative updates in eqs. (3.39) and (3.40), we have
∆U it0:t f = γδU
i
t0:t f . (3.88)
Also at our disposal is the identity
LU,t0:t f +F
>




VX ,t0:t f −ψt0:t f
)
. (3.89)
















VX ,t0:t f −ψt0:t f
)














VX ,t0:t f −ψt0:t f
)




Note that the total variation δX ∈ Ln2(D̄), with dynamics given in semilinear form by
eqs. (3.37) and (3.38), has a solution given by




















VX ,t0:t f −ψt0:t f
)




Next, notice that D(t) = VX(t)−ψ(t) has dynamics of the form of eq. (3.84), with an



























has a positive definite kernel ∀ t ∈ T due to the posi-
tive definiteness of Φ(·, ·) by definition, and the positive definiteness of VXX by assumption.
Thus, due to the positive definiteness of the kernels of LUdUd(t) and LUbUb(t) by assumption,

















which concludes the proof
Corollary 3.7. Suppose assumption 3.5 holds. Then the iterative eqs. (2.6), (2.7), (3.21),
(3.22), (3.29) to (3.36), (3.39) and (3.40) will converge to a stationary solution of eq. (3.4).





rem 3.6 and assumption 3.5 together imply that ∃γ ∈ [0,1) such that the change in the cost
over iterations ∆Ji := Ji− Ji−1 < 0, ∀i ∈ N+. The cost functional J(·, ·, ·) is continuous in
its arguments since it is differentiable by assumption and limi→∞ ∆Ji = 0. Thus ∃ a pair
(X∗t0:t f ,U
∗









Next, limi→∞ ∆Ji = 0 together with eq. (3.87) and the positive definiteness of Mt0:t f imply







∀t ∈ T . Recall also that δX i0. We seek the intermediate result that δX∗t0:t f := limi→∞ X
i
t0:t f =
0t0:t f . This can be observed in the coupled solutions of δX(t) and δU(t), but is more clear
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with solution of the form






where Φ̃(·, ·) is a contractive linear semigroup. Thus, since δX0 = 0, and limi→∞ QiU,t0:t f = 0,
we have that δX∗t0:t f = 0t0:t f and thus δU
∗
t0:t f := limi→∞ δU
i
t0:t f = 0t0:t f , which implies that
limi→∞U it0:t f =U
∗
t0:t f .
Finally, we must show that the converged control trajectory U∗t0:t f is stationary. To show
this, consider the rate of change of the cost functional with respect to control over iterations














F iU,t0:t f ,V
i




Since we already showed that limi→∞QiU,t0:t f = 0, one can easily apply the dominated
convergence theorem to show that the first term is a zero trajectory. We must only prove that
































where we have again applied a properly formulated dominated convergence argument due
to boundedness of VXX ,t0:t f and Xt0:t f ∀i ∈ N+ by assumption, and due to QU,t0:t f being a
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= 0t0:t f , and the converged trajectory U
∗
t0:t f is indeed stationary, which
concludes the proof.
3.8 STDDP Algorithm
The resulting STDDP algorithm can be applied for control of any nonlinear forward spatio-
temporal PDE system satisfying the stated assumptions. It is an iterative forward-backward
approach, wherein each iteration forward propagates the dynamics, backward propagates the
value functional and its derivatives, and updates the control based on approximate variation
dynamics. The resulting procedure is described in greater detail in algorithm 1.
Note that algorithm 1 has a forward process, a backward process, and another forward
process. While this is a simpler algorithmic exposition, the runtime performance can be
improved by simply combining the two forward time loops. While the numerical experiments
in this chapter were performed with a fixed learning rate for demonstration purposes, it can
be numerically advantageous to apply line search methods to adapt the learn rate. Some such
methods are described in [93] and [75], and typically evaluate the best learning rate based on
the best improvement in the cost functional. However, since the value functional typically
encodes problem information beyond the cost metric, one may also evaluate learning rate
based on improvements in the value functional.
The inputs of the STDDP algorithm can change depending on the specific problem but
in most cases contain time interval (T ), number of iterations (K), initial state (X0), time
discretization (∆t), distributed control learn rate (γd), and boundary control learn rate (γb).
One may also include a number of rollouts (R) for a parallelized line search. Instead of a
fixed number of iterations, one may also check for convergence using relative or absolute
convergence criteria in either the cost functional or the value functional [75].
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Algorithm 1 STDDP
1: Function: (U∗d ,U
∗
b ) = STDDP(T ,K,X0, Ūd , Ūb, ∆t, γd , γb)
2: for k = 1 to K do
3: Forward propagate PDE dynamics in eq. (2.6)
4: Evaluate running cost L and its partial derivatives
5: Evaluate terminal cost φ and its partial derivatives
6: Backward propagate value functional via eqs. (3.29), (3.31) and (3.34)
7: Forward propagate approximate variation dynamics via eqs. (3.37) and (3.38)
8: Compute updates δUkd and δU
k
b via eqs. (3.21) and (3.22)
9: Update control Uk+1d , U
k+1
b via eqs. (3.39) and (3.40)
10: end for
3.8.1 Forward & Backward PDE Discretization Methods
In order to implement the forward spatio-temporal system dynamics in eqs. (2.6) and (2.7)
and the backward value functional system in eqs. (3.29) to (3.36) on a digital computer,
these forward and backward PDEs must be spatially and temporally discretized.
Nonlinear PDEs in the Eulerian formalism are often spatially discretized using either
finite difference methods, Galerkin methods, or finite element methods. In this work we
apply a spatial central finite difference discretization, which yields a fixed 1D grid of length
a, with J elements. We note that through the above derivation, any discretization can be
used in place of the central difference.
While there are numerous works describing temporal discretization methods for a
multitude of forward PDEs, there are relatively few that describe temporal discretization
schemes for backward PDEs of Riccati type. In finite dimensions, these are typically
referred to as Riccati Differential Equations (RDEs), and their discretization presents several
difficulties which stem from a matrix-valued variable that cannot be analytically isolated
without using a Kronecker scheme. Furthermore, RDEs are known to be quite stiff in many
contexts due to a fast transient response [94].
The most straightforward method is the explicit time Euler discretization method, which
has a fast implementation, yet is sensitive to discretization step size for stiff dynamics. This
sensitivity can be reduced by applying Runge-Kutta time-integration techniques, however
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one must either super-sample the dynamics or apply an equivalent Runge-Kutta integration
for the dynamics and value functionals.
Semi-implicit time discretization and implicit time discretization are well known to
handle stiff dynamics, yet require isolation of the value functional. This in turn yields
an update with a very large Kronecker sum matrix inversion. To elucidate, consider the
discretized 1D Hilbert space representation of eq. (3.34), where F∗X = F
>
X , given by
− d
dt






















Clearly, the desired variable VXX cannot be completely isolated in this form. However,




































Semi-implicit time discretization schemes typically evaluate terms that are linear in
VXX(t) at the current time step and non-linear terms in VXX(t) at the next time step [95],
which is the previous time step in the case of backward PDEs. The resulting semi-implicit





























The resulting update equation is less sensitive to time discretization step size ∆t, however it
requires the inversion of a large matrix of size J2× J2 for each time step of each iteration,
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where J is the spatial discretization size of the 1D PDE. A key observation is that the
matrix M := I−F>X ⊗F>X ∆t typically only has as many diagonals as the order of the spatial
discretization, and is zeros elsewhere except for the boundary conditions, thus it is a sparse
matrix. For example, in the case of a second order spatial central difference discretization of
the Burgers equation with Homogeneous Dirichlet boundary conditions, M is tridiagonal.
Thus the inverse can be efficiently computed with sparse linear equation solvers such as
SuperLU [96].
In [94], the authors describe so called D-methods, which reduce computational complex-
ity inherent to semi-implicit methods by applying explicit Euler discretization to some subset
of the variables, and applies semi-implicit discretization to the rest. This could dramatically
reduce complexity; if Je ≤ J is the number of points treated with explicit discretization, then
the resulting semi-implicit inverse is of size (J− Je)2× (J− Je)2. This may have dramatic
benefit for ODEs systems where one may have slower and faster channels, However it is not
clear how to select grid elements for the associated D-method for Riccati PDEs.
3.9 Simulated Experiments
We applied the STDDP algorithm to two simulated PDE experiments to optimally control
the system to a prescribed desired behavior. Each experiment used less than 32 GB RAM,
and was run on a desktop computer with an Intel Xeon 12-core CPU with a NVIDIA
GeForce GTX 980 GPU. The computations did not utilize GPU parallelization, however
many operations, such as cost and partial derivative computations, can be parallelized for
greater computational efficiency.
The simulated experiments involve reaching tasks, where the PDE is initialized at
a zero initial condition over the spatial region, and must reach certain field values at
prescribed regions of the spatial domain. As discussed in the previous section, each PDE
was spatially discretized by a spatial central difference discretization, and an expicit-time
Euler discretization. The first and second derivative of the value functional were spatially
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Figure 3.1: Heat Equation Temperature Reaching Task. (left) controlled contour plot where
color represents temperature, (right) final time snapshot of the uncontrolled and controlled
systems, (bottom) convergence plot of the heat equation temperature reaching task on a
log-log scale, where the value integral depicted in red is the time integral of the value
functional.
discretized on the same spatial central difference grid as the forward dynamical PDE, and all
three backward equations were temporally discretized with an explicit Euler discretization.
Regularization was added to the second derivative of the value functional in order to aid in
numerical stability.







h(t f ,x)−hdes(t f ,x),Q f
(





























is defined on the desired subregion Ddes ⊆ D.
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The first experiment was a temperature reaching task on the 1D Heat equation with
homogeneous Dirichlet boundary conditions, given in fields representation by
∂th(t,x) = ε∂xxh(t,x)+m(x)>Ud(t,x),
h(t,0) = h(t,a) = 0,
h(0,x) = h0(x),
(3.103)
where ε is the thermal diffusivity parameter. The heat equation is a pure diffusion equation,
and validates the approach’s ability to achieve high quality distributed control solutions in
the linear PDEs regime. The STDDP algorithm was run until convergence, and the results
of which are depicted in fig. 3.1. Starting from a zero initial condition, the PDE was tasked
with raising the temperature to T = 1.0 at the outer regions, and raising the temperature to
T = 0.5 at the central region.
The system was temporally discretized into 1200 time steps and spatially discretized
into 64 grid points. The typical convergence behavior for the STDDP algorithm applied
to the heat equation is depicted in the bottom subfigure of fig. 3.1. In this case, the weight





, its state cost functional and control cost functional components, and
the time integral of the value functional, which is concisely termed the value integral. The
convergence behavior of the value integral demonstrates super-quadratic convergence in the
first 50 iterations.
The second experiment was a velocity reaching task on the 1D Burgers equation with
non-homogenous Dirichlet boundary conditions, given in fields representation by
∂th(t,x) =−h(t,x)∂xh(t,x)+ ε∂xxh(t,x)+m(x)>Ud(t,x),




Figure 3.2: Burgers Equation Velocity Reaching Task. (left) controlled contour plot where
color represents velocity, (right) final time snapshot comparing to the uncontrolled system.
Figure 3.3: Burgers Equation Velocity Reaching Task with Simulated Annealing. (left)
controlled contour plot where color represents velocity, (right) final time snapshot comparing
the optimized solution to the uncontrolled system.
where the parameter ε is the viscosity of the medium. The Burgers equation is a nonlinear
PDE, and demonstrates the efficacy of the approach on nonlinear PDEs. Starting from a
zero initial condition, the PDE is tasked with raising the velocity to v = 2.0 on the outer
regions, and v = 1.0 on the central region. The Burgers equation is often used as a simplified
model of fluid flow, however also has applications in describing the dynamics of swarms
for robotic systems [10]. The STDDP was applied to the Burgers PDE and was run until
convergence. The results are depicted in fig. 3.2.
The nonlinear advection present in the Burgers equation produces an apparent rightward
motion that builds over the spatial domain to create an apparent wavefront towards the right
endpoint. The system is provided with 5 actuators, and must overcome this nonlinearity
in order to minimize the state cost. Despite the added actuators, the task remains severely
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under-actuated. In this case, the weight values were Rd = 0.4, Q = 30, and Q f = 30. As
depicted, the provided values of state and control cost weighting provide a balancing between
the state and control performance metrics.
In both of the experiments, the various discretization schemes described in section 3.8.1
were tested, namely the explicit Euler discretization, a Runge-Kutta 2-point discretization,
and the semi-implicit. The authors report that while the semi-implicit method had slightly
lower sensitivity to the time-step increment ∆t compared to the explicit Euler and Runge-
Kutta methods, the large matrix inversion caused dramatically slower per-iteration run-time.
The Runge-Kutta method had higher accuracy than the Euler method, but required super-
sampling (i.e. sampling the midpoint of a time-increment) thus doubling the total time
steps on forward and backward passes. The explicit Euler discretization had the fastest per-
iteration run time at about 0.4 seconds per iteration, and was stabilized using regularization
methods, akin to [93].
Common to finite and infinite dimensional DDP methods are parameter sensitivities
that may limit choice of the control cost weighting and the state cost weightings. When
these limits arise, they are typically due to the numerically stiff and sensitive dynamics
found in the backwards Ricatti equation eq. (3.34), and present a limitation in the ability
of DDP approaches to use arbitrary ratios of state performance and control effort. This
can be especially limiting in systems with under-actuation as control signals can often be
much larger for task completion, thus requiring a larger ratio between state cost weight
and control cost weight. Without a "warm start", the operational initialization window for
control weights may limit the use of an arbitrary desired set of parameters, thus changing
the task specifications to meet numerical requirements.
In fig. 3.3, we demonstrate that this can be overcome with a simple simulated annealing
scheme. In this simulated experiment, the simulated annealing scheme was adopted in
order to reach an arbitrarily large weight ratio Wd := Q/Rd = 4.8× 106 starting from a
nominal weight ratio of Wd = 25. This approach allows one to arbitrarily choose the
53
relative importance of state performance and control effort. Depicted is a contour plot that
demonstrates that the desired regions are quickly reached, and the system remains at the
desired region for the duration of the simulation. Also depicted is a final time snapshot
with dramatically smaller deviation from the desired region as compared to the solution in
fig. 3.2, albeit at the expense of larger control effort.
3.10 Discussion & Conclusion
We address the optimal control on nonlinear spatio-temporal systems through the lens of the
Bellman principle of optimality, and develop the STDDP framework. We demonstrate that
the resulting forward-backward system of equations can recover standard results, including
the LQR solution for linear PDEs and the DDP solution for finite nonlinear ODEs. We
analyze the convergence behavior and emerge with provable global convergence of the
resulting forward-backward system. We discuss and develop discretization schemes for the
backward second derivative of the value functional, and implement the resulting algorithm
on a linear PDE system and a nonlinear PDE system.
The numerical results demonstrate the utility of the STDDP framework. It has the
capability of obtaining high quality control solutions in the linear and nonlinear regime for
spatio-temporal PDE systems. It has flexibility with respect to discretization schemes due to
the optimize-then-discretize approach. It exhibits computationally efficiency for 1D PDEs
with a typical 0.5 second time-per-iteration without any parallelization.
Overall, the results presented in this chapter are encouraging to the authors for future
work on extending the approach to 2D and 3D problem spaces. Such scaling will result in
large tensors, however one can leverage the sparsity inherent in PDE discretizations and
utilize common tensor decompositions such as the tensor train decomposition [97] for a
dramatic computational speed-up. Other future directions include extensions to the case of a
system with additive Gaussian noise, second order expansions of the dynamics, and novel
methods to handle the sensitivities that arise in the discretization of the backward process.
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CHAPTER 4
LEVERAGING STOCHASTICITY FOR OPEN LOOP AND MODEL
PREDICTIVE CONTROL OF SPATIO-TEMPORAL SYSTEMS
This chapter presents an open loop and MPC methodology for control of SPDEs related to
fluid dynamics. Such systems are grounded on the theory of stochastic calculus in function
spaces. The resulting architecture is not restricted to any particular finite representation of
the original system; the control updates are independent of the method used to numerically
simulate the SPDEs, which allows the most suitable problem dependent numerical scheme
(e.g., finite differences, Galerkin methods, finite elements, etc.) to be employed.
Furthermore, deriving the variational optimization approach for optimal control entirely
in Hilbert spaces overcomes numerical issues, including matrix singularities and SPDE
space-time noise degeneracies that typically arise in finite dimensional representations
of SPDEs. Thus, the work in this chapter is a generalization of ITC methods in finite
dimensions [98, 55, 99, 100] to infinite dimensions and inherits crucial characteristics from
its finite dimensional counterparts.
However, the primary benefit of the ITC approach presented in this chapter is that the
stochasticity inherent in the system can be leveraged for control. Namely, The inherent
system stochasticity is utilized for exploration in the space of trajectories of SPDEs in
Hilbert spaces, which provide a Newton-type parameter update on the parametrized control
policy. Importance sampling techniques are incorporated to iteratively guide the sampling
distribution, and result in a mathematically consistent and numerically realizable sampling-
based algorithm for distributed and boundary control of semi-linear SPDEs.
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4.1 Problem Formulation
At the core of our method are comparisons between sampled stochastic paths used to perform
Newton-type control updates, as depicted in fig. 4.1. Let, H, U be separable Hilbert spaces
with inner products 〈·, ·〉H and 〈·, ·〉U resp„ σ -fields B(H) and B(U) resp. and probability
space (Ω,F ,P) with filtration Ft , t ∈ [0,T ]. Consider the controlled and uncontrolled
infinite-dimensional stochastic systems of the form





dX = A Xdt +F(t,X)dt +G(t,X)
(







where X(0) is an F0−measurable, H−valued random variable, and A : D(A )⊂ H→ H
is a linear operator, where D(A ) denotes here the domain of A . F : [0,T ]×H → H
and G : [0,T ]×U → H are nonlinear operators that satisfy properly formulated Lipschitz
conditions associated with the existence and uniqueness of solutions to eq. (4.1) as described
in [70, Theorem 7.2]. The term U (i)(t,X ;θ) is a control operator on Hilbert space H
parameterized by a finite set of decision variables θ . We view these dynamics in an iterative
fashion in order to realize an iterative method. As such, the superscript (i) refers to the
iteration number.
In what follows, 〈·, ·〉S denotes the inner product in a Hilbert space S and C([0,T ];H)
denotes the space of continuous processes in H for t ∈ [0,T ]. Control tasks defined over
SPDEs typically quantify task completion by a measurable functional J : C([0,T ];H)→ R


























is a state cost accumulated over the time horizon s ∈ [t,T ]. With
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this, we define the terms of eq. (1.1). More information can be found in Appendix B.
Define the Free energy of cost function J(X) with respect to uncontrolled path measure
L and temperature ρ ∈ R as [57]









Also, the Generalized Entropy of controlled path measure L (i) with respect uncontrolled












dL dL , if L
(i) << L ,
+∞, otherwise,
(4.5)
where “<<” denotes absolute continuity [57].
The relationship between free energy and relative entropy was extended to a Hilbert
space formulation in [57]. Based on the free energy and generalized entropy definitions,
eq. (1.1) with temperature T = 1
ρ























Optimality of L ∗ is verified in [57]. The statistical physics interpretation of inequality
eq. (4.6) is that maximization of entropy results in reduction of the available energy. At the
thermodynamic equilibrium the entropy reaches its maximum and V = E−T S.
The free energy-relative entropy relation provides an elegant methodology to derive
novel algorithms for distributed and boundary control problems of SPDEs. This relation is
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also significant in the context of SOC literature, wherein optimality of control solutions rely
on fundamental principles of optimality such as Pontryagin Maximum Principle [48] or the
Bellman Principle of Optimality [49]. Appendix F shows that by applying a properly defined
Feynman-Kac argument, the free energy is equivalent to a value function that satisfies the
HJB equation. This connection is valid for general probability measures, including measures
defined on path spaces induced by infinite-dimensional stochastic systems.
Our derivation is general in the context of [19], wherein they apply a transformation
that is only possible for state-dependent cost functions. The proof given in chapter E is
novel for a generic state and time dependent cost to the best knowledge of the authors.
The observation that the Legendre transformation in eq. (4.6) is connected to optimality
principles from SOC motivates the use of eq. (4.7) for the development of stochastic control
algorithms.
Flexibility of this approach is apparent in the context of stochastic boundary control
problems, which are theoretically more challenging due to the unbounded nature of the
solutions [101, 16]. The HJB theory for these settings is not as mature and results are
restricted to simplistic cases [102]. Nonetheless, since eq. (4.6) holds for arbitrary measures,
the difficulties of related works are overcome by the proposed ITC approach. Hence, in
either the stochastic boundary control or distributed control case the free energy represents a
lower bound of a state cost plus the associated control effort. Despite losing connections
to optimality principles in systems with boundary control, our strategy in both distributed
and boundary control settings is to optimize the distance between our parameterized control
policies and the optimal measure in eq. (4.7), so that the lower bound of the total cost can
be approached by the controlled system. Specifically, we look for a finite set of decision

























4.2 Stochastic Optimization in Hilbert Spaces
To optimize eq. (4.8), we apply the chain rule for the Radon-Nikodym (RN) derivative









Note that the first derivative is given by eq. (4.7) while the second derivative is given by a
change of measures, or RN derivative, between control and uncontrolled infinite dimensional
stochastic dynamics. This change of measure arises from a version of Girsanov’s Theorem,





m`(x)u`(t) = m(x)>u(t;θ), (4.11)






















〈m1,dW (t)〉U0 , ...,〈mN ,dW (t)〉U0
]>
∈ RN , (4.13)
1While this is necessary on the right term for our control update, this is applied to the left term for
importance sampling, which enhances algorithmic convergence.
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M ∈ RN×N , (M)i j := 〈mi,m j〉U , (4.14)
where x ∈ D ⊂ Rn denotes the localization of actuators in the spatial domain D of the
SPDEs and m` ∈U are design functions that specify how actuation is incorporated into the
infinite dimensional dynamical system. This parameterization can be used for both open
loop trajectory optimization as well as for model predictive control. In our experiments we
apply model predictive control through re-optimization, and turn eq. (4.11) into an implicit
feedback type control. Optimization using eq. (4.8) with policies that explicitly depend on
the stochastic field is also possible and is considered using gradient-based optimization in
[63, 103, 64].
To simplify the optimization in eq. (4.8), we further parameterize u(t;θ) as a simple
measurable function. In this case, the parameters θ consist of all step functions {ui}. With
this representation, we arrive at our main result–an importance sampled variational controller
of the form
Lemma 4.1. Consider the controlled SPDE in eq. (4.2) and a parameterization of the
control as specified by eq. (4.11) with θ consisting of step functions {ui}. The iterative
control scheme for solving the stochastic control problem
u∗ = argmaxS(L ∗||L̃ ). (4.15)
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Figure 4.1: Overview of architecture for the control of spatio-temporal stochastic systems,
where dW rj denotes a Cylindrical Wiener process at time step j for simulated system rollout
r. See eqs. (4.16) and (4.17) and related explanations for a more complete explanation.
Although the rollout images appear pictorally similar, they represent different realizations
of the noise process dWt .
is given by the following expression:




































〈m1,dW (i)(t)〉U , ...,〈mN ,dW (i)(t)〉U
]>
∈ RN , (4.18)






Proof. See Appendix D.
4.3 Algorithms for Open Loop and Model Predictive Infinite Dimensional Controllers
The above lemma yields a sampling based iterative scheme for controlling semilinear SPDEs,
and is depicted in fig. 4.1. An initial control policy, which is typically initialized by zeros, is
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applied to the semilinear SPDE. The controlled SPDE then evolves with different realizations
of the Wiener process in a number of trajectory rollouts. The performance of these rollouts is
evaluated on the importance sampled cost function in eq. (4.17). These are used to calculate
the Gibbs averaged performance weightings exp(−ρJ(i))/E(i)L [exp(−ρJ
(i)]. Finally, the
outer expectation in eq. (4.16) is evaluated, and used to produce an update to the control
policy.
This procedure is repeated over a number of iterations. In the open loop setting, the
procedure considers the entire time window [0,T ], and the entire control trajectory is
optimized in a ‘single shot’. In contrast, in the MPC setting a shorter time window [tsim,Tsim]
is considered for I iterations, the control at the current time step uI(tsim) is applied to the
system, and the window recedes backward by a time step ∆t. This procedure is described in
algorithms 2 and 3.









s (t j), (4.20)
where ∆β (i)s (t j) are Brownian motions sampled from the zero-mean Gaussian distribution
∆β
(i)
s (t j)∼N (0,∆t), and {e j} form a complete orthonormal system in U . This is based on





β j(t)e j. (4.21)
These algorithms use equations derived in [95] for finite difference approximation of
semi-linear SPDEs for Dirichlet and Neumann Boundary conditions. Spatial discretization is
done as follows: pick a number of coordinate-wise discretization points J on the coordinate-
wise domain D = [a,b]⊂R such that each spatial coordinate is discretized as xk = a+k b−aJ
where k = 0, 1, 2, . . . ,J. For our experiments, the function that specifies how actuation is
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Algorithm 2 Open Loop Infinite Dimensional Controller
1: Function: u = OptimizeControl(Time horizon (T ), number of optimization iterations
(I), number of trajectory samples per optimization iteration (R), initial field profile (X0),
number of actuators (N), initial control sequences (uT×N) for each actuator, temperature
parameter (ρ), time discretization (∆t), actuator centers and variance parameters (θ ))
2: for i = 1 to I do
3: Initialize X ← X0
4: for r = 1 to R do
5: for t = 1 to T do








7: Compute entries of the actuation matrix M̃ by eq. (4.22)
8: Compute the control actions applied to each grid point, U (t) = u(t)T M̃
9: Propagate the discretized field X(t) [95, Algorighm 10.8]
end for
10: end for
11: Compute trajectory cost J(i)r via eq. (4.17) of the main text
end for
12: end for













Algorithm 3 Model Predictive Infinite Dimensional Controller
1: Inputs: MPC time horizon (T ), number of optimization iterations (I), number of
trajectory samples per optimization iteration (R), initial profile (X0), number of actuators
(N), initial control sequences (uT×N) for each actuator, temperature parameter (ρ), time
discretization (∆t), actuator centers and variance parameters (θ ), total simulation time
(Tsim)
2: for tsim = 1 to Tsim do
3: uI(tsim) = OptimizeControl(T, I,R,X0,N,u,ρ,∆t,θ)
4: Apply uI(t = 1) and propagate the discretized field to tsim +1
5: Update the initial field profile X0← X(tsim +1)
6: Update initial control sequence u =
[










, l = 1, . . . ,N (4.22)
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where, µl denotes the spatial position of the actuator on [a,b] and σl controls the influence
of the actuator on nearby positions.
For MATLAB pseudo-code on sampling space-time noise (step 6 in algorithm 2 and
step 7 in algorithm 3), refer to [95, algorithms 10.1 and 10.2]. Note however, that our
experiments used cylindrical Wiener noise so λ j = 1 ∀ j = 1, . . . ,J.
We note that the control of SPDEs with cylindrical Wiener noise, as above, can be
extended to the case in [19], in which G(t,X) is treated as a trace-class covariance operator
√
Q of a Q-Wiener process dWQ(t). See Appendix H for more details. The resulting iterative
control policy is identical to eq. (4.16) derived above.
4.4 Comparisons to Finite-Dimensional Optimization
In light of recent work that apply finite dimensional control after reducing the SPDE model
to a set of SDEs or ODEs, we highlight critical advantages of optimizing in Hilbert spaces
before discretizating. The main challenge with performing optimization based control
after discretization is that SPDEs typically reduce to degenerate diffusion process for
which importance sampling schemes are difficult. Consider the finite dimensional SDE
representation of eq. (4.1)









where X̂ ∈ Rd is a d-dimensional vector comprising of the values of the stochastic field
at particular basis elements. The terms A , F , and G are matrices associated with their
respective Hilbert space operators. The matrix M ∈ Rd×k, where k is the number of
actuators placed in the field. The vector dβ ∈ Rm collects noise terms and R collects
associated finite dimensional basis vectors of eq. (4.21). The matrix R ∈Rd×m is composed
of d rows, which is the number of basis elements used to spatially discretize the SPDE
eq. (4.1), and m columns, which is the number of expansion terms of eq. (4.21) that are used.
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Girsanov’s theorem for SDEs of the form eq. (4.23) requires the matrix R to be invertible,
























Deriving the optimal control in the finite dimensional space requires that a) the noise term
is expanded to at least as many terms as the points on the spatial discretization d ≤ m, and
b) the resulting diffusion matrix R in eq. (4.23) is full rank. Therefore, increasing finite
dimensional approximation accuracy increases the complexity of the sampling process and
optimal control computation. This is even more challenging in the case of SPDEs with
Q-Wiener noise, where many of the eigenvalues in the expansion of W (t) must be arbitrarily
close to zero.
Other finite dimensional approaches as in [104] utilize Gaussian density functions instead
of the measure theoretic approach. These approaches are not possible firstly due to the
need to define the Gaussian density with respect to a measure other than the Lebesgue
measure, which does not exist in infinite dimensions. Secondly, an equivalent Euler-
Maruyama time-discretization is not possible without first discretizing spatially. Finally,
after spatial discretization, the use of transition probabilities based on density functions
requires invertibility of RRT (see Appendix I). These characteristics make Gaussian density
based approaches not suitable for deriving optimal control of SPDEs.
4.5 Numerical Results
Performing variational optimization in the infinite dimensional space enables a general
framework for controlling general classes of stochastic fields. It also comes with algorithmic
benefits from importance sampling and can be applied in either open loop or MPC mode
for both boundary and distributed control systems. Critically, it avoids feasibility issues
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Figure 4.2: Infinite dimensional control of the 1-D Burgers SPDE: (top) Velocity profiles
averaged over the 2nd-half of each time horizon over 128 trials. (bottom left) Spatio-temporal
evolution of the uncontrolled 1-D Burgers SPDE with Cylindrical Wiener process noise.
(bottom right) Spatio-temporal evolution of 1-D Burgers SPDE using MPC.
in optimizing finite dimensional representations of SPDEs. Additional flexibility arises
from the freedom to choose the model reduction method that is best suited for the problem
without having to change the control update law. Details on the algorithm and more details
on each simulated experiment can be found in Appendix J.
4.5.1 Distributed Control of Stochastic PDEs in Fluid Physics
Several simulated experiments were conducted to investigate the efficacy of the proposed
control approach. The first explores control of the 1-D stochastic viscous Burgers equation
with non-homogeneous Dirichlet boundary conditions. This advection-diffusion equation
with random forcing has been studied as a simple model for turbulence [15, 105].
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Table 4.1: Summary of Monte Carlo trials for the Stochastic Viscous Burgers Equation
RMSE Average σ
Targets left center right left center right
MPC 0.0344 0.0156 0.0132 0.0309 0.0718 0.0386
Open-loop 0.0820 0.1006 0.0632 0.0846 0.0696 0.0797
The control objective in this experiment is to reach and maintain a desired velocity at
specific locations along the spatial domain, depicted in black. In order to achieve the task,
the controller must overcome the uncontrolled spatio-temporal evolution governed by an
advective and diffusive nature, which produces an apparent velocity wave front that builds
across the domain, as depicted on the bottom left of fig. 4.2.
Both open-loop and MPC versions of the control in eq. (4.16) were tested on the 1-D
stochastic Burgers equation and the results are depicted in the top subfigure of fig. 4.2.
Their performances are compared by averaging the velocity profiles for the 2nd-half of each
experiment and repeated over 128 trials. The simulated experiment duration was 1.0 seconds.
For the open-loop scheme, 100 optimization iterations with 100 sampled trajectory rollouts
per iteration were used. In the MPC setting, 10 optimization iterations were performed at
each time step, each using 100 sampled trajectory rollouts.
The results suggest that both the open-loop and MPC schemes have comparable success
in controlling the Stochastic Burgers SPDE. The open-loop setting depicts the apparent
rightward wavefront that is not as strong in the MPC setting. There is also quite a substantial
difference in variance over the trajectory rollouts. The open-loop setting depicts a smaller
variance overall, while the MPC setting depicts a variance that shrinks around the objective
regions. The MPC performance is desirable since the performance metric only considers the
objective regions. The Root Mean Squared Error (RMSE) and variance averaged over the
desired regions is provided in table 4.1.
The stochastic Nagumo equation with homogeneous Neumann boundary conditions is a
reduced model for wave propagation of the voltage in the axon of a neuron [95]. This SPDE
shares a linear diffusion term with the Viscous Burgers equation, as depicted in table 2.1.
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Figure 4.3: Infinite dimensional control of the Nagumo SPDE - Acceleration Task: (top)
voltage profiles averaged over the 2nd-half of each time horizon over 128 trials, (bottom
left) uncontrolled spatio-temporal evolution for 5.0 seconds, and (bottom right) accelerated
activity with MPC within 1.5 seconds.
However, as shown in the bottom left subfigure of fig. 4.3, the nonlinearity produces a
substantially different behavior, which propagates the voltage across the axon with our
simulation parameters in about 5 seconds. This set of simulated experiments explores two
tasks: accelerating the rate at which the voltage propagates across the axon, and suppressing
the voltage propagation across the axon. This is analogous to either ensuring the activation
of a neuronal signal, or ensuring the neuron remains inactivated.
These tasks are accomplished by reaching either a desired value of 1.0 or 0.0 over
the right end of the spatial region for acceleration and suppression, respectively. In both
experiments, open-loop and MPC versions of eq. (4.16) were tested, and the results are
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Figure 4.4: Infinite dimensional control of the Nagumo SPDE - Suppression Task: (top)
voltage profiles averaged over the 2nd-half of each time horizon over 128 trials, (bottom
left) uncontrolled spatio-temporal evolution for 5.0 seconds, and (bottom right) suppressed
activity with MPC for 5.0 seconds.
depicted in figs. 4.3 and 4.4. For the open-loop scheme, 200 optimization iterations with
200 sampled trajectory rollouts per iteration were used. In the MPC setting, 10 optimization
iterations were performed at each time step, each using 100 sampled trajectory rollouts.
State trajectories of both control schemes were compared by averaging the voltage profiles
for 2nd-half of each time horizon and repeated over 128 trials.
The results of the two stochastic Nagumo equation tasks suggest that both control
schemes achieve success on both the acceleration and suppression tasks. While the perfor-
mance appears substantially different outside the target region, the two control schemes
have very similar performance on the desired region, which is the only penalized region in
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Table 4.2: Summary of Monte Carlo trials for Nagumo acceleration and suppression tasks
Task Acceleration Suppression
Paradigm MPC Open-Loop MPC Open-Loop
RMSE 6.605e−4 0.0042 0.0021 0.0048
Avg. σ 0.0059 0.0197 0.0046 0.0389
Figure 4.5: Infinite Dimensional control of the 2D-Heat SPDE under homogeneous Dirichlet
boundary conditions: (first) desired temperature values at specified spatial regions, (sec-
ond) random initial temperature profile, (third) temperature profile half way through the
experiment and (fourth) temperature profile at the end of experiment.
the optimization objective. In the top subfigures of figs. 4.3 and 4.4, the desired region is
zoomed in on. The zoomed in views depict a higher variance in the state trajectories of the
open-loop control scheme than the MPC scheme.
As in the stochastic viscous Burgers experiment, there is an apparent trade-off between
the two control schemes. The MPC scheme yields a desirable lower variance in the region
that is being considered for optimization, but produces state trajectories with very high
variance outside the goal region. The open loop control is understood as seeking to achieve
the task by reaching low variance trajectories everywhere, while the MPC scheme is under-
stood as acting reactively (i.e. re-optimizes based on state measurements) to a propagating
voltage signal. The RMSE and variance averaged over the desired region of 128 trials of
each experiment is given in table 4.2.
The next simulated experiment explores scalability to 2D spatial domains by considering
the 2D stochastic heat equation with homogeneous Dirichlet boundary conditions. This
experiment can be thought of as attempting to heat an insulated metal plate to specified
temperatures in specified regions while the edges remain at a temperature of 0 in some scale.
The desired temperatures and regions associated with this experiment are depicted in the
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Figure 4.6: Boundary control of stochastic 1-D heat equation: (left) Temperature profile over
the 1D spatial domain over time. The magenta surface corresponds to the spatio-temporal
desired temperature profile. Colors that are more red correspond to higher temperatures, and
colors that are more violet correspond to lower temperature. (right) Control inputs at the
left boundary in black and the right boundary in green entering through Neumann boundary
conditions.
left subfigure of fig. 4.5. This experiment tests the MPC scheme.
Starting from a random initial temperature profile as in the second subfigure of fig. 4.5,
and using a time horizon of 1.0 seconds, the MPC controller is able to achieve the desired
temperature profile towards the end of the time horizon as shown in the fourth subfigure of
fig. 4.5. The third subfigure of fig. 4.5 depicts the middle of the time horizon. The MPC
controller used 5 optimization iterations at every timestep and 25 sampled trajectories per
iteration.
This result suggests that in this case, this approach can handle the added complexity of
2D stochastic fields. As depicted in the right subfigure of fig. 4.5, the proposed MPC control
scheme solves the task of reaching the desired temperature at the specified spatial regions.
4.5.2 Boundary Control of Stochastic PDEs
The control update in eq. (4.16) describes control of SPDEs by distributing actuators
throughout the field. However, our framework can also handle systems with control and
noise at the boundary. A key requirement is to write such dynamical systems in the mild
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where the operator D corresponds to the boundary conditions of the problem, and is called the
Dirichlet map (Neumann map, resp.) for Dirichlet (Neumann, resp.) boundary control/noise.
These maps take operators defined on the boundary Hilbert space Λ0 to the Hilbert space
H of the domain. λ is a real number also associated with the boundary conditions. The
operator dV describes a cylindrical Wiener process on the boundary Hilbert space Λ0. For
further details, the reader can refer to the discussion in [16, Section 2.5 & Appendix C.5]
and in Appendix G.
Studying optimal control problems with dynamics as in eq. (4.25) is rather challenging.
Therein HJB theory requires additional regularity conditions and proving convergence
of eq. (4.25) becomes nontrivial, especially when considering Dirichlet boundary noise.
Numerical results are limited to simplistic problems. Nevertheless, eq. (4.16) is extended to
the case of boundary control by similarly using tools from Girsanov’s theorem to obtain the




















which was was also utilized in reference [106] for studying solutions of SPDEs similar to
eq. (4.25). Using the control parameterization of the distributed case above results in the
same approach described in eq. (4.16) with inner products taken with respect to the boundary
Hilbert space Λ0 to solve stochastic boundary control problems.
The stochastic 1-D heat equation under Neumann boundary conditions was explored
72
to conduct simulated experiments that investigate the efficacy of the proposed framework
in stochastic boundary control settings. The objective is to track a time-varying profile
that is uniform in space by actuation only at the boundary points. The MPC scheme of
eq. (4.16), with 10 optimization iterations per time step is depicted in the left subfigure of
fig. 4.6. The random sample of the controlled state trajectory, depicted in a violet to red
color spectrum, remains close to the time-varying desired profile, depicted in magenta. The
associated bounded actuation signals acting on the two boundary actuators are depicted in
the right subfigure of fig. 4.6.
As suggested by the results of the simulated experiments, the authors note a clear
empirical iterative improvement of the control policy on each of the experiments. This
necessitates a deeper theoretical analysis of the convergence of the proposed algorithm,
and is influenced by several of the parameters that appear in algorithms 2 and 3. The
parameter ρ , which appears in the controlled and controlled dynamics eqs. (4.1) and (4.2)
and also appears in the Legendre transformation eq. (4.6), influences the intensity of the
stochasticity and the relative weightings of the terms in eq. (4.17), which in general leads to
an exploration-exploitation trade off. The number of rollouts also has a significant effect
on the empirical performance. In general, a larger number of rollouts is advantageous
due to a more representative sampling of state space, as well as a better approximation to
the expectation, yet can lead to a larger computational burden. In the MPC setting, the
time horizon has a significant effect on the empirical performance. This is typical to MPC
methods as a short receding window can cause the algorithm to be myopic, while a large
receding window recovers the ‘single shot’ or open loop performance. Finally the spatial
and temporal discretization size has a significant effect on algorithmic performance due to
the errors introduced in large spatial or temporal steps in the resulting discrete equations,
which may ultimately fail the Courant–Friedrichs–Lewy conditions of the SPDE.
The above experiments were designed to cover stochastic SPDEs with nonlinear dynam-
ics, multiple spatial dimensions, time-varying objectives, and systems with both distributed
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and boundary actuation. This range explores the versatility of the proposed framework
to problems of many different types. Throughout these experiments, the control architec-
ture produces state trajectories that solve the objective with high probability for the given
stochasticity.
4.6 Conclusion
This manuscript presented a variational optimization framework for distributed and boundary
control of stochastic fields based on the free energy-relative entropy relation. The approach
leverages the inherent stochasticity in the dynamics for control, and is valid for generic
classes of infinite-dimensional diffusion processes. Based on thermodynamic notions that
have demonstrated connections to established SOC principles, algorithms were developed
that bridge the gap between abstract theory and computational control of SPDEs. The
distributed and boundary control experiments demonstrate that this approach can successfully
control complex physical systems in a variety of domains.
This research opens new research directions in the area of control of stochastic fields that
are ubiquitous in domains of physics. Based on the use of forward sampling, future research
on the algorithmic side will include the development of efficient methods for representation
and propagation of stochastic fields using techniques in machine learning such as Deep
Neural Networks. Other directions include explicit feedback parameterizations and, in the
context of boundary control, HJB approaches in the ITC formulation.
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CHAPTER 5
VARIATIONAL OPTIMIZATION BASED REINFORCEMENT LEARNING FOR
INFINITE DIMENSIONAL STOCHASTIC SYSTEMS
In contrast to the open loop and MPC approach developed in chapter 4, here we parametrize
the policy as having explicit dependence on the state, and thereby consider the problem of
optimizing an explicit feedback controller. We again formulate the optimization problem
from the ITC principles considered in chapter 4, which together enable a middle ground
between recent results in DL and traditional stochastic optimal control: We approach SPDEs
with infinite dimensional stochastic calculus, yet apply highly successful DL techniques.
We develop a new method fusing together variational optimization, episodic reinforcement
learning, and measure theoretic stochastic calculus in infinite dimensions.
This chapter views the optimization problem through the lens of reinforcement learning
in Hilbert spaces, and develops a measure theoretic loss function, which is optimized by
widely successful DL techniques in order to episodically train a parametrized control policy
which is nonlinear in the system state. The resulting algorithm, called IDVRL, incorporates
explicit feedback of the entire SPDE and allows for arbitrary non-linear policies such as
Feed-forward Neural Networks (FNNs), CNNs and RNNs.
Furthermore, we develop novel techniques to handle numerical integration of of policy
networks over spatial domains which we call SparseForwardPass for FNN and CNN
policies. This increases the numerical efficiency of the overall approach, enabling scalability
to 2D and 3D problems. The IDVRL algorithm is applied to several 1D systems in fluid
dynamics, and demonstrates effectiveness of the approach. Additionally, IDVRL is applied
to a 2D system to demonstrate scalability of the approach.
Since the algorithm is derived in infinite-dimensional space, any choice of numerical
approximation scheme such as finite difference, spectral Galerkin or finite-element can be
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used to approximate trajectory samples. In addition, as a result of performing optimization
in infinite dimensional space, the derivation is valid for the stochastic versions of all PDEs
included in table 2.1 and therefore is general.
5.1 Problem Formulation
This work proposes control of a large class of infinite-dimensional systems described by
SPDEs that are of semi-linear form. There are other ways to express such systems, however
here we take the approach of expressing the system as evolving on time-indexed separable
Hilbert spaces in order to leverage several mathematical tools developed in such spaces.














where X(t) ∈H is the state of the system which evolves on the Hilbert space H , the linear
and nonlinear operators A : H →H and F(t,X) : R×H →H (resp.) are uncontrolled
drift terms, Φ(t,X ,x;Θ(k)) : R×H ×R3→H is the nonlinear control policy paramterized
by Θ(k) at the kth iteration, dW (t) : R→H is a Cylindrical spatio-temporal noise process
(i.e. space-time white noise), and G(t,X) is nonlinearity that affects both the Cylindrical
noise and the control. It is used to incorporate the effects of actuation on either the field
(distributed) or at the boundaries. Referring back to table 2.1, the generality of the Hilbert
spaces formulation becomes clear as any semi-linear PDE can be handled by appropriately
choosing A and F . For a more complete introduction, including some mild but necessary
assumptions and clear definitions of the Cylindrical process, see Appendix A and the
references therein.
Define the uncontrolled and controlled probability measures associated with eq. (5.1) as
L and L̃ , respectively. These measures roughly describe the probabilistic evolution of the
system, with the probability density function as a finite dimensional analog. In this case,
76















where J = J(X) can be viewed as an arbitrary state cost function. The associated “Work"
and “Entropy" terms that minimize this expression describe a minimum “energy"1 measure.
Sampling from this measure would simultaneously minimize state cost and the Kullback-
Leibler (KL)-divergence between the controlled and uncontrolled distributions, which in








While it is not known how to sample directly from eq. (5.3), the goal of variational
optimization methods is to incrementally reduce the distance (defined in the KL divergence
sense) between the controlled distribution L̃ and the optimal measure eq. (5.3). We




















A more detailed derivation can be found in the Appendix K. Finally, we introduce a version
of Girsanov’s theorem (found in Appendix C) between the uncontrolled and controlled
























1The term energy here is used loosely to describe the landscape for work and entropy
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Plugging in eq. (5.3) and eq. (5.5) (for importance sampling), the loss-function L becomes
L = EL̃




















































The intermediate steps that lead to the above final forms of eq. (5.4) and eq. (5.6) can be
found in Appendix K. The loss-function L exponentiates the cost of the system trajectories,
evaluated by J̃, to produce a weighted average of the mixed control-noise term and the
quadratic control term. We minimize this loss via Stochastic Gradient Descent (SGD). The
resulting Variational RL with learn rate γ is an incremental update of the form
Θ
(k+1) = Θ(k)− γ∇ΘL. (5.8)
We contrast this work to prior work that also use variational optimization to approximate
optimal probability measures, as in [108]. There, the authors obtain a time-varying policy
of step-functions that results in parameter update-rules requiring inversion of a jacobian.
Our proposed approach instead uses an arbitrary non-linear feedback policy and produces a
SGD-based minimization that can leverage well-known backprop-based algorithms such as
ADA-Grad [109] and ADAM [110].
Although the state may be described by an infinite-dimensional vector in a Hilbert space,
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many physical realizations of actuation are defined on finite subspaces. The above derivation
keeps Φ as mapping into the Hilbert space, insinuating that the actuation may be distributed
everywhere and infinite-dimensional. However, the goal of this work is to ultimately use
finite-action policy networks to control eq. (5.1). As such, we refine Φ as
Φ(t,X ,x;Θ(k)) = m(x)>ϕ(X ;Θ(k)), (5.9)
where ϕ(X ;Θ(k)) : H → RN is a finite policy network with N control outputs representing
N distributed (or boundary) actuators. The function m(x) : D→ RN ×H represents the
effect of the finite actuation on the infinite-dimensional field, where D is the domain of the
finite spatial region. Some examples of m(x) are Gaussians-like exponential functions with
mean centered at the actuator location (for distributed control) and indicator functions (for
boundary control).
5.2 Algorithm and Network Architecture
The above derivation provides a mathematical framework for updating the weights of a
policy network in a RL setting. In order to implement it as an algorithm, data must be
generated either from a physics-based or data-based model, or from interactions with a real
system. Notice that since the only term from the dynamics to appear in eqs. (5.6) and (5.7)
is the Cylindrical noise term dW , there is no need to have an explicit SPDE model. As a
result, any black-box methods that incorporate spatio-temporal stochasticity can be used to
generate sample trajectories of the system.
The above derivation introduces a unique problem for our proposed reinforcement
learning framework that has not been addressed in prior work. Each inner product in Hilbert
space in eqs. (5.6) and (5.7) represents a spatial integration over a finite region D. To the
knowledge of the authors, integration over a policy network has not been attempted to date.
However in this work, we integrate spatially over the input to the network. Consider the

















Cost Evaluation and Policy Update
Figure 5.1: Block diagram of computational graph for the IDVRL algorithm.


















ϕ(X(e j);Θ(k))>M(e j)ϕ(X(e j);Θ(k))dt, (5.10)
where D⊆R2 is the problem domain, {e j ∈H : j = 0,1,2, . . .} forms an orthonormal basis
over H , and M(x) = m(x)m(x)>. After discretization on a 2D grid, the basis becomes
a finite set {e j ∈ RJ
2
: j = 0,1,2, . . .}, where each element is a one-hot vector. Thus,
evaluating the spatial integral is reduced to summing up forward passes through the policy
network with each pixel considered individually. Note that this spatial integration approach
is agnostic to choice of discretization scheme.
Spatially integrating over the policy network is a memory intensive task, where the
storage becomes (J2,J,J) for each sample over the time horizon. However, given that the
basis elements of each (J,J) “image" have only one activated “pixel", the resulting tensor
is tremendously sparse. As such, each layer’s activation can be computed with a sparse
matrix multiplication, resulting in what we call a SparseForwardPass method that is not
memory intensive for relatively large 2D problems. This can be applied to both FNNs and
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CNNs. For CNNs, activation can be achieved by matrix multiplication with a Toeplitz
matrix constructed from the filter coefficients [111].
A summary of our architecture is depicted in fig. 5.1. A policy network with initialized
weights is passed through a model or physical realization of the system to produce state
trajectories, which are used to compute a state cost as well as a sparse tensor that is used to
compute the inner products in eqs. (5.6) and (5.7) in a memory and time-efficient manner.
Finally the loss is computed and passed to a gradient-based optimization algorithm. This
approach is independent of specific policy network architecture used, which can often be
problem dependent. In this work we used two different networks: a FNN for 1D SPDE and
a CNN for 2D SPDE.
The resulting IDVRL algorithm is shown in algorithm 4, wherein subscript implies
an element of the corresponding vector. The input terms are time horizon (T ), number
of iterations (K), number of rollouts (R), initial state (X0), number of actuators (N), noise
variance (ρ), time discretization (∆t), actuator locations (µ), actuator variance (σµ , for
distributed control cases), and initial network parameters (Θ(0)). We note that the function
GradientOptimize(L,Θ(k)) represents the update from eq. (5.8). As mentioned above, this
is handled by any variant of SGD, which performs backpropagation through the network.
The computational graph of the proposed algorithm has multiple backprop paths, as shown
by the dotted red line in fig. 5.1. For more information on SampleNoise(), refer to [95,
Chapter 10].
5.3 Simulation Results and Discussion
We applied the IDVRL algorithm to reaching tasks for several SPDEs in simulation in both
distributed and boundary control settings. In each reaching task, the policy has to control the
system to achieve a desired profile in certain parts of the spatial domain. These simulated
experiments were developed via computational graphs implemented in Tensorflow [112]
to leverage GPU parallelization for training as well as sparse linear algebra operations
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Algorithm 4 Infinite Dimensional Variational Reinforcement Learning
1: Function: Θ∗ = OptimizePolicyNetwork(T,K,R,X0,N,ρ,∆t,µ,σµ ,Θ(0))
2: Compute m(x),M(x) ∀ x ∈ D
3: for k = 1 to K do
4: for r = 1 to R do
5: for t = 1 to T do
6: dWt ← SampleNoise()
7: Xt ← Propagate(Xt−1,Θ(k),dWt) via eq. (5.1)
8: Jr← Jr +StateCost(Xt)
9: St ← SparseForwardPass(Θ(k),Xt)









13: P, N← Sum(Pt), Sum(Nt)
14: J̃r← J̃(P,N,Jr)
15: end for
16: W ← ImportanceWeight(J̃)
17: L←ComputeLoss(P,N,W ) via eq. (5.7)
18: Θ(k+1)← GradientOptimize(L,Θ(k))
19: end for
for SparseForwardPass. The data for training the policies was generated by simulating
the SPDEs using centered finite-difference approximation for the spatial derivatives on a
1D or 2D grid and a semi-implicit Euler scheme for discretization of the time derivatives.
For detailed explanation on these schemes, we refer the reader to [95, Chapters 3 and 10].
For 1D simulations, we used an Alienware laptop with an Intel Core i9-8950HK CPU @
2.9GHz×12, 32 GB RAM and a NVIDIA GeForce GTX 1080 graphics card. On average,
Tensorflow-GPU required around 16 minutes of training time for 1000 iterations. For the 2D
simulation, we used Tensorflow-CPU, due to insufficiency of VRAM, which required around
12 hours of training time for 1000 iterations. The code and videos for these experiments are
available online 2.
Figure 5.2 (a) and (d) depict the results of the IDVRL algorithm on a task of controlling
the 1D heat SPDE with homogeneous Dirichlet boundary conditions. The goal of the task is
to raise and maintain the temperature to T = 1 at regions around x = 0.2 and x = 0.8, and





Figure 5.2: Control of 1D SPDEs. (a), (d), (g), (h) correspond to the Heat SPDE, (b),
(e) to Burgers SPDE, and (c), (f) to Nagumo SPDE. In (d), (e), (f), (h) blue represents
mean uncontrolled profiles, orange represents mean controlled profiles using the trained
policy network, green represents desired values in certain spatial regions, and red represents
locations of actuator centers. The mean and variance statistics are gathered over 200
rollouts. (a), (b), (c), (g) depict a randomly selected trial run to emphasize the presence of
spatio-temporal stochasticity. (a-f) depict results for distributed control of SPDEs and (g-h)
depict results for boundary control of a SPDE.
T = 0.5 at a region around x = 0.5. Figure 5.2a) shows the temperature contours of a single
realization of the completed task and fig. 5.2d) shows the mean controlled and uncontrolled
trajectories at the final time with a 2-σ variance shaded in the corresponding color. The
boundary conditions fixed the endpoints to a temperature of T = 0, as shown.
Figure 5.2, (b) and (e) depict the results of the IDVRL algorithm on the task of controlling
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the 1D Burgers SPDE with non-homogeneous Dirichlet boundary conditions. In this task the
goal is to reach a desired velocity in the medium at given locations. This is challenging given
the nonlinear advection behavior of the system in addition to the pure diffusion behavior
shown in the 1D heat SPDE task. The advection-diffusion creates an apparent rightwards
wave-front that must be accounted for by the policy network in order to achieve the task.
Given the increased difficulty of the problem, we added actuators, as indicated by vertical
red dotted lines. Despite the added actuators, the task remains severely under-actuated.
Figure 5.2, (c) and (f) depict the IDVRL algorithm on the task of controlling the 1D
Nagumo SPDE with homogeneous Neumann boundary conditions. As noted earlier, the
Nagumo SPDE represents voltage travelling across the axon of a neuron in the brain. The
goal of this task is to suppress the voltage from travelling across the axon. Voltage near 1.0
indicates the voltage has travelled across, and in this suppression task, we seek to keep the
voltage at the right end of the axon at V = 0. As shown in table 2.1, the Nagumo SPDE has
a 3rd order nonlinearity. For this task, we supplied the system with only three actuators near
the right end, where voltage must be suppressed.
For the next task, we scaled the IDVRL algorithm to two-dimensional problems. With
this task we attempt to control the 2D Heat SPDE with homogeneous Dirichlet boundary
conditions with a CNN policy network. The goal of this task it to raise the temperature
in five regions. The desired temperature at the four outer regions is T = 1 and the desired
temperature at the center region is T = 0.5. Figure 5.3 depicts a single realization of the
controlled task under a significant amount of noise with five actuators.
In contrast to the previous tasks where actuators are distributed in the field, fig. 5.2h
depicts a boundary control task, where the actuator controls the boundary condition. The
RN derivative exists for the case of boundary control of semi-linear SPDEs with boundary
noise [15], and we demonstrate that our method similarly extends to this case. The task here
is similar to the first case, where the policy network is tasked with reaching a desired value
of T = 3.
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(a) (b) (c) (d)
Figure 5.3: Control of the 2D Heat SPDE. (a) shows the desired profile patches and actuator
locations for the reaching task. The next three plots show time snapshots from a randomly
selected instance of an optimized policy applied to the system. (b) shows the start profile(b),
(c) shows half-way through, and (d) shows the end profile. The color-bar depicts the range
of temperatures in the simulated field.
We invite the interested reader to refer to Appendix L for specific details on each of our
simulations such as cost functions, hyper-parameter values, neural network parameters and
videos comparing controlled and uncontrolled SPDEs.
Throughout our simulated experiments, especially for distributed control tasks, we found
that the algorithm is not sensitive to the majority of our parameters. We noted that a useful
heuristic in applying the algorithm to new problems without having to tune the parameters
was to ensure that the starting loss function was not very close to zero (i.e. 1e-10). Despite a
large variance of noise that we typically applied to our systems (ρ = 10), the optimization
algorithm was able to converge in under 1000 iterations for 1D problems and under 2000
iterations for 2D problems.
On the whole, even though injecting higher variance noise into the system inherently
makes the control task much more challenging, high variance noise is useful in our algorithm
for exploration over rollouts at each iteration. As such, there is an inverse relationship for a
given convergence behavior between variance in the noise and number of rollouts.
There are also several interesting behaviors that the IDVRL algorithm demonstrates.
First, we noticed that often times throughout optimization, the loss would decrease as
desired, but state cost would temporarily increase, before decreasing more dramatically




Figure 5.4: Convergence of IDVRL Policy for the 1D Heat SPDE. The plots show (a)
convergence of the loss function and (b) convergence of the state cost for the IDVRL
algorithm over 200 trials of 1000 iterations each for a FNN network.
relationship between loss function and state cost. Indeed a lower state cost implies that
the task is being accomplished, yet a trend of decreasing loss function indicated that when
there was a temporary increase in state cost, the IDVRL algorithm may have been pushing
the network parameters out of a local minimum towards better task performance in later
iterations. These trends, depicted in fig. 5.4, indicate that the IDVRL algorithm may perform
well on experiments outside the ones considered in this paper.
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5.4 Conclusion and Future Directions
This chapter presents a variational reinforcement learning algorithm for the distributed and
boundary control of infinite dimensional stochastic systems. The optimization method was
derived in Hilbert spaces, thereby avoiding the need to depend on specific descretization
schemes to realize the algorithm. The resulting algorithm requires only an actuation model
and therefore is mostly model-free. The algorithm was demonstrated on five simulated
experiments including 1D and 2D with both distributed and boundary type actuation.
In future work the authors will investigate provable convergence properties for IDVRL
based on [113], and will implement the algorithm on some SPDEs described in this paper
such as the Stochastic Navier-Stokes equation using state-of-the art CFD solvers. The authors
also plan to investigate second-order SPDEs such as the Euler-Bernoulli equation which has
been used to investigate the dynamics of tentacle-like soft continuum robots [114].
87
CHAPTER 6
SPATIO-TEMPORAL STOCHASTIC OPTIMIZATION FOR CONTROL AND
CO-DESIGN OF SYSTEMS IN ROBOTICS AND APPLIED PHYSICS
In chapter 5, the IDVRL method is derived for policy optimization and demonstrates efficacy
on such problems. However coupled to the problem of optimizing a control policy, is
optimizing how the control signal translates to actuation of the system dynamics. This
problem is referred to as co-design optimization. Traditionally, one may suggest some
actuation design based on some actuation design metric, then optimize a control policy
based on the actuation onto the system, and then evaluate the performance on some other
actualized system performance metric, thus coupling the optimal control policy to the
choices in actuation design.
In this context one wishes a control policy to impart the most effect to the system, where
it matters, with the least control effort. This is often achieved by treating control and co-
design separately, applying methods from control theory such as controllability, reachability,
or stabilizability, and measuring efficacy of the co-design through linear system gramians.
While gramians do not exist for nonlinear systems, perhaps a more critical concern is the
decoupling of the co-design optimization problem.
This chapter further develops the approach in chapter 5, and addresses stochastic op-
timal control and co-design of SPDEs through the lens of stochastic optimization. We
propose a joint policy network optimization and actuator co-design optimization strategy via
episodic reinforcement that leverages inherent spatio-temporal stochasticity in the dynamics
for optimization. The resulting stochastic gradient descent approach bootstraps off the
widespread success of SGD methods such as ADAM for training Artificial Neural Networks
(ANNs). The stochastic calculus are extended to handle second-order SPDEs in order to
address continuum mechanical systems, which in their mathematical treatment resemble
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their second-order ODE counterparts prevalent in mechanical systems.
This chapter is motivated by many of the applications of PDEs in robotics, yet primarily
seeks to establish capabilities for the eventual design, fabrication, and control of soft-body
robots. The behavior of such systems in general follow second order SPDEs. As such,
while the proposed methods are general to first and second order systems, we focus our
mathematical formulation on second order SPDEs.
In this chapter we tackle the coupled challenge of policy optimization and actuator
co-design for SPDEs. Just as in chapters 4 and 5, our approach is founded on the free energy-
relative entropy relationship, which is a general principle coming from thermodynamics that
also has had success in stochastic optimal control literature [55]
Free Energy≤Work−Temperature×Entropy (6.1)
We leverage this principle in order to derive a measure-theoretic loss function that
utilizes exponential averaging over importance sampled system trajectories in order to
choose network and actuator design parameters that simultaneously minimize state cost and
control effort. The resulting Spatio-Temporal Stochastic Optimization (STSO) algorithm
is applied to a variety of control and co-design problems in fluid mechanics and robotics,
culminating in application to a complex nonlinear 2D second-order systems that closely
resemble a soft-robotic limb.
6.1 Second Order Soft-Robotic SPDEs in Direct Product Hilbert Spaces
Many complex spatio-temporal systems are given by stochastic partial differential equations
of second order in time. Second order SPDEs typically have behavior analogous to second
order mechanical SDE systems derived from Newtonian mechanics, in which the actuation
acts as external forces or torques which enter through the derivative of the respective linear
and rotational momenta. These are typically treated by defining a new momentum state,
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and writing the system in matrix-vector form. If one takes a robot arm constrained to one
dimension, defined by a scalar second order SDE, and repeatedly adds joints, and thereby
degrees of freedom, one would obtain a one-dimensional continuum robot manipulator in the
limit, which has infinite degrees of freedom and is described by a suitable one-dimensional
second-order SPDE.
6.1.1 The Euler-Bernoulli Continuum System
One such system description is achieved in the simply supported stochastic Euler-Bernoulli
equation with Kelvin-Voigt and viscous damping, which is a simplified model of a soft
robotic limb. The Euler-Bernoulli equation is used extensively in beam theory, and has
applications to a variety of robotic systems beyond soft robotics. Formally, the 1D Euler-

















where y(t,x) = y :R×D→R represents the vertical displacement of the beam over problem
domain D , Cd represents the Kelvin-Voigt damping coefficient, µ represents the viscous
damping coefficient, and all functional dependencies of the nonlinear policy Φ have been
dropped since it has a different form in the fields representation. Note that the policy and
stochastic effects enter as forces. With the change of variables v := ∂ty, this system has the
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where A0 = ∂xxxx without boundary conditions. Now, we lift this SPDE into infinite di-
mensional Hilbert spaces. Define Y ∈H as the Hilbert space analog of y(t,x), V ∈H
as the Hilbert space analog of v(t,x), and a variable Z := Y ×V on the direct product
Hilbert space H 2 := H ×H . Note that Z ∈H 2 is a Hilbert space analog of a variable
z(t,x) = [y(t,x) v(t,x)]> ∈R2. In Hilbert spaces, A0 becomes an operator acting on H and
1 gets replaced by the identity operator I acting on H . Rewriting eq. (6.3) in Hilbert space
semi-linear form yields









where A : H 2→H 2 is the linear operator A = [0 I;−A0 −CdA0−µI], G : H →H 2
is an operator representing how control and spatio-temporal noise enter the system G = [0; I],
and dW (t) is a Cylindrical Wiener process on H . Note that the Hilbert space variables Y ,
V , and Z no longer have spatial dependence as the Hilbert space vectors capture the spatial
continuum over which the problem is defined.
6.1.2 Detailed Models of Soft-Robotic Limbs
While the Euler-Bernoulli SPDE has wide applicability, it relies on a small-angle assumption,
which is not suitable for some soft-robotic applications such as in soft-robotic manipulators
or end-effectors. In [12] the errors introduced by violation of this approximation have
been reduced significantly by parametrizing the beam’s backbone by a tangent angle and
including a single-parameter hysteretic term. The resulting model is used for a hyper-flexible
system.
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However, the majority of modern soft-body robotics modeling research typically deviates
from the Euler-Bernoulli approach. The majority of modern models of soft-robotic systems
are divided into two main categories: constant curvature approximation, and non-constant
curvature approximation [115]. For a detailed review of constant and piecewise constant
curvature methods as of 2010, refer to [116]. More recent constant curvature methods
include [117], wherein the authors use the principle of virtual power to derive a model with
constant curvature segments and discrete torsional joints. In [118], the authors start with a
piecewise constant curvature approximation, and produce a model that they then validate
against a piecewise constant curvature robotic manipulator. In [119], the authors apply a
piecewise constant curvature model to a continuum robotic manipulator actuated by pressure
differentials provided by bellows. Constant and piecewise constant curvature models are
often much simpler in implementation, yet these models can fail when the system does not
have a uniform shape or is acted on by a large external load. The interested reader can refer
to [32] for a recent review of control methodologies on constant and piecewise constant
curvature models of continuum manipulators.
Non-constant curvature models are increasing in popularity due to a typically more
accurate representation of a continuum system. They are typically broken into three subcat-
egories: continuum approximations of hyperredundant models, spring-mass models, and
cosserat or geometrically exact models. For a complete review of design, fabrication and
control strategies that sweep across the discipline of soft robotics, the interested reader
should refer to [120].
The continuum approximation of hyperredundant models were among the first proposed
continuum methods [121], and led to several interesting applications [122, 123, 124]. On
the other end of the spectrum, Cosserat models are currently the most exact models of
continuum systems. Derived from the context of beam theory, these geometrically exact
models often have a large number of PDE states, making them quite difficult to simulate at
high frequency. Yet, their high fidelity has made them an appealing research direction.
92
Cosserat models have been simulated in real-time for very slender rods with uni-
form cross-section in [125, 126]. In [115], the authors develop a geometrically exact
3-dimensional (3D) model on Lie groups of a tentacle-like tapered soft robot arm actuated
by cables, resulting in a PDE with 18 states. Similar models are also developed and validated
in [127]. In addition to introducing significant model complexity, Cosserat PDEs are also
known to suffer from stiff dynamics with respect to the Courant-Friedrichs-Lewy stability
condition [126].
In between these two extremes are the set of continuum spring-mass models. These
models often emerge in studies of biological systems, such as the appendages of the octopus
vulgaris [128, 129, 130]. Their features include accurate, volume preserving representations
of muscular forces and lower PDE state dimensionality compared to Cosserat models. In
[131], the authors derive a particle-based model that falls into the category of spring-mass
models, and they establish a link between such particle systems and continuum mechanics.
In this chapter we consider a stochastic variant of their model, actuated by an actuation
function modeled after muscular behavior common to cephalopods [130].
The SPDE governing the dynamics of a continuum elastic material is formally given by





where ρm ∈R is the material density, s = s(t,x,y) is the deformed state, σ = σ(t,x,y) is the
stress tensor, fg is the force of gravity, Φ is the vector nonlinear policy, and W = W(t,x,y)
is a vector Cylindrical Wiener noise process. The material state s can be expressed as the
sum of an initial rest state r and deformation d, each of which are parameterized over 2D
domain D = X×Y .
s(t,x,y) = r(x,y)+d(t,x,y). (6.6)
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The total stress tensor σ in eq. (6.5) is the sum of the elastic and viscous stresses,
σ(t,x,y) = σ ε(t,x,y)+σν(t,x,y). (6.7)
Assuming linear elasticity, the elastic stress tensor σ ε may be related to the strain tensor
ε = ε(t,x,y) via the the stiffness tensor C as
(σ ε)i j = (C)i jkl(ε)kl, (6.8)
where subscript of a parenthesis (A)i jkl denotes tensor element i, j,k, l of A, and Einstein
summation notation is utilized to perform tensor contractions. Strains, denoted ε , within
the material are determined by Green’s strain tensor, where subscripts of s indicate partial







For isotropic materials, entries of the stiffness tensor C are determined by tensile constant
ζ ∈ R and shear modulus µ ∈ R
(C)iiii = ζ , (C)i ji j = (C) jii j =
1
2
µ, i 6= j. (6.10)
Dissipative effects can be modelled by Kelvin-Voigt damping, which adds a viscous





(σν)i j = (D)i jkl(ν)kl. (6.12)
The damping tensor D is proportional to the stiffness tensor C by a retardation time constant
94
τ ∈ R
D = τC. (6.13)
In this case, the resulting SPDE can be again lifted into Hilbert spaces in a similar
fashion as in eq. (6.2). Define displacement velocity u := ∂ts = ∂td, and rewrite eq. (6.5) in

























We again lift this SPDE into infinite dimensional Hilbert spaces. Note that d = d(t,x,y)
and u = u(t,x,y) have x and y components that are each defined over 2D spatial domain
D = X×Y . Define W ∈H ×H as the Hilbert space analog of d(t,x,y), V ∈H ×H the
Hilbert space analog of u(t,x,y), and a variable Z := W ×V on the direct product Hilbert
space H 4 := H ×H ×H ×H . This new variable Z ∈H 4 is a Hilbert space analog
of a variable z(t,x,y) := [d(t,x,y) u(t,x,y)]> ∈ R4. Rewriting eq. (6.14) in Hilbert space
semi-linear form yields









where A : H 4→H 4 is a linear operator, F is the nonlinear operator which contains the
forces due to stresses and gravity, G : H 2→H 4 is an operator representing how the H 2-
valued control policy and spatio-temporal noise enter the system, and dW (t) is a Cylindrical
Wiener process on H 2. Again, the Hilbert space variables lose spatial dependence as they
represent the entire spatial continuum.
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6.2 Girsanov Theorem for Second Order SPDEs
The proposed approach is derived from the perspective of a measure theoretic view of
variational optimization, wherein the change of measures, or RN derivative, is a tool that
is widely leveraged to change the sampling distribution of an expectation. Thus, such
a framework requires a properly formulated Girsanov theorem for second order SPDEs
defined on time-indexed Hilbert spaces.
Theorem 6.1 (Girsanov). Let Ω be a sample space with a σ -algebra F . Consider the























where B̃ is a nonlinear functional mapping into H (or similarly H 2), Z(0) = Z̃(0) = z0
and W ∈H (or similarly W ∈H 2) is a Cylindrical Wiener process with respect to measure
P. Assume eqs. (6.16) and (6.17) are well posed and have unique weak Ft-adapted solutions
Z(t) and Z̃(t), t ≥ 0. Let Γ be a set of continuous-time, infinite-dimensional trajectories
in the time interval [0,T ]. Define the probability law of Z over trajectories Γ as L (Γ) :=




































Proof. Define the process





























The proof that Ŵ is a Cylindrical Wiener process with respect to Q can be found in [2,























Notice that the SPDE in eq. (6.25) has the same form as eq. (6.17). Therefore, under
the introduced measure Q and noise profile Ŵ , Z(·,ω) becomes equivalent to Z̃(·,ω).
Conversely, under measure P, eq. (6.24) (or eq. (6.25)) behaves as the original system in
eq. (6.16). In other words, eq. (6.16) and eq. (6.25) describe the same system on (Ω,F ,P).










The result follows from eq. (6.23).
The notion most pertinent to the subsequent derivation is the change of measures,
or RN derivative, between the associated measures of the uncontrolled and controlled
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systems defined in eq. (6.16) and eq. (6.17), respectively. First, note that for any function











λ (x)dL (x), x ∈ Γ. (6.26)































In the case of semilinear SPDEs of the form eq. (6.4) and similarly any semilinear SPDE in



































6.3 Spatio-Temporal Stochastic Optimization
The proposed measure theoretic framework was first derived in chapter 5 for the simpler
case of policy optimization without co-design optimization. In this chapter, it is extended
to policy and actuator co-design optimization. These frameworks are explicit feedback
formulation of the feedforward and MPC formulations given in chapter 4. The explicit
feedback is realized through the nonlinear policy Φ(t,Z,x;Θ(k)), which is a potentially
time-varying policy that has explicit state dependence.
Nonlinear, explicit state dependence allows for a feedback policy that can extract
pertinent information from the state for control, and is in a sense reactive to undesired
evolutions of the state. Policy networks have had widespread success in extracting pertinent
features in a multitude of systems, and are utilized here for the nonlinear policy. Embedded
in this function is also a dependence on x, which describes how the actuator may depend on
some design variables, such as actuator placement in the spatial domain. This approach also
encompasses cases where terms that parametrize how the actuators are shaped or sized are
included in the nonlinear policy.
The proposed framework is based on an instantiation of the second law of thermody-















where J = J(X) is an arbitrary state cost functional and the notation EL̃ (·) is an expectation
with respect to the path measure L̃ , i.e. it is a path integral expectation. Relating eq. (6.33)
to eq. (6.1), the metaphorical work and entropy describe a metaphorical energy landscape
for which there is a minimizing measure. Sampling from this measure would simultaneously
minimize state cost and the KL-divergence term, which is interpreted as control effort. The
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The significance of eq. (6.33) from the perspective of optimal control theory lies in
established connections between eq. (6.33) and the HJB equation in infinite dimensions,
as shown in [57]. This connection to a foundational principle in optimal control literature
motivates the use of eq. (6.33) and the resulting optimal measure in eq. (6.34) for the
derivation of the proposed measure-theoretic optimization strategy.
It is not known how to sample directly from the Gibbs measure in eq. (6.34). Instead,
variational optimization methods are often used to iteratively minimize the controlled
distribution’s "distance" 1 to the Gibbs measure [108, 57, 132]. Define the control policy




DKL(L ∗||L̃ ) (6.35a)
x∗ := argmin
x
DKL(L ∗||L̃ ). (6.35b)
Typically, control and co-design problems are formulated separately, and in such a
context, actuator co-design optimization with policy optimization must be performed in
alternating outer and inner loops, respectively. However, this chapter develops a joint
optimization problem which develops a path integral graph of trajectory rollouts, and
penalizes actuator design and policy design on a common metric. This is made possible
through our measure theoretic approach, which yields a path integral loss function. In this
context, it is prudent to apply joint optimization as opposed to alternating optimization. A
concise understanding of joint optimization of the resulting path integral graph is described
in section 6.7. To make joint optimization clear, define a new variable Θ̂ := [Θ, x]>, and
1Distance here is defined in the KL sense, and is abusive terminology since the KL-Divergence is non-
symmetric, and therefore not a distance metric in the mathematical sense.
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DKL(L ∗||L̃ ). (6.36)












































The proposed iterative approach performs episodic reinforcement with respect to a loss




























where J̃ = J̃(Z0:T ,Θ̂
(k)
) is defined as
J̃(Z0:T ,Θ̂
(k)













and J(Z0:T ) is a state cost evaluated over the state trajectory Z0:T . For reaching tasks, J(Z0:T )
is typically a weighted 2-norm distance to the goal state.
This loss function is understood in the path integral sense, i.e. it is an importance-
sampled path integral expectation over a Gibbs-averaged performance metric. In other
words, it compares sampled trajectory rollouts by evaluating them on the exponentiated J̃
performance metric. The importance sampling terms N and P , which appear in L and
J̃ add a quadratic control penalization term and a mixed control noise term. In the Loss
function, they serve as weights for the exponentiated cost trajectories. For convenience, we
denote the exponentiated cost term as











Recall, that the nonlinear policy Φ is a functional mapping into Hilbert space H (or
H 2). This is kept general for derivation purposes, however it implies that the nonlinear
policy controls each element of an infinite vector in Hilbert space H (or H 2). A more
realistic, but less general representation refines the policy as
Φ(t,Z,x;Θ(k)) = m(x)>ϕ(Z;Θ(k)), (6.44)
where m(x) : DN → RN×H represents the effect of the actuation from N actuators on the
infinite-dimensional field. Typically this is either a Gaussian-like exponential with mean
centered at the actuator locations or an indicator function.
In eq. (6.44), ϕ(Z;Θ(k)) : H → RN is a policy network with N control outputs repre-
senting N distributed (or boundary) actuators. Note that as desired, the tensor contraction
given on the right hand side of eq. (6.44) produces a vector in H (or H 2). Splitting the
actuation function from the control signal is also desired because we ultimately wish to use

























where M(x) := m(x)m(x)> ∈ RN×N .
Many state of the art methods for training networks rely on a gradient approach [109,
110], wherein one computes a loss function that depends on the network parameters, and
iteratively updates the network parameters based on the gradients of the loss with respect
to said network parameters. Bootstrapping off the wide-spread success of these methods,
we prescribe a similar gradient-descent update, which can be interchanged with any such
gradient approach, given by
Θ
(k+1) = Θ(k)− γΘ∇ΘL(Θ
(k),x(k)), (6.47)
x(k+1) = x(k)− γx∇xL(Θ(k),x(k)), (6.48)
where γΘ and γx are the learning rates for the policy parameters and actuator design
parameters, respectively, and ∇a := ∂∂a , denotes the partial derivative with respect to some
finite-dimensional vector a.
Figure 6.1 is a graphical representation of our approach. A Hilbert space policy network
with initialized weights is passed through an SPDE model or physical realization of the
system to produce state trajectories, which are used to compute a state cost as well as a
sparse tensor that is used to compute the inner products in a memory and time-efficient
manner. This method will be explained further in the subsequent section. These terms are
used together to compute, by Monte-Carlo approximation, the path integral expectation in
the loss function.
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Figure 6.1: Diagram of the spatio-temporal stochastic optimization (STSO) approach for
policy and actuator co-design optimization.
These state trajectory rollouts, together with the associated performance metric, im-
portance sampling terms, Gibbs-averaged term, and resulting loss function can be thought
of as forming a connected graph between the loss function and the optimization variables.
Gradients are computed across the connections in this graph to produce gradients of the loss
with respect to the policy variables and with respect to the actuator design variables. These
gradients follow numerous gradient paths and are used in conjunction with a gradient-based
optimization algorithm such as SGD to provide parameter updates to the policy network and
actuator design. This approach is independent of discretization scheme, choice of actuation
design components, choice of state cost functional, and choice of policy network.
A key observation is that up to this point, we have a continuous-time optimization
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approach defined completely in Hilbert spaces; we have not performed any discretization
of time or space. The benefit of this fact is that it equips our framework with the property
of being discretization agnostic. In other words, any discretization scheme, for any semi-
linear SPDE with additive Cylindrical Wiener process can be used in conjunction with the
proposed algorithm. In fact, since the only term from the dynamics to appear in eq. (6.40)
and eq. (6.42) is the Cylindrical Wiener process dW , the optimization approach may consider
the system and actuation model as a differentiable black-box; one needs only the model of the
additive Cylindrical Wiener process. In what follows, we consider any discretization of the
system, and provide numerical methods to handle difficulties that arise after discretization.
6.4 Discrete Approximation Methods
The above derivation provides a general Hilbert space framework for optimizing nonlinear
policies to control SPDEs to achieve some task. This approach represents an optimize-
then-discretize scheme. In order to implement the approach as an algorithm on a digital
computer, data must be collected at finite frequency from interactions with a real system, or
generated by a discretized physics-based or data-based model. In this section, we address
the implement-ability of our approach with these considerations in mind.
6.4.1 Sparse Spatial Integration
Unique to this approach for training policy networks are the inner products that appear in
eq. (6.45) and eq. (6.46). Each of these Hilbert space inner products represent a spatial
integration over the finite region D . Numerical methods to efficiently compute these spatial
inner products were first developed in chapter 5. Consider the inner product in eq. (6.46).
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ϕ(Z(s,e j);Θ(k))>M(e j)ϕ(Z(s,e j);Θ(k))ds, (6.50)
where {e j ∈H : j = 0,1,2, . . .} forms an orthonormal basis over H . After applying a
spatial discretization to the system, the basis becomes a finite set {e j ∈RJ
2
: j = 0,1,2, . . .},
where J is the number of discretization points in each dimension 2. One choice of such a
basis is the set of one-hot vectors which emerges naturally from applying a central difference
discretization, however, one may use a different basis or project onto the one-hot basis.
Therefore, this integration scheme is also agnostic to the choice of discretization. Thus,
evaluating the spatial integral is reduced to summing up forward passes through the policy
network with each pixel considered individually.
Motivated by this one-hot basis approach, in chapter 5 we developed a sparse matrix
method for efficiently handling the spatial integrals, which become integrals of time-indexed
(J2,J,J) tensors for each sample. The key observation is that since the basis elements of
each (J,J) “image" have only one activated “pixel", the resulting tensor is tremendously
sparse. As such, each layer’s activation can be computed with a sparse matrix multiplication,
resulting in the so-called SparseForwardPass method that is not memory intensive for
relatively large 2D problems. This can be applied to policy network architectures that utilize
fully connected layers and convolutional layers. For convolutional input layers, this can
be achieved by representing the convolution as a matrix multiplication with a Toeplitz-like
matrix constructed from the filter coefficients [111].
2We assume without loss of generality, that each dimension has the name number of discretization points J.
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6.4.2 Approximate Discrete Optimization
On the side of actuator co-design optimization, it is useful to refine the optimization proce-
dure in eqs. (6.47) and (6.48) for certain optimization variables in light of the discretization.
Such a case would be the placement of actuators, where depending on the actuation function,
the system may not feel the effect of an actuator placed between discretization points.
To see this more clearly, consider the 1D spatial continuum D = [0,1] discretized into
a 11 point 1D grid. Lets assume that an actuator is chosen to be placed at x = 0.25. Even
though the actuation function m(x) may be Gaussian-like function, the majority of the
actuation will be felt in between two grid points, namely 0.2 and 0.3. This problem is
even more severe if the actuation function m(x) is the indicator function, as there will
be no actuation exerted on the field irrespective of the control signal magnitude. Denote
the number of spatial discretization points as J and a 3D discretized problem domain grid
as D̂ composed of J3 elements. Let xp denote the subset of optimization variables of x
that capture the placement of actuators, and xc as the rest of the elements of x. That is,




subject to xp ∈ D̂ .
(6.51)
This formulation is an accurate representation, yet limits gradient flow from the loss
function back to the actuator design parameters. In order to maintain these gradients, [103]
develops the following approximate approach. Define a one-to-one map S : D̂ → Z+, where
Z+ denotes the set of positive integers. Applying the forward and inverse mapping produces
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a gradient-based parameter update of the form
Θ
























where R(·) simply rounds to the nearest integer, and we have used the overloaded notation
L(Θ(k),x(k)p ,x
(k)
c ) = L(Θ(k),x(k)). We will use this overloaded for this and other functions
for simplicity. This approach allows the use of well-known gradient update algorithms such
as ADA-Grad [109] and ADAM [110]. See [133] for an overview of popular gradient update
algorithms used in machine learning.
6.4.3 Modified Virtual Approximate Discrete Optimization
There is a key limitation with the above approach. In the case of a small gradient, the effect
of rounding may "override" the effect of the gradient update. Thus, the gradient update may
be prevented from changing the value until the gradient is large enough to push the variable
close to the next discretization point. This effect becomes especially pronounced in the case
of a coarse discretization, but also becomes apparent when the actuator placement is near
an optimal value. In this local region, the gradient is relatively flat, so improper tuning of
the learn rate combined with a coarse discretization grid would result in convergence to a
sub-optimal value.
Here we propose the following novel modification. Consider a virtual optimization
variable v ∈ D to serve as an intermediary in the optimization process. The goal of this
intermediary is to preserve the gradient movement from the update, yet only allow the







map to the same variable update as in eq. (6.54), we wish to carry the
true gradient update information over iterations, so that the effect of the iterative update
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differentiable map due to the rounding in R(·). The proposed solution is to modify the
optimization problem as follows
Θ





















Here, we carry two variables: a continuous-valued variable v ∈D , and a discrete-valued




c ), but apply this gradient in a gradient update to the continuous-
valued variable v, which in effect bypasses the non-differentiable map. This important
difference results in a virtual optimization variable v which can reach the true optimal value,
but is not applied to the system, and a secondary variable xp which represents the grid
element nearest to the optimal value, and is applied to the system.
6.5 Algorithm and Network Architecture
As discussed previously, implementation of the above framework requires spatial and
temporal discretization of the SPDEs discussed in section 2.2. With this in mind, we
choose an ANN for our nonlinear policy ϕ(Z;Θ(k)). In this chapter we use FNNs for 1D
experiments, and CNNs for 2D experiments. We use physics-based models of each SPDE to
generate training data. Given that the proposed framework is semi-model-free, real system
data can seamlessly replace the physics-based model as described in chapter 5. We only
need prior knowledge of the flavor of noise, a differentiable model3 of the actuation function
m(x), and the actuator design elements x.
3Note that the actuation model can also be a black-box model
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Algorithm 5 Spatio-Temporal Stochastic Optimization






2: for k = 0 to K do







4: for r = 0 to R do
5: for t = 0 to T do
6: dW rt ← SampleNoise()
7: Zrt ← Propagate(Zrt−1,Θ
(k),dW rt ) via eq. (6.4)
8: Φrt ← SparseForwardPass(Θ(k),Zrt )
9: end for
10: end for















14: E0:R← E (J0:R,N0:R,P0:R) as in eq. (6.43)
15: L←ComputeLoss(P0:R,N0:R,E0:R) via eq. (6.41)
16: Compute ∇ΘL via backprop
17: Compute ∇xpL via backprop
18: Compute ∇xcL via backprop
19: Θ(k+1)← GradientStep(∇ΘL,γΘ,Θ
(k)) via eq. (6.55)
20: x(k+1)c ← GradientStep(∇xcL,γxc ,x
(k)
c ) via eq. (6.56)
21: v(k+1)← GradientStep(∇xpL,γxp,v(k)) via eq. (6.57)
22: x(k+1)p ← SnapToGrid(vk+1) via eq. (6.58)
23: end for
The resulting modified algorithm, modified from the original algorithm named Actuator
Design and Policy Learning (ADPL) in [103], is referred to here as STSO and shown in
algorithm 5. Here we modify the notation as well to specify the role of rollouts by using
superscript r to denote rollout r ∈ {ri}Ri=0, superscript 0 : R to denote the collected set of
rollouts, subscript t to denote time instant t of a variable, subscript 0 : T to denote the
collected set of a variable along a trajectory, and have again used the overloaded notation
m(xp,xc) = m(x) and M(xp,xc) = M(x). We also generalize to optimizing over actuator
placement and other non-placement actuator design variables, such as actuator variance.
The inputs can change depending on the specific problem but in most cases contain time
horizon (T ), number of iterations (K), number of rollouts (R), initial state (Z0), number of
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actuators (N), noise variance (ρ), time discretization (∆t), initial actuator variance (σ (0)µ ),
initial network parameters (Θ(0)), initial actuator locations (x(0)p ), policy learn rate (γΘ),
actuator location learn rate (γxp), and actuator shape learn rate (γxc). For more information
on SampleNoise(), refer to [95, Chapter 10].
The method GradientStep performs a gradient update of any gradient-based optimization
algorithm. We apply ADAM [110] gradient update variants of eqs. (6.55) to (6.57) in all
of the experiments in this chapter. This version of GradientStep is different than that
of [103] due to the modifications described in section 6.4.3, namely there is no need to
add a separate 4 momentum term to help the gradients reach optimal values since we are
now carrying the continuous-valued virtual variable v, which can change over iterations
even when the true variable xp remains at the previous grid element due to the method
SnapToGrid.
The use of different learning rates for each type of variable is often essential. The authors
conjecture that the optimization landscape is typically more shallow for the actuator design
than for the policy parameters. For most of the experiments, the actuator placement learning
rate γxp is set to about 30 times larger than the policy network learning rate γΘ, however this
can be dependent on the problem, selection of number of actuators, and policy parameter
initialization type (e.g. Xavier vs zeroes).
6.6 Policy & Co-Design Optimization of Simulated Robotics PDEs
In [103] the approach was applied to four simulated SPDE experiments to simultaneously
place actuators and optimize a policy network. Each experiment used less than 32 GB
RAM, and was run on a desktop computer with a Intel Xeon 12-core CPU with a NVIDIA
GeForce GTX 980 GPU. The code was written to operate inside a Tensorflow graph [112]
to leverage rapid static graph computation, as well as sparse linear algebra operations used
by SparseForwardPass [63]. The first two experiments involved a reaching task, where the
4separate from the momentum native to the ADAM update
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SPDEs are initialized at a zero initial condition over the spatial region and must reach certain
values at pre-specified regions of the spatial domain. The last two experiments involved
a suppression task, where some non-zero initial condition must be suppressed on desired
regions.
The data that was used for training was generated by a spatial central difference, semi-
implicit time discretized version of each SPDE. These schemes are described in detail in [95,
Chapter 3 & 10]. Each experiment had all actuator locations initialized by sampling from a
uniform distribution on [0.4a,0.6a], where a denotes the spatial size. For 3500 iterations of
the algorithm, run times for the most complicated system–the Euler-Bernoulli equation–were
about 15 hours. Details of the experiments and videos of the controlled systems can be
found in the provided links 5. We encourage the interested reader to contact the first author
for code.
Each of the experiments in this section utilized FNNs for the nonlinear policy ϕ(h;Θ),
built in a Tensorflow graph [112] with two hidden layers of Rectified Linear Unit (ReLU)
neurons. All policy network weights were initialized with the Xavier initialization [134]
and trained with ADAM [110]. In every experiment the function m(x) was modeled as a
Gaussian-like exponential function with the means co-located with the actuator locations,









where κ is a state cost weight, and 1S(x) is defined by
1S(x) :=

1, if x ∈ S
0, otherwise,
(6.60)
where S is the spatial subregion on which the desired profile is defined. These desired spatial
5Supplement: tinyurl.com/yc7fq3lc | Video: https://youtu.be/yo48a6JqKE0
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Figure 6.2: Heat Equation Temperature Reaching Task. (left) controlled contour plot of a
randomly selected trajectory rollout where color represents temperature, (right) final time
snapshot comparing to the uncontrolled system. Mean trajectories are represented with a
solid line, while a 2σ standard deviation is represented with a shaded region.
Figure 6.3: Burgers Velocity Reaching Task. (left) controlled contour plot of a randomly
selected trajectory rollout where color represents velocity, (right) final time snapshot com-
paring to the uncontrolled system. Mean trajectories are represented with a solid line, while
a 2σ standard deviation is represented with a shaded region.
regions were different for each experiment, and are depicted as green bars in the associated
figures.
The first experiment was a temperature reaching task on the 1D Heat equation with














where ε is the thermal diffusivity parameter. The results of 3000 iterations of optimization
with 200 trajectory rollouts per iteration are depicted in fig. 6.2. The task was to raise the
temperature at regions specified in green to specified values depicted in the figure.
The next experiment was a velocity reaching task on the Burgers equation with non-










h(t,0) = h(t,a) = 1.0,
h(0,x) = h0(x),
(6.62)
where the parameter ε is the viscosity of the medium. The results of 3500 iterations with 100
trajectory rollouts per iteration are depicted in fig. 6.3. The Burgers equation is often used
as a simplified model of fluid flow, however Burgers-like reaction-advection-diffusion PDE
are also often used to describe swarms of robotic systems [10]. The Burgers equation has
a nonlinear advection term, which produces an apparent rightward motion. The algorithm
appears to have taken advantage of the advection for actuator placement in order to solve
the task with lower control effort.
The heat equation is a pure diffusion SPDE, while the Burgers equation shares the
diffusion term with the Heat equation with an added advection term. The results of the Heat
and Burgers experiments show actuator locations that take advantage of the natural behavior
of each SPDE. In the case of the Heat equation, actuators are near the desired regions such
that the temperature profile can reach a flat peak of the diffusion at the desired profile. In the
case of the Burgers equation, the advection pushes towards the right end of the space, thus
forming a wave front that develops at the right end, but leaves the left end dominated by the
diffusion term. This is again reflected in the placement of actuators. The first actuator is near
the desired region just as the actuators in the Heat SPDE, while two of the actuators between
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Figure 6.4: Nagumo Suppression Task. (left) controlled contour plot of a randomly selected
trajectory rollout where color represents voltage, (right) final time snapshot comparing to
the uncontrolled system. Mean trajectories are represented with a solid line, while a 2σ
standard deviation is represented with a shaded region.
the center and the right region are located to be able to control the amplitude and shape of
the developing wave front so as to produce a flat peak that aligns with the desired region at
the desired velocity. The central desired region is flanked on both sides by actuators that are
nearly equidistant, in order to produce another desired flat velocity region at this location.
The third experiment was a voltage suppression task on the Nagumo equation with

























where the parameter α =−0.5 determines the speed of a wave traveling down the length
of the extent and ε = 1.0 determines the rate of diffusion. The Nagumo equation is often
used in neuroscience as a model of the propagation of voltage across an axon in neuronal
activation [95]. However, it has also been used in robotics applications, such as in [11],
where it was used to describe robot navigation in crowded environments.
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Figure 6.5: Nagumo Suppression Task Comparison Plots. (top left) controlled state cost
plot, where solid lines denote mean, and shaded regions denote a 2σ standard deviation, (top
right) Control signal comparison plot, where lines represent mean behavior, and (bottom)
Final time snapshot comparing the actuators placed by our approach and actuators placed by
a human expert with policy optimization by IDVRL.
The joint policy and co-design optimization results are depicted in fig. 6.4. The task was
to suppress an initial voltage on the left end, that without intervention propagates toward the
right end, as shown by the uncontrolled trajectories. The Nagumo equation in eq. (6.63) is
composed of a diffusive term and a 3rd-order nonlinearity, making this equation the most
challenging 1D SPDE from a nonlinear control perspective. Despite this, our approach was
able to simultaneously place actuators and provide control such that the task was solved. The
algorithm was run for 2000 iterations, and demonstrates actuator placement optimization
that takes advantage of the natural system behavior. This task was also the most challenging
due to the significantly longer planning horizon of 3.5 seconds, as compared to the 1.0
second planning horizon of all the other experiments.
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In order to validate our proposed approach, we compared the actuator locations that
the algorithm found after optimization to the actuator locations that were hand placed by a
human expert for the simulated experiments conducted in our prior work [63]. To have a
valid comparison, we ran the IDVRL algorithm for both sets of actuator locations. Figure 6.5
reports these results. The left figure shows that the state costs for each are almost identical.
Note that the scale here is 10−4. The center figure shows the control signals for each actuator,
for each method, and demonstrates that for almost identical state cost values, the control
effort for each actuator with our approach is lower on average. The calculated average
control signal magnitudes for human-placed actuators are 3.3 times higher than those placed
by our method. The third plot shows the voltage profile at the final time. We hypothesize
that the lower control effort is due to the control over the shape of the spatially propagating
signal, enabling it to have a smoother transition into the desired region. While the penalty
of this actuator placement is a slightly higher variance on the desired region, the choice
appears correct given the result.
The final task conducted in [103] was an oscillation suppression task on the Euler-
Bernoulli equation with Kelvin-Voigt damping given in eq. (6.2), and is depicted in fig. 6.6.
As shown, the initial condition prescribes spatial oscillations, that then oscillate temporally.
The second-order nature of the system creates offset and opposite oscillations in the velocity
profile, that in turn produce offset and opposite oscillations in the position profile. Without
interference, the oscillations proceed over the entire time window, as shown in the left
subfigure of fig. 6.6. As shown in the right subfigure of fig. 6.6, our approach successfully
suppresses these oscillations, which die out quickly under the given control policy. In
this experiment, the actuators remained inside the initialized actuator placement region
[0.4a,0.6a] prescribed for all experiments.
The Euler-Bernoulli oscillation suppression task is in fact very challenging and complex.
Producing a control signal at an actuator location that is in phase with the velocity oscillations
will amplify the oscillations, leading to a divergence. The actuator location and control
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Figure 6.6: Euler-Bernoulli Suppression Task. (left) Uncontrolled contour plot (right)
Controlled contour plot. In both plots, color represents deflection on top, and deflection
velocity on bottom.
signal from the policy network must work in concert to produce a control signal out of phase
with the velocity and matching its frequency, which is time varying due to control. This
time-varying frequency is depicted in the left subfigure of fig. 6.6.
Each of the above 1D experiments have unique challenges and in most cases the spatio-
temporal problem space produces a joint policy optimization and actuator co-design problem
that is littered with local minima. These experiments demonstrate that the proposed approach
can jointly optimize a policy network and actuator design. These results and the overall
performance of the algorithm are indicative that this approach may enable actuator design
on problem spaces where a human has little to no prior knowledge to rely on in a-priori
designing actuation to solve the problem by hand.
6.6.1 Scaling to Higher Dimensions
The above experiments motivated the novel experiments presented here, which scale policy
and actuator co-design optimization to large 2D problem spaces. The primary challenges
with scaling to higher dimensions are related to the memory storage requirements of large
computational graphs. As discussed in the previous section, each of the prior experiments
were performed on a static TensorFlow graph, which in many cases has an advantage in
runtime performance, yet requires significant memory pre-allocation. Scaling policy and
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Figure 6.7: Controlled 2D Heat Equation Contours of a random trajectory rollout with
actuators denoted in magenta and color spectrum denoting temperature. (left) initial time
contour with spatially random initial condition (center) half-way time contour (right) final
time contour.
actuator co-design optimization to 2D spaces often requires more memory storage than 64
GB in a static graph setting. As such, it is recommended to balance dynamic allocation with
static graph computation.
For this task, the goal is to control the 2D Heat equation with homogeneous Dirichlet
boundary conditions. The goal is to raise the temperature in four outer regions to T = 1.0
and raise the temperature in one central region to T = 0.5. The results of 5000 iterations,
with 100 rollouts per iteration are depicted in fig. 6.7. Similar to the 1D heat equation, here
the pure diffusive nature of the Heat equation is best leveraged by placing actuators as close
to the desired regions as possible, as is demonstrated by the algorithm in this case. A video
of the controlled state evolution is available at the link provided 6.
The SPDE is spatially discretized using a central difference discretization into 25 grid
points on each axis for a total of 625 states, and is temporally discretized with a semi-
implicit time discretization. This problem has a dramatic increase in scale compared to the
1D examples given above, which typically had 64 states.
In this case five actuators were provided to the system to achieve this task, and were all
intitialized by sampling x and y locations from a uniform distribution over [0,a], where a is
the side length. The nonlinear policy network for this experiment utilized two convolutional
6Video: https://youtu.be/yo48a6JqKE0
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Figure 6.8: Convergence of State Cost and Loss for 2D Heat Equation. (left) state cost over
iterations for 5000 iterations (right) loss over iterations for 5000 iterations.
layers, two max-pool layers, and a fully connected output layer, with ReLU activations
throughout. The policy network weights were initialized with the Xavier initialization [134].
The convergence behavior of the algorithm over 5000 iterations for the obtained solution
is depicted in fig. 6.8. As depicted, there is a close correlation between the behavior of the
state cost and the behavior of the loss, which is desirable in many cases. However, in many
cases this approach can violate strict proportionality between the loss and the state cost in
the near term in order to obtain dramatic state cost improvements in the long term. This is
reported in greater detail in our prior work [63].
6.6.2 Policy & Co-Design Optimization of a Soft Robotic Limb
In the final experiment, the algorithm was applied to a 2D soft manipulator governed by the
dynamics in eq. (6.5). These dynamics exhibit complex nonlinear behavior that in many
ways present the most challenging task that has been conducted with our approach; the 2D
PDE dynamics are nonlinear, 2nd-order, and stochastic.
For this experiment the task was to jointly optimize the policy and placement of actuators
such that the soft limb deflected by one unit vertically while maintaining initial tip position
in x, subject to a highly exaggerated gravitational force two orders of magnitude larger
than nominal. The exaggerated gravitational force models an external force preventing task
completion and forces better actuation design performance for task completion. The result
of 4000 iterations of the algorithm with 50 rollouts per iteration are depicted in fig. 6.9.
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Figure 6.9: 2D Soft Arm Reaching Task contour plots of a random trajectory rollout at final
time, where color represents magnitude. Purple circles represent actuators on the controlled
system placed by actuator co-design optimization. (top left) uncontrolled final time snapshots
of x deflection and x deflection velocity (top right) uncontrolled final time snapshots of
y deflection and y deflection velocity (bottom left) controlled final time snapshots of x
deflection and x deflection velocity (bottom right) controlled final time snapshots of y
deflection and y deflection velocity. Videos of a random trajectory rollout of the controlled
and uncontrolled system evolving in time can be found at https://youtu.be/yo48a6JqKE0.
The system is spatially discretized by lumping it into a Cartesian grid of point mass
particles. Each particle, identified by horizontal index i and vertical index j, has a position
si, j and a velocity vi, j. The resting length between adjacent particles is taken to be a constant
length l. The strain divergence term div(σ) in eq. (6.5) can be approximated by finite
difference discretizations of the divergence operator and strain terms. A detailed derivation
and discussion of this discretization scheme can be found in [131]. In this case the system
has position and velocity states for each dimension over the 2D region, totaling 108 states.
Temporal discretization is accomplished by solving the spatially discretized system with the
explicit Euler method.
Just as in the case of the 1D Euler-Bernoulli SPDE, the actuation of this system enters
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through the acceleration channels, as forces, yet the task is evaluated on the position channels.
This results in an evident time-delay between actuation and effect in position space. The
soft manipulator was initialized straight and level, with actuators initialized by sampling
from a uniform distribution over [0,w]× [0,h], where w is the width of the system and h is
the height.
The actuation scheme was chosen to mimic a class of manipulators found in biological
systems such as cephalopod tentacles or elephant trunks known as muscular hydrostats [130],
in which actuation of incompressible materials conserves the volume of the manipulator. We
approximate this property by placing actuators on particles and adjusting the resting length
of the tensile connections with adjacent particles. Positive control inputs to the actuator
reduce the resting length of horizontal members and increase the resting length of vertical
members by the same amount. Negative control inputs have the corresponding opposite
effects on the resting length of adjacent members. For small actuator inputs, the volume
of the manipulator is approximately conserved, resulting in behaviors such as reduction in
thickness as the manipulator is axially extended.
The policy network utilized a similar CNN architecture as in the 2D heat experiment,
with the entire state space treated as the input. The CNN produces an action signal, which
through the actuation model act in the velocity dynamics as forces. For this experiment, the
convolutional layers of the policy network were initialized with a Xavier [134] initialization,
while the fully-connected output layer was initialized with zeroes.
As described earlier, a positive control signal on an actuator contracts adjacent horizontal
members and expands adjacent vertical members. Thus in order to deflect the tip upwards one
unit, the actuators must act in concert to contract the top surface towards the root for vertical
deflection, and utilize the bottom surface as needed to minimize the horizontal displacement.
Depicted are contour plots of each state of the uncontrolled (top) and controlled (bottom)
system at the final time, with optimized actuators depicted in magenta in the velocity states.
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A video of the uncontrolled and controlled state evolution is available at the link provided 7.
As depicted, the algorithm successfully places actuators in pertinent locations, and is able
to achieve the goal state even for exaggerated gravitational forces two orders of magnitude
larger than "normal" for our simulation parameters.
Note that the algorithm co-located four of the ten actuators allocated to the algorithm
during optimization, which may be interpreted as an attempt by the algorithm to reduce
control effort. Such actuator co-location can lead to identification of the minimum set of
actuators to achieve a task. The actuator placement in this experiment is quite interesting
and merits further analysis. It is challenging to deduce the choices in actuator placement
and control, however the authors conjecture that the top left actuator, which receives a
negative control signal with the largest control signal magnitude, is mostly responsible for
maintaining axial tip location, while the rest of the top surface actuators are responsible for
contracting the surface for an upwards deflection.
These results demonstrate intelligent actuator placements that leverage the system
dynamics. The proposed policy and co-design optimization approach is evidently applicable
even for nonlinear, 2nd-order, stochastic, 2D PDE systems. The authors intend to continue
to analyze and extend these results further.
6.7 Discussion
Each of the above experiments presents an interesting challenge from the perspective of
policy optimization and co-design. The system domains, behavior, and dimensionality
are quite varied, and are representative of many of the natural phenomena found in nature
and robotics literature. In each of these cases, the optimization parameters are initialized
in a random way, so that the optimization does not have a "warm start". The two fully
connected and convolutional policy network architectures were rather simple and shallow,
did not undergo significant hyper-parameter tuning, and were re-used in all 1D and all 2D
7Video: https://youtu.be/yo48a6JqKE0
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experiments, respectively. In several of the experiments, optimized actuator locations did
not coincide with a human a-priori placement, which in the case of the Nagumo equation
resulted in outperformance of the human placement by the algorithm.
The proposed algorithm was successful at joint actuator and policy optimization in
each of these cases. Actuator placement optimization through the proposed framework
appeared to leverage the dynamics in all of the provided experiments. In practice, the authors
found that the presented loss function is equipped with several useful properties. Firstly,
it incorporates significant information density, which allows numerous back-propagation
gradient paths for both actuator co-design and policy optimization. Secondly, the expecta-
tion over rollouts allows a form of exploration of the state space. Finally, exponentiated
weighting of trajectory performance allows the loss to clearly differentiate between better
state trajectories and worse state trajectories. Indeed a larger quantity of rollouts over a
system with Cylindrical Wiener noise plays a useful role in the proposed sampling-based
optimization scheme, however most experiments were successful with only 50 rollouts.
The intuition behind the joint policy and actuator co-design optimization presented in
this chapter as opposed to alternating optimization, which is often used for control and
co-design optimization, may be explained as follows. As stated in section 6.3, the proposed
approach develops a loss function defined in the path integral sense, and is evaluated by
trajectory rollouts of the controlled system. At each time step of each trajectory rollout,
the system evolution simultaneously depends on the policy parameters and the co-design
parameters. It is evident that the specific loss function being used in the proposed approach
has simultaneous gradient information for all design variables; there is not a separate loss
function for policy network performance and a separate loss function for actuator design
performance.
As such, an alternating approach must either a) only use the dense loss information
for policy updates on the inner loop or b) collect gradients with respect to actuator design
variables on the inner loop for a large outer loop update. Each option presents obvious
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issues. The first in essence "wastes" the loss information for a potential actuator design
update, while the second potentially sums conflicting gradient information. Instead, the
proposed joint optimization approach leverages the dense information in the loss function to
simultaneously update all design variables, where update rates can be simply controlled by
the respective learning rates. Thus, one may still prevent actuator variables from updating
"too fast" compared to the rate of improvement of the policy variables, or vice versa.
One may also understand the advantages of joint optimization by viewing the trajectory
rollouts as a connected graph. Here, each time step may be viewed as a layer of a dynamics
network that depends on the trainable parameters x and Θ. In this context, the loss function
may be also viewed as forming a connected graph between the loss in eq. (6.41) and the
trainable parameters x and Θ. As such, the policy and co-design variables are akin to
parameters of a RNN as they are fixed in time. Thus the question of joint optimization
vs alternating optimization reduces to the much simpler and obvious question of joint vs.
alternating optimization of parameters of a neural network, which are by default optimized
in a joint optimization mode.
However, the STSO optimization framework is not without fault. Throughout our
experiments, RAM usage grows with actuation variables, problem size, time horizon, and the
number of policy variables. In the context of our path integral graph, these scalability issues
are similar to the scalability issues that arise in very deep, very wide neural architectures.
As we continue to scale further, RAM usage may be a limiting factor.
One approach to tackle memory complexity is through accelerated variants of ADMM
[135], which have become a popular method to tackle large scale optimization. Such meth-
ods split memory allocation by considering an alternating optimization problem, which will
likely require substantially more iterations than joint optimization for convergence. Orthog-
onally, Sparse Neural Networks (SNNs) are a recent neural architecture that is of growing
popularity for image classification tasks due to substantially lower Floating Point Operations
(FLOPs) and substantially lower memory requirements for each inference [136, 137, 138].
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Paired with sparse discretizations of PDEs, as in [139], and the SparseForwardPass method
developed in this chapter for sparse evaluation of policy integrals, it may be possible to
construct a completely sparse path integral graph. Such approaches are appealing future
research directions to tackle scalability to 3D problem spaces, longer time horizons, deeper
networks, and larger sets of actuator co-design optimization variables.
6.8 Conclusion
This chapter presents a measure-theoretic policy and actuator co-design optimization frame-
work, which was developed in Hilbert spaces for the control of stochastic partial differential
equations. Necessary mathematical results for extension to second-order SPDEs were pre-
sented and proved. Novel methods were introduced to decrease computational complexity
and increase optimization performance. The resulting path integral loss function was op-
timized with a popular variant of gradient descent, and the optimization architecture was
applied to six simulated SPDE experiments that each exhibited unique challenges. The last
of which is a biologically inspired model of soft-robotic manipulators with muscular-like ac-
tuation, which connects to our goals of establishing capabilities for the further development
of soft-body robotics. The results demonstrate that the proposed approach can perform joint
policy and actuator co-design optimization on varied complex nonlinear stochastic PDE
systems.
The presented approach is a new way of performing optimization and can lead to many
applications in soft robotics, soft materials, morphing, and continuum mechanics. The results
are encouraging to the authors. We plan to continue to develop methods for scalability,
explore actuator shape optimization, investigate novel soft-robotic models, and apply the










Control in the classical domain is generally split into two main categories: open-loop and
closed-loop control. Open-loop control predicts system states and prescribes a policy that
will best steer the state based on the prediction of either instantaneous state transitions
or expected state trajectories. In this case the control may be explicitly a function of the
predicted state, but by design does not incorporate true state information. The closed-loop
control paradigm on the other hand is based on an assumption that we can infer the true state
information from some measured system output, and use that as feedback to alter a control
policy. Thus in this case the control explicitly depends on the true state of the system, and
can therefore "react" to system behavior that may not have been predicted through state
observation.
The currently dominant paradigm for optimal control in the quantum domain is one of
open-loop control. The dominant methods are based on the Pontryagin Maximum Principle,
as in [33, 140, 141, 142, 143, 144, 145, 146], the Krotov principle of optimality1, as
in [148, 149, 150, 151, 152, 153, 154, 34, 155, 156] , the Gradient Ascent Pulse Engineering
(GRAPE) method, as in [157, 158], and recently through RL in [35, 159]. These methods
have demonstrated many interesting results, yet are quite restrictive. An effect of this
paradigm may be the rather limited state of the art coherence times, which are typically on
the order of minutes [160], and are largely the result of dramatic engineering efforts focused
on complete system isolation.
System isolation has become a significant effort in recent methods due to the considera-
tion of the system as a closed system in the vast majority of recent methods. The closed
system assumption by its very nature assumes, and thus requires, that the system is in
1see [147] for an introduction and review of Krotov methods
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complete isolation. This is an assumption that cannot be guaranteed in general. Methods
that consider interactions of the system with its environment are known as open quantum
systems and are typically much more challenging from a control perspective. Some of
the above methods have been extended to the open quantum paradigm, as in [161, 162].
The interested reader can refer to [163] for a review of control methods for open quantum
systems as of 2016.
The performance of control methods may be most pertinent in the context of coherence
control and state preparation in quantum computing, where one seeks to reach and stabilize
some quantum state of qubits. Similar quantum control problems exist in other forms,
including optimal quantum gate synthesis[164, 165, 166, 159, 167, 168, 169], where one
seeks to provide a unitary transformation, or gate, which transforms an initial qubit state
into a desired qubit state. This can equivalently also be viewed as a control problem.
These gates form the fundamental building blocks of the quantum computing paradigm,
wherein a Non-Polynomial-Time (NP) problem embedding is directed by quantum gates
towards minima that solve the encoded problem. In this context, the efficacy of the quantum
computing paradigm, and thus the goal of quantum supremacy, is tied to the assumptions in
the evolution equations of the underlying system and the control solutions that take a system
from one state to another.
Shortcomings in coherence stabilization and gate synthesis can be seen as shortcomings
of control paradigms, and have led to major efforts to perform computation in the presence
of “noisy” quantum states, i.e. where the state is moving towards decoherence or has a large
uncertainty. Such efforts in error-correcting codes lead to a large computational overhead
dedicated to error correction. However, better control solutions may lead to computing
paradigms that dedicate fewer qubits to error correction [170], leading to quantum computing
architectures with lower overhead for arbitrarily large qubit systems.
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7.1 Dynamics of Open Quantum Systems and QND Measurement
Let HS denote the separable Hilbert space of the closed system. In a closed quantum
system, one can write the state evolution of a quantum density operator ρS ∈X (HS),








where HS(t) is a time-varying Hermitian operator defined as the system Hamiltonian, and
[·, ·] is the commutator between two operators.
An open quantum system is a closed quantum system S coupled to another system B,
called the environment. The total system can be expressed as S+B, which is itself another
closed system. Instead of just including the quantum system S, the closure now includes the
system and an environment B which S interacts with. The system S has potentially infinite
degrees of freedom and is referred to as the “reduced system", while an environment B
with infinite degrees of freedom is referred to as a “reservoir". A reservoir in equilibrium is
referred to as a “heat bath" or simply a “bath". The total Hilbert space of S+B is given by
H = HS⊗HB, with time-dependent Hamiltonian [171]
H(t) = HS⊗ IB + IS⊗HB +HI(t). (7.2)
Observables of the system S are always realized as operators of the form Â⊗ ÎB. There-
fore, the expectation of the observable A of system S is given by 〈A〉= TrS{AρS}, where
TrS is the partial trace with respect to a complete orthonormal basis in S (i.e the degrees
of freedom of S), and ρS = TrBρ is the reduced density matrix of S. The reduced density
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matrix has evolution given by [171]
ρS(t) = TrB{U(t,0)ρ(0)U†(t,0)}, (7.3)
where U(t,0) is the time evolution operator of the coupled system and the total density
matrix is a composition of the system and environment density matrices ρ(t) = ρS⊗ρB. We











After assuming markovian dynamics so that we can find a dynamical semigroup, and
several steps that can be found in the Appendix, one obtains the Lindblad Master Equation
with normalized h̄ [171]
d
dt



















where {Am} forms an orthonormal basis of all Hilbert-Schmidt operators on HS. The










This can be further simplified to
dρS = L0ρSdt +D [A]ρSdt, (7.7)





Let us consider again the closed-loop (which should not be confused with closed system)
control approach, where we continuously feedback system measurements to yield a controller
that is reactive to the true state evolution. In the closed quantum system, measurements are
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known to collapse quantum systems into classical states, thus feedback has very limited
feasibility. However, there exists a measurement paradigm that does not lead to instantaneous
collapse, known as Quantum Non-Demolition (QND) measurement [8, 172, 173]. Let
A : HS→HS denote some system observable then a QND observable requires that
[A(t),A(s)] = 0, ∀ t,s ∈ [0,T ] (7.8)
where the time evolution of the system has been absorbed into the observable (Heisenberg
or Interaction picture) as
A(t) =U†(t)AU(t) (7.9)
for some unitary evolution operator U(t) that evolves the state |ψ(0)〉 into |ψ(t)〉. A more
detailed explanation can be found in [174].
The existence of a measurement process that does not collapse the quantum system state
begs the question: can this measurement be used for a feedback process? This question
was addressed in numerous works by V.P. Belavkin [8, 175, 176, 177, 178, 179, 180,
181, 182, 183, 184, 185, 186, 187, 188, 189], and many refer to the resulting equations as
Belavkin Equations. The first step to this end is to mathematically describe the "back-action"
effect of a QND measurement process on a quantum dynamical system. The work by V.P.
Belavkin consider this phenomena, and present a jump process back-action for discrete
quantum measurements, and a Brownian processes back-action for continuous quantum
measurements [179]. The discrete equations are derived in the appendix, and the continuous
equations are found by a limiting process [188]. The discrete measurement case has the
form
dρ tc = L0ρ
t
cdt +D [V ]ρ
t
cdt +
( V ρ tcV ∗




Innovation: dMt = dNt−|κs|2Tr[V ρ tcV ∗]dt (7.11)
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and the continuous measurement case has the form
dρ tc = L0ρ
t

















Innovation: dWt = dyt−Tr
[
(V +V †)ρ tc
]
dt (7.13)
where dMt and dNt are Poisson processes and dWt is a standard zero-mean Wiener process.
dNt has intensity |κs|2Tr
[
V ρ tcV
∗]. Here ρ tc is the system density state conditioned on the
measurement outcome. This conditioning is key; if we were to "throw out" the measurement
process, we would average over the noise process (dNt for discrete measurement, dWt for
continuous measurement) and thus recover the standard Lindblad master equation. Here,
the system closure includes the system S and the measurement process R with operator V .
One can similarly consider a closure that includes the system S, the environment B and the
measurement process R, However this is omitted for brevity.
Now eq. (7.12) is a quantum SPDE with quantum unconditional evolution governed by
L0ρ
t
c and standard Wiener process dWt in the classical sense [66]. It is interesting to note
that one can draw parallels between eq. (7.12) and the Kushner-Stratonovich SPDE [190].
This is shown in Appendix Q. Just as in the case of the Kushner-Stratonovich SPDE, the
stochasticity is the result of conditioning on the measurement process dyt . Following this
logic, one can think of the Belavkin equation as a partially observable problem.
7.2 Optimal Control Theory for Open Quantum Systems with QND Measurement
With the continuous measurement process that yields the quantum SDE given by the Belavkin
equation eq. (7.12), we return to the question of whether this can lead to the application of
standard methods from optimal control theory in the classical regime. In order to address
this, we must first establish some sort of actuation on the system. In many experimental
setups, this is achieved by a controlled Hamiltonian Hu that is typically a potential function
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generated by a coupled magnetic field. The controlled quantum SPDE takes the form
dρ tc = L0ρ
t




ut, j[Hu, j,ρ tc]dt +B(ρ
t
c)dWt (7.14)





The quantum optimal control problem for open quantum systems with QND measure-
ment was first explored in several works by V.P. Belavkin and L. Bouten [8, 187, 189],
with modern efforts by H. Mabuchi and J.K. Stockton in [190, 191, 192]. Define the total

















where L is the running cost, L f is the terminal cost, and u(t) is the vector of the control






































:= L0ρc(t)+D [V ]ρc(t)− iu>[Hu,ρc(t)] (7.18)
and in this case the transpose operation is defined with respect to control degrees of freedom.
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CHAPTER 8
VARIATIONAL OPTIMIZATION-BASED QUANTUM FEEDBACK CONTROL
FOR OPEN QUANTUM SYSTEMS
In chapter 4, we leverage known connections between the information theoretic approach
derived therein and the HJB equation. From this information theoretic perspective, we
derive a feedback architecture for SPDEs in the classical regime. The key ingredients of
the prior information theoretic architecture are 1) the Legendre transformation (free energy-
relative entropy relationship), 2) the Gibbs optimal measure minimizer of the Legendre
transformation, 3) definition of a variational optimization problem with respect to the
Gibbs measure, and 4) the change of measures, or RN derivative, provided by a Girsanov
Theorem for SPDEs. The resulting control framework arises by application of a Newton
style analytical minimization to the resulting optimization problem, which is quadratic in u
due to the quadratic nature of the change of measures.
One can explore a similar framework for closed-loop feedback control of a QND
measurement of an open quantum system and apply it to realistic simulated experiments.
The first ingredient, the Legendre transformation for QND measurement of open quantum
systems was explored in [193], and indeed it yields a Gibbs measure minimizer identical
to the classical case. Let L̃ denote the measure of the controlled system in eq. (7.14), let
L denote the measure of the uncontrolled analog of eq. (7.14), and let J = J(ρt) denote an















where r ∈R and for absolutely continuous measures L̃ >>L , the relative entropy is given
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by [66]




































where the intermediate steps are the result of similar operations performed in chapter 4. Now
it is quite clear that one needs the change of measures, or RN derivative, for QND-measured
open quantum systems. To the best knowledge of the author, a change of measures for a
change of drift does not previously exist in literature. However, in [194], the authors derive
a change of measures for a change of diffusion. In the Appendix, we present a derivation of

















































































































































































where the inverse term is a matrix in the dimensionality of ul , but a scalar in the dimension-
ality of ρt . Likewise the second expectation term is a vector in the dimensionality of ul ,
but a scalar in the dimensionality of ρt . The main concern with this approach is the case in
which B(ρs) is singular. This can emerge in many experimental setups. Below we elucidate
the singularity phenomena with two common experiments.
8.1 Two Qubit System
Consider the two-qubit quantum system given by the SME [195]
dρt =−iu1(t)[σ
(1)

















where u j(t) are two time-varying magnetic fields coupled to the two atoms, Fz := σ
(1)
z ⊗
I(2)+ I(1)⊗σ (2)z defines the coupling between the cavity and the electromagnetic field
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Figure 8.1: A graphical representation of a non-demolition measurement experiment of
a cavity of atoms weakly coupled to a probe laser that are controlled by a magnetic field
potential. This figure was adapted from [195].
produced by the probe laser, as depicted in fig. 8.1, and as usual [·, ·] and {·, ·} are the
















Also, note that in this system H = 0, and Hu, j = σ
( j)
y . This yields








dt +B(ρt)dWt , (8.12)
The main consideration is under what conditions the superoperator B(ρt) is invertible. In
cases where B(ρt) is singular, the change of measures in eq. (8.6) is not well defined. In
this experimental setup, one typically performs coherence control, wherein the goal is to
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| ↓1↑2〉− | ↑1↓2〉
)
(8.16)
With the above experimental setup, one can easily find that the term B(ρt) is a singular
matrix for each of the Bell states.
8.2 Dissapative Homodyne Detection
The Homodyne detection experiment was among the first non-demolition measurement
experiments [173], and can be viewed from the photon counting (jump noise) or continuous
diffusion (brownian noise) cases. In this experiment a cavity system emits photons when the
atoms in the cavity are excited. The photon leakage is mixed with a local oscillator of the
same frequency, and the mixed beam is then detected. The experimental setup is depicted
in [196].
The dissipative Homodyne detection experiment is given in Fock space by the SME
dρt =−i[H0,ρt ]dt− i∑
j





















where H0 is the typical unforced Hamiltonian of the quantum harmonic oscillator, a is the
usual annihilation operator, and Hu is the Hamiltionian of the external forcing, in this case
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we again have the form in eq. (8.12). In this case we again find that the B(ρt) is singular in
many regions of the state space.
8.3 Conclusion
In this chapter, we followed the approach of chapter 4 in order to develop an iterative update
scheme for feedback control optimization of a SME conditioned on a weak QND measure-
ment. Starting from the free energy-relative entropy relationship in ITC, we developed an
optimization problem with respect to the Gibbs minimizing measure. Mathematical tools
such as the change of measures, or RN derivative, were applied in order to realize an iterative
update scheme that depends on the non-singularity of the B(ρ) operator.
After attempting to apply the iterative scheme to a number of common open quantum
experiments with QND measurement, it was observed that in several critical parts of the state
space, for several control setups, the B(ρ) operator becomes singular. Despite the success
of similar approaches for classical SPDEs, this is identified as a critical shortcoming in the
context of open quantum systems with QND measurement. In the subsequent chapters, we
apply the lessons learned here, and we develop several methods that avoid the fundamental
problems that arise in this chapter. Thus the author considers this “null” result to have




STOCHASTIC OPTIMIZATION FOR LEARNING QUANTUM FEEDBACK
CONTROL
In light of the singularities of the B(ρt) that arise in a number of natural experimental setups
for open quantum systems with QND measurement, we seek methods that can bypass the
change of measures. The Gradient-based Adaptive Stochastic Search (GASS) method was
introduced in [113], and has been shown in [197] to generalize the information-theoretic
approach in various ways. This approach has provable convergence characteristics, and
offers generality and flexibility.
Consider the two qubit stochastic master eq. (8.9) equation in the general simplified
form
dρt = F(ρt)dt +G(ρt ,ut)dt +B(ρt)dWt (9.1)
where G(ρt ,ut) is a state dependent control term. In the above example problem G(ρt ,ut)
takes the form G(ρt ,ut) = ∑2i ui[σ
(i)
y ,ρt ], however in a more general N-qubit experiment,












where σ (i)j , j ∈ 1,2,3 denote single particle Pauli matrices of each axis x,y,z. Despite
appearing the context of qubit systems, the form of eq. (9.1) is quite general, and can
represent virtually any open quantum system with continuous QND measurement.
Consider the task of reaching some target state ρdes, as measured by some general cost










s.t. dρt = F(ρt)dt +G(ρt ,ut)dt +B(ρt)dWt , (9.3b)
where the expectation defines a path integral over controlled state trajectories with measure
Q. The set U is the admissible set of controls and may impose constraints on the control.
One may also include constraints on the state ρ , however these are omitted from this
derivation for simplicity.
The performance functional J : H2×Rm → R is some real-valued, potentially non-
convex, discontinuous, and non-differentiable functional, which must be minimized. Such
a function imposes many difficulties from the context of optimization theory and optimal
control theory. In the GASS approach, we bypass these difficulties through stochastic approx-
imation. Let f (u;θ) be a distribution belonging to the exponential family of distributions.









s.t. dρt = F(ρt)dt +G(ρt ,ut)dt +B(ρt)dWt , (9.4b)
ut ∼ f (ut ;θ) (9.4c)
Furthermore, we introduce the smooth (continuously differentiable a.e.), non-increasing













s.t. dρt = F(ρt)dt +G(ρt ,ut)dt +B(ρt)dWt , (9.5b)
ut ∼ f (ut ;θ) (9.5c)
Solving this optimization problem with gradient-based parameter adaptation has been
shown to have numerous appealing convergence characteristics detailed in [113], however
a key observation is that this formulation does not incorporate the measurement from the
measurement process dW and is a purely feed-forward control. In this representation, one
may compare this framework to the popular feedforward frameworks such as GRAPE or
Krotov for optimal control of quantum systems without feedback (c.f. the approaches in
[158]), however, the goal in defining the SME in eq. (9.1) is to realize a feedback control
optimization algorithm. In the following we consider a number of modifications to the above
optimization problem to achieve this goal.
SME with stochastic actuators and dynamic feedback compensation.











s.t. dρt = F(ρt)dt +G(ρt ,ut)dt +B(ρt)dWt , (9.6b)
dut = Gu(ρt ,ut ;ϕ1)+ΣdVt (9.6c)
ut0 = G0(ϕ2) (9.6d)
ϕ := [ϕ1,ϕ2]∼ f (ϕ;θ), (9.6e)
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where Q is the measure of the controlled dynamics, U is the measure of the dynamic
compensator, and f (ϕ;θ) is a distribution, parameterized by θ , which belongs to the
exponential family of distributions. We include noise in the compensator to represent a
realistic noisy digital compensation signal, however this can be neglected to reduce the
sampling complexity. The function J : H2×Rm→ R is some real-valued, potentially non-
convex and non-differentiable metric, and the function S : R→R is a smooth shape function.
The function Gu : H2×Rm×Rp is the drift of the dynamic compensator.
Here, we must approximate the expectation with finite samples from three processes,
namely the original SME, the stochastic dynamic compensator, and the compensator initial
condition distribution. This approach may enable substantially more exploration of the state
space, however this comes at the cost of sampling three distributions, which can quickly
become computationally expensive. One may notice that these compensator dynamics are
functionally similar to a stochastic RNN. The deterministic RNN case will be explored later.
SME with linear parametric static feedback compensation.











s.t. dρt = F(ρt)dt +G(ρt ,ut)dt +B(ρt)dWt , (9.7b)
ut = K1(ϕ1)ρt +K2(ϕ2) (9.7c)
ϕ := [ϕ1,ϕ2]∼ f (ϕ;θ) (9.7d)
Under the realization that the controller in [195] is quite similar to a P-controller on the
trace distance to the goal state, this has a static compensator with an explicit parametric
linear feedback policy. The expectation in eq. (9.7a) is a double expectation composed of an
expectation over the SME and an expectation over the exponential family.
Note that this control policy can be realized through a fully connected network with
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ReLU activations as
ut = K(ρt ;ϕ), (9.8)
where K : H2→ Rm is the linear policy network. This motivates the use of nonlinear policy
networks.
SME with nonlinear parametric static feedback compensation.











s.t. dρt = F(ρt)dt +G(ρt ,ut)dt +B(ρt)dWt , (9.9b)
ut = Φ(ρt ;ϕ) (9.9c)
ϕ ∼ f (ϕ;θ) (9.9d)
where Φ is a nonlinear feedback policy parametrized by ϕ . This could be a FNN or a CNN,
but in general simply represents a nonlinear function of ρ without explicit time-dependence.
SME with nonlinear parametric dynamic feedback compensation.











s.t. dρt = F(ρt)dt +G(ρt ,ut)dt +B(ρt)dWt , (9.10b)
utk+1 = ΦRNN(ρtk ,utk ;ϕ) (9.10c)
ϕ ∼ f (ϕ;θ) (9.10d)
where ΦRNN is an RNN (e.g. LSTM network). Incorporating time-dependence in the
policy endows the compensator with "dynamics", and enables treatment of a larger class of
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problems compared to a static compensator.
One may also apply a Neural Ordinary Differential Equation (NODE) network [198]
in place of eq. (9.10c). Instead of specifying a discrete sequence of hidden layers, NODE
networks parametrize the derivative of the hidden state using a neural network, and as a
result demonstrate constant memory cost as a function of network depth, significantly lower
training losses, and can handle time irregularity in the discretization scheme. In many
cases, NODE networks outperform RNN networks, and are a closer representation to a
deterministic version of the dynamic compensation approach in eq. (9.6c).
9.1 Quantum GASS Parameter Update
The GASS method was first derived in [113]. Here we derive the parameter update under a
minimization problem instead of a maximization problem, and use the above notation. Start




where U ⊆ Rn is a non-empty compact set, and F : H×U → R is a real-valued, poten-
tially non-convex, discontinuous, and non-differentiable function. We avoid the inherent
difficulties in F(u) by transforming the problem into an approximation where u is sampled











We additionally add a shape function that is differentiable, non-increasing, and positive semi-




















We perform gradient updates in order to update the parameters θ of the distribution































































∇ρ ln f (u;θ)
]






The exponential family distribution is given by






which is characterized by a set of natural parameters θ , sufficient statistics T (u), base
measure h(u), and a log partition function A(θ). Thus we have














= T (u)−∇θ A(θ) (9.21)
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If one optimizes only over the mean of a Gaussian distribution, then one obtains






























k+1 = Σ−1µk +Σ−1
















k+1 = µk +














Note that in the cases where we have added a level of abstraction due to the inclusion of
a parameterized policy network Φ(ρt ;ϕ), the above derivation yields a parameter update
µ
k+1 = µk +














where in this case µ is the mean of a Gaussian distribution on the policy network parameters
ϕ .
Due to the path integral nature of this derivation, the so called Quantum Gradient-based
Adaptive Stochastic Search (QGASS) approach is independent of discretization scheme used
to discretize the dynamics in eq. (9.1). Furthermore, this approach may consider discrete
dynamics, such as in the discrete measurement case eq. (7.10).
Several of the above optimization problems contain two or three expectations, which is
quite different than the above case wherein the parameter update was derived. In order to
apply this parameter update to the two and three expectation cases above, one must simply
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re-define the shape function. In the cases of eqs. (9.5), (9.7), (9.9) and (9.10), let the function






where Ŝ is a standard shape function which is differentiable, non-increasing, and positive
semi-definite. Thus S is non-increasing and positive semi-definite, so it may be treated as a
shape function. This shape function may be substituted into eq. (9.25) to yield
µ
k+1 = µk +


























In this case S(·) is also non-increasing and positive semi-definite, so it may be treated as a
shape function. This results in the parameter update
µ
k+1 = µk +






















The parameter update in eq. (9.25) can be connected to the information theoretic version
of the Model Predictive Path Integral (MPPI) algorithm for classical systems [199], as
first explored in [197]. The information theoretic MPPI algorithm applies an exponential
shape function S(y;κ) := exp(−κy) for y,κ ∈ R, however other shape functions, such as
the sigmoid function, are explored in [197].
The key difference between the QGASS approach compared to MPPI [199] is that MPPI
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requires one to perform importance sampling, which presents challenges as discussed in
chapter 8 above. Namely, the change of measures between the controlled and uncontrolled
open quantum systems with QND measurement requires inversion of an operator that is
singular in a multitude of realizable experiments, such as the two-qubit system and the
homodyne system.
In the context of [64], policies without explicit time dependence have been shown to
effectively control a number of SPDE systems for reaching and stabiliziation tasks, however
these policies can fail for tracking tasks. Both of these approaches are algorithmically
quite similar, and may have theoretic connections if one can connect the objective in GASS
to an analogous free-energy relative entropy relationship. Aside from the differences in
the resulting loss functional, another primary difference between the two approaches can
be summarized by observing eq. (9.15), wherein one passes the gradient directly to the
distribution f (ϕ;θ) and "skips" the implicit dependence of S(J(ρ)) on ρ . This "skipped"
gradient path enables one to bypass the potential discontinuities and non-differentiability
of J, however in some sense ignores these contributions to the total gradient. However the
resulting algorithmic performance provides a strong outcome bias to ignore this "skipped"
connection in favor of algorithmic flexibility.
9.2 QGASS Algorithm
The QGASS framework is a general framework for sampling based stochastic optimization
for feedback control of open quantum systems. The use of stochastic approximation allows
one to bypass all the inherent issues considered in chapter 8. Namely, this approach does not
require importance sampling, and as such does not require a change of measures between
open quantum systems. This approach bypasses discontinuities in the dynamics by applying
stochastic approximation, so it can handle both continuous QND measurement and discrete
QND measurement, as well as non-differentiable or discontinuous cost functions J. The
path integral expectations also enable one to apply any discretization scheme to discretize
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the quantum dynamics.
Implementation of the above framework requires that state trajectory data be collected
from either simulated trajectories from a discretized version of eq. (9.1), or trajectory data
collected from QND measurement of an open quantum system experiment. In the case
of simulated trajectories, we emphasize that the algorithm is agnostic to the discretization
scheme that is used to implement the approach in simulation on a computer.
The resulting algorithm is described in algorithm 6. Here we use the subscript notation
ρt,r,p to denote the density state ρ at time t for rollout r, and parameter realization p. This
algorithm is specifically for the cases in eqs. (9.7), (9.9) and (9.10) which use deterministic
parametric policies, however it is straightforward to extend algorithm 6 to the case of
the stochastic policies in eq. (9.6). Similarly, one can reduce algorithm 6 to the case of
parametric open loop policies in eq. (9.5).
The inputs to algorithm 6 may change depending on the specific problem (i.e. contin-
uous QND measurement vs discrete QND measurement), however in most cases contain
time horizon (T ), number of iterations (K), number of rollouts (R), number of parameter
realizations (P), initial state ρ0, number of actuators (N), shape function parameter (κ),
initial policy parameters (ϕ(0)), initial distribution parameters (θ (0)), sample distribution
variance (σ ), and learning rate (γ). The SampleWeights method samples f (ϕ;θ) in the
shape of the parameters ϕ . The SampleNoise() performs discrete samples of the Wiener
process dW in eq. (9.1) as per the chosen discretization scheme. The RunningCost and
TerminalCost methods are based on the typical splitting of the cost functional in eq. (7.15),
wherein L denotes RunningCost and L f denotes TerminalCost.
9.3 Simulated Results
The QGASS algorithm was implemented on the two qubit experiment detailed in section 8.1.
The simulation environment was created in Python and utilizes some basic functionality of
the QuTip [200] library, with policy networks coded using PyTorch [201]. The algorithm
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Algorithm 6 Quantum Gradient-based Adaptive Stochastic Search Optimization
1: Function: Θ∗ = OptimizePolicyVars(T ,K,R,P,ρ0,N,κ ,ϕ(0),θ (0),σ ,γ)
2: for k = 0 to K do
3: µ ← θ (k)
4: for p = 0 to P do
5: ϕp← SampleWeights(µ,σ)
6: for r = 0 to R do
7: for t = 0 to T do
8: dWt,r← SampleNoise()
9: ut,r,p← Policy(ρt,r,p;ϕp)
10: ρt+1,r,p← Propagate(ρt,r,p,ut,r,p,dWt,r) via eq. (9.1)
11: Jt,r,p← RunningCost(ρt,r,p,ut,r,p)
12: end for




17: θ (k+1)← γGradientStep(θ (k),Sp) via eq. (9.27)
18: end for
computation speed is numerically improved by using vectorized (or batch) computations of
the simulated trajectories, and CPU parellelization for policy parameter rollouts, resulting in
2̃0 seconds per iteration for 1000 timesteps of an Euler-Maruyama discretization of eq. (9.1)
with 50 rollouts and 200 policy parameter rollouts. The algorithm was run on a desktop
computer with a Intel Xeon 12-core CPU with a NVIDIA GeForce GTX 1060 GPU, and
used less than 10 GB of RAM.
The two qubit experiment involves a task wherein a random initial state must reach and








which can be written in density matrix form as
ρdesired =

0 0 0 0
0 0.5 0.5 0
0 0.5 0.5 0
0 0 0 0

. (9.31)
The initial state was sampled using the ‘rand_ket’ qutip method, which is then trans-
formed into a normalized density matrix. This task used a single layer fully connected linear
policy network which was initialized with the method in [202]. Performance of the state and












where Qs is a state cost weighting and Qu is a control cost weighting. Note that this state cost
metric utilizes a computationally efficient trace metric [195] as compared to the standard









which is substantially slower in implementation as it requires an eigenvalue decomposition
at each time step. The function q : [0,1]→ [0,α] is an angle resolution function which is
added to help resolve numerically “close” angular values. Recall that for a single qubit, the
trace inner product can be thought of as measuring perpendicularity of Bloch phases. Since
the cosine function is relatively flat (derivative near zero) near 0, one may encounter bad
numerical resolution near the desired minimum 1−Tr[ρdesiredρτ ]
)
= 0 in an n-qubit setting.
The resolving function applies a logarithm transformation to improve numerical resolution,
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Figure 9.1: Two Qubit Symmetric Bell State Stabilization Task: (top) Control with a
linear policy trained by the QGASS algorithm, (bottom) Control with the policy suggested
by Mirrahimi, et. al. Colored lines denote the mean trajectories of the two qubit basis
elements, and shaded regions denote 2-σ variances. Means and variances are taken over
1000 trajectory rollouts.





where α is the maximum of the range, and β controls the slope by effectively changing the
base of the natural logarithm.
The linear policy was trained using 850 iterations of QGASS over a time window of
10 seconds, with 200 parameter rollouts per iteration and 50 rollouts of the dynamics per
parameter rollout. Despite being trained on just 10 seconds of dynamics, the linear policy
was tested on up to 1000 seconds of dynamics and remained performant over the entire test
window. The combined degrees of freedom and individual qubit degrees of freedom of the
QGASS trained linear policy and the policy presented in Mirrahimi, et. al. [195] are shown
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in fig. 9.1. The left subplot depicts the expectation of the state with respect to the Fx, Fy, and





j , j ∈ {x,y,z} (9.35)
= σ j⊗ I + I⊗σ j, j ∈ {x,y,z}. (9.36)






Depicted in the center subplot are the first qubit degrees of freedom, and in the right subplot
the second qubit degrees of freedom. Each subplot has a solid line for the mean and shading
for the 2-σ variance as computed over 1000 rollouts of the open system dynamics. These
results depict a smaller 2-σ variance over the controlled trajectory produced by the policy
trained by QGASS as compared to the controlled trajectory produced by the policy suggested
by Mirrahimi, et. al.
While this visualization is consistent with QuTip documentation [200], it does not capture
the full behavior of the system. Recall that the space of two qubit density matrices is spanned
by the set of combinations of direct product operators of the single qubit density basis
{I,σx,σy,σz}, i.e. two qubit span = {I⊗σx, I⊗σy, I⊗σz,σx⊗ I,σx⊗σx,σx⊗σy, . . .},
which has 16 elements. In this basis, the desired density matrix can be represented as a
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1 0 0 0
0 1 0 0
0 0 1 0




0 0 0 1
0 0 1 0
0 1 0 0




0 0 0 −1
0 0 1 0
0 1 0 0




1 0 0 0
0 −1 0 0
0 0 −1 0




Thus, achieving the desired state can be viewed more directly through expectations of
these basis elements, as depicted in fig. 9.2. In this representation, the convergence behavior
is clear. The time horizon in fig. 9.2 is longer as compared to fig. 9.1, which is required to
visualize the asymptotic convergence of the pertinent basis elements. Thus one can also
observe that the original single qubit spin expectations were obfuscating the true system
behavior.
The top subfigure depicts the QGASS method, and the bottom subfigure depicts the
method suggested by Mirrahimi, et. al. [195]. Each solid line in each subfigure represents
the mean expectation of the basis element, averaged over 1000 system rollouts, and the
shading represents the 2-σ variance of the distribution of expectations. In this basis, the
QGASS method can be observed to converge in approximately one order of magnitude
faster than the benchmark, and has dramatically lower variance than the benchmark.
The efficacy of the policy trained by QGASS can also be visualized in terms of the cost
metric in eq. (9.32). In fig. 9.3, the running cost components of the policy trained by QGASS
are depicted. The left subfigure depicts the running state cost component of eq. (9.32), given
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Figure 9.2: Two Qubit Symmetric Bell State Stabilization Task: (top) Control with a
linear policy trained by the QGASS algorithm, (bottom) Control with the policy suggested
by Mirrahimi, et. al. Colored lines denote the mean trajectories of the two qubit basis

















The solid line depicts the means of the running cost trajectories of each policy and the
shading depicts the 1-σ variance, each computed over 1000 trajectory rollouts. The policy
trained by QGASS has a lower state cost on average, with a significantly lower 1-σ variance
of state cost, which suggests that the state performance, as measured by the running state
cost metric, may have better guarantees of performance as compared to the policy suggested
by Mirrahimi, et. al. The control effort of each policy is depicted in the right subfigure. It
can be observed that the policy trained by QGASS applies a strong initial control impulse to
the system, followed by a relatively small control signal. This policy can be interpreted as a
form of “bang-bang" control. In contrast, the policy suggested by Mirrahimi, et. al. injects a
fairly constant control signal over the time window, which yields a cumulative control effort
which is approximately 12 times higher than the policy trained by QGASS.
Note that the impulsive control signal produced by the trained policy is likely to be
experimentally realizable due to the viability of pulsed electromagnetic fields, which are
used in a variety of scientific and non-scientific applications. However, if one were to desire
a less impulsive control signal, one could add a running penalization term on the derivative
of the control, effectively penalizing large rates of change in the control signal applied
to the system [147]. One could also add a control rate indicator, effectively suppressing
this additional cost until some control rate threshold is reached. This flexibility is possible
since we do not require any differentiability or even continuity of the cost functional in the
QGASS framework. While this will likely lead to a larger time-integrated control effort,
one may introduce terms to the cost functional which aid in meeting various experimental
hardware constraints, including bounds on the control rate.
These results demonstrate efficacy of the QGASS framework for the two-qubit experi-
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Figure 9.3: Two Qubit Symmetric Bell State Stabilization Task: (left) running state costs
and (right) running control costs for the linear policy network trained with QGASS and the
policy suggested by Mirrahimi, et. al. Colored lines denote the means and shaded regions
denote 1-σ variances. Means and variances are taken over 1000 trajectory rollouts. The
imposed data symmetry from this Gaussian depiction is corrected only when a large variance
would lead to an infeasible negative instaneous cost.
ment, however the generality of the problem formulation suggests that this approach can be
applied to the large class of experiments involving open quantum systems with either contin-
uous QND measurement schemes or discrete QND measurement schemes. Furthermore,
this approach is quite flexible; while we have only considered one form of cost functional
and shape functional, there are virtually no limitations on the form of the cost functional,
and there is quite a large variety of possible shape functionals. Combined with the fast
computational speed of iterations, the results suggest that this approach can scale to larger
numbers of qubits, which is actively being explored.
Also worth exploring is the size and depth of the policy network. The above results
utilized a policy network that is rather shallow and simple. The widespread success of
utilizing deep networks for a variety of learning applications suggests that deeper network
architectures may outperform the results presented here, especially for experiments with
larger numbers of qubits.
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9.4 Conclusion
In this chapter, we develop a general optimization approach for feedback control of open
quantum systems with QND measurement. We propose several feedback control models,
and derive a parameter update scheme which can be used in each case to optimize the
parameters of the sampling distribution. The resulting QGASS algorithm is applied to the
two qubit experiment, and the results demonstrate significant outperformance of a related
feedback control approach.
The results presented here are encouraging. In future work, the author plans to scale the
approach to larger qubit systems, test several of the variants suggested in this chapter, and
apply second-order optimization methods in the GASS literature. The author also plans to
extend the current framework to the context of optimal gate synthesis.
160
CHAPTER 10
VARIATIONAL OPTIMIZATION FOR SAMPLING-BASED DYNAMIC
COMPENSATION OF SMES
In this section, we revisit the information theoretic variational optimization approach taken
in chapter 8. Therein, a closed-loop feedback control architecture was derived based on
the Legendre transformation, the so called free energy relative entropy relationship. The
KL distance was used to penalize the ‘distance’ to the optimal measure resulting from
minimization of the Legendre transformation. The change of measures, or RN derivative
was applied twice in order to 1) change the sampling distribution from the optimal measure,
which cannot be directly sampled, and 2) perform importance sampling so that each iteration
can bootstrap off of the improvement from the previous iteration through biased sampling.
The fundamental problem with that approach is that the change of measures between the
uncontrolled and controlled measures of the open quantum system dynamics with QND
measurement yields inversion of the covariance of the noise term dWt , which in many
realistic experiments becomes singular and thus an inverse does not exist.
As a result of this realization, in chapter 9 a formulation was derived which is simpler and
yields strong results in simulation, yet is no longer directly connected with the foundational
information theoretic relationship. Not only is the free energy relative entropy relation an
instantiation of the second law of thermodynamics, but it has demonstrated connections to
foundational notions in SOC literature, namely the HJB equation.
In this section, we revisit the information theoretic perspective, and introduce an aug-
mented dynamic system which can overcome the inversion difficulties introduced by the
change of measures. Consider again the simplified form of the open quantum system
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dynamics subject to a continuous QND measurement process
dρt = F(ρt)dt +G(ρt ,ut)dt +B(ρt)dWt , (10.1)
where B(ρt) is singular in many cases. Without loss of generality, assume these dynamics









where L(t,ρt) is some user-defined function, dVt is a standard (classical) zero-mean Wiener
process, R(ρt) is a positive-definite covariance operator, and ζ ∈ R. Now, we wish to find






We will refer to eq. (10.3) as the “unforced" dynamic compensator and eq. (10.2) as the
“forced" dynamic compensator. With abuse of notation, if we augment eq. (9.1) with





















It is important to note here that the Wiener process dWt does not enter the compensator
dynamics, however the Wiener process dVt does enter the dynamics of ρt through second-
order effects. Thus the stochastic process ρt has two sources of stochasticity. The decoupling
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where F̂(·), and B̂(·), L̂(·) are defined according to the associated augmented operator
functions, and Ŵt is the augmented Wiener process, which is just a standard (classical)
Wiener process.
Note that in general ρ ∈H , however u can have different dimensionality depending on
the problem scope. In order to generalize, we define the real Hilbert space HU with inner
product 〈·, ·〉HU and say u ∈HU , where the bold face script is dropped since it is now a
Hilbert space vector as opposed to a finite vector. Thus we can think of ρ̂ as belonging to an
orthogonal direct sum Hilbert space ρ̂ ∈HA := H ⊕HU , with inner product 〈·, ·〉. Note
also that due to the form of F̂(·), the augmented dynamics form a semilinear SPDE, with
Cylindrical Wiener process Ŵ ∈HŴ defined by orthogonal direct sum HŴ := L2(R)⊕HU .
Theorem 10.1 (Girsanov). Let Ŵt ∈HŴ be a standard Wiener process on (Ω,F ,Ft ,P).
Consider the unforced and forced nonlinear stochastic processes,
dρ̂(t) = F̂(ρ̂)dt + B̂(ρ̂)dŴ (t) (10.8)
d ˜̂ρ(t) = F̂( ˜̂ρ)dt + B̂( ˜̂ρ)
(
L̂(t, ˜̂ρ)dt +dŴ (t)
)
. (10.9)
Assume the stochastic processes are well posed and have unique Ft-adapted solutions ρ̂(t)
and ˜̂ρ(t), t ≥ 0. Let Γ be a set of continuous time trajectories in the interval [0,T ]. Define
the probability law of ρ̂(t) over trajectories Γ as L (Γ) := P
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similarly define the law of ˜̂ρ(t) as L̃ (Γ) := P
(

































)∣∣∣∣ρ̂(·) ∈ Γ] (10.12)
Proof. This proof will take many identical steps to theorem C.1, which is similarly proven
for SPDEs in Hilbert spaces. First, define the process




Under the assumption in eq. (10.11), and applying [2, Theorem 10.14], ˜̂W is a Wiener




























Next, we use eq. (10.13) to rewrite eq. (10.8) with forcing as
dρ̂(t) = F̂(ρ̂)dt + B̂(ρ̂)dŴ (t) (10.16)
= F̂(ρ̂)dt + B̂(ρ̂)
(
L̂(t, ρ̂)dt +d ˜̂W (t)
)
. (10.17)
Notice that the SPDE in eq. (10.17) has the same form as eq. (10.9). Therefore under
measure Q and Wiener process ˜̂W (t), ˜̂ρ(·,ω) is equivalent to ρ̂(·,ω). Furthermore, under
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measure P, eq. (10.8) and eq. (10.17) also describe the same system on (Ω,F ,Ft ,P). Thus,
from the assumption of uniqueness of solutions, one has
P
(







Thus we have obtained the result, which is given by eq. (10.14).
Now, applying the Girsanov theorem theorem 10.1 with the fact that for any function











λ (x)dL (x), x ∈ Γ, (10.19)









































Next we apply the property of orthogonal sum Hilbert spaces. Let H1, H2 be two Hilbert
spaces, and let Hsum = H1⊕H2 be an orthogonal direct sum Hilbert space. Then one has
the following
〈a,b〉Hsum = 〈a1,b1〉H1 + 〈a2,b2〉H2, a,b ∈ Hsum, a = a1⊕a2, b = b1⊕b2. (10.22)







































































Now, define the process








































The most critical feature of the change of measures in this form is that it does not require any
inversion. In fact, it is straightforward to work out that the change of measures eq. (10.27) is
equivalent to a change of measures between properly defined measures on the forced and
unforced dynamic compensator dynamics in eqs. (10.2) and (10.3). This will allow us to
proceed to derive open loop, MPC, and explicit feedback policies derived for open quantum
systems analogous to those derived in previous chapters for classical systems.
This is achieved by applying the methodology in chapter 4. For some abstract state cost






















From here, one can derive various control methods depending on the parameterization of
the dynamic compensator forcing function L(t,ρt).
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10.1 Variational Optimization for Open Loop and MPC Quantum Dynamic Com-
pensator Policies
This approach is analogous to the open loop and MPC approach developed in chapter 4,
and will be referred to as Quantum Variational Optimization - Single Shot (QVO-SS) and
Quantum Variational Optimization - MPC (QVO-MPC), respectively. We begin by dropping
the explicit state dependence of the dynamic compensator forcing function
L(t,ρt) = L(t) (10.30)
Despite the focus of this chapter to derive feedback policies for open quantum systems, in
this section we arrive at an open loop iterative update scheme. As will become apparent,
the resulting iterative scheme still incorporates state information implicitly, and furthermore
can be applied in a MPC setting, which more closely resembles an explicit feedback control
architecture.






























































In light of a discrete time implementation, it suffices to consider the class of step functions
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∣∣∣〈Li,dV (s)〉∣∣∣]<+∞, ∀i = 0,1,2, . . . . (10.37)































which, by taking partial derivative ∂
∂Li
and setting equal to zero (i.e. performing a Newton










Since we cannot sample directly from L̃ ∗, one must express the above expectation with
respect to the measure of the controlled dynamics L̃ . This step is referred to as importance
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Finally, rewriting eq. (10.26) as
V (t) = Ṽ (t)+
√
ζ ∆tL(k)i , (10.46)

















One can easily note the similarities between this forcing update scheme and the control
update scheme in eq. (4.16), especially in the subcase r = ζ . In many ways, our ability to
derive such an approach is akin to the QGASS approach, wherein the optimization problem
is made independent of the difficulties inherent in the original optimization problem. In this
case it is achieved by controlling the forcing of the dynamic compensator, while in the case
of QGASS it is achieved by optimizing the shape of the sampling distribution.
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While appearing to be completely open loop, and completely independent of the original
physical system, this approach directly incorporates state information through the cost
functional J(k). This approach can be thought of as an implicit feedback scheme, which
still requires continuous state measurements provided by the QND measurement scheme.
Furthermore, as seen in chapter 4, such a scheme can also be applied in an ‘online’ MPC
setting. Here, one optimizes the trajectory of the forcing function L(t) on a finite subin-
terval [tsim,Tsim]⊂ [0,T ] for K iterations, applies control at the current time step, and then
recedes the subinterval backward by a time step ∆t. The process is repeated until Tsim = T .
Algorithmic details of the MPC approach can be found in algorithm 3. In the quantum case,
the algorithm is otherwise identical except for trading the classical SPDE dynamics for the
augmented quantum dynamics eq. (10.9).
10.2 Variational Optimization for Learning Dynamic Compensator Policies with Ex-
plicit Feedback
In light of open loop and MPC dynamic compensator policies in section 10.1, which is
derived in analogous approach to chapter 4, the approach in this section is analogous to the
explicit feedback approach developed in chapters 5 and 6. Consider the forcing function L
with an explicit state dependence,
L(t,ρt) = L(t, ρ̂t ;Θ), (10.48)
where Θ are a finite set of parameters. Note also that the dependence on ρ̂ enables one to
incorporate density information in addition to the internal dynamic compensator state. The








































which due to a lack of dependence of dL̃
∗













Once again, since one cannot directly sample from L̃ ∗, we perform importance sampling

















































































































































































































This problem formulation is extremely flexible; one can use a variety of specific forms of
L(t, ρ̂t ;Θ), one can apply a variety of methods to perform minimization, and one can apply
this approach to virtually any open quantum system with QND measurement. Here, we will
consider forcing functions which are neural policy networks that take the state ρ as input,
and output the forcing. Such a policy network could be the network architectures used in
chapter 5, i.e. a Fully Connected (FC) network or a CNN, however one may also consider
the compensator dynamics as a neural SDE [203, 204] of particular forms.
Neural networks of all such forms have had widespread success in deep learning applica-
tions, which often apply some variant of gradient descent (e.g. SGD or ADAM [109, 110])














Applying a gradient based approach leads to an update of the form
Θ
(k+1) = Θ(k)− γΘ∇ΘL(Θ
(k)) (10.64)
where ∇Θ denotes the Gateaux partial derivative with respect to Θ, γΘ is a learning rate,
and the superscript k denotes iteration. The resulting approach is called Quantum Spatio-
Temporal Stochastic Optimization (QSTSO), and is algorithmically identical to algorithm 4
except for trading classical dynamics for the augmented quantum dynamics in eq. (10.9),
and omitting the m(x) and M(x) computation.
In each of these three sampling based control optimization methods for open quantum
systems, the difficulties inherent in the dynamics of the system are avoided by a form of
abstraction; rather than deal directly with the control policy, in QGASS we optimize over
the parameters of the distribution from which we sample control policies, and in QVO-SS,
QVO-MPC, and QSTSO we optimize over the forcing function of the dynamic compensator.
These methods have been shown to be effective in the context of spatio-temporal systems,
and show promise in the context of open quantum systems with QND feedback.
10.3 Conclusion
This chapter revisits the ITC variational optimization based approach taken in chapter 8,
and augments the open quantum system dynamics with a stochastic dynamic compensator
driven by a standard Wiener process. We prove a version of Girsanov’s theorem for the
augmented quantum system, and arrive at a change of measures, or RN derivative, that
critically does not involve the inversion of an operator. In section 10.1, the inversion-free
change of measures is used to develop implicit feedback control approaches akin to those
derived in chapter 4. Namely we develop the QVO-SS and the QVO-MPC approaches to
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iteratively optimize the forcing function of the dynamic compensator. In section 10.2, the
inversion-free change of measures is used to develop an approach akin to the approach in
chapter 5. The resulting SGD-based method, called QSTSO, can be used to optimize the
loss function in eq. (10.63) with respect to the parameters of the forcing function of the
dynamic compensator.
Based on the results in chapter 4, chapter 5, and chapter 6, the two approaches in this
chapter are appealing. They offer generality in the types of systems that they can apply
to, and they offer flexibility in the form of the varieties of control that can be applied. In
future work, these methods will be implemented for two qubit systems, and compared to the




This thesis develops numerous optimization approaches for control of spatio-temporal
systems. These range from forward-backward schemes as in chapter 3, to sampling-based
second-order optimization schemes in chapters 4 and 8 and section 10.1, to gradient-based
optimization schemes in chapters 5, 6, 9 and 10. These approaches are developed from a
perspective that unifies stochastic optimal control theory and information theoretic control
theory, and are developed from a set of unifying mathematics that allow treatment of both
macroscopic and microscopic systems. Such algorithms are applied to the optimal control
problems and optimal control and co-design problems in fluid dynamics, robotics, and
quantum mechanics.
This thesis opens doors to control and co-design applications in a multitude of diverse
systems that were not explored here, from magnetic confinement fusion reactors, to complex
weather systems, to morphing wings, and many more. Beyond exploring diverse applications
of this work, other future work includes exploring scalability to 3D systems and larger scale
2D systems, which in many cases may leverage recent neural architectures and computational
architectures that leverage sparsity. In the quantum regime, a major future effort is dedicated
to applying the dynamic compensator approaches, scaling to larger qubit systems, exploring





DESCRIPTION OF THE HILBERT SPACE WIENER PROCESS
In this section we provide formal definitions of various forms of the Hilbert space Wiener
process. Some of these statements can be found in [2, Section 4.1].





is called a Wiener process if
i) W (0) = 0
ii) W has continuous trajectories


















, t ≥ 0
Proposition A.1. Let {ei}∞i=1 be a complete orthonormal system for the Hilbert Space H .
Let Q denote the covariance operator of the Wiener process W (t). Note that Q satisfies
Qei = λiei, where λi is the eigenvalue of Q that corresponds to eigenvector ei. Then,






λ jβ j(t)e j, (A.1)
where β j(t) are real valued Brownian motions that are mutually independent on (Ω,F ,P).
Definition A.2. Let {ei}∞i=1 be a complete orthonormal system for the Hilbert Space H .
An operator A on H with the set of its eigenvalues {λi}∞i=1 in a given basis {ei}∞i=1 is called
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λi < ∞. (A.2)
The two primary Wiener processes that are typically used to model spatio-temporal
noise processes in the SPDE literature are the Cylindrical Wiener process and the Q-Wiener
process. These are both referred to in the main text, and are defined in the following two
definitions.
Definition A.3. A Wiener process W (t) on H with covariance operator Q is called a
Cylindrical Wiener process if Q is the identity operator I.
Definition A.4. A Wiener process W (t) on H with covariance operator Q is called a
Q-Wiener process if Q is of trace-class.
An immediate fact following definition A.3 is that the Cylindrical Wiener process acts
spatially everywhere on H with equal magnitude. One can easily conclude that for a





λi = ∞. (A.3)
However, we note that in this case the series in eq. (A.1) converges in another Hilbert space
U1 ⊃U , when the inclusion ι : U →U1 is Hilbert-Schmidt. For more details see [70].
On the other hand, immediately following definition A.4 is the fact that a Q-Wiener
process must not have a spatially equal effect everywhere on the domain. More precisely,
one has the following proposition.
Proposition A.2. Let W (t) be a Q-Wiener process on H with covariance operator Q. Let
{λi}∞i=1 denote the set of eigenvalues of Q in the complete orthonormal system {ei}∞i=1 such
that ∑i λi < ∞. Then the eigenvalues must fall into one of the following three cases:
i) For any ε > 0, there are only finitely many eigenvalues λi of covariance operator Q such
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that |λi|> ε . That is, the set {i ∈ N+ : |λi|> ε}, where N+ is the positive natural numbers,
has finite elements.
ii) The eigenvalues λi of covariance operator Q follow a bounded periodic function such
that |λi|> 0 ∀ i ∈ N+ and ∑∞i=1 λi = 0.
iii) Both case i) and case ii) are satisfied. In this case the eigenvalues follow a bounded and
convergent periodic function with limi→∞ λi = 0.
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APPENDIX B
RELATIVE ENTROPY AND FREE ENERGY DUALITIES IN HILBERT SPACES
In this section we provide the relation between free energy and relative entropy. This
connection is valid for general probability measures, including measures defined on path
spaces induced by infinite-dimensional stochastic systems. In what follows, Lp (1≤ p < ∞)
denotes the standard Lp space of measurable functions and P denotes the set of probability
measures.
Definition B.1. (Free Energy) Let L ∈P a probability measure on a sample space Ω, and








is called the free energy1 of J with respect to L and ρ ∈ R.
Definition B.2. (Generalized Entropy) Let L ,L̃ ∈P , then the relative entropy of L̃ with












dL (ω)dL (ω), if L̃ << L ,
+∞, otherwise,
where “<<” denotes absolute continuity of L̃ with respect to L . We say that L̃ is
absolutely continuous with respect to L and we write L̃ << L if L (B) = 0⇒ L̃ (B) =
0, ∀B ∈F .
The free energy and relative entropy relationship is expressed by the following theorem:
1The function loge denotes the natural logarithm.
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Theorem B.1. Let (Ω,F ) be a measurable space. Consider L ,L̃ ∈P and definitions
















where EL ,EL̃ denote expectations under probability measures L , L̃ respectively. More-
over, ρ ∈ R+ and J : Lp → R+. The inequality in eq. (B.2) is the so called Legendre
Transform.
By defining the free energy as temperature T = 1
ρ
, the Legendre transformation has the
form:
V ≤ E−T S, (B.3)






To verify the optimality of L ∗, it suffices to substitute eq. (B.4) in eq. (B.2) and show that
the inequality collapses to an equality [99]. The statistical physics interpretation of inequality
eq. (B.3) is that, maximization of entropy results in reduction of the available energy. At the
thermodynamic equilibrium the entropy reaches its maximum and V = E−T S.
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APPENDIX C
A GIRSANOV THEOREM FOR SPDES WITH CYLINDRICAL WIENER NOISE
Theorem C.1 (Girsanov). Let Ω be a sample space with a σ -algebra F . Consider the





dt +G(t,X)dW (t), (C.1)
dX̃ =
(
A X̃ +F(t, X̃)
)
dt + B̃(t, X̃)dt +G(t, X̃)dW (t), (C.2)
where X(0) = X̃(0) = x and W ∈U is a cylindrical Wiener process with respect to measure
P. Moreover, for each Γ ∈ C([0,T ];H), let the law of X be defined as L (Γ) := P(ω ∈

































Proof. Define the process:




Under the assumption in eq. (C.3), Ŵ is a cylindrical Wiener process with respect to a
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The proof for this result can be found in [70, Theorem 10.14]. Now, using eq. (C.6), eq. (C.1)










dt +B(t,X)dt +G(t,X)dŴ (t) (C.9)
Notice that the SPDE in eq. (C.9) has the same form as eq. (C.2). Therefore, under the
introduced measure Q and noise profile Ŵ , X(·,ω) becomes equivalent to X̃(·,ω) from
eq. (C.2). Conversely, under measure P, eq. (C.8) (or eq. (C.9)) behaves as the original
system in eq. (C.1). In other words, eq. (C.1) and eq. (C.9) describe the same system on










The result follows from eq. (C.7).
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APPENDIX D
PROOF OF LEMMA 4.1





















By using the change of measures in eq. (4.12) of the main text, minimization of the last























As stated in lemma 4.1, we apply the control in discrete time instances, and consider the



























where we have used the fact that M is constant with respect to time. Due to the symmetry of











Since we cannot sample directly from the optimal measure L ∗, we need to express the
above expectation with respect to the measure induced by controlled dynamics, L (i). We
can then directly sample controlled trajectories based on L (i) and approximate the optimal
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control trajectory. The change in expectation is achieved by applying the Radon-Nikodym
derivative. These so called importance sampling steps are as follows. First define W (i) in a
similar fashion to eq. (C.6), as:





























Under the open loop parameterization U (x, t) = m(x)>u j, where u j are step functions



























〈m1,dW (i)(t)〉U , ...,〈mN ,dW (i)(t)〉U
]>
∈ RN . (D.5)
















































In order to arrive at the iterative scheme, we perform one step of importance sampling
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and express the associated expectations with respect the measure induced by the controlled
SPDE in eq. (4.2) of the main text. Let us begin by modifying eq. (D.1) via the appropriate















































































































FEYNMAN-KAC FOR SPATIO-TEMPORAL DIFFUSIONS: FROM
EXPECTATIONS TO HILBERT SPACE PDES


















evaluated on stochastic trajectories XTt,X generated by the infinite dimensional stochastic





































































Proof. The proof starts with the expectation in eq. (E.1) which is an expectation conditioned
on the filtration Ft . To keep the notation short we will drop the dependencies on t and X(t),












. We split the integrals
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By using the law of iterated expectations between the two sub-sigma algebras Ft ⊆












































































































































































a expectation over ψ
(
t + δ t,X(t + δ t)
)
. To get the backward deterministic Kolmogorov




















































































Thus we have to compute three terms. We employ the Lebegue dominated convergence












)∣∣∣∣Ft]= EL [dψ∣∣∣∣Ft] (E.4)
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By using the Itô differentiation rule [70, Theorem 4.32] for the case of infinite dimensional
























































∣∣∣∣Ft]= EL [g(t,X(t))δ t∣∣∣∣Ft]= g(t,X(t))dt





Kolmogorov equation for the case of the infinite dimensional stochastic system in eq. (4.2)
of the main text.
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APPENDIX F
CONNECTIONS TO STOCHASTIC DYNAMIC PROGRAMMING
In this section we show the connections between stochastic dynamic programming and
the free energy. Before proceeding, let Ck,nb ([0,T ]×H) denote the space of all functions
ξ : [0,T ]×H → R1 that are k times continuously Fréchet differentiable with respect to
time t and n times Gâteaux differentiable with respect to X . In addition, all their partial
derivatives are continuous and bounded in [0,T ]×H. Furthermore, trajectories starting at
X ∈ E over the time horizon [t,T ] are denoted XTt,X ≡ X(T, t,ω;X). Using this notation, we
have that X(t, t,ω;X) = X . Finally, for real separable Hilbert space E, by the notation x⊗ y
we mean a linear bounded operator on E such that:
(x⊗ y)z = x〈y,z〉, ∀x,y,z ∈ E.









∈C1,2b ([0,T ]×H) satisfies the HJB
equation for the case of infinite dimensional systems [16]. This result is derived with general
Q-Wiener noise with covariance operator Q, however it holds also for cylindrical Wiener
noise (Q = I). This will require applying the Feynman-Kac lemma and deriving the back-
ward Chapman Kolmogorov equation for the case of infinite-dimensional stochastic systems.
The backward Kolmogorov equations will result in the HJB equation after a logarithmic
transformation is applied. We start from the free energy and relative entropy inequality in

















which is simply the free energy as defined in definition B.1. By using the Feynman-Kac
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lemma we have that the function ψ(t,X) satisfies the backward Chapman Kolmogorov








































with respect to t, and ψX




with respect to X(t).
















Next we compute the functional derivatives VX and VXX as functions of the functional









































































From the definition of the trace operator Tr[A] := ∑∞j=1〈Ae j,e j〉 for orthonormal basis {e j}






















2 )∗e j,e j
〉
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∣∣∣∣(GQ 12ρ )∗VX ∣∣∣∣2U0
In the same vein, one can also show that the relative entropy between the probabil-
ity measures induced by the uncontrolled and controlled infinite dimensional systems in
eqs. (4.1) and (4.2) of the main text, respectively, results in an infinite dimensional quadratic
control cost. This requires the use of the Radon-Nikodym derivative from our generalization
of Girsanov’s theorem for the case of infinite dimensional stochastic systems in eqs. (4.1)
and (4.2) of the main text.
193
APPENDIX G
SPDES UNDER BOUNDARY CONTROL AND NOISE
Let us consider the following problem with Neumann boundary conditions:

∆xy(x) = λy(x), x ∈ O
∂
∂ny(x) = γ(x), x ∈ ∂O
(G.1)
where ∆x corresponds to the Laplacian, λ ≥ 0 is a real number, O is a bounded domain in Rd
with regular boundary ∂O and ∂
∂n denotes the normal derivative, with n being the outward
unit normal vector. As shown in [16] and references therein, there exists a continuous
operator DN : Hs(∂O)→ Hs+3/2(O) such that DNγ is the solution to eq. (G.1). Given this




= ∆xh(t,x)+ f1(t,h)+ c1(t,h)
∂w(t,x)
∂ t






, x ∈ ∂O,
h(0,x) = h0(x).
(G.2)
can be written in the mild abstract form:














(λ I−AN)1/4+εe(t−s)AN GNC2(s,X)dV (s),
(G.3)
where GN := (λ I−AN)3/4−εDN , and the remaining terms are defined with respect to the
space-time formulation of eq. (G.3). A similar expression can be obtained for Dirichlet
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conditions as well, however the solution has to be investigated under weak norms, or in
weighted L2 spaces. More details can be found in [16, Appendix C] and references therein.
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APPENDIX H
AN EQUIVALENCE OF THE VARIATIONAL OPTIMIZATION APPROACH
FOR SPDES WITH Q-WIENER NOISE
In this section we briefly discuss how one obtains an equivalent variational optimization as
in Section III of the main text, for control of SPDEs with Q-Wiener noise. Consider the


























with initial condition X(0) = X̃(0) = ξ . Here, Q is a trace-class operator, and W ∈U is a













As opposed to the discussion following eq. (2.13) of the main text, in this case we do
not require any contractive assumption on the operator A due to the nuclear property of
the operator Q. The stochastic integral
∫ t
0 e
(t−s)A√QdW (s) is well defined in this case [70,















where the basis {en} satisfies the eigenvalue-eigenvector relationship Qen = λen. The
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process WQ(t) satisfies the properties in Definition A.4, and is therefore a Q-Wiener process.
The above case is an SPDE driven by Q-Wiener noise, which is quite different from the
cylindrical Wiener process described in the rest of this work. In order to state the Girsanov’s
theorem in this case, we first define the Hilbert space U0 :=
√





U , ∀u,v ∈U0.
Theorem H.1 (Girsanov). Let Ω be a sample space with a σ -algebra F . Consider the























where X(0) = X̃(0) = x and WQ ∈U is a Q-Wiener process with respect to measure P. More-
over, for each Γ∈C([0,T ];H), let the law of X be defined as L (Γ) :=P(ω ∈Ω|X(·,ω)∈Γ).
Similarly, the law of X̃ is defined as L̃ (Γ) := P(ω ∈Ω|X̃(·,ω) ∈ Γ). Then
































Proof. The proof is identical to the proof of theorem C.1.
Note that ψ(t) in this case is identical to ψ(t) in Theorem Theorem C.1. As a result,
despite having Q-Wiener noise, we have the same variational optimization for this case as in
Section III of the main text.
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APPENDIX I
A COMPARISON TO VARIATIONAL OPTIMIZATION IN FINITE
DIMENSIONS
In what follows we show how degeneracies arise for a similar derivation in finite dimensions.














where W(t) is a cylindrical Wiener process. Now, let the Hilbert space state vector X(t) ∈ H
be approximated by a finite dimensional state vector X(t) ≈ X̂(t) ∈ Rn with arbitrary
accuracy, where n is the number of grid points. In order to rewrite a finite dimensional form
of eq. (I.1), the cylindrical Wiener noise term W (t) must be captured by a finite dimensional














β j(t)e j (I.2)
where λ j = 1, ∀ j ∈N in the case of cylindrical Wiener noise, and β j(t) is a standard Wiener
process on R. The stochastic dynamics in eq. (I.1) become a finite set of SDEs:
dX̂ =
(
A X̂ +F (t, X̂)
)









The terms A , F , and G are matrices associated with the Hilbert space operators A , F , and
G respectively. The matrix M has dimensionality M ∈ Rn×k, where k is the number of
actuators placed in the field. The vector dβ ∈ Rm collects the Wiener noise terms in the
expansion eq. (I.2), and the matrix R collects finite dimensional basis vectors from eq. (I.2).
As noted in section 4.4, the dimensionality of the R is R ∈ Rn×m. The degeneracy arises
198
when n > m for the case of the cylindrical noise. For the case of Q-Wiener noise, degeneracy
may arises even when n ≤ m and Rank(R) < n. In both cases, the issue of degeneracy
prohibits the use of Girsanov theorem for the importance sampling steps due to the lack of
invertibility of R. With respect to the approach relying on Gaussian densities, the derivation
would require the following time discretization of the reduced order model in eq. (I.3):




















A X̂ +F (t, X̂)
)










Without loss of generality we simplify the expression above by assuming the G (t, X̂) =


























where the term µX̂(t +∆t) is the mean and ΣX̂ is the variance defined as follows:
µX̂(t +∆t) = X̂(t)+
(
A X̂ +F (t, X̂)
)





The existence of the transition probability densities requires invertibility of RRT which is
not possible when n < m or when Rank(R)< n for n≥ m.
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APPENDIX J
BRIEF DESCRIPTION OF OPEN LOOP AND MPC EXPERIMENTS
The following is additional information about the experiments referenced in Section V.
Section section J.1 describes boundary and distributed control experiments, while Sections
section J.2 and section J.3 describe experiments for distributed control only.
J.1 Heat SPDE
The 2D stochastic Heat PDE with homogeneous Dirichlet boundary conditions given by:
ht(t,x,y) = εhxx(t,x,y)+ εhyy(t,x,y)+σdW (t),
h(t,0,y) = h(t,a,y) = h(t,x,0) = h(t,x,a) = 0,
h(0,x,y)∼N (h0;0,σ0),
(J.1)
where the parameter ε is the so called thermal diffusivity, which governs how quickly the
initial temperature profile diffuses across the spatial domain. Equation (J.1) considers the
scenario of controlling a metallic plate to a desired temperature profile using 5 actuators
distributed across the plate. The edges of the plate are always held at constant temperature
of 0 degrees Celsius. The parameter a is the length of the sides of the square plate, for which
we use a = 0.5 meters.
The actuator dynamics are modeled by Gaussian-like exponential functions with the









and the variance of the effect of each
actuator on nearby field states given by σ2l = (0.1a)
2, ∀l = 1, . . . ,5. For every j = 1, . . . ,J,
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The spatial domain is discretized by dividing the x and y domains into 64 points each
creating a grid of 64×64 spatial locations on the plate surface. For our experiments, we
use a semi-implicit forward Euler discretization scheme for time and central difference for
the 2nd order spatial derivatives hxx and hyy. We used the following parameter values, time
discretization ∆t = 0.01s, MPC time horizon T = 0.05s, total simulation time Tsim = 1.0s,
thermal diffusivity ε = 1.0 and initialization standard deviation σ0 = 0.5. The cost function











where S := ∪5i=1Si and the indicator function 1S(x,y) is defined as follows:
1S(x,y) :=





S1 = {(x,y) | x ∈ [0.48a,0.52a] and y ∈ [0.48a,0.52a]} is in the central region of the plate
S2 = {(x,y) | x ∈ [0.22a,0.18a] and y ∈ [0.48a,0.52a]} is the left-mid region of the plate
S3 = {(x,y) | x ∈ [0.82a,0.78a] and y ∈ [0.48a,0.52a]} is the right-mid region of the plate
S4 = {(x,y) | x ∈ [0.48a,0.52a] and y ∈ [0.18a,0.22a]} is in the top-central region of the
plate
S5 = {(x,y) | x ∈ [0.48a,0.52a] and y ∈ [0.78a,0.82a]} is in the bottom-central region of
the plate
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In addition hdesired(t,x,y) = 0.5◦C for (x,y) ∈ S1 and hdesired(t,x,y) = 1.0◦C for (x,y) ∈
∪5i=2Si and the scaling parameter κ = 100.
In the boundary control case, we make use of the 1D stochastic heat equation given as
follows:
ht(t,x) = εhxx(t,x)+σdW (t)
h(0,x) = h0(x)
For Dirichlet and Neumann boundary conditions we have h(t,x) = γ(x), ∀x ∈ ∂O and
hx(t,x) = γ(x), ∀x ∈ ∂O, respectively. Regarding our 1-D boundary control example, we
set ε = 1, σ = 0.1, hx(t,0) = u1(t) and hx(t,a) = u2(t). In this case, ml(x) is simply given
by the identity function and the corresponding inner products associated with Girsanov’s
theorem are given by the standard dot product. Finally, the cost function used is the same as
above with S = {x|0 < x < a} and
hdesired(t,x) =
 1, for t ∈ [0,0.4],3, for t ∈ [0,0.4] and t ∈ [0.8,1.3].
J.2 Burgers SPDE
The 1D stochastic Burgers PDE with non-homogeneous Dirichlet boundary conditions is as
follows:
ht(t,x)+hhx(t,x) = εhxx(t,x)+σdW (t)
h(t,0) = h(t,a) = 1.0
h(0,x) = 0, ∀x ∈ (0,a)
(J.3)
where the parameter ε is the viscosity of the medium. Equation (J.3) considers a simple
model of a 1D flow of a fluid in a medium with non-zero flow velocities at the two boundaries.
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The goal is to achieve and maintain a desired flow velocity profile at certain points along
the spatial domain. As seen in the desired profile in Fig. 3 of the main paper, there are
3 areas along the spatial domain with desired flow velocity such that the flow has to be
accelerated, then decelerated, and then accelerated again while trying to overcome the
stochastic forces and the dynamics governed by the Burgers PDE. Similar to the experiments
for the Heat SPDE, we consider actuators behaving as Gaussian-like exponential functions




and the spatial effect (variance) of each actuator given by σ2l = (0.1a)
2, ∀ l = 1, . . . ,5. The
parameter a = 2.0 m is the length of the channel along which the fluid is flowing.
This spatial domain was discretized using a grid of 128 points. The numerical scheme
used semi-implicit forward Euler discretization for time and central difference approximation
for both the 1st and 2nd order derivatives in space. The 1st order derivative terms in the
advection term hhx were evaluated at the current time instant while the 2nd order spatial
derivatives in the diffusion term hxx were evaluated at the next time instant, hence the scheme
is semi-implicit. Following are values of some other parameters used in our experiments:
time discretization ∆t = 0.01, total simulation time = 1.0s, MPC time horizon = 0.1s, and










where the function 1S(x) is defined as in eq. (J.2) with S = ∪3i=1, where S1 = [0.18a,0.22a],
S2 = [0.48a,0.52a], and S3 = [0.78a,0.82a]. In addition hdesired(t,x) = 2.0 m/s for x ∈



















The parameter α determines the speed of a wave traveling down the length of the axon and ε
the rate of diffusion. By simulating the deterministic Nagumo equation with a = 5.0, ε = 1.0
and α =−0.5, we observed that after about 5 seconds, the wave completely propagates to
the end of the axon. Similar to the experiments for the Heat SPDE, we consider actuators





and the spatial effect (variance) of each actuator
given by σ2l = (0.1a)
2, ∀ l = 1, . . . ,7. The spatial domain was discretized using a grid of 128
points. The numerical scheme used semi-implicit forward Euler discretization for time and
central difference approximation for the 2nd order derivatives in space. Following are values
of some other parameters used in our experiments: time discretization ∆t = 0.01, MPC time
horizon = 0.1s, total simulation time = 1.5s for acceleration task and total simulation time
= 5.0s for the suppression task, and the scaling parameter κ = 10000. The cost function for









where hdesired(t,x) = 0.0 V for the suppression task, and hdesired(t,x) = 1.0 V for the ac-
celeration task, and the function 1S(x) is defined as in eq. (J.2) with S = [0.7a,0.99a].
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APPENDIX K
DERIVATION OF VARIATIONAL MINIMIZATION AND LOSS FUNCTION



































































































































where J̃ is defined in eq. (5.7). Similarly, we can use importance sampling for the expectation


























Putting all of this together, we get the required form of eq. (5.6) as,
L = EL̃






















ADDITIONAL INFORMATION ON IDVRL SIMULATIONS
Following are some details on each of our simulations which will help in reproducing our
results.
L.1 1D Heat SPDE distributed and boundary control
L.1.1 Distributed Control
The heat SPDE in 1D is given by






where ε is the thermal diffusivity parameter, which was set to 1 for our experiments. The
task is to achieve a desired temperature profile at 3 regions along the spatial domain. At the
center of these regions are actuators. The three-actuator-based control is achieved by setting
m(x)> = [m1(x),m2(x),m3(x)]> and G(t,h) to an identity operator. The actuator dynamics
m(x) are modelled by Gaussian-like exponential functions with the means co-located with








and the variance of the effect
of each actuator on nearby field states given by σ2l = (0.1a)
2, ∀l = 1,2,3. The cost function










where S := ∪3i=1Si and the indicator function 1S(x) is defined as
1S(x) :=





S1 = {x ∈ D | x ∈ [0.18a,0.22a]} is the region of the spatial domain on the left,
S2 = {x ∈ D | x ∈ [0.48a,0.52a]} is the region of the spatial domain in the center, (L.4)
S3 = {x ∈ D | x ∈ [0.78a,0.82a]} is the region of the spatial domain on the right.
The non-linear policy ϕ(h;Θ) was chosen to be a FNN with 2 hidden layers of 64
neurons each and ReLU activations. The network was trained using the ADAM optimizer
for 1000 iterations with 200 trajectories sampled from the Heat SPDE model per iteration.
Each trajectory was 1.0 seconds long with ∆t = 0.01 seconds.
These parameters were run over 200 trials to obtain the convergence results depicted
in fig. 5.4. These plots demonstrate that even though the state cost is not monotonically
decreasing, the loss has a monotonic-like decreasing behavior. As described in the main
text, this demonstrates that IDVRL may be pushing the state cost out of local minima.
Additionally, the variance in the algorithm decreases over iterations.
L.1.2 Boundary Control
In the boundary control case, we make use of the 1D stochastic heat equation






For Dirichlet and Neumann boundary conditions we have h(t,x) = γ(x), ∀x ∈ ∂O
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and hx(t,x) = γ(x), ∀x ∈ ∂O, respectively. In our 1-D boundary control example, we set
ε = 1, ρ = 10, hx(t,0) = u1(t)+ 1√ρ dW (t) and hx(t,a) = u2(t)+
1√
ρ
dW (t). In the infinite-
dimensional Hilbert space formulation, these boundary conditions are incorporated into
the G(t,h)ϕ(h;Θ) term. In this case, m(x)> = [m1(x),m2(x)]>, where each m(x) is simply
given by an indicator function and G(t,h) is an identity operator. The cost function is given
by eq. (L.2) with S = D and hdesired(t,x) = 3.
For 1D boundary control, the non-linear policy ϕ(h;Θ) was chosen to be a FNN with 2
hidden layers of 64 neurons each and ReLU activations. The network was trained using the
ADAM optimizer for 1000 iterations with 200 trajectories sampled from the Heat SPDE
model per iteration. Each trajectory was 1.5 seconds long with ∆t = 0.01 seconds.
L.2 2D Heat SPDE distributed control
The 2D Heat SPDE with homogeneous Dirichlet boundary conditions given by





h(t,0,y) = h(t,a,y) = h(t,x,0) = h(t,x,a) = 0,
h(0,x,y)∼N (h0;0,σ0),
(L.6)
where the parameter ε is the so called thermal diffusivity, which governs how quickly the
initial temperature profile diffuses across the spatial domain. Equation (L.6) considers the
scenario of controlling a metallic plate to a desired temperature profile using 5 actuators
distributed across the plate. The edges of the plate are always held at constant temperature
of 0 degrees Celsius. The parameter a is the length of the sides of the square plate, for which
we use a = 0.25 meters.
The 5 actuator-based control is achieved by setting m(x)> = [m1(x),m2(x),m3(x),
m4(x),m5(x)]> and G(t,h) to an identity operator. The actuator dynamics m(x) are modelled











and the variance of the effect of each actuator on nearby field states given
by σ2l = (0.1a)
2, ∀l = 1, . . . ,5. The spatial domain is discretized by dividing the x and y
domains into J = 32 points each creating a grid of 32× 32 spatial locations on the plate




























∀ j = 1, . . . ,J, l = 1, . . . ,5
For our simulations, we use a semi-implicit forward Euler discretization scheme for
time and central difference for the 2nd order spatial derivatives hxx and hyy. We used time
discretization ∆t = 0.02s, simulation time horizon T = 1.0s and thermal diffusivity ε = 1.0.











where S := ∪5i=1Si and the indicator function 1S(x,y) is defined similar to eq. (L.3) as
1S(x,y) :=

1, if (x,y) ∈ S
0, otherwise,
where,
S1 = {(x,y) ∈ D | x ∈ [0.48a,0.52a] and y ∈ [0.48a,0.52a]} is in the central region,
S2 = {(x,y) ∈ D | x ∈ [0.22a,0.18a] and y ∈ [0.48a,0.52a]} is the left-mid region,
S3 = {(x,y) ∈ D | x ∈ [0.82a,0.78a] and y ∈ [0.48a,0.52a]} is the right-mid region,
S4 = {(x,y) ∈ D | x ∈ [0.48a,0.52a] and y ∈ [0.18a,0.22a]} is in the top-central region,
S5 = {(x,y) ∈ D | x ∈ [0.48a,0.52a] and y ∈ [0.78a,0.82a]} is in the bottom-central region.
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Table L.1: Description of CNN policy network for 2D Heat SPDE.
Layer name Kernel size # Filters (output size) Stride Padding type Activation
Input - 1 - - -
Conv-1 4 5 2 VALID ReLU
Max-pool-1 2 - 2 - -
Conv-2 2 16 1 SAME ReLU
Max-pool-2 2 - 2 - -
Dense - 5 - - Linear
In addition hdesired(t,x,y) = 0.5◦C for (x,y) ∈ S1 and hdesired(t,x,y) = 1.0◦C for (x,y) ∈
∪5i=2Si and the scaling parameter κ = 10−3.
Since the domain is 2D, the inputs to the non-linear policy ϕ(h;Θ) are image-like data
after discretization, and therefore the policy was chosen to be a CNN. The description of
the network architecture is given in table L.1. The network was trained using the ADAM
optimizer for 1000 iterations with 50 trajectories sampled from the 2D Heat SPDE model
per iteration. Each trajectory was 1.0 seconds long with ∆t = 0.02.
L.3 1D Burgers SPDE distributed control
The 1D Burgers SPDE with non-homogeneous Dirichlet boundary conditions is given by




h(t,0) = h(t,a) = 1.0
h(0,x) = 0, ∀x ∈ (0,a)
(L.7)
where the parameter ε is the viscosity of the medium. Equation (L.7) considers a simple
model of a 1D flow of a fluid in a medium with non-zero flow velocities at the two boundaries.
The goal is to achieve and maintain a desired flow velocity profile at certain points along the
spatial domain. As seen in the desired profile in fig. 5.2e in the main paper, there are 3 areas
along the spatial domain with desired flow velocity such that the flow has to be accelerated,
then decelerated, and then accelerated again while trying to overcome the stochastic forces
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and the dynamics governed by the Burgers SPDE. Similar to the experiments for the
Heat SPDE, we consider m(x)> = [m1(x),m2(x),m3(x),m4(x)] and G(t,h) as an identity
operator with the actuators behaving as Gaussian-like exponential functions with the means





effect (variance) of each actuator given by σ2l = (0.1a)
2, ∀ l = 1, . . . ,5. The parameter
a = 1.0 m is the length of the channel along which the fluid is flowing.
This spatial domain was discretized using a grid of 64 points. The numerical scheme used
semi-implicit forward Euler discretization for time and central difference approximation
for both the 1st and 2nd order derivatives in space. The 1st order derivative terms in the
advection term uux were evaluated at the current time instant while the 2nd order spatial
derivatives in the diffusion term uxx were evaluated at the next time instant, hence the scheme
is semi-implicit. Following are values of some other parameters used in our experiments:
time discretization ∆t = 0.01, total simulation time = 1.0s, and the scaling parameter
κ = 100. The cost function considered for the experiments is given by eq. (L.2), where
S := ∪3i=1Si and the indicator function 1S(x) is given by eq. (L.3) with regions S1,S2,S3
given by eq. (L.4). In addition, hdesired(t,x) = 2.0 m/s for x ∈ S1∪S3, which is at the sides,
and hdesired(t,x) = 1.0 m/s for x ∈ S2, which is in the central region.
The non-linear policy ϕ(h;Θ) was chosen to be a FNN with 2 hidden layers of 64
neurons each and ReLU activations. The network was trained using the ADAM optimizer
for 1000 iterations with 100 trajectories sampled from the Burgers SPDE model per iteration.
Each trajectory was 2.0 seconds long with ∆t = 0.01 seconds.
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L.4 1D Nagumo SPDE distributed control (Suppression Task)
The stochastic Nagumo equation with Neumann boundary conditions is given by



















The parameter α determines the speed of a wave traveling down the length of the axon and ε
the rate of diffusion. By simulating the deterministic Nagumo equation with a = 5.0, ε = 1.0
and α =−0.5, we observed that after about 3.5 seconds, the wave completely propagates to
the end of the axon. We consider m(x)> = [m1(x),m2(x),m3(x)] and G(t,h) as an identity
operator with the actuators dynamics m(x) modelled as Gaussian-like exponential functions




and the spatial effect (variance)
of each actuator given by σ2l = (0.1a)
2, for l = 1,2,3. The spatial domain was discretized









where κ was chosen as 10−3, and the indicator function 1S(x) is defined as in eq. (L.3) with
S = [0.7a,0.99a]. The non-linear policy ϕ(h;Θ) was chosen to be a FNN with 2 hidden
layers of 64 neurons each and ReLU activations. The network was trained using the ADAM
optimizer for 1000 iterations with 50 trajectories sampled from the Nagumo SPDE model
per iteration. Each trajectory was 3.5 seconds long and ∆t = 0.01 seconds.
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APPENDIX M
DERIVATION OF THE LINDBLAD FORM
This section follows the derivation in [171] and adds more detail and intermediate steps for
clarity. An open quantum system is a closed quantum system S coupled to another system
B, called the environment. The total system can be expressed as S+B, which is a closed
system. Instead of just including the quantum system S, the closure now includes the system
and an environment B which S interacts with. The system S has potentially infinite degrees
of freedom and is referred to as the “reduced system", while an environment B with infinite
degrees of freedom is referred to as a “reservoir". A reservoir in equilibrium is referred to as
a “heat bath" or simply a “bath". The total Hilbert space of S+B is given by
H = HS⊗HB (M.1)
with time-dependent Hamiltonian
Ĥ(t) = ĤS⊗ ÎB + ÎS⊗ ĤB + ĤI(t). (M.2)
In real-world applications, properties of B can be unknown and uncontrollable. Therefore, B
is often restricted to simple cases for which solutions can be obtained.
Observables of the system S are always realized as operators of the form Â⊗ ÎB. There-
fore, the expectation of the observable Â of system S is given by
〈Â〉= trS{AρS}, (M.3)
where trS is the partial trace with respect to a complete orthonormal basis in S (i.e the degrees
of freedom of S), and ρS = trBρ is the reduced density matrix of S. The reduced density
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matrix has evolution given by
ρS(t) = trB{Û(t,0)ρ(0)Û†(t,0)}, (M.4)
and the total density matrix is a composition of the system and environment density matrices
ρ(t) = ρS⊗ρB. (M.5)












Suppose the open system is initially in an uncorrelated state ρ(0) = ρS⊗ ρB. Then the
mapping from initial state to a future state is given by
ρS(0)→ ρS(t) = V̂ (t)ρS(0)
= trB{Û(t,0)[ρS(0)⊗ρB]Û†(t,0)},
(M.7)
where V̂ (t) is a dynamical mapping operator V̂ : X (HS)→X (HS). X (HS) denotes the
space of density matrices of the reduced system S.
Let {|φα〉} denote a complete orthonormal basis in HB. The spectral decomposition of
the environment is given by
ρB = ∑
α
λα |φα〉〈φα |, (M.8)
where non-negative eigenvalues λα satisfy ∑α λα = 1. Using this decomposition, eq. (M.7)
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can be written as
V̂ (t)ρS(0) = trB{Û(t,0)[ρS(0)⊗ρB]Û†(t,0)} (M.9)
= ∑
β





λα |φα〉〈φα |]Û†(t,0)|φβ 〉 (M.11)
= ∑
α,β
λα〈φβ |Û(t,0)|φα〉ρS(0)〈φα |Û†(t,0)|φβ 〉 (M.12)
= ∑
α,β







where the operators Ŵαβ (t) in HS are defined by
Ŵαβ (t)≡
√
λβ 〈φα |Û(t,0)|φβ 〉, (M.15)





(t)Ŵαβ (t) = ÎS. (M.16)






















Thus, we conclude that the dynamical map operator V̂ (t) is a convex-linear, positive, trace-
preserving operator.
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The dynamical map operator V̂ (t) defined above is defined for fixed time t. Allowing t
to vary produces a one-parameter family {V (t)|t ≥ 0} of dynamical maps which describe
the whole future time evolution of the system. This time evolution can be very involved.
However, this can be treated by applying a Markovian assumption.
M.2 Markovian Quantum Master Equation
If the characteristic timescales over which the reservoir correlation functions decay are
much smaller than the characteristic timescale of the system, then we can neglect memory
effects and apply a Markovian assumption. For a homogeneous process (a process whose
propagator only depends on the difference of time arguments) the dynamical map is given
by
V̂ (t1)V̂ (t2) = V̂ (t1 + t2), t1, t2 ≥ 0 (M.21)
for which there exists a linear operator L̂ which is the generator of the map. The dynamical
map operator can then be written as
V̂ (t) = exp(L̂ t) (M.22)
which yields the “Markovian Quantum Master Equation" for the density matrix
d
dt
ρS(t) = L̂ ρS(t) (M.23)
In order to construct the most general form of L̂ , consider first the simple case of a finite
dimensional Hilbert space with dimHS = N. The corresponding Liouville space (direct
product of Hilbert spaces) is of dimension N2. Define the Hilbert-Schmidt inner product as
(Â, B̂)≡ tr{Â†B̂}. (M.24)
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We Choose a complete set of orthonormal operators F̂i, i = 1,2, . . . ,N2 such that
(F̂i, F̂j) = trS{F̂†i F̂j}= δi j. (M.25)
For convenience, set F̂N2 = (
1
N )
1/2ÎS such that all the other basis operators are traceless (i.e.
trSF̂i = 0, ∀ i = 1,2, . . . ,N2− 1). Now, applying the completeness relation, we can write






The dynamical map operator can then be written as





























where ci j = (F̂i,Ŵαβ (t))(F̂i,Ŵαβ (t))∗, and note that the matrix c is Hermitian and positive
semidefinite.
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, i = 1, . . . ,N2−1 Ĥ ≡ 1
2i
(F̂† + F̂).










































































Note that the semigroup L̂ is trace preserving:







































































Now, since a is a positive-definite matrix, it can be diagonalized via the Schur decomposition
uau† = diag(γ1, . . . ,γN2−1) (M.33)






Finally substituting in the diagonalization into eq. (M.32) produces the diagonal form of




















The commutator term describes a unitary part of the evolution generated by the Hamiltonian
Ĥ, and the γk eigenvalues are given in terms of correlation functions of the environment and
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describe relaxation rates for the different decay modes of the system. The operators Âk are
linear combinations of the basis operators F̂i and are called “Lindblad operators".
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APPENDIX N
DERIVATION OF THE BELAVKIN EQUATION FOR DISCRETE QND
MEASUREMENT
This derivation follows that of [171] and adds more detail and intermediate steps for
clarity. The Belavkin equation is a stochastic differential equation used for non-demolition
measurement of a quantum system, which can be used for filtering and feedback control.
The aparatus used for measurement is set up in such a way that we can ignore memory
effects in the dynamics which would arise due to the coupled dynamics, thus implying that
these system-environment interactions are “slow" in comparison to the system dynamics.
We assume that in this case we have Markovian dynamics (i.e. the state at the current time
only depends on the state at the previous time and not states at time steps before the previous
time). The Markovian evolution is given by a continuous semigroup {Tt}t≥0 of completely
positive maps. The Lindblad master equation (derived separately) describes the generator of
Tt and is given by
d
dt
|t=0 = L(ρ) =−i[H,ρ]+ i[V +V ∗,ρ]−
1
2
{V ∗V,ρ}+V ρV ∗, (N.1)
where H is a Hamiltonian that describes the evolution of the closed system, and V captures
interactions with the environment.
In order to arrive at the continuous measurement Belavkin master equation, we first start
by considering a photon counting experiment. In this experiment, we couple a laser to an
atom in a “forward channel" and split the laser to “side channels", where we measure the
emission of photons due to excitation of the atom by the laser. In this case, we can “unravel"
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this master equation by writing it as
L(ρ) = L (ρ)+J (ρ) =−i[H,ρ]+ i[V +V ∗,ρ]− 1
2
{V ∗V,ρ}+(1−|κs|2)V ρV ∗
+ |κs|2V ρV ∗ (N.2)
where J (ρ) = |κs|2V ρV ∗ and L (ρ) contains the remaining terms. The term |κs|2 is the
decay rate of photons into the side channel, and we will denote remaining photons in the
forward channel as |κ f |2, such that |κs|2 + |κ f |2 = 1.
In order to determine the measure space for the photon counting measurement, we first
consider a single measurement outcome over an arbitrary finite time interval [0, t). Photons
are not detected at every time instant, however over the experiment specifies those time
instants for which a photon is measured. Over the set [0, t), the measurement outcome is
therefore those time instants for which a photon is measured. For example consider an
specific outcome that measures k photons on [0, t). The set of times would be {t1, t2, . . . , tk}.
Since k is arbitrary for each experiment, the space of outcomes is
Ω([0, t)) := ∪∞n=0{σ ⊂ [0, t) : |σ |= n}= ∪∞n=0Ωn([0, t)) (N.3)
In other words, the sample space is the union of all possible outcomes, each outcome being
a number of counted photons associated with a set of counting times. With this we are able
to form a sample space.
Consider the space of n-tuples [0, t)n with Borel σ -algebra and measure 1n!λn, where λn
is the Lebesgue measure. Then the “counting current"
jn : (t1, . . . , tn) ∈ [0, t)n→{t1, . . . , tn} ∈Ωn([0, t)) (N.4)
induces a σ -algebra Σn([0, t)) and measure µn on Ωn([0, t)). For a given experiment, each
continuum of time produces a set of times for which a photon is counted. Define a measure
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µ on Ω([0, t)) such that µ = µn on Ωn([0, t)) and µ({φ}) = 1. Note that µn is the measure
over each experiment, while µ is the measure for the sample space.
Next, we wish to find an expression for the unnormalized state. First define the evolution
operator for experiment outcome ω = {t1, . . . , tk} ∈Ωt([0, t)) with ordered times 0≤ t1 ≤
·· · ≤ tk < t as
Wt(ω)(ρ) := exp((t− tk)L )J . . .J exp((t2− t1)L )J exp(t1L )(ρ) (N.5)
Next, denote the unnormalized state of the two-level atom at time t with initial state ρ
conditioned on the outcome of the experiment being in a set E ∈ Σt as M t [E](ρ). Davies
first showed that it is given by




With this, we can define the probability that event E occurs if the initial state is ρ as
Ptρ [E] := tr(M t [E](ρ)). This probability measure forms a consistent family of probability
measures {Ptρ}t≥0 across time, i.e. Pt+sρ [E] = Ptρ [E], ∀E ∈ Σt ,s≥ 0. We use Kolmogorov’s
extension theorem to extend this to a single probability measure Pρ on the σ -algebra Σ∞ of
the sample space Ω∞. These denote the probability measure, σ -algebra, and sample space
over all possible outcomes, respectively.
We define a random variable Nt on the measure space (Ω∞,Σ∞,Pρ) that takes events
E ∈Ω∞ and counts photons
Nt := Ω∞→ N : ω 7→ |ω ∩ [0, t)| (N.7)
This random variable Nt counts the number of photon counting times that appear in exper-
iment outcome ω . It has differential form dNt = Nt+dt −Nt such that if the current time
appears in the outcome t ∈ ω (a photon is measured), the count is incremented dNt(ω) = 1.
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Otherwise, no photon is measured and the count is not incremented dNt(ω) = 0. The
counting process has Itô rules dNtdNt = dNt since dNt ≤ 1, and dNtdt = 0. As a result of
the random variable dNt , the evolution of the density is stochastic, as represented by the





∞→M2 : ω 7→ ρ tω (N.8)




Wt(ω ∩ [0, t))(ρ)
tr{Wt(ω ∩ [0, t))(ρ)}
(N.9)
Here, Wt(ω ∩ [0, t))(ρ) takes as input the photon measurement times that are inside the
relevant time window. We explicitly take the intersection here because Ω∞ is no longer time
indexed, however Wt has the same form as above.
Next, we relate the two stochastic processes through the differential equation
dρ t• = αtdt +βtdNt , (N.10)
where αt and βt are processes that can be determined by differentiating eq. (N.9). This
differential equation is split into two parts: one were dt dominates, i.e. t /∈ ω , and one where
dNt dominates, i.e. t ∈ ω . Let us first examine the second part.
When t ∈ ω , as noted above dNt(ω) = 1, which dominates dt, i.e. dNt  dt. In this
case, we have
dρ t• = βtdNt = βt (N.11)
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Wt+dt(ω ∩ [0, t +dt))(ρ)
tr{Wt+dt(ω ∩ [0, t +dt))(ρ)}
−ρ tω
=
exp((t +dt− t)L )J (ρ tω)






On the other hand, when t /∈ ω , then dNt(ω) = 0, so dt dominates dNt(ω), i.e. dt dNt .
In this case, we have
dρ t• = αdt (N.13)














e(s−t)L J (ρ tω)
tr{e(s−t)L J (ρ tω)}
(N.14)
However, J (ρ tω) = |κs|2V ρ tωV ∗ is neglected since dt  dNt , i.e. the system evolution







evaluating the derivative in eq. (N.14) via quotient rule yields
α =















evaluating the first term for s = t and splitting the trace in the numerator of the second term
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yields
α = L − e





also, using eq. (N.15), we obtain
α = L − ρ
t
ω tr{e(s−t)L }tr{L }
tr{e(s−t)L }
= L −ρ tω tr{L }. (N.18)
Finally, noting that tr{L}= 0 = tr{L +J }, we have that tr{L }=−tr{J }. This results
in
α = L (ρ tω)+ tr{J (ρ tω}ρ tω (N.19)
The Belavkin master equation for the counting process results from plugging in eq. (N.19)
and eq. (N.12) into eq. (N.10), yielding
dρ t• =
[
L +ρ t•tr{J (ρ t•)}
]
dt +













= L(ρ t•)dt +
J (ρ t•)
tr{J (ρ t•)}












dNt− tr{J (ρ t•)}dt
)
= L(ρ t•)dt +




dNt− tr{J (ρ t•)}dt
)
(N.20)
Defining the so called Innovating Martingale as
dMt := dNt− tr{J (ρ t•)} (N.21)
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with M0 = 0 yields the compact form of the Belavkin equation
dρ t• = L(ρ
t
•)+







CHANGE OF MEASURE FOR CONTROLLED QND OPEN QUANTUM
SYSTEMS
Under our current notation, we have the controlled and uncontrolled processes
dρt = F(ρt)dt +B(ρt)dWt (O.1)





which, under standard assumptions, admits unique weak solutions of the form [194]





















Next, we assume that B(ρ) is invertible ∀ρ ∈HS. In order to realize the RN derivative
or change of measures between the path measure over uncontrolled trajectories and the
path measure over controlled trajectories, we write the uncontrolled solution in terms of the
controlled diffusion










where P(s) is a cádlág process (right continuous everywhere) that represents how the























































Note that the inner product in this Hilbert space is given by the Hilbert-Schmidt inner





























































Also, B(ρs) is Hermitian since it is composed of an operator with its Hermitian conjugate
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DERIVATION OF THE VARIATIONAL OPTIMIZATION-BASED FEEDBACK
CONTROLLER FOR QND MEASUREMENT OF OPEN QUANTUM SYSTEMS
The following components were provided in earlier sections and repeated here for clarity:
P.1 Controlled and Uncontrolled Dynamics
L : dρt = F(ρt)dt +B(ρt)dWt (P.1)






































where transposes are defined relative to the control degrees of freedom and the trace is
defined over the degrees of freedom of the density.















where for absolutely continuous measures L̃ >> L is defined as




















































































Plugging in the Gibbs measure eq. (P.6) and the Radon-Nikodym derivative eq. (P.3)
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Next, the minimization is evaluated piece by piece, where we pass gradients into integrals












































































































































































































































































































where the inverse term is a matrix in the dimensionality of ul , but a scalar in the dimension-
ality of ρt . Likewise the second expectation term is a vector in the dimensionality of ul , but
a scalar in the dimensionality of ρt .
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APPENDIX Q
CONNECTION BETWEEN THE KUSHNER-STRATONOVICH EQUATION AND
THE BELAVKIN EQUATION
In this section, we briefly explore the connection between the Belavkin equation in eqs. (7.12)
and (7.13). This connection can also be found in [190]. Consider the classical finite
dimensional dynamics with stochastic evolution as
dx(t) = F(x, t)dt +B(x, t)dW (t), (Q.1)
where x ∈ Rd is the state, F is the nonlinear function for the drift, B is the covariance of the
diffusion, and W (t) is a Wiener process on a properly defined probability triple (Ω,F ,P)
with filtration Ft . Let the observation process be given by
dy(t) = H(x, t)dt +R(t)dV (t), (Q.2)
where H is a potentially partially observable drift term, R is a covariance of the diffusion,





















(x′− x)nW (x′|x)dx′, (Q.4)
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and W (x′|x) is the transition probability rate. Truncating the Kramers-Moyal expansion to























i, j p(x, t)
)
. (Q.5)
The Fokker-Planck PDE describes the unconditional evolution of the system (i.e. where
we have not incorporated the observation process). The Fokker-Planck equation can be
analogously written in operator notation with the Fokker-Planck operator A as
dpt = A ptdt. (Q.6)
Conditioning the evolution on the measurement or observation yields the Zakai equation
as
dpt = A ptdt + ptH>dy, (Q.7)
Note that the distribution p(x, t) in eq. (Q.7) is no longer normalized. Normalizing the
Zakai equation yields the Kushner-Stratonovich equation






Innovation: dZt = dyt−〈H(x, t)〉dt (Q.9)
where Z(t) is an innovation process, which is itself a stochastic process driven by the
stochastic measurement process y(t).
Now, for ease of comparison we re-write the Belavkin equation for continuous QND
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measurement of an open quantum system in eqs. (7.12) and (7.13),
dρ tc = L0ρ
t

















Innovation: dWt = dyt−Tr
[
(V +V †)ρ tc
]
dt. (Q.11)
Thus one can draw similarities between the Kushner-Stratonovich equation eq. (Q.8) and the
Belavkin equation eq. (Q.10). Namely, the unconditional evolution of Kushner-Stratonovich









The conditioning terms lead to stochasticity, and are given as the terms multiplying dZ and
dW , respectively. Finally the innovation process in eq. (Q.9) and eq. (Q.11) each describe
the difference between what you measure, given by dy in both cases, and what you expect
to measure, given by 〈H(x, t)〉 in the classical case and 〈V +V †〉= Tr
[
(V +V †)ρ tc
]
in the
quantum case. Thus, one can think of the Belavkin equation as the quantum filtering analog
of the Kushner-Stratonovich equation in classical filtering.
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