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PREFACE 
The work being presented in the dissertation deals with the study of 
generalized convex functions and their appUcations to mathematical pro-
gramming. It consists of five chapters organized as follows: 
Chapter 1 consists of introduction to mathematical programming, some 
definitions and prerequisites for the present work. 
Chapter 2 deals a Unearization approach for solving nonlinear mathe-
matical programming problem involving convex or generalized convex func-
tions. The equivalence between the optimal points for the mathematical 
programming problem and its Unearized optimization problem is established. 
Furthermore, some duality results are also discussed for Unearized dual prob-
lems in the sense of Mond and Weir. 
Chapter 3 we establish suflScient optimality conditions for mathemat-
ical programming problem imder invexity and generalized invexity assump-
tions. An example is discussed to illustrate the sufficient optimality condi-
tions. Weak, strong and converse duaUty theorems are also established for 
Wolfe, Mond-Weir and generalized Mond-Weir duals. 
Chapter 4 deals an r;-approximated problem associated with a nonlin-
ear mathematical programming problem. The equivalence between optimal 
points for mathematical programming problem and its 7/-approximated opti-
mization problem is established. Moreover, 77-approximated dual problems in 
the sense of Mond and Weir are introduced and duaUty theorems are derived. 
Chapter 5 consists of Wolfe and Mond-Weir type symmetric dual pro-
grams. DuaUty theorems under invexity and pseudoinvexity of the kernel 
function K(x, y) are estabUshed. A pair of fractional symmetric dual pro-
grams is also discussed. These duality results are then used to investigate 
symmetric duaUty for minimax version of symmetric dual models wherein 
some of the primal and dual variables are constrained to belong to some ar-
bitrary sets, e.g., the sets of integers. Self duality theorems have also been 
obtained. 
The dissertation concludes with a list of references which by no means is 
a complete bibliography of the work on Generalized Convex Functions 
and Their Applications to Mathematical Programming. Only the 
work referred in this dissertation has been included in the Uterature. 
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Chapter 1 
Introduction 
Optimality conditions and duality have played an important role in the 
developments of mathematical programming. Optimahty conditions were 
first investigated by Fritz John [11] and Kuhn and Tucker [12]. Kuhn-Tucker 
conditions [12] not only laid down foundations for many computational tech-
niques in mathematical programming, but are also a great deal responsible 
for the development of duality theory. An extensive use of duahty in math-
ematical programming has not only been made for many theoretical and 
computational developments in mathematical programming itself but also in 
economics, control theory, business problems and other diverse fields. It is 
well known that duahty principles connect two programs, one of which called 
the primal problem, is a constrained minimization (or maximization) prob-
lem and the other, called the dual problem, is a constrained maximization 
(or minimization) problem, in such a way that the existence of an optimal 
solution to one of them guarantees an optimal solution to the other and op-
timal values of the two problems are equal. A pair of dual problems is called 
symmetric if the dual of the duai is the primal problem. 
The general mathematical programming problem in n-dimensional Eu-
clidean space can be stated as follows: 
(P) Minimize (or Maximize) f{x) 
Subject to xeX ^{x eS : g{x) < 0}, 
where 5 is an open subset of /Z", and f : S -^ R, g : 5 -> i?*" are differen-
tiable functions at x G X. 
The function / is known as the objective function and g is known as 
the constraint function. The set X is called the feasible set aiui any point 
X e X is called a feasible point or simply feasible. Any point x € A' 
which is feasible and minimizes (or maximizes) the objective function is re-
ferred to as optimal point or optimal solution. The corresi)onding value 
of the objective function i.e. f{x) is known as the optimal value. Any 
point X G A" is said to be an optimal point if f{x) < f{x) for all x e X. 
Similarily optimal point can be defined by changing the sense of inequality 
for maximum problem. 
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1.1 NOTATIONS 
If an m-dimensional function g represents inequality constraints of a 
mathematical programming problem and for some fixed feasible point x 
J = {jGM:gj{x) = 0}, 
then gj denotes the vector of active constraints at x. 
Let / : 5 —> i2 be a diflFerentiable scalar function defined on S then 
V/(x) denotes the gradient of f at x defined as 
V/(5) = dm dm am dxi ' dx2 ' ' dxn 
and the symbol V^/(*) denotes the nxn Hessian matrix of / at x, that is, 
v'm = 
v/i(s) 1 \i:hi^) ^M^)----i-M^) 
Vf2ix) 
V/ik(i) 
afr/2(^) i-j2{x)---^j2{x) 
£jk{x) i-Jk{x) •••, ^Jk{x) 
Let K{x,y) : i2" x i?" -> /? be a twice differentiable scalar function, 
VxK{x, y) and VyK{x, y) denote the gradient (column) vectors with respect 
to X and y at (x,y) respectively; and VxxK{x,y) and VyxK(x,y) denote 
respectively the nxn and mxn matrices of second order partial derivatives 
evaluated at (x,y). 
1.2 CONVEX FUNCTIONS AND EXTENSIONS 
Let S be an open convex subset of i?" and 0 be a continuous numerical 
function defined on S. Also, let C^ be the class of all continuous functions 
0 : S -^ R, such that all the first order partial derivatives of 6 exist and are 
continuous on S. Then at x G 5, we define 6 to be 
(i) Convex if for all x 6 5, 
e[Xx + (1 - x)x] < xe{x) + (1 - x)e{x), v A, o < A < i, 
or eqtiivalently, if 
e{x) - 6{x) > \/e{x){x - x) when 6 e C\ 
The function 6 is said to be strictly convex if the above conditions hold 
as strict inequalities for i 7^  x. 
(ii) Quasiconvex if for all x € -S, 
^(x) < ^(x) =» e[Xx + (1 - A)x] < 9{x), V A, 0 < A < 1, 
or equivalently, if 
0{x) < e{x) => S70(x){x - x) < 0 when eeC\ 
(iii) Pseudoconvex if ^ e C^ and for all x E S, 
V^(x)(x - x) > 0 =^ ^(x) > ^(x), 
or equivalently, if 
^(x) < ^(x) =^ \/e{x){x - x) < 0. 
(iv) Strictly Pseudoconvex if ^ e C^ and for all x G 5, and x ^ x, 
eix) < e{x) =^ s/e{x){x - x) < o, 
or equivalently, if 
V^(*)(a; - x) > 0 => ^(x) > ^(x). 
Further, 6 is said to be convex on 5 if ^ is convex at every point of S. 
A k-dimensional vector function ^ = (^1, ^2, • • • , Ok) is said to be convex at 
X (or on S) if for each j e K, Oj is convex at x (or on S). A function 9 is 
concave if and only if -6 is convex. Other definitions follow similarly. 
(v) Invex no e C^ and there exists a function rj : RP' x BJ^ —y iJ", such 
that 
e{x) - 9{x) > T)\x, x) V 0{x), for all x G 5. 
(vi) Pseudoinvex if^ € C^ and there exists a function rj: RJ" x RJ" —> i?" 
such that 
r/*(x, x) V 0(x) > 0 =» e{x) > e(x), for all x e S. 
(vii) Quasiinvex ifOeC^ and there exists a function T] : FT x RJ^ —^ RJ" 
such that 
T]\x, x) V 6{x) > 0 =J^  e{x) > e{x), for all x e S. 
Further, 6 is said to be invex on 5 if ^ is invex at every point of S. A 
k-dimensional vector function 0 = {61,62,-•• ,6k) is said to be invex at x (or 
on S) if for each j e K, 6j is invex at x (or on S). A fimction 6 is invex if 
and only if —6 is invex. 
It is well known that 
invexity => pseudoinvexity => quasiinvexity 
1.3 CLASSIFICATION OF SINGLE OBJECTIVE P R O G R A M S 
We now classify the single objective programs as follows: 
(A) Linear Program. If in the scalar program (P), the functions f and g 
are hnear, then it is called a linear programming problem. 
(B) Nonlinear Program. If any of the functions involved in the program 
(P) is not linear, then (P) is called a nonlinear programming problem. 
The nonlinear programs are further classified. Some of them, discussed 
in the present dissertation, are listed below: 
(B l ) Convex Program. If in the mathematical programming problem (P), 
the objective function is convex (or concave) and the feasible set X is convex, 
then (P) is called a convex programming problem. 
(B2) Nonconvex Program. The mathematical program which is not con-
vex is called a nonconvex program. 
1.4 OPTIMALITY CONDITIONS 
Necessary optimality conditions for scalar convex programming problem 
were first investigated by FVitz John [11]. He gave the following characteri-
zation of optimality for the scalar nonlinear program (P): 
Theorem 1.1 (Fritz John Type Necessary Condit ions ). 
If X € A" is an optimal solution of (P), then there exist u € R and 
ve R^ such that 
w V /(^) + *^ V 9{x) = 0, 
v'g{x) = 0, 
{u,v) > 0 . 
In the above conditions, the scalars u and Vi,i = 1,2,• • • ,m are called 
Lagrangian multipUers. If the Lagrangian multipUer u is equal to zero, the 
Fritz John conditions do not make use of any information pertaining to the 
gradient of the objective function. In this case any function can replace / 
and there will be no change in the above necessary conditions. So the Fritz 
John conditions are of no practical value in locating an optimal point when 
t2 = 0. In order to exclude such cases, some restrictions are imposed on 
the constraints. In the Uteratiu^e these restrictions are termed as constraint 
qualifications. Some of these constraint qualifications make use mostly of the 
difi^erentiabihty of the functions defining the feasible region X. 
We state below some of the constraint qualifications which will be used 
in the present dissertation: 
(i) The Kuhn-Tucker Constraint Qualiiication. 
The vector fimction g is said to satisfy the Kuhn-Tucker constraint qual-
ification at X G A" if ^ is differentiable at x and if 
yeHT-r 1 
x)y < 0 J 
where J = {j ^ M : gj{x) = 0}. 
There exists an n — dimensional vector 
function e on the interval [0,1] such that 
(a) e(0) = X 
(b) e{t) 6 X for 0 < t < 1 
(c) e is differentiable at t = 0 
and ^e(O) = Ay for some A > 0 
(ii) The Weak Axrow-Hurwicz-Uzawa Constraint Qualification. 
The vector function g is said to satisfy the weak Arrow-Hurwicz-Uzawa 
constraint qualification at x G X if ^ is differentiable at x and if 
\7gQ{x)z > 0 
S79pix)z > 0 
has a solution z E R^, where 
P = {i: gi{x) = 0, and gi is pseudoconcave at x} 
Q = {i : gi{x) = 0, and g; is not pseudoconcave at x}. 
and 
For definitions of other constraint qualifications and relations between 
them, we refer to Mangasarian [13] and Bazaraa et al. [3]. 
Assuming one or the other constraint qualifications many authors have 
developed necessary optimality conditions for (P) that are precisely the Fritz 
John conditions with the added property that u> 0. 
Theorem 1.2 (Karush-Kuhn-Tucker Type Necessary Condit ions) . 
If i € A' is an optimal solution of (P) and let g satisfies the Kuhn-Tucker 
constraint qualification at x. Then there exists v € RT^ such that 
V fix) + v' V 9{x) = 0, 
v*g{x) = 0, 
v>0. 
The above necessary conditions hold under any constraint qualification 
[13]. Kuhn and Tucker [12] also proved that the above necessary conditions 
are sufficient for optimaUty under suitable convexity assiunptions. 
1.5 DUALITY 
DuaUty theory has played an important role in the developments of 
mathematical programming. Optimality conditions and duaUty can be used 
not only to develop termination criteria but also to motivate and design the 
computational methods itself. It is well known that duality principles con-
nect two programs, one of which called the primal problem, is a constrained 
minimization (or maximization) problem and the other, called the dual, is 
a constrained maximization (or minimization) problem, in such a way that 
the existence of an optimal solution to one of them guarantees an optimal 
solution to the other and optimal values of the two problems are equal. 
Von Nemnaim [16] introduced the duality theory in linear programming 
and formulated the following dual pair : 
( P P ) Minimize f{x) — c'x 
Subject to Ax < b, 
x>0. 
(DP) Maximize g{y) = 6'j/ 
Subject to A^y > c, 
y>0. 
The above pair shows that if the primal problem is a minimization of a 
linear function over a set of linear constraints, then the dual is a maximiza-
tion of another Unear function over a set of Unear constraints. Moreover, 
dual of the dual is again the primal problem. 
The following duality theorems were proved by the same author. Let X 
and Y be the sets of feasible solutions of (PP) and (DP) respectively. 
(I) Weak Duality Theorem. For feasible solutions x and y, 
fix) > 9{y). 
(II) Strong Duality Theorem. If the primal problem has an optimal 
solution, then the dual also has an optimal solution and 
min/(a:) = maxp(y). 
(III) Existence Theorem. There exists a bounded (finite) optimal 
solution to (PP), if there exists a feasible solution to both the primal and its 
dual. 
DuaUty in nonlinear programming has also been developed extensively. 
It originated with the duality results of quadratic programming given by 
Dennis [7]. Mangasarian [13] and Wolfe [18] gave duality results for convex 
primal and dual programs. 
Dantzig et al. [6] considered the following primal and dual symmetric 
programs and established weak and strong duality theorems under convexity 
assumptions: 
Primal (SP) Minimize F{x, y) = K{x, y) - y*WyK{x, y) 
Subject to VyK{x,y) < 0, 
x,y>0. 
Dual (SD) Maximize G{u, v) = K(u, v) - u*V^K(u, v) 
Subject to V^K{u, v) > 0, 
u, V > 0, 
where K{x,y) : R" x ET ^ R\s a. differentiable function. 
Theorem 1.3 (Weak Duality). Let (x,t/) be feasible for (SP) and 
{u,v) be feasible for (SD). Also let 
(i) K{.,y) be convex in x, and 
(ii) K{x,.) be concave in y. 
Then 
F{x,y)>G{u,v). 
Theorem 1.4 (Strong Duality). Assume that the hypotheses of weak 
duality theorem are satisfied. Let 
(i) K(x, y) be twice diflferentiable, 
{ii) (x,y) be an optimal solution for (SP), and 
(Hi) T/yyK{x,y) is negative definite. 
Then (x, y) is an optimal solution for (SD) and the two objectives are equal. 
In [15], Mond and Weir considered the following pair of symmetric dual 
programs and discussed weak and strong duality theorems under generalized 
convexity assumptions: 
Primal (MP) 
Dual (MD) 
Minimize K(x, y) 
Subject to VyK{x,y) < 0, 
y'VyK{x,y)>0, 
x>0. 
Maximize K(u, v) 
Subject to VxAr(u, v) > 0, 
u'Vx/C(ii, v) < 0, 
r > 0 . 
Theorem 1.5 (Weak Duality). Let (x,y) be feasible for (MP) and 
(w,v) be feasible for (MD). Also let 
(i) K{.,y) be pseudoconvex in x, and 
(a) K(x,.) be pseudoconcave in y. 
Then 
K{x,y) > K{u,v). 
Theorem 1.6 (Strong Duality). Assume that the hypotheses of weak 
duaUty theorem are satisfied. Let 
(i) K{x, y) be twice differentiable, 
(ii) {x,y) be an optimal solution for (MP), 
(Hi) VyyK(x, y) be positive or negative definite, 
(iv) VyK{x,y)^0. 
Then (x, y) is an optimal solution for (MD) and the two objectives are equal. 
Chandra et al. [5] formulated the following fractional analogue of (MP) 
and (MD), and established appropriate duality theorems: 
Primal (FP) Minimize P{x,y) = §jgg 
Subject to 
Gix, y)VyFix, y) - F(x, y)VyG{x, y) < 0, 
y'[G{x,y)VyF{x,y) - F{x,y)VyG{x,y)] > 0, 
x > 0 . 
Dual (FD) Maximize Q(w, v) = gjffj 
Subject to 
G{u, v)V^F{u, v) - F{u, v)V^G{u, v) > 0, 
u'[G{u,v)Vr,F{u,v) - G{u,v)V^F{u,v)] < 0, 
v>0. 
Here F and G are twice differentiable functions from i?" x i?"" to R. 
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Theorem 1.7 (Weak Duality). Let (x,y) be feasible for (FP) and 
{u,v) be feasible for (FD). Also let 
(i) F(.,y) and G(x,.) be convex, and 
(ii) F{x,.) and G{., y) be concave. 
Then 
P{x,y)>Q{u,v). 
Theorem 1.8 (Strong Duality). Assume that the hypotheses of weak 
duaUty theorem are satisfied. Let 
(z) {x,y) be an optimal solution for (FP), 
(a) VyyP{x, y) be positive or negative definite, 
(m) VyPix,y)^0. 
Then (x, ^ ) is an optimal solution for (FD) and the two objectives are equal. 
11 
Chapter 2 
A Linearization Approach to 
Mathematical Programming 
Problem 
2.1 EsTTRODUCTION 
Optimality criteria and duality results form the foundations of math-
ematical programming both theoretically and computationally. The prob-
lem of TniniTTiiy.ing a function subject to constraints is a fundamental impor-
tance in mathematical programming. Many authors have investigated this 
problem, developing diflFerent methods which have been used successfully for 
solving some concrete problems for example: convex minimization, d.c. op-
timization, optimization of Lipschitz functions, etc. 
In the theory of constrained extremum problems, optimality conditions 
and duaUty results can be formulated in several different ways: among the 
most used are those of Lagrangian type. It is well known that for inequality 
constrained minimization problem, saddle point of the Lagrangian is always 
a global minimum of the optimization problem and they are also equivalent 
under the convexity assumption and some suitable constraint qualifications. 
It is aJso well known that various optimality conditions and certain duality 
results can be derived from theorems of the alternative (Mangasarian [13]). 
Recently, optimahty conditions and duality results for mathematical pro-
gramming problems under weakened convexity of functions and under weak-
ened differentiabihty assumptions, have been studied by several authors (for 
example, Martos[14], Mond and Weir [15]). Thus the optimality conditions 
and duaUty are obtained for optimization problems involving different non-
convex classes of functions. However, convexity and generalized convexity 
(pseudoconvexity and quasiconvexity) play a very important role in various 
branches of mathematical sciences, economics, natural and social sciences. 
Furthermore, the convex programming problems have the nice property and 
for such minimization problems different methods can be used. Some of 
the possible methods of solving convex programming problem consist in the 
minimization of dual function (Mond and Weir [15]). However, for nondiffer-
entiable convex programming, the subgradient method can be used to obtain 
optimahty and duality results (Rockafellar [17]). 
In this chapter, we introduce a new approach of solving a scalar non-
hnear constrained mathematical programming problem involving convex or 
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generalized convex functions. The aim of the present chapter is to show 
how one can obtain optimality conditions and duaUty results for a nonlin-
ear constrained mathematical programming problem involving convex and 
generahzed convex functions by constructing for it an equivalent minimiza-
tion problem. This equivalent linearized optimization problem is obtained 
by modifying the objective function and the constraint functions in the given 
mathematical programming problem at an arbitrary but fixed feasible point 
X. The Unearization is done in such a way, that the convex function is re-
placed by its tangent hyperplane, at an arbitrary but fixed feasible point x. 
In this way, we obtain a linearized mathematical programming problem with 
the same optimaUty solutions and the optimaUty value equal to the optimal-
ity value in the original problem. For an appropriate choose of this point x 
in which the convex functions are approximated by their tangent hyperplane, 
we prove several equivalences between the original solutions of the differen-
tiable convex constrained mathematical programming problem and its hnear 
approximation. 
Furthermore, we apply this approach to solve dual problems in the sense 
of Mond and Weir. Using the Unearization method we construct linear ap-
proximation of original Mond-Weir dual problems. With the help of lin-
earized duals in the sense of Mond-Weir, we establish different duality theo-
rems between the original mathematical programming problem and its orig-
inal Mond-Weir duals. 
2.2 A LINEARIZED OPTIMIZATION PROBLEM A N D 
OPTIMALITY CONDITIONS 
Let X be a feasible solution of (P). We consider the following linearized 
optimization problem: 
P{x) Minimize f{x) + V/(x)(x - x) 
Subject to gj{x) + Vgj{x){x - x) < 0, j = 1,2, • • • , m, 
where / , g and X are defined as in problem (P). 
Let 
X{x) :={xeS: gj{x) + Vgj{x){x - x) < 0, j = 1,2, • • • , m} 
denote the set of all feasible solutions of (P(x)). 
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It turns out that the Kaxush-Kuhn-Tucker conditions for the original 
mathematical programming problem (P) and the Unearized problem {P{x)) 
have the same form. Indeed, the Karush-Kuhn-Tucker necessary optimality 
conditions for the hneaxized problem (Pix)) have the following form: 
Theorem 2.1. Let x be an optimal solution of (P(S)) and let a suitable 
constraint qualification (Bazaraa et al. [3], Mangasarian [13]) be satisfied at 
X. Then there exists v G R^, such that 
V/(x)+v*Vs(x) = 0, (2.1) 
v*9ix) = 0, (2.2) 
v>0. (2.3) 
Now we establish the equivalence between the optimization problems 
(P) and (P{x)), that is, we prove that the sets of optimality solutions are 
the same in both considered problems (P) and (P(x)). It turns out that 
to establish this equivalence, we don't need to assume that the sets of all 
feasible solutions of (P) and (P(x)) respectively, are the same. 
Theorem 2.2. Let x be an optimal solution of (P) and let one of the 
constraint qualifications stated in (Bazaraa et. al [3], Mangasarian [13]) be 
satisfied at x. Then x is also optimal of (P(x)). 
Proof. By assumption, x is optimal for (P) and some suitable con-
straint qualification is satisfied at x. Then there exists v > 0 such that the 
Karush-Kuhn-Tucker conditions (2.1)-(2.2) are fulfilled. 
We proceed by contradiction. Let x be not optimal in (P(x)). This implies 
that there exists x feasible for (P(x)) such that 
fix) + Vf{x){x -x)< / (x) + V/(x)(x - x), (2.4) 
and, so 
V/(x)(x - x) < 0. (2.5) 
Using the feasibiUty of x in (P(x)) together with u > 0 we have 
v^g{x) + v'Vp(x)(x - x) < 0. 
Thus, from the Karush-Kuhn-Tucker condition (2.2) follows 
v^Vg{x){x - x) < 0. (2.6) 
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By (2.5) and (2.6), we get 
[Vfix) + v*V9{x)]{x-x)<0, 
which contradicts (2.1). Hence x is optimal for {P{x)). 
Remark 2.1. Note that we establish Theorem 2.2 without any assump-
tion to which class of functions belong the functions involving in problems 
(P) and (P(x)), respectively. However, we assume that a suitable constraint 
qualification (Bazaraa et. al [3], Mangasarian [13]) is fulfilled at an optimal 
solution in problem (P). It tinrns out that this assumption is essential to 
establish Theorem 2.2 and it will not be omitted. To illustrate this fact we 
give the following example: 
Example 2.1. We consider the following mathematical programming 
problem: 
Minimize f{x) = x 
{ x^ a X < 0 0 if X > 0 
Note that the set of all feasible solutions X = [0; oo), and x = 0 is 
optimal in the considered mathematical programming problem (P). Using 
the linear approximation approach to solve this problem we construct the 
following linearized optimization problem P(0) 
Minimize x 
Subject to x e R. 
It is not difficult to see that the introduced in this chapter linear ap-
proximation enlarges the feasible set from X = [0;oo) to X(0) = (-oo;oo). 
Thus, the linearized problem P(0) has an unbounded set of all feasible so-
lutions and, therefore, x = 0 is not optimal in this problem (the linearized 
problem P(0) has an unbounded optimal solution). This result follows from 
the fact that some constraint qualification is not fulfilled at an optimal point 
X = 0 in the considered mathematical prograuuning problem. 
Now under convexity assumption imposed on the objective function / 
and the constraint function g we estabUsh that any optimal solution in prob-
lem (P(x)) is also optimal in problem (P). 
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Theorem 2.3. Let x be optimal in problem (P(x)). Further, we assume 
that / and g are convex at x on X. Then x is also optimal in problem (P). 
Proof. By assumption, x is optimal in (P(x)). Thus, the inequaUty 
m+vmix -x)> m+vm{x - x) (2.7) 
holds for all X € X{x). By (2.7) 
V / ( x ) ( x - x ) > 0 (2.8) 
holds for all X € X{x). 
Now we assume that g is convex at x on X. Then, it is not difficult to show 
that X C X{x). 
Suppose that x is not optimal in (P). Then there exists x feasible for (P) 
such that 
fix) < fix). (2.9) 
Since x G x and from x C A'(x) it follows that x is also feasible in (P(x)). 
By assumption, / is convex at x. Hence by (2.9) we get the inequahty 
V/(x)(x - x) < 0 
which contradicts (2.8). This means that x is optimal in (P). 
In view of Theorem 2.2 and Theorem 2.3, if we assume that both the 
objective and the constraint functions involving in problem (P) are convex 
at X on the set of all feasible solutions X, and, moreover, some constraint 
qualification is satisfied at x, then problems (P) and (P(x)) are equivalent 
in the sense discussed above. Further, the optimal value in the linearized 
optimization problem (P(x)) is the same as the optimal value in the original 
mathematical programming problem (P). 
Now we give an example of a mathematical programming problem (P), 
which, by using the approach discussed in this chapter, is transformed to an 
equivalent linear optimization problem (P(x)). 
Example 2.2. We consider the following nonlinear mathematical pro-
gramming problem: 
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(P) Minimize f(x) = exp(x) 
Subject to g{x) = — arctanx < 0. 
Note that X = {x e R : x > 0} and x = 0 is an optimal point in the 
considered nonlinear mathematical programming problem (P). Moreover, / 
and g are convex at x on X. Now using the approach discussed in the chapter 
we construct the linearized optimization problem (P(x)) by a linear approx-
imation both the objective function / and the constraint function g near x. 
Thus, we obtain the following linear optimization problem 
(P(0)) Minimize 1 + x 
Subject to — X < 0. 
It is not difficult to see, that x = 0 is also optimal in the above linear 
optimization problem (P(0)), that is, in the Unearized optimization problem 
which is constructed by a modification of the objective function and the con-
straint function involving in the original problem. Since both the objective 
function / and the constraint function g are convex at x = 0 on X, and 
some constraint qualification is fulfilled at x = 0 (for example, Linear Inde-
pendence Constraint Quahfication) [1], then by Theorem 2.2 and Theorem 
2.3, X = 0 is optimal in both problems. Therefore, the optimal value in the 
linearized optimization problem (P(x)) is the same as in the original math-
ematical programming problem (P). 
As follows from the proof of Theorem 2.3 the assumption of convexity 
imposed on the involving functions can be weakened to generalized convexity. 
Indeed, the following is true: 
Theorem 2.4. Let x be optimal in (P(x)). Further, we assmne that g 
is quasiconvex at x on X, and / is pseudoconvex at x on X. Then x is also 
optimal in (P). 
In the following example we show that the above assumptions (in Theo-
rem 2.3 and 2.4) imposed on the constraint function g are consistent and they 
will not be omitted to prove that any optimal solution in problem (P(x)) is 
also optimal in (P). 
Example 2.3. We consider the following optimization problem (P) 
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(P) Minimize x^ 
Subject to X - x^ < 0. 
Then X = {x € R : 1 < x < 0}. Note that the constraint function g 
in the considered optimization problem (P) is concave on its domain. Now 
we construct the linearized optimization problem P{x) at the feasible point 
X = 1. Thus 
( P ( l ) ) Minimize 2x - 1 
Subject to X > 1. 
It is not difficult to see that x = 1 is optimal in the linearized optimiza-
tion problem (P(l)). However, it is not an optimal solution in the original 
optimization problem (P). This follows from the fact that g is neither convex 
nor quasiconvex at x = 1 on X. Hence there is no equivalency between the 
original mathematical programming problem (P) and its associated hnearized 
optimization problem (P(l)). Note that x = 0 is optimal in the original op-
timization problem (P) and it is also optimal in the hnearized optimization 
problem (P(0)). 
2.3 MOND-WEIR DUALITY 
Now we study the Mond-Weir type duahty [15] of the primal mathe-
matical programming problem (P). To prove some duality results we use the 
Unearization approach. Some linearized dual problems are constructed by a 
modification the functions involving in the original Mond-Weir duals. By the 
help of constructed linearized dual problems in the sense of Mond-Weir we 
prove duahty results between the original mathematical programming prob-
lem and its Mond-Weu: duals. 
We consider the following Mond-Weir type dual of (P): 
(MWD) Maximize f{y) 
Subject to V/(y) + v^Vg{y) - 0, 
Vjgj{y)>0, j = l,--,m, 
yeX, v>0. 
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Let 
W = { ( y , v ) e X x R " ' : V/(y) + v'Vg{y) = 0, vjgjiy) > 0 j = !,••• ,m} 
denote the set of all feasible solutions in (MWD). Further, let 
Y = {yeX:{y,v)eW}. 
Let X be a feasible solution in (P). Now we introduce the linearized 
Mond-Weir dual problem {MWD{x)) of the linearized optimization problem 
(F(x)) is a linear approximation of the original mathematical programming 
problem (P)): 
(MWD(x)) Maximize f{x) + V/(x)(y - x) 
Subject to V/(x) + v^Wg{x) = 0, 
Vjdji^) + ^9j{x){y -x)>0, J = 1,2, • • • , m, 
yeX, v>0. 
For the given feasible solution {y,v) e W we construct {P{y)) and 
{MWD{y)). We have 
(P(y)) Minimize f{y) + Vf{y){x - y) 
Subject to gj{y)+Vgj{y){x-y) < 0, j = 1,2, • • • , m, 
XEX. 
(MWD(y) ) Maximize /(y) + V/(y)(y - y) 
Subject to V/(y) + u*Vp(y) = 0, 
-"jdjiy) + ^gj{y){y - y) > o, i = i, • • • , m, 
yeX, u > 0. 
We denote by D(y) and W(y) the sets of all feasible solutions in Unearized 
problems (P(y)) and (MWD(y)), respectively Further, let 
y{y) = {yex:{y,v)ew{y)}. 
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Now we prove the weak duality theorem between problems (P(y)) and (MWD(y)). 
Theorem 2.5 (Weak Duality). Let x and {y,v) be any feasible solu-
tion in linearized optimization problems P(y)) and (MWD(y)), respectively. 
Then 
V / ( y ) ( a ; - y ) > V / ( y ) ( ? / - y ) . 
Proof. Let x and (y, v) be any feasible solutions in (P(y)) and (MWD(y)), 
respectively. We proceed by contradiction, that is, suppose that 
V / ( y ) ( a ; - y ) < V / ( y ) ( y - y ) , 
and, so 
V / ( y ) ( x - y ) < 0 . (2.10) 
Using the feasibiUty of x in P(y)) together with u > 0 we have 
v'p(y) + v*Vy(y) (x -y )<0 . (2.11) 
Since (y,u) is feasible in MWD(y)) then 
A ( y ) + w*Vp(y)(y-y)>0. (2.12) 
By (2.11) and (2.12), we get 
v'Vg{y){x - y) < 0. 
Thus, from the first constraint of (MWD(y)) we get the inequality 
V / ( y ) ( x - y ) > 0 , 
which contradicts (2.10). 
Note that the weak duaUty between (P(y)) and (MWD(y)) we estab-
lished without any convexity assumption imposed on functions involving in 
these linearized optimization problems. Using the result above we establish 
the weak duality theorem between the original optimization problems (P) 
and (MWD). 
Theorem 2.6 (Weak Duality). Let x and (y,u) be any feasible so-
lutions in (P) and (MWD), respectively. Moreover, we assume that / and g 
are convex at y on x. Then 
m > f{y). 
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Proof. Let x and (y,v) be any feasible solutions in (P) and (MWD), 
respectively. We proceed by contradiction. Suppose that 
m < fiy) {213) 
For the given feasible solution {y,v) G W we construct {P{y)) and 
(MWD(y)). Note that x and (y, v) are also feasible for (P(y)) and (MWD(y)). 
Then using the weak duality theorem between linearized optimization prob-
lems (P(y)) and (MWD(y)) Theorem 2.5 we get that the inequality 
V / ( y ) ( x - y ) > V / ( y ) ( y - y ) 
holds for all y e Y{y). 
Thus, for y = y 
V / ( y ) ( x - y ) > 0 . (2.14) 
Since / is convex at y on X then 
fix) - m > V/(y)(x - y). 
and by (2.14) we get the inequality we get 
m > f{y), 
which contradicts to (2.13). 
Now we prove the strong duaUty theorem for linearized optimization prob-
lems (P(x)) and (MWD(x)). 
Theorem 2.7 (Strong Duali ty) . Let x be an optimal point in (P(x)) 
and let a suitable constraint qualification (Bazaraa, et. al [3], Mangasarian 
[13])be satisfied at x. Then there exists v >0 such that (x, v) is optimal in 
(MWD(x)). 
Proof. Since x is an optimal solution in (P(x)) then there cxi.st.s i) > 
0 such that the Karush-Kuhn-Tucker optimality conditions (2.1)-(2.2) arc-
satisfied. We show that {x,v) is feasible in (MWD(x)). From the Karu-sh-
Kuhn-Tucker optimality conditions (2.1)-(2.2) follows that 
V/(x) + v'Vg{x) = 0, 
v\g{x) + Vg{x){x - x)) = 0. 
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Hence it follows the feasibility of (x, v) in {MWD(a;)). 
Now we prove that {x,v) is optimal in (MWD(x)). We proceed by contra-
diction. Suppose that (x,v) is not optimal in (MWD(i)). Then there exists 
(y, t;) feasible in (MWD(x)) such that 
fix) + Vmiy -x)> m + Vf{x){x - x), 
and, so 
V/(x)(y - x) > 0. (2.15) 
Since {y,v) is feasible in (MWD(x)) then 
V/(x) + v*Vg(x) = 0, 
and also by (2.15) 
v*Vg{x){y-x)<0. (2.16) 
Using V > 0 together with ^(x) < 0 we obtain vg{x) < 0. Since (y, v) is 
feasible in (MWD(x)), therefore, we have 
v\gix) + V9{x)){y-x)>0, 
and v^g{x) < 0 impUes the inequality 
v'Vg{x){y - x) > 0, 
which contradicts (2.16). Thus, {x,v) is optimal in (MWD(x)). 
Now we prove some useful lemma which we use to establish the strong dual-
ity theorem for (P) and (MWD). 
Lemma 2.1 . Let x and {y,v) be feasible solutions in (P) and (MWD), 
respectively, such that / (x) = f{y). Then x and {y,v) are optimal in (P) 
and (MWD), respectively. 
Proof. We proceed by contradiction. Suppose that x is not optimal in 
(P). Then there exists a feasible solution x in (P) such that 
/(^) < fix). (2.17) 
Using the assumption / (x) = /(y) together with (2.17) we get / (x) < /(y) . 
But this contradicts the conclusion Theorem 2.6. The proof of the optimality 
of (y, v) in (MWD) follows similarly. 
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Using the strong duality theorem for (P(x)) and (MWD(x)) Theorem 2.7 we 
prove the strong duality theorem for (P) and (MWD). 
Theorem 2.8 (Strong Duality). Let x be optimal in (?) and a suit-
able constraint qualification be satisfied at x (Bazaraa, et. al [3], Mangasar-
ian [13]). Further, we assume that g is convex at x on X. Then there exists 
u > 0 such that (x, v) is optimal in (MWD). 
Proof. Since x is an optimal solution in (P) then there exists v > 0 
such that the Karush-Kuhn-Tucker optimality conditions (2.1)-(2.2) are sat-
isfied. Now we show that (x, v) is feasible in (P(x)) and it is also feasible in 
(MWD(x)). Since x e X and g is convex at x on X then (x, v) is feasible 
in (P(x)). Using the Karush-Kuhn-Tudcer optimahty conditions together 
with the constraint of (MWD(x)) we obtain that {x,v) is also feasible in 
(MWD(x)). In the same way it can be proved the feasibility of (x, u) in 
(MWD). In the same way it can be proved the feasibility of (x, v) in (MWD). 
By Theorem 2.2 we have that x is optimal point in (P(x)). Now using 
the strong duality Theorem 2.7 we have that (x, v) is optimal in (MWD(x)). 
This also impHes that (x,t;) is also feasible in (MWD). Thus, the conclusion 
of this theorem follows by Lemma 2.1. 
2.4 APPLICATIONS TO ECONOMIC PROBLEMS 
In this section we discuss the potential applications of the introduced 
approach for solving certain economic problems. As we show the introduced 
approach is useful and appUcable to prove optimality and duality results in 
different economic optimization problems. Now we present an example of 
economic optimization problem involving nonUnear functions, which by us-
ing the introduced approach is transformed to a linear optimization problem. 
A common problem in organizations is determining how much of a 
needed item should be kept on hand. For retailers, the problem may re-
late to how many units of each raw material should be kept available. This 
problem is identified with an area called inventory control, or inventory 
management. Concerning the question of how much "inventory" to keep 
on hand, there may be costs associated with having too little or too much 
inventory on hand. Now we consider more precisely an example of such 
economic problem. A factory produces some product. The total cost of 
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producing x units of this product is described for this factory by the follow-
ing function f{x) = ^^^ + 0,12x + 2,000,000. But the plan of produc-
tion makes that a total amoimt of producing x should satisfy the condition 
^(x) = a:^  - 1300a; -I- 360,000 < 0 (this condition follows, for example, from 
the possibilities of used machines to a production of this product). We want 
to determine how many miits x should be produced in order to minimize the 
maximal cost of producing in this factory? Thus, we obtain the following 
nonlinear mathematical programming problem: 
(P) Mimmize / (x) = i ^ - ^ 0,12x-I-2,000,000 
g{x) = x^ - 1,300x -\- 320,000 < 0, 
X = {xeR:x>Q}. 
Note that the set of feasible solutions X = { x 6 / 2 : 4 0 0 < x < 900}. 
It can be proved that all functions involving in the considered problem are 
convex at x = 900 on X, and linear independence constraint qualification 
is satisfied at x. Now by using the introduced approach we construct the 
following linearized optimization problem 
(P(900)) Minimize f{x) + Vf{x){x-x) = 2,Qm,2A\\-^{x-^Q()) 
g{x) + Vg{x){x - x) = 500(x - 900) < 0. 
Thus, we have 
(P(900)) Minimize f{x) + V/(x)(x - x) = 2,000,66| - ^ x 
X - 900 < 0. 
It is not difficult to see that x = 900 is optimal in the above lin-
earized optimization problem (P(900)) with the same optimal value equal 
to 2,000,2411 as in the original mathematical programming problem. Sinc:e 
all hypothesis of Theorem 2.2 and 2.3 are fulfilled at x, therefore, x = 900 
is optimal in both optimization problems (P) and (P(9GG)). However, it is 
not difficult to see that the linearized optimization problem (P(900)) is easier 
to solve than the considered original nonhnear mathematical programming 
problem (P). Thus, as follows from a solution of the linearized optimization 
problem (P(900)), it should be produced 900 units in order to minimize the 
maximal cost of producing in this factory. 
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Chapter 3 
Sufficiency and Duality in 
Mathematical Prq0ranimin0 
3.1 INTRODUCTION 
Some numerous generalizations of convex fimctions have been derived 
which proved to be useful for extending optimality conditions and some classi-
cal duality results, previously restricted to convex programs, to larger classes 
of optimization problems. 
Various classes of functions have been defined for the pinpose of weaJcen-
ing this limitation of convexity in mathematical programming. Mangasaxian 
[13] has speculated that pseudoconvexity of f{x) and quasiconvexity of g{x) 
are the weakest conditions that can be imposed so that the above conditions 
are sufficient for optimality. It will be shown that there axe other wide classes 
of functions for which the conditions are sufficient. 
A dominant feature in the use of convexity is that local optimality im-
plies global optimality; and consequently it may appear that the local nature 
of the differential calculus may be an inhibiting factor in generalizing too 
far away from convexity. Another much used property of convex fimctions 
is that they are always bounded on one side by their tangent hyperplanes at 
any point, which faciUtates the use of linear bounds and approximations. 
3.2 SUFFICIENCY 
Theorem 3.1. Let / and g be invex at x for the same function T). If 
there exists v G /?"* satisfying, 
V/(x)-f ii'V.7(.f) = 0. (3.1) 
v'g(x) = 0, (3.2) 
V > 0, (3.3) 
then i is an optimal solution of (P). 
Proof. Since / is invex at x, we have 
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f{x)-m>v'ix,x)Vf{x) 
= -T)\x, x)v'V9{x) (Using (3.1)) 
> -v*{g{x) - g{x)) (by invexity of g) 
> 0, (by feasibility of (P) and (3.2)), 
or fix) > fix). 
Hence x is an optimal solution of (P). 
Example. Minimize / (x) = Xi — sin X2 
Subject to giix) = sin xi — 4sin X2 < 0, 
giix) = 2sin Xi + 7sin X2 + xi — 6 < 0, 
^3(x) = 2xi + 2x2 - 3 < 0, 
g^ix) = 4x1 + 4x^  - 9 < 0, 
g^ix) = -s in Xi < 0, 
gsix) = -s in X2 < 0, 
a;i,X2 > 0. 
Note the nonconvex nature of the constraint set and of the objective function. 
All of these functions satisfy the definition of invexity with 
ry(x,x) 
where 
X 
^sinxi — sinxi"^ 
COSXi 
sin X2 — sin X2 
\ cos X2 
and X = I _^  
X2 
26 
Here the Lagrangian function L(x, u) = f(x) + i/g(x) is 
L = Xi - sina;2 + t'i(sin Xi - 4sin X2) + i/2(2sin Xi + 7sin X2 + Xi - 6) 
+ 1/3(2x1 + 2x2 - 3) + 1/4(4x1 + 4x2 - 9) + i/5(-sin xi) + i/6(-sin X2), 
and it is easily verified that the Kuhn-Tucker conditions, are satisfied by 
i>= [0 , ^ ,0 ,0 ,y ,0 ] , 
and -
r/^  . _ l O i 
x = [0,sm -J. 
Note that in order to apply Theorem 3.1 it is not necessary to know the 
function 7/(xi,X2). It is sufficient to know that it exists. 
Theorem 3.2. Let / be pseudoinvex and vjgj be quasiinvex at x for 
the same fimction 77. If there exists v G H^ satisfying, 
Vm + v'jVgj{x) = 0, (3.4) 
v'g{x) = 0, (3.5) 
v>0, (3.6) 
then X is an optimal solution of (P). 
Proof. Let J = {j e M : gj{x) = 0} and I = {i e M : gi{x) < 0} such 
that IliJ = M. 
From condition (3.5), we have 
vydx) + Vjgjix) = 0, 
which imphes t;Jp/(x) = 0, since u/ > 0 and gi{x) < 0, therefore vj = 0. 
Hence the above equation reduces to 
v'jgAx) = 0. (3.7) 
By the feasibility of x for (P) and (3.7), we g<'t 
^jgj{x)<Q = v^jgj{x), 
which on using quasiinvexity of vjgj at x gives 
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v\x,x)Vvjgj{x)<Q. (3.8) 
Inequality (3.8) alongwith (3.4) changes to 
r)\x,x)Vf{x)>0, 
which on applying pseudoinvexity of / at x yields 
fix) > m. 
Therefore x is an optimal solution of (P). 
Remark 3.1. The assimiption that VJQJ is quasiinvex is very important, 
as we see in the previous Theorem 3.2. Of course, to get the desired result 
without this condition, other conditions should be enforced, which leads to 
the following theorem. 
Theorem 3.3. Let / + VJQJ be pseudoinvex at x for the function rj. If 
there exists v G R^ satisfying, 
Vf{x) + v'Vg{x) = 0, (3.9) 
v'9{x) = 0, (3.10) 
v>0, (3.11) 
then X is an optimal solution of (P). 
Proof. Following the above theorem, we have vj = 0, and hence (3.9) 
can be written as, 
Wi^) + v'j9j{x)]^0, 
which on using pseudoinvexity of / + VJQJ at x gives, 
fix) + v'jgj{x) > fix) + v'jgj{x). (3.12) 
Inequality (3.12) alongAV-ith feasibility of x for P and (3.10) and (3.11) reduces 
to 
fix) > fix). 
Hence x is an optimal solution of (P). 
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3.3 WOLFE DUALITY 
Wolfe [18] considered the following dual for nonlinear niathematical pro-
gramming problem (P): 
(WD) Maximize fiy) + v^g{y) 
Subject to V/(y) + u'V^Cy) = 0, 
v>0. 
Theorem 3.4 (Weak Duality). Let x be feasible for (P) and {v, y) be 
feasible for (WD). Then 
f{x)>f{y) + v'g{y). 
Proof. Since / and g are invex at y, we have 
f{x)-f{y)>rf{x,y)Vf{y), (3.13) 
g{x)-g{y)>rf{x,y)Vg{y). (3.14) 
On multiplying (3.14) by v and adding (3.13), we get 
f{x) - f{y) + v'[g{x) - g{y)] > r]\x, y)[Vf{y) + v'Vg{y)], 
> 0 (Using first dual constraint), 
or 
f{x)>f{y)-v'g{x) + v'g{y). 
Since v>0, g{x) < 0, the above inequality reduces to 
f{x)>f{y) + v'g{y). 
Theorem 3.5 (Strong Duality). Let x be a local or global optimal 
solution for (P) and g satisfies the Knhn-Tucker constraint qualification at 
X. Then there exists v € /?'" such tliat (y = x, v) is a feasible solution for 
(WD) and the objective values of (P) and (WD) are equal. 
If the assumptions of weak duality Theorem 3.4 hold for all feasible 
{x,y,v), then {x,v) is a global optimal solution for (WD). 
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Proof. Since x is a local or global optimal solution for (P) at which the 
Kuhn-Tucker constraint qualification is satisfied, then by Theorem 1.2, there 
exists V € R^, such that 
v'g{x) = 0, 
t ; > 0 . 
Therefore {x,v) is feasible for (WD) and objective values of (P) and (WD) 
are equal. The optimahty of (x, v) for (WD) thus follows from weak duahty 
Theorem 3.4. 
Theorem 3.6 (Converse Duality). Let {y,v) be an optimal solution 
for (WD). If the n x n Hessian matrix V^f{y) + V^v*^g{y) is non-singular, 
then y is feasible for (P) and objective values are equal. 
Also, if the assumptions of weak duality hold for all feasible (x, y, v) of 
(P) and (WD), then y is an optimal solution for (P). 
Proof. Since (y, u) is an optimal solution for (WD). By Theorem 1.1 
there exist a G i2, P E R" and 7 G R"" such that 
a[V/(y) + Vv'g{y)] + p'[V^f{y) + VH'g{y)] = 0, (3.15) 
ap(y) +/3'Vp(y) + 7 = 0, (3.16) 
Yv = 0, (3.17) 
( a , 7 ) > 0 , (3.18) 
( a , / 3 ,7 )^0 . (3.19) 
Using first dual constraint in (3.15), we get 
/?[VV(y) + VVp(y)] = 0, 
which by non-singularity of [V^/(y) + V^v^g{y)] gives 
/? = 0. (3.20) 
Now suppose a = 0, then using /? = 0 in (3.16), we obtain 7 = 0. Thus 
(a, (^,7) = 0, a contradiction to (3.19), therefore a > 0, and hence from 
(3.16), we get 
9iy) = - - < 0. 
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Thus y is feasible for (P) and the objective values are equal. The optimahty 
of y for (P) follows from weak duality Theorem 3.4. 
3.4 MOND-WEIR DUALITY 
Mond and Weir [15] formulated the following dual program for (P) and 
derived duality theorems under pseudoconvexity and quasiconvexity assump-
tions: 
(MD) Maximize f{y) 
Subject to Vf{y) + v'Vg{y) = 0, 
v'g{y) > 0, 
t ; > 0 . 
Theorem 3.7 (Weak Duality). Let x be feasible for (P) and (u,y) be 
feasible for (MD). Then, 
fix) > fiy). 
Proof. Since g{x) < 0 and v>0 
v'g{x) < 0 < v'g{y). 
Using quasiinvexity of v^g at y, we get 
v\x,y)Vv'g{y)<0. 
Prom the first dual constraint we have, 
v\x,y)Vf{y)>0. 
But / is pseudoinvex at y. 
Hence 
fix) > fiv). 
Theorem 3.8 (Strong Duality). Let x be a local or global optimal 
solution for (P) and g satisfies the Kuhn-Tucker constraint qualification at 
X. Then there exists v e RT such that (y = x, v) is a feasible solution for 
(MD) and the objective values of (P) and (MD) are equal. 
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If the assumptions of weak duality Theorem 3.7 hold for all feasible 
{x,y,v), then {x,v) is a global optimal solution for (MD). 
Proof. Since x is a local or global optimal solution for (P) at which the 
Kuhn-Tucker constraint qualification is satisfied, then by Theorem 1.2 there 
exists V G R^, such that 
V/(x) + v^Vg{x) = 0, 
v'g(x) = 0, 
t ; > 0 . 
Therefore (x, v) is feasible for (MD) and objective values of (P) and (MD) 
are equal. The optimaUty of (x, v) for (MD) thus follows from weak duahty 
Theorem 3.7. 
Theorem 3.9 (Converse Duzdity). Let {y,v) be an optimal solution 
for (MD). If 
(i) the n X n Hessian matrix V^f{y) + ^^v*g{y) is positive or negative 
definite, and 
(a) the vector 'Vv*^g{y) is non-zero. 
Then y is a feasible solution of (P) and objective values are equal. 
Also, if the assmnptions of weak duahty Theorem 3.7 hold for all feasible 
(x,y,v) of (P) and (MD) then y is an optimal solution for (P). 
Proof. Since {v,y) is an optimal solution for (MD), by Theorem 1.1 
there exist a e R, 0 e R^, ueR and j e RT" such that 
«V/(y) + i9'[VV(y) + "^^v'giy)] + uv'Vg{y) = 0, (3.21) 
P'l'^giy)] + i^9{y) + 7 = 0, (3.22) 
uv'g{y) = 0, (3.23) 
l^v = 0, (3.24) 
(a,J^,7)>0, (3.25) 
(a,;g,i/,7)^0. (3.26) 
The first constraint of the dual problem and (3.21) give 
(1/ - a)Vv'g{y) + l3'[V^f{y) + Vv'giy)] = 0. (3.27) 
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On multiplying (3.27) by p, from the right and using (3.22), (3.23) and (3.24), 
we get 
y3*[VV(y) + "^'v'gmP = 0, 
which by hypothesis (i) gives 
p = o. 
FVom equation (3.27), we get 
(u - a)W9{y) = 0, 
which by virtue of (ii) impUes 
u = a. 
Suppose a = 1/ = 0, then from equation (3.22), we get 
7 = 0. 
Thus {a,/3,i/,'Y) = 0, a contradiction to (3.26), hence 
a = u>0. 
Dividing equation (3.22) by u, 
9{y) = - ^ < 0. 
Therefore y is a feasible solution for (P) and the objective values are equal. 
Prom weak duahty Theorem 3.7, we get y is an optimal solution for (P). 
3.5 GENERALIZED M O N D - W E I R DUALITY 
Mond-Weir [15] obtained the following dual and discussed appropriate 
duality results under generalized convexity assumptions: 
(GMD) Maximize f{y) + ^ Vigi{y) 
ieio 
Subject to V/(y) + v^Vg{y) = 0, 
Evigi{y)>0, a=l,2,--- ,p, 
ie/a 
v>0, 
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p 
where/a C M = {1,2,---,m}, a = 0,1,2,-•• ,p with U /„ = M 
a = 0 
and /a n J^  = 0 if a 7^  y9. 
Theorem 3.10 (Weak Duality). Let x be a feasible solution for (P) 
and (y,u) be a feasible solution for (GMD). Then, 
/ ( x ) > / ( y ) + ^wi^i(t / ) . 
ie/o 
Proof. Since g{x) < 0 and u > 0 
^ViQiix) < 0 < ^ M i ( y ) -
The quasiinvexity of Y^ ViQi at y implies, 
t6 /a 
r}\x,y)[Y,'^Vigi{y)]<Q. (3.28) 
te/a 
Prom the first equality constraint of (GMD), we have 
which on using in (3.28) yields 
v'ix,y)[Vfiy) + Y'^VigM > 0. (3.29) 
ie/o 
Pseudoinvexity of / + ^3 «^P« ^^ 2/ ^ ^^ ^ (3.29) give, 
ie/o 
/(x) + 5];i;i^i(x) > /(y) + Y''igi{y). 
ieio ie/o 
Since u > 0, g{x) < 0 the above inequaUty shows 
f{x)>f{y) + Y,^igi{y). 
ie/o 
We now merely state the following strong duaUty theorem without proof 
as it run analogously to that of Theorem 3.8. But in this case, we invoke the 
weak duality Theorem 3.10. 
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Theorem 3.11 (Strong Duality). Let 5 be a local or global optimal 
solution for (P) and g satisfies the Kuhn-Tucker constraint qualification at 
X. Then there exists v G R^ such that (y = x, u) is a feasible solution for 
(GMD) and the objective values of (P) and (GMD) are equal. 
If the assiunptions of weak duaUty Theorem 3.10 hold for all feasible 
(x,y,u), then {x,v) is a global optimal solution for (GMD). 
Theorem 3.12 (Converse Duality). Let (y, v) be an optimal solution 
for (GMD). If 
(i) the n X n Hessian matrix V^f{y) + ^^v^g{y) is positive or negative 
definite, and 
(u) the set Y^ Vt;ipi(j/),a = 1,2, • • • ,p is Unearly independent, then y is 
feasible for (P) and the objective values are equal. 
Also, if the assumptions of weak duality Theorem 3.10 hold for all fea-
sible (x,y,u) of (P) and (GMD), then y is an optimal solution for (P). 
Proof. Since (y.v) is an optimal solution for (GMD), by Theorem 1.1, 
there exist 7 6 i?, P efT, UaE R, a = 1,2, • • • ,p and rj e R"" such that, 
7[V/(y) + Eie/c "^vMV)] + m'^'fiy) + V2f5'p(y)] 
a=l iela 
19i{y) + /?*Vpi(y) + 77i = 0, ie lo, 
/5*V5i(y) + u^Qiiy) + 77i = 0, i e /a, a = 1,2, • • • ,p, 
^alY^ViQiiV)] = 0, a = 1,2, • • • ,p. 
rfv = 0, 
(7 , i ' i ,^ '2 , ••• ,yp,r]) > 0, 
{lf,P,i^i,'^2,--- ,i^p,v)¥'^-
On multiplying (3.32) by Vi and using (3.34) gives 
(3.30) 
(3.31) 
(3.32) 
(3.33) 
(3.34) 
(3.35) 
(3.36) 
P^^ViQiiy) + Uo^ViQiiy) =0 , i G 7 ,^ a = 1, 2, • • • ,p. 
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Thus 
Y^iP'^^ViQiiy) + u^ViQiiy)] = 0 , a = 1,2, • • • ,p. (3.37) 
Prom equations (3.33) and (3.37), it follows that, 
Y^lP'^^Vigm = 0, a = 1,2, • • • ,p. (3.38) 
t€/a 
On multiplying (3.30) by fi and using first dual constraint and (3.38), we get 
;^ 1VV(y) + "^^v'gmP = 0, 
which by hypothesis (i) impUes 
/? = 0. (3.39) 
Using first dual constraint and (3.39) in (3.30), we get 
E(7-^a)EVt;iPi(y)]=0, 
a = l i^Ia 
which by hypothesis (ii) yields 
7 = i/c„ Q: = 1,2,--- ,p. 
Suppose 7 = 0 = i^ a, a = 1,2, • • • ,p. Then from (3.31) and (3.32) we get 
7/ = 0. Thus {si,P,Vi,U2,--- ,^p,'n) = 0, a contradiction to (3.36). Hence 
7 > 0 , i / a>0 , a = l ,2,--- ,p. 
Now firom equation (3.31) and (3.32),we have 
9i{y) = - - < 0, ie /o, 
7 
9i(y) = - — < 0 , i G / a , 
or g{y) < 0. 
Therefore y is a feasible solution for (P) and the objective values are equal. 
The optimahty of y for (P) thus follows from weak duality Theorem 3.10. 
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Chapter 4 
An jf-Approxinmtion Approach 
to Mathematical Programming 
Problem 
4.1 I N T R O D U C T I O N 
In the theory of constrained extremvun problems, optimality conditions 
and duaUty results for differentiable nonUnear constrained problems axe im-
porteuit theoretically as well as computationally and can be formulated in 
several diflFerent ways. 
Antczak [1] introduced a new approach with modified objective function 
for solving a diJ0Ferentiable optimization problems involving invex functions. 
He obtained optimaUty conditions by constructing for a considered optimiza-
tion minimization problem and then using an invexity concept in mathemati-
cal programming. Moreover, a definition of the so called 77-lagrange function 
in such vector optimization problem was given, for which modified vector 
valued saddle points results were presented. 
The purpose of the present chapter is to extend the results proved by 
chapter 2 and also in this. In this chapter we introduce a new approax^h of 
solving a scalar nonUnear constrained mathematical programming problem 
involving invex or generalized invex functions. The aim of the present chap-
ter is to show how one can obtain optimality conditions and duality results 
for a nonlinear constrained mathematical programming problem involving 
invex or generalized invex functions with respect to the same function T] by 
constructing for it an equivalent minimization problem. This associated -q-
approximated optimization problem is obtained by a modification both the 
objective fimction and the constraint function in the given mathematical 
programming problem at an arbitrary but fixed feasible point x. Moreover, 
the equivalent optimization problem obtained in this approach is, in general, 
less compUcated and its optimal solution are coimected to the optimal points 
of the original minimization problem. In this way, we obtain the associated 
7/-approximated mathematical progrannning problem with the same optimal-
ity solutions and the optimality value ecjual to the optimality value in tlio 
original problem. 
Furthermore, we apply the introduced approach to solve dual problems in 
the sense of Mond-Weir. we establish duality results for the T/-approximatod 
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optimization problem and its 77-approximated duals in the sense Mond-Weir. 
Using these proved duaUty results, we establish different duality theorems 
between the original mathematical programming problem and its original 
Mond-Weir duals. 
The proved in the present chapter correspondence between suitable op-
timization problem is important because it can be exploited to find solutions 
to compUcated nonUnear constrained optimization problems and its Mond-
Weir duals by solving a single less comphcated optimization problem. 
4.2 A N 7^APPROXIMATED OPTIMIZATION PROBLEM A N D 
OPTIMALITY CONDITIONS 
Let X be a feasible solution in (P). We consider the following ?7-approximated 
optimization problem (P,,(x)) given by 
(P,,(x)) Minimize / (x) -1-V/(X)T)( I ,X) 
Subject to gj{x) + Vgj{x)T]{x, x) < 0, j = 1,2, • • • , m. 
Let 
X{x) :={xeX : Vgj{x)r]{x, x) < 0, j = 1,2, • • • , m} 
denote the set of all feasible solutions in (P^(x)) 
To prove some results in this chapter we need some restrictions imposed 
on the function T]. Indeed, we shall assume the following conditions: 
Condition (A). We denote by T]{.,X) the function x —^ r](x,x). It will 
be said that TJ satisfies the condition (A)(at the point x), when ri{.,x) is a 
differentiable function at the point x = x with respect to the first component 
and satisfies the following conditions: r?(x,x) = 0 and T]X{X,X) = a.l, where 
r}{x,x) denotes the derivative of r]{.,x) at the point x — x, and a is any 
positive real number. 
Now we show that the Karush-Kuhn-Tucker optiniality conditions for t he 
original mathematical programming (?) and its ass(x:iated r;-approxiniHted 
problem (P,,(x)) have the same form if, the function r/ is assumed to satisfy 
condition (A). 
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Indeed, the Karush-Kuhn-Tucker necessary optimality conditions for the 
Tj-approximated problem (P,,(x)) have the following form: 
Theorem 4.1. Let x be a such optimal solution in (P,,(x)) at which a 
suitable constraint qualification [3] holds. We assmne that 77 satifies condition 
(A). Then there exists v e i?", v > 0, such that 
Vm + v'Vg{x) = 0, (4.1) 
v'g{x)=Q. (4.2) 
Proof. The Karush-Kuhn-Tucker optimaUty conditions [12] for the rj-
approximated problem (Pf,(x)) have the following form 
(V/(x) + v'Vg{x))r],{x, x) = 0, (4.3) 
{v{gj(x) + Vgj{x))v{x, x)) = 0. (4.4) 
If we assume that the function 77 satisfies Condition (A) then 77(5, x) = 0 
and 77J;(X,X) = a . l . Thus, from (4.3) and (4.4) we obtain (4.1) and (4.2), 
respectively. This means that the necessary optimality conditions (4.1)-(4.2) 
in problem {P^{x)) are the same form as the necessary optimality conditions 
(2.1)-(2.2) in problem (P). 
Remark 4.1. In [1], Antczak defined Condition (A). However, in this 
chapter we give a weakened Condition (A). This follows from the fact that 
the relation •qx{x,x) = a . l in the given above Condition (A) is weaker than 
in [1]. It is useful from the practical point of a view since this weaker Con-
dition (A) extends the class of functions 77 for which it is fulfilled and also 
with respect to which all functions involving in mathematical programming 
are invex at x on X. 
However, not losing generality of the considerations, all theorems in fur-
ther past of this work will be proved only with the setting a = 1 in the 
second relation in Condition (A). 
Now we show that if, some extra conditions are imposed on the con-
straint function g, then the sets of all feasible solutions in problems (P) and 
(P,,(x)) are the same. 
Now we establish the equivalence between the optimization problems 
(P) and (P,,(x)), that is, we prove that sets of optimality solutions are the 
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same in both considered problems (P) and (Pr,{x)). It turns out that to es-
tablish this equivalence, we don't need to assume that the sets of all feasible 
solutions in problems (P) and (P,,(x)), respectively, are the same. 
Theorem 4.2. Let x be an optimal solution in problem (P) and let a 
suitable constraint qualification [3] be satisified at x. If T; satifies Condition 
(A) then x is also optimal in (P^(x)). 
Proof. By assumption, x is a such optimal solution in (P) at which 
some constraint qualification holds. Then there exists v > 0 such that the 
Karush-Kuhn-Tucker conditions (4.1)-(4.2) are satisfied. 
We proceed by contradiction. Let x be not optimal (P,,(x)). This impUes 
that there exists x feasible for (P^(x)) such that 
fix) + Vf{x)r]{x, x) < fix) + V/(X)T;(X, X), (4.5) 
and, so 
V/(x)r?(x,x)<0. (4.6) 
By the feasibility of x in Ffj(x) together with i; > 0 we obtain 
vgix) + u'V^(X)T/(X, x) < 0. 
Thus, firom the Karush-Kuhn-Tucker conditions 
v^Vgix)riix,x)<0. (4.7) 
By (4.6) and (4.7), we get the inequality 
[V/(x) + u'Vp(x)]77(x,x)<0, 
which contradicts (4.1). Hence x is an optimal in (P,,(x)). 
Remark 4.2. Note that we establish Theorem 4.3 without any assump-
tion to which class of functions belong the functions involving in i)roblems 
(P) and (P,,(x)), respectively. However, we assume that a suitable constraint 
qualification is fulfilled at an optimal solution in problem (P). It turns out 
that this assumption is essential to establish Theorem 4.3 and it will be not 
omitted. To illustrate this fact we give the following example: 
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Example 4.1. We consider the following mathematical programming 
problem: 
Minimize f{x) = e" 
Subject to where g{x) = < 
xMf x<0, 
0 if x > 0 . 
Note that the set of all feasible solutions X = {x E R : x > 0}, and 
moreover, f and g are differentiable on R. Further, x = 0 is an optimal in the 
considered optimization problem (P). If, for example, we set that 
T}{x, x) = 6^ — e^, 
then it is not difficult to prove that both the objective function f and the 
constraint function g axe invex at x on X with respect to T). Using the in-
troduced r/-approximation approach to solve this problem we have that the 
associated T/-approximated optimization problem (P,,(x)), has the following 
form 
Minimize e^ — 1 
Subject to x e R. 
It is not difficult to see that the 77-approximation introduced in this chap-
ter enlarges the feasible set from X to X(x) = R. Thus, the approximation 
problem P(x) has the unbounded set of all feasible solutions and, therefore, 
X is not optimal in this problem ((F(x)) has an unbounded optimal solu-
tion). This results follows from the fact that some constraint mathematical 
programming problem. 
Now under invexity assumption on the objective function f and the con-
straint function g together with Condition (A) we establish that any optimal 
solution in problem (P,,(x)) is also optimal in problem (P). 
Theorem 4.3. Let x be an optimal solution in problem {P,,{x)) and 
let some suitable constraint qualification [3] be satisfied at x. MonH)vei, we 
assmne that f and g are invex at x on X with respect to the same function 
T], and 77 satisfies Condition (A). Then x is also optimal in problem (P). 
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Proof. By assumption, x is optimal in (P,,(x)). Thus, the inequaUty 
fix) + V/(x)r/(x, x) > fix) + V/(x)r7(x, x), (4.8) 
holds for all X G X(x). By (4.8) 
V/(x)7?(x,x)>0 (4.9) 
holds for all X € Xix). 
Now we assume that g are invex at x on X. Then, it is not diflficult to 
show that X C A'(x). 
Suppose that x is not optimal in (P). Then there exists x feasible for 
(P) such that 
fix) < fix). (4.10) 
By X € A" and from X C X(x) it follows that x is also feasible in (P^(x)). 
By assumption, f is invex at x on X. Hence by (4.10) we get the inequality 
V/(x)r/(x,x) < 0 
which contradicts (4.9). This means that x is an optimal in (P). 
In view of Theorem 4.3 and Theorem 4.4, if we assume that both the 
objective and the constraint functions involving in problem (P) are invex at 
X on the set of all feasible solutions X with respect to the same function 
r), and, moreover, some suitable constraint qualification and Condition (A) 
hold at X, then problems (P) and (Pr,(x)) are equivalent in the sense discussed 
above. Further, the optimal value in the 77-approximated optimization prob-
lem (P,,(x)) is the same as the optimal value in the original mathematical 
programming problem (P). 
Now we give an example of a mathematical programming problem (P), 
which is transformed to an equivalent linear optimization problem (P,,(x)). 
Example 4,2. We consider the following nonlinear mathematical pro-
gramming problem: 
(P) Minimize / (x) = x^-|-2x - arctanx 
Subject to gix) = e~^ - 1 < 0. 
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Note that X = {x G jR : 0 < x < 1} and x = 0 is an optimal in the 
considered nonlinear optimization problem (P). Moreover, f and g are invex 
at X on X, for example, with respect to 
T]{x,x) = X — X. (4.11) 
we construct problem (P^(x)) by the rj-approximation both the objective 
function f and the constraint function g at x. Thus, we obtain the following 
hnear optimization problem 
(P(0)) Minimize x 
Subject to -X < 0. 
It is not difficult to see, that x = 0 is also optimal in the above optimiza-
tion problem (P(0)), that is, in the 77-approximated optimization problem 
which is constructed by a modification of the objective function and the con-
straint function in the original problem. Since both the objective function 
f and the constraint function g are invex at x = 0 on X with respect to T), 
then the assumptions of Theorem 4.3 are fulfilled. Thus, by Theorem 4.2 and 
Theorem 4.3, x = 0 is optimal in both optimization problems. Therefore, 
the optimal value in the 77-approximated optimization problem (P,,(x)) is the 
same as in the original optimization problem (?) and it is equal to 0. 
Remark 4.3. Note that there exists more than one a function T] sat-
isfying all conditions of Theorem 4.2 and 4.3. In other words, there exists 
more than one an associated 77-approximated optimization problem (P^(x)) 
which is equivalent to the original mathematical problem (P). This property 
is useful firom the practical point of a view. We show it, for example, for the 
considered mathematical programming problem (P) from example 4.2. In 
this example we obtained an associated 77-approximated optimization prob-
lem (F,(x)), where a function 77 is given by (4.11). It turns out that for this 
considered mathematical programming problem (P) there is no only one a 
function 77 satisfying all hypotheses of Theorem 4.2 and 4.3. Let, for example, 
we set 
77(x,x) = 1-e*-^. (4.12) 
Then we obtain the following associated 77-approximated optimization prob-
lem (P,(x)) 
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Minimize 1 — e ^ 
Subject to e-^ - 1 < 0. 
It is not difficult to see that the given by (4.12) function 77 satisfies all hy-
potheses of Theorem 4.2 and 4.3. This means that the original mathematical 
programming problem (P) and its associated 77-approximated optimization 
problem (Pij(x)) are equivalent in the sense discussed above. 
As follows from the proof of Theorem 4.3 the assumption of invexity of 
the involved functions can be weakened to generalized invexity. Indeed, the 
following is true: 
Theorem 4.4. Let x be an optimal solution in (P,,(x)) and let some 
suitable constraint qualification [3] be satisfied at x. Further, we assmne 
that g is quasiinvex at x on X with respect to rj, f is pseudoinvex at x on X 
with respect to 77, and r] satifies Condition (A). Then x is also optimal in (P). 
In the following example we show that the above assumptions (in Theo-
rem 4.3 and 4.4) on the objective function f and the constraint function g are 
consistent and they will not be omitted to prove that any optimal solution 
in problem (PT,(X)) is also optimal in (P). 
Example 4.3. We consider the following optimization problem (P) 
Minimize log(l + x"^) 
Subject to x"* - x^ < 0. 
Note that X = {x € R : -1 < x < 1} and, moreover, x = 0 is optimal 
in the considered nonlinear mathematical programming problem. It is not 
difficult to show that there is no function rj with respect to which both the 
objective function and the constraint fimction are invex at x on X. Indeed, 
the constraint function g is not invex at x on X with respect to any function 
;;. It follows from the fact that its stationary point x = 0 is not a mini-
iinnn point. Therefore, there doesn't exist an 77-approximated optimization 
problem associated with the considered in this example mathematical pro-
gramming problem. 
Remark 4.4. The assumption that a function 77 satisfies Condition (A) 
is essential to confirm the equivalence between problems (P) and (P,,(x)) in 
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the sense discussed in the chapter. In the example below we show that in 
the case when this condition does not hold then we have no equivalence be-
tween (P) and (Pf,(x)), although the all functions involvmg in the considered 
mathematical programming problem (P) are invex at x on the set all feasible 
solutions with respect to the same fimction 77. 
Example 4.3. We consider the following mathematical programming 
problem: 
Minimize /(xi,X2) = (xi + 2)^ + xj^ - 1 
Subject to g{xi, xj) = (xi + 1)^ + (x2 - 1)^ - 1 < 0. 
Note that x = (—1,0) is optimal in the considered problem. Further, it 
can be proved that f and g are invex at x with respect to the same fimction 
f] defined by 
Xi + X i 
rj{x, x) = 
-X2 + X2 + 2 
For the considered mathematical prograjnming problem we construct its 
associated //-approximated optimization problem (P,,(x)) in the form 
Minimize 2xi — 2 
Subject to 2x2 - 4 < 0. 
It is not difficult to see that x = (—1,0) is not optimal in this optimiza-
tion problem. Thus, the considered optimization problems are no equivalent 
in the sense discussed in the chapter. This follows from the fact that the 
function 17 with respect to which both the objective function f and constraint 
function g are invex at x on X does not satisfy Condition (A). Indeed, for 
the function T] defined above both conditions J7(x,x) — 0 and r)x{x,x) = ot.l 
are not fulfilled. 
4.3 MOND-WEIR TYPE DUALITY 
Now we study the Mond-Weir type duality [15] of the primal mathe-
matical programming problem (P) by the help dual problem in the sense of 
Mond-Weir of its associated T7-approximated optimization problem. 
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Let S be a feasible solution in (P). Now we introduce an 77-approximated 
Mond-Weir dual problem {MWD,^{x)) of the optimization problem (F,,(x)): 
(MWD,(x)) Maximize f{x) + Vf{x)T]{y,x) 
Subject to V/(S) + v^Vg{x) = 0, 
mA^) + ^9j{x)v{y, x)>o, j = i, • • •, m, 
yeX,v>0. 
Let 
W = {{y,v) eXxIT: V/(y) + v'Vgiy) = 0,Vjgj{y) + Vgj{x)r]{x,x) 
> 0 i = l , 2 , - - - , m } 
denote the set of all feasible solutions in (MWD). Further, let 
Y = {yeX:{y,v)eW}. 
For the given feasible solution (y,v) G VT we construct (P(y)) and 
{MWD^{y)). Throughout this section we will assume that the function 77 
satisfies Condition (A) at any y EY. We have 
(P(y)) Minimize f{y) + Vf{y)r]{x,y) 
Subject to gj{y) + Vgj{y)r]{x, y) < 0, j = 1,2, • • • , m, 
X G X . 
(MWD,(y)) Maximize f{y)+ Vf{y)v{y,y) 
Subject to V/(y) + v^Vg{y) = 0, 
Vjgjiy) + V5j(y)77(y,y) > 0, j = 1,2,-•• ,m, 
yeX,v>0. 
We denote by D{y) and W(y) the sets of all feasible solutions in problems 
(P(y)) and (MWD^ly)), respectively. Further, let 
y{y)^{yex:{y,v)ew{y)}. 
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Now we prove the weak duality theorem between problems {P{y)) and {MWDr,{y)). 
Theorem 4.5. Let x and {y,v) be any feasible solution in problems 
(P,(y)) and {MWDr,(y)), respectively. Then 
V/(t/)77(x,y) > Vf{y)r]{y,y). 
Proof. Let x and (y, v) be any feasible solutions in (P,,(y)) and {MWD^{y)), 
respectively, since x is feasible in {Pq{y)) and v >0 then 
v'giy) + v'^giy)v{x,y)<0, (4.13) 
Using the feasibihty of x in {MWDr,{y)) together with v > 0 we have 
v'g{y) + v'Vg{y)rjiy, y) > 0, (4.14) 
By (4.13) and (4.14), we get 
v*g{y){v{x, y) - rjiy, y)) < 0. (4.15) 
Prom the first constraint of (MWD,,(y)), it follows that 
v*Vg{y) = -V / ( i / ) . 
Using the inequaUty above together with (4.15) we get the conclusion of this 
theorem. 
Remark 4.5. Note that the weak duality theorem between {P{y)) and 
{MWD,,{y)) we estabhshed without any invexity assumption imposed on 
functions involving in these problems. 
Using the result above we established the weak duality theorem for (P) and 
(MWD). 
Theorem 4.6. Let x and {y,v) be any feasible solutions in (P) and 
(MWD), respectively. Moreover, we assume that f and g are invex at y on X 
with respect to T]. Then, 
fix) > f{y). 
Proof. Let x and {y,v) be any feasible solutions in (P) and (MWD), 
respectively. We proceed by contradiction. Suppose that 
f{i) < f{y) (4.16) 
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For the given feasible solution (y, v) eWwe construct {P^{y)) and {MWDr,(y)). 
Note that x and (y,v) are also feasible for (Ptj(y)) and (MWDrj(y)). 
Then using the weak duality theorem between problems (P,,(y)) and {MWDr^(y)) 
we get that the inequahty 
^f{y)r]{i,y) > V/(y)77(y,y) 
holds for all y e Y{y) 
Thus, for y = y 
V/(yMx,y)>0. (4.17) 
Since f is invex at y on X with respect to 77 then 
/(x)-/(y)>V/(y)7?(x,y), 
which contradicts (4.16). 
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Chapter 5 
Symmetric Duality in 
Mathematical Programming 
5.1 INTRODUCTION 
A pair of duals is called symmetric if the dual of the dual is the primal 
problem. Symmetric duality in nonlinear programming was introduced by 
Dorn [9]. Dantzig et al. [6] formulated a pair of symmetric dual programs 
involving a scalar function K{x,y), x 6 i2", y € H^, and then estabhshed 
duaUty relations assuming the function K{x, y) to be convex in x for fixed y 
and concave in y for fixed x. Subseqently, Mond-Weir [15] presented a dis-
tinct pair of symmetric dual nonlinear programs which admits the relaxation 
of the convexity-concavity assumption to pseudoconvexity-pseudoconcavity. 
5.2 WOLFE TYPE SYMMETRIC DUAL PROGRAMS 
In this section, we formulate the following Wolfe type symmetric dual 
programs: 
Primal (WP) Minimize K{x, y) - y^VyK{x, y) 
Subject to V3^ii:(x,y) < 0 . (5.1) 
Dual (WD) Maximize K{u, v) - u^VxK{u, v) 
Subject to V^K{u, v) > 0. (5.2) 
These are the symmetric dual problems formulated by Dantzig et al. 
[6], with the omission of constraints x, y>0 from (WP) and u, v>0 from 
(WD). 
Theorem 5.1 (Weak Duality). Let {x,y) be feasible for (WP) and 
{u,v) be feasible for (WD). Also let 
(i) K{.,y) be iiivex in x, 
{ii) —K{x,.) be invex in y, 
{Hi) r]{x,u) + u>0, and 
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{iv) Civ,y) + y>0. 
Then 
K{x,y) - y'VyKix,y) > K{u,v) - u'V,K{u,v). 
Proof. By the invexity of K{.,y) and -K{x,.), we have 
K{x,v) - Kiu,v) > ri'{x,u)V^K{u,v), 
Kix,y) - K{x,v) > -e{.v,y)VyK{x,y). 
Addmg the above inequaUties we get 
K(x,y) - K{u,v) > T]\x,u)V^K{u,v) - ^\v,y)'7yK{x,y). 
Or 
K{x, y) - K{u, v) + u'V^K{u, v) - y*Vj,/C(x, y) 
> [n{x,u) + ufV,K{u,v) - [av,y) + yYVyK(x,y) 
> 0 (using (5.1), (5.2), (iii) and (iv)). 
Hence 
K{x,y) - y'Vy{x,y) > K{u,v) - u'V,K{u,v). 
Remark 5.1. If the invexity assumptions of Theorem 5.1 are replaced 
by convexity and concavity, the conditions T}{X, U)+U>0 and ^{v, y) + y>0 
becomes nonnegativity conditions x > 0 and y > 0. These conditions may 
be argumented to problems (WP) and (WD) respectively to obtain the pair 
of Wolfe type symmetric dual problems. 
Since the dual of the dual is the primal problem, the strong and converse 
duaUty theorems follow indentically. Therefore the strong duaUty theorem 
for symmetric dual requures assumptions of converse duaUty theorem for non-
symmetric duals, namely nonsingularity of the Hessian matrix (see Theorem 
3.6 (Chapter 3] and Theorem 8.1.6 in [13]). It is interesting to note that the 
following proof the strong duahty relation between (WP) and (WD) requires 
noiLsingularity of VyyK{x,y) instead of the negative definiteness assumed 
in [6], wherein the primal and dual problems include both noimegative con-
strints x,y >0 and u,v > 0. 
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Theorem 5.2 (Strong Duality). Let K : R^ x RT ^ Rhe twice 
differentable. Suppose that the hypotheses of Theorem 5.1 are satisfied. 
Also let 
(i) (x,y) be an optimal solution for (WP), and 
(it) VyyK{x, y) be non-singular. 
Then (x, y) is an optimal solution for (WD) and the two objectives are equal. 
Proof. Since (x,y) is an optimal solution for (WP), by FVitz John type 
optimaUty conditions [11], there exits ae R and 0 G RT^ such that 
a[V,K{x, y)] + (/3 - ayyVy,K{x, y) = 0, (5.3) 
il3-ayyVyyK{x,y) = Q, (5.4) 
P*[VyKix,y)] = Q, (5-5) 
(a,l3)>0, (a,/?) 7^0. (5.6) 
SinceVyyK{x, y) is non-singular, (5.4) yields 
P = ay. (5.7) 
Suppose a = 0. Then (5.7) implies 0 — 0. Thus (a, /9) = 0, a contradiction 
to (5.6). Hence a > 0. 
Now using (5.7) and a > 0 in (5.3), we get 
V,K{x,y) = 0. (5.8) 
Hence {x,y) is feasible for (WD). Also, from (5.8), x^VxK{x,y) = 0, and 
from (5.5), (5.7) and a > 0. 
y'VyK{x,y) = 0. 
Therefore 
x'V:,K{x,y) = y'VyK{x,y) = 0, 
i.e., the two objectives are equal. Then the optimaUty of {x,y) for (WD) 
follows from weak duality Theorem 5.1. 
A converse duality theorem may be stated as its proof would be analo-
gous to that of Theorem 5.2. 
Theorem 5.3 (Converse Duality). Let K : RT^ x R"" ^ R he twice 
differentiable. Suppose that the hypotheses of Theorem 5.1 are satisfied. 
Also let 
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(i) (u, v) be an optimal solution for (WD), and 
(ii) VxxK{u, v) be nonsingular. 
Then (ii, v) is an optimal solution for (WP) and the two objectives are equal. 
5.3 MOND-WEIR TYPE SYMMETRIC DUAL PROGRAMS 
Consider the following pair of Mond-Weir type symmetric dual programs: 
Primal (MP) Minimize K(x, y) 
Subject to VyK{x, y) < 0, (5.9) 
y'VyK{x,y)>Q. (5.10) 
Dual (MD) Maximize K{u, v) 
Subject to VxK{u, v) > 0, (5.11) 
u^VxK{u,v)<Q. (5.12) 
When X > 0 is adjoined to (MP) and v > 0 to (MD), the above problems 
represent the pair of symmetric dual problems considered by Mond-Weir [15]. 
Theorem 5.4 (Weak Dusdity). Let (x,y) be feasible for (MP) and 
(it, u) be feasible for (MD). Also let 
(i) K{.,y) be pseudoinvex in x, 
(ii) —K{x,.) be pseudoinvex in y, 
{in) T){x,u) + u>0, and 
(iv) C{v,y) + y>0. 
Then 
K{x,y) > K{u,v) 
Proof. Relation (5.11) alongwith hypothesis (iii) imphes 
r]'ix,u)VxK{u,v)>-u'VxK{u,v)>0, (by (5.12)) 
Using pseudoinvexity of K{., v), we get 
K{x,v)>K{u,v). (5.13) 
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By (5.9) and hypothesis (iv), we get 
e{v,y)VyK{x,y)<-y'VyK{x,y) 
< 0 (Using (5.10)), 
which by pseudoinvexity of —K{x,.) yields, 
K{x,v) < K{x,y). (5.14) 
Combining inequalities (5.13) and (5.14), we obtain 
K{x,y)>K{u,v). 
Theorem 5.5 (Strong Duality). Let /f : i?" x /?"» -»• i2 be twice 
differentiable. Suppose that the hypotheses of Theorem 5.4 are satisfied. 
Also let 
(i) (x,y) be a local optimal solution for (MP), 
{ii) VyyK{x, y) be positive or negative definite, and 
iiii) VyK{x,y)^0. 
Then {x, y) is an optimal solution for (MD) and the two objectives are equal. 
Proof. Since {x,y) is a local optimal solution for (MP), by Fritz John 
[11] type optimaUty conditions, there exist a e R, /3 e R"^ and v e R such 
that, 
aV^K{x, y) + {/3- uyfVy^K{x, y) = 0, (5.15) 
{a - u)VyK{x,y) - {uy - l5fVyyK{x,y) = 0, (5.16) 
p'VyK{x,y) = Q, (5.17) 
vy'VyK{x,y) = Q, (5.18) 
(a , /9 , i / )>0, (5.19) 
(a, A 1^)7^0. (5.20) 
On multiplying (5.16) by {vy - /?) and using (5.17) and (5.18), we get 
{uy - PYVyyK{x, y){uy - /3) = 0, (5.21) 
which by hypothesis (ii) implies 
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(5.24) 
P = uy. (5.22) 
Therefore from (5.16) and (5.22) 
ia-u)VyK{x,y) = 0, (5.23) 
which by hypothesis (iii) yields 
a = u. 
Suppose a = u = 0, from (5.15) and (5.22), we get 
0 = 0. 
Thus {a,P,u) = 0, a contradiction to (5.20). Hence 
u = a>0. 
Now using (5.15), (5.22) and a > 0, we get 
V^i^(x,j/) = 0. 
Also 
xV^K(x,y) = 0. 
Hence (x, y) is feasible for (MD) and the objective values of (MP) and (MD) 
are equal. Then the optimality of (x, y) for (MD) follows from weak duality 
Theorem 5.4. 
A converse duaUty theorem may be stated as its proof would be analo-
gous to that of Theorem 5.5. 
Theorem 5.6 (Converse Duzdity). Let K : B^ x R"^ -^ R he twice 
differentiable. Suppose that the hypotheses of Theorem 5.4 are satisfied. 
Also let 
(i) {u,v) be a local optimal solution for (MD), 
(M) VXXK{U, V) be positive or negative definite, and 
(m) VxK(u,v) ^ 0 . 
Then {u, v) is an optimal solution for (MP) and the two objectives are equal. 
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5.4 FRACTIONAL SYMMETRIC DUAL PROGRAM 
Gulati et al. [10] formulated the following pair of fractional symmetric 
programs: 
Primal (FP) Minimize ^ 
Subject to 
9(^. yWvfi^, y) - f(^, y)'^y9{^, y) < o> (5-25) 
y'W, y)V,/(x, y) - fix, y)Vyg{x, y)] > 0. (5.26) 
Dual (FD) Maximize g ^ 
Subject to 
g{u, v)VJ{u, v) - f{u, v)V^g{u, v) > 0, (5.27) 
u'[g{u, v)'7J{u, v) - f{u, v)VMu, v)] < 0. (5.28) 
Here / : i?" x R^ -> R and g : BP x R^ -^ R axe twice continuously 
diflferetiable functions. It is further assimied throughout that in the above 
problems, the ntunerators are nonnegative and denominators are positive. 
The above dual programs are considered by Chandra et al. [5], with the 
addition of nonnegativity constraints x > 0 in (FP) and u > 0 in (FD). 
It is convenient to parametererize the programs (FP) and (FD) in the 
sense of Dinkelbach [8] for validating duality theorems by defining p = 4 ^ ^ 
^ ^ 9 — f c ^ ' ^ ^ *^^ express the programs (FP) and (FD) equivalently as: 
(FP)p Minimize p 
Subject to f{x, y) - pg{x, y) = 0, (5.29) 
V„/(x, t / ) -pVj,5(x,y)<0, (5.30) 
y'i'^yfix, y) -pVyg{x, y)] > 0. (5.31) 
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(FD)q Maximize q 
Subject to f{u,v)-qg{u,v) = 0, (5.32) 
VJ{u,v)-qW,giu,v)>0, (5.33) 
u'[VJ{u,v)-qS/:,giu,v)] < 0. (5.34) 
Here, it is to be remarked that by assumptions on f and g, p and q are auto-
matically nonnegative. 
Let G and H denote the sets of feasible solutions of {FP)p and {FD)q 
respectively. The following weak duality theorem is true between the pro-
grams {FP)p and {FD)g. 
Theorem 5.7 (Weak Duality), li f — qg is invex in x and —(/ — qg) 
is invex in y with T}{X, U) -I- U > 0 and ^{v, y) + y>0 whenever (x, y,p) e G 
and (u, v,q) e H, then 
P><1-
Proof. Prom (5.33) and T}{X, U) + U > 0, it follows that 
•q{x,uf{Va:f{u,v) - qV^g{u,v)) > -u\Vxf{u,v) - qVj,g{u,v)) 
which, because of (5.34) yields, 
77(x, u)*(Vx/(it, v) - qV^g{u, v)) > 0. (5.35) 
The invexity oi f — qg in x, in view of (5.35) gives 
f{x,v) - qg{x,v) > f{u,v) - qg{u,v) 
= 0 (by (5.32)), 
i.e., 
f{x,v)-qg{x,v)>{). (5.3G) 
Prom (5.30) and (,{v, y) + y>0,we obtain 
(iv,yy{'^yf(x,y)-pVyg{x,y)) < -y\Vyf{x,y)-pVyg{x,y)) 
< 0 (by (5.31)), 
i.e., 
^(v. y)'(Vj,/(x, y) - pVyg{x, y)) < 0. (5.37) 
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Since - ( / - pg) is invex in y, in view of (5.37) 
/ (x , v) - pg{x, v) < f{x, y) - pg{x, y) 
= 0 (by (5.29)), 
-f{x,v)+pgix,v)>0. (5.38) 
Adding (5.36) and (5.38), we have 
(p-q)g{x,v) > 0 , 
which, because of g{x, v) > 0, gives p>q. 
Theorem 5.8 (Strong Duality). Let 
(i) {x,y,p) be an optimal solution of {FP)p, 
(ii) Vyf(x,y)-pVyg{x,y) ^ 0, and 
{in) Vyyf{x, y) — p^yyg{x, y) be positive or negative definite, 
Then (x,y,p) G H. If, in addition, the invexity conditions of Theorem 5.7 
are satisfied, then (x,y,p) is an optimal solution of {FD)q. 
Proof. Since {x,y,p) is an optimal solution of (FP), by Fritz John type 
[11] optimality conditions, there exist a e R, P e R, u e R"^ and rj e R 
such that 
Q-Pg + {u- TjyYVyQ = 0, (5.39) 
PiVJ - pV^g) + (VyJ - pVy^g){u - rjy) = 0, (5.40) 
(/? - ^)(V„/ - pVyg) + (Vyyf " pVj^^)(i/ - T/j/) = 0, (5.41) 
P{f-pg) = 0, (5.42) 
A'^yf-p'^yg) = Q, (5.43) 
w ' (V j , / - pVy^ ) = 0, (5.44) 
{a,u,r])>0, (5.45) 
{a,P,u,T))^0. (5.4C) 
Here / , g, Vx/, Vj,x/, ^yyf, pi, gy, gyx and gyy are evaluated at {x,y). 
Prom (5.43) and (5.44), we have 
{v - vyYiVyf - pVyg) = 0. (5.47) 
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Multiplying (5.41) by (u - rryf, we have 
{P - T]){u - rjyfiVyf - pVyg) + (i/ - mfiVyyf - pVyyg){u - r)y) = 0. 
which because of (5.47) yields 
{u - TiyfiVyyf - pVyy9){u - vy) = 0. (5.48) 
Thus by assumption (iii), (5.48) gives 
u-riy = 0. (5.49) 
Also (5.41) together with (5.49) and the assumption (ii) implies 
I3 = ri. (5.50) 
We now claim that T] ^0. 
In case 77 = 0, (5.50) gives P = 0. 
Also from (5.49) and (5.39), we obtain u = 0 and a = 0. 
Thus, we have {a,(3,u,r]) = 0, a contradiction to (5.46). Hence T) ^ 0 and 
because of (5.50) and (5.45), p > 0. 
Consequently from (5.40) and (5.39), we have 
Vx/ - pV^g = 0 
and hence 
^ ' [Vx/ -pVx5] = 0. 
Also (5.42) gives f -pg = 0. 
These relations imply that (x, y,q = p) e H. Since p = q and the invexity 
conditions of Theorem 5.7 are satisfied, (x,y,p) is an optimal solution of 
A converse duahty theorem may be stated as its proof would be analo-
gous to that of Theorem 5.8. 
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Theorem 5.9 (Converse Duality). Let 
(i) (u, V, q) be an optimal solution of (FD), , 
(a) Vx/(u,u) - qVxg{u,v) ^ 0, and 
(iii) Vix/(w, u) — Q^xx9{u, v) be positive or negative definite. 
Then (u, v, q) G G. If, in addition, the invexity conditions of Theorem 5.7 are 
satisfied, then {u,v,q) is an optimal solution of {FP)p. 
5.5 MINIMAX MIXED INTEGER SYMMETRIC DUAL 
PROGRAMS 
We now generalize the synmietric dual programs of Section 5.2 to 5.3, 
by constraining some of the components of x and y to belong to arbitrary 
sets of integers. Suppose the vector of the first ni(0 < Ui < n) components 
of X belongs to U and the vector of the first 7ni(0 < mi < m) components 
of y belongs to V, then we write x^ = [aJi,2:2, • • • x„], y^ = [2/1,^ 2 • • • ym],x'^ 
and y"^ being the vectors of remaining components of x and y respectively. 
DEFINITION 5.1 [2]. Let s^,s^,--- ,s' ' be elements of an arbitrary 
vector space. A vector function g{s^,s^,--- ,5*") will be called additively 
separable with respect to s^ if there exist vector functions a{s^) (independent 
of s^, s^, • • • , s^) and ^(s^, s^, • • • , s^) (independent of s^) such that 
p(5^s^•••,5'•)=a(s^)+^(s^s^•••,s'•). 
Similarly the vector function g{s^,s^,-- • .s*") will be called multiplicatively 
separable with respect to s^ if there exist vector functions a(s^) (independent 
of s^, s^, • • • , s'") and Pis"^, s^, • • • , s'") (independent of s^) such that 
WOLFE TYPE MDCED INTEGER SYMMETRIC DUAL 
PROGRAMS 
Primal (WSP) A/ax,. Min^.,yK{x, y) - (y^)'V^,K[x, y) 
Subject to Vy2K{x,y) < 0, 
x^ eU,y^ eV. 
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Dual (WSD) Min^i Max^^^K{u, v) - {u^fy^^Kiu, v) 
Subject to Vx2K{u, v) > 0, 
v}euyeV. 
Theorem 5.10 (Symmetric Duality). Suppose that (x,y) is an op-
timal solution for (WSP), also let 
(i) K{x,y) be additively separable with respect to x^ or y \ 
{ii) K{x,y) be twice diflFerentiable in x"^ and y^, 
{Hi) K{x,y) be invex in x"^ for each (x\ t / ) and -K{x,y) be invex in y^ for 
each(x,y^), 
(iv) VyiyiK{x,y) is nonsingular, 
(v) 77(x2, t/2) + tx2 > 0, and e(v^ y^) + y^ > 0. 
Then (x, y) is an optimal solution of (WSD) and the two objectives are equal. 
Proof. Let 
g = MaXxiMinx2^y 
mx,y) - {y''YVy2K{x,y) : {x,y) e S], 
h = Min„iMaXu,v^ 
[K{u,v) - {y:'YVx2K{u,v) : {u,v) € T], 
where S and T are feasible regions of (WSP) and (WSD) respectively. As 
K{x,y) is taken to be additively separable with respect to x^ or y \ it follows 
that 
K{x,y) = K\x') + K\x\y). 
Therefore 
Vy2K{x,y) = Vy2K\x\y), 
and g can be written as, 
g = Max,^Min,.JK\x') + K\x\y) - {y''f^y.K\x\y) : 
Vy2K\x\y)<0,x' eU,y' eV], 
= Max,^Miny^M^n,2,y2[K\x') + K\x\y) - {y'^fVy.K\x\y) : 
'7y2K\x\y)<Q,x' eU,y' eVl 
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or 
g = Max^iMinyi[K\x^) + (f>{y^) : x^ eU,y^ eV], 
where 
<l>{y') = Min,.,y.[K\x\y) - {y'^^Vy^K\x\y) : 
Vy2K\x\y) <Q,x^e U,y' G V]. (5.51) 
Similarly h can be written as 
h = Min„iMax^i[K\u^) + ^{v^) lu^ GU,V^€ V], 
where 
V'Cu^ ) = Max^2^„2[K^(u'^,v) - {u^yV:,2K\u\v) : 
V^2K^{u'^,v) >0,v}e U,v^eV]. (5.52) 
For any given y^, (5.51) and (5.52) axe a pair of Wolfe type symmet-
ric dnal programs given in previous section and hence, in view of h)T>otheses 
assumed here, Theorems 5.1 and 5.2 of Section 5.2 become appUcable. There-
fore for y^ = y^,<l>(y^) = i>iy^)- Now suppose that (x, y) is not optimal for 
(WSD), then there exists y^  G V such that 
therefore in view of assumptions (iv)and (v), we have 
<t>{y') = W) > Hy') = <t>{y% (5.53) 
which contradicts the optimaUty of (x,y) for (WSP). Also the equations 
(5.51) and (5.52) and (5.53) imply that the objectives are equal. 
MOND-WEIR TYPE MIXED INTEGER SYMMETRIC DUAL 
PROGRAMS 
Primal (MSP) Max^i Min^2^yK{x,y) 
Subject to Vy2K{x,y) < 0, 
(y2)%.i<r(x,y)>0, 
x^ eU,y^ ev. 
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Dual (MSD) Min„i Max^,„iK{u,v) 
Subject to V:,2K{u, v) > 0, 
(u2)*Vx*/^(u,t;)<0, 
v}eU,v^eV. 
Theorem 5.11 (Symmetric Duality). Suppose that {x,y) is an op-
timal solution for (MSP), also let 
(i) K{x,y) be additively separable with respect to x^ or y^ 
(ii) K{x,y) be twice differentiable function in x^ ancl y^, 
(in) K{x,y) be pseudoinvex in x^ for every {x^,y) and '-K{x,y) be pseu-
doinvex in y^ for every (x,y^), 
(iu) Vy2j,3/('(x, y) be positive or negative definite, 
(v) Vy2Kix,y)^0, 
(vi) ri{x\ u2) + u2 > 0, and ^(u^.y^) + y^ > 0. 
Then (x, y) is an optimal solution for (MSD) and the two objectives are equal. 
Proof. Let 
z = Max^iMin^2,y[K{x,y) : (x,y) G Z], 
and 
w = Min„iMaXu,v^[K{u,v) : {u,v) e W], 
where Z and M^  are feasible regions of primal (MSP) and dual (MSD) re-
spectively. 
Since K{x,y) is additively separable wth respect to x^ or y \ it follows that 
K{x,y) = K\x') + K'{x\y) 
Thus Vy2K{x,y) = Vy2K'^{x'^,y) and z can be written as 
z = Max^iMin^2,y[K\x^) + K\x\y) : 
Vy2K\x\y) < 0,{yyVy2K\x\y) >0,x'e U,y' e V] 
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or 
z = Max^iMinyi[K\x^) + (f>(y^) •.x^GU,y^e V], 
where 
< (^t/i) = Min^2^y2[K\x^,y): Vy2K\x\y) < 0, 
{yyVy2K\x\y) > 0,x^ G U,y^ ^V]. (5.54) 
Similarly w = Min^iMax„i[K^{v}) + rp{v^) :v} eU,v^ eV], 
where 
tP(v^) = Max^2,„2[K^(u^,v): V^2K'^{u^,v) > 0, 
(«2)*V^2^-2(^2, v) < 0,u^ e C/, t;^  G y]. (5.55) 
For any given yS (5.54) and (5.55) are a pair of Mond-Weir type symmet-
ric dual programs of Section 5.3, hence in view of hypotheses assumed here, 
Theorems 5.4 and 5.5 become applicable. 
Therefore for y^ = y \ we have ^{y^) = V'(y )^- Now suppose that {x,y) 
is not opthnal for (MSD). Then there exists y^  G V such that V'(y )^ < •'/'(^^), 
therefore in view of assimiptions (iv) and (v), we have, 
<i>{y') = W) > i>{y') = <i>{y'\ (5-56) 
which contradicts the optimality of (x,y) for (MSP). Hence {x,y) is an op-
timal solution for (MSD). Also the equations (5.54), (5.55) and (5.56) imply 
that the two objectives are equal. 
Symmetric dual fractional mixed integer programming problems can be 
formulated by choosing the objective function to be multiplicatively separa-
ble. 
5.6 SELF DUALITY 
A mathematical programming problem is said to be self dual, if it is 
formally identical with its dual, that is, the dual can be recast in the form 
of the primal. 
Let x,y eRJ*. The function K{x,y) is said to be skew symmetric if 
K(x,y) = -Kiy,x) 
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for all X and y in the domain of K and the function K{x, y) is said to be 
symmetric if K{x,y) = K{y,x), for all x and y in the domain of K. With K 
is skew symmetric, we have, 
V^K{x,y) = -VyK{y,x). 
Theorem 5.12 (Self Duality). Let K : IV^ x R^ ^ R he skew 
symmetric. Then (WSP) is a self dual. Furthermore if (WSP) and (WSD) 
are dual programs and (S, y) vsa joint optimal solution, then so is {y, x) and 
K{x,y)-{yyT/y.Kix,y) = 0. 
Proof. We shall show that the programs (WSP) and (WSD) are self 
duals. By recasting the dual problem (WSD) as maxmin problem, we have, 
Max„lM^7^„,„2 — K{u, v) + {u^yVx2K{u, v) 
Subject to -Vx2K{u,v) < 0, 
Since K is skew symmetric, K(u, v) = —K{v, u), Vx^K{u, v) = —Vy-iK{v, u), 
MaXyiMiriuy K{v,u) — {u^YVy2K(v,u) 
Subject to Vy2K(v,u) < 0, 
u^ eU,v^ e V. 
Which is the primal problem (WSP). Thus (WSD) is a self dual. It is easily 
shown that the feasibility of (x, y) for (WSP) implies the feasibility of (y, x) 
for (WSD) and their extreme values are equal to 
K{x,y)-{fYVy2K{x,y). 
From self duality, {y,x) is feasible for (WSP) as well as for (WSD). Also, the 
two objectives values are equal to K{y,x) - {y^YVy2K{y, x). Now Theorem 
5.2 yields optimaUty of {y, x) for the two problems. Therefore 
^ (x ,y ) - {fyVy2K{x,y) ^ K{y,x) - {ffVy2K{y,x) 
^-K{x,y) + iyyVy2K{x,y). 
Hence 
Kix,y)-{fyVy2K{x,y) = 0. 
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Theorem 5.13 (Self Duality). Let K : BT x R"" ^ R he skew 
symmetric. Then (MSP) is a self dual. Furthermore, if (MSP) and (MSD) 
are dual programs and (£, y) is a joint optimal solution, then so is {y, x) and 
K{x,y) = 0. 
Proof. We shall show that the programs (MSP) and (MSD) are self 
duals. By recasting the dual problem (MSD) as maxmin problem, we have 
MaXviMiny,^y2 — K{u,v) 
Subject to -Vj,2A'(u, v) < 0, 
u^€Uy eV. 
Since K is skew symmetric, 
K{v,u) = -K(u,v),'Vx2K{u,v) = -VyiK(v,u), 
MaXyiMinu,v^K{v, u) 
Subject to Vy2K{v,u) < 0, 
{u'^yVy2K{v,u) > 0, 
u^ euy e V. 
which is the primal problem (MSP). Hence (MSD) is a self dual. 
It is easily shown that the feasibiUty of {x, y) for (MSP) implies the feasibil-
ity of (y,x) for (MSD) and their extreme values are equal to K{x,y). From 
self duality, (y,x) is feasible for (MSP) as well as for (MSD). Also, the two 
objective values are equal to K{y, x). 
Now Theorem 5.5 yields optimality of (y, x) for the two problems. Therefore 
K{x,y) = K{y,x) = -K{x,y). 
Hence 
K{x,y)=Q. 
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