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的系统不仅能实现基于可信度的带权不确定性推理 ,而且具有自学习 、并行推理 、冲突消解 、抗缺省等能力.
采用的神经网络结构突破了传统神经网络结构的设计思想 ,对于扩展神经网络的应用具有参考价值.
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An approach to we ighted uncerta in reasoning based
on artificial neural network
SH IM ing-hu i, ZHOU Chang-le
( Institue o f A rtificia l Inte lligence, Xiam en Un ive rsity, Xiam en 361005, Ch ina, E-m a il:smh@ xm u. edu. cn)
Abstract:An approach tow eigh ted reason ing unde r uncertaintyw ith certainty factor (WRUCF) based on artifi-
cia l neura l netwo rk(ANN)was proposed. The rela ted no tions and inferencemethod aboutWRUCF were presen-
ted. Then, the new ANN to implement the inference ofWRUCF was proposed, and the details abou t the ANN
were interpreted, such as its structure and know ledge representation, its schema o f uncertain reason ing as w ell
as itsmechanism s fo r parallel reasoning and conf lic t elim inating. A system exploiting th is approach can no t only
implementWRUCF, but also has the capabilities of se lf-learning, para lle l reasoning, and conflict elim inating.
Key words:artificia l neural netwo rk;mach ine learning;uncertain reasoning;expe rt system;know ledge rep-
resenta tion
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人们对一个事物 (或一件事情 )的认识 ,往往
可根据经验来判断这个事物 (或一件事情 )在多
大程度上可以被相信 ,这种程度的度量概念就是
可信度 (Ce rtainty Factor). 例如:如果断定 “明天
百分之八十的可能会下雨” ,那么 “明天下雨 ”的
可信度为 0.8.
若一条规则表示为:if e then h(其中 e称为证
据 , h称为结论 ), 那么这条规则的可信度记为
CF(h , e).相应地 ,证据 e和结论 h的可信度分别
记为 CF(e)和 CF (h).
引入可信度后的规则可表示为:
Rule- 1:ife then h (CF(h , e)).
其中 e为证据 , h为结论 ,CF(h , e)为规则的可信度.
理论上 ,CF(h , e)可以用概率的方法计算. 但
是在实际应用中 ,CF(h , e)一般通过领域专家直接
给出.设定 CF(h , e)值的原则是:一般 CF(h , e)∈
[ - 1, 1] ,若相应的证据 e能增加结论 h为真的可信
度 ,则CF(h , e) >0,证据 e支持结论 h为真的程度
越高 ,CF (h , e)的值越大;反之 ,若相应的证据 e能
增加结论 h为假的可信度 ,则 CF(h , e) <0,证据 e
支持结论 h为假的程度越高 , CF(h , e)的值越小;




数值 λ. 给规则指定阈限后 ,只有当规则相应的证
据 e的可信度满足条件 CF(e)≥ λ时 ,该规则才
能被使用.
引入阈限后的规则表示为:if e then h (CF(h ,
e), λ)
1. 1. 3　证据的权值
实际上 ,证据 e可以是一个简单证据 ,也可以
是多个证据的合取.当 e是多个证据的合取时 ,记
为 e1 ∧ e2 ∧ … ∧ en. 一条规则中的多个证据对结
论可以具有不同的支持程度.为此 ,在规则中可以
对每个证据 ei(1≤ i≤ n)引入一个反映其对结
论支持程度的实数值 wi , w i称为 ei的带权因子.






Rule- 2:if e1(w1)∧ e2(w2)∧ … ∧ en(wn)
then h (CF(h , e), λ)
其中 ei(1≤ i≤n)为证据 , wi表示 ei的带权因子 ,







(形如 Ru le - 2)是否可用 ,如果规则可用 ,则进一
步计算出根据此规则所得出的结论的可信度.
实际应用时 ,以形如 Rule- 2的规则所表示的
知识存储在知识库中 , 每条规则的 CF(h , e), λ, wi
(1≤ i≤n)的值也由领域专家给出.因此 ,基于可
信度的带权不确定性推理的实质是:推理前 ,各证
据的可信度 CF(ei)(1≤ i≤ n)作为已知条件 ,已
知的证据与知识库中规则的证据进行匹配 ,若匹配
成功 ,则根据匹配成功的规则及其相应的 CF(h ,


















对于形如 Rule- 2的规则 , 若 CF(e)≥λ时 ,
规则可用;否则 ,规则的使用无效.
3)计算结论的可信度 CF(h)
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对于形如 Ru le - 2的规则 , 结论的可信度
CF(h)由下式给出:


















其中 pi (1≤ i≤n)为神经元的输入;w i为与输入
pi相应的神经元的连接权值;b为神经元的阈限 ,
与 b相应的输入恒为 - 1;f为神经元的传输函
数;a为神经元的净输入 , a =∑
n
i=1
pi ×w i - b;c为
神经元的输出 , c =f(a) =f ∑
n
i=1
pi ×w i - b .

















第一层中神经元不需要阈限 ,即 b =0;第一
层中神经元的连接权值 w i(1≤ i≤ n)表示相应



























1,神经元的阈限 b表示规则的阈限 λ,即 b =λ,与
其相应的输入恒为 - 1;该层神经元的传输函数是



























































p i ×wi ,输入分量 pi即为规则的各证据的可信
度 CF(ei);神经元的连接权值w i(1≤ i≤n)等于
相应的证据 ei(1 ≤ i≤ n)的权值. 因此 , c
(1)
=
pure lin(a) =a =∑
n
i=1
p i ×w i =∑
n
i=1





经元完成 ,即由 “判断规则是否可用层”完成. 如前


























即 CF(e) <λ,故 c
(2)
=0表示规则不可以使用.
2. 2. 3　计算结论的可信度 CF(h)
计算结论的可信度 CF(h)通过第二层中虚
线部分神经元完成 ,即由 “计算结论可信度层 ”完


















可信 度 , 即 w
(2)












CF (h , e) =CF(h).可见 , “计算结论可信度层 ”
的输出表示了结论的可信度 CF(h).
值得注意的是 , 只有当 “判断规则是否可用
层 ”的输出 c
(2)
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　　1)输入层
所有神经元的输入来自集合{p1 , p2 , … , pn},
各输入分量仍为规则的各证据的可信度值 ,即







第一层中每个神经元处理一条规则 , w ik表示













w ik ×pk ,第一层神经





















输出层的含义与图 3完全相同.将图 4与图 3
相比较 ,可以看出 ,该层中相应的符号也增加了下
标用来表示神经元编号 (也是规则编号 ). 另外 ,
图中 R 1表示第 1条规则 , Rn表示第 n条规则.
　　图 4中各条规则的不确定性推理可并行进































i ∈ {0, 1}, c
(2)′
i ∈ R , i =1, 2, …, n.
则可对输出层的输出结果作如下处理:将处理结










oi表示第 i条规则 R i根据证据的可信度向量 P ,所
推出的结论 hi的可信度 CF(h i). 当 oi =0时 ,表
示已知证据的可信度不足以激发规则 R i;当 oi =
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