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2
1 Johdanto
Tässä tutkielmassa perehdytään niin yleiseen talouteen kuin vakuutustoi-
mintaankin vaikuttaviin sykleihin, eli toistuviin nousu- ja laskukausiin. Ensin
esitellään erilaisia syklejä yleisellä tasolla; miksi, miten ja millä talouden osa-
alueilla mitkäkin syklit vaikuttavat. Sitten perehdytään vakuutustoimintaan
vaikuttaviin sykleihin, ja niiden syihin ja seurauksiin, sekä esitetään keinoja,
millä vakuutusyhtiöt voivat suojautua syklisyyttä vastaan. Tässä tulee myös
esille tasoitusvastuun käsite, ja sen merkitys vakuutustoiminnassa.
Aivan ensin on kuitenkin oleellista esittää aikasarja-analyysin keskeisiä
tuloksia, sekä johtaa esitykset autoregressiivisille prosesseille, sillä ne ovat
hyödyllisiä ja yleisesti käytettyjä mallinnuskeinoja sykleille. Ne huomioivat
vahinkoprosessin satunnaisuuden satunnaismuuttujan  ∼ WN(0, σ2) väli-
tyksellä. Tässä  on siis valkoinen kohinaprosessi, joka aiheuttaa vahinkopro-
sessiin puhtaasti satunnaisia sykähdyksiä.
Myöhemmin muodostetaan syklimalleja vakuutusmatemaattisesta näkö-
kulmasta. Esille nousevat tapaukset, joissa vahinkoprosessissa tapahtuu eri-
laisia muutoksia, nousuja ja hypähdyksiä, jotka vaikuttavat yhtiön pääomaan
ja sitä kautta hinnoitteluun aiheuttaen hinnoittelu- ja solvenssiprosesseihin
syklistä luonnetta. Yleinen syklisyyden muoto on sinimuotoinen. Vahinko-
prosessi itsessään voi olla sinimuotoinen, tai vahinkoprosessin muutos saat-
taa aiheuttaa hinnoitteluprosessiin sinimuotoista syklisyyttä.
Myös autoregressiivisiä prosesseja (tässä tutkielmassa AR(2)-prosesseja)
voidaan hyödyntää vakuutuksen hinnoittelussa. Niissä edellisten vuosien hin-
nat vaikuttavat määrättyjen kertoimien välityksellä nykyhetken hintaan. Hin-
noittelussa on kuitenkin sopivaa asettaa  ≡ 0, jotta satunnaisuus häviää ja
hinnoitteluprosessista tulee sinimuotoinen. Tällaisesta hinnoittelusta on esi-
tetty esimerkki kappaleen 4 lopussa.
Hinnoittelumetodeista esitellään myös kontrolliteoria, joka perustuu koke-
musperäiseen vakuutuksen hinnoitteluun. Siinä vakuutusmaksu mitoitetaan
edellisvuoden tai useamman edellisen vuoden kokonaisvahinkomäärän, sekä
edellisen vuoden vakuutusmaksun perusteella käyttäen tasoitusparametria
0 ≤ α ≤ 1, joka määrää, missä määrin edellisen vuoden maksu ja vahinko-
määrä otetaan huomioon.
Yksinkertainen tapa ennustaa vakuutusmaksutuotto on olettaa, että mak-
sutaso muuttuu vain inflaation vaikutuksesta. Siten vakuutusmaksutuotto
saadaan käyttämällä kasvukerrointa rm(t) = rg(t)rp(t), missä rg edustaa liik-
keen reaalikasvua, ja rp inflaatiosta johtuvaa kasvua. Siis
B(t+ s) = B(t)
s∏
τ=1
rm(t+ τ). [1]
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Tätä kaavaa tulisi soveltaa erikseen liiketoiminnan eri osille, sillä niiden reaa-
likasvua ja inflaatiota kuvaavat kertoimet saattavat erota. Liiketoiminnan eri
osien inflaatiot voidaan yhdistää joko käyttämällä deterministisiä oletuksia
tai sovittamalla stokastisen mallin parametrit tiettyyn tilanteeseen sopiviksi.
Jos vakuutusmaksuihin on odotettavissa muutoksia, tulee vastaavasti tehdä
korjauksia myös edellä esitettyyn ennusteeseen. Menossa oleva syklin vaihe,
kuten myös odotettavissa olevat nousu- ja laskukaudet tulee ottaa huomioon.
Jätetään kuitenkin tässä tutkielmassa inflaation ja liikkeen reaalikasvun vai-
kutus huomioimatta ja keskitytään vain varsinaisiin sykleihin.
Lyhyen aikavälin rakennemuuttuja q(t) kontrolloi lyhyen aikavälin muu-
toksia vahinkojen lukumäärän odotusarvossa n seuraavasti:
n(t) = ng(t)q(t), [1]
missä ng(t) on trendiin sovitettu arvo vahinkojen lukumäärän odotusarvol-
le. Muuttujien q(t) arvot perättäisinä vuosina oletetaan olevan riippumatto-
mia toisistaan ja vahinkojen suuruuksista. Trendien vaikutus saadaan malliin
määrittelemällä kasvukerroin rg(t), joka kontrolloi parametrin n, vahinkojen
lukumäärän odotusarvon, vuosittaista muutosta. Pelkästään trendin vaiku-
tuksen huomioon ottava vahinkojen lukumäärän odotusarvo ng(t) saadaan
kaavasta
ng(t) = n(0)
t∏
τ=1
rg(τ). [1]
Koska trendit vaikuttavat vahinkomääriin yleensä melko hitaasti ja va-
kaasti, yksinkertaistettu deterministinen kaava, missä kasvukertoimet rg ja
dg oletetaan muuttumattomiksi, on usein riittävä kuvaamaan trendin vaiku-
tusta malliin. Käytettävä kaava voi olla joko multiplikatiivinen
ng(t) = nr
t
g, [1]
tai lineaarinen
ng(t) = n+ dgt, [1]
missä n = ng(0). Mallin parametrit n, ja rg tai dg tulee johtaa asiaankuu-
luvan kokemuksen perusteella. Yleensä ne vaihtelevat vakuutuslinjasta riip-
puen. Jätetään tutkielmassa huomioimatta edellä mainitut lyhyttä aikaväliä
koskevat käsitteet, sekä trendien vaikutus vahinkoprosesseihin, jotta käytettä-
vistä kaavoista tulisi mahdollisimman yksinkertaisia syklisyyden tutkimisen
kannalta. Käytännössä ne ovat kuitenkin hyvin oleellisia ja huomioonotetta-
via, ja siksi tässäkin mainitsemisen arvoisia.
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Lopuksi vielä vertaillaan klassisen mallin vararikkotodennäköisyyttä sykli-
muuttujalla varustetun vahinkoprosessin vararikkotodennäköisyyteen Lund-
bergin eksponentin avulla, kun alkupääoma oletetaan suureksi. Mitä suu-
rempi on tutkittavan vahinkoprosessin Lundbergin eksponentti, sitä pienem-
pi on vararikkotodennäköisyys. Tutkitaan vararikkotodennäköisyyksiä, kun
vahinkoprosessiin vaikuttavana syklimuuttujana on sinimuotoinen aalto, sekä
2-tilainen Markovin ketju, jolla on taipumusta pysyä nykytilassa.
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2 Aikasarja-analyysi
Aikasarja syntyy, kun jotain suuretta mitataan peräkkäisinä ajankohtina. Ai-
kasarjojen matemaattinen malli on stokastinen prosessi {Y (t)}, missä indek-
sijoukko T voi olla diskreetti tai jatkuva, mutta rajoitutaan nyt tarkastele-
maan diskreettejä aikasarjoja. Aikasarjaa analysoimalla pyritään löytämään
stokastinen prosessi, joka voisi tuottaa kyseisen sarjan. Aikasarja-analyysi
perustuu siihen, että analysoitava havaittu aikasarja tulkitaan jonkin sto-
kastisen prosessin realisaatioksi. Tavoitteena on rakentaa tilastollinen malli,
jolla kuvataan havaittua aikasarjaa ja sen vaihtelua, sekä peräkkäisten ha-
vaintojen välistä riippuvuutta. Jos aikasarjan generoinut stokastinen proses-
si tunnetaan, voidaan tietoja prosessista käyttää aikasarjan käyttäytymisen
kuvaamiseen ja selittämiseen, sekä tulevan käyttäytymisen ennustamiseen ja
kontrollointiin. Aikasarja-analyysin perustehtävänä onkin selvittää aikasar-
jan generoinut stokastinen prosessi, ja sen jälkeen estimoida sen parametrit,
tarkistaa estimoidun mallin ja havaintojen yhteensopivuus, testata paramet-
reja koskevia hypoteeseja, sekä konstruoida ennusteita aikasarjan tulevalle
käyttäytymiselle.
2.1 Määritelmiä
Esitetään ensin autoregressiivisiä malleja varten tarvittavat käsitteet ja vaa-
timukset, ja rakennetaan sitten näiden ensimmäisen ja toisen asteen auto-
regressiiviset mallit, sekä esitetään toisen asteen differenssiyhtälöiden ratkai-
su. Tuloksista suurin osa on lähteestä [3], autoregressiiviset prosessit läh-
teistä [1] ja [2], sekä osio 2.2, sekä esimerkit 2.4.1 ja 2.4.2 ovat lähteestä
[7].
2.1.1 Stationaariset stokastiset prosessit
Aikasarjaa tai stokastista prosessia, jonka satunnaisuuden rakenne säilyy
samanlaisena ajan mukana, sanotaan stationaariseksi. Olkoon tarkastelta-
va prosessi diskreettiaikainen, ts. T = {0,±1,±2, . . .}. Stokastinen prosessi
{Y (t)}∞−∞ on kovarianssistationaarinen tai heikosti stationaarinen, jos
1. E(Y (t)) = µ, kaikilla t ∈ T
2. Var(Y (t)) = σ2 = γ0 kaikilla t ∈ T
3. Cov(Y (t), Y (t−j)) = E[(Y (t)−µ), (Y (t−j)−µ)] = γt,t−j = γj, kaikilla t ∈
T ja j ∈ (0, t).
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Prosessin kovarianssistationaarisuus merkitsee siis sitä, että prosessin odo-
tusarvo ja varianssi eivät riipu ajasta, eikä kovarianssi myöskään riipu ajan-
hetkistä t ja t− j, vaan näiden välisestä ajasta j.
Stokastinen prosessi {Y (t)} on vahvasti stationaarinen, jos lisäksi jokai-
sella j ∈ N satunnaisvektorit (Y (t), Y (t + 1), . . . , Y (t + j)) ovat samoin ja-
kautuneita kaikilla t ∈ T . Vahvasti stationaarisilla prosesseilla on lisäksi se
ominaisuus, että se säilyttää stationaarisuutensa funktiomuunnoksissa, ts.
jos {Y (t)} on vahvasti stationaarinen, niin myös
{X(t)} = {g(Y (t− n), . . . , Y (t+m))} (m,n ≥ 0) on stationaarinen , kun g
on riittävän "siisti", esim. jatkuva.
Oletetaan jatkossa heikko stationaarisuus ja puhutaan lyhyesti vain sta-
tionaarisista prosesseista. Stationaariset stokastiset prosessit muodostavat
käyttökelpoisen ja moniin eri tilanteisiin soveltuvan malliluokan aikasarjoille.
Sovelluksissa ollaan usein kiinnostuttu prosessien realisaatioissa esiintyvästä
syklisestä vaihtelusta, jota tutkitaan taajuusalueella spektrin avulla. Vaik-
ka stationarisuuden ehdot saattavat tuntua rajoittavilta, monet käytännön
tutkimuksessa kohdattavat aikasarjat ovat stationaarisia tai sellaisia epäs-
tationaarisia stokastisia prosesseja, jotka ovat integroituvia, eli ne voidaan
stationarisoida differensoimalla. AR-prosessit ovat yleensä vahvasti statio-
naarisia, ja T = Z. Jos alkuarvot tunnetaan hetkellä t = 0 ja T = N, syntyy
prosessi, joka suppenee jollain tavalla kohti stationaarista prosessia. Käyttö-
kelpoisuuden lisäperusteluna voidaan mainita, että stationaaristen stokastis-
ten prosessien teoreettiset ominaisuudet tunnetaan hyvin, estimointi- ja tes-
titeoria on hyvin strukturoitu ja helposti sovellettavissa, sekä stationaarisille
aikasarjoille on kehitetty järjestelmällisiä mallinrakennusprosesseja.
2.1.2 Autokovarianssi
Edellä esitettyä j:n funktiota γj kutsutaan prosessin {Y (t)} autokovarianssi-
funktioksi. Se on tärkeä työväline aikasarjojen karakterisoinnissa. Se ilmaisee,
missä määrin aikasarjan yhden ajanjakson arvo on lineaarisesti riippuvainen
toisen ajanjakson arvosta. Kun j:n arvo on kiinnitetty, sanotaan γj:tä auto-
kovarianssikertoimeksi viipymällä j.
2.1.3 Autokorrelaatio
Määritellään prosessin autokorrelaatiofunktio (j:n funktiona):
ρj =
γj
γ0
, j ∈ Z,
missä
γj = Cov(Y (t), Y (t+ j)), t ∈ T, j ∈ Z, ja γ0 = Var(Y (t)) = σ2.
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Se on suora muunnos normaalista korrelaatiokertoimesta. Kun j on kiinnitet-
ty, sanotaan ρj:tä prosessin autokorrelaatiokertoimeksi viipymällä j. Se mit-
taa stationaarisen stokastisen prosessin {Y (t)} aikavälin j päässä toisistaan
olevien satunnaismuuttujien lineaarisen riippuvuuden voimakkuutta.
Autokorrelaatiokertoimilla on seuraavat ominaisuudet:
1. ρ0 = 1
2. ρ−j = ρj kaikille j = 0, 1, 2, . . .
3. |ρj| ≤ 1 kaikille j ∈ Z,
joten on riittävää tarkastella autokorrelaatioita, kun j = 0, 1, 2, . . .
2.1.4 Estimointi
Edellä tarkasteltujen teoreettisten momenttien estimoinnin ongelmana on se,
että autokovarianssifunktiossa ja autokorrelaatiofunktiossa on yleisesti ot-
taen ääretön määrä estimoitavia suureita, joita kaikkia ei voida käytännössä
estimoida. Yleensä voidaan kuitenkin olettaa, että
γh → 0, kun h→∞.
Tällöin satunnaismuuttujat {Y (t)} ja {Y (t + j)} ovat lähes korreloimatto-
mia, kun j on suuri. Käytännössä riittää siis estimoida autokorrelaatiofunk-
tio ρj, kun j = 1, . . . , J ja J on niin suuri, että ρj ≈ 0, kun j > J . Heikosti
stationaarisen prosessin {Y (t)} odotusarvo on luontevaa estimoida otoskes-
kiarvolla
y =
1
T
T∑
t=1
yt.
Koska Cov(Y (1), Y (1 + j)) = · · · = Cov(Y (T − j), Y (T )), (h ≥ 0), tuntuu
luontevalta estimoida autokovarianssikerroin γj havaintojen
(y(1), y(1 + j)), . . . , (y(T − j), y(T )) otoskovarianssia käyttäen. Koska
E(Y (t)) = E(Y (t+ j)), käytetään tavallisesti estimaattia
cj =
1
T − j
T−j∑
t=1
(y(t)− y)(y(t+ j)− y), 0 ≤ j < T,
jota kutsutaan otosautokovarianssikertoimeksi ja tulkittuna viipymän j funk-
tiona otosautokovarianssifunktioksi. Jakajan T−j paikalla näkee käytettävän
myös T :tä. Luonteva autokorrelaatiofunktion estimaatti on siten
rj =
cj
c0
, 0 ≤ j < T,
jota sanotaan otosautokorrelaatiofunktioksi.
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2.1.5 Puhtaasti satunnainen stokastinen prosessi
Diskreetti stokastinen prosessi {(t)}, t ∈ T on puhtaasti satunnainen, jos
satunnaismuuttujat (t) ovat riippumattomia ja samoin jakautuneita odo-
tusarvona 0, sekä yhteisenä varianssina σ2, merk. {(t)} ∼ i.i.d.(0, σ2).
Olkoon {(t)} puhtaasti satunnainen stokastinen prosessi. Tällöin
1. E((t)) = 0, kaikille t ∈ T
2. Var((t)) = σ2, kaikille t ∈ T
3. Cov((t), (s)) = 0, t 6= s
Täten {(t)} on vahvasti stationaarinen. Jos {(t)}, t ∈ T on jono korreloi-
mattomia satunnaismuuttujia, joilla on odotusarvo 0 ja varianssi σ2, kutsu-
taan puhtaasti satunnaista stokastista prosessia {(t)} valkoiseksi kohinaksi
ja merkitään {(t)} ∼ WN(0, σ2) (engl. White Noise). Tämä on esimerkki
heikosti stationaarisesta prosessista. Satunnaissysäykset voivat edustaa tuo-
tantoprosessiin kohdistuvia kysyntä-sysäyksiä, varastotilanteen muutoksia,
rahoitushyödykkeiden kurssiheilahduksia, mekaanisen laitteen värähteleviä
asentomuutoksia tai säätöpoikkeamia. Valkoinen kohina soveltuu kuvaamaan
täysin satunnaista prosessia, jossa havaintoon eivät vaikuta aikaisemat arvot
lainkaan. Autoregressiivisessä mallissa valkoinen kohina (tai i.i.d. kohina)
tuottaa prosessiin satunnaisia impulsseja. Luonteenomaista kohinaprosessille
on terävät suunnanmuutokset, joissa ei ole järjestelmällistä toistuvuutta.
2.2 Lineaarisen differenssiyhtälön ratkaiseminen
Autoregressiivisia malleja varten on oleellista osata ratkaista differenssiyhtä-
löitä. Esitellään seuraavaksi, miten tämä onnistuu.
p. asteen lineaarisen differenssiyhtälön
Y (t) = φ(1)Y (t− 1) + · · ·+ φ(t− p)Y (t− p) + w(t), t = 1, 2, . . . (2.1)
ratkaisu on funktio t:stä ja w(t)-termeistä, joka sijoitettuna Y (t):iden paikal-
le yhtälöön (2.1) toteuttaa sen kaikilla t:n arvoilla. Yleinen ratkaisu löytyy
muodostamalla ensin homogeeninen yhtälö ja sen p ratkaisua. Sitten hae-
taan erityisratkaisu, ja muodostetaan yleinen ratkaisu sen ja homogeenisen
yhtälön ratkaisujen lineaarikombinaation summana. Lopuksi selvitetään rat-
kaisun kertoimet yhtälön alkuarvojen avulla.
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Määritellään (p× 1)-vektori ξ(t) seuraavasti:
ξ(t) =

Y (t)
Y (t− 1)
...
Y (t− p+ 1)
 ,
(p× p)-matriisi F:
F =

φ(1) φ(2) · · · φ(p− 1) φ(p)
1 0 · · · 0 0
0 1 · · · 0 0
...
... · · · ... ...
0 0 · · · 1 0
 ,
ja (p× 1)-vektori v(t):
v(t) =

w(t)
0
0
...
0
 .
Näistä saadaan ensimmäisen asteen vektori-differenssiyhtälö
ξ(t) = Fξ(t− 1) + v(t),
tai auki kirjoitettuna
Y (t)
Y (t− 1)
Y (t− 2)
...
Y (t− p+ 1)
 =

φ(1) φ(2) · · · φ(p− 1) φ(p)
1 0 · · · 0 0
0 1 · · · 0 0
...
... · · · ... ...
0 0 · · · 0 1


Y (t− 1)
Y (t− 2)
Y (t− 3)
...
Y (t− p+ 1)
+

w(t)
0
0
...
0
 .
Tämä on p:n yhtälön systeemi, jonka ensimmäinen yhtälö vastaa yhtälöä
(2.1).
Johdetaan yleinen ratkaisu 2. asteen differenssiyhtälölle
Y (t) = φ(1)Y (t− 1) + φ(2)Y (t− 2) + w(t), (2.2)
missä φ(2) 6= 0. Matriisin F ominaisarvot λi, i = 1, 2 saadaan karakteristi-
sesta yhtälöstä
λp − φ(1)λp−1 − φ(2)λp−2 − · · · − φ(p− 1)λ− φ(p) = 0, (2.3)
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oletetaan että ne ovat reaalisia ja erisuuria. Olkoon p = 2.
Tutkitaan ensin yhtälöön (2.2) liittyvää homogeenistä yhtälöä
Y (t)− φ(1)Y (t− 1)− φ(2)Y (t− 2) = 0, (2.4)
ja osoitetaan, että yksi sen ratkaisu on muotoa aλt (a 6= 0, λ 6= 0), missä λ
on karakteristisen yhtälön (2.3) juuri. Sijoitetaan yhtälöön (2.4)
Y (t) = aλt, Y (t− 1) = aλt−1 ja Y (t− 2) = aλt−2:
aλt = φ(1)aλt−1 + φ(2)aλt−2 , mistä saadaan
aλt − φ(1)aλt−1 − φ(2)aλt−2 = 0 , ja edelleen
λ2 − φ(1)λ− φ(2) = 0.
Saatiin kaavan (2.3) karakteristinen yhtälö. Yhtälö pätee, kun λ:n paikalle
sijoitetaan karakteristisen yhtälön juuri. Juuret ovat
λ1 = (φ(1) +
√
φ(1)2 + 4φ(2))/2
λ2 = (φ(1)−
√
φ(1)2 + 4φ(2))/2.
Differenssiyhtälön (2.4) ratkaisuja ovat siis
a1λ
t
1 = a[(φ(1) +
√
φ(1)2 + 4φ(2))/2]t, ja
a2λ
t
2 = a[(φ(1)−
√
φ(1)2 + 4φ(2))/2]t.
Ratkaisut ovat stabiileja, jos λi:t ovat itseisarvoltaan ykköstä pienempiä, ja
epästabiileja, jos ne ovat itseisarvoltaan ykköstä suurempia. Oletetaan nyt,
että differenssiyhtälö on stabiili. Kertoimien a1 ja a2 arvoilla ei ole merkitystä.
Yllä johdettujen kahden ratkaisun lineaarikombinaatio
Yt = a1λ
t
1 + a2λ
t
2 (2.5)
on myös homogeenisen differenssiyhtälön (2.4) ratkaisu.
Differenssiyhtälöllä (2.2) on erityisratkaisu
Y (t) = w(t) + ψ1w(t− 1) + ψ2w(t− 2) + · · · ,
missä ψj on dynaaminen kerroin, joka saa muodon ψj = c1λj1 + c2λ
j
2, kun
ominaisarvot ovat erisuuria. c1 ja c2 ovat vakioita, joiden summa on yksi. Ne
määritellään kaavalla
ci =
λp−1i∏p
k=1,k 6=i(λi − λk)
.
Yleinen ratkaisu on nyt homogeenisen yhtälön ratkaisujen lineaarikombi-
naation ja erityisratkaisun summana
Y (t) = a1λ
t
1 + a2λ
t
2 + w(t) + ψ1w(t− 1) + ψ2w(t− 2) + · · ·
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2.3 AR(1)-prosessi
Olkoon {Y (t); t = 0,±1,±2, . . .} heikosti stationaarinen prosessi. Olkoon φ
reaaliluku, jolle |φ| < 1. Olkoon satunnaismuuttujat (t) korreloimattomia,
E((t)) = 0, t ∈ T ja yhteinen varianssi on σ2, ts. {(t)}, t ∈ T on puhtaas-
ti satunnainen stokastinen prosessi, kutsutaan myös virhetermiksi. Useissa
sovelluksissa seuraavalla kaavalla määritelty yksinkertainen malli on riittävä
kuvaamaan havaittua ilmiötä:
Y (t)− µ = φ(Y (t− 1)− µ) + (t). (2.6)
Prosessin tärkeimmät ominaisuudet voidaan johtaa kaavasta
Y (t)− µ = φt(Y (0)− µ) +
t∑
i=i
φt−i(i). (2.7)
Tämä saatiin toistamalla kaavaa (2.6). Huomataan, että kaikkien aikaisem-
pien ajanhetkien satunnaissysäysten vaikutus suodattuu nykyhetkeen. Koska
|φ| < 1, aikaisempien termien vaikutus pienenee eksponentiaalisesti. (t) voi-
daan usein kuvata log-normaalijakauman tai gammajakauman avulla. Gam-
majakauman tapauksessa virhetermin simuloinnissa voidaan soveltaa Wilson-
Hilferty aproksimaatiota, joka on kehitetty erityisesti gammajakauman ap-
proksimointiin.1 Jos virhetermi ei ole selvästi vino, normaalijakauma on so-
piva ja yleisesti käytetty.
Stabiilisuuden takaamiseksi tarpeellinen ja riittävä ehto on, että |φ| < 1.
Siten kaavan (2.7) oikean puolen ensimmäinen termi lähestyy nopeasti kohti
nollaa, ja Y (t)− µ lähestyy tasapainojakaumaa.
Tasapainojakauman perusominaisuudet ovat nyt
1. E(Y (t)) = µ,
2. Var(Y (t)) = σ2
∑∞
i=0 φ
2i = σ
2
(1−φ2) ,
3. γY = γ (1−φ
2)3/2
1−φ3 ,
4. ρ(τ) = φτ .
Edellä γY edustaa satunnaismuuttujan Y vinoutta, γ virhetermin vinoutta
ja ρ(τ) autokorrelaatiofunktiota.
1Wilson-Hilferty approksimaatiosta tarkemmin esimerkiksi lähteessä [1].
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Kaavan (2.6) mukaisen prosessin luonteen ymmärtämiseen on hyödyllistä
huomata, että se on muodostunut päällekkäin sattuneiden erilaisten muuttu-
jaan kohdistuneiden impulssien (heilahtelut, hypähdykset, trendit jne.) tu-
loksena. Jos asetamme (t) ≡ 0, kaikille t > 0, tämä voidaan tulkita muut-
tujan Y (t) kohtaamana impulssina hetkellä t = 0, joka vaimenee kohti nollaa
vauhdilla φ. Kertoimien φ, γ ja σ (virhetermin vinous ja hajonta) määrit-
tämiseen kannattaa aineistosta ensin muodostaa diagrammeja. Yleensä ker-
toimille löydetään näin estimaatit, joita voidaan testata simuloimalla niillä
tuotettua prosessia ja verrata tuloksia alkuperäiseen aineistoon.
Seuraavassa kuvassa on AR(1) mallin havainnollistus simulaationa.
Kuva 1: AR(1), φ = 0, 85 [13]
2.4 AR(2)-prosessi
Jotkin vakuutussovelluksien havaitut aikasarjat omaavat jaksollista, syklistä
vaihtelua keskiarvostaan, joka on pidempää, laajempaa ja säännöllisempää,
kuin mitä edellä esitetty ensimmäisen asteen autoregressiivinen malli pystyy
tuottaa. Paremmin sopiva malli saadaan laajentamalla aikaviivettä yhdestä
vuodesta kahteen lisäämällä kaavaan (2.7) uusi termi, jolloin saadaan
Y (t)− µ = φ(1)(Y (t− 1)− µ) + φ(2)(Y (t− 2)− µ) + (t). (2.8)
Tutkitaan karakteristisen yhtälön
λ2 − φ(1)λ− φ(2) = 0
juuria. Jotta prosessi olisi stationaarinen ja syklisen aikasarjan simulaatio
mahdollista, tulee karakteristisen yhtälön juurien olla yksikköympyrän sisä-
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puolella. Kyseisen polynomin diskriminantti on
D = φ(1)2 + 4φ(2).
Jos D < 0, eli φ(2) < −1
4
φ(1)2, ovat juuret kompleksisia ja erisuuria, ja ne
sijoittuvat kuvan 2 tummennetulle alueelle. Jos taas D ≥ 0, ovat juuret re-
aalisia, suuremman juuren tulee olla ykköstä pienempi ja pienemmän juuren
miinus ykköstä suurempi. Toisin sanoen
λ1 =
φ(1) +
√
φ(1)2 + 4φ(2)
2
< 1, mistä saadaan
λ1 = φ(1) + φ(2) < 1.
Ja
λ2 =
φ(1)−√φ(1)2 + 4φ(2)
2
> −1, mistä saadaan
λ2 = φ(2)− φ(1) > −1.
Koska juurien tulee olla yksikköympyrän sisäpuolella, eli |λi| < 1, i = 1, 2,
saadaan kertoimille φ(i), i = 1, 2 ehdot
φ(1) = λ1 + λ2, ja φ(2) = −λ1λ2.
Jos |λ1| < 1 ja |λ2| < 1, niin |λ1λ2| < 1, mistä saadaan vielä ehto |φ(2)| < 1.
Kuva 2: AR(2)-prosessin kertoimien sallittu alue. Vaaka-akselilla φ(1), pys-
tyakselilla φ(2) [9].
Jos nyt asetamme (t) ≡ 0, kaava (2.8) tuottaa vaimenevasti värähtelevän
funktion
Y (t)− µ = (−φ(2))t/2a cos(ωt+ δ), [1] (2.9)
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jossa parametreina olevat aallon voimakkuus a ja syklin vaihetta kuvaava δ
voidaan määrittää annetuista alkuehdoista Y (−1) ja Y (0). Taajuus ω saa-
daan kaavasta
tanω =
√
−1− 4 φ(2)
φ(1)2
. (2.10)
Näytetään, että ehdolla (t) ≡ 0, kaava (2.8) todella saa kaavan (2.9)
muodon:
Merkitään
Y (t)− µ = f(t) = Abt,
missä A ja b ovat jatkuvia. Nyt
f(t)− φ(1)f(t− 1)− φ(2)f(t− 2) = Abt−2(b2 − φ(1)b− φ(2)) = 0,
kun sulkeissa oleva polynomi asetetaan nollaksi, eli saadaan
b =
φ(1)±√φ(1)2 + 4φ(2)
2
.
Yleinen ratkaisu on
f(t) = A1b
t
1 + A2b
t
2,
missä kertoimet A1 ja A2 määrätään alkuarvoista. Ratkaisu on aaltoileva, jos
b1 ja b2 ovat kompleksisia, eli jos pätee φ(1)2 + 4φ(2) < 0.
Siirrytään napakoordinaatteihin
b1,2 = re
±iω,
missä
r =
√
−φ(2) ja ω = arctan
[√−φ(1)2 − 4φ(2)
φ(1)
]
, (0 < ω < pi).
Yleinen ratkaisu voidaan nyt kirjoittaa muotoon
f(t) = A1r
teiωt + A2r
te−iωt,
tai koska eiωt = cos(ωt) + i sin(ωt), suorilla muunnoksilla saadaan
f(t) = Art sin(ωt+ δ),
missä A ja δ ovat eri kertoimia. Värähtely on vaimenevaa, jos r < 1.
Vaimenevasti värähtelevän siniaallon taajuus lähestyy nollaa ajan kulues-
sa, kuten kuvasta 3 nähdään. Aallonpituus on
Tω =
2pi
ω
. (2.11)
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Kuva 3: Vaimenevasti värähtelevä siniaalto, Y (t) = e−tcos(2pit). [14]
Yleensä virhetermit (t) ovat satunnaismuuttujia, joista jokainen vaikut-
taa syntyvään käyrään. Kuvassa 4 on havainnollistus eräästä kaavan (2.8)
mukaisesta toisen asteen autoregressiivisen prosessin simulaatiosta.
Kun kaavan (2.8) mukainen stationaarisuusehdon täyttävä aikasarja ke-
hittyy ajan mukana lähtöpisteestään, muuttuja Y (t) lähestyy rajajakaumaa.
Varianssiksi saadaan
σ2Y =
1− φ(2)
(1 + φ(2))[(1− φ(2))2 − φ(1)2]σ
2
 . (2.12)
Autokorrelaatiot ovat
ρ(τ) = (−φ(2))τ/2 cos(ωτ + ν)
cos ν
, (2.13)
missä ν määritellään siten, että
ρ(1) =
φ(1)
1− φ(2) . (2.14)
Yleensä käytännön sovelluksissa on käytettävissä ainakin suuntaa-antava
idea aallonpituudesta, syklin voimakkuudesta, sekä ρ(1):stä. Silloin tarvitta-
vat kertoimet saadaan ratkaistua yllä olevista yhtälöistä.
Merkitään kaavan (2.8) muuttujaa (Y (t)−µ) Z(t):llä ja kerrotaan yhtälön
molemmat puolet Z(t− k):lla, saadaan:
Z(t)Z(t− k) = φ(1)Z(t− 1)Z(t− k) + φ(2)Z(t− 2)Z(t− k) + (t)Z(t− k).
(2.15)
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Kuva 4: AR(2), φ(1) = 1, 07, φ(2) = 0, 25 [13]
Ottamalla nyt kovarianssi molemmin puolin, saadaan yhtälöt
φ(k) = φ(1)γ(k − 1) + φ(2)γ(k − 2)
ρ(k) = φ(1)ρ(k − 1) + φ(2)ρ(k − 2),
joista alempi pätee, koska ρ(k) = γ(k)
γ(0)
. Indeksin arvoilla k = 1, 2 saadaan ns.
Yule-Walker yhtälöt:
ρ(1) = φ(1)ρ(0) + φ(2)ρ(1) (2.16)
ρ(2) = φ(1)ρ(1) + φ(2)ρ(0)
Tätä yhtälöparia hyödynnetään mallin kertoimien φ(1) ja φ(2) arvojen esti-
moinnissa.
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2.4.1 Esimerkki
Noudattakoon Y (t) AR(2)-prosessia
Y (t) = φ(1)Y (t− 1) + φ(2)Y (t− 2) + (t), (2.17)
jossa φ(1) = 1/3, φ(2) = 2/9 ja (t) ∼ i.i.d(0, σ2). Osoitetaan, että prosessi
on stabiili. Tämän takaa se, että prosessin karakteristisen yhtälön
λ2 − (1/3)λ− 2/9 = 0
juuret ovat itseisarvoltaan pienempiä kuin yksi. Juuret ovat
λ1, λ2 =
1/3±√(1/3)2 + 4(2/9)
2
=
1/3± 1
2
= 2/3,−1/3,
joten prosessi on stationaarinen.
Lasketaan vielä prosessin autokorrelaatiot viipeille 1, 2 ja 3 rekursiivisesti
käyttäen kaavaa ρ(j) = φ(1)ρ(j − 1) + φ(2)ρ(j − 2). Ensimmäinen autokor-
relaatio saadaan helposti, sillä havainnon autokorrelaatio itsensä kanssa on
ρ(0) = 1.
Autokorrelaatio viipeellä 1 saadaan Yule-Walker yhtälöstä (2.16):
ρ(1) =
φ(1)ρ(0)
1− φ(2) =
1/3
1− 2/9 =
3
7
≈ 0, 43.
Autokorrelaatiot viipeillä 2 ja 3 voidaan nyt laskea rekursiivisesti:
ρ(2) = φ(1)ρ(1) + φ(2)ρ(0) =
1
3
· 3
7
+
2
9
=
23
63
≈ 0, 37
ja
ρ(3) = φ(1)ρ(2) + φ(2)ρ(1) =
1
3
· 23
63
+
2
9
· 3
7
=
41
189
≈ 0, 22.
Differenssiyhtälön ρ(j) = φ(1)ρ(j − 1) + φ(2)ρ(j − 2) ratkaisu konvergoi
vähitellen kohti nollaa.
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2.4.2 Esimerkki
Oletetaan, että AR(2)-prosessin
Y (t) = φ(1)Y (t− 1) + φ(2)Y (t− 2) + (t)
karakteristisen yhtälön juuret λ1 ja λ2 ovat erisuuria. Etsitään autokorrelaa-
tiofunktion suljettu muoto. Nyt yleinen ratkaisu 2. asteen differenssiyhtälölle,
jota autokorrelaatiot noudattavat, on kaavan (2.5) mukainen. Siis
ρ(j) = φ(1)ρ(j − 1) + φ(2)ρ(j − 2),
jonka yleinen ratkaisu on kappaleen 2.2. mukaan
ρ(j) = a1λ
j
1 + a2λ
j
2,
jossa systeemin alkuarvot määräävät a1:n ja a2:n suuruudet. λ1 ja λ2 ovat
AR(2)-prosessin karakteristisen yhtälön
λ2 − φ(1)λ− φ(2) = 0
juuret. Nyt differenssiyhtälön alkuarvo on ρ(0) = 1, mistä seuraa, että
1 = a1λ
0
1 + a2λ
0
2 = a1 + a2,
eli a2 = 1− a1. Toinen alkuarvo (ρ(1)) määrää yksikäsitteisesti a1:n ja a2:n:
ρ(1) = a1λ1 + a2λ2
= a1λ1 + (1− a1)λ2 ,josta saadaan
a1 =
ρ(1)− λ2
λ1 − λ2 .
Kaavan (2.16) mukaan ρ(1) = φ(1)/(1 − φ(2)). Toisaalta AR(2)-prosessin
karakteristisen yhtälön juuria ja parametreja φ(i) sitovat yhtälöt φ(1) = λ1+
λ2 ja φ(2) = −λ1λ2, perustuen stabiilisuusehtoon. Sijoitetaan nämä arvot
ρ(1):n paikalle ja ratkaistaan a1 ja a2:
a1 =
ρ(1)− λ2
λ1 − λ2
=
φ(1)/(1− φ(2))− λ2
λ1 − λ2
=
(λ1 + λ2)/[1− (−λ1λ2)]− λ2
λ1 − λ2
=
λ1 + λ2 − λ2(1 + λ1λ2)
(λ1 − λ2)(1 + λ1λ2)
=
λ1(1− λ22)
(λ1 − λ2)(1 + λ1λ2) ,
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ja
a2 = 1− a1
= 1− λ1(1− λ
2
2)
(λ1 − λ2)(1 + λ1λ2)
=
λ1 − λ2 + λ21λ2 − λ1λ22 − λ1 + λ1λ22
(λ1 − λ2)(1 + λ1λ2)
=
−λ2(1− λ21
(λ1 − λ2)(1 + λ1λ2) .
Differenssiyhtälön ratkaisuksi ja autokorrelaation suljetuksi muodoksi saa-
daan
ρ(j) = a1λ
j
1 + a2λ
j
2
=
λ1(1− λ22)
(λ1 − λ2)(1 + λ1λ2)λ
j
1 +
−λ2(1− λ21)
(λ1 − λ2)(1 + λ1λ2)λ
j
2
=
λ1(1− λ22)λj1 − λ2(1− λ21)λj2
(λ1 − λ2)(1 + λ1λ2) . (2.18)
Näytetään vielä, että esimerkin 2.4.1 parametrien arvoilla λ1 = 2/3 ja
λ2 = −1/3 autokorrelaatiofunktion ratkaisu (2.18) on 2. asteen differenssiyh-
tälön yleistä muotoa:
ρ(j) =
λ1(1− λ22)λj1 − λ2(1− λ21)λj2
(λ1 − λ2)(1 + λ1λ2)
=
2
3
[
1− (−1
3
)2
]
(2
3
)j − (−1
3
)
[
1− (2
3
)2
]
(−1
3
)j[
2
3
− (−1
3
)
][
1 + 2
3
(−1
3
)
]
=
2
3
× 8
9
(2
3
)j + 1
3
× 5
9
(−1
3
)j
7
9
=
9
7
[2
3
× 8
9
(
2
3
)j +
1
3
× 5
9
(−1
3
)j
]
=
16
21
(
2
3
)j +
5
21
(−1
3
)j.
Ominaisarvot ovat potenssimuodossa, kuten kappaleen 2.2. mukaan tulee ol-
la.
20
3 Talouden syklit
Tässä kappaleessa on käytetty lähteitä [10], [5], sekä osioon 3.3 lähdettä [12].
Talouden syklit kuvaavat tilaa, jossa nousukauden aikana talous kasvaa ja
kehittyy kunnes saavuttaa huippunsa, jonka jälkeen alkavana laskukautena
talous taantuu kunnes saavuttaa pohjansa, jonka jälkeen taas alkaa nousu-
kausi. Sana sykli tulee kreikan sanasta kyklos, joka tarkoittaa piiriä/kehää.
Sykli merkitsee siis aikaa, joka kuluu, kunnes palataan lähtötilanteeseen. Nä-
mä nousut ja laskut vaikuttavat kaikkeen talouden ja yhteiskunnan toimin-
taan, kuiten myös hallitusten rahapolitiikkaan ja päätöksentekoon, ja ovat
perustana talouden tilan analysoinnissa. Talouden syklit eivät ole yleensä
tasaisia, minkä takia usein puhutaankin talouden vaihteluista.
Syklejä on eri pituisia, vuodesta jopa yli 70 vuoteen. Vasta osasyklien yh-
teisvaikutus määrää todellisen syklin pituuden, ja pidempiä syklejä pyritään-
kin selittämään lyhempien syklien monikertoina. Vuoden mittainen syklisyys
näkyy mm. ruoantuotannossa. Pidemmät syklit on nimetty erikseen ja niiden
syntymiseen on syynsä. Eritellään nämä seuraavaksi.
3-5 vuoden sykliä kutsutaan Kitchinin sykliksi. Tämä syntyy, kun kaupal-
listen yritysten tarjoamien hyödykkeiden kysyntä kasvaa, mutta tiedon välit-
tymisessä yrityksen päätöksentekijöille kuluu aikaa. Yritys yrittää pikaisesti
paikata ylikysynnän kasvattamalla tuotantoa. Jälleen kuluu aikaa, kunnes
tieto kysynnän täyttymisestä saavuttaa päätöksentekijät. Lopulta hyödyket-
tä on liikaa ja varastot täyttyvät, joten yritys vähentää tuotantoa ja palataan
lähtöpisteeseen.
7-11 vuoden sykliä kutsutaan Juglarin sykliksi. Juglarin sykli kuvastaa
tuotantoteollisuuden investointeja, eli investointeja, joissa pääomaa ohjataan
kiinteisiin kohteisiin, kuten kaivoksiin, tehtaisiin ja asuinrakennuksiin. Tu-
losta tällaisesta investoinnista saa luonnollisesti odottaa useamman vuoden,
sillä rakentamisessa ja toiminnan aloittamisessa kuluu aikaa.
15-25 vuoden sykliä kutsutaan Kuznetin sykliksi, tai kaupungistumis-
sykliksi. Nämä syklit syntyvät investoinneista energiateollisuuteen (voimalai-
tokset, sähkölinjat, padot), logistiikkaan (rautatiet), asuinalueiden rakenta-
miseen ja lainoihin. Yhteiskunnan perusrakenteeseen, infrastruktuuriin, teh-
dyt sijoitukset tuottavat tulosta vasta parinkymmenen vuoden päästä. Suun-
nilleen tämä aika yleensä kuluu lainojen takaisinmaksuun.
45-60 vuoden sykliä kutsutaan Kondratievin sykliksi, nimetty Neuvos-
toliittolaisen taloustieteilijän Nikolai Kondratievin mukaan, tai supersyklik-
si. Kondratievin sykli on niinkutsuttu perusaalto, jonka päälle kaikki muut
summautuvat. Tämä teoria pyrkii selittämään talouden nousu- ja laskusuh-
danteiden toistumista makrotasolla. Se koostuu neljästä vaiheesta: kasvu,
romahdus, seisahdus ja taantuma. Tämän syklin vaikutus kattaa tiedettä-
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västi kaikki talouden osa-alueet. Kondratiev keskittyi tutkimuksissaan mark-
kinoiden hintoihin ja korkotasoon, selittäen talouden nousukautta hintojen
nousulla ja korkotason laskulla, ja laskukautta hintojen laskulla ja korkotason
nousulla. Myöhemmät analyysit keskittyivät talouden tuotantoon.
Oheisessa kuvassa sininen käyrä kuvaa idealisoitua Kondratievin sykliä ja
punainen toteutunutta arvoa Amerikan tukkumyyntihinnoissa vuosina 1800-
2010. Kuten selvästi nähdään, havaittu käyrä osuu melko hyvin ennustettuun,
ainakin syklin pituuden, sekä huipun ajankohdan suhteen. Kondratievin käy-
rä on sinimuotoinen, ja siinä näkyy mainitut neljä syklin vaihetta. Toteutu-
nut käyrä on luonnollisesti epäsäännöllisempi. Kuvaan on merkitty talouteen
vaikuttavia tärkeitä tapahtumia, kuten sisällissota 1861-1865 ja ensimmäinen
maailmansota 1914-1918, joiden takia talous äkisti taantui.
Kuva 5: Kondratievin sykli [11]
Teknologisen innovaatioteorian mukaan nämä pitkät taloussyklit muo-
dostuvat pienempien keksintöjen ja uudistusten yhteisvaikutuksesta mullis-
taen teknologiaa, luoden johtavia kaupallisia tai teollisia sektoreita. Suurim-
pia teknologian mullistuksia ovat olleet: teollinen vallankumous 1700-1800-
lukujen taitteessa (kivihiilikäyttöinen höyryvoima, sekä automatisoitu, ko-
neistettu tuotanto), rautateiden yleistyminen vuodesta 1829 alkaen, teräs,
sähkö ja raskasteollisuus 1875 alkaen, 1900-luvun alusta öljy, autot ja massa-
tuotanto, sekä informaatioteknologia ja tietoliikenne 1971 alkaen. Taloustie-
teilijät eivät ole yleisesti päässeet yhteisymmärrykseen siitä, milloin kyseiset
syklit tarkalleen ottaen alkoivat, ja mihin ne päättyivät/päättyvät. On ehdo-
tettu, että nyt käynnissä oleva sykli olisi pidentynyt n. 70 vuoteen. Yhtenä
selityksenä voi olla ihmisen keskimääräisen eliniän pidentyminen.
Mitä pidemmälle taloustiede kehittyy, sitä perusteellisemmin talouden
syklisyyttä pyritään selittämään. Laajimmin markkinoihin vaikuttaa talou-
22
den ylikuumentuminen, taantumat ja lamat, mutta on olemassa paljon mui-
takin tekijöitä talouden vaihteluun. Mikrotasolla esimerkiksi muoti ja tren-
dit ovat osasyynä kysynnän vaihteluun, makrotasolla investoinnit, tuotanto
ja korot. Monia eri teorioita on aikojen saatossa kehitetty selittämään talou-
den voimakasta syklisyyttä. Yksi näistä on Keynesiläisen taloustieteen teoria,
jonka mukaan talouden selvästi kutistuessa hallituksen tulee toimia tasapai-
nottavana tekijänä. Teorian mukaan kuluttajien hyödykkeiden ja palvelujen
kokonaiskysyntä on talouden perustana, ja kysynnän vähyys syynä taantu-
miin. Tämä teoria kuitenkin kumoutui nykyään hallitsevan uusklassisen ta-
loustieteen teorian tieltä, joka perustuu markkinoiden kysynnän ja tarjonnan
tasapainoon. Taloustiede pystyy sanomaan muutoksen suunnasta paljonkin
ja se on hyödyllinen väline talouden selittämiseen, mutta siihen ei kanna-
ta suhtautua ehdottomana totuutena. Usein ammattilaistenkin näkemykset
eroavat toisistaan. Olisikin hyvä muistaa, että taloustiede ja markkinat an-
tavat parhaillaankin vain välineitä poliittisten päätösten ja vaatimusten te-
koon.
Talouden syklisyyttä voidaan mitata monilla eri indikaattoreilla, kuten
esimerkiksi teollisuustuotanto, tuottavuus, kapasiteetin ja tuotannon suhde,
tuonti, rakentaminen, työllisyys ja palkat. Kaikista yleisin talouden mittari
on kuitenkin BKT.
3.1 Syklit vakuutustoiminnassa
Myös vakuutusmarkkinoille tyypillistä on syklisyys, josta osa selittyy talou-
den yleisestä syklisyydestä. Yksi tärkeimmistä syistä on kansantalouden suh-
danteiden vaikutus vahinkomenoihin. Syklisyyden havaitsee selvästi graafisis-
ta tilastoista mm. havaituista vahinkomääristä, markkinatuloksesta, vakuu-
tusmaksuista, ja yhtiön tuottavuus- ja tappioasteesta. Näille mittareille tyy-
pillisiä piirteitä ovat useiden vuosien mittaiset nousut ja laskut. Sykli alkaa,
kun vakuutusyhtiöt tiukentavat sopimusehtoja ja nostavat vakuutusmaksuja
havaittuaan merkittäviä tappioita yhtiön tuloksissa, joko korvaukset ovat lii-
an suuret vakuutusmaksuihin nähden, tai yhtiön investoinnit ovat tuottaneet
tappiota. Korkeammat vakuutusmaksut ja tiukemmat sopimusehdot kerryt-
tävät yhtiölle pääomaa, joka taas mahdollistaa kilpailun. Syntynyt kilpailu
laskee vakuutusmaksuja alas ja hellittää sopimusehtoja, joka ajaa yhtiön tu-
loksen vaarallisen alhaiseksi, ja näin ollaan taas lähtötilanteessa. Aaltoiluun
on myös muita taustatekijöitä, yhtenä näistä on vakuutusmaksujen määrit-
tämisestä johtuvat aikaviipeet.
Syklien lisäksi vakuutustoimijoiden on otettava huomioon satunnaishei-
lahtelu, kausivaihtelut, trendit, katastrofit, inflaatio ja sijoitusriskit. Satun-
naisheilahtelu johtuu tulojen ja menojen huonosta ennustettavuudesta. Eri-
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tyisesti vahinkomäärä, vahinkojen suuruudet ja sijoitustuotot vaihtelevat pal-
jon vuosittain. Puhdas satunnaisheilahtelu selittyy pelkästään hyvästä ja
huonosta tuurista, eikä sitä pysty selittämään tai ennustamaan. Tällainen
heilahtelu tasoittuu, mitä suurempi vakuutuskanta on kyseessä.
Katastrofit, kuten hirmumyrskyt, tulvat, öljyvuodot, ympäristön pilaan-
tuminen ja maanjäristykset aiheuttavat valtavaa tuhoa onnettomuusalueella
ja nostavat korvaukset hetkellisesti hyvin suuriksi aiheuttaen kyseisen vuo-
den kohdalle vahinkomäärässä huomattavan piikin. Katastrofien seuraamuk-
set ovat usein pitkäaikaisia, ja niin laajoja, että niistä palautuminen vie ai-
kansa. Tuhosta joutuvat vastuuseen kyseisellä alueella toimivien vakuutta-
jien lisäksi myös alueelle jälleenvakuutuksia myyneet yhtiöt. Vahinkomäärä
voi myös yhtäkkiä nousta pysyvästi korkeammaksi, esimerkiksi olosuhteiden
muutoksen johdosta.
Satunnaisheilahteluja suurempia vaihteluja ovat kausiluonteiset vaihelut.
Ne ovat vuoden sisäisiä vaihteluja, jotka toistuvat lähes säännöllisinä vuosit-
tain. Kausivaihtelua voivat aiheuttaa mm. lämpötila, sademäärä, pyhäpäi-
vät, sesongit ja lomat. Trendit kuvaavat pitkän aikavälin pysyviä muutoksia,
kuten eliniän nousu, rakennustavan muuttuminen, muutokset moottoriajo-
neuvojen laadussa, koossa ja hinnassa, sekä liikennesuunnittelussa. Trendien
johdosta vakuutustapahtumien todennäköisyydet muuttuvat hitaasti, mutta
pysyvästi pitkän aikavälin kuluessa.
Vakuutustoimijat joutuvat kohtaamaan myös sijoitusriskejä. Korkotason
muutoksista johtuen myös lainojen ja joukkovelkakirjojen korot muuttuvat.
Laman aikana kiinteistöjen vuokratuotot alenevat ja osakkeista saatavat osin-
got pienenevät. Sijoitusriskit ovat suurempia henki- ja eläkevakuuttajilla,
kuin vahinkovakuuttajilla.
Inflaatiolla on taipumusta lisätä vakuutusmarkkinoiden syklisyyttä, sillä
siitä johtuen vakuutusmaksut ja korvausmenot kasvavat epäsuhteessa, ja syn-
tynyt tappio saadaan korjattua vasta muutamien vuosien viiveellä. Suorim-
min inflaatio vaikuttaa liikekustannuksiin ja vakuutuslajista riippuen moniin
korvauksiin.
3.2 Suojautuminen
Vakuutustoiminnan johtohenkilöiden suurimpia haasteita on lieventää va-
kuutusliikkeen syklejä. Kaikki vakuutusriskit on tarkasti analysoitava en-
sin erikseen, jonka jälkeen niiden realistinen yhteisvaikutus on selvitettä-
vä. Puhuttaessa vakuutustoiminnasta, tarkoitetaan tässä tutkielmassa nime-
nomaan vahinkovakuutuksia, eikä lainkaan henkivakuutuksia. Erilaisiin va-
kuutustoimintaa uhkaaviin riskitekijöihin tulee varautua turvallisuustoimen-
piteillä. Äsken mainittuihin yhtiön vakavaraisuutta uhkaaviin vaaroihin on
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omat suojautumiskeinonsa.
Satunnaisvaihtelujen, kuten muidenkin vakuutustoimintaa koskevien hei-
lahtelujen varalta vakuutusmaksujen ja varmuuslisien tulee olla riittävän suu-
ret, sekä jälleenvakuutusten täytyy osaltaan vaimentaa heilahteluja. Erityi-
sesti satunnaisvaihteluja varten on suomalaisilla vakuutusyhtiöillä käytössä
tasoitusvastuu. Vakuutusyhtiölaki edellyttääkin, että korvausvastuun osana
muodostetaan tasoitusmäärä. Tasoitusmäärän, eli tasoitusvastuun on tar-
koitus toimia vakuutusriskeistä johtuvien satunnaisheilahtelujen tasaajana.
Sille lasketaan ylä- ja alaraja, jotka takaavat vakuutusliikkeen jatkumisen,
sekä vakuutuskuluttajien etujen turvaamisen. Näiden väliin mitoitetaan li-
säksi tavoitevyöhyke, mihin tasoitusvastuu pyritään ohjaamaan. Käsitellään
tasoitusvastuuta tarkemmin vielä myöhemmin.
Tasoitusvastuulla on suuri merkitys myös kausiluonteista vaihtelua vas-
taan suojautumisella. Koska kausivaihtelu tavallisesti aiheuttaa muutoksia
vahinkojen lukumäärässä, eivät tavallisimmat jälleenvakuutusmuodot anna
riittävää suojaa sitä vastaan. Trendejä vastaan suojautuminen edellyttää
trendien kehittymisen ennakointia ja analysointia, jotta vakuutusmaksut saa-
daan ajoissa korjattua muuttunutta tilannetta vastaaviksi. Katastrofeja vas-
taan suojautumisessa olennaista on toimiva jälleenvakuutusverkosto. Näin
vahingosta koituva vastuu jakautuu ympäri maailmaa.
Sijoitustoiminnassa tuoton odotus ja sijoituksen riski on tasapainotetta-
va tarkkaan. Mitä suurempaa tuottoa sijoituksesta odotetaan, sitä suurempi
on kyseiseen sijoitukseen liittyvä riski. Suojautuakseen suurilta sijoitustap-
piolta yritykset pyrkivät hajauttamaan sijoituksiaan lukuisiin eri kohteisiin.
Inflaatio on pyritty ottamaan vakuutustoiminnassa huomioon esimerkiksi si-
tomalla maksut indeksiin tai korjaamalla niitä muilla keinoilla. Normaaliksi
katsottava inflaatio on otettu maksu- ja varausperusteissa huomioon.
3.3 Tasoitusvastuu
Suomalainen tasoitusvastuujärjestelmä on peräisin vuodelta 1952 ja se pe-
rustuu vakuutusyhtiölakiin (VYL) ja sen nojalla annettuihin viranomaismää-
räyksiin. Suomalaisella vakuutusyhtiöllä tulee olla yhtiökohtaiset, vakuutus-
valvontaviranomaisen vahvistamat tasoitusvastuun laskentaperusteet, joista
ilmenee yksityiskohtaisesti, kuinka yhtiön tasoitusvastuu lasketaan voimas-
sa olevien määräysten mukaisesti. Tasoitusvastuu sisältyy yhtiön korvausvas-
tuuseen ylimääräisenä varauksena tulevien runsasvahinkoisten vuosien varal-
le. Kuten aiemmin jo mainittiin, sen tehtävänä on tasoittaa vakuutusriskeistä
johtuvaa satunnaisheilahtelua.
Vuoden t tasoitusvastuu U(t) saadaan edellisen vuoden tasoitusvastuusta
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U(t− 1) tasoitusvastuusiirtokaavalla
U(t) = (1 + i)U(t− 1) + x(t)B(t)−X(t) + aB(t), [12]
missä
x(t) =
1
T
T∑
j=1
x(t− j)
on T:n edellisen vuoden vahinkosuhteiden keskiarvo. Vertailuvuosien luku-
määrä T on perustevakio. 0 ≤ i ≤ 1 on tasoitusvastuun korko, X(t) koko-
naisvahinkomäärä, B(t) vakuutusmaksuista saadut tuotot, x(t) = X(t)/B(t)
vahinkosuhde ja 0 ≤ a ≤ 0, 15 on lisäkartutusparametri, joka vahvistetaan
yhtiökohtaisesti niin, että tasoitusvastuu saadaan pysymään tavoitevyöhyk-
keessä.
Maksuvolyymiin suhteutettu vuoden t suhteellinen tasoitusvastuu u(t) =
U(t)/B(t) on
u(t) = (1 + i)
U(t− 1)
B(t)
+ (x(t)− x(t)) + a.
Koska pitkällä aikavälillä keskimäärin x(t)− x(t) ≈ 0, nähdään, että pitkällä
aikavälillä keskimäärin
u(t) ≈ 1 + i
rg(t)
u(t− 1) + a,
missä rg(t) = B(t)/B(t− 1) on vakuutusmaksujen vuosikasvukerroin.
Tasoitusvastuulle määritetään sosiaali- ja terveysministeriön määräysten
mukaiset ylä- ja alarajat, sekä näiden väliin mitoitetun tavoitevyöhykkeen
ylä- ja alarajat. Tasoitusvastuun yläraja mitoitetaan sen tarpeen mukaan,
mikä riskiteoreettisilla laskelmilla vastaa yhtiön jatkumistarpeita. Alaraja
vastaa vakuutuskuluttajien etujen turvaamiseksi laskettavaa vähimmäisvaa-
timusta. Tasoitusvastuu pyritään ohjaamaan edellä esitettyjen siirtokaavo-
jen avulla ylä- ja alarajan väliin mitoitetulle tavoitevyöhykkeelle. Kaavat
pätevät vain siinä tapauksessa, että tasoitusvastuun kokonaismäärä on ta-
voitevyöhykkeellä. Jos tasoitusvastuu on tavoitevyöhykkeen alapuolella, voi
yhtiö lisäkartuttaa tasoitusvastuuta positiivisella lisäkartutusparametrilla q.
Jos taas tasoitusvastuu ylittää tavoitevyöhykkeen ylärajan, rajoitetaan ta-
soitusvastuuta järjestelmän laskentasääntöjen mukaisesti siten, ettei se py-
syvästi nouse tavoitevyöhykkeen yläpuolelle.
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4 Syklien mallintaminen
Tässä kappaleessa olen hyödyntänyt lähteitä [1], [5], ja [8], sekä osioon
4.2.1 ja esimerkkiin 4.2.2 lähdettä [4].
Vakuutusyhtiön on jatkuvasti analysoitava ja ohjattava liikkeen kulkua
käytössään olevilla tilasto- ja laskentajärjestelmillä, sekä luoda pidemmän
ajan strategioita. Vakuutusmaksut, -vastuut ja varaukset on määritettävä
siten, että yhtiön vakavaraisuus säilyy, eli että vakuutuksen ottajat todella
saavat heille kuuluvat suoritukset. Maksujen riittävä taso onkin ainakin pit-
källä aikavälillä edellytys yhtiön elinkelpoisuudelle. Jotta maksut saataisiin
määritettyä mahdollisimman tarkasti, tarvitaan matemaattisia malleja, jot-
ka ottavat huomioon mahdollisimman hyvin vakuutusliikettä koskevat riskit.
Lain määräämiä pääoman vähimmäisvaatimuksia ei myöskään voida järke-
västi mitoittaa ilman vakuutusliikkeen riskien mitoittamista.
Stokastisluonteisia vaihteluja varten tarvitaan vakuutusliikkeen tasaajia
ja vakauttajia, kuten varmuuslisiä maksuihin, jälleenvakuutussuojaa ja tasoi-
tusvastuuta. Näiden mitoittamista varten tulee arvioida epävarmuustekijöi-
den vaihteluille rajat. Laskentamallien tulee mitata tulevaisuuden kehityksen
epävarmuutta ottaen huomioon myös stokastisluonteiset heilahtelut. Yhtiön
suunnittelu vaatii turvallisuusjärjestelmää, joka koostuu kaikkien suojautu-
miskeinojen yhdistelmästä. Stokastiseen malliin voidaan syöttää käsiteltävän
kohteen tiedot, kuten esim. liikkeen koko ja laatu, maksujen tariffirakenne,
vahinkomenon taustaolettamukset, sijoitussalkun määrä ja laatu, jälleenva-
kuutus, sekä pidemmälle kehitettyihin malleihin myös yhtiön johdon stra-
tegioita, jolloin myös liikkeen reagointi liiketuloksen vaihteluihin tulee huo-
mioitua. Tietokoneella saadaan simuloitua liikkeen kululle ennusteita, jotka
ottavat huomioon myös stokastisluonteiset riskit. Monte Carlo simulointi on
juuri tällainen stokastinen simulointimenetelmä. Sen avulla voidaan arvioi-
da useamman epävarman muuttujan yhteisvaikutus lopputulokseen. Nämä
epävarmat muuttujat, eli riskit kuvataan malliin todennäköisyysjakaumina,
jotka voidaan määrittää joko subjektiivisten arvioiden avulla tai käyttämällä
olemassa olevia aineistoja. Monte Carlo simulointimenetelmä perustuu tois-
tettuun laskentaan, jossa jokaiseen laskentakierrokseen ohjelma poimii kai-
kista mallin muuttujien todennäköisyysjakaumista satunnaisarvot, joiden pe-
rusteella se laskee yhden teoreettisen lopputuloksen. Kun tämä toistetaan
tarpeeksi monta kertaa, tuloksena saadaan jakauma kaikista mahdollisista
lopputuloksista. Tämän realisaatioryppään laidat antavat arvion siitä, missä
rajoissa arvioitava suure (esim. solvenssisuhde) vaihtelee. Simulointiteknii-
kalla voidaan tehdä ns. herkkyysanalyysejä, eli tutkia mm. mikä vaikutus
on vakuutusmaksuihin sisälletyllä varmuusmarginaalilla, vakuutusmaksu- ja
kilpailupolitiikalla, sijoitustuotoilla ja niiden heilahteluilla, inflaatiolla, sijoi-
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tuskohteiden valinnalla jne.
Käsitellään erikseen tapauksia, joissa käytettävän mallin aikahorisontti on
pitkä ja lyhyt, sillä käytettävissä olevat sopivat keinot saattavat olla erilaiset
aikajanan pituudesta riippuen.
4.1 Lyhyen aikavälin mallintaminen
Oleellista on ennustaa ja arvioida hinnoittelukäytännöstä seuraavaa sykli-
syyttä ja muita vaikutuksia. Syklisyyttä aiheuttavia tekijöitä on monia, ja
niiden tärkeys vaihtelee ajasta riippuen. Joskus vain muutama tekijä saat-
taa aiheuttaa liikkeen syklisyyden, mutta seuraava vaihe voikin jo olla ai-
van muiden tekijöiden seurausta. Siksi onkin vaikeaa löytää mitään yleisesti
tyydyttävää matemaattista kaavaa ennustamaan syklin kulkua. Kuitenkin on
mahdollista muodostaa lyhyen aikavälin näkymä tapaus tapaukselta käyttäen
yleisiä, säännöllisesti julkistettavia talouden ennusteita, sekä muuta oleellis-
ta informaatiota ja kokemusta, erityisesti vakuutus- ja pääomamarkkinoista.
Sen jälkeen saattaa olla riittävää syöttää malliin erillisenä osanaan odotetta-
vissa oleva ennuste vakuutusmaksutuotolle B(t). Katsomatta siihen, miten
tämä ennuste on tuotettu, se voidaan syöttää malliin deterministisenä tieto-
na. Esimerkiksi syklin tämänhetkinen vaihe voi olla tehokkaammin odotetta-
vissa edellämainituin keinoin, kuin millään matemaattisella kaavalla. Riskien
kontrolloimiseen kannattaa käyttää useita skenaarioita (esim. optimistinen,
pessimistinen ja todennäköinen) rinnakkain ja testata, miten systeemi reagoi
mahdollisiin tuleviin riskeihin eli epävarmuustekijöihin.
Todellisen liikkeen kulun ennustaminen on kohtuullisen luotettavaa vain
melko lyhyelle tulevaisuuden ajanjaksolle. Lisäksi sekä kansallinen että kan-
sainvälinen talous ovat herkkiä yhtäkkisille häiriöille, kuten esimerkiksi öl-
jyn toimitukseen liittyvistä ongelmista tai paikallisista konflikteista tietyillä
alueilla. Siksi vakuutusyhtiön taloudellista kestävyyttä analysoitaessa lyhyen
aikavälin testauksia tulee täydentää malleilla, jotka toimivat pitkällä aikavä-
lillä.
4.2 Pitkän aikavälin mallintaminen
Liiketoiminnan suunnittelun kannalta on usein tarpeen pidentää tarkaste-
lujaksoa, jotta yhtiön johdon reaktiot muuttujien vaihteluihin saadaan si-
muloitua. Näin myös mahdollistetaan yhtiön selviytymiskyvyn testaaminen,
eli katsotaan pystyykö yhtiö selviytymään syklin epäsuotuisasta jaksosta tai
muusta yhtiön kannalta vaikeasta tilanteesta. Muutenkin on hyödyllistä tut-
kia, miten vakuutusliike käyttäytyy pitkällä aikavälillä.
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4.2.1 Kontrolliteoria
Kontrolliteoriassa yritetään luoda järjestelmä, jonka avulla kontrollimuuttu-
jia (yleensä vakuutusmaksuja) pyritään ohjaamaan halutulle tasolle siten,
että yhtiön optimaalisuusvaatimukset täyttyvät. Ideana ei ole niinkään en-
nustaa tulevia maksuja, vaan tasoittaa niiden vaihtelua sekä vakuutettujen
että perättäisten vuosien välillä. Ongelmana on, miten vakuuttajan tulisi
kontrolloida vakuutusmaksuja havaittujen vahinkomäärien perusteella siten,
että molempien, vakuuttajan ja vakuutetun edut otetaan riittävästi huo-
mioon. Kokemusperäisessä vakuutusmaksun P mitoittamisessa maksu las-
ketaan edellisvuoden toteutuneesta vakuutusmaksusta ja vahinkomäärästä
X tasoitusparametrin 0 ≤ α ≤ 1 avulla kaavalla
P (t) = αP (t− 1) + (1− α)X(t− 1). [4]
Hienostuneempi versio saadaan korvaamalla X esimerkiksi useamman
edellisvuoden vahinkomäärien painotetulla keskiarvolla
P (t) = αP (t− 1) + (1− α)
T∑
τ=1
aτX(t− τ), missä
∑
aτ = 1.
Käsitellään kontrolliteoriaa siten, että havaitut vahinkomäärät ja solvens-
sisuhteen vaihtelu määräävät vakuutusmaksut, ja siten myös vakuutusliik-
keen kulun. Rakennettava malli on luonnollisesti vain likimääräinen arvio to-
dellisuudesta, ja se on altis erilaisille virheille. Esimerkiksi mallinrakennuk-
seen liittyvä epävarmuus aiheuttaa virheitä, sillä rakennettu malli ei voi kos-
kaan olla täydellisesti totuutta kuvaava. Parametrien estimointiin liittyy ti-
lastollista epävarmuutta, sekä valmiin mallin tuottamissa arvoissa on stokas-
tista epävarmuutta. Edellisvuosien vahinkomäärien vaikutus vakuutusmak-
suun vaihtelee yhtiöstä, vakuutuslinjasta ja mahdollisesti myös ajasta riip-
puen. Käytettävän mallin tulisi sallia näistä eroista johtuvaa vaihtelua.
Demonstroidaan kontrolliteorian ideaa yksinkertaistetulla esimerkillä. Ole-
tetaan, että varmuuslisällä varustettu riskimaksu määritetään solvenssipää-
oman U mukaan kahden vuoden aikaviipeellä, ja että varmuuslisään sisäl-
tyy tekniset varaukset kattava sijoitustuotto. Jos alla U0 on jokin ennalta
määritetty tavoiteaste, tulee vakuutusmaksua korottaa perustasolta P0, jos
havaitaan vajetta, tai laskea päinvastaisessa tapauksessa seuraavasti
P (t) = P0 + α(U0 − U(t− 2)), (4.1)
missä 0 ≤ α ≤ 1 toimii mallin tasoitusparametrina.
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Solvenssin kulku saadaan yksinkertaistamalla pääoman määritelmää jät-
tämällä pois kulut, osingot ja uusi pääoma, sekä asetettu r(t) vastaamaan
kiinteää r:n arvoa:
U(t) = rU(t− 1) + P (t)−X(t), (4.2)
missä r on yhdistetty kasvukerroin, joka sisältää pääoman palautuksen, in-
flaation ja liikkeen reaalikasvun.
Edelleen saadaan
U(t) = rU(t− 1)− αU(t− 2)−X(t) + αU0 + P0. (4.3)
Näin ollen U(t) on toisen asteen autoregressiivinen prosessi. Vastaavasti mak-
sun poikkeama normaalitasosta P (t)− P0 noudattaa samaa lakia kuin U(t)
kahden vuoden viipeellä, mutta sitä vaimentaa tasoitusparametri α:
P (t)−P0 = α(U0−U(t−2)) = αU0−α(rU(t−3)−αU(t−4)−X(t)+αU0+P0).
Maksun muutosta ajan funktiona kuvaa
4P (t) = α(X(t− 2)− P (t− 2)) + α(1− r)U(t− 3). (4.4)
Se saadaan yhtälöistä (4.1) ja (4.2). Jos r on lähellä ykköstä, viimeinen ter-
mi on lähellä nollaa ja maksutason muutos vastaa likimain viimeisimpien
tietoontulleiden vahinkosuhteiden ja maksutasojen erotusta. Näin kaavalla
(4.1) voi tulkita olevan maksutasoa ennustava ominaisuus, sillä kaavan (4.4)
mukaan tuleva maksutaso määritetään edellisten vuosien havaittujen vahin-
komäärien ja maksujen perusteella.
4.2.2 Esimerkki
Olkoon vuoden t kokonaisvahinkomäärä X(t), t = 1, 2, . . . Oletetaan, että
E(X(t)) = µ ∈ (0,∞) kaikilla t ∈ N. Vuoden t vakuutusmaksu P (t) mää-
räytyy ehdoista P = P (1) = P (2) ja
P (t) = P + αY (t− 2), t ≥ 3,
missä Y (t) = (P (1) − X(1)) + · · · + (P (t) − X(t)) on hetkeen t mennes-
sä kertynyt ylijäämä, ja tasoitusparametri α ∈ (0, 1/4) on vakio. Ilmeisesti
Y (t) = U(t) − U(0), jos r = 0. Näytetään, että vuoden t vakuutusmaksu
saadaan kaavasta
P (t) = a1P (t− 1) + a2P (t− 2) + a3X(t− 2), ∀t ≥ 3, (4.5)
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kun vakiot a1, a2 ja a3 valitaan sopivasti.
Kun n ≥ 3,
P (t) = P − αY (t− 2) = P − α(P (t− 2)−X(t− 2)− Y (t− 3))
= P − αY (t− 3)− αP (t− 2) + αX(t− 2)
= P (t− 1)− αP (t− 2) + αX(t− 2).
Tämä on kaavan (4.5) mukainen, kun valitaan a1 = 1, a2 = −α ja a3 = α. 
4.2.3 Deterministinen lähestymistapa syklien mallinnukseen
Tarkastellaan ensiksi karkeaa, mutta havainnollistavaa kuvan 6 mukaista ti-
lannetta, jossa kokonaisvahinkomääräX on kiinteäX(0), paitsi yhtenä vuon-
na, jolloin havaitaan poikkeuksellinen korkeampi vahinkomäärä X(1). Tar-
kastellaan vahinkomäärän muutoksen vaikutusta vakuutusmaksuihin P ja
solvenssipääomaan U . Solvenssipääoma tarkoittaa yhtiön toimintapääoman
ja tasoitusvastuun yhteismäärää. Solvenssipääoma laskee ensin, sillä vahinko-
suhteen huipun havaitseminen tapahtuu yleensä muutaman vuoden viipeellä.
Kun vahinkomäärän nousu on havaittu, aiheuttaa se alustavasti ylimitoitetun
korjauksen vakuutusmaksuun, jonka takia solvenssipääoma nousee tavoiteta-
son yläpuolelle. Tätä taas korjataan ylimitoitetusti, mutta vähemmän kuin
ensimmäisellä kerralla ja niin edespäin, kunnes maksut on saatu korjattua
sopivalle tasolle. Vakuutusmaksun mitoittamiseen voidaan käyttää esimer-
kiksi AR(2)-mallia kaavojen (4.1) ja (4.3) mukaisesti. Kun vakuutusmaksu
on saatu säädettyä oikealle tasolle, palautuu solvenssisuhde pikkuhiljaa alku-
peräiselle tasolleen. Tuloksena on vaimeneva siniaalto, jonka luonne riippuu
parametreista r ja α.
Kuva 6: Yksittäinen suurempi vahinkotapahtuma hetkellä t
Vakuutussovelluksien kannalta hyödyllisiä tapauksia ovat ne, joissa kaa-
van (4.3) mukaiset prosessit ovat vakaita, toisin sanoen äärellinen impulssi
vahinkosuhteessa aiheuttaa äärellisen vastareaktion solvenssipääomaan. Eh-
tona vakaudelle on, että r − 1 < α < 1. Lisäksi jos α > 1/4r2, tuloksena on
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vaimenevasti heilahteleva siniaalto. Tässä tapauksessa aallonpituus T stokas-
tisissa sykleissä U(t) ja P (t) saadaan kaavasta
T =
2pi
arctan
√
4α/r2 − 1 . [1] (4.6)
Kun α ≥ 0, 4, T :n arvot vastaavat hyvin käytännössä havaittuja arvoja.
Äskeinen kuva voisi siis sopia kuvaamaan mm. jotain yksittäistä suu-
ronnettomuutta, joskin niiden seuraamukset ovat usein pitkäaikaisia, ja niin
laajoja, että niistä palautuminen vie aikansa. Esitetään tämän kappaleen lo-
pussa havainnollistava esimerkki kuvan 6 tilanteesta.
Jos vahinkomäärä nousee pysyvästi hetkellä t tasolta X(0) tasolle X(1),
samankaltainen vaimeneva siniaalto on havaittavissa vakuutusmaksu- ja sol-
venssikäyrässä, kuin äskeisessä yksittäisen suuren vahingon tapauksessa. Ero-
na kuitenkin on, ettei solvenssisuhde palaudu entiselle tasolleen.
Kuva 7: Vahinkosuhteen nousu hetkellä t
Vahinkojen esiintymisten todennäköisyyksiin vaikuttavat lyhyen aikavä-
lin vaihtelut, trendit, sekä pitkän aikavälin syklit. Jotta mallista saadaan
käyttökelpoinen, tulee siihen sisällyttää elementit, jotka ottavat kaikki nä-
mä vaihtelut huomioon tilanteen vaatiessa. Johdannossa on lyhyesti käsitelty
lyhyen aikavälin vaihteluja rakennemuuttujan q(t) välityksellä, sekä kerrot-
tu trendien vaikutuksesta vakuutusmaksuihin. Jätetään ne kuitenkin tässä
huomioimatta ja keskitytään itse sykleihin.
Katsotaan seuraavaksi kuvan 9 tilannetta, jossa vahinkomäärä on deter-
ministinen ja sinimuotoinen, ts. X(t) = a sin(ωt + δ). Tällöin myös U ja P
ovat sinimuotoisia.
Solvenssipääoman analysoinnin kannalta ei ole välttämätöntä ennustaa
milloin syklin huippu tai pohja ilmaantuu, sillä vakuuttajan tulee selvitä al-
kavasta laskukaudesta milloin tahansa se alkaakin. Oletetaan yksinkertaisuu-
den vuoksi, että huono ajanjakso on juuri alkamassa. Nyt syklimuuttujana
on vahinkomäärä X(t), a kuvaa aallonkorkeutta ja ω = 2pi/Tx, missä Tx on
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Kuva 8: Deterministinen sinimuotoinen vahinkosuhde
aallonpituus. Kaavassa δ on vapaa muuttuja, ja se kuvaa syklin vaihetta.
Kun oletamme syklin laskukauden juuri alkavan, asetamme δ = 0. Usein on
kuitenkin kannattavaa suhtautua tähänkin muuttujaan satunnaisena.
Olkoon muuttuja z(t) suhteellinen, syklin aiheuttama vahinkojen luku-
määrän odotusarvon n poikkeama normaalitasosta:
n(t) = n(0)[1 + z(t)]. [1] (4.7)
Myös muuttujan z(t) määrittämiseen soveltuu äskeinen sinikaava. Se ei kui-
tenkaan ole kovin sopiva ennustamistarkoitukseen, sillä todelliset syklit ovat
epäsäännöllisiä, eivätkä ole siten helposti sovitettavissa sinikäyrään. Sopi-
vampaa onkin syöttää malliin numeeriset z(t):n arvot viimeisimpien saata-
villa olevien havaintojen ja informaation perusteella. Sinikäyrää sovelletaan
yleensä tutkittaessa, pystyykö vakuutusyhtiö selviämään epäsuotuisasta kau-
desta sen ajankohdasta riippumatta.
4.3 Syklit aikasarja-analyysin menetelmin
Hienostuneempi lähestymistapa vakuutusprosessin syklisyyteen pitkällä aika-
välillä on käyttää hyväksi aikasarja-analyysiä. Kun oletetaan vahinkoproses-
sin noudattavan yhdistettyä Poisson-jakaumaa, jossa syklimuuttuja noudat-
taa toisen asteen autoregressiivistä mallia, näyttää tulos seuraavanlaiselta.
Kuva 9: Autoregressiivinen vahinkoprosessi
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Yleisesti käytetty keino syklien mallintamiseen on käyttää hyväksi aikasarja-
analyysiä. Näin syntyvät nousu- ja laskukaudet ovat vähemmän säännöllisiä
kuin sinikäyrän tuottamat aallot, ja siten paremmin sovellettavissa käytän-
nön kokemukseen ja havaintoihin. Aikasarja-analyysissä nykyhetki ja men-
neen ajan arvot mahdollistavat tulevaisuuden arvojen ennustamisen.
Palataan nyt katsomaan kaavaa (4.7),
n(t) = n(0)[1 + z(t)].
Oletetaan, että syklimuuttuja z(t) on toisen asteen autoregressiivisen aika-
sarjan tuotos keskiarvona nolla:
z(t) = φ(1)z(t− 1) + φ(2)z(t− 2) + (t). (4.8)
Nyt syklimuuttujan z arvo hetkellä t saadaan sen edellisten vuosien arvois-
ta ja satunnaismuuttujan , eli virhetermin hetken t arvosta. φ(1) ja φ(2)
ovat vakiokertoimia, ja  korreloimaton, stokastinen virhetermi, joka yleensä
oletetaan normaalijakautuneeksi keskiarvona nolla ja keskihajontana σ. Tä-
män tutkielman käyttötakoitukseen kuitenkin sopivampaa on olettaa, että
:lla on vino jakauma, kuten esimerkiksi gammajakauma. Jakauman vinous
merkitsee sitä, että suuri osa havainnoista on joko keskiarvoa pienempiä, jol-
loin jakauma on oikealle vino, tai keskiarvoa suurempia, jolloin jakauma on
vasemmalle vino.
Kun kertoimet φ(1) ja φ(2) valitaan sopivasti, kaava (4.8) tuottaa z:lle
arvoja, jotka usein hyvin kuvaavat havaittua syklistä aikasarjaa. Yleensä on
hankalaa erottaa lyhyen ja pitkän aikavälin vaihteluita toisistaan, joten on
kannattavaa sisällyttää lyhyen aikavälin rakennemuuttuja q syklimuuttujaan
z määrittelemällä  siten, että se ottaa huomioon lyhyen aikavälin vaihtelut.
 tulisi mahdollisesti esittää jonain muuna jakaumana kuin normaalina, sillä
siinä esiintyy usein voimakasta vinoutta, kun taas normaalijakauman vinous
on tunnetusti nolla. Kuten aiemmin jo mainittiin, gamma jakauma voi olla
tähän sopiva, tai simulaatioissa hajonnan ja vinouden määrittäminen saattaa
riittää.
Toisen asteen autoregressiivisen prosessin tunnusluvut: taajuus, aallon-
pituus, varianssi ja autokorrelaatio saadaan edellisen kappaleen tapaan kaa-
voista (2.10), (2.11), (2.12) ja (2.13). Kertoimille φ(1) ja φ(2) pätee kappaleen
2.4 mukaiset vaatimukset.
Käytännön sovelluksissa aikasarja-analyysi on hyvin käytännöllinen, sillä
se tuo esille syklien epäsäännöllisyyden. Simulaatioista on selvästi havaitta-
vissa syklien koon vaihtelut, ja epäsuotuisten ja suotuisten vaiheiden epä-
säännöllisyys.
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4.4 Esimerkki
Havainnollistetaan kuvan 6 mukaista yksittäistä vahinkomäärän nousua esi-
merkillä. Oletetaan, että kokonaisvahinkomäärä X(t) = 50, kun
t = 1, 2, 4, 5 . . . ja X(3) = 100, eli kolmantena vuonna havaitaan suurem-
pi vahinkomäärä. Olkoon nyt α = 0, 7 ja yksinkertaisuuden vuoksi kas-
vukerroin r = 1. Nyt prosessin vakausehdot täyttyvät, sekä α > 1/4r2,
joten tuloksena pitäisi olla vaimeneva siniaalto. Asetetaan P (0) = 50 ja
U(−1) = U(0) = 100. Lasketaan solvenssipääomalle U(t) arvot kaavan (4.3)
mukaisesti, sekä maksuille P (t) arvot kaavan (4.1) mukaisesti, eli
U(t) = rU(t− 1)− αU(t− 2)−X(t) + αU(0) + P (0), [4]
ja
P (t) = P (0) + α(U(0)− U(t− 2)).
Kootaan arvot ensin taulukoksi: (Arvot pyöristetty kokonaisluvuiksi.)
t X(t) U(t) P(t)
1 50 100 50
2 50 100 50
3 100 50 50
4 50 50 50
5 50 85 85
6 50 120 85
7 50 131 61
8 50 117 36
9 50 95 29
10 50 84 38
11 50 87 53
12 50 98 61
13 50 108 59
14 50 109 51
15 50 103 45
16 50 97 44
17 50 95 48
Taulukko 1: Kokonaisvahinkomäärälle, solvenssipääomalle ja vakuutusmak-
sulle lasketut arvot.
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Piirretään lasketuista arvoista kuva:
Kuva 10: X(t), P (t) ja U(t).
Kuvasta nähdään, että solvenssipääoma pikkuhiljaa palautuu tavoiteta-
solleen U(0) = 100, aivan kuten maksutaso palautuu lähtötasolleen P (0) =
50. Tuloksena on siis vaimeneva sinimuotoinen aalto, aivan kuten kuuluikin.
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5 Syklisen vahinkoprosessin riskillisyydestä
Verrataan seuraavaksi vahinkoprosessin X(1), X(2), . . . riskillisyyttä klassi-
sessa mallissa prosessiin, johon vaikuttaa syklimuuttuja z(j), j = 1, 2, . . . si-
ten, että vuoden t kokonaisvahinkomäärä X(t) = (1 + z(t))η(t), t = 1, 2, . . .,
missä η, η(1), η(2), . . . ovat i.i.d. ei-negatiivisia satunnaismuuttujia. Olete-
taan, että klassisessa mallissa kokonaisvahinkomäärät X(1), X(2), . . . ovat
riippumattomia ja noudattavat yhdistettyä Poisson jakaumaa parametrilla
(λ, S), missä S on yksittäisen vahingon kertymäfunktio. Olkoon vakuutus-
maksu P ≡ P (t).
Esitetään ensin keskeisiä tuloksia, joita tarvitaan riskillisyyden vertai-
luun. Seuraavat tulokset ovat lähteestä [4]. Olkoon vuoden t tappio ξ(t) =
X(t)−P , ja kuvatkoon Y (t) = ξ(1)+ ξ(2)+ · · ·+ ξ(t) = X(1)−P +X(2)−
P + · · · + X(t) − P vuoteen t mennessä kertynyttä tappiota. Edelleen ko-
konaisvahinkomäärät oletetaan riippumattomiksi ja samoin jakautuneiksi, ja
että vakuutusmaksu sisältää positiivisen varmuuslisän, eli P > E(X(1)).
Vararikkohetki T = T (U(0)) alkupääomalla U(0) > 0 määritellään eh-
dosta
T =
{
inf{t|ξ(1) + · · ·+ ξ(t) > U(0)}
∞, jos ξ(1) ≤ U(0), ξ(1) + ξ(2) ≤ U(0), . . .
Vararikkohetki on siis ensimmäinen ajanhetki, jolloin kumulatiivinen tappio
ylittää alkupääoman. Kun U(0) on suuri, on approksimaatio
P(T <∞) ≈ e−RU0
perusteltu, missä R > 0 on sellainen, että c(R) = 0. Täsmällisemmin
lim
n→∞
U−10 logP(T <∞) = −R.
Lundbergin eksponentti R määritellään siten, että
R = sup{u; c(u) ≤ 0} ∈ [0,∞],
missä
c(u) = lim
t→∞
ct(u) = lim
t→∞
t−1 logE(euY (t)), kaikille u ∈ R.
Tunnetusti ct(u) = t−1 logE(euY (t)), u ∈ R. Oletetaan, että vakuutusmak-
su on sama kaikkina vuosina, eli P (t) ≡ P . Olkoon cη = logE(etη) muuttujan
η kumulantit generoiva funktio, ja oletetaan, että cη(t) < ∞,∀t ∈ R. Pyri-
tään määräämään prosessiin {Y (t)} liittyvä Lundbergin eksponentti. Mitä
suurempi on kyseisen prosessin Lundbergin eksponentti, sitä pienempi on
vararikkotodennäköisyys.
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5.1 Sinimuotoinen syklimuuttuja
Asetetaan syklimuuttujaksi deterministinen siniaalto
z(t) = a sin(ωt + δ), missä 0 ≤ a < 1. Olkoon aallonpituus Tx vakio k ∈ N ,
jolloin ω = 2pi/Tx = 2pi/k. Oletetaan yksinkertaisuuden vuoksi, että huono
vaihe on juuri alkamassa, eli asetetaan δ = 0. Nyt vuoden t kokonaisvahin-
komäärä on:
X(t) = (1 + z(t))η(t) = (1 + a sin(ωt))η(t) = (1 + a sin(2pit/k))η(t).
Määrätään ensin rajafunktio
c(u) = lim
t→∞
ct(u) = lim
t→∞
t−1 logE(euY (t)),∀u ∈ R.
Ilmeisesti
c(u) = lim
t→∞
(tk)−1 logE(euY (tk)),
E(euY (tk)) = E(euY (k))t ja
Yk =
k∑
j=1
(1 + a sin(2pij/k))ηj − kP.
Edelleen
E(euY (k)) = E(eu(
∑k
j=1(1+a sin(2pij/k)ηj−kP ))
=
k∏
j=1
E(eu(1+a sin(2pij/k)ηj))e−ukP
=
k∏
j=1
ecη(u(1+a sin(2pij/k))e−ukP .
Nyt saadaan
c(u) = lim
t→∞
(tk)−1 logE(euY (k))t
= k−1 logE(euY (k))
= k−1
k∑
j=1
cη(t(1 + a sin(2pij/k)))− uP.
Tarkastellaan nyt Lundbergin eksponenttia R = R(a) parametrin a funk-
tiona. Näytetään, että vararikkotodennäköisyys suurella alkupääomalla on
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pienempi, kun parametrin a arvo on nolla,eli kun syklimuuttujan vaikutus
on eliminoitu. Näytetään siis, että R(0) > R(a),∀a ∈ (0, 1].
Funktion cη aidon konveksisuuden nojalla
k∑
j=1
k−1cη(u+ ua sin(2pij/k)) > cη(
k∑
j=1
k−1(u+ ua sin(2pij/k)))
= cη(u+ ua
k∑
j=1
sin(2pij/k)) = cη(u).
Tässä hyödynnettiin identiteettiä
sin
2pij
k
= − sin(−2pij
k
) = − sin(2pi − 2pij
k
) = − sin(2pi(k − j)
k
),
joten
k∑
j=1
sin
2pij
k
= 0.
Nyt nähdään, että
k∑
j=1
k−1cη(u+ ua sin(2pij/k))− uP > cη(u)− uP, eli
c(u) > cη(u)− uP.
Tässä vasen puoli edustaa syklin sisältävää mallia, ja oikea puoli klassista
mallia, joten nähdään, että R(0) > R(a), kun a 6= 0. Syklin sisältävä vahin-
koprosessi on näin ollen riskillisempi kuin syklitön.
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5.2 Syklimuuttujana Markovin ketju
Tutkitaan vielä tapausta, jossa syklimuuttuja z(t) on 2-tilainen Markovin
ketju, siten että tila-avaruutena on E = {−a, a}, a ∈ (0, 1), ja siirtymäto-
dennäköisyydet ovat
P(M(t) = a|M(t− 1) = a) = P(M(t) = −a|M(t− 1) = −a) = p,
P(M(t) = −a|M(t− 1) = a) = P(M(t) = a|M(t− 1) = −a) = 1− p,
missä p > 1/2, eli prosessilla on taipumusta pysyä nykytilassa. Siirtymäto-
dennäköisyysmatriisi on siis:
a − a
Q =
a
−a
[
p 1− p
1− p p
]
= (qij).
Olkoon hetken t tila M(t). Syklimuuttuja on siis z(t) =M(t) ja vahinkopro-
sessi on
X(t) = (1 + z(t))η(t) = (1 +M(t))η(t).
Nyt { {M(t)} ⊥ {η(t)}, {η(t)} i.i.d.
ξ(t) = X(t)− P,
missä vuoden t tappiota kuvaava {ξ(t)} on Markov-additiivinen prosessi
P(ξ(t) ≤ x,M(t) = j|ξ(t− 1), . . . , ξ(1),M(t− 1) = i(t− 1), . . . ,M(1) = i(1))
= P((1 + j)η − P ≤ x)qi(t−1)j.
Olkoon t ∈ R. Merkitään
qˆij(t) = qij
∫
R
etxdFij(x),
missä Fij(x) = P(ξ(t) ≤ x|Mt = i, Mt−1 = j), kaikille x ∈ R, ja olkoon Qˆ
näistä muodostuva matriisi Qˆ = (qˆij(t)).
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Siis
a − a
Qˆ(t) =
a
−a
[
pE(et((1−a)η−P )) (1− p)E(et((1+a)η−P ))
(1− p)E(et((1−a)η−P )) pE(et((1+a)η−P ))
]
a − a
=
a
−a
[
pecη((1−a)t)−Pt (1− p)ecη((1+a)t)−Pt
(1− p)ecη((1−a)t)−Pt pecη((1+a)t)−Pt
]
.
Lasketaan matriisin Qˆ(t) ominaisarvot:
(pecη((1−a)t)−Pt − λ)(pecη((1+a)t)−Pt − λ)− (1− p)2ecη((1+a)t)−Ptecη((1−a)t)−Pt
= λ2 − λp(ecη((1−a)t)−Pt + ecη((1+a)t)−Pt) + p2ecη((1−a)t)−Ptecη((1+a)t)−Pt
−(1− p)2ecη((1−a)t)−Ptecη((1+a)t)−Pt = 0.
Merkitään y− = ecη((1−a)t)−Pt ja y+ = ecη((1+a)t)−Pt, saadaan
λ2 − λp(y− + y+) + y−y+(2p− 1) = 0,
edelleen
λ =
p(y− + y+)±
√
p2(y− + y+)2 − 4y−y+(2p− 1)
2
.
Näistä ominaisarvoista itseisarvoltaan suurempi on Qˆ(t):n Perron-Frobenius-
ominaisarvo.
Kun t = 0, y− = y+ = 1, jolloin
λ(0) =
2p±√p24− 8p+ 4
2
=
2p± (2− 2p)
2
=
{
1
2p− 1
riippumatta a:n arvosta. Näistä suurempi on 1, kun p ∈ (1
2
, 1), joten matriisin
Qˆ(t) Perron-Frobenius-ominaisarvo on
λa(t) =
p(y− + y+) +
√
p2(y− + y+)2 − 4y−y+(2p− 1)
2
.
Kun a = 0, y− = y+ = ecη(t)−Pt, jolloin
λ0(t) =
2pecη−Pt +
√
p24e2(cη(t)−Pt) − e2(cη−Pt)4(2p− 1)
2
=
2pecη(t)−Pt +
√
4e2(cη(t)−Pt)(p− 1)2
2
= ecη(t)−Pt.
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Todetaan, että Perron-Frobenius-ominaisarvon logaritmi on kyseisen va-
hinkoprosessin rajafunktio, siis log λ(t) = ca(t). Tarkoituksena on nyt verra-
ta syklillisen vahinkoprosessin rajafunktiota ca(t) syklittömän, eli klassisen
mallin rajafunktioon c0(t).
Oletetaan, että vahinkoprosessi noudattaa Poisson-jakaumaa, siis η ∼
Poisson(µ). Poisson-jakauman kumulantit generoiva funktio on tunnetusti
cη(t) = (e
t − 1)µ. Täten
y− = ecη((1−a)t)−Pt = e(e
(1−a)t−1)µ−Pt,
y+ = e
cη((1+a)t)−Pt = e(e
(1+a)t−1)µ−Pt ja
λ0(t) = e
(et−1)µ−Pt.
Näytetään, että c0(t) < ca(t), kun a ∈ (0, 1). Asetetaan µ = 1 ja P = 5,
jotta saadaan Lundbergin eksponentiksi positiivinen luku ja lopputulosten
vertailu helpottuu. Lasketaan arvot y−:lle ja y+:lle eri a:n arvoilla:
t / a 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9
1 0,029002 0,02295 0,018569 0,01533 0,01289 0,011019 0,00956 0,008408 0,00749
2 0,007081 0,002365 0,000964 0,00046 0,000253 0,000155 0,0001 7, 42× 10−5 5, 7× 10−5
3 0,326192 0,006896 0,000396 4, 8× 10−5 9, 95× 10−6 3, 11× 10−6 1, 3× 10−6 6, 96× 10−7 4, 3× 10−7
4 5946031 34,21042 0,010511 4, 6× 10−5 1, 23× 10−6 1, 07× 10−7 2, 1× 10−8 7, 02× 10−9 3, 4× 10−9
5 6, 34× 1027 2, 63× 1012 1230,84 0,0027 9, 98× 10−7 8, 27× 10−9 4, 5× 10−10 7, 74× 10−11 2, 7× 10−11
Taulukko 2: y− = e(e
(1−a)t−1)µ−Pt.
t / a 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9
1 0,049995 0,068571 0,097227 0,14302 0,219082 0,351001 0,59093 1,050901 1,98555
2 0,138763 1,023447 11,74865 231,515 8826,704 753534,6 1, 7× 108 1, 31× 1011 4, 3× 1014
3 67012,8 8, 82× 108 3, 21× 1014 1× 1022 1, 4× 1032 6, 65× 1045 1, 9× 1064 1, 61× 1089 7× 10122
4 1, 79× 1026 4, 48× 1043 4, 03× 1069 2× 10108 1, 2× 10166 1, 8× 10252
5 9, 48× 1094 8, 2× 10163 3, 8× 10277
Taulukko 3: y− = e(e
(1+a)t−1)µ−Pt.
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Lasketaan y−:n ja y+:n avulla arvot ca(t):lle p:n arvoilla 0,55, 0,65 ja 0,9:
t / a 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9
1 -1,40006 -1,32802 -1,21671 -1,07316 -0,90194 -0,70521 -0,4834 -0,23575 0,03934
2 -1,10254 -0,2489 0,810374 2,10494 3,686161 5,617466 7,97637 10,85753 14,3766
3 4,566522 8,686062 14,24686 21,7532 31,88559 45,56295 64,0255 88,94724 122,588
4 25,99384 43,39148 69,34571 108,065
5 94,71706
Taulukko 4: ca(t) = log
p(y−+y+)+
√
p2(y−+y+)2−4y−y+(2p−1)
2
, p = 0, 55.
t / a 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9
1 -1,39098 -1,30053 -1,17257 -1,01737 -0,83882 -0,63776 -0,4135 -0,16451 0,11127
2 -1,0382 -0,17673 0,882912 2,17749 3,758712 5,690017 8,04892 10,93009 14,4492
3 4,639072 8,758613 14,31941 21,8257 31,95815 45,63551 64,098 89,01979 122,661
4 26,06639 43,46403 69,41826 108,137
5 94,78961
Taulukko 5: ca(t) = log
p(y−+y+)+
√
p2(y−+y+)2−4y−y+(2p−1)
2
, p = 0, 65.
t / a 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9
1 -1,33976 -1,20695 -1,05671 -0,88973 -0,70482 -0,50028 -0,2741 -0,02415 0,25214
2 -0,9032 -0,03568 1,024231 2,31882 3,900041 5,831346 8,19025 11,07141 14,5905
3 4,7804 8,899942 14,46074 21,967 32,09947 45,77683 64,2393 89,16112 122,802
4 26,20772 43,60536 69,55959 108,279
5 94,93094
Taulukko 6: ca(t) = log
p(y−+y+)+
√
p2(y−+y+)2−4y−y+(2p−1)
2
, p = 0, 9.
Huomataan, että p:n ja a:n kasvaessa ca(t) kasvaa, eli suurilla p:n ja a:n
arvoilla vahinkoprosessin riskillisyys on suurempi kuin pienillä.
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Lasketaan vielä arvot c0(t):lle:
t λ0(t)
1 -1,42523
2 -1,56821
3 1,774326
4 14,59149
5 53,16336
Taulukko 7: c0(t) = log e(e
t−1)µ−Pt.
Lasketuista arvoista nähdään, että c0(t) < ca(t), siis R(0) > R(a) jo-
ten syklimuuttujan sisältävä vahinkoprosessi on riskillisempi kuin klassisen
mallin vahinkoprosessi. Näin ollen on tärkeää ottaa hinnoittelussa huomioon
vahinkoprosessissa esiintyvä syklisyys.
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