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Abstract
In this work we are going to study the property of the Pythagorean ho-
dographs in curves with different degrees of freedom. First, we are going to
see fundamental aspects of curves with this property. Then we are going to
study in detail the cubic curves and finally we are goint to see, in less detail,
this property in higher order curves.

Resumen
En este trabajo estudiaremos la propiedad de hodo´grafo pitago´rico en
curvas con distintos grados de libertad. Primero, veremos los aspectos fun-
damentales de las curvas con esta propiedad. Luego, estudiaremos con detalle
las curvas cu´bicas y finalmente, con menos detalle, veremos la propiedad del
hodo´grafo en curvas de grado superior.
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Introduccio´n
Las curvas de Be´zier, concepto fundamental para esta memoria, fueron
desarrolladas por primera vez por Paul De Casteljau en 1959, usando el
algoritmo que lleva su nombre. Sin embargo, fue Pierre Be´zier quien las dio´ a
conocer 3 an˜os ma´s tarde, en 1962,de quien tomaron el nombre. Estas curvas
fueron un instrumento fundamental del sistema que se desarrollo´ para el
trazado de dibujos te´cnicos, en el disen˜o aerona´utico y en el de automo´viles.
Las biograf´ıas de estos matema´ticos siguieron l´ıneas paralelas y muy
pro´ximas.Pierre-E´tienne Be´zier nacio´ en Par´ıs en 1910. Su padre era ingenie-
ro y su madre fue una persona muy interesada en la criptograf´ıa y el ana´lisis
combinatorio. Se graduo´ en ingenier´ıa meca´nica en la Escuela Nacional Supe-
rior de Artes y Oficios y un an˜o despue´s en ingenier´ıa ele´ctrica en la Escuela
Superior de Electricidad y se doctora en Matema´ticas por la Universidad de
Par´ıs en 1977. Entro´ en la casa Renault en 1933 donde hasta el 1975 ocupo´
el puesto de director de me´todos matema´ticos.Tambie´n trabajo´ de profesor
de ingenier´ıa de produccio´n desde 1968 hasta 1979 en la Escuela Nacional
de Artes y Oficios. Con la aparicio´n de los primeros ordenadores hizo uso de
la informa´tica para el disen˜o de carrocer´ıa. As´ı en 1968 presento´ un proto-
tipo del sistema Unisurf que fue uno de los pioneros en sistemas de disen˜o
geome´trico asistido por ordenador. Esta modelizacio´n matema´tica se apoya
en las curvas que llevan su nombre y que protagonizan su tesis de Doctorado
en Matema´ticas. Finalmente, fallecio´ en 1999 siendo enterrado en Gallardon,
Francia. Paul De Casteljau nacio´ en 1930 en Besanon, Francia. Estudio´ F´ısica
y Matema´ticas y trabajo´ para la casa Citroe¨n, donde en 1959 desarrollo´ un
algoritmo conocido actualmente como algoritmo de De Casteljau con el que
se puede evaluar ca´lculos en una cierta familia de curvas polino´micas. El al-
goritmo de De Casteljau es todav´ıa ampliamente usado, aunque con algunas
modificaciones, ya que es el me´todo ma´s robusto y nume´ricamente estable
para evaluar polinomios. Finalmente, murio´ en 1999.
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10 INTRODUCCIO´N
Este trabajo esta´ dividido en dos cap´ıtulos. El primero comienza introdu-
ciendo algunos conceptos previos que consideramos necesarios para la com-
prensio´n del mismo y de los que haremos uso a lo largo de la memoria.
Expondremos la definicio´n de curvas de Be´zier y sus propiedades, centra´ndo-
nos en las curvas racionales. Tambie´n daremos la definicio´n de la resultante y
veremos la elevacio´n del grado de curvas polino´micas y racionales de Be´zier.
En el segundo cap´ıtulo presentaremos y desarrollaremos el art´ıculo escrito
por R. T. Faouki y T. Sakkalis sobre las curvas con hodo´grafo pitago´rico en
te´rminos de curvas de Be´zier, [8]. Se estudiara´n los aspectos fundamentales
de curvas con esta propiedad y se vera´n propiedades en diversas aplicaciones.
A lo largo de esta memoria aparecera´n numerosas ima´genes elaboradas
con los programas Geogebra y Maple6.
Cap´ıtulo 1
Preliminares
En este cap´ıtulo se introducira´n conceptos que servira´n de base para la
comprensio´n de esta memoria. Enunciaremos las propiedades mas relevantes
de los polinomios de Bernstein y curvas de Be´zier, as´ı como tambie´n defini-
remos las curvas de Be´zier racionales, [5] y [4].
1.1. Conceptos previos
Comenzaremos definiendo los conceptos de polinomios de Bernstein y
curvas de Be´zier.
Definicio´n 1.1.1 (Polinomios de Bernstein) Fijado n ∈ N, existen n+1
polinomios de Bernstein de grado n:
Bni (t) =
(
n
i
)
ti(1− t)n−i, 0 ≤ i ≤ n,
definidos generalmente para t ∈ [0, 1].
Una de las propiedades destacables de los polinomios de Bernstein es:
n∑
i=0
Bni (t) = 1. (1.1.1)
Adema´s estos polinomios forman una base del espacio vectorial de los poli-
nomios de grado n con coeficientes reales.
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Definicio´n 1.1.2 (Curva de Be´zier) Llamamos curva de Be´zier simple o
de un tramo a la curva en forma parame´trica donde cada coordenada es
expresada como combinacio´n lineal de la base de Bernstein:
r(t) =
n∑
i=0
Pi B
n
i (t), t ∈ [0, 1], (1.1.2)
con Pi = (xi, yi) si es una curva en R2 o´ Pi = (xi, yi, zi) si es una curva en
R3. Los coeficientes Pi se denominan puntos de control de la curva de Be´zier
y la poligonal que forman estos puntos se conoce como pol´ıgono de control
de la curva de Be´zier.
Estas curvas cumplen algunas propiedades a tener en cuenta, como que
la curva esta´ contenida en la envolvente convexa del pol´ıgono de control,
es invariante bajo transformaciones afines, puede reparametrizarse mediante
una transformacio´n af´ın del intervalo, es sime´trica, es decir, si invertimos el
pol´ıgono de control la gra´fica de la curva es la misma so´lo que recorrida en
sentido inverso, interpola los puntos de control extremos siendo r(0) = P0,
r(1) = Pn y es tangente al pol´ıgono de control en sus extremos, de modo
que r′(0) = n(P1 − P0), r′(1) = n(Pn − Pn−1). Otras propiedades son la
relacio´n que mantienen estas formas ba´sicas con sus integrales definidas y
sus derivadas: ∫ t
0
Bn−1k (ξ) dξ =
1
n
n∑
j=k+1
Bnj (t), (1.1.3)
para k = 0, . . . , n− 1.
r′(t) =
n−1∑
k=0
n∆PkB
n−1
k (t), (1.1.4)
donde ∆Pk = Pk+1 − Pk para k = 0, . . . , n− 1.
Ejemplo 1.1.3 Curva de Be´zier de 3o y 5o grado:
r(t) = (1− t)3P0 + 3t(1− t)2P1 + 3t2(1− t)P2 + t3P3, t ∈ [0, 1].
r(t) = (1− t)5P0 + 5t(1− t)4P1 + 10t2(1− t)3P2 + 10t3(1− t)2P3
+5t4(1− t)P4 + t5P5, t ∈ [0, 1].
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Definicio´n 1.1.4 (Reparametrizacio´n de una curva de Be´zier) Aunque
las curvas de Be´zier r(t) esta´n definidas para t ∈ [0, 1], es posible reparame-
trizarlas para que su intervalo de definicio´n sea cualquier [a, b] mediante un
cambio de variable af´ın t =
s− a
b− a :
r(s) =
n∑
k=0
PkB
n
k
(
s− a
b− a
)
, s ∈ [a, b].
Definicio´n 1.1.5 (Curva compuesta) Sean r1(u) con u ∈ [u0, u1] y r2(u)
con u ∈ [u1, u2] dos curvas de Be´zier simples. Se defi
ne la curva de Be´zier compuesta r(u) parametrizada por u ∈ [u0, u2] como
r(u) =
{
r1(u), u ∈ [u0, u1]
r2(u), u ∈ [u1, u2]
Se verifica que:
r(u) es de clase C0 en [u0, u2] si se verifica r1(u1) = r2(u1).
r(u) es de clase C1 en [u0, u2] si adema´s se tiene r
′
1(u1) = r
′
2(u1).
r(u) es de clase C2 en [u0, u2] si adema´s se cumple r
′′
1(u1) = r
′′
2(u1).
Hay ocasiones en que las curvas de Be´zier de grado n no poseen la su-
ficiente flexibilidad para modelar la forma deseada. Una forma de proceder
en esta situacio´n es aumentar la flexibilidad del pol´ıgono an˜adie´ndole otro
punto de control. Como primer paso, se podr´ıa querer agregar otro punto de
control pero sin modificar la forma de la curva; esto equivale a elevar el grado
de la curva de Be´zier en una unidad. Si r(t) =
∑n
j=0 PiB
n
j (t) es una curva
de Be´zier de grado n y la queremos expresar como una curva de Be´zier de
grado n+ 1, r(t) =
∑n+1
j=0 QjB
n+1
j (t), entonces la relacio´n que existe entre los
puntos de control Pj y los Qj es:
Qj =
(
1− j
n+ 1
)
Pj +
j
n+ 1
Pj−1, (1.1.5)
donde j = 0, . . . , n+ 1.
Veamos como hemos llegado a esa relacio´n. Partimos de la ecuacio´n:
n∑
j=0
Pj
(
n
j
)
tj(1− t)n−j =
n+1∑
j=0
Qj
(
n+ 1
j
)
tj(1− t)n+1−j.
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Multiplicando la parte izquierda de la ecuacio´n por t+ (1− t) tenemos:
n∑
j=0
Pj
(
n
j
)
(tj(1− t)n+1−j + tj+1(1− t)n−j) =
n+1∑
j=0
Qj
(
n+ 1
j
)
tj(1− t)n+1−j.
Comparando los coeficientes de ambas ecuaciones obtenemos,
Qj
(
n+ 1
j
)
= Pj
(
n
j
)
+ Pj−1
(
n
j − 1
)
,
lo que nos lleva a la ecuacio´n (1.1.5).
En el trabajo daremos algunos ejemplos de curvas paralelas a otras, por
lo que pasaremos a definirlas.
Definicio´n 1.1.6 (Curva paralela o curva offset) Sea una curva α : [a, b]→
R2, t 7→ α(t). Llamamos curva paralela de α a una distancia d, a la curva β
definida como sigue:
β : [a, b] −→ R2
t −→ β(t) = α(t) + dnα(t),
donde nα(t) es el vector normal unitario de α en el punto α(t).
Tambie´n utilizaremos el siguiente lema que nos ayudara´ a encontrar una
solucio´n de un sistema de ecuaciones polinomiales:
Definicio´n 1.1.7 Sean f = amx
m + · · ·+ a0, g = bnxn + · · ·+ b0 con am 6= 0
y bn 6= 0 dos polinomios en R[x]. La resultante de f y g esta´ definida como:
Resx(f, g) = det

am · · · a1 a0 0 0 · · · 0
0 am · · · a1 a0 0 · · · 0
...
...
...
...
...
0 · · · 0 am am−1 am−2 · · · a0
bn · · · b2 b1 b0 0 · · · 0
0 bn · · · b2 b1 b0 · · · 0
...
...
...
...
...
...
0 0 · · · 0 bn bm−1 · · · b0

(1.1.6)
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Lema 1.1.8 Sean f = amx
m + · · ·+ a0, g = bnxn + · · ·+ b0 dos polinomios
de grados exactamente m, n ≥ 1, es decir, am 6= 0 y bn 6= 0 en R[x]. La
resultante de f y g, Resx(f, g), da una condicio´n necesaria y suficiente sobre
los coeficientes de f y g que determina cuando los dos polinomios comparten
un factor irreducible o una ra´ız. En cuyo caso, esa ra´ız sera´ solucio´n del
sistema de ecuaciones polinomiales formado por {f = 0, g = 0}, [3].
Teniendo en cuenta que las curvas de Be´zier racionales van a aparecer
al final de esta memoria, pasamos a describirlas y daremos algunas propie-
dades. Adema´s veremos como para n = 2 ayudan a la parametrizacio´n de
arcos de circunferencia, al contrario de las curvas de Be´zier simples, que so´lo
representan arcos de para´bolas.
Definicio´n 1.1.9 (Curva de Be´zier racional) Se define una curva de Be´zier
racional de grado n como
h(t) =
ω0P0B
n
0 (t) + · · ·+ ωnPnBnn(t)
ω0Bn0 (t) + · · ·+ ωnBnn(t)
, t ∈ [0, 1],
donde los ωi ∈ R son los pesos y los Pi ∈ R2 o´ R3 son los puntos de control,
que forman el pol´ıgono de control.
Para una mejor interpretacio´n de esta definicio´n veamos que las curvas de
Be´zier racionales en el plano af´ın son una proyeccio´n de una curva de Be´zier
simple en el espacio proyectivo.
Consideremos una curva polino´mica, h(t) = (h0(t), h1(t), h2(t)), t ∈ [0, 1],
en R3 y que no pase por el origen. Sabemos que la podemos ver como repre-
sentante de una curva en el plano proyectivo, que se proyecta sobre el plano
af´ın con una parametrizacio´n h(t) = (h1(t)/h0(t), h2(t)/h0(t)). As´ı pues, a
partir de una curva parame´trica polino´mica en el espacio, hemos obtenido
una parametrizacio´n racional de la misma en el plano. Obviamente, los polos
de la parametrizacio´n, es decir, los valores de t para los cuales el denominador
h0(t) se anula, aunque son puntos leg´ıtimos del plano proyectivo, correspon-
den a puntos del infinito, fuera del plano af´ın.
Haciendo uso de los polinomios de Bernstein, en R3 podemos representar
una curva de grado n por medio de un pol´ıgono de control Pi ∈ R3
h(t) =
n∑
i=0
PiB
n
i (t), t ∈ [0, 1],
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y luego proyectar sobre el plano af´ın. Sin embargo, esta manera de proceder
no nos proporciona intuicio´n sobre la curva plana, ya que los puntos de control
del pol´ıgono esta´n en el espacio.
Por ello, descompondremos, en su lugar, las coordenadas de los ve´rtices en
dos partes, Pi = (ωi, ωiPi), donde ωi es la primera componente del ve´rtice i-
e´simo y ωiPi son las restantes. A primera vista, esta forma de proceder rompe
la simetr´ıa de la expresio´n, pero es pra´ctica, ya que Pi ∈ R2 es precisamente
la proyeccio´n de Pi sobre el plano af´ın.
Por tanto, estamos describiendo las curvas racionales por medio de un
pol´ıgono de control {P0, . . . , Pn}, al modo de las curvas polino´micas, y unos
para´metros adicionales, {ω0, . . . , ωn}, que denominaremos pesos. La parame-
trizacio´n de la curva vendra´ dada por
h(t) =
(
n∑
i=0
ωiB
n
i (t),
n∑
i=0
ωiPiB
n
i (t)
)
∈ R3, t ∈ [0, 1],
h(t) =
∑n
i=0 ωiPiB
n
i (t)∑n
i=0 ωiB
n
i (t)
∈ R2, t ∈ [0, 1] (1.1.7)
lo que muestra claramente que los pesos son los para´metros que controlan el
denominador de la parametrizacio´n racional.
Si todos los pesos son iguales, ω = ωi, i = 0, . . . , n, el denominador
desaparece pues
n∑
i=0
ωiB
n
i (t) = ω
n∑
i=0
Bni (t) = ω
y recuperamos una curva polino´mica
h(t) =
n∑
i=0
PiB
n
i (t),
de pol´ıgono de control {P0, . . . , Pn}.
En la pra´ctica, todos los pesos ωi se toman positivos. Su interpretacio´n
es bastante sencilla. Basta observar que, si en la expresio´n (1.1.7) hacemos
crecer uno de los pesos, ωk, dejando fijos el resto,
l´ım
ωk→∞
h(t) = l´ım
ωk→∞
∑n
i=0 ωiPiB
n
i (t)∑n
i=0 ωiB
n
i (t)
= Pk,
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lo que muestra que la curva tiende a acercarse al ve´rtice Pk correspondiente.
Este efecto se puede emplear para incrementar la tensio´n de la curva. Sin em-
bargo, este hecho no sirve para acercar indiscriminadamente la curva a todos
los ve´rtices del pol´ıgono, ya que es obvio que, si multiplicamos todos los pesos
por un mismo nu´mero λ, la cancelacio´n entre numerador y denominador en
(1.1.7) deja la curva invariable. Es decir, para un mismo pol´ıgono de control
{P0, . . . , Pn}, los juegos de pesos {ω0, . . . , ωn}, {λω0, . . . , λωn} corresponden
a una misma parametrizacio´n y, por tanto, a una misma curva racional. Este
u´ltimo hecho se puede utilizar para normalizar los pesos, por ejemplo, de
modo que el primer peso valga la unidad. Basta escoger λ = 1/ω0.
En todo lo anterior, estamos dando por sentado que cualquier punto del
plano proyectivo tiene su equivalente en el af´ın, lo cual, como sabemos, no
es cierto, ya que podr´ıa corresponder a un punto del infinito. ¿Que´ sucede si
uno de los ve´rtices Pi es un punto del infinito?
Esta´ claro que en este caso no tiene sentido hablar del peso ωi, ya que
la primera componente del ve´rtice va a ser nula, Pi = (0, Pi). En cualquier
caso, sabemos que su imagen en el af´ın es un vector, no un punto, por lo que
lo denominaremos vector de control. Haciendo esta distincio´n entre puntos y
vectores de control, la expresio´n de una curva racional queda as´ı:
h(t) =
∑n
puntos ωiPiB
n
i (t) +
∑n
vectores PiB
n
i (t)∑n
puntos ωiB
n
i (t)
, (1.1.8)
que, para que tenga sentido, debera´ tener al menos un ve´rtice que sea punto
de control. De lo contrario el denominador se anular´ıa y tendr´ıamos una curva
vectorial, en el infinito del af´ın.
Propiedades de las curvas racionales
Muchas de las propiedades de las curvas de Be´zier se trasladan a las
curvas racionales de manera inmediata, incluso de manera manifiestamente
mejorada.
Para comenzar, seguimos empleando combinaciones barice´ntricas de los
ve´rtices del pol´ıgono de control, ya que, sumando los coeficientes de cada Pi
obtenemos la unidad:
n∑
i=0
ωiB
n
i (t)∑n
j=0 ωjB
n
j (t)
= 1.
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Esto implica que las propiedades que se derivaban de este hecho para
las curvas de Be´zier, tales como que la curva esta´ contenida en la envolvente
convexa del pol´ıgono de control o que sea invariante bajo transformaciones
afines, se siguen manteniendo.
Otras propiedades, como que la curva interpole los ve´rtices extremos
P0, Pn o ser sime´trica, se cumplen tambie´n. Por ejemplo, lo comprobamos
para el origen de la curva,
h(0) =
∑n
i=0 ωiPiB
n
i (0)∑n
i=0 ωiB
n
i (0)
=
ω0P0
ω0
= P0,
y del mismo modo h(1) = Pn.
Para una curva racional cuadra´tica normalizada, con ω0 = 1 = ω2, ω1 =
ω > 0
r(t) =
P0(1− t)2 + 2ωP1t(1− t) + P2t2
(1− t)2 + 2ωt(1− t) + t2
se tiene que:
r′(0) = 2ω(P1 − P0),
r′(1) = 2ω(P2 − P1)
con lo cual la tangente de la curva para t = 0 tiene la direccio´n del segmento
que une P0 con P1 y la tangente para t = 1, la direccio´n del segmento que
une P1 con P2.
Arcos de circunferencia
Frente a las parametrizaciones polino´micas, que para n = 2 so´lo permi-
ten representar arcos de para´bola, las parametrizaciones racionales descri-
ben arcos de circunferencia. Fije´monos en la parametrizacio´n normalizada,
ω0 = 1 = ω2, ω1 = ω, con ω > 0, de una curva de Be´zier racional de grado
dos:
r(t) =
(1− t)2P0 + 2ωt(1− t)P1 + t2P2
(1− t)2 + 2ωt(1− t) + t2 . (1.1.9)
Por simplificar ca´lculos, tomemos el arco circular de radio 1 centrado
en el origen c(s) = (cos(s), sen(s)) con extremos c(0) = (1, 0) y c(α) =
(cosα, senα). Queremos calcular P0, P1, P2 y ω tal que r(t) sea el arco de cir-
cunferencia c(s) entre los puntos (1, 0) y (cosα, senα). Imponiendo las con-
diciones de interpolacio´n tenemos que P0 = r(0) = c(0) = (1, 0), P2 = r(1) =
c(α) = (cosα, senα) y el ve´rtice P1, por simetr´ıa, sera´ (D cos(α/2), D sen(α/2)).
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Para estudiar las direcciones tangentes a la curva c(s) obtenemos su
derivada c′(s) = (− sen s, cos s). La tangente a la curva r(t) en P0 = r(0) es
2ω(P1 − P0) y la derivada de la curva c(s) en cero es c′(0) = (0, 1), luego
2ω(P1 − P0) || (0, 1).
Por otro lado, la tangente en P2 = r(1) es 2ω(P2−P1) y la derivada de la
curva c(s) en α es c′(α) = (− senα, cosα), luego 2ω(P2−P1) || (− senα, cosα).
Teniendo en cuenta que P1 = (D cos(α/2), D sen(α/2)) obtenemos que
2ω(P1 − P0) = 2ω
(
D cos
α
2
− 1, D sen α
2
)
|| (0, 1),
por lo que llegamos a que
ω
(
D cos
α
2
− 1
)
= 0
y como tenemos que ω > 0 se tiene que D = 1/ cos(α/2), con lo cual,
P1 = (1, tan(α/2)).
Para obtener ahora el valor del peso ω partimos de que P0 = (1, 0), P1 =
(1, tan(α/2)) y P2 = (cosα, senα). Sea la reparametrizacio´n del arco circular
c(s):
c(t) = (cos(tα), sen(tα)), 0 ≤ t ≤ 1,
por lo que
c(1/2) =
(
cos
α
2
, sen
α
2
)
.
Sustituyendo t = 1/2 en (1.1.9) tenemos que
r(1/2) =
(1/4)P0 + 2ω(1/4)P1 + (1/4)P2
(1/4) + 2ω(1/4) + (1/4)
=
P0 + 2ωP1 + P2
2 + 2ω
.
Como queremos que las curvas c y r sean la misma, imponemos que c(1/2) =
r(1/2), por tanto, se tiene que
P0+2ωP1+P2 = (1, 0)+2ω
(
1, tan
α
2
)
+(cosα, senα) = (2+2ω)
(
cos
α
2
, sen
α
2
)
con lo que obtenemos el sistema de ecuaciones:{
1 + 2ω + cosα = (2 + 2ω) cos(α/2)
2ω tan(α/2) + senα = (2 + 2ω) sen(α/2)
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lo que implica{
2ω(1− cos(α/2)) = 2 cos(α/2)− 1− cosα
2ω(tan(α/2)− sen(α/2)) = 2 sen(α/2)− senα
y de la segunda ecuacio´n llegamos a que
2ω sen
α
2
(
1
cos(α/2)
− 1
)
= 2 sen
α
2
− 2 sen α
2
cos
α
2
= 2 sen
α
2
(
1− cos α
2
)
,
por lo que si tomamos 0 < α < pi,
ω =
1− cos(α/2)
(1− cos(α/2))/(cos(α/2)) = cos
α
2
.
Sustituyendo en la primera ecuacio´n comprobamos el valor de ω:
2 cos
α
2
(1− cos α
2
) = 2 cos
α
2
− 1− cosα
por tanto
−2 cos2 α
2
= −1− cosα
luego
2 cos2
α
2
= 1 + cos2
α
2
− sen2 α
2
,
lo cual es cierto.
Se puede ver que a partir de los P1 y ω calculados, r(t) = (r1(t), r2(t))
verifica que r21(t) + r
2
2(t) = 1:
De la Ecuacio´n (1.1.9) llegamos a que
r(t) =
(1− t)2(1, 0) + 2ωt(1− t)(1, tan(α/2)) + t2(cosα, senα)
(1− t)2 + 2t(1− t)ω + t2 .
Se tiene
r21(t) + r
2
2(t) =
=
((1− t)2 + 2t(1− t) cos(α/2) + t2 cosα)2
((1− t)2 + 2t(1− t) cos(α/2) + t2)2 +
+
(2t(1− t) sen(α/2) + t2 senα)2
((1− t)2 + 2t(1− t) cos(α/2) + t2)2 =
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=
(1− t)4 + 4t2(1− t)2 cos2(α/2) + t4 cos2 α
((1− t)2 + 2t(1− t) cos(α/2) + t2)2 +
+
4t(1− t)3 cos(α/2) + 2(1− t)2t2 cosα + 4t3(1− t) cos(α/2) cosα
((1− t)2 + 2t(1− t) cos(α/2) + t2)2 +
+
4t2(1− t)2 sen2(α/2) + t4 sen2 α + 4t3(1− t) sen(α/2) senα
((1− t)2 + 2t(1− t) cos(α/2) + t2)2 =
=
(1− t)4 + t4 + 2t2(1− t)2(2 cos2(α/2) + 2 sen2(α/2) + cosα)
((1− t)2 + 2t(1− t) cos(α/2) + t2)2 +
+
4t(1− t)3 cos(α/2) + 4t3(1− t)(cos(α/2) cosα + sen(α/2) senα)
((1− t)2 + 2t(1− t) cos(α/2) + t2)2 =
=
((1− t)2 + 2t(1− t) cos(α/2) + t2)2
((1− t)2 + 2t(1− t) cos(α/2) + t2)2 = 1
Luego la curva racional r(t) es el arco de circunferencia c(t).
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Cap´ıtulo 2
Hodo´grafo Pitago´rico
El hodo´grafo de una curva parame´trica plana r(t) = (x(t), y(t)) es el lugar
geome´trico descrito por la primera derivada de la curva, r′(t) = (x′(t), y′(t)).
Se dice que una curva polino´mica parame´trica tiene hodo´grafo pitago´rico si
existe un polinomio σ(t) tal que x′2(t) + y′2(t) = σ2(t) y diremos que {(x′(t),
y′(t), σ(t)} es una “tripleta pitago´rica”. Aunque la curva de hodo´grafo pi-
tago´rico tiene menos grados de libertad que una curva parame´trica polino´mi-
ca arbitraria del mismo grado, aquella presenta propiedades notablemente
atractivas desde un punto de vista pra´ctico. Por ejemplo, su longitud de arco
se puede expresar como una funcio´n polino´mica del para´metro y sus curvas
offsets son curvas polino´micas racionales.
A lo largo de este cap´ıtulo presentaremos una caracterizacio´n algebrai-
ca de la propiedad del hodo´grafo pitago´rico, analizaremos sus implicaciones
geome´tricas en te´rminos de curvas de Be´zier y estudiaremos las propiedades
en diversas aplicaciones.
2.1. Introduccio´n
La representacio´n de curvas y superficies en una forma adecuada de
computacio´n eficiente y sistema´tica es un problema ba´sico en el disen˜o asisti-
do por ordenador. La mayor´ıa de estas representaciones son formuladas como
curvas parame´tricas polino´micas, [4]. Los arcos de curvas polino´micas planas,
se definen de una forma equivalente a :
x(t) =
∑n
k=0 akt
k,
y(t) =
∑n
k=0 bkt
k, para t ∈ [0, 1]. (2.1.1)
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Dichos arcos pueden unirse con varios o´rdenes de continuidad forman-
do curvas spline para una interpolacio´n de datos uniforme. Se represen-
tan fa´cilmente incrementando uniformemente t y evaluando el polinomio
(2.1.1). Una deficiendia inmediata de la forma (2.1.1) es la poca ”flexibi-
lidad” que presentan, esto puede remediarse permitiendo la forma racional
r(t) =
(
X(t)
W (t)
,
Y (t)
W (t)
)
, donde X(t), Y (t) y W (t) son polinomios. Obviamen-
te, las curvas polino´micas son un subconjunto propio de las curvas racionales
y la extensio´n a las formas racionales no presenta dificultades computacio-
nales significativas, [4].
Figura 2.1: Segmento de curva parame´trica diferenciable y vectores de velo-
cidad a lo largo de ese segmento.
Figura 2.2: El hodo´grafo es el lugar geome´trico generado al trasladar estos
vectores al origen
Las curvas parame´tricas polino´micas tienen ciertas limitaciones que de-
gradan su utilidad general en aplicaciones pra´cticas de disen˜o. Nuestro ob-
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jetivo es identificar un subconjunto de curvas polino´micas para las cuales
estas limitaciones se “relajan” y resaltar las propiedades u´tiles que surgen.
Para facilitar este trabajo, recurrimos a la nocio´n de hodo´grafo de una curva
plana r(t) = (x(t), y(t)), es decir, el lugar geome´trico descrito por la derivada
parame´trica r′(t) = (x′(t), y′(t)) de esta curva, [1]. Si t representa el tiempo,
el hodo´grafo describe el vector velocidad de la trayectoria r(t) = (x(t), y(t)),
Figura 2.2 y Figura 2.1.
Antes de continuar, seamos ma´s espec´ıficos sobre algunas de las limita-
ciones de las curvas polino´micas mencionadas anteriormente. Cuando dicha
curva se representa evaluando de forma uniforme el valor del para´metro {tk},
los puntos geome´tricos resultantes {rk} no esta´n uniformemente espaciados a
lo largo de la curva, ya que su “flujo parame´trico” es necesariamente desigual
si no es una l´ınea recta. Para compensar esto se requiere una determinacio´n
de la relacio´n funcional entre la longitud de arco s a lo largo de la curva y el
para´metro t. En general, s(t) es una integral que no puede resolverse con fun-
ciones elementales de t y recurriendo a me´todos nume´ricos para aproximar
esta integral, el resultado es ineficiente y potencialmente propenso a errores.
Otro problema surge con respecto a las curvas offset. En aplicaciones tales
como el mecanizado de control nume´rico, el intere´s esta´ en la curva ro(t) =
r(t)+dn(t), curva dada a una distancia fija d de la curva polino´mica r(t) en la
direccio´n de su vector normal n(t). La curva ro(t) no es, en general, una curva
polino´mica. De hecho, hace ma´s de un siglo, [10], se probo´ que si r(t) es de
grado n, la curva offset a una distancia ±d, tomada en conjunto, constituye
una curva algebraica irreducible con una ecuacio´n impl´ıcita fo(x, y) = 0 de
grado 4n− 2 en general, [7]. Este hecho ha llevado a la formulacio´n de varios
esquemas heur´ısticos de aproximacio´n polino´mica por partes para las curvas
offset.
Las curvas polino´micas que se presentan en este cap´ıtulo superan estas
deficiencias. Sus longitudes de arco son meramente funciones polino´micas
del para´metro, mientras que sus curvas offsets son curvas racionales de grado
relativamente bajo para distancias ±d. En vista de los diversos usos pra´cticos
de las curvas offset, esta u´ltima propiedad es especialmente significativa. Las
formas racionales son el esquema omnipresente de representacio´n cano´nica de
los sistemas de modelado geome´trico, y la posibilidad de describir las curvas
offset precisamente en te´rminos de ellas facilita el procedimiento utilizado en
distintas aplicaciones.
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2.2. Tripleta de polinomios pitago´ricos
El teorema de Pita´goras relaciona la longitud de la hipotenusa, c, con
las longitudes, a y b, de los catetos de un tria´ngulo recta´ngulo. Esto nos
proporciona una ecuacio´n en la que podemos determinar el valor real para c
cuando conocemos los valores reales arbitrario de a y b:
a2 + b2 = c2. (2.2.1)
So´lo en ciertos casos especiales, esta ecuacio´n es satisfecha cuando a, b y c
son enteros. Es decir, dados a y b enteros, siempre se tiene que c2 = a2 + b2
tambie´n es un nu´mero entero, pero ¿es posible encontrar c entero tal que
c2 = a2 + b2?. En estos casos diremos que {a, b, c} forman una tripleta
pitago´rica.
En este trabajo nos ocuparemos principalmente de las soluciones especia-
les para un problema ana´logo, en el que a, b y c en (2.2.1) son polinomios
reales en una variable dada t y las implicaciones de sus soluciones en el disen˜o
y procesamiento de curvas parame´tricas.
Vamos a enunciar una caracterizacio´n particular para las tripletas de
polinomios pitago´ricos que nos sera´ u´til:
Teorema 2.2.1 (Kubota) Sean tres polinomios reales a(t), b(t) y c(t) ve-
rificando max[deg(a), deg(b)] = deg(c) > 0. Estos polinomios satisfacen la
condicio´n pitago´rica a2(t) + b2(t) = c2(t) si y solo si pueden expresarse en
te´rminos de polinomios reales u(t), v(t) y w(t) de la forma:
a(t) = w(t)[u2(t)− v2(t)],
b(t) = 2w(t)u(t)v(t),
c(t) = w(t)[u2(t) + v2(t)].
(2.2.2)
Demostracio´n. Kubota en [9] demuestra este teorema en un contexto mucho
ma´s general, el de un dominio de factorizacio´n u´nico arbitrario D de carac-
ter´ıstica p 6= 2. En este trabajo aplicamos este teorema sobre el anillo de los
polinomios con coeficientes reales en una variable. 
Suponemos a partir de ahora que en (2.2.2) los polinomios u y v son
primos entre s´ı, ya que de lo contrario el [MCD(u, v)]2 podr´ıa ser absorbido
por w. Del mismo modo, asumimos que el polinomio w es mo´nico, es decir, el
coeficiente, k, del monomio de mayor grado es igual a 1 ya que si no lo fuera,
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podr´ıamos dividir w por k para que fuera mo´nico y multiplicar u y v por
√
k
(la suposicio´n de que k > 0 esta´ justificada en la medida en que los elementos
{a, b, c} de la tripleta pitago´rica se consideran de signo indeterminado).
2.3. Aspectos fundamentales de las curvas de
Hodo´grafo Pitago´rico
Se dice que el hodo´grafo r′(t) = (x′(t), y′(t)) de una curva polino´mica,
r(t) = (x(t), y(t)), es pitago´rico si sus componentes son miembros de una
tripleta de polinomios pitago´ricos {x′(t), y′(t), σ(t)}.
Por el teorema de Kubota tenemos que existen unos polinomios u(t), v(t)
y w(t) tales que:
x′(t) = w(t)[u2(t)− v2(t)],
y′(t) = 2w(t)u(t)v(t),
(2.3.1)
donde identificamos x′(t) con a(t) y y′(t) con b(t), pues en caso contrario
corresponder´ıa simplemente a una rotacio´n de los ejes de coordenadas. Por
tanto, cuando hablamos de una curva con hodo´grafo pitago´rico nos referimos
a cualquier curva polinomial cuya derivada es de la forma (2.3.1).
Comenzemos estudiando algunos casos particulares de curvas con hodo´gra-
fo pitago´rico:
Caso 1: Si w(t) = 0 o´ u(t) = v(t) = 0, las ecuaciones (2.3.1) se reducen a
x′(t) = y′(t) = 0 y la curva polino´mica r(t) degenera en un punto.
Caso 2: Si u(t), v(t) y w(t) son constantes con w(t) distinta de cero y, al me-
nos uno de u(t) y v(t) tambie´n distinto de cero, entonces r(t) es una
l´ınea recta parametrizada regular que tiene la propiedad del hodo´grafo
pitago´rico en un sentido trivial, es decir, la tripleta {x′(t), y′(t), σ(t)}
es una tripleta de nu´meros reales.
Caso 3: Si u(t) y v(t) son constantes, ambas no nulas, pero w(t) no es una
constante, la curva r(t) es de nuevo lineal, pero su parametrizacio´n
no es regular. De hecho, sera´ “trazada de forma mu´ltiple” cuando el
para´metro, que viene dado por el polinomio
∫
w(t)dt, este´ entre dos
ra´ıces reales consecutivas. La curva r(t) describira´ una recta o una se-
mirrecta dependiendo de la paridad del grado del polinomio para´metro.
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Caso 4: Si w(t) 6= 0 y u(t) o´ v(t) es cero, la curva r(t) es una recta paralela al
eje OX no parametrizada regularmente, ya que por la misma razo´n que
en el caso anterior esta´ trazada de forma mu´ltiple.
El caso con el que trabajaremos de aqu´ı en adelante, considera los casos
donde los polinomios u(t), v(t) y w(t) son todos distintos de cero, siendo
u(t) y v(t) primos entre s´ı y no constantes a la vez. Con estas restricciones
eliminamos los casos ma´s simples estudiados anteriormente.
Las curvas de hodo´grafo pitago´rico r(t) = (x(t), y(t)) que satisfacen las
condiciones fijadas son necesariamente de grado n = max[deg(x), deg(y)] ≥
3, pues si n = 0, entonces r′(t) = (0, 0) y estar´ıamos en el Caso 1. Si n = 1,
entonces r′(t) es constante y estar´ıamos en el Caso 2. Si n = 2, entonces u(t)
y v(t) son constantes y w(t) es un polinomio de grado 1 y tenemos un caso
particular del Caso 3.
Ahora estudiaremos algunas caracter´ısticas ba´sicas de las curvas de hodo´gra-
fo pitago´rico.
Lema 2.3.1 La curva polino´mica correspondiente al hodo´grafo pitago´rico
(2.3.1) es de grado n = λ + 2µ + 1, donde µ = max[deg(u), deg(v)] y
λ = deg(w).
Demostracio´n. Teniendo en cuenta las ecuaciones (2.3.1) observamos que:
deg(x′) ≤ deg(w) + 2max[deg(u), deg(v)]
deg(y′) = deg(w) + deg(u) + deg(v)
por tanto,
deg(x) ≤ deg(w) + 2max[deg(u), deg(v)] + 1
deg(y) = deg(w) + deg(u) + deg(v) + 1.
La cota de deg(x′) se alcanza dependiendo de la posibilidad de cancelacio´n
en los monomios principales de u(t)2 y v(t)2. Estudiemos ma´s detenidamente
esta posibilidad de cancelacio´n de estos monomios:
Si deg(u) 6= deg(v), dicha cancelacio´n no puede ocurrir y deg(x) =
λ+ 2µ+ 1 > deg(y).
Si deg(u) = deg(v) se tiene que deg(y) = λ + 2µ + 1 ≥ deg(x), inden-
dientemente de si ocurre la cancelacio´n o no.
Por tanto, n = max[deg(x), deg(y)] esta´ dado por λ+2µ+1 en cualquiera
de los dos casos. 
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Lema 2.3.2 Las curvas con hodo´grafo pitago´rico de grado n tienen n + 3
grados de libertad, es decir, n− 1 menos que los grados de libertad asociados
a una curva polino´mica arbitraria del mismo grado, que tienen 2(n+1) grados
de libertad.
Demostracio´n. Asumiendo que u(t) y v(t) son primos entre s´ı y no constantes
a la vez, se tiene que µ = max[deg(u), deg(v)] ≥ 1. Por tanto, los polinomios
u(t) y v(t) estara´n determinados, a lo ma´s, por los µ + 1 coeficientes de los
monomios de cada uno. Si λ = deg(w), el polinomio w(t) estara´ determi-
nado por λ + 1 coeficientes, pero como el polinomio w(t) es mo´nico, vendra´
determinado por un ma´ximo de λ coeficientes. Por lo que podemos elegir
libremente, a lo sumo, λ + 2(µ + 1) coeficientes para especificar los polino-
mios u(t), v(t) y w(t) que definen el hodo´grafo pitago´rico. Las constantes de
integracio´n de (2.3.1) proporcionan dos grados ma´s de libertad, haciendo un
total de λ+ 2µ+ 4 = n+ 3, ya que n = λ+ 2µ+ 1 por el lema anterior.
En general, una curva polino´mica de grado n tiene 2(n + 1) grados de
libertad, que corresponden al nu´mero de coeficientes de los monomios de los
polinomios que describen sus dos ecuaciones parame´tricas. 
Estos grados de libertad, que se corresponden con el nu´mero de coeficien-
tes que determinan los polinomios que describen las ecuaciones parame´tricas
de la curva, no son ido´neos para la manipulacio´n computacional de la forma
intr´ınseca de dicha curva. Tres de ellos se tienen en cuenta para asignar el
sistema de coordenadas en el plano: dos para elegir el origen (ya que de-
pende de los l´ımites de integracio´n) y uno para orientar los ejes. Otros dos
corresponden a las libertades en la parametrizacio´n: sea r(t) = (x(t), y(t))
una curva de grado n con hodo´grafo pitago´rico, x′(t)2 + y′(t)2 = c(t)2, y sea
r(τ) = (x(τ), y(τ)), otra parametrizacio´n de r(t) del mismo grado tambie´n
con hodo´grafo pitago´rico, x′(τ)2 + y′(τ)2 = d(τ)2.
Calculemos los para´metros naturales asociados a cada parametrizacio´n:
s =
∫ t
t0
|α′(ξ)| dξ = ∫ t
t0
√
x′(ξ)2 + y′(ξ)2 dξ =
∫ t
t0
√
c(ξ)2 dξ
= ± ∫ t
t0
c(ξ) dξ = ±(c(t)− c(t0))
s =
∫ τ
τ0
|α′(ξ)| dξ = ∫ τ
τ0
√
x′(ξ)2 + y′(ξ)2 dξ = ± ∫ τ
τ0
d(ξ) dξ
= ±(d(τ)− d(τ0))
donde, c(t) =
∫
c(t) dt y d(τ) =
∫
c(τ) dτ . Las funciones (x(t), y(t)), (x(τ), y(τ))
describen la misma curva, luego el para´metro natural es invariante salvo cons-
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tantes, por lo que s = s + cte. As´ı llegamos a que d(τ) = c(t) + cte siendo
d(τ), c(t) polinomios del mismo grado. Por tanto, τ = pt+ q.
Descontando los cinco grados de libertad correspondientes a los movi-
mientos r´ıgidos y reparametrizaciones podemos decir que, mientras que las
curvas polino´micas de grado n tienen 2n − 3 grados de libertad, las curvas
con hodo´grafo pitago´rico del mismo grado n tienen n− 2 grados de libertad.
Definicio´n 2.3.3 (Punto singular) Una curva polino´mica r(t) = (x(t), y(t))
tiene un punto singular en el valor ξ si el hodo´grafo pitago´rico en el punto
r(ξ) atraviesa el origen de coordenadas. Es decir, si r′(ξ) = (0, 0).
Evidentemente, el valor del para´metro en el punto singular es el valor de
la ra´ız real de MCD(x′(t), y′(t)). Para las curvas con hodo´grafo pitago´rico,
los puntos singulares coinciden con las ra´ıces reales de w(t), ya que es im-
posible que u2(ξ) − v2(ξ) = u(ξ)v(ξ) = 0 para algu´n valor de ξ cuando el
MCD(u(t), v(t)) = 1.
2.4. Hodo´grafos Pitago´ricos de curvas cu´bi-
cas
De acuerdo con la discusio´n realizada antes del Lema 2.3.1, las curvas
ma´s simples con hodo´grafo pitago´rico son las curvas de grado 3, donde λ =
deg(w) = 0 y µ = max[deg(u), deg(v)] = 1. Fijado un sistema de referencia
y parametrizacio´n, estas curvas solo tienen un grado de libertad comparadas
con los tres grados de libertad de las curvas cu´bicas en general. En esta
seccio´n haremos un ana´lisis detallado de estas curvas.
Consideremos dos polinomios u(t) y v(t) dados por la forma de Bernstein
Be´zier:
u(t) = u0B
1
0(t) + u1B
1
1(t),
v(t) = v0B
1
0(t) + v1B
1
1(t),
(2.4.1)
donde asumimos que las razones u0 : u1 y v0 : v1 no son iguales.
Calculemos primero:
(B10(t))
2 = B10(t)B
1
0(t) = (1− t) · (1− t) = B20(t),
(B11(t))
2 = B11(t)B
1
1(t) = t · t = B22(t),
B10(t) ·B11(t) = (1− t) · t =
1
2
B21(t).
(2.4.2)
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Por tanto, el hodo´grafo pitago´rico definido por las ecuaciones (2.4.1) y
w(t) = 1 puede expresarse como:
x′(t) = w(t)[u2(t)− v2(t)] = (u0B10(t) + u1B11(t))2
−(v0B10(t) + v1B11(t))2 = u20B20(t)u21B22(t)
+2u0u1
1
2
B21(t)− v20B20(t)− v21B22(t)− 2v0v1
1
2
B21(t)
= (u20 − v20)B20(t) + (u0u1 − v0v1)B21(t) + (u21 − v21)B22(t).
(2.4.3)
y′(t) = 2w(t)u(t)v(t) = 2(u0B10(t) + u1B
1
1(t))(v0B
1
0(t) + v1B
1
1(t))
= 2[u0v0B
2
0(t) + u0v1
1
2
B21(t) + v0u1B
2
1(t) + u1v1
1
2
B21(t)]
= 2u0v0B
2
0(t) + (u0v1 + u1v0)B
2
1(t) + 2u1v1B
2
2(t).
(2.4.4)
Integrando las ecuaciones (2.4.3), (2.4.4) y utilizando la propiedad de la
forma de Bernstein Be´zier (1.1.2), tenemos:
x(t) =
∫
u2(t)− v2(t)dt = ∫ [(u20 − v20)B20(t) + (u0u1
−v0v1)B21(t) + (u21 − v21)B22(t)]dt = (u20 − v20)
∫
B20(t)dt
+(u0u1 − v0v1)
∫
B21(t)dt+ (u
2
1 − v21)
∫
B22(t)dt
=
(u20 − v20)
3
3∑
j=1
B3j (t) + C1 +
(u0u1 − v0v1)
3
3∑
j=2
B3j (t)
+C2 +
(u21 − v21)
3
3∑
j=3
B3j (t) + C3 = B
3
1(t)
(u20 − v20)
3
+B32(t)
(u20 − v20) + (u0u1 − v0v1)
3
+B33(t)[
(u20 − v20) + (u0u1 − v0v1) + (u21 − v21)
3
+ (C1 + C2 + C3)︸ ︷︷ ︸
C
·1,
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teniendo en cuenta (1.1.1), se tiene que, C · 1 = C ·∑3j=0B3j (t). Por tanto,
obtenemos:
x(t) = C︸︷︷︸
x0
B30(t) +
[
u20 − v20
3
+ C
]
︸ ︷︷ ︸
x1
B31(t) +
[
(u20 − v20) + (u0u1 − v0v1)
3
+ C
]
︸ ︷︷ ︸
x2
B32(t)
+
[
(u20 − v20) + (u0u1 − v0v1) + (u21 − v21)
3
+ C
]
︸ ︷︷ ︸
x3
B33(t) = xk
∑3
k=0B
3
k(t).
(2.4.5)
De la misma forma,
y(t) =
∫
2u(t)v(t)dt =
∫
[2u0v0B
2
0(t) + (u0v1 + u1v0)B
2
1(t) + 2u1v1B
2
2(t)]dt
= 2u0v0
∫
B20(t)dt+ (u0v1 + u1v0)
∫
B21(t) + 2u1v1
∫
B22(t)dt
=
2u0v0
3
3∑
k=1
B3j (t) +D1 +
(u0v1 + u1v0)
3
3∑
j=2
B3j (t) +D2 =
2u1v1
3
3∑
j=3
B2j (t)
+D3 = B
3
1(t)
2u0v0
3
+B32(t)
2u0v0 + (u0v1 + u1v0)
3
+B33(t)
2u0v0(u0v1 + u1v0) + 2u1v1
3
+ (D1 +D2 +D3)︸ ︷︷ ︸
D
·1
= D︸︷︷︸
y0
B30(t) +
[
2u0v0
3
+D
]
︸ ︷︷ ︸
y1
B31(t) +
[
2u0v0 + (u0v1 + u1v0)
3
+D
]
︸ ︷︷ ︸
y2
B32(t)
+
[
2u0v0 + (u0v1 + u1v0) + 2u1v1
3
+D
]
︸ ︷︷ ︸
y3
B33(t) = yk
∑3
k=0B
3
k(t).
(2.4.6)
Tenemos entonces que los puntos de control de la curva r(t) = (x(t), y(t)) =
(xk
∑3
k=0B
3
k(t), yk
∑3
k=0B
3
k(t)) =
∑3
k=0(xk, yk)B
3
k(t), Pk = (xk, yk), vienen
dados a partir de las siguientes expresiones:
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P0 = (x0, y0) = (C,D),
P1 =
(
u20 − v20
3
+ C,
2u0v0
3
+D
)
= P0 +
1
3
(u20 − v20, 2u0v0),
P2 =
(
(u20 − v20) + (u0u1 − v0v1)
3
+ C,
2u0v0 + (u0v1 + u1v0)
3
+D
)
= P1 +
1
3
(u0u1 − v0v1, u0v1 + u1v0),
P3 =
(
(u20 − v20) + (u0u1 − v0v1) + (u21 − v21)
3
+ C,
2u0v0 + (u0v1 + u1v0) + 2u1v1
3
+D
)
= P2 +
1
3
(u21 − v21, 2u1v1).
(2.4.7)
Aunque estas expresiones son ido´neas para la parametrizacio´n de las cur-
vas con hodo´grafo pitago´rico cu´bicas desde un punto de vista computacional,
no son, sin embargo, las ma´s apropiadas desde un punto de vista intuitivo.
Por ello, vamos a formular unas propiedades ma´s geome´tricas de estas curvas.
Teorema 2.4.1 Sea r(t) una curva cu´bica definida por los puntos de control,
Pk. Sean L1, L2, L3 las longitudes de los lados del pol´ıgono de control y θ1, θ2
los a´ngulos interiores en los ve´rtices P1 y P2. Las condiciones
L2 =
√
L1L3 y θ2 = θ1 (2.4.8)
son necesarias y suficientes para asegurar que r(t) tenga hodo´grafo pitago´rico.
Demostracio´n. Sea r(t) una curva cu´bica con hodo´grafo pitago´rico definido
por los puntos de control dados anteriormente, Pk. Denotamos por djk la
distancia entre Pj y Pk (j 6= k). As´ı, L1 = d01, L2 = d12 y L3 = d23.
d01 = ‖P1 − P0‖ = 1
3
√
(u20 − v20)2 + (2u0v0)2
=
1
3
√
u40 − 2u20v20 + v40 + 4u20v20 =
1
3
√
u40 + 2u
2
0v
2
0 + v
4
0
=
1
3
√
(u20 + v
2
0)
2 =
1
3
(u20 + v
2
0) =
u20 + v
2
0
3
,
(2.4.9)
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Figura 2.3: Los para´metros geome´tricos L1, L2, L3, θ1 y θ2 definen la forma
del pol´ıgono de control de la curva cu´bica.
d12 = ‖P2 − P1‖ = 1
3
√
(u0u1 − v0v1)2 + (u0v1 + u1v0)2
=
1
3
√
u20u
2
1 + v
2
0v
2
1 + u
2
0v
2
1 + u
2
1v
2
0 =
1
3
√
(u20 + v
2
0)(u
2
1 + v
2
1)
=
√
(u20 + v
2
0)(u
2
1 + v
2
1)
3
,
(2.4.10)
d23 = ‖P3 − P2‖ = 1
3
√
(u21 − v21)2 + 4u21v21 =
1
3
√
u41 + v
4
1 − 2u21v21 + 4u21v21
=
1
3
√
u41 + 2u
2
1v
2
1 + v
4
1 =
1
3
√
(u21 + v
2
1)
2 =
u21 + v
2
1
3
.
(2.4.11)
Claramente se tiene la condicion d12 =
√
d01 · d23, pues
√
d01 · d23 =
√
u20 + v
2
0
3
u21 + v
2
1
3
=
√
(u20 + v
2
0)(u
2
1 + v
2
1)
3
.
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Antes de continuar con la demostracio´n, enunciamos el teorema del coseno
para un tria´ngulo de lados a, b y c y a´ngulo interior δ que forman los lados a
y b.
c2 = a2 + b2 − 2ab cos δ.
Aplica´ndolo a nuestra demostracio´n y teniendo en cuenta la Figura 2.3
se tiene:
d202 = d
2
12 + d
2
01 − 2d12d01 cos θ1 ⇒ cos θ1 =
d201 + d
2
12 − d202
2d12d01
.
d213 = d
2
23 + d
2
12 − 2d23d12 cos θ2 ⇒ cos θ2 =
d212 + d
2
23 − d213
2d12d23
.
Vamos a calcular d202 y d
2
13:
P2 − P0 = 1
3
[(u20 − v20, 2u0v0) + (u0u1 − v0v1, u0v1 + u1v0)]
=
1
3
(u20 − v20 + u0u1 − v0v1, 2u0v0 + u0v1 + u1v0),
P3 − P1 = P2 + 1
3
(u21 − v21, 2u1v1)− P0 −
1
3
(u20 − v20, 2u0v0)
=
1
3
[(u20 − v20 + u0u1 − v0v1, 2u0v0 + u0v1 + u1v0)
−(u20 − v20, 2u0v0) + (u21 − v21, 2u1v1)] =
1
3
(u21 − v21 + u0u1
−v0v1, 2u1v1 + u0v1 + u1v0),
por tanto,
d202 = ‖P2 − P0‖2 =
1
9
[(u20 − v20 + u0u1 − v0v1)2 − (2u0v0 + u0v1u1v0)2]
1
9
[(u20 − v20)2 + (u0u1 − v0v1)2 + 2(u20 − v20)(u0u1 − v0v1) + 4u20v20
+(u0v1 + u1v0)
2 + 4u0v0(u0v1 + u1v0)] =
1
9
[u20(u
2
0 + u
2
1 + 2u0u1
−2v0v1 + v20 + v21 + 4v0v1) + v20(v20 + v21 − 2u0u1 + 2v0v1 + u20 + u21
+4u0u1)] =
1
9
(u20 + v
2
0)[(u0 + u1)
2 + (v0 + v1)
2],
36 CAPI´TULO 2. HODO´GRAFO PITAGO´RICO
d213 = ‖P3 − P1‖2 =
1
9
[(u21 − v21 + u0u1 − v0v1)2 + (2u1v1 + u0v1 + u1v0)2]
=
1
9
[(u21 − v21)2 + (u0u1 − v0v1)2 + 2(u21 − v21)(u0u1 − v0v1) + 4u21v21
+(u0v1 + u1v0)
2 + 4u1v1(u0v1 + u1v0)] =
1
9
[u21(u
2
1 + u
2
0 + 2u0u1
−2v0v1 + v21 + v20 + 4v0v1)] =
1
9
(u21 + v
2
1)[(u0 + u1)
2 + (v0 + v1)
2].
Obtenemos as´ı que:
cos θ1 =
(u20 + v
2
0)
2 + (u20 + v
2
0)(u
2
1 + v
2
1)
2 − (u20 + v20)[(u0 + u1)2 + (v0 + v1)2]
9
2
9
(u20 + v
2
0)
√
(u20 + v
2
0)(u
2
1 + v
2
1)
=
1
2
(u20 + v
2
0) + (u
2
1 + v
2
1)− (u0 + u1)2 − (v0 + v1)2√
(u20 + v
2
0)(u
2
1 + v
2
1)
=
1
2
−2(u0u1 + v0v1)√
(u20 + v
2
0)(u
2
1 + v
2
1)
=
−(u0u1 + v0v1)√
(u20 + v
2
0)(u
2
1 + v
2
1)
,
cos θ2 =
u21 + v
2
1 + u
2
0 + v
2
0 − (u0 + u1)2 − (v0 + v1)2
2
√
(u20 + v
2
0)(u
2
1 + v
2
1)
=
−(u0u1 + v0v1)√
(u20 + v
2
0)(u
2
1 + v
2
1)
= cos θ1.
(2.4.12)
Con esto se sigue que θ2 = θ1 o´ θ2 = 2pi− θ1. Para probar que so´lo puede
darse la primera igualdad, veamos que sen θ1 = sen θ2.
Teniendo en cuenta que el producto vectorial de dos vectores es a× b =
(‖a‖‖b‖ sen θ)uz, se tiene que
sen θ1 =
(∆P1 ×∆P0)uz
d01d12
,
sen θ2 =
(∆P2 ×∆P1)uz
d23d12
,
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donde uz es un vector unitario ortogonal al plano que contiene a la curva r(t)
y ∆Pk = Pk+1 − Pk, k = 0, . . . , n− 1. Calculamos entonces sen θ1 y sen θ2:
∆P0 = P1 − P0 = 1
3
(u20 − v20, 2u0v0),
∆P1 = P2 − P1 = 1
3
(u0u1 − v0v1, u0v1 + u1v0),
∆P2 = P3 − P2 = 1
3
(u21 − v21, 2u1v1).
As´ı,
∆P1 ×∆P0 = 1
9
∣∣∣∣∣∣
ux uy uz
u0u1 − v0v1 u0v1 + u1v0 0
u20 − v20 2u0v0 0
∣∣∣∣∣∣ = 19(−u30v1
+u20u1v0 − v20u0v1 + v30u1)uz,
∆P2 ×∆P1 = 1
9
∣∣∣∣∣∣
ux uy uz
u21 − v21 2u1v1 0
u0u1 − v0v1 u0v1 + u1v0 0
∣∣∣∣∣∣ = 19(−u21u0v1
u31v0 − v31u0 + v21u1v0)uz.
Entonces,
d01d12 =
1
9
(u20 + v
2
0)
√
(u20 + v
2
0)(u
2
1 + v
2
1),
d23d12 =
1
9
(u21 + v
2
1)
√
(u20 + v
2
0)(u
2
1 + v
2
1).
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Y se tiene que:
sen θ1 =
1
9
[(u20(−u0v1 + u1v0) + v20(−u0v1 + u1v0)]
1
9
(u20 + v
2
0)
√
(u20 + v
2
0)(u
2
1 + v
2
1)
=
v0u1 − u0v1√
(u20 + v
2
0)(u
2
1 + v
2
1)
,
sen θ2 =
u21(u1v0 − u0v1) + v21(u1v0 − v1u0)
(u21 + v
2
1)
√
(u20 + v
2
0)(u
2
1 + v
2
1)
=
v0u1 − u0v1√
(u20 + v
2
0)(u
2
1 + v
2
1)
.
Por tanto, sen θ1 = sen θ2 ⇒ θ1 = θ2.
Rec´ıprocamente, sea r(t) cualquier curva cu´bica cuyo pol´ıgono de control
satisfaga θ1 = θ2. Podemos adoptar un sistema de coordenadas en el que los
lados del pol´ıgono de control sean de la forma:
∆P0 = L1(1, 0), ∆P1 = L2(cos(pi − θ), sen(pi − θ)) = L2(− cos θ, sen θ),
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∆P2 = L3(cos(2(pi − θ)), sen(2(pi − θ))) = L3(cos 2θ,− sen 2θ).
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Utilizando la propiedad (1.1.4), tenemos que:
r′(t) = 3[∆P0B20(t) + ∆P1B
2
1(t) + ∆P2B
2
2(t)] = 3(L1B
2
0(t)− L2 cos θB21(t)
+L3 cos 2θB
2
2(t), L2 sen θB
2
1(t)− L3 sen 2θB22(t)).
As´ı,
x′2(t) = 9L21B
4
0(t)− 9L1L2 cos θB41(t) + (6L22 cos2 θ + 3L1L3 cos 2θ)B42(t)
−9L2L3 cos θ cos 2θB43(t) + 9L23 cos2 2θB44(t),
y′2(t) = 6L22 sen
2 θB42(t)− 9L2L3 sen θ sen 2θB43(t) + 9L23 sen2 2θB44(t),
y se tiene que:
x′2(t) + y′2(t) = 9L21B
4
0(t)− 9L1L2 cos θB41(t) + (6L22 + 3L1L3 cos 2θ)B42(t)
−9L2L3 (cos θ cos 2θ + sen θ sen 2θ)︸ ︷︷ ︸
cos θ
B43(t) + 9L
2
3B
4
4(t).
Los coeficientes, ck, de este polinomio respecto a la base de Bernstein de
grado 4 son:
c0 = 9L
2
1,
c1 = −9L1L2 cos θ,
c2 = 6L
2
2 + 3L1L3 cos 2θ,
c3 = −9L2L3 cos θ,
c4 = 9L
2
3.
(2.4.13)
Por lo tanto, si el pol´ıgono de control de r(t) satisface L2 =
√
L1L3, entonces
veamos que x′2(t) + y′2(t) coincide con el cuadrado del polinomio:
σ(t) = 3[L1B
2
0(t)− L2 cos θB21(t) + L3B22(t)], (2.4.14)
que es:
σ2(t) = 9[L1B
2
0(t)− L2 cos θB21(t) + L3B22(t)]2
= 9[(L1B
2
0(t) + L2 cos θB
2
1(t))
2 + (L3B
2
2(t))
2 + 2(L1B
2
0(t)
+L2 cos θB
2
1(t))(L3B
2
2(t))] = 9L
2
1B
4
0(t)− 9L1L2 cos θB41(t)
+(6L20 cos
2 θ + 3L1L3)B
4
2(t)− 9L2L3 cos θB43(t)
+9L23B
4
4(t).
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Aplicando la condicio´n L2 =
√
L1L3 y cos 2θ = 2 cos
2 θ − 1 tenemos que
6L22 cos
2 θ+3L1L3 = 6L
2
2 +3L1L3 cos 2θ, y por tanto los coeficientes de B
4
2(t)
de los polinomios x′2(t) + y′(t) y σ2(t) coinciden.
Entonces r(t) es una curva con hodo´grafo pitago´rico siempre y cuando
las condiciones del teorema se cumplan.

Recordamos que desde un punto de vista algebraico, segu´n el Lema 2.3.2,
de los 2(n + 1) grados de libertad de las curvas polino´micas de grado n,
las curvas con hodo´grafo pitago´rico del mismo grado tienen n+ 3 grados de
libertad. De estos 2(n + 1) o´ n + 3, escogimos dos para fijar el origen, uno
para orientar los ejes y dos para la reparametrizacio´n, quedando 2n − 3 o´
n − 2. Por lo que es claro que las curvas cu´bicas con hodo´grafo pitago´rico
tendra´n un solo grado de libertad.
Sin embargo, desde un punto de vista geome´trico, una curva cu´bica, en
general, viene determinada, salvo movimientos r´ıgidos, por L1, L2, L3, θ1 y θ2.
Teniendo en cuenta que el movimiento r´ıgido an˜adir´ıa tres grados de libertad
correspondientes a la eleccio´n del origen de coordenadas y la orientacio´n
de los ejes, obtenemos un total de ocho grados de libertad para las curvas
polino´micas cu´bicas. Las condiciones (2.4.8) obtenidas al imponer a estas
curvas la propiedad del hodo´grafo pitago´rico nos rebajan el nu´mero de grados
de libertad a seis, de los cuales tres corresponden al movimiento r´ıgido y otros
tres son los para´metros geome´tricos que describen dos de las longitudes de
los lados del pol´ıgono de control y el a´ngulo θ. Segu´n el Lema 2.3.2 las curvas
cu´bicas con hodo´grafo pitago´rico pueden tener un grado de libertad, as´ı que
dos de los tres para´metros geome´tricos van a intervenir si se impone que la
curva esta´ parametrizada naturalmente.
En te´rminos de (u0, u1) y (v0, v1), vemos que el polinomio σ(t) que com-
pleta la tripleta pitago´rica con x′(t) e y′(t) esta´ descrito en la forma de
Bernstein-Be´zier por:
σ(t) = (u20 + v
2
0)B
2
0(t) + (u0u1 + v0v1)B
2
1(t) + (u
2
1 + v
2
1)B
2
2(t),
que es claramente equivalente a la expresio´n (2.4.14) teniendo en cuenta las
expresiones (2.4.9), (2.4.10), (2.4.11) y (2.4.12).
Ejemplo 2.4.2 La condicio´n L2 =
√
L1L3 implica que las longitudes L1, L2
y L3 de los lados del pol´ıgono de control, o bien son ide´nticas o bien son
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distintas entre s´ı. En los ejemplos A, B y C de la Figura 2.4 tenemos que
L1 = L2 = L3 = 1, mientras que en los ejemplos D y E,
L1
2
= L2 = 2L3 = 1
y
2L1
3
= L2 =
3L3
2
= 1, respectivamente. Los puntos de control para cada
uno de los ejemplos son:
A) P0 = (0, 0), P1 = (3/5, 4/5), P2 = (8/5, 4/5), P3 = (11/5, 0)
B) P0 = (0, 0), P1 = (0, 1), P2 = (1, 1), P3 = (1, 0)
C) P0 = (5/13, 0), P1 = (0, 12/13), P2 = (1, 12/13), P3 = (8/13, 0)
D) P0 = (0, 0), P1 = (2, 0), P2 = (2, 1), P3 = (3/2, 1)
E) P0 = (0, 0), P1 = (9/10, 6/5), P2 = (19/10, 6/5), P3 = (23/10, 2/3)
Figura 2.4: Tres curvas de Be´zier cu´bicas con hodo´grafo pitago´rico cuyos
pol´ıgonos de control son sime´tricos, A, B y C y dos curvas con pol´ıgonos de
control asime´tricos, D y E.
Habitualmente, las curvas de Be´zier se consideran parametrizadas para
t ∈ [0, 1], pero la propiedad de hodo´grafo pitago´rico es fundamentalmente
de naturaleza global, por lo tanto, cualquier restriccio´n sobre el pol´ıgono de
control que surge de la propiedad de hodo´grafo pitago´rico se puede aplicar
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a la curva de Be´zier para un intervalo de mayor amplitud, es decir, para
t ∈ [a, b], con a < 0 y b > 1.
Corolario 2.4.3 Las curvas cu´bicas con hodo´grafo pitago´rico no tienen pun-
tos de inflexio´n reales.
Demostracio´n. Sabemos que la curvatura de r(t) = (x(t), y(t)) viene definida
como, κ(t) =
x′(t)y′′(t)− x′′(t)y′(t)
‖r′(t)‖3 . Si κ(t) > 0, la curva en un entorno de t
esta´ en el semiplano que define la recta tangente en ese punto donde apunta
el vector normal. En cambio, si κ(t) < 0, la curva en un entorno de t estara´
en el semiplano definido por la recta tangente en ese punto donde no esta´ el
vector normal. Por tanto, los puntos de inflexio´n se dan cuando κ(t) se anule.
Veamos que las curvas con hodo´grafo pitago´rico verifican κ(t) 6= 0 cualquiera
que sea t ∈ R.
Por las ecuaciones (2.4.3) y (2.4.4) tenemos que:
r′(t) = (x′(t), y′(t)) = ((u20 − v20)(1− t)2 + (u0u1 − v0v1)2t(1− t)
+(u21 − v21)t2, 2u0v0(1− t)2 + (u0v1 + u1v0)2t(1− t) + 2u1v1t2).
As´ı,
r′′(t) = (x′′(t), y′′(t)) = (−2(1− t)(u20 − v20) + 2(u0u1 − v0v1)(1− 2t)
+2(u21 − v21)t, 4u0v0(1− t) + 2(u0v1 + u1v0)(1− 2t) + 4u1v1t).
Entonces, κ(t) = 0 ⇔ x′(t)y′′(t)− x′′(t)y′(t) = 0.
x′(t)y′′(t)− x′′(t)y′(t) = 2(u0v1 − v0u1)[t2(u20 − 2u0u1 + v21 − 2v0v1 + v20
+u21) + t(−2u20 + 2u0u1 + 2v0v1 − 2v20) + u20 + v20]
= 2(u0v1 − v0u1)[t2((u0 − u1)2 + (v0 − v1)2)
+t(−2u20 + 2u0u1 + 2v0v1 − 2v20) + u20 + v20].
Se tiene que x′(t)y′′(t)−x′′(t)y′(t) = 0 s´ı y solo s´ı [t2((u0−u1)2 +(v0−v1)2)+
t(−2u20 + 2u0u1 + 2v0v1 − 2v20) + u20 + v20] = 0 ya que estamos asumiendo
u0 : u1 6= v0 : v1.
Tenemos que probar que el discriminante de esta ecuacio´n de segundo gra-
do es siempre negativo, pues eso implica que las soluciones no son soluciones
reales.
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∆ = (−2u20 + 2u0u1 + 2v0v1 − v20)2 − 4[(u0 − u1)2 + (v0 − v1)2][u20 + v20]
= 8u0u1v0v1 − 4v21u20 − 4u21v20 = −4(u0v1 − u1v0)2 < 0.

Adema´s vamos a ver a continuacio´n que toda curva cu´bica con hodo´grafo
pitago´rico tiene un punto de autointerseccio´n. A modo de ejemplo, hemos
tomado la curva obtenida en el apartado B del ejemplo anterior para t ∈
[−2, 2], cuya representacio´n se puede ver en la Figura 2.5.
Figura 2.5: Curva del apartado B para t ∈ [−2, 2].
Lema 2.4.4 Toda curva cu´bica con hodo´grafo pitago´rico tiene un punto de
autointerseccio´n o punto de corte, donde el valor del para´metro viene dado
por:
t =
(u20 + v
2
0)− (u0u1 − v0v1)±
√
3(u0v1 − u1v0)
(u1 − u0)2 + (v1 − v0)2
Demostracio´n. De acuerdo con la discusio´n de la Seccio´n 2.3, las curvas
cu´bicas con ho´grafo pitago´rico no tienen puntos singulares ya que w(t) = 1.
El punto de autointerseccio´n de una curva cu´bica r(t) = (x(t), y(t)) debe
obtenerse para los valores del parametro t y t+ τ que cumplan:
x(t+ τ)− x(t)
τ
= x′(t) +
1
2
x′′(t)τ +
1
6
x′′′(t)τ 2 = 0,
y(t+ τ)− y(t)
τ
= y′(t) +
1
2
y′′(t)τ +
1
6
y′′′(t)τ 2 = 0,
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donde la divisio´n por τ elimina la solucio´n trivial. La condicio´n para t tal
que las ecuaciones descritas se satisfacen para algu´n valor de τ esta´ dada
por el Lema 1.1.8 ya que se trata de un sistema polinomial. Por tanto, si
consideramos la resultante respecto a τ ,
R(t) = Resultanteτ
(
x(t+ τ)− x(t)
τ
,
y(t+ τ)− y(t)
τ
)
, (2.4.15)
e´sta puede expresarse como el determinante de Sylvester, (1.1.6):
R(t) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1
6
x′′′
1
2
x′′ x′ 0
0
1
6
x′′′
1
2
x′′ x′
1
6
y′′′
1
2
y′′ y′ 0
0
1
6
y′′′
1
2
y′′ y′
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
A partir de las expresiones x(t) e y(t) dadas en (2.4.5) y (2.4.6) para
los Pi de la forma (2.4.7) y efectuando ca´lculos muy extensos llegamos a
que la resultante adopta la forma R(t) = λ[a2t
2 + 2a1t + a0], donde λ =
(u0v1 − u1v0)2
9
6= 0 y los coeficientes a0, a1 y a2 vienen dados por:
a0 = [u0u1 + v0v1 − u20 − v20]2 − 3(u0v1 − u1v0)2,
a1 = [(u1 − u0)2 + (v1 − v0)2][u0u1 + v0v1 − u20 − v20],
a2 = [(u1 − u0)2 + (v1 − v0)2]2.
Si denotamos ∆ el discriminante de la ecuacio´n de segundo grado R(t) =
0, se tiene que
1
4λ2
∆ = a21 − a0a2 = 3[(u1 − u0)2 + (v1 − v0)2]2(u0v1 − u1v0)2.
Claramente ∆ > 0 pues estamos suponiendo que los polinomios u(t) y v(t)
son primos entre s´ı y ambos no constantes, por tanto, u0v1 − u1v0 6= 0 y
(u1−u0)2 + (v1−v0)2 6= 0. As´ı, el punto de autointerseccio´n que corresponde
a los dos valores del para´metro t son las soluciones reales
−a1 ±
√
a21 − a0a2
a2
de la ecuacio´n R(t) = 0.

Cuando se trata de arcos de Be´zier cu´bicos finitos, generalmente es desea-
ble que las ecuaciones (2.4.5) y (2.4.6) definan un segmento de curva simple,
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sin puntos de corte. Esto puede garantizar a priori que los valores del para´me-
tro t definido en el Lema 2.4.4 no se encuentren en el intervalo [0, 1] para los
valores u0, u1, v0 y v1 elegidos.
La existencia de un punto de autointerseccio´n es solo una condicio´n ne-
cesaria para que una curva cu´bica tenga hodo´grafo pitago´rico, sin embar-
go, no es una condicio´n suficiente. Consideremos la curva cu´bica f(x, y) =
x3 − x2 + y2 = 0 que admite la parametrizacio´n x(t) = 1− t2, y(t) = t− t3.
Claramente tiene un punto de corte que corresponde en este caso al origen
de coordenadas y se obtiene para t = 1 y t = −1, sin embargo vemos que
x′2(t) + y′2(t) = 9t4 − 2t2 + 1 6= σ2(t), [11]. Formularemos una condicio´n
suficiente para que las curvas cu´bicas con puntos de autointerseccio´n tengan
la propiedad de hogo´grafo pitago´rico.
Definicio´n 2.4.5 La forma esta´ndar de una curva cu´bica con punto de au-
tointerseccio´n, r(t) = (x(t), y(t)) viene dada por:
x(t) = p(t2 − 1),
y(t) = q(t− δ)(t2 − 1),
con p y q no nulas.
Interpretamos la forma esta´ndar de la siguiente manera: tomamos el punto
de autointerseccio´n como origen y forzamos a x(t) y a y(t) a que posean un
factor cuadra´tico comu´n con distintas ra´ıces reales, que corresponden a los
dos valores del para´metro en el punto de corte. Podemos reparametrizar la
curva para asignar los valores del para´metro t = ±1 en el punto de corte y
el factor cuadra´tico comu´n sera´ t2 − 1. Las ecuaciones parame´tricas de r(t)
son de la forma:
x(t) = a(t2 − 1)(t− α),
y(t) = b(t2 − 1)(t− β),
cuya representacio´n gra´fica se puede ver en la Figura 2.6.
Se puede considerar una rotacio´n sobre el origen para reducir el factor
t−α en x(t) a una constante. As´ı obtenemos la forma esta´ndar de una curva
cu´bica con autointerseccio´n dada en la Definicio´n 2.4.5. En la Figura 2.7
hemos representado cinco curvas en forma esta´ndar.
A continuacio´n se enunciara´ un teorema que nos ayudara´ a determinar
curvas cu´bicas con hodo´grafo pitago´rico.
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Figura 2.6: Curva r(t) = (a(t2 − 1)(t− α), b(t2 − 1)(t− β)), con t ∈ [−3, 3].
Figura 2.7: Forma esta´ndar de una curva cu´bica con punto de corte eligiendo
p = q = 1 y los valores δ = 0, δ = 0′5, δ = 1, δ = 1′5, δ = 2.
Teorema 2.4.6 La forma esta´ndar de las curvas cu´bicas con puntos de au-
tointerseccio´n con hodo´grafo pitago´rico corresponden a ejemplos de curvas
cu´bicas Tschirnhausen, definidas por:
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x(t) = d(t2 − 1),
y(t) =
±d√
3
t(t2 − 1). (2.4.16)
Demostracio´n. Consideramos la forma esta´ndar de una curva cu´bica con
punto de corte descrita en la definicio´n anterior. Tenemos entonces que:
x′(t) = 2pt,
y′(t) = q(3t2 − 2δt− 1).
As´ı,
x′2(t) + y′2(t) = 4p2t2 + q2(3t2 − 2δt− 1)2
= q2
[
9t4 − 12δt3 +
(
4
p2
q2
+ 4δ2 − 6
)
t2 + 4δt+ 1
]
= q2[9t4 − 12δt3 + (4f 2 + 4δ2 − 6)t2 + 4δt+ 1],
donde f =
p
q
. Para que cumpla la propiedad de hodo´grafo pitago´rico se
debe verificar que x′2(t) + y′2(t) es el cuadrado de un polinomio. Es decir,√
x′2(t) + y′2(t) = q(At2 + Bt + C). O lo que es lo mismo, x′2(t) + y′2(t) =
q2[A2t4 + 2ABt3 + (B2 + 2AC)t2 + 2BCt+ C2].
Entonces, se deben verificar las siguientes ecuaciones:
A2 = 9,
2AB = −12δ,
2AC +B2 = 4f 2 + 4δ2 − 6,
2BC = 4δ,
C2 = 1.
Resolviendo el sistema formado por las tres primeras ecuaciones, obtene-
mos los siguientes valores: A = ±3, B = ∓2δ y C = ±[2
3
f 2 − 1].
Vamos a sustituir los valores obtenidos en las dos u´ltimas ecuaciones. En
la primera de ellas tenemos −δ
[
2
3
f 2 − 1
]
= δ como hemos asumido que
f 6= 0, la u´nica posibilidad para que se cumpla esta ecuacio´n es δ = 0.
Ahora sustituimos C en la u´ltima ecuacio´n y obtenemos
2
3
f 2
[
2
3
f 2 − 2
]
= 0
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lo que implica que f 2 = 3 pues f 6= 0. As´ı, q = ±p√
3
, donde la eleccio´n del
signo corresponde al sentido en el que se recorre la curva. Por tanto, en forma
esta´ndar, la curvas cu´bicas con hodo´grafo pitago´rico esta´n dadas por (2.4.16)
donde la cantidad d representa la distancia desde el origen hasta el punto de
interseccio´n con el eje OX. Adema´s otra propiedad que se desprende de las
ecuaciones (2.4.16) es que x(t) = x(−t) y y(t) = −y(t), por tanto la curva es
sime´trica respecto al eje OX. En la Figura 2.8 se muestran varios ejemplos
de estas curvas. 
Figura 2.8: Curvas cu´bicas Tschirnhausen con los valores d = 0′5, d = 1,
d = 1′5, d = 2 y d = 2′5.
2.5. Curvas de orden superior
Una aplicacio´n importante de las curvas parame´tricas cu´bicas es la inter-
polacio´n de secuencias ordenadas de puntos en el plano mediante arcos de
curvas cu´bicas y pegados con continuidad de clase C2, es decir, curvas splines
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cu´bicas. Los arcos que describen dichos splines generalmente se construyen
usando la interpolacio´n de Hermite, [2]. Desafortunadamente, las curvas cu´bi-
cas con hodo´grafo pitago´rico son, en general, demasiado inflexibles para la
interpolacio´n de clase C2.
Para lograr cierta flexibilidad en el disen˜o y al mismo tiempo conservar
las ventajas de la propiedad de hodo´grafo pitago´rico, debemos recurrir a
curvas de mayor grado. Para tales curvas, sera´ una tarea dif´ıcil y prolongada
proporcionar un ana´lisis tan completo y detallado como el dado en la Seccio´n
2.4 para las curvas cu´bicas ya que tal ana´lisis deber´ıa tener los siguientes
objetivos principales:
1. Formular restricciones geome´tricas intuitivas (como (2.4.8) en el caso
de las cu´bicas) en el pol´ıgono de control que garantice la propiedad
de hodo´grafo pitago´rico, o de otro modo proporcionar procedimientos
simples de construccio´n geome´trica para tales curvas.
2. Identificar las formas esenciales que tendra´n las curvas con hodo´grafo
pitago´rico de un cierto grado mediante el ana´lisis de sus puntos singu-
lares, la identificacio´n de la forma esta´ndar y evaluar la idoneidad de
estas formas para su uso en problemas de disen˜o geome´trico.
En esta seccio´n nos limitaremos a dar un breve esbozo de algunas de
las caracter´ısticas ma´s destacadas de las curvas con hodo´grafo pitago´rico de
cuarto y quinto grado.
Como sabemos de (2.3.1):
x′(t) = w(t)[u2(t)− v2(t)],
y′(t) = 2w(t)u(t)v(t).
Si w(t) = cte, entonces r(t) no es de grado 4, pues ni x′(t) ni y′(t) pueden
ser de grado 3 ya que ni el caso en el que u(t) y v(t) sean de grado 1, ni
el caso en el que el grado de uno de ellos fuese 2 y el otro fuese 1, son
posibles. Si w(t) 6= cte, entonces para que r(t) sea de grado 4 tiene que
ocurrir que deg(w(t)) = deg(u(t)) = deg(v(t)) = 1, y por tanto, r(t) tiene
un punto singular que se corresponde con el valor del para´metro que anula
al polinomio w(t).
Escribiremos el polinomio mo´nico w(t) en la forma de Bernstein Be´zier:
w(t) = −ξB10(t) + (1 + ξ)B11(t),
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identificamos t = ξ como el valor del para´metro en el punto singular. Al
igual que para las curvas de grado 3, expresamos u(t) = u0B
1
0(t) + u1B
1
1(t) y
v(t) = v0B
1
0(t) + v1B
1
1(t) en la forma de Bernstein Be´zier.
Teniendo en cuenta,
x′(t) = w(t)[u2(t)− v2(t)] = −ξ(1− t)[(u20 − v20)(1− t)2 + (u21 − v21)t2
+2(u0u1 − v0v1)(1− t)t] + (1− ξ)t[(u20 − v20)(1− t)2 + (u21 − v21)t2
+2(u0u1 − v0v1)(1− t)t] = −ξ(u20 − v20)(1− t)3
+(1− ξ)(u20 − v20)(1− t)2t+ 2(1− ξ)(u0u1 − v0v1)(1− t)t2
−ξ(u21 − v21)(1− t)t2 + (1− ξ)(u21 − v21)t3 − 2ξ(u0u1 − v0v1)(1− t)2t,
y′(t) = 2w(t)u(t)v(t) = 2w(t)[u0(1− t)(v0(1− t) + v1t)
+u1t(v0(1− t) + v1t)] = −2ξu0v0(1− t)3 + 2(1− ξ)u0v0(1− t)2t
−2ξ(u0v1 + u1v0)(1− t)2t+ 2(1− ξ)(u0v1 + u1v0)(1− t)t2
−2ξu1v1(1− t)t2 + 2(1− ξ)u1v1t3 − 2ξ(1− t)[u0v0(1− t)2
+(u0v1 + u1v0)(1− t)t+ u1v1t2] + 2(1− ξ)t[u0v0(1− t)2
+(u0v1 + u1v0)(1− t)t+ u1v1t2].
e integrando ambas ecuaciones usando argumentos similares a los utilizados
en la Seccio´n 2.4, llegamos a que las curvas de grado 4 con hodo´grafo pi-
tago´rio, r(t) = P0B
4
0(t) + P1B
4
1(t) + P2B
4
2(t) + P3B
4
3(t) + P4B
4
4(t), tienen
puntos de control de la forma:
P1 = P0 − ξ
4
(u20 − v20, 2u0v0),
P2 = P1 +
(1− ξ)
12
(u20 − v20, 2u0v0)−
ξ
6
(u0u1 − v0v1, u0v1 + u1v0),
P3 = P2 +
(1− ξ)
6
(u0u1 − v0v1, u0v1 + u1v0)− ξ
12
(u21 − v21, 2u1v1),
P4 = P3 +
(1− ξ)
4
(u21 − v21, 2u1v1),
donde el punto inicial P0 es arbitrario.
Hay que tener en cuenta que el pol´ıgono de control se degenera si elegimos
ξ = 0 o´ ξ = 1 (P1 = P0 en el primer caso y P4 = P3 en el segundo). De hecho,
esto deber´ıa haberse esperado, ya que por la propiedad (1.1.4) de las curvas
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de Be´zier, deducimos que r′(0) = 4(P1−P0) y r′(1) = 4(P4−P3) y tendr´ıamos
r′(0) = 0 o´ r′(1) = 0, por lo que el punto singular ser´ıa P0 o´ P4.
En la Figura 2.9 se ilustran algunos ejemplos de curvas de grado 4 con
hodo´grafo pitago´rico. Estos han sido generados haciendo elecciones arbitra-
rias de los para´metros (u0, u1), (v0, v1) y ξ. Obviamente, este enfoque ofrece
poca informacio´n geome´trica sobre la forma de la curva resultante.
Figura 2.9: Ejemplos de curvas cua´rticas con hodo´grafo pitago´rico para t ∈
[0, 1]. En la primera de ellas ξ = 1
2
, mientras que en la otra la cu´spide ha sido
elegida fuera del intervalo [0, 1].
Estos ejemplos sugieren que las curvas de grado 4 con hodo´grafo pitago´rico
tambie´n podr´ıan compartir la propiedad de convexidad de las curvas cu´bicas,
es decir, tampoco poseen puntos de inflexio´n reales. De hecho, x′(t)y′′(t) −
x′′(t)y′(t) es un polinomio de grado 4 en t, que factoriza en (t − ξ)2 por un
polinomio de grado 2 con discriminante −4(u0v1 − u1v0)2, el cual es siempre
negativo. As´ı, las curvas cua´rticas con hodo´grafo pitago´rico no tienen puntos
de inflexio´n reales ya que κ(t) no cambia de signo, [8].
En el caso de las curvas cua´rticas, el pol´ıgono de control se describe me-
diante siete para´metros geome´tricos: las longitudes de los lados L1, L2, L3, L4
y sus tres a´ngulos interiores que forman e´stos θ1, θ2, θ3. Veamos los grados
de libertad que poseen estas curvas. En general, a las curvas polino´micas de
grado 4 les corresponden diez grados de libertad, de los cuales debemos des-
contar cinco que corresponden a la eleccio´n del origen, orientacio´n de los ejes
y reparametrizacio´n de la curva. Por el Lema 2.3.2 sabemos que las curvas
con hodo´grafo pitago´rico tienen n−1 grados de libertad menos que las que no
poseen esta propiedad. Por este motivo, las curvas cua´rticas con hodo´grafo
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pitago´rico poseen 2 grados de libertad. Con esto podemos concluir que los
n − 1 grados de libertad, en nuestro caso tres, corresponden al nu´mero de
restricciones independientes de los para´metros L1, L2, L3, L4, θ1, θ2 y θ3 que
caracterizan la propiedad del hodo´grafo pitago´rico para las curvas de grado
4. Estas restricciones no presentan una interpretacio´n tan intuitiva como las
condiciones (2.4.8) del caso cu´bico. Por ejemplo, a partir de los puntos de
control de las curvas cua´rticas se deduce la siguiente restriccio´n, [8]:
ξ2L4(3|1− ξ|L22 − |ξ|L1L4) = (1− ξ)2L1(3|ξ|L23 − |1− ξ|L1L4),
que relaciona las longitudes de los cuatro lados del pol´ıgono de control y la
ubicacio´n del punto singular ξ.
Las curvas de grado 5 con hodo´grafo pitago´rico son obtenidas eligiendo
λ = 0, µ = 2 o´ λ = 2, µ = 0, donde λ = deg(w) y µ = max[deg(u), deg(v)].
Las curvas correspondientes al primer caso carecen de puntos singulares,
mientras que las correspondientes a este u´ltimo tienen dos cu´spides reales
ordinarias, un punto singular real de segundo orden o ningu´n punto singu-
lar real, segu´n si el discriminante de w(t) = 0 es positivo, cero o negativo,
respectivamente.
Cuando w(t) es una constante y u(t) = u0B
2
0(t) + u1B
2
1(t) + u2B
2
2(t),
v(t) = v0B
2
0(t) + v1B
2
1(t) + v2B
2
2(t), los puntos de control son de la forma:
P1 = P0 +
1
5
(u20 − v20, 2u0v0),
P2 = P1 +
1
5
(u0u1 − v0v1, u0v1 + u1v0),
P3 = P2 +
2
15
(u21 − v21, 2u1v1) +
1
15
(u0u2 − v0v2, u0v2 + u2v0),
P4 = P3 +
1
5
(u1u2 − v1v2, u1v2 + u2v1),
P5 = P4 +
1
5
(u22 − v22, 2u2v2),
donde P0 es arbitrario.
So´lo vamos a mencionar una restriccio´n sobre las longitudes de los lados
del pol´ıgono de control que surge de manera directa de las expresiones dadas:
L2
L4
=
√
L1
L5
.
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Por otro lado, si w(t) = w0B
2
0(t) + w1B
2
1(t) + w2B
2
2(t) y u(t), v(t) son
funciones lineales, los puntos de control son de la forma:
P1 = P0 +
w0
5
(u20 − v20, 2u0v0),
P2 = P1 +
w0
10
(u0u1 − v0v1, u0v1 + u1v0) + w1
10
(u20 − v20, 2u0v0),
P3 = P2 +
w0
30
(u21 − v21, 2u1v1) +
2w1
15
(u0u1 − v0v1, u0v1 + u1v0)
+
w2
30
(u20 − v20, 2u0v0),
P4 = P3 +
w1
10
(u21 − v21, 2u1v1) +
w2
10
(u0u1 − v0v1, u0v1 + u1v0),
P5 = P4 +
w2
5
(u21 − v21, 2u1v1),
donde P0 es arbitrario.
Si ξ1 y ξ2 son los valores del para´metro t donde hay puntos singulares, los
coeficientes de Bernstein de w(t) en estas ecuaciones son:
w0 = ξ1ξ2,
w1 = − [(1− ξ1)ξ2 + (1− ξ2)ξ1]
2
,
w2 = (1− ξ1)(1− ξ2).
En la Figura 2.10 se muestran algunos ejemplos de curvas de grado 5 con
cu´spide y sin cu´spide. De nuevo, estos fueron generados de manera aleatoria
eligiendo libremente los para´metros (u0, u1), (v0, v1) y (ξ1, ξ2) o´ (u0, u1, u2) y
(v0, v1, v2).
El polinomio x′(t)y′′(t) − x′′(t)y′(t) es un polinomio de grado 6. Este
polinomio viene determinado por los factores (t − ξ1)2 y (t − ξ2)2 por una
ecuacio´n de segundo grado cuyo discriminante es ∆ = −4(u0v1− u1v0)2 < 0,
[8].
2.6. Longitud de arco
La longitud de arco a lo largo de una curva polino´mica r(t) = (x(t), y(t))
aumenta a un ritmo
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Figura 2.10: Ejemplos de curvas con hodo´grafo pitago´rico de grado 5. El
primero tomando λ = 0 y µ = 2 y el segundo λ = 2 y µ = 0.
ds
dt
=
√
x′2(t) + y′2(t),
respecto al para´metro t. La longitud s medida desde t = 0 viene dada por:
s(t) =
∫ t
0
√
x′2(t) + y′(t) dt,
pero esta integral no admite, en general, una expresio´n en te´rminos de fun-
ciones elementales. El ca´lculo de las longitudes de arco de los segmentos de
curva polino´mica, por lo general implica una aproximacio´n mediante me´todos
nume´ricos en casos espec´ıficos.
Si la curva r(t) tiene hodo´grafo pitago´rico, sabemos que existe un poli-
nomio σ(t) tal que x′2(t) + y′2(t) = σ2(t), por tanto se reescribe la ecuacio´n
anterior como:
s(t) =
∫ t
0
|σ(t)| dt, (2.6.1)
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que implica un ca´lculo elemental.
De hecho, si r(t) se ha construido eligiendo los polinomios u(t), v(t) y w(t)
e integrando las ecuaciones (2.3.1), sabemos que σ(t) = w(t)[u2(t) + v2(t)].
Primero consideraremos los casos en los que σ(t) no cambia de signo, pues
la necesidad de tomar el valor absoluto en la ecuacio´n anterior puede ser un
inconveniente.
Habiendo asumido σ(t) = w(t)[u2(t) + v2(t)] y MCD(u(t), v(t)) = 1, se
verifica que σ(t) no tiene ra´ıces reales y se puede considerar positiva para
valores de t ∈ (−∞,+∞) siempre y cuando w(t) no tenga ra´ıces reales. En
particular, si w(t) es constante, σ(t) sera´ de grado n− 1 y se puede escribir
de la forma:
σ(t) =
n−1∑
k=0
σkt
k , t ∈ (−∞,+∞),
cuando r(t) es una curva con hodo´grafo pitago´rico de grado n.
La longitud de arco s de r(t) medido desde t = 0 es la funcio´n polio´mica
s(t) =
n∑
k=1
σk−1tk
k
.
En este caso s(t) es una funcio´n mono´toma creciente, ya que su derivada,
σ(t), es positiva para todo t.
Ejemplo 2.6.1 Consideramos las curvas cu´bicas Tschirnhausen (2.4.16), as´ı
x′(t) = d2t, y′(t) =
±d(3t2 − 1)√
3
y σ(t) =
|d|(3t2 + 1)√
3
.
Al integrar σ(t) vemos que la longitud de arco de esta curva, medida
desde r(0), viene dada por la expresio´n polino´mica simple:
s(t) =
∫ t
0
σ(t) dt =
|d|√
3
t(t2 + 1).
Para una curva con hodo´grafo pitago´rico encontar el valor del para´metro
t0 en el que se alcanza una longitud de arco s0, implica la determinacio´n de
la ra´ız de la ecuacio´n polino´mica s(t)− s0 = 0.
Vamos a suponer que w(t) no es constante. En este caso, so´lo tenemos que
preocuparnos de las ra´ıces de multiplicidad impar del polinomio w(t), ya que
en esos valores es donde σ(t) cambia de signo. As´ı, si t1, . . . , tN denota, en
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orden ascendente, las ra´ıces de multiplicidad impar de w(t), debemos dividir
la integral (2.6.1) en aquellos valores {tk} que se encuentran dentro del rango
de integracio´n y luego sumar las integrales de σ(t) sobre los subintervalos
resultantes con signos alternos.
2.7. Curvas Offset
Sea n(t) el vector normal unitario de la curva polino´mica r(t) = (x(t), y(t))
en cada punto. La curva offset de la curva r(t) sera´, fijada una distancia d, el
lugar geome´trico definido por ro(t) = r(t) + dn(t). Las coordenadas de ro(t)
vienen descritas por:
xo(t) = x(t) +
dy′(t)√
x′2(t) + y′2(t)
,
yo(t) = y(t)− dx
′(t)√
x′2(t) + y′2(t)
.
Aunque estas ecuaciones constituyen una descripcio´n precisa de la curva
offset, la presencia del radical
√
x′2(t) + y′2(t) es desafortunada desde la pers-
pectiva de los sistemas de modelado que se adhieren a formas polino´micas y
racionales como su representacio´n cano´nica.
Las curvas offset de curvas con hodo´grafo pitago´rico se pueden identi-
ficar con una familia de curvas polino´micas racionales y, por lo tanto, son
totalmente compatibles con la funcionalidad geome´trica de los sistemas de
modelado geome´tricos.
Si r(t) = (x(t), y(t)) =
∑n
k=0(xk, yk)B
n
k (t) es una curva de Be´zier de grado
n con hodo´grafo pitago´rico tal que w(t) no tiene ra´ıces reales, entonces σ(t) =√
x′2(t) + y′2(t) debe ser un polinomio positivo para todo valor real t de grado
n− 1. La curva offset, ro(t), a una distancia d de r(t) puede expresarse en la
forma racional ro(t) = (xo(t), yo(t)) =
(
X(t)
W (t)
,
Y (t)
W (t)
)
, donde
X(t) = σ(t)x(t) + dy′(t) =
∑2n−1
k=0 XkB
2n−1
k (t),
Y (t) = σ(t)y(t)− dx′(t) = ∑2n−1k=0 YkB2n−1k (t),
W (t) = σ(t) =
∑2n−1
k=0 WkB
2n−1
k (t).
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Por lo que:
X(t)
W (t)
= x(t) + d
y′(t)
σ(t)
= xo(t),
Y (t)
W (t)
= y(t) + d
x′(t)
σ(t)
= yo(t),
y al menos uno de los polinomios X(t) e Y (t) debe ser de grado 2n − 1
y W (t) tiene que tener grado n − 1, este u´ltimo se expresa mediante una
elevacio´n del grado para dar una descripcio´n expl´ıcita de la curva offset
ro(t) en te´rminos de sus 2n puntos de control asociados con los pesos Wk,
Pk =
(
Xk
Wk
,
Yk
Wk
)
ya que,
ro(t) =
(
X(t)
W (t)
,
Y (t)
W (t)
)
=
(∑2n−1
k=0 XkB
2n−1
k (t)∑2n−1
k=0 WkB
2n−1
k (t)
,
∑2n−1
k=0 YkB
2n−1
k (t)∑2n−1
k=0 WkB
2n−1
k (t)
)
=
∑2n−1
k=0 (Xk, Yk)B
2n−1
k (t)∑2n−1
k=0 WkB
2n−1
k (t)
=
∑2n−1
k=0 WkPkB
2n−1
k (t)∑2n−1
k=0 WkB
2n−1
k (t)
llegando as´ı a la expresio´n de una curva de Be´zier racional, ver (1.1.7).
Teniendo en cuenta una de las propiedades de las curvas de Be´zier, po-
demos expresar r′(t) = (x′(t), y′(t)) de la forma (1.1.4) y al polinomio σ(t) le
corresponden los coeficientes de Bernstein σ0, . . . , σn−1. Aplicando procedi-
mientos aritme´ticos y la elevacio´n de grado para polinomios con coeficientes
en forma de Bernstein se obtienen los puntos de control de la curva offset
racional, [8]:
(Xk, Yk,Wk) =
min{n−1,k}∑
j=max{0,k−n}
(
n
k−j
)(
n−1
j
)(
2n−1
k
) ×[σj(xk−j, yk−j, 1)+dn(∆yj,−∆xj, 0)]
(2.7.1)
para k = 0, . . . , 2n− 1.
Como en el caso del ca´lculo de la longitud de arco, debemos preocuparnos
de las ra´ıces reales de multiplicidad impar de w(t), ya que puede producirse
un cambio de sentido repentino en el vector normal n(t) de la curva original.
En este caso, debemos esperar que la curva offset sufra una discontinuidad
puntual en estos valores del para´metro. Por lo tanto, para asegurar que cada
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subsegmento de la curva tenga una curva offset continua, es conveniente
dividir la curva original en segmentos comprendidos entre los valores de t
que corresponden a las ra´ıces de multiplicidad impar de w(t), t1, . . . , tN .
A pesar de su apariencia, la fo´rmula (2.7.1) no es dif´ıcil de implementar
en la pra´ctica. Por ejemplo, las curvas offset cu´bicas con hodo´grafo pitago´rico
no son ma´s que una curva racional de grado 5. En este caso, las ecuaciones
pueden simplificarse:
(X0, Y0,W0) = L1(x0, y0, 1) + d(∆y0,−∆x0, 0),
(X1, Y1,W1) =
1
5
[3L1(x1, y1, 1)− 2L2 cos θ(x0, y0, 1)
+d(2∆y1 + 3∆y0,−3∆x0, 0)],
(X2, Y2,W2) =
1
10
[3L1(x2, y2, 1)− 6L2 cos θ(x1, y1, 1) + L3(x0, y0, 1)
+d(∆y2 + 6∆y1 + 3∆y0,−∆x2 − 6∆x1 − 3∆x0, 0)],
(X3, Y3,W3) =
1
10
[3L3(x1, y1, 1)− 6L2 cos θ(x2, y2, 1) + L1(x3, y3, 1)
+d(∆y0 + 6∆y1 + 3∆y2,−∆x0 − 6∆x1 − 3∆x2, 0)],
(X4, Y4,W4) =
1
5
[3L3(x1, y1, 1)− 2L2 cos θ(x3, y3, 1)
+d(2∆y1 + 3∆y2,−2∆x1 − 3∆x2, 0)],
(X5, Y5,W5) = L3(x3, y3, 1) + d(∆y2,−∆x2, 0),
donde hemos usado la forma (2.4.14) de σ(t) en te´rminos de los para´metros
geome´tricos L1, L2, L3 y θ. Hemos multiplicado las expresiones por 3, ya
que se puede aplicar una escala arbitraria a X(t), Y (t) y W (t) sin alterar la
curva.
2.8. Observaciones finales
En este trabajo se han descrito las caracter´ısticas ba´sicas de las curvas
con hodo´grafo pitago´rico, los procedimientos de construccio´n de estas curvas
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Figura 2.11: En rojo la curva offset con distancia d = 1 de la curva cu´bica
en azul con hodo´grafo pitago´rico del Ejemplo 2.4.2 apartado E contruida
mediante las ecuaciones anteriores para t ∈ [0, 1].
y se han visto las propiedades ma´s u´tiles para diversas aplicaciones. Esto
u´ltimo da lugar a un mayor estudio y evaluacio´n de la utilidad pra´ctica de
estas curvas polino´micas.
La nocio´n de hodo´grafo pitago´rico para curvas polino´micas planas tiene
generalizaciones directas a otras formas geome´tricas. Resumimos brevemente
varias de estas.
Curvas Racionales. La curva racional r(t) =
(
X(t)
W (t)
,
Y (t)
W (t)
)
tiene el hodo´gra-
fo:
x′(t) =
W (t)X ′(t)−W ′(t)X(t)
W 2(t)
,
y′(t) =
W (t)Y ′(t)−W ′(t)Y (t)
W 2(t)
.
Nos interesan aquellos casos donde los polinomios W (t)X ′(t)−W ′(t)X(t)
y W (t)Y ′(t)−W ′(t)Y (t) son componentes de la tripleta pitago´rica por lo que,
ds
dt
=
√
(W (t)X ′(t)−W ′(t)X(t))2 + (W (t)Y ′(t)−W ′(t)Y (t))2
W 2(t)
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se reduce a una funcio´n racional del para´metro t. Claramente, W (t)X ′(t) −
W ′(t)X(t) y W (t)Y ′(t)−W ′(t)Y (t) deben ser de la forma w(t)[u2(t)− v(t)]
y 2w(t)u(t)v(t).
Curvas Espaciales. Una curva polino´mica alabeada r(t) = (x(t), y(t), z(t))
tiene un hodo´grafo r′(t) = (x′(t), y′(t), z′(t)). Nos interesan los casos en las
cuales los tres elementos de este hodo´grafo dan lugar a un polinomio σ(t) en
la funcio´n
ds
dt
=
√
x′2(t) + y′2(t) + z′2(t).
S sabe que las componentes del hodo´grafo son expresadas en te´rminos de
los cuatro polinomios reales h(t), u(t), v(t) y w(t) en la forma:
x′(t) = h(t)[u2(t)− v2(t)− w2(t)],
y′(t) = 2h(t)u(t)v(t),
z′(t) = 2h(t)u(t)w(t).
es, evidentemente, una condicio´n suficiente, por lo que
ds
dt
= σ(t) = h(t)[u2(t)+
v2(t) + w2(t)].
Superficies. Para una superficie polino´mica parame´trica r(u, v) = (x(u, v),
y(u, v), z(u, v)), el ana´logo a la funcio´n
ds
dt
= ‖r′(t)‖ para una curva plana
es:
∂2A
∂u∂v
= ‖ru × rv‖ =
√
(xuyv − xvyu)2 + (yuzv − yvzu)2 + (zuxv − zvxu)2,
(2.8.1)
donde las derivadas parciales respecto a u(t) y v(t) se denotan con los sub´ındi-
ces correspondientes. La integral de la ecuacio´n anterior sobre algu´n dominio
parame´trico (u, v) ∈ Ω da el a´rea de superficie AΩ correspondiente, mientras
que el vector normal a la superficie se define como,
N(u, v) =
ru × rv
‖ru × rv‖ .
Por lo tanto, nos interesan las tripletas de los polinomios x(u, v), y(u, v),
z(u, v) de modo que el argumento del radical en (2.8.1) es el cuadrado de
algu´n otro polinomio σ(u, v). Si adema´s, σ(u, v) > 0 en todo el plano real, la
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superficie offset ro(u, v) = r(u, v) + dN(u, v) ser´ıa racional. Esto es una pers-
pectiva especialmente atractiva ya que el problema de aproximar de forma
fiable las superficies offsets es cualitativamente ma´s dif´ıcil que en el caso de
la curva plana, [6].
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