We consider the inverse problems of for the fractional Schrödinger equation by using monotonicity formulas. We provide if-and-only-if monotonicity relations between positive bounded potentials and their associated nonlocal Dirichlet-to-Neumann maps. Based on the monotonicity relation, we can prove uniqueness for the nonlocal Calderón problem in a constructive manner. Secondly, we offer a reconstruction method for an unknown obstacles in a given domain. Our method is independent of the dimension n ≥ 2 and only requires the background solution of the fractional Schrödinger equation.
Introduction
In this article we will give a constructive uniqueness result for the Calderón problem for the nonlocal fractional Schrödinger equation and develop a shape reconstruction method to determine unknown obstacles in a given domain. Let Ω be a bounded open set in R n for n ≥ 2 and q ∈ L The precise definition of (−∆) s , the DtN map Λ(q), and the function spaces are given in Section 2. For further properties for the nonlocal DtN maps, we also refer readers to [13] .
Few results have been obtained on inverse problems for nonlocal equations yet. The Calderón problem for the fractional Schrödinger equation was first solved by Ghosh, Salo and Uhlmann [13] , who showed the global uniqueness result that Λ(q 1 ) = Λ(q 2 ) implies q 1 = q 2 . Recently, [12] solved the Calderón problem for the general nonlocal variable case and [35] for the case of semilinear fractional Schrödinger equations. It is worth mentioning that the global uniqueness result of the nonlocal elliptic operators holds for any space dimension n ≥ 2 since there are no needs to apply any special (or exponential type) solutions to achieve these targets.
The proof of the Calderón problem strongly relies on the strong uniqueness property, and we refer readers to [13, Theorem 1.2] for the fractional Schrödinger equation and [12, Theorem 1.2] for the nonlocal variable case. More precisely, the strong uniqueness property states that if u = (−∆) s u = 0 (for 0 < s < 1) in an arbitrary open set in R n , then u ≡ 0 in the entire space R n for any n ≥ 2. However, this property is no longer true for the standard (local) Laplacian case, i.e., for the case s = 1. In fact, via this property, one can also derive a nonlocal type Runge type approximation property (see [13, Theorem 1.3] or Theorem 3.4), which states that an arbitrary L 2 function can be well approximated by solutions of the fractional Schrödinger equation. Recently, Rüland and Salo [43] studied the fractional Calderón problem under lower regularity assumptions and the stability results for the potentials.
The first effort of this paper is to prove the Calderón problem in a constructive way. We will derive the following monotonicity formula in Theorem 4.1: Let q 0 , q 1 ∈ L ∞ + (Ω), then q 1 ≤ q 0 if and only if Λ(q 1 ) ≤ Λ(q 0 ), (1.3) where q 1 ≤ q 0 is to be understood pointwise almost everywhere in Ω, and Λ(q 1 ) ≤ Λ(q 0 ) is to be understood in the sense of definiteness of quadratic forms (also known as Loewner order), cf. (3.5) in Section 3. Similar monotonicity relations have been widely applied in the study of inverse problems, see [22, 48] for the origins of the monotonicity method combined with the method of localized potentials [2, 3, 5, 8, 9, 10, 11, 14, 15, 16, 17, 18, 19, 21, 23, 37, 47, 49, 51] for a list of recent and related works. Also note that similar arguments involving monotonicity conditions and blow-up arguments have been used in various ways in the study of inverse problems, see, e.g., [1, 25, 26, 31, 32] . The monotonicity relation (1.3) immediately implies a constructive global uniqueness result for the Calderón problem, which is our first main result in this paper, cf. Corollary 4.4: Any q ∈ L ∞ + (Ω) is uniquely determined by Λ(q) by the following formula: For x ∈ Ω a.e., q(x) = sup {ψ(x) : ψ positive (density one) simple function, Λ(ψ) ≤ Λ(q)} .
(1.4) This shows that one can recover an unknown potential with positive infimum by comparing the DtN map with that of simple functions.
The second main result of this paper is on the shape reconstruction (or inclusion detection) problem for the fractional Schrödinger equation. Let q 0 ∈ L ∞ + (Ω) denote a known reference coefficient, and q 1 ∈ L ∞ + (Ω) denote an unknown coefficient function that differs from the reference value q 0 in certain regions. We aim to find these anomalous regions (or scatterers), i.e., the support of q 1 − q 0 , from the difference of the Dirichlet-to-Neumann-operators Λ(q 1 ) − Λ(q 0 ). We will prove that this can be done without solving the fractional Schrödinger equation for potentials other that the reference potentials q 0 . More precisely, we will show in Theorem 5.5 that
where Λ ′ (q 0 ) is the Fréchet derivative of the DtN operator. and the test operator T C := Λ ′ (q 0 )χ C can be easily calculated from knowledge of the solution of the fractional Schrödinger equation with reference potentials q 0 . Under the additional definiteness condition that either q 1 ≥ q 0 or q 1 ≤ q 0 holds almost everywhere we will also show that the inner support of q 1 − q 0 fulfills 6) resp.,
cf. Theorem 5.6. Inverse shape reconstruction problems were intensively studied in the literature, see [27, 38] for the comprehensive introduction and survey. There are several inclusion detection methods, including the enclosure method, the linear sampling method, the probe method and the factorization method, which have been proposed to solve the inclusion detection inverse problem. These methods strongly rely on special solutions of certain differential equations. For example, the special solutions include the complex geometrical optics (CGO) solution, the oscillating decaying (OD) solution and the Wolff solution. In [29, 30, 41, 44, 45, 50] , the authors used the CGO solutions to solve the inverse obstacle problems for different mathematical models under the isotropic medium. However, for the general anisotropic medium, we need to utilize more complicated special solutions such as the OD solutions, see [33, 36, 39, 40] . The Wolff solutions are used to solve the inverse obstacle problem for the pLaplace equation, see [4, 5] . Our monotonicity-based approach does not require to construct any special solutions to practically determine the inclusions via the formulas (1.5)-(1.7). The proof of these formulas however relies on so-called localized potentials [11] , i.e., solutions of the fractional Schrödinger equations with very large energy on a subset of Ω and very low energy elsewhere, see corollary 3.5.
The structure of this article is given as follows. In Section 2, we provide basic reviews for the fractional Sobolev spaces, the fractional Schrödinger equation and the nonlocal DtN map. In Section 3, we demonstrate the monotonicity formulas and construct the localized potentials for our the fractional Schrödinger equation. In Section 4, we show the converse results of the monotonicity relations, which gives if-and-only-if relations between the DtN maps and positive potentials. In addition, we provide a constructive global uniqueness proof for the Calderón problem by proving (1.4). Finally, in Section 5, we characterize the linearized nonlocal DtN map and derive the inclusion detection formulas (1.5)-(1.7).
2 The Dirichlet-to-Neumann operator for the fractional Schrödinger equation
In this section, we briefly summarize some fundamental definitions and notations on the fractional Schrödinger equation and the associated DtN operator. For n ∈ N, we denote by
the Fourier transform and its inverse on the space of complex-valued tempered distributions S ′ (R n ; C). For s ∈ (0, 1), the fractional Laplacian is defined by
Note that if u is real-valued then F (u) may be complex valued but (−∆) s u will be real-valued again (see [6, 34, 46] ). In this work all spaces of functions or distributions will be real-valued functions unless indicated otherwise. For 0 < s < 1, the L 2 -based fractional Sobolev space is defined by
and equipped with the scalar product
It can be shown that H s (R n ) is a Hilbert space (see [6] for instance). Also note that H s (R n ) obviously contains the rapidly decreasing Schwartz functions S(R n ), and a fortiori all compactly supported C ∞ -functions. For an open set Ω ⊆ R n we define
Note that this space is sometimes denoted as H s (Ω) in the literature, but in the context of Dirichlet and Neumann boundary value problems it seems more natural to denote this space by H s 0 (Ω). Let us define the bilinear form
for any u, w ∈ H s (R n ). We then have the following variational formulation for the fractional Schrödinger equation.
Proof. A simple computation shows that
. Thus the assertion follows by continuous extension.
We now introduce the Dirichlet trace operator in abstract quotient spaces.
Lemma 2.2.
With Ω e = R n \ Ω, we define
For the sake of readability we will write u| Ωe instead of γ Ωe u in the following. Also note that Lemma 2.2 implies that for two functions
(Ω e ) with its image in the quotient space H(Ω e ) and thus consider C ∞ c (Ω e ) as a subspace of H(Ω e ). We can now state the following result on the solvability of the Dirichlet problem and the definition of Neumann boundary values.
(Ω e ) we can simply choose u (F ) := F ), and
The Dirichlet problem (2.2) is uniquely solvable and the solution u ∈ H s (R n ) depends linearly and continuously on
where H(Ω e ) * is the dual space of H(Ω e ) and ·, · := ·, · H(Ωe ) * ×H(Ωe ) . Then the Dirichlet-to-Neumann operator
is a symmetric linear bounded operator, where u solves (2.2) with f = 0.
Proof. Obviously B q is a coercive, symmetric, and continuous bilinear form on the Hilbert space H s 0 (Ω). Thus the assertion follows from a standard application of the Lax-Milgram theorem and the equivalence result in Lemma 2.1.
then a computation as in the proof of Lemma 2.1 shows that
where v (F ) | Ωe = F . This motivates to formally write the Neumann boundary values as
For a more in-depth discussion on the spaces of Dirichlet and Neumann boundary values for Lipschitz domains we refer readers to [13] . For the results in this work it suffices to use the abstract quotient space definitions given above, which also has the advantage that we can treat arbitrary open sets Ω without any boundary regularity assumptions.
Monotonicity relations and localized potentials for the fractional Schrödinger equation
In this section we will derive monotonicity and localized potentials results for the fractional Schrödinger equation
Monotonicity relations
We will first show that increasing the coefficient q increases the DirichletNeumann-operator in the sense of quadratic forms.
Lemma 3.1. (Monotonicity relations) Let n ∈ N, Ω ⊆ R n be an open set, and
where F ∈ H(Ω e ). Then we have the following monotonicity relations
and
Moreover, we have
Proof. The proof is similar to [21, Lemma 2.1]. Note also that the idea goes back to Ikehata, Kang, Seo, and Sheen [24, 28] , and that similar results have been obtained and used in many other works on the monotonicity and factorization method.
From the definition of the Dirichlet-Neumann-operator in Lemma 2.3 we have that Λ(q 0 )F, F = B q0 (u 0 , u 0 ), and
We thus obtain
which shows the first assertion (3.2). Interchanging q 0 and q 1 in the above calculation also yields (3.3).
In addition, when q j ∈ L ∞ + (Ω), one can see
which proves (3.4).
For two functions
(3.5)
With respect to this half-orderings, we have the following monotonicity property of the Dirichlet-Neumann-operators.
Localized potentials
In this subsection we will show the existence of localized potentials solutions of the fractional Schrödinger equation that have an arbitrarily high energy on some part of the imaging domain and an arbitrarily low energy on another part. These localized potentials will allow us to control the energy terms in Lemma 3.1 and show a converse of the montonicity relation (3.6).
For the fractional Schrödinger equation, the existence of localized potentials is a simple consequence from the unique continuation and Runge approximation result shown by Ghosh, Salo and Uhlmann [13] , see also [12] for further discussions and [20] for the connection between Runge approximation properties and localized potentials. We use the following unique continuation result from Ghosh, Salo and Uhlmann [13] .
Ghosh, Salo and Uhlmann [13, Theorem. 1.3] also showed that this unique continuation result implies the Runge-type approximation property that any L 2 (Ω)-function can be approximated by solutions of the fractional Schrödinger equation with exterior Dirichlet data supported on an arbitrarily small open set. Since our formulation slightly differs from [13] , and the proof if short and simple, we give the proof for the sake of completeness.
i.e. (see Lemma 2.
The assertion follows if we can show that the space of all such solutions
Using Lemma 2.1 with O instead of Ω this yields that
Since also v| O = 0 (cf. Lemma 2.2), it follows from Theorem 3.3 that v ≡ 0 in R n and thus f = 0 which proves the assertion.
Theorem 3.4 implies the existence of a localized potentials sequence.
Proof. Using Theorem 3.4 there exists a sequence F k so that the corresponding solutions
Without loss of generality, we can assume for all k ∈ N that u k ≡ 0, so that u (k) L 2 (Ω\M) > 0 follows from Theorem 3.3. Setting
the sequence of corresponding solutions u k ∈ H s (R n ) of (3.8) has the desired property that
The following lemma will also be useful for applying localized potentials in next sections. Lemma 3.6. Let n ≥ 2, Ω ⊆ R n be a bounded open set, 0 < s < 1, and q 0 , q 1 ∈ L ∞ + (Ω). Set D := supp(q 0 − q 1 ). There exist constants c, C > 0 so that the solutions u 0 , u 1 ∈ H s (Ω) of
9)
Proof. For the difference w :
With the coercivity constant α > 0 of B q1 we can estimate
Hence,
which shows that
The other inequality follows from interchanging q 0 and q 1 .
Converse monotonicity relations and the nonlocal Calderón problem
This section contains the first main result of this work. We will show that the monotonicity relation between the coefficients and the Dirichlet-to-Neumann operators holds in both directions, and use this to give a monotonicity-based, constructive proof of Ghosh, Salo and Uhlmann's uniqueness result for the Calderón problem for the fractional Schrödinger equation [13] . Proof. From Corollary 3.2, we know that q 0 ≤ q 1 implies Λ(q 0 ) ≤ Λ(q 1 ). Hence, it remains to show Λ(q 0 ) ≤ Λ(q 1 ) implies that q 0 ≤ q 1 a.e. in Ω. We will prove this via contradiction and assume that q 0 ≤ q 1 is not true a.e. in Ω. Then there exists δ > 0 and a measurable set M ⊂ Ω with positive measure such that q 0 − q 1 ≥ δ on M . Using the sequence of localized potentials from Corollary 3.5 for the coefficient q 0 , and the monotonicity inequality from Lemma 3.1, we obtain
This shows that Λ(q 0 ) ≤ Λ(q 1 ).
Theorem 4.1 implies global uniqueness for the fractional Calderon problem. But let us stress again, that this has already been proven in [13] and we have used the results from [13] in our proof of the existence of localized potentials. Proof. This follows immediately from Theorem 4.1.
Moreover, Theorem 4.1 suggests the constructive uniqueness result that q can be reconstructed from Λ(q) by taking the supremum over an appropriate class of test functions ψ with Λ(ψ) ≤ Λ(q). For a rigorous formulation of this result we have to be attentive to the somewhat subtle fact that function values on null sets might still affect the supremum when the supremum is taken over uncountably many functions.
Recall that a point x ∈ R n is called of density one for E if
where B(x, r) stands for the ball of radius r and centered at x. We therefore define the space of density one simple functions
where we call a subset M ⊆ Ω a density one set if it is non-empty, measurable and has Lebesque density 1 in all x ∈ M . Let Σ + ⊆ Σ denote the subset of density one simple functions with positive essential infima on Ω (i.e., where all coefficients a j are positive). It is easy to see that density one sets have positive measure and finite intersections of density one sets are density one sets. Hence, if a density one simple function ψ ∈ Σ is nonzero at a pointx, then there exists a density one set M containingx so that ψ(x) = ψ(x) for all x ∈ M . So we might interpret the density one simple functions as simple functions where function values that are only attained on a null set are replaced by zero. Note also, that the Lebesgue's density theorem implies that every measurable set agrees almost everywhere with a density one set (see Corollary 3 in Section 1.7 of [7] for instance), and thus every simple function agrees with a density one simple function almost everywhere in Ω.
As before, we write ψ ≤ q if ψ(x) ≤ q(x) almost everywhere in Ω. We then have the following variant of the simple function approximation theorem.
Proof. By the standard simple function approximation theorem [42] there exists a sequence (ψ k ) k∈N of simple functions with ψ k ≤ q and
for almost all k ∈ N, and by changing the values of the countably many functions ψ k on a null set we can assume that ψ k ∈ Σ + . This shows that
To show equality, it suffices to show that for each δ > 0 the set M := {x ∈ Ω : q(x) + δ < sup{ψ(x) : ψ ∈ Σ + , ψ ≤ q}} is a null set. To prove this, assume that M is not a null set for some δ > 0. By removing a null set from M , we can assume that M is a density one set and that q(x) > 0 for all x ∈ M . By using the Lusin's theorem (see [42] for instance), all measurable function are approximately continuous at almost every point, M must contain a pointx in which q is approximately continuous, and thus the set
has density one inx. (see [7] ). Removing a null set, we can assume that M ′ is a density one set still containingx.
Moreover, by the definition of M , there must exist a ψ ∈ Σ + with ψ ≤ q and
Since q(x) > 0, there exists a density one set M ′′ containingx where ψ(x) = ψ(x) for all x ∈ M ′′ . We thus have that
with density one sets M ′ and M ′′ that both containx, so that their intersection possesses positive measure. But this contradicts that q(x) ≥ ψ(x) almost everywhere, and thus shows that M is a null set for all δ > 0, and hence q(x) ≥ sup{ψ(x) : ψ ∈ Σ + , ψ ≤ q} almost everywhere in Ω. 
Proof. This follows immediately from Theorem 4.1 and Lemma 4.3.
Shape reconstruction by linearized monontonicity tests
The results in Section 4 show that the coefficient q in the fractional Schrödinger equation (−∆) s u + qu = 0 in Ω can be reconstructed from the Dirichlet-to-Neumann operator Λ(q) by comparing Λ(q) with the DtN map Λ(ψ) of (density one) simple functions ψ. A practical implementation of these monotonicity tests would require solving the fractional Schrödinger equation for each utilized simple function ψ.
In this section we will study the shape reconstruction problem of determining regions where a coefficient function q ∈ L ∞ + (Ω) changes from a known reference function q 0 ∈ L ∞ + (Ω) (e.g., q 0 may describe a background coefficient, and q 1 denotes the coefficient function in the presence of anomalies or scatterers). We will show that the support of q 1 −q 0 can be reconstructed with linearized monotonicity tests [8, 22] . These linearized tests only utilize the solution of the fractional Schrödinger equation with the reference coefficient function q 0 ∈ L ∞ + (Ω). They do not require any other special solutions of the equation.
Linerization of the Dirichlet-to-Neumann operator
We start by showing Fréchet differentiability of the Dirichlet-to-Neumann operator.
Lemma 5.1. Let n ≥ 2, Ω ⊆ R n be a bounded open set, and 0 < s < 1. The Dirichlet-to-Neumann operator
where
is a linear bounded operator since S q is linear and bounded, cf. Lemma 2.3. For sufficiently small r ∈ L ∞ (Ω), so that q + r ∈ L ∞ + (Ω), we obtain from the monotonicity relations (3.2) and (3.4) in Lemma 3.1 that for all F ∈ H(Ω e ),
where u q = S q (F ). Hence, 
We also have an analogue of the monotonicity result in Theorem 4.1. Proof. This follows immediately from Theorem 5.3.
Reconstructing the support of a coefficient change
In this subsection, let n ≥ 2, Ω ⊆ R n be a bounded open set, and 0 < s < 1. As in the introduction, let q 0 ∈ L ∞ + (Ω) denote a known reference coefficient, and q 1 ∈ L ∞ + (Ω) denote an unknown coefficient function that differs from the reference value q 0 in certain regions. We aim to find these anomalous regions (or scatterers), i.e., the support of q 1 − q 0 , from the difference of the Dirichletto-Neumann-operators Λ(q 1 ) − Λ(q 0 ).
To that end, we introduce, for a measurable subset M ⊆ Ω, the testing operator
where, as in Lemma 5.1, The following theorem shows that we can find the support of q − q 0 by shrinking closed sets, cf. [10, 22] . 
Proof. (a) Let supp(q 1 − q 0 ) ⊆ C. Then every sufficiently large α > 0 fulfills
Using Theorem 4.1 and Remark 5.2, we thus obtain
Moreover, for sufficiently small β > 0 we also have that
and thus (using Theorems 4.1, 5.3, and Remark 5.2) Then we obtain using Remark 5.2 Λ ′ (q 0 )(−αχ C ) = −αT C ≤ Λ(q 1 ) − Λ(q 0 ) ≤ Λ ′ (q 0 )(q 1 − q 0 ), so that it follows from Theorem 5.3 that q 1 − q 0 ≥ −αχ C , and in particular q 1 − q 0 ≥ 0 almost everywhere on Ω \ C.
Likewise we obtain using Remark 5.2
so that it follows from Teorem 5.3 that q 0 q 1 (q 1 − q 0 ) ≤ αχ C .
Since q 1 , q 0 ∈ L ∞ + (Ω) this yields that q 1 − q 0 ≤ 0 almost everywhere on Ω \ C. Hence, q 1 = q 0 almost everywhere in the open set Ω \ C and thus supp(q 1 − q 0 ) ⊆ C.
In the definite case that either q 1 ≥ q 0 or q 1 ≤ q 0 holds almost everywhere in Ω, we can also use the union of small test balls to characterize the so-called inner support of q 1 −q 0 . The inner support inn supp(r) of a measurable function r : Ω → R is defined as the union of all open sets U on which the essential infimum of |κ| is positive, cf. [ 
