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Microsleeps are lapses in which there is a complete and unintentional sleep related loss of
consciousness upto 15 s. They are accompanied by partial to full eye closure and head nodding.
These, in turn, can lead to accidents resulting in fatal results not only to themself but also people
around them. Thus, the detection and ideally prediction of microsleeps in subjects working in
high-hazard environment is imperative for the well-being of not only them but also for everyone
around in that environment.
Microsleeps are often subtle, and subjects are often unaware of them. They are also not
restricted to being sleep-deprived and often occur in situations in which the subjects are carrying
out monotonous tasks. For these reasons, detecting and predicting microsleeps pose a significant
challenge. There are several means to measure the brain activity of a subject during their routine,
like fMRI and EEG. The brain activities thus obtained are processed to obtain useful information
or features that can be used to identify microsleeps. This process of detecting and predicting
microsleeps needs to be automated to be deployed in real-time situations. Machine learning is a
field that aids this automation process. A recent development in the field of machine learning
is the Deep Neural Network (DNN), in which, unlike conventional Artificial Neural Networks
(ANN), more depth can be added to the neural layers to help the DNNs learn naturally with less
manual intervention.
The objective of this project was to use DNNs to detect and predict microsleeps during
sustained-attention tasks. DNN model(s) formed the basis of a system that can alert the subject
involved in such situations, helping them stay awake and focused on their tasks. Two previous
studies – Study A and C – were used in this work.
Deep learning (DL) approaches implemented for the detection and prediction of microsleeps
were Convolutional Autoencoder (CAE), Convolutional Neural Network (CNN), Long-Short
Term Memory (LSTM), and Bi-directional LSTM (BiLSTM). Several types of EEG repre-
sentations, specifically time-domain signal, log-power spectral 2D maps, and pseudo-3D
power-spectral maps, were fed to the deep learning models.
In StudyA, EEGwith vertical and horizontal EOG in parallel resulted in the best performance
for both microsleep state detection and prediction. The best performance yielded a phi = 0.53
(AUCROC = 0.97; AUCPR = 0.63) for microsleep state detection and a phi = 0.47 (AUCROC =
iv
0.95; AUCPR = 0.49) for microsleep state prediction with a prediction-time g = 1.0 s, respectively.
In comparison, EEG alone yielded a phi of 0.48 for microsleep state detection.
For microsleep onset detection (g = 0) and prediction (g = 1.0 s), the best performance
resulted in a phi = 0.10 (AUCROC = 0.94; AUCPR = 0.09) and a phi = 0.08 (AUCROC = 0.93;
AUCPR = 0.08), respectively.
For Study C, using the vertical EOG alone as input to the CNN-series network with weighted
cross-entropy as a classifier resulted in the overall-best performance for both microsleep state
and onset detection. The best performance yielded a phi = 0.32 (AUCROC = 0.77; AUCPR =
0.42) and a phi = 0.11 (AUCROC = 0.74; AUCPR = 0.06) for microsleep state detection and
microsleep state prediction with a prediction-time g = 1.0 s, respectively.
Our study and experimentation has provided the following insights.
• In a CNN, every network layer acts as a detection filter looking for the presence of features
or specific patterns. The CNN looks for simple features in the first few layers to very
complex, subtle, and abstract features in the later layers. This attribute of CNN has
aided in its learning of the complex and subtle nature of the microsleeps. It also resulted
in a superior end-to-end solution for detecting and predicting microsleeps states when
compared to using the features extracted by CNN and SVM and LDA classifiers.
• The addition of features extracted from EOG has significantly increased the performance
of both detection and prediction of microsleeps (both states and onsets).
• Initialising the CNN with CAE-based weights proved to yield a slightly better state
detection performance (phi: from 0.51 to 0.53) compared to initialising the CNN with
narrow-normal weights.
• When the CNN features were visualised, in Study A it was found that the CNN was
extracting features mainly from delta and theta bands to distinguish microsleeps from
responsives. It was also looking into differences in activity in the pre-frontal, parietal,
and occipital regions.
• n Study C, CNN was looking into the alpha and beta bands to distinguish microsleeps
from responsives. Spatially, CNN was looking into difference in activities from all regions
of the brain.
• Overall, the CNN did not perform superiorly when compared to traditional machine
learning approaches, when EEG alone was given as input, for microsleep detection and
prediction.
ACKNOWLEDGEMENTS
First and foremost, I would like to express my sincere gratitude to my supervisors, Prof. Richard
D. Jones, Assoc. Prof. Stephen J. Weddell, Prof. Lutz Beckert, and Dr. Reza Shoorangiz, for
their mentoring and support during my Ph.D. I thank Richard, for his patience, technical insights,
and support in both personal and professional front by being understanding and supportive
throughout my Ph.D. I would also like to thank Steve for sharing his insightful comments,
technical expertise, and encouragement. I would like to thank Lutz for his clinical perspective
inputs and support. I would like to thank Reza for sharing his epxerience and thoughtful
suggestions during our technical discussions.
I wish to acknowledge theDoctoral Scholarship, received from theUniversity of Otago. I also
acknowledge expenses for attending overseas conference, computing systems, and administrative
support from the University of Otago. I would like to thank the New Zealand Brain Research
Institute for providing a wonderful ambience and infrastructure to pursue my research smoothly.
My thanks goes to all my colleagues and friends at the NZBRI for their support.
Finally, I would like to give my heartfelt thanks to my wife Uma and my daughter Tishya








CHAPTER 1 INTRODUCTION 1
1.1 Overview 1
1.2 Motivation 2
1.3 Research objectives and goals 3
1.4 Contributions 3
1.5 Thesis organisation 4
CHAPTER 2 A REVIEW OF EEG, LAPSES, AND DETECTION AND
PREDICTION OF MICROSLEEPS 5
2.1 The electroencephalogram 5
2.1.1 EEG-based sleep-stage classification 6
2.1.2 EEG-based drowsiness detection 7
2.1.3 EEG-based fatigue detection 8
2.2 Lapses of responsiveness 8
2.3 Microsleep detection and prediction 8
CHAPTER 3 A REVIEW OF DEEP LEARNING AND ITS APPLICATIONS
USING EEG 13
3.1 Deep learning 13
3.1.1 Supervised Vs unsupervised learning 14
3.1.2 Convolutional Neural Network (CNN) 15
3.1.3 Convolutional Autoencoder (CAE) 18
3.1.4 Recurrent Neural Network (RNN) 18
3.1.5 Deep Belief Networks 19
3.2 Convolutional neural network based applications using EEG 20
3.3 Convolutional autoencoder based applications using EEG 21
viii CONTENTS
3.4 Recurrent neural network based applications using EEG 22
3.5 Deep belief network based applications using EEG 23
3.6 Summary 23
CHAPTER 4 AIMS AND HYPOTHESES 25
4.1 Aims 25
4.2 Hypotheses 25
CHAPTER 5 DATA 27
5.1 Study A 27
5.1.1 EEG preprocessing 28
5.1.2 Gold standard 29
5.2 Study C 30
5.2.1 EEG preprocessing 30
5.2.2 Gold standard 31
5.3 Summary 31
CHAPTER 6 METHODS 33
6.1 Microsleep detection/prediction system - an overview 33
6.1.1 Microsleep state prediction 33
6.1.2 Microsleep onset prediction 34
6.1.3 Validation and performance measures 35
6.2 Modes of input data for training and testing deep learning models 38
6.2.1 Raw and cleaned EEG 39
6.2.2 Log-power spectrum 39
6.2.3 2D-spatial map of log-power spectrum 39
6.2.4 Electrooculogram 41
6.3 Design of Convolutional Neural Network (CNN) 41
6.4 Class imbalance 44
6.5 Regularisation 44
6.6 Weight initialisation by a Convolutional Autoencoder (CAE) 45
6.7 Feature visualisation 45
6.8 Summary 46
CHAPTER 7 RESULTS - STUDY A 47
7.1 Microsleep state detection 47
7.1.1 Cleaned EEG as a time series 47
7.1.2 Log-power spectrum as input for microsleep state detection 52
7.1.3 2D-spatial map of log-power spectrum 53
7.1.4 Electrooculogram as input for microsleep state detection 55
7.1.5 Microsleep state detection using cleaned EEG and EOG 56
7.1.6 Raw EEG as input for microsleep state detection 58
7.1.7 CNNweight initialisation via convolutional autoencoder
(CAE) for microsleep state detection 60
7.1.8 CNN as a feature extractor 61
CONTENTS ix
7.2 Microsleep state prediction 61
7.3 Microsleep onset detection and prediction 62
7.4 Feature visualisation 63
7.5 Summary 64
CHAPTER 8 RESULTS - STUDY C 67
8.1 Microsleep state detection 67
8.1.1 CNN architectures and hyperparameters 67
8.1.2 EEG as time series data 69
8.1.3 2D-spatial map of log-power spectrum 69
8.1.4 Electrode averaging 70
8.1.5 Vertical EOG as input for microsleep state detection 71
8.1.6 EEG and VEOG for microsleep state detection 72
8.2 Microsleep onset detection 75
8.3 Feature visualisation 76
8.4 Summary 76
CHAPTER 9 DISCUSSION 79
9.1 CNN structure and hyperparameters 79
9.1.1 Number of layers and hyperparameters associated with
the layers 79
9.1.2 Training the CNN 80
9.2 Microsleep state detection 81
9.2.1 Study A 81
9.2.2 Study C 83
9.3 Microsleep onset detection 84
9.4 Microsleep state and onset prediction 85
9.5 Feature visualisation 86
9.5.1 Study A 86
9.5.2 Study C 86
9.6 Comparison with previous studies 88
9.6.1 Comparison with our studies on Study A 88
9.6.2 Comparison with our studies on Study C 90
9.6.3 Comparison with external studies 90
9.7 Summary 90
CHAPTER 10 CONCLUSIONS AND FUTURE RESEARCH 93
10.1 Summary 93
10.2 Key findings 94
10.3 Review of hypotheses 95
10.4 Critique 96
10.5 Suggested future work 96
REFERENCES 99
x CONTENTS
APPENDIX A CNN TRAINING 107
APPENDIX B STUDY A PERFORMANCE 113
APPENDIX C STUDY C PERFORMANCE 125
PREFACE
This thesis is submitted for the degree of Doctor of Philosophy in Department of Medicine at
the University of Otago. The research for this thesis was completed between August 2017 and
August 2020 while I was enrolled in the Department of Medicine at the University of Otago.
The work was carried in the Christchurch Neurotechnology Research Programme at the New
Zealand Brain Research Institute and was supervised by Professor Richard Jones, Dr. Steve
Weddell, Professor Lutz Beckert, and Dr. Reza Shoorangiz. I was supported by a University of
Otago Doctoral Scholarship. The University also supported by providing the travel funding to
attend and present at a conference in Berlin, Germnay.
PUBLICATIONS
Conference Paper
• Krishnamoorthy, V., Shoorangiz, R., Weddell, S. J., Beckert, L., Jones, R. D. (2019).
Deep learning with convolutional neural network for detecting microsleep states from EEG:
A comparison between the oversampling technique and cost-based learning. Proceedings
of Annual International Conference of IEEE Engineering in Medicine and Biology Society,
41, 4152-4155
PRESENTATIONS
• July 2019, "Deep learning with convolutional neural network for detecting microsleep
states from EEG: A comparison between the oversampling technique and cost-based
learning" - 41st IEEE Engineering in Medicine and Biology conference (EMBC), Berlin,
Germany. Oral presentation.
• March 2018, "Detection of microsleep states using CNN"-Seminar at the New Zealand
Brain Research Institute, Christchurch, New Zealand

ABBREVIATIONS
ADAM Adaptive moment estimation
ASR Artefact subspace reconstruction
AUCPR Area under the curve of precision recall




CAR Common average reference
CNN Convolutional neural network
CTT 1-D continuous tracking task
DL Deep Learning





fMRI Functional magnetic resonance imaging
GM Geometric Mean
HEOG Horizontal EOG
ICA Independent component analysis
LDA Liner discriminant analysis
LOSO-CV Leave-one-subject-out cross-validation
LSTM Long Short-Term Memory
ML Machine Learning
PCA Principal component analysis
phi Phi correlation coefficient
Pn Precision
xiv ABBREVIATIONS
PSD Power spectral density
ReLU Rectified linear unit
REST Reference electrode standardization technique
RNN Recurrent neural network
SGDM Stochastic gradient descent momentum
Sn Sensitivity
Sp Specificity








The ability to concentrate for extended period is a critical factor in many occupations and
everyday activities. This factor becomes even more critical when the system or the process
is semi-automated. In today’s modern world, automation has spread among all occupations.
To mention a few where it becomes critical not only for the person involved but also their
surrounding environment to keep their focus are monitoring critical parameters in a power plant,
monitoring a patient in an ICU, flying a plane, space missions, and finally the everyday task of
driving.
According to a survey conducted by Ministry of Transport in New Zealand in 2017, fatigue
was identified as a contributing factor in 23 fatal crashes, 101 serious injury crashes, and 556
minor injury crashes with the cost of crashes involving drivers due to fatigue totalling about
$291 million. During these accidents, the drivers themselves do not realize the brief moment
they lost their attention or consciousness or the adrenaline rush after the accident disguises their
drowsiness [Ministry of Transport 2017]. This brief period during which the driver displays a
delayed or absence of sensory-motor and cognitive performance is termed a lapse.
A microsleep is a lapse in which there is a complete and unintentional sleep-related loss of
consciousness up to 15 s [Buckley et al. 2016]. Microsleeps are accompanied by partial eye
closure, and total loss of visuomotor responsiveness [Davidson et al. 2007, Jones et al. 2010,
Peiris et al. 2006], and are distinctive from drowsiness [Poudel et al. 2014].
Microsleeps can occur without warning. They are light sleep states in which a person may
not be aware of that they had occurred. Microsleeps are more likely to occur as a result of mental
tiredness, physical fatigue, disturbances in circadian rhythms, and boredom due to monotonous
tasks. These kinds of lapses can occur even in a non-sleep-deprived subjects performing a
repetitive task without any prior indications suchas drowsiness [Innes et al. 2010, Jones et al.
2010, Peiris et al. 2006].
This research aimed to design a robust system to detect and predict microsleeps from brain
activity, which might form a basis for a real-time system to warn a subject about the state thus
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avoiding a fatal accident.
1.2 MOTIVATION
According to a survey conducted by the Ministry of Transport in New Zealand in 2019, fatigue
was identified as a contributing factor in 25 fatal crashes, 83 serious injury crashes, and 492
minor injury crashes, and the total cost of crashes involving driver crashes due to fatigue was
about $363 million [Ministry of Transport 2019]. During these accidents, the drivers themselves
did not realize the brief moment where they lost their attention or consciousness or the adrenaline
rush after the accident disguised their drowsiness.
As mentioned earlier, in addition to sleep-deprived individuals, non-sleep-deprived are also
vulnerable to havingmicrosleeps [Peiris et al. 2006]. This raises major safety concerns, especially
for those in high-risk occupations that require extended unimpaired visuomotor performance
such as driving, aviation, navigation, maritime, and process control. Imminent microsleeps
predicted accurately therefore have the potential to save lives and prevent catastrophic accidents.
The involuntary occurrence of microsleeps without a warning makes them challenging. A
real-time wearable device with EEG electrodes and an inbuilt hardware support system that can
be calibrated to a particular subject and can be fine-tuned to identify or predict microsleeps in
an individual is very much the need in areas or fields which needs sustained attention.
Several studies have been carried to detect and predict microsleeps from EEG using machine
learning [Ayyagari et al. 2015, Baseer et al. 2017, Davidson et al. 2007, Golz et al. 2007, 2016,
Peiris et al. 2011, Shoorangiz 2018]. These studies focused on designing a model to detect and
predict microsleeps and experimenting on several feature extraction, selection and reduction
algorithms. When employing such techniques with EEG, a multivariate and a dynamic time
series signal as input, it becomes difficult to preserve the relationships. Also, the machine
learning algorithms due to selectivity-invariance [Chauhan and Singh 2018] have difficulty in
understanding the dynamics of the microsleeps, as the features fed to them are hand-picked by
the designer of the algorithm or the system.
Recent advancements like Deep Learning (DL) algorithms, which have the ability to extract,
analyse, and comprehend information from raw data, provide an end-to-end solution. With DL,
the focus can be laid more on model development to improve microsleep detection and prediction
performance. A combination of signal processing and DL algorithms should maximally pave
the way to make such wearable devices a reality in the near future.
In all of the previous work, including Davidson et al. [2007], Weddell et al. [2020] where
a LSTM and 7-stacked leaky echo state network were used respectively and the input was
hand-engineered features. The choice of features is crucial for the performance of the model.
The hand-crafted features are those which are extracted from the data according to a certain
manually predefined algorithm based on the expert knowledge. This can limit the perspective of
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looking into the features/cues available from the data. On the contrary, the learned ones are
derived from the dataset by a training procedure in order to fulfill a certain task (e.g. gender
recognition). Convolutional Neural Networks are examples of deep neural networks which can
be used to extract learned features [Alshazly et al. 2019].
1.3 RESEARCH OBJECTIVES AND GOALS
The ultimate goal of this research project was to detect and predict microsleeps occurring during a
sustained attention task. The expectation was to identify and design a robust DL-algorithm-based
model which can identify the intricate features in the EEG to differentiate between the responsive
and microsleep states. The designed DL-based model will be the base platform for designing a
real-time embedded system to trigger a signal or alarm either at the onset of a microsleep or
even prior to the onset.
The short-term aims to reach this goal were:
1. Design and employ different DL-based algorithms on the already obtained EEG samples
from Study A and Study C to observe and analyse the performance of the network in
separating or identifying the microsleep and non-microsleep classes .
2. Modify the architecture of the deep neural network (DNN) to improve the network’s
effectiveness in separating microsleep and responsive.
3. Develop a DNN-based microsleep detection and prediction system using EEG as an input
signal and improve its performance metrics to exceed the performance obtained by other
machine learning approaches.
1.4 CONTRIBUTIONS
In this work, several types of CNN structures were explored to find the optimal structure for
microsleep state detection and prediction. All the CNN models were designed from scratch.
Each of these models were trained and cross-validated to get the optimal set of hyperparameters
and finally tested to obtain the performance measures. The effect of regularisation on the
performance was also investigated.
Different forms of EEG-based input representations were also experimented with to find
the type of input that will provide the maximum information, for CNN to learn and distinguish
the two classes - microsleeps and responsives.
Another major finding in this work was that the contribution of vertical and horizontal
EOGs towards identifying microsleeps. Adding the information from EOG did improve the
CNN’s performance. In both studies CNN’s performance with EOG as input (vertical and
horizontal in case of Study A and vertical in case of Study C) has been consistent.
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1.5 THESIS ORGANISATION
This thesis is organised into 9 chapters as shown in Figure 1.1. the current chapter provides an
overview of microsleeps, related problems, and the motivations behind their detection/prediction.
Chapter 2 provides a literature review of EEG, microsleeps, and the approaches used to
detect/predict microsleeps. Chapter 3 provides an overview of deep learning, popular deep
learning algorithms and applications based on those algorithms, and motivation behind using
deep learning for detection and prediction of microsleeps. Chapter 4 details on the aims,
hypotheses, rational and significance for directing this research. Chapter 5 describes the data
and terminologies, and illustrates an overview of microsleep detection/prediction system, the
validation procedures and performance measures. Chapter 6 presents the methods used in this
research to generate different forms of input data from the EEG, design and optimize CNN
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Figure 1.1 Thesis organisation.
The Results chapter discusses the performance measures for state and onset detection and
prediction obtained for various inputs and CNN designs. The Result section is divided into two
chapters - chapter 7 focuses on Study A and chapter 8 on Study C. Chapter 9 gives a holistic
comparison on several designs and inputs for overall microsleep state and onset detection and
prediction.
Chapter 2
A REVIEW OF EEG, LAPSES, AND DETECTION AND
PREDICTION OF MICROSLEEPS
The emphasis of this chapter is on the essentials of EEG and EEG-based study/work related to
sleep, fatigue, and drowsiness. Lapse forms and an analysis of different studies of microsleep
detection and prediction is also reviewed. The need for this is to understand the nature
and attributes of the information carried in EEG related to brain functioning under various
scenarios. This is also essential to justify why EEG was chosen as the means to detect and
predict microsleeps when there are various other techniques such as imaging, video capturing
techniques, and heart rate and variation monitoring.
2.1 THE ELECTROENCEPHALOGRAM
The electroencephalogram (EEG) is a measure of potentials that reflect the electrical activity of
the human brain. It is a readily available test that provides evidence of how the brain functions
over time. The EEG is widely used by physicians and scientists to study brain functions and
to diagnose neurological disorders [Siuly 2016]. EEG plays a crucial role in many aspects of
today’s research. It is used in medicine, where monitoring brain activity (or the lack thereof) is
useful in determining brain death in patients, areas of damage following a stroke or head trauma,
epileptic activity, sleep disorders, and many others [Beres 2017]. In other research, it is useful in
the investigation of several cognitive functions, such as memory or attention, and also language
and clinical research, such as aphasia [Beres 2017].
When small disc electrodes are placed on the scalp for measuring the brain’s activity, it is
called scalp EEG. The amplitude of an EEG signal typically ranges from about 1 to 100 `V in a
healthy adult, and is approximately 10 to 20 mV when measured with subdural electrodes such as
needle electrodes [Siuly 2016]. The non-invasive nature, high temporal resolution (millisecond
range), relatively low cost, and lack of harmful side effects makes EEG the most sought signal
for brain-based analysis [Bera 2015].
Recording the brain’s electrical activity is done by placing the disc-shaped electrodes in
standard positions. The International 10-20 system with modified combinatorial nomenclature
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(MCN), as shown in Figure 2.1, is the most commonly used measurement procedure which
was developed by the International Federation of Clinical Neurophysiology (IFCN) [Bera 2015,
Seeck et al. 2017].
 
Figure 2.1 International 10-20 system for EEG electrode placement, showing modified combinatorial nomenclature
(MCN).
The EEG is a measure of the cortical activity, generally categorized into five frequency
bands - delta waves (X) 0.5 to 4 Hz – associated with deep sleep, theta waves (\) 4 to 8 Hz –
associated with drowsiness, alpha waves (U) 8 to 13 Hz – associated with relaxed state, beta
waves (V) 13 to 30 Hz – associated with alertness and thinking, and gamma waves (W) 30 Hz to
45 Hz – associated with attention, working memory, and long-term memory processes [Bera
2015, Malik and Amin 2017].
2.1.1 EEG-based sleep-stage classification
Scoring sleep stages through visual inspection by experts is a time-consuming process. An
automated sleep-stage classification is thus desirable in order to make the diagnosis and treatment
in sleep-related disorders [Chen et al. 2018, Memar and Faradji 2018, Silveira et al. 2017].
Memar and Faradji (2018) used the minimal-redundancy-maximal-relevance feature selec-
tion algorithm to reduce their feature set. They used the random forest classifier to automatically
score sleep stages and obtained an accuracy of 95.3% for 5-fold cross-validation and an accuracy
of 86.6% for leave-one-subject-out (LOSO) cross-validation.
Silveria et al. (2017) used five different feature selection algorithm to select relevant features.
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They then picked the top 10 relevant features from each of the algorithms to form a cluster.
Using these clustered features and a random forest classifier, they obtained an accuracy of 97.0%
in sleep-stage classification.
Chen et al. (2018), extracted 13 features, including spectral and statistical analysis of
single-channel EEG signal after performing wavelet denoising. They used support vector
machine (SVM) as their classifier. They achieved a maximum accuracy of 86.0%, in classifying
the four stages of sleep (Awake/ Light Sleep/ Slow Wave Sleep/ Rapid Eye Movement).
2.1.2 EEG-based drowsiness detection
Lin et al. [2012] proposed a generalized drowsiness detection system. Participants performed a
driving simulation for one hour. They were asked to keep in the lane, while lane-departure events
were randomly induced. EEG data of 1 s prior to the deviation onset was used as the baseline and
the response time, i.e., time difference between response onset and deviation onset, as arousal
state of the driver. After the response offset, the lane-departure events were repeated every 5–10
s. A short response time was considered to indicate alert and a long response time to be the
drowsy state. EEG epochs of 1 s were decomposed by independent component analysis (ICA)
and components thereof from the occipital region were Hamming-windowed with 50% overlap
and subsequently power spectral features, using fast Fourier transform (FFT), for extracted
theta and alpha bands. Their best subject-specific mean accuracy with a self-organizing neural
fuzzy inference network (SONFIN), based on 10-fold cross-validation, was 97.2±1.6%, whereas
best generalized detection accuracy based on LOSO-CV was 78.3±5.7%. Accuracy was the
Pearson’s correlation coefficient between the estimated and recorded response times.
Albalawi and Li (2018) developed a real-time drowsiness detection system using single-
channel EEG. Relative powers (i.e., ratio of the power spectral density within the frequency band
over the total power) of multiple 1-s epochs from 8 different frequency bands were non-linearly
mapped into 8 features. The non-linear mapping was a sum of logical values obtained by
comparing the relative powers against two thresholds, over 30 1-s epochs. These non-linear
features with a linear support vector machine (LSVM) resulted in a mean accuracy of 83.4%
on EEG data of 16 subjects from the MIT-BIH polysomnographic database. 30-s EEG epochs
marked awake and stage-1 sleep (S1) were considered as alert and drowsy states respectively.
However, the claimed accuracy is debatable as it is subject-specific and the number of cross-
validations and amount of data used for training are not mentioned. System generalization
was further limited due to inconsistent channel locations across the subjects. Earlier, Correa
et al. (2014), using the same data, extracted different time, wavelet, and frequency-domain
features from 5-s epochs and with an artificial neural network (ANN) achieved a specificity and
sensitivity of 87.4% and 83.6% respectively.
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2.1.3 EEG-based fatigue detection
Liu et al. [2016] performed fatigue prediction during a 90-min driving simulation session
using a similar paradigm to that of Lin et al. (2012). Unresponsiveness, as a consequence of
falling asleep, of up to 2.5 s to randomly-induced lane deviations was considered as fatigue.
5-s EEG data prior to the deviation onset and during the response time were used to define
the physiological and arousal states respectively. Power spectral features with a recurrent
self-evolving fuzzy neural network resulted in an average LOSO-CV-based generalized accuracy
of 90%.
Wang et al. [2018] used a driving simulator for 12 healthy and adult subjects to perform
a continuous simulated driving experiment for 1-2 h. They used four entropy measurements
as features - spectral entropy (PE), approximate entropy (AE), sample entropy (SE) and fuzzy
entropy (FE). Three base classifiers were selected to implement the classification procedure:
Decision tree (DT), support vector machine (SVM) , and K-nearest neighbours (KNN). Three
ensemble strategies were applied to perform the ensemble classifiers: bagging, random forest
(RF), and boosting. They achieved an accuracy of 94% using gradient boosted DT as a base
classifier and FE as features.
2.2 LAPSES OF RESPONSIVENESS
A lapse of responsiveness is a period of time when an individual fails to respond during a
sustained task. There are several types of lapses based on the underlying cognitive mechanisms.
Some lapses result in a delay to respond on time, certain type of lapses end up in a response
error. Certain lapses can even lead to a complete breakdown in sensory-motor. Some lapses
are also associated with behavioural signs of sleep such as eye-closure, loss of muscle tone,
drowsiness and changes in EEG characteristics [Buckley et al. 2016, Finkbeiner et al. 2014,
Jones et al. 2010, Peiris et al. 2006, Weissman et al. 2006].
A momentary disruption causing a delay or absence of response in a primary task without
loss of consciousness is termed an attention lapse. In these conditions an individual can
perform a secondary task like walking, seeing, and driving subconsciously [Buckley et al. 2016,
Weissman et al. 2006]. Microsleeps are an involuntary loss of sleep-related consciousness.
During this brief period (up to 15 s) the person falls into a light sleep stage [Jonmohamadi
et al. 2016]. Partial eye-closure, head nods, and loss of facial-tone are the behavioural cues that
accompany microsleeps [Davidson et al. 2007, Jones et al. 2010, Poudel et al. 2014]. When an
individual is unresponsive for more than 15 s, it is termed as sleep.
2.3 MICROSLEEP DETECTION AND PREDICTION
Golz et al. [2007] used 5 EEG channels and 2 EOG channels to acquire signals when participants
were performing a driving simulation task. Power spectral features were extracted from EEG
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Figure 2.2 Further classification of lapses based on their effect and underlying cognitive mechanism.
and EOG using a 3-s window. Delay vector variances to measure the non-linearity nature of the
signal were also used. By fusing the two feature sets, they achieved an accuracy of 88.8%. Golz
et al. [2016] extracted features by modified periodogram and Choi-Williams distribution. A
support vector machine (SVM) with a Gaussian kernel function and optimized learning vector
quantization (OLVQ) were used to map signal features to microsleep or sustained attention i.e.,
responsiveness. The best performance for detection and prediction was achieved using power
spectral density (PSD) features and SVM. The classification accuracy for detection was 97.3%
and for prediction was 87.5%. Such performances would have been most impressive but are
invalid. The accuracy don’t reflect the actual performance due to the sustained attention events
were balanced to match the microsleep events. This is acceptable during training the model
but not during testing. K-fold cross-validation was performed based on a mix of data from
all subjects which would allow the model to familiarise with all subjects. Hence the resulting
accuracy doesn’t reflect the true nature of the model.
Peiris et al. [2006] investigated the characteristics of lapses of responsiveness from data
acquired when subjects performed a continuous tracking task (CTT). They found spectral power
was higher during lapses in the delta, theta, and alpha bands, and lower in the beta, gamma,
and higher bands. Due to the higher temporal resolution attribute of the CTT, they were able
to behaviourally identify the onset of lapses. Davidson et al. [2007] used log-power spectral
measure as features, principal component analysis (PCA) for dimensionality reduction, and long
short-term memory (LSTM) neural network for detecting lapses wih temporal resolution of 1 s.
They achieved a performance of AUCROC of 0.81 and a Pearson’s correlation coefficient (phi)
of 0.38. Peiris et al. [2011] used LDA for detecting lapses. Several features – power spectra,
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approximate entropy, fractal dimension, and Lempel-Ziv complexity – of the EEG were used
and performances were compared. The best performance was achieved using power spectra
features obtained from pruned data, with AUCROC of 0.86 and a phi of 0.39. In both studies, an
epoch length of 2 s with 50% overlap was used.
Ayyagari et al. [2015] used the power spectral features obtained from pruned EEG data. All
2-s epochs of EEG with |z| > 3.0, where z-score of each epoch was relative to mean and standard
deviation of the first 2-min of baseline EEG, were removed to obtain the pruned data set [Peiris
et al. 2011]. A 7-stacked leaky echo state neural network (ESN) was used as a classifier and a
phi of 0.51 for microsleep state detection was achieved [Weddell et al. 2020]. Ayyagari [2017]
also used the same features, but from unpruned data, and same classifiers ended up with a lower
phi of 0.44 [Weddell et al. 2020].
LaRocco [2015] used single LDA classifier on the Study C referential EEG ICA pre-
processed spectral features (SCRIS). The highest mean phi was 0.10 (0.00-0.32) with 10 average
distance between events (ADEN) features. With the stacking ensemble, the highest mean
phi value was 0.10 (-0.13-0.12) with 10 PCs. Using a single LDA classifier and the Study C
referential EEG ICA pre-processed log power spectral features (SCRIL), the highest mean phi
value was 0.01 (-0.07-0.07) with 10 average distance between events and non-events (ADENZ)
features, for microsleep state detection.
Shoorangiz [2018] achieved a phi of 0.47 for microsleep state detection and a phi of 0.44
for microsleep state prediction with a prediction time of 1 s ahead, using a 5-s window with a
temporal resolution of 0.25 s to extract wavelet log mean squared features, Variational Bayesian
multi-subject robust factor analysis for feature reduction, and an LDA classifier. Buriro [2019]
evaluated the effectiveness of seven pairwise inter-channel feature sets: covariance, Pearson’s
correlation coefficient, wavelet cross-spectral strength, wavelet coherence, joint entropy, mutual
information, and phase synchronization index in microsleep state predictions. An EEG 5-s
window with a phase size of 0.25s was used to extract the features. These features were corrected
based on the mean of the features for the first 2-min recording. Overlapping clusters with LDA
classifier have resulted in the best results of phi 0.50 for microsleep state detection. A phi of
0.47 was obtained for state prediction, for a prediction period of 1 s ahead.
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(b) Microlseep state prediction performance measures on the Study A.
In summary, the overall best performances for microsleep state detection and prediction
on unpruned data were achieved by Buriro [2019] and Buriro et al. [2018] using an LDA
classifier and ensemble of features, and is the current benchmark for microsleep state detection
and prediction. Figure Section 2.3 (a) & (b) highlights the performance measures of different
detection and prediction systems on the Study A dataset.
In spite of several studies towards detection and prediction of microsleeps, a method with
high performance for real-life applications has yet to be achieved. Therefore, the focus of this
work is to develop a state-of-the-art microsleep detection and prediction system using deep
learning models and thus form a basis for real-time applications.

Chapter 3
A REVIEW OF DEEP LEARNING AND ITS APPLICATIONS
USING EEG
This chapter focuses on:
• Deep learning (DL).
• Types of deep learning algorithms.
• Deep learning-based applications
• Literature review on several EEG-based deep learning applications
3.1 DEEP LEARNING
Machine Learning (ML) is a subset of artificial intelligence (AI). It provides the statistical
methods and algorithms and enables the machines/computers to learn automatically. Machine
Learning provides many different techniques and algorithms to make the computer learn.
Decision trees, Random Forests, Support Vector Machines, and K Means clustering are few
examples of machine learning algorithms. Whereas deep learning is a specialized branch of
ML. The primary ways in which they differ is in how each algorithm learns and how much data
each type of algorithm uses. Deep learning automates much of the feature extraction piece of
the process, eliminating some of the manual human intervention required. It also enables the
use of large data sets, earning itself the title of scalable machine learning [Bengio 2009]. Deep
learning models are deep feed-forward neural networks or multilayer perceptrons [Goodfellow
et al. 2016]. They consist of several basic but non-linear modules, each of which transforms the
representation from previous levels (starting with the raw input) into a representation at a higher,
somewhat more abstract level. Really complex features and inferences can be learned with the
composition of appropriate such transformations [Pedrycz and Chen 2020].
A sequence of layered transformations is used to map the input to target in deep networks.
These layered transformations are learned by exposure to the training examples. The layer’s
weights, which are basically numbers [Wani 2020], determines the transformation that the
specific layer applies to its input. In other words, transformations applied by a layer are
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parametrised by its weights. Thus, learning is a process of determining the appropriate weights
associated with all the tunable layers in the network. This process is carried out until the training
samples are correctly mapped to their associated targets. Thousands of tunable parameters are
associated with deep learning networks, and finding the optimum parameters is not straight
forward, particularly when the value of one parameter has an impact on the value of another
parameter.
The objective function calculates the difference between - i.e., the loss score – between
the predicted output from the network and the true target value for a given input. This gives a
measure of how well the network has learnt a specific example. The aim of training the model is
to find the appropriate weights that minimise the chosen error function. The difference obtained
is then used as a feedback to adjust the weights of the network, in a way that loss score for the
current training data is lowered. This adjustment is done by the optimizer - backpropogation
algorithm, the central algorithm in deep learning. This gives a measure of how well a particular
example has been learned by the network. The goal of training the model is to find the right
weights to minimize the error function chosen. The difference obtained is then used as input
to modify the weights of the network in such a manner that the error score for the current
training data is minimized. This is achieved by the optimizing-backpropogation algorithm, the
fundamental algorithm for deep learning. The backpropogation algorithm involves assigning
random values to the weight vectors initially, so that the network performs a sequence of random
transformations. Initially, the performance from the network may be far from what it should be,
and thus the error score may be high. For each training sample fed to the network, the weights
are altered that decreases the loss score. This process is repeated until the weights that minimize
the loss function are obtained. A network is said to have learned when the loss score reaches
local minima.
In general, the deep learning methods fall within one of four different categories: Convolu-
tional Neural Networks (CNNs), Auto encoders, Recurrent/Recursive Neural Networks (RNNs),
and Deep Belief Networks (DBN) [Chen et al. 2018, Pedrycz and Chen 2020].
3.1.1 Supervised Vs unsupervised learning
Supervised learning is a machine learning approach that’s defined by its use of labelled datasets.
These datasets are designed to train or “supervise” algorithms into classifying data or predicting
outcomes accurately. Using labelled inputs and outputs, the model can measure its accuracy and
learn over time. Supervised learning can be further separated into classification and regression
type problems. Classification problems use an algorithm to accurately assign test data into
specific categories whereas regression is a type of supervised learning method that uses an
algorithm to understand the relationship between dependent and independent variables.
Unsupervised learning uses machine learning algorithms to analyze and cluster unlabelled
data sets. These algorithms discover hidden patterns in data without the need for human
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intervention. Unsupervised learning models are used for three main tasks: clustering, association
and dimensionality reduction.
The main distinction between the two approaches is the use of labelled datasets. In
supervised learning, the algorithm “learns” from the training dataset by iteratively making
predictions on the data and adjusting for the correct answer. Unsupervised learning models, in
contrast, work on their own to discover the inherent structure of unlabelled data.
3.1.2 Convolutional Neural Network (CNN)
CNNs are one of the most common deep learning approaches, particularly for images. CNN
is a supervised approach to deep learning that has a feed-forward architecture. This is a
biologically-inspired architecture that partially emulates the brain’s visual processing. It consists
of multiple layers, including at least one convolution layer and a fully connected layer at the
end, as seen in Figure 3.1. Unlike a neural network architecture that is entirely connected to all
layers, the neurons in the convolutional layer are only connected to a group of local neighboring
neurons in the next layer. This is similar to the local receptive field processing of the visual
cortex. The convolution mask or filter connecting the neighboring layer sub-regions is common
to the entire image, thus allowing us to extract shifting invariant features. A feature map is
obtained by repeated application of a function across sub-regions of the entire image, in other
words, by convolution of the input image with a linear filter, adding a bias term and then applying
a non-linear function.
A convolutional layer (conv layer) within a CNN contains a set of units, which can also be
referred to as neurons. The conv layer also includes several filters within the layer, and this is a
predefined hyperparameter. The number of filters within a layer indicates the depth dimension
of the output volume of the activation/feature maps that are created by the conv layer as input to
the next layer. Each of these filters has a set width and height, which corresponds to the local
receptive field of a single unit within the layer. The filters acting upon the input data creates the
output of a convolutional layer, the feature map. The weight values within filters are learnable
during the training phase of a CNN. The output dimension of the convolutional layer has a depth
component, if we partition each segment of the output we will obtain a 2D plane of a feature
map. The filter used on a single 2D plane contains a weight that is shared across all filters used
across the same plane. The advantage of this is that we maintain the same feature detector used
in one part of the input data across other sections of the input data.
In case of a convolutional layer the hyperparameters are - filter size, number of filters, the
depth of the filter, and the filter stride. In case of a maxpooling layer the hyperparameters are
maxpool size and its stride.
The CNN designed and used in this work is a combination of convolutional layer, batch
normalisation, rectified linear regularisation layer, and a maxpool layer.
For a convolutional layer with a filter l of size m× n, equation 3.1 describes the forward
propagation in a CNN. For weight optimization, a back-propagation algorithm is applied to
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Figure 3.1 Basic structural and functional representation of a CNN.
compute the derivative of the loss with respect to network parameters. [Hosseini et al. 2017],











where k is the non-linearity weight matrix of the filter. For an input of size M× N, the output
size is given by (M-m+1)(N-n+1). Assuming error function, E, the gradient component of each
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To find the weights of the convolutional layer, the error is back-propagated to the previous























Batch normalisation is applied to the CNN to reduce the internal covariance shift. Reduction
in internal covariate shift helps improve training speed and performance [Ioffe and Szegedy
2015]. The following equations define the general algorithm for batch normalisation [Giri et al.
2016],
8=?DC :  = (G1, G2, G3, ..., G<), (3.6)
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>DC?DC : [H8 = # (W,V) (G8)], (3.7)
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H8 ← WĜ8 + V ≡ # (W,V) (G8), (3.11)
where equation 3.8 is the mean of the mini-batch, equation 3.9 is the variance of the mini-batch,
equation 3.10 is normalisation, and equation 3.11 is the scale and shift process in the training
process to train W and V.
The function of the rectified linear unit (ReLU) is as an activation function in each hidden
layer of the network or in other words after each convolutional layer in the core and supplemental
block, which gives the network its non-linear nature. It works by thresholding values at 0 (Figure
3.2) is defined as
5 (G) = <0G(0, G), (3.12)
where x is the input to the layer.
Figure 3.2 Graphical representation of the ReLU activation function.
Softmax (or exponential function) is often used in the output layer of a neural network for
classification [Tang et al. 2019, Wani 2020]. The softmax function is a more generalized logistic
activation function which is used for multi-class classification. Mathematically, a softmax layer
18 3. A REVIEW OF DEEP LEARNING AND ITS APPLICATIONS USING EEG
is expressed as





3.1.3 Convolutional Autoencoder (CAE)
CAEs are the state-of-art tools for unsupervised learning of convolutional filters. The main
difference between a CNN and a CAE is that the former belongs to the supervised learning
category, in the sense that they learn filters to suit the particular classification problem at hand,
while the latter is trained in a generic fashion to learn filters only to reconstruct the input
with minimum error. This is why CAEs are referred to as general purpose feature extractors.
CAEs are fully convolutional networks where the process of encoding and decoding is done via
convolution as shown in Figure 3.3. CAEs differ from conventional autoencoders as their weights
are shared among all locations in the input, preserving spatial locality. The reconstruction is
hence due to a linear combination of basic image patches based on the latent subspace.
Figure 3.3 An illustration of the structural representation of convolution auto-encoder model.
3.1.4 Recurrent Neural Network (RNN)
Recurrent Neural Networks are a means of deep learning specific for sequential data (e.g., video,
speech, movement, etc). The key idea is that something of the previous state of the observations
is retained. RNNs are a class of deep neural network that captures the temporal dynamics of
the data at hand. Unlike the CNN which gives a hierarchical representation of activations of a
static data, RNN provides a sequential flow of data in the temporal domain. Figure 3.4 shows
the graphical representation of a typical RNN, where:
• xt is the input at time step.
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• st is the hidden state at time step. It’s the “memory” of the network and is calculated based
on the previous hidden state and the input at the current step. The function is usually
non-linear, such as tanh or ReLU, which is required to calculate the first hidden state. It is
typically initialized to all zeroes.
• ot is the output at step.
The hidden state st captures information about what happened in all the previous time steps.
The output at step ot is calculated solely based on the memory at time t. Unlike a traditional
deep neural network, which uses different parameters at each layer, an RNN shares the same
parameters (U, V, W) across all steps. This reflects the fact that we are performing the same
task at each step, just with different inputs. This greatly reduces the total number of parameters
we need to learn. An RNN is very similar to a Markov chains. The LSTM (Long Short-Term
Memory) is an extension of an RNN capable of capturing long-term dependencies in the data.
LSTMs have cell states which facilitate the backward propagation of the gradient, making
LSTMs more resistant to vanishing gradient problem.
Figure 3.4 Functional representation of a RNN [from fdeloche/CCBY-SA (https://creativecommons.org/licenses/by-
sa/4.0)]
LSTMs can retain or forget the information contained in the cell by using ‘gates’. There are
three gates in LSTM:
• Forget gate - lets the information from previous input to be forgotten.
• Input gate - controls what new information to be remembered
• Output gate - decides which cell state from the output of the LSTM.
By controlling these gates LSTMs can retain long-term dependencies and connect with
information from the past to the present.
3.1.5 Deep Belief Networks
Deep Belief Networks are a graphical representation which are essentially generative in nature.
Generative models provide a joint probability distribution over input data and labels. DBNs
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consist of multiple stacks of Restricted Boltzmann machines(RBM) [Al-jabery et al. 2020].
Each of them is restricted to a single visible layer and a hidden layer as shown in Figure 3.5.
The hidden or invisible layers are not connected to each other and are conditionally independent.
Each RBM model performs a non-linear transformation on its input vectors and produces as
outputs vectors that will serve as input for the next RBM model in the sequence. Being a
generative model allows DBNs to be used in either an unsupervised or a supervised setting.
 
Figure 3.5 Schematic representation of a Deep Belief Network (adapted from [Hamel and Eck 2010]).
DNNs have many hidden layers with large numbers of parameters that need to be trained.
There are two steps for training DNNs. The first step is to randomly initialize the feature detection
layers. A cascade of generative models, including one visible input layer and one hidden layer,
should be considered to initialize weights in the DNN. These generative models are trained
without considering discriminative information. Finally, the whole DNN is discriminatively
trained with the standard back propagation algorithm [Movahedi et al. 2017].
3.2 CONVOLUTIONAL NEURAL NETWORK BASED APPLICATIONS
USING EEG
Schirrmeister et al. [2017] designed several CNN architectures ranging from a 2-layered shallow
architecture to a 31-layered deep architecture and analyzed the impact of CNN design choices
and training strategies on the accuracy of decoding EEG data. Their work gives insights into a
CNN’s perception and how it can extract discriminative feature maps to understand the EEG
signals. The decoding results were compared with standard filter bank common spatial pattern
algorithm (FBCSP) and found to be slightly better than FBCSP (82.1% accuracy in FBCSP vs
84% in Deep CNN).
Bashivan et al. [2015] used deep recurrent-convolutional neural networks to obtain effective
3.3 CONVOLUTIONAL AUTOENCODER BASED APPLICATIONS USING EEG 21
learning representations that are invariant to inter- and intra-subject differences and also to
inherent noise associated with the EEG. The architecture adopted was similar to the VGG
convolutional network architecture used in the Imagenet Classification challenge. The raw EEG
signals were converted to an image by obtaining the spectral power from the frequency band of
interest from each measured location (scalp electrodes) to form topographical maps for each time
frame. The result of their technique was compared with baseline classifiers like SVM, Random
Forest, and Linear Regression. The accuracy of the proposed method came close and, at times,
was slightly higher than LSTM. Ultimately they combined the two techniques to improve the
performance.
Supratak et al. [2017] have designed a CNN model DeepSleepNet, to score sleep stages
automatically. CNN was used to learn the features automatically without the need for hand-
engineered features, and their results, when compared with the American Academy of Sleep
Medicine and Rechtschaffen and Kales criteria scoring standards, achieved similar results. They
verified that CNNs can automatically learn the necessary features, even when tried with different
EEG channels, to score the sleeping stages automatically.
Sors et al. [2018] implemented a deep CNN on raw EEG samples for supervised learning
of 5-class sleep-stage prediction. The 14-layered network takes as input a 30–s EEG epoch
that needs to be classified along with two preceding and one following epoch. With no signal
preprocessing and feature extraction from the Sleep Heart Health Study (SHHS) data, they
achieved an accuracy of 0.87.
Gao et al. [2019], developed an EEG-based spatial-temporal CNN (ESTCNN) to detect
driver fatigue. The network was able to learn the features automatically from EEG signals and
achieved an average accuracy of 97.4%.
Sun et al. [2018] used a data preprocessing method based on the discrete Fourier transform
to convert the time-domain signal of the EEG data to the frequency-domain signal. They
introduced LSTM networks in seizure prediction using pre-seizure clips of the EEG dataset,
expanding the use of deep learning algorithms with RNNs. They compared the proposed CNN
and RNN against traditional machine learning algorithms, such as linear discriminant analysis
(LDA) and logistic regression (LR), with evaluation criteria of area under the curve (AUC).
They found that the original prediction based on CNN had an AUC value of 0.79,which was
higher than the other methods by at least 4%.
3.3 CONVOLUTIONAL AUTOENCODER BASED APPLICATIONS USING
EEG
Haidar et al. [2019] proposed using a CAE to reduce the feature space of respiratory polysomnog-
raphy signals (PSG) and then to use the optimised feature space in CNN to detect sleep apnea.
To test the effectiveness of the feature space optimisation of CAE, the results were compared to
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two other feature reduction techniques: principal component analysis (PCA) and downsampling.
An accuracy of 83.1% was achieved using the CAE and CNN.
Wen [2018] constructed a deep CNN and autoencoders-based model, named AE-CDNN, to
perform unsupervised feature learning from EEG in epilepsy based on two public EEG data
sets. Their experimental results showed that the classification results of features obtained by
AE-CDNN were superior to features obtained by PCA and sparse random projection. They
achieved a classification accuracy of 92%.
Al-Marridi et al. [2018] developed a CAE approach for EEG compression and reconstruction
in m-Health Systems. Such a system was proposed considering the transmission of EEG data
wirelessly, to pave the way for remote health applications. To evaluate the effectiveness of the
compression, they used a CNN on the receiving end to reconstruct the EEG signal. Their results
showed that using a CAE provides an effective distortion rate (i.e., minimal distortion) while
maximizing the compression ratio.
3.4 RECURRENT NEURAL NETWORK BASED APPLICATIONS USING
EEG
Bresch et al. [2018] investigated the design of deep RNN for detecting sleep stages from single-
channel EEG. Fifty-eight different architectures and training configurations were evaluated using
three-fold cross-validation. A network consisting of convolutional layers and a LSTM layer
network achieved the best performance with a Cohen’s kappa of 0.73, which was very close to
human inter-expert agreement of kappa 0.75. Brink-Kjær et al. [2018] developed a bi-directional
LSTM network (Bi-LSTM) to compute the probability of arousals. The study used a dataset
fromWisconsin Sleep Cohort (WSC) and the Stanford Sleep Cohort (SSC). With EEG and EOG
as input to the Bi-LSTM, they achieved a precision of 0.79, a sensitivity of 0.80, and an F1 score
of 0.79. Michielli et al. [2019] proposed a cascaded RNN based on LSTM to automatically
score sleep stages. They extracted 55 time and frequency domain features from the EEG signal
(single channel), selected the most relevant features using feature selection algorithms. They
achieved an overall classification accuracy of 86.7% for all the five stages.
Abbasi et al. [2019] used a deep learning framework to detect epilepsy in the EEG signal.
The dataset used had a recording of three kinds of EEG signals: ictal (seizures), pre-ictal
(preceding seizures), and inter-ictal (between seizures). They experimented on a single- and a
double-layered LSTM for classification and obtained the highest classification of 95% accuracy
for all the three classes with the double-layered LSTM.
Shahbazi and Aghajan [2018] proposed a CNN-LSTM neural network for seizure prediction.
They converted their multichannel EEG signals (CHB-MIT database) to multichannel images
by applying short-time-Fourier transform (STFT) to the EEG signals. Their model was able
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to capture time-frequency features and temporal patterns from the input signal and achieved a
sensitivity of 98.2%.
3.5 DEEP BELIEF NETWORK BASED APPLICATIONS USING EEG
Zheng and Lu [2015] used DBNs to constructing EEG-based emotion recognition models for
three emotions: positive, neutral and negative from a dataset acquired from 15 subjects. They
compared the DBN’s performance against SVM, linear regression (LR) and KNN. They achieved
highest accuracy of 86.08% using 2-hidden layer DBN (SVM - 83.99%, LR - 82.70%, and KNN
- 72.60%).
Saez et al. [2012] proposed the use of an unsupervised feature learning architecture called
deep belief nets and showed how to apply it to sleep data in order to eliminate the use of
handmade features. The DBN method increased the accuracy of sleeping classification when
compared with the handcrafted features. The DBNmethod of feature extraction gave an accuracy
of 72.2% against the handmade features which gave an accuracy of 63.9%.
Zhang et al. [2015] proposed an automatic sleep stage method combining a sparse deep belief
net (SDBN) and combination of multiple classifiers for electroencephalogram, electrooculogram
and electromyogram. The sparse deep belief net was applied to extract features from these
signals automatically. The performance of SDBN was compared with SVM, KNN, and HMM.
The SDBN gave the highest overall accuracy of 91.31% (SVM - 83.98%, KNN - 82.05%, and
HMM - 85.55%).
Turner et al. [2014] explored the use of a variety of representations and machine learning
algorithms applied to the task of seizure detection in high resolution, multichannel EEG data.
seizure detection accuracy was investigated using SVM, KNN, logistic regression, and DBN.
Two different methods of classification tasks were done on the data. In one study the same
patient was used for both training, validation, and testing sets. The second study involved
leave-one-out-subject for testing. Logistic regression performed best with regard to complexity
and accuracy when data from same patient used for both training and testing. However, in a
leave-one-out-subject training, the DBN showed the best results.
3.6 SUMMARY
This chapter elaborated on deep learning, deep learning algorithms, and their various EEG-based
applications. CNN and RNN have proven their effectiveness when used in several EEG-based
applications such as epilepsy, seizures, and sleep-stages. CAE have been effectively used for
EEG compression and optimally reducing the feature sub-space.
In this project it was decided to primarily focus on CNNs for the following reasons
[Abdel-Hamid et al. 2014, Schirrmeister et al. 2017, Supratak et al. 2017]:
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• CNNs are the most popular and frequently used DL model when it comes to pattern
recognition and classification.
• CNNs allows integration of signal processing techniques in its architecture apart from
regular statistical measures.
• Over the past years, deep CNNs have become highly successful in many application
areas, such as computer vision and speech recognition, often outperforming previous
state-of-the-art methods.
• CNNs are well suited for end-to-end learning (i.e., learning from the raw data without
any a priori feature selection), they scale well to large datasets, and they can exploit
hierarchical structure in natural signals.
• CNNs are highly flexible and scalable depending on the complexity of the problem and
the data. They can vary in convolutional layers, from shallow architectures with just one
convolutional layer, such as in a successful speech recognition CNN [Abdel-Hamid et al.





The aim of this research was to detect and predict microsleep states and onsets using deep
learning of scalp EEG signals.
4.2 HYPOTHESES
This research posed two questions and hypotheses.
Question: Can a deep neural network (DNN) perform better at the detection of microsleeps
than currently applied machine-learning approaches for detecting microsleeps?
Hypothesis 1: A deep neural network will perform significantly better in terms of phi, AUCROC,
and AUCPR at the detection of microsleeps than currently used machine-learning approaches for
detecting microsleeps.
Question: Can a deep neural network (DNN) perform better at the prediction of microsleeps
than currently used machine-learning approaches for predicting microsleeps?
Hypothesis 2: A deep neural network will perform significantly better in terms of phi, AUCROC,
and AUCPR at the prediction of microsleeps than currently used machine-learning approaches
for predicting microsleeps.
Rationale: The models of information processing that have dominated machine learning
applications are mostly shallow architectures that perform simple computations. In recent years
deep learning models have achieved impressive performances in several challenging real-world
tasks that previously required the involvement of human intervention or expertise, including
applications in medical fields. The availability of large amounts of data to learn intricate and
complex data distributions and relationships is a key reason for the success of DNNs [Biswal
et al. 2017]. Over the past few years, DNNs have been successfully deployed in the field of
biomedical signal processing and imaging of fMRI, EEG, ECG, EMG, and EOG [Bashivan
et al. 2015, Biswal et al. 2017, Shahin et al. 2017, Supratak et al. 2017]. An essential attribute
of the DNN is its ability to learn multiple levels of representation through multiple non-linear
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hidden layers, based on an input training set. Using a multiple-level representation, DNNs can
build more complex models to understand the nuances and the complex relationships in input
sample sets [Shahin et al. 2017].
Significance: Predicting and detecting microsleeps is a big challenge owing to the dynamism of
microsleeps. There is considerable variability both between subjects and between microsleeps
within a subject. As variability is an attribute of the input, the multi-layered DNN can extract and
understand the complex relationship between microsleep states, as well as between microsleep
and non-microsleep states. DNNs may enable a robust platform for detecting and predicting
microsleeps in real-time, thus preventing fatalities from those lapses of responsiveness.
Chapter 5
DATA
The Lapse Research Programme of the Christchurch Neurotechnology Research Programme
(NeuroTechTM) at the New Zealand Brain Research Institute (NZBRI) has conducted six
experimental studies to comprehend the behavioural and physiological characteristics underlying
different types of lapses. Of the six studies (Study A to Study F), it was decided to experiment
with Study A and Study C for testing the two hypotheses in Chapter 4.
The data used in this work were recorded in two earlier studies: Study A [Peiris et al. 2006]
and Study C [Poudel et al. 2014].
5.1 STUDY A
The Study A dataset was the first behavioural and EEG dataset acquired in NeuroTech’s Lapse
research [Peiris et al. 2006]. The main reasons for choosing Study A for initial experimentation
for this work is that this dataset has been extensively used in prior research work based on
which several findings and characteristics have been revealed on microsleeps, thus establishing a
baseline standard, especially for microsleep detection [Ayyagari 2017, Buriro et al. 2018, Buriro
2019, Davidson et al. 2007, Peiris et al. 2011, Shoorangiz 2018]. In Study A, fifteen healthy
subjects aged 18 to 36 years were recruited. None of the participants had a current or previous
neurological or sleep disorder and all had visual acuities of 6/9 (= 20/30) or better in each eye.
In addition, all of the subjects considered that they had slept normally the previous night (mean
= 7.8 h, SD = 1.2 h, min = 5.1 h) and, hence, were considered non-sleep-deprived [Peiris et al.
2006, 2011]. All subjects performed a 1-D continuous visuomotor tracking task, with an 8-s
preview (Figure 5.1) in two sessions, one week apart and each session lasting for one hour. The
task was to use a 395 mm diameter steering wheel to control the cursor on the screen and follow
the target with an arrow-shaped cursor. The pseudo-random target was generated by summation
of 21 sinusoids with random phases but evenly spaced frequencies at 0.00781 Hz intervals (i.e.,
bandwidth of 0.16 Hz).
The position of the steering wheel was recorded with a sampling frequency of 64 Hz, which
was used for analysing the tracking performance. While the subjects were undergoing the task
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EEG was recorded from their scalp using 16 electrodes (10-20 international standards) in the
following locations Fp1, Fp2, F3, F4, F7, F8, C3, C4, T3, T4, T5, T6, P3, P4, O1, and O2 at
a sampling rate of 256 Hz. The reference point for these measurements was an electrode on
the forehead. Along with EEG, facial video was also recorded at a frame rate of 25 frames
per second (fps). The facial video aided in established video-based lapses due to microsleeps
based on visual cues such as prolonged eye-lid closure, head nodding, and head jerks [Peiris
et al. 2011]. A gold standard was developed using tracking performance and visual cues. This
labelling facilitated the validation of training and test data.
 
Figure 5.1 Preview target waveform a subject aims to track during the 1-D visual-motor continuous tracking task.
The aim was to keep the arrow-head on the waveform as close as possible [from Peiris [2008] ].
5.1.1 EEG preprocessing
The acquired EEG signals from the scalp of each subject were preprocessed as follows [Shoorangiz
2018, Shoorangiz et al. 2016]:
• Re-referenced to a common average reference (CAR) to improve the signal-to-noise ratio
(SNR). EEG signals were then band-pass filtered from 0.5 to 45 Hz using a zero-phase
finite impulse response (FIR) filter.
• Artefacts were minimised using artefact subspace reconstruction (ASR) [Mullen et al.
2015] (K = 6) followed by a canonical correlation analysis blind source separation [De
Clercq et al. 2006]. The calibration data required for ASR to be used as base data was
extracted using a threshold of z-score ≤ 5 of EEG data.
• The principal components were extracted from the noisy EEG segments by applying
PCA. The extracted components were projected to calibration data space using its own
covariance matrix.
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• Principal components (PC) which represented high-amplitude artefacts were removed
based on a threshold derived from the calibration data. The remaining PCs were then
back-projected into EEG channel space.
• Considering non-stationarity associated with EEG, the EEG was segmented into 2-min
epochs with 50% overlap and ASR was applied to each epoch independently. Calibration
data of each epoch were found and used to clean the same epoch. The epochs were then
concatenated to achieve a cleaned set of original EEG data. The overlapping parts of
consecutive epochs were averaged to avoid discontinuity.
5.1.2 Gold standard
The video ratings from a human expert and tracking flat spots identified by an algorithm were the
two independent measures that were combined to form the original gold standard. Based on the
facial cues in the video recordings, an expert rated them on a 6-level basis, as alert, distracted,
forced eye-closure while alert, light drowsy, deep drowsy, or lapse. A threshold-based algorithm
was used to identify the flat-spots. A lapse and a definitive behavioural microsleep (BM) were
the two gold standard classes generated by logically ORing and ANDing the video ratings and
flat-spots, respectively [Peiris et al. 2006].
Shoorangiz [2018] elucidated the issue of false positives and/or false negatives being
introduced in this form of gold standard generation. He refined the gold standard by reanalysing
the tracking performance along with the original video ratings. The revised gold standard had 3
classes - responsive, microsleep, and uncertain, as shown in Figure 5.2.
Figure 5.2 Tracking performance and corresponding gold standard [reprinted from Buriro [2019]].
The responsive label was defined as the coherent tracking performance irrespective of
the video rating. The microsleep label was the combination of erroneous tracking and
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unresponsiveness along with video rating of deep drowsy or lapse. Epochs that did not fall
contextually into either of these classes were labelled as uncertain.
5.2 STUDY C
Study C included 20 healthy, non-sleep-deprived subjects aged between 20–45 years. Between 1
pm to 4 pm, the subjects were asked to track a 2D quasi-random target (Figure 5.3) in two runs
with each run lasting 25 min duration, using a finger-based MRI-compatible joystick, for 50 min
while lying in an MRI scanner. MRI, VEOG, 64-channel referential EEG, acquired at 10 KHz
sampling frequency and later scaled down to 250 Hz, eye-video, and tracking performances
were recorded while the subjects were performing the task.
 
Figure 5.3 The quasi-random 2-D tracking task. (a) x-direction component of tracking, (b) target trajectory, and
(c) y-direction component of tracking [from Poudel et al. [2010]].
The target was a yellow circular disc (d = 7.8 mm) and the response was a red circular disc
(d = 6.6 mm), both displayed on a monitor at 60 Hz. The tracking path was defined by sum of 7
sinusoids in both horizontal and vertical direction with frequencies evenly spaced from 0.033 to
0.231 Hz. The response disc was controlled from a joystick or mouse. The program sent triggers
at 60 Hz via a parallel port and UDP messages via a local area network, which allowed proper
synchronization between the tracking task and other physiological and behavioural measures
[Poudel et al. 2010, Poudel et al. 2008].
5.2.1 EEG preprocessing
The gradient artefact was removed using the FMRIB plug-in in EEGLAB which uses FMRI
Artifact Slice Template Removal (FASTR) algorithm [Niazy et al. 2005]. The raw EEG was
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then bandpass filtered (0.5 – 45 Hz) in EEGLAB using a FIR filter and downsampled to 250
Hz. Visual inspection was carried out to identify bad noisy electrodes. Later these electrodes
were interpolated using the spherical spline method in EEGLAB. Using the optimal basis set
method in FMRIB plug-in the ballistocardiac artefact was removed [Christov 2004]. The EEG
was re-referenced to common average by computing the average of all scalp electrodes and
subtracting the resulting signal from each channel. The EEG, within a block of 2 min, was
processed through artefact subspace reconstruction (ASR). The parameters of ASR used: K =
6, window size = 1 s, step size = 0.5 s, overlap = 50%. The overlapped data of 2-min blocks
were averaged and then concatenated. The EMG artefacts were then removed using canonical
correlation analysis blind source separation. Finally, Infomax ICA was applied to the EEG to
remove artefactual independent components.
5.2.2 Gold standard
Lapse events were identified behaviourally by an expert as one of four types [Poudel et al. 2014]:
• Type 0 — Episodes of markedly increased tracking error, but response speed > 0, for
greater than 500 ms accompanied by droopy eyes (full or partial slow-eye-closure).
• Type 1 — Episodes of approximately flat or incoherent response for greater than 500 ms,
accompanied by droopy eyes (full or partial slow-eye-closure). Episodes shorter than 15 s
are considered to be microsleeps and longer than 15 s are considered to be sleep.
• Type 2 — Forced eye-closure and odd events.
• Type 3 — Episodes of flat or incoherent response without droopy eyes.
The microsleep events were converted into labels (gold standard) at 250 Hz.
In this work, only the BMs and responsive states were included in the gold standard (i.e.,
Type 0, 2, and 3 were ignored), as the focus was to learn, identify, and detect/predict microsleep
states and onsets.
5.3 SUMMARY
This chapter described the data from two previously–acquired studies, - Studies A and C, used in
this project. Different techniques used in EEG preprocessing, tracking tasks, the gold standard,




Described in this chapter are the overview of microsleep detection/prediction system, definition
of microsleep state and prediction of onset, methods and performance measures used for
validation, methods and techniques that were used to represent the EEG as an input to CNN in
different forms, and procedures that were followed to design a CNN for detection and prediction
of microsleeps.
6.1 MICROSLEEP DETECTION/PREDICTION SYSTEM - AN OVERVIEW
The overall microsleep detection/prediction system is shown in Figure 6.1. The EEG data is
acquired from the scalp as mentioned in 5.1 and 5.2. The EEG is preprocessed, as mentioned
in Section 5.1.1 and 5.2.1, to minimize artefacts. In this work, in certain case the raw-EEG
was used as input without any pre-processing to evaluate the information contained in the raw
signal as well as to see the effectiveness of the CNN to learn and identify useful information.
The gold standard is fed along with the training data which is used at the classification stage for
generating feedback. The uncertain labels in the gold standard were ignored as there was not
enough information to label them as either responsive or as a microsleep state. Therefore, the
gold standard for states had all of the responsive and microsleeps. The CNN acts on the input
and uses this feedback to fine-tune its filter weights. The focus of this thesis was to exploit the
ability of CNN to visualise and extract appropriate features by itself.
6.1.1 Microsleep state prediction
The events shown in Figure 5.2 are continuous in nature. The number of events and their
corresponding lengths vary both in intra-subject (within and between sessions) and inter-subject.
Generally discrete labels are used in classification. The gold standard used in this work was
discretized or sampled at 4 Hz. The entire 50 min of EEG data was segmented using a sliding
window of duration W. The EEG segments were used as inputs to detect/predict the microsleep
states at g s ahead as shown in Figure 6.2. To predict all the states of the gold standard, this
process is repeated every 0.25 s. State detection, as shown in the Figure 6.3, is the special case
of state prediction where g = 0. It’s only at the end of EEG window that the classifier is able to
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Figure 6.1 Overview of the microsleep detection and prediction system. (a) is the training process during which
the weights are tuned for best training performance. (b) Illustrates the testing process during which the independent
test data is fed into the trained CNN model from (a) to evaluate the model’s test performance. The CNN structure
specified here is a generalized and simple structure for illustration purpose.
output its decision as to whether the behavioural state coincident with the end of the window is
a microsleep or responsive state (i.e., g = 0). Similarly for g > 0, where the end of the window
precedes the state in question by g s (refer Figure 6.2 and Figure 6.3).
6.1.2 Microsleep onset prediction
Due to the presence of uncertain labels, it is not possible to identify and mark the exact onsets of
microsleeps. In this research, the first instance of a microsleep state’s definitive occurrence after
the responsive state is termed the definitive onset of microsleep, as shown in the Figure 6.4.
All of the responsive states and microsleep onsets were used as the gold standard for onset
prediction. EEG segments of W duration in the time domain or frequency domain, with or
without spatial information, were used as inputs to predict the microsleep states at g s ahead, as
shown in Figure 6.4. When g = 0, as illustrated in the Figure 6.5, the detection is the special
case of onset prediction.
Unless explicitly mentioned, in this thesis onward, the word ‘prediction’ is collectively used
for both detection (prediction at g = 0) and prediction (g > 0).
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Figure 6.2 Illustration of microsleep state prediction. M, R, and U correspond to microsleep, responsive, and
uncertain states of the gold standard. EEG of window length W were used to predict the states at prediction time of g
s ahead of the gold standard [adapted from Buriro [2019]].
τ = 0 s







Figure 6.3 Illustration of microsleep state detection. M, R, and U correspond to microsleep, responsive, and
uncertain states of the gold standard. EEG of window length W were used to detect the states at time of g = 0 s.
Classification was done with a temporal resolution of 0.25 s. Each subject had a different
number and duration of microsleep events, which results in quite different imbalance ratios.
Subject-wise incidence and duration of microsleeps, together with imbalance ratios of states and
onsets, are shown in Table 6.1 for Study A and Table 6.2 for Study C.
In Study A (Table 6.1) it can be observed that the imbalance ratio between the microsleep
states and responsive states is high, except for subject 1 and 8 (relative to the other 6 subjects)
and subject 3 has the highest imbalance ratio. The imbalance ratio further increases to greater
extent when it comes to the microsleep onsets. In contrast to Study A, Study C (Table 6.2) has
smaller imbalances between microsleep and responsive state, except for subject 7 are shown.
When it comes to onsets, the imbalance ratio between the two classes substantially increases.
6.1.3 Validation and performance measures
In order to evaluate the true performance of the model at classifying the microsleep and
responsive classes, it is necessary to have a test subject’s data completely hidden from the
validation and training process. That is, one estimates how the model will behave with a
completely unseen subject. To achieve this, the following procedure was adopted during the
design and experimentation stages of this research, involving both Study A and Study C:
1. Out of N subjects, reserve one subject for independent testing.
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Figure 6.4 Illustration of microsleep onset prediction. M, R, and U correspond to microsleep, responsive, and
uncertain states of the gold standard. EEG of window length W were used to predict the onset at prediction time g s
ahead of the gold standard [adapted from Buriro [2019]].
τ = 0 s







Figure 6.5 Illustration of microsleep onset detection. M, R, and U correspond to microsleep, responsive, and
uncertain states of the gold standard. EEG of window length W were used to detect the onset.
2. Use the remaining N-1 subjects for training the deep learning model.
3. Perform Leave-one-subject-out-cross-validation (LOSO-CV). During this process the
hyperparameters – number of filters, filter size, number of layers, types of layers, and
regularisation of the deep learning model – are tuned for optimal performance.
4. The hyperparameters of each layer were iteratively swept over a range of values. The
optimal values were chosen based on the best AUCROC, automatically.
5. The combination of layers was done manually.
6. Input the test subject’s data and obtain the performance measures.
7. Repeat steps 1 to 4 until all 8 subjects have been used as the test subject.
8. Compute the averages of performance measures from 8 subjects to obtain the average
performance metrics.
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Table 6.1 Total microsleeps and responsives in Study A, inclusive of both sessions, for each subject and
corresponding imbalance ratio, i.e.,microsleep:responsive. States correspond to a discrete gold standard, where the
number of states = 4*Duration of events (temporal resolution of 0.25 s corresponds to a prediction frequency of 4








No: of events No: of states No: of states ms:re ms:re
1 60 4045 13570 1:3.0 1:226
2 29 486 17796 1:37 1:614
3 5 25 20335 1:813 1:4067
4 18 229 22905 1:100 1:1272
5 36 426 22004 1:52 1:611
6 25 414 6510 1:40 1:660
7 41 369 19043 1:52 1:464
8 33 2293 5184 1:2.0 1:157
Table 6.2 Total microsleeps and responsives in Study C, for each subject and corresponding imbalance ratio,









No: of events No: of states No: of states ms:re ms:re
1 90 1159 4215 1:4.0 1:47
2 134 630 5892 1:9.0 1:44
3 94 2713 2805 1:1.0 1:30
4 40 1111 5233 1:5.0 1:131
5 108 1793 5216 1:3.0 1:48
6 51 1251 5692 1:5.0 1:112
7 71 263 5365 1:20 1:76
8 80 378 5437 1:14 1:68
9 67 179 6748 1:38 1:101
Evaluation measures play a dual role of both assessing a classifier’s performance and aiding
in modelling the classifier [Sun et al. 2009]. Most threshold metrics can be best understood by
the terms used in a confusion matrix for a binary (two-class) classification problem.
Table 6.3 represents the confusion matrix for a binary classification problem. From the
elements of the matrix, several performance metrics can be formulated. Three basic measures
that can be computed from the matrix are sensitivity (Sn), specificity (Sp), and precision (Pn).
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Table 6.3 Confusion matrix for binary classification.
Predicted class
Positive Negative
Actual positive True positive (TP) False Negative (FN)
Actual negative False positive (FP) True Negative (TN)
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For an imbalanced datasets, geometric mean (GM) and Matthew’s correlation coefficient
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The GM is a metric that measures the balance between classification performances on both
the majority and minority classes. For example, a low GM is an indication of a poor performance
in the classification of the positive cases even if the negative cases are correctly classified as
such. This measure is important in the avoidance of over fitting the negative class and under
fitting the positive class. However, GM has the drawback of focusing on only the classification
successes (TP and TN), and fail to directly consider the classification errors (FN and FP) [Luque
et al. 2019]. Matthew’s correlation coefficient considers the classification accuracies and errors
in both classes.[Boughorbel et al. 2017, Luque et al. 2019, Parker 2011].
In addition to sensitivity, specificity, geometric mean, and phi, two more parameters are
used in this thesis to evaluate the test performance of the model. The two additional parameters
are curve-based threshold-independent metrics: area under the receiver operating characteristic
curve (AUCROC) and area under the precision-recall curve (AUCPR).
The paired non-parametric Wilcoxon signed-rank test was used to compare the performance
of the deep learning (DL) models with different type of inputs. Comparisons were made for
each of the input forms generated from EEG and DL models.
6.2 MODES OF INPUT DATA FOR TRAINING AND TESTING DEEP
LEARNING MODELS
The performances of different combinations of input modalities and network structures on a fixed
window size and dataset were analysed to ascertain an optimal combination of input modalities
and network structures. The raw time-series EEG, the pre-processed cleaned EEG, log-power
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spectrum of EEG, and 2D-spatial map of log-power spectrum of EEG, were obtained from the
cleaned EEG data. A CNN as an end-to-end solution, and a CNN as feature extractor with either
a SVM, LDA, or LSTM as classifier were implemented to classify the data.
6.2.1 Raw and cleaned EEG
The EEG datasets from Study A and Study C were used for prediction of microsleeps. The EEG
was segmented into 1, 2, 4, 5, 6, and 8 s epochs with a step size of 0.25 s to match the temporal
resolution of the gold standard (refer Figure 6.6 ), to identify the optimal window/epoch length
from which the CNN can extract information.
Figure 6.6 Illustration of epochs (length W s) extraction with a step size of 0.25 s from the actual EEG data.
The raw data obtained from the scalp were used as such without any preprocessing. The
idea was to determine if there is actually valuable information in the artefacts towards the
classification. As for the cleaned EEG signal, the raw EEG was preprocessed as mentioned in
section 5.1.1 and the epochs were extracted.
6.2.2 Log-power spectrum
Log-power spectral features were found effective in microsleep prediction [Ayyagari et al. 2015,
Davidson et al. 2007, Peiris et al. 2006, 2011, Shoorangiz et al. 2016]. Therefore, it was decided
to use log-power spectra as an input to the CNN. To obtain the power spectrum of the EEG epoch,
Welch’s modified periodogram [Welch 1967] was used. This method has a lower variance as it
computes the power spectrum (PS) by averaging the PS of small overlapping segments [Freeman
and Quian 2013]. The periodogram was computed individually for all of the electrodes by
averaging power across different frequency bands (delta, theta, alpha, beta and gamma) and then
transforming them to logarithmic scale. The periodograms are stacked in the same order as the
electrodes and fed as input to the CNN.
6.2.3 2D-spatial map of log-power spectrum
The spectral information is contained in the log-power spectrum, but the spatial (electrode
position) information was missing. The log-power spectrum was obtained using the method
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mentioned in section 6.2.2. A 2 s window with a 50% overlap was used to compute the log-power
spectrum. In order to add the spatial information to the spectral input.The electrode positions
were mapped to the 2-D plane and the spectral information was interpolated onto that 2-D plane.
The steps and tools used to achieve the desired outcome are (Figure 6.7):
• The log-power spectral densities for all channels were computed using the modified Welch
periodogram technique.
• The log-power was averaged for each of the frequency bands (delta, theta, alpha, beta, and
gamma).
• The mean log-power spectral information was mapped to the 2-D topological locations to
combine the spatial and spectral information.
• The topological map was converted into a square grid using ‘griddata’ command in
MATLAB .
 
Figure 6.7 Illustration of the steps involved in generating 2D-spatial map of the log-power spectrum. (i) cleaned
EEG epoch, (ii) log-power spectrum, and (iii) 2D-spatial map [(a) delta band, (b) theta band, (c) alpha band, and (d)
beta band]
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6.2.4 Electrooculogram
One of the behavioural cues associated with microsleeps is slow eye closure [Davidson et al.
2007, Jones et al. 2010, Peiris et al. 2006]. The electrooculogram (EOG) is the best signal
source for picking up eye-related vertical roll, eye closure, and horizontal or lateral movement
during eye closure [Chokroverty and Bhat 2014]. Therefore, it was decided to have both the
vertical and horizontal EOG signals as optional inputs to the CNN.
6.3 DESIGN OF CONVOLUTIONAL NEURAL NETWORK (CNN)
CNNs are inspired by biological processes and are designed to mimic the neural connectivity
found in the brain’s visual cortex. They requires considerably less data pre-processing compared
to traditional image classification algorithms which require hand-engineered pre-processing
filters [Hosseini et al. 2017].
The CNN consists of a multilayer structure. The input dimensions are defined in the first
layer. The intermediate layers consist of a series of convolutional layers which are interspersed
with rectified linear units (ReLU) and max-pooling layers. In the pooling layer, small rectangular
blocks from the convolutional layer are sub-sampled to find a single output. Finally, the last layer
is designed for pattern classification via fully connected layers and the softmax layer (Figure
6.1).
The procedure followed to design the CNN layers and determine the hyperparameters was:
1. Of the N subjects, one subject’s data was kept aside for independent testing.
2. Of the remaining N-1 subjects, one subject was left out for cross-validation (LOSO-CV).
the remaining (N-2) subjects are used to train the CNN model.
3. The objective was to alter the hyperparameters until an optimal cross-validation perfor-
mance is reached.
4. Steps 2 to 3 were repeated until all of the N-1 subjects were used as cross-validation
subjects.
5. Finally, from the N-1 models, the model with the best performance was chosen. The
AUCROC was used as the performance-assessing measure to decide on the best model, as
it gives an indication of the ability of the model to distinguish the two classes [Mandrekar
2010]
Several works have indicated the effectiveness of the spatio-temporal block in the CNN for
extracting features from EEG for various applications like detecting drowsiness, fatigue, and
emotions [Chen et al. 2018, Gao et al. 2019, Mognon et al. 2011, Tang et al. 2017]. Hence, it
was decided to have a combination of spatio-temporal filters as the initial block. The CNN in
this work has two building blocks to its structure - the core block (spatio-temporal convolutional
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layers) and one or several layers of the supplement block. The supplement block consists of a
convolutional layer followed by a batch normalisation layer, rectifying linear unit (ReLU), and a
maxpool layer, as shown in the Figure 6.8.
 
Figure 6.8 Illustration of the core and supplement block. *– The spatial filter size was fixed depending upon the
dataset used. For Study A it was 16×1, as the number of electrodes used was 16. For Study C the size was 60×1.
The core block was designed to have a 1-D convolutional filter as the first layer to extract
temporal information from the time-series EEG, followed by a ReLU layer. The third layer was
the spatial filter. The dimension of the spatial filter in the convolutional layer is dependent on
the number of electrodes the input has. For examples, in Study A 16 electrodes were used, and
in Study C 60 electrodes were used for acquiring the EEG data. Hence, the size of the spatial
filter in the CNN designed for Study A was 16×1 and in Study C was 60×1. The supplement
block will be stacked to form deep layers based on the cross-validation performance (AUCROC
measure).
An iterative approach was carried out to determine the optimal set of hyperparameters for
the CNN. First, the core block was designed and then the supplement blocks were added, using
the automated approach shown in Algorithm 6.1.
In this algorithm, j refers to the subject left out for cross-validation, k is the index for
the hyperparameters in the core block in the following order - temporal filter size, number
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Algorithm 6.1: Procedure for tuning of hyperparameters using cross-validation
performance
Input: Training data, 9 ∈ (1, 2, ..., # − 1); GCA08= ( 9) = ∪#−1(8=1) (8≠ 9) (-8), where
- = (G1, G2, G3, ..., G (#−1) )
Result: Optimal core and supplement block hyperparameters ℎ2 ( 9 ,:) , and ℎB ( 9 ,;)
for (each j ) do
initialise ℎ ( 9 ,:)
for (each k) do
sweep ℎ2 ( 9 ,:) from a minimum to maximum limit
train the model with the cross-validation training data
cross-validate using the left-out subject.
compute the AUCROC
obtain the best AUCROC and its corresponding ℎ2 ( 9 ,:)
end
AUCcoreROC← best AUCROC
start: Add a supplement block
for each l do
sweep ℎB ( 9 ,;) from a minimum to maximum limit
train the model with the cross-validation training data
cross-validate using the left-out subject
compute the AUCROC
obtain the best AUCROC and its corresponding ℎB ( 9 ,;)
end
AUCfinalROC← best AUCROC









Choose the best AUCjROC and the corresponding hyperparameters ℎ2 ( 9 ,:) , and ℎB ( 9 ,;)
Any standard gradient-based learning algorithm may be used. Adaptive momentum
estimation (Adam) was used in this work.
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of temporal filters, number of spatial filters, and size of maxpool layer. ‘l’ is the index for
the hyperparameters in the supplement block in the following order - temporal filter size, and
number of temporal filters. The size of the maxpool layer is fixed to be the same as that in the
core block for the one or more supplement blocks. The minimum limit for filter size was 5 and
the maximum limit was 510, in steps of 10. Similarly, the sweeping limits for number of filters
was from 1 to 200, where the step size was varied non-linearly.
Finally, all of the N-1 subjects were used to train the best model. Then the model was tested
with the left-out subject and the performance measures were noted. The test performance is
detailed in Chapter 7 for Study A and Chapter 8 for Study C.
6.4 CLASS IMBALANCE
The performance of a classifier is affected by class imbalance. During training, the learning
algorithms’ insensitivity to class imbalance could classify all samples to the majority class in
order to minimize the error rate [Chawla et al. 2004]. The class imbalance problem was handled
in two ways:
• An over-sampling technique was used, in which the minority class (microsleep states) was
replicated to equal the majority class (responsive states). There are several over-sampling
techniques available (e.g., SMOTE, ADASYN) which need to be applied to the features
extracted from the EEG. The minority class was replicated to equal the majority class
in numbers as the actual EEG signal used as the input. It was not possible to generate
synthetic EEG epochs to augment the training data.
• A weighted cost function (cross-entropy) was used as the classifier in this research. This
was inspired by prior work on using cost sensitive loss functions with imbalanced datasets
in neural networks and deep learning [Khan et al. 2018, Zhou and Liu 2006].
6.5 REGULARISATION
Due to overfitting caused by insufficient samples and large scale of parameters, regularisation
methods have become a significant strategy in deep learning to improve model generalisation
[Zhai et al. 2019]. The regularisation technique, which discourages complexity of the model, can
be categorised as L1 and L2 regularisation. Their difference lies in the parameter restricted term.
L1 regularisation, also referred to as L1 norm or Lasso, helps shrink the parameters to zero and
complete feature selection by assigning insignificant input features with zero weight and useful
features with a non-zero weight. L2 regularisation is the sum of square of all feature weights to
fix the error by penalising the weights [Aswolinskiy et al. 2015, Zhai et al. 2019]. Regularisation
is a good method to reduce overfitting and is widely used in deep learning models.
The regularisation used in this work was L2 regularisation. The procedure shown in
Algorithm 6.1 was adapted to find the optimal regularisation value. The only difference being
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that, instead of sweeping the hyperparameters, the regularisation value was swept from a
minimum (0.0001) to a maximum value (2.0).
6.6 WEIGHT INITIALISATION BY A CONVOLUTIONAL
AUTOENCODER (CAE)
The CAE is an unsupervised version of the CNN wherein the weights are tuned, based on the
residual power between the input and the output. The structure of the CAE is divided into two
sections - encoder and decoder. The output of the encoding section comprises the sub-space
features and the output of the decoder is the reconstructed input from the sub-space features.
The CAE initially designed in this work consisted of a core block encoder/decoder and
supplementary blocks of encoders/decoders. The core and supplementary blocks of the CAE
were the same as those of CNN mentioned in the section 6.3. Here too, an automated approach
was used to determine the optimal set of filter weights for the CNN.
Algorithm 6.2: Unsupervised CAE training for obtaining optimised weights for CNN
initialization
Input: Training data, 9 ∈ (1, 2, ..., #); GCA08= ( 9) = ∪#(8=1) (8≠ 9) (-8), where
- = (G1, G2, G3, ..., G# )
Result: Optimal weights for CNN intialisation Wj
for (each j ) do
get the best CNN model
CAEencoding block← CNNlayers(1:end-3)
CAEdecoding blockdeconv← transposed convolutional layers
CAEdecoding blockunpooling← interpolated pooling layers
train the CAE model with the training data
compute the mean square error (MSE)
CNN← CAEencoder block(1:end-1)
end
In the algorithm, j refers to the subject left out for independent testing. The objective is
to optimize the CNN filter weights. Therefore, the encoder layer is same as that of the CNN
structure. For the decoder block, all of the convolution layers in the encoder block are transposed
and the pooling layers are unpooled.
6.7 FEATURE VISUALISATION
To gain more insight on what the CNN visualises to separate the two classes – microsleeps
and responsives, it was decided to analyse the nature/weights of the filters in the CNN. To do
so, in both the studies, the best model was picked from the microsleep state detection models,
following steps were followed:
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• A leave-one-out-cross-validation (LOSO-CV)was performed and the performancemeasure
AUCROC was noted for each LOSO-CV.
• Once all the subjects were used as cross-validation subject, for each model, the obtained
AUCROCs were arranged in descending order.
• The model with the highest AUCROC was picked for analysis.
• All the subjects were fed to the model for training.
• MATLAB’s inbuilt ’activation’ function was used to extract weights/features for visualisa-
tion.
• The temporal and spatial filter weights thus obtained from the training were extracted.
• The best combination of temporal and spatial filters were chosen by iteratively (automated)
trying all possible combinations (without changing any parameters) of the filters.
• For each combination, the respective AUCROC was recorded.
• The AUCROCs were arranged in descending order.
• The top four filter combinations were chosen.
• The chosen temporal and spatial filter weights were plotted as frequency response and
topographical plots, respectively, to understand the region of the brain from which the
CNN extracted the features from the spectral bands.
6.8 SUMMARY
This chapter commenced by detailing the overall microsleep detection and prediction system,
terminologies of state and onset prediction, number of microsleep and responsive states and
events, and validation procedure and evaluation metrics. The second section threw light on
several modalities of input given to CNN. The third section elaborated on the design and
validation procedure of CNN for microsleep state and onset prediction. The fourth section
addresses the class imbalance and how it was dealt. The fifth section described the use of L2
regularisation, the sixth section on CAE-based weight optimisation and initialisation for CNN,
and the seventh section lists the steps followed to understand what CNN visualises in order to
separate the two classes of interest – microsleeps and responsives.
Chapter 7
RESULTS - STUDY A
This chapter describes the architecture of the CNN obtained through the Algorithm 6.1 in
Section 6.3, CNN’s state detection (g = 0) and prediction performance , onset detection and
prediction (g = 0.25 s to 1 s) along with the effect of initialising the CNN with weights obtained
from unsupervised CAE is also presented. Finally, a comparison of performance metrics is also
made between different combinations of input and CNN, as well as with a CAE-based weight
initialised CNN using Wilcoxon signed-rank test.
7.1 MICROSLEEP STATE DETECTION
This section provides the results of microsleep state detection using the following forms of EEG
as input
• Cleaned EEG of window/epoch size from 1 s to 8 s.
• Log-spectral power.
• 2D-map of log-spectral power.
• Raw EEG.
• Vertical (V) and horizontal (H) EOG.
• Cleaned EEG and V-H EOG.
7.1.1 Cleaned EEG as a time series
In order to determine the optimal EEG window length and corresponding model, Algorithm
6.1 mentioned in Section 6.3 was ran for different EEG window lengths: 1 s, 2 s, 4 s, 5 s, 6 s,
and 8 s. The best model, for each subject was chosen based on the cross-validation AUCROC.
It can be concluded from the Table 7.2 that the cross-validation AUCROC was maximum for 5
s and 6 s window lengths. But since the 6 s window involves more computation for the same
performance, the 5 s window was identified as the optimal window length. The CNN’s optimal
hyperparameters for the 5 s window are listed in Table 7.1











































































































































7.1 MICROSLEEP STATE DETECTION 49
For experimentation, test performance was determined for all of the window lengths (1 s,
2 s, 4 s, 5 s, 6 s, 8 s). Table 7.2 gives the average test performance across the 8 subjects, for
microsleep state detection.
In line with the cross-validation performance, the highest phi, AUCROC, AUCPR were 0.47,
0.96, and 0.53, respectively, achieved with a window length of 5 s. The reason that the smaller
window lengths (<5 s) yielded a lower performance indicating that the number of features
extracted by the CNN was not optimal for classification. On the contrary, the number of features
obtained by the CNN from larger windows (>6 s) was too high, which confounded the CNN.
The best model had 14 layers, comprising 4 convolutional, 3 batch normalisation, 4 ReLU,
and 3 maxpool layers, as shown in Figure 7.1. The temporal filter’s dimensions were 25 filters
of size 1×30. There were 25 spatial filters of size 16×1. The size of the maxpool layer in the
core block was 1×3, with a stride factor of 1×3. The CNN comprised two supplement blocks in
addition to the core block. The size of the 1-D filters were 1 × 30, with twice the number of
filters in their previous block, i.e., 50 for the first and 100 for the next supplement block. This
combination of core and supplement blocks was followed by a fully-connected layer, a softmax,
and a weighted–entropy classification layer.





Sn Sp Pn Phi GM AUCROC AUCPR
1 .0 0.76 0.85 0.24 0.32 0.80 0.90 0.37
2 .0 0.79 0.87 0.25 0.37 0.82 0.92 0.40
4.0 0.84 0.91 0.33 0.44 0.86 0.95 0.50
5.0 0.86 0.93 0.35 0.47 0.89 0.96 0.53
6.0 0.85 0.93 0.38 0.48 0.88 0.97 0.55
8.0 0.73 0.93 0.43 0.46 0.80 0.96 0.55
Table 7.3 lists the subject-wise microsleep state detection performance using 16-channel
cleaned EEG alone as input.

































































































































































































































52 7. RESULTS - STUDY A
7.1.2 Log-power spectrum as input for microsleep state detection
Prior work [Ayyagari et al. 2015, Buriro et al. 2018, Peiris et al, 2011, Shoorangiz et al. 2016]
has demonstrated a superior performance for a 5 s window over other window lengths. Hence,
5 s epoch from the EEG data were processed as discussed in 6.2.2 and served as inputs to the
CNN. Table 7.4 provides the hyperparameters of the CNN used in the state detection. There
are variations in the CNN structure between subjects, such as, the maxpool layer in the core
block. For the log-spectrum as input, the maxpool layer gave best cross validation performance
for certain subjects when its size was 1×1 with a stride of 1×1. This is the same as would be
obtained if the layer was not present. Similarly, the presence of the dropout layer reduced the
performance in some subjects.
Table 7.4 CNN’s optimal hyperparameters for log-spectral features.
Block Layer Hyperparameters range
Core Block
Spectral convolutional layer 1x(3 – 9), 50, Stride 1x(3 – 9)
Spatial convolutional layer 16x1, 50
Maxpool layer* 1x(2 – 3), Stride 1x(2 – 3)
dropout* 0.2 - 0.4
Supplement
Block #1
1-D convolutional layer 1x(3 – 9), 100
Maxpool layer 1x(2 – 3), Stride 1x(2 – 3)
* - Indicates the layers are only present for certain subjects.
The test performance metrics phi, AUCROC, and AUCPR for microsleep state detection are
given in Figure 7.2. The average state detection performance metrics were: Sn = 0.71, Sp = 0.92,
Pn = 0.38, phi = 0.41, GM = 0.80, AUCROC = 0.93, and AUCPR = 0.46. The best performing
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SUBJECTS
phi AUCroc AUCprAUCROC AUCPR
Figure 7.2 Performance metrics - phi, AUCROC, and AUCPR using the log-spectrum as the input to the CNN, for
the 8 test subjects.
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Table 7.5 The best performing CNN architecture when the log-power spectrum was used as input.
Input – 16x91
Convolutional layer – 1x3, 50
ReLu layer
Convolutional layer – 16x1, 50
batch normalization
ReLu layer
dropout layer, probability factor 0.2
Convolution layer 1x3, 100
batch normalization
ReLU




7.1.3 2D-spatial map of log-power spectrum
The topoplots were generated using EEGLab. The default topoplot size in the EEGLab command
is 67x67. Thus the 2d-spatial map generated is of size 67×67. The input dimension was
67×67×4, wherein the 4 was a combination of delta (X), theta (\), alpha (U), and beta (V)
frequency bands. Due to the restriction in the tool used, more than 3 channels could not be fed
as input to the CNN. Hence, there were 4 different combination of the bands that could be given
as input. Here, X, \, and U bands were chosen, as an overall increase in power was observed in
those bands during microsleeps [Peiris et al. 2006]. The information contained in the individual
bands to aid microsleep state detection was also analysed by feeding the individual bands to
the CNN. The hyperparameters of the CNN used for detecting microsleep states is given in
Table 7.6 (refer Table B.7 in appendix B for detailed structure). The averaged state detection
performance is listed in Table 7.8.
Table 7.6 CNN’s hyperparameters for state detection for the combination of three bands (X, \, U) and for the
individual bands - i.e. X, \, U.
Block Layer Hyperparameters range
Block #1 convolutional layer 32x32, 15
Maxpool layer (2 – 3)x(2 – 3), (2 – 3)x(2 – 3)
Block #2 convolutional layer (3 – 6)x(3 – 6), 30
Maxpool layer 2x2, 2x2
Block #3 convolutional layer 3x3, 100
Maxpool layer 2x2, 2x2
In addition to the individual band analysis, the dual combination of bands was also analysed
by giving the bands in pairs - i.e., X and \, \ and U, and X and U. The CNN’s hyperparameters used
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for state detection using band pairs is given in Table 7.7 and Table 7.8 lists the hyperparameters
when individual bands were given as inputs for microsleep state detection. The average
performance measures are listed in Table 7.9.
Table 7.7 CNN’s hyperparameters for state detection for the combination of two bands – i.e., (X, \), (\, U), and (X,
U).
Block Layer Hyperparameters range
Block #1 Convolutional layer 33x67, 15
Maxpool layer 2x1, Stride 2x1
Block #2 Convolutional layer 3x1, 30
Maxpool layer 2x1, Stride 2x1
Block #3 Convolutional layer 3x1, 60
Maxpool layer 2x1, Stride 2x1
Table 7.8 CNN’s hyperparameters for state detection for individual bands – X, \, U, V.
Block Layer Hyperparameters range
Block #1 convolutional layer 32x32, 15
Maxpool layer 2x2, 2x2
Block #2
convolutional layer 3x3, 30
Maxpool layer 2x2, 2x2
Block #3
convolutional layer 3x3, 60
Maxpool layer 2x2, 2x2
From Table 7.9, the combination of the delta and theta bands gave the highest performance
with phi = 0.42, AUCROC = 0.92, and AUCPR = 0.47. This indicates that most of the information
needed for the classifier to separate the two classes is provided by these two bands.
Table 7.9 Microsleep state detection (g = 0) performance averaged across 8 subjects for 2D-map of log-power
spectral input.
Bands Sn Sp Pn phi GM AUCROC AUCPR
X, \, U 0.63 0.89 0.30 0.33 0.72 0.89 0.35
X 0.52 0.81 0.23 0.21 0.59 0.79 0.22
\ 0.58 0.88 0.28 0.32 0.69 0.86 0.36
U 0.52 0.75 0.12 0.12 0.61 0.71 0.19
V 0.36 0.81 0.14 0.10 0.50 0.62 0.13
X, \ 0.79 0.87 0.39 0.42 0.82 0.93 0.47
\, U 0.69 0.88 0.28 0.34 0.77 0.89 0.34
X, U 0.54 0.82 0.19 0.21 0.64 0.78 0.29
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7.1.4 Electrooculogram as input for microsleep state detection
From the two channel–vertical (V) and horizontal (H)– electrooculogram (EOG), epochs of
lengths ranging from 1 s to 8 s were extracted. Since the number of channels/electrodes here are
2, the algorithm 6.1 defined in section 6.3 was used with a modified spatial filter (from 16 × 1 to
2 × 1) in the core block for identifying the optimal window size and CNN’s hyperparameters for
EOG. The extracted EOG epochs were then fed to the CNN and the hyperparameters were tuned
for optimal cross-validation performance. During the cross-validation the best AUCROC of 0.92
was achieved using the 5–s window. The optimal hyperparameters range corresponding to the
5–s window is listed in the Table 7.10 (Refer section B in appendix B for layer-wise detailed
hyperparameters, activations, and learnables).
Table 7.10 CNN structure’s hyperparameters across subjects for the 5 s sliding EOG window with a step size of
0.25 s.
Block Layer Hyperparameters range
Core
Temporal convolutional layer 1x(10 – 30), 25
Spatial convolutional layer 2x1, 25
Maxpool layer 1x3, 1x3
Supplement
Block #1
1-D convolutional layer 1x(10 – 30), 50
Maxpool layer 1x3, 1x3
Supplement
Block #2
1-D convolutional layer 1x(10 – 30), 50
Maxpool layer 1x3, 1x3
Figure 7.3 lists the average performance metrics for microsleep state detection. The best












Sn Sp Pn phi GM AUCroc AUCpr
VEOG HEOG VHEOG
CROC AU PR
Figure 7.3 Average test performance metrics for state detection using 5 s EOG - vertical, horizontal, both vertical
and horizontal EOG channels.
The CNN with VH–EOG as input, in terms of phi was superior (p=0.046) to the same CNN
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with VEOG as input. The performance achieved by other forms of EEG and the performance
achieved by VH–EOG as input had no significant difference. Also the CNN with cleaned
EEG time series data as input has a superior performance with respect to AUCROC over the
performance of: log-power spectrum as input (p=0.0078), and 2D-map with delta, theta, and
alpha as a 3-channel input (p=0.0078). Therefore, it was decided to design an ensemble model
with cleaned EEG as time series data and VH–EOG as input.
7.1.5 Microsleep state detection using cleaned EEG and EOG
The EEG and the EOG were given as input to the CNN in two ways:
• The 2 channels/electrodes of EOG concatenated to the 16 channel/electrode EEG. Thus
changing the input size from 16 × 1280 (16 electrodes and 5–s epoch at 256 Hz sampling
frequency) to 18 × 1280.
• The two inputs were given to their respective CNN models cascaded in parallel as shown
in Figure 7.4.
The state detection average performance for both the types of input is shown in Figure 7.6. The
performance of the 2 CNNs in parallel was higher in terms of numbers, than the CNN with 18
channel input, in terms of phi (0.51 from 0.43), AUCROC (0.97 from 0.93), and AUCPR (0.58
from 0.53).






















Figure 7.4 Illustration of the ensemble model with EEG and EOG given as parallel input.
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Table 7.11 lists the subject-wise – state detection performance, total number of microsleep
and responsive states, true positives, false negatives, true negatives, and false positives for the
best performance achieved using 16 channel cleaned EEG in parallel with VH-EOG (Refer












Sn Sp Pn phi GM AUCroc AUCpr
EEG and EOG concatenated EEG and EOG in parallel
AUCROC AUCPR
Figure 7.6 Average state detection performance comparison for EEG and EOG given as concatenated (18 channels
– 16 EEG and 2 EOG) and parallel input
7.1.6 Raw EEG as input for microsleep state detection
As the addition of EOG to EEG increased the performance marginally, it was decided to give
raw-EEG as the time series input to the CNN as the raw EEG would contain all of the artefacts,
including EOG. The sate detection performance is shown in Figure 7.7. There was a substantial
drop in performance in terms of precision (from 0.42 to 0.18), phi (from 0.51 to 0.24), AUCROC
(from 0.97 to 0.89), and AUCPR (from 0.58 to 0.44) when compared with the performance
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Figure 7.7 Subjectwise state detection performance using raw EEG as input.
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The consolidated average state detection performance metrics phi, AUCROC, and AUCPR












p h i A U C R O C A U C P R
Cleaned EEG of window length
5 s
Log-power spectrum
2-D map of log-spectrum (δ,θ) 
bands
VH-EOG
Cleaned  EEG || VH-EOG
Raw EEG
AUCRO AUCPR
Figure 7.8 Average state detection performance metrics phi, AUCROC, and AUCPR for various forms of EEG and
VH–EOG ‖ cleaned EEG, as input to the appropriate CNN.
7.1.7 CNNweight initialisation via convolutional autoencoder (CAE) formicrosleep
state detection
The CAEwas designed using Algorithm 6.2mentioned in Section 6.6. At the end of unsupervised
training, the CAE weights were transferred to the CNN; in other words, the encoder section of
the CAE was transferred to be the CNN. The CNN was then trained in a supervised manner to
fine-tune the weights (WCAE). Once trained, the model is tested with the left-out test subject.
This was done for both the CNN model with cleaned EEG input and the CNN model with
VH-EOG as input. The performances of the models before (narrow-normal weight initialisation
– Wn-norm) and with CAE-based weights initialization are given in Figure 7.9. There was a












Wn-norm WCAE Wn-norm WCAE Wn-norm WCAE
phi AUCROC AUCPR
Average Performance for state detection before and after CAE based initialisation
Cleaned EEG of window length 5 s VH EOG Cleaned  EEG + VHEOG
AUCROC PR
Figure 7.9 A comparison between the average state detection test performance with narrow-normal distribution
(Wn-norm) and with CAE-based weight initialisation (WCAE).
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7.1.8 CNN as a feature extractor
A structure of the hybrid model is a combination of CNN - support vector machine (CNN-SVM),
CNN - linear discriminant analysis (CNN - LDA), CNN - long short-term memory (CNN -
LSTM). In the hybrid structure the SVM, LDA, or LSTM is used instead of the traditional
softmax and cross-entropy layer. The CNN is trained and the output of the fully connected
layer is extracted and given to the above mentioned classifiers and the performance metrics are
computed. Table 7.12 lists the average state detection performance metrics phi, AUCROC, and
AUCPR when CNN was used as a complete solution, i.e. from feature extraction to classification,
as well as the hybrid models where the CNN is used as a feature extractor, for state detection.
There were no significant improvements in performance in terms of phi and AUCROC between the
classifiers. There was only a marginal increase in phi (from 0.48 to 0.53), when CNN was used
as an end-to-end solution with EEG given in parallel (ensemble) with VH–EOG. But CNN has a
superior performance in terms of sensitivity (Sn) (from 0.60 to 0.82), compared to CNN-SVM
(p = 0.0078), and CNN-LDA (p = 0.0156). Also the CNN model had a superior performance in
terms of AUCPR (from 0.33 to 0.63) (p=0.0078) against the CNN-LSTM model when it comes
to state detection. The CNN-SVM has given a better performance than CNN-LSTM, in terms of
AUCPR (p=0.0078). The performance metrics phi, AUCROC, and AUCPR of the hybrid models
(CNN-SVM, CNN-LDA) performing on par with CNN could be due to the fact that the feature
space extracted by the CNN being linearly separable, which makes it easy for the linear kernel
used in SVM or the LDA to learn and classify the states.
7.2 MICROSLEEP STATE PREDICTION
State prediction was carried out for three scenarios - cleaned EEG time series, 2-channel EOG,
and EEG in parallel with EOG . Transfer learning using the state detection–CNN models (Figure
7.1 and Figure 7.5), was used to tune the weights of the CNNmodel (no alteration in the structure
or the hyperparameters) for state prediction. The CNN was initialised with both narrow-normal
and with CAE-based optimised weights. Figures 7.10 and 7.11 show the average state prediction
(for g = 0.25 s – 1.00 s) performance measures phi and AUCPR respectively, for all three modes
of input, with and without CAE-based weight initialisation.
When compared to EEG as input, the combination of EEG and EOG in parallel (ensemble
model) resulted in a higher phi (0.52) and AUCPR (0.60) for the prediction time of g = 0.25 s.
As expected, from Figures 7.10 and 7.11 the performances decreased with increase in prediction
time. Even as the performance is dropping with prediction time, the combination of EEG parallel
with EOG (EEG‖EOG) as input and CAE-based weight initialisation was the highest yielding
combination for all g.
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Table 7.12 A comparison of average state detection performance between hybrid models and CNN (end-to-end)
using cleaned EEG (5 s window) in parallel with VH–EOG.
Classifier EEG ‖ VH–EOG
phi AUCROC AUCPR
CNN 0.53 0.97 0.63
CNN – SVM 0.49 0.97 0.56
CNN – LDA 0.48 0.97 0.48






















EEG || EOG Wn-norm EEG || EOG WCAE EEG Wn-norm
EEG WCAE EOG Wn-norm EOG WCAE
τ = 0 s             τ = 0.25 s         τ = 0.5 s           τ = 0.75 s               τ = 1 s
Figure 7.10 Average performance yielded using narrow-normal weight initialisation (Wn-norm) and initialising the
CNN via CAE-based weights (WCAE) for all the three forms of input: EEG ‖ EOG, EEG, and VH–EOG as input,
for g = 0 s - 1.00 s.
7.3 MICROSLEEP ONSET DETECTION AND PREDICTION
EEG ‖ EOG as input, resulted in the highest values of the average performance measure for
state detection and prediction in terms of phi, AUCROC, and AUCPR. The CNNs used for state
detection (Figure 7.2 and 7.4) were used for onset prediction (transfer learning). The average
performance measure phi, for g = 0 s to 1 s, are given in Figure 7.12.
The reason for such low values of phi, in spite of yielding a moderately high sensitivity
(0.77) and specificity (0.88) is because of the high imbalance ratio between microsleep and
responsive states. This imbalance ratio increased for onset detection and prediction (Table 6.1).
It can also be observed that the drop in phi value in EOG is steep when compared with EEG.
This steep drop is because the slow eye blinks or partial eye closure occurs at the time instant of
microsleep’s occurrence. Hence, EOG signals may be a good information provider for either
state or onset detection, but as the prediction time (g) increases the prominent blink and eye
closures that accompany microsleep may not be present. Therefore, a steep drop in performance.


























EEG || EOG Wn-norm EEG || EOG WCAE EEG Wn-norm
EEG WCAE EOG Wn-norm EOG WCAE
τ = 0 s               τ = 0.25 s          τ = 0.5 s           τ = 0.75 s        τ = 1 s
Figure 7.11 Average AUCPR for state prediction using EEG ‖ EOG, EEG, and VH–EOG as input, for g = 0 s
- 1.00 s, WCAE indicates that the CNN was initialised with optimal weights obtained from CAE and Wn-norm
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τ = 0 s          τ = 0.25 s          τ = 0.5 s        τ = 0.75 s       τ = 1 s
Figure 7.12 Average performance metric phi for onset detection (g = 0) and prediction (g = 0.25 s to 1 s).
7.4 FEATURE VISUALISATION
Based on the steps described in section 6.7, the top four combinations of filters were chosen,
and their weights were analysed. Figure 7.13 shows the visualisation of top 4 temporal-spatial
filter combinations. The horizontal red line in the temporal filters marks the -3dB cut-off. The
horizontal lines are dropped from the point where the -3dB cut-off line intersects the filter
response, to mark the cut-off frequencies.
Of the top four performing temporal filters, first and the third filter (from the top) narrows
down to delta (X), theta (\), and alpha bands (U) (4.5 to 11 Hz) for feature extraction. The
second temporal filter focuses on the higher beta (V) (16 to 20 Hz) and on a very narrow gamma
band (W) (39.5 to 44.5 Hz). The reason for such a narrow band in gamma is because the signal
was band-limited to 45 Hz. The fourth temporal filter (bottom most) has picked features from
delta-theta (0 to 5 Hz), and beta band (14.5 to 17 Hz).
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All the spatial filters that gave the top 4 performances in combination with the temporal
filters, has learnt the difference in activity between – pre-frontal, central, and occipital regions,
in both left and right lobes. Thus, the CNN has learnt look for not only the band specific (majorly
from - X, \, and U) information but also it has learnt from differences in these band activities in
specific regions of the brain.
Figure 7.13 Top 4 temporal-spatial filter combination visualisation, selected based on AUCROC. (a) shows the
temporal filters visualisation as frequency response. The horizontal red line is the -3dB cut-off and the vertical lines
dropped to meet the horizontal axis is to indicate the cut-off frequencies, and (b) shows the corresponding spatial
filters’ topoplot.
7.5 SUMMARY
This chapter has presented performances of a CNN–based microsleep classification system
with (i) Summarising the different modes of inputs, CNN hyperparameters and architectures,
(ii) state detection and prediction (g = 0 s to 1 s) performances, (iii) onset detection and and
predction (g = 0 s to 1 s), for forms of EEG as input: (a) cleaned EEG time series, (b) log-power
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spectrum from cleaned EEG data, (c) 2D-map of log-power spectra (with spatial information
added to the log-power spectra), (d) combined with vertical and horizontal EOGs (VH-EOG),
both individually and in parallel to the EEG.
The CNN model architectures and the hyperparameters were tuned using Algorithm 1.
The CNN was initialised in two ways: by assigning narrow-normal weights and by assigning
CAE-based weights. The imbalance in the classes during training was handled by using a
cost-based error function. Each model was tested using LOSO-CV to obtain an estimate of
generalised performance.
The performance measures to evaluate the model were sensitivity, specificity, precision,
phi, geometric mean, AUCROC, and AUCPR. For state detection (g = 0) the highest average
performance was a phi of 0.53, AUCROC of 0.97, and AUCPR of 0.63, achieved using cleaned
EEG and EOG in an ensemble manner (Figures 7.7 and 7.5). The state detection performance
yielded using cleaned EEG alone as input was a phi of 0.48, AUCROC of 0.96, and AUCPR =
0.57.
For state prediction (g = 0.25 to 1 s), the EEG and EOG combination again achieved the
highest performance. For g = 1 s, the average performance measures were - phi = 0.47, AUCROC
= 0.95, AUCPR = 0.52.
The CNN was also used as a feature extractor. The features extracted from the CNN
were fed to SVM, LDA, and LSTM classifiers. Although there was no significant differences
between performance metrics of the CNN (end-to-end) and the hybrid classifiers,the CNN
(end-to-end) numerically achieved marginally higher performance measures. The CNN had
superior performances in terms of sensitivity against CNN-SVM (p = 0.0078) and CNN-LDA (p
=0.0156) at the cost of lower precision.
For onset prediction, despite moderately high sensitivity and specificity, the average
performance measure phi was very low. This was due to the high imbalance ratio between
microsleep onsets and responsive states and a substantial number of false detections.
Similarly, weight initialisation had an effect on performance. The CNNs were initialised
from narrow-normally distributed weights and from optimized CAE weights. The optimized
weights from CAE gave higher performance for both state detection and prediction.
In order to understand what the CNN has visualised to differentiate the two classes -
microsleeps and responsives, the filters that extracted the features were analysed. The CNN
had mostly focused on the delta, theta, and alpha bands temporally, and also had learnt the
differences in the activity between pre-frontal, central and occipital regions of the brain.

Chapter 8
RESULTS - STUDY C
This chapter describes the architecture of the CNN obtained through the algorithm 1 in section
6.3, CNN’s state detection (g = 0) and prediction performance , onset detection and prediction
(g = 0.25 s to 1 s). Finally, a comparison of performance metrics is also made between different
combinations of input and CNN using Wilcoxon signed-rank test.
8.1 MICROSLEEP STATE DETECTION
In this section the different forms of EEG time series as input and their corresponding CNN
performance metrics for microsleep state detection are presented. The following were the input
forms considered for experimentation and analysis.
• 60 electrodes (60×1250 - 60 electrodes, 5 s window at 250 Hz sampling frequency).
• 60 electrodes averaged to 16 electrodes (same positions as in Study A) 16×1250
• Quadrant-based electrode averaging (4×1250)
• 2D-map of log - power spectrum
• Normalisation with respect to initial two min and using the entire 50 min of data.
• Applying REST (EEGREST) based re-referencing instead of common average referencing
(CAR) (EEGCAR).
The vertical EOG (VEOG) and VEOG combined in parallel with cleaned EEG were also
given as input to the CNN and performances were evaluated.
8.1.1 CNN architectures and hyperparameters
Using Algorithm 6.1, the CNN architecture and its corresponding hyperparameters were
optimised. Table 8.1 gives the CNN architecture and the hyperparameters used for detecting
microsleep states using cleaned EEG as time series data, normalised EEG using the first 2 min
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of the data (EEGNorm2min), normalised EEG using the entire 50 min of the data (EEGNormfull)
and EEG re-referenced using REST.
In the CNNhyperparameter tables, only the layerswhose parameters were tuned ismentioned.
Batch normalisation and ReLU are inherently present after each convolutional layer.
Table 8.2 lists the optimal hyperparameters when the number of channels was averaged to
16 from 60 channels. The filter specification is denoted by filter size (1×N ) followed by the
number of filters (M), i.e., 1×N, M.
Table 8.1 CNN structure’s hyperparameters across subjects when EEGCAR, EEGREST, EEGNorm2min, and
EEGNormfull were used as inputs for microsleep state detection.
Block Layer Hyperparameters range
Core
Temporal convolutional layer 1x(120-150), 25
Spatial convolutional layer 60x1, 25
Maxpool layer 1x3, 1x3
Filter specification - filter size (1 × N), number of filters (M)
Table 8.2 CNN structure’s hyperparameters across subjects when the 60–channel EEGs were averaged to represent
16 electrode positions as in Study A.
Block Layer Hyperparameters range
Core
Temporal convolutional layer 1x(30 - 120), 5 - 40
Spatial convolutional layer 16x1, 5 - 40
Maxpool layer 1x3, 1x3
Supplement
Block #1*
Convolutional layer 1x(5 - 80), 10 - 40
Maxpool layer 1x3, 1x3
* denotes that the supplement block was present only for certain subjects but not all.
Table 8.3 lists the optimal hyperparameters across subjects when the 60 electrodes were
averaged based on the four quadrants and reduced to 4 virtual electrodes, with each electrode
representing a quadrant (front-left, front-right, rear-left, and rear-right).
Table 8.3 Optimised CNN parameters for averaged EEG input from 4 quadrants.
Block Layer Hyperparamters range
Core
Temporal convolutional layer 1x(10 - 40), 5 - 40
Spatial convolutional layer 4x1, 5 - 40
Maxpool layer 1x3, 1x3
Supplement
block #1*
Convolutional layer 1x(30 - 40), 10
Maxpool layer 1x3, 1x3
* denotes that the supplement block was present only for certain subjects.
Filter specification - filter size (1 × N), number of filters (M)
Only layers with tunable parameters are shown here. Batch normalisation and ReLU were inherently
present after each convolutional layer.
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8.1.2 EEG as time series data
The dimension of the input signal fed was 60×1250, with 60 being the number of electrodes
and 1250 being the number of samples in the 5 s window (sampling rate = 250 Hz). The EEG
was pre-processed as mentioned in Section 5.2.1. Table 8.4 lists the average (across 9 subjects)
performance metrics computed for microsleep state detection. Performance were low, especially
Table 8.4 Average state detection performance for Study C using cleaned EEG as time series input with a window
size of 5 s.
Input Sn Sp Pn Phi AUCroc AUCpr
Cleaned EEG
(Referencing: CAR)
0.46 0.68 0.24 0.14 0.69 0.29
Cleaned EEG
(Referencing: REST)
0.56 0.59 0.20 0.11 0.70 0.27
Cleaned EEG
(normalised using the first 2 mins)
0.24 0.85 0.16 0.07 0.62 0.19
Cleaned EEG
(normalised using the full 50 mins)
0.34 0.79 0.18 0.10 0.66 0.22
given Study C’s advantage of a gold standard with no uncertain states. There was no significant
improvement in the performance when the EEG referencing was changed from CAR to REST
or by normalising the EEG data to the first 2 min or using the entire duration, in terms of phi.
The EEG time series with REST-based averaging exhibited marginally superior performance in
terms of AUCROC (p = 0 .0703) and AUCPR (p = 0.042) over the EEGNorm2min. The common
averaged referenced (CAR) EEG data had superior performance over the EEGNorm2min in terms
of AUCPR (p = 0.0234). The highest performance in terms of phi was achieved with the cleaned
EEG (CAR referencing) as time series input and the CNN structure defined in Table 8.1.
8.1.3 2D-spatial map of log-power spectrum
The 2D-spatial map of log-power spectrum was given as input to the CNN. Table 8.5 shows the
optimal hyperparameters pf the CNNs across subjects.
Table 8.5 CNN structure’s hyperparameters for 2D-map of log-power spectrum as input for state detection.
Block Layer Hyperparameters range
Block #1 Convolutional layer (2 - 32)x(2 - 32), 10
Maxpool layer 2x2, 2x2
Filter specification - filter size (1 × N), number of filters (M)
Only layers with tunable parameters are shown here. Batch normalisation and ReLU are inherently
present after every convolutional layer.
Figure 8.1 gives the subject-wise performance metrics phi, AUCROC, and AUCPR, with X, \
and U as individual bands as input. There was no significant improvement in performance. The
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average performance metrics were: Sn = 0.51, Sp = 0.66, Pn = 0.18, phi = 0.12, GM = 0.56,
AUCROC = 0.63, and AUCPR = 0.18. The combination of other bands was also fed as input
and Table 8.6 gives the average performance metrics for different combinations as well as the
individual bands fed as inputs separately. It can be observed that irrespective of the bands or the
combination of the bands, the AUCROC remains similar (0.63 ± 0.03). This could be due to the
fact that the two classes substantially overlap and it is difficult for the model to engineer features
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Figure 8.1 Subject–wise state detection performance metrics phi, AUCROC, and ACPR for all 9 subjects in Study
C, using the 2D-spatial map of log-power spectrum (X, \, and U band).
Table 8.6 Microsleep state detection (g = 0 s) performance averaged across 9 subjects for 2D-map of log-power
spectral (several combinations of bands) input.
Band(s) Sn Sp Pn Phi GM AUCROC AUCPR
X, \, U 0.51 0.66 0.18 0.12 0.56 0.63 0.18
X 0.35 0.75 0.17 0.07 0.42 0.63 0.17
\ 0.50 0.69 0.18 0.13 0.51 0.69 0.25
U 0.69 0.45 0.18 0.10 0.49 0.63 0.25
X, \ 0.49 0.64 0.20 0.11 0.54 0.61 0.26
\, U 0.35 0.75 0.17 0.07 0.42 0.63 0.18
X, U 0.57 0.54 0.18 0.08 0.52 0.58 0.21
8.1.4 Electrode averaging
The poor performance for state detection from EEG, either as time series data or 2D-map of
log-power spectral data, as input could be due to a highly noisy data. In order to minimise
the effect of noise, averaging was introduced into the 60–channel input data. First the 60
channels were averaged to 16 channels. The position of the 16 channels were chosen to match
the positions in Study A. This reduced the input from 60 × 1250 to 16 × 1250. A second type of
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averaging was to divide the entire scalp into 4 quadrants: front left, front right, rear left, and rear
right. In this scenario the input size was reduced to 4 × 1250. Figure 8.2 shows the averaged
performance obtained for state detection, by averaging the 60 electrodes to 4 (quadrants) and 16
(same electrode positions as in Study A). There is no significant difference in the performance
between the quadrant and the 16 channel averaging. As hypothesised, if noise was the cause of
the poor performance, averaging should have improved the performance. Since the averaging
did not aid in any improvement in the performance, it can be concluded that noise is not the
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Figure 8.2 Average state detection performance metrics phi, AUCROC, and ACPR for electrode averaging - 16
channels (same channel positions as in Study A), 4 quadrants (front left, front right, rear left and rear right),
60–channel EEG, and 2D-log spectral map.
8.1.5 Vertical EOG as input for microsleep state detection
The electrooculogram was effective in adding information, especially for microsleep state
detection. Hence, the vertical EOG (VEOG) was given as input to the CNN. Table 8.7 lists the
layers and the hyperparameters of the CNN used. Figure 8.3 gives the subject-wise performance
metrics - phi, AUCROC, and AUCPR. The average performance metrics across the 9 subject was:
Sn = 0.54, Sp = 0.88, Pn = 0.41, phi = 0.32, GM = 0.65, AUCROC = 0.77, and AUCPR = 0.42.
Figure 8.4 shows the optimal CNN structure used for state detection using VEOG as input. The
VEOG and the corresponding CNN structures performed superiorly in terms of phi over the
models which used EEG as input: EEGCAR (p = 0.0195), EEGREST (p = 0.0195), EEGNorm2min
(p = 0.0117), and EEGNormfull (p = 0.0391).












S1 S2 S3 S4 S5 S6 S7 S8 S9
phi AUCroc AUCprAUCROC AUCPR
Figure 8.3 VEOG–based state detection (g = 0) performance metrics - phi, AUCROC, and AUCPR for all 9 subjects.
Table 8.7 CNN layers and corresponding hyperparameters, to which VEOG was fed as input.
Block Layer Hyperparameters
Block #1
Convoutional layer 1x(30 - 500), 10
Maxpooling layer 1x3, 1x3
Block #2*
Convoutional layer 1x(10 - 30)
Maxpooling layer 1x3, 1x3
Block #3*
Convoutional layer 1x(12 - 30), 10
Maxpooling layer 1x3, 1x3
* denotes that the blocks were present only for certain subjects.
Convolutional layer - filter size, number of filters (1 × N, M)
Maxpool layer - size, stride (1 × i, 1 × j)
Table 8.8 lists the subject-wise – state detection performance, total number of microsleep
and responsive states, true positives, false negatives, true negatives, and false positives for the
best performance achieved using the vertical-EOG as input.
8.1.6 EEG and VEOG for microsleep state detection
Adding EOG to EEG gave the Study A’s state detection performance a moderately higher phi
value. Hence, the VEOG and EEGCAR were given in parallel to their respective CNNs and
their features were concatenated and then given to the classifier for state detection. Figure 8.5
gives performance measures EEG, EOG, and EEG ‖ EOG. It can be seen from Figure 8.5 that
the performance has considerably dropped when EEG was given in parallel with VEOG. This
decrease may be because of much lower SNR in EEG compared to the SNR in EOG.
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That is, the cumulative low SNR from the 60–channel EEG may have undermined the
signal quality in VEOG, hence limiting the model from learning and engineering features to











EEG VEOG EEG || VEOG
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Figure 8.5 Comparison between the average state detection performance between EEG, VEOG, and EEG ‖ VEOG.
8.2 MICROSLEEP ONSET DETECTION
VEOG when fed to CNN depicted in 8.4 yielded the highest detection performance. Hence, the
combination of VEOG and the corresponding best model’s architecture were used for microsleep
onset detection. Figure 8.6 gives the subject-wise performance measures - phi, AUCROC, and
AUCPR. The average performance metric across 9 subjects were: Sn = 0.55, Sp = 0.78, Pn =
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Figure 8.6 Subject-wise onset performance metrics - phi, AUCROC, and AUCPR.
Using the VEOG for onset detection was not as effective as state detection. One of the
reason is likely to be the substantial increase increase in imbalance ratio in the test subject.
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Another reason is that, EOG has better information about the microsleep as it progress through
the state, rather than at the onset or prior to the occurrence of the microsleep.
8.3 FEATURE VISUALISATION
In Study C, there are only 5 filters in the CNN. Hence instead of top 4 performing temporal
filters all the 5 temporal filters were considered. Based on the steps described in section 6.7, the
top five temporal-spatial combinations of filters were chosen and their weights were analysed.
Figure 8.7 shows the visualisation of top 5 temporal-spatial filter combinations. The horizontal
red line in the temporal filters marks the -3dB cut-off. The horizontal lines are dropped from the
point where the -3dB cut-off line intersects the filter response, to mark the cut-off frequencies.
Of the five temporal filters, first and the fifth filter (from the top) narrows down to theta (\),
and alpha bands (U) (4.8 to 10 Hz) for feature extraction. The second temporal filter focuses on
beta (V) (16 to 20 Hz). The third and fourth temporal filter has picked features from alpha and
beta band (8 to 15 Hz). The fifth filter has learnt information from theta and alpha band (4.9 to
10 Hz).
All the spatial filters that gave the top 5 performances in combination with the temporal
filters, has learnt the difference in activities in the above mentioned bands, across all regions in
both left and right hemispheres.
8.4 SUMMARY
Summarising the results from section 8.1 and section 8.2
• The CNN architectures for Study C were shallow. Training data were very sensitive to the
hyperparameters, with even a slight deviation from optimal hyperparameters, decreased
the performance.
• The cross-validation performance dropped drastically when the depth of the CNN
architecture was increased (refer Appendix A).
• Using EEGCAR as input yielded a marginally higher (average) performance numerically
than EEGREST) for state detection, with phi = 0.14, GM = 0.44, AUCROC = 0.69, and an
AUCPR = 0.29.
• There were no significant differences in performance between various forms of EEG:
EEGCAR, EEGREST, log-spectrum, 2D-map of log-spectrum, and electrode averaged (both
16 and 4) EEG. Low performances (refer Table 8.6) were seen when the 2D-spatial map
of log-power spectra was used as input (including several combination of bands).
• Electrode averaging (from 60 down to 16 electrodes and 4 electrodes was done to reduce
the effect of noise. The resulting performances for 16 electrodes (phi = 0.13, GM = 0.51,
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Figure 8.7 Top 5 (in study C the total number of filters present were 5, so all the 5 filters were considered) temporal-
spatial filter combination visualisation, selected based on AUCROC. (a) shows the temporal filters visualisation as
frequency response. The horizontal red line is the -3dB cut-off and the vertical lines dropped to meet the horizontal
axis is to indicate the cut-off frequencies, and (b) shows the corresponding spatial filters’ topoplot.
AUCROC = 0.66, and an AUCPR = 0.23) or 4 quadrants (phi = 0.11, GM = 0.50, AUCROC
= 0.63, and an AUCPR = 0.20) were not significantly higher either between the two types
of averaging nor compared with the EEG time series forms of data.
• The highest average performance obtained for microsleep state detection system was
using VEOG (phi = 0.32, GM = 0.65, AUCROC = 0.77, and an AUCPR = 0.42). VEOG
performed superiorly compared to other forms of EEG as input.
• When VEOG was combined in parallel with EEG and the extracted features were
concatenated. The average performance dropped (phi from 0.32 to 0.10, AUCROC from




State and onset detection and prediction performance metrics were prestated in Chapters 7 and
8. The focus of this chapter is to provide a discussion on the design of CNNs, different forms of
input, and performances obtained for state and onset detection and prediction.
9.1 CNN STRUCTURE AND HYPERPARAMETERS
A convolutional neural network (CNN) is a network in which at least one of the layers is a
convolutional layer. CNNs perform convolution rather than matrix multiplication as done in a
classic neural network. In this work, the CNNs were designed using three types of blocks which
are a combination of different layers.
• Core block - consists of a 1-D (horizontal) convolutional layer or temporal convolutional
layer, followed by a batch normalisation, a ReLU, and a 1-D (vertical) convolutional
layer or a spatial convolutional layer. A batch normalisation, ReLU, and a max pooling
layer follow the spatial convolutional layer. The purpose of this block is to extract the
spatio-temporal features from the EEG time series data.
• Supplement block - is a combination of a 1-D convolutional, batch normalisation , ReLU,
and a max pooling layer.
• Block - comprised of a 2-D convolutional layer followed by a batch normalisation, ReLU
and a max pooling layer. This was exclusively used when the input was a 2D-map of
log-power spectrum.
9.1.1 Number of layers and hyperparameters associated with the layers
The function of the temporal and spatial convolutional layers is to extract the spatio-temporal
features from the EEG signal. The purpose of the max pooling layer in the core block is two
fold - one to minimize the translational change in the features and the second to reduce the
dimensionality. The hyperparameters associated with the convolutional layer were - filter size,
number of filters, and stride. The hyperparameters associated with the max pooling layers were
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its size and the stride. All these hyperparameters were tuned for optimal performance during
cross-validation using Algorithm 6.1 described in Section 6.3.
The variations in the number of layers or the hyperparameters (refer Tables 7.1, 7.3, 7.5, 7.9
in Chapter 7), and Tables (8.1, 8.2, 8.3, 8.5, and 8.6 in Chapter 8) is due to the inter-subject
variability in the EEG.
In Study C, the depth of the CNN was less than in Study A. In Study C when the depth
was increased beyond the core block, the CNN model’s cross-validation performance dropped.
When the depth of a CNN increases, the CNN learns higher-order features [Gu et al. 2018]. The
shallow nature of the CNN was consistent, irrespective of the input form given to the CNN,
with a rare exception of 1 or 2 subjects. This indicates absence of useful information carrying
higher-order features. Even though the removal of gradient artefacts and ballistocardiogram was
carried out during pre-processing, the presence of spurious low-frequency and voltage effects
introduced by the minor head movements in the order of <0.2 mm [Fellner et al. 2016, Maziero
et al. 2016] in the scanner might result in overlapping of higher-order features of both classes
thus limiting the CNN in distinguishing the classes. However, the effectiveness of the algorithm
[Niazy et al. 2005] used cannot be estimated unless the EEG data without scanning is collected,
to serve as a reference.
The CNN eliminates the process of manual feature extraction and feature reduction, but
fine-tuning the hyperparameters as the depth increases is a time-consuming process. There is no
specific rule or mathematically defined process to fix the hyperparameters. For example, there is
a guideline that the number of filters needs to double as the depth of the layers increases. This
doesn’t hold good in all cases and it depends on the type of input and problem in hand. Unlike
classic image-processing applications, CNN models developed for EEG-based applications are
very specific and cannot be directly applied (like transfer learning) in other applications. Thus
the model’s hyperparameters need to be experimentally determined by iteratively running the
cross-validation process for a set of plausible numbers, described in Algorithm 6.1 in Section
6.3.
9.1.2 Training the CNN
The designed CNNs were all implemented and trained using MATLAB 2017b and 2019a. A
personal computer with Intel core i7 - 7700 CPU, 16 GB RAM, NVIDIA GeForce GTX1070
GPU, 64-bit processor and Windows 10 were used. The training data were balanced using both
oversampling and by cost-based learning. The performances in both cases were similar (refer
Appendix A), with the difference being in the training times. For a 5 s window of EEG time
series data, the average training time of the cost-based learning was nearly half the training
time of the oversampled technique, as shown in the Table 9.1. Since a similar performance was
obtained in almost half the training time, only cost-based learning was used for balancing the
data during the training sessions both for Study A and Study C. Adaptive moment estimation
solver [Dogo et al. 2018] was used to train the network. Early stopping criteria were used to
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avoid unnecessary long training times and minimise over-fitting. During cross-validation, the
hyperparameter selection was iteratively (automatically) varied and the AUCROC was recorded
for each of the values. On the other hand, the addition of layers/blocks was done manually.
Hence, the entire process was done semi-automatically.
9.2 MICROSLEEP STATE DETECTION
9.2.1 Study A
CNN extracts features by itself during the course of training. To make sure the input data
contains the maximum information for the CNN to learn, several forms of input representing
the EEG time series data was generated, as mentioned in Section 6.2. Table 9.2 presents the
consolidated average performance metrics for state detection in Study A. It can be seen that the
best performance was yielded when the cleaned EEG was given as the time series data (phi =
0.47, AUCROC = 0.96, and AUCPR = 0.53), rather than in any other form to the CNN. Adding
spatial information to the log-power spectrum though did not have a significant difference in
performance. When the bands were fed individually, the \ band’s performance was highest,
followed by X band, and V band had the lowest performance. These results indicate that \ band
by itself has substantial amount of information for the CNN to learn for state detection.
When the bands were combined as pairs, adding U band to \ band marginally increased the
performance over \ band alone was as input. However, when X and \ bands were combined, this
resulted in a higher performance i.e., phi = 0.42, AUCROC = 0.93, and AUCPR = 0.47 – using
the 2D - map of log-power spectrum. Thus most of the information was in the X and \ bands,
when it comes to using the frequency domain of the EEG for microsleep state detection. On
the contrary, when combined with U band that the combined performance of X, \, and U band
decreased considerably: phi from 0.42 to 0.33, AUCROC from 0.93 to 0.89, AUCPR from 0.47 to
0.35. Due to the sustained and monotonous nature of the tracking task, the subjects enter into
a wakeful and relaxed state during which there is an increase in U band power [Baldwin et al.
2017, Lal and Craig 2002]. Hence the decrease in performance when U band was added to the X
and \ bands.
Apart from using EEG for microsleep state detection, it was decided to use EOG as input,
since slow blinks and/or partial eye closures are associated with microsleeps. Study A had both
vertical and horizontal EOG measured. The combination of both vertical and horizontal EOGs
(VHEOG) as input achieved an average performance metrics of phi = 0.39, AUCROC = 0.95,
AUCPR = 0.51 (Table 9.2). Although there was no significant difference between VHEOG and
HEOG performances in terms of phi, AUCROC, and AUCPR, the VHEOG had a marginally
higher sensitivity (0.94 vs 0.89). This indicates that eye blink and eye closure information in
EOG signal provide a useful supplement to the features extracted from cleaned EEG, to detect
microsleeps states.
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# - The input size is specified as height × width × channels.
* - Variation in the number of channels is based on whether 3, 2 or only 1 band is used as input.
Raw EEG itself contains EOG artefacts. Hence, it was decided to give raw EEG as an input.
There was a drop in average performance (phi: 0.39 to 0.24, AUCROC: 0.95 to 0.89, and AUCPR:
0.51 to 0.44) compared with VHEOG as input. In raw EEG, the presence of EMG, cardiac, and
electrode artefacts along with EOG. Unlike ocular and cardiac artefact which arises from a single
source, the EMG artefact arises from the activity of spatially distributed, functionally independent
muscle groups [Goncharova et al. 2003]. The EMG thus shows substantial variability across
individuals [Tassinary et al. 2007]. This limits the CNN in generalising during training thus
lowering the performance. This led to the decision to combine VHEOG with cleaned EEG to
see whether it would boost the microsleep state detection performance. Initially the 2 EOG
channels were concatenated with the EEG to form a 18-channel input (16 EEG channels + 2
EOG channels). There was an improvement in the average performance of phi (from 0.24 to
0.43), AUCROC (0.84 to 0.94), and AUCPR (0.44 to 0.53).
However, the average performance in terms of phi, of EOG concatenated with EEG was
less, (0.43 vs 0.47) for EEG alone. It was then decided to feed the EOG in parallel to EEG,
concatenate the features extracted from both signals and feed this into the classifier (ensemble)
(See Figure 7.5). The average microsleep state detection performance metrics achieved using
this technique were higher (phi = 0.51, AUCROC = 0.97, and AUCPR = 0.58) than all other forms
of input.
Initialising the filter weights plays an important role in the performance of the CNN. The
CNNs in this work were first initialised with narrow-normal weights. Although there are several
9.2 MICROSLEEP STATE DETECTION 83
Table 9.2 Study A - Average performance metrics for microsleep state detection (g = 0) for different forms of EEG
as well as EOG, with a window size of 5 s, as input to the CNN.
Input Sn Sp Pn phi GM AUCROC AUCPR
Cleaned EEG 0.86 0.93 0.35 0.47 0.89 0.96 0.53
Log-power spectrum 0.71 0.92 0.38 0.41 0.80 0.93 0.46
2D-map of
log-power spectrum
X. \, U 0.63 0.89 0.30 0.33 0.72 0.89 0.35
X 0.52 0.81 0.23 0.21 0.59 0.79 0.22
\ 0.58 0.88 0.28 032 0.69 0.86 0.36
U 0.52 0.75 0.12 0.12 0.61 0.71 0.19
V 0.36 0.81 0.14 0.10 0.50 0.62 0.13
X, \ 0.79 0.92 0.39 0.42 0.85 0.93 0.47
\, U 0.69 0.88 0.28 0.34 0.77 0.89 0.34
X, U 0.54 0.82 0.19 0.21 0.64 0.78 0.29
Electrooculogram
(EOG)
VEOG 0.89 074 0.19 0.27 0.81 0.88 0.33
HEOG 0.89 0.83 0.30 0.38 0.85 0.94 0.50
VHEOG 0.94 0.82 0.27 0.39 0.87 0.95 0.51




0.83 0.85 0.37 0.43 0.84 0.94 0.53
EEG ‖ EOG 0.83 0.94 0.42 0.51 0.88 0.97 0.58
CAE-based weight
initialisation
EEG 0.85 0.93 0.38 0.48 0.88 0.97 0.55
EOG 0.94 0.82 0.27 0.39 0.87 0.95 0.51
EEG ‖ EOG 0.85 0.94 0.46 0.53 0.87 0.97 0.63
CNN as feature
extractor
LDA 0.60 0.98 0.50 0.48 0.75 0.97 0.48
SVM 0.62 0.98 0.52 0.49 0.75 0.97 0.56
LSTM 0.88 0.79 0.27 0.36 0.82 0.95 0.33
other methods to initialise, CAE-based weight initialisation has been proven to be effective [Kim
et al. 2018, Tschandl et al. 2019]. When the CNNs corresponding to the 16-channel EEG and
2-channel EOG were initialised with weights obtained through unsupervised training of the CAE,
there was a marginal increase in terms of phi (from 0.51 to 0.53). The average performance (Sn
= 0.85, Sp = 0.94 Pn = 0.46, phi = 0.53, GM = 0.87, AUCROC = 0.97, and AUCPR = 0.63) was
the highest achieved for state detection.
9.2.2 Study C
For Study C, Table 9.3 gives the consolidated average performance metrics obtained for EEG,
VEOG, and EEG‖VEOG, as inputs. All performances were low relative to Study A. Irrespective
of the different forms of EEG given as input, there were no effects on the state detection
performance. From Table 9.3 it can be inferred that, for all forms of EEG as input to the CNN,
the value of AUCROC hovers around an average of 0.64. One or a combinations of the following
reasons could have attributed to this low performance:
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• Substantial fMRI artefacts (gradient and BCG) remaining, despite efforts to remove them
in the EEG preprocessing.
• In the process of removing the artefact gradient and ballistocardiac signals the information
or cues in the EEG signal could have been removed or substantially attenuated.
• Displacement of electrodes, i.e., either certain electrodes or bunch of electrodes loosing
contact or the sliding of the cap, during data acquisition.
• As the subjects were lying down while performing the task, they could have easily drifted
into sleep.
• Lying down, monotonous and repetitive nature of the tracking task made the subjects drift
into a wakeful but relaxed state which resulted in increase in U band power [Baldwin
et al. 2017, Lal and Craig 2002]. Hence the non-distinctive state between microsleeps and
responsive states.
In Study C, VEOG as the input to the CNN resulted in the highest state detection
performance (phi = 0.32, AUCROC = 0.77, and AUCPR = 0.42). Even though VEOG yielded the
best performance for state detection in Study C, when compared with the EOG performance in
Study A (AUCROC = 0.95), the performance is low. The reason being is that in Study A, the
subjects performed the task while sitting, whereas in Study C, the task was performed lying
down (MRI machine). The partial eye closure associated with microsleeps may not be that
prominent while lying down as against sitting up.
The EOG (both vertical and horizontal in Study A and vertical in Study C) has consistently
proved that EOG signals have considerable information when it comes to detecting microsleep
states.
9.3 MICROSLEEP ONSET DETECTION
For microsleep onset detection (g = 0), the 16 channel EEG and 2 channel EOG were fed in
parallel to their respective CAE weight–initialised CNNs. Transfer learning was done using
the models from state detection. The models were re-trained using the new data. A phi of 0.12
(AUCROC = 0.94; AUCPR = 0.10; GM = 0.79; Pn = 0.02; Sp = 0.89; Sn = 0.77) was the best
average onset detection performance obtained for Study A. The low value of phi, in spite of
having a high AUCROC, and a moderately high sensitivity and specificity is due to: increase in
false positives (state detection: Sp = from 0.94 to 0.89 and Pn = 0.46 and 0.02) and the high
imbalance ratio between microsleep onsets vs responsive. On an average the imbalance ratio in
case of onsets vs responsive was 1:1000 against 1:30 in the case of microsleep vs responsive
states (Table 6.1).
In Study C, the best onset detection performance obtained for the VEOG as input was: Pn
= 0.05, phi = 0.11, GM = 0.65, AUCROC = 0.74, AUCPR = 0.06. When compared with state
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Table 9.3 Study C - Average performance metrics for microsleep state detection (g = 0) for different forms of EEG
as well as EOG, with a window size of 5 s, as input to the CNN.
Input Sn Sp Pn phi AUCROC AUCPR
EEGCAR 0.46 0.68 0.24 0.14 0.69 0.29
EEGREST 0.56 0.59 0.20 0.11 0.70 0.27
EEGNorm2min 0.24 0.85 0.16 0.07 0.62 0.19
EEGNorm50min 0.34 0.79 0.18 0.10 0.66 0.22
2D-map of
log-power spectrum
X, \, U 0.51 0.66 0.18 0.12 0.63 0.18
X 0.35 0.75 0.17 0.07 0.63 0.17
\ 0.59 0.69 0.18 0.13 0.69 0.25
U 0.69 0.45 0.18 0.10 0.63 0.25
X, \ 0.49 0.64 0.20 0.11 0.61 0.26
\, U 0.33 0.70 0.12 0.07 0.61 0.13
X, U 0.57 0.54 0.18 0.08 0.58 0.21
EEG
electrode averaging
16 channel 0.42 0.74 0.22 0.14 0.66 0.23
4 channel 0.48 0.65 0.19 0.11 0.63 0.20
VEOG 0.54 0.88 0.41 0.32 0.77 0.42
EEG || VEOG 0.69 0.45 0.17 0.10 0.65 0.25
detection, there was only a small drop in AUCROC (0.77 to 0.74), but a big drop in the phi (0.32
to 0.11) to major drop in precision (0.05 fro, 0.42), due in part to large imbalance ratio between
microsleep and responsive, on an average from 1:11 to 1:73 (see Table 6.2).
9.4 MICROSLEEP STATE AND ONSET PREDICTION
Table 9.4 lists the average performance metrics for Study A’s microsleep state prediction for
g values ranging from 0.25 s to 1 s. It is clear that adding information from EOG boosts the
model’s performance in predicting microsleep states.
Table 9.4 Study A - average state prediction performance metrics for prediction g s ahead of the microsleep state.
g (s) EEG EOG EEG ‖ EOG
phi AUCROC AUCPR phi AUCROC AUCPR phi AUCROC AUCPR
0.25 0.45 0.95 0.50 0.38 0.95 0.53 0.52 0.97 0.60
0.5 0.44 0.95 0.49 0.36 0.91 0.46 0.50 0.96 0.55
0.75 0.42 0.94 0.46 0.35 0.90 0.40 0.47 0.96 0.53
1.00 0.41 0.94 0.45 0.33 0.90 0.38 0.46 0.95 0.52
Conversely, while the EOG adds orthogonal information while detecting and predicting
the microsleep states, it adds nothing/little to detection and the prediction of microsleep onsets,
especially as the prediction time (g) increases (see Figure 7.12). This is because the partial
or slow eye closure cues associated with microsleeps [Davidson et al. 2007, Jones et al. 2010,
Peiris et al. 2006] occur at the onset of microsleep and continue during the microsleep event.
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Hence, that cue by way of a corresponding variation in the EOG will be absent. Hence, EOG
can play an important additive role to EEG during microsleep state detection and prediction but
not during onset prediction.
9.5 FEATURE VISUALISATION
To understand how CNN separates the two classes, the top performing temporal-spatial filter
combinations were analysed in both Study A and Study C. The method followed for picking
the top performing temporal-spatial filter pairs is described in section 6.7. A slight variation in
Study C was, top 5 combinations were picked as there was tie with AUCROC value with two
filter pairs.
9.5.1 Study A
The temporal filters mostly focused on the delta and theta band with few exceptions looking into
alpha and beta band. There was just one case of filter which was looking into the gamma band.
Thus revealing that majority of the features extracted by the CNN were in delta and theta bands.
The spatial filter pairs associated with the temporal filters picked the difference in the brain
activity in the pre-frontal, central and occipital regions in both the left and right half of the brain.
Thus when the 16 channel cleaned EEG was fed into the CNN as input, the model, during
the training phase has learnt to pick up features majorly from delta and theta bands, especially
from the aforementioned regions. This is corroborated by the fact that the delta-theta bands gave
the best performance when 2D-map of log-power spectrum was used as input for microsleep
state detection (Table 9.2).
An interesting observation is that when the input was 16 channel cleaned EEG, the CNN
looks mostly into delta-theta bands with exception of some filters looking into alpha, beta, and
gamma bands. The performance obtained using the cleaned EEG was the highest with a phi =
0.48, AUCROC = 0.96, and AUCPR = 0.53. On the other hand when the bands are separated
and given to the CNN with spatial information added, the performance was lower (phi = 0.42,
AUCROC = 0.93, and AUCPR = 0.47).
This indicates that delta and theta bands are the major contributors. When the 2D-map of
log-spectrum was fed as input, the gamma band was not taken into consideration. Whereas,
when the cleaned EEG was used as input few filters in the CNN looked at a narrow-window of
gamma band. This was the difference between the two cases when it comes to bands seen by the
CNN to extract features.
9.5.2 Study C
The top performing temporal-spatial filter pairs mostly focused on alpha and beta bands, with an
exception of 2 filters (from the top - filters 1 and 5) looking into theta and alpha bands. The
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spatial filters focused on the differences in the activity across the entire head region rather than
on specific zones. Unlike Study A, the spatial filters doesn’t appear to be spread out or smooth.
It is more of a collection of isolated blobs or bubbles.
There isn’t major overlap in the feature maps between both the studies. There are certain
differences between the two studies which makes it difficult to conclude that one is study is
better/worse than the other. Table 9.5 highlights the differences between the two studies.
Table 9.5 Differences between Study A and Study C in terms of task performed, definitions, and artefactcs.
Study A Study C
1-D tracking 2-D tracking
Task was done in sitting position. Task was done lying down.
Artefacts in EEG – EMG, ECG, and Head nods.
Artefacts in EEG – Gradient artifact,
ballistocardiogram, EMG, and ECG.
Far more pre-processing compared
to Study A.
A steering wheel was used to track the target. A finger based joy stick was used to
track the target.
Responsive state was defined as when a subject
is tracking coherently. Microsleeps were defined
as when the subject was either
drowsy/unresponsive with erroneous tracking.
Responsive state was defined as when a subject
is tracking coherently. Microsleeps were defined
as when the subject was flat or incoherent in
tracking and had droopy eyes.
The feature maps of Study C are not similar to Study A. At this point it is difficult to
conclude or narrow down the issues with Study C’s data. It might be one or more combinations
of greater noise/artefacts or removal of important features/cues during de-noising. There is a
need to look more into Study C data and other studies that has been obtained recently to draw a
comparison.
The analysis was done by visualising the filter weights. The limitation of this approach is
that the filter weights are not feature specific. The major contributors for the classification of
microsleep and responsives, the weights associated with these features and the statistical nature
of the features extracted by the CNN, were not revealed. Further layer-wise analysis of the
features needs to be carried out to understand how and which features have been selected by the
CNN during the learning process and have percolated down to the final layer (fully connected
layer) and has played a key role in the classification of the two classes.
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9.6 COMPARISONWITH PREVIOUS STUDIES
9.6.1 Comparison with our studies on Study A
Comparison with previous studies on microsleep detection falls into two categories: from
EEG alone and from EEG and EOG. The prior works explored the microsleep state/onset
detection/prediction for Study A and not Study C. Hence, the comparisons made in this section
are for Study A.
EEG only
Buriro [2019] experimented with several techniques and feature sets and achieved the overall
highest performance metrics (phi = 0.50, AUCROC = 0.96, AUCPR = 0.52) and (phi = 0.12,
AUCROC = 0.93, AUCPR =0.10) on microsleep states and onset detection, respectively using
overlapping clusters and ensemble technique.
Shoorangiz [2018] extracted various features from 2, 5, and 10 s window of EEG. He
proposed four Bayesian models to reduce dimensionality of the feature sets and investigated four
linear classifiers (i.e., LDA, LSVM, tree augmented naïve Bayes (TAN), variational Bayesian
logistic regressionl (VBLR)) to discriminate microsleeps. The best detection performance
metrics (phi = 0.47, AUCROC = 0.95, AUCPR = 0.49) on microsleep states were achieved with
an LDA classifier and meta-features of wavelet log mean squared features (WLMSF).
Table 9.6 summarises the comparison of CNN’s performance in microsleep state detection
and prediction using EEG alone as input with previous works.
In this research, when compared with Shoorangiz [2018], a slightly higher performance
metrics (phi = 0.48, AUCROC = 0.97, AUCPR = 0.55) were achieved, whereas with Buriro [2019]
even though a slightly lower performance in terms of phi, a moderately higher performance in
terms of AUCPR was achieved with cleaned EEG as time-series input to the CNN model as
shown in Figure 7.1.
EEG and VH-EOG
Though not directly comparable, in the current work the information from EOG was also added
along with the EEG and it resulted in slightly higher performance metrics (phi = 0.53, AUCROC
= 0.97, AUCPR = 0.63), compared to both Buriro [2019], and Shoorangiz [2018].
The outcomes of this research are not directly comparable with prior work by Ayyagari
[2017], Ayyagari et al. [2015], Davidson et al. [2007], Peiris et al. [2011], Peiris [2008] for the
following reasons.
• The focus of this research on detecting and predicting behavioural microsleeps whereas
the aforementioned studies focused on lapses of responsiveness.










































































































































































































































































































































































































• The revised gold standard [Shoorangiz 2018] was used in this work and that of [Buriro
et al. 2018, Buriro 2019, Shoorangiz 2018, Shoorangiz et al. 2016] but the earlier studies
used a different gold standard based on independent measures of (1) video ratings from a
human expert and (2) tracking flat-spots found by an automated algorithm.
• The performance metric phi and AUCPR are sensitive to class imbalance in the data.
The imbalance ratio of the refined and original gold standards have been reported as
(0.001–0.44) and (0.01–0.36), respectively [Shoorangiz 2018]. Hence, the performance
comparison made in terms of phi and AUCPR is strictly invalid.
9.6.2 Comparison with our studies on Study C
LaRocco [2015] experimented with SCRIS, SCRIL, and ADEN feature sets along several with
machine learning algorithms such as LDA, radial basis functions, and SVM with Gaussian/poly-
nomial kernels. He examined several classifier structures which included single classifiers,
bagging, boosting, stacking, and adaptive boosting. The highest mean phi was 0.10 (0.00-0.32)
with 10 ADEN features. With the stacking ensemble, the highest mean phi value was 0.10
(-0.13-0.12) with 10 PCs. Using a single LDA classifier and the Study C referential EEG
ICA pre-processed log power spectral features (SCRIL), the highest mean phi value was 0.01
(-0.07-0.07) with 10 average distance between events and non-events (ADENZ) features, for
microsleep state detection.
In this research when compared with LaRocco [2015], the CNN’s has given a similar
performance with a best phi of 0.10 for microsleep state detection.
This indicates that irrespective of the feature sets used or the algorithms, the resulting
performance is similar. The common aspect is the data which needs to be investigated further to
identify the issues.
9.6.3 Comparison with external studies
Golz et al. [2007] used spectral and delay vector variances of 7 EEG, 2 EOG and 3 eye-tracking
signals per eye (pupil size, x and y gaze coordinates) and achieved an accuracy of 0.91 with RBF-
SVM on classification of microsleep and alert events. This promising but erroneous accuracy
was achieved by balancing the test data and cross-validation was performed on concatenated
data from all of the subjects. In doing so, independence of the test and training data, and hence
generalization accuracy of the system, were lost. Similarly, with spectral features and a claimed
accuracy of 0.88 on the prediction of microsleep events [Golz et al. 2016].
9.7 SUMMARY
This chapter commented on:
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1. Average microsleep state and onset detection/prediction performance achieved using CNN
for both Study A and Study C.
2. Comparison between performances obtained using several forms of EEG as input to the
CNN.
3. Performance achieved using EOG as input.
4. An analysis on how adding EOG along with EEG boosted the state detection and prediction
performance.
The state detection performance for Study A, obtained using the cleaned EEG as time-series
data with no further processing or any transformation (phi = 0.48, AUCROC = 0.97, and AUCPR
= 0.48), when compared with other representation of EEG. The overall best state detection
performance for Study A was obtained by using EEG in parallel with EOG (ensemble) (phi
= 0.53, AUCROC = 097, and AUCPR = 0.63). Combining the EEG and EOG also resulted in
a moderately high sensitivity (0.85) and specificity (0.94). CNN was also used as a feature
extractor. The average state detection performance using CNN as a feature extractor and SVM
and LDA as classifiers yielded similar performances to that of the CNN using EEG alone as
input. But when compared with the ensemble, the SVM and LDA classifier’s performance were
slightly lower.
In Study C, despite a low imbalance ratio and superior gold standard (compared to Study A,
i.e., there were no ‘unknown’ labels in Study C) either using EEG as time-series data or any
other form of representation resulted in poor state detection performances. The best performance
using EEG was a phi = 0.14, AUCROC = 0.69, and an AUCPR = 0.29. But the best state detection
performance obtained was by using VEOG alone as input to the CNN (phi = 0.32, AUCROC =
0.77, AUCPR = 0.42).
In Study A, the best microsleep onset detection was achieved using EEG and EOG in
parallel (sensitivity = 077, specificity = 0.88, Pn = 0.02, phi = 0.12, AUCROC = 0.93). Even
though the sensitivity and specificity were moderately high, the reason for low value of phi is
due increase in false positives and high imbalance ratio between microsleep onsets vs responsive
(Table 6.1). This is the case with Study C as well, where the highest average onset detection
performance was achieved using EOG as input (sensitivity = 0.55, specificity = 0.78, Pn = 0.05,
phi = 0.12, AUCROC = 0.74).

Chapter 10
CONCLUSIONS AND FUTURE RESEARCH
10.1 SUMMARY
The motivation for this thesis were
1. Explore the effectiveness of CNN, a deep learning algorithm, in detecting and predicting
microsleeps from EEG.
2. Improve EEG-based microsleep state detection and prediction performance.
3. Explore microsleep onset detection and prediction.
A system that could continuously monitor responsiveness and alert an individual when
microsleeps are identified could be used in occupations where continuous visuomotor perfor-
mance is required. In this work, EEG data previously acquired from two studies – Study A [Peiris
et al. [2006]] and Study C [Poudel et al. [2014]] – were used to investigate the effectiveness of
CNN in extracting useful information to detect and predict microsleeps.
Study A had 15 non-sleep-deprived healthy individuals, performing a 1-D continuous
tracking task. Subjects took part in two 1-h long sessions. Of the 15 subjects only 8 had one or
more definitive microsleeps during the two 1-h sessions. Only those 8 subjects were considered
for this research. Study C had 20 healthy, non-sleep deprived subjects aged between 20 to
45 years. Subjects were asked to track a 2D quasi-random target, using a finger-based MRI
compatible joystick, for 50 min while lying in an MRI scanner. However, only the data of 9
subjects who had definitive microsleeps and no issues such as electrodes displacement while
performing the task, were considered.
Cleaned EEG was used, as was EEG transformed into log-power spectrum and 2D-spatial
map of log-power spectrum. Raw-EEG signal with no pre-processing was also experimented
with, to assess which had more explicit information that the CNN could extract for identifying
microsleeps. To improve the performance, EOG signal was also used as input to the CNN.
CNN was also used as a feature extractor and the extracted features were fed to LDA, SVM, and
LSTM.
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The microsleep state detection/prediction system aims to predict an imminent microsleep g
s prior to its occurrence and continuously identify the state of responsiveness. If the prediction
of one microsleep state is missed, it will try to predict/detect the following microsleep state. On
the other hand, microsleep onset detection/prediction system continuously attempts to predict
only the onset of an imminent microsleep. However, if an onset prediction is missed, the entire
event of microsleep is missed.
10.2 KEY FINDINGS
Study A:
• A combination of CNN and cleaned EEG resulted in the best state detection/prediction
performance compared to other transformation of EEG used as input.
• The next best average state detection performance was obtained when 2D-spatial map
of log-power spectrum was used as input. The combination X and and \ band contained
significant information in identifying microsleep states.
• EOG contained sufficient information to identify the microsleep states. When used
in parallel with EEG in an ensemble fashion boosted the average state detection and
prediction performance.
• When the features from EEG and EOG extracted from the CNN were fed as input to LDA
and linear SVM, the performance was similar to the model to which EEG alone was fed
as input. This indicates that the features extracted are to some extent linearly separable
which made it suitable for LDA and linear SVM to handle and learn.
Study C:
• A study with a smaller imbalance ratio and better gold standard (no unknown labels) gave
lower performances compared to Study A. Irrespective of the variations made to the input
to the CNN, such as transforming the EEG to log-power spectrum, 2D-spatial map of the
log-power spectrum, changing the referencing from CAR to REST, and averaging the 60
electrodes to 16 and 4 electrodes, there was no significant improvement in performance.
• Possible reasons for such low performance were either the cleaning process has removed
the necessary information/cues or partial or excessive remanent artefacts in EEG. Few or
a bunch of electrodes might have got displaced or lost contact during the data acquisition
due to sweat or due to appropriate cap size not being used.
• VEOG as input to the CNN yielded the best state detection performance.
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Overall:
• Across studies, EOG has consistently proven that it contains significant information (slow
eye blinks, partial eye closure) associated with microsleeps. However, when used for onset
prediction, EOG is not able to boost the performance, as the cues related to microsleeps
are present in EOG only at the onset and during the microsleep state.
• For Study A, the overall highest performance yielded a phi = 0.53 (AUCROC = 0.97,
AUCPR = 0.63) for microsleep state detection and a phi = 0.47 (AUCROC = 0.95, AUCPR
= 0.49) for microsleep state prediction with a prediction-time g = 1.0 s. For microsleep
onset detection the best performance resulted in a phi = 0.10 (AUCROC = 0.94, AUCPR =
0.09) and for onset prediction with a prediction time g = 1.0 s, a phi = 0.08 (AUCROC
= 0.93, AUCPR = 0.08), for EEG in parallel with VH–EOG. The highest state detection
performance yielded for EEG alone as input was: phi = 0.48, AUCROC = 0.96, and AUCPR
= 0.57.
• For Study C, using the vertical EOG as input to the CNN-series network resulted in an
overall-best performance for microsleep state detection (phi = 0.32 (AUCROC = 0.77,
AUCPR = 0.42) and for onset detection (phi = 0.11 (AUCROC = 0.74, AUCPR = 0.06).
• CNN’s microsleep detection and prediction performance was not superior when compared
to the traditional machine learning algorithms previously used on Study A and Study C,
when EEG alone is used as an input.
10.3 REVIEW OF HYPOTHESES
Hypothesis 1: A deep neural network will perform significantly better at the detection of
microsleeps than currently used machine-learning approaches.
With EEG as input, the CNN was able to identify the features associated with microsleeps
and resulted in a performance slightly lower to the prior results achieved by Buriro [2019] in
terms of phi, but achieved slightly higher values in terms of sensitivity, and AUCPR. With EEG
and EOG given in parallel, the CNN’s performance was slightly higher in terms of sensitivity,
phi, and AUCPR.
Hypothesis 2: A deep neural network will perform significantly better at the prediction of
microsleeps than currently used machine-learning approaches.
Both with EEG alone and EEG in parallel with EOG as input, the CNN’s average microsleep
prediction (g = 1 s) performance was the same as the performance achieved by Buriro [2019] in
terms of phi, but yielded a slightly higher value in terms of AUCROC.
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In essence, a deep learning CNN approach did not achieve superior microsleep state and
onset detection/prediction to that achieved by previously used traditional machine learning
approaches when EEG alone is given as input.
10.4 CRITIQUE
Fine-tuning of the CNN’s hyperparameters was done automatically in an iterative manner but
obtaining the optimal combination of the layers was done manually. These restricted certain
combinations of layers which could have been experimented with.
CNN is a semi-supervised algorithm in which it determines the optimal features by itself.
CNNs generalise better if trained with larger sets of data. The limitation of this research is the
small set of data with only 8 subjects in Study A and 9 subjects in Study C. The subjects from
the studies cannot be combined to form a larger data set as the conditions under which the data
were acquired and the visuomotor task were substantially different.
In Study C, the quality of the information related to microsleeps, in the EEG signal appears
poor. This resulted in the EEG not being useful in identifying microsleeps. Hence, the effective
combination of EEG in parallel with EOG did not perform as in Study A.
Nevertheless, CNN has shown promising performance both in Study A (with EEG and
EOG) and Study C (with EOG). These results indicate that the CNN is able to extract information
related to microsleeps effectively from the EEG and EOG signals, eliminating the need to
transform them to any other form of representation or domain.
Our results indicate that both microsleep states and onsets can be predicted prior to their
occurrence with a moderately high sensitivity, but with relatively poor precision. For longer
prediction times, the low phi and AUCPR, indicated too many false positives make our system
impractical for real-life microsleep prediction applications.
10.5 SUGGESTED FUTUREWORK
In the current study, CNN was used for the detection and prediction of microsleeps from EEG.
A CNN’s filter structure plays an important role in extracting information from the data. The
filter size determines what the CNN will visualise in the data in its learning phase. In this work
the CNN was used as a series network which imposes certain restrictions on the structure. Also,
the input to the CNN was always dealt as a 2D-input, whether it was a time domain or frequency
domain representation.
The following are suggestions for potentially improving the performance of the CNN.
• Layer-wise feature analysis needs to be carried out using techniques such as layer-wise
relevance propagation [Bach et al. 2015, Wang 2020], DeConvnet/DeCNN [Zeiler 2014]
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to obtain a better understanding of features associated with microsleeps and prominent
features in the decision-making process. This will help to unlock the blackbox and
design/build better models to obtain higher performance.
• Fully automating the process of modelling the CNN structure form the scratch.
• Augmenting the input data to increase the sample size.
• The first few layers of the CNN are very important in determining the information that
will be learnt by following layers in the model. The issue with series-network CNNs is
that there is only one specific set of filter size that can be applied to the input data. On
the other hand, a parallel CNN structure can be designed which will allow multiple filter
sizes applied to the same input (EEG alone) simultaneously. This will help the CNN to
learn features from different perspectives.
• A 3D-input can be generated from the EEG data and fed to a 3D-CNN.
• A hybrid system consisting of a 3D-CNN in tandem with LSTM or Bi-LSTM can be used
to extract both the inter-channel information as well as temporal information from the
input 3D-data.
To account for inter-subject variability, a larger dataset would have been better for the
CNN to learn and extract more appropriate features to detect microsleeps. Rather than by
simply augmenting the EEG dataset, a generative adversarial network could be used to generate
synthetic data which will resemble the natural data.
To assess and analyse the poor performance with EEG in Study C, a new study with the
following aspects could be conducted:
1. Configuration of the experiment, but without switching on the scanner, similar to Study
C. This will assist in determining the impact of the gradient artefact and BCG on EEG
quality and the pre-processing stage on the quality of artefact removal while preserving
EEG information at the same time.
2. Instead of lying down, participants may be made to sit and perform the 2-D tracking
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Appendix A
CNN TRAINING
Table A.1 is the performance measures obtained for microsleep state detection using imbalanced
data and the two techniques to compensate for the imbalance during training – oversampling and
cost–based learning. The performances obtained by these two techniques are similar.
Table A.1 Study A–Microsleep state detection (cross-validation) performance comparison between imbalanced,





Sn 0.36 0.60 0.64
Sp 0.97 0.95 0.92
Pn 0.48 0.39 0.33
phi 0.35 0.42 0.40
GM 0.53 0.74 0.76
AUCROC 0.86 0.90 0.90
AUCPR 0.39 0.41 0.40
0 50 100 150 200 250 300 350 400
Average training time (min)
Figure A.1 Comparison of average training time between oversampling technique and cost-based learning.
108 A. CNN TRAINING
Figures A.2 (Study A) and A.3 (Study C) show the effect of the regularisation value on the
cross-validation AUCROC performance metric which was used as the gauge measure to pick the
best model during cross-validation. In Study C the effect is random compared to Study A where






Figure A.2 Study A - Effect of L2 regularisation value on cross-validation AUCROC metric. The value was swept







Figure A.3 Study C - Effect of L2 regularisation value on cross-validation AUCROC metric. The value was swept
from 0.0001 to 2.0. One subject reserved for testing and rest of the 8 subjects were used for LOSO-CV.
Figure A.4 indicates the system’s LOSO-CV performance metric AUCROC vs. number of
filters swept from 5 to 75 for Study A and 2 to 40 for Study C, in the spatio-temporal layers or
the core block. For Study A, it can be inferred that the performance peaks for certain number of
filters and there exists a range beside the optimal number of filters. For Study C, the training
data was very sensitive to the number of filters in the spatio-temporal or the core block. When
the number of filters was changed either below or above the optimal number the system’s
cross-validation performance dropped significantly, thus having a very small range of operation.
Figure A.5 refers to the AUCROC variation in response to different sizes of temporal filter in
the core block, swept from 10 to 250 in steps of 10, during cross-validation, for Studies A and C.
In both the studies. a similar trend can be observed for the size of filters as well.









Figure A.4 (a) Study A – AUCROC Vs.number of filters in the core block (b) Study C – AUCROC Vs.number of














Figure Appendix B indicates the subject-wise performance yielded using EEG alone and
VH–EOG alone as input. It is evident that VH–EOG has given a boost to EEG’s state detection
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(b) Using VH–EOG as input.














S1 S2 S3 S4 S5 S6 S7 S8
Pn phi AUCroc AUCprAUCROC AUCPR 
(c) Using cleaned EEG ‖ VH–EOG as input.
Figure B.1 Subject-wise state detection performance using Cleaned EEG, VH–EOG and cleaned EEG ‖ VH–EOG
as input to CNN.
On the contrary, from Figure Figure B.2 it is clear that the VH–EOG which boosted the













Sn Sp Pn phi GM roc pr
Cleaned EEG VH-EOG Cleaned EEG || VH-EOG
AUCROC AUCPR
Figure B.2 Average microsleep onset detection performance comparison between cleaned EEG, VH–EOG, and
cleaned EEG ‖ VH–EOG.
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1 s 2 s 4 s 5 s 6 s 8 s
Window length (W)
Pn phi roc pr phi - trendAUCPR
AUCROC
Figure B.3 Window length vs. average microsleep state detection performance.
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Figure C.1 illustrates how the electrodes were averaged to bring down the number of electrodes
to 16 and 4.
 
(a) Study A’s 16 eletrode positions were chosen from the 10-20 configuration to reduce the 60-channel
EEG to 16-channel EEG by nearest-neighbour electrode averging.





(b) The scalp was divided into 4-quadrants: left-front, right-front, left-back, and right-back and the
electrodes in the respective quadrants were avearged to form e1, e2, e3, and e4, the 4 representations of
the 4 quadrants.











S1 S2 S3 S4 S5 S6 S7 S8 S9
EEGCAR phi EEG16-elec-avg phi EEG4-quad-avg phiEEGCAR phi
(a) phi of Cleaned EEG - 60-channel, electrodes averaged to represent 16 positions as in Study A, and electrodes












S1 S2 S3 S4 S5 S6 S7 S8 S9
EEGCAR AUCroc EEG16-elec-avg AUCroc EEG4-quad-avg AUCrocEGCARAUCROC EG16-elec-avg AUCROC EG4-quad-avgAUCROC
(b) AUCROC of Cleaned EEG - 60-channel, electrodes averaged to represent 16 positions as in Study A, and
electrodes averaged by 4 quadrants.
Figure C.2 shows the subject wise performance measures obtained by using the entire
60-channels, averaged 16-channel and 4-channel representation. It can be seen that except for










S1 S2 S3 S4 S5 S6 S7 S8 S9
EEGCAR AUCpr EEG16-elec-avg AUCpr EEG4-quad-avg AUCprEGCARAUCPR EG16-elec-avg AUCPR EG4-quad-avgAUCPR
(c) AUCPR of Cleaned EEG - 60-channel, electrodes averaged to represent 16 positions as in Study A, and
electrodes averaged by 4 quadrants.








S1 S2 S3 S4 S5 S6 S7 S8 S9
EEGCAR Pn EEG16-elec-avg Pn EEG4-quad-avg Pn
(d) Precision of Cleaned EEG - 60-channel, electrodes averaged to represent 16 positions as in Study A, and
electrodes averaged by 4 quadrants.
Figure C.2 Subject-wise microsleep state detection performance comparison between Cleaned EEG - 60-channel,
electrodes averaged to represent 16 positions as in Study A, and electrodes averaged by 4 quadrants.
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Table
C
.6
Study
C
-D
etailed
subject-w
ise
state
detection
perform
ance
using
the
2D
log-spectra
(alpha
band)asinputto
CN
N
Subject
M
icrosleep
states
Responsive
states
TP
FN
TN
FP
Sn
Sp
Pn
phi
G
M
AU
C
RO
C
AU
C
PR
S1
1159
4215
1100
59
199
4016
0.95
0.05
0.15
-0.01
0.21
0.39
0.12
S2
630
5892
505
125
1175
4717
0.80
0.20
0.16
0.00
0.40
0.49
0.16
S3
2713
2805
2592
121
763
2042
0.96
0.27
0.35
0.25
0.51
0.80
0.66
S4
1111
5233
237
874
4902
331
0.21
0.94
0.30
0.17
0.45
0.74
0.25
S5
1793
5216
707
1086
2911
2305
0.39
0.56
0.24
-0.04
0.47
0.49
0.24
S6
1251
5692
956
295
4037
1655
0.76
0.71
0.25
0.31
0.74
0.82
0.44
S7
263
5365
248
15
1581
3784
0.94
0.29
0.08
0.13
0.53
0.78
0.20
S8
378
5437
262
116
2175
3262
0.69
0.40
0.09
0.05
0.53
0.56
0.09
S9
179
6748
90
89
4540
2208
0.50
0.67
0.06
0.07
0.58
0.64
0.06
