Assimilation of data from heterogeneous sensors and sensor networks is critical for achieving accurate measurements of environmental processes at the time and space scales necessary to improve forecasting and decision-making. Owing to different measurement accuracies and types of spatial and/or temporal measurement support of the component sensors, it is often unclear how best to combine these data. This study explores the utility of ubiquitous sensors producing categorical wet/dry rainfall measurements for improving the resolution of areal quantitative precipitation estimates through fusion with weather radar observations. The model developed in this study employs a Markov random field model to compute the probability of rainfall at sub-grid pixels.
INTRODUCTION
Researchers have recently suggested 'smart' urban infrastructure to mitigate social and economic risks posed by extreme weather events and to improve the sustainability of urban centers (Boyle et al. ; Brown ) . Smart infrastructure is enabled by real-time sensing, modeling, optimization, and actuation, which permit the infrastructure to reason about the world around it and to autonomously reconfigure in order to meet changing needs. For example, researchers are exploring the use of smart sewer systems that combine real-time measurements of urban rainfall patterns with runoff models and remote actuated control structures to optimize the conveyance capacity of the sewer network during wet weather (Pleau et al. ; enough to quantify the spatial variability of rainfall (Grimes et al. ; Sun et al. ; Xiaoyang et al. ; Yilmaz et al. ) . Furthermore, rain gauge data contain inaccurate measurements that can lead to significant modeling errors (Steiner et al. ; Upton & Rahimi ) . If these data are to be used for real-time management of smart infrastructure, these errors need to be identified and mitigated as they are made, necessitating automated quality control that relies solely on prior observations (Hill ) . Greater spatial density of precipitation measurements can be achieved using weather radar, a robust, albeit expensive, sensing technology that provides indirect measurements of rainfall on the land surface by measuring the backscattering of microwaves caused by hydrometeors (and other objects) in a finite volume of the atmosphere and relating that quantity to the expected ground-based rainfall rate (Crum & Velasco-Forero et al. ). However, even when combined, the resolution achievable by these methods is still too coarse to support many physics-based models that relate the rainfall process to actionable forecasts, such as flood depths (Seo & Krajewski ).
Because of their ubiquity, small, low-cost sensors that are embedded in everyday consumer products have begun to be explored for environmental monitoring (Ferster & Coops ; Hill et al. ) . While these sensors are not specifically designed to monitor the environment, the data they collect can be repurposed using models to provide quantitative measurements of environmental variables at the location of the sensor. For example, sensors embedded in wireless communication devices (Leijnse et This approach capitalizes on the spatial resolution of the ubiquitous sensors and the quantitative accuracy of the dedicated sensors, and eliminates the necessity for the precise calibration of individual vehicle-based sensors -a significant logistical challenge. In this study, the ubiquitous sensors are assumed to provide binary measurements (i.e. wet/dry) of the current conditions. This assumption is made for two reasons. First, generating quantitative measurements of rainfall from ubiquitous sensors requires the tedious process of applying and calibrating a relationship that transforms the raw sensor measurement from each type of ubiquitous sensor into a quantitative rainfall estimate, whereas generating binary measurements from these sensors is expected to be significantly easier.
Second, there are already a wide variety of sensors deployed in the environment that can be leveraged to provide this type of qualitative rainfall measurement, including rain-sensing windshield wipers, traffic cameras, road weather information systems, and irrigation control systems.
The measurement fusion method developed in this study employs a Markov random field (MRF) to represent the variability of rainfall intensity at scales smaller than the radar resolution. The use of an MRF model for fusing binary (wet/dry) data with weather radar observations has previously been suggested by the author (Hill & Farzan ) . This preliminary work laid a framework for the fusion process but did not explore how best to set the model parameters, nor did it quantitatively explore the performance of the suggested model. In this work, a new Bayesian solution to the MRF model is proposed that permits the use of noisy measurements from sparse binary sensors to accurately reconstruct a map of rainy versus not-rainy regions. This map is then used to redistribute the spatially averaged rainfall rate measured by the radar to concentrate it only in the rainy regions, leaving the dry regions with a zero rainfall rate. The next section describes this model in detail. The model's ability to reconstruct a synthetic rainfall field is then explored, particularly with respect to its parameters, requirements for ubiquitous sensor density, and field estimation accuracy. Synthetic data are used to provide a ground truth against which to evaluate the model performance and to eliminate spurious errors caused by the stochastic behavior of physical sensor hardware and telemetry. Finally, conclusions and future work are discussed.
METHODS
The essence of the fusion method developed in this study is that binary measurements of the rainfall made by ubiquitous sensors can be used to identify the pattern of rainfall within each grid cell of a radar image and that this pattern can be used to concentrate the rainfall into the wet portions of the radar cell, such that the cell average remains the same, but the rainfall rate is zero in the dry portions of the cell.
To accomplish this, each grid cell in a radar image is subdivided into smaller pixels at the spatial scale of interest. To facilitate this discussion, the term 'grid cell' will hereafter be used to refer to the coarse-resolution grid-square of the radar image, while 'pixel' will refer to the fine-resolution grid-square at which the rainfall field is reconstructed. Furthermore, when referring to the binary state of the rainfall process, a value of 0 will be used to represent dry conditions, and a value of 1 will be used to represent wet conditions. Estimation of the binary rainfall pattern at the sub-grid scale will be performed using an MRF model. MRFs are statistical models of a set of spatially correlated random variables that describe the relationship of neighboring variables using a model that relies only on a finite set of N neighbors (i.e. a model that has an N-order Markov property) (Besag ; Isham ; Ripley ). The Markov property permits the spatial field to be subdivided using a relationship that defines whether or not two pixels are neighbors. A random field has the Markov property with respect to a particular neighborhood structure if the pixel value is conditionally independent given its neighborhood. Therefore, the probability that a pixel is wet or dry, given values at all other pixels, depends only on the wet/dry configuration in its neighborhood. Following accepted practice in image reconstruction, wet/dry patterns are modeled using an autologistic model (Besag ) . In this model, the neighborhood of a pixel is defined to be the set of all pixels immediately horizontally, vertically, and diagonally adjacent, as shown in Figure 1 . Pairs of adjacent pixels within the neighborhood are referred to as cliques and can be divided into two categories: Type 1 refers to horizontally and vertically adjacent pixels, and Type 2 refers to diagonally adjacent pixels.
Using this notation for neighboring pixels, the autologistic model for the conditional probability of the binary state (0 ¼ dry and 1 ¼ wet) of the rainfall process (X i,j ) can be expressed as
where N is the set of pixels in the local neighborhood of pixel (i, j), β 1 and β 2 are parameters, and I(Á) is an indicator function operator that returns 1 when the inequality is true and 0 when the inequality is false. The parameters β 1 and β 2 describe the dependance between a pixel and its Type 1 and Type 2 neighbors, respectively.
Values close to zero reflect spatial fields where pixels are independent of the value of the pixels in their neighborhood N, whereas when β 1 and β 2 are strictly greater than 0, X i,j is most likely to take the value of the majority neighboring class. By assigning different values to the parameters β 1 and β 2 , the model can represent anisotropic conditions. If β 1 is greater than β 2 , then similarity in the vertical/horizontal directions (i.e. along the principal axes of the image) is weighted more heavily, whereas if β 1 is less than β 2 , then similarity in the diagonal directions is weighted more heavily. Equation (1) can be used to represent either the probability that pixel (i,j) is equal to 0 (P(X i,j ¼ 1jN)) or 1 ((P(X i,j ¼ 1jN)). In this research it was used to calculate the probability that the pixel takes the value 0, and the probability that the pixel takes the value 1 was computed by complementation (i.e.
If not all of the values of the neighbors of pixel (i,j) are known, then Equation (1) can be modified to use likelihood weighting to calculate the contributions of the unknown neighbors' values
where Z is the set of known values of X, andN is the set of neighbors of X i,j , which may represent estimates of the true value, if the value of that neighbor is not known. In the event that the value of a neighboring pixel N k is known, then P(X i,j ¼ N k jN) ¼ 1, and in the case that all of the values of the pixels inN are known, then Equation (2) reduces to Equation (1). Thus, this method accounts for a partial contribution from unknown, but estimated, pixels that is equivalent to the probability that those pixels are different than the value of X i:j . For images in which only a few pixel values are known, then, it is likely that there will be pixels for which none of the neighbors are known. In this case, the values of these neighbors must be estimated in turn from their own neighbors. This expansion must continue until at least one neighbor with a known value exists in the neighbor set of the pixel to be estimated. In this way, although Equation (2) represents only a first-order spatial Markov process, the effects of known values of pixels more distant than immediate neighbors can impact the value of a particular pixel. Thus, to solve Equation (2) for images with only a few known pixel values, such as those encountered in this research, the conditional probabilities P(X i,j ≠N k jN) are defined by computing Equation (2) iteratively over all of the pixels in the field for the case of P(X i,j ¼ 0jN) until the conditional probabilities for each pixel in the field stabilized. The complement of this probability P(X i,j ¼ 1jN) was then be computed as
. When a pixel with unknown value falls on the boundary of the field (i.e. there are fewer than eight neighboring pixels), the pixels outside the boundaries of the field are treated as pixels with unknown value. This is accomplished by providing a 1-pixel-deep buffer around the field being estimated.
In real networks of ubiquitous sensors, it is expected that the sensors will malfunction, resulting in erroneous and misleading data. Thus, Bayes' Theorem was employed to pose the problem as one of estimating the true random field (X) from an incomplete set of noisy measurements (Y).
where O is a matrix of the same size as X that indicates whether a noisy measurement of the true state of pixel (i,j) exists in the set Y,Ẑ is an estimate of the values of the observed pixels, P(X i,j jẐ) is the probability that X at location (i,j) takes a specific value given set of estimated pixel values
is a probability density table that defines the observation model of the sensors, and P(Y i,j ) is the normalization constant. P(X i,j jẐ) can be solved using the iterative solution to Equation (2) described above, however, in the first iteration,Ẑ is estimated to be equal to Y (the set of noisy observations), whereas in subsequent iterations, Z is estimated using the maximum a posteriori estimates of X at the measurement locations, which is calculated using Equation (3).
Equation (3) can be viewed as the 2-D equivalent of a hidden Markov model, which blends the information from the set of incomplete noisy measurements and the 2-D spatial MRF model. As in the case of Equation (2), in the case of sparsely observed images, Equation (3) must also be solved iteratively to allow the information contained in the observations to propagate through the image based on the first-order Markov property of the spatial model. This process is similar to the iterated conditional modes (Besag ) method for reconstructing images corrupted by noise, except that unlike iterated conditional modes, the method presented in this paper is applicable to incompletely observed, noisy images.
Once the spatial probability distribution of the binary random variable is computed for all pixels in the image, then the rainfall rate in each pixel can be computed as
where X is the binary random variable indicating not-raining/raining conditions in pixel (i.j), R is the grid-blockaveraged precipitation rate measured by the radar,
is the probability that it is raining in the ith pixel given the observations, and N is the number of pixels in the radar block.
The ubiquitous sensing model for estimating rainfall intensity fields created by combining Equations (2)- (4) will hereafter be referred to as the ubiquitous rainfall sensing (URS) model.
CASE STUDIES
To evaluate the performance of the URS model, experiments were conducted to explore the model's ability to estimate a binary field and to use that binary rainfall field to downscale simulated radar-rainfall estimates. These experiments were performed using both synthetic and real-world rainfall fields.
Synthetic rainfall field
A synthetic rainfall field was used to explore the effects of the model parameters and spatial discretization on the accuracy of the downscaled fields. This field was created using the following analytical function:
where x and y are the easting and northing coordinates of the location in the range [0, 4] . By using an analytical function, a 'ground-truth' field can be created at any spatial resolution without introducing artifacts from the interpolation of real-world rain gauge data. This function was used to generate a 4 × 4 km field at 1 m resolution to which a threshold was applied to remove negative values.
To simulate the radar-rainfall measurement of the synthetic field, it was divided into 16 1 × 1 km radar blocks, each of which was assigned the average value of the sub-grid pixels. The synthetic field is illustrated in Figure 2 . From this figure, it can be seen that the field is composed of a continuous region of rain that covers approximately one-quarter of the total area. This rainy region has three areas of rainfall concentration, one in the north with the peak rainfall intensity, and two that are side by side in the center of the field. A ground-truth binary wet/dry field is created by assigning wet/dry measurements according to whether or not Equation (5) is greater than zero at each pixel centroid (indicating rainy conditions). A simulated radar measurement of the ground-truth rainfall field is created by averaging the 16 1 × 1 km blocks composing the true field. The simulated radar-rainfall field is illustrated in Figure 3 .
Real-world rainfall fields
To evaluate the performance of the URS model for recon- This rain gauge network was selected because it was the densest rain gauge network for which data could be obtained. Rainfall fields at 10 m resolution were created for a 4 × 4 km region at the southwestern end of the watershed (the densest part of the network) using inverse distance weighted averaging to interpolate 10-min rainfall intensities from the rain gauges. Inverse distance weighting was chosen for interpolating these fields because of its long history of use for this purpose (Garcia et al.
), including its use by the NWS River Forecast
System for the operational estimation of precipitation over much of the United States (National Weather Service ). Radar-rainfall estimates and ubiquitous sensor measurements were then simulated from these rainfall fields. Simulated radar and ubiquitous sensor data were used to focus the analysis on the model behavior without having to detangle errors introduced by the model and those caused by the stochastic behavior of physical sensor hardware and telemetry. To represent radar-rainfall estimates of these fields, they were aggregated into 16 1 × 1 km radar blocks, each of which was assigned the average value of the sub-grid pixels. A ground-truth binary wet/dry field was created by assigning wet conditions to pixels with non-zero rainfall intensities and dry conditions to pixels with zero rainfall. 
MRF parameter values and spatial discretization
The MRF model (Equation (2) Since it is difficult to quantify anisotropy a priori (i.e.
before observing a rainfall event), as is necessary for realtime applications, these parameters will be given the same value, which will hereafter be referred to as β, with no subscript. The larger the magnitude of this parameter, the more likely neighboring pixels will have the same value. Thus, as the pixel size decreases, the model may require a larger value of β in order for the influence of observed pixel values to propagate to other parts of the image.
To explore the sensitivity of the URS model to the pixel size, coverage level, and β value, the synthetic field was generated using pixel sizes of 25, 50, 100, 250, and no erroneous measurements were present in the simulated ubiquitous sensor measurements, and the probability that a ubiquitous sensor measurement accurately represented the wet/dry state of the pixel was set to 100% (i.e. in did the MRF-based method fail to achieve a 50% reduction in MSE over the cell-averaged representation. However, even in these cases, the MRF-based reconstruction had an MSE of at least 22% less than the MSE of the cell-averaged representation. As the pixel size was increased, the maximum MSE reduction remained around 50%, except in the case of the largest pixel size (500 m). However, the region of parameter space where this reduction was achieved became smaller. For β-values between 0.4 and 0.6, as the pixel size increases, the observational coverage must also increase to achieve the maximal MSE reduction of 50%.
Also of note is the sharp decrease in error ratio that occurs when β increases from 0.4 to 0.6, whereas for a given pixel size, the error ratio appears to increase more smoothly as β increases from 0.6 to 2.2. This feature is most easily seen in the case of 50-m pixels but is present in all six pixel sizes evaluated. This behavior is likely due to the use of a spatial autologistic model. In such a model, if pixel (i,j) is surrounded by eight neighbors of identical value v, then P(X i,j ¼ vjN) ¼ 0:5 for β ¼ 0. As β increases, this probability increases asymptotically towards unity according to the logistic function, where P(X i,j ¼ vjN) increases rapidly with increasing β until about β ¼ 0:4, at which point each additional increase in β results in less and less of an increase in P(X i,j ¼ vjN). Thus, the model will be very sensitive to values of β 0:4. For values of β greater than 0.6, P(X i,j ¼ vjN) will be greater than 0.99; thus, the region 0:4 β 0:6 provides the 'sweet spot' for this parameter, where it is neither too sensitive nor too insensitive to changes in its value. Although these numeric results consider only the case where the unknown pixel is completely surrounded by equivalently valued neighbors, they provide the intuition that for values of β 0:4, small changes in the value of β will result in significant changes to the model output, whereas for β ! 0:6, the value of the unknown pixel will be driven more by the diversity of the values of the neighboring pixels than by the value of β. 
Ubiquitous sensor malfunction
In real networks of ubiquitous sensors it is expected that the sensors will malfunction and report erroneous and misleading measurements. To determine how resilient the URS model is to erroneous ubiquitous sensor measurements, the ability of the MRF to reconstruct the binary wet/dry rainfall field using a partial set of noisy observations was explored. Noisy ubiquitous sensor measurements were simulated by sampling the groundtruth binary wet/dry field to produce a map with a specific observation density (as previously described).
This 
In the second version (URS-5%err), the URS model is specified to expect a 5% error rate in the ubiquitous sensor measure- Figure 5 illustrates the false-positive/false-negative rates for the URS-noerr (left column) and URS-5%err (right column). This figure shows that for low sensor malfunction rates, the accuracy of the URS-noerr model improves with increasing observational coverage, whereas for high sensor malfunction rates, the accuracy of the URS-noerr model declines with increasing observational coverage. This result is due to the increasing number of misleading observations in the more highly observed cases, which mislead the URS-noerr because it is so strongly conditioned on the observations. This result implies that the sweet spot for estimating a field from incomplete noisy images using the URSnoerr depends on balancing the observational coverage with the sensor accuracy, which would be challenging in realworld scenarios. On the other hand, the URS-5%err is well behaved: the error decreases with increasing coverage and increases with increasing sensor error rates. It is important to note that this behavior was achieved without tuning the error rate in the URS-5%err model to the actual error rate in the observations (the modeled error rate is always 5%), indicating that the method is insensitive to this parameter and that the performance of the model could be enhanced if information were available to suggest an appropriate expected error rate to use for the model parameter.
Synthetic rainfall field reconstruction accuracy
The previous two experiments have shown that the URS model is relatively insensitive to the model parameterization and that with a 50-m pixel size, the following parameter values provide good overall perform-
95. Using these parameters, the impact of ubiquitous sensor coverage on the URS model's accuracy for reconstructing the groundtruth rainfall field was explored. The true binary image was randomly sampled to generate 100 realizations of the ubiquitous sensor measurements for observational coverage levels that varied from 2 to 95%. The URS model was then used to estimate the true field from these observations. The accuracy of the estimated fields is quantified in terms of their MSE. The results of this experiment suggest that the observational accuracy of the URS model will always increase as more ubiquitous sensors enter the environment and thus that the population of ubiquitous sensors need not be managed to achieve observational optimality. Furthermore, the ubiquitous sensor density to achieve a meaningful increase in accuracy is quite modest, with a 40% increase in accuracy being achieved with only 56 sensors per km 2 . Figure 6 is because the data plotted in Figure 6 is averaged over many realizations of ubiquitous sensor locations, whereas the values stated here reflect the accuracy associated with a single realization of the ubiquitous sensor locations that happens to be a bit better than average.
This comparison suggests that even though the ubiquitous sensors are only providing very simple categorical wet/dry measurements, the spatial information contained within these measurements can significantly improve the rainfall field estimation accuracy. In the case of the synthetic rainfall field explored in this study, this improvement can be as much as a 40% improvement over the cell-averaged radar observations alone.
Real-world rainfall fields
Using an analytical function to represent the underlying rainfall field permitted convenient ground-truth comparisons; however, real-world rainfall fields may differ in geometry from the field created by Equation (5). To explore how the URS model performs on real-world rainfall fields, data from the Goodwin Creek Experimental
Watershed was used. One-hundred rainfall fields were created from these data by interpolating the 10-min rainfall intensity measured by the Goodwin Creek rain gauges during 100 randomly selected rainfall events from the period of January 2006 through December 2007.
These rainfall fields are used to explore the accuracy of the URS model compared to the simulated radar-rainfall estimate. This analysis revealed that a little less than a 30% increase in field reconstruction accuracy is achieved using the URS model instead of the radar-rainfall estimate alone, and that the point of diminishing returns occurs at 15% observational coverage, yielding an increase in accuracy of around 30%. This result is very similar to what was observed using the synthetic rainfall field. Finally, the results presented in this paper were achieved using simulated ubiquitous sensors located randomly throughout the study region and simulated radar-rainfall estimates that are considered to be error-free. In practice, however, the ubiquitous sensors may not be randomly dis- 
