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We investigate the possibility to control dynamically the interactions between repulsively bound pairs of
fermions (doublons) in correlated systems with off-resonant ac fields. We introduce an effective Hamiltonian
that describes the physics of doublons up to the second-order in the high-frequency limit. It unveils that the
doublon interaction, which is attractive in equilibrium, can be completely suppressed and then switched to
repulsive by varying the power of the ac field. We show that the signature of the dynamical repulsion between
doublons can be found in the single-fermion density of states averaged in time. Our results are further supported
by nonequilibrium dynamical mean-field theory simulations for the half-filled Fermi-Hubbard model.
The ability to control matter by strong laser pulses has al-
ways intrigued researchers in many areas of physics. Recent
development of femtosecond laser sources allows to perform
experiments on a time-scale of the dominant microscopic in-
teractions in materials. These experiments offer an outstand-
ing possibility to selectively excite different collective modes,
which has lead to intriguing results, such as light-induced
magnetism [1–8], superconductivity [9, 10], and topological
states of matter [11–16]. Investigation of field-driven effects
in fermionic systems is also motivated by inspiring results of
ultracold atom physics [17–19], where the effect of the applied
perturbation can be mimicked by a modulation of the position
(shaking) of the lattice [20–24], or through the engineering of
photon-assisted hopping amplitudes [19, 25].
Among different light-induced collective excitations, a big
attention of the experimental [26–29] and theoretical [30–
38] condensed matter physics is devoted to repulsively bound
pairs of fermions that occupy the same lattice site. Ef-
fects related to these composite bosonic objects, known as
doublons, are also actively discussed in the context of cold
atoms [17, 18, 39–41]. Interestingly, the concept of dou-
blons has been introduced as early as in 1930th, within the
so called “polar model” [42] (for more modern presentation
see [43, 44]). Theoretically, dynamics of doublons can be
studied in the Mott-insulating regime of the Fermi-Hubbard
model, where these bosonic quasiparticles have an exponen-
tially large lifetime due to a strong repulsive on-site Coulomb
interaction [45–47]. In this case, a fingerprint of doublon ex-
citations is contained in a fermion density of states (DOS),
where states related to doubly-occupied lattice sites form up-
per and lower Hubbard sub-bands. The latter can be efficiently
observed in the (inverse) photoemission spectroscopy experi-
ments [48–50].
One of the main interests in doublons is associated with
the effect of Bose-Einstein condensation (BEC) [40, 51–
54] and phase transition from an insulating to a superfluid
state [55, 56]. In equilibrium, the interaction between dou-
blons is attractive [57–60]. Since the pioneering work by
Valatin and Butler [61], it is known that the Bose gas with at-
tractive interactions has a tendency to a phase separation (see
also [62–65]). However, the BEC can be achieved introduc-
ing a short-range repulsion in the system [66–68]. Thus, a
dynamical control of the doublon interaction can completely
change properties of the system and may allow for a precise
control of these effects. For example, it has been shown that
the local Coulomb interaction in the Fermi-Hubbard model
can be effectively switched from repulsive to attractive apply-
ing a periodic perturbation. This can be achieved creating of
a population inversion in electronic bands through the sign
change of the hopping amplitude [69, 70], or by a properly
chosen pulse shape [71]. Later, this result has been used to
modify an effective interaction between doublons, which re-
sulted in the change of the superfluidity pairing from s-wave
to η-pairing [72–75].
Here, we propose a novel nonequilibrium mechanism to
switch the doublon interaction from attractive to repulsive
with an ac field. We derive an effective time-independent
Hamiltonian that describes the doublon physics up to second
order in the high-frequency limit of the field. It reveals that,
in contrast to the works mentioned above, the repulsion be-
tween doublons can be induced without population inversion
and also for considerably smaller powers of the field. We ar-
gue that this interaction switch can be detected experimentally
in a simple way via the single-fermion density of states aver-
aged in time. Such an observable does not require the use
of time-resolved techniques and, therefore, could be routinely
measured in experiments. We further support these findings
numerically with nonequilibrium dynamical mean-field the-
ory (DMFT) simulations [76].
High-frequency doublon Hamiltonian — We consider the
time-periodic Fermi-Hubbard Hamiltonian on a square lattice
H =
∑
〈i j〉, σ
ti j(τ)c
†
iσc jσ + U
∑
i
ni↑ni↓. (1)
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2Operator ciσ annihilates an electron on site i with spin σ,
niσ = c
†
iσciσ is the electron number operator, and U the re-
pulsive on-site Coulomb potential. The time periodicity arises
from a uniform ac perturbation of frequency Ω, directed along
the square lattice diagonal e = {1, 1}, as implemented, for ex-
ample, with an electric field driving the electrons of a material,
or a shaken lattice of cold atoms [20–24]. The field is incor-
porated via a vector potential A(τ) = Ae cos(τ), where time
τ is given in units of Ω−1. The hopping amplitude between
nearest-neighbors 〈i j〉 then accumulates a Peierls phase and
satisfies ti j(τ) = te−iA(τ)·Ri j , where Ri j is the unit real-space
vector between neighboring sites.
In equilibrium, the Fermi-Hubbard Hamiltonian (1) maps
via a Schrieffer-Wolff transformation onto an effective model
that describes the low-energy physics of doublons in the limit
U  t [57–60]. The presence of an external time-dependent
field complicates this task. So, we first perform a Magnus-like
expansion in the spirit of Refs. [14, 15, 72, 74, 77–80]. This
allows us to derive an effective time-independent Hamiltonian
that captures the field renormalization of the fermion hopping
and interaction up to the second order in the high-frequency
limit U  Ω
H′(A) =
∑
〈i j〉, σ
t′(A)c†iσc jσ + U
′(A)
∑
i
ni↑ni↓
+
∑
〈i j〉
(
J′(A) d†i d j +
1
2
V ′(A) nin j +
1
2
I′(A)Si S j
)
. (2)
Here, the electron hopping t′(A) and the local Coulomb in-
teraction U′(A) explicitly depend on the amplitude of the ap-
plied field through A. In addition, the high-frequency field in-
duces purely nonequilibrium two-particle processes described
by the nonlocal Coulomb potential V ′(A), exchange interac-
tion strength I′(A), and doublon hopping amplitude J′(A),
for which we introduced the doublon operator d j = c j↓c j↑
that annihilates a pair of fermions on site j. Their explicit
expressions are in the Supplemental Material [81]. Local
charge and spin densities are defined as ni =
∑
σ niσ and
Si =
1
2
∑
σ,σ′ c
†
iσσσσ′ciσ′ , respectively. σ = {σx, σy, σz} is
a vector of Pauli matrices.
Single-particle hopping processes that change the number
of doubly-occupied sites also change the total energy of the
system. Here, we focus on the low-energy physics of dou-
blons and disregard such processes in the Schrieffer-Wolff
transformation of Hamiltonian (2). This leads to an effec-
tive Hamiltonian that describes the doublon subsystem in the
nonequilibrium steady-state
Hd(A) =
∑
〈i j〉
J(A) d†i d j −
∑
〈i j〉
V(A) ρi ρ j , (3)
where ρi = d
†
i di = ni↑ni↓ is the local double occupancy op-
erator. The hopping amplitude J(A) and nonlocal interaction
potential V(A) of doublons depend on the strength of the ex-
FIG. 1. Doublon parameters of the effective Hamiltonian (3) as a
function of the field strength A for Ω = 10.5. The inset shows a
field range for both frequencies Ω = 10.5 and Ω = 21 in which the
nonlocal doublon interaction V changes signs, whereas the doublon
hopping amplitude J does not.
ternal field as [81]
J(A) =
2t2
U
J20 (A) − 2U2Ω2 ∑
m>0
(−1)m
m2
J2m(A)
 , (4)
V(A) =
2t2
U
J20 (A) − 2U2Ω2 ∑
m>0
1
m2
J2m(A)
 , (5)
where Jm(A) is the m-th order Bessel function of the first
kind. The zeroth order contribution in the limit U  Ω
renormalizes the doublon hopping and interaction in the same
way J(A) = V(A) = J20 (A) 2t2/U + O(U/Ω). As noticed in
Ref. [72], the field-dependent factor J20 (A) simply acts as an
overall scaling parameter and results in trivial physics. Here
we go further and consider the second-order contributions in
the high-frequency limit. These corrections of order U2/Ω2 in
Eqs. (4) and (5) lift the degeneracy between J and V . Fig. 1
shows that they can even compete the zeroth-order contribu-
tion in a certain range of field frequency and amplitude. In
particular, we find that the doublon interaction V (red line in
Fig. 1), which is attractive at zero field, can become repulsive
out of equilibrium, while the hopping amplitude J (blue line
in Fig. 1) does not change sign.
Nonequilibrium Hubbard sub-bands — The switch of the
doublon interaction may in principle be observed in experi-
ment through a measurement of the doublon-doublon suscep-
tibility. However, the latter is hardly accessible, as it corre-
sponds to a four-fermion response function. Instead, we now
show that signatures of the doublon interaction can also be
revealed through the single-fermion density of states (DOS),
as routinely measured in experiments [48–50]. To illustrate
this point, we perform time-dependent DMFT simulations for
the half-filled Hubbard model (1) [33]. We consider the lo-
cal Coulomb interaction U = 3, so that the driven system
for considered ranges of fields A and frequencies Ω lies in a
Mott-insulating state. The energy is given in units of the elec-
tron hopping amplitude t. The ac field is turned on up to the
3FIG. 2. Time-averaged fermionic DOS obtained for Ω = 21 and
various field strengths A = 2.16 (blue), A = 2.23 (red), and A = 2.33
(green). Colored points mark the top of the Hubbard sub-bands. Ver-
tical dashed lines at E = ±U/2 = ±1.5 is a guide to the eyes. Shaded
blue areas indicate the time-averaged population of the upper and
lower sub-bands at the field A = 2.16. The inset shows the time-
profile of the vector potential. The time-averaging is performed over
the last 8 periods highlighted in grey.
maximum value Amax =
√
2A following the exponential ramp
exp
{
−(t − t0)2/(2σ2)
}
in order to avoid heating [70, 82]. Here
σ = d
2
√
2ln2
and d is a full width at half-maximum of a pulse.
The time profile of the field is shown in the inset of Fig. 2. We
then determine the fermion DOS given by the spectral func-
tion AR(t, E) defined as (see, e.g. Ref. 83)
Aα(t, E) = −1
pi
Im
∫ smax
0
ds eiEsGαloc(t, t − s), (6)
where for Gαloc(t, t
′) we take the local retarded Green’s func-
tion GRloc(t, t
′) = −iθ(t − t′) 〈{ci(t), c†i (t′)}〉. We perform the
numerical time-dependent DMFT calculations within the iter-
ative perturbation theory (IPT) [83] on a 32×32 k-grid starting
with the inverse temperature β = 5. We finally average over
the last 8 periods of time (gray area in the inset of Fig. 2), for
which the behavior of time-resolved observables, such as the
double occupancy presented in Fig. 4 (left), indicates that the
system is in a nonequilibrium steady state. This will allow us
to compare the numerical simulations with the effective time-
independent description in Eq. (2).
Fig. 2 shows the single-fermion DOS resulting from the
nonequilibrium DMFT simulations for Ω = 21 and various
field amplitudes. The two spectral peaks below and above
the Fermi energy (E = 0) are the lower and upper Hubbard
sub-bands that correspond to doublon and holon (fully unoc-
cupied site) states, respectively. This structure of the DOS
confirms that, for the range of field amplitudes we consider,
the interacting fermion system is indeed a Mott-insulator.
An occupation function can be obtained as a time-averaged
spectral function A<(t, E) (6) of the lesser Green’s function
G<loc(t, t
′) = i〈c†i (t′)ci(t)〉. Shaded blue areas in Fig. 2 show
that the upper Hubbard sub-band is only slightly populated
upon driving. An effective temperature of the system can
FIG. 3. Position of the top of the upper Hubbard sub-band as a func-
tion of the applied light A. Results are obtained for two frequencies
Ω = 10.5 (blue color) and Ω = 21 (red color). Solid lines correspond
to the estimation Ueff/2 obtained from the effective local Coulomb
interaction. Points correspond to the nonequilibrium DMFT result.
Vertical dashed lines indicate fields at which the doublon-doublon
interaction V(A) changes sign. Horizontal line E = U/2 = 1.5 serves
as a guide to the eyes.
be estimated from the nonequilibrium distribution function
A<(t, E)/AR(t, E), and gives an effective inverse temperature
of order β = 2.
We find that, varying the field amplitude results in the en-
ergy shift of the Hubbard sub-bands. It is not surprising,
since the position of the sub-bands is determined by the lo-
cal Coulomb interaction as E ' ±U′(A)/2, which explicitly
depends on the field amplitude. Points in Fig. 3 represent the
peak energy of the upper Hubbard sub-band as a function of
A obtained from nonequilibrium DMFT simulations for two
different frequencies. While A increases, we observe that the
sub-bands first move closer to the Fermi level as if they at-
tract each other. Above a critical field, the interaction between
peaks switches to repulsive, and the distance between them
increases again. As we now show, this behavior of Hubbard
sub-bands is a manifestation of an attractive-repulsive transi-
tion of the interaction between doublons.
Detection of repulsive doublon interactions — We find that
the local Coulomb potential U′(A), alone, cannot explain the
behavior of Hubbard sub-bands obtained from DMFT simu-
lations in Fig. 3. For this reason, we further account for the
effects of the non-local interactions and hopping processes in
Hamiltonian (2) on the position of the sub-bands. We first
map the nonlocal Coulomb potential onto an on-site poten-
tial through the Peierls-Feynman-Bogoliubov variational prin-
ciple [84–86]. This leads to the local Coulomb interaction
U∗(A) = U′(A) − V ′(A) [87]. The effect of other terms in
Hamiltonian (2) can be taken into account perturbatively. In
particular, we find that only the two-hopping processes con-
tribute to the effective local Coulomb potential Ueff [81]. This
finally results in
Ueff(A) = U +
2t2
U
 1〈ρ〉J20 (A) − 9U2Ω2 ∑
m>0
1
m2
J2m(A)
 . (7)
4FIG. 4. (Left panel) Doublon density as a function of time obtained
for three different values of the vector potential A = 2.16 (blue line),
A = 2.44 (red line), and A = 2.65 (green line). (Right panel) Time-
averaged doublon density as a function of vector potential obtained
for two frequencies Ω = 10.5 (blue line) and Ω = 21 (red line).
Thus, the behavior of Hubbard sub-bands as the func-
tion of field can be approximated by the following relation
E = Ueff(A)/2. The mean value of the double occupancy 〈ρ〉
that enters the Eq. (7) can be extracted from Fig. 4, which
represents the nonequilibrium DMFT result. For two differ-
ent frequencies Ω = 10.5 and Ω = 21 we find 〈ρ〉 ' 0.11
and 〈ρ〉 ' 0.10, respectively. Remarkably, solid lines in
Fig. 3 show that this simple estimation for the position of
the sub-bands based on the effective time-independent de-
scription of the problem (2) accurately reproduces the re-
sult of nonequilibrium DMFT simulations for the initial time-
dependent model (1). This fact suggests that the introduced
Hamiltonian (2) correctly describes properties of the nonequi-
librium steady state of the system. In addition, the relation (7)
can also serve as the measure for the average double occu-
pancy of the lattice site 〈ρ〉.
We can further relate the effective local Coulomb potential
Ueff to the doublon interaction V(A) in Hamiltonian (3). In
equilibrium, the mean double occupancy 〈ρ〉 per lattice site
does not exceed 1/4 at half-filling. Larger values of 〈ρ〉 in-
dicate a population inversion. This can occur out-of equilib-
rium but for much stronger fields and smaller frequencies of
the field (Ω ∼ U close to a resonant driving between Hubbard
sub-bands) than the ones we are dealing with here [69, 74, 88].
In our case, Fig. 4 shows that the double occupancy does not
exceed 1/4. Thus, the attraction-repulsion transition of dou-
blon interactions in Fig. 1 does not involve any population in-
version, in contrast to previous proposal [71]. Besides, if we
consider the maximum value of the mean double occupancy,
i.e. 〈ρ〉 = 1/4, the energy shift of the Hubbard sub-bands
with respect to their equilibrium position in the atomic limit
(±U/2) is
∆(A) = [Ueff(A) − U] /2 ' 2V(A). (8)
Therefore, this shift ∆ is a single-fermion measurement of
the strength of the doublon-doublon interaction V(A) for
〈ρ〉 = 1/4. For smaller values of 〈ρ〉, we more generally find
∆(A) ≥ 2V(A). It follows that the negative value of ∆(A) < 0
obtained in the nonequilibrium DMFT simulations in Fig. 3
is an indirect indication that the doublon interaction, initially
attractive at zero field, has become repulsive out of equilib-
rium. The value of the field at which the interaction between
doublons changes sign is depicted in Fig. 3 by vertical dashed
lines. Importantly, the total suppression of the doublon inter-
action V(A) = 0 happens at a considerably smaller power of
the field A compared to the regime of dynamical localization,
determined by the first root of the Bessel funtion J0(A) = 0.
Therefore, the high-frequency driving provides a unique pos-
sibility to explore the regime of a weakly interacting doublon
liquid, whereas in equilibrium doublons are strongly interact-
ing J(0) = V(0) as follows from Eqs. (4) and (5).
Conclusions — To conclude, in this work we have stud-
ied the effect of the applied high-frequency perturbation on
the doublon subsystem of the fermion Hubbard model. First,
we have introduced an effective time-independent Hamilto-
nian that describes a time-averaged dynamics of doublons. We
have shown that the hopping amplitude and nonlical interac-
tion of this effective model can be controlled by the value of
the vector potential. Moreover, in a certain range of fields,
a possibility for a dynamical attraction-repulsion transition of
doublons has been investigated. Further, we have shown that
the signature of this transition can be found in the behavior
of Hubbard sub-bands of the single-fermion density of states.
We have proposed a simple explanation of the observed effect
based on the renormalization of the local Coulomb potential
via hopping processes and nonlocal Coulomb interaction. The
obtained result provides a clear criterion for the experimental
confirmation of the repulsive interactions between doublons
that involves only a local single-fermion observable.
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EFFECTIVE TIME-INDEPENDENT HAMILTONIAN
In this section we derive an effective time-independent
Hamiltonian that describes the Hubbard model under the high-
frequency periodic driving. Let us start with the following
Hamiltonian of the Hubbard model
H =
∑
〈i j〉, σ
ti j(τ)c
∗
iσciσ +
∑
i
Uni↑ni↓, (9)
where τ = Ωt, ti j(τ) = te−iA(τ)·Ri j , and Ri j is a unit vector that
connects neighbouring sites 〈i j〉. All notations are introduced
in the main text of the paper. Here we take the vector potential
A(τ) = A cos(τ) in the temporal gauge.
After we accounted for the high-frequency perturbation via
the Peierls substitution, the Hamiltonian (9) becomes time pe-
riodic. Its quantum nonequilibrium steady states obey the
time-dependent Schro¨dinger equation
i∂τΨ(λ, τ) =
1
Ω
H(τ)Ψ(λ, τ). (10)
One can introduce a dimensionless parameter λ = δE/Ω
which compares a certain energy scale δE to the field fre-
quency. For simplicity we chose δE = U as the largest
characteristic energy involved in Hamiltonian (9). Then, the
Schro¨dinger equation reads
i∂τΨ(λ, τ) = λH(τ)Ψ(λ, τ), (11)
where the Hamiltonian is now rescaled on the same energy as
H(τ) = H(τ)/δE. In the high-frequency limit, λ is a small pa-
rameter and we can look for a unitary transformation defined
as Ψ(λ, τ) = exp{−i∆(τ)}ψ(λ, τ) which removes the time de-
pendence of the Hamiltonian [14, 15, 77, 78, 80]. By con-
struction we also impose ∆(τ) =
∑+∞
n=1 λ
n∆n(τ), with ∆n(τ) a
2pi periodic function. Such a transformation leads to
i∂τψ(λ, τ) =
1
Ω
Hψ(λ, τ) = λHψ(λ, τ), (12)
with effective Hamiltonian
H = ei∆(τ)H(τ) e−i∆(τ) − iλ−1ei∆(τ)∂τe−i∆(τ) , (13)
or equivalently
H = ei∆(τ)H(τ) e−i∆(τ) − iΩei∆(τ)∂τe−i∆(τ) . (14)
The partial time-derivative satisfies the following relation
∂τe−i∆(τ) =
∞∑
n=0
{(− i∆(τ))n,− i∂τ∆(τ)}
(n + 1)!
e−i∆(τ) , (15)
where the repeated commutator is defined for two operators X
and Y by {1,Y} = Y and {Xn,Y} = [X, {Xn−1,Y}]. The square
brackets denote the usual commutator. Then, one can write
H = ei∆(τ)
H(τ) − iλ−1 ∞∑
n=0
{(− i∆(τ))n,− i∂τ∆(τ)}
(n + 1)!
 e−i∆(τ) ,
(16)
Using the series representation
H =
∞∑
n=0
λnH˜n, (17)
together with Eqs. (15) and (13), one can then determine oper-
ators H˜n and ∆n iteratively in all orders in λ. Here, we restrict
ourselves to the case of the high-frequency field, which allows
us to consider the effective Hamiltonian representation up to
the second order correction in λ: H = H˜0 +λH˜1 +λ2H˜2. These
effective time-independent Hamiltonians describe the strobo-
scopic dynamics of the system, whereas its evolution between
two stroboscopic times is encoded into the time-dependent
function ∆n(τ). For the considered problem (9), the effective
time-independent Hamiltonian was explicitly obtained in the
Ref. 15 and reads
H′(A) =
∑
〈i j〉, σ
t′(A)c†iσc jσ + U
′(A)
∑
i
ni↑ni↓
+
∑
〈i j〉
(
J′(A) d†i d j +
1
2
V ′(A) nin j +
1
2
I′(A)Si S j
)
.
(18)
Here, the hopping amplitude
t′(A) = tJ0(A) (19)
is renormalized by the Bessel function of the zeroth order
J0(A). The local and nonlocal Coulomb interactions are
U′(A) = U − 16t
2U
Ω2
∑
m>0
1
m2
J2m(A), (20)
V ′(A) =
2t2U
Ω2
∑
m>0
1
m2
J2m(A), (21)
and the field-induced hopping process of doublons d j = c j↓c j↑
has the following amplitude
J′(A) = −4t
2U
Ω2
∑
m>0
(−1)m
m2
J2m(A). (22)
The behavior of the exchange interaction I′(A) has been dis-
cussed in details in the Ref. 15, and is not of the interest for
the current work.
9EFFECTIVE LOCAL COULOMB POTENTIAL
An effective local Coulomb potential Ueff for the Hamilto-
nian (18) that determines the position of Hubbard sub-bands
in the single-fermion density of states (DOS) can be obtained
in the framework of the action formalism. For simplicity, the
result is obtained perturbatively at a finite temperature T that
will be set to zero at the end of the calculation. The action that
corresponds to the Hamiltonian (18) is following
S = − 1
β
∑
〈i j〉,ν,σ
c∗iνσ
[
iν + µ − t′(A)] c jνσ + U∗(A) ∑
i
ni↑ni↓
+
∑
〈i j〉
(
J′(A) d†i d j +
1
2
I′(A)Si S j
)
, (23)
where we also accounted for the effect of the nonlocal
Coulomb interaction via the Peierls-Feynman-Bogoliubov
variational principle, which gives U∗(A) = U′(A) − V ′(A) (see
the main text). Here, β = 1/T is the inverse temperature. We
aim to map the introduced action onto a purely local problem
S2 = − 1
β
∑
i,ν,σ
c∗iνσ
[
iν + µ
]
ciνσ + Ueff(A)
∑
i
ni↑ni↓ (24)
with Ueff(A) = U∗(A) + δU(A) that determines the position of
Hubbard sub-bands as E = ±Ueff(A)/2. Now, we can expand
the partition function Z of the action (23) up to the second
order in the small parameter t′/U, and compare the contribu-
tion to the total energy with the first order expansion of the
partition function for the action (24) in terms of δU(A). This
results in
Z1 =
∫
D[c∗, c] e−βS1
=
∫
D[c∗, c] e−βS0
[
1 −
∑
〈i j〉,ν,σ
(
t′(A)
〈
c∗iνσc jνσ
〉
+ βJ′(A)
〈
d†i d j
〉
+
βI′(A)
2
〈
Si S j
〉)
+
t′2
2
∑
〈i j〉,ν,σ
〈kl〉,ν′,σ′
〈
c∗iνσc jνσc
∗
kν′σ′clν′σ′
〉 ]
, (25)
where the action
S0 = − 1
β
∑
i,ν,σ
c∗iνσ
[
iν + µ
]
ciνσ + U
∗(A)
∑
i
ni↑ni↓, (26)
is purely local. Thus, all terms Eq. (30) contained in round
brackets are zero. The last term can be simplified as
t′2
2
∑
〈i j〉,ν,σ
〈kl〉,ν′,σ′
〈
c∗iνσc jνσc
∗
kν′σ′clν′σ′
〉
= −t′2
∑
〈i j〉,ν
〈
c∗iν↑ciν↑
〉 〈
c∗jν↑c jν↑
〉
= −4t′2
∑
i,ν
g2iν↑, (27)
where the coefficient “4” corresponds to a number of nearest-
neighbor lattice sites on a 2D square lattice. giνσ is the ex-
act Green’s function of the local problem (26), which can be
found from the following relation (see, e.g. [89])
g−1iνσ = iν −
U∗ 2(A)
4iν
. (28)
Taking the zero limit for the temperature (β → ∞), the sum
over Matsubara frequencies νn = pi(2n + 1)/β can be replaced
by the integral, and we get
−4t′2
∑
i,ν
g2iν = −4t′2
∑
i,ν
ν2(
ν2 + U∗ 2(A)/4
)2
= − t
′2β2
pi2
∑
i
∫ +∞
−∞
x2dx(
x2 + a2
)2
= −
∑
i
t′2β2
2pia
' −β
∑
i
2t′2
U
, (29)
where a = βU∗(A)/(4pi).
For the second partition function we get
Z2 =
∫
D[c∗, c] e−βS2
=
∫
D[c∗, c] e−βS0
[
1 − β
∑
i
δU
〈
ni↑ni↓
〉 ]
. (30)
Thus, the correction to the effective local Coulomb potential
can be identified from the relation δU = 2t′2/(U 〈ρ〉), where
〈ρ〉 is the mean double occupancy of the system. Therefore,
the total effective local Coulomb interaction reads
Ueff(A) = U +
2t2
U
 1〈ρ〉J20 (A) − 9U2Ω2 ∑
m>0
1
m2
J2m(A)
 . (31)
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DOUBLON HAMILTONIAN
An effective doublon Hamiltonian can be obtained perform-
ing the Schrieffer-Wolff transformation [57–60] of the fermion
problem (18). This transformation excludes single electron
hopping processes that change the number of doubly occupied
sites in the system. To identify them, the kinetic part of the
Hamiltonian (18) can be multiplied by the unity 1 = ni,σ+hi,σ,
where ni,σ is an electronic density with spin σ on a site i, and
hi,σ = 1 − ni,σ is a hole density on the same site with the same
spin. This results in∑
〈i j〉, σ
t′i jc
∗
iσc jσ = H0t +H+t +H−t , (32)
where the first contribution
H0t =
∑
〈i j〉, σ
t′i jni,−σc
∗
iσc jσn j,−σ +
∑
〈i j〉, σ
t′i jhi,−σc
∗
iσc jσh j,−σ (33)
does not change the number of the doubly-occupied sites.
Other two
H+t +H−t =
∑
〈i j〉, σ
(
t′i jni,−σc
∗
iσc jσh j,−σ + t
′
i jhi,−σc
∗
iσc jσn j,−σ
)
(34)
increase (decrease) this number by one, respectively. The term
H0t is not relevant for the Mott-insulating regime and can be
neglected. Last two contributionsH+t +H−t can be eliminated
introducing a proper unitary transformation [57–60]. Then,
one can obtain an effective Hamiltonian that describes the
doublon subsystem up to the first order in the small param-
eter t′/U
H =
∑
〈i j〉
J(A) d†i d j +
∑
i
U¯(A) ni↑ni↓ +
1
2
∑
〈i j〉
V¯(A) ni n j .
(35)
The second term can be excluded from the Hamiltonian, be-
cause it plays the role of the chemical potential for doublons,
since ρi = ni↑ni↓. The last term can also be transformed as
ni,σn j,σ′ = (ni,−σ + hi,−σ)ni,σn j,σ′ (n j,−σ′ + h j,−σ′ )
' ni,−σni,σn j,σ′n j,−σ′ = 4 ρi ρ j (36)
leading to the nonlocal interaction between doublons. In the
last equation, terms that contain hi,−σni,σ have also been nen-
glected, because they are zero in the doubly occupied case.
This results in the final Hamiltonian for doublon degrees of
freedom
Hd(A) =
∑
〈i j〉
J(A) d†i d j −
∑
〈i j〉
V(A) ρi ρ j , (37)
where the hopping amplitude J(A) and nonlocal interaction
V(A) of doublons are
J(A) =
2t2
U
J20 (A) − 2U2Ω2 ∑
m>0
(−1)m
m2
J2m(A)
 , (38)
V(A) =
2t2
U
J20 (A) − 2U2Ω2 ∑
m>0
1
m2
J2m(A)
 . (39)
Here, the contribution proportional toJ20 appears as the result
of the Schrieffer-Wolff transformation, and the second term
proportional to U2/Ω2 follows form Eqs. (21) and (22).
