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ON THE LOCAL EXISTENCE AND BLOW-UP FOR
GENERALIZED SQG PATCHES
FRANCISCO GANCEDO AND NEEL PATEL
Abstract. We study patch solutions of a family of transport equations given
by a parameter α, 0 < α < 2, with the cases α = 0 and α = 1 corresponding
to the Euler and the surface quasi-geostrophic equations respectively. In this
paper, using several new cancellations, we provide the following new results.
First, we prove local well-posedness for H2 patches in the half-space setting for
0 < α < 1/3, allowing self-intersection with the fixed boundary. Furthermore,
we are able to extend the range of α for which finite time singularities have
been shown in [42] and [40]. Second, we establish that patches remain regular
for 0 < α < 2 as long as the arc-chord condition and the regularity of order
C1+δ for δ > α/2 are time integrable. This finite-time singularity criterion
holds for lower regularity than the regularity shown in numerical simulations in
[17] and [47] for surface quasi-geostrophic patches, where the curvature of the
contour blows up numerically. This is the first proof of a finite-time singularity
criterion lower than or equal to the regularity in the numerics. Finally, we also
improve results in [25] and in [9], giving local-wellposedness for patches in H2
for 0 < α < 1 and in H3 for 1 < α < 2.
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1. Introduction
In this paper we study a family of two dimensional transport equations
∂tθ(x, t) + u(x, t) · ∇θ(x, t) = 0, x ∈ R
2, t ∈ [0,∞),(1)
where the function θ and u are related by means of an α-parameter equation:
(2) u(x, t) = ∇⊥I2−αθ(x, t), 0 < α < 2.
Above, the perpendicular gradient is given by ∇⊥ = (−∂x2 , ∂x1) and Iβ , 0 < β < 2,
is the Riesz potential whose Fourier symbol is |ξ|−β= Îβ . We are then dealing
with an active scalar θ(x, t) moving by an incompressible flow which becomes more
singular as α increases.
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The limiting case α = 0 corresponds to the 2D Euler equation, with θ repre-
senting the vorticity of an ideal fluid. For this classical PDE, there exists global
existence of solutions starting from regular data [2], although its dynamics are not
fully well understood. Recently, certain solutions have been shown to rotate uni-
formly [7], while for others, there exists exponential growth of vorticity gradient [49]
in the periodic setting and even double exponential growth of vorticity gradient in
a bounded domain [41].
The midpoint case α = 1 corresponds to the surface quasi-geostrophic equation
(SQG) with θ representing the fluid temperature. This system comes from geo-
physical science and provides particular solutions of highly rotating 3D oceanic or
atmospheric fluids [43]. Specifically, SQG has been used to understand the forma-
tion of sharp fronts of temperature. From the mathematical point of view, this
equation was introduced in [13] as a 2D model of 3D Euler; they share geomet-
rical properties and both present vortex-stretching effects. Global regularity for
general smooth initial data is an open problem. Hyperbolic blow-up was ruled out
in [15] and squirt collision of level sets was ruled out in [16]. From the numerical
point of view, some blow-up scenarios from [13] were discarded in [9], and new
ones were shown in [46] with solutions developing formation of filaments. On the
other hand, non-trivial global rotating solutions have been recently found using
computer-assisted proofs [6].
Dealing with a more singular transport equation than 2D Euler such as (1)-(2),
the global-in-time existence of regular solutions is an open question [10]. Consid-
ering (1)-(2) for 1 < α < 2, the velocity is more singular than θ(x, t), the scalar
convected. However, there still exist solutions locally in time starting from regular
data [9]. Finite-time blow-up is not known. Considering the whole range of α, the
system (1)-(2) is called the generalized SQG.
In this paper we focus on patch solutions, where the active scalar θ(x, t) is given
by
(3) θ(x, t) =
{
θ0, x ∈ D(t),
0, x ∈ R2 rD(t),
with θ0 a constant value different than zero and the set D(t) a simply connected
bounded domain with regular boundary ∂D(t). The transport equation (1) pre-
serves the structure (3) of the scalar convected, which is understood as a weak
solution of (1)-(2). The incompressibility keeps the area of D(t) constant. Hence,
the system (1)-(2)-(3) becomes a contour evolution problem where the important
question is to understand the dynamics of ∂D(t). For 2D Euler, these solutions are
vortex-patches. For SQG sharp fronts and for 0 < α < 2, we call them α-patches.
See [39],[19],[27],[26] and references therein for the study of patches evolving by
other fundamental fluid mechanics PDEs such as Euler, Navier-Stokes, Boussinesq,
Darcy’s law, etc.
This type of solution has been highly studied for the 2D Euler equation in the
so-called vortex-patch problem. In this particular setting, weak solutions exist for
all time and are unique [48]. Although finite time blow-up was conjectured in the
1980’s, persistence of C1+γ regularity, 0 < γ < 1, of the evolving boundary patches
was first proven in [11] using striated regularity and paradifferential calculus. It was
also later proven in [1] by a different geometrical approach using harmonic analysis.
Non-trivial global-in-time rotating solutions exist [4] and they have been proven
to be C∞ [34] and later to have analytic regularity [7]. From these approaches,
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different geometries have been studied such us [32] considering two patches [34],[22],
fixed-boundary effects [21] and non-constant vorticity [29].
The study of patch-type solutions for the SQG equation started much later.
Weak solutions of the system exist for all time [44] and although in a more general
setting they are not unique [3], patches certainly are [14]. A big difference with
the vortex-patch problem is that in SQG, the temperature given by (3) provides
divergent velocities at the boundary of the patches due to equation (2). This case
provides u /∈ L∞, but u ∈ BMO. Then, finding the evolution equation for the free
boundary is a difficult starting point in the analysis. However, the normal direction
of the velocity is well-defined and it is possible to find a contour dynamics evolution
equation [44]. The first analytical result was shown in [45], where local-existence
for C∞ patches through a Nash-Moser implicit function theorem was proven.
In [17], α-patches for 0 < α < 1 were introduced for the first time in the math-
ematics literature and showed how to extend the local-existence argument for C∞
free boundaries in [45] for system (1-2-3). The paper also provides numerical ev-
idence of curvature blow-up at the same instant of time as when two different
particles of patches collide at the same spatial point. Using cancellation from the
curve-structure of the α-patches and SQG sharp front systems, local-existence in
Sobolev spaces Hk for k ≥ 3 was given in [25]. In particular, later results provide a
justification of the numerical simulations in [17]. One can also see [28] where it is
proven that curvature control prevents point-wise collapse. Recently, new numerical
evidences of finite-time blow-up have been shown in [47] with a self-similar cascade
of filament scenario, developing also curvature blow-up. On the other hand, global-
in-time nontrivial rotating solutions have been found for the α-patches in [31] for
0 < α < 1 and later for SQG sharp fronts [5]. See [33] for global-in-time dynamics
of rotating pairs and [30] for existence of non-trivial stationary solutions.
It is also possible to consider patch-type solutions for more singular scenario
such as the generalized SQG equation (1-2-3) with 1 < α < 2. Local-existence of
Hk patches for k ≥ 4, together with global existence of general weak solutions, was
given in [9]. Recently, global regularity has been proven for near planar patches
in the whole space [18] using the dispersive properties of the contour evolution
equations. See [5] for the global-existence of rotating nontrivial solutions.
All these patch problems have also been studied by different approaches. The
links between regular solutions and sharp fronts via limit procedure was considered
in [23],[24] and references therein. A new cubic nonlinear one-dimensional approxi-
mation is shown in [36]. The equations are locally well-posed [37] and small initial
data solutions are globally well-posed for a SQG-model case [38].
In [42],[40] a new scenario is studied for the α-patch model. The papers consider
(1-2) in the upper-half plane with a non-slip boundary condition:
(4) u(x, t) = (u(1)(x, t), u(2)(x, t)), such that u(2)(x(1), 0, t) = 0.
The authors prove local-existence for 0 < α < 1/12 in a more singular setting
allowing H3 patches to touch the fixed boundary along a segment. Temperature is
given by several patches in the upper half plane and is considered as follows
θ(x, t) =
n∑
j=1
θjχj(x, t), θj ∈ R, χj(x, t) =
{
1, x ∈ Dj(t),
0, x ∈ R2 rDj(t),
(5)
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with Dj disjoint simply connected bounded domains with regular boundary ∂Dj
on R× [0,+∞). Uniqueness of this type of weak solution is also given in the frame
of weak solutions for 0 < α < 1/2 and in the whole R2 for 0 < α < 1. Then,
for two regular patches of opposite temperature, singularity formations are found
by assuming global-in-time existence as the two free boundaries approach to each
other and collide in finite time. The fact that initially the two patches are on the
fixed boundary along a segment allows one to control its dynamics in this scenario.
In this paper we show the following theorem for the modified SQG system,
building on the well-posedness result described in [42] and increasing the range of
α for local existence and uniqueness.
Theorem 1. Suppose Dj(0) ⊂ R× [0,+∞), j = 1, ..., n, are bounded domains with
non self-intersect H2 boundaries and Dj(0) ∩ Dk(0) = φ for k 6= j. Then there
exists a time T > 0 so that there is a unique solution of (1-2-4-5) for 0 < α < 1/3
with ∂Dj(t) ∈ C([0, T ], H
2) non self-intersecting, Dj(t) ∩Dk(t) = φ for k 6= j and
θ(x, 0) =
∑n
j=1 θjχj(x, 0).
The importance of this theorem is given by the fact that it increases the range of α
for which there exists finite time blow-up. This is done in the same singular scenario
explained above, where the patches touch the free boundary along a segment. The
lower regularity of the theorem for the patches allows us to consider higher α
because the singular part of the equation due to the fixed boundary has less of a
singular effect under a lower order norm. On the other hand, the non-locality of
the system makes the theorem more complicated than for higher regularity as the
nonlinear terms are more difficult to handle. For example, this trade-off situation
is well understood in the dynamics of the very important arc-chord condition. For
a domain D(t) such that
∂D(t) = {x(γ, t) : γ ∈ [−π, π] = T} ⊂ R× [0,+∞),
we say that the arc-chord condition is satisfied if the function F (x) defined below
F (x)(γ, η, t) =
|η|
|x(γ, t)− x(γ − η, t)|
, η, γ ∈ T, F (x)(γ, 0, t) = |∂γx(γ, t)|
−1,
is in L∞(T2). Then, in order for the nonlocal system of contour evolution equation
to make sense, F (x) has to be controlled. Consider its evolution:
∂tF (x)(γ, η, t) = −
|η|(x(γ, t)− x(γ − η, t)) · (∂tx(γ, t)− ∂tx(γ − η, t))
|x(γ, t)− x(γ − η, t)|3
.
Essentially, we have that
∂tF (x) ≤ F (x)
2‖∂γ∂tx‖L∞ ,
and consequently, the quantity ‖∂γ∂tx‖L∞ needs to be estimated. For a single
patch, the contour equation can be given by
∂tx(γ, t) =
∫
T
−∂γx(γ − η, t)
|x(γ, t)− x(γ − η, t)|α
dη +
∫
T
−∂γ x¯(γ − η, t)
|x(γ, t)− x¯(γ − η, t)|α
dη
where x¯(γ, t) = (x(1)(γ, t),−x(2)(γ, t)), showing that ‖∂γxt‖L∞ can be estimated
for 0 < α < 1/3. But, on the other hand, there is lack of symmetry in the last
nonlinear term, and hence, local-existence is not possible for H2 curves. It is
ON THE LOCAL EXISTENCE AND BLOW-UP FOR GENERALIZED SQG PATCHES 5
possible to symmetrize the contour equation with tangential terms, as they do not
change the shape of the patch [25]:
(6) ∂tx(γ, t) =
∫
T
∂γx(γ, t)− ∂γx(γ − η, t)
|x(γ, t)− x(γ − η, t)|α
dη +
∫
T
∂γx(γ, t)− ∂γ x¯(γ − η, t)
|x(γ, t)− x¯(γ − η, t)|α
dη,
Under this symmetrization, it can be seen that in above contour evolution equation,
∂γ∂tx ∼ ∂
2
γx is only in L
2 and not in L∞. In this paper, we show that with low
regularity such as x ∈ H2, it is possible to handle the above issue in the local-
existence argument due to extra cancellation found. The uniqueness result needs a
different trick, as a change of variable in the contour equation is needed in order to
deal with the more singular term involving the difference among two solutions.
Having establish local existence and uniqueness of solutions, we construct so-
lutions that exhibit singularities in finite time. In [40], for the parameter range
0 < α < 1/12, the authors construct initial data of two patches that are odd
symmetric with respect to the vertical axis such that the patches become singular
in finite time. This behavior is shown by demonstrating that a trapezoid mov-
ing towards the origin remains in the patch until the patch (and the trapezoid)
reaches the origin. This holds by assuming regularity and then getting a contra-
diction. Following the construction of [40], it is not possible to extend the finite
time singularity result to the new range 0 < α < 1/3 of our local existence result
Theorem 1. In this paper, by considering odd symmetric patches that contain a
trapezoid of greater slope than in [40], we can extend this finite time singularity
result to the range 0 < α < 1/3. Precisely, we compute the patch velocities by
considering a trapezoidal subdomain of arbitrary slope and width. We can pro-
duce sharper estimates of the horizontal and vertical velocities by decomposing the
domain of integration into subdomains that allow for more direct computation of
the integrands. For example, in the horizontal velocity bound, we integrate over a
larger subdomain of the trapezoidal region than in [40]. One additional subdomain
considered yields an integrand that is directly computable and another subdomain
requires an approximation. Our estimates let us choose the appropriate slope that
gives the correct direction of the velocity and let us choose any arbitrary width of
the trapezoid to fit it within the patch. The result is as follows:
Theorem 2. Suppose 0 < α < 1/3. There exist non self-intersecting H2 initial
patch data for (1-2-4-5) that develop a singularity in finite time.
Next, we give the following sequence of theorems regarding modified SQG patches
in the full space R2. These statements are regarding existence and uniqueness of
solutions for 0 < α < 2 and decrease the regularity of theorems in [25] and [9].
The theorems below also provide a blow-up criterion for regularity of order C1+δ
with δ > α/2. The regularity is expressed in terms of Lp norms of two derivatives
through Sobolev embedding and involve the important arc-chord condition. This
new blow-up criterion is at a level of regularity lower than the one shown numeri-
cally in [17] and [47]. Prior to this result, there was no rigorous proof of a blow-up
criterion at the regularity level of these numerical results, with the best rigorously
proven criteria being at the level of C2+δ [25].
Theorem 3 (Local existence for 0 < α < 1 in H2). Suppose x0(γ) ∈ H
2(T)
with F (x0) ∈ L
∞(T2). Then there exists a time T > 0 such that there is a unique
solution of (1-2-3) for 0 < α < 1 with ∂D(t) ∈ C([0, T ], H2), F (x) ∈ L∞([0, T ]×T2)
and ∂D(0) = {x0(γ) : γ ∈ T}.
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Theorem 4 (Local existence for 1 < α < 2 in H3). Suppose x0(γ) ∈ H
3(T)
with F (x0) ∈ L
∞(T2). Then there exists a time T > 0 such that there is a unique
solution of (1-2-3) for 1 < α < 2 with ∂D(t) ∈ C([0, T ], H3), F (x) ∈ L∞([0, T ]×T2)
and ∂D(0) = {x0(γ) : γ ∈ T}.
Theorem 5 (Regularity criterion). Consider ∂D(t) a solution of (1-2-3) with
∂D(0) = {x0(γ) : γ ∈ T}, x0(γ) ∈ H
n(T), n ≥ 2 for 0 < α < 1, n ≥ 3 for
1 ≤ α < 2, and F (x0) ∈ L
∞(T2). Assume that for p > (1− α/2)−1 and T > 0 the
following holds
(7)
∫ T
0
(‖∂2γx‖Lp(s) + ‖F (x)‖L∞(s))‖∂
2
γx‖Lp(s)‖F (x)‖
2+α
L∞ (s)ds <∞.
Then ∂D(t) ∈ C([0, T ], Hn(T)) and F (x) ∈ L∞([0, T ]× T2).
The main nonlinear term in this case is given by the first one in (6). Hence,
doing energy estimates, symmetrization and integration by parts provide that one
of the most singular characters to control is given by
S =
α
4
∫
T
∫
T
|∂kγx(γ)−∂
k
γx(γ−η)|
2K(γ, η)dηdγ,
with K being the following kernel
K(γ, η) =
(x(γ)−x(γ−η)) · (∂γx(γ)−∂γx(γ−η))
|x(γ)− x(γ − η)|α+2
.
Above we suppress the time dependence for simplicity and consider k ≥ 2. In the
case 0 < α < 1, the kernel inside the integral above can be bound as follows
|K(γ, η)|≤ ‖F (x)‖α+1L∞ |∂γx|Cδ |η|
−α−1+δ,
where the seminorm |·|Cδ is given by supγ 6=η|f(γ)−f(η)||γ−η|
−δ. Then, for α < δ,
it yields the following control for S:
S ≤ ‖F (x)‖α+1L∞ |∂γx|Cδ‖∂
k
γx‖
2
L2 .
Different approaches for different terms allow similar bounds which, using Sobolev
embedding, provide local-existence for Hk with k ≥ 2 in the case 0 < α < 1/2 and
local-existence for Hk with k ≥ 3 in the case 1/2 ≤ α < 1. A regularity criteria
also follows in terms of C1+δ regularity for α < δ. In the case 1 ≤ α < 2, the same
kernel needs to be rewritten as
K(γ, η) =
(x(γ)−x(γ−η)) · (∂γx(γ)−∂γx(γ−η))− ∂γx(γ) · ∂
2
γx(γ)η
2
|x(γ)− x(γ − η)|α+2
for a time independent tangent vector length reparameterization (see [25] for more
details). The above expression yields
|K(γ, η)|≤ ‖F (x)‖α+1L∞ (|∂
2
γx|Cδ+‖F (x)‖L∞‖∂
2
γx‖L∞ |∂γx|Cδ )|η|
−α+δ,
yielding the following control for S:
S ≤ ‖F (x)‖α+1L∞ (|∂
2
γx|Cδ+‖F (x)‖L∞‖∂
2
γx‖L∞ |∂γx|Cδ )‖∂
k
γx‖
2
L2 ,
given that α − 1 < δ. The same intuition shows local-existence for Hk with k ≥ 4
in the case 3/2 ≤ α < 2 and a blow-up criterion involving C2+δ regularity for
α− 1 < δ. Below, we show new extra cancellations which overcome the difficulties
explained above. In particular, the blow-up criterion is mostly in terms of |∂γx|Cδ ,
δ > α/2, but we use Sobolev embedding to put all the terms at the same level so
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that the norm ‖∂2γx‖Lp∼ |∂γx|Cδ is used for 1− δ = p
−1. Therefore, this gives the
relation p > (1− α/2)−1.
The structure of the paper is as follows: In Section 2, we set up the contour equa-
tion for the boundaries of each patch Dj under the condition that the parametriza-
tion is solely dependent on time, i.e. |∂γx(γ, t)|
2= A(t). In Section 3 we prove the
appropriate a priori estimates to get the local existence result in Theorem 1, for the
contours xj for each j ∈ {1, . . . , n}. In doing so, we realize that the aforementioned
choice of parametrization will allow us to perform the estimates required to control
the arc chord term
F (xj)(γ, η, t) =
|η|
|xj(γ, t)− xj(γ − η, t)|
(8)
for each j ∈ 1, . . . , n. In Section 4, we prove the velocity estimates for the finite
time singularity construction to prove Theorem 2. Finally in Section 5 we prove
Theorems 3, 4 and 5 through the use of the new cancellations.
2. Contour Equation with Constant Parametrization
In this section, we derive the contour equation under constant parametrization.
Consider n patches and 0 < α < 1 each with constant parametrization given by
xk(γ) for γ ∈ [0, 2π] and k = 1, . . . , n. The contour equation for the SQG equation
is given by
(9) ∂txk(γ, t) =
n∑
j=1
θj
2α
∫
T
∂γxk(γ, t)− ∂γxj(γ − η, t)
|xk(γ, t)− xj(γ − η, t)|α
dη
+
θj
2α
∫
T
∂γxk(γ, t)− ∂γ x¯j(γ − η, t)
|xk(γ, t)− x¯j(γ − η, t)|α
dη
where θj is the magnitude of the temperature patch inside the contour xj (see
[42] for more details). For the purposes of our calculations, we will change the
parametrization of the contour to depend only on time, i.e. |∂γxj |
2= Aj(t) for each
j ∈ {1, . . . , n}. By the chain rule, changing the parametrization of the contour
equation gives us the equation
(10) ∂txk(γ, t) = NLk(γ, t) + λk(γ, t)∂γxk(γ, t)
where
(11) NLk(γ, t) =
n∑
j=1
θj
2α
∫
T
∂γxk(γ, t)− ∂γxj(γ − η, t)
|xk(γ, t)− xj(γ − η, t)|α
dη
+
θj
2α
∫
T
∂γxk(γ, t)− ∂γ x¯j(γ − η, t)
|xk(γ, t)− x¯j(γ − η, t)|α
dη.
To solve for c(γ, t), we differentiate both sides of 10 in the γ variable:
∂γ∂txk(γ, t) = ∂γNLk(γ, t) + λk(γ, t)∂
2
γxk(γ, t) + ∂γλk(γ, t)∂γxk(γ, t).
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Taking an inner product of both sides with the tangential derivative ∂γx(γ), we
obtain
∂γxk(γ) · ∂γ∂txk(γ) = ∂γxk(γ) · ∂γNLk(γ) + ∂γxk(γ) · λk(γ)∂
2
γxk(γ)
+ ∂γxk(γ) · ∂γλk(γ)∂γxk(γ)
= ∂γxk(γ) · ∂γNLk(γ) + ∂γλk(γ)|∂γxk(γ)|
2
since by our choice of parametrization,
∂γxk(γ) · λk(γ)∂
2
γxk(γ) = λk(γ)∂γ(|∂γxk(γ)|
2) = λk(γ)∂γA(t) = 0.
Now, integrating, we obtain that∫ π
−π
∂γxk(γ) · ∂γ∂txk(γ)dγ =
1
2
∫ π
−π
∂t(|∂γxk(γ)|
2)dγ =
1
2
∫ π
−π
∂t(A(t))dγ
= π∂t(A(t)) = 2π∂γxk(γ) · ∂γ∂txk(γ),
and∫ π
−π
∂γxk(γ) · ∂γ∂txk(γ)dγ =
∫ π
−π
(∂γxk(γ) · ∂γNLk(γ) + ∂γλk(γ)|∂γxk(γ)|
2)dγ
=
∫ π
−π
∂γxk(γ) · ∂γNLk(γ)dγ +
∫ π
−π
∂γλk(γ)A(t)dγ
=
∫ π
−π
∂γxk(γ) · ∂γNLk(γ)dγ.
Hence,
1
2π
∫
T
∂βxk(η) · ∂ηNLk(η)dη = ∂γxk(γ) · ∂γNLk(γ) +A(t)∂γλk(γ)
which implies that
(12) λk(γ, t) =
γ+π
2π
∫
T
∂ηxk(η) · ∂ηNLk(η)
A(t)
dη −
∫ γ
−π
∂ηxk(η) · ∂ηNLk(η)
A(t)
dη.
Gathering equations (10-11-12), we find the contour evolution system on the
half plane. Removing the second summation term of (11), we have the contour
evolution system on the whole plane.
3. Proof of Theorem 1
In this section we prove Theorem 1 by giving the main a priori estimates in the
proof. The regularizing process to get bona fide estimate for the system can be
done as in [42], which gives us the existence part of the theorem as a consequence
of the apriori estimates we prove here. As mentioned in the introduction, for the
uniqueness arguemnt of the theorem, we will also defer to the proof of uniqueness
in [42]; it can be adjusted for the desired regularity of our theorem.
3.1. Evolution of ‖x‖H2 . In this section, we will consider the evolution of one
patch xk in the Sobolev space H
2. In the end, by summing the estimates for each
patch xk, we will have the apriori estimate for the evolution of the H
2 regularity
of the whole system of contours {xj}j=1,...,n.
We begin by differentiating the H˙2 norm in time:
1
2
d
dt
‖xk‖
2
H˙2
=
∫
T
∂2γxk(γ) · ∂
2
γ∂txk(γ)dγ.
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We can write
∂2γ∂txk(γ) = ∂
2
γNLj=k + ∂
2
γNLj 6=k + ∂
2
γ(Tk)(13)
where NLj=k is the term with j = k in the sum of (9), NLj 6=k are the other terms
in the sum of (9) and Tk is the tangential terms, i.e. the terms that come from
the choice of parametrization |∂γxk(γ, t)|
2= Ak(t). In the upcoming subsections,
we shall begin by bounding the NLj=k nonlinear terms. In particular, we focus
on the more difficult to control terms that are due to the boundary. Following the
estimates of the j = k terms, we bound the NLj 6=k terms by controlling the distance
between distinct contours. In the last subsection, we conclude the apriori estimates
by controlling the tangential terms that appear due to the choice of parametrization.
3.2. Controlling the NLj=k terms. First, we will examine the nonlinear term
NLj=k. We split the nonlinear term NLj=k into
NLj=k = Ok +Nk(14)
where
Ok =
∫
T
∂γxk(γ)−∂γxk(γ−η)
|xk(γ)−xk(γ−η)|α
dη
is the old term from the full space equation and
Nk =
∫
T
∂γxk(γ)−∂γx¯k(γ−η)
|xk(γ)−x¯k(γ−η)|α
dη
is the new term from the half space equation. We handle the new term, which is
more singular. We consider∫
T
∂2γxk(γ) · ∂
2
γNkdγ = I1 + I2 + I3
where
I1 =
∫
T
∫
T
∂2γxk(γ) ·
∂3γxk(γ)− ∂
3
γ x¯k(γ − η)
|xk(γ)−x¯k(γ−η)|α
dηdγ,
I2 =
∫
T
∫
T
∂2γxk(γ) · (∂
2
γxk(γ)− ∂
2
γ x¯k(γ − η))∂γ(|xk(γ)−x¯k(γ−η)|
−α)dηdγ,
and
I3 =
∫
T
∫
T
∂2γxk(γ) · (∂γxk(γ)−∂γx¯k(γ−η))∂
2
γ(|xk(γ)−x¯k(γ−η)|
−α)dη.
We first consider the highest order term in derivatives:
I1 =
∫
T
∫
T
∂2γ x¯k(γ) ·
∂3γ x¯k(γ)− ∂
3
γx(γ − η)
|xk(γ)−x¯k(γ−η)|α
dηdγ
=
∫
T
∫
T
∂2γ x¯k(γ − η) ·
∂3γ x¯k(γ − η)− ∂
3
γxk(γ)
|xk(γ)−x¯k(γ−η)|α
dηdγ.
(15)
10 FRANCISCO GANCEDO AND NEEL PATEL
Hence,
I1 =
1
2
∫
T
∫
T
(∂2γxk(γ)− ∂
2
γ x¯k(γ − η)) ·
∂3γ x¯k(γ − η)− ∂
3
γxk(γ)
|xk(γ)−x¯k(γ−η)|α
dηdγ
= cα
∫
T
∫
T
|∂2γxk(γ)− ∂
2
γ x¯k(γ − η)|
2 (∂γxk(γ)−∂γx¯k(γ−η))·(xk(γ)−x¯k(γ−η))
|xk(γ)−x¯k(γ−η)|α+2
dηdγ
.
∫
T
∫
T
(|∂2γxk(γ)|
2+|∂2γ x¯k(γ − η)|
2)
|∂γxk(γ)−∂γ x¯k(γ−η)|
|xk(γ)−x¯k(γ−η)|α+1
dηdγ.
(16)
We will now use the following interpolation lemma for positive function, restated
from [42]:
Lemma 6. [Lemma 2.2, [42]] Suppose σ ∈ [0, 1] and ∂γf ∈ C
σ(T) such that
f(γ) ≥ 0. Then, for any γ ∈ T, the following inequality holds:
|∂γf(γ)|≤ 2‖∂γf‖
1/(1+σ)
Cσ f(γ)
σ/(1+σ).(17)
Using Lemma 6, we can see that
|∂γxk(γ)−∂γ x¯k(γ−η)| ≤ |∂γxk(γ)−∂γxk(γ−η)|+|∂γx
(2)
k (γ − η)|
≤ |η|1/3‖∂γxk‖
C
1
3
+|∂γx
(2)
k (γ − η)|
. |η|1/3‖∂γxk‖
C
1
3
+‖∂γx
(2)
k ‖
2/3
C
1
2
(x
(2)
k (γ − η))
1/3
where xk = (x
(1)
k , x
(2)
k ). Furthermore, we have
(0, 2x
(2)
k (γ − η)) = xk(γ − η)− x¯k(γ − η)
= −(xk(γ)−xk(γ−η)) + xk(γ)−x¯k(γ−η)
and therefore
2x
(2)
k (γ − η) ≤ |xk(γ)−xk(γ−η)|+|xk(γ)−x¯k(γ−η)|
≤ ‖xk‖C1 |η|+|xk(γ)−x¯k(γ−η)|.
Using the definition of F (x)(γ, η),
|η|≤ F (x)(γ, η)|xk(γ)−xk(γ−η)|≤ F (x)(γ, η)|xk(γ)−x¯k(γ−η)|
and hence, using Sobolev embeddings
|∂γxk(γ)−∂γ x¯k(γ−η)|. ‖x‖
2
3
H2‖F (xk)‖
1
3
L∞ |xk(γ)−x¯k(γ−η)|
1
3 .(18)
Thus,
I1 .
∫
T
∫
T
(|∂2γxk(γ)|
2+|∂2γ x¯k(γ − η)|
2)
‖xk‖H2‖F (xk)‖
1
3
L∞
|xk(γ)−x¯k(γ−η)|α+2/3
dηdγ
. ‖xk‖H2‖F (xk)‖
1+α
L∞
∫
T
∫
T
(|∂2γxk(γ)|
2+|∂2γ x¯k(γ − η)|
2)
1
|η|α+2/3
dηdγ
. ‖xk‖
3
H2‖F (xk)‖
1+α
L∞
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for α < 1/3. Next, the same argument holds for the second term for α < 1/3:
I2 =
∫
T
∫
T
∂2γxk(γ) · (∂
2
γxk(γ)− ∂
2
γ x¯k(γ − η))(xk(γ)−x¯k(γ−η))
·
(∂γxk(γ)−∂γx¯k(γ−η))
|xk(γ)−x¯k(γ−η)|α+2
dηdγ
≤
∫
T
∫
T
(|∂2γxk(γ)|
2+|∂2γxk(γ)||∂
2
γ x¯k(γ − η)|)
‖xk‖H2‖F (xk)‖
1
3
L∞
|xk(γ)−x¯k(γ−η)|α+2/3
dηdγ
. ‖xk‖
3
H2‖F (xk)‖
1+α
L∞ .
Finally, the terms I3 can be written as
I3 =
∫
T
∂2γx(γ) ·A3dγ, where A3 = A31 +A32 +A33,
and
A31 = cα
∫
T
(∂γxk(γ)−∂γ x¯k(γ−η))
(xk(γ)−x¯k(γ−η)) · (∂
2
γxk(γ)−∂
2
γ x¯k(γ−η))
|xk(γ)−x¯k(γ−η)|α+2
dη,
A32 = cα
∫
T
(∂γxk(γ)−∂γ x¯k(γ−η))
|∂γxk(γ)−∂γx¯k(γ−η)|
2
|xk(γ)−x¯k(γ−η)|α+2
dη
and
A33 = cα
∫
T
(∂γxk(γ)−∂γ x¯k(γ−η))
((xk(γ)−x¯k(γ−η)) · (∂γxk(γ)−∂γ x¯k(γ−η)))
2
|xk(γ)−x¯k(γ−η)|α+4
dη.
The A31 term is done exactly the same as A2 for α < 1/3. We now deal with the
other terms A32 and A33. We first need the following lemma:
Lemma 7. Suppose f > 0 2π-periodic and f ∈ H2 and 1 < β ≤ 2. Then∫
T
|f ′(x)|4
f(x)β
dx ≤ C‖f‖2H2 .
Proof. Let
P =
∫
T
f ′(x)4
f(x)β
dx.
Then, by integration by parts,
P = f ′(x)3f(x)1−β
∣∣∣2π
0
− 3
∫
T
f ′′(x)f ′(x)2f(x)
f(x)β
dx+ β
∫
T
f ′(x)4f(x)
f(x)β+1
dx
= P1 + P2 + βP ≤
1
|1− β|
(|P1|+|P2|).
The term P1 is zero using periodicity. P2 is done as follows:
|P2|≤ 3‖f‖H˙2
(∫
T
f ′(x)4
f(x)2β−2
dx
) 1
2
≤ Cǫ‖f‖
2
H˙2
+ǫP
since 2β − 2 ≤ β for β ≤ 2. Combining the above estimates, we complete the
proof. 
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Let us now estimate the terms from A32. By change of variables γ ⇄ γ − η and
the property u · v = u¯ · v¯, we have that
I32
def
=
∫
T
∫
T
∂2γxk(γ) · (∂γxk(γ)−∂γ x¯k(γ−η))
|∂γxk(γ)−∂γx¯k(γ−η)|
2
|xk(γ)−x¯k(γ−η)|α+2
dηdγ
= −
∫
T
∫
T
∂2γ x¯k(γ − η) · (∂γxk(γ)−∂γx¯k(γ−η))
|∂γxk(γ)−∂γ x¯k(γ−η)|
2
|xk(γ)−x¯k(γ−η)|α+2
dηdγ.
Adding half of the last two expression we find
I32 =
1
4
∫
T
∫
T
∂γ(|∂γxk(γ)−∂γ x¯k(γ−η)|
2)
|∂γxk(γ)−∂γx¯k(γ−η)|
2
|xk(γ)−x¯k(γ−η)|α+2
dηdγ
=cα
∫
T
∫
T
(xk(γ)−x¯k(γ−η))·(∂γxk(γ)−∂γ x¯k(γ−η))
|∂γxk(γ)−∂γx¯k(γ−η)|
4
|xk(γ)−x¯k(γ−η)|α+4
dηdγ.
Hence, by the property
|∂γxk(γ)−∂γx¯k(γ−η)|≤ 2|∂γx
(2)
k (γ − η)|+|∂γxk(γ)−∂γxk(γ−η)|,
we have that
|I32| .
∫
T
∫
T
|∂γxk(γ)−∂γ x¯k(γ−η)|
5
|xk(γ)−x¯k(γ−η)|α+3
dηdγ
≤
∫
T
∫
T
|η|−1+ǫ
|∂γxk(γ)−∂γ x¯k(γ−η)|
5
|xk(γ)−x¯k(γ−η)|α+2+ǫ
dηdγ
.
∫
T
∫
T
|η|−1+ǫ
|∂γx
(2)
k (γ − η)|
4+|∂γxk(γ)−∂γxk(γ−η)|
4
|xk(γ)−x¯k(γ−η)|α+
5
3
+ǫ
dηdγ
and therefore
|I32| .
∫
T
|∂γx
(2)
k (γ)|
4
|x
(2)
k (γ)|
α+ 5
3
+ǫ
dγ + ‖xk‖
4
H2
∫
T
∫
T
|η|−1/3−αdηdγ
. I321 + ‖xk‖
4
H2
where in the last line we have used Young’s inequality and
I321 =
∫
T
|∂γx
(2)
k (γ)|
4
|x
(2)
k (γ)|
α+ 5
3
+ǫ
dγ.
Since x
(2)
k ≥ 0, we obtain that for all δ > 0, the function x
(2)
k,δ = x
(2)
k +δ > 0. Hence,
I321 = lim
δ→0
∫
T
|∂γx
(2)
k (γ)|
4
|x
(2)
k,δ(γ)|
α+ 5
3
+ǫ
dγ
= lim
δ→0
∫
T
|∂γx
(2)
k,ǫ(γ)|
4
|x
(2)
k,δ(γ)|
α+ 5
3
+ǫ
dγ
. lim
δ→0
‖xk,δ‖
2
H2 .
where we applied Lemma 7 in the last line for α < 1/3. Taking the limit, we obtain
that I321 is indeed bounded by ‖xk‖
2
H2 . Hence, we have appropriately bounded the
term A32. The term A33 can be handled similarly:∫
T
∂2γxk(γ)A33dγ ≤ ‖xk‖H2‖A33‖L2
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and
‖A33‖L2 ≤
∥∥∥ ∫
T
dη
|∂γxk(γ)−∂γ x¯k(γ−η)|
3
|xk(γ)−x¯k(γ−η)|2+α
∥∥∥
L2
≤ ‖∂γxk‖
2/3
C1/2
∥∥∥ ∫
T
dη
|∂γxk(γ)−∂γ x¯k(γ−η)|
2
|xk(γ)−x¯k(γ−η)|5/3+α
∥∥∥
L2
≤ ‖xk‖
2/3
H2 (I331 + I332)
where in the second line we used Lemma 6 and
I331 =
∥∥∥ ∫
T
dη
|∂γxk(γ)−∂γxk(γ−η)|
2
|xk(γ)−xk(γ−η)|5/3+α
∥∥∥
L2
and
I332 = ‖
∫
T
dη
|∂γx
(2)
k (γ)|
2
|xk(γ)−x¯k(γ−η)|5/3+α
∥∥∥
L2
.
Then, we control I331 and I332 as follows:
I331 ≤ ‖xk‖
2/3
H2 ‖F (xk)‖
5/3+α
L∞ ‖∂γx‖
2
C1/2
∥∥∥ ∫
T
dη
1
|η|2/3+α
∥∥∥
L2
. ‖xk‖
8/3
H2
and
I332 ≤ ‖F (xk)‖
1−ǫ
L∞
∥∥∥ ∫
T
dη|η|−1+ǫ
|∂γx
(2)
k (γ − η)|
2
|x
(2)
k (γ − η)|
2/3+α+ǫ
∥∥∥
L2
.
∥∥∥|·|−1+ǫ∥∥∥
L1
(∫
T
dγ
|∂γx
(2)
k (γ)|
4
|x
(2)
k (γ)|
4/3+2α+2ǫ
)1/2
. ‖xk‖
2
H2
using Lemma 7 as was done for controlling I321.
3.3. Controlling the NLj 6=k terms. We now turn to the second type of terms
we need to control, NLj 6=k. We begin by defining the quantity
δ[x](t)
def
= min
i6=j
min
γ,η∈T
|xi(γ)− xj(η)|.(19)
We have the following proposition to control δ[x](t).
Proposition 8. For every k ∈ {1, . . . n}, we have the following control over δ[x]−1 :
d
dt
(
(δ[x](t))−1
)
.
∑
j 6=k
δ[x](t)−2(1 + ‖F‖αL∞‖xk‖
2
C1+δ[x](t)
−α‖xj‖C1‖xk‖C1)‖xk‖C1.
Proof. We first note that for j 6= k,
‖
∫
T
∂γxk(γ, t)− ∂γ x¯j(γ − η, t)
|xk(γ, t)− x¯j(γ − η, t)|α
‖L∞. (‖xk‖C1+‖xj‖C1)δ[x](t)
−α
and for j = k,
‖
∫
T
∂γxk(γ, t)− ∂γ x¯k(γ − η, t)
|xk(γ, t)− x¯k(γ − η, t)|α
‖L∞. ‖x‖C1‖F‖
α
L∞.
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We obtain similar bounds for the other terms in NLj=k and NLj 6=k. For the
tangential terms, we have
‖λk(γ)∂γxk(γ)‖L∞
≤ ‖λk(γ)‖L∞‖xk‖C1. (1 + ‖NLk‖L∞‖xk‖C1)‖xk‖C1
.
∑
j 6=k
(1 + ‖F‖αL∞‖xk‖
2
C1+δ[x](t)
−α‖xk‖C1‖xj‖C1)‖xk‖C1.
Using the above equations, we see that for any k ∈ {1, . . . n},
‖∂txk‖L∞.
∑
j 6=k
(1 + ‖F‖αL∞‖xk‖
2
C1+δ[x](t)
−α‖xk‖C1‖xj‖C1)‖xk‖C1 .
Hence, twice that bound holds for ddtδ[x](t). Finally,
d
dt
(
δ[x](t)−1
)
= δ[x](t)−2
d
dt
δ[x](t)
thereby showing our claim. 
We can now apply Proposition 8 to control the NLj 6=k terms. We decompose
NLj 6=k = Oj 6=k +Nj 6=k
where
Oj 6=k =
θj
2α
∫
T
∂γxk(γ, t)− ∂γxj(γ − η, t)
|xk(γ, t)− xj(γ − η, t)|α
dη
and
Nj 6=k =
∫
T
∂γxk(γ, t)− ∂γ x¯j(γ − η, t)
|xk(γ, t)− x¯j(γ − η, t)|α
for j 6= k. We first consider the Nj 6=k terms, as the Oj 6=k terms can be controlled
similarly.
∂2γNj 6=k
def
= B1 +B2 +B3
where
B1 =
∫
T
∂3γxk(γ)− ∂
3
γ x¯j(γ − η)
|xk(γ)− x¯j(γ − η)|α
,
B2 =
∫
T
(∂2γxk(γ)− ∂
2
γ x¯j(γ − η))(xk(γ)− x¯j(γ − η)) · (∂γxk(γ)− ∂γ x¯j(γ − η))
|xk(γ)− x¯j(γ − η)|α+2
and
B3 =
∫
T
(∂γxk(γ)−∂γx¯k(γ−η))∂
2
γ(
1
|(xk(γ)− x¯j(γ − η)|α
).
We first consider the highest order term B1:
J1
def
=
∫
T
∂2γx(γ) ·B1dγ =
∫
T
∫
T
∂2γxk(γ) ·
∂3γxk(γ)− ∂
3
γ x¯j(γ − η)
|xk(γ)− x¯j(γ − η)|α
dηdγ
=
∫
T
∫
T
∂γ(|∂
2
γxk(γ)|
2)
1
|xk(γ)− x¯j(γ − η)|α
dηdγ
+
∫
T
∫
T
∂2γxk(γ) ·
∂η∂
2
γ x¯j(γ − η)
|xk(γ)− x¯j(γ − η)|α
dηdγ
=J11 + J12.
(20)
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For J11, we integrate by parts in γ to obtain
|J11| =
∣∣∣ ∫
T
∫
T
|∂2γxk(γ)|
2 (xk(γ)− x¯j(γ − η)) · ∂γxk(γ)− ∂γ x¯j(γ − η)
|xk(γ)− x¯j(γ − η)|α+2
dηdγ
∣∣∣
. ‖xk‖
2
H2δ[x]
−1−α(‖xj‖C1+‖xk‖C1).
Integrating by parts in η, the same bound holds for J22. The remaining terms B2
and B3 can be bounded in L
2. For example,
‖B2‖L2γ
=
∥∥∥∫
T
(∂2γxk(γ)− ∂
2
γ x¯j(γ − η))(xk(γ)− x¯j(γ − η)) · (∂γxk(γ)− ∂γ x¯j(γ − η))
|xk(γ)− x¯j(γ − η)|α+2
dη
∥∥∥
L2γ
≤ (‖xj‖H2+‖xk‖H2)δ[x]
−α−1(‖xj‖C1+‖xk‖C1)
and hence∫
T
∂2γxk(γ)B2dγ ≤ ‖xk‖H2‖B2‖
2
L
. (‖xk‖
2
H2+‖xj‖H2‖xk‖H2)δ[x]
−α−1(‖xj‖C1+‖xk‖C1).
We can do the same for B3 after differentiating it:
B3 =
∫
T
(∂γxk(γ)−∂γ x¯k(γ−η))∂γ
( (xk(γ)− x¯j(γ − η)) · (∂γxk(γ)− ∂γ x¯j(γ − η))
|xk(γ)− x¯j(γ − η)|α+2
)
=
∫
T
(∂γxk(γ)−∂γ x¯k(γ−η))
((xk(γ)− x¯j(γ − η)) · (∂γxk(γ)− ∂γ x¯j(γ − η)))
2
|xk(γ)− x¯j(γ − η)|α+4
+
∫
T
(∂γxk(γ)−∂γx¯k(γ−η))
|∂γxk(γ)− ∂γ x¯j(γ − η)|
2
|xk(γ)− x¯j(γ − η)|α+2
+
∫
T
(∂γxk(γ)−∂γx¯k(γ−η))
(xk(γ)− x¯j(γ − η)) · (∂
2
γxk(γ)− ∂
2
γ x¯j(γ − η))
|xk(γ)− x¯j(γ − η)|α+2
def
= B31 +B32 +B33.
First,
|B31|≤
∫
T
|∂γxk(γ)−∂γx¯k(γ−η)|
|∂γxk(γ)− ∂γ x¯j(γ − η)|
2
|xk(γ)− x¯j(γ − η)|α+2
and
|B32|≤
∫
T
|∂γxk(γ)−∂γ x¯k(γ−η)|
|∂γxk(γ)− ∂γ x¯j(γ − η)|
2
|xk(γ)− x¯j(γ − η)|α+2
.
Hence,
‖B31‖L2 ≤ (‖xk‖C1+‖xj‖C1)
3δ[x]α+2
. (‖xk‖H2+‖xj‖H2)
3δ[x]α+2.
The same bound holds for B32. For B33, we have
‖B31‖L2 ≤
∥∥∥ ∫
T
|∂γxk(γ)−∂γ x¯k(γ−η)|
|∂2γxk(γ)− ∂
2
γ x¯j(γ − η)|
|xk(γ)− x¯j(γ − η)|α+1
∥∥∥
L2
≤ (‖xk‖C1+‖xj‖C1)(‖xk‖H2+‖xj‖H2)δ[x]
α+1
. (‖xk‖H2+‖xj‖H2)
2δ[x]α+1.
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Finally, we have the estimate for i = 2, 3∫
T
∂2γxk(γ) · Bidγ ≤ ‖xk‖H2‖Bi‖L2
and applying the estimates of ‖Bi‖L2 from above, we have the appropriate bounds
we want.
3.4. Controlling the tangential terms. Finally, we deal with the tangential
term: c(γ)∂γxk(γ). We have
∫
T
∂2γxk(γ) · λk(γ)∂
3
γxk(γ)dγ + 2
∫
T
∂2γxk(γ) · ∂γλk(γ)∂
2
γxk(γ)dγ
+
∫
T
∂2γxk(γ) · ∂
2
γλk(γ)∂γxk(γ)dγ
=
3
2
∫
T
|∂2γxk(γ)|
2∂γλk(γ)dγ +
∫
T
∂2γxk(γ) · ∂
2
γλk(γ)∂γxk(γ)dγ
def
= K1 +K2.
First,
K2 =
1
2
∫
T
∂γ(|∂γxk(γ)|
2)∂2γλk(γ)dγ =
1
2
∫
T
∂γ(A(t))∂
2
γλk(γ)dγ = 0.
Next,
∂γλk(γ) = −
∂γxk(γ) · ∂γNLk(γ)
A(t)
+
1
2π
∫
T
∂γxk(β) · ∂γNLk(β)
A(t)
dβ
def
= D1 +D2
Let us consider the conjugate terms of NLk, as the other terms in NLk are similar
and with more cancellation. For those terms in ∂γNL(γ), we have
∂γ
∫
T
∂γxk(γ)− ∂γ x¯k(γ − ξ)
|xk(γ)− x¯k(γ − ξ)|α
dξ
def
= D11(γ) +D12(γ)
where
D11 =
∫
T
−
α
2
∂γxk(γ)− ∂γ x¯k(γ − ξ)
|xk(γ)− x¯k(γ − ξ)|α+2
(xk(γ)− x¯k(γ− ξ)) · (∂γxk(γ)−∂γ x¯k(γ− ξ))dξ
and
D12 =
∫
T
∂2γxk(γ)− ∂
2
γ x¯k(γ − ξ)
|xk(γ)− x¯k(γ − ξ)|α
dξ.
So first,
|∂γxk(γ) ·D12(γ)| =
∣∣∣∂γxk(γ) · ∫
T
∂2γxk(γ)− ∂
2
γ x¯k(γ − ξ)
|xk(γ)− x¯k(γ − ξ)|α
dξ
=
1
2
∫
T
∂γ(∂γxk(γ)
2)− 2∂γxk(γ) · ∂
2
γ x¯k(γ − ξ)
|xk(γ)− x¯k(γ − ξ)|α
dξ
∣∣∣
=
∣∣∣ ∫
T
∂γxk(γ) · ∂
2
γ x¯k(γ − ξ)
|xk(γ)− x¯k(γ − ξ)|α
dξ
∣∣∣
≤ ‖xk‖C1‖F‖
α
L∞‖xk‖H˙2‖|ξ|
α‖L2
. ‖xk‖C1‖F‖
α
L∞‖xk‖H˙2 .
For D11, we have that it is bounded for α < 2/3 using previous arguments since
|D11|.
∫
T
|∂γxk(γ)−∂γx¯k(γ−η)|
2
|xk(γ)−x¯k(γ−η)|α+1
.
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For NLj 6=k, the derivative of the conjugate terms can be written as the sum E1+E2
where
E1 =
∫
T
∂2γxk(γ)− ∂
2
γ x¯j(γ − ξ)
|xk(γ)− x¯j(γ − ξ)|α
dξ
and
E2 =
∫
T
∂γxk(γ)− ∂γ x¯j(γ − ξ)
|xk(γ)− x¯j(γ − ξ)|α+2
(xk(γ)− x¯j(γ − ξ)) · (∂γxk(γ)− ∂γ x¯j(γ − ξ))dξ.
Consider E1 first:
∂γxk(γ) ·
∫
T
∂2γxk(γ)− ∂
2
γ x¯j(γ − ξ)
|xk(γ)− x¯j(γ − ξ)|α
dξ = −
∫
T
∂γxk(γ) · ∂
2
γ x¯j(γ − ξ)
|xk(γ)− x¯j(γ − ξ)|α
dξ
≤ ‖xk‖C1‖xj‖H2δ[x]
−1−α.
Similarly, we can bound the term from E2 by
∂γxk(γ) · E2 ≤ (‖xk‖
2
C1+‖xj‖
2
C1)‖xk‖C1δ[x]
−1−α.
Hence, K1 is also appropriately bounded since
K1 . ‖xk‖
2
H2‖∂γλk‖L∞δ[x]
−1−α.
Summarizing, combining the estimates for the nonlinear terms from Sections 3.2,
3.3 and 3.4, we obtain the estimate∫
T
∂2γxk(γ) · ∂t∂
2
γxk(γ)dγ . P(‖x1‖H2 , . . . , ‖xn‖H2)
for a polynomial P with coefficients depending on ‖F (xk)‖L∞ , δ[x]
−1 and α. Thus,
we have the appropriate apriori estimate for the evolution of ‖xk‖H2 .
3.5. Control of ‖F (x)‖L∞. Consider
F (xk)
def
= F (xk)(γ, η) =
|η|
|xk(γ)−xk(γ−η)|
.
Then
∂tF (xk) = −
|η|(xk(γ)−xk(γ−η)) · (∂txk(γ)− ∂txk(γ − η))
|xk(γ)−xk(γ−η)|3
We can write
(21) ∂txk(γ)− ∂txk(γ − η) = I1 + I2 + I3 +N1 +N2 +N3
+ J1 + J2 + J3 +M1 +M2 +M3
+ λk(γ)∂γxk(γ)− λk(γ − η)∂γxk(γ − η)
where
I1
def
= (∂γxk(γ)−∂γxk(γ−η))
∫
T
1
|xk(γ)−xk(γ−ξ)|α
dξ,(22)
I2
def
=
∫
T
−
∂γxk(γ − ξ)− ∂γxk(γ − ξ − η)
|xk(γ)−xk(γ−ξ)|α
dξ(23)
and
(24) I3
def
=
∫
T
(∂γxk(γ−η)−∂γxk(γ−η−ξ))(gk(γ, ξ)− gk(γ − η, ξ))dξ.
where
gk(γ, ξ) = |xk(γ)− xk(γ − ξ)|
−α,
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and where
N1
def
= (∂γxk(γ)−∂γxk(γ−η))
∫
T
1
|xk(γ)−x¯k(γ−ξ)|α
dξ,(25)
N2
def
=
∫
T
−
∂γ x¯k(γ − ξ)− ∂γ x¯k(γ − ξ − η)
|xk(γ)−x¯k(γ−ξ)|α
dξ(26)
and
(27) N3
def
=
∫
T
(∂γxk(γ−η)−∂γx¯k(γ−η−ξ))
(
hk(γ)− hk(γ − η)
)
dξ
where
hk(γ) =
1
|xk(γ)−x¯k(γ−ξ)|α
.
The terms Ji correspond to the terms analogous to Ii for the terms in the sum (10)
where j 6= k and the terms Mi correspond to the terms analogous to Ni for the
terms in the sum (10) where j 6= k. For reference, we explicitly write these terms
Mi:
M1
def
= (∂γxk(γ)−∂γxk(γ−η))
∫
T
1
|xk(γ)− x¯j(γ − ξ)|α
dξ,(28)
M2
def
=
∫
T
−
∂γ x¯j(γ − ξ)− ∂γ x¯j(γ − ξ − η)
|xk(γ)− x¯j(γ − ξ)|α
dξ(29)
and
(30) M3
def
=
∫
T
(∂γxk(γ − η)− ∂γ x¯j(γ − ξ − η))
(
hj,k(γ)− hj,k(γ − η)
)
dξ
where
hj,k =
1
|xk(γ)− x¯j(γ − ξ)|α
.
Now, we have the evolution of F (x)(γ, η) given by
d
dt
F (x)(γ, η) = −
|η|(xk(γ)−xk(γ−η)) · (∂tx(γ)− ∂tx(γ − η))
|xk(γ)−xk(γ−η)|3
=−
3∑
j=1
|η|(xk(γ)−xk(γ−η)) · (Ii +Ni + Ji +Mi + tangential terms)
|xk(γ)−xk(γ−η)|3
.
We will do the estimates for the terms Ni. The Ii terms have more cancellation
and can be done similarly. For N1,
|η|(xk(γ)−xk(γ−η)) · (∂γxk(γ)−∂γxk(γ−η))
|xk(γ)−xk(γ−η)|3
∫
T
1
|xk(γ)−x¯k(γ−ξ)|α
dξ
def
= N11 +N12
where
N11 =
|η|(xk(γ)−xk(γ−η)− η∂γxk(γ)) · (∂γxk(γ)−∂γxk(γ−η))
|xk(γ)−xk(γ−η)|3
·
∫
T
1
|xk(γ)−x¯k(γ−ξ)|α
dξ
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and
N12 =
|η|(η∂γxk(γ)) · (∂γxk(γ)−∂γxk(γ−η))
|xk(γ)−xk(γ−η)|3
∫
T
1
|xk(γ)−x¯k(γ−ξ)|α
dξ.
We can bound N11 as follows:
|N11| ≤ ‖F‖
3
L∞‖∂γxk‖
2
C1/2
∣∣∣ ∫
T
1
|xk(γ)−x¯k(γ−ξ)|α
dξ
∣∣∣
≤ ‖F‖3+αL∞ ‖∂γxk‖
2
C1/2
∫
T
|ξ|−α. ‖F‖3+αL∞ ‖∂γxk‖
2
H˙2
.
Next, using the fact that |∂γxk(γ)|
2= A(t) is constant with respect to γ, we obtain
that
|∂γxk(γ)|
2=
1
2
|∂γxk(γ)|
2+
1
2
|∂γxk(γ − η)|
2.
Using this, we see that
|N12| ≤
∣∣∣ |η|(η∂γxk(γ)) · (∂γxk(γ)−∂γxk(γ−η))
|xk(γ)−xk(γ−η)|3
∫
T
1
|xk(γ)−x¯k(γ−ξ)|α
dξ
∣∣∣
≤ |η|−1‖F‖2+αL∞ (|∂γxk(γ)|
2−∂γxk(γ) · ∂γxk(γ − η))
∫
T
|ξ|−α
. |η|−1‖F‖2+αL∞ (
1
2
|∂γxk(γ)|
2+
1
2
|∂γxk(γ − η)|
2−∂γxk(γ) · ∂γxk(γ − η))
=
1
2
|η|−1‖F‖2+αL∞ |∂γxk(γ)− ∂γxk(γ − η)|
2
. ‖F‖2+αL∞ ‖∂γx‖
2
C1/2
. ‖F‖2+αL∞ ‖∂γx‖
2
H˙2
.
We move onto the N2 term.∣∣∣|η|(xk(γ)−xk(γ−η)) ·N2
|xk(γ)−xk(γ−η)|3
∣∣∣= ∣∣∣|η|(xk(γ)−xk(γ−η))
|xk(γ)−xk(γ−η)|3
·
∫
T
dξ
∂γ x¯k(γ − ξ)− ∂γ x¯k(γ − ξ − η)
|xk(γ)− x¯k(γ − η)|α
∣∣∣
≤ ‖F‖2+αL∞
∫ 1
0
ds
∫
T
dξ|
∂2γ x¯k(γ − ξ − (s− 1)η)|
|ξ|α
≤ ‖F‖2+αL∞
∫ 1
0
ds‖∂2γ x¯k(γ − ξ − (s− 1)η)‖L2ξ‖|ξ|
α‖L2ξ
. ‖F‖2+αL∞ ‖xk‖H˙2
for α < 1/2. Finally, to deal with N3, we use the fact that for some γ1 between γ
and η,
|hk(γ)− hk(γ − η)|= |η||∂γhk(γ1)|.
Differentiating hk(γ) to get
∂γhk(γ) = −
α
2
(∂γxk(γ)−∂γxk(γ−η)) · (xk(γ)−xk(γ−η))
|xk(γ)−xk(γ−η)|α+2
,
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we see that ∫
T
|∂γhk(γ1)|dξ .
∫
T
dξ
|∂γxk(γ1)− ∂γ x¯k(γ1 − ξ)|
|xk(γ1)− x¯k(γ1 − ξ)|α+1
. ‖xk‖H2‖F‖
1+α
L∞
for α < 1/3 as we have done in previous calculations. Hence, the N3 term is
bounded by
|N3| .
∫
T
|∂γxk(γ−η)−∂γ x¯k(γ−η−ξ)||η||∂γhk(γ1)|dξ
. ‖xk‖C1|η|
∫
T
|∂γhk(γ1)|dξ
. |η|‖xk‖C1‖xk‖H2‖F‖
1+α
L∞ .
Therefore,
|η|(xk(γ)−xk(γ−η)) ·N3
|xk(γ)−xk(γ−η)|3
. ‖F‖3+α‖x‖H2‖x‖C1.
Now we look to the terms with j 6= k. Let us analyze the Mi terms, as the Ji terms
can be handled similarly. Let us first look at M1:
|η|(xk(γ)−xk(γ−η)) · (∂γxk(γ)−∂γxk(γ−η))
|xk(γ)−xk(γ−η)|3
∫
T
1
|∂γxk(γ)− ∂γ x¯j(γ − ξ)|α
dξ
def
= M11 +M12.
where
M11 =
|η|(xk(γ)−xk(γ−η)− η∂γxk(γ)) · (∂γxk(γ)−∂γxk(γ−η))
|xk(γ)−xk(γ−η)|3
·
∫
T
1
|∂γx(γ)− ∂γ x¯j(γ − ξ)|α
dξ
and
M12 =
|η|(η∂γx(γ)) · (∂γxk(γ)−∂γxk(γ−η))
|xk(γ)−xk(γ−η)|3
∫
T
1
|∂γx(γ)− ∂γ x¯j(γ − ξ)|α
dξ.
Now, M11 is bounded similarly to N11 except the integral term is bounded as
follows: ∫
T
1
|∂γxk(γ)− ∂γ x¯j(γ − ξ)|α
dξ ≤ δ[x]−α.
Hence,
M11 ≤ ‖F (xk)‖
2
L∞δ[x]
−α‖x‖2H2 .
We can follow the techniques from the terms N12 andN2 with the adjustment above
to obtain similar bounds for M12 and M2:
M12 ≤ δ[x]
−α‖F (xk)‖
2
L∞‖xk‖
2
H2
and
M2 ≤ δ[x]
−α‖F (xk)‖
2
L∞‖xj‖H2 .
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The last term M3 is done similarly to N3 except we replace hk(γ) with hj,k(γ).
Finally, we have to take care of the tangential terms given by
λk(γ)∂γxk(γ)− λk(γ − η)∂γxk(γ − η)
= λk(γ)(∂γxk(γ)− ∂γxk(γ − η)) + (λk(γ)− λk(γ − η))∂γxk(γ − η)
def
= C1 + C2.
We can bound the term with C1 as follows. First, decompose it∣∣∣ |η|(xk(γ)−xk(γ−η)) · c(γ)(∂γxk(γ)− ∂γxk(γ − η))
|xk(γ)−xk(γ−η)|3
∣∣∣ ≤ C11 + C12
where
C11
def
=
∣∣∣ |η|(xk(γ)−xk(γ−η)− η∂γx(γ)) · λk(γ)(∂γxk(γ)− ∂γxk(γ − η))
|xk(γ)−xk(γ−η)|3
∣∣∣
≤ ‖F‖3L∞‖∂γxk(γ)‖
2
C1/2 |c(γ)|
≤ ‖F‖3L∞‖x‖
2
H2 |λk(γ)|.
We have the bound
|λk(β)| . 2
∫ π
−π
|∂γNLk(γ)|
A(t)1/2
dγ.
Now, for any β, we consider the nonlinear terms from the conjugate terms. The
other terms are similar and have more cancellation.∫ π
−π
|∂γNLk(γ)|≤
∫ π
−π
dγ
∫
T
dξ
|∂2γxk(γ)− ∂
2
γ x¯k(γ − ξ)|
|xk(γ)−xk(γ−ξ)|α
+
∫ γ
−π
dγ
∫
T
dξ
|∂γxk(γ)− ∂γ x¯k(γ − ξ)|
2
|xk(γ)−xk(γ−ξ)|α+1
. ‖xk‖H2‖F‖
α
L∞+‖xk‖
2
H2‖F‖
α+1
L∞
for α < 2/3 and for any β. Hence,
|λk(β)|. ‖xk‖H2‖F‖
α
L∞+‖xk‖
2
H2‖F‖
α+1
L∞ .
For C12, we have
C12
def
=
∣∣∣ |η|(η∂γxk(γ)) · λk(γ)(∂γxk(γ)− ∂γxk(γ − η))
|xk(γ)−xk(γ−η)|3
∣∣∣
≤ ‖F‖3L∞(|∂γxk(γ)|
2−∂γx(γ) · ∂γxk(γ − η))|λk(γ)|
≤ ‖F‖3L∞‖xk‖
2
H2 |λk(γ)|
where the second step resembles previous calculations. Finally by the bound on
|c(γ)|, we have finished C1. For C2, we use the fact that
λk(γ)− λk(γ − η) = η∂γλk(σ)
for some σ between γ and γ− η. Now, using the estimate from the previous section
for ∂γλk, we are done since∣∣∣ |η|(xk(γ)−xk(γ−η)) · C2
|xk(γ)−xk(γ−η)|3
∣∣∣ ≤ |η|2‖xk‖C1‖∂γλk(γ)‖L∞
|xk(γ)−xk(γ−η)|2
≤ ‖F (xk)‖
2
L∞‖xk‖C1‖∂γλk(γ)‖L∞
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and ‖∂γλk(γ)‖L∞ is bounded by a polynomial of the quantities ‖xj‖H2 for j =
1, . . . , n, ‖F (xk)‖L∞ and δ[x]
−1.
3.6. Uniqueness. In this section, we present the argument for uniqueness of so-
lutions to the SQG system. We consider any patch type solution with ∂Dj(t) ∈
C([0, T ], H2) non self-intersecting and Dj(t) ∩ Dk(t) = φ for k 6= j. Given any
parameterization of the boundary of the patches, we perform changes of variables
to find Dj(t) = {xj(γ, t), γ ∈ T} with |∂γxj(γ)|
2= Aj(t) only depending on time
for j = 1, . . . , n and solutions of the contour equations (10-11-12) (see [14] for more
details). Then, suppose y(ξ, t) is a contour reparametrization such that
xj(γ, t) = yj(φj(γ, t), t)
for j = 1, . . . , n. Then,
∂txk(γ, t) = ∂tyk(φk(γ, t), t) + ∂ξyk(φk(γ, t), t) · ∂tφk(γ, t).(31)
From the contour equation of x(γ, t), we also have that
∂txk(γ, t) = A1 +A2 +A3
where
A1 =
n∑
j=1
∫
T
∂ξyk(φk(γ, t), t) · ∂γφ(γ, t)− ∂ξyj(φj(γ − η), t)∂γφj(γ − η, t)
|xk(γ, t)− xj(γ − η, t)|α
dη,
A2 =
n∑
j=1
∫
T
∂ξyk(φk(γ, t), t) · ∂γφ(γ, t)− ∂ξy¯j(φj(γ − η), t)∂γφj(γ − η, t)
|xk(γ, t)− x¯j(γ − η, t)|α
dη
and
A3 = λk(γ)∂γyk(φk(γ, t), t)∂γφk(γ, t).
Then, we can write
A1 =
n∑
j=1
∂ξyk(φk(γ, t), t) · A
(j)
11 +A
(j)
12 and A2 =
n∑
j=1
∂ξyk(φk(γ, t), t) ·A
(j)
21 +A
(j)
22
where
A
(j)
11 =
∫
T
∂γφk(γ, t)− ∂γφj(γ − η, t)
|xk(γ, t)− xj(γ − η, t)|α
dη,
A
(j)
12 =
∫
T
∂ξyk(φk(γ, t), t)− ∂ξyj(φj(γ − η, t), t)
|xk(γ, t)− xj(γ − η, t)|α
· ∂γφj(γ − η, t)dη,
A
(j)
21 =
∫
T
∂γφk(γ, t)− ∂γφj(γ − η, t)
|xk(γ, t)− x¯j(γ − η, t)|α
dη,
and
A
(j)
22 =
∫
T
∂ξyk(φk(γ, t), t)− ∂ξy¯j(φj(γ − η, t), t)
|xk(γ, t)− xj(γ − η, t)|α
· ∂γφj(γ − η, t)dη.
Then, comparing with (31), we see that
∂tφk(γ, t) =
n∑
j=1
A
(j)
11 +A
(j)
21 + λk∂γφk.(32)
Above changes of variables φj allow to find ∂Dj(t) = {yj(ξ, t) : ξ ∈ T} and
yj(ξ, t) as solutions of the contour equations (9). We then show that there is
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uniqueness for the system (9) and therefore uniqueness of the problem. First we
give the appropriate regularity for the changes of variables.
Proposition 9. The change of parametrization φk(γ, t)− γ ∈ C([0, T ];H
2).
Proof. Differentiating in time,
1
2
d
dt
‖φk − γ‖
2
H2=
∫
T
(φk(γ)− γ)∂tφk(γ)dγ +
∫
T
∂2γφk(γ)∂t∂
2
γφk(γ)dγ.(33)
The first term on the right is of low order and not difficult to handle. We provide
details for the most singular ones. Differentiating (32) twice in γ, we obtain that
∂t∂
2
γφk(γ, t) =
n∑
j=1
∂2γA
(j)
11 + ∂
2
γA
(j)
21 + ∂
2
γ(λk(γ)∂γφk(γ)).
We will only consider the estimates for ∂2γA
(j)
21 and ∂
2
γ(λk(γ)∂γφk(γ)), as the first
term is easier. Throughout the estimates of the proof, the implicit constant in
an inequality ”.” depends continuously on ‖F (xj)‖L∞ , δ[x]
−1, ‖xj‖H2 and α for
j = 1, . . . , n. First,
∂2γA
(j)
21 = B
(j)
1 +B
(j)
2 +B
(j)
3 +B
(j)
4 +B
(j)
5
where
B
(j)
1 =
∫
T
∂3γφk(γ)− ∂
3
γφj(γ − η)
|xk(γ)− x¯j(γ − η)|α
dη
B
(j)
2 = 2cα
∫
T
∂2γφk(γ)− ∂
2
γφj(γ − η)
|xk(γ)− x¯j(γ − η)|α+2
b
(j)
2 (γ, η)dη
B
(j)
3 = cα
∫
T
∂γφk(γ)− ∂γφj(γ − η)
|xk(γ)− x¯j(γ − η)|α+2
b
(j)
3 (γ, η)dη
B
(j)
4 = cα
∫
T
∂γφk(γ)− ∂γφj(γ − η)
|xk(γ)− x¯j(γ − η)|α+2
b
(j)
4 (γ, η)dη
and
B
(j)
5 = c˜α
∫
T
∂γφk(γ)− ∂γφj(γ − η)
|xk(γ)− x¯j(γ − η)|α+4
|b
(j)
2 (γ, η)|
2dη
where cα are constants depending on α
b
(j)
2 (γ, η) = (xk(γ)− x¯j(γ − η)) · (∂γxk(γ)− ∂γ x¯j(γ − η)),
b
(j)
3 (γ, η) = |∂γxk(γ)− ∂γ x¯j(γ − η)|
2,
and
b
(j)
4 (γ, η) = (xk(γ)− x¯j(γ − η)) · (∂
2
γxk(γ)− ∂
2
γ x¯j(γ − η)).
We first consider the j = k terms in (33). From B
(k)
1 , we integrate by parts and
then a symmetrization argument to obtain
I
(k)
1 =
∫
T
∂2γφk(γ)B
(k)
1 dγ
= −
cα
2
∫
T
∫
T
∂2γφk(γ)(∂
2
γφk(γ)− ∂
2
γφk(γ − η))
|xk(γ))− xk(γ − η)|α+2
b
(k)
2 (γ, η)dη
= −
cα
4
∫
T
∫
T
|∂2γφk(γ)− ∂
2
γφk(γ − η)|
2
|xk(γ)− x¯k(γ − η)|α+2
b
(k)
2 (γ, η)dη.
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Hence, we obtain that
|I
(k)
1 |≤ ‖φk‖
2
H2
∫
T
|∂γxk(γ)−∂γx¯k(γ−η)|
|xk(γ)−x¯k(γ−η)|α+1
dη . ‖φk‖
2
H2 .
Next, inserting B
(k)
2 into (33),
I
(k)
2 =
∫
T
∂2γφk(γ)B
(k)
2 dγ
≤
∫
T
(
|∂2γφk(γ)|
2+|∂2γφk(γ)||∂
2
γφk(γ − η)|
) |b(k)2 (γ, η)|
|xk(γ)−x¯k(γ−η)|α+2
dη
. ‖φk‖
2
H2 .
For B
(k)
3 , we use that
|∂γφk(γ, t)− ∂γφk(γ − η, t)|≤ |η|
∫ 1
0
|∂2γφk(γ − (s− 1)η)|ds(34)
to obtain
I
(k)
3 =
∫
T
∂2γφk(γ) · B
(k)
3 dγ
≤
∫ 1
0
∫
T
|∂2γφk(γ)||∂
2
γφk(γ − (s− 1)η)|
∫
T
|η||∂γxk(γ)−∂γ x¯k(γ−η)|
2
|xk(γ)−x¯k(γ−η)|α+2
dγdηds
. ‖φk‖
2
H2 .
For
I
(k)
4 =
∫
T
∂2γφk(γ) · B
(k)
4 dγ
we do the following bounds:
I
(k)
4 ≈
∫
T2
∂2γφk(γ) ·
∂γφk(γ)− ∂γφk(γ − η)
|xk(γ)− x¯k(γ − η)|α+2
b
(k)
4 (γ, η)dηdγ
. ‖∂γφ‖
C
1
2
∫
T2
|∂2γφk(γ)||∂
2
γxk(γ)− ∂
2
γ x¯k(γ − η)|
|xk(γ)−x¯k(γ−η)|α+
1
2
dηdγ
. ‖φ‖H2
∫
T
|η|−α−
1
2
∫
T
|∂2γφk(γ)|(|∂
2
γxk(γ)|+|∂
2
γ x¯k(γ − η)|)dγdη . ‖φ‖
2
H2 .
Finally, for
I
(k)
5 =
∫
T
∂2γφk(γ) ·B
(k)
5 dγ,
we use (34) and bound as in I
(
3k). This concludes the estimates coming from the
term ∂2γA
(k)
21 . For j 6= k, the terms are bounded due to the control of δ[x]
−1 as
proven earlier. For the most singular integral, I
(j)
1 , we have
I
(j)
1 =
∫
T
∂2γφk(γ) · B
(j)
1 dγ
= I
(j)
11 + I
(j)
12
where
I
(j)
11 =
∫
T
∫
T
∂2γφk(γ) · ∂
3
γφk(γ)
|xk(γ)− x¯j(γ − η)|α
dηdγ
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and
I
(j)
12 = −
∫
T
∫
T
∂2γφk(γ) · ∂
3
γφk(γ − η)
|xk(γ)− x¯j(γ − η)|α
dηdγ.
An integration by parts in γ and the usual estimate methods bound the I
(j)
11 term:
|I
(j)
11 | =
∣∣∣cα ∫
T
∫
T
|∂2γφk(γ)|
2
|xk(γ)− x¯j(γ − η)|α+2
|b
(j)
2 (γ, η)|dηdγ
. δ[x]−1+α(‖xj‖C1+‖xk‖C1)‖φj‖H2‖φk‖H2. ‖φj‖H2‖φk‖H2 .
For I
(j)
12 , we integrate by parts in η:
I
(j)
12 =
∫
T
∫
T
∂2γφk(γ) · ∂
2
γ∂ηφk(γ − η)
|xk(γ)− x¯j(γ − η)|α
dηdγ
= −cα
∫
T
∫
T
∂2γφk(γ) · ∂
2
γφk(γ − η)
|xk(γ)− x¯j(γ − η)|α+2
∂γ x¯j(γ − η) · (xk(γ)− x¯j(γ − η))dηdγ.
Hence,
|I
(j)
12 |. δ[x]
−α−2‖xj‖C1‖φj‖H2‖φk‖H2. ‖φj‖H2‖φk‖H2 .
The rest are done similarly. Next, we now move onto the last term. Hence,
J =
∫
T
∂2γφk(γ) · ∂
2
γ(λk∂γxk)dγ = J1 + J2 + J3,
where
J1 =
∫
T
∂2γφk(γ) · ∂
2
γλk(γ)∂γφk(γ)dγ,
J2 =
∫
T
|∂2γφk(γ)|
2∂γλk(γ)dγ
and
J3 =
∫
T
∂2γφk(γ) · λk(γ)∂
3
γφk(γ)dγ = −
1
2
∫
T
|∂2γφk(γ)|
2∂γλk(γ)dγ.
We first examine J1. Differentiating,
∂2γλk(γ) = −∂γ
( ∂γxk(γ)
|∂γxk(γ)|2
· ∂γNLk(γ)
)
= ∂γ
( n∑
j=1
C
(j)
1 + C
(j)
2
)
where due to ∂γx(γ) · ∂
2
γx(γ) = 0, we have that
C
(k)
1 = −
∂γxk(γ)
Ak(t)
·
∫
T
∂2γxk(γ)− ∂
2
γ x¯k(γ − η)
|xk(γ)−x¯k(γ−η)|α
dη
=
∂γxk(γ)
Ak(t)
·
∫
T
∂2γ x¯k(γ − η)
|xk(γ)−x¯k(γ−η)|α
dη
and
C
(k)
2 ≈
∂γxk(γ)
Ak(t)
·
∫
T
∂γxk(γ)− ∂γ x¯k(γ − η)
|xk(γ)−x¯k(γ−η)|α+2
(xk(γ)−x¯k(γ−η))·(∂γxk(γ)−∂γ x¯k(γ−η))dη.
The terms in the sum are for j 6= k:
C
(j)
1 = −
∂γxk(γ)
Ak(t)
·
∫
T
∂2γxk(γ)− ∂
2
γ x¯j(γ − η)
|xk(γ)− x¯j(γ − η)|α
dη
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and
C
(j)
2 ≈
∂γxk(γ)
Ak(t)
·
∫
T
∂γxk(γ)− ∂γ x¯j(γ − η)
|xk(γ)− x¯j(γ − η)|α+2
(xk(γ)−x¯k(γ−η))·(∂γxk(γ)−∂γ x¯k(γ−η))dη.
Since J1 ≤ ‖φk‖H2‖∂
2
γλk‖L2 , it suffices to prove that ‖∂
2
γλk‖L2. 1 + ‖φk‖H2 .
The terms in the sum j 6= k can be bounded by the control of δ[x]. The more
singular terms remaining are from C
(k)
1 and C
(k)
2 . First,
∂γC
(k)
1 = C
(k)
11 + C
(k)
12 + C
(k)
13
where
C
(k)
11 =
∂2γxk(γ)
Ak(t)
·
∫
T
∂2γ x¯k(γ − η)
|xk(γ)−x¯k(γ−η)|α
dη,
C
(k)
12 =cα
∂2γxk(γ)
Ak(t)
·
∫
T
∂γ x¯k(γ − η)
|xk(γ)−x¯k(γ−η)|α+2
(xk(γ)−x¯k(γ−η))·(∂γxk(γ)−∂γ x¯k(γ−η))dη
and
C
(k)
13 =
∂γxk(γ)
Ak(t)
·
∫
T
∂3γ x¯k(γ − η)
|xk(γ)−x¯k(γ−η)|α
dη.
For C11, we have that
‖C
(k)
11 ‖L2≤ ‖x‖H2
∥∥∥ ∫
T
∂2γ x¯k(γ − η)
|η|α
dη
∥∥∥
L∞
≤ ‖x‖2H2
where we used Young’s convolution inequality in the final step for α < 1/2. For
C
(k)
12 , the bound for α < 1/3 is given by
‖C
(k)
12 ‖L2≤ ‖xk‖
2
H2
by the usual methods involving (18) and Young’s convolution inequality as above.
Finally for C
(k)
13 , we integrate by parts:
|C
(k)
13 |=
∣∣∣∂2γxk(γ)
Ak(t)
·
∫
T
∂η∂
2
γ x¯k(γ − η)
|xk(γ)−x¯k(γ−η)|α
dη
∣∣∣
≈
∣∣∣∂γxk(γ)
Ak(t)
·
∫
T
∂2γ x¯k(γ − η)(xk(γ)−x¯k(γ−η)) · ∂γ x¯k(γ − η)
|xk(γ)−x¯k(γ−η)|α+2
dη
∣∣∣
=
1
Ak(t)
∣∣∣ ∫
T
(∂γxk(γ)−∂γx¯k(γ−η)) · ∂
2
γ x¯k(γ − η)
(xk(γ)−x¯k(γ−η)) · (∂γxk(γ)− ∂γ x¯k(γ − η))
|xk(γ)−x¯k(γ−η)|α+2
dη
∣∣∣
.
∫
T
|∂2γ x¯k(γ − η)||∂γ x¯k(γ − η)|
|η|α+2/3
dη.
Hence, ‖C
(k)
13 ‖L2. 1 by Holder’s inequality and the integrability of |η|
−α−2/3 for
α < 1/3. Next,
∂γC
(k)
2 = C
(k)
21 + C
(k)
22 + C
(k)
23 + C
(k)
24
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where
C
(k)
21
≈
∂2γxk(γ)
Ak(t)
·
∫
T
∂γxk(γ)− ∂γ x¯k(γ − η)
|xk(γ)−x¯k(γ−η)|α+2
(xk(γ)−x¯k(γ−η))·(∂γxk(γ)−∂γx¯k(γ−η))dη
=
∂2γxk(γ)
Ak(t)
·
∫
T
−∂γ x¯k(γ − η)
|xk(γ)−x¯k(γ−η)|α+2
(xk(γ)−x¯k(γ−η))·(∂γxk(γ)−∂γx¯k(γ−η))dη
and similarly
C
(k)
22 ≈
∂γxk(γ)
Ak(t)
·
∫
T
−∂2γ x¯k(γ − η)
|xk(γ)−x¯k(γ−η)|α+2
(xk(γ)−x¯k(γ−η))·(∂γxk(γ)−∂γ x¯k(γ−η))dη
and
C
(k)
23 ≈
∂γxk(γ)
Ak(t)
·
∫
T
∂γxk(γ)− ∂γ x¯k(γ − η)
|xk(γ)−x¯k(γ−η)|α+2
(xk(γ)−x¯k(γ−η))·(∂
2
γx(γ)−∂
2
γ x¯k(γ− η))dη
and
C
(k)
24 ≈
∂γxk(γ)
Ak(t)
·
∫
T
∂γxk(γ)− ∂γ x¯k(γ − η)
|xk(γ)−x¯k(γ−η)|α+2
|∂γxk(γ)−∂γ x¯k(γ−η)|
2dη
and
C
(k)
25 ≈
∂γxk(γ)
Ak(t)
·
∫
T
∂γxk(γ)− ∂γ x¯k(γ − η)
|xk(γ)−x¯k(γ−η)|α+4
((xk(γ)−x¯k(γ−η)) · (∂γxk(γ)−∂γ x¯k(γ−η)))
2dη.
By the usual methods, it can be seen that ‖C2i‖L2. ‖xk‖H2 . For example, for C25,
we use the equivalence
∂γxk(γ) · (∂γxk(γ)− ∂γ x¯k(γ − η)) =
1
2
|∂γxk(γ)− ∂γ x¯k(γ − η)|
2
due to the constant parametrization to obtain that
‖C25‖L2 .
∫
T
|∂γxk(γ)− ∂γ x¯k(γ − η)|
4
|xk(γ)− x¯k(γ − η)|α+2
dη
.
∫
T
1
|xk(γ)− x¯k(γ − η)|α+2/3
dη . 1
where in the first step, we used (18) and in the second step, we used the control of
‖F (xk)‖L∞ . Hence, in summary, (33) is given by
d
dt
n∑
j=1
‖φj‖
2
H2.
n∑
j=1
‖φj‖
2
H2
where the implicit constant depends continuously on ‖F (xj)‖L∞ , δ[x]
−1, ‖xj‖H2
and α. 
Next we give uniqueness for the system (9).
28 FRANCISCO GANCEDO AND NEEL PATEL
Proposition 10. Suppose {xj(γ, t)}j=1,...,n and {yj(γ, t)}j=1,...,n are both solutions
to the contour equation (9) in C([0, T ], H2) with initial data xj(γ, 0) = yj(γ, 0) and
zj = xj − yj. Then,
d
dt
( n∑
j=1
‖zj‖
2
L2
)
.
n∑
j=1
‖zj‖
2
L2
where the implicit constant depends continuously on δ[x]−1, δ[y]−1, ‖F (xj)‖L∞,
‖F (yj)‖L∞, ‖xj‖H2 , ‖yj‖H2 and α. Above inequality together with Gronwall’s
lemma provides xj = yj on [0, T ].
Proof. Define
zj(γ, t) = xj(γ, t)− yj(γ, t),
for each j = 1, . . . , n. Then,
1
2
d
dt
‖zk‖
2
L2=
∫
T
∂tzk(γ) · zk(γ)dγ
=
n∑
j=1
∫
T2
dηdγ
(∂γxk(γ, t)− ∂γ x¯j(γ − η, t)
|xk(γ, t)− x¯j(γ − η, t)|α
−
∂γyk(γ, t)− ∂γ y¯j(γ − η, t)
|yk(γ, t)− y¯j(γ − η, t)|α
)
· zk(γ)
+
(∂γxk(γ, t)− ∂γxj(γ − η, t)
|xk(γ, t)− xj(γ − η, t)|α
−
∂γyk(γ, t)− ∂γyj(γ − η, t)
|yk(γ, t)− yj(γ − η, t)|α
)
· zk(γ)
def
=
n∑
j=1
Kj + Lj.
Consider the terms Kj:
Kj = Kj1 +Kj2
where
Kj1 =
∫
T2
(∂γxk(γ, t)− ∂γ x¯j(γ − η, t)
|xk(γ, t)− x¯j(γ − η, t)|α
−
∂γyk(γ, t)− ∂γ y¯j(γ − η, t)
|xk(γ, t)− x¯j(γ − η, t)|α
)
· zk(γ)dηdγ
and
Kj2 =
∫
T2
(∂γyk(γ, t)− ∂γ y¯j(γ − η, t)
|xk(γ, t)− x¯j(γ − η, t)|α
−
∂γyk(γ, t)− ∂γ y¯j(γ − η, t)
|yk(γ, t)− y¯j(γ − η, t)|α
)
· zk(γ)dηdγ.
For Kj1, we write Kj1 = Kj11 +Kj12 where
Kj11 =
∫
T2
( ∂γxk(γ)− ∂γyk(γ)
|xk(γ)− x¯j(γ − η)|α
)
· zk(γ)dηdγ
and
Kj12 =
∫
T2
(∂γ x¯j(γ − η)− ∂γ y¯j(γ − η)
|xk(γ)− x¯j(γ − η)|α
)
· zk(γ)dηdγ.
For the more singular terms in which j = k, we obtain that
Kk11 =
∫
T2
( ∂γxk(γ)− ∂γyk(γ)
|xk(γ)− x¯k(γ − η)|α
)
· zk(γ)dηdγ
=
1
2
∫
T
∂γ(|zk(γ)|
2)dγ
∫
T
1
|xk(γ)−x¯k(γ−η)|α
dη
= −
cα
2
∫
T
|zk(γ)|
2dγ
∫
T
(xk(γ)−x¯k(γ−η)) · (∂γxk(γ)−∂γ x¯k(γ−η))
|xk(γ)−x¯k(γ−η)|α+2
dη.
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Hence, by the usual methods,
|Kk11|. ‖zk‖
2
L2.
Similarly, we can control Kk12 by the same bounds:
Kk12 =
∫
T2
(∂γ x¯k(γ − η)− ∂γ y¯k(γ − η)
|xk(γ)− x¯k(γ − η)|α
)
· zk(γ)dηdγ
= −
∫
T2
( z¯k(γ − η)
|xk(γ)− x¯k(γ − η)|α
)
· ∂γzk(γ)dηdγ
− cα
∫
T2
(xk(γ)−x¯k(γ−η)) · (∂γxk(γ)−∂γ x¯k(γ−η))
|xk(γ)− x¯k(γ − η)|α+2
z¯(γ − η) · zk(γ)dηdγ
= −
∫
T2
( zk(γ)
|xk(γ)− x¯k(γ − η)|α
)
· ∂γ z¯k(γ − η)dηdγ
− cα
∫
T2
(xk(γ)−x¯k(γ−η)) · (∂γxk(γ)−∂γ x¯k(γ−η))
|xk(γ)− x¯k(γ − η)|α+2
z¯k(γ − η) · zk(γ)dηdγ
= −
cα
2
∫
T2
(xk(γ)−x¯k(γ−η)) · (∂γxk(γ)−∂γ x¯k(γ−η))
|xk(γ)− x¯k(γ − η)|α+2
z¯(γ − η) · zk(γ)dηdγ
where we have integrating by parts in γ and then performed a change of variables
and used the equality u¯ · v¯ = u · v for vectors u and v. Next,
|Kk12| .
∫
T2
|∂γxk(γ)−∂γx¯k(γ−η)|
|xk(γ)− x¯k(γ − η)|α+1
|z¯(γ − η)||zk(γ)|dηdγ
. ‖zk‖L2
∥∥∥ ∫
T
|η|−2/3−α|z¯(γ − η)|dη
∥∥∥
L2
. ‖zk‖
2
L2
where we use the control of ‖F (xk)‖L∞ in the second line and Young’s inequality
in the third line. Next, for the term Kk2, we use the fact that |1− x
s|≤ |1− x| for
0 ≤ s < 1 to obtain:∣∣∣ 1
|xk(γ)− x¯k(γ − η)|α
−
1
|yk(γ)− y¯k(γ − η)|α
∣∣∣ . ∣∣∣1− |xk(γ)− x¯k(γ − η)|α
|yk(γ)− y¯k(γ − η)|α
∣∣∣|η|−α
.
∣∣∣1− |xk(γ)− x¯k(γ − η)|
|yk(γ)− y¯k(γ − η)|
∣∣∣|η|−α.
Hence,
|Kk2|.
∫
T2
|∂γyk(γ)− ∂γ y¯k(γ − η)|
∣∣∣1− |xk(γ)− x¯k(γ − η)|
|yk(γ)− y¯k(γ − η)|
∣∣∣|η|−α|zk(γ)|dηdγ
.
∫
T2
|yk(γ)− y¯k(γ − η)|
1/3
∣∣∣1− |xk(γ)− x¯k(γ − η)|
|yk(γ)− y¯k(γ − η)|
∣∣∣|η|−α|zk(γ)|dηdγ
.
∫
T2
|yk(γ)− y¯k(γ − η)|
−2/3
∣∣∣|yk(γ)− y¯k(γ − η)|−|xk(γ)− x¯k(γ − η)|∣∣∣
· |η|−α|zk(γ)|dηdγ
.
∫
T2
|yk(γ)− y¯k(γ − η)− xk(γ) + x¯k(γ − η)||η|
−α−2/3|zk(γ)|dηdγ
. ‖zk‖
2
L2
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using the usual Young’s inequality and Holder’s inequality arguments in the final
line. For Kj with j 6= k, we utilize the control of δ[x]
−1 and δ[y]−1 to control the
terms Kj1 and Kj2. For example, for Kj12, we integrate by parts in η:
Kj12 =
∫
T2
(∂γ x¯j(γ − η)− ∂γ y¯j(γ − η)
|xk(γ)− x¯j(γ − η)|α
)
· zk(γ)dηdγ
=
∫
T2
( −∂η z¯j(γ − η)
|xk(γ)− x¯j(γ − η)|α
)
· zk(γ)dηdγ
=
∫
T2
( z¯j(γ − η)(xk(γ)− x¯j(γ − η)) · ∂γ x¯j(γ − η)
|xk(γ)− x¯j(γ − η)|α+2
)
· zk(γ)dηdγ
≤ δ[x]−1−α‖xj‖C1‖zj‖L2‖zk‖L2. ‖zj‖
2
L2+‖zk‖
2
L2 .
For Kj2, we have that∣∣∣ 1
|xk(γ)− x¯j(γ − η)|α
−
1
|yk(γ)− y¯j(γ − η)|α
∣∣∣ . ∣∣∣1− |xk(γ)− x¯j(γ − η)|
|yk(γ)− y¯j(γ − η)|α
α∣∣∣δ[x]−α
.
∣∣∣1− |xk(γ)− x¯j(γ − η)|
|yk(γ)− y¯j(γ − η)|
∣∣∣,
and hence,
|Kj2|.
∫
T2
|∂γyk(γ)− ∂γ y¯j(γ − η)|
∣∣∣1− |xk(γ)− x¯j(γ − η)|
|yk(γ)− y¯j(γ − η)|
∣∣∣|zk(γ)|dηdγ
.
∫
T2
(|yj‖C1+|yk‖C1)
∣∣∣|yk(γ)− y¯j(γ − η)|−|xk(γ)− x¯j(γ − η)|∣∣∣|zk(γ)|dηdγ
.
∫
T2
|yk(γ)− y¯j(γ − η)− xk(γ) + x¯j(γ − η)||zk(γ)|dηdγ
. ‖zj‖L2‖zk‖L2+‖zk‖
2
L2. ‖zj‖
2
L2+‖zk‖
2
L2.
The remaining terms for the estimates are less singular and can be bounded simi-
larly or more easily. 
4. Proof of Theorem 2
For the range of α ∈ (0, 1/3), we construct solutions that exhibit singularities in
finite time. For the purposes of this section, we introduce the parameter β = α/2
for β ∈ (0, 1/6) and we change the notation for the velocity function to u(t, x) =
(u1(t, x), u2(t, x)) and the spatial coordinate to x = (x1, x2).
We consider initial data θ0(x) composed of two odd symmetric patches:
θ0(x) = χD0(x)− χD˜0(x)
where χD0(x1, x2) = −χD˜0(−x1, x2) are the characteristic functions on domains
D0 and D˜0 with H
2 boundaries in the upper half plane such that D and D˜0 are
symmetric about the vertical axis. Additionally, we impose the physical constraint
that (2ǫ, 3)× (0, 3) ⊂ D0 ⊂ (ǫ, 4)× (0, 4) for small enough ǫ to be determined later
in the construction. By Theorem 1, there exists a unique patch solution
θ(t, x) = χD(t)(x)− χD˜(t)(x)
for some time T > 0 with patch boundaries in H2. The patches remain odd
symmetric in time by the patch evolution equation.
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Let T∗ be the maximal time of existence of this unique solution to the SQG
patch problem for β ∈ (0, 1/6). We will demonstrate that indeed T∗ < ∞ via a
contradiction argument. To see the singularity, let K(t) be the trapezoid
K(t) = {(x1, x2) | x1 ∈ (X(t), a) and x2 ∈ (0,mx1)}
for
X(t) =
(
(3ǫ)2β − 2βCt
) 1
2β
.
Then, X(t) satisfies X ′(t) = −CX(t)1−2β , X(0) = 3ǫ and X(T ) = 0 for T = (3ǫ)
2β
2βC .
The positive constants C, m and a are to be determined later in the construction.
The estimates on u(x, t) given by the following lemmas below shall demonstrate
that the trapezoid remains within the patch. Due to the definition of X(t), the
trapezoid touches the origin in finite time, and therefore, a finite time singularity
must occur.
Let us recall the integral representations of the horizontal and vertical velocity
functions:
ui = (−1)
i
∫
R+×R+
Ki(x, y)θ(y)dy
where for y¯ = (y1,−y2) and y˜ = (−y1, y2)
K1(x, y) =
y2 − x2
|x− y|2+2β
−
y2 − x2
|x− y˜|2+2β
−
y2 + x2
|x+ y|2+2β
+
y2 + x2
|x− y¯|2+2β
=
4∑
j=1
K1j(x, y)
and
K2(x, y) =
y1 − x1
|x− y|2+2β
+
y1 + x1
|x− y˜|2+2β
−
y1 + x1
|x+ y|2+2β
−
y1 − x1
|x− y¯|2+2β
=
4∑
j=1
K2j(x, y).
The following estimates hold on the upper right quadrant:
(35) K1(x, y) ≥ K11(x, y) +K12(x, y); sgn(y2 − x2)(K11(x, y) +K12(x, y)) ≥ 0
and
(36) K2(x, y) ≥ K21(x, y) +K24(x, y); sgn(y1 − x1)(K21(x, y) +K24(x, y)) ≥ 0.
Using these estimates, we can separately estimate the good and bad parts of u1
and u2 which are given by the decomposition:
ugood1 = −
∫
R+×(x2,∞)
K1(x, y)θ(y)dy,(37)
ubad1 = −
∫
R+×(0,x2)
K1(x, y)θ(y)dy,(38)
ugood2 =
∫
(x1,∞)×R+
K2(x, y)θ(y)dy(39)
and
ubad2 =
∫
(0,x1)×R+
K2(x, y)θ(y)dy.(40)
The estimates for ubad1 and u
bad
2 follow similarly as in [40], with modifications for
a general slope of m:
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Lemma 11. For x2 ≤ mx1, we have
ubad1 ≤
1
β
( 1
1− 2β
− (1 +m2)−β
)
x1−2β1 .
Proof. By (35) and (38), and since 0 ≤ θ ≤ 1, we have the estimate
ubad1 ≤ −
∫ 2x1
0
dy1
∫ x2
0
dy2
y2 − x2
|x− y|2+2β
.
Integrating, we obtain
ubad1 ≤
1
2β
∫ 2x1
0
dy1
( 1
(x1 − y1)2β
−
1
((x1 − y1)2 + x22)
β
)
=
1
β
∫ x1
0
dy1
( 1
(x1 − y1)2β
−
1
((x1 − y1)2 + x22)
β
)
=
1
β
( 1
1− 2β
x1−2β1 −
∫ x1
0
dy1
1
((x1 − y1)2 + x22)
β
)
.
For the second integral, we use the inequality x2 ≤ mx1 to obtain that
ubad1 ≤
1
β
( 1
1− 2β
x1−2β1 −
x1−2β1
(1 +m2)β
)
.

Lemma 12. For mx1 ≤ x2, we have
ubad2 ≥ −
1
β
( 1
1− 2β
− (1 +
1
m2
)−β
)
x1−2β2 .
Proof. We follow similarly to the proof for ubad1 . By (36), (40) and since 0 ≤ θ ≤ 1,
we have that
ubad2 ≥
∫ ∞
0
dy1
∫ x1
0
dy1
( y1 − x1
|x− y|2+2β
−
y1 − x1
|x− y¯|2+2β
)
=
∫ 2x2
0
dy1
∫ x1
0
dy1
y1 − x1
|x− y|2+2β
.
Next,
ubad2 ≥ −
1
2β
∫ 2x2
0
dy2
( 1
(x2 − y2)2β
−
1
((x2 − y2)2 + x21)
β
)
= −
1
β
( 1
1− 2β
x1−2β2 −
∫ x2
0
dy2
1
((x2 − y2)2 + x21)
β
)
≥ −
1
β
( 1
1− 2β
x1−2β2 −
x1−2β2
(1 + 1m2 )
β
)
.

For the extended range β ∈ (0, 1/6), we need new control on the good parts of
the patch velocity.
Lemma 13. We have the following estimate for ugood1 (t, x) for x1 < δβ << 1:
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ugood1 (t, x) ≤ −
1
β22β
(1− (m2 + 1)−β
(1− 2β)
+
1
m2β(1 + 4m2 )
1+β
)
x1−2β1
−
1
2β
( 1
(9 +m2)β
−
1
(4 + 4m2)β
)
x1−2β1 +O(x1).
Proof. We have the estimate from (35) and (37)
ugood1 (x) ≤ −
∫
A(x)
y2 − x2
|x− y|2+2β
dy +
∫
A(x)+(2x1,0)
y2 − x2
|x− y|2+2β
dy
where
A(x) = {(y1, y2) | y1 ∈ (x1, x1 + a), y2 ∈ (x2, x2 +m(y1 − x1))}.
Comparing the domains of the two integrals, we can reduce this inequality to
ugood1 (x) ≤ −
∫
A1
y2 − x2
|x− y|2+2β
dy +
∫
A2
y2 − x2
|x− y|2+2β
dy
where
A1 = {(y1 +
1
m
(y2 − x2), y2) | y1 ∈ (x1, 3x1) and y2 ∈ (x2, x2 +ma)}
and
A2 = (x1 + a, 3x1 + a)× (x2, x2 +ma).
Now, we can bound A2 by O(x1):∫
A2
y2 − x2
|x− y|2+2β
dy =
∫ 3x1+a
x1+a
dy1
∫ x2+ma
x2
dy2
y2 − x2
|x− y|2+2β
=
∫ 3x1+a
x1+a
dy1
1
2β
( 1
(y1 − x1)2β
−
1
(m2a2 + (y1 − x1)2)β
)
≤
x1
β
( 1
a2β
−
1
((m2 + 1)a2)β
)
= O(x1).
To bound A1, we consider two disjoint subsets of A1. Let A11 = A1∩(x1, 3x1)×R
and A12 = A1 ∩ R× (x2 + 2mx1,∞). On the triangle A11, we have∫
A11
y2 − x2
|x− y|2+2β
dy =
∫ 3x1
x1
dy1
∫ x2+m(y1−x1)
x2
dy2
y2 − x2
|x− y|2+2β
=
∫ 3x1
x1
dy1
1
2β
( 1
(y1 − x1)2β
−
1
((m2 + 1)(y1 − x1)2)β
)
=
1− (m2 + 1)−β
2β
∫ 3x1
x1
dy1
(y1 − x1)2β
=
21−2β(1− (m2 + 1)−β)
2β(1− 2β)
x1−2β1 .
On the parallelogram A12, we compare |x− y| and y2−x2. Suppose (y1, y2) ∈ A12.
Then, y2 − x2 ≥ 2mx1 by the vertical cut-off and due to being in A1, we have
y2 − x2 ≥ m(y1 − 3x1) = m(y1 − x1) − 2mx1. Combining the two estimates, we
have 2(y2 − x2) ≥ m(y1 − x1). Thus,
|x− y|2= (y1 − x1)
2 + (y2 − x2)
2 ≤ (
4
m2
+ 1)(y2 − x2)
2.
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This yields the estimates:∫
A12
y2 − x2
|x− y|2+2β
dy ≥
∫
A12
y2 − x2
(( 4m2 + 1)(y2 − x2)
2)1+β
dy
=
1
( 4m2 + 1)
1+β
∫ x2+ma
x2+2mx1
dy2
∫ 3x1+ 1m (y2−x2)
x1+
1
m (y2−x2)
dy1(y2 − x2)
−1−2β
=
2x1
( 4m2 + 1)
1+β
1
2β
(
(2mx1)
−2β − (ma)−2β
)
=
(2m)−2β
β( 4m2 + 1)
1+β
x1−2β1 +O(x1).
We integrate over another piece of A1, which we call A13 = {(y1, y2) | y1 ∈
(3x1, 4x1) and y2 ∈ (x2 +m(y1 − 3x1), x2 + 2mx1)}. On this region, we have the
estimate
∫
A13
y2 − x2
|x− y|2+2β
dy =
∫ 4x1
3x1
dy1
∫ x2+2mx1
x2+m(y1−3x1)
dy2
y2 − x2
|x− y|2+2β
=
∫ 4x1
3x1
dy1
1
2β
( 1
((y1 − x1)2 +m2(y1 − 3x1)2)β
−
1
((y1 − x1)2 + 4m2x21)
β
)
≥
x1
2β
( 1
(9x21 +m
2x21)
β
−
1
(4x21 + 4m
2x21)
β
)
=
1
2β
( 1
(9 +m2)β
−
1
(4 + 4m2)β
)
x1−2β1 .
Combining the above estimates, we obtain the lemma. 
Lemma 14. We have the following estimate for ugood2 (t, x) for x2 < δβ << 1:
ugood2 (t, x) ≥
1− (m2 + 1)−1−β
2β(m2 + 1)β
(
1 +
21−2β − 1
1− 2β
)
x1−2β2 +O(x2)
Proof. We have the estimate on ugood2 :
ugood2 (x) ≥
∫
A(x)
y1 − x1
|x− y|2+2β
dy −
∫
A(x)+(0,2x2)
y1 − x1
|x− y|2+2β
dy.
By comparing the domains of A(x) and A(x) + (0, 2x2), we see that
ugood2 (x) ≥
∫
B1
y1 − x1
|x− y|2+2β
dy −
∫
B2
y1 − x1
|x− y|2+2β
dy,
where
B1 = (x1, x1 + a)× (x2, 3x2)
and
B2 = {(y1, y2 +m(y1 − x1)) | y1 ∈ (x1, x1 + a) and y2 ∈ (x2, 3x2)}.
Changing variables y2 ⇄ y2 −m(y1 − x1) in the B2 integral, we obtain
ugood2 (x) ≥
∫
B1
( y1 − x1
|x− y|2+2β
−
y1 − x1
|x− (y1, y2 +m(y1 − x1))|2+2β
)
dy.
ON THE LOCAL EXISTENCE AND BLOW-UP FOR GENERALIZED SQG PATCHES 35
Next, notice that
|x− (y1, y2 +m(y1 − x1))|
2= (y1 − x1)
2 + (x2 − (y2 +m(y1 − x1)))
2
= (y1 − x1)
2 + (x2 − y2)
2 − 2m(x2 − y2)(y1 − x1) +m
2(y1 − x1)
2
= (m2 + 1)(y1 − x1)
2 + (m2 + 1)(y2 − x2)
2 + 2m(y2 − x2)(y1 − x1)−m
2(y2 − x2)
2
= (m2 + 1)|x− y|2+m(y2 − x2)(2(y1 − x1)−m(y2 − x2)).
Now, when (y1, y2) ∈ (x1 +mx2, x1 + a) × (x2, 3x2), we have that y2 − x2 ≤ 2x2.
Hence,
2(y1 − x1) ≥ 2mx2 ≥ m(y2 − x2).
Thus,
m(y2 − x2)(2(y1 − x1)−m(y2 − x2)) ≥ 0
and
|x− (y1, y2 +m(y1 − x1))|
2≥ (m2 + 1)|x− y|2.
Thus, on B˜1 = B1 ∩ (x1 +mx2, x1 + a)× (x2, 3x2), we have
ugood2 (x) ≥
∫
B˜1
( y1 − x1
|x− y|2+2β
−
y1 − x1
(m2 + 1)1+β |x− y|2+2β
)
dy
= (1− (m2 + 1)−1−β)
∫ 3x2
x2
dy2
∫ x1+a
x1+mx2
dy1
y1 − x1
|x− y|2+2β
=
1−(m2+1)−1−β
2β
∫ 3x2
x2
dy2
( 1
(m2x22+(y2−x2)
2)β
−
1
(a2+(y2−x2)2)β
)
.
The second integral in the last line is O(x2) so it remains to estimate the first
integral.∫ 3x2
x2
dy2
1
(m2x22 + (y2 − x2)
2)β
=
∫ 2x2
x2
dy2
1
(m2x22 + (y2 − x2)
2)β
+
∫ 3x2
2x2
dy2
1
(m2x22 + (y2 − x2)
2)β
≥
∫ 2x2
x2
dy2
1
(m2x22 + x
2
2)
β
+
∫ 3x2
2x2
dy2
1
(m2(y2 − x2)2 + (y2 − x2)2)β
=
1
(m2 + 1)β
(
x1−2β2 +
(2x2)
1−2β − x1−2β2
1− 2β
)
.
Combining these estimates yields the lemma. 
By combining the estimates of Lemma 11 and Lemma 13, we obtain for x2 ≤
mx1 < δβ
(41) u1(x) ≤ −
1
β22β
(1− (m2 + 1)−β
1− 2β
+
1
m2β(1 + 4m2 )
1+β
)
x1−2β1
−
1
2β
( 1
(9 +m2)β
−
1
(4 + 4m2)β
)
x1−2β1 +
1
β
( 1
1− 2β
−(1+m2)−β
)
x1−2β1 +O(x1).
Plugging in m = 5, we obtain that u1(x) < −C˜1x
1−2β
1 + O(x1) for 0 < β < 0.168
and a positive constant C˜1. Hence, by continuity of the expression on the right
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hand side, for 0 < β < 1/6, there exists a fixed positive constant C1, depending on
β, such that
u1 ≤ −C1x
1−2β
1
for x1 < δβ sufficiently small. Similarly, combining the Lemma 12 and Lemma 14,
we obtain the estimate for mx1 ≤ x2 < δβ
(42) u2(x) ≥
1− (m2 + 1)−1−β
2β(m2 + 1)β
(
1 +
21−2β − 1
1− 2β
)
x1−2β2
−
1
β
( 1
1− 2β
− (1 +
1
m2
)−β
)
x1−2β2 +O(x2).
Again, plugging in m = 5, we obtain that u2 > C˜2x
1−2β
2 +O(x2) for 0 < β < .167
and positive constant C˜2. Hence, for 0 < β < 1/6, for x2 < δβ small enough, there
exists a fixed positive constant C2, depending on β, such that
u2 ≥ C2x
1−2β
2 .
We shall now let the constant C in the ordinary differential equation for X(t) be
a fixed positive number that is smaller than C1 and let a small enough so the
trapezoid is inside the patch.
We demonstrate that the trapezoid remains within the patch using a proof by
contradiction. A sketch of the proof is as follows. Suppose the trapezoid K(t)
crosses out of the patch before touching the origin. Then, there exists an initial
time t0 < T where the patch and trapezoid first intersect.
If we choose the initial patch D0 with sufficiently small ǫ > 0, then the time
T where X(T ) = 0 is also sufficiently small. Because ‖u‖L∞ is bounded and the
velocity is a continuous function, the intersection of the trapezoid and patch must
occur on either the vertical segment {X(t)}× (0,mX(t)) or on the sloped segment
connecting (X(t),mX(t)) and (δβ ,mδβ). (See [40] for details)
Suppose the intersection occurs on the vertical segment. Because u1(x1, x2) ≤
X ′(t) < 0 for x2 ≤ mx1, the part of the patch boundary intersecting the trapezoid
is moving towards the origin faster than the trapezoid. Hence, by continuity of the
velocity function, there must have been a prior time at which the patch boundary
already crossed the trapezoid. This is a contradiction of t0 being the first moment
where an intersection occurred.
Similarly, if the intersection occurs on the sloped segment, then since the sloped
segment of K(t) remains on the line x2 = mx1 and the component of the velocity
normal to the sloped segment is positive, we have a contradiction using the same
logic as above.
5. Proof of Theorems 3, 4 and 5
This section is devoted to prove Theorems 3, 4 and 5. We show below the main
part of the argument: energy estimates. We consider the cases H2 and H3 as the
rest of them are analogous. At the end of the section we collect all the necessary
bounds to prove each result. Due to the size of formulas, we consider a more com-
pact notation, denoting f(γ, t) = f and f− = f(γ, t)− f(γ − η, t) when there is no
danger of confusion. We also denote cα an universal constant only depending on α.
The existence results passes thorough an approximation method to get from the a
priori energy estimates bona fide solutions. This part of the strategy can be found
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in [25] and references therein.
Proof:
First, the lower order terms in the energy estimate provide
d
dt
‖x‖2L2 ≤ ‖∂γλ‖L∞‖x‖
2
L2,
where we have symmetrized the first nonlinear term to make it zero and we have
integrated by parts on the second nonlinear term. We consider
∂γλ =
1
2π
∫
T
∂γx
|∂γx|2
∂γ
( ∫
T
∂γx−
|x−|α
dη
)
dγ +A1 +A2,
with
A1 = −
∂γx
|∂γx|2
·
∫
T
∂2γx−
|x−|α
dη, and A2 = cα
∂γx
|∂γx|2
·
∫
T
∂γx−(x− · ∂γx−)
|x−|2+α
dη.
The identity
A1 =
∫
T
∂γx− · ∂
2
γx(γ−η)
|∂γx|2|x−|α
dη,
allows us to obtain
‖A1‖L∞≤ ‖F (x)‖
2+α
L∞ |∂γx|Cδ
∫
T
|∂2γx(γ−η)|
|η|α−δ
dη ≤ cα‖F (x)‖
2+α
L∞ |∂γx|Cδ‖∂
2
γx‖Lp ,
with p−1+δ = 1. Sobolev embedding gives the desired bound for the most singular
term:
‖A1‖L∞≤ cα‖F (x)‖
2+α
L∞ ‖∂
2
γx‖
2
Lp .
For A2, we proceed as follows
‖A2‖L∞≤ ‖F (x)‖
2+α
L∞ |∂γx|
2
Cδ
∫
T
|η|2δ
|η|1+α
dη ≤ cα‖F (x)‖
2+α
L∞ ‖∂
2
γx‖
2
Lp ,
Same approach for the remainder term in ∂γλ provides finally
(43) ‖∂γλ‖L∞≤ cα‖F (x)‖
2+α
L∞ ‖∂
2
γx‖
2
Lp ,
and therefore
(44)
d
dt
‖x‖2L2≤ cα‖F (x)‖
2+α
L∞ ‖∂
2
γx‖
2
Lp‖x‖
2
L2 .
In order to control a higher order Sobolev norm we consider first the evolution of
the H2 norm. It yields
1
2
d
dt
‖∂2γx‖
2
L2 = I1 + I2 + I3 + I4,
where
I1 =
∫
T
∫
T
∂2γx ·
∂3γx−
|x−|α
dγdη, I2 = cα
∫
T
∫
T
∂2γx · ∂
2
γx−
x− · ∂γx−
|x−|2+α
dγdη,
I3 = cα
∫
T
∫
T
∂2γx · ∂γx−∂γ
(x− · ∂γx−
|x−|2+α
)
dγdη, and I4 =
3
2
∫
T
|∂2γx|∂γλdγ.
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The term I1 can be symmetrized as before so that
I1 = cα
∫
T
∫
T
|∂2γx−|
2x− · ∂γx−
|x−|2+α
dγdη.
Next we decompose as follows
x− · ∂γx− =(x− − ∂γx(γ)η) · ∂γx− + η∂γx(γ) · ∂γx−.(45)
It allows to obtain
(46) ∂γx(γ) · ∂γx− =
1
2
|∂γx−|
2
to get finally extra order in |η|:
(47) |x− · ∂γx−|≤
3
2
|η|1+2δ|∂γx|
2
Cδ .
Hence
I1 ≤ cα‖F (x)‖
2+α
L∞ |∂γx|
2
Cδ‖∂
2
γx‖
2
L2≤ cα‖F (x)‖
2+α
L∞ ‖∂
2
γx‖
2
Lp‖∂
2
γx‖
2
L2 .
It is possible to get a similar bound for I2 so that
I2 ≤ cα‖F (x)‖
2+α
L∞ ‖∂
2
γx‖
2
Lp‖∂
2
γx‖
2
L2 .
To deal with I3 we decompose it further, I3 = I31 + I32 + I33 so that
I31 = cα
∫
T
∫
T
∂2γx ·∂γx−
x− · ∂
2
γx−
|x−|2+α
, dγdη, I32 = cα
∫
T
∫
T
∂2γx ·∂γx−
|∂γx−|
2
|x−|2+α
dγdη,
and
I33 = cα
∫
T
∫
T
∂2γx · ∂γx−
|x− · ∂γx−|
2
|x−|4+α
dγdη.
Inside I31 we take
x− · ∂
2
γx− = (x− − ∂γx(γ)η) · ∂
2
γx− − η∂γx− · ∂
2
γx(γ − η),
to find
I31 ≤ cα‖F (x)‖
2+α
L∞ |∂γx|
2
Cδ‖∂
2
γx‖
2
L2 .
Writing ∂γx− = ∂
2
γx(γ − sη)η, for s ∈ (0, 1), it is possible to obtain
I32 ≤ cα‖F (x)‖
2+α
L∞ |∂γx|
2
Cδ‖∂
2
γx‖
2
L2 .
Analogous approach yields
I33 ≤ cα‖F (x)‖
2+α
L∞ |∂γx|
2
Cδ‖∂
2
γx‖
2
L2 .
Hence, we are done with I3 using Sobolev injection as before. It remains to control
I4 but estimate (43) gives the desired bound:
I4 ≤ cα‖F (x)‖
2+α
L∞ ‖∂
2
γx‖
2
Lp‖∂
2
γx‖
2
L2 .
Gathering all the Ij estimates we obtain
(48)
d
dt
‖∂2γx‖
2
L2≤ cα‖F (x)‖
2+α
L∞ ‖∂
2
γx‖
2
Lp‖∂
2
γx‖
2
L2 .
For the higher order Sobolev norm it is possible to find
1
2
d
dt
‖∂3γx‖
2
L2 = J1 + J2 + J3 + J4 + J5,
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where
J1 =
∫
T
∫
T
∂3γx ·
∂4γx−
|x−|α
dγdη, J2 = cα
∫
T
∫
T
∂3γx · ∂
3
γx−
x− · ∂γx−
|x−|2+α
dγdη,
J3 = cα
∫
T
∫
T
∂3γx · ∂
2
γx−∂γ
(x− · ∂γx−
|x−|2+α
)
dγdη,
J4 = cα
∫
T
∫
T
∂3γx · ∂γx−∂
2
γ
(x− · ∂γx−
|x−|2+α
)
dγdη, and J5 =
∫
T
∂3γx · ∂
3
γ(λ∂γx)dγ.
The term J1 can be symmetrized to be bound as I1 so that
J1 ≤ cα‖∂
2
γx‖
2
Lp‖F (x)‖
2+α
L∞ ‖∂
3
γx‖
2
L2 .
It is possible to get a similar bound for J2:
J2 ≤ cα‖∂
2
γx‖
2
Lp‖F (x)‖
2+α
L∞ ‖∂
3
γx‖
2
L2 .
To deal with J3 we decompose it further, J3 = J31 + J32 + J33 so that
J31 = cα
∫
T
∫
T
∂3γx · ∂
2
γx−
x− · ∂
2
γx−
|x−|2+α
dγdη, J32 = cα
∫
T
∫
T
∂3γx · ∂
2
γx−
|∂γx−|
2
|x−|2+α
dγdη,
and
J33 = cα
∫
T
∫
T
∂3γx · ∂
2
γx−
|x− · ∂γx−|
2
|x−|4+α
dγdη.
In the term J31 we split further to find J31 = J311 + J312 with
J311 = cα
∫
T
∫
T
∂3γx(γ) · ∂
2
γx−
x− · ∂
2
γx(γ)
|x−|2+α
dγdη,
and
J312 = −cα
∫
T
∫
T
∂3γx(γ) · ∂
2
γx−
x− · ∂
2
γx(γ−η)
|x−|2+α
dγdη.
We rewrite J311 as follows
(49) J311 = cα
∫ 1
0
∫
T
∫
T
∂3γx(γ) · ∂
3
γx(γ+(s− 1)η)η
(x−−∂γx(γ)η) · ∂
2
γx(γ)
|x−|2+α
dγdηds,
to get
J311 ≤ cα‖F (x)‖
2+α
L∞ |∂γx|Cδ
∫ 1
0
∫
T
∫
T
|∂3γx(γ)||∂
3
γx(γ+(s− 1)η)||∂
2
γx(γ)|
|η|α−δ
dγdηds
≤ cα‖F (x)‖
2+α
L∞ |∂γx|Cδ
∫ 1
0
∥∥∥ ∫
T
|∂3γx(γ)||∂
3
γx(γ+(s− 1)·)||∂
2
γx(γ)|dγ
∥∥∥
Lp
ds
≤ cα‖F (x)‖
2+α
L∞ |∂γx|Cδ‖∂
3
γx‖L2
∫ 1
0
∥∥∥ ∫
T
|∂3γx(γ+(s− 1)·)|
2|∂2γx(γ)|
2dγ
∥∥∥ 12
L
p
2
ds
using Ho¨lder inequalities. A change of variables provides a convolution denoting
f˜(γ) = f(−γ), so that using Young inequality next we finally get
J311 ≤ cα‖F (x)‖
2+α
L∞ |∂γx|Cδ‖∂
3
γx‖L2
∫ 1
0
ds
(1− s)
1
p
∥∥∥|∂˜3γx|2∗|∂2γx|2∥∥∥ 12
L
p
2
≤ cα‖F (x)‖
2+α
L∞ |∂γx|Cδ‖∂
2
γx‖Lp‖∂
3
γx‖
2
L2 .
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In J312 we take ∂
2
γx− = ∂
3
γx(γ−rη)η with r ∈ (0, 1) to find
(50) J312 = cα
∫
T
∫
T
∂3γx(γ) · ∂
3
γx(γ−rη)η
(x−−∂γx(γ−η)η) · ∂
2
γx(γ−η)
|x−|2+α
dγdηds,
and therefore
J312 ≤ cα‖F (x)‖
2+α
L∞ |∂γx|Cδ
∥∥∥ ∫
T
|∂3γx(γ)||∂
3
γx(γ−r·)||∂
2
γx(γ−·)|dγ
∥∥∥
Lp
≤ cα‖F (x)‖
2+α
L∞ |∂γx|Cδ‖∂
3
γx‖L2
∥∥∥|∂3γx|2∗|∂˜2γx|2∥∥∥ 12
L
p
2
≤ cα‖F (x)‖
2+α
L∞ |∂γx|Cδ‖∂
2
γx‖Lp‖∂
3
γx‖
2
L2 .
Above estimate gives finally the desired estimate for J31:
J31 ≤ cα‖F (x)‖
2+α
L∞ ‖∂
2
γx‖
2
Lp‖∂
3
γx‖
2
L2 .
We can bound J32 and J33 as before to obtain
J32 + J33 ≤ cα‖F (x)‖
2+α
L∞ |∂γx|
2
Cδ‖∂
3
γx‖
2
L2≤ cα‖F (x)‖
2+α
L∞ ‖∂
2
γx‖
2
Lp‖∂
3
γx‖
2
L2 ,
and finally
J3 ≤ cα‖F (x)‖
2+α
L∞ ‖∂
2
γx‖
2
Lp‖∂
3
γx‖
2
L2 .
Hence, we are done with J3. We then continue dealing with J4 with the further
splitting J4 = J41 + J42 + J43 + J44 + J45 where
J41 = cα
∫
T
∫
T
∂3γx · ∂γx−
x− · ∂
3
γx−
|x−|2+α
dγdη,
J42 = cα
∫
T
∫
T
∂3γx · ∂γx−
∂γx− · ∂
2
γx−
|x−|2+α
dγdη,
J43 = cα
∫
T
∫
T
∂3γx · ∂γx−
x− · ∂
2
γx− x− · ∂γx−
|x−|4+α
dγdη,
J44 = cα
∫
T
∫
T
∂3γx · ∂γx−
|∂γx−|
2x− · ∂γx−
|x−|4+α
dγdη,
and
J45 = cα
∫
T
∫
T
∂3γx · ∂γx−
(x− · ∂γx−)
3
|x−|6+α
dγdη.
In J41 we need to split further to find J41 = J411 + J412 + J413 where
J411 = cα
∫
T
∫
T
∂3γx(γ) · ∂γx−
(x− − ∂γx(γ)η) · ∂
3
γx−
|x−|2+α
dγdη,
J412 = cα
∫
T
∫
T
∂3γx · ∂γx−η
(∂γx · ∂
3
γx)−
|x−|2+α
dγdη,
and finally
J413 = −cα
∫
T
∫
T
∂3γx(γ) · ∂γx−η
∂γx− · ∂
3
γx(γ−η)
|x−|2+α
dγdη.
It gives
J411 ≤ cα‖F (x)‖
2+α
L∞ |∂γx|
2
Cδ‖∂
3
γx‖
2
L2
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as desired. We could write
(∂γx · ∂
3
γx)− = −(|∂
2
γx|
2)− = −2η
∫ 1
0
∂3γx(γ + (s− 1)η) · ∂
2
γx(γ + (s− 1)η)ds
with s ∈ (0, 1). Hence, for J412 we obtain
J412 ≤ cα‖F (x)‖
2+α
L∞ |∂γx|Cδ
∫ 1
0
∥∥∥ ∫
T
|∂3γx(γ)||∂
3
γx · ∂
2
γx|(γ+(s− 1)·)dγ
∥∥∥
Lp
ds
≤ cα‖F (x)‖
2+α
L∞ |∂γx|Cδ‖∂
3
γx‖L2
∫ 1
0
∥∥∥ ∫
T
|∂3γx(γ)|
2|∂2γx(γ+(s− 1)·)|
2dγ
∥∥∥ 12
L
p
2
ds
≤ cα‖F (x)‖
2+α
L∞ |∂γx|Cδ‖∂
3
γx‖L2
∥∥∥|∂3γx|2∗|∂˜2γx|2∥∥∥ 12
L
p
2
and therefore
J412 ≤ cα‖F (x)‖
2+α
L∞ ‖∂
2
γx‖
2
Lp‖∂
3
γx‖
2
L2 .
Bound
J413 ≤ cα‖F (x)‖
2+α
L∞ |∂γx|
2
Cδ‖∂
3
γx‖
2
L2 ,
gives the desired control for J41:
J41 ≤ cα‖∂
2
γx‖
2
Lp‖F (x)‖
2+α
L∞ ‖∂
3
γx‖
2
L2 .
Moving to J42 and J43 they can be estimate as desired
J42 + J43 ≤ cα‖F (x)‖
2+α
L∞ |∂γx|
2
Cδ‖∂
3
γx‖
2
L2 .
The approach for J44 and J45 is different so that
J44 + J45 ≤ cα‖F (x)‖
3+α
L∞ |∂
2
γx|Cδ‖∂
3
γx‖L2‖∂
2
γx‖
3
L6
≤ cα‖F (x)‖
3+α
L∞ |∂
2
γx|Cδ‖∂
3
γx‖
2
L2‖∂
2
γx‖
2
L2 ,
(51)
by Gagliardo–Nirenberg interpolation inequality. Using (48) it is possible to control
the L2 norm of two derivatives in such a way that
J44(t) + J45(t) ≤ cα‖∂
2
γx‖
2
L∞T L
2‖F (x)‖3+αL∞ (t)|∂
2
γx|Cδ (t)‖∂
3
γx‖
2
L2(t).
We are then done with J4. We continue dealing with J5 with the splitting J5 =
J51 + J52 where
J51 =
5
2
∫
T
|∂3γx|
2∂γλdγ, J52 = 5
∫
T
∂3γx · ∂
2
γx∂
2
γλdγ
Using (43) it is possible to get
J51 ≤ cα‖F (x)‖
2+α
L∞ ‖∂
2
γx‖
2
Lp‖∂
3
γx‖
2
L2 .
Considering
∂2γλ = ∂γ
(∫
T
∂2γx(γ−η) · ∂γx−
|∂γx|2|x−|α
dη + cα
∫
T
∂γx · ∂γx− x− · ∂γx−
|∂γx|2|x−|2+α
dη
)
,
for J52 we split J52 =
∑8
m=1 J52j where
J521 = 5
∫
T
∂3γx · ∂
2
γx
∫
T
∂3γx(γ−η) · ∂γx−
|∂γx|2|x−|α
dηdγ,
J522 = 5
∫
T
∂3γx · ∂
2
γx
∫
T
∂2γx(γ−η) · ∂
2
γx−
|∂γx|2|x−|α
dηdγ,
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J523 = cα
∫
T
∂3γx · ∂
2
γx
∫
T
∂2γx(γ−η) · ∂γx− x− · ∂γx−
|∂γx|2|x−|2+α
dηdγ,
J524 = cα
∫
T
∂3γx · ∂
2
γx
∫
T
∂2γx · ∂γx− x− · ∂γx−
|∂γx|2|x−|2+α
dηdγ,
J525 = cα
∫
T
∂3γx · ∂
2
γx
∫
T
∂γx · ∂
2
γx− x− · ∂γx−
|∂γx|2|x−|2+α
dηdγ,
J526 = cα
∫
T
∂3γx · ∂
2
γx
∫
T
∂γx · ∂γx− |∂γx−|
2
|∂γx|2|x−|2+α
dηdγ,
J527 = cα
∫
T
∂3γx · ∂
2
γx
∫
T
∂γx · ∂γx− x− · ∂
2
γx−
|∂γx|2|x−|2+α
dηdγ,
and
J528 = cα
∫
T
∂3γx · ∂
2
γx
∫
T
∂γx · ∂γx− (x− · ∂γx−)
2
|∂γx|2|x−|4+α
dηdγ.
Bound
J521 ≤ cα‖F (x)‖
2+α
L∞ |∂γx|Cδ
∫
T
∫
T
|∂3γx(γ)||∂
2
γx(γ)||∂
3
γx(γ−η)|
|η|α−δ
dγdη
allows to treat above term as J312 (50) to get
J521 ≤ cα‖F (x)‖
2+α
L∞ |∂γx|Cδ‖∂
2
γx‖Lp‖∂
3
γx‖
2
L2 .
Integration by parts in η allows to rewrite
J522 =− 5
∫
T
∂3γx · ∂
2
γx
∫
T
∂γx− · ∂
3
γx(γ−η)
|∂γx|2|x−|α
dηdγ
+ cα
∫
T
∂3γx · ∂
2
γx
∫
T
∂γx− · ∂
2
γx−x− · ∂γx(γ−η)
|∂γx|2|x−|2+α
dηdγ
and to find the following bound
J522 ≤cα‖F (x)‖
2+α
L∞ |∂γx|Cδ
∫
T
∫
T
|∂3γx(γ)||∂
2
γx(γ)||∂
3
γx(γ−η)|
|η|α−δ
dγdη
+ cα‖F (x)‖
2+α
L∞ |∂γx|Cδ
∫ 1
0
∫
T
∫
T
|∂3γx(γ)||∂
2
γx(γ)||∂
3
γx(γ+(s−1)η)|
|η|α−δ
dγdηds.
It allows to consider J522 as J312 (50) and J311 (49) to obtain the desired bound
J522 ≤ cα‖F (x)‖
2+α
L∞ |∂γx|Cδ‖∂
2
γx‖Lp‖∂
3
γx‖
2
L2 .
For J523, J524, J526 and J528 we can get
J523 + J524 + J526 + J528 ≤ cα‖F (x)‖
3+α
L∞ |∂γx|Cδ‖∂
3
γx‖L2‖∂
2
γx‖
3
L6 ,
so that it can be estimate as J44 and J45 (51). Finally, the terms J525 and J527 are
bounded as follows
J525+J527 ≤cα‖F (x)‖
2+α
L∞ |∂γx|Cδ
∫ 1
0
∫
T
∫
T
|∂3γx(γ)||∂
2
γx(γ)||∂
3
γx(γ+(s−1)η)|
|η|α−δ
dγdηds,
so that they can be estimated as J522:
J525 ≤ cα‖F (x)‖
2+α
L∞ |∂γx|Cδ‖∂
2
γx‖Lp‖∂
3
γx‖
2
L2 .
All the J52j bounds provide
J52 ≤ cα(‖∂
2
γx‖Lp+‖∂
2
γx‖
2
L2‖F (x)‖L∞)‖∂
2
γx‖Lp‖F (x)‖
2+α
L∞ ‖∂
3
γx‖
2
L2 ,
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as desired. Then, we are done with J5 and therefore gathering all the Jl bounds
we find
d
dt
‖∂3γx‖L2 ≤ cα(‖∂
2
γx‖Lp+‖∂
2
γx‖
2
L2‖F (x)‖L∞)‖∂
2
γx‖Lp‖F (x)‖
2+α
L∞ ‖∂
3
γx‖L2 .(52)
Next we deal with the important arc-chord condition in a different manner for
the α values.
Case 0 < α < 1:
For the evolution of the arc-chord constant
∂tF (x) = −
|η|(x(γ)−x(γ−η))
|x(γ)−x(γ−η)|3
· (∂tx(γ)−∂tx(γ−η)),
we consider all the terms in ∂tx(γ)−∂tx(γ−η) to find
∂tF (x) = B1 +B2 +B3 + B4 +B5,
where
B1 = −
|η|(x(γ)−x(γ−η))
|x(γ)−x(γ−η)|3
· (∂γx(γ)−∂γx(γ−η))
∫
T
dξ
|x(γ)−x(γ−ξ)|α
,
B2 =
|η|(x(γ)−x(γ−η))
|x(γ)−x(γ−η)|3
·
∫
T
(∂γx(γ−ξ)−∂γx(γ−η−ξ))
|x(γ)−x(γ−ξ)|α
dξ,
B3 = −
|η|(x(γ)−x(γ−η))
|x(γ)−x(γ−η)|3
·
∫
T
(∂γx(γ−η)−∂γx(γ−η−ξ))(g(γ, ξ)− g(γ − η, ξ))dξ,
B4 = −
|η|(x(γ)−x(γ−η))
|x(γ)−x(γ−η)|3
· (λ(γ)− λ(γ − η))∂γx(γ),
B5 = −
|η|(x(γ)−x(γ−η))
|x(γ)−x(γ−η)|3
· λ(γ − η)(∂γx(γ)−∂γx(γ−η)),
with
(53) g(γ, ξ) = |x(γ)− x(γ − ξ)|−α.
Inequality (47) yields
|B1|≤
3
2
F (x)‖F (x)‖2+αL∞ |∂γx|
2
C
1
2
∫
T
|ξ|−αdξ ≤ cαF (x)‖F (x)‖
2+α
L∞ ‖∂
2
γx‖
2
L2
In B2 we need to split further B2 = B21 +B22 +B23 where
B21 =
|η|(x(γ)−x(γ−η)− ∂γx(γ)η)
|x(γ)−x(γ−η)|3
·
∫
T
(∂γx(γ−ξ)−∂γx(γ−η−ξ))
|x(γ)−x(γ−ξ)|α
dξ,
B22 =
|η|η
|x(γ)−x(γ−η)|3
∫
T
(∂γx(γ)− ∂γx(γ − ξ)) ·
(∂γx(γ−ξ)−∂γx(γ−η−ξ))
|x(γ)−x(γ−ξ)|α
dξ,
and
B23 =
|η|η
|x(γ)−x(γ−η)|3
∫
T
∂γx(γ − ξ) ·
(∂γx(γ−ξ)−∂γx(γ−η−ξ))
|x(γ)−x(γ−ξ)|α
dξ.
The use of 1/2-Ho¨lder norms provides as for B1:
|B21|≤ 2F (x)‖F‖
2+α
L∞ ‖∂γx‖
2
C
1
2
∫
T
|ξ|−αdξ ≤ cαF (x)‖F (x)‖
2+α
L∞ ‖∂
2
γx‖
2
L2 .
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In B22 we use the mean value theorem to find
|B22|≤ F (x)‖F‖
2+α
L∞ |∂γx|C
1
2
∫
T
|∂2γx(γ−ξ−sη)|
|ξ|α−
1
2
dξ ≤ cαF (x)‖F (x)‖
2+α
L∞ ‖∂
2
γx‖
2
L2 .
For the last term in the splitting we use (46)
|B23|≤
1
2
F (x)‖F‖2+αL∞ |∂γx|
2
C
1
2
∫
T
|ξ|−αdξ ≤ cαF (x)‖F (x)‖
2+α
L∞ ‖∂
2
γx‖
2
L2 .
We are done with B2. Using the mean value theorem in g we find
|g(γ, ξ)− g(γ − η, ξ)|= α|η|
|(x(γs)−x(γs−ξ)) · (∂γx(γs)−∂γx(γs−ξ))|
|x(γs)−x(γs−ξ)|α+2
with γs = γ − sη, s ∈ (0, 1). Therefore
|B3|≤ cαF (x)‖F‖
2+α
L∞ |∂γx|
2
C
1
2
∫
T
|ξ|−αdξ ≤ cαF (x)‖F (x)‖
2+α
L∞ ‖∂
2
γx‖
2
L2 .
In B4 we use the bound (43) for p ≤ 2 to get
|B4|≤ cαF (x)‖F‖
3+α
L∞ ‖∂
2
γx‖
2
Lp‖∂γx‖L∞≤ cαF (x)‖F (x)‖
3+α
L∞ ‖∂
2
γx‖Lp‖∂
2
γx‖
2
L2 .
Using (47) in B5 we find for the last term
|B5|≤ cαF (x)‖F (x)‖
2
L∞ |∂γx|
2
C
1
2
‖λ‖L∞ ,
so that it remains to control ‖λ‖L∞ . Taking
(54) |λ(ξ, t)|≤ 2
∫
T
∣∣∣ ∂γx
|∂γx|2
·
∫
T
∂2γx−
|x−|α
dη
∣∣∣dγ+2 ∫
T
∣∣∣ ∂γx
|∂γx|2
·
∫
T
∂γx−x− · ∂γx−
|x−|α+2
dη
∣∣∣dγ,
for any ξ, it is possible to find
(55) ‖λ‖L∞≤ cα‖F (x)‖
1+α
L∞ ‖∂
2
γx‖Lp ,
so that the following estimate holds
|B5|≤ cαF (x)‖F (x)‖
3+α
L∞ ‖∂
2
γx‖Lp‖∂
2
γx‖
2
L2 .
Gathering all the Bm estimates it is possible to find
∂tF (x) ≤ cαF (x)(1 + ‖∂
2
γx‖Lp‖F (x)‖L∞)‖F (x)‖
2+α
L∞ ‖∂
2
γx‖
2
L2
and finally
(56)
d
dt
‖F (x)‖L∞≤ cα(1 + ‖∂
2
γx‖Lp‖F (x)‖L∞)‖F (x)‖
3+α
L∞ ‖∂
2
γx‖
2
L2
Case 1 ≤ α < 2:
In this more singular case we consider
∂tF (x) = D1 +D2 +D3,
where
D1 = −
|η|x−
|x−|3
·
∫
T
∂γx(γ)− ∂γx(γ−ξ)− (∂γx(γ−η)− x(γ− η−ξ))
|x(γ)−x(γ−ξ)|α
dξ,
D2 = −
|η|x−
|x−|3
·
∫
T
(∂γx(γ−η)− ∂γx(γ− η−ξ))(g(γ, ξ)− g(γ − η, ξ))dξ,
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D3 = −
|η|x−
|x−|3
· (λ(γ)∂γx− + λ−∂γx(γ−η))
with g given in (53). Decomposing further D1 by D1 = D11 +D12 +D13 with
D11 = −
|η|(x− − ∂γx(γ)η)
|x−|3
·
∫
T
∂γx(γ)−∂γx(γ−ξ)
|x(γ)−x(γ−ξ)|α
dξ,
D12 =
|η|(x− − ∂γx(γ−η)η)
|x−|3
·
∫
T
∂γx(γ−η)−∂γx(γ−η−ξ)
|x(γ)−x(γ−ξ)|α
dξ,
and
D13 = −
|η|η
|x−|3
∫
T
(∂γx(γ) · (∂γx(γ)− ∂γx(γ−ξ))
|x(γ)−x(γ−ξ)|α
−
∂γx(γ−η) · (∂γx(γ−η)− x(γ− η−ξ))
|x(γ)−x(γ−ξ)|α
)
dξ,
we find next the desired bound for the following terms:
|D11|+|D12|≤ cαF (x)‖∂
2
γx‖
2
L∞‖F (x)‖
2+α
L∞ ≤ cαF (x)‖F (x)‖
2+α
L∞ ‖∂
2
γx‖L2‖∂
3
γx‖L2 .
Above we use Gagliardo-Nirenberg in the last step. For the last term in the splitting
we take
D13 = −
|η|η
2|x−|3
∫
T
|∂γx(γ)− ∂γx(γ−ξ)|
2−|∂γx(γ−η)− x(γ− η−ξ)|
2
|x(γ)−x(γ−ξ)|α
dξ,
to obtain
D13 = −
|η|η
2|x−|3
∫
T
(∂γx(γ)− ∂γx(γ−ξ) + ∂γx(γ−η)− ∂γx(γ− η−ξ)
|x(γ)−x(γ−ξ)|α
)
·
(
∂γx(γ)− ∂γx(γ−ξ)− (∂γx(γ−η)− ∂γx(γ− η−ξ))
)
dξ.
Above identity yields
|D13|≤ cαF (x)‖∂
2
γx‖
2
L∞‖F (x)‖
2+α
L∞ ≤ cαF (x)‖F (x)‖
2+α
L∞ ‖∂
2
γx‖L2‖∂
3
γx‖L2 ,
and therefore the same bound for D1:
|D1|≤ cαF (x)‖F (x)‖
2+α
L∞ ‖∂
2
γx‖L2‖∂
3
γx‖L2 .
Using the mean value theorem in g we find
|g(γ, ξ)− g(γ − η, ξ)|= cβ|η|
|(x(γs)−x(γs−ξ)) · (∂γx(γs)−∂γx(γs−ξ))|
|x(γs)−x(γs−ξ)|2+α
with γs = γ − sη, s ∈ (0, 1). Therefore, it is possible to bound as follows
|D2|≤ cβF (x)‖∂
2
γx‖
2
L∞‖F (x)‖
2+α
L∞ ≤ cαF (x)‖F (x)‖
2+α
L∞ ‖∂
2
γx‖L2‖∂
3
γx‖L2 .
Finally, for D3 we find
|D3|≤ cαF (x)‖F (x)‖L∞(‖∂
2
γx‖L∞‖λ‖L∞+|∂γx|‖∂γλ‖L∞).
Bound (54) allows to get
|λ(ξ, t)|≤ 2
∫
T
∫
T
∣∣∣ ∂γx−
|∂γx|2
·
∂2γx(γ−η)
|x−|α
dη
∣∣∣dγ+2 ∫
T
∣∣∣ ∂γx
|∂γx|2
·
∫
T
∂γx−x− · ∂γx−
|x−|α+2
dη
∣∣∣dγ,
for any ξ, so that it yields
‖λ‖L∞≤ cα‖F (x)‖
2+α
L∞ |∂γx|Cδ‖∂
2
γx‖L2≤ cα‖F (x)‖
2+α
L∞ ‖∂
2
γx‖Lp‖∂
2
γx‖L2 ,
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Repeating the procedure to get bound (43) it is possible to obtain
|∂γx|‖∂γλ‖L∞≤ cα‖F (x)‖
1+α
L∞ ‖∂
2
γx‖
2
Lp .
Plugging the last two estimates in D3 inequality above provides
|D3|≤ cαF (x)‖F (x)‖
2+α
L∞ (‖F (x)‖L∞‖∂
2
γx‖Lp‖∂
2
γx‖
3
2
L2‖∂
3
γx‖
1
2
L2+‖∂
2
γx‖
2
Lp).
Gathering all the Dm estimates we find
∂tF (x) ≤ cαF (x)‖F (x)‖
2+α
L∞ ((1 + ‖F (x)‖L∞‖∂
2
γx‖Lp)‖∂
2
γx‖L2‖∂
3
γx‖L2+‖∂
2
γx‖
2
Lp)
and finally
d
dt
‖F (x)‖L∞≤cα‖F (x)‖
3+α
L∞ (1+‖F (x)‖L∞‖∂
2
γx‖Lp)‖∂
2
γx‖L2‖∂
3
γx‖L2
+ cα‖F (x)‖
3+α
L∞ ‖∂
2
γx‖
2
Lp .
(57)
5.1. Proof of Theorem 3. We gather here the necessary estimates to prove the-
orem 3. We consider inequalities (44), (48) and (56) taking p < 2 to find
d
dt
(‖x‖H2+‖F (x)‖L∞) ≤ P2(‖x‖H2+‖F (x)‖L∞),
with P2 a polynomial function. Then, it is possible to integrate the estimate to
get an uniform bound for ‖x‖H2+‖F (x)‖L∞ for a time T > 0 depending only on
‖x0‖H2+‖F (x0)‖L∞ . Through usual approximation arguments (see [25] for more
details) those a priori energy estimates provide the existence result. Uniqueness
follows using a small modification of argument in [14].
5.2. Proof ot Theorem 4. Similarly, using (44), (52), (57) together with Sobolev
embedding we find
d
dt
(‖x‖H3+‖F (x)‖L∞) ≤ P3(‖x‖H3+‖F (x)‖L∞),
with P3 a polynomial function. Previous arguments conclude the result.
5.3. Proof of Theorem 5. In this section we consider C(T ) any constant depend-
ing on the quantity
(58)
∫ T
0
(‖∂2γx‖Lp(s) + ‖F (x)‖L∞(s))‖∂
2
γx‖Lp(s)‖F (x)‖
2+α
L∞ (s)ds <∞.
Case 0 < α < 1:
Estimates (44), (48) together with condition (58) yield
sup
t∈[0,T ]
‖x‖H2(t) ≤ ‖x0‖H2C(T ),
using Gronwall’s inequality. Integration by parts allows to bound as follows
|∂γx · ∂γxt|=
1
2π
∣∣∣ ∫
T
∫
T
∂2γx
|∂γx|2
·
∂γx−
|x−|α
dηdγ
∣∣∣ ≤ ‖∂2γx‖Lp‖F (x)‖3+αL∞ |∂γx|2
so that
‖∂2γx‖
−1
Lp≤ c|∂γx|
−1≤ c|∂γx0|
−1C(T ).
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Above inequality together with the H2 bound above allow to find in (56) that
(59)
d
dt
‖F (x)‖L∞≤ C(T )‖F (x)‖L∞(‖∂
2
γx‖Lp+‖F (x)‖L∞)‖∂
2
γx‖Lp‖F (x)‖
2+α
L∞
Gronwall and (58) provides
sup
t∈[0,T ]
‖F (x)‖L∞(t) ≤ ‖F (x0)‖L∞C(T ).
It yields existence of solutions up to a time T .
Case 1 ≤ α < 2:
Proceeding as before, it is possible to find
sup
t∈[0,T ]
‖x‖H2(t) ≤ ‖x0‖H2C(T ).
Estimate (52) then yields
sup
t∈[0,T ]
‖x‖H3(t) ≤ ‖x0‖H3C(T ).
Above two estimates provide in (57) the following
d
dt
‖F (x)‖L∞≤ C(T )‖F (x)‖
3+α
L∞ (‖∂
2
γx‖Lp+‖F (x)‖L∞‖∂
2
γx‖Lp+‖∂
2
γx‖
2
Lp),
as p > 2. Using (48) it is possible to get
‖∂2γx‖
−1
Lp≤ c‖∂
2
γx‖
−1
L2≤ c‖∂
2
γx0‖
−1
L2C(T ),
so that (59) follows. Then the arc-chord condition is bounded and the solution
exists up to time T .
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