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On the divisor function in the ring of polynomials
over a finite field
V. Iudelevich
Abstract
Let τm(f) be the number of solutions of the equation f1f2 . . . fm = f in
monic polynomials over a finite field. In our paper we obtain asymptotic
formulas for the sums
∑
degf=N
1
τm(f)
,
∑
degf≤N
1
τm(f)
(where f runs over monic
polynomials) in two important cases: N and order of field tend to infinity,
and N tends to infinity and a field is fixed. These results are analogues to
the Ramanujan formula:
∑
n≤x
1
d(n)
=
x√
lnx
(
a0 +
a1
lnx
+ . . .+
aN
(lnx)N
+ON
(
1
(ln x)N+1
))
,
where d(n) is the divisor function.
Introduction
Let q be a prime power. In what follows Fq will denote the finite field of q elements.
Let Fq[x] be the polynomial ring over Fq. It is well known that Fq[x] is a Euclidean
ring. In particular, there is the theorem of unique factorization in this ring, i.e.,
any polynomial f 6= const can be represented in the form f = a·pe11 pe22 . . . pekk where
a ∈ F∗q, p1, p2, . . . , pk are distinct irreducible polynomials over Fq with unit lead-
ing coefficients (monic polynomials), and e1, e2, . . . , ek are positive integers. This
decomposition is unique up to order. The above theorem allows us to consider
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analogues to some well-known multiplicative functions, for example, divisor func-
tions. Recall that for a monic polynomial f , the divisor function τ(f) is defined
by
τ(f) =
∑
d|f
1
where the summation is taken over all monic divisors of f . In other words, τ(f)
is the number of solutions of the equation f1f2 = f in monic polynomials. The
generalized divisor function τm(f),m ≥ 2, is defined in a similar way as the number
of solutions of the equation f1f2 . . . fm = f.
Given a polynomial f of degree n, its norm N(f) is defined by N(f) = qn.
Clearly, for any polynomials f and g we have
N(fg) = N(f)N(g).
The most important object in studying the arithmetic properties of the ring Fq[x]
is its zeta function ζq(s). For s = σ+ it, σ > 1, zeta function ζq(s) is defined to be
ζq(s) =
∑
f∈Fq [x]
1
N s(f)
.
There are qn monic polynomials of degree n in Fq[x], so we get
ζq(s) =
∑
f∈Fq[x]
1
N s(f)
=
∞∑
n=0
qn
qns
=
1
1− q1−s .
It follows that ζq(s) can be analytically continued to a meromorphic function
(1− q1−s)−1 on the whole complex plane with simple poles at the points
sk = 1 +
2pik
ln q
i, k ∈ Z.
A simple computation shows that the residue at the point sk is equal to (ln q)
−1.
The unique factorization theorem leads to the follow identity:
ζq(s) =
∏
p∈Fq[x]
(
1−N−s(p))−1, (1)
where Re s > 1 and the product is over all monic irreducibles p (Euler product).
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It is interesting to study the average values of multiplicative functions over the
ring Fq[x]. Such problems were first considered by L. Carlitz. In [1], he obtained
exact formulas for the average values of some multiplicative functions.
The possibility of obtaining explicit (not asymptotic) formulas in problems of
such type are explained by simple nature of ζq(s). Therefore, in particular, the
problem of determining the value ∑
deg f=n
τm(f) (2)
reduces to calculating the coefficient for q−ns in the series
ζmq (s) =
1
(1− q1−s)m .
The value (2) is analogous to the sum∑
n≤x
dm(n), (3)
where dm(n) equals to the number of solutions of the equation x1x2 . . . xm = n in
positive integers x1, x2, . . . , xn. The study of (3) is the subject of the generalized
Dirichlet divisor problem. Along with (3), the sums
∑
n≤x
1
dm(n)
have been studied;
we have the asymptotic formula (see [2])
∑
n≤x
1
dm(n)
=
x
(ln x)1−
1
m
(
a0 +
a1
ln x
+ . . .+
aN
(ln x)N
+ON
(
1
(lnx)N+1
))
as x → +∞, N ≥ 0 is an arbitrary fixed number, a0, a1, . . . , aN , . . . are some
constants.
We define the function
T (n) =
∑
deg f=n
1
τm(f)
,
where summation is over all monic polynomials f of degree n. In this paper we
prove the following two theorems.
Theorem 1. Let n ≥ 1 be an arbitrary fixed number. Then for q, N → +∞
T (N) = qN
{
A0(N) +
A1(N)
q
+ . . .+
An−1(N)
qn−1
+On
(
N−1+
1
m
qn
)}
, (4)
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where Ak(N) are some values depending on N , m, and k, such that Ak(N) ≪
N−1+
1
m for a fixed k (0 ≤ k ≤ n− 1).
In particular,
A0(N) =
1
Nm
·
(
1 +
1
m
)(
1 +
1
2m
)
. . .
(
1 +
1
(N − 1)m
)
.
Theorem 2. Let q be fixed, and N → +∞. Then for any fixed M ≥ 0
∑
0≤n≤N
T (n) =
qN
N1−
1
m
{
M∑
k=0
Bk
Γ( 1
m
− k) ·
1
(N ln q)k
+OM
(
1
NM+1
)}
,
where the values of Bk depend only on q, m and k, and
B0 =
q
q − 1
∞∏
n=1
{(
1 +
1
m
q−n +
1
C2m+1
q−2n + . . .
)
· (1− q−n)1/m
}piq(n)
,
and piq(n) is the number of irreducible monic polynomials of degree n.
Auxiliary results
We will use the following statements.
Lemma 1 (partial summation formula). Let f(x) ∈ C1[a, b], and let cn be a
sequence of complex numbers,
C(x) =
∑
a<n≤x
cn.
Then ∑
a<n≤x
cnf(n) = C(b)f(b)−
∫ b
a
C(x)f ′(x)dx.
Proof. See, for example, [3] p.43.
Lemma 2. Let a > 0, b > 1, T > 1. Then
1
2pii
b+iT∫
b−iT
as
s
ds =


1 +O
(
ab
T ln a
)
, if a > 1
O
(
ab
T | ln a|
)
, if 0 < a < 1
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Proof. See, for example, [3] p.50.
Lemma 3. Let un(s) be an infinite sequence of analytic functions in a domain G
and
a) un(s) 6= −1 for all n = 1, 2, 3, . . . and s ∈ G;
b) |un(s)| ≤ an;
c) the series
∞∑
n=1
an converges.
Then the product
v(s) =
∞∏
n=1
(1 + un(s))
converges for any s ∈ G, and the function v(s) is analytic in G; moreover, v(s) 6= 0
for s ∈ G.
Proof. See, for example, [3] p.11.
Lemma 4. Let piq(n) denote the number of irreducible monic polynomials of degree
n. Then we have
piq(n) =
1
n
∑
d|n
µ(d)qn/d.
Proof. We give the analytical proof due to Carlitz. We write the formula (1) in
the form
∞∏
d=1
(
1− q(1−s)dq−d)−piq(d) = 1
1− q1−s . (5)
Taking the logarithm from both sides of the equation (5) and expanding them in
a series in powers of q1−s by comparing the coefficients of qn(1−s) we get
∑
d|n
dpiq(d) = q
n,
and we are done by using the Mo¨bius inversion formula.
Proof of Theorem 1
We divide our proof into several steps.
5
First step. We set
Φ(s) =
∑
F∈Fq[x]
1
τm(F )
N(F )−s, s = σ + it,
where the summation is taken over all monic polynomials over Fq. Since τm(f) is
multiplicative we have
Φ(s) =
∞∏
n=1
(
1 +
1
m
q−ns +
1
C2m+1
q−2ns + . . .
)piq(n)
=
∞∏
n=1
{
f(q−ns)
}piq(n)
,
where
f(t) = 1 +
t
m
+
t2
C2m+1
+ . . . = 1 +
t
m
+
2! · t2
m(m+ 1)
+
3! · t3
m(m+ 1)(m+ 2)
+ . . . =
= 1 +
∞∑
ν=1
ν! · tν
m(m+ 1) . . . (m+ ν − 1) .
We define the sequence {hk}∞k=1 such that for any k ≥ 1 the following equality
holds:
f(t)(1− t)h1(1− t2)h2 . . . (1− tk)hk = 1 + hk+1tk+1 + . . . (6)
A simple calculation gives
h1 =
1
m
, h2 = − (m− 1)
2
2m2(m+ 1)
.
In order to estimate absolute values of hk, we need an explicit formula that ex-
presses hk in terms of coefficients ak in the expansion
ln f(t) =
∞∑
k=1
akt
k. (7)
We set
fk+1(t) = f(t)(1− t)h1 . . . (1− tk)hk . (8)
Taking the logarithm from both sides of the equation (8) we get
ln f(t) + h1 ln(1− t) + h2 ln(1− t2) + . . .+ hk ln(1− tk) = ln(1 + hk+1tk+1 + . . .).
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Expanding both sides of this equality in power series of t and comparing the
coefficient of tk, we get
ak − h1
k
− χ2(k)h2
k/2
− . . .− χk(k)hk
k/k
= 0,
where
χl(m) =

1, l | m0, l 6 | m
Thus,
ak =
∑
d|k
dhd
k
.
Using the Mo¨bius inversion formula, we obtain
hk =
∑
d|k
µ(d)
d
ak/d. (9)
Now we establish a recursive formula for the numbers an. To do this, we set
bn = nan. Taking the derivative of the equation (7), we get
f ′(t)
f(t)
=
∞∑
k=1
kakt
k−1 =
∞∑
k=1
bkt
k−1 =
∞∑
k=0
bk+1t
k.
Then
f ′(t) =
∞∑
l=0
l
C lm+l−1
tl−1 =
∞∑
l=0
l + 1
C l+1m+l
tl,
f ′(t) = f(t) ·
∞∑
l=0
bl+1t
l,
∞∑
n=0
n+ 1
Cn+1n+m
tn =
∞∑
k=0
tk
Ckm+k−1
·
∞∑
l=0
bl+1t
l,
n+ 1
Cn+1n+m
=
n∑
l=0
bl+1
Cn−lm+n−l−1
=
n+1∑
l=1
bl
Cn+1−lm+n−l
.
Consequently,
bn+1 =
n+ 1
Cn+1n+m
−
n∑
l=1
bl
Cn+1−lm+n−l
.
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Now we show that |bn| < 1 for all n ≥ 1. Consider separately the cases m = 2 and
m ≥ 3. For the case m = 2 we have:
bn+1 =
n+ 1
n+ 2
−
n∑
l=1
bl
n + 2− l .
Note that bn > 0 for all n ≥ 1. In fact, b1 = 1
2
> 0. Now let b1, b2, . . . , bn+1 > 0,
where n ≥ 0, then
bn+2 =
n+ 2
n+ 3
−
n+1∑
l=1
bl
n + 3− l =
=
n + 2
n + 3
− n+ 1
n+ 2
+
n + 1
n + 2
−
n∑
l=1
bl
n + 2− l +
n∑
l=1
(
bl
n+ 2− l −
bl
n+ 3− l
)
− bn+1
2
=
=
1
(n+ 3)(n+ 2)
+
bn+1
2
+
n∑
l=1
bl · 1
(n + 2− l)(n + 3− l) > 0.
By induction, bn > 0 for all n ≥ 1. Now since
n∑
l=1
bl
n+ 2− l + bn+1 =
n + 1
n + 2
< 1, n ≥ 0,
then by virtue of the positivity of bl, we get the inequality
0 < bn+1 < 1, n ≥ 0.
Now consider the case m ≥ 3. For n = 1 we have b1 = 1
m
< 1. Now suppose that
|b1|, |b2|, . . . , |bn| < 1, where n ≥ 1. We show that |bn+1| < 1. We have:
|bn+1| ≤ 2(n+ 1)
(n+ 2)(n+ 3)
+ 2
n∑
l=1
1
(n+ 3− l)(n+ 2− l) .
Note that
n∑
l=1
1
(n+ 3− l)(n+ 2− l) =
n+1∑
m=2
1
m(m+ 1)
=
1
2
−
∞∑
m=n+2
1
m(m+ 1)
and
∞∑
m=n+2
1
m(m+ 1)
≥
∞∑
m=n+2
1
(m+ 1)2
≥
+∞∫
n+3
dt
t2
=
1
n+ 3
;
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putting this in the previous estimate for bn+1 we get
|bn+1| ≤ 2
n+ 3
· n+ 1
n+ 2
+ 2
(
1
2
− 1
n+ 3
)
= 1− 2
n + 3
·
(
1− n + 1
n + 2
)
< 1.
By induction, the inequality |bn| < 1 is valid for all n for m ≥ 3 as well.
Thus, we obtain an estimate for an:
|an| < 1
n
, n ≥ 1.
From the equality (9) we get
|hk| =
∣∣∣∣∣∣
∑
d|k
µ(d)
d
ak/d
∣∣∣∣∣∣ ≤
τ(k)
k
, k ≥ 1.
Second step. We set
T0(N) =
T (N)
qN
,
then
Φ(s) =
∞∑
N=0
T0(N)q
(1−s)N .
From the formula (8) we get
Φ(s) =
∞∏
N=1
{
f(q−Ns)
}piq(N)
=
∞∏
N=1
{
f(q−Ns)(1− q−Ns)h1(1− q−2Ns)h2 . . . (1− q−nNs)hn}piq(N)·
·
∞∏
N=1
(1− q−Ns)−h1
∞∏
N=1
(1− q−2Ns)−h2 · · ·
∞∏
N=1
(1− q−nNs)−hn =
= ζh1q (s)ζ
h2
q (2s) . . . ζ
hn
q (ns)
∞∏
N=1
{
fn+1(q
−Ns)
}piq(N)
.
Hence
Φ(s) =
(
1− q1−s)−h1 . . . (1− q1−ns)−hn ∞∏
N=1
{
fn+1
(
q−Ns
)}piq(N)
. (10)
Let
ξ(z) =
∞∑
N=0
T0(N)z
N ;
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then, putting in the formula (10) z = q1−s, we get the equality
ξ(z) =
(
1− z
1
)−h1 (
1− z
2
q
)−h2
. . .
(
1− z
n
qn−1
)−hn ∞∏
N=1
{
fn+1
(
zN
qN
)}piq(N)
(11)
After taking the logarithm of (11) we get
ln ξ(z) = −h1 ln(1− z)− . . .− hn ln
(
1− z
n
qn−1
)
+
∞∑
N=1
piq(N) ln
(
fn+1
(
zN
qN
))
.
Determine the coefficients ck from the expansion
ln (fn+1 (t)) = ln(1 + hn+1t
n+1 + . . . ) =
∞∑
k=n+1
ckt
k.
From the identity
ln f(t) + h1 ln(1− t) + h2 ln(1− t2) + . . .+ hn ln(1− tn) = cn+1tn+1 + . . .
with k ≥ n + 1 we get the formula for ck:
ck = ak −
∑
d|k
d≤n
dhd
k
.
Consequently
|ck| ≤ |ak|+
∑
d|k
d≤n
d|hd|
k
≤ 1
k
+
∑
d|k
d≤n
τ(d)
k
,
Since n is fixed, we have
ck ≪ 1
k
. (12)
Third step. We have
∞∑
N=1
piq(N) ln
(
fn+1
(
zN
qN
))
=
∞∑
N=1
1
N
∑
d|N
µ(d)q
N
d
∞∑
k=n+1
ck
zNk
qNk
=
=
∞∑
d=1
µ(d)
∞∑
δ=1
1
dδ
qδ
∞∑
k=n+1
ck
zdδk
qdδk
=
∞∑
N=n+1

 1
qN
∑
N=dδk
k≥n+1
µ(d)
dδ
qδck

 zN = ∞∑
N=n+1
ANz
N ,
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where
AN =
1
qN
∑
N=dδk
k≥n+1
µ(d)
dδ
qδck.
We have:
δ =
N
kd
≤ N
k
≤ N
n+ 1
,
so using (12) we get
|AN | ≤ 1
qN
n
n+1
∑
N=dδk
k≥n+1
|ck|
dδ
≪ τ3(N)
NqN
n
n+1
. (13)
Hence
∞∏
N=1
{
fn+1
(
zN
qN
)}piq(N)
= exp
{
∞∑
N=n+1
ANz
N
}
=
∞∑
k=0
Bkz
k =
= 1 +
∞∑
N=n+1
ANz
N +
(
∞∑
N=n+1
ANz
N
)2
2!
+ . . .
we see that B0 = 1, B1 = B2 = . . . = Bn = 0, and when N ≥ n+ 1:
BN = AN +
1
2!
∑
i+j=N
i,j≥n+1
AiAj + . . .+
1
r!
∑
i1+...+ir=N
ik≥n+1
Ai1 . . . Air + . . .
Let us estimate the number I(N, r) of solutions of the equation i1+i2+. . .+ir = N
with the conditions ik ≥ n+ 1. We have
I(N,r) = # {(i1, . . . , ir) ∈ Zr : ik ≥ n+ 1, i1 + i2 + . . .+ ir = N} =
= # {(i′1, . . . , i′r) ∈ Zr : i′m ≥ 1, i′1 + i′2 + . . .+ i′r = N − rn} =
= Cr−1N−rn−1 <
N r−1
(r − 1)! , 1 ≤ r ≤
N
1 + n
.
Obviously, for r >
N
1 + n
, the initial equation has no solutions. Let us proceed to
the estimate of BN . We have
|BN | ≤
∑
1≤r≤ N
n+1
N r−1
r!(r − 1)! maxi1+...+ir=N
im≥n+1
|Ai1 . . . Air |.
11
From the estimate (13) with some constant c0 = c0(n) > 0 we get
|Ai1 . . . Air | ≤
cr0 · τ3(i1) . . . τ3(ir)
i1 . . . irq
N n
n+1
≤ c
r
1
qN
n
n+1
,
where c1 = c0max
N≥1
{τ3(N)/N}. Then we obtain
|BN | ≤ 1
qN
n
n+1
∑
1≤r≤ N
n+1
(c1N)
r−1
r!(r − 1)! ≤
ec1N
qN
n
n+1
. (14)
Clearly, the above upper bound for BN is a decreasing function in N for sufficiently
large q.
Fourth step. Decomposing each factor and infinite product in (11) in power
series of z, we obtain
ξ(z) =
(
∞∑
k1=0
(−1)k1
(−h1
k1
)
zk1
)(
∞∑
k2=0
(−1)k2
(−h2
k2
)
zk2
)
. . .
. . .
(
∞∑
kn=0
(−hn
kn
)
znkn
q(n−1)kn
)
∞∑
k=0
Bkz
k.
By comparing the coefficients of zN in both parts of the equality, we find
T0(N) = (−1)N
(− 1
k
N
)
+
∑′(−h1
k1
)
. . .
(−hn
kn
)
(−1)k1+...+kn Bk
qk2+2k3+...+(n−1)kn
,
where the dash means summation over k, k1,...,kn with
k1 + 2k2 + . . .+ nkn + k = N, k1 ≤ N − 1, ki, k ≥ 0.
We denote the last sum by S and divide it into three parts
S = S1 + S2 + S3.
Here S1 includes those terms from S with k = 0 and
k2 + 2k3 + . . .+ (n− 1)kn ≤ n− 1;
S2 contains the terms from S with k = 0 and
k2 + 2k3 + . . .+ (n− 1)kn ≥ n.
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Finally, S3 includes those terms from S for which k ≥ 1. Since Bk = 0 for
k = 1, 2, . . . , n, the components of S with k ≥ n+ 1 are included in S3. Thus,
T0(N) = (−1)N
(− 1
m
N
)
+ S1 + S2 + S3.
It turns out that the first two terms will make up the leading term in the asymp-
totics, and the sums S2 and S3 will give the remainder term.
We set
A0(N) = (−1)N
(− 1
m
N
)
=
1
Nm
·
(
1 +
1
m
)(
1 +
1
2m
)
. . .
(
1 +
1
(N − 1)m
)
,
Al(N) =
∑′′(− 1
m
k1
)(−h2
k2
)
. . .
(−hl+1
kl+1
)
(−1)k1+k2+...+kl+1,
where 1 ≤ l ≤ n− 1, and the double dash mean summation by the condition
ki ≥ 0, k2 + 2k3 + . . .+ lkl+1 = l,
k1 + 2k2 + . . .+ (l + 1)kl+1 = N.
From the definition of Al(N) it is easy to see that
S1 =
n−1∑
l=1
Al(N)q
−l.
Now we turn to the estimate for Al(N). Since |hi| < 1, we get∣∣∣∣
(−hi
mi
)∣∣∣∣ ≤ 1, 1 ≤ i ≤ n.
Therefore,
|Al(N)| ≤
∑′′
(−1)k1
(− 1
m
k1
)
.
Hence(− 1
m
N
)
=
1
Nm
(
1 +
1
m
)
. . .
(
1 +
1
(N − 1)m
)
=
1
Nm
exp
{
N−1∑
l=1
ln
(
1 +
1
l ·m
)}
≤
≤ 1
Nm
exp
{
N−1∑
l=1
1
l ·m
}
≪ 1
N1−
1
m
.
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Since
k2 + 2k3 + . . .+ lkl+1 = l,
we have
l ≤ 2k2 + . . .+ (l + 1)kl+1 ≤ 2l,
and hence
2k2 + 3k3 + . . .+ (l + 1)kl+1 = θ · l, 1 ≤ θ ≤ 2.
So k1 = N − θ · l ∼ N as N →∞. From here we get
∑′′
(−1)k1
(− 1
m
k1
)
≪ p(l)
N1−
1
m
≪ 1
N1−
1
m
,
where p(l) is the number of partitions of l .
So
|Al(N)| ≪ 1
N1−
1
m
, N →∞, 1 ≤ l ≤ n− 1.
Now we estimate the sums S2 and S3. We have
S2 =
∑(3)(− 1
m
k1
)
. . .
(−hn
kn
)
(−1)k1+k2+...+kn 1
qk2+2k3+...+(n−1)kn
≪
≪
N∑
l=n
q−l
∑(4)
(−1)N−θl
( − 1
m
N − θl
)
,
where
∑(3) denotes the sum of the ki ≥ 0 for which
k1 ≤ N − 1,
k1 + 2k2 + . . .+ nkn = N,
k2 + 2k3 + . . .+ (n− 1)kn ≥ n.
Here
∑(4) means the sum of the ki (i ≥ 2) for which
k2 + 2k3 + . . .+ (n− 1)kn = l.
Let θ ∈ [1, 2] be determined from the equality
2k2 + 3k3 + . . .+ (n− 1)kn = θl.
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Now we continue to estimate the sum S2. One has
S2 ≪

N/2∑
l=n
+
N∑
l=N/2

 (−1)N−θl( − 1m
N − θl
)
ln−1
ql
≪
≪ 1
qnN1−
1
m
N/2∑
l=n
ln−1
ql−n
+
N∑
N/2
ln−1
ql
≪ 1
qnN1−
1
m
+
Nn
qN/2
≪ 1
qnN1−
1
m
.
We proceed to estimate the sum S3
S3 =
∑
k1+2k2+...+nkn+k=N
k1≤N−1
k≥n+1
(− 1
m
k1
)(−h2
k2
)
. . .
(−hn
kn
)
(−1)k1+k2+...+kn Bk
qk2+2k3+...+(n−1)kn
≪
≪
N−1∑
k1=0
(−1)k1
(− 1
m
k1
) ∑
2k2+...+nkn+k=N−k1
k1≤n+1
|Bk|
qk2+2k3+...+(n−1)kn
≪
Note that
k2 + 2k3 + . . .+ (n− 1)kn ≥ N − k1
2
.
Further, the number of solutions of the equation
2k2 + . . .+ nkn + k = N − k1
with unknowns k2, . . . , kn, k is O((N−k1)n). Recall that the upper bound (14) for
Bk is a decreasing function in k, which means |Bk| ≪ q−n for k ≥ n + 1.
From here we have
S3 ≪
N−1∑
k1=0
(−1)k1
(− 1
m
k1
)
(N − k1)n
q
N−k1
2
+n
=
=

N/2∑
k=0
+
N−1∑
k=N/2

 (−1)k(− 1m
k
)
(N − k)n
q
N−k
2
+n
≪
≪ N
n
q
N
4
+n
+
N∑
k=N/2
(−1)k
(− 1
m
k
)
(N − k)n
q
N−k
2
+n
.
N−1∑
k=N/2
(−1)k
(− 1
m
k
)
(N − k)n
q
N−k
2
+n
≪ 1
qnN1−
1
m
·
N/2∑
k=1
kn
qk/2
≪ 1
qnN1−
1
m
.
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Hence
S3 ≪ N
n
q
N
4
+n
+
1
qnN1−
1
m
≪ 1
qnN1−
1
m
.
Finally we have
T0(N) = A0(N) + A1(N)q
−1 + . . .+ An−1(N)q
−n+1 +On
(
1
qnN1−
1
m
)
.
The proof is completed by multiplying both sides by qN .
Proof of Theorem 2
First stage. As in the proof of Theorem 1, we have
Φ(s) =
∑
f∈Fq[x]
1
τm(f)
N−s(f) =
∞∑
n=0
T (n)
qns
. (15)
Since the number of monic polynomials of degree n is qn, we get T (n) ≤ qn, and
the series (15) converges absolutely for σ = Re s > 1.
Since τm(f) is a multiplicative function, we have
Φ(s) =
∞∏
n=1
(
1 +
1
m
q−ns +
1
C2m+1
q−2ns + . . .
)piq(n)
=
∞∏
n=1
{(
1 +
1
m
q−ns +
1
C2m+1
q−2ns + . . .
)piq(n)
·
·
(
1− 1
qns
)piq(n)/m(
1− 1
qns
)−piq(n)/m}
= ζ1/mq (s) · F (s),
where
F (s) =
∞∏
n=1
{(
1 +
1
m
q−ns +
1
C2m+1
q−2ns + . . .
)
·
(
1− 1
qns
)1/m}piq(n)
.
First we show that the function F (s) is analytic in the half-plane Re s > 0.5.
To do this, we need Lemma (3).
For | t | < 1 we have
(
1 +
1
m
t +
1
C2m+1
t2 + . . .
)
· (1− t) 1m =
∞∑
n=0
dnt
n,
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where
dn =
∑
k,l:
k+l=n
1
Ckm+k−1
· (−1)l
(
1/m
l
)
, d0 = 1, d1 = 0.
Now we prove that for n,m ≥ 2 the inequality |dn| < 1
2
.
Indeed, if m = 2, then (
1/2
l
)
=
C l2l
4l(2l − 1)
and
dn = −
n∑
l=0
C l2l
4l(2l − 1) ·
1
n− l + 1 = −

 ∑
0≤l≤n/2
+
∑
n/2<l≤n
C l2l
4l(2l − 1)

 .
Since Cn2n ≤
4n√
3n+ 1
for n ≥ 1, we get
|dn| ≤
n/2∑
l=0
1
|√3l + 1(2l − 1)| ·
1
(n/2 + 1)
+
lnn + 1√
1.5n+ 1(n− 1) .
Further,
n/2∑
l=0
1√
3l + 1|2l − 1| = 1 +
n/2∑
l=1
1√
3l + 1(2l − 1) ≤ 1 +
1√
3
n/2∑
k=1
1
k1.5
≤
≤ 1+ 1√
3

1 +
n/2∫
1
dt
t1.5

 = 1+ 1√
3
(
1 +
t−0.5
−0.5
∣∣∣∣
n/2
1
)
= 1+
1√
3
(
1 + 2− 2√
n/2
)
<
< 1 +
√
3 < 3,
so
|dn| < 6
n
+
1
n− 1 <
8
n
<
1
2
if n ≥ 17.
For n ≤ 16, the inequality |dn| < 1
2
is verified by a simple computation. We
present the table of values of dn.
d2 d3 d4 d5 d6 d7 d8 d9
−0.041... −0.041... −0.036... −0.032... −0.028... −0.025... −0.022... −0.020...
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d10 d11 d12 d13 d14 d15 d16
−0.018... −0.016... −0.015... −0.013... −0.012... −0.012... −0.011...
For m,n ≥ 3, using the inequality
Ckm+k−1 = C
m−1
m+k−1 ≥ C2k+1
we obtain that
|dn| =
∣∣∣∣∣
n∑
k=0
1
Ckm+k−1
· (−1)n−k ·
(
1/m
n− k
)∣∣∣∣∣ ≤
≤ 1
Cnm+n−1
+
1
m
n−1∑
k=1
2
k(k + 1)
· 1
n− k +
∣∣∣∣
(
1/m
n
)∣∣∣∣ ≤
≤ 1
C35
+
1
m
·
{
1
n
+
2
(n− 1)n +
n−2∑
k=1
1
k(k + 1)
}
≤
≤ 1
10
+
1
3
(
1 +
1
n(n− 1)
)
≤ 1
10
+
7
18
<
1
2
.
For n = 2, m ≥ 3 we have:
d2 =
1
2m
(
1
m
− 1
)
− 1
m2
+
2
(m+ 1)m
= − 1
2m2
− m− 3
2m(m+ 1)
.
|d2| = 1
2m
·
∣∣∣∣ 1m − m− 3m+ 1
∣∣∣∣ ≤ 1m < 12 .
We set
un(z) =
∞∑
k=2
dkz
kn,
Gε =
{
z ∈ C : |z| ≤ 1
q
1
2
+ε
}
.
Then
|un(z)| ≤ 1
2
∞∑
k=2
|z|k = 1
2
· |z|
2n
1− |z| ≤ 2|z|
2n ≤ 2
q(1+2ε)n
= an
and
∞∑
n=1
piq(n)an ≤ 2
∞∑
n=1
2qn
nq(1+2ε)n
≤ 4
q2ε − 1 = c(ε),
18
|1 + un(z)| > 1− 1
2
q−2n·
1
2 − 1
2
q−3n·
1
2 − . . . = 1− 1
2
· q
−2n· 1
2
1− q−n2 =
= 1− 1
2(qn − q n2 ) > 1−
1
2(2−√2) > 0.
Consequently, the function f(z) defined by the infinite product
f(z) =
∞∏
n=1
(1 + d2z
2n + d3z
3n + . . .)piq(n)
is analytic in Gε. Since ε > 0 is arbitrary, then the function f(z) is analytic in the
disk
G =
{
z ∈ C : |z| < 1√
q
}
.
Hence, for every z ∈ G
f(z) =
∞∑
n=0
Fnz
n.
From Cauchy’s inequality for the coefficients of Taylor’s series we have
|Fn| ≤
(
q0.5+ε
)n
max
|z|=q−0.5−ε
|f(z)|, ∀ε > 0.
For |z| = q−0.5−ε we get
|f(z)| =
∞∏
n=1
|1 + d2z2n + d3z3n + . . . |piq(n) ≤
∞∏
n=1
(1 + (d2 + d3|z|)|z|2n + . . .)piq(n) ≤
≤
∞∏
n=1
(1+|z|2n+|z|4n+. . .)piq(n) =
∞∏
n=1
(1+q−(1+2ε)n+q−2(1+2ε)n+. . .)piq(n) = ζq(1+2ε).
Consequently, for any ε > 0
|Fn| ≤ ζq(1 + 2ε) · q(0.5+ε)n. (16)
Thus, for Re s ≥ 0.5 + ε
|F (s)| ≤ ζq(1 + 2ε),
F (s) =
∞∏
n=1
(1 + d2q
−2ns + d3q
−3ns + . . .)piq(n) =
∞∑
n=0
Fn
qns
. (17)
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Since for every n ≥ 0 the functions fn(s) = Fn
qns
are analytic in any circle lying in
the region Re s ≥ 0.5 + ε, and the series
F (s) =
∞∑
n=0
fn(s)
converges uniformly in it, the function F (s) is analytic in the region Re s > 0.5.
Second stage. We set x = qN+H, where 0 < H <
1
2
(
qN − qN−1), and consider
the integral
I =
1
2pii
b+iT∫
b−iT
Φ(s)
xs
s
ds.
By Lemma (2), we get:
I =
1
2pii
b+iT∫
b−iT
∞∑
n=0
T (n)
qns
xs
s
ds =
∞∑
n=0
T (n)
2pii
b+iT∫
b−iT
(
x
qn
)s
ds
s
=
=
N∑
n=0
T (n)+O
(∑
n 6=N
T (n)
(
x
qn
)b
1
T | lnx/qn| + T (N)
(
x
qN
)b
1
T ln (1 +Hq−N)
)
=
= D(N) +O
(
xb
T
Φ(b)
ln q
+
x2
HT
)
,
where
D(N) =
N∑
n=0
T (n).
Recall that the points
sk = 1 + τki = 1 +
2pik
ln q
i, k ∈ Z
are simple poles of the zeta function ζq(s) =
1
1− q1−s with residues equal to
(ln q)−1. We choose a, b, T so that
a =
1
2
+ ε, b > 1,
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T =
2r + 1
ln q
pi, r ∈ N.
Let Γ be the boundary of the rectangle with vertices at the points a±iT , b±iT ,
where each point sk with the condition |τk| < T is avoided by horizontal cut coming
from the left side of the rectangle. Choose the counterclockwise direction on the
Γ. Let Γ1 be the part of the Γ that does not include the segment [b− iT, b+ iT ].
Since the function Φ(s)
xs
s
is analytic inside the domain bounded by Γ, then
I =
1
2pii
b+iT∫
b−iT
Φ(s)
xs
s
ds = −
∫
Γ1
Φ(s)
xs
s
ds.
Thus,
D(N) = −
∫
Γ1
Φ(s)
xs
s
ds+O
(
xb
T
Φ(b)
ln q
+
x2
HT
)
Let I
(+)
k and I
(−)
k be the integrals on the upper and lower edges of the cut going
from s = a+ iτk to s = sk , i.e.,
I
(+)
k =
1
2pii
1+(τk+0)i∫
a+(τk+0)i
m
√
ζq(s) · F (s)x
s
s
ds,
I
(−)
k =
1
2pii
a+(τk−0)i∫
1+(τk−0)i
m
√
ζq(s) · F (s)x
s
s
ds,
where m
√
z is the branch that takes positive values for real z > 0. Let further
Ik = I
(+)
k + I
(−)
k .
Now
I
(+)
k =
1
2pii
1+(τk+0)i∫
a+(τk+0)i
m
√
ζq(s)F (s)
xs
s
ds =
1
2pii
1+(τk+0)i∫
a+(τk+0)i
m
√
(s− sk)ζq(s)
m
√
s− sk F (s)
xs
s
ds.
Since
m
√
s− sk = m
√
1− u+ i(τk + 0)− 1− iτk = m
√−u+ i0 = m
√
uepii = u
1
m e
pii
m ,
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ζq(s) = ζq(1− u+ i(τk + 0)) = 1
1− qu = −
1
qu − 1 ,
m
√
(s− sk)ζq(s) = m
√
(−u + i0)ζq(1− u+ i(τk + 0)) = m
√
u
qu − 1 = ϕ(u),
we get
m
√
ζq(1− u+ i(τk + 0)) = ϕ(u)e
−pii
m
m
√
u
.
Further,
F (1− u+ iτk) =
∞∑
n=0
Fn
q(1−u+iτk)n
=
∞∑
n=0
Fn
q(1−u)n
= F (1− u).
Thus we get
I
(+)
k =
e−
pii
m
2pii
1−a∫
0
ϕ(u)F (1− u)x1−u+τki
m
√
u(1− u+ τki) =
x
pi
e−
pi
m
i
2i
1−a∫
0
ϕ(u)F (1−u) x
−u+τki
m
√
u(1− u+ τki)du.
Similarly, we find
I
(−)
k = −
x
pi
e
pi
m
i
2i
1−a∫
0
ϕ(u)F (1− u)x−u+τki
m
√
u(1− u+ τki) du.
Consequently,
Ik = I
(+)
k + I
(−)
k = −
1
pi
(
sin
pi
m
)
x
1−a∫
0
ϕ(u)F (1− u)x−u+τki
m
√
u(1− u+ τki) du.
We set y =
H
qN ln q
, then
xτki = exp
{
ln(qN +H)
2pik
ln q
i
}
= exp
{
ln
(
1 +
H
qN
)
2pik
ln q
i
}
=
= exp
{
H
qN ln q
· 2piki
}
· (1 +O (ky2 ln q)) .
Hence
Ik = −
sin pi
m
pi
· x
1−a∫
0
ϕ(u)F (1− u)x−u
m
√
u
· e
2pikyi
1− u+ 2pik
ln q
i
du+O
(
H2
x ln q
)
.
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Third stage. Let us calculate the sum I0 +
r∑
k=1
(Ik + I−k).
We set
Sr =
1
1− u +
r∑
k=1
{
e2pikyi
1− u+ τki +
e−2pikyi
1− u− τki
}
.
Then
Sr =
1
1− u +
r∑
k=1
2(1− u) cos(2piky)
(1− u)2 + τ 2k
+
r∑
k=1
2τk sin(2piky)
(1− u)2 + τ 2k
.
It is known that
∞∑
k=0
cos kz
k2 + a2
=
pi
2a
ch{a(pi − z)}
sh(api)
− 1
2a2
,
∞∑
k=0
k sin kz
k2 + a2
=
pi
2
sh{a(pi − z)}
sh(api)
.
Putting a =
ln q
2pi
(1− u), z = 2piy in the first formula, we get
∞∑
k=1
2(1− u) cos(2piky)
(1− u)2 + τ 2k
=
2(1− u) ln2 q
4pi2
∞∑
k=1
cos(2piky)(
ln q
2pi
(1− u))2 + k2 =
=
ln q
2
· ch
{
ln q
2
(1− u) · (1− 2y)}
sh
{
ln q
2
· (1− u)} − 11− u.
Similarly, the second formula gives:
∞∑
k=1
2τk sin(2piky)
(1− u)2 + τ 2k
=
ln q
2
·
sh
{
ln q·(1−u)
2
· (1− 2y)
}
sh
{
ln q
2
· (1− u)} .
Hence
1
1− u +
∞∑
k=1
{
e2pikyi
1− u+ τki +
e−2pikyi
1− u− τki
}
=
ln q
2
·
exp
{
ln q·(1−u)
2
· (1− 2y)
}
sh
{
ln q·(1−u)
2
} =
=
q1−u ln q
q1−u − 1 +O
(
H
x
)
.
So
Sr =
q1−u ln q
q1−u − 1 +O
(
H
x
+
∑
k≥r+1
| cos(2piky)|
(1− u)2 + τ 2k
+
∣∣∣∣∣
∑
k≥r+1
k sin(2piky)
(1− u)2 + τ 2k
∣∣∣∣∣
)
.
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∑
k≥r+1
1
(1− u)2 + τ 2k
≪ ln
2 q
1
∑
k≥r+1
1
k2
≪ ln
2 q
r
≪ ln q
T
,
since r ≍ T ln q.
To estimate the remainder
R =
∣∣∣∣∣
∑
k≥r+1
k sin(2piky)
(1− u)2 + τ 2k
∣∣∣∣∣
we proceed as follows. We set a =
ln q · (1− u)
2
, w = 2piy; then, setting
Rn = ln q
∑
r<k≤n
k sin(kw)
a2 + k2
,
by partial summation we have:
Rn = ln q ·

 na2 + n2 ·
∑
r<k≤n
sin kw +
n∫
r
∑
r<k≤u
sin kw
(a2 + u2)2
· (u2 − a2)du

 .
Since
∑
1≤k≤n
sin kw =
sin
(
n+1
2
w
)
sin
(
n
2
w
)
sin w
2
≪ 1∣∣sin w
2
∣∣ ≪ 1|sin piy| ≪ 1y ,
we have
Rn ≪ n
y(a2 + n2)
+
1
y
n∫
r
u2 − a2
(u2 + a2)2
du.
Hence
R = lim
n→∞
Rn ≪ x ln q
Hr
≪ x
HT
.
Thus
Sr =
q1−u ln q
q1−u − 1 +O
(
H
x
+
x
HT
+
ln q
T
)
.
Consequently,
I0 +
m∑
k=1
(Ik + I−k) =
= −1
pi
sin
( pi
m
)
x
1−a∫
0
ϕ(u)F (1−u)x
−u
m
√
u
{
ln q
q1−u
q1−u − 1 +O
(
H
x
+
x
HT
+
ln q
T
)}
du+O
(
H2T
x
)
=
24
= −1
pi
sin
( pi
m
)
x ln q
1−a∫
0
ϕ(u)F (1−u)x
−u
m
√
u
q1−u
q1−u − 1du+O
(
H +
x2
HT
+
x ln q
T
+
H2T
x
)
.
Fourth stage. Let us define the coefficients ck from the expansion
ϕ(u)
q1−u
q1−u − 1 =
1
m
√
ln q
∞∑
k=0
cku
k,
where
|u| ≤ 1
2
min
{
1,
2pi
ln q
}
= c.
We set
f(u) = (ln q)
1
m · ϕ(u) q
1−u
q1−u − 1 .
c0 = c0(x; q) = −1
pi
(
sin
pi
m
)
(ln q)1−
1
mx,
ψ(u) = f(u)F (1− u).
We have
I = c0
1−a∫
0
f(u)F (1− u)x
−u
m
√
u
du = c0
1−a∫
0
ψ(u)
(qN +H)−u
m
√
u
du.
Since (
qN +H
)−u
= q−Nu +O
(
Hq−N(1+u)
)
,
x(ln q)1−
1
m
1−a∫
0
Hq−N(1+u)du≪ H(ln q)1− 1m
1−a∫
0
x−udu≪
≪ H(ln q)1− 1m
+∞∫
0
exp {−u ln x} d(u lnx)
ln x
≪ H
N
(ln q)−
1
m ,
so we have
I = c0
1−a∫
0
ψ(u)q−Nuu−
1
mdu+O
(
HN−1(ln q)−
1
m
)
=
= c0
c∫
0
ψ(u)q−Nuu−
1
mdu+ c0
1−a∫
c
ψ(u)q−Nuu−
1
mdu+O
(
HN−1(ln q)−
1
m
)
=
25
= c0
c∫
0
ψ(u)q−Nuu−
1
mdu+O
(
x1−c ln q +HN−1(ln q)−
1
m
)
.
Since the function ψ(u) is analytic in the disk {z ∈ C : |z| ≤ c}, then for |u| ≤ c
we have
ψ(u) =
M∑
k=0
ψ(k)(0)
k!
uk +OM(u
M+1),
where
ψ(k)(0) =
k∑
l=0
(
k
l
)
f (l)(0)(−1)k−lF (k−l)(1).
Hence,
I = c0
c∫
0
M∑
k=0
ψ(k)(0)
k!
uk−
1
m q−Nudu+OM

c0
c∫
0
uM+1−
1
m q−Nudu

+O (x1−c ln q +HN−1(ln q)− 1m) =
= c0
M∑
k=0
ψ(k)(0)
k!
c∫
0
uk−
1
m q−Nudu+OM

x(ln q)1− 1m
+∞∫
0
uM+1−
1
m q−Nudu

+
+O
(
x1−c ln q +HN−1(ln q)−
1
m
)
.
Since
c0
+∞∫
c
uk−
1
m q−Nudu =
c0
(N ln q)k+1−
1
m
+∞∫
cN ln q
zk−
1
m e−zdz ≪
≪ q
N
(N ln q)k
(k + 1)! (cN ln q)k
exp {cN ln q} ≪
(k + 1)!
2k
x1−c,
+∞∫
0
uk−
1
m q−Nudu =
Γ
(
k + 1− 1
m
)
(N ln q)k+1−
1
m
,
we finally get
I = −1
pi
(
sin
pi
m
)
x
M∑
k=0
ψ(k)(0)
k!
Γ
(
k + 1− 1
m
)
(ln q)k ·Nk+1− 1m +OM
(
x
NM+2−
1
m
+ x1−c ln q +HN−1(ln q)−
1
m
)
=
= − q
N
N1−
1
m
M∑
k=0
ψ(k)(0)
k!
(−1)k
Γ
(
1
m
− k) (N ln q)k +OM
(
x
NM+2−
1
m
+HN−1+
1
m
)
.
26
Fifth stage. Let us estimate the contribution of the integrals of Φ(s)
xs
s
on the
other sides of the contour Γ1.
1
2pii
a+iT∫
b+iT
Φ(s)
xs
s
ds = − 1
2pii
b∫
a
m
√
ζq(σ + iT )F (σ + iT )
xσ+iT
σ + iT
dσ.
Since
|ζq(σ + iT )| =
∣∣∣∣1− 1qσ+iT−1
∣∣∣∣
−1
=
1
|1 + q1−σ| =
1
1 + q1−σ
< 1,
we have
1
2pii
a+iT∫
b+iT
Φ(s)
xs
s
ds≪ ζq(1 + 2ε)x
b
T
≪ ζq(1 + 2ε) x
T
.
Similarly,
1
2pii
b−iT∫
a−iT
Φ(s)
xs
s
ds≪ ζq(1 + 2ε) x
T
.
Now
− 1
2pii
a+iT∫
a−iT
Φ(s)
xs
s
ds = − 1
2pii
T∫
−T
m
√
ζq(a+ it)F (a+ it)
xa+ti
a + it
dt≪
≪ ζq(1 + 2ε) · (1 + xa lnT )≪ ζq(1 + 2ε)xa lnT.
Here we used the fact that
|ζq(a+it)| = 1|1− q1−a+it| ≤
1
q1−a − 1 ≤
1
20.5−ε − 1 < 5 if ε < 0.5−
ln 1.2
ln 2
= 0.236...
Now we find the asymptotics of D(N).
Take b = 1 +
c1
N ln q
, c1 > 0. Then
D(N) =
qN
N1−
1
m
M∑
k=0
ψ(k)(0)
k!
(−1)k
Γ
(
1
m
− k) (N ln q)k +R,
where
R≪M x
NM+2−
1
m
+HN−1+
1
m+
x2
HT
+
x ln q
T
+
H2T
x
+ζq(1+2ε)
x
T
+ζq(1+2ε)x
a lnT.
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We take H = x2/3 and T = x1/2, then for the remainder we get
R≪ x
NM+2−
1
m
≪ q
N
NM+2−
1
m
.
So
D(N) =
qN
N1−
1
m
M∑
k=0
ψ(k)(0)
k!
(−1)k
Γ
(
1
m
− k) (N ln q)k +OM
(
qN
NM+2−
1
m
)
.
The claim follows.
Examples to Theorem 1
A more detailed calculation of hk (defined in (6)) shows that
h1 =
1
m
,
h2 = − (m− 1)
2
2m2(m+ 1)
,
h3 = −(m− 1)
2(m2 + 5m− 2)
3m3(m+ 1)(m+ 2)
,
h4 = −(m− 1)
2(3m4 + 23m3 −m2 − 19m+ 6)
4m4(m+ 1)2(m+ 2)(m+ 3)
.
In particular, for m = 2 we have h1 =
1
2
, h2 = h3 = − 1
24
, h4 = − 49
2880
. These
values of hk allow us to write down the first few terms in the leading term in the
formula (4).
For arbitrary m ≥ 2 :
T (N) = (−1)N
(− 1
m
N
)
qN
{
1 +
T1
q
+
T2
q2
+O
(
N
1
m
−1
q3
)}
,
where
T1 = − N(N − 1)(m− 1)
2
2(Nm − 2m+ 1)(Nm−m+ 1)(m+ 1) ,
T2 = − N(N − 1)(N − 2)(m− 1)
2
(Nm−m+ 1)(Nm− 2m+ 1)(Nm− 3m+ 1) ·
·
(
N − 3
Nm− 4m+ 1
2m3 +m2 + 2m− 1
8(m+ 1)2
+
m2 + 5m− 2
3(m+ 1)(m+ 2)
)
.
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For m = 2 :
T (N) =
qN
4N
{(
2N
N
)
− 2
3
(
2N − 4
N − 2
)
q−1 −
(
46
9
(
2N − 8
N − 4
)
+
8
3
(
2N − 6
N − 3
))
q−2−
−
(
4324
81
(
2N − 12
N − 6
)
+
196
45
(
2N − 8
N − 4
))
q−3 +O
(
q−4√
N
)}
, (18)
where the quantities q and N tend to infinity.
Examples to Theorem 2
More detailed calculations lead to the equality
D(N) =
F (1)
Γ( 1
m
)
qN
N1−
1
m
{
C0 +
C1
N
+
C2
N2
+O
(
1
N3
)}
,
where
C0 =
q
q − 1 ,
C1 = q
(m− 1)
2m2
(
1 + 2m− q
(q − 1)2 −
2m
q − 1
F ′(1)
F (1)
1
ln q
)
,
C2 = q
(m− 1)(2m− 1)
24m4
(
3(q − 1)2 + 12m2(1 + q)−m(q2 + 10q − 11)
(q − 1)3 +
+
12m(q − 2m− 1)
(q − 1)2
F ′(1)
F (1)
1
ln q
+
12m2
(q − 1)
F ′′(1)
F (1)
1
(ln q)2
)
.
Here
F (1) =
∞∏
n=1
(
1 + d2q
−2n + d3q
−3n + . . .
)piq(n)
,
F ′(1)
F (1)
1
ln q
= −
∞∑
n=1
2d2q
−2n + . . .
1 + d2q−2n + d3q−3n + . . .
· npiq(n),
F ′′(1)
F (1)
1
(ln q)2
=
∞∑
n=1
4d2q
−2n + . . .
(1 + d2q−2n + d3q−3n + . . . )2
· n2piq(n)+
+
(
∞∑
n=1
2d2q
−2n + . . .
1 + d2q−2n + d3q−3n + . . .
· npiq(n)
)2
.
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For
T (N) = D(N)−D(N − 1)
we get the following equality
T (N) =
F (1)
Γ( 1
m
)
qN
N1−
1
m
{
1 +
D1
N
+
D2
N2
+O
(
1
N3
)}
, (19)
where
D1 = −m− 1
m
(
1
2m
+
F ′(1)
F (1)
1
ln q
)
,
D2 =
(m− 1)(2m− 1)
2m2
(
−m− 3
12m2
+
1
m
F ′(1)
F (1)
1
ln q
+
F ′′(1)
F (1)
1
(ln q)2
)
.
From the equality (17) it follows that
F (1) =
∞∑
n=0
Fn
qn
,
F ′(1) = − ln q
∞∑
n=1
nFn
qn
,
F ′′(1) = (ln q)2
∞∑
n=1
n2Fn
qn
.
Taking into account the estimate (16) with ε = 0.1 and q → +∞ we get
F (1) = 1 +O
(
q−0.4
)
,
F ′(1)
F (1)
1
ln q
,
F ′′(1)
F (1)
1
(ln q)2
≪ q−0.3.
Then for N, q → +∞ the formula (19) is converted to the following
T (N) =
1
Γ( 1
m
)
qN
N1−
1
m
{
1− m− 1
2m2
1
N
− (m− 1)(2m− 1)(m− 3)
24m4
1
N2
+O
(
1
q0.3
+
1
N3
)}
.
In particular, when m = 2 we get
T (N) =
qN√
piN
{
1− 1
8N
+
1
128N2
+O
(
1
q0.3
+
1
N3
)}
. (20)
Since
1
4N
(
2N
N
)
=
1√
piN
(
1− 1
8N
+
1
128N2
+O
(
1
N3
))
then the formula (20) is a weaker version of the formula (18).
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