We study, for any positive integer and for any subset of N * , the Banach space of the bounded real sequences { } ∈ and a measure over (R , B ( ) ) that generalizes the -dimensional Lebesgue one. Moreover, we expose a differentiation theory for the functions defined over this space. The main result of our paper is a change of variables' formula for the integration of the measurable real functions on (R , B ( ) ). This change of variables is defined by some infinite-dimensional functions with properties that generalize the analogous ones of the standard finite-dimensional diffeomorphisms.
Introduction
The aim of this paper is to generalize the results of article [1] , where, for any positive integer and for any subset of N * , we study a particular infinite-dimensional measure ( , ) , ,V that, in the case = {1, . . . , }, coincides with the -dimensional Lebesgue one on R . The measure ( , ) , ,V is a product indexed by of -finite measures on the Borel -algebra B on R (by using a generalization of the Jessen theorem), and it is defined over the measurable space (R , B ( ) ), and in particular over ( , B ), where B ( ) is the product indexed by of the same -algebra B, ⊂ R is the Banach space of the bounded real sequences { } ∈ , and B is the restriction to of B ( ) . In the mathematical literature, some articles introduced infinite-dimensional measures analogue of the Lebesgue one (see, e.g., the paper of Léandre [2] , in the context of the noncommutative geometry, that one of Tsilevich et al. [3] , which studies a family of -finite measures on R + , and that one of Baker [4] , which defines a measure on R N * that is not -finite).
In paper [1] , the main result is a change of variables' formula for the integration of the measurable real functions on the space ( , B ). This change of variables is defined by a particular class of linear functions over , called ( , )-standard. A related problem is studied in the paper of Accardi et al. [5] , where the authors describe the transformations of generalized measures on locally convex spaces under smooth transformations of these spaces.
In this paper, we prove that the change of variables' formula given in [1] can be extended by defining some infinite-dimensional functions with properties that generalize the analogous ones of the standard finite-dimensional diffeomorphisms.
In Section 2, we construct the infinite-dimensional Banach space , and we define the continuous functions and the homeomorphisms over the open subsets of this space. Moreover, we recall some results about the integration of the measurable real functions defined on a measurable product space. In Section 3, we expose a differentiation theory in the infinite-dimensional context, and in particular we define the functions 1 and the diffeomorphisms. Moreover, we introduce a class of functions, called ( , )-standard, that generalizes the set of the linear ( , )-standard functions given in [1] , and we expose some properties of these functions. In Section 4, we present the main result of our paper, that is, a change of variables' formula for the integration of the measurable real functions on (R , B ( ) ); this change of variables is defined by the biunique, 1 and ( , )-standard functions, with further properties (Theorem 47). This result agrees with the analogous finite-dimensional result. In Section 5, we expose some ideas for further study in the probability theory. Theorem 1. Let ̸ = ⌀ be a set and, for any ∈ , let ( , Σ , ) be a measure space such that is finite. Moreover, suppose that, for some countable set ⊂ , is a probability measure for any ∈ \ and ∏ ∈ ( ) ∈ R + . Then, over the measurable space (∏ ∈ , ⨂ ∈ Σ ), there is a unique finite measure , indicated by ⨂ ∈ , such that, for any ⊂ such that | | < +∞ and for any = ∏ ℎ∈ ℎ × ∏ ∈ \ ∈ ⨂ ∈ Σ , where ℎ ∈ Σ ℎ , ∀ℎ ∈ , we have
Proof. See the proof of Corollary 4 in Asci [1] .
Henceforth, we will suppose that , are sets such that ⌀ ̸ = , ⊂ N * ; moreover, for any ∈ N * , we will indicate by = { 1 , . . . , } the set of the first elements of (with the natural order and with the convention = if | | < ) and analogously ; finally, for any = ∈ , set | | = .
Theorem 2. Let ( , Σ , ) be a probability space, for any ∈ , let ( , Σ, ) = (∏ ∈ , ⨂ ∈ Σ , ⨂ ∈ ), and let ∈ 1 ( , Σ, ). Moreover, for any ⊂ such that ⌀ ̸ = | | < +∞, define the measurable function : ( , Σ) → (R, B) by
where
Then, -a.e. one has lim →+∞ = ∫ .
Proof. See, for example, Theorem 3, page 349, in Rao [6] .
Corollary 3. Let ( , Σ , ) be a measure space such that is finite, for any ∈ , and ∏ ∈ ( ) ∈ [0, +∞); moreover, let ( , Σ, ) = (∏ ∈ , ⨂ ∈ Σ , ⨂ ∈ ), let ∈ 1 ( , Σ, ), and let the measurable function : ( , Σ) → (R, B) defined by (1) , for any ∈ N * . Then, -a.e. one has lim →+∞ = ∫ .
Proof. Suppose that ( ) ̸ = 0, ∀ ∈ ; then, = / ( ) is a probability measure, and also = ⨂ ∈ , = ⨂ ∈ , and = ⨂ ∈ , ∀ ∈ N * ; then, define the function : ( , Σ) → (R, B) by
From Theorem 2, -a.e., we have
Conversely, if ( ) = 0, for some ∈ , then
Thus, since = (∏ ∈ ( )) , we obtain the statement.
Definition 4.
For any set ̸ = ⌀, define the function ‖ ⋅ ‖ :
and define the vector space = { ∈ R : ‖ ‖ < +∞} .
Moreover, indicate by B the -algebra B ( ) ( ), by the topology ( ) ( ) induced on by the product topology ( ) (R ), and by ‖⋅‖ the topology induced on by the distance : × → [0, +∞) defined by ( , ) = ‖ − ‖ , ∀ , ∈ ; furthermore, for any set ⊂ , indicate by ‖⋅‖ ( ) the topology induced by ‖⋅‖ on . Finally, for any 0 ∈ and for any > 0, indicate by ( 0 , ) the set { ∈ : ‖ − 0 ‖ < }.
Observe that ( ) ( ) ⊂ ‖⋅‖ ( ), ∀ ⊂ ; moreover, is a Banach space, with the norm ‖ ⋅ ‖ (see, e.g., the proof of Remark 2 in [1] Proof of (2) . ∀ ∈ ‖⋅‖ and ∀ = ( : ∈ ) ∈ −1 , ( ), we have ( : ∈ ) ∈ , and so there exists ∈ R + and ( : ∈ ) ∈ such that ( : ∈ ) ∈ ∏ ∈ ( − , + ) ⊂ ; let = ( : ∈ ) ∈ −1 , ( ) such that = , ∀ ∈ \ , and = , ∀ ∈ ; then, ∈ ∏ ∈ ( − , + ) ⊂ −1 , ( ), and so , is a continuous function. Moreover, ∀ ∈ ‖⋅‖ and ∀ = ( : ∈ ) ∈ , ( ), let = ( : ∈ ) ∈ such that = , ∀ ∈ ; since ∈ ‖⋅‖ , there exists ∈ R + and ( : ∈ ) ∈ such that ∈ ∏ ∈ ( − , + ) ⊂ , and so ∈ ∏ ∈ ( − , + ) ⊂ , ( ); then, , is an open function.
Definition 7. Let
∈ ‖⋅‖ , let 0 ∈ , let ∈ , and let : ⊂ → be a function; we say that lim → 0 ( ) = if, for any neighbourhood ∈ ‖⋅‖ of ( 0 ), there exists a neighbourhood ∈ ‖⋅‖ ( ) of 0 such that, for any ∈ \ { 0 }, we have ( ) ∈ .
Definition 8. Let
∈ ‖⋅‖ and let : ⊂ → be a function; we say that is continuous in 0 ∈ if lim → 0 ( ) = ( 0 ), and we say that is continuous in if is continuous in 0 for any 0 ∈ . Remark 9. Let ∈ ‖⋅‖ , let ∈ ‖⋅‖ , and let : ⊂ → ⊂ be a function; then, : ( , ‖⋅‖ ( )) → ( , ‖⋅‖ ( )) is continuous if and only if is continuous in . 
Differentiation Theory in the Infinite-Dimensional Context
The following concept generalizes Definition 6 in [1] (see also the theory in the Lang's book [8] ).
Definition 12. Let = ( ) ∈ , ∈ be a real matrix × (eventually infinite); then, define the linear function = ( ) ∈ , ∈ : → R , and write → , in the following manner:
on condition that, for any ∈ , the sum in (7) converges to a real number.
Definition 13. Let ∈ ‖⋅‖ ; a function : ⊂ → is called differentiable in 0 ∈ if there exists a linear and continuous function : → defined by a real matrix = ( ) ∈ , ∈ , and one has
If is differentiable in 0 for any 0 ∈ , is called differentiable in . The function is called differential of the function in 0 , and it is indicated by the symbol ( 0 ).
Remark 14. Let
∈ ‖⋅‖ and let , : ⊂ → be differentiable functions in 0 ∈ ; then, for any , ∈ R, the function + is differentiable in 0 , and
Proof. Observe that
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Remark 15. A linear and continuous function = ( ) ∈ , ∈ : → , defined by
is differentiable and ( 0 ) = , for any 0 ∈ .
Remark 16. Let ∈ ‖⋅‖ and let : ⊂ → be a function differentiable in 0 ∈ ; then, for any ∈ , the component : → R is differentiable in 0 , and ( 0 ) is the matrix given by the th row of = ( 0 ). Moreover, if | | < +∞ and : ⊂ → R is differentiable in 0 , for any ∈ , then : ⊂ → is differentiable in 0 .
Remark 17. Let ∈ ‖⋅‖ and let : ⊂ → be a function differentiable in 0 ∈ ; then, is continuous in 0 .
Proof. ∀ ∈ , set
From (8), we have lim → 0 ‖ ( , 0 )‖ = 0; moreover,
from which lim → 0 ( ) = ( 0 ).
Definition 18. Let ∈ ‖⋅‖ and let V ∈ such that ‖V‖ = 1; a function : ⊂ → R is called derivable in 0 ∈ in the direction V if there exists the limit
This limit is indicated by ( / V)( 0 ), and it is called derivative of in 0 in the direction V. If for some ∈ one has V = , where ( ) = , for any ∈ , indicate ( / V)( 0 ) by ( / )( 0 ), and call it partial derivative of in 0 , with respect to . Moreover, if there exists the linear function defined by the matrix ( 0 ), where ( ( 0 )) = ( / )( 0 ), for any ∈ and ∈ , then ( 0 ) is called Jacobian matrix of the function in 0 .
Remark 19. Let ∈ ‖⋅‖ and suppose that a function : ⊂ → is differentiable in 0 ∈ ; then, for any V ∈ such that ‖V‖ = 1 and for any ∈ , the function : ⊂ → R is derivable in 0 in the direction V, and one has
Proof. ∀ℎ ∈ , by setting ℎ = V, for some matrix = ( ) ∈ , ∈ we have
Then, since ( V) = V, we have
from which
Corollary 20. Let ∈ ‖⋅‖ and let : ⊂ → be a function differentiable in 0 ∈ ; then, the linear function
→ is defined and continuous; moreover, for any ℎ ∈ , one has ( 0 )(ℎ) = ( 0 )ℎ.
Proof. From Remark 19, ∀ ∈
and ∀ ∈ , we have
Proof. The proof is analogous to that one true in the particular case | | < +∞, | | < +∞, | | < +∞ (see, e.g., the Lang's book [9] ).
Definition 22. Let ∈ ‖⋅‖ , let , ∈ , and let : ⊂ → R be a function derivable in 0 ∈ with respect to , such that the function / is derivable in 0 with respect to . Indicate ( / )( / )( 0 ) by ( 2 / )( 0 ) and call it second partial derivative of in 0 with respect to and . If = , it is indicated by ( 2 / 2 )( 0 ).
Analogously, for any ∈ N * and for any 1 , . . . , ∈ , define 
Proof. The proof is analogous to that one true in the particular case | | < +∞ (see, e.g., the Lang's book [9] ).
Proposition 27. Let = (∏ ∈ ) ∩ ∈ ‖⋅‖ , where ∈ , for any ∈ , and let :
where : → R, ∀ ∈ and ∀ ∈ ; moreover, suppose that there exists a neighbourhood ∈ ‖⋅‖ ( ) of 0 such that sup ∈ ‖ ( )‖ < +∞. Then, is continuous in 0 ; in particular, if is strongly
Proof. Since is 1 in 0 , from (19) there exists a neighbourhood of 0 = ( 0 : ∈ ) that we can suppose to be , such that = ∏ ∈ ⊂ , where = ( 0 − , 0 + ), ∀ ∈ , and such that, ∀ ∈ and ∀ ∈ , exists in . Let = ( : ∈ ) ∈ ; from the Lagrange theorem, ∀ ∈ and ∀ ∈ , there exists
then, is continuous in 0 . Moreover, we have
Then, if is strongly 1 in 0 and | | < +∞, we obtain
and so is differentiable in 0 , with ( 0 ) = ( 0 ). Furthermore, ∀ ≥ , define the function ( , ) :
1 (x), . . . , ( , ) (x)), where
Finally, define the ( , )-standard function ( ) : ⊂ → in the following manner:
and indicate ( ) by . is not bounded} ⊂ I ; since is injective and increasing, we have (H) ⊂ \ 0 . Moreover, we have |H| < +∞; indeed, ∀ ∈ H, the set ( ) is bounded, and so there exists ∈ ( ) such that | ( )| > 2; by supposing by contradiction |H| = +∞, ∀ = ( : ∈ \ ) ∈ ∏ ∈ \ such that ( ) = , ∀ ∈ H, we would obtain Proof of (1) . Suppose that is injective, , ( ( )) ∈ ( ) , for any ⊂ \ such that 0 < | | ≤ 2, and let ∈ \ ; we have ∈ I , since otherwise we would obtain ( ) = , ∀ ∈ ( ) , for some ∈ R, from which { } ( ( )) = { } ∉ = ({ }) , and this should contradict the assumption; then, is injective. Moreover, must be injective; in fact, by supposing by contradiction that ( 1 ) = ( 2 ), for some < 1 < 2 , then
(a contradiction). Moreover, is surjective; in fact, suppose by contradiction that there exists ∈ ( \ )\ ( \ ); since is injective, ∀ ∈ ( ), there is a unique = ( : ∈ ) ∈ such that ( ) = , and so
Then, consider the function :
From (28) and by assumption, we have
then, there exist a neighbourhood 1 ⊂ of and a neighbourhood 2 ⊂ ( ) of ( 1 , . . . , ) such that, ∀ ∈ 1 , there exists a unique z = ( ) ∈ 2 such that (z, ) = 0 (a contradiction with the uniqueness of = ( : ∈ ) ∈ such that ( ) = ). Finally, let x, y ∈ ( ) be such that ( , ) (x) = ( , ) (y), and let , ∈ be such that = and = , ∀ ∈ , = , ∀ ∈ \ . We have
from which ( ) = ( ); then, since is injective, we have = , and so x = y. Then, the function ( , ) is injective.
Proof of (2) . Suppose that is injective, ∀ ∈ \ , and let , ∈ be such that ( ) = ( ); then, ∀ ∈ \ we have ( ( ) ) = ( ) = ( ) = ( ( ) ), from which ( ) = ( ) ; then, if is biunique, from Remark 29, we have ( ) = , and so ( : ∈ \ ) = ( : ∈ \ ). This implies that Proof of (1) . If is biunique, ∀ ⊂ \ such that 0 < | | ≤ 2; we have , ( ( )) = R ∈ ( ) ; then, from Proposition 31, the functions , ∀ ∈ \ , and ( , ) are injective, and is biunique; thus, ∀ ∈ \ , we have ( ) = . Moreover, ∀ ∈ \ , is surjective, since is surjective. Furthermore, ∀y = ( 1 , . . . , ) ∈ R , let ( : ∈ \ ) ∈ (∏ ∈ \ ) ∩ \ and let ∈ be such that
moreover, let = −1 ( ) ∈ , from which = ( ), ∀ ∈ \ . Since is injective, we have = , ∀ ∈ \ ; then, ∀ ∈ , we have
Proof of (2) . If the functions , ∀ ∈ \ , and ( , ) are biunique, from Proposition 31, we obtain that is injective. Moreover, ∀ ∈ , define ∈ ( ) × ∏ ∈ \ in the following manner:
Let 0 = ( 0, : ∈ ) ∈ ; ∀ ∈ \ , we have
moreover, the function −1 : R → is derivable, and
then, the Lagrange theorem implies that, for some ∈ (min{ , ( 0, )}, max{ , ( 0, )}), we have
thus, from (37) and (38), we obtain
Moreover, we have
there exists ∈ R + such that sup ∈ \ | ( −1 ( ))| −1 ≤ , and so formula (40) implies
then, we have ∈ , from which ∈ . Finally, it is easy to prove that ( ) = , and so is surjective.
Remark 33. Let : ⊂ → be a ( , )-standard function such that ( ) = 0, for any ∈ , for any ∈ , and for any ∈ \ ; then, (1) if is injective, and , ( ( )) ∈ ( ) , for any ⊂ \ such that 0 < | | ≤ 2, then the functions , for any ∈ \ , and ( , ) are injective, and is biunique. (2) if is biunique, then the functions , for any ∈ \ , ( , ) and are biunique.
Proof of (1) . Suppose that is injective; by proceeding as in the proof of Proposition 31, we have that the functions , ∀ ∈ \ , ( , ) , and are injective. Moreover, is surjective; in fact, suppose by contradiction that there exists ∈ ( \ ) \ ( \ ), and let = ( : ∈ ); moreover, ∀ ∈ , ̸ = , let = ( : ∈ ) ∈ be the sequence defined by = , ∀ ̸ = , and = ; we have
thus, we have ( ) = ( ), and so is not injective (a contradiction).
Proof of (2) . Since is surjective, the functions , ∀ ∈ \ , and ( , ) are surjective; moreover, ∀ ⊂ \ such that 0 < | | ≤ 2, we have , ( ( )) = R ∈ ( ) ; then, since is injective, from point 1, the functions , ∀ ∈ \ , and ( , ) are injective, and is biunique. Proof. Observe that is ( , )-standard, and , ( ( )) = , ( ( )) ∈ ( ) , ∀ ⊂ \ such that 0 < | | ≤ 2; then, from Remark 33, we have that the functions , ∀ ∈ \ , and ( , ) are injective, and is biunique; then, from Proposition 31, is injective; analogously, since ∀ ∈ N, ≥ , the function ( ) is ( , )-standard, from Proposition 31 ( ) is injective, Moreover, we have Proof. By assumption, there exists a neighbourhood = ∏ ∈ ∈ ‖⋅‖ ( ) of 0 such that, ∀ , ∈ , there exists the function → ( )/ on , and this function is continuous in 0 ; then, ∀x = ( : ∈ ) ∈ ∏ ∈ , let ∈ such that ( : ∈ ) = x; since is a ( , )-standard function, ∀ , ∈ , we have
from which ( , ) is 1 in ( 0, : ∈ ). Moreover, ∀ ∈ , we have
and so
depends only on a finite number of variables, and so there exists the function ( ) ( 0 ) : → R; moreover, since ∀ ∈ \ we have ‖ ( ) ( 0 )‖ = | ( 0, ( ) )| and since the sequence {| ( 0, ( ) )|} ∈I is convergent, this implies that sup ∈ \ | ( 0, ( ) )| < +∞, and so sup ∈ ‖ ( ) ( 0 )‖ < +∞; then, there exists the function ( ) ( 0 ) : → , and it is continuous.
Moreover, suppose that is 1 in 0 and strongly ( , )-standard; then, the sequence {(−1) | |+| ( )| ( ( ) )} ∈I converges uniformly to 1, with respect to = ( : ∈ \ ) ∈ ∏ ∈ \ ; thus, ∀ > 0, there exists ∈ \ such that, ∀ ∈ I , > , and ∀ ∈ , we have
Observe that, since ∀ ≤ the function ( ) is differentiable in 0 , there exists a neighbourhood ∈ ‖⋅‖ ( ) of 0 such that, ∀ ∈ \ { 0 }, we have
Moreover, ∀ ∈ such that > , is derivable in ( ) and so, from the Lagrange theorem, there exists ∈ (min{ 0, ( ) , ( ) }, max{ 0, ( ) , ( ) }) such that
(48) Then, from (46) and (48), we have
and so ( ) is differentiable in 0 .
Finally, if is strongly 1 in 0 and strongly ( , )-standard, the function = − : ⊂ → given by
is strongly 1 in 0 , and so it is differentiable in 0 from Proposition 27; then, since is differentiable in 0 , this is true for = + too, from Remark 14. 
∀ ∈ Σ( ), we have
Finally, since (Σ( )) = B ( ) , ∀ ∈ B ( ) , we have Proof. Since is a homeomorphism, we have ( ) ∈ ‖⋅‖ ; then, from Proposition 6, ∀ ⊂ \ such that 0 < | | ≤ 2, we have , ( ( )) ∈ ‖⋅‖ = ( ) ; thus, since is injective, from Remark 33, the functions , ∀ ∈ \ , and ( , ) are injective, and is biunique; then, the functions and −1 , ∀ ∈ \ , are derivable, and so they are continuous. Moreover, we have
is continuous; analogously, we can prove that the function ( Proof. We have , ( ( )) = , ( ( )) ∈ ( ) , for any ⊂ \ such that 0 < | | ≤ 2. If is a diffeomorphism, then is injective, and so, from Remark 33, the functions , ∀ ∈ \ , and ( , ) are injective, and is biunique.
Moreover, is 1 in , and so, from Proposition 35,
is a diffeomorphism. Moreover, ∀ ∈ \ , ∀ ∈ , let = ( : ∈ ) ∈ such that = ; we have ( ) = ( / )( ), and so is 1 in ; analogously, ∀ ∈ \ , ∀ ∈ ( ), let = ( : ∈ ) ∈ ( ) such that = ; we have ( −1 ) ( ) = ( ( −1 ) / )( ), and so −1 is 1 in ( ) = ,{ } ( ( )) ∈ ; then, is a diffeomorphism. Conversely, if the functions ( , ) and , ∀ ∈ \ , are diffeomorphisms and is biunique, then is injective from Remark 33; moreover, ∀ = ( : ∈ ) ∈ , set x = ( : ∈ ) ∈ ( ) ; we have
and so is 1 in ; analogously, ∀ = ( : ∈ ) ∈ ( ), set y = ( : ∈ ) ∈ , ( ( )); we have
and so −1 is 1 in ( ); then, is a diffeomorphism.
Proposition 39. Let : ⊂ → be a ( , )-standard function such that : → R is 1 , for any ∈ ; moreover, suppose that is injective and ( ) ∈ ‖⋅‖ ; then, 
Proof of (1) .
then, from Corollary 34, ∀ ∈ N, ≥ , the function
is injective. Moreover, from Remark 33, the functions , ∀ ∈ \ , and ( , ) are injective, and is biunique. Furthermore, from Proposition 35 and the continuity of the functions , ∀ ∈ \ , we have that ( , ) is continuous in , ( ).
Finally, ∀ ∈ ( , ) ( , ( )), let = ( ( , ) ) −1 ( ) ∈ , ( ); ∀ ∈ \ , we have = −1 ( ); then, ∀ ∈ , 
Proof of (1) . Since is biunique, from Remark 33, the functions , ∀ ∈ \ , and are biunique. Set = ( : ∈ ) ∈ [0, +∞) , = ( : ∈ ) ∈ such that = = 1, ∀ ∈ ; moreover, define ) .
Moreover, since ∀ ∈ \ the function −1 is derivable on R, if ̸ = 0, the Lagrange theorem implies that, for some ∈ (V − , V + ), we have
from which ∏ ∈ : ̸ =0 ∈ R + . Furthermore, ∀ ∈ \ , we have 
from which (( − , + )) = (V − , V + ) .
and −1 ( ) ∈ B(( − , + )), ∀ ∈ \ , and so ) .
Moreover, we have ) ( \ ) .
Then, from Proposition 39, formula (81) implies ∫
, ,V = ∫
