In this note we suggest a new iterative least squares method for estimating scalar and vector ARMA models. A Monte Carlo study shows that the method has better small sample properties than existing least squares methods and compares favourably with maximum likelihood estimation as well.
Introduction
The class of univariate and multivariate ARMA models is a flexible and powerful modelling tool applicable in a variety of situations that has appealing theoretical properties. Nevertheless, its use in empirical work has been limited because of severe practical estimation problems. Maximum likelihood has received most of the attention as an estimation method for ARMA models. Problems with the maximum likelihood method include slow convergence and non-robustness with respect to initial conditions. An alternative class of methods that has received little attention in the literature are least squares methods. Exceptions include Hannan and Rissanen (1982) , Koreisha and Pukkila (1990a) , Koreisha and Pukkila (1990) , Koreisha and Yoshimoto (1991) and Choudhury and Power (1998) .
This note provides a easily implementable iterative least squares estimation method for ARMA and VARMA models with intuitive theoretical properties and good small sample properties as we show in a Monte Carlo study. This procedure has not been suggested anywhere else in the literature to the best of the author's knowledge. Section 2 discusses the new method and its theoretical properties. Section 3 presents the Monte Carlo results. Section 4 concludes.
The Method
The model we consider is of the form and the vector case (m > 1 ) to reduce the notational burden. Whenever 2 the distinction matters we will draw attention to that fact. We assume that the model is stable, invertible and identified. This implies that there are no common factors in the lag polynomials in the scalar case and that, in the vector case, the model is in a form which is sufficient for identification, i.e. in a final equations form or in an echelon form (for details see Lutkepohl (1993, pp. 246-248) ).
Most of the previous work on least squares estimation methods suggest the construction of an initial consistent estimate for the error sequence and its use in a least squares procedure for the estimation of Φ i , i = 1, . . . , p and
Our suggestion is to iterate this least squares operation using the new estimate of the error sequence until the estimate of the error sequence converges. The consistency of the estimates follows straightforwardly from the consistency of the initial estimate of the error sequence.
To formalise our approach we have the following: The initial estimate of the error sequence denoted byˆ
T ) may be obtained from the residuals of an autoregression of the form C(L)y t = v t where the order of the (matrix of) lag polynomials tends to infinity asymptotically. Discussion of the conditions sufficient for consistency ofˆ 0 may be found in a number of papers (see e.g. Ng and Perron (1995) ). It suffices to say that the rate should be equal to or larger than c ln(T ) for some positive constant c. Then, the parameters are estimated either from the regression
Existing methods estimate these regressions either by OLS or GLS. Let us denote these parameter estimates byΦ 
The iterative procedure will converge if the above mapping is a contraction mapping 1 . A sufficient condition for this is that the L ∞ norm of the Jacobian of the above mapping is less than unity in absolute value for allˆ j−1 (see Judd (1998, pp. 167)). In small samples little can be said about this mapping. We examine the asymptotic structure of the Jacobian as a guide to its small sample properties. The probability limit of the Jacobian is a strictly lower triangular matrix whose non zero elements are the true coefficients of the MA component of the model. To show that, in a simplified framework, consider an ARMA(1,1) model. Then,
Whereas in small samples a change inˆ j−1 t−1 will affect the whole ofˆ j because it will change the estimated parameters, asymptotically, the parameters will not be affected by a change inˆ j−1 t−1 only. The only term that will be affected isˆ j t . The partial derivative will be equal toθ j 1 . From this follows the fact that the probability limit of the Jacobian is a banded strictly lower triangular matrix whose non zero band is made up of the true coefficients of the MA component.
The above line of argument suggests a conceptually simple numerical test that could be carried out at each iteration to determine whether the iterative procedure is likely to converge. We note that the Jacobian will, in small samples, almost surely be a solid matrix with full rank and linearly independent eigenvectors. It then follows that that the mapping is a contraction mapping if the eigenvalues of the Jacobian are less than one in absolute value for allˆ j−1 . Therefore, the eigenvalues of the Jacobian can be calculated and checked at each iteration. Our experience suggests that even if at one iteration one or more eigenvalues exceed unity in absolute value the iterative procedure is unlikely to converge. The asymptotic analysis of the Jacobian above suggests that, since both the trace and determinant of the Jacobian is asymptotically zero, the eigenvalues are likely to be small in absolute value, guaranteeing convergence, even in small samples. The results that we report in the next section support this since convergence occurs most of the time.
The new estimation method we propose provides consistent estimates of the parameters. It is intuitively appealing because it corrects the inherent incongruity in existing methods whereby the ex post estimated residual is not equal to the ex ante residual used to obtain the estimates. In more formal terms and assuming convergence, the superiority of this method to, say, the GLS method suggested by Koreisha and Pukkila (1990a) can be seen by noting that this method eliminates the random noise component underlying the justification of the GLS application. Further, the method is easy to implement as it requires just a series of OLS estimations. Note that the procedure can also be combined with the existing GLS method, which would be used in the event of no convergence instead of the simple LS method, to provide a hybrid estimation method. 
Conclusion
In this note we have suggested a new iterative least squares method for estimating scalar and vector ARMA models. We have provided a simple test for determining whether the iterative procedure is likely to converge in small samples. The method is easy to implement and requires no specialised programming routines. The Monte Carlo study showed that the method has better small sample properties than existing least squares methods and compares favourably with maximum likelihood estimation as well. Its use in the context of VARMA models is of particular relevance given the computational difficulty of ML estimation of these models.
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