1 Purpose: Dynamic tracer behavior in the human body arises as a result of continuous physiological processes. Hence, the change in tracer concentration within a region of interest (ROI) should follow a smooth curve. We propose a modification to an existing slow-rotation dynamic SPECT reconstruction algorithm (dSPECT) with the goal of improving the smoothness of time activity curves (TACs) and other properties of the reconstructed image. 
I. INTRODUCTION
In single photon emission computed tomography (SPECT), the distribution of a radioac-12 tive tracer inside a patient is estimated based on a set of projections acquired sequentially 13 as the camera rotates around him or her. In a conventional SPECT study, the tracer distri-14 bution is assumed to be static during acquisition. There are applications, however, where it 15 would be useful to administer an agent with fast uptake and washout, and to assess function 16 by measuring the rate at which the activity concentration changes.
17
Many dynamic SPECT methods have been developed since the mid-1990s; an excellent 18 review is presented in [1] . One approach is to perform repeated fast (e.g. 5-to 60-second) 19 rotations of the camera to acquire multiple sets of projection data. Projections acquired 20 in a single rotation are then assumed to be consistent, and a series of 3D images (time 21 frames) is reconstructed using a conventional static SPECT algorithm such as ordered sub- projection. Other fast-rotation approaches, therefore, estimate kinetic parameters directly 27 from projection data using kinetic modeling [13] [14] [15] [16] , to avoid bias due to image artifacts. A 28 modification of this approach improves computational efficiency by using spatiotemporal this study we consider only the latter, as it is more computationally efficient 28 . The dEM 84 update formula is analogous to maximum likelihood expectation maximization (MLEM) 29 :
where p is the vector of acquired projection data, C is the system matrix modeling the prop-86 agation of photons from the patient body to the detector, i is the index corresponding to 87 voxels in image space, j is the index corresponding to pixels in projection space, and k is the 88 temporal index corresponding to each time frame. In dSPECT, every projection is assumed 89 to correspond to a different distribution of activity, so the total number of time frames recon-90 structed is equal to the number of camera stops. The system matrix may include standard
91
SPECT effects such as depth-dependent collimator response and patient-specific attenua-
92
tion. Attenuation correction is particularly important in slow-rotation dynamic SPECT,
93
since without it one cannot separate the effect of attenuation on the projection data, which 94 varies as the camera rotates, from the effect of changing tracer distribution.
95
The fact that the dEM update formula (2) preserves positivity ofx allows the desired 96 temporal behavior to be imposed on every voxel by A. For instance, to impose strictly 97 increasing behavior on voxel i,x contains the entries ( differences,x consists mostly of second differences. For instance, the mapping
forces the right-hand side to be positive, ensuring that the TAC for voxel i has a positive 117 second derivative (concave up) at time frame k. Some first difference and activity values 118 at the endpoints of the TAC are also included inx, to ensure positivity of the TAC and 119 maintain a one-to-one mapping with x.
120
Since the shape of the TAC in every voxel is not known a priori, the d 2 EM algorithm 121 must allow the assumed behavior to be adjusted in between iterations, based on the data.
122
As mentioned earlier, in dEM the assumed time of peak activity in a voxel can shift to 123 an earlier or later time frame, if the data suggest that the current assumption is incorrect. by low-intensity, constant background activity. Additionally, a circular "cold" region con-
136
taining no activity was included inside the annulus. Dynamic activity for each region was 137 generated over 64 time frames, using a dual-exponential function:
where λ 1 and λ 2 were varied in each region to model different behavior. The phantoms and 139 the associated TACs are illustrated in Fig. 1 were not reduced, as they would be by a fast-rotating camera. Six iterations of OSEM with 156 8 subsets were then used to reconstruct each frame of the dynamic images separately. These 157 images provided a "gold standard" against which to judge the performance of the two other 158 methods.
159
For analysis of the results, ROIs were defined for each of the four annulus regions, using 160 the true boundaries. The images were then compared using the following measures: 
Weighted relative standard deviation between TACs in every voxel of the ROI was
where σ k is the standard deviation between true and reconstructed activities at time k for every voxel in the ROI, ν k is the true activity at time k for a voxel in the ROI, and the weighting factor is
This was a more severe error measure than ε, as it penalized deviation from the true 170 TAC in any voxel, rather than comparing an aggregate TAC over the whole region. It 171 quantified the amount of variation that occurred within a region of the reconstructed 172 image that was known to be spatially uniform in truth. 3. An average relative "shape error" was calculated for each region of interest using the 174 following formula:
where I is the number of voxels in the ROI, τ rec i is the 1 × 64 vector representing the reconstructed TAC in voxel i, τ tr is the true TAC vector for that ROI, and α i is the scaling factor which minimizes the l 2 norm difference between the two vectors:
(Here · is the dot product between the two vectors). The average shape error was used 4. The time-to-peak activity was recorded for every voxel in each ROI, and the mean 183 and standard deviation of times-to-peak were calculated. This measure was intended 184 to assess how consistent the time-to-peak in every voxel was in each region, as time-
185
to-peak is often a quantity of interest in dynamic imaging.
186
The TACs in the "cold" region were also examined, but these error measures were not 187 calculated since they are not applicable to a region with no activity. CT image would be necessary.
207
Since the true distribution of activity was not known in this experiment, it was not pos- 
IV. RESULTS

229
Time frames of the true phantom and of the three reconstructed images for Phantom A
230
are shown in Fig. 3 . Images of Phantom B are not shown, but were qualitatively similar. Table I . S are given in equations (5), (6) and (7), respectively. Mean peak shows the average time-to-peak for every TAC in the region, ± the standard deviation among times-to-peak.
V. DISCUSSION
238
A. Annulus phantom simulation
239
Most time frames of the reconstructed images (Fig. 3) reconstruction, the activity in a given voxel for the final time frame is constrained only by 244 the activity in the same voxel in the second-last time frame; for instance, for increasing 245 activity, the activity in that voxel must be greater in the final frame than in the one before.
246
In d 2 EM, the activity in the last frame is restricted by the activity in both the second-and third-last time frames, since the constraint acts on the concavity of the TAC. Thus, the 248 activity in the final frame is more strongly tied to activity in the preceding frames, and as 249 a result, less variation occurs. The same argument holds for the first time frame. For this 250 phantom, however, the first time frame appears noisy using either method; probably due to 251 the fact that counts in this frame are low.
252
The time frames reconstructed using frame-by-frame OSEM are visually superior to those 253 obtained using dEM and d 2 EM, which is to be expected given the greater number of views 254 that were used. The first frame in particular is much more accurately reconstructed. At the frame-by-frame OSEM image, especially given the much smaller amount of data that 266 was used to reconstruct them.
267
Analysis of TACs within each region (Fig. 4) true in other regions shown in Fig. 4 as well, particularly those with slower washout rates.
275
The voxel TACs in regions 1 and 2 of Phantom A, which have the fastest kinetics, appear 276 similar using either dEM or d 2 EM.
277
The voxel TACs obtained from the frame-by-frame OSEM images generally have the cor- herent to the reconstruction problem itself -perhaps due the use of an EM-based approach
283
-rather than being a drawback of the dEM and d 2 EM methods specifically.
284
The mean TAC in most regions (blue lines) is very similar using either dEM or d 2 EM,
285
despite the large differences between TAC shapes at the voxel level observable in Fig. 4 .
286
Even when each region was subdivided into small contiguous subregions of only 12-15 voxels 287 each, the mean TACs for each subregion were very similar. Thus, the performances of dEM to the blurring of this region visible in Fig. 3 .
294
The calculated error measures are summarized in Table I . In general the values of ε 295 using d 2 EM are somewhat smaller than for dEM, but the improvement is not large since 296 this quantity reflects the error in the mean TAC, which is fairly similar using either method.
297
Values ofσ also show only an incremental improvement using d 2 EM, since the variation in 298 TAC magnitudes at the voxel level is comparable, as observed in Fig. 4 . Values ofσ obtained 299 from the frame-by-frame OSEM reconstruction are also of roughly the same magnitude in 300 most regions.
301
The shape error, S, is notably smaller for the d 2 EM images. This is indicative of the 302 fact that the shapes of TACs in individual voxels were generally more consistent and closer 303 to the true shape when d 2 EM was used. In some regions, the shape error using d 2 EM is 304 smaller than that obtained using frame-by-frame OSEM as well; this is probably due to 
