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Help from NCSA's Performance Engineering group and time on an SGI Origin2000 
supercomputer allow a U of I cancer research team to focus on science, not 
computational methods. 
Gene data allow researchers to recover the evolutionary history of plants, 
but even the smallest dataset can require impossibly large computations. 
Using an Alliance Linux cluster and newly designed software, researchers from 
two Alliance institutions have increased the speed of the process. 
Human DNA is complex, but errors in its replication are rare. With the help of an 
Alliance SGI Origin2000 supercomputer, researchers are simulating one of the enzymes 
important to making this replication process reliable. 
Every day gargantuan amounts of data are beamed to Earth by satellites and orbiting 
sensors as part of NASA's Earth Sciences Enterprise Program. To use these data, 
scientists need a comprehensive system for data management, storage, and retrieval. 

0 ne of the consequences of Moore's Law-the dictum that 
the power of computer chips doubles every 18 months-is that 
today's desktop computer has the power of a multimillion dollar 
1985 supercomputer. That amazing increase in PC performance 
does not in itself make a desktop workstation a supercomputer. 
When you harness the power of hundreds of these extraordinary 
"ordinary" machines by linking them together as a supercluster 
running the Linux operating system, however, the result is 
unprecedented computing power. 
"We believe that Linux clusters will soon be the most widely 
used architecture for parallel computing and that they are the best 
way to deliver terascale performance," says Dan Reed, director of 
NCSA and the Alliance. "The explosion of the open source commu-
nity, the maturity of clustering software, and the enthusiasm of the 
scientific community all tell us that Linux clusters are the future of 
high-performance computing." 
NCSA and the Alliance moved a step closer to that future in 
January when NCSA and IBM announced the center's purchase of 
two Linux clusters from IBM that will be the world's fastest Linux 
supercomputers in academia. The clusters-one based on Intel's 
new 64-bit Itanium™ processor and one based on the Pentium III 
processor-will each have a peak speed of one teraflop and will 
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become the workhorse machines for the hundreds of scientists 
who use NCSA and Alliance computing resources. Because the 
Linux operating system is already the system of choice for many 
researchers, the new NCSA systems will help create a single, 
easy-to-use Linux computing environment for science. In this 
environment codes will scale easily from desktop PCs running 
Linux to small clusters to the largest terascale systems. 
"These IBM Linux clusters will enable scientists to focus more 
on the results of their research initiatives, freeing them from the 
additional burden of building their own clusters and writing code 
to support their heavy computational demands," says Dave Turek, 
vice president of Deep Computing at IBM. 
A Mach 7 shock wave as it strikes a 
gas bubble, turbulently mixing and 
compressing the gas behind the 
shock front. The gas density is 
shown, with warmer colors repre-
senting higher densities. This hydro-
dynamics simulation was done by 
the University of Minnesota's Paul 
Woodward on a prototype Alliance 
Itanium cluster using sPPM, a 
benchmarking version of the 
Piecewise Parabolic Method code. 
Members of the NCSA cluster team: 
Brian Kucic, Rob Pennington, Mike 
Pflugmacher, and Galen Arnold. 
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Commodity-based supercomputing 
Installation of the terascale clusters is the culmina-
tion of more than a year of collaboration among NCSA, 
IBM, Intel, and Myricom (see timeline). Installation of the 
first cluster by IBM Global Services began in February 
2001. That cluster consists of 512 IBM eServer x330 thin 
servers, each with two 1-GHz Intel Pentium III processors 
running Red Hat Linux. The second cluster, to be installed 
during summer 2001, will be one of the first to use Intel's 
64-bit Itanium processor and will run Turbolinux. That 
system will consist of 160 IBM Itanium eServer machines, 
each with two 800-MHz Intel Itanium processors. Both 
clusters will use Myricom's Myrinet interconnect to net-
work the machines to run as a supercomputer. 
Months before the new clusters were scheduled to 
arrive, NCSA researchers were working with scientists and 
engineers from IBM, Intel, and Myricom on prototype 
Itanium systems. The first Itanium cluster using Myrinet 
powered up during fall 2000 with prototype machines 
from Intel. The cluster team at NCSA ran Message 
Passing Interface (MPI) applications across four Itanium 
processors in this prototype system. As a result, three 
research codes are already running on the Itanium 
architecture at NCSA. In December 2000, IBM loaned 
NCSA a prototype 32-node Itanium cluster so that 
extensive testing and benchmarking could be done 
on the new architecture before delivery of the cluster. 
Eagerly awaiting performance boost 
The Itanium processor has already proved its extraordinary 
ability to perform with three major research applications. 
Results obtained by Steven Gottlieb, a researcher at the 
University of Indiana with the MIMD Lattice Computation 
(MILC) collaboration, showed performance of more than 
1 gigaflop on a single 800-MHz Itanium processor. The 
MILC collaboration is an international team of physicists 
who study quantum chromodynamics, or QCD. QCD theory 
describes the force that binds together quarks into the 
protons and neutrons that form the nuclei of atoms. QCD 
simulations use a four-dimensional grid, called a lattice, 
to represent time and the three dimensions of space. MILC 
researchers, says Gottlieb, are always looking for more 
computing time and faster computing platforms to run 
their complicated calculations and simulations. 
"After working closely with Intel, we have found 
that their new Itanium processor has the best single 
processor performance we have seen for our code," says 
Gottlieb. "For two years we have been working on Linux 
clusters using Pentium processors, so we eagerly await the 
big performance boost that should come with the move to 
NCSA's new Linux Itanium cluster." 
Two other scientific codes have achieved single-
processor performance of more than 650 megaflops on the 
Itanium architecture. A simplified benchmark version of 
the Piecewise Parabolic Method (PPM) code called sPPM 
achieved its best performance on the Itanium processor. 
PPM computes two- and three-dimensional hydrodynamics 
problems and is used in engineering, astrophysics, and 
defense applications. Paul Woodward, an Alliance 
researcher at the University of Minnesota, says both sPPM 
and PPM scale well, and he expects to be computing at 
sustained speeds of close to 1 teraflop on NCSA's large 
Linux Itanium cluster. 
Cactus, a multipurpose high-performance toolkit, is 
used by astrophysicist Ed Seidel of the Max Planck 
Institute for Gravitational Physics in Potsdam, Germany, to 
simulate collisions of black holes. These violent events 
generate gravitational waves, and computer simulations of 
them shed new light on the mechanics of Einstein's 
Theory of Relativity as it applies to exotic cosmic events. 
"Because of Linux clusters, which are cost effective, 
scalable, and integrate open-source software with vendor 
solutions, commodity-based supercomputing is now a real-
ity," says Seidel. "This allows us to explore nature's most 
exotic phenomena, such as black holes, with much more 
detail and at much lower cost than ever before." 
This research is supported by the National Science Foundation. 
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Timeline to a 
.Tera!icale Clu!iter 
September 1999- NCSA 
,begins working with Intel on 
porting codes to the 64-bit 
Itanium processor. 
November 1999- NCSA, 
Intel, and SGI demonstrate 
the first computational 
cluster using the Itanium 
processor at SC99 in 
Portland, OR. A cluster of 
four SGI Itanium machines 
running Linux executes the 
Cactus code using MPI for 
message passing between 
four nodes. The demonstra-
tion runs live before 
hundreds of conference 
attendees. 
May 2000- NCSA works 
with Myricom and Intel to 
create a prototype cluster of 
four four-processor Itanium 
servers. Cactus, MILC, and 
sPPM are among the first 
scientific codes to be tested. 
Summer 2000- Perfor-
mance evaluation continues 
on the 16-processor cluster. 
NCSA's cluster team works on 
performance with the 
Alliance application teams 
and engineers from Intel for 
three scientific codes using 
early Itanium compilers. 
Also, Myricom engineers 
work with NCSA to make the 
Myrinet interconnect fully 
functional with Itanium 
systems running Linux. 
October 2000- NCSA's first 
presentation on an Itanium 
cluster using Myrinet takes 
place at the Intel eXCHANGE 
in San Francisco. Cactus 
and sPPM are demonstrated, 
including interactive steering 
of the Cactus computation. 
November 2000- At SCOO 
NCSA officially announces 
performance levels of 650 
megaflops for sPPM, MILC, 
and Cactus on a single-
processo~ prototype 
Itanium-based server run-
ning 64-bit Linux. In addi-
tion, NCSA announces excep-
tional performance on a pro-
totype Itanium cluster run-
ning Microsoft's 64-bit 
Windows. Alex Granovsky of 
Moscow State University ran 
a version of the GAMESS ab 
initio quantum chemistry 
program on an eight-proces-
sor, Itanium-based server 
cluster at NCSA. Performance 
was more than 12 gigaflops. 
December 2000- 32 dual-
processor, Itanium-based 
prototype server machines 
running Turbolinux arrive at 
NCSA from IBM. 
January 2001- IBM and 
NCSA jointly announce plans 
to install two IBM Linux 
clusters at NCSA. The clus-
ters' combined computing 
power of two teraflops 
will make them the world's 
fastest Linux supercomputers 
in academia. 
January 2001- Itanium 
processor performance on 
the MILC code exceeding 
one gigaflop per second 
is announced at the 
LinuxWorld Conference in 
New York. 
February 2001- IBM Global 
Services installs the first 
Linux cluster at NCSA. It 
consists of 512 IBM eServer 
x330 thin servers, each with 
two 1-GHz Intel Pentium III 
processors running Red Hat 
Linux. 
OSCAR: 
Supercomputer 
on a CD 
. " 
Just as a new cluster was being 
unpacked in NCSA's machine room in 
early February, a software package 
made its debut. The software was 
designed to make configuring and 
maintaining a Linux cluster as simple 
as installing commercial software 
from a CD. Called Open Source Cluster 
Applications Resources (OSCAR), the 
software was developed by the 
Open Cluster Group, a collaboration 
among major research centers and 
technology companies led by NCSA, 
Oak Ridge National Laboratory, IBM, 
and Intel. Other collaborators in the 
Open Cluster Group are Dell, SGI, 
MSC.Software, and Veridian. 
OSCAR is a complete Linux 
cluster infrastructure that allows 
users to set up a parallel Linux 
supercomputer in a matter of hours 
instead of days. The tools that make 
up OSCAR are all community accept-
ed, tested, and configured to work 
together. Included in the package are 
Portable Batch System (PBS), which 
queues computing jobs for running 
on a cluster; MPICH, a library that 
allows Message Passing Interface 
(MPI) codes to run on many high-end 
computing systems; Cluster Command 
and Control (C3), a suite of tools that 
simplify the use and administration 
of clusters; LUI, a package for system 
installation; and Parallel Virtual 
Machine (PVM), which allows parallel 
applications to run on clusters. 
A developer's release of OSCAR 
was announced at the LinuxWorld 
Conference in January. A full release 
of OSCAR, which will support 32-bit 
processor clusters, is expected soon, 
and a version that supports Intel's 
new Itanium processor will follow. 
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D i rl. It seems simple. It's, well, dirt. You step on it; plant bulbs in 
it; wash it off your hands. But when an explosive landmine is buried in it, dirt 
suddenly gets more complicated. 
Carey Rappaport, a professor at Northeastern University's Center for 
Electromagnetic Research, spends a lot of time thinking about the complications 
of dirt. He's leading a five-year, $5-million Army Research Office initiative to 
develop new technologies for detecting landmines. 
"The key to finding a buried mine is really the dirt it's buried in," he says. 
"And that's a real challenge, because a handful of dirt could be anything. It 
could be clay. It could be sand. If it's raining, it could be mud. If it's cold, it 
could be frozen solid. A handful of dirt. What is that, really?" 
Getting down to the nitty-gritty is essential, he says, because you can't 
detect a mine if your sensors can't separate it from the soil around it. 
Accordingly, the centerpiece of Rappaport's project is a complicated, three-
dimensional computer model of dirt. Magda El-Shenawee is developing the 
model on NCSA's SGI Origin2000 supercomputer. She is a rough-surface compu-
tational scientist who has postdoctoral training at the University of Illinois at 
Urbana-Champaign and is a visiting scholar at Northeastern. 
Because no single system can find each of the 
more than 600 types of mines, Rappaport plans to 
use a family of sensing systems-radar, sound, 
infrared, and electromagnetic-in conjunction with 
the model. Along with this family of systems comes 
a family of specialists: Anthony Devany in diffraction 
tomography, Harold Raemer in radar, and Charles 
DiMarzio and Steve McKnight in acoustics. All these 
systems operate essentially as sonar does in the sea; 
send out a signal, wait for that signal to bounce off 
an object back to a receiver, and interpret the return 
signal. Running different types of simulations with 
the dirt model at their core will show the best way 
to integrate and set up an overall sensing system. The simulations will also 
show the best way to lay out minesweeping equipment that makes up that sys-
tem, such as what sort of antenna to use and whether to put the receiver above 
or below ground. 
"But the model has to happen before anything else," says El-Shenawee. 
"We can't do these things in practice." It's too dangerous to experiment with 
the real thing. 
Home field advantage 
El-Shenawee developed the three-dimensional model of dirt using a unique 
technique called the steepest descent fast multilevel multipole method, or 
SDFMM, an algorithm that analyzes how electromagnetic waves scatter as they 
bounce off rough surfaces. SDFMM is essentially a combination of mathematical 
equations that calculate the electric and magnetic currents on the surface of an 
object. Originally developed by Vikram Jandhyala, Eric Michielssen, and Weng 
Cho Chew at the U of I's Center for Computational Electromagnetics, SDFMM was 
first used by El-Shenawee to study radar scattering on the ocean's surface. 
"When I came to Northeastern, we thought, 'This is perfect. Why don't we 
apply this technique to mine detection?"' she says. Working with Rappaport and 
signal processing specialist Eric Miller, El-Shenawee repurposed SDFMM to look 
beneath the soil's surface. 
Smoke from a controlled mine 
detonation in Angola in 1995. 
Courtesy of the International 
Committee of the Red Cross and 
Paul Grabhom. 
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Output of the landmine simula-
tions. The top image shows the 
column of dirt without a buried 
mine. The center image shows 
the similar signature of a col-
umn of dirt that does contain a 
mine. And the final image 
shows the mine exposed after 
the data from the first image 
has been subtracted from the 
data in the second. 
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"All the previous working models were two-dimensional," she says. "There 
are three-dimensional models, but they're not fast enough. It would take days 
and days to get an answer." Using SDFMM, a simulation takes only hours. 
SDFMM runs a linear system of equations and simultaneously considers a host of 
inputs important in creating the model. These data include statistics that repre-
sent the behavior of electromagnetic scattered waves, receiver positions and 
angles, the boundary conditions of electric and magnetic fields, and interactions 
between the rough ground and smooth mine. Altering these inputs slightly and 
looking at the different outcomes will ultimately allow researchers to design the 
best system for detecting a mine. 
Necessary roughness 
Before any mine detection simulations could be run, however, El-Shenawee had 
to cajole the simulated sensory waves to get under the surface. The first compu-
tational tangle in this challenge was modeling the soil's surface itself. Looking 
at the soil's surface, she found that the character of the dirt was not uniform. 
"Here it could be smoother, there rougher," she says. To accommodate this nat-
ural occurrence, El-Shenawee adapted her ocean surface simulations so the 
model could take in all the possible combinations of soil's hills and valleys. 
Compounding the problem was the fact that getting this true picture of the 
soil's character required running the same simulation over and over again. "If 
we run it once, the result means little," she says. "We have to run it many times 
and take the average. Then what you get is useful information." 
Once the surface was modeled, she then had to extend the representation 
deep into the ground, essentially building a three-dimensional column of dirt. 
Next, she modeled the different types of sensory waves as they entered and 
bounced off of the soil's surface. By extending those simulations down the col-
umn, much as she created the column in the first place, she developed a model 
that showed how those waves bounced along deep inside the soil. 
Deadends and deadly targets 
Getting a good three-dimensional picture of dirt and seeing how different kinds 
of waves penetrate the surface and bounce through and out of the column let 
El-Shenawee move to the next step, simulating buried targets. 
Large, metal anti-tank mines are no problem, Rappaport says. Finding them 
doesn't even require a sophisticated sensing process. "That's a solved problem," 
he says. "Go down to Radio Shack, buy a metal detector, and you're in busi-
ness." In contrast, El-Shenawee's model is designed to help the team detect 
cheaper and more prevalent plastic anti-personnel mines. These mines can be 
quite small, as little as three inches in diameter, and they're often buried 
unmarked and forgotten. 
"These are the ones that are tough to find," Rappaport says. "The plastic 
and the soil background look the same. Electromagnetically, the explosive in the 
mine looks like the soil." Often these mines contain only as much metal as a 
BB, rendering useless the conventional, Radio Shack methods. 
A selection of mines found in Cambodia in 1992. 
Courtesy of the International Committee of the 
Red Cross. 
To start finding these tiny targets, El-Shenawee used NCSA's Origin2000 system 
to complete hundreds of runs that held just soil and hundreds that contained a 
buried mine. Side by side, images from the two types of runs looked remarkably 
similar. But subtracting the dirt from the model with 'a mine and using the model 
of just the ground as a reference caused the hidden explosive to suddenly pop into 
view. This simple subtraction began to give El-Shenawee a perfect picture of the 
mine itself. Using this information, she's started measuring and cataloging the dis-
tinguishing features of the waves that scatter when they collide with a mine. 
The idea, Rappaport says, is that this will ultimately help develop sensors that 
can find the little mines and unveil some clues about where to look for the mines 
in the first place. But there's still a fly in the ointment. Unlike modeled dirt, real 
dirt isn't very clean. 
"The natural state of soil is so complex," Rappaport says. "There're Lots of 
rocks and roots and vegetation. ALL sorts of junk is thrown in." 
The team is beginning to combat this problem as well by modeling earth that 
has other buried objects in it. Simulations Like these will help the team discern 
between a buried mine and the false positive of a buried rock. 
Even with such a model, however, there's a Long way to go between these 
still-in-development models and the current state of the art. The U.S. Army, which 
uses the best available detection equipment, is still using systems based on 50-
year-old metal-detector technology, according to Rapapport. Further, the world's 
most common detection method, used by the cash-poor countries that are riddled 
with mines, is crawling belly-down on the ground, poking a sharp stick into the 
dirt, feeling for resistance. 
In such a world, the smallest advance would be great step forward. The 
Northeastern team is already on its way to finding a new, sophisticated way to dig 
through the dirt-and save Lives. 
This research is supported by the Army Research Office and the 
Department of Defense. 
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Mines found on Afghanistan border in 
1994. Courtesy of the International 
Committee of the Red Cross. 
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Clearing mines from a Sarajevo airport 
in 1996. Courtesy of the International 
Committee of the Red Cross and 
Paul Grabhorn. 

Scientific research is often a game of strategy, with 
research teams constantly devising new ways to outmaneuver the challenges 
that inhibit their progress. Every new tool, every improved process is a 
chance to gain a competitive advantage. Algorithms that can better analyze 
field data, codes that promise to speed up the analysis of datasets, new 
visualization techniques-all are eagerly put to the test. Medical researchers, 
for example, covet tools and techniques that can help them deal with Large 
volumes of data from human subjects. The best of these tools become part 
of the best strategies and methods used to help science get a competitive 
edge on a formidable opponent: cancer. 
The research team Led by Kenneth Watkin at the University of Illinois at 
Urbana-Champaign is typical of cancer research teams. Watkin, a U of I pro-
fessor of medicine and applied Life studies, is one of two principal investiga-
tors on a project that aims to understand the content of ultrasonic images 
taken of tissue in cancer patients. His co-PI is Tanya Gallagher, dean of the 
U of I College of Applied Life Studies. Watkin realized he needed more com-
puting power to analyze his group's research data, so he began Looking for 
solutions-a tool or a process that could cut the team's computing time. 
When he turned to NCSA and Learned that the center's Origin2000 supercom-
puter could meet his data analysis challenges, he seized the opportunity. 
"When we started our work, we were using an 800-MHz desktop com-
puter, and it took at Least several hours to process one ultrasonic image," 
says Watkin. "We needed to process 400 to 600 images a year, and there was 
just no way we were going to accomplish that. We needed something 
faster-something that could process medical images at very high speeds." 
Help came in the form of Faisal Saied and Sirpa Saarinen in NCSA's 
Performance Engineering Group. They developed a parallel version of the 
team's algorithm that analyzes textures in ultrasonic images and ported the 
parallel version to the Origin2000. The researchers received an allotment of 
time on the Origin2000, and now a five- to six-hour computing and imaging 
process can be completed in about five minutes. The collaboration, says 
Watkin, means he is free to concentrate on the science of his research, 
knowing that the computational aspects are being handled. 
lbrahima Diouf and Kenneth Watkin. 
University of Illinois. 
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Tissue analysis to determine treatment 
Watkin's team looks at tissue changes in the tongues of cancer patients, 
determining how much of the tissue is muscle and fat and how much is a 
stiff fibrous tissue normally not present in healthy individuals. Healthy 
tongue tissue is mostly muscle with some fatty tissue, says Watkin. 
However, in patients who receive radiation treatments for head or neck 
cancer, some of that muscle tissue often becomes fibrous and inflexible, a 
process known as fibrosis. The tissue changes can cause other problems in 
the patient such as dysphagia, or difficulty swallowing. In the most 
serious dysphagia cases, the patient is unable to swallow, and food and 
liquids often get rerouted to the windpipe, causing breathing problems. 
Sometimes swallowing becomes so difficult that the patient needs a 
feeding tube. 
"When people are radiated, muscle tissue is heated up and begins to 
change," explains Watkin. "Our study involves treatment strategies. 
Ultimately, we are looking at what is the best treatment we can provide 
1 while still maintaining muscle quality." 
The team, funded by the National Institutes of Health's National 
Cancer Institute, uses ultrasound images of tongue tissue from patients at 
10 cancer research centers nationwide. The data, which are transmitted 
electronically as image files to Watkin's laboratory at Carle Foundation 
Hospital in Urbana, IL, include images from patients receiving different 
radiation doses. The ultrasound images are taken at different times in 
patients' treatments and up to a year after treatments have finished. By 
studying changes in tissue over time and comparing tissue changes in 
patients receiving different dosages of radiation, the researchers hope to 
develop treatment strategies for head and neck cancer patients that cause 
the least amount of damage to healthy tissue while still killing cancerous 
cells. 
To analyze the ultrasound images and determine the textures of the 
tissues represented in each, the researchers developed a tissue analysis 
algorithm called the Gray Level Texture Parameter computation. To com-
pute the textures, the code divides each image into kernels that are 8 x 8 
pixels in size. A tool called the Spatial Gray Level Dependence (SGLD) 
matrix then computes a correlation number for each pixel within each 
8-x-8 kernel of the image. This correlation number identifies whether the 
tissue is muscle, fat, or fibrous tissue. The SGLD correlation number for 
muscle ranges from 0 to .40, for fibrous tissue ranges from .41 to .85, 
and for fat .85 or above. The end result is a color-coded image of the 
tongue tissue in which red represents muscle, yellow represents fat, and 
blue represents other tissue types, including fibrous tissue. 
"The correlation number that the computer generates for each pixel 
identifies what [tissue] type is at that particular point in the image," says 
Ibrahima Diouf, a postdoctoral fellow in speech and hearing science and a 
member of the research team. "Generating a correlation matrix for each 
pixel is a computationally intensive process. It could be done on a PC, 
but it was taking us a whole day to get a full analysis of one image." 
20 40 60 80 100 120 140 160 180 
Spatial Gray Level Dependence (SGLD) color-
coded matrix of tongue tissue in a healthy per-
son. Most of the tissue is muscle (red} with 
some small areas of fat (yellow) and other tissue 
types, including fibrous {blue). The second 
image shows the SGLD matrix of the tongue of a 
cancer patient. Some muscle tissue has been 
lost, and areas of fibrous and fat tissue have 
increased. 
Distributed computing to the rescue 
When the team's code was ported to the Origin2000, tissue 
analysis of the images made a giant leap in speed. NCSA's 
Saarinen developed a parallel version of the Gray Level Texture 
Parameter computation algorithm, which allowed image analysis 
to be distributed to a number of Origin processors. According to 
Diouf, each ultrasound image is now subdivided into two, four, 
eight, or 16 segments. Each segment is then analyzed by an 
individual Origin processor, and the segments are recombined 
into one color-coded image. So far, analysis of a single image 
has been done on up to 16 Origin processors, which cuts the 
compute time to about five minutes. In the months to come, 
the team plans to port its code to NCSA's NT supercluster. 
According to Diouf, computing on the NT supercluster is a 
logical move for the research team since the lab's computers 
run Windows NT. 
Texture analysis algorithms and faster ways of analyzing 
medical images benefit not only researchers. In the long run, 
the combination of new analysis methods and supercomputing 
power could assist radiologists and pathologists, who are often 
the first medical professionals to identify cancerous tissue. These 
days, radiologists and pathologists deal with hundreds of diag-
nostic images a day taken from a wide range of imaging devices, 
including computerized tomography, magnetic resonance imag-
ing, positron emission tomography, ultrasound, light and elec-
tron microscopy, and 30 imaging. Examining and sorting 
through all these images to identify specific types of cells, 
including cancer cells, is labor intensive and fatiguing, says 
Watkin. He hopes for a future in which high-speed networks or 
satellites transmit medical imaging data to a supercomputing 
system for processing. Processing would take only minutes, and 
results could be displayed remotely for the technicians at hospi-
tals and clinics. 
"This kind of image analysis methodology on a large scale 
would mean that professionals in the hospital setting would be 
able to quickly identify differences in tissue and know what 
areas of an image need to be looked at closely," says Watkin. 
This research is supported by the National Institutes of Health's 
National Cancer Institute. 
Access Online http:/ jaccess.ncsa.uiuc.edu/CoverStoriesjlmaging 
For further information: 
http:/ jultrasound.med.uiuc.edu 
Team members 
Ibrahima Diouf 
Tanya Gallagher 
Kenneth Watkin 
20 40 60 80 100 120 140 160 180 200 
Ultrasound image as it appears when received by 
the research team at the University of Illinois 
Medical Ultrasound Research Laboratory and the 
image after it is transformed by the Gray Level 
Texture Parameter computation and the Spatial Gray 
Level Dependence matrix to identify tissue types. 
Red shows muscle, yellow fat, and blue other types 
of tissue, including areas of fibrosis. The SGLD 
matrix also calculates percentages of muscle, fat, 
and other tissue in each ultrasound image. 
Generally the tongue of a healthy young person 
consists of about 92 percent muscle. In older 
healthy people, the percentage of muscle is about 
89 percent. In cancer patients, the amount of 
muscle tissue varies and often depends on the 
amount of radiation they have received. 
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A new method of 
determining the 
conformation of 
polysaccharides, 
developed using 
Alliance resou 
at the 
industries. 
~ I 
I 
It'S tough to get a good look at a polysaccharide's 
shape. These chains of repeating sugar molecules make up a 
variety of organic compounds such as starch and cellulose, 
and they change wildly in no time. Their conformation, or the 
spatial arrangement of their component parts, is forever in 
flux. Torsion, or wrenching a body around an axis like 
a doorknob, twists the angles of the bonds that 
hold the molecules together. This complicates 
things because individual molecules can rotate 
around those bonds, changing their 
orientations. 
"Carbons in an isolated sugar form a ring, 
and this cyclization leaves the molecule pretty rigid," 
says Guillermo Moyna, a chemistry professor at the University 
of the Sciences in Philadelphia. "The conformation of each 
sugar within a polysaccharide is very variable, however, 
because the sugars are only connected to one another by two 
highly flexible single bonds." 
"There's a lot of flopping around," he adds. All this flex-
ing and twisting has left researchers without any good experi-
mental method of capturing a polysaccharide's conformation 
characteristics. X-ray crystallography and nuclear magnetic 
resonance spectroscopy (NMR), two common 
methods of studying biological macromolecules, 
are unsuitable because the polysaccharide 
conformations change too quickly. NMR, for 
example, gives an average of anything that hap-
pens within the sample over the course of about 
a millisecond to a second. Sounds fast, doesn't it? 
But torsion in a polysaccharide's bond can change in a 
nanosecond-one million times faster than a millisecond 
and one billion times faster than a second. 
Knowledge of a polysaccharide's conformation can have a 
huge payoff, despite the difficulties involved in capturing 
the information. These molecules are crucial to significant 
biological processes such as energy storage, molecular recog-
nition, and the control of cell structure. Thus they are of great 
interest to the pharmaceutical, medical, and food industries. 
With that in mind, Moyna and his collaborators are using 
two Alliance supercomputing systems at the University of 
Kentucky to develop a method by which researchers can 
determine the conformation of polysaccharides using data 
derived from NMR spectroscopy. 
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Molecular model for the 
model disaccharide a-D 
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Molecular model for a 
model glycopeptide 
GlcNac-~-NAcSerNH2. 
97.5 
95 13(; &• 
92.5 (ppm) 
Variation of the 13C 
chemical shift for the 
anomeric carbon (shown 
in red) with dihedral 
angles <<I>> and <'¥> of 
the model disaccharide 
a-0-Glucocpyranose-
( 1 ~4) -0-Glucopyranose. 
Cli?OH ~CONH.? 
HO O 
NHAc 
13C o • loo 
(ppm) 
NAc 
0 
chemical shift for the 
anomeric carbon (shown 
in red} with dihedral 
angles <<I>> and <'¥> of 
the model glycopeptide 
GlcNac-~-NAcSerN H 2. 
A shifty premise 
The nucleus of the Moyna team's method is the nuclei of the poly-
saccharide's carbon atoms plus a phenomenon known as chemical 
shift. When an atom is exposed to a magnetic field, as in NMR 
spectroscopy, the direction in which the atom's electrons orbit its 
nucleus is affected by that magnetic field. This circulation in turn 
causes a second, tiny magnetic field at the nucleus that opposes 
the first field. The difference between these fields allows scientists 
to distinguish nuclei from one another. 
Nuclei are never alone in molecules, however. They are sur-
rounded by electrons that create their own magnetic dipoles and are 
constantly in motion. The electron clouds around the nuclei shield 
the nuclei and alter the tiny magnetic field around them. The differ-
ence between the external magnetic field and the effective field cre-
ated in a given nuclei is known as chemical shift. The amount of 
shielding, and thus the chemical shift, is related to the number and 
arrangement of the electrons surrounding the nuclei. In other words, 
the chemical shift is determined by the company that the nuclei 
keep. 
"Different nuclei have different shifts because of the chemical 
environment around them," Moyna says. "We know that chemical 
shift depends, in part, on the conformation of the molecules, which 
is an aspect of that chemical environment. The exact nature of the 
relationship is hard to quantify. But even without that knowledge, 
we've come up with a nice way of predicting conformation based on 
the chemical shift of certain carbon atoms within the molecules." 
To develop this method, Moyna's team started with molecular 
models, or computational representations, of eight different disac-
charides. Disaccharides are two sugars bonded to one another, poly-
saccharides pared down to the absolute basics. The team fixed the 
angle of the two bonds that connect the sugars within the model 
dissacharide and calculated the optimal structure for the rest of the 
disaccharide. The angle of one of the bonds was then shifted by 20 
slim degrees, and the structure was reoptimized. Once a complete 
360-degree turn was achieved, the process was repeated on the 
second bond. A total of 324 distinct conformations was created for 
each of the eight disaccharides. 
Once these models were completed, the team used the 
University of Kentucky's HP-Convex Exemplar array to calculate the 
carbon chemical shift that each of the conformations would create, 
taking advantage of what is known as the Gauge Independent 
Atomic Orbital method. Using these data, the team created a series 
of empirical functions that established the relationship between the 
chemical shift of carbons within polysaccharides and their confor-
mations as described by the molecules' bond torsions. In effect, 
they turned their year's worth of supercomputing calculations and 
hard work into a mathematical equation. 
Proving the method 
With a well-tested, reliable equation for estimating conformation 
using carbon chemical shift data, researchers may some day be able 
to simply plug-and-chug their way from readily available NMR data 
to tricky conformational estimations. But the method developed by 
Moyna's team isn't quite there yet. 
"This is a preliminary study. We are still working on proof of the 
method," Moyna says. To that end, the team is testing the tech-
nique used to derive the functions, making sure the estimations 
yielded by the functions are valid. 
First, the team is confirming that they used sufficiently exact-
ing basis sets-mathematical approximations of atomic orbitals that 
solve the Schroedinger equations at the heart of any ab initio calcu-
lation. Very precise approximations yield very precise output but 
require outrageous amounts of computing time. In their original cal-
culations, the team used relatively imprecise basis sets. Now they're 
going back and doing some of the calculations again with more 
time-consuming sets. They're finding that their original approxima-
tions were ample to begin with. 
"You can use huge basis sets, but it can take 10 or 20 hours for 
a single calculation even on the newest Alliance hardware. It will be 
very exact, and your theoretical work will likely correlate very closely 
with the experimental data. But you have to find a compromise 
between what is computationally feasible and what still gives you 
good results," Moyna says. 
"We went quick and dirty to begin and compared that to calcu-
lations that were much more taxing, and we found that we got near 
linear correlation between the two approaches. We are getting high-
theory estimates on the conformations at low-theory costs." 
While completing their comparisons of basis sets, the team is 
also looking at different ways of solving the equations used to 
calculate the optimal structures of the disaccharides before the 
chemical shifts are derived. They are also conducting large-scale 
molecular dynamics simulations of the disaccharides to further 
validate their method. 
Many of these calculations are being carried out on the 
Alliance's new HP N-4000 complex at the University of Kentucky, a 
96-processor cluster of H P N-Class servers. Some of the work is also 
being done in-house at the University of the Sciences in Philadel-
phia. The platform shift hasn't bothered the team, though. 
"We're using Gaussian 98 [a commercial computational chem-
istry code], just like everybody and their brother," Moyna says. "It 
was on both systems, so moving over to the new HP system was no 
problem. We love it." 
This research is supported by the University of the Sdences in Philadelphia and the National 
Computational Sdence Alliance. 
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The gene data are 
taken from the chloro-
plast of each species 
+1 -2+4+3 
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Adjacency A B becomes an edge from A to -8 
Diagram of conversion from break-
point median to the traveling 
salesperson problem. 
_ cost=-max 
__ cost=O 
__ cost = 1 
__ cost=2 
edges not shown have cost = 3 
whopping 100 billion 
genomes must be recon-
structed. 
of Campanulaceae. 
Chloroplasts provide 
energy for the plant 
The cost of an edge A - 8 is the number of genomes thet do NOT have the adjacency A B 
"We need to build as 
complete a picture of 
the ancestry as possi-
ble," says Moret. 
"Computing ancestral 
gene orders also enables 
us to put differing evo-
lutionary models to the 
test." 
cells and do not occur 
independently outside of 
cells. They also make 
excellent candidates for 
phylogenie reconstruc-
tion because each 
chloroplast has a single 
chromosome. The genes on the chloroplasts' chromo-
somes have been sequenced, and biologists like Jansen 
hypothesize that evolution occurs through a mechanism 
known as inversion. Inversion contributes to evolution 
by changing the order and orientation of a sequence of 
genes within a genome. At times inversions may even 
undo themselves, returning the order of genes on the 
chloroplast chromosome to its former state. 
A forest of 14 billion trees 
Parsimony may imply efficiency, but, due to the efforts 
necessary to actually build reconstructions, it clearly 
leaves simplicity far behind. 
Each phylogenetic reconstruction, called a tree, rep-
resents one possible history of the species. The 
Campanulaceae project begins with 12 modern species 
of bluebell and a single species of tobacco. Tobacco is 
used as an outgroup, a species that is clearly very dis-
tant from the others, and is used to identify the root of 
the tree. To predict the evolutionary history, almost 14 
billion trees must be 
built and compared to 
one another. Bader, 
Moret, and their col-
league Tandy Warnow of 
the computer science 
department at the 
University of Texas at 
Austin go far beyond 
constructing the underly-
ing tree and its eventual 
outcome, also calculating 
gene order for each pre-
dicted ancestor within 
the trees. That means a 
an optimal solution 
corresponding to genome 
+1 +2-3--4 
For these computer 
scientists, the recon-
structions amount to a 
massive optimization problem-a game of creating all 
the possible evolutionary scenarios that could have 
occurred and then narrowing down those billions of 
options to a single best solution. The process begins 
with the raw gene data taken from the chloroplast of 
each species of Campanulaceae. The bluebell chloro-
plasts' single chromosomes are each made up of 105 
gene segments. The genes within the individual 
genomes are always the same. That is, all 13 genomes 
have identical genes and identical lengths, but in differ-
ent species the genes appear along the chromosome in 
a different order or orientation. 
The team's code generates trees one at a time. 
Once a tree is generated, its internal nodes-the inter-
vening ancestors that come between the individual 
species and their final common ancestor-are labeled 
by the software. Labels, which consist of the gene 
order data for a given node, are derived through a 
complex optimization process based on the notion 
of breakpoints. 
A breakpoint occurs any time two genes are adja-
1.75 
2.42 Wahlenbergia 
Merciera 
Trachelium 
Symphyandra 
Campanula 
Adenophora 
Legousia 
Asyneuma 
Triodanus 
4.68 Codonopsis 
3.32 Cyananthus 
10.75 Platycodon 
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cent in one genome but 
are not adjacent in a 
genome to which the 
first is compared. An 
internal node's label is 
derived by finding the 
gene order that mini-
mizes the number of 
breakpoints between a 
node and its three clos-
est neighbors. "This is 
where the parsimony 
criterion comes in ," say 
Moret. "We find a label 
that minimizes the 
Example of a phylogenetic tree for the 13 species studied in the 
Campanulaceae project. The numbers along the lines are an estimate of 
evolutionary distance, expressed as the expected number of evolution-
ary events 
amount of change at this place in the 
tree." A traveling salesperson problem 
solver-a common, if expensive, mathe-
matical method of solving optimization 
problems-is used to find the median, 
calculating the hypothesized gene order 
data for each node. 
In the initial Labeling of the tree, 
nodes that represent known data are sepa-
rated by many intervening nodes. As a 
result, a great deal of approximation is 
used in the early stages. Multiple passes 
at a tree refine the approximation. Once 
the initial Labels are assigned, each node 
has closer neighbors that can be used to 
find the breakpoint median. The code recalculates the 
nodes' Labels based on these new data, repeating this 
process again and again and recalculating any node that 
saw changes in one of its neighbors in the previous pass, 
until the tree stabilizes. 
Labeling and refining the trees is by far the most 
challenging step. "Computing a single median is 
intractable in itself, and we solve these over and over. 
It's a very computationally intensive procedure," Moret 
says. With this step complete, each tree is scored, using 
inversions as the metric. These scores show researchers 
which trees are most parsimonious. Thus, the scores also 
show which evolutionary history best fits the model and 
give a plausible snapshot of each genome within that his-
tory. 
"In completing so many trees, you see very good and 
very bad ones. Ones that match up very closely and ones 
that don't," says Bader. "What we Look for is commonali-
ty. A consensus tree that we can dig in deep on and that 
will give us a foothold to Larger phylogenies." 
200 years in two hours 
Spring ccess 
"We started with the goal of reimple-
menting BPAnalysis from the ground up. 
It was simply much too slow. We wanted 
to gain efficiency and speed by improving 
the algorithm and by parallelizing the 
code. Just focusing on one of those 
wouldn't have given us the kinds of 
improvements we've seen," says Moret. 
In the end, they ended up developing a 
whole new code that they called GRAPPA. 
The open-source code is exactly what 
Moret and the team were Looking for. It 
demonstrates not only the benefits of 
intelligent algorithmic engineering but also the power of 
parallel computing. 
BPAnalysis relabels every internal node each time it 
refines a tree; GRAPPA recalculates Labels for only those 
nodes that could possibly show a change. BPAnalysis 
Looks at identical strings of genes over and over again, 
even those matching other gene fragments that have 
already been analyzed; GRAPPA identifies common 
subsequences and condenses them, Leaving fewer genes to 
be considered. BPAnalysis runs on only one processor; 
GRAPPA scales Linearly to hundreds of processors running 
in parallel. GRAPPA Leaves a scant memory footprint of 
only 1.6 megabytes and can work almost entirely in a 
computer's cache memory. GRAPPA is also modular, allow-
ing different methods of calculating the nodes' Labels to 
be swapped in and out easily. 
When recently running the Campanulaceae problem 
on Albuquerque's Loslobos computing cluster, GRAPPA 
showed incredible results. The massive reconstruction was 
completed in one hour and 40 minutes on the machine's 
512 733-MHz Pentium III processors-a 1,000,000-fold 
speedup over BPAnalysis. 
Now that's the sort of thing a computational scientist 
But mostly, the team Lets biologists who use their can get excited about-an example of cluster 
data Look for commonality, consensus, and .-------+----------. computing in full bloom. 
the Like. Bader, Moret, Warnow, and their 
students are in it for the computational 
challenge. And the Campanulaceae phy-
Logeny reconstruction certainly gives them 
that. 
At the beginning of the project, they 
wanted nothing more than to improve 
BPAnalysis, a code used for breakpoint 
phylogeny research. BPAnalysis would 
have required over 200 years to generate, 
Label, and score the nearly 14 billion 
trees represented in the Campanulaceae 
problem. 
This research is supported by the Albuquerque High Performance 
Computing Center, the Department of Energy's Sandia National 
Laboratories, the National Science Foundation, and the David 
and Lucile Packard Foundation. 
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Human DNA is complex1 but errors in 
its replication are rare. With the help of 
an Alliance SGI Origin2000 supercom-
puter1 researchers are simulating one of 
the enzymes important to making this 
replication process reliable. 
Aden i n e J cytosine, guanine, thymine. These four incredibly simple chem-
ical structures are the base units of human life. DNA is organized as two strands of these bases and their connect-
ing backbones, a simple series of nucleotides wound into a double helix. Each base has a natural complement. 
Adenine always pairs with thymine, cytosine with guanine. The two strands are bound where these pairs link as if 
they're forming rungs on a ladder. When DNA duplicates itself, the double helix unzips, and the linked pairs pop 
apart. The two component strands then act as templates for twins of the original unit. Extra bases in the cell line 
up next to their complements on the template strand, and a new double helix of DNA is born. 
To replicate a single unit of human DNA, about 3 billion individual base pairs are joined. In the course of 
building a baby from a fertilized egg, this process goes on about a million billion times. Despite the seemingly 
infinite room for error, however, a mistake is made only once for every 10 billion operations. 
That means there's an impressive quality control system at work. One part of this DNA copying machine is the 
polymerase, protein enzyme that makes sure complementary bases are placed with one another as a strand of 
bases becomes duplicated DNA. Mechanisms that repair and ensure the fidelity of DNA during its replication are 
vital since many human diseases can originate from mutations that result from polymerase error. 
An interdisciplinary team of investigators from New York University (NYU) and the National Institute of 
Environmental Health Sciences (NIEHS) are using the Alliance's SGI Origin2000 supercomputer at NCSA to create 
the first molecular dynamics simulations to show the sequence of actions of a particular polymerase known as pol 
~ as it takes part in the DNA repair process. 
The team includes Tamar Schlick, a mathematics, chemistry, and computer science professor at NYU; Suse 
Broyde, a biology professor at NYU; Samuel H. Wilson, deputy director of NIEHS; Linjing Yang, Schlick's postdoc-
toral associate; and Bill Beard, Wilson's colleague at NIEHS. 
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Pol B DNA complex in the closed and 
open states. The first image shows the 
overall complex architecture. The other 
images show structures and key 
residues as identified from the dynamic 
simulations that captured the enzyme 
opening from an intermediate struc-
ture. Movements include the flipping of 
the Phe272 ring, opening of pol B 
through a large thumb movement, and 
rotation of Arg258 toward Asp192 to 
engage in a salt bridge. The red, green, 
and blue states correspond to the 
closed state from x-ray crystallography, 
the open state from x-ray crystallogra-
phy, and the simulated open states, 
respectively. 
Broyde, who is interested in polymerase mechanisms in 
relation to mutagenesis and carcinogenesis by environmental 
carcinogens via computer simulations, and Wilson, who is a 
leading experimentalist investigating pol rs, collaborated previ-
ously in the molecular dynamics simulation of carcinogen-
damaged DNA within pol fS. Schlick, meanwhile, pioneered the 
development of new algorithms for dynamic simulations that 
provide significant speedup. On a visit to NYU, Wilson proposed 
to Broyde investigating the opening-closing motion of pol fS 
thought to be crucial to the polymerase's DNA repair function. 
Broyde immediately suggested recruiting Schlick, whose algo-
rithms proved key to sampling and zooming in on some of 
the large-scale enzyme motions of pol fS that are biologically 
relevant. 
"Biologists are realizing the growing insights that can 
emerge from theoretical studies, including molecular dynamics 
simulations," says Schlick, who also uses NCSA's Origin2000 to 
research the eukaryotic transcription TATA-box binding protein 
and DNA complex in collaboration with crystallographer Steven 
Burley at Rockefeller University. 
"With today's refined models of macromolecules in the 
solvated cellular environment, realistic glimpses into molecular 
motion are no longer just a dream. Strong collaborations 
between experimentalists and theoreticians will be key in future 
structural biology research." 
Getting a hand 
Imagine pol fS as Thing of The Addams Family, an enzyme hand 
that moves along the DNA strand searching for the remnants of 
a base that has been damaged by anything from oxidation to 
ultraviolet radiation. When discovered, the damaged base and 
the residue it leaves behind are excised by other enzymes. Pol fS 
then moves in and fills the gap with the appropriate base. It 
closes around the gap like a fist and traps together the new 
base, the template DNA, and the catalyst used by the enzyme to 
start the reaction that bonds the two backbones connecting the 
bases. Once the new base has been secured, the polymerase 
reopens and moves on. 
An array of amino acids makes up the fingers of the poly-
merase and controls interactions between the base coming in to 
repair the gap and the base on the template strand. The enzyme 
hand's palm plays a role in catalysis. These features are almost 
entirely inflexible as the polymerase goes from open to closed to 
open again. The thumb, meanwhile, is responsible for most of 
the motion, closing toward the palm and rotating inward. It 
likely plays an important role in positioning the DNA and incom-
ing base so they can bind. 
This "induced fit" mechanism by which the thumb moves 
and the polymerase changes shape is thought to occur correctly 
only when proper base complements are matched to one 
another. Linking adenine to thymine, for example, causes the 
fist to close, and the two bases are married in a tight fit. If ade-
nine and guanine are inadvertently brought together, however, 
the closing process may be altered, so that the bases cannot 
properly align for replication to continue. 
The shift that the polymerase undergoes is a fundamental 
element in replication fidelity. With a clear picture of this shift, 
researchers will better understand how pol fS ensures fidelity as 
well as what goes wrong when the fidelity machinery fails. 
A dynamic bridge 
Pol fS is an excellent model for polymerases as a whole. It has 
the same overall architecture as other polymerases with related 
functions, but its relatively small size makes it easier to model. 
Accordingly, much is already known about the nature of pol fS. 
X-ray crystallography studies provide static views of pol fS at 
the atomic scale and offer experimental anchors for computer 
models. Scientists also have some knowledge of the timing of 
certain events in the process-they know that the opening 
and closing motions surround the chemical connecting events. 
Researchers even have a pretty good feel for the jobs carried out 
by different parts of the enzyme hand. What's lacking is a 
detailed understanding of poliS's machinations as it goes 
from open to closed. 
That's what the team from NYU and NIEHS want to 
provide-a dynamic bridge between structural views and 
functional data. 
To model poliS, the team used the CHARMM molecular 
mechanics and dynamics software package to make two compu-
tational representations of the polymerase in its open and closed 
states. The representations were created using Samuel Wilson's 
x-ray crystallography data and were modeled in a solution of 
water and sodium and chloride ions to simulate real-world 
conditions. A third, intermediary representation was also 
built by averaging the conformations of the polymerase in the 
first two states. 
The estimated biological timeframe for the entire enzymatic 
process is much beyond the capabilities of current computations, 
even on the most advanced computers with the fastest algo-
rithms. Numerous trajectories of the enzyme as a whole at differ-
ent stages in the opening motion had to be explored, starting 
from the constructed models of the closed and intermediate 
forms. The five-nanosecond simulations used one, two, or 150 
femtosecond timesteps depending on the range of the molecular 
force being modeled. The force calculations were then carefully 
merged and updated using advanced integration algorithms. 
Applying these algorithms for the first time on such a large, 
complex biological system, the team meticulously verified the 
algorithmic protocols' reliability, comparing the results to those 
obtained through standard methods. The team's use of the inte-
gration algorithms sped up the modeling process significantly. 
The simulations also greatly benefited from parallelization 
on the Origin2000 using the Parallel Virtual Machine protocol 
and Message Passing Interface on 16 processors. Still, each five-
nanosecond simulation of the system of nearly 50,000 atoms 
required about 25,000 CPU hours. 
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Combining expertise 
Using various dynamics protocols, high-temperature simulations, 
and various models, the research team succeeded in capturing at 
room temperature the motions of key molecular residues closely 
related to poliS's shape changes-when certain phenyl rings 
flip, when salt bridges form, when catalyst magnesium ions are 
released, and how other residues follow in motion. 
A first look at these motions already helps bridge the gaps 
in researchers' understanding of poliS. For instance, the team 
has deduced that the thumb's movement does not appear to be 
the rate-limiting step-the most time-consuming aspect that 
keeps the process from being completed-in poliS's opening 
motion. Instead, a particular residue rotation and the binding 
and release of a catalytic magnesium ion appear to hold up the 
show. Perhaps even more importantly, the simulations give the 
first atomic-level view of how the enzyme thumb movement 
works to achieve DNA replication fidelity. 
Still, there's a lot more to be done before researchers get a 
complete grip on poliS's grip on DNA. The team's work with the 
Alliance continues. 
"Although exciting progress has been made on this poly-
merase system, many questions remain to be answered, and we 
hope that the experimentalists will continue to stimulate us," 
says Schlick. Why do some base mispairings slip through the 
cracks more often than others? Why do different base pairs have 
different affinities with the polymerase? How do particular DNA 
mismatches affect poliS? 
"As soon as some questions are answered, others arise, and 
they're all great challenges," Schlick says. "We hope to tackle 
some of these exciting problems by combining Broyde's biologi-
cal modeling expertise and Wilson's biochemical and structural 
insights with our lab's computational tools." 
This research is supported by a John Simon Guggenheim fellowship, the National Science 
Foundation, the National Institutes of Health, and the Department of Energy. Schlick is an 
investigator at the Howard Hughes Medical Institute. 
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When Terra, one of the satellites in NASA's Earth Observing 
System (EOS), began beaming data back to Earth last year, it became 
the first satellite to simultaneously monitor many of the Earth's natural 
systems on a daily basis. Equipped with a wide array of instruments, 
Terra offers new perspectives on the Earth's land, ecosystems, radia-
tion, and life forms and gives insight into how these systems interact 
and influence each other. Scientists all over the globe marveled at the 
quantity and variety of the data gathered by Terra. 
"When I first saw the data that was coming in, I felt a mixture 
of relief and excitement," recalls Bruce R. Barkstrom, a researcher at 
NASA's Langley Research Center and a principal investigator on Clouds 
and Earth Radiant Energy Systems (CERES), which is part of NASA's 
Earth Science Enterprise Program. "Relief because everything was 
working; excitement because the instruments seemed to be working 
much better than we had ever expected." 
The satellite is part of a long-term effort that seeks to under-
stand our planet, distinguish between natural and man-made climate 
changes, and predict the effects of global warming. Two more EOS 
satellites-Aqua, which will concentrate on water systems, and Aura, 
which will gather atmospheric data-will be launched over the next 
two years. Each of these satellites will beam about two terabytes of 
data to Earth each day, a volume that presents mind-boggling data-
management challenges. 
"You've got all kinds of instruments on those satellites that will 
be collecting data on just about every kind of natural system related 
to the Earth," says Mike Folk, technical program manager of the 
Hierarchical Data Format (HDF) group at NCSA. "You need software that 
can accommodate all these types of data and allow scientists to share 
it, independent of platform." 
NCSA HDF is that software. Since 1994 NASA has been commit-
ted to using HDF for storing and managing all the data gathered by its 
EOS sensors. Other organizations that use HDF as the standard file for-
mat for their research data include the Department of Energy's 
Accelerated Strategic Computing Initiative (ASCI) and the National 
Oceanic and Atmospheric Administration's National Geophysical Data 
Center. NASA's Landsat satellites also use HDF. 
Sharing data in a multiple platform world 
Created in 1987, NCSA HDF is a data file format that assists users in 
storing, manipulating, and sharing scientific data. HDF works across 
diverse operating systems, including UNIX, Windows, and Linux. It fea-
tures a library of callable routines, utility programs, and tools for creat-
ing HDF files, converting files into HDF, and analyzing and visualizing 
data. When HDF was created, scientists were using a wide assortment 
of computer systems and software. They needed to share data in a 
world where standardization was rare. 
"It began with support for eight-bit raster images," says Folk. 
"Scientific visualization was becoming more popular, and people want-
ed to view visual data on their desktop PCs. With HDF they were able 
to move that data from a supercomputer to the desktop and among 
different kinds of desktop computers." HDF has since expanded dramat-
ically, supporting images and data compiled in multiple dimensions as 
well as tabular datasets that include a variety of data types. 
HDF allows users to group datasets in a single file, much as PC 
users group data into folders on their desktops. Among file manage-
ment programs, this feature is unique to HDF, says Folk, and it 
means researchers can easily organize data by any characteristic. 
Another unique feature of HDF is its ability to include information 
about the dataset as annotations inside the data file. A climate 
researcher, for example, might receive a file from a colleague that 
includes annotations telling him he is looking at temperature data 
taken on a specific day and at specific intervals. Other annotations 
might tell the researcher the latitude and longitude of the tempera-
ture data. 
"As a researcher, what I like about HDF is the ability to use 
one set of software to pull in all sorts of data," says Barkstrom. "And 
the fact that HDF allows you to include all sorts of peripheral infor-
mation about the data in your files definitely makes data analysis 
easier, quicker, and more accurate." 
Megaftles and parallel processing 
There are currently two versions of HDF in use: HDF4 and HDF5. 
HDF4 is backward compatible with all earlier versions and is 
currently used by NASA. The newer version, HDF5, has been devel-
oped for new information technologies, such as parallel processors 
and extremely large files. 
NCSA teamed with three Department of Energy (DoE) national 
laboratories-Lawrence Livermore, Los Alamos, and Sandia-to 
develop HDF5, and DoE's ASCI program has also adopted the 
upgrade. Folk cites several improvements in HDF5 over previous 
versions. This version can handle files of unlimited size, whereas 
previous versions limited file size to two gigabytes. The HDF5 
software also offers input and output for parallel computing environ-
ments. Creating, transferring, and retrieving files in parallel greatly 
speeds up the data transfer and storage process. 
HDF5 is also faster because of its ability to organize huge 
datasets into highly regular subsets, a process known as chunking. 
Datasets, explains Folk, can be thought of as cubes of data. Many of 
the EOS data cubes contain information about the Earth within cer-
tain altitude, latitude, and longitude ranges. Some of these files are 
so large that they cover the entire Earth. Chunking divides a large 
data cube into many smaller cubes. 
"With datasets becoming so large, accessing the information 
you need becomes an important issue," says Folk. ''You don't want 
to spend all your time searching. With chunking, the software will 
search only the chunks that contain the data you've requested." This 
process can speed up data retrieval by as much as 100 times. 
An answer for EOS 
NASA's use of HDF dates back to 1993, when research organiza-
tions and software companies were invited to present software 
packages that could provide a standardized format for working 
with data from the planned EOS satellites. NASA looked at 15 
software packages and tested four. The next year they chose 
HDF as the format standard. Since then NCSA has worked 
closely with its NASA partners to make H OF meet the needs of 
EOS and the overarching Earth Sciences Enterprise Program. 
Working with its scientists, data producers, and NCSA, 
NASA created an HDF library, called HDF-EOS, to accommodate 
the most common EOS data organizations. HDF-EOS is the 
recommended standard format for EOS peer-reviewed science 
datasets, although some extremely complex datasets use the 
native H OF library. 
The Terra and Aqua satellites both use HDF-EOS4, based 
on HDF4. Upgrading to a new version of HDF would have been 
difficult for these projects that have been underway for some 
time, says Richard Ullman, information architect for EOS Earth 
Sciences Data and Information Systems. Aura, the third EOS 
satellite, will rely on HDF5. Ullman says the new HDF-EOS5 will 
be backward compatible with the earlier version. 
Although HDF was created for scientists, Folk sees many 
additional uses for it. "NASA's willingness to adopt HDF5 is 
likely to spur interest from other organizations," he says. 
Industry could use HDF as a standardized way to store and 
retrieve CAD (computer aided design) files of new products. 
Doctors and hospitals could benefit by using HDF to store a 
variety of electronic images about their patients-from x-rays 
to magnetic resonance images-in a single patient file. 
"As more data becomes digitized, the uses for H OF will 
grow," says Folk. "As more scientific instruments collect data 
and more routine information becomes digital, there will be a 
huge need for a way to easily organize, retrieve, and share 
data. We believe H OF has the flexibility and robustness to meet 
that need." 
This research is supported by NASA, the Department of Energy, NCSA, and the 
Department of Defense. 
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Long Duration Exposure 
Facility, a NASA 
satellite used to test, 
among other things, 
the durability of 
spacecraft materials. 
Lu cite is so unyielding to weather and shock that 
it is used in aircraft canopies. Nomex shows such heat resistance 
that firefighter suits are made from it. And Kevlar-the stuff of 
bullet-proof vests-has the tensile strength of mild steel. Not one 
of them, however, is impervious when used as a building material 
in spacecraft and satellites. Atomic oxygen constantly bombards any 
spacecraft in low earth orbit (LEO), and these highly reactive atoms 
break down the materials at the chemical level. 
Chemists at the City University of New York, Hunter College, are 
using the Alliance's IBM SP supercomputer at the Maui High 
Performance Computing Center to study interactions between atomic 
oxygen and spacecraft materials. By creating very precise quantum 
mechanical simulations of more than 30 of the most common poly-
mers used in spacecraft and the polymers' interactions with atomic 
oxygen, they are getting an explicit understanding of how the struc-
tures are damaged. They are also getting some strong hints about 
how to slow that damage. Understanding these interactions and the 
long-term durability of these materials is crucial to any number of 
space missions and experiments. 
"In just a few days in orbit, there's a noticeable amount of 
damage due to the atomic oxygen in LEO," says Lou Massa, the 
chemistry professor at Hunter College who heads the project. "It's 
not as if the space shuttle is going to fall apart. The structure isn't 
threatened, but certain properties of that structure are. And those 
properties-the surface's absorptive and reflective properties, or its 
ability to radiate heat and control temperature-are very important." 
Oxygen? In space? 
Most of us think of space as a void. If Sigourney Weaver has taught 
us anything, it's that in space no one can hear you scream. But the 
truth-and this is truth of the scientific sort, not the horror movie 
alien brand-is that there is oxygen out there. "The atmosphere 
gets less and less dense. In LEO, it's tenuous. But it's not so tenuous 
that there aren't stilllOO million oxygen atoms per cubic centime-
ter," Massa says. 
The density of oxygen in LEO is, of course, worthy of mention 
because of the damage that it can do. But oxygen's state at that 
altitude, about 180 to 650 kilometers above the earth's surface, is 
even more significant. Oxygen is at its most stable and is least reac-
tive as a molecule, its common state in the earth's atmosphere. The 
two atoms are bound together and share two electrons between 
Spr ing Acces 
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them. In LEO, however, oxygen molecules are split by ultraviolet 
light from the sun and endure as atomic oxygen. 
Atomic oxygen is ravenous, having two unpaired electrons 
and wanting nothing more than to make itself stable again by 
forming chemical bonds. Thus, it is highly reactive. As hungry as 
it is, though, the effects of atomic oxygen on a given material 
depend upon the reaction's activation energy. The activation ener-
gy is the minimum amount of energy required to place molecules 
or atoms in a state in which they can undergo a chemical transi-
tion. In other words, it's the ooomph oxygen atoms must have in 
order to break the molecular chains that make up the spacecraft 
polymers. When these chains are broken, new molecules form and 
float off into space at the expense of the polymers. 
Finding the weak links 
Scientists have known for years that chemical reactions are to 
blame for the wear and tear that spacecraft undergo in orbit, but, 
according to Massa, knowledge of the reactions' elementary mech-
anisms has always been vague. His team's first research report on 
those mechanisms, which will be published in an upcoming issue 
of the Journal of Physical Chemistry, brings the field into sharp 
relief. Their simulations use the Schroedinger equation, which 
determines the energy of molecules and atoms as well as the 
transition to their optimal state, to model the position of the 
oxygen atoms as they seek out and break a bond within a poly-
mer. The simulations provide a precise view of the molecules' 
geometry, or shape, before and after the polymers interact with 
the oxygen. They also reveal the activation energy for the 
reaction. 
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"This method gives us a first-principles understand-
ing of the quantum mechanics. It shows us where the 
weak links are and is much more detailed than other 
methods," says Bruce Banks, who works with Massa's team 
on the project. Banks is chief of the electro-physics 
branch at NASA's Glenn Research Center in Cleveland. 
The average simulation takes 100 to 150 CPU hours 
on eight processors of Maui's IBM SP supercomputer. 
However, the precision of a given simulation and the 
amount of time required vary depending upon the poly-
mer's size. The team employs more exact methods and 
compares a larger number of theoretical methods when 
looking at smaller molecules. They then use that informa-
tion to finetune and calibrate the results of the less pre-
cise techniques used on larger molecules. 
The team has completed calculations on about a 
third of the polymers they plan to look at, and their work 
continues today. Already the data let researchers compare 
the erosion rates of materials in orbit and also identify 
the key degradation mechanisms present in a given 
reaction. In addition the results will help researchers rec-
oncile the differences between current theoretical and 
experimental results, which are often contradictory and 
difficult to interpret due to the complicated nature of 
the problem. 
"Initially we just wanted to understand the common 
materials so we could predict how they would react. 
We've already been very successful at that," says Banks. 
"Ultimately we want a shopping list of materials so we'll 
have a quantified erosion yield for any arbitrary polymer 
before we use it and can design spacecraft with that 
information in mind." 
Opening up the field 
There are alternative theories to explain the damage done to 
materials in LEO. For example, polyethylene damage is often chalked 
up to what is known as hydrogen abstraction in which hydrogen 
atoms are knocked from the polymer's structure and leave broken 
portions of the polymer to react and wreak havoc. Using their 
quantum mechanical approach, however, Massa's team has shown 
that chain breaking, in which oxygen atoms directly attack and 
break the polymer's carbon-carbon bonds, may also be a significant 
cause of damage. 
"We're not saying that chain breaking by atomic oxygen is the 
only culprit," says Massa. "Any number of other reactions could 
exist, and all of these mechanisms remain to be studied." The team 
has confirmed, however, that atomic oxygen in LEO has sufficient 
energy to break down polyethylene polymers by way of chain 
breaking and that the mechanism inflicts damage more efficiently 
than many other chemical processes. 
More importantly, the team has provided a fundamental 
method for approaching the overall problem of polymers' interac-
tions with atomic oxygen. "We've really suggested a new way for 
this thing to be looked at. Quantum mechanical research has been 
around for years. This problem has been around for years. But the 
marriage of the two is unique," says Massa. 
Banks agrees, "Massa's team is really the only group that is 
giving us a structural understanding of the reactions. It's a solid 
contribution that will continue to grow in significance as the 
volume of their work increases." 
This research is supported by NASA. 
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