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Abstract
Stochastic approximation (SA) methods, first proposed by Robbins and Monro in 1951 for root-finding prob-
lems, have been widely used in the literature to solve problems arising from stochastic convex optimization,
stochastic Nash games and more recently stochastic variational inequalities. Several challenges arise in the
development of SA schemes. First, little guidance is provided on the choice of the steplength sequence.
Second, most variants of these schemes in optimization require differentiability of the objective function and
Lipschitz continuity of the gradient. Finally, strong convexity of the objective function is another require-
ment that is a strong assumption to hold. Motivated by these challenges, this thesis focuses on studying
research challenges related to the SA methods in three different areas: (i) steplengths, (ii) smoothing, and
(iii) regularization.
The first part of this thesis pertains to solving strongly convex differentiable stochastic optimization
problems using SA methods. The performance of standard SA implementations can vary significantly based
on the choice of the steplength sequence, and in general, little guidance is provided about good choices.
Motivated by this gap, we present two adaptive steplength schemes equipped with convergence theory that
aim to overcome some of the reliance on user-specific parameters. Of these, the first scheme, referred to
as a recursive steplength stochastic approximation (RSA) scheme, minimizes the error bounds to derive a
rule that expresses the steplength at a given iteration as a simple function of the steplength at the previous
iteration and certain problem parameters. The second scheme, termed as a cascading steplength stochastic
approximation (CSA) scheme, maintains the steplength sequence as a piecewise-constant decreasing function
with the reduction in the steplength occurring when a suitable error threshold is met. We then allow for
nondifferentiable objectives but with bounded subgradients over a certain domain. In such a regime, we
propose a local smoothing technique, based on random local perturbations of the objective function that
leads to a differentiable approximation of the function and a Lipschitzian property for the gradient of
the approximation. This facilitates the development of an adaptive steplength stochastic approximation
framework, which now requires sampling in the product space of the original measure and the artificially
introduced distribution.
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Motivated by problems arising in decentralized control problems and non-cooperative Nash games, in
the second part of this thesis, we consider a class of strongly monotone Cartesian variational inequality
problems, where the mappings either contain expectations or their evaluations are corrupted by error. Such
complications are captured under the umbrella of Cartesian stochastic variational inequality (CSVI) problems
and we consider solving such problems via SA schemes. Specifically, along similar directions to the RSA
scheme, a stepsize rule is constructed for strongly monotone stochastic variational inequality problems. The
proposed scheme is seen to produce sequences that are guaranteed to converge almost surely to the unique
solution of the problem. To cope with networked multi-agent generalizations, we provide requirements under
which independently chosen steplength rules still possess desirable almost-sure convergence properties. To
address non-smoothness, we consider a regime where Lipschitz constants on the map are either unavailable or
difficult to derive. Here, we generalize the aforementioned smoothing scheme for deriving an approximation
of the original mapping, which is then shown to be Lipschitz continuous with a prescribed constant. Using
this technique, we introduce a locally randomized SA algorithm and provide almost sure convergence theory
for the resulting sequence of iterates to an approximate solution of the original CSVI problem.
In the third part of this thesis, we consider a stochastic variational inequality (SVI) problem with a
continuous and monotone mapping over a compact and convex set. Traditionally, stochastic approximation
schemes for SVIs have relied on strong monotonicity and Lipschitzian properties of the underlying map. We
present a regularized smoothed SA (RSSA) scheme wherein stepsize, smoothing, and regularization param-
eters are updated after every iteration. Under suitable assumptions on the sequences, we show that the
algorithm generates iterates that converge to a solution the SVI problem in an almost-sure sense. Addition-
ally, we provide rate estimates that relate iterates to their counterparts derived from the Tikhonov trajectory
associated with a deterministic problem.
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Chapter 1
Introduction
Stochastic approximation (SA) methods, first proposed by Robbins and Monro [58] in 1951 , have a long
tradition, and were first motivated by stochastic root-finding problems. The goal in such problems is to find
a vector x ∈ Rn such that the following system of stochastic equations is satisfied:
E[g(x, ξ)] = 0, (1.1)
where ξ : Ω→ Rd is a random variable with some distribution function, g(·, ξ(ω)) : Rn → Rn is a continuous
function for any realization of ξ, and E[·] denotes the expectation operator of a random variable. The SA
scheme is based on the following iterative scheme:
xk+1 = xk − γkg(xk, ξk) for all k ≥ 0, (1.2)
where γk > 0 is the stepsize and ξk is the realization of random variable ξ at k-th iteration. It is well-
known that, when
∑∞
k=0 γk = ∞ and
∑∞
k=0 γ
2
k < ∞, algorithm (1.2) produces a sequence of iterates that
converges to the solution of (1.1) in an almost sure sense (see [51]). SA schemes have been widely studied
and applied in various regimes and have been found to be effective in solving large-scale deterministic
problems such as convex feasibility problems [52, 1, 44], feasibility problems arising in control [12, 50] and
some specially structured large-scale convex problems in [43, 46, 45]. Distributed consensus-based stochastic
subgradient methods for minimizing a convex objective over a network have been recently developed and
studied in [56, 55, 54]. The success of gradient-based methods in solving monotone variational inequalities
[22] has prompted the study of similar techniques for contending with stochastic variational inequality (VI)
problems. In fact, Jiang and Xu [27] develop precisely such a scheme for the solution of strongly monotone
stochastic VIs and regularized variants were presented in [35] to allow for application to monotone stochastic
VIs. Finally, stochastic generalizations of the mirror-prox schemes were examined in [28] and allowed for
the solution of monotone VIs.
1
1.1 Motivation
In this subsection, we motivate our research and explain the main research questions. The first motivation
arises from the need for choosing a robust stepsize for SA methods. As mentioned earlier, in SA methods
(cf. [18, 19, 51, 6, 10, 9]), the almost sure convergence is guaranteed assuming that the stepsize is diminishing
but not too rapidly. For example when the stepsize is proportional to βkα with
1
2 < α ≤ 1 and β > 0. We
refer to this choice of stepsizes as harmonic steplengths. Typically, there is no guidance on the specific
choice of the sequence and problem parameters play little role in refining this choice. On the other hand, in
practice, the performance of SA scheme is not robust with the choice of parameters α and β. The following
example explains the shortcoming of such a family of stepsize choices.
Example 1. [A stochastic utility problem] Consider the following optimization problem,
min
x∈X
{
f(x) = E
[
φ
(
n∑
i=1
(
i
n
+ ξi
)
xi
)]}
,
where X = {x ∈ Rn|x ≥ 0,∑ni=1 xi = 1}, ξi are independent and normally distributed random variables
with mean zero and variance one. The function φ(·) is a piecewise linear convex function given by φ(t) =
max1≤i≤m{vi+sit}, where vi and si are constants between zero and one, and F (x, ξ) = φ
(∑n
i=1(
i
n + ξi)xi
)
.
We apply the SA scheme using harmonic steplengths of the form βkα to solve the stochastic utility problem
which is discussed in detail in 5.1. Figure 1.1 provides an illustration of the fact that harmonic stepsizes
are not a robust choice for SA schemes. The y-axis represents the error of the SA scheme while the x-axis
corresponds to the different parameter settings. Problem parameters are considered to be fixed, and we only
change α and β. There are 15 different settings of these two parameters as shown in the narrow table on
the top of Figure 1.1. For a fixed value of α, we observe that the performance of SA scheme deteriorates for
some values of β, improves for some other choices of β, and remains unchanged in other situations. More
generally, the performance of SA scheme with choice of harmonic steplenghths, is neither robust to changes
in problem parameters nor to the changes in the stepsize parameters.
Motivated by this example, our first goal lies in proposing specific rules for the stepsize sequence for
SA schemes for solving stochastic optimization problems that exploit the information about the problem.
Accordingly, our first goal lies in examining whether one can construct a convergent SA scheme under a
centralized adaptive stepsize rule that is derived from problem parameters such as Lipschitz constant, strong
convexity constant, etc. We are also interested in extending such results of multi-agent system problems
arising from decentralized control problems and noncooperative games. Cartesian stochastic variational
inequality problems represent an expansive model for capturing such problems. The following example
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α
β
0.510 0.510 0.510 0.750 0.750 0.750 1.000 1.000 1.000 0.750 0.750 0.750 0.510 0.510 0.510 
0.028 0.021 0.014 0.028 0.021 0.014 1.000 0.750 0.500 1.000 0.750 0.500 1.000 0.750 0.500 
Performance deteriorates as β
reduces with fixed α
Figure 1.1: Performance of SA with harmonic stepsizes βkα
demonstrates a Stochastic composite minimization problem that can be modeled using Cartesian stochastic
variational inequalities. This motivates the development of a distributed counterpart of the aforementioned
centralized adaptive rules for SA schemes.
Example 2 (Stochastic composite minimization problem). Consider a generalized min-max optimization
problem given by
minimize Ψ(ψ1(x), . . . , ψm(x))
subject to x ∈ X ,
N∏
i=1
Xi,
where Xi is a convex and compact set for i = 1, . . . , N and Ψ(u1, . . . , um) is defined as
Ψ(u1, . . . , um) , max
y∈Y
{
m∑
i=1
uTi (Aiy + bi)− β(y)
}
,
while Y is a convex and compact set, ψi(x) , E[φi(x, ξ)], ∇xjψi(x) = E[Hji(x, ξ)] for i = 1, . . . ,m, and β(y)
is a Lipschitz continuous convex function of y. Under the assumption that the derivative and the expectation
operator can be interchanged, it can be seen that the solution to this optimization problem can be obtained
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by solving a Cartesian stochastic variational inequality problem VI(X × Y, F ) where
F (x, y) ,

∑m
i=1∇x1ψi(x)(Aiy + bi)
...∑m
i=1∇xNψi(x)(Aiy + bi)
−∑mi=1ATi ψi(x) +∇yβ(y)

=

E [
∑m
i=1H1i(x, ξ)(Aiy + bi)]
...
E [
∑m
i=1HNi(x, ξ)(Aiy + bi)]
E
[−∑mi=1ATi φi(x, ξ) +∇yβ(y)]

.
Note that the specification that ψi(x) and its Jacobian are expectation-valued may be a consequence of not
having access to noise-free evaluations of either object. In particular, one only has access to evaluations
φi(x, ξ) and Jacobian evaluations given by Hji(x, ξ) = ∇xjφi(x, ξ). 
A second motivation arises from the need for addressing nonsmoothness in stochastic optimization prob-
lems. When the random integrands arising in such stochastic problems are nonsmooth, direct application of
known SA schemes is not straightforward. Contending with nonsmoothness in mathematical programming
is often managed through avenues that rely on the solution of a sequence of smoothed problems (cf. [26, 21]).
In a stochastic regime, an approach for addressing such problems is through a technique of global smoothing,
as considered in [24] and more recently in [40].1 This involves modifying the original problem by adding
a random variable with possibly unbounded support. The following example explains such a smoothing
scheme.
-3 -2 -1 0 1 2 3 4 5 6 7
-1
-0.5
0
0.5
1
1.5
2
2.5
3
3.5
(a) The original function f(x)
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-0.5
0
0.5
1
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2
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3
3.5
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(b) The smoothed function f(x)
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-0.5
0
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1.5
2
2.5
3
3.5
epsilon=0.00
epsilon=0.50
epsilon=1.00
epsilon=1.50
(c) Different smooth. parameters
Figure 1.2: The smoothing technique
Example 3 (Smoothing of a convex function). Consider the following piecewise linear function
f(x) =

−2x− 3 for x < −2,
−0.3x+ 0.4 for − 2 ≤ x < 3
x− 3.5 for x ≥ 3.
1See [53] for a scheme that develops an approximation method for addressing a class of separable piecewise-linear stochastic
optimization problems with integer breakpoints.
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Suppose that z is a uniform random variable defined on [−, ] where  > 0 is a given parameter. Consider
the approximation function f  = E[f(x+ z)]. When  is a fixed constant satisfying 0 <  ≤ 2.5, the smoothed
function f  has the following form:
f (x) =

−2x− 3, for x < −2− 
1
40
(
17x2 + 68x− 46x+ 68− 52+ 172) , for − 2−  ≤ x < −2 + 
−0.3x+ 0.4, for − 2 +  ≤ x < 3− 
1
40
(
13x2 − 78x+ 14x+ 117− 62+ 132) , for 3−  ≤ x < 3 + 
x− 3.5. for x ≥ 3 + 
Figure 1.2 shows such a smoothing scheme. In Figure 1.2a, we observe that function f is nonsmooth at
x = −2 and x = 3. Figure 1.2b shows the approximation f  when  = 0.5. An immediate observation is
that function f  is smooth everywhere. Furthermore, the smoothing technique perturbs x locally at all points,
including points of nonsmoothness. Finally, Figure 1.2c shows the smoothing scheme for different values of
 and illustrates the exactness of the approximation as → 0.
We present a local smoothing technique which leads to a globally smooth approximation of the original
function with Lipschitz continuous gradient. Furthermore, through such a smoothing, we derive a Lipschitz
constant in terms of problem dimension and the smoothing parameter. Importantly, this Lipschitzian prop-
erty facilitates the construction of a stochastic approximation framework. Consequently, we develop a local
randomized smoothing SA where we compute solutions to an approximate problem. As an extension to this
randomized technique, we further propose a distributed randomized SA scheme for Cartesian variational
inequality problems.
A third challenge in our work lies in addressing ill-posed stochastic variational inequality problems. This
class of problems has been addressed using Tikhonov regularization (cf. [22]). In a recent work by Koshal et
al. [35], extensions to merely monotone regimes have been studied and an iterative regularized SA scheme
has been proposed. Such a scheme still requires Lipschitz property of the mapping. We aim to develop
an iterative scheme for solving stochastic VIs with lack of both the strong monotonicity and Lipschitzian
property of the mapping.
1.2 Research contributions
In this section, we discuss the key contributions of our work. In Chapter 2, we consider strongly convex
differentiable stochastic optimization problems [78, 76]. First, we develop two sets of adaptive steplength
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schemes and provide the associated global convergence theory. Of these, the former, a recursive steplength
scheme (RSA), species the steplength at a particular iteration using the previous steplength and certain
problem parameters. The second scheme, called a cascading steplength scheme (CSA), differs signicantly
and is essentially a sequence of constant steplength schemes in which the steplength is reduced at specific
points in time. The second set of contributions extends these techniques to settings where the objective is not
necessarily differentiable. Through the use of a local smoothing method that perturbs the problem through a
uniformly distributed random variable, we propose a stochastic gradient scheme. Notably, Lipschitz bounds
are obtained for the gradients and their growth with problem size is found to be modest. Locally smoothed
variants of the RSA and CSA scheme were seen to perform well on two classes of nonsmooth stochastic
optimization problems and implementations were seen to be relatively insensitive to problem parameters.
In Chapter 3, we consider stochastic variational inequality problems over a Cartesian product of closed
and convex sets with a strongly monotone and Lipschitz continuous mapping. In this setting, we show
that a distributed version of SA scheme guarantees almost sure convergence to the solution of stochastic
VI problem under some mild conditions [80, 77]. Next, motivated by the naive stepsize choices of SA
algorithm, we propose a class of distributed adaptive steplength rules. We further show that this scheme
provides almost sure convergence and also minimizes a suitably defined error bound. In the second part of
Chapter 3, we allow for stochastic variational inequality problems with a non-Lipschitz mapping on product
of sets. We propose a distributed local randomized technique which is a generalization of the smoothing
technique proposed in Chapter 2. This distributed technique is based on a local smoothing perturbation
corresponding to each set of the product set using a uniform distribution. Applying this technique gives
us an approximation of the original mapping which is Lipschitz continuous with a parametrized Lipschitz
constant. This constant will be used in our distributed adaptive stepsize scheme in situations where the
Lipschitz constant of the original mapping is unknown or difficult to calculate.
In Chapter 4, we consider monotone stochastic variational inequality problems and develop an iterative
randomized regularization SA scheme that is based on introducing a local random perturbations in the
mapping [79]. Such an algorithm necessitates taking projection steps with respect to a perturbed problem
and requires that the perturbation parameter be reduced after every step. Such a randomized approach
allows for deriving a Lipschitzian property on the associated mapping which may then be leveraged in
developing convergence statements. Our main contributions are as follows:
(I) Addressing nonsmoothness and absence of strong monotonicity: As mentioned earlier, Lipschitz property
of the mapping has been among the main assumptions of the previous works. Given an SVI problem,
our main goal is to address ill-posed SVI problems by driving the strong monotonicity and Lipschhitzian
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properties through employing regularization and local smoothing techniques simultaneously.
(II) Convergence rate analysis: Our second goal lies in analyzing the rate of convergence for the proposed SA
method. Suppose {xk} is the sequence generated by our proposed SA method and sk denotes the solution
to the kth regularized and smoothed SVI problem, we derive a bound for the error E
[‖xk+1 − sk‖2].
Finally, in Chapter 5, we present some numerical experiments of applying our schemes discussed in
Chapters 2 and 3 to some case studies [78, 80]. First, we consider a stochastic utility problem where the
objective is to minimize the expectation of a piece-wise stochastic function on a polyhedron. The second
problem, is a stochastic bilinear matrix game which is modeled as a saddle point problem. For both of these
problems, we apply RSA and CSA schemes in Chapter 2 and we compare the results with the SA scheme
with harmonic stepsizes. We apply the distributed adaptive stepsize SA scheme described in Chapter 3 on
two problems, namely a stochastic rate allocation problem and a stochastic Nash-Cournot game, and we
provide the comparison of such stepsize rules with the choice of harmonic stepsizes.
1.3 Notation
We view vectors as columns, and write xT to denote the transpose of a vector x. We use ‖x‖ to denote the
Euclidean vector norm, i.e., ‖x‖ =
√
xTx. We write ΠX(x) to denote the Euclidean projection of a vector x
on a set X. i.e., ‖x−ΠX(x)‖ = miny∈X ‖x− y‖. For a convex function f with domain domf , a vector g is
a subgradient of f at x¯ ∈ domf if the following relation holds2:
f(x¯) + gT (x− x¯) ≤ f(x) for all x ∈ domf.
The subdifferential set of f at x = x¯, denoted by ∂f(x¯), is the set of all subgradients of f at x = x¯. Finally,
we write a.s. for “almost surely”, and use Prob(Z) and E[Z] to denote the probability of an event Z and
the expectation of a random variable Z, respectively. The Matlab notation (u1;u2;u3) refers to a column
vector with components u1, u2 and u3, respectively.
2For a differentiable convex f , the inequality holds with g = ∇f(x¯).
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Chapter 2
Smooth and Nonsmooth Stochastic
Convex Optimization
In this chapter, we consider stochastic optimization problems with strongly convex and differentiable func-
tions and develop two adaptive stepsize schemes for the stochastic approximation algorithm (1.2). The first
scheme is called a recursive stepsize SA (RSA) scheme, and provides a recursive formula for updating stepsize
of the SA algorithm. More specifically, stepsize at each iteration is calculated from its value in previous
iteration and other problem parameters. This scheme is shown to produce iterates that are guaranteed to
converge to the unique optimal solution almost surely. The second scheme is called cascading steplength
stochastic approximation (CSA) scheme where the stepsize is a piecewise-constant decreasing function and
the stepsize is reduced when an error threshold is met. Almost sure convergence of CSA scheme is also
provided in this chapter. The second part of this chapter focuses on nonsmooth stochastic optimization
problems. We develop a local randomized smoothing technique which leads to an approximated smooth
objective function with Lipschitz gradients. Using this scheme, we develop a smoothing SA algorithm where
now the samples are drawn from the original measure space and the artificially introduced distribution.
2.1 Problem Formulation and Background
In this section, we begin by describing the problem and iterative scheme of interest (Section 2.1.1). This is
followed by Section 2.1.2 where we provide a short description on various adaptive schemes in the realm of
stochastic approximation.
2.1.1 Problem Formulation
We consider the following stochastic optimization problem
min
x∈X
f(x) = E[F (x, ξ)] , (2.1)
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where F : D × Ω→ R is a function, the set D ⊆ Rn is open, and the set X is nonempty with X ⊂ D. The
vector ξ : Ω→ Rd is a random vector with a probability distribution on a set Ω ⊆ Rd, while the expectation
E[F (x, ξ)] is taken with respect to ξ. We use X∗ to denote the optimal set of problem (2.1) and f∗ to denote
its optimal value. We assume the following:
Assumption 1. The set X ⊂ D is convex and closed. The function F (·, ξ) is convex on D for every ξ ∈ Ω,
and the expected value E[F (x, ξ)] is finite for every x ∈ D.
Under Assumption 1, the function f is convex over X and the following relation holds
∂f(x) = E[∂xF (x, ξ)] for all x ∈ D, (2.2)
where ∂xF (x, ξ) denotes the set of all subgradients of F (x, ξ) with respect to the variable x (see [3, 4]
1).
First, we will consider problem (2.1) where f is a differentiable function with Lipschitz gradients. Later,
we will allow the function f to be nondifferentiable and we will consider a local smoothing technique yielding
a differentiable function that approximates f over X. For this reason, we start our discussion by focusing
on a differentiable problem (2.1) and the following iterative algorithm:
xk+1 = ΠX (xk − γk(∇f(xk) + wk)) for all k ≥ 0,
wk = ∇xF (xk, ξk)−∇f(xk).
(2.3)
Here, x0 ∈ X is a random initial point, γk > 0 is a (deterministic) stepsize, and wk is the random vector
given by the difference between the sampled gradient ∇xF (x, ξk) and its expectation E[∇xF (x, ξ)] evaluated
at x = xk. Throughout this chapter, we assume that E
[‖x0‖2] <∞.
We let Fk denote the history of the method up to time k, i.e., Fk = {x0, ξ0, ξ1, . . . , ξk−1} for k ≥ 1 and
F0 = {x0}. By Assumption 1 and relation (2.2), it follows that ∇f(xk) = E[∇xF (xk, ξ)] for a differentiable
F , implying that wk has zero-mean, i.e.,
E[wk | Fk] = 0 for all k ≥ 0. (2.4)
Next, we state some additional assumptions on the stochastic gradient error wk and the stepsize γk.
Assumption 2. The stepsize is such that γk > 0 for all k. Furthermore, the following hold:
(a)
∑∞
k=0 γk =∞ and
∑∞
k=0 γ
2
k <∞.
1In both of these articles, the analysis is for a function defined over Rn × Ω, but can be extended to the case of a function
defined over D × Ω for an open convex set D ⊆ Rn.
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(b) The stochastic errors wk satisfy
∑∞
k=0 γ
2
kE
[‖wk‖2 | Fk] <∞ almost surely.
Assumption 2(b) is satisfied, for example, when
∑∞
k=0 γ
2
k <∞ and the error wk is bounded almost surely,
i.e., ‖wk‖ ≤ c for all k and some scalar c almost surely.
We use the following Lemma in establishing the convergence of method (2.3) (see [51], page 50).
Lemma 1. (Robbins-Siegmund) Let vk, uk, αk, and βk be nonnegative random variables, and let the following
relations hold almost surely:
E
[
vk+1 | F˜k
]
≤ (1 + αk)vk − uk + βk for all k,
∞∑
k=0
αk <∞,
∞∑
k=0
βk <∞,
where F˜k denotes the collection v0, . . . , vk, u0, . . . , uk, α0, . . . , αk, β0, . . . , βk. Then, almost surely we have
lim
k→∞
vk = v,
∞∑
k=0
uk <∞,
where v ≥ 0 is some random variable.
We also make use of the following result, which can be found in [51] (see Lemma 11 in page 50).
Lemma 2. Let {vk} be a sequence of nonnegative random variables, where E[v0] < ∞, and let {αk} and
{βk} be deterministic scalar sequences such that:
E[vk+1|v0, . . . , vk] ≤ (1− αk)vk + βk a.s for all k ≥ 0,
0 ≤ αk ≤ 1, βk ≥ 0,
∞∑
k=0
αk =∞,
∞∑
k=0
βk <∞, lim
k→∞
βk
αk
= 0.
Then, vk → 0 almost surely, limk→∞ E[vk] = 0, and for any  > 0,
Prob(vj ≤  for all j ≥ k) ≥ 1− 1

(
E[vk] +
∞∑
i=k
βi
)
for all k > 0.
In Sections 2.2 and 2.3, we examine adaptive steplength schemes for a strongly convex function f whose
gradients ∇f are Lipschitz continuous over X with constant L.
2.1.2 Adaptive Stochastic Approximation Schemes
Robbins and Monro [58] proposed the first stochastic approximation algorithm in 1951 while Kiefer and
Wolfowitz [33] proposed a variant of this scheme in which finite differences were employed to estimate the
gradient. Asymptotic distributions of the Robbins-Monro scheme were first examined by Chung [14], leading
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to an asymptotic normality result in the one-dimensional regime while generalizations were subsequently
studied by Sacks [62].
A potential challenge in developing efficient implementations of stochastic approximation implementa-
tions lies in choosing an appropriate steplength sequence. Kesten [32], in 1957, suggested a technique where
the steplength sequence adapts to the observed data, which was further extended by Kushner and Gavin [37]
to the multi-dimensional regime, while its accelerations were studied in [16]. Sacks [62] proved that, under
suitable conditions, a choice of the form a/k (where k is the iterate index) is optimal from the standpoint
of minimizing the asymptotic variance. Yet, the challenge lies in estimating the “optimal” a. Subsequently,
Ventner [72] in what is possibly amongst the first adaptive steplength SA schemes, considered sequences of
the form ak/k where ak is updated by leveraging past information. Notably, Chung [14] also examined the
asymptotic variance properties of SA when steplength choices of the form a/k1−α with α < 0.5 are used. In
related work on adaptive schemes, Lai and Robbins [39] considered schemes of the form ak/k where ak is a
strongly consistent estimator of ∇f(x) in a stochastic root-finding problem. One choice for obtaining ak is
through the use of least-squares estimators. Multivariate generalizations of this analysis were suggested by
Wei [74] in 1987 and again, it was observed that the Jacobian of the vector function assumes relevance in
constructing efficient steplength sequences.
An alternative to using a single sample was suggested by Spall [68] and relied on obtaining gradient
estimates through a simultaneous perturbation of all the parameters. An adaptive generalization of this
scheme, proposed by the same author [66, 67], employed an additional recursion to the standard projected
gradient step that attempted to estimate the Jacobian in root finding problems or the Hessian in optimization
problems. Accordingly, the modified update rule is of the form
xk+1 = ΠX
(
xk − γkH−1k (∇f(xk) + wk)
)
, (2.5)
where Hk is an estimate of the Hessian matrix of the objective. Clearly, this also falls under the regime of an
adaptive steplength scheme. Related adaptive schemes may also be found in the work by Bhatnagar [7, 8].
A final remark is in order regarding the key difference between our proposed schemes and past work. A
majority of the adaptive schemes in the literature employ past information to update the steplength. One
such avenue involves developing estimates of the Hessian which is subsequently used in scaling the gradient
step appropriately. In the sections to appear, we consider two very different approaches that are linked by a
crucial property: they rely on using algorithm and problem parameters, and not sample points, to develop
adaptive steplength schemes.
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2.1.3 Smoothing Techniques
One of the goals of this chapter is to address stochastic optimization problems with nonsmooth integrands.
Here, we provide some background for accommodating nonsmoothness in optimization problems. In deter-
ministic regimes, subgradient methods and their incremental variants have proved popular (see [43, 46, 5]), as
have bundle methods [34], amongst others. One approach for managing nonsmoothness is through smooth-
ing approaches. For instance, such avenues have allowed for the solution of variational inequalities and
complementarity problems [22] as well as mathematical programs with equilibrium constraints [41].
In this chapter, we also adopt a smoothing technique which bears little similarity to such approaches. We
adopt a framework that can be traced back to a class of averaged functions introduced by Steklov [70, 71] in
1907. A general definition of such an averaging over possibly discontinuous functions is provided next [49].
Definition 1. Given a locally integrable function f : Rn → R and a family of mollifiers {p : Rn → R+,  >
0} that satisfy
∫
Rn
p(z)dz = 1, supp(p) := {z ∈ Rn : p(z) > 0} ⊂ ρB with ρ ↓ 0 as  ↓ 0,
where B is a unit ball in Rn. Then the associated family {fˆ,  > 0} of averaged functions is defined by
fˆ :=
∫
Rn
f(x+ z)p(z)dz =
∫
Rn
f(z)p(x− z)dz.
In effect, the mollifier is a probability density function and the family of smoothed approximations,
denoted by {fˆ,  > 0} must possess a host of convergence properties with respect to f as  → 0. For
instance, if f is a continuous function then fˆ converges uniformly to f on every bounded subset of Rn. In
the absence of continuity, this cannot be guaranteed; yet, we may draw on epi-convergence results [60] for
this class of functions may be employed in an effort to establish convergence of the infima/minima. These
averaging functions have allowed for solving convex nondifferentiable optimization problems [17, 23] and
discontinuous optimization problems [25], by minimizing a sequence of averaged or smoothed functions.
We pursue an alternative to solving a sequence of smoothed problems and obtain an approximate solution
by solving a single smoothed problem with a fixed  akin to that employed by Lakshmanan and Farias [40].
However, since we intend to leverage stochastic approximation schemes of the form described earlier in this
chapter, Lipschitz constants associated with the gradients are a requiem. In [40], the authors obtain Lipschitz
constants assuming that the averaging is achieved through a normal distribution that requires the function
be defined everywhere. Instead of “globally smoothing” the function, we employ a uniform distribution,
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referred to as “local smoothing.”
2.2 A recursive steplength stochastic approximation scheme
In this section, we introduce an adaptive stochastic approximation scheme that overcomes certain challenges
associated with implementing standard diminishing steplength schemes and relies on the use of a recursive
rule for prescribing steplengths. We begin by examining the standard stochastic gradient method for prob-
lem (2.1) in Section 2.2.1. In general, the convergence of this scheme is guaranteed under the requirement
that
∑∞
k=1 γk = ∞ and
∑∞
k=0 γ
2
k < ∞. A host of choices exists with one possible choice being γk = θ/k.
Yet, the choice of the appropriate θ can have a significant impact on the performance of the algorithm.
Motivated by the desire to minimize the “expected error,” we develop a recursive stochastic approximation
algorithm (referred to as the RSA scheme) in which the steplength at a particular iteration is a function of
the steplength at the previous iteration and some problem parameters. In Section 2.2.2, we motivate and
introduce such a scheme and proceed to develop the associated convergence theory in Section 2.2.3.
2.2.1 Preliminaries
We consider method (2.3) as applied to problem (2.1) where f has Lipschitz gradients. The method generates
a sequence of iterates that converge to an optimal solution almost-surely, as shown in the forthcoming
proposition. This result is a straightforward extension of Theorem 1 in [51, Pg. 51] which pertains to an
unconstrained problem.
Proposition 1 (Almost-sure convergence). Let Assumptions 1–2 hold, and let f be differentiable over the
set X with Lipschitz gradients. Assume that the optimal set X∗ of problem (2.1) is nonempty. Then, the
sequence {xk} generated by (2.3) converges almost surely to some random point in X∗.
Proof. By definition of the method and the nonexpansive property of the projection operation, we obtain
for any x∗ ∈ X∗ and k ≥ 0,
‖xk+1 − x∗‖2 ≤ ‖xk − x∗ − γk(∇f(xk) + wk)‖2
= ‖xk − x∗‖2 − 2γk(∇f(xk) + wk)T (xk − x∗) + γ2k‖∇f(xk) + wk‖2.
By the convexity of f and the gradient inequality, we have
‖xk+1 − x∗‖2 ≤ ‖xk − x∗‖2 − 2γk(f(xk)− f(x∗))− 2γkwTk (xk − x∗) + γ2k‖∇f(xk) + wk‖2.
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Since ‖a + b‖2 ≤ 2‖a‖2 + 2‖b‖2 for any a, b ∈ Rn, by using f∗ = f(x∗), and by adding and subtracting
∇f(x∗) in the last term, we obtain
‖xk+1 − x∗‖2 ≤ ‖xk − x∗‖2 − 2γk(f(xk)− f∗)− 2γkwTk (xk − x∗) + 2γ2k‖∇f(xk)−∇f(x∗)‖2
+ 2γ2k‖∇f(x∗) + wk‖2.
Taking the conditional expectation given Fk, using E[wk | Fk] = 0 (see Eq. (2.4)) and the Lipschitzian
property of the gradient, we have
E
[‖xk+1 − x∗‖2 | Fk] ≤ (1 + 2L2γ2k)‖xk − x∗‖2 − 2γk(f(xk)− f∗)
+ 2γ2k
(‖∇f(x∗)‖2 + E[‖wk‖2 | Fk]) .
Under Assumption 2, the conditions of Lemma 1 are satisfied. Therefore, almost surely, the sequence
{‖xk+1 − x∗‖} is convergent for any x∗ ∈ X∗ and
∑∞
k=0 γk(f(xk) − f∗) < ∞. The former relation implies
that {xk} is bounded a.s., while the latter implies lim infk→∞ f(xk) = f∗ a.s. in view of the condition∑∞
k=0 γk = ∞. Since the set X is closed, all accumulation points of {xk} lie in X. Furthermore, since
f(xk) → f∗ along a subsequence a.s., by continuity of f it follows that {xk} has a subsequence converging
to some random point in X∗ a.s. Moreover, since {‖xk+1 − x∗‖} is convergent for any x∗ ∈ X∗ a.s., the
entire sequence {xk} converges to some random point in X∗ a.s. 
Under the Lipschitz continuity of the gradient and the strong convexity of the objective, an expected
error bound may also be provided for the method. During the development of the error bound, the following
intermediate result assumes relevance.
Lemma 3. Let Assumption 1 hold, and let f be differentiable over the set X with Lipschitz gradients with
constant L > 0. Also, assume that the optimal set X∗ of problem (2.1) is nonempty. Let the sequence {xk}
be generated by algorithm (2.3) with any (deterministic) stepsize γk > 0. Then, for any x
∗ ∈ X∗ and any
k ≥ 0, the following holds almost surely:
E
[‖xk+1 − x∗‖2 | Fk] ≤ ‖xk − x∗‖2 + γ2kE[‖wk‖2 | Fk]− γk(2− γkL)(xk − x∗)T (∇f(xk)−∇f(x∗)).
Proof. By the first-order optimality conditions, a vector x∗ is optimal for the problem if and only if x∗
satisfies
x∗ = ΠX(x∗ − γ∇f(x∗)) for any γ > 0.
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By the definition of the method and the nonexpansive property of the projection operation, we obtain for
all k ≥ 0,
‖xk+1 − x∗‖2 = ‖ΠX(xk − γk(∇f(xk) + wk))−ΠX(x∗ − γk∇f(x∗))‖2
≤ ‖xk − x∗ − γk(∇f(xk) + wk −∇f(x∗))‖2.
Taking the expectation conditioned on the past, and using E[wk | Fk] = 0 (cf. Eq. (2.4)), we have
E
[‖xk+1 − x∗‖2 | Fk] ≤ ‖xk − x∗‖2 + γ2k‖∇f(xk)−∇f(x∗)‖2 + γ2kE[‖wk‖2 | Fk]
− 2γk(xk − x∗)T (∇f(xk)−∇f(x∗)).
The Lipschitz gradient property for a convex function is equivalent to co-coercivity of the gradient map with
constant 1/L, (see [51, Pg. 24, Lemma 2]), i.e., for all x, y ∈ X,
1
L
‖∇f(x)−∇f(y)‖2 ≤ (x− y)T (∇f(x)−∇f(y)).
Therefore, for any x∗ ∈ X∗ and any k ≥ 0,
E
[‖xk+1 − x∗‖2 | Fk] ≤ ‖xk − x∗‖2 + γ2kE[‖wk‖2 | Fk]− γk(2− γkL)(xk − x∗)T (∇f(xk)−∇f(x∗)).

In what follows, we will often use a stronger version of Assumption 2(b), given as follows.
Assumption 3. The errors wk are such that for some ν > 0,
E
[‖wk‖2|Fk] ≤ ν2 a.s. for all k ≥ 0.
Next, we provide an error bound for algorithm (2.3) under the assumption that f(x) is a strongly convex
function with Lipschitz gradients. Note that requiring that f(x) is strongly convex over a set K follows if
F (x, ξ(ω)) is a strongly convex function for ω ∈ Ω¯, where Ω¯ is a set of positive measure defined as
Ω¯ ,
{
ω : ∃η > 0, (y − x)T (∇F (y, ξ(ω))−∇F (x, ξ(ω))) ≥ η‖x− y‖2 for all x, y ∈ K} .
Less formally, we merely require that F (., ξ) is a strongly convex function with positive, but arbitrarily small,
probability to ensure that f(x) is strongly convex over K (see [57]).
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Lemma 4 (Strongly convex function with Lipschitz gradients). Let Assumptions 1–2 hold. Also, let f be
differentiable over the set X with Lipschitz gradients with constant L > 0 and strongly convex with constant
η > 0. Then, the sequence {xk} generated by algorithm (2.3) converges almost surely to the unique optimal
solution of problem (2.1). Furthermore, if the stepsize satisfies 0 < γk ≤ 2L for all k ≥ 0, we then have:
(a) The following relation holds almost surely:
E
[‖xk+1 − x∗‖2 | Fk] ≤ (1− γk(2− γkL)) ‖xk − x∗‖2 + γ2kE[‖wk‖2 | Fk] for all k ≥ 0.
(b) If Assumption 2(b) is replaced with Assumption 3, then the following relation holds almost surely:
E
[‖xk+1 − x∗‖2] ≤ (1− ηγk(2− γkL))E[‖xk − x∗‖2]+ γ2kν2 for all k ≥ 0.
Moreover, limk→∞ E
[‖xk − x∗‖2] = 0, and for every  > 0,
Prob
(‖xj − x∗‖2 ≤  for all j ≥ k) ≥ 1− 1

(
E
[‖xk − x∗‖2]+ ν2 ∞∑
i=k
γ2i
)
for all k > 0.
Proof. The existence and uniqueness of the optimal solution of problem (2.1) is guaranteed by the strong
convexity of f(x). The convergence of the method follows by Proposition 1. To establish the relation in
part (a) for the expected value E
[‖xk+1 − x∗‖2], we use Lemma 3, which implies for the optimal x∗ and all
k ≥ 0,
E
[‖xk+1 − x∗‖2 | Fk] ≤ ‖xk − x∗‖2 + γ2kE[‖wk‖2 | Fk]− γk(2− γkL)(xk − x∗)T (∇f(xk)−∇f(x∗)).
By the strong convexity of f(x), we have (x−y)T (∇f(x)−∇f(y)) ≥ η‖x−y‖2 for all x, y ∈ X, which when
combined with the preceding relation implies for all k ≥ 0,
E
[‖xk+1 − x∗‖2 | Fk] ≤ (1− γkη(2− γkL)) ‖xk − x∗‖2 + γ2kE[‖wk‖2 | Fk] , (2.6)
thus showing the relation in part (a).
The relation in part (b), follows from inequality (2.6) by using Assumption 3 and by taking the total
expectation. To show the other results in part (b), we apply Lemma 2. For this, we need to verify that
all the conditions of Lemma 2 hold. Since 0 < γk ≤ 2L , it follows ηγk(2 − γkL) ≥ 0. Also, in view of
η ≤ L, we have ηγk(2 − γkL) ≤ 1. Obviously, ν2γ2k ≥ 0 for all k. Since Assumption 2(a) holds, we have
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∑∞
k=0 ηγk(2− γkL) =∞ and
∑∞
k=0 ηγ
2
k <∞. Furthermore, since γk → 0, we have
lim
k→∞
ν2γ2k
ηγk(2− γkL) = limk→∞
ν2γk
η(2− γkL) = 0.
Hence, the conditions of Lemma 2 hold and the stated results follow. 
Lemma 4 will be employed in developing our adaptive stepsize schemes. Before proceeding, we make the
following comment regarding the lemma.
Remark 1. The result in part (a) of Lemma 4 is similar to a result in [48], which was derived by requiring
only the strong convexity of the function f . Here, we make the additional assumption that the gradients
are Lipschitz continuous and this assumption gains relevance when we employ local random smoothing in
Section 2.4. Furthermore, our result depends on the expectation of gradient errors, E
[‖wk‖2], with wk
defined in (2.3). Note that, in contrast, the result in [48] depends on the expectation of the subgradient
norms, E
[‖G(x, ξ)‖2], where G(x, ξ) ∈ ∂xF (x, ξ).
2.2.2 A recursive steplength scheme
A challenge associated with the implementation of diminishing steplength schemes lies in determining an
appropriate sequence {γk}. The key result of this section is the motivation and introduction of a scheme
that adaptively optimizes the steplength from iteration to iteration. Our adaptive scheme relies on the
minimization of a suitably defined error function at each step. We start with the relation in part (b) of
Lemma 4:
E
[‖xk+1 − x∗‖2] ≤ (1− ηγk(2− γkL))E[‖xk − x∗‖2]+ γ2kν2 for all k ≥ 0. (2.7)
When the stepsize is further restricted so that 0 < γk ≤ 1L , we have
1− ηγk(2− γkL) ≤ 1− ηγk.
Thus, for 0 < γk ≤ 1L , inequality (2.7) yields
E
[‖xk+1 − x∗‖2] ≤ (1− ηγk)E[‖xk − x∗‖2]+ γ2kν2 for all k ≥ 0. (2.8)
We now use relation (2.8) to develop an adaptive stepsize procedure. Loosely speaking for the moment,
let us view the quantity E
[‖xk+1 − x∗‖2] as an error ek+1 of the method arising from the use of the stepsize
values γ0, γ1, . . . , γk. Also, consider the worst case error which is the case when (2.8) holds with equality.
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Thus, in the worst case, the error satisfies the following recursive relation:
ek+1(γ0, . . . , γk) = (1− ηγk)ek(γ0, . . . , γk−1) + γ2kν2.
Then, it seems natural to investigate if the stepsizes γ0, γ1 . . . , γk can be selected so as to minimize the error
ek+1. It turns out that this can indeed be achieved and minimizing the error ek+2 at the next iteration can
also be done by selecting γk+1 as a function of only the most recent stepsize γk. To formalize the above
discussion, we define real-valued error functions ek(γ0, . . . , γk−1) as follows:
ek(γ0, . . . , γk−1) , (1− ηγk−1)ek−1(γ0, . . . , γk−2) + γ2k−1ν2 for k ≥ 1, (2.9)
where e0 is a positive scalar, η is the strong convexity parameter and ν
2 is the upper bound for the second
moments of the error norms ‖wk‖.
In what follows, we consider the sequence {γ∗k} given by
γ∗0 =
η
2ν2
e0 (2.10)
γ∗k = γ
∗
k−1
(
1− η
2
γ∗k−1
)
for all k ≥ 1. (2.11)
We often abbreviate ek(γ0, . . . , γk−1) by ek whenever this is unambiguous. We show that the stepsizes γi,
i = 0, . . . , k − 1, minimize the errors ek over an (0, 1L ]k, where L is the Lipschitz constant. In particular, we
have the following result.
Proposition 2. Let ek(γ0, . . . , γk−1) be defined as in (2.9), where e0 > 0 is such that η2ν2 e0 ≤ 1L , with L
being the Lipschitz constant for the gradients of f . Let the sequence {γ∗k} be given by (2.10)–(2.11). Then,
the following hold:
(a) The error ek satisfies
ek(γ
∗
0 , . . . , γ
∗
k−1) =
2ν2
η
γ∗k for all k ≥ 0.
(b) For each k ≥ 1, the vector (γ∗0 , γ∗1 , . . . , γ∗k−1) is the minimizer of the function ek(γ0, . . . , γk−1) over the
set
Gk ,
{
α ∈ Rk : 0 < αj ≤ 1
L
for j = 1, . . . , k
}
.
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More precisely, for any k ≥ 1 and any (γ0, . . . , γk−1) ∈ Gk, we have
ek(γ0, . . . , γk−1)− ek(γ∗0 , . . . , γ∗k−1) ≥ ν2(γk−1 − γ∗k−1)2.
(c) The vector γ∗ = (γ∗0 , γ
∗
1 , . . . , γ
∗
k−1) is a stationary point of function ek(γ0, γ1, . . . , γk−1) over the set
Gk.
Proof. (a) We use induction on k to prove our result. Note that the result holds trivially for k = 0 from
(2.10). Next, assume that we have ek(γ
∗
0 , . . . , γ
∗
k−1) =
2ν2
η γ
∗
k for some k, and consider the case for k+ 1. By
the definition of the error ek in (2.9), we have
ek+1(γ
∗
0 , . . . , γ
∗
k) = (1− ηγ∗k)ek(γ∗0 , . . . , γ∗k−1) + γ∗kν2 = (1− ηγ∗k)
2ν2
η
γ∗k + γ
∗
kν
2,
where the second equality follows by the inductive hypothesis. Hence,
ek+1(γ
∗
0 , . . . , γ
∗
k) =
2ν2
η
γ∗k
(
1− ηγ∗k +
η
2
γ∗k
)
=
2ν2
η
γ∗k
(
1− η
2
γ∗k
)
=
2ν2
η
γ∗k+1,
where the last equality follows by the definition of γ∗k+1 in (2.11).
(b) We now show that (γ∗0 , γ
∗
1 , . . . , γ
∗
k−1) minimizes the error ek for all k ≥ 1. We again use mathematical
induction on k. By the definition of the error e1 and the relation e1(γ
∗
0 ) =
2ν2
η γ
∗
1 shown in part (a), we have
e1(γ0)− e1(γ∗0 ) = (1− ηγ0)e0 + ν2γ20 −
2ν2
η
γ∗1 .
Using γ∗1 = γ
∗
0
(
1− η2γ∗0
)
, we obtain
e1(γ0)− e1(γ∗0 ) = (1− ηγ0)e0 + ν2γ20 −
2ν2
η
γ∗0
(
1− η
2
γ∗0
)
= (1− ηγ0)2ν
2
η
γ∗0 + ν
2γ20 −
2ν2
η
γ∗0
(
1− η
2
γ∗0
)
,
where the last equality follows from e0 =
2ν2
η γ
∗
0 . Thus, we have
e1(γ0)− e1(γ∗0 ) = −2ν2γ0γ∗0 + ν2γ20 + ν2 (γ∗0)2 = ν2 (γ0 − γ∗0)2 .
Now suppose that ek(γ0, . . . , γk−1) ≥ ek(γ∗0 , . . . , γ∗k−1) holds for some k and any (γ0, . . . , γk−1) ∈ Gk. We
want to show that ek+1(γ0, . . . , γk) ≥ ek+1(γ∗0 , . . . , γ∗k) holds as well for all (γ0, . . . , γk) ∈ Gk+1. To simplify
the notation we use e∗k+1 to denote the error ek+1 evaluated at (γ
∗
0 , γ
∗
1 , . . . , γ
∗
k), and ek+1 when evaluating
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at an arbitrary vector (γ0, γ1, . . . , γk) ∈ Gk+1. Using (2.9) and part (a), we have
ek+1 − e∗k+1 = (1− ηγk)ek + ν2γ2k −
2ν2
η
γ∗k+1.
Under the inductive hypothesis, we have ek ≥ e∗k. Using this, the relation e∗k = 2ν
2
η γ
∗
k of part (a) and the
definition of γ∗k+1, we obtain
ek+1 − e∗k+1 ≥ (1− ηγk)
2ν2
η
γ∗k + ν
2γ2k −
2ν2
η
γ∗k
(
1− η
2
γ∗k
)
= ν2(γk − γ∗k)2.
Hence, we have ek(γ0, . . . , γk−1)− ek(γ∗0 , . . . , γ∗k−1) ≥ ν2(γk − γ∗k)2 for all k ≥ 1 and all (γ0, . . . , γk−1) ∈ Gk.
Therefore, for all k ≥ 1, the vector (γ0, . . . , γk−1) ∈ Gk is a minimizer of the error ek.
(c) By the choice of e0, we have 0 < γ
∗
0 <
1
L . Observe that since η ≤ L, it follows that 0 < γ∗1 ≤ γ∗0 , and by
induction we can see that 0 < γ∗k ≤ γ∗k−1 for all k ≥ 1. Thus, (γ∗0 , . . . , γ∗k−1) ∈ Gk for all k ≥ 1.
Now, we proceed by induction on k. For k = 1, we have
∂e1
∂γ0
= −ηe0 + 2γ0ν2.
Thus, the derivative of e1 vanishes at γ
∗
0 =
η
2ν e0, which satisfies 0 < γ
∗
0 ≤ 1L by the choice of e0. Furthermore,
note that the function e1(γ0) is convex in γ0. Hence, γ
∗
0 =
η
2ν e0 is the stationary point of e1 over the entire
real line. Suppose now that for k ≥ 1, the vector (γ0, . . . , γk−1) is the minimizer of ek over the set Gk. Let
us now consider the case of k + 1. The partial derivative of ek+1 with respect to γ` is given by
∂ek+1
∂γ`
= −ηe0
k∏
i=0,i6=`
(1− ηγi)− ην2
`−1∑
i=0
γ2i k∏
j=i+1,j 6=`
(1− ηγj)
+ 2ν2γ` k∏
i=`+1
(1− ηγi),
where 0 ≤ ` ≤ k − 1. By factoring out the common term ∏ki=`+1(1− ηγi), we obtain
∂ek+1
∂γ`
=
−η
e0 `−1∏
i=0
(1− ηγi) + ν2
`−2∑
i=0
γ2i `−1∏
j=i+1
(1− ηγj)
+ ν2γ2`−1
+ 2ν2γ`
 k∏
i=`+1
(1− ηγi). (2.12)
From the definition of ek in (2.9) we can see that
ek+1(γ0, . . . , γk) = e0
k∏
i=0
(1− ηγi) + ν2
k−1∑
i=0
γ2i k∏
j=i+1
(1− ηγj)
+ ν2γ2k. (2.13)
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By combining relations (2.12) and (2.13), we obtain for all ` = 0, . . . , k − 1,
∂ek+1
∂γ`
= (−ηe`(γ0, . . . , γ`−1) + 2ν2γ`)
k∏
i=`+1
(1− ηγi),
where for ` = 0, we have e`(γ0, . . . , γ`−1) = e0. By part (a), there holds −ηe`(γ∗0 , . . . , γ∗`−1) + 2ν2γ∗` = 0,
thus showing that ∂ek+1∂γ` vanishes at (γ
∗
0 , . . . , γ
∗
k) ∈ Gk+1 for all ` = 0, . . . , k − 1.
Finally, we consider the partial derivative of ek+1 with respect to γk, for which we have
∂ek+1
∂γk
= −ηe0
k−1∏
i=0
(1− ηγi)− ην2
k−2∑
i=0
γ2i k−1∏
j=i+1
(1− ηγj)
− ην2γ2k−1 + 2ν2γk.
Using relation (2.13), we obtain
∂ek+1
∂γk
= −ηek(γ0, . . . , γk−1) + 2ν2γk.
By part (a), we have −ηek(γ∗0 , . . . , γ∗k−1) + 2ν2γ∗k = 0, thus showing that ∂ek+1∂γk vanishes at (γ∗0 , . . . , γ∗k) ∈
Gk+1. Thus, by induction we have that (γ∗0 , . . . , γ∗k) is a stationary point of ek+1 in the set Gk+1. 
We observe that in Proposition 2, the minimizer (γ∗0 , . . . , γ
∗
k−1) of the function ek over the set Gk is
unique up to scaling by a factor β < 1. Specifically, the solution (γ∗0 , . . . , γ
∗
k−1) is obtained for an initial
error e0 > 0 satisfying e0 <
2ν2
ηL . Suppose that in the definition of the sequence {γ∗k} instead of e0 we use
βe0 for some β ∈ (0, 1). Then it can be seen (by following the proof) that, for the resulting sequence,
Proposition 2 would still hold.
2.2.3 Convergence theory
We next show that the proposed RSA approximation scheme discussed in Section 2.2.2 leads to a convergent
algorithm. We prove this in a more general setting for a stepsize with a form similar to that seen in
constructing the optimal choice. The following proposition holds for any stepsize of a form similar to the
optimal scheme of (2.11).
Proposition 3 (Global convergence of RSA scheme). Let Assumptions 1 and 3 hold. Let the function f
be differentiable over the set X with Lipschitz gradients and the optimal solution set of problem (2.1) be
nonempty. Assume that the stepsize sequence {γk} is generated by the following self-adaptive scheme:
γk = γk−1(1− cγk−1) for all k ≥ 1, (2.14)
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where c > 0 is a scalar and the initial stepsize is such that 0 < γ0 <
1
c . Then, the sequence {xk} generated
by algorithm (2.3) converges almost surely to a random point that belongs to the optimal set.
Proof. We employ Proposition 1. To apply this proposition, it suffices to verify that Assumption 2 holds.
First we show that
∑∞
i=0 γi =∞. From (2.14) we obtain
k+1∏
`=1
γ` =
(
k∏
i=0
γi
)
k∏
i=0
(1− cγi).
By dividing both sides by
(∏k
i=1 γi
)
, it follows that
γk+1 = γ0
k∏
i=0
(1− cγi). (2.15)
Since γ0 ∈ (0, 1c ), from (2.14) it follows that {γk} is positive nonincreasing sequence. Therefore, the limit
limk→∞ γk exists and it is less than 1c . Thus, by taking the limit in (2.14), we obtain limk→∞ γk = 0. Then,
by taking limits in (2.15), we further obtain
lim
k→∞
k∏
i=0
(1− cγi) = 0.
To arrive at a contradiction suppose that
∑∞
i=0 γi < ∞. Then, there is an  ∈ (0, 1) such that for j
sufficiently large, we have
c
k∑
i=j
γi ≤  for all k ≥ j.
Since
∏k
i=j(1− cγi) ≥ 1− c
∑k
i=j γi for all j < k, by letting k →∞, we obtain for all j sufficiently large,
∞∏
i=j
(1− cγi) ≥ 1− c
∞∑
i=j
γi ≥ 1−  > 0.
This, however, contradicts the fact limk→∞
∏k
i=0(1− cγi) = 0. Therefore, we conclude that
∑∞
i=0 γi =∞.
Now we show that
∑∞
i=0 γi
2 <∞. From (2.14) we have
γk = γk−1 − cγ2k−1 for all k ≥ 1.
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Summing the preceding relations, we obtain
γk = γ0 − c
k−1∑
i=0
γi
2 for all k ≥ 1.
By taking limits and recalling that limk→∞ γk = 0, we obtain
∞∑
i=0
γi
2 =
γ0
c
<∞.
Assumption 3 and relation
∑∞
i=0 γi
2 <∞ yield∑∞k=0 γ2kE[‖wk‖2 | Fk] <∞. Hence, Assumption 2 holds. 
Note that Proposition 3 applies to algorithm (2.3) with the stepsize sequence {γ∗k} generated by the
recursive scheme (2.11). Thus, we immediately have the following corollary.
Corollary 1 (Convergence of RSA scheme). Let Assumptions 1 and 3 hold. Let the function f be differ-
entiable over the set X with Lipschitz gradients with constant L > 0 and strongly convex with parameter
η > 0. Let the stepsize sequence {γ∗k} be generated by the recursive scheme (2.11) with e0 = E
[‖x0 − x∗‖2].
If η2ν2E
[‖x0 − x∗‖2] < 1L , then the sequence {xk} generated by algorithm (2.3) converges almost surely to
the unique optimal solution x∗ of problem (2.1).
Proof. The existence and uniqueness of the optimal solution follows by the strong convexity assumption.
Almost sure convergence follows by Proposition 3. 
Note that when the set X is bounded, in Proposition 1 we may use e0 = maxx,y∈X ‖x − y‖2 and the
results will hold as long as η2ν2 maxx,y∈X ‖x− y‖2 < 1L .
In the following, we discuss a recursive stepsize for algorithm (2.3) as applied to a nonsmooth but
strongly convex function f(x) = E[F (x, ξ)]. Let G(x, ξ) be a subgradient vector of F (x, ξ) with respect to
x, i.e., G(x, ξ) ∈ ∂F (x, ξ). Assume that there is a positive number M such that
E
[‖G(x, ξ)‖2] ≤M2 for all x ∈ X.
We have the following convergence result, which obviously also holds for smooth problems.
Proposition 4 (Convergence of RSA with a nonsmooth objective). Consider problem (2.1) and let As-
sumption 1 hold. Also, let the set X be compact and the function f be strongly convex over X with constant
η. Assume that there is a scalar M > 0 such that E
[‖G(x, ξ)‖2] ≤M2 for all x ∈ X. Consider the following
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algorithm:
xk+1 = ΠX (xk − γkG(xk, ξk)) , (2.16)
where x0 ∈ X is a random initial point independent of {ξk} and γk is a (deterministic) stepsize. Consider
the self-adaptive stepsize sequence {γ∗k} defined by
γ∗0 =
η
M2
D2,
γ∗k = γ
∗
k−1(1− ηγ∗k−1) for all k ≥ 1,
where D = maxx,y∈X ‖x− y‖. Assuming that ηD
2
M2 <
1
2 , we have
E
[‖xk − x∗‖2] ≤ M2
η
γ∗k for all k ≥ 1.
Proof. The proof is based on verifying that, for the algorithm in (2.16), Proposition 2 holds, where 2ν2 is
replaced by M2 and e0 = D
2. Then, the rest of the proof is similar to that of Proposition 1. 
2.3 A cascading steplength stochastic approximation scheme
In Section 2.2, we presented a stochastic approximation scheme in which the sequence of steplengths is
determined via a recursion that relies on optimizing the error estimates. A key benefit of such a recursion
is that the steplength choice is not left to the user. In this section, we introduce an alternate avenue for
specifying steplengths that also considers a diminishing steplength framework but uses a markedly different
approach for determining the steplength. In particular, the scheme relies on reducing the steplength at a
set of epochs while the steplengths are maintained as constant between these epochs. The details of this
stochastic approximation scheme (called the cascading steplength stochastic approximation (CSA) scheme)
are presented in Section 2.3.1 while convergence theory is provided in Section 2.3.2.
2.3.1 A cascading steplength scheme
Our technique is based on the properties derived from problems possessing strongly convex objectives.
Specifically, we obtain the following result from the inequality in Lemma 4 when the stepsize is maintained
as constant.
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Proposition 5. Let Assumptions 1 and 3 hold. Also, let f be differentiable over the set X with Lipschitz
gradients with constant L > 0 and strongly convex with constant η > 0. Let the sequence {xk} be generated
by (2.3) with constant stepsize γk = γ for all k ≥ 0, where γ ∈ (0, 2L ). Then, we have
E
[‖xk − x∗‖2] ≤ q(γ)kE[‖x0 − x∗‖2]+ (1− q(γ)k
1− q(γ)
)
γ2ν2, (2.17)
where q(γ) = 1− ηγ(2− γL) and x∗ is the optimal solution of problem (2.1).
Proof. Follows from the inequality in part (b) of Lemma 4. 
From inequality (2.17), we obtain the following relation
E
[‖xk − x∗‖2] ≤ q(γ)kE[‖x0 − x∗‖2]︸ ︷︷ ︸
Transient error
+
γ2ν2
1− q(γ)︸ ︷︷ ︸
Persistent error
for all k ≥ 1, (2.18)
where the expected distance E
[‖xk − x∗‖2] is bounded by the sum of two error terms:
(1) Transient error: The transient error, given by q(γ)kE
[‖x0 − x∗‖2], decays to zero as k →∞. In effect,
the contractive nature of this error, as arising from q(γ) < 1, ensures that the transient error can be
reduced to an arbitrarily small level.
(2) Persistent error: The persistent error, given by γ
2ν2
1−q(γ) , is invariant to increasing the number of itera-
tions, denoted by k. Its reduction, as we proceed to show, necessitates reducing γ.
Our cascading steplength scheme basically requires specifying a rule for deciding at what iteration to
decrease the steplength and to what extent it should be decreased. The iterations during which the stepsize
is kept fixed is referred to as a constant steplength regime or just a regime. Given the two error terms, our
scheme can be loosely represented as an infinite sequence of regimes of finite duration. In fact, we proceed
to show that the duration of the regimes is an increasing function. Entering a new regime is marked by a
reduction in the steplength. In fact, since a finite reduction in the steplength occurs between consecutive
regimes, the steplength sequence would naturally converge to zero if there is an infinite number of the
regimes. Suppose one is at the beginning of the tth regime, where the steplength is γt and the current
iteration number is K. The steplength γt is maintained constant during regime t. Furthermore, suppose
that at the beginning of the tth regime, the transient error is greater than the persistent error for γt, i.e.,
E
[‖xK − x∗‖2] > γ2t ν21−q(γt) . Since 0 < q(γt) < 1, E[‖xK − x∗‖2] decreases when multiplied with q(γt)k for
k ≥ 0. The larger k, the smaller q(γt)kE
[‖xK − x∗‖2], so there exists k > 0 for which q(γt)kE[‖xK − x∗‖2]
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will drop and remain below the persistent error
γ2t ν
2
1−q(γt) . We let Kt be the index k just before this drop takes
place, i.e., Kt is the largest k for which the following inequality holds:
q(γt)
kE
[‖xK − x∗‖2] > γ2t ν2
1− q(γt) .
Therefore, Kt specifies the duration of regime t, during which the stepsize is fixed at γt.
The next question is how one should go about reducing the persistent error. We observe through the
next result that by reducing γt, the persistent error does indeed reduce.
Lemma 5. Consider the persistent error given by P (γ) = γ
2ν2
1−q(γ) , where q(γ) = 1−ηγ(2−γL) and γ ∈ (0, 2L ).
Then, this error is an increasing function of γ.
Proof. By using q(γ) = 1 − ηγ(2 − γL), for the persistent error we obtain P (γ) = γν2η(2−γL) . Therefore, the
derivative of the persistent error with respect to γ is given by P ′(γ) = ν
2
η
2
(2−γL)2 > 0 for all γ 6= 2L . 
Therefore, when γt is reduced to γt+1, the persistent error does indeed reduce. This drop in steplength is
referred to as the cascading step and marks the commencement of a new regime. As earlier, in this regime,
the persistent error will be smaller than the transient error and the process of determining Kt+1 can be
repeated. Therefore, we may view the scheme as a diminishing steplength scheme where the steplength is
reduced at a sequence of time epochs and between these epochs, it is maintained constant.
We now proceed to describe the scheme more formally. It can be viewed as having two stages, of which
the second stage repeats infinitely often in a consecutive fashion. The first of these is an initialization
phase. We assume throughout that the constraint set X is bounded, so that E
[‖x0 − x∗‖2] ≤ D2 with
D = maxx,y∈X ‖x− y‖. Next, we describe each of the stages in cascading scheme in some detail.
Cascading steplength stochastic approximation (CSA) scheme:
Initialization phase (Phase I): A requirement to begin making gradient steps, is that the persistent error has
to be smaller than D2. If this were not the case, then γ would have to be reduced until the persistent error
is smaller than D2. More specifically, given a parameter θ ∈ (0, 1), we determine the integer ` such that
` , min
j
{
D2 >
γ2θ2jν2
1− q(γθj)
}
, (2.19)
where q(γ) = 1− η(2− Lγ) and 0 < γ < 2L . We define γ0 as γ0 , γθ`, q0 = q(γ0), and
K0 = max
k
{
k ∈ Z+ : qk0D2 >
γ20ν
2
1− q0
}
. (2.20)
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Finally, we exit this phase by defining K¯−1 = 0, setting t = 0, and going to Phase IIt.
x∗
x0
x1
γ0
k
K0
x∗
x0
x1
x2
γ0
k
K0
K1γ1
x0
x1
x2x∗
x3
γ0
k
K0
K1γ1
γ2 K2
Figure 2.1: The cascading scheme with phases II0 (left), II1 (center) and II2 (right).
Constant steplength phase (Phase IIt): Define K¯t =
∑t
j=0Kt. For the iteration indices k with k ∈ {K¯t−1 +
1, . . . , K¯t}, the stepsize is kept constant and equal to γt, i.e.,
γk = γt for all k = K¯t−1 + 1, . . . , K¯t.
Then, we increase t by setting t = t+ 1, reduce the stepsize by letting γt , γt−1θ, compute qt = q(γt) and
determine the integer Kt as follows:
Kt , max
k
k ∈ Z+ : qkt 2t
t−1∏
j=0
q
Kj
j
D2 > γ2t ν2
1− qt
 . (2.21)
We then repeat phase IIt until the number k of iterations (i.e., gradient steps) exceeds a pre-specified
threshold, in case of which the algorithm terminates.
We provide a graphical representation of these phases in Figure 2.1 where the circles around x∗ represent
thresholds beyond which the transient error is less than the persistent error. For instance, in Figure 2.1 (plot
to the left), phase II0 requires K0 steps to reach the first circle. Once, the steplength is reduced by a factor
θ, the phase II1 commences and requires K1 steps to reach an analogous error threshold where the transient
error is equal to the persistent error; this is illustrated in Figure 2.1 (plot in the center). Finally, phase II2
requires K2 to reach an even smaller level of persistent error, as depicted in Figure 2.1 (plot to the right).
Note that whenever the steplength is reduced, the persistent error is immediately reduced (Lemma 5). Thus,
the stepsize is essentially a piecewise constant decreasing function of the iteration index k.
The next result establishes the correctness of the cascading scheme by showing that Kt in Phase IIt is
finite, so the scheme is well defined.
Proposition 6. Let Assumptions 1 and 3 hold. Also, let f be differentiable over the set X with Lipschitz
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gradients with constant L > 0 and strongly convex with constant η > 0. Assume that the set X is compact
and let D = maxx,y∈X ‖x− y‖. Then, Kt is finite for all t ≥ 0.
Proof. We use induction on t to show that Kt is well defined and for all t ≥ 0,
E
[‖xK¯t − x∗‖2] < 2t+1
 t∏
j=0
q
Kj
j
D2. (2.22)
First note that, since γ0 ∈ (0, 2L ) and the steplength γk is non-increasing in k, we have q(γt) ∈ (0, 1) for all
t ≥ 0.
For t = 0, from Proposition 5 and the boundedness of the set X we have
E
[‖xk − x∗‖2] ≤ qk0D2 + γ20ν21− q0 for all k ≥ 0, (2.23)
where q0 = q(γ0) = 1− ηγ0(2− γ0L) and γ0 is as given in the initialization phase of the cascading scheme.
Since γ0 is selected in the initialization phase so that D
2 >
γ20ν
2
1−q0 and q
k
0D
2 is decreasing as k increases,
there exists an integer K˜ ≥ 1 such that qK˜0 D2 ≤ γ
2
0ν
2
1−q0 . Note that K0 = K˜ − 1, thus K0 is well defined.
Furthermore, since qk0D
2 >
γ20ν
2
1−q0 for k = 0, . . .K0, from (2.23) we have
E
[‖xK¯0 − x∗‖2] < 2γK00 D2,
where we use the fact K¯0 = K0 (see Phase IIt for t = 0).
(a) Transient vs. Persistent (b) Total
Figure 2.2: Elements of cascading scheme for the stochastic utility problem.
Now assume that Kt is well defined and relation (2.22) holds for t. We next show that Kt+1 is also well
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defined and relation (2.22) holds for t + 1. Note that the steplength γk = γt+1 is used for k ≥ K¯t. From
Proposition 5 where we replace x0 with xK¯t , by replacing γ by γt+1 letting qt+1 = q(γt+1), we have for
k ≥ K¯t,
E
[‖xk − x∗‖2] ≤ qkt+1E[‖xK¯t − x∗‖2]+ γ2t+1ν21− qt+1 .
By inductive hypothesis relation (2.22) holds, so it follows
E
[‖xk − x∗‖2] < qkt+12t+1
 t∏
j=0
q
Kj
j

︸ ︷︷ ︸
Term1
+
γ2t+1ν
2
1− qt+1︸ ︷︷ ︸
Term2
for all k ≥ K¯t. (2.24)
Consequently, Kt+1 is defined as the largest positive integer k for which term 1 is strictly greater than term
2, i.e.,
Kt+1 , max
k
k ∈ Z+ : qkt+12t+1
 t∏
j=0
q
Kj
j
D2 > γ2t+1ν2
1− qt+1

(see the definition of Kt in (2.21)). Noting that K¯t+1 = K¯t +Kt+1 (see Phase IIt) and
qkt+12
t+1
 t∏
j=0
q
Kj
j
D2 > γ2t+1ν2
1− qt+1
for k = K¯t + 1, . . . , K¯t+1, from (2.24) with k = K¯t+1, we obtain
E
[
‖xK¯t+1 − x∗‖2
]
≤ 2qKt+1t+1 2t+1
 t∏
j=0
q
Kj
j
D2 = 2t+2
t+1∏
j=0
q
Kj
j
D2,
thus showing relation (2.22) for t+ 1 and completing the proof. 
The transient and persistent error trajectories are illustrated in in Figure 2.2 for a problem discussed
later in Section 5.1. In Figure 2.2a, the transient and persistent terms of the error are plotted. The persistent
error, as expected, is a piecewise constant decreasing function of the iteration count with the jumps occurring
whenever the steplengths are reduced. The transient error is a plot of qkt 2
t
∏t−1
j=0 q
Kj
j D
2 with respect to k.
This function is a decreasing function when k ∈ {K¯t−1, . . . , K¯t − 1}. As soon as k = K¯t, in the transient
error the factor 2t is replaced with 2t+1, leading to the increase in transient error at that juncture. The total
error, which is the summation of two terms, is showed in Figure 2.2b.
Remark 2. Recall that θ specifies the rate at which the steplength is dropped over consecutive steps in the
cascading scheme. It can be readily observed from the bounds derived on Kt that if θ → 1, then Kt → 0 thus
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implying that the steplength is kept constant for a very short period. This is intuitive since a conservative
drop in steplengths would imply that these drops have to occur more frequently to ensure that the sequence
is driven to zero. Conversely, if θ → 0, then Kt can grow to be quite large.
2.3.2 Global convergence theory
In this section, we prove that algorithm (2.3) using the cascading steplength scheme is indeed convergent to
the optimal solution of problem (2.1).
Lemma 6. Let q(γ) = 1− 2ηγ + ηLγ2 and let η < L. Then, we have
0 <
− ln(q(γ))
γ
for γ ∈ (0, 2L),
− ln(q(γ))
γ
≤ 2ηL
L− η for γ ∈
(
0, 2L
)
.
Furthermore
lim
γ→0
− ln(q(γ))
γ
= 2η.
Proof. Let r(γ) = − ln(q(γ))γ . Note that the function q(γ) = 1 − 2ηγ + ηLγ2 is nonnegative for all γ since
0 < η ≤ L. Furthermore q(γ) < 1 for γ < 2L . Thus, r(γ) > 0 for 0 < γ < 2L . We next show that r(γ) is
bounded from above as stated. To show that the sequence is bounded, we employ the Taylor expansion of
ln(q(γ)). First, we write
− ln(q(γ)) = − ln(1− β(γ)) with β(γ) = 2ηγ − ηLγ2.
Noting that β(γ) = 1− q(γ) ∈ (0, 1), we then use the fact ln(1− x) = −∑∞k=1 xkk for |x| < 1, and obtain
− ln(q(γ)) =
∞∑
k=1
βk(γ)
k
≤
∞∑
k=1
βk(γ) =
β(γ)
1− β(γ) =
β(γ)
q(γ)
.
Using β(γ) ≤ 2ηγ, we further obtain
− ln(q(γ))
γ
≤ 2η
q(γ)
.
The function q(γ) is convex over R and it attains its minimum at γ∗ = 1L with the minimum value q
∗ = 1− ηL .
The minimum value satisfies q∗ > 0 when L > η. Thus, when η < L, we have q(γ) ≥ 1− ηL , implying that
− ln(q(γ))
γ
≤ 2ηL
L− η .
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The relation for the limit is obtained by applying L’Hoˆpital’s rule, as follows:
lim
γ→0
− ln(1− 2ηγ + ηLγ2)
γ
= lim
γ→0
2η − 2ηLγ
1− 2ηγ + ηLγ2 = 2η.

Proposition 7 (Cascading steplength stochastic approximation (CSA) scheme). Let Assumptions 1 and 3
hold. Also, let f be differentiable over the set X with Lipschitz gradients with constant L > 0 and strongly
convex with constant η > 0, where L > η. Assume that the set X is compact and let D = maxx,y∈X ‖x− y‖.
Let the sequence {xk} be generated by algorithm (2.3) and cascading steplength scheme with γ0 ∈
(
0, 2L
)
and
θ ∈ (0, 1). Then, {xk} converges almost surely to the unique optimal solution of problem (2.1).
Proof. The result will follow from Proposition 1 provided we verify that Assumption 2 holds, i.e.,
∑∞
k=0 γk =
∞ and ∑∞k=0 γ2k < ∞. According to Phase IIt of the cascading scheme, we have γk = γt for k = K¯t−1 +
1, . . . , K¯t with γt = θ
tγ0 and K¯t = K¯t−1 +Kt. Therefore
∞∑
k=0
γk = γ0
∞∑
j=0
Kjθ
j ,
∞∑
k=0
γ2k = γ
2
0
∞∑
j=0
Kjθ
2j .
Thus, we need to show
∞∑
j=0
Kjθ
j =∞,
∞∑
j=0
Kjθ
2j <∞.
From the definition of Kt in (2.21) we have
qKtt 2
t
t−1∏
j=0
q
Kj
j
D2 > γ2t ν2
1− qt , (2.25)
while Kt + 1 satisfies
qKt+1t 2
t
t−1∏
j=0
q
Kj
j
D2 ≤ γ2t ν2
1− qt . (2.26)
Relation (2.26) and the fact γt = θ
tγ0 (see Phase IIt of the cascading scheme) yield
qKt+1t
t−1∏
j=0
q
Kj
j
 ≤ γ20
(
θ2
2
)t
ν2
D2(1− qt) =⇒
 t∏
j=0
q
K˜j
j
 ≤ qKt+1t
t−1∏
j=0
q
Kj
j
 ≤ γ20
(
θ2
2
)t
ν2
D2(1− qt) ,
where K˜j = Kj + 1. Consequently, by taking logarithms and noting that qj ∈ (0, 1) for all j (since γ0θj ∈
31
(0, 2/L) by the choice of γ0 and θ ∈ (0, 1)) we have
t∑
j=0
K˜j ln(qj) ≤ ln
γ20
(
θ2
2
)t
ν2
D2(1− qt)
 =⇒ t∑
j=0
K˜j(− ln(qj)) ≥ − ln
γ20
(
θ2
2
)t
ν2
D2(1− qt)
 .
Therefore, by multiplying and dividing by γ0θ
j , we obtain
γ0
t∑
j=0
K˜jθ
j
(− ln(qj)
γ0θj
)
≥ − ln
γ20
(
θ2
2
)t
ν2
D2(1− qt)
 .
Note that qj = 1 − 2ηγ0θj + ηL(γ0θj)2 with γ0 ∈ (0, 2/l) and θ ∈ (0, 1). Thus, by Lemma 6 we have
− ln(qj)
γ0θj
≤ 2ηL/(L− η), implying
2γ0ηL
L− η
t∑
j=0
K˜jθ
j ≥ − ln
γ20
(
θ2
2
)t
ν2
D2(1− qt)
 .
Taking limits on both sides, we have that
2γ0ηL
L− η
∞∑
j=0
K˜jθ
j ≥ lim
t→∞− ln
γ20
(
θ2
2
)t
ν2
D2(1− qt)
 .
The limit on the right can be simplified by substituting qt = 1− 2ηγ0θt + ηLγ20θ2t, leading to
− lim
t→∞ ln
γ20
(
θ2
2
)t
ν2
1− qt
 = − lim
t→∞ ln
(
γ20
(
θ
2
)t
ν2
D2(2ηγ0θt − ηLγ20θt)
)
= +∞,
where we also use θ ∈ (0, 1). Hence, ∑tj=0 K˜jθj = +∞. Since K˜j = Kj + 1 and θ ∈ (0, 1), it follows that
∞ =
∞∑
j=0
K˜jθ
j =
∞∑
j=0
Kjθ
j +
∞∑
j=0
θj =
∞∑
j=0
Kjθ
j +
1
1− θ ,
implying that
∑∞
j=0Kjθ
j =∞.
It remains to show that
∑∞
t=0Ktθ
2t <∞. From (2.25) and the fact qj ∈ (0, 1) for all j, we have that
γ20
(
θ2
2
)t
ν2
D2(1− qt) ≤
t∏
j=0
q
Kj
j ≤ qKtt .
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This allows for obtaining an upper bound on Kt, given by
Kt ≤
ln
(
γ20
(
θ2
2
)t
ν2
D2(1−qt)
)
ln qt
. (2.27)
The desired result will follow by the Cauchy root test, if we show that
lim
t→∞(Ktθ
2t)1/t < 1.
By noting that (Ktθ
2t)1/t = θ2(Kt)
1/t, it suffices to use the upper bound on Kt in (2.27). We proceed to
analyze this bound, for which by letting β(γ) = 1− q(γ) and recalling that qt = q(γt) we have
ln
γ20
(
θ2
2
)t
ν2
D2(1− qt)
 = t ln θ
2
+ ln
(
γ20ν
2
D2
)
− ln(β(γt)).
Thus,
K
1/t
t ≤
 t ln θ2 + ln
(
γ20ν
2
D2
)
− ln(β(γt))
ln(qt)
1/t =
−t ln θ2 − ln
(
γ20ν
2
D2
)
+ ln(β(γt))
− ln(qt)
1/t .
Noting that β(γ) ∈ (0, 1) for all γ when η < L, we have ln(β(γ)) < 0, implying
K
1/t
t ≤
−t ln θ2 − ln
(
γ20ν
2
D2
)
− ln(qt)
1/t . (2.28)
Since β(γ) ∈ (0, 1), the denominator can be expanded in Taylor series as follows:
− ln(qt) = − ln(1− β(γt)) =
∞∑
k=1
βk(γt)
k
≥ β(γt).
Furthermore, since β(γt) = ηγt(2− Lγt) and γt = γ0θt with θ ∈ (0, 1), we have γ0θt ≤ 1 for t large enough,
implying β(γt) ≥ ηγ0θt. Thus,
− ln(qt) ≥ ηγ0θt for t large enough. (2.29)
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By combining (2.28) and (2.29), we obtain for t large enough,
K
1/t
t ≤ t1/t
− ln θ2 − 1t ln
(
γ20ν
2
D2
)
ηγ0θt
1/t = t1/t
θ(ηγ0)1/t
(
− ln θ
2
− 1
t
ln
(
γ20ν
2
D2
))1/t
.
By recalling that limt→∞ t1/t = 1 and limt→∞ c1/t = 1 for any c > 0, it follows that
lim
t→∞K
1/t
t ≤
1
θ
lim
t→∞
(
− ln θ
2
− 1
t
ln
(
γ20ν
2
D2
))1/t
.
We next examine the limit on the right hand side. Letting a = − ln(θ/2) and b = − ln
(
γ20ν
2
D2
)
, we can write
lim
t→∞
(
a+
b
t
)1/t
= lim
t→∞ a
1/t
(
1 +
b
at
)1/t
= lim
t→∞ a
1/t lim
t→∞
(
1 +
b
at
)1/t
= 1.
Therefore, limt→∞K
1/t
t ≤ 1θ , implying that
lim
t→∞(Ktθ
2t)1/t ≤ θ < 1,
As a consequence, the Cauchy-root test is satisfied and
∑∞
t=0Ktθ
2t <∞. 
2.4 Addressing nondifferentiability through Local Randomized
Smoothing
In this section, we develop a smoothing approach for solving stochastic optimization problem with nonsmooth
integrands. In Section 2.4.1, given a nondifferentiable function f(x), we introduce a smooth approximation
for f(x), denoted by fˆ(x) by using local random perturbations. In Section 2.4.2, we derive Lipschitz
constants for the gradients associated with this smooth approximation when the smoothing is introduced
via a uniform distribution. Finally, in Section 2.4.3, the convergence theory of stochastic approximation
schemes is examined in this modified regime.
2.4.1 Differentiable Approximation
We let f be nondifferentiable and consider its approximation fˆ , defined by
fˆ(x) , E[f(x+ z)] , (2.30)
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where the expectation is with respect to z ∈ Rn, a random vector with a compact support. Suppose that
z ∈ Rn is a random vector with a probability distribution over the n-dimensional ball centered at the origin
and with radius . For the function fˆ to be well defined, we need to enlarge the underlying set X so that
f(x+ z) is defined for every x ∈ X. In particular, for a set X ⊆ Rn and  > 0, we let X be the set defined
by:
X = {y | y = x+ z, x ∈ X, z ∈ Rn, ‖z‖ ≤ }.
We discuss our local smoothing technique under the assumption that the function f has uniformly
bounded subgradients over the set X, given as follows.
Assumption 4. The subgradients of f over X are uniformly bounded, i.e., there is a scalar C > 0 such
that ‖g‖ ≤ C for all g ∈ ∂f(x) and x ∈ X.
Assumption 4 is satisfied, for example, when X is bounded. In the sequel, we let E[g(x+ z)] denote the
vector-valued integral of an element from the set of subdifferentials, which is given by
E[g(x+ z))] =
{
g¯ =
∫
Rn
g(x+ z)pu(z)dz
∣∣∣ g(x+ z) ∈ ∂f(x+ z) a.s.} . (2.31)
The following lemma presents properties of the randomized technique (2.30) with an arbitrary local random
distribution over a ball. It states that, under the boundedness of the subgradients of f , the set E[g(x+ z)]
defined above is a singleton. In particular, the lemma shows that fˆ is convex and differentiable approximation
of f .
Lemma 7. Let z ∈ Rn be a random vector with the density distribution support contained in the n-
dimensional ball centered at the origin and with a radius , and let E[z] = 0. Let X ⊆ Rn be a convex
set and let the function f(x) be defined and convex on the set X, where  > 0 is the parameter charac-
terizing the distribution of z. Also, let Assumption 4 hold. Then, for the function fˆ given in (2.30), we
have:
(a) fˆ is convex and differentiable over X, with gradient
∇fˆ(x) = E[g(x+ z)] for all x ∈ X,
where the vector E[g(x+ z)] is as defined in (2.31). Furthermore, ‖∇fˆ(x)‖ ≤ C for all x ∈ X.
(b) f(x) ≤ fˆ(x) ≤ f(x) + C for all x ∈ X.
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Proof. (a) For the convexity and differentiability of fˆ see the proof2 of Lemma 3.3(a) in [40]. The gradient
boundedness follows by Assumption 4, relation (2.31), and ∇fˆ(x) = E[∂f(x+ z)].
(b) By definition of random vector z, it has zero mean, i.e., E[x+ z] = x, so that f(E[x+ z]) = f(x).
Therefore, by Jensen’s inequality and the definition of fˆ , we have
f(x) = f(E[x+ z]) ≤ E[f(x+ z)] = fˆ(x) for all x ∈ X.
To show relation fˆ(x) ≤ f(x) + C, we use the subgradient inequality for f , which in particular implies
that, for every x¯ ∈ X and g ∈ ∂f(x¯), we have
f(x¯) ≤ f(x) + ‖g‖ ‖x− x¯‖ for all x ∈ X.
Since x¯ ∈ X, we have x¯ = x + z for some x ∈ X and z with ‖z‖ ≤ . Using this and the subgradient
boundedness, from the preceding relation we obtain
f(x+ z) ≤ f(x) + C for all x ∈ X.
Thus, by taking the expectation, we get fˆ(x) = E[f(x+ z)] ≤ f(x) + C for all x ∈ X. 
2.4.2 Smoothing via random variables with uniform distributions
In this subsection, we consider a local smoothing technique wherein z is generated via a uniform distribution.
Other distributions may also work such as normal, considered in [40]. However, distributions with finite
support seem more appropriate for capturing local behavior of a function, as well as to deal with the
problems where the function itself has a restricted domain. Our choice to work with a uniform distribution
is due to the uniform distribution lending itself readily for computation of resulting Lipschitz constant and
for assessment of the growth of the Lipschitz constant with the size of the problem.
The key result of this section is an examination of the Lipschitz continuity of the gradients of the smooth
approximation, particularly in terms of the rate that such a constant grows with problem size.
Suppose z ∈ Rn is a random vector with uniform distribution over the n-dimensional ball centered at
2There, the vector z has a normal zero-mean distribution. Furthermore, the proof is applicable to a convex function defined
over Rn. However, the analysis can be extended in a straightforward way to the case when f is defined over an open convex set
D ⊂ Rn, since the directional derivative f ′(x; d) is finite for each x ∈ D and for any direction d ∈ Rn (Theorem 23.1 in [59]).
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the origin and with a radius , i.e., z has the following probability density function:
pu(z) =

1
cnεn
for ‖z‖ ≤ ,
0 otherwise,
(2.32)
where cn =
pi
n
2
Γ(n2 + 1)
, and Γ is the gamma function given by
Γ
(n
2
+ 1
)
=

(
n
2
)
! if n is even,
√
pi n!!
2(n+1)/2
if n is odd.
The following lemma shows that fˆ is convex and differentiable approximation of f with Lipschitz gradients,
where the Lipschitz constant for ∇fˆ is related to the norm bound for the subgradients of f .
Lemma 8. Let z ∈ Rn be a random vector with uniform density distribution with zero mean over a n-
dimensional ball centered at the origin and with a radius . Let X ⊆ Rn be a convex set and let the function
f(x) be defined and convex on the set X, where  > 0 is the parameter characterizing the distribution of z.
Also, let Assumption 4 hold. Then, for the function fˆ given in (2.30), we have
‖∇fˆ(x)−∇fˆ(y)‖ ≤ κ n!!
(n− 1)!!
C

‖x− y‖ for all x, y ∈ X,
where κ = 2pi if n is even, and otherwise κ = 1.
Proof. From Lemma 7(a) and relation (2.31), for any x ∈ X, there is a vector g(z+x) such that g(z+x) ∈
∂f(x+ z) a.s. and
∇fˆ(x) =
∫
Rn
g(x+ z)pu(z)dz =
∫
Rn
g(v)p(v − x)dv,
where the last equality follows by letting v = x+ z. Therefore, for any x, y ∈ X,
‖∇fˆ(x)−∇fˆ(y)‖ =
∥∥∥∥∫
X
(pu(z − x)− pu(z − y))g(z)dz
∥∥∥∥
≤
∫
X
|pu(z − x)− pu(z − y)|‖g(z)‖dz
≤ C
∫
X
|pu(z − x)− pu(z − y)|dz, (2.33)
where the last inequality follows by using the boundedness of the subgradients of f over X.
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Now, we let x, y ∈ X be arbitrary but fixed, and we estimate ∫
X
|pu(z− x)− pu(z− y)|dz in (2.33). For
this we consider the cases where ‖x− y‖ > 2 and ‖x− y‖ ≤ 2.
Case 1 (‖x− y‖ > 2): For every z with ‖z − x‖ ≤ , we have ‖z − y‖ > , implying that pu(z − y) = 0, so
that
∫
‖z−x‖≤ |pu(z − x)− pu(z − y)|dz = 1. Likewise, for every z with ‖z − y‖ ≤ , we have pu(z − x) = 0,
implying ∫
‖z−y‖≤
|pu(z − x)− pu(z − y)|dz = 1.
Therefore,
∫
X
|pu(z − x)− pu(z − y)|dz =
∫
‖z−x‖≤
|pu(z − x)− pu(z − y)|dz +
∫
‖z−y‖≤
|pu(z − x)− pu(z − y)|dz
= 2.
Since 2 < ‖x− y‖/, it follows that
∫
X
|pu(z − x)− pu(z − y)|dz ≤ ‖x− y‖

. (2.34)
It can be further seen that κ n!!(n−1)!! ≥ 1 for all n ≥ 1, which combined with (2.34) and (2.33) yields the
result.
Case 2 (‖x− y‖ ≤ 2): We decompose the integral in (2.33) over several regions, as follows:
∫
X
|pu(z − x)− pu(z − y)|dz
=
∫
‖z−x‖≤ & ‖z−y‖≤
|pu(z − x)− pu(z − y)|dz +
∫
‖z−x‖≤ & ‖z−y‖≥
|pu(z − x)− pu(z − y)|dz
+
∫
‖z−x‖≥ & ‖z−y‖≤
|pu(z − x)− pu(z − y)|dz +
∫
‖z−x‖≥ & ‖z−y‖≥
|pu(z − x)− pu(z − y)|dz.
The first and the last integrals are zero, since pu(z − x) = pu(z − y) for z in the integration region there.
Furthermore, in the other two integrals, the supports of pu(z−x) and pu(z− y) do not intersect, so that we
have |pu(z − x)− pu(z − y)| = 1/(cnn) for z in the integration region there. Using this and the symmetry
of these integrals, by letting S = {z ∈ Rn | ‖z − x‖ ≤  and ‖z − y‖ ≥ }, we obtain
∫
X
|pu(z − x)− pu(z − y)|dz = 2
cnn
VS , (2.35)
where VS denotes the volume of the set S.
Now we want to find an upper bound for VS in terms of ‖y − x‖. Let Vcap(d) denote the volume of the
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spherical cap with the distance d from the center of the sphere. Therefore,
VS = cn
n − 2Vcap
(‖x− y‖
2
)
. (2.36)
The volume of the n-dimensional spherical cap with distance d from the center of the sphere can be calculated
in terms of the volumes of (n− 1)-dimensional spheres, as follows:
Vcap(d) =
∫ 
d
cn−1
(√
2 − ρ2
)n−1
dρ for d ∈ [0, ],
with cn =
pin/2
Γ(n2 + 1)
for n ≥ 1. We have for d ∈ [0, ],
V ′cap(d) = −cn−1(2 − d2)
n−1
2 ≤ 0,
V ′′cap(d) = (n− 1)cn−1d(2 − d2)
n−3
2 ≥ 0,
where V ′cap and V
′′
cap denote the first and the second derivative, respectively, with respect to d. Hence, Vcap(d)
is convex over [0, ε], and by the subgradient inequality we have
Vcap(0) + V
′
cap(0) d ≤ Vcap(d) for d ∈ [0, ].
Since Vcap(0) =
1
2cn
n and V ′cap(0) = −cn−1n−1, it follows
1
2
cn
n − cn−1n−1d ≤ Vcap(d) for d ∈ [0, ]. (2.37)
Noting that ‖x − y‖/2 ≤  (since ‖x − y‖ ≤ 2), we can let d = ‖x − y‖/2 ≤  in (2.37). By doing so and
using (2.36), we obtain
VS = cn
n − 2Vcap
(‖x− y‖
2
)
≤ 2cn−1n−1 ‖x− y‖
2
.
Finally, substituting the preceding relation in (2.35), we have
∫
X
|pu(z − x)− pu(z − y)|dz ≤ 2cn−1
cn
‖x− y‖

.
Since cn =
pin/2
Γ(n2 +1)
, it can be seen that
2cn−1
cn
= κ
n!!
(n− 1)!! , (2.38)
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with κ = 2pi if n is even, and otherwise κ = 1. Thus, we have
∫
Rn
|pu(z − x)− pu(z − y)|dz ≤ κ n!!
(n− 1)!!
‖x− y‖

. (2.39)
By combining (2.39) with (2.33), we obtain the desired result. 
It can be seen that the Lipschitz constant κ n!!(n−1)!!
C
 established in Lemma 7 for the differentiable
approximation fˆ grows at the rate of
√
n with the number n of the variables, i.e.,
lim
n→∞
κ n!!(n−1)!!√
n
=
√
pi
2
.
This growth rate is worse than the growth rate
√
ln(n+ 1) obtained in [40] for the global smoothing approxi-
mation, which uses a normally distributed perturbation vector z. However, it should be emphasized that the
smoothing technique in [40] requires the function f to be defined over the entire space since z is drawn from
a normal distribution, which is a somewhat stringent requirement. Our proposed local smoothing technique
removes such a requirement, but suffers from a worse growth rate.
2.4.3 Convergence analysis of the algorithm with local smoothing
In this section, we apply the stochastic approximation scheme presented in Section 2.1 to the smooth approx-
imation fˆ of a nondifferentiable function f . First, we consider the case when f is convex but deterministic
and then, we consider the case when f is given as the expectation of a convex function.
Deterministic nondifferentiable optimization
We apply the local smoothing technique to the minimization of a convex but not necessarily differentiable
function f . In particular, suppose we want to minimize such a function f over some set X. We may first
approximate f by a differentiable function fˆ and then minimize fˆ over f . In this case, by taking the minimum
over x ∈ X in the relation in Lemma 7(b), we see that f∗ ≤ fˆ∗ ≤ f∗ + C. Thus, we may overestimate the
optimal value f∗ of the original problem by at most C, where C is a bound on subgradient norms of f . So
we consider the following optimization problem
min
x∈X
{
fˆ(x)
}
, where fˆ(x) , E[f(x+ z)] . (2.40)
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We may solve the problem by considering the method (2.3), which takes the following form
xk+1 = ΠX [xk − γk(∇fˆ(xk) + wk)] for k ≥ 0,
wk = gk −∇fˆ(xk) with gk ∈ ∂f(xk + zk),
(2.41)
where {zk} is an i.i.d. sequence of random variables with uniform distribution over the n-dimensional sphere
centered at the origin and with the radius  > 0.
We have the following result.
Proposition 8. Let f be defined and convex over some open convex set D ⊆ Rn. Let X be a closed convex
set and let  > 0 be such that X ⊂ D, where  is the parameter of the distribution of the random vector z as
given in (2.32). Let Assumptions 2(a) and 4 hold. Also, assume that problem (2.40) has a solution. Then,
the sequence {xk} generated by method (2.41) converges almost surely to some random optimal solution of
the problem.
Proof. We show that the conditions of Proposition 1 are satisfied. In particular, under the given assumptions,
the set X is convex and closed (Corollary 9.1.2 in [59]). Furthermore, the function F (x, z) = f(x + z) is
convex and finite on some open set containing the set X for any z ∈ Ω = {ξ | ‖ξ‖ ≤ }. Since z is a random
variable with uniform distribution on the sphere Ω, we see that E[F (x, z)] = E[f(x+ z)] is finite for every
x ∈ X. Thus, Assumption 1 is satisfied. Since f has bounded subgradients on X and xk ∈ X ⊂ X, we
have ‖gk‖ ≤ C. By Lemma 7(a), the gradients ∇fˆ(x) over X are also bounded uniformly by C. Hence,
‖wk‖ ≤ ‖gk‖+ ‖∇fˆ(xk)‖ ≤ 2C,
implying that E
[‖wk‖2 | Fk] ≤ 4C2. In view of this, and ∑∞k=0 γ2k < ∞ (Assumption 2(a)), it follows that∑∞
k=0 γ
2
kE
[‖wk‖2 | Fk] < ∞, thus showing that Assumption 2(b) is satisfied. By Lemma 7, the function fˆ
is differentiable with Lipschitz gradients over X. Thus, the conditions of Proposition 1 are satisfied and the
result follows. 
Stochastic nondifferentiable optimization
In this section, we apply our local smoothing technique to a nondifferentiable stochastic problem of the
form (2.1). Essentially, this amounts to putting the results of Sections 2.1 and 2.4.3 together. We thus
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consider the following problem:
minimize fˆ(x)
subject to x ∈ X
where fˆ(x) = E[f(x+ z)] , f(x) = E[F (x, ξ)] ,
(2.42)
F is the function as described in section 2.1, and fˆ is a smooth approximation of f with z having a uniform
density pu as discussed in Section 2.4. In view of Lemma 7(a), we know that C is an upper bound for the
difference between the optimal value f∗ = minx∈X f(x) and fˆ∗ = minx∈X fˆ(x), under appropriate conditions
to be stated shortly. Under these conditions, we are interested in solving the approximate problem in (2.42).
Note that
fˆ(x) = E[f(x+ z)] = E[E[F (x+ z, ξ) | ξ]] ,
where the inner expectation is conditioned on ξ and is with respect to z while the outer expectation is
with respect to ξ. We note that the variables ξ and z are independent, and by exchanging the order of the
expectations, we obtain:
fˆ(x) = E
[
Fˆ (x, ξ)
]
, with Fˆ (x, ξ) = E[F (x+ z, ξ)] .
Thus, the problem in (2.42) is equivalent to
minimize fˆ(x), where fˆ(x) = E
[
Fˆ (x, ξ)
]
, Fˆ (x, ξ) = E[F (x+ z, ξ)]
subject to x ∈ X
(2.43)
In the following lemma, we provide some conditions ensuring the differentiability of Fˆ with respect to x,
as well as some other properties of Fˆ . The lemma can be viewed as an immediate extension of Lemma 7 to
the collection of functions F (·, ξ).
Lemma 9. Let the set X and function F : D × Ω → R satisfy Assumption 1. Let the parameter  that
characterizes the distribution of z be such that X ⊂ D. In addition, assume that the subdifferential set
∂xF (x, ξ) is uniformly bounded over the set X × Ω, i.e., there is a constant C such that
‖s‖ ≤ C for all s ∈ ∂xF (x, ξ), and all x ∈ X and ξ ∈ Ω.
Then, for the function Fˆ : D × Ω→ R given by Fˆ (x, ξ) = E[F (x+ z, ξ)], we have:
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(a) For every ξ ∈ Ω, the function Fˆ (·, ξ) is convex and differentiable with respect to x at every x ∈ X, and
the gradient ∇xFˆ (x, ξ) is given by
∇Fˆ (x, ξ) = E[∂F (x+ z, ξ)] for all x ∈ X.
Furthermore, ‖∇xFˆ (x, ξ)‖ ≤ C for all x ∈ X and ξ ∈ Ω.
(b) F (x, ξ) ≤ Fˆ (x, ξ) ≤ F (x, ξ) + C for all x ∈ X and ξ ∈ Ω.
(c) ‖∇xFˆ (x, ξ)−∇xFˆ (y, ξ)‖ ≤ κ n!!
(n− 1)!!
C

‖x− y‖ for all x, y ∈ X and ξ ∈ Ω, where κ = 2pi if n is even,
and otherwise κ = 1.
Proof. Under the given assumptions, each of the functions F (·, ξ) for ξ ∈ Ω satisfies the conditions of
Lemma 7. Thus, the results follow by applying the lemma to each of the functions F (·, ξ) for ξ ∈ Ω. 
In the light of Lemma 7, the optimal value fˆ∗ of the approximate problem in (2.43) is an overestimate
of the optimal value f∗ of the original problem (2.1) within the error C. In particular, by taking the
expectation with respect to ξ in the relation of Lemma 7(b), we obtain
f∗ ≤ fˆ∗ ≤ f∗ + C.
This motivates solving approximate problem (2.43). Since for every ξ ∈ Ω, the function Fˆ (·, ξ) is convex
and differentiable over the set X, the function fˆ(x) = E
[
Fˆ (x, ξ)
]
is also convex and differentiable over the
set X (see [4]). Thus, the objective function fˆ in (2.43) is differentiable. To solve the problem, we consider
the method in (2.3), which takes the following form:
xk+1 = ΠX [xk − γk(∇fˆ(xk) + wk)] for k ≥ 0,
wk = sk −∇fˆ(xk) with sk ∈ ∂xF (xk + zk, ξk).
(2.44)
We have the following convergence result for the method.
Proposition 9. Let the assumptions of Lemma 9 hold, and let Assumption 2 hold. Then, the sequence {xk}
generated by method (2.44) converges almost surely to some optimal solution of problem (2.43).
Proof. It suffices to show that the conditions of Proposition 1 are satisfied for the set X, and the functions
Fˆ (x, ξ) and fˆ(x). The result will then follow from Proposition 1.
We first verify that Fˆ (x, ξ) satisfies Assumption 1 and that fˆ(x) has Lipschitz gradients over X. Under
the given assumptions, Lemma 9 holds. By Lemma 9(a)–(b), the function Fˆ (x, ξ) satisfies Assumption 1.
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Furthermore, by Lemma 9(a) and (c), the function Fˆ (x, ξ) is differentiable and with Lipschitz gradients
for every ξ ∈ Ω. Hence, fˆ(x) = E
[
Fˆ (x, ξ)
]
is also differentiable with the gradient given by ∇fˆ(x) =
E
[
∇xFˆ (x, ξ)
]
(see [4]). To see that the gradients ∇fˆ are Lipschitz continuous, we take the expectation in
the relation of Lemma 9(c), and we obtain for all x, y ∈ X,
E
[
‖∇xFˆ (x, ξ)−∇xFˆ (y, ξ)‖
]
≤ κ n!!
(n− 1)!!
C

‖x− y‖,
where κ = 2pi if n is even, and otherwise κ = 1. Using Jensen’s inequality, we further have for all x, y ∈ X,
‖E
[
∇xFˆ (x, ξ)
]
− E
[
∇xFˆ (y, ξ)
]
‖ ≤ κ n!!
(n− 1)!!
C

‖x− y‖.
Since ∇fˆ(x) = E
[
∇xFˆ (x, ξ)
]
, it follows that ∇fˆ(x) is Lipschitz over the set X. Thus, the objective function
fˆ satisfies the conditions of Proposition 1.
We now show that Assumption 2(b) is satisfied. In view of the assumption that
∑∞
k=0 γ
2
k <∞ (Assump-
tion 2(a)), it suffices to show that ‖wk‖ is uniformly bounded. By the definition of wk in (2.44), we have for
all k,
‖wk‖ ≤ ‖sk‖+ ‖∇fˆ(xk)‖ with sk ∈ ∂xF (xk + zk, ξk),
where xk ∈ X and ‖zk‖ ≤  for all k. Thus, xk + zk ∈ X for all k. By the assumptions of Lemma 9, the
subdifferential set ∂xF (x, ξ) is uniformly bounded over X × Ω, implying that
‖wk‖ ≤ C + ‖∇fˆ(xk)‖ for all k ≥ 0. (2.45)
We next prove that the gradients ∇fˆ(x) are uniformly bounded over the set X. Taking the expectation in
the relation ‖∇xFˆ (x, ξ)‖ ≤ C valid for any x ∈ X and ξ ∈ Ω (Lemma 9(a)), and using Jensen’s inequality,
we obtain
‖E
[
∇xFˆ (x, ξ)
]
‖ ≤ E
[
‖∇xFˆ (x, ξ)‖
]
≤ C for x ∈ X.
Since ∇fˆ(x) = E
[
∇xFˆ (x, ξ)
]
, we see that ‖∇fˆ(x)‖ ≤ C for x ∈ X. This and relation (2.45) yields
‖wk‖ ≤ 2C for all k ≥ 0.
thus showing that ‖wk‖ is uniformly bounded. 
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2.5 Concluding Remarks
This chapter is motivated by two shortcomings associated with standard stochastic approximation procedures
for stochastic convex programs. First, standard implementations of such schemes provide little guidance in
specifying parameters that may prove crucial in practical performance. Furthermore, direct extensions to
nonsmooth regimes of such schemes is not immediate. Accordingly, we first developed two sets of adaptive
steplength schemes and provided the associated global convergence theory. Of these, the former, a recursive
steplength scheme (RSA), species the steplength at a particular iteration using the previous steplength
and certain problem parameters. The second scheme, called a cascading steplength scheme (CSA), differs
signicantly and is essentially a sequence of constant steplength schemes in which the steplength is reduced
at specic points in time. The second set of contributions extended these techniques to settings where the
objective is not necessarily differentiable. Through the use of a local smoothing method that perturbs
the problem through a uniformly distributed random variable, we proposed a stochastic gradient scheme.
Notably, Lipschitz bounds were obtained for the gradients and their growth with problem size was found to
be modest.
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Chapter 3
Strongly Monotone Cartesian
Stochastic Variational Inequality
problems
Multi-agent system-theoretic problems can collectively capture a range of problems arising from decentralized
control problems and noncooperative games. In static regimes, where agent problems are convex and agent
feasibility sets are uncoupled, the associated solutions of such problems are given by the solution of a suitably
defined Cartesian variational inequality problem. Our interest lies in settings where the mapping arising in
such problems either contains expectations whose analytical form is unavailable or the evaluation of such a
mapping is corrupted by error. In either case, the appropriate problem of interest is given by a stochastic
variational inequality problem VI(X,F ) that requires determining an x∗ ∈ X such that (x − x∗)TF (x∗) ≥
0 for all x ∈ X, where
F (x) , (E[Φ1(x, ξ)] ; . . . ;E[ΦN (x, ξ)]), (3.1)
Φi : Di × Rd → Rni , Di ⊆ Rni , X is a closed and convex set, Di is an open set in Rni and
∑N
i=1 ni = n.
Furthermore, ξ : Ω→ Rd is a random variable, where Ω denotes the associated sample space and E[·] denotes
the expectation with respect to ξ.
Variational inequality problems assume relevance in capturing the solution sets of convex optimization
and equilibrium problems [22]. Their Cartesian specializations arise from specifying the set X as a Cartesian
product, i.e., X ,
∏N
i=1Xi. Such problems arise in the modeling of multi-agent decision-making problems
such as rate allocation problems in communication networks [31, 63], noncooperative Nash games in commu-
nication networks [2, 75], competitive interactions in cognitive radio networks [73, 36], and strategic behavior
in power markets [30, 64]. Our interest lies in regimes complicated by uncertainty, which could arise as a
result of agents facing expectation-based objectives that do not have tractable analytical forms.
In this chapter, we consider a class of stochastic variational inequality problems, defined on a Cartesian
product of closed convex sets with a strongly monotone mapping. After providing convergence analysis of the
SA scheme for solving this class of problems, we develop a distributed adaptive stepsize SA (DASA) scheme.
This scheme is shown to produce a sequence of iterates that is guaranteed to converge to the unique solution
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of the stochastic VI problem almost surely. In the second part of this chapter, we present a distributed local
randomized technique for estimating the Lipschitz constant of stochastic variational inequality problems
over product of sets. This technique leads to an approximation of the original mapping. It is shown to
be Lipschitz continuous with a prescribed constant. Using this technique, we introduce a distributed local
randomized SA scheme and we show the almost-sure convergence of the proposed algorithm to the solution
of approximated variational inequality problem.
3.1 Formulation and source problems
In Section 3.1.1, we formulate the Cartesian stochastic variational inequality (CSVI) problem and outline
the stochastic approximation algorithmic framework. A motivation for studying CSVIs is provided through
two examples in Section 3.1.2, while a review of the main assumptions is given in Section 3.1.3.
3.1.1 Problem formulation and algorithm outline
Given a set X ⊆ Rn and a mapping F : X → Rn, the variational inequality problem, denoted by VI(X,F ),
requires determining a vector x∗ ∈ X such that (x−x∗)TF (x∗) ≥ 0 holds for all x ∈ X. When the underlying
set X is given by a Cartesian product, as articulated by the definition X ,
∏N
i=1Xi, where Xi ⊆ Rni , then
the associated variational inequality is qualified as a Cartesian variational inequality problem. Now suppose
that x∗ = (x∗1;x
∗
2; . . . ;x
∗
N ) ∈ X satisfies the following system of inequalities:
(xi − x∗i )TE[Φi(x∗, ξi)] ≥ 0 for all xi ∈ Xi and all i = 1, . . . , N, (3.2)
where ξi : Ωi → Rdi is a random vector with some probability distribution for i = 1, . . . , N . Naturally,
problem (3.2) may be reduced to VI(X,F ) by noting that F may be defined as in (3.1), where n =
∑N
i=1 ni
and F : X → Rn. Then, VI(X,F ) is a stochastic variational inequality problem on the Cartesian product
of the sets Xi with a solution x
∗ = (x∗1;x
∗
2; . . . ;x
∗
N ).
Much of the interest in this chapter pertains to the development of stochastic approximation schemes for
VI(X,F ) when the components the map F is defined by (3.1). For such a problem, we consider the following
distributed stochastic approximation scheme:
xk+1,i = ΠXi (xk,i − γk,i(Fi(xk) + wk,i)) ,
wk,i , Φi(xk, ξk,i)− Fi(xk),
(3.3)
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for all k ≥ 0 and i = 1, . . . , N , where Fi(x) , E[Φi(x, ξi)] for i = 1, . . . , N , γk,i > 0 is the stepsize
for the ith index at iteration k, xk,i denotes the solution for the i-th index at iteration k, and xk =
(xk,1; xk,2; . . . ; xk,N ). Moreover, x0 ∈ X is a random initial vector independent of any other random
variables in the scheme and such that E
[‖x0‖2] <∞.
3.1.2 Motivating example
We consider a problem that can be addressed by Cartesian stochastic variational inequality framework.
Example 4 (Networked stochastic Nash-Cournot game). A classical example of a Nash game is a networked
Nash-Cournot game [42, 29]. Suppose a collection of N firms compete over a network of M nodes wherein
the production and sales for firm i at node j are denoted by gij and sij , respectively. Suppose firm i’s cost
of production at node j is denoted by the uncertain cost function cij(gij , ξ). Furthermore, goods sold by
firm i at node j fetch a random revenue defined by pj(s¯j , ξ)sij where pj(s¯j , ξ) denotes the uncertain sales
price at node j and s¯j =
∑N
i=1 sij denotes the aggregate sales at node j. Finally, firm i’s production at node
j is capacitated by capij and its optimization problem is given by the following
1:
minimize E[fi(x, ξ)]
subject to xi ∈ Xi,
where x = (x1; . . . ;xN ) with xi = (gi; si), gi = (gi1; . . . ; giM ), si = (si1; . . . ; siM ), and
fi(x, ξ) ,
M∑
j=1
(cij(gij , ξ)− pj(s¯j , ξ)sij) ,
Xi ,
(gi, si) |
M∑
j=1
gij =
M∑
j=1
sij , gij , sij ≥ 0, gij ≤ capij , j = 1, . . . ,M
 . 
Under the validity of the interchange between the expectation and the derivative operator, the resulting
equilibrium conditions of this stochastic Nash-Cournot game are compactly captured by the variational
inequality VI(X,F ) where X ,
∏N
i=1Xi and F (x) = (F1(x); . . . ;FN (x)) with Fi(x) = E[∇xifi(x, ξ)].
3.1.3 Assumptions
Our interest lies in the development of distributed stochastic approximation schemes for Cartesian stochastic
variational inequality problems as espoused by (3.3) and the associated global convergence theory in regimes
1Note that the transportation costs are assumed to be zero.
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where the mappings are single-valued mappings that are not necessarily Lipschitz continuous. We let
X =
N∏
i=1
Xi,
and make the following assumptions on the set X and the mapping F .
Assumption 5. Assume the following:
(a) The set Xi ⊆ Rni is closed and convex for i = 1, . . . , N .
(b) The mapping F (x) is a single-valued Lipschitz continuous over the set X with a constant L.
(c) The mapping F (x) is strongly monotone with a constant η > 0:
(F (x)− F (y))T (x− y) ≥ η‖x− y‖2 for all x, y ∈ X.
Since F is strongly monotone, the existence and uniqueness of the solution to VI(X,F ) is guaranteed by
Theorem 2.3.3 of [22]. We let x∗ denote the solution of VI(X,F ).
Regarding the method in (3.3), we let Fk denote the history of the method up to time k, i.e., Fk =
{x0, ξ0, ξ1, . . . , ξk−1} for k ≥ 1 and F0 = {x0}, where ξk = (ξk,1 ; ξk,2 ; . . . ; ξk,N ). In terms of this definition,
we note that
E[wk,i | Fk] = E[Φi(xk, ξk,i) | Fk]− Fi(xk) = 0 for all k ≥ 0 and all i.
We impose some further conditions on the stochastic errors wk,i of the algorithm, as follows.
Assumption 6. The errors wk = (wk,1;wk,2; . . . ;wk,N ) are such that for some (deterministic) ν > 0,
E
[‖wk‖2 | Fk] ≤ ν2 a.s. for all k ≥ 0.
3.2 Distributed adaptive SA schemes for Lipschitzian mappings
In this section, we restrict our attention to settings where the mapping F (x) is a single-valued Lipschitzian
map. In Section 3.2.1, we begin by developing an adaptive steplength rule for deriving steplength sequences
from problem parameters such as monotonicity constant, Lipschitz constant etc., where the qualifier adaptive
implies that the steplength choices “adapt” or are “self-tuned” to problem parameters. Unfortunately, in
distributed regimes, such a rule requires prescription by a central coordinator, a relatively challenging task
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in multi-agent regimes. This motivates the development of a distributed counterpart of the aforementioned
adaptive rule and provide convergence theory for such a generalization in Section 3.2.2.
3.2.1 An adaptive steplength SA (ASA) scheme
Stochastic approximation algorithms require stepsize sequences to be square summable but not summable.
These algorithms provide little advice regarding the choice of such sequences. One of the most common
choices has been the harmonic steplength rule which takes the form of γk =
θ
k where θ > 0 is a constant.
Although, this choice guarantees almost-sure convergence, it does not leverage problem parameters. Nu-
merically, it has been observed that such choices can perform quite poorly in practice. Motivated by this
shortcoming, we present a steplength scheme for a centralized variant of algorithm (3.3):
xk+1 = ΠX (xk − γk(F (xk) + wk)) ,
wk , Φ(xk, ξk)− F (xk),
(3.4)
for k ≥ 0. The proposed scheme derives a rule for updating steplength sequences that adapts to problem
parameters while guaranteeing almost-sure convergence of xk to the unique solution of VI(X,F ).
A key challenge in practical implementations of stochastic approximation lies in choosing an appropriate
diminishing steplength sequence {γk}. In [78], we developed a rule for selecting such a sequence in a convex
stochastic optimization regime by leveraging three parameters: (i) Lipschitz constant of the gradients; (ii)
strong convexity constant; and (ii) diameter of the set X. Along similar directions, such a rule is constructed
for strongly monotone stochastic variational inequality problems and the results in this subsection bear
significant similarity to those presented in [78] with some key distinctions. First, these results are presented
for strongly monotone stochastic variational inequality problems and second, co-coercivity of the mappings
is not assumed, leading to a tighter requirement on the choice of steplengths.
Lemma 10. Consider algorithm (3.4), and let Assumptions 5 and 6 hold. Then, the following relation holds
almost surely for all k ≥ 0:
E
[‖xk+1 − x∗‖2 | Fk] ≤ (1− 2ηγk + L2γ2k)‖xk − x∗‖2 + γ2kν2. (3.5)
Proof. By the definition of algorithm (3.4) and the non-expansiveness property of the projection operator,
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we have for all k ≥ 0,
‖xk+1 − x∗‖2 = ‖ΠX(xk − γk(F (xk) + wk))−ΠX(x∗ − γkF (x∗))‖2
≤ ‖xk − x∗ − γk(F (xk) + wk − F (x∗))‖2.
Taking expectations conditioned on the past, and by employing E[wk | Fk] = 0, we have
E
[‖xk+1 − x∗‖2 | Fk] ≤ ‖xk − x∗‖2 + γ2k‖F (xk)− F (x∗)‖2 + γ2kE[‖wk‖2 | Fk]
− 2γk(xk − x∗)T (F (xk)− F (x∗))
≤ (1− 2ηγk + γ2kL2)‖xk − x∗‖2 + γ2kν2,
where the second inequality is a consequence of the strong monotonicity and Lipschitz continuity of F (x)
over X as well as the boundedness of E
[‖wk‖2 | Fk] . 
The upper bound (3.5) can be used to construct an adaptive stepsize rule. Note that inequality (3.5)
holds for any γk > 0. When the stepsize is further restricted so that 0 < γk ≤ ηL2 , we have
1− γk(2η − γkL2) ≤ 1− ηγk.
Thus, for 0 < γk ≤ ηL2 and by taking expectations, inequality (3.5) reduces to
E
[‖xk+1 − x∗‖2] ≤ (1− ηγk)E[‖xk − x∗‖2]+ γ2kν2 for all k ≥ 0. (3.6)
We begin by viewing the term E
[‖xk+1 − x∗‖2] as an error ek+1 arising from employing the stepsize sequence
γ0, γ1, . . . , γk. Furthermore, the worst case error arises when (3.6) holds as an equality and satisfies the
following recursive relation:
ek+1(γ0, . . . , γk) = (1− ηγk)ek(γ0, . . . , γk−1) + γ2kν2.
Motivated by this relationship, our interest lies in examining whether the stepsizes γ0, γ1 . . . , γk can be chosen
so as to minimize the error ek. Our goal lies in constructing a stepsize scheme that allows for claiming the
almost sure convergence of the sequence {xk} produced by algorithm (3.4) to the unique solution x∗ of
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VI(X,F ). We formalize this approach by defining real-valued error functions ek(γ0, . . . , γk−1) as follows:
ek(γ0, . . . , γk−1) , (1− ηγk−1)ek−1(γ0, . . . , γk−2) + γ2k−1ν2 for k ≥ 1, (3.7)
where e0 is a positive scalar, η is the strong monotonicity constant and ν
2 is an upper bound for the second
moments of the error norms ‖wk‖. We consider a choice of {γ0, γ1, . . . , γk−1} based on minimizing an upper
bound on the mean-squared error, namely e(γ0, γ1, . . . , γk−1), as captured by the following optimization
problem:
minimize ek(γ0, . . . , γk−1)
subject to 0 < γj ≤ ηL2 for all j = 0, . . . , k − 1.
To ensure convergence in an almost-sure sense, the sequence {γk} needs to satisfy
∑∞
j=0 γj = ∞ and∑∞
j=0 γ
2
j <∞. As the next two propositions show, these can indeed be achieved. In fact, the error ek+1 at
the next iteration can also be minimized by selecting γk as a function of only the most recent stepsize γk−1.
In what follows, we consider the sequence {γ∗k} given by
γ∗0 =
η
2ν2
e0 (3.8)
γ∗k = γ
∗
k−1
(
1− η
2
γ∗k−1
)
for all k ≥ 1. (3.9)
We provide a result showing that the stepsizes γi, i = 0, . . . , k− 1, minimize ek over (0, ηL2 ]k, where L is the
Lipschitz constant associated with F (x) over X.
Proposition 10 (An adaptive steplength SA (ASA) scheme). Let the error function ek(γ0, . . . , γk−1) be
defined as in (3.7), where e0 ≥ 0 is such that ν ≥ L
√
e0
2 , where L is the Lipschitz constant of F . Let the
sequence {γ∗k} be given by (3.8)–(3.9). Then, the following hold:
(a) For all k ≥ 0, the error ek satisfies ek(γ∗0 , . . . , γ∗k−1) = 2ν
2
η γ
∗
k.
(b) For each k ≥ 1, the vector (γ∗0 , γ∗1 , . . . , γ∗k−1) is the minimizer of the function ek(γ0, . . . , γk−1) over the
set
Gk ,
{
α ∈ Rk : 0 < αj ≤ η
L2
for j = 1, . . . , k
}
.
More precisely, for any k ≥ 1 and any (γ0, . . . , γk−1) ∈ Gk, we have
ek(γ0, . . . , γk−1)− ek(γ∗0 , . . . , γ∗k−1) ≥ ν2(γk−1 − γ∗k−1)2.
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The almost-sure convergence of the produced sequence holds for a family of steplength rules, as captured
by the following result.
Proposition 11 (Almost-sure convergence of ASA scheme). Let Assumptions 5 and 6 hold. Assume that
the stepsize sequence {γk} is generated by the following adaptive scheme:
γk = γk−1(1− cγk−1) for all k ≥ 1,
where c > 0 is a scalar and the initial stepsize is such that 0 < γ0 <
1
c . Then, the sequence {xk} generated
by algorithm (3.4) converges almost surely to a random point that belongs to the optimal set.
The proofs of Propositions 10 and 3 are omitted, as they follow from a more general results for a
distributed SA method, as discussed in the next subsection.
3.2.2 A distributed adaptive steplength SA (DASA) scheme
Unfortunately, in multi-agent regimes, the implementation of the stepsize rule (3.8)-(3.9) requires a central
coordinator who can prescribe and enforce such rules. In this section, we extend the centralized rule to ac-
commodate a multi-agent setting wherein each agent chooses its own update rule, given the global knowledge
of problem parameters. In such a regime, given that the set X is the Cartesian product of closed and convex
sets X1, . . . , XN , our interest lies in developing steplength update rules in the context of method (3.3) where
the i-th agent chooses its steplength, denoted by γk,i, as per
γk,i = γk−1,i(1− ciγk−1,i),
with ci > 0 being a constant associated with agent i mapping Fi(x), while the initial stepsize γ0,i is suitably
selected. The following assumption imposes requirements on the stepsizes γk,i in (3.3).
Assumption 7. Assume that the following hold:
(3a) The stepsize sequences {γk,i}, i = 1, . . . , N , are such that γk,i > 0 for all k and i, with
∑∞
k=0 γk,i =∞
and
∑∞
k=0 γ
2
k,i <∞ for all i.
(3b) If {δk} and {Γk} are positive sequences such that δk ≤ min1≤i≤N γk,i and Γk ≥ max1≤i≤N γk,i for all
k ≥ 0, then
Γk − δk
δk
≤ β for all k ≥ 0,
where β is a scalar satisfying 0 ≤ β < ηL .
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Remark 3. Assumption (7a) is a standard requirement on steplength sequences while Assumption (7b)
provides an additional condition on the discrepancy between the stepsize values γk,i at each iteration k. This
condition is satisfied, for instance, when γk,1 = . . . = γk,N , in which case β = 0.
When deriving an adaptive rule, we use Lemma 2 and a distributed generalization of Lemma 10, which
is given below.
Lemma 11. Consider algorithm (3.3). Let Assumptions 5 and 6 hold.
(a) The following relation holds almost surely for all k ≥ 0:
E
[‖xk+1 − x∗‖2 | Fk] ≤ (1− 2(η + L)δk + 2LΓk + L2Γ2k)‖xk − x∗‖2 + Γ2kν2,
where {δk} and {Γk} are positive sequences such that δk ≤ min1≤i≤N γk,i and Γk ≥ max1≤i≤N γk,i for
all k.
(b) If Assumption (7b) holds, then the following relation is valid for all k ≥ 0:
E
[‖xk+1 − x∗‖2] ≤ (1− 2(η − βL)δk + (1 + β)2L2δ2k)E[‖xk − x∗‖2]+ (1 + β)2δ2kν2.
Proof. (a) From the properties of the projection operator, we know that a vector x∗ solves VI(X,F ) problem
if and only if x∗ satisfies x∗ = ΠX(x∗ − γF (x∗)) for any γ > 0. By the definition of algorithm (3.3) and the
non-expansiveness property of the projection operator, we have for all k ≥ 0 and all i,
‖xk+1,i − x∗i ‖2 = ‖ΠXi(xk,i − γk,i(Fi(xk) + wk,i))−ΠXi(x∗i − γk,iFi(x∗))‖2
≤ ‖xk,i − x∗i − γk,i(Fi(xk) + wk,i − Fi(x∗))‖2.
Taking the expectation conditioned on the past, and using E[wk,i | Fk] = 0, we have
E
[‖xk+1,i − x∗i ‖2 | Fk] ≤ ‖xk,i − x∗i ‖2 + γ2k,i‖Fi(xk)− Fi(x∗)‖2 + γ2k,iE[‖wk,i‖2 | Fk]
− 2γk,i(xk,i − x∗i )T (Fi(xk)− Fi(x∗)).
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Now, by summing the preceding relations over i, we have
E
[‖xk+1 − x∗‖2 | Fk] ≤ ‖xk − x∗‖2 + N∑
i=1
γ2k,i‖Fi(xk)− Fi(x∗)‖2 +
N∑
i=1
γ2k,iE
[‖wk,i‖2 | Fk]
− 2
N∑
i=1
γk,i(xk,i − x∗i )T (Fi(xk)− Fi(x∗)).
Using γk,i ≤ Γk and Assumption 6, we can see that
∑N
i=1 γ
2
k,iE
[‖wk,i‖2 | Fk] ≤ Γ2kν2 almost surely for all
k ≥ 0. Thus, from the preceding relation, we have
E
[‖xk+1 − x∗‖2 | Fk] ≤‖xk − x∗‖2 + N∑
i=1
γ2k,i‖Fi(xk)− Fi(x∗)‖2︸ ︷︷ ︸
Term1
+Γ2kν
2
−2
N∑
i=1
γk,i(xk,i − x∗i )T (Fi(xk)− Fi(x∗))︸ ︷︷ ︸
Term2
. (3.10)
Next, we estimate Term 1 and Term 2 in (3.10). By using the definition of Γk and by leveraging the
Lipschitzian property of mapping F , we obtain
Term 1 ≤ Γ2k‖F (xk)− F (x∗)‖2 ≤ Γ2kL2‖xk − x∗‖2. (3.11)
By adding and subtracting −2∑Ni=1 δk(xk,i − x∗i )T (Fi(xk) − Fi(x∗)) from Term 2, and using ∑Ni=1(xk,i −
x∗i )
T (Fi(xk)− Fi(x∗)) = (xk − x∗)T (F (xk)− F (x∗)), we further obtain
Term 2 ≤− 2δk(xk − x∗)T (F (xk)− F (x∗))− 2
N∑
i=1
(γk,i − δk)(xk,i − x∗i )T (Fi(xk)− Fi(x∗)).
By Cauchy-Schwartz inequality, the preceding relation yields
Term 2 ≤− 2δk(xk − x∗)T (F (xk)− F (x∗)) + 2(γk,i − δk)
N∑
i=1
‖xk,i − x∗i ‖‖Fi(xk)− Fi(x∗)‖
≤ − 2δk(xk − x∗)T (F (xk)− F (x∗)) + 2(Γk − δk)‖xk − x∗‖‖F (xk)− F (x∗)‖,
where in the last relation, we use the definition of Γk and Ho¨lder’s inequality. Invoking strong monotonicity
of the mapping F for bounding the first term and by utilizing the Lipschitzian property of the second term
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of the preceding relation, we have
Term 2 ≤ −2ηδk‖xk − x∗‖2 + 2(Γk − δk)L‖xk − x∗‖2. (3.12)
The desired inequality is obtained by combining relations (3.10), (3.11), and (3.12).
(b) Assumption 7b implies that Γk ≤ (1 + β)δk. Combining this observation with the result of part (a), we
obtain almost surely for all k ≥ 0,
E
[‖xk+1 − x∗‖2 | Fk] ≤(1− 2(η − βL)δk + (1 + β)2L2δ2k)‖xk − x∗‖2 + (1 + β)2δ2kν2.
Taking expectations in the preceding inequality, we obtain the desired relation. 
The following proposition proves the almost-sure convergence of the distributed SA scheme when the
steplength sequences satisfy the bounds prescribed by Assumption 7b.
Proposition 12 (Almost-sure convergence of distributed SA scheme). Let Assumptions 5, 6, and 7 hold.
Then, the sequence {xk} generated by algorithm (3.3) converges almost surely to the unique solution of
VI(X,F ).
Proof. Consider the relation of Lemma 11(a). For this relation, we show that the conditions of Lemma 2 are
satisfied, which will allow us to claim the almost-sure convergence of xk to x
∗. Let us define vk , ‖xk − x∗‖2,
and
αk , 2(η − βL)δk − L2δ2k(1 + β)2, µk , (1 + β)2δ2kν2. (3.13)
Next, we show that 0 ≤ αk ≤ 1 for k sufficiently large. Since γk,i tends to zero for all i = 1, . . . , N , we may
conclude that δk goes to zero as k grows. In turn, as δk goes to zero, for k large enough, say k ≥ k1, we have
1− (1 + β)
2L2δk
2(η − βL) > 0.
By Assumption 7b we have β < ηL , which implies η − βL > 0. Thus, we have αk ≥ 0 for k ≥ k1. Also,
for k large enough, say k ≥ k2, we have αk ≤ 1 since δk → 0. Therefore, when k ≥ max{k1, k2} we have
0 ≤ αk ≤ 1. Obviously, vk, µk ≥ 0.
From Assumption 7b we have δk ≤ γk ≤ (1 + β)δk for all k. Using these relations and the conditions
on γk,i given in Assumption 7a, we can show that
∑∞
k=0 δk = ∞ and
∑∞
k=0 δ
2
k < ∞. Furthermore, from
the preceding properties of the sequence {δk}, and the definitions of αk and µk in (3.13), we can see that
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∑∞
k=0 αk =∞ and
∑∞
k=0 µk <∞. Finally, by the definitions of αk and µk we have
lim
k→∞
µk
αk
= lim
k→∞
 (1 + β)2δkν2
2(η − βL)
(
1− (1+β)2L2δk2(η−βL)
)
 = (1 + β)2(limk→∞ δk)ν2
2(η − βL)
(
1− (1+β)2L2(limk→∞ δk)2(η−βL)
) ,
implying that limk→∞ µkαk = 0 since δk → 0. Hence, all conditions of Lemma 2 are satisfied and we may
conclude that ‖xk − x∗‖2 → 0 almost surely. 
Proposition 12 states that under specified assumptions on the set X and mapping F , the stochastic errors
wk, and the stepsizes γk,i, the distributed SA scheme is guaranteed to converge to the unique solution of
VI(X,F ) almost surely. Our goal in the remainder of this section lies in providing a stepsize rule that aims
to minimize a suitably defined error function of the algorithm, while satisfying Assumption 7. To begin our
analysis, we consider the result of Lemma 11b for all k ≥ 0:
E
[‖xk+1 − x∗‖2] ≤ (1− 2(η − βL)δk + (1 + β)2L2δ2k)E[‖xk − x∗‖2]+ (1 + β)2δ2kν2, (3.14)
where δk ≤ min1≤i≤N γk,i. When the stepsizes γk,i are further restricted so that 0 < δk ≤ η−βL(1+β)2L2 , we have
1− 2(η − βL)δk + (1 + β)2L2δ2k ≤ 1− (η − βL)δk.
Thus, for 0 < δk ≤ η−βL(1+β)2L2 , from inequality (3.14) we obtain
E
[‖xk+1 − x∗‖2] ≤ (1− (η − βL)δk)E[‖xk − x∗‖2]+ (1 + β)2δ2kν2 for all k ≥ 0. (3.15)
Similar to the discussion in Section 3.2.1 in the context of the ASA scheme, let us view the quantity
E
[‖xk+1 − x∗‖2] as an error ek+1 of the method arising from the use of the lower bounds δ0, δ1, . . . , δk for
the stepsize values γ0,i, γ1,i · · · , γk,i, i = 1, . . . , N . Relation (3.15) gives us an error estimate for algorithm
(3.3) in terms of the lower bounds δ0, δ1, . . . , δk. We use this estimate to develop an adaptive stepsize
procedure. Consider the case when (3.15) holds with equality, which is the worst case error. In this case,
the error satisfies the following recursive relation:
ek+1 = (1− (η − βL)δk)ek + (1 + β2)ν2δ2k for all k ≥ 0.
Let us assume that we want to run the algorithm (3.3) for a fixed number of iterations, say K. The pre-
ceding relation shows that eK depends on the lower bound values up to the Kth iteration. This motivates
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us to view the lower bounds δ0, δ1, . . . , δK−1 as decision variables that can be used to minimize the corre-
sponding upper bound on the mean-squared error of the algorithm up to iteration K. Thus, the variables
are δ0, δ1, . . . , δK−1 and the objective function is the error function eK(δ0, δ1, . . . , δK−1). We proceed to
derive a rule for generating lower bounds δ0, δ1, . . . , δK by minimizing the error eK+1. Importantly, it turns
out that δK is a function of only the most recent bound δK−1. We define the real-valued error function
ek(δ0, δ1, . . . , δk−1) by considering an equality in (3.15):
ek+1(δ0, . . . , δk) ,(1− (η − βL)δk)ek(δ0, . . . , δk−1) + (1 + β2)ν2δ2k for all k ≥ 0, (3.16)
where e0 is a positive scalar, {δk} is a sequence of positive scalars such that 0 < δk ≤ η−βL(1+β)2L2 , L is the
Lipschitz constant of the mapping F , η is the strong monotonicity parameter of F , and ν2 is the upper
bound for the second moment of the error norms ‖wk‖ (cf. Assumption 6).
Now let us consider the stepsize sequence {δ∗k} given by
δ∗0 =
η − βL
2(1 + β)2ν2
e0 (3.17)
δ∗k = δ
∗
k−1
(
1−
(
η − βL
2
)
δ∗k−1
)
for all k ≥ 1, (3.18)
where e0 is the same initial error as for the errors ek in (3.16). In what follows, we often abbreviate
ek(δ0, . . . , δk−1) by ek whenever this is unambiguous. The next proposition shows that the lower bound
sequence {δ∗k} for γk,i given by (3.17)–(3.18) minimizes the errors ek over [0, η−βL(1+β)2L2 ]k.
Proposition 13 (An adaptive lower bound steplength SA scheme). Let ek(δ0, . . . , δk−1) be defined as
in (3.16), where e0 is a given positive scalar, ν is an upper bound defined in Assumption 6, η and L are
the strong monotonicity and Lipschitz constants of the mapping F respectively and ν is chosen such that
ν ≥ L√ e02 . Let β be a scalar such that 0 ≤ β < ηL , and let the sequence {δ∗k} be given by (3.17)–(3.18).
Then, the following hold:
(a) For all k ≥ 0, the error ek satisfies ek(δ∗0 , . . . , δ∗k) = 2(1+β)
2ν2
η−βL δ
∗
k.
(b) For any k ≥ 1, the vector (δ∗0 , δ∗1 , . . . , δ∗k−1) is the minimizer of the function ek(δ0, . . . , δk−1) over the
set
Gk ,
{
α ∈ Rk : 0 <αj ≤ η − βL
(1 + β)2L2
, j = 1, . . . , k
}
.
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More precisely, for any k ≥ 1 and any (δ0, . . . , δk−1) ∈ Gk, we have
ek(δ0, . . . , δk−1)− ek(δ∗0 , . . . , δ∗k−1) ≥ (1 + β)2ν2(δk−1 − δ∗k−1)2.
Proof. (a) To show the result, we use induction on k. Trivially, it holds for k = 0 from (3.17). Now, suppose
that we have ek(δ
∗
0 , . . . , δ
∗
k−1) =
2(1+β)2ν2
η−βL δ
∗
k for some k, and consider the case for k+ 1. From the definition
of the error ek in (3.16), we have
ek+1(δ
∗
0 , . . . , δ
∗
k) = (1− (η − βL)δ∗k)ek(δ∗0 , . . . , δ∗k−1) + (1 + β)2ν2(δ∗k)2
= (1− (η − βL)δ∗k)
2(1 + β)2ν2
η − βL δ
∗
k + (1 + β)
2ν2(δ∗k)
2,
where the second equality follows by the inductive hypothesis. Thus,
ek+1(δ
∗
0 , . . . , δ
∗
k) =
2(1 + β)2ν2
η − βL δ
∗
k
(
1− η − βL
2
δ∗k
)
=
2(1 + β)2ν2
η − βL δ
∗
k+1,
where the last equality follows by the definition of δ∗k+1 in (3.18). Hence, the result holds for all k ≥ 0.
(b) First we need to show that (δ∗0 , . . . , δ
∗
k−1) ∈ Gk. By our assumption on e0, we have 0 < e0 ≤ 2ν
2
L2 ,
which by the definition of δ∗0 in (3.17) implies that 0 < δ
∗
0 ≤ η−βL(1+β)2L2 , i.e., δ∗0 ∈ G1. Using the induction on
k, from relations (3.17)–(3.18), it can be shown that 0 < δ∗k < δ
∗
k−1 for all k ≥ 1. Thus, (δ∗0 , . . . , δ∗k−1) ∈ Gk
for all k ≥ 1. Using the induction on k again, we now show that the vector (δ∗0 , δ∗1 , . . . , δ∗k−1) minimizes the
error ek(δ0, . . . , δk−1) for all k ≥ 1. From the definition of the error e1 and the relation e1(δ∗0) = 2(1+β)
2ν2
η−βL δ
∗
1
shown in part (a), we have
e1(δ0)− e1(δ∗0) = (1− (η − βL)δ0)e0 + (1 + β)2ν2δ20 −
2(1 + β)2ν2
η − βL δ
∗
1 .
Using δ∗1 = δ
∗
0
(
1− η−βL2 δ∗0
)
(cf. (3.18)), we obtain
e1(δ0)− e1(δ∗0) = (1− (η − βL)δ0)e0 + (1 + β)2ν2δ20 −
2(1 + β)2ν2
η − βL δ
∗
0 + (1 + β)
2ν2(δ∗0)
2.
Since e0 =
2(1+β)2ν2
η−βL δ
∗
0 (cf. (3.17)), it follows that
e1(δ0)− e1(δ∗0) = −2(1 + β)2ν2δ0δ∗0 + (1 + β)2ν2δ20 + (1 + β)2ν2(δ∗0)2 = (1 + β)2ν2 (δ0 − δ∗0)2 ,
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showing that the inductive hypothesis holds for k = 1. Now, suppose that
ek(δ0, . . . , δk−1)− ek(δ∗0 , . . . , δ∗k−1) ≥ (1 + β)2ν2(δk−1 − δ∗k−1)2. (3.19)
holds for some k and for all (δ0, . . . , δk−1) ∈ Gk. We next show that relation (3.19) holds for k + 1 and
for all (δ0, . . . , δk) ∈ Gk+1. To simplify the notation, we use e∗k+1 to denote the error ek+1 evaluated at
(δ∗0 , δ
∗
1 , . . . , δ
∗
k), and ek+1 when evaluating at an arbitrary vector (δ0, δ1, . . . , δk) ∈ Gk+1. Using (3.16) and
part (a), we have
ek+1 − e∗k+1 = (1− (η − βL)δk)ek + (1 + β)2ν2δ2k −
2(1 + β)2ν2
η − βL δ
∗
k+1.
Under the inductive hypothesis, we have ek ≥ e∗k (cf. (3.19)). When (δ0, δ1, . . . , δk) ∈ Gk, we have δk ≤
(η−βL)
(1+β)2L2 . Next, we show that
(η−βL)
(1+β)2L2 ≤ 1η−βL . By the definition of strong monotonicity and Lipschitzian
property, we have η ≤ L. Using η ≤ L and 0 ≤ β ≤ ηL we obtain
η ≤ (1 + β)L⇒ η − βL ≤ (1 + β)L
⇒(η − βL)2 ≤ (1 + β)2L2 ⇒ (η − βL)
(1 + β)2L2
≤ 1
η − βL.
This implies that for (δ0, δ1, . . . , δk) ∈ Gk, we have δk ≤ 1η−βL or equivalently 1 − (η − βL)δk ≥ 0. Using
this, the relation e∗k =
2(1+β)2ν2
η−βL δ
∗
k of part (a), and the definition of δ
∗
k+1, we obtain
ek+1 − e∗k+1 ≥ (1− (η − βL)δk)
2(1 + β)2ν2
η − βL δ
∗
k + (1 + β)
2ν2δ2k −
2(1 + β)2ν2
η − βL δ
∗
k
(
1− η − βL
2
δ∗k
)
= (1 + β)2ν2(δk − δ∗k)2.
Hence, we have ek − e∗k ≥ (1 + β)2ν2(δk−1 − δ∗k−1)2 for all k ≥ 1 and all (δ0, . . . , δk−1) ∈ Gk. 
Remark 4. From Proposition 13, the minimizer (δ∗0 , . . . , δ
∗
k−1) of ek over Gk is unique up to a scaling by
a factor ρ ∈ (0, 1). Specifically, the solution (δ∗0 , . . . , δ∗k−1) is obtained for an initial error e0 ≥ 0 satisfying
ν ≥ L√ e02 , where e0 can be chosen to be arbitrarily large by scaling ν appropriately. Suppose that in the
definition of the sequence {δ∗k}, ρe0 is employed instead of e0 for some ρ ∈ (0, 1). Then it can be seen (by
following the proof) that, for the resulting sequence, Proposition 13 would still hold.
We have just provided an analysis in terms of a lower bound sequence {δk}. We may conduct a similar
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analysis for an upper bound sequence {Γk}. In particular, from Lemma 11a we have
E
[‖xk+1 − x∗‖2] ≤ (1− 2(η + L)δk + 2LΓk + L2Γ2k)E[‖xk − x∗‖2]+ Γ2kν2 for all k ≥ 0.
When Γk−δkδk ≤ β with 0 ≤ β <
η
L , we have
Γk
1+β ≤ δk, and we obtain the following relation:
E
[‖xk+1 − x∗‖2] ≤ (1− 2(η + L)
1 + β
Γk + 2LΓk + L
2Γ2k)E
[‖xk − x∗‖2]+ Γ2kν2.
When Γk is further restricted so that 0 < Γk ≤ η−βL(1+β)L2 , we have
E
[‖xk+1 − x∗‖2] ≤ (1− (η − βL)
1 + β
Γk)E
[‖xk − x∗‖2]+ Γ2kν2 for all k ≥ 0.
Using the preceding relation and following a similar analysis as in the proof of Proposition 13, we can show
that the optimal choice of the sequence {Γ∗k} is given by
Γ∗0 =
η − βL
2(1 + β)ν2
e0, (3.20)
Γ∗k = Γ
∗
k−1
(
1− η − βL
2(1 + β)
Γ∗k−1
)
for all k ≥ 1, (3.21)
where e0 is such that 0 < e0 ≤ 2ν2L2 .
In the following lemma, we derive a relation between two recursive sequences, which is employed within
our main convergence result for adaptive stepsizes {γk,i}.
Lemma 12. Suppose that sequences {λk} and {γk} are given with the following recursive equations for all
k ≥ 0,
λk+1 = λk(1− λk), γk+1 = γk(1− c¯γk),
where c¯ > 0 is a given constant and λ0 = c¯γ0. Then for all k ≥ 0, λk = c¯γk.
Proof. We use the induction on k. For k = 0, the relation holds since λ0 = c¯γ0. Suppose that for some
k ≥ 0 the relation holds. Then, we have
γk+1 = γk(1− c¯γk)⇒ c¯γk+1 = c¯γk(1− c¯γk)⇒ c¯γk+1 = λk(1− λk)⇒ c¯γk+1 = λk+1.
Hence, the result holds for k + 1 implying that it holds for all k ≥ 0. 
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Using Lemma 12, we now present a relation between the lower and upper bound sequences given by {δ∗k}
and {Γ∗k}, respectively.
Lemma 13. Suppose that the sequences {δ∗k} and {Γ∗k} are given by relations (3.17)–(3.18) and (3.20)–
(3.21), respectively, where 0 < e0 ≤ 2ν2L2 and 0 ≤ β < ηL . Then, for all k ≥ 0, Γ∗k = (1 + β)δ∗k.
Proof. Suppose that {λk} is defined by the following recursive equation
λk+1 = λk(1− λk), for all k ≥ 0,
where λ0 =
(η−βL)2
4(1+β)2ν2 e0. To obtain the result, we apply Lemma 12 to sequences {λk} and {δ∗k}, and then to
sequences {λk} and {Γ∗k}. Specifically, Lemma 12 implies that λk = η−βL2 δ∗k for all k ≥ 0. Invoking Lemma
12 for sequences {λk} and {Γ∗k}, we have λk = η−βL2(1+β)Γ∗k. From the preceding two relations, we conclude that
Γ∗k = (1 + β)δ
∗
k for all k ≥ 0. 
The relations (3.17)–(3.18) and (3.20)–(3.21), respectively, are essentially adaptive rules for determining
the best upper and lower bounds for stepsize sequences {γk,i}, where ”best” corresponds to the minimizers
of the associated error bounds. Having provided this intermediate result, our main result is stated next and
shows the almost-sure convergence of the distributed adaptive SA (DASA) scheme.
Theorem 14 (A class of distributed adaptive steplength SA rules). Suppose that Assumptions 5 and 6
hold, and assume that the set X is bounded. Suppose that, for all i = 1, . . . , N , the stepsizes {γk,i} in
algorithm (3.3) are given by the following recursive equations:
γ0,i = ric
D2(
1 +
η − 2c
L
)2
ν2
, (3.22)
γk,i = γk−1,i
(
1− c
ri
γk−1,i
)
for all k ≥ 1. (3.23)
where D , maxx∈X ‖x−x0‖, c is a scalar satisfying c ∈ (0, η2 ), ri is a parameter such that ri ∈ [1, 1 + η−2cL ],
η is the strong monotonicity parameter of the mapping F , L is the Lipschitz constant of F , and ν is the
upper bound defined in Assumption 6. We assume that the constant ν is chosen large enough such that
ν ≥ DL√
2
. Then, the following hold:
(a) For any i, j = 1, . . . , N and k ≥ 0, γk,i
ri
=
γk,j
rj
.
(b) Assumption 7b holds with β = η−2cL , δk = δ
∗
k, Γk = Γ
∗
k, and e0 = D
2, where δ∗k and Γ
∗
k are given by
(3.17)–(3.18) and (3.20)–(3.21), respectively.
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(c) The sequence {xk} generated by algorithm (3.3) converges almost surely to the unique solution of
VI(X,F ).
(d) The results of Proposition 13 hold for δ∗k when e0 = D
2 and β = η−2cL .
Proof. (a) Consider the sequence {λk} given by
λ0 =
c2
(1 + η−2cL )
2ν2
D2,
λk+1 = λk(1− λk) for all k ≥ 1.
Since for any i = 1, . . . , N , we have λ0 = (c/ri) γ0,i, using Lemma 12 we obtain λk = (c/ri)γk,i for all
i = 1, . . . , N and k ≥ 0. Hence, the desired relation follows.
(b) First we show that δ∗k and Γ
∗
k are well defined. Consider the relation of part (a). Let k ≥ 0 be arbitrarily
fixed. If γk,i > γk,j for some i 6= j, then we have ri > rj . Therefore, the minimum possible γk,i is obtained
with ri = 1 and the maximum possible γk,i is obtained with ri = 1 +
η−2c
L . Now, consider (3.22)–(3.23). If,
ri = 1, and D
2 is replaced by e0, and c by
η−βL
2 , we get the same recursive sequence defined by (3.17)–(3.18).
Therefore, since the minimum possible γk,i is achieved when ri = 1, we conclude that δ
∗
k ≤ mini=1,...,N γk,i
for any k ≥ 0. This shows that δ∗k is well-defined in the context of Assumption 7b. Similarly, it can be shown
that Γ∗k is also well-defined in the context of Assumption 7b. Now, Lemma 13 implies that Γ
∗
k = (1+
η−2c
L )δ
∗
k
for any k ≥ 0, which shows that the inequality in Assumption 7b is satisfied with β = η−2cL , where 0 ≤ β < ηL
since 0 < c ≤ η2 .
(c) In view of Proposition 12, to show the almost-sure convergence, it suffices to show that Assumption 7
holds. Part (b) implies that Assumption 7b is satisfied by the given stepsize choices. As seen in Proposition
3 of [78], Assumption 7a holds for any positive recursive sequence {λk} of the form λk+1 = λk(1 − aλk).
Since each sequence γk,i is a recursive sequence of this form, Assumption 7a follows from Proposition 3 in
[78].
(d) It suffices to show that the hypotheses of Proposition 13 hold when e0 = D
2 and β = η−2cL . Relation
ν ≥ DL√
2
follows from ν ≥ L√ e02 . Also, as mentioned in part (c), since 0 < c ≤ η2 , the relation 0 ≤ β < ηL
holds for any choice of c within that range. Therefore, the conditions of Proposition 13 are satisfied. 
Remark 5. Theorem 14 provides a class of adaptive stepsize rules for the distributed SA algorithm (3.3),
i.e., for any choice of parameter c such that 0 < c ≤ η2 , relations (3.22)–(3.23) correspond to an adaptive
stepsize rule for agents 1, . . . , N . Note that if c = η2 , these adaptive rules will represent the centralized
adaptive scheme given by (3.8)–(3.9).
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In a distributed setting, each agent can choose its corresponding parameter ri from the specified range
[1, 1 + η−2cL ]. This requires that all agents agree on a fixed parameter c and have a common estimate of
parameters η and L. Yet, this scheme does not allow complete flexibility for the agents and requires some
global specification of parameters such as η, L, and c. In the next section, we address the setting where the
Lipschitz constant is unavailable in a global setting or when the mapping F may not be Lipschitzian are
addressed.
3.3 Non-Lipschitzian mappings and local randomization
A key shortcoming of the proposed DASA scheme, given by (3.22)-(3.23), is the requirement of the Lips-
chitzian property of the mapping F with a known parameter L. However, in a range of problem settings,
the following may arise:
• Unavailability of a Lipschitz constant: In many settings, either the mapping may be non-Lipschitzian or
the estimation of such a constant may be problematic. It may also be that this constant may not be available
across the entire population of agents.
• Nonsmoothness in payoffs: Suppose the Cartesian stochastic variational inequality problem represents the
optimality conditions of a stochastic convex program with nonsmooth (random) objectives or the equilib-
rium conditions of a stochastic Nash game in which the payoff functions are expectation-valued with random
nonsmooth integrands. In either setting, the integrands associated with each component’s expectation are
multi-valued. In such a setting, a randomization or smoothing technique applied to each agent’s payoff which
leads to an approximate mapping that can be shown to be Lipschitz and single-valued. The associated Lip-
schitz constant can be specified in terms of problem parameters and smoothing specifications, allowing us
to develop a locally randomized SA algorithm for stochastic variational inequalities without Lipschitzian
mappings.
In Section 3.3.1, we present the rudiments of our randomization approach and discuss its generalizations
in Section 3.3.2. Finally, in Section 3.3.3, we present a distributed locally randomized SA scheme and provide
suitable convergence theory.
3.3.1 A randomized smoothing technique
In this part, we revisit a smoothing technique that has its roots in work by Steklov [70, 71] in 1907. Over
the years, it has been used by Bertsekas [3], Norkin [49] and more recently Lakshmanan and De Farias [40].
The following proposition in [3] presents this smoothing technique for a nondifferentiable convex function.
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Proposition 15. Let f : Rn → R be a convex function and consider the function f (x)
f (x) , E[f(x− ω)] ,
where ω belongs to the probability space (Rn, Bn, P ), Bn is the σ−algebra of Borel sets of Rn and P is a
probability measure on Bn which is absolutely continuous with respect to Lebesgue measure restricted on Bn.
Then, if E[f(x− ω)] <∞ for all x ∈ Rn, the function f  is everywhere differentiable.
This technique has been employed in a number of papers such as [24, 40, 78] to transform f into a smooth
function. In [40], authors consider a Gaussian distribution for the smoothing distribution and show that
when function f has bounded subgradients, the smooth function f  has Lipschitz gradients with a prescribed
Lipschitz constant. A challenge in that approach is that in some situations, function f may have a restricted
domain and not be defined for some realizations of the Gaussian random variable.
Motivated by this challenge, in [78], we consider the randomized smoothing technique using uniform
random variables defined on an n-dimensional ball centered on origin with radius  > 0. This approach is
called “locally randomized smoothing technique” and is used to establish a local smoothing SA algorithm for
solving stochastic convex optimization problems in [78]. We intend to extend this smoothing technique to the
regime of solving stochastic Cartesian variational inequality problems and exploit the Lipschitzian property
of the approximated mapping. In the following example, we demonstrate how the smoothing technique
works for a piecewise linear function.
3.3.2 Locally randomized techniques
Motivated by the smoothing technique described in previous part, we introduce two distributed smoothing
schemes where we simultaneously perturb the value of vectors xi with a random vector zi for i = 1, . . . , N .
The first scheme is called a multi-spherical randomized (MSR) scheme, where each random vector zi ∈ Rni
is uniformly distributed on the ni-dimensional ball centered at the origin with radius i. In the second
scheme, called a multi-cubic randomized (MCR) scheme, we let zi ∈ Rni be uniformly distributed on the
ni-dimensional cube centered at the origin with an edge length of 2i.
Now, consider a mapping F that is not necessarily Lipschitz. We begin by defining an approximation
F  : X → Rn as the expectation of F (x) when x is perturbed by a random vector z = (z1; . . . ; zN ).
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Specifically, F  is given by
F (x) ,

E[F1(x+ z)]
...
E[FN (x+ z)]
 for all x ∈ X, (3.24)
where F1, . . . , FN are coordinate-maps of F , z = (z1; . . . ; zN ) and the random vectors zi are given by MSR
or MCR scheme.
Multi-spherical randomized smoothing
Let us define Bn(x, ρ) ⊂ Rn as a ball centered at a point x with a radius ρ > 0. More precisely,
Bn(x, ρ) , {y ∈ Rn | ‖y − x‖ ≤ ρ}.
In this scheme, assume that for all i = 1, . . . , N random vector zi ∈ Bni(0, i) is uniformly distributed
and independent with respect to random vectors zj for j 6= i. For the approximation mapping F  to be
well-defined, F needs to be defined over the set XS given by
Xs , X +
N∏
i=1
Bni(0, i).
This means that Xs = {(x1 + z1, . . . , xN + zN )|x ∈ X, zi ∈ Rni , ‖zi‖ ≤ i for all i = 1, . . . , N}, where the
constants i > 0 are given values and  , (1, . . . , N ). Note that the subscript s stands for the MSR scheme.
This scheme is developed based on the following assumption.
Assumption 8. The mapping F : Xs → Rn is bounded over the set Xs. In particular, for every i = 1, . . . , N ,
there exists a constant Ci > 0 such that ‖Fi(x)‖ ≤ Ci for all x ∈ Xs.
Under this assumption, we will show that the smoothed mapping F  produced by the MSR scheme is
Lipschitz continuous over X and we will compute its Lipschitz constant. To do so, we make use of the
following lemma.
Lemma 14. Let z ∈ Rn be a random vector generated from a uniform density with zero mean over an
n-dimensional ball centered at the origin with a radius . Then, the following relation holds:
∫
Rn
|pu(z − x)− pu(z − y)|dz ≤ κ n!!
(n− 1)!!
‖x− y‖

for all x, y ∈ Rn,
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where κ = 1 if n is odd and κ = 2pi if n is even, n!! denotes double factorial of n, and pu is the probability
density function of random vector z given by
pu(z) =

1
cnεn
for z ∈ Bn(0, ),
0 otherwise,
(3.25)
where cn =
pi
n
2
Γ(n2 + 1)
, and Γ is the gamma function given by
Γ
(n
2
+ 1
)
=

(
n
2
)
! if n is even,
√
pi n!!
2(n+1)/2
if n is odd.
Proof. The result is shown within the proof of Lemma 8 in the extended version of [78]. 
We next provide the main result of this subsection, which establishes the Lipschitz continuity and bound-
edness properties of the approximation mapping F . It also provides the Lipschitz constant of F  for the
MSR scheme in terms of problem parameters.
Proposition 16 (Lipschitz continuity and boundedness of F  under the MSR scheme). Let Assumption 8
hold and define vector C , (C1, . . . , CN ). Then, for any  = (1, . . . , N ) > 0 we have the following:
(a) F  is bounded over the set X, i.e, ‖F (x)‖ ≤ ‖C‖ for all x ∈ X.
(b) F  is Lipschitz continuous over the set X. More precisely, we have
‖F (x)− F (y)‖ ≤
√
N‖C‖ max
j∈{1,...,N}
{
κj
nj !!
(nj − 1)!!
1
j
}
‖x− y‖ for all x, y ∈ X, (3.26)
where κj = 1 when nj is odd and κj =
2
pi when nj is even.
Proof. (a) We can bound the norm of F  as follows:
‖F (x)‖ =
√√√√ N∑
i=1
‖E[Fi(x+ z)] ‖2 ≤
√√√√ N∑
i=1
E[‖Fi(x+ z)‖2] ≤ ‖C‖,
where the first inequality follows from Jensen’s inequality and the second inequality is due to the boundedness
property imposed on F by Assumption 8.
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(b) From the definition of F  in relation (3.24) we have
‖F (x)− F (y)‖2 =
N∑
j=1
‖E[Fj(x+ z)− Fj(y + z)] ‖2 =
N∑
j=1
‖E[Fj(x+ z)− Fj(y + z)] ‖2.
We will add and subtract, sequentially, the values F (u) at the vectors u of the form (y1 + z1, . . . , yi−1 +
zi−1, xi + zi, . . . , xN + zN ) for i = 2, . . . , N . To keep the resulting expressions in a compact form, we use the
following notation. For an index set J ⊆ {1, . . . , N}, we let xJ , (xi)i∈J and x−J , (xi)i∈{1,...,N}−J . By
adding and subtracting the terms Fj((y + z){1,...,i}, (x+ z)−{1,...,i}) for all i, from the preceding relation we
obtain
‖F (x)− F (y)‖2 =
N∑
j=1
∥∥∥∥∥∥∥E
[
Fj(x+ z)− Fj((y + z){1}, (x+ z)−{1})
]︸ ︷︷ ︸
v1
+ E
[
Fj((y + z){1}, (x+ z)−{1})− Fj((y + z){1,2}, (x+ z)−{1,2})
]︸ ︷︷ ︸
v2
...
+ E
[
Fj((y + z){1,...,i−1}, (x+ z)−{1,...,i−1})− Fj((y + z){1,...,i}, (x+ z)−{1,...,i})
]︸ ︷︷ ︸
vi
...
+ E
[
Fj((y + z){1,...,N−2}, (x+ z)−{1,...,N−2})− Fj((y + z){1,...,N−1}, (y + z)−{1,...,N−1})
]︸ ︷︷ ︸
vN−1
+ E
[
Fj((y + z){1,...,N−1}, (x+ z)−{1,...,N−1})− Fj(y + z)
]︸ ︷︷ ︸
vN
∥∥∥∥∥∥∥
2
.
Considering the definition of the vectors v1, . . . , vN in the preceding relation, we have
‖F (x)− F (y)‖2 =
N∑
j=1
∥∥∥∥∥
N∑
i=1
vi
∥∥∥∥∥
2
≤ N
N∑
j=1
N∑
i=1
‖vi‖2,
where the inequality follows by the convexity of the squared-norm. By using the definitions of vi and
exchanging the order of summations in the preceding relation, we obtain
‖F (x)− F (y)‖2 ≤ N
N∑
j=1
∥∥E[Fj((x+ z){1}, (x+ z)−{1})− Fj((y + z){1}, (x+ z)−{1})]∥∥2︸ ︷︷ ︸
Term 1
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+N
N∑
i=2
N∑
j=1
∥∥E[Fj((y + z){1,...,i−1}, (x+ z)−{1,...,i−1})− Fj((y + z){1,...,i}, (x+ z)−{1,...,i})]∥∥2︸ ︷︷ ︸
Term i
. (3.27)
Next, we derive an estimate for Term 1. From our notation, it follows that for a vector x, x{1} = x1.
In the interest of brevity, in the following, for a vector x, we use x−1 , x−{1}. Recalling the definition of
pu in (3.25), we write
Term 1 =
N∑
j=1
∥∥∥∥∫
Rn1
Fj(x1 + z1, x−1 + z−1)pu(z1)dz1 −
∫
Rn1
Fj(y1 + z1, x−1 + z−1)pu(z1)dz1
∥∥∥∥2
=
N∑
j=1
∥∥∥∥∫
Rn1
Fj(s1, x−1 + z−1)pu(s1 − x1)ds1 −
∫
Rn1
Fj(t1, x−1 + z−1)pu(t1 − y1)dt1
∥∥∥∥2
=
N∑
j=1
∥∥∥∥∫
Rn1
E[Fj(t1, x−1 + z−1)] (pu(t1 − x1)− pu(t1 − y1))dt1
∥∥∥∥2 ,
where in the second equality s1 and t1 are given by s1 = x1 + z1 and t1 = y1 + z1. Using the triangle
inequality and Jensen’s inequality, we obtain
Term 1 ≤
N∑
j=1
(∫
Rn1
E[‖Fj(t1, x−1 + z−1)‖] |pu(t1 − x1)− pu(t1 − y1)|dt1
)2
.
By the definition of Fj and Assumption 8, the preceding relation yields
Term 1 ≤
N∑
j=1
(∫
Rn1
Cj |pu(t1 − x1)− pu(t1 − y1)|dt1
)2
≤
 N∑
j=1
C2j
(κ1 n1!!
(n1 − 1)!!
1
1
‖x1 − y1‖
)2
,
where the last inequality is obtained using Lemma 14. Similarly, we may find estimates for the other terms
in relation (3.27). Therefore, from relation (3.27) we may conclude that
‖F (x)− F (y)‖2 ≤ N
 N∑
j=1
C2j
 N∑
i=1
(
κi
ni!!
(ni − 1)!!
1
i
‖xi − yi‖
)2
≤ N
 N∑
j=1
C2j
( max
t=1,...,N
κt
nt!!
(nt − 1)!!
1
t
)2 N∑
i=1
‖xi − yi‖2
= N‖C‖2
(
max
t=1,...,N
κt
nt!!
(nt − 1)!!
1
t
)2
‖x− y‖2.
69
Therefore, we have
‖F (x)− F (y)‖ ≤
√
N‖C‖ max
t∈{1,...,N}
{
κt
nt!!
(nt − 1)!!
1
t
}
‖x− y‖.

Remark 6. The MSR scheme is a generalization of the local randomization smoothing scheme presented in
[78]. Note that when N = 1, the Lipschitz constant given in Proposition 16b is precisely the constant given
by Lemma 8 in [78].
Multi-cubic randomized smoothing scheme
We begin by defining Cn(x, ρ) ⊂ Rn as a cube centered at a point x with the edge length 2ρ > 0 where the
edges are along the coordinate axes. More precisely,
Cn(x, ρ) , {y ∈ Rn | ‖y − x‖∞ ≤ ρ}.
In the MCR scheme, we assume that for any i = 1, . . . , N , the random vector zi is uniformly distributed on
the set Cni(0, i) and is independent of the other random vectors zj for j 6= i. For the mapping F we will
assume that it is well-defined over the set Xc given by
Xc , X +
N∏
i=1
Cni(0, i),
where i > 0 are given values and  , (1, . . . , N ), while the subscript c stands for the MCR scheme. We
investigate the properties of F  for this smoothing scheme under the following basic assumption.
Assumption 9. The mapping F : Xc → Rn is bounded over the set Xc . Specifically, for every i = 1, . . . , N ,
there exists a constant C ′i > 0 such that ‖Fi(x)‖ ≤ C ′i for all x ∈ Xc .
The following lemma provides a simple relation that will be important in establishing the main property
of the density function used in the MCR scheme.
Lemma 15. Let the vector p ∈ Rm be such that 0 ≤ pi ≤ 1 for all i = 1, . . . ,m. Then, we have
1−
m∏
i=1
(1− pi) ≤ ‖p‖1.
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Proof. We use induction on m to prove this result. For m = 1, we have 1 −∏mi=1(1 − pi) = p1 = ‖p‖1,
implying that the result holds for m = 1. Let us assume that 1−∏mi=1(1−pi) ≤ ‖p‖1 holds for m. Therefore,
we have
m∏
i=1
(1− pi) ≥ 1−
m∑
i=1
pi.
Multiplying both sides of the preceding relation by (1− pm+1), we obtain
m+1∏
i=1
(1− pi) ≥ (1−
m∑
i=1
pi)(1− pm+1) = 1−
m+1∑
i=1
pi + pm+1
m∑
i=1
pi ≥ 1−
m+1∑
i=1
pi.
Hence,
∏m+1
i=1 (1− pi) ≥ 1−
∑m+1
i=1 pi which implies that the result holds for m+ 1. Therefore, we conclude
that the result holds for any integer m ≥ 1. 
The following result is crucial for establishing the properties of the approximation F  obtained by the
MCR smoothing scheme.
Lemma 16. Let z ∈ Rn be a random vector with a zero-mean uniform density over an n-dimensional cube∏N
i=1 Cni(0, i) for i > 0 for all i. Let the function pc : Rn → R be the probability density function of the
random vector z:
pc(z) =

1
2n
∏N
i=1 
ni
i
for z ∈∏Ni=1 Cni(0, i),
0 otherwise.
Then, the following relation holds:
∫
Rn
|pc(u− x)− pc(u− y)|du ≤
√
n
min
1≤i≤N}
{i}‖x− y‖ for all x, y ∈ R
n.
Proof. Let x, y ∈ Rn be arbitrary. To simplify the notation, we define sets Sx =
∏N
i=1 Cni(xi, i) and
Sy =
∏N
i=1 Cni(yi, i). We consider, separately, the case when the cubes Sx and Sy do not intersect, and the
case when they do intersect. Before we proceed, we prove the following relation
Sx ∩ Sy 6= ∅ if and only if ‖xi − yi‖∞ ≤ 2i for all i = 1, . . . , N. (3.28)
To prove relation (3.28), suppose that the two cubes have nonempty intersection and let u be in the inter-
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section, i.e., u ∈ Sx ∩ Sy. Then, by the triangle inequality, we have for all i = 1, . . . , N ,
‖xi − yi‖∞ ≤ ‖xi − ui‖∞ + ‖ui − yi‖∞ ≤ 2i,
where the last inequality follows from the fact that u belongs to each of the two cubes. Thus, when
Sx ∩Sy 6= ∅, we have ‖xi− yi‖∞ ≤ 2i for all i. Conversely, suppose now that ‖xi− yi‖∞ ≤ 2i holds for all
i = 1, . . . , N. Let u¯ = (x+ y)/2, and note that by the convexity of the norm ‖ · ‖∞, we have
‖u¯i − xi‖∞ =
∥∥∥∥y − x2
∥∥∥∥
∞
≤ 1
2
‖yi − xi‖∞ ≤ i for all i.
Thus, it follows that u¯ ∈ Sx. Similarly, we find that ‖u¯i − yi‖∞ ≤ i for all i, which implies that u¯ ∈ Sy.
Hence, u¯ ∈ Sx ∩ Sy, thus showing that the two cubes have a nonempty intersection.
Y 
X 
Z 
y 
x 
2ε 
(a) MCR scheme
Z 
Y 
X 
x 
y 
2ε 
(b) MSR scheme
Figure 3.1: Calculating the Lipschitz constant in the locally randomized schemes.
We now consider the integral
∫
Rn |pc(u− x)− pc(u− y)|du for the cases when the cubes do not intersect
and when they do intersect.
Case 1: Sx ∩ Sy = ∅. In this case, we have
∫
Sx
|pc(u− x)− pc(u− y)|du =
∫
Sx
pc(u− x)du,∫
Sy
|pc(u− x)− pc(u− y)|du =
∫
Sy
pc(u− y)du.
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Consequently
∫
Rn
|pc(u− x)− pc(u− y)|du =
∫
Sx
pc(u− x)du+
∫
Sy
pc(u− y)du = 2. (3.29)
By relation (3.28), there must exist some index i∗ ∈ {1, . . . , N} such that ‖xi∗ − yi∗‖∞ > 2i∗ . Since
‖x− y‖∞ ≥ ‖xi∗ − yi∗‖∞, it follows that ‖x−y‖∞min1≤i≤N{i} > 2. Using the relationship ‖u‖∞ ≤ ‖u‖ between the
infinity-norm and the Euclidean norm, we obtain ‖x−y‖min1≤i≤N{i} > 2. Therefore, using (3.29), we have∫
Rn
|pc(u− x)− pc(u− y)|du < 1
min
1≤i≤N
{i}‖x− y‖. (3.30)
Case 2: Sx ∩ Sy 6= ∅. Then, we may decompose the integral as follows:
∫
Rn
|pc(u− x)− pc(u− y)|du =
∫
Sx∩Sy
|pc(u− x)− pc(u− y)|du+
∫
Scx∩Scy
|pc(u− x)− pc(u− y)|du
+
∫
Sx\Sy
|pc(u− x)− pc(u− y)|du+
∫
Sy\Sx
|pc(u− x)− pc(u− y)|du.
Note that the first two integrals on the right hand side of the preceding equality are zero since pc(u− x) =
pc(u− y) in the corresponding regions. Figure 3.1a illustrates this observation2. Therefore, we have
∫
Rn
|pc(u− x)− pc(u− y)|du =
∫
Sx\Sy
pc(u− x)du+
∫
Sy\Sx
pc(u− y)du = 2 1
2n
∏N
i=1 
ni
i
∫
Sx\Sy
du.
Note that the value 2n
∏N
i=1 
ni
i is the volume of the cube Sx, denoted by vol(Sx). Similarly, the integral∫
Sx\Sy du is equal to the volume of the set Sx \ Sy. Thus, we can write
∫
Rn
|pc(u− x)− pc(u− y)|du = 2vol(Sx \ Sy)
vol(Sx)
= 2
vol(Sx)− vol(Sx ∩ Sy)
vol(Sx)
= 2
(
1− vol(Sx ∩ Sy)
vol(Sx)
)
.
It can be seen that
vol(Sx ∩ Sy) =
N∏
i=1
ni∏
j=1
(2i − |xi(j)− yi(j)|),
where w(j) denotes the j-th coordinate value of a vector w. Therefore, from the preceding two relations and
2Figure 3.1b provides a similar graphic for the MSR scheme.
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vol(Sx) = 2
n
∏N
i=1 
ni
i we find that
∫
Rn
|pc(u− x)− pc(u− y)|du = 2
1− 1
2n
∏N
i=1 
ni
i
 N∏
i=1
ni∏
j=1
(2i − |xi(j)− y(j)|)

= 2
1− N∏
i=1
ni∏
j=1
(
1− |xi(j)− yi(j)|
2i
) . (3.31)
Since the cubes Sx and Sy do intersect, by relation (3.28) there must hold ‖xi− yi‖∞ ≤ 2i for all i. Hence.
0 ≤ |xi(j)−yi(j)|2i ≤ 1 for all i. Now, invoking Lemma 15, from (3.31) we obtain
∫
Rn
|pc(u− x)− pc(u− y)|du ≤ 2
N∑
i=1
ni∑
j=1
|xi(j)− yi(j)|
2i
=
N∑
i=1
‖xi − yi‖1
i
≤
N∑
i=1
√
ni
i
‖xi − yi‖,
where in the last inequality we used the relation between ‖ · ‖1 and the Euclidean norm. Using Ho¨lder’s
inequality, we have
N∑
i=1
√
ni
i
‖xi − yi‖ ≤
√√√√ N∑
i=1
ni
2i
‖x− y‖ ≤
√
n
min
1≤i≤N
{i}‖x− y‖,
implying that
∫
Rn
|pc(u− x)− pc(u− y)|du ≤
√
n
min
1≤i≤N}
{i}‖x− y‖. (3.32)
By combining (3.34), (3.30), and (3.32), and using the fact n ≥ 1, we obtain the desired result. 
Analogous to Proposition 16, the next proposition derives the Lipschitz constant and boundedness prop-
erties of the approximation F  under the MCR scheme.
Proposition 17 (Lipschitz continuity and boundedness of F  under the MCR scheme). Let Assumption 9
hold and define vector C ′ , (C ′1, . . . , C ′N ). Then, for any  = (1, . . . , N ) > 0 we have the following:
(a) F  is bounded over the set X, i.e., ‖F (x)‖ ≤ ‖C ′‖ for all x ∈ X.
(b) F  is Lipschitz over the set X. More precisely, we have
‖F (x)− F (y)‖ ≤
√
n‖C ′‖
minj=1,...,N{j}‖x− y‖ for all x, y ∈ X. (3.33)
Proof. (a) This result can be shown in a similar fashion to the proof of Proposition 16a.
(b) Since the random vector zi is uniformly distributed on the set Cni(0, i) for each i = 1, . . . , N , the
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random vector z = (z1; . . . ; zN ) is uniformly distributed on the set
∏N
i=1 Cni(0, i). By the definition of the
approximation F  in (3.24), it follows that for any x, y ∈ X,
‖F (x)− F (y)‖ =
∥∥∥∥∫
Rn
F (x+ z)pc(z)dz −
∫
Rn
F (y + z)pc(z)dz
∥∥∥∥
=
∥∥∥∥∫
Rn
F (u)pc(u− x)du−
∫
Rn
F (v)pc(v − y)dv
∥∥∥∥
=
∥∥∥∥∫
Rn
F (u)(pc(u− x)− pc(u− y))du
∥∥∥∥
≤
∫
Rn
‖F (u)‖|pc(u− x)− pc(u− y)|du,
where in the second equality we let u = x+ z and v = y + z, while the inequality follows from the triangle
inequality. Invoking Assumption 9 we obtain
‖F (x)− F (y)‖ ≤ ‖C ′‖
∫
Rn
|pc(u− x)− pc(u− y)|du. (3.34)
The desired relation follows from relation (3.34) and Lemma 16. 
3.3.3 A distributed locally randomized SA scheme
The locally randomized schemes presented in Section 3.3.2 facilitate the construction of a distributed locally
randomized SA scheme. Consider the Cartesian stochastic variational inequality problem VI(X,F ) given
in (3.24) where the mapping F is not necessarily Lipschitz. In this section, we assume that the conditions
of the MSR scheme are satisfied, i.e., for all i = 1, . . . , N , the random vector zi is uniformly distributed over
the set ∈ Bni(0, i) independently from the other random vectors zj for j 6= i, and the mapping F in (3.1)
is defined over the set Xs . Let the sequence {xk} be given by
xk+1,i = ΠXi (xk,i − γk,iΦi(xk + zk, ξk)) , (3.35)
for all k ≥ 0 and i = 1, . . . , N , where γk,i > 0 denotes the stepsize of the i-th agent at iteration k,
xk = (xk,1;xk,2; . . . ;xk,N ), and zk = (zk,1; zk,2; . . . ; zk,N ). The following proposition proves the almost-sure
convergence of the iterates generated by algorithm (3.35) to the solution of the approximation VI(X,F ). In
this result, we proceed to show that the approximation does indeed satisfy the assumptions of Proposition 12
and convergence can then be immediately claimed. We define F ′k, the history of the method up to time k,
as
F ′k , {x0, z0, ξ0, z1, ξ1, . . . , zk−1, ξk−1},
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for k ≥ 1 and F ′0 = {x0}. We assume that, at any iteration k, the vectors zk and ξk in (3.35) are independent
given the history F ′k.
Proposition 18 (Almost-sure convergence of locally randomized DASA scheme). Let Assumptions 5a, 7,
and 8 hold, and suppose that mapping F is strongly monotone on the set Xs with a constant η > 0. Also,
assume that, for each i = 1, . . . , N , there exists a constant νi > 0 such that
E
[‖Φi(xk + zk, ξk)− Fi(xk + zk)‖2 | F ′k] ≤ ν2i a.s. for all k. (3.36)
Then, the sequence {xk} generated by algorithm (3.35) converges almost surely to the unique solution of
VI(X,F ).
Proof. Define random vector ξ′ , (z1; z2; . . . ; zN ; ξ), allowing us to rewrite algorithm (3.35) as follows:
xk+1,i = ΠXi
(
xk,i − γk,i(F i (xk) + w′k,i)
)
,
w′k,i , Φi(xk + zk, ξk)− F i (xk).
(3.37)
To prove convergence of the iterates produced by (3.37), it suffices to show that the conditions of Proposi-
tion 12 are satisfied for the set X, the mapping F , and the stochastic errors w′k,i.
(i) Since Assumption 8 holds, Proposition 16b implies that the mapping F  is Lipschitz over the set X with
the constant
√
N‖C‖max1≤j≤N{κj nj !!(nj−1)!! 1j }. Thus, Assumption 5b holds for the mapping F .
(ii) Next, we show that the mapping F  is strongly monotone over X. Since the mapping F is strongly
monotone over the set Xs with a constant η > 0, for any u, v ∈ Xs , we have
(u− v)T (F (u)− F (v)) ≥ η‖u− v‖2.
Therefore, for any x, y ∈ X and any realization of the random vector z, the vectors x+z and y+z belong to
the set Xs . Consequently, by defining u , x+ z and v , y+ z, respectively, and nothing that u− v = x− y,
from the previous relation we obtain
(x− y)T (F (x+ z)− F (y + z)) ≥ η‖x− y‖2.
Taking expectations on both sides, it follows that
(x− y)T (E[F (x+ z)]− E[F (y + z)]) ≥ η‖x− y‖2,
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which implies that F  is strongly monotone over the set X with the constant η.
(iii) The last step of the proof entails showing that the stochastic errors w′k , (wk,1;wk,2; . . . ;wk,N ) are well-
defined, i.e., E[w′k | F ′k] = 0 and that Assumption 6 holds with respect to the stochastic error w′k. Consider
the definition of w′k,i in (3.37). Taking conditional expectations on both sides, we have for all i = 1, . . . , N
E
[
w′k,i | F ′k
]
= Ez[Φi(xk + zk, ξk)]− F i (xk) = E[Fi(xk + zk)]− F i (xk) = F i (xk)− F i (xk) = 0,
where the last equality is obtained using the definition of F  in (3.24). Consequently, it suffices to show
that the condition of Assumption 6 holds. This may be expressed as follows:
E
[‖w′k‖2 | F ′k] = E
[
N∑
i=1
‖w′k,i‖2 | F ′k
]
= Ez
[
N∑
i=1
‖Φi(xk + zk, ξk)− F i (xk)‖2 | F ′k
]
.
By adding and subtracting Fi(xk + zk) we obtain
E
[‖w′k‖2 | F ′k] ≤2Ez
[
N∑
i=1
(‖Φi(xk + zk, ξk)− Fi(xk + zk)‖2 + ‖Fi(xk + zk)− F i (xk)‖2) | F ′k
]
=2
N∑
i=1
E
[
E
[‖Φi(xk + zk, ξk)− Fi(xk + zk)‖2 | F ′k, zk] | F ′k]
+ 2
N∑
i=1
E
[
(‖Fi(xk + zk)‖2 − ‖F i (xk)‖2) | F ′k
]
,
where the last term is obtained from the following relation:
E
[
Fi(xk + zk)
TF (xk) | F ′k
]
= E
[
Fi(xk + zk)
TF (xk) | xk
]
= ‖F (xk)‖2.
Using the assumption on the errors given in (3.36), we further obtain
E
[‖w′k‖2 | F ′k] ≤ 2 N∑
i=1
ν2i + 2
N∑
i=1
E
[
(‖Fi(xk + zk)‖2 − ‖F i (xk)‖2) | F ′k
]
. (3.38)
Furthermore, we have
N∑
i=1
E
[
(‖Fi(xk + zk)‖2 − ‖F i (xk)‖2) | F ′k
] ≤ N∑
i=1
E
[‖Fi(xk + zk)‖2 | F ′k] ≤ C2, (3.39)
where we use the fact xk + zk ∈ Xs and the assumption that Fi is uniformly bounded over the set Xs
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(cf. Assumption 8). Relations (3.38)–(3.39) imply that the stochastic errors {w′k} satisfy Assumption 6.
Thus, the conditions of Proposition 12 are satisfied for the set X, the mapping F , and the stochastic errors
w′k,i and the convergence result follows. 
The distributed locally randomized SA scheme produces a solution that is an approximation to the true
solution. A natural question is whether the sequence of approximations tends to the solution of VI(X,F )
as , the size of the support of the randomization, tends to zero. The following proposition resolves this
question in the affirmative.
Proposition 19. Let Assumption 5a hold, and suppose that mapping F is a continuous and strongly mono-
tone over the set Xs. Let x
 and x∗ denote the solution of VI(X,F ) and VI(X,F ), respectively. Then
x → x∗ when → 0.
Proof. As showed in the proof of Proposition 18, F  is also strongly monotone over the set X with constant
η. Since set X is assumed to be closed and convex, the definition of Xs implies that X

s is also closed and
convex. Thus, the existence and uniqueness of the solution to VI(X,F ), as well as VI(X,F ), is guaranteed
by Theorem 2.3.3 of [22].
Let  = (1, 2, . . . , N ) with i > 0 for all i be arbitrary, and let x
 denote the solution to VI(X,F ). Let
x∗ be the solution to VI(X,F ). Thus, since x is the solution to VI(X,F ), we have (x∗ − x)TF (x) ≥ 0.
Similarly, since x∗ is the solution to VI(X,F ), we have (x − x∗)TF (x∗) ≥ 0. Adding the preceding two
inequalities, we obtain for any k ≥ 0,
(x∗ − x)T (F (x)− F (x∗)) ≥ 0.
Adding and subtracting the term F (x∗), we have
(x∗ − x)T (F (x)− F (x∗)) + (x∗ − x)T (F (x∗)− F (x∗)) ≥ 0,
implying that
(x∗ − x)T (F (x∗)− F (x∗)) ≥ (x∗ − x)T (F (x∗)− F (x)) ≥ η‖x∗ − x‖2,
where the last inequality follows by the strong monotonicity of the mapping F . By invoking the Cauchy-
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Schwartz inequality, we obtain
‖F (x∗)− F (x∗)‖ ≥ η‖x∗ − x‖. (3.40)
Next, we show that lim→0 F (x∗) = F (x∗). By the definition of F  and Jensen’s inequality, we have
‖F (x∗)− F (x∗)‖ = ‖E[F (x∗ + z)− F (x∗)] ‖ ≤ E[‖F (x∗ + z)− F (x∗)‖] . (3.41)
Then, the expectation on the right-hand side can be expressed as follows:
E[‖F (x∗ + z)− F (x∗)‖] =
∫
Rn1
. . .
∫
RnN
‖F (x∗ + z)− F (x∗)‖
(
N∏
i=1
pu(zi)
)
dz1 · · · dzN
=
∫
Bn1 (0,1)
. . .
∫
BnN (0,N )
‖F (x∗ + z)− F (x∗)‖
(
N∏
i=1
pu(zi)
)
dz1 · · · dzN , (3.42)
where the second equality is a consequence of the definition of the random vector z. Let δ > 0 be an arbitrary
fixed number. By the continuity of F over Xs , there exists a δ
′ > 0, such that if ‖(x∗ + z)− x∗‖ ≤ δ′, then
‖F (x∗ + z) − F (x∗)‖ ≤ δ. Therefore, for all  = (1, 2, . . . , N ) with ‖‖ ≤ δ′ we have ‖z‖ ≤ ‖‖ ≤ δ′ for
z ∈ ∏Ni=1Bni(0, i), which is equivalent to ‖(x∗ + z) − x∗‖ ≤ δ′. Hence, ‖F (x∗ + z) − F (x∗)‖ ≤ δ for all
z ∈ ∏Ni=1Bni(0, i) with i such that ‖‖ ≤ δ′. Thus, using (3.41) and (3.42), for any  = (1, . . . , N ) with
‖‖ ≤ δ′, we have
‖F (x∗)− F (x∗)‖ ≤ δ
∫
Bn1 (0,k,1)
. . .
∫
BnN (0,k,N )
(
N∏
i=1
pu(zi)
)
dzk,1 . . . dzk,N = δ.
Since δ > 0 was arbitrary, we conclude that lim→0 ‖Fk(x∗)− F (x∗)‖ = 0. Therefore, taking limits on both
sides of inequality (3.40), we obtain lim→0 ‖x∗ − xk‖ = 0. 
Remark 7. Note that the results of Proposition 18 and Proposition 19 hold when the random vector z fits
the conditions of the MCR scheme.
3.4 Concluding Remarks
We considered the solution of strongly monotone Cartesian stochastic variational inequality problems through
stochastic approximation schemes. Motivated by the naive stepsize rules employed in most SA implemen-
tations, we developed a recursive rule that adapts to problem parameters such as the Lipschitz and mono-
79
tonicity constants of the map and ensures almost-sure convergence of the iterates to the unique solution.
An extension to the distributed multi-agent regime was provided. A shortcoming of this approach is the re-
liance on the availability of a Lipschitz constant. This motivated the construction of two locally randomized
techniques to cope with instances where the mapping is either not Lipschitz or estimating the parameter
is challenging. In each of these techniques, we showed that an approximation of the original mapping is
Lipschitz continuous with a prescribed constant. We utilize these techniques in developing a distributed
locally randomized adaptive steplength SA scheme where we perturbed the mapping at each iteration by
a uniform random variable over a prescribed distribution. It was shown that this scheme produces iterates
that converge to a solution of an approximate problem, and the sequence of approximate solutions converge
to the unique solution of the original stochastic variational problem.
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Chapter 4
Monotone Stochastic Variational
Inequality problems
Given a set X ⊂ Rn and a mapping F : X → Rn, the variational inequality problem (cf. [22, 61]), denoted
by VI(X,F ), requires a vector x∗ ∈ X such that F (x∗)T (x−x∗) ≥ 0, for all x ∈ X. We consider a stochastic
generalization of this problem in which the components of the map contain expectations. We are interested
in solving VI(X,F ) where mapping F : X → Rn represents the expected value of a stochastic mapping
Φ : X ×Ω→ Rn, i.e., F (x) , E[Φ(x, ξ)] where ξ : Ω→ Rd is a d−dimensional random variable and with the
probability space (Ω,F ,P). Consequently, x∗ ∈ X solves VI (X,F ) if
E[Φ(x∗, ξ)]T (x− x∗) ≥ 0, for any x ∈ X.
While SVIs are a natural extension of their deterministic variational inequalities, generally deterministic
schemes cannot be applied directly unless the expectation of the mapping can be efficiently computed. Our
interest in this chapter is pertaining to finding a exact solution to such problems when the expectations
are unavailable in a closed form. While SA methods have been extensively used in stochastic optimization
regime [20, 38, 15], Jiang and Xu have recently introduced employing SA schemes for solving SVIs [27]. They
considered the SVI problem with a strongly monotone and Lipschitz mapping over a closed and convex set
and provided global convergence results. In an extension of that work, a regularized SA method is developed
for solving SVIs with a merely monotone and Lipschitz mapping [35]. In such a scheme, Lipschitz property
of the mapping is still required. The main motivation of this work lies in addressing ill-posed SVIs where
both the strong monotonicity and Lipschitz property of F are either unavailable or cannot be shown.
The rest of this chapter is organized as follows. Section 4.1 describes our proposed SA method and
the main assumptions of the problem. Section 4.2 gives the main theoretical results and properties of the
proposed SA method. In particular, the almost-sure convergence of the algorithm is provided. In section
4.3, we focus on analyzing the convergence rate of the algorithm and derive a bound for a particular error
of the scheme.
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4.1 Algorithm Outline
We consider the following algorithm where the sequence {xk} is generated by
xk+1 = ΠX (xk − γk(F (xk + zk) + ηkxk + wk)) ,
wk , Φ(xk + zk, ξk)− F (xk + zk), (4.1)
where {γk} is the stepsize sequence, {ηk} is the regularization sequence, zk ∈ Rn is a uniform random
variable over the n-dimensional ball centered at the origin with radius k for any k ≥ 0, and x0 ∈ X is a
random initial vector that is independent of the random variable ξ and such that E
[‖x0‖2] < ∞. To have
a well defined Φ in algorithm (4.1), we define the set X as X , X + Bn(0, ) where the scalar  > 0 is
an upper bound of the sequence {k} and Bn(y, ρ) is defined as the ball centered at point y with radius ρ,
i.e. Bn(y, ρ) = {x ∈ Rn | ‖x − y‖ ≤ ρ}. We let Fk denote the history of the method up to time k, i.e.,
Fk = {x0, ξ0, ξ1, . . . , ξk−1, z1, . . . , zk−1} for k ≥ 1 and F0 = {x0}. Our first set of assumptions is on the
properties of the set X, the mapping F , and random variables.
Assumption 10. Let the following hold:
(a) The set X ⊂ Rn is closed, bounded, and convex;
(b) Φ(x, ξ) is a monotone and continuous mapping over the set X with respect to x for any ξ ∈ Ω;
(c) SOL(X,F ) 6= ∅, i.e., there exists an x∗ ∈ X such that (x− x∗)TE[Φ(x∗, ξ)] ≥ 0, for all x ∈ X;
(d) Random variables zi and ξj are both i.i.d and independent from each other for any i, j ≥ 0.
Remark 8. Boundedness of the set X implies that there exists M > 0 for which ‖x‖ ≤ M for any x ∈ X.
Moreover, an immediate consequence of continuity of the mapping Φ over the bounded set X is that there
exists C > 0 for which ‖Φ(x, ξ)‖ ≤ C for any x ∈ X. Taking expectations on both sides of the preceding
inequality and using the Jensen’s Inequality, we have ‖F (x)‖ ≤ C for any x ∈ X.
4.2 Almost-sure Convergence
In this section, we present the main results of algorithm (4.1). After stating the main assumptions on the
stepsize, regularization, and smoothing sequences, we establish the convergence result by presenting different
properties of the algorithm.
Assumption 11. Let the following hold:
(a) {γk}, {ηk}, and {k} are positive sequences for k ≥ 0 converging to zero;
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(b) There exists K1 ≥ 0 such that γkηk2k ≤ 0.5
(
(n−1)!!
n!!κC
)2
for any k ≥ K1;
(c) There exists K2 ≥ 0 such that k ≤  for any k ≥ K2;
(d)
∑∞
k γkηk =∞;
(e)
∑∞
k γ
2
k <∞;
(f)
∑∞
k
1
η2k−1ηkγk
(
1− min{k,k−1}max{k,k−1}
)2
<∞;
(g)
∑∞
k
1
ηkγk
(
1− ηkηk−1
)2
<∞;
(h) limk→∞ γkηk = 0;
(i) limk→∞ 1η2kγk
(
1− min{k,k−1}max{k,k−1}
)
= 0;
(j) limk→∞ 1ηkγk
∣∣∣1− ηkηk−1 ∣∣∣ = 0.
Remark 9. Later in Lemma 20, we provide a feasible choice for the sequences {γk}, {ηk}, and {k} that
satisfies the conditions of Assumption 11.
Next, we present some properties of the stochastic errors wk defined by (4.1).
Lemma 17. [Properties of the stochastic errors] Consider algorithm (4.1) and suppose Assumptions 10(b)
and (d) hold. Then, the stochastic error wk satisfies the following relations for any k ≥ 0:
Eξ[wk | Fk] = 0 for any realization of zk and E
[‖wk‖2 | Fk] ≤ C2.
Proof. Let us assume that k ≥ 0 is fixed. The definition of wk in (4.1) implies that
Eξ[wk | Fk] = Eξ[Φ(xk + zk, ξk) | Fk]− F (xk + zk) = F (xk + zk)− F (xk + zk) = 0,
where we used the independence of zk and ξk. To show the second inequality, we may write
E
[‖wk‖2 | Fk] = E[‖Φ(xk + zk, ξk)− F (xk + zk)‖2 | Fk]
= E
[‖Φ(xk + zk, ξk)‖2 | Fk]+ E[‖F (xk + zk)‖2 | Fk]− 2E[Φ(xk + zk, ξk)TF (xk + zk) | Fk] .
Since zk and ξk are independent random variables (Assumption 10(b)), we can write
E
[
Φ(xk + zk, ξk)
TF (xk + zk) | Fk
]
= Ez
[
Eξ[Φ(xk + zk, ξk) | Fk]T F (xk + zk) | Fk
]
= E
[‖F (xk + zk)‖2 | Fk] .
From the two preceding relations and the definition of C in Remark 8, we obtain the desired result. 
Next, we present a Lemma stating that the local smoothing technique preserves monotonicity.
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Lemma 18. Suppose mapping F : X → Rn is monotone over the set X. For k ≥ 0, consider mappings
Fk : X → R where Fk(x) = E[F (x+ zk)] and zk ∈ Rn is a uniform random variable defined on an n-
dimensional ball with radius k > 0 where k ≤  for k ≥ 0. Then, the mapping Fk is monotone over the set
X.
Proof. Since F is monotone over X we have that
(a− b)T (F (a)− F (b)) ≥ 0, for all a, b ∈ X.
Therefore, for choice of x+ zk and y + zk in X
, we have that
((x+ zk)− (y + zk))T (F (x+ zk)− F (y + zk)) ≥ 0, for all x, y ∈ X.
It follows that
(x− y)T (F (x+ zk)− F (y + zk)) ≥ 0, for all x, y ∈ X.
Now, taking expectations on both sides of the preceding relation, the monotonicity of Fk follows from
(x− y)T (Fk(x)− Fk(y)) ≥ 0, for all x, y ∈ X.

Remark 10. Lemma 18 implies that the mapping Fk + ηkI is strongly monotone. When the set X is closed
and convex, Theorem 2.3.3 of [22] indicates that VI(X,Fk + ηkI) has a unique solution. Throughout this
chapter, we let the sequence {sk} be defined such that sk is the unique solution of VI(X,Fk + ηkI) for k ≥ 0,
where Fk : X → Rn is defined by Fk(x) = E[F (x+ zk)].
The following proposition, presents a bound on the rate ‖sk − sk−1‖, convergence of {sk}, and the
Lipschitzian property of the approximate mapping Fk.
Proposition 20. [Convergence of {sk} and Lipschitzian property of Fk] Suppose Assumption 10 holds.
Consider the sequence {sk} such that sk ∈ SOL(X,Fk + ηkI) for k ≥ 0, where k ≤  for any k ≥ 0. Then,
(a) For any k ≥ 1, ‖sk − sk−1‖ ≤ 2nCηk−1
(
1− min{k,k−1}max{k,k−1}
)
+ M
∣∣∣1− ηkηk−1 ∣∣∣, where M and C are the norm
bounds on the set X the mapping F respectively (Remark 8).
(b) Suppose SOL(X,F ) 6= ∅ and let the sequences {ηk} and {k} go to zero. Then limk→∞ sk = x∗, where
x∗ is a solution of VI(X,F ).
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(c) For any k ≥ 0, the mapping Fk is Lipschitz over the set X with the parameter κ n!!(n−1)!! C , where κ = 1
if n is odd and κ = 2pi otherwise.
Proof. (a) Suppose k ≥ 1 is fixed. Since sk ∈ SOL(X,Fk + ηkI) and sk−1 ∈ SOL(X,Fk−1 + ηk−1I),
(sk−1 − sk)T (Fk(sk) + ηksk) ≥ 0 and (sk − sk−1)T (Fk−1(sk−1) + ηk−1sk−1) ≥ 0.
Adding the preceding relations, yields (sk−1− sk)T (Fk(sk)−Fk−1(sk−1) + ηksk− ηk−1sk−1) ≥ 0. By adding
and subtracting Fk−1(sk) + ηk−1sk, we obtain that
(sk−1 − sk)T (Fk(sk)− Fk−1(sk)) + (sk−1 − sk)T (Fk−1(sk)− Fk−1(sk−1))
+ (ηk − ηk−1)(sk−1 − sk)T sk − ηk−1‖sk − sk−1‖2 ≥ 0.
By monotonicity of Fk−1, ηk−1‖sk− sk−1‖2 ≤ (sk−1− sk)T (Fk(sk)−Fk−1(sk)) + (ηk− ηk−1)(sk−1− sk)T sk.
By the Cauchy-Schwartz inequality and the definition of M , we obtain
ηk−1‖sk − sk−1‖ ≤ ‖Fk(sk)− Fk−1(sk)‖+M |ηk−1 − ηk|. (4.2)
Let pu denote the probability density function of the random vector z and suppose it is given by pu(z) , 1cnεn
fro any z ∈ Bn(0, ), where cn , pi
n
2
Γ(n2 +1)
. In the following, we estimate the term ‖Fk(sk)−Fk−1(sk)‖. First,
let us consider the case k ≤ k−1.
‖Fk(sk)− Fk−1(sk)‖ =
∥∥∥∥∫
Rn
F (sk + zk)pu(zk)dzk −
∫
Rn
F (sk + zk−1)pu(zk−1)dzk−1
∥∥∥∥
=
∥∥∥∥∥
∫
‖z‖<k
F (sk + z)
1
cnnk
dz −
∫
‖z‖<k−1
F (sk + z)
1
cnnk−1
dz
∥∥∥∥∥
=
∥∥∥∥∥
∫
‖z‖<k
F (sk + z)
1
cnnk
dz −
(∫
‖z‖<k
F (sk + z)
1
cnnk−1
dz +
∫
k≤‖z‖<k−1
F (sk + z)
1
cnnk−1
dz
)∥∥∥∥∥
≤
∥∥∥∥∥
∫
‖z‖<k
F (sk + z)
(
1
cnnk
− 1
cnnk−1
)
dz
∥∥∥∥∥+
∥∥∥∥∥
∫
k≤‖z‖<k−1
F (sk + z)
1
cnnk−1
dz
∥∥∥∥∥
≤
∫
‖z‖<k
‖F (sk + z)‖
∣∣∣∣ 1cnnk − 1cnnk−1
∣∣∣∣ dz + ∫
k≤‖z‖<k−1
‖F (sk + z)‖ 1
cnnk−1
dz,
where in the third equality we used {z ∈ Rn | ‖z‖ < k−1} = {z ∈ Rn | ‖z‖ < k} ∪ {z ∈ Rn | k ≤
‖z‖ < k−1} when k ≤ k−1, and in the last two inequalities we made use of the triangle inequality and the
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Jensen’s inequality respectively. By the definition of C in Remark 8, we obtain
‖Fk(sk)− Fk−1(sk)‖ ≤ C
∫
‖z‖<k
∣∣∣∣ 1cnnk − 1cnnk−1
∣∣∣∣ dz + C ∫
k≤‖z‖<k−1
1
cnnk−1
dz
= C(cn
n
k )
(
1
cnnk
− 1
cnnk−1
)
+ C(cn
n
k−1 − cnnk )
1
cnnk−1
= 2C
(
1−
(
k
k−1
)n)
.
Now, using relation (4.2), we obtain
‖sk − sk−1‖ ≤ 2C
ηk−1
(
1−
(
k
k−1
)n)
+M
∣∣∣∣1− ηkηk−1
∣∣∣∣ . (4.3)
Since we assumed that k ≤ k−1, we may write
1−
(
k
k−1
)n
=
(
1− k
k−1
)(
1 +
(
k
k−1
)
+ . . .+
(
k
k−1
)n−1)
≤ n
(
1− k
k−1
)
. (4.4)
Therefore when k ≤ k−1, from (4.4) and (4.3), the desired inequality holds for all k ≥ 1. Now, suppose
k ≥ k−1. Following the similar steps above, one can check that if k ≥ k−1, then ‖Fk(sk)− Fk−1(sk)‖ ≤
2C
(
1− ( k−1k )n
)
. Therefore, ‖Fk(sk)− Fk−1(sk)‖ ≤ 2nC
(
1− k−1k
)
implyingthe desired inequality.
(b) Assumption 10(a) and the definition of X imply that the set X is closed and convex. For any k ≥ 0,
since sk ∈ SOL(X,Fk + ηkI), we have (x∗ − sk)T (Fk(sk) + ηksk) ≥ 0. Also, since x∗ ∈ SOL(X,F ), for any
k ≥ 0, (sk − x∗)TF (x∗) ≥ 0. From the preceding two inequalities, we obtain that
(x∗ − sk)T (Fk(sk)− F (x∗) + ηksk) ≥ 0 for any k ≥ 0.
Adding and subtracting the term Fk(x
∗) + ηkx∗, we have for k ≥ 0,
(x∗ − sk)T (Fk(sk)− Fk(x∗)) + (x∗ − sk)T (Fk(x∗)− F (x∗)) + ηk(x∗ − sk)Tx∗ ≥ ηk‖x∗ − sk‖2.
Using the Cauchy-Schwartz inequality, we obtain
‖Fk(x∗)− F (x∗)‖+ ηk‖x∗‖ ≥ ηk‖x∗ − sk‖. (4.5)
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Now, we show that limk→∞ ‖Fk(x∗)− F (x∗)‖ = 0. Using Jensen’s inequality we have the following
‖Fk(x∗)− F (x∗)‖ = ‖E[F (x∗ + zk)− F (x∗)] ‖ ≤ E[‖F (x∗ + zk)− F (x∗)‖]
=
∫
Rn
‖F (x∗ + zk)− F (x∗)‖pu(zk)dzk =
∫
‖z‖≤k
‖F (x∗ + z)− F (x∗)‖ 1
cnnk
dz,
where the last equality follows from the definition of z. Now, suppose δ > 0 is an arbitrary scalar. Since the
mapping F is continuous over X, there exists δ′ > 0 such that if ‖(x∗ + z)− x∗‖ < δ′, then ‖F (x∗ + z)−
F (x∗)‖ < δ. Since k → 0, for any δ′ > 0, there exists K ≥ 0 such that for any k > K, we have k < δ′.
Thus, ‖F (x∗ + z)− F (x∗)‖ < δ holds for any k > K. This relation and the preceding inequality imply that
for any k > K,
‖Fk(x∗)− F (x∗)‖ ≤
∫
‖z‖≤k
δ
cnnk
dz = δ.
Since δ > 0 is arbitrary, we conclude that limk→∞ ‖Fk(x∗) − F (x∗)‖ = 0. Therefore, taking limits on both
sides of inequality (4.5), we have limk→∞ ‖x∗ − sk‖ = 0, implying that limk→∞ sk = x∗. (c) Let us assume
that k ≥ 0 is fixed. From the definition of Fk, for any x, y ∈ X,
‖Fk(x)− Fk(y)‖ =
∥∥∥∥∫
Rn
F (x+ zk)pu(zk)dzk −
∫
Rn
F (y + zk)pu(zk)dzk
∥∥∥∥ .
By changing the integral variable in the preceding relation, we obtain
‖Fk(x)− Fk(y)‖ =
∥∥∥∥∫
Rn
(pu(v − x)− pu(v − y))F (v)dv
∥∥∥∥ ≤ ∫
Rn
|pu(v − x)− pu(v − y)|‖F (v)‖dv
≤ C
∫
Rn
|pu(v − x)− pu(v − y)|dv,
where the second inequality follows from Jensen’s inequality and the last inequality is a consequence of
boundedness of the mapping F over X. The remainder of the proof is similar to the proof of Lemma 8 of
[78]. 
Next, we construct a recursive relation for the error between the iterate xk+1 and its counterpart sk.
Such a relation is a key for the convergence analysis of the proposed algorithm.
Lemma 19. [A recursive bound for the error] Consider algorithm (4.1) where {γk}, {ηk}, and {k} are
positive sequences. Let Assumptions 10, 11(b), and 11(c) hold and suppose there exists K3 ≥ 0 such that for
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any k ≥ K3, we have ηkγk < 1. Then, the following relation holds a.s. for any k ≥ max{K1,K2,K3}:
E
[‖xk+1 − sk‖2 | Fk] ≤ (1− 1
2
ηkγk
)
‖xk − sk−1‖2 + 2C2γ2k + 4M2η2kγ2k
+ 16n2C2
(
1− min{k, k−1}
max{k, k−1}
)2
1
η2k−1ηkγk
+ 4M2
(
1− ηk
ηk−1
)2
1
ηkγk
.
where K1 and K2 are given by Assumptions 11(b) and 11(c) respectively.
Proof. Using the fixed point property of the projection operator at the solution sk ∈ SOL(X,Fk + ηkI), we
can write sk = ΠX(sk − γk(Fk(sk) + ηksk)). Employing the nonexpansiveness property of the projection
operator, the preceding relation, and algorithm (4.1), we obtain
‖xk+1 − sk‖2 ≤ ‖xk − γk(F (xk + zk) + ηkxk + wk)− sk + γk(Fk(sk) + ηksk)‖2
= ‖(1− ηkγk)(xk − sk)− γk(F (xk + zk)− Fk(sk))− γkwk)‖2
= (1− ηkγk)2‖xk − sk‖2 + γ2k‖F (xk + zk)− Fk(sk)‖2 + γ2k‖wk‖2
− 2γk(1− ηkγk)(xk − sk)T (F (xk + zk)− Fk(sk))− 2
(
(1− ηkγk)(xk − sk)− γk(F (xk + zk)− Fk(sk))
)T
wk.
Adding and subtracting Fk(xk), we obtain
‖xk+1 − sk‖2 ≤ (1− ηkγk)2‖xk − sk‖2 + γ2k‖F (xk + zk)− Fk(xk)‖2 + γ2k‖Fk(xk)− Fk(sk)‖2
+ 2γ2k(F (xk + zk)− Fk(xk))T (Fk(xk)− Fk(sk)) + γ2k‖wk‖2
− 2γk(1− ηkγk)(xk − sk)T (F (xk + zk)− Fk(xk))
− 2γk(1− ηkγk)(xk − sk)T (Fk(xk)− Fk(sk))− 2
(
(1− ηkγk)(xk − sk)− γk(F (xk + zk)− Fk(sk))
)T
wk.
Taking the expectation in the preceding result conditioned on Fk, using ‖F (xk + zk)‖ ≤ C, and Fk is
Lipschitz with constant κ n!!(n−1)!!
C
k
(Proposition 20(c)), we obtain
E
[‖xk+1 − sk‖2 | Fk] ≤ (1− ηkγk)2‖xk − sk‖2 + γ2kC2 + γ2k‖Fk(xk)‖2 − 2γ2kE[F (xk + zk) | Fk]T Fk(xk)
+ γ2k
(
κ
n!!
(n− 1)!!
C
k
)2
‖xk − sk‖2 + 2γ2k(E[F (xk + zk) | Fk]− Fk(xk))T (Fk(xk)− Fk(sk))
+ γ2kE
[‖wk‖2 | Fk]− 2γk(1− ηkγk)(xk − sk)T (E[F (xk + zk | Fk)]− Fk(xk))
− 2γk(1− ηkγk)(xk − sk)T (Fk(xk)− Fk(sk))
− 2E
[(
(1− ηkγk)(xk − sk)− γk(F (xk + zk)− Fk(sk))
)T
wk | Fk
]
.
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Note that Eξ[wk | Fk] = E[wk | Fk] = 0 by Lemma 17 implying that the last term is zero. Therefore,
Term 1 = 0. Using the preceding result and E[F (xk + zk) | Fk] = Fk(xk), we obtain that
E
[‖xk+1 − sk‖2 | Fk] ≤ (1− ηkγk)2‖xk − sk‖2 + γ2kC2 − γ2k‖Fk(xk)‖2 + γ2k (κ n!!(n− 1)!! Ck
)2
‖xk − sk‖2
+ γ2kE
[‖wk‖2 | Fk]− 2γk(1− ηkγk)(xk − sk)T (Fk(xk)− Fk(sk)).
Since ηkγk < 1 for any k ≥ K3, the term 1−ηkγk is positive. On the other hand, monotonicity of Fk implies
that the term (xk − sk)T (Fk(xk) − Fk(sk)) is nonnegative. Therefore, 2γk(1 − ηkγk)(xk − sk)T (Fk(xk) −
Fk(sk)) ≥ 0 for any k ≥ K3. Using this, the preceding relation, and γ2k‖Fk(xk)‖2 ≥ 0, for any k ≥
max{K2,K3},
E
[‖xk+1 − sk‖2 | Fk] ≤ (1− 2ηkγk + η2kγ2k + γ2k (κ n!!(n− 1)!! Ck
)2)
‖xk − sk‖2 + γ2k
(
E
[‖wk‖2 | Fk]+ C2) .
Using the definition of M in Remark 8 and the triangle inequality, we can write ‖y− z‖ ≤ ‖y‖+ ‖z‖ ≤ 2M .
Taking this to account and using E
[‖wk‖2 | Fk] ≤ C2 from Lemma 17, the preceding inequality yields
E
[‖xk+1 − sk‖2 | Fk] ≤ (1− 2ηkγk + γ2k (κ n!!(n− 1)!! Ck
)2)
‖xk − sk‖2 + 2C2γ2k + 4M2η2kγ2k. (4.6)
Note that the above inequality is not yet a recursive relation. To obtain a recursive relation, we need
to estimate the term ‖xk − sk‖ in terms of ‖xk − sk−1‖. Using the triangle inequality, we can write
‖xk − sk‖ ≤ ‖xk − sk−1‖+ ‖sk − sk−1‖.Therefore, we obtain
‖xk − sk‖2 ≤ ‖xk − sk−1‖2 + ‖sk − sk−1‖2 + 2‖sk − sk−1‖‖xk − sk−1‖. (4.7)
Using the relation 2ab ≤ a2 + b2, for a, b ∈ R, we obtain that
2‖sk − sk−1‖‖xk − sk−1‖ = 2 (√ηkγk‖xk − sk−1‖)
(‖sk − sk−1‖√
ηkγk
)
≤ ηkγk‖xk − sk−1‖2 + ‖sk − sk−1‖
2
ηkγk
.
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Combining this result, Proposition 20(a), and (4.7), we obtain
‖xk − sk‖2 ≤ (1 + ηkγk)‖xk − sk−1‖2 +
(
2nC
ηk−1
(
1− min{k, k−1}
max{k, k−1}
)
+M
∣∣∣∣1− ηkηk−1
∣∣∣∣)2(1 + 1ηkγk
)
≤ (1 + ηkγk)‖xk − sk−1‖2 + 2
(
2nC
ηk−1
(
1− min{k, k−1}
max{k, k−1}
)
+M
∣∣∣∣1− ηkηk−1
∣∣∣∣)2 1ηkγk ,
(4.8)
where in the last inequality we used 1 + 1ηkγk <
2
ηkγk
as a consequence of γkηk < 1. Let us define qk ,
1− 2ηkγk + γ2k
(
κ n!!(n−1)!!
C
k
)2
. Now, inequalities (4.6) and (4.8) imply that for k ≥ max{K2,K3}
E
[‖xk+1 − sk‖2 | Fk] ≤ qk(1 + ηkγk)‖xk − sk−1‖2 + 2C2γ2k + 4M2η2kγ2k
+ 2qk
 2nCηk−1
(
1− min{k, k−1}
max{k, k−1}
)
︸ ︷︷ ︸
a
+M
∣∣∣∣1− ηkηk−1
∣∣∣∣︸ ︷︷ ︸
b

2
1
ηkγk
. (4.9)
By Assumption 11(b), we can write for k ≥ K1,
γk
ηk2k
≤ 0.5
(
(n− 1)!!
n!!κC
)2
⇒ γ2k
(
κ
n!!
(n− 1)!!
C
k
)2
≤ ηkγk
2
⇒ −2ηkγk + γ2k
(
κ
n!!
(n− 1)!!
C
k
)2
≤ −3
2
ηkγk.
Therefore, qk ≤ 1− 32ηkγk. Now, we estimate the term qk(1 + ηkγk) using the preceding relation:
qk(1 + ηkγk) ≤(1− 3
2
ηγk)(1 + ηkγk) = 1− 1
2
ηkγk − 3
2
η2kγ
2
k ≤ 1−
1
2
ηkγk.
Using relation (4.9) and qk ≤ 1 (which follows by qk ≤ 1− 32ηkγk), and the fact that for real numbers a and
b, (a+ b)2 ≤ 2a2 + 2b2, we conclude that the desired relation holds. 
We are now ready to present the almost-sure convergence result. The following proposition states that
algorithm (4.1) generates a sequence which converges to a solution of VI(X,F ) in an almost-sure sense.
Proposition 21. [Almost-sure convergence] Let Assumptions 10 and 11 hold. Suppose {xk} is given by
algorithm (4.1). Then {xk} converges to a solution of VI(X,F ) almost surely.
Proof. From Assumption 11(a), γk and ηk go to zero. Thus, there exists a constant K3 ≥ 0 such that
γkηk < 1 for any k ≥ K3. Let use define define sequences {vk}, {αk}, and {µk} for k ≥ max{K1,K2,K3}
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given by vk , ‖xk − sk−1‖, αk , 12γkηk and
µk , 2C2γ2k + 4M2η2kγ2k + 16n2C2
Term 1︷ ︸︸ ︷(
1− min{k, k−1}
max{k, k−1}
)2
1
η2k−1ηkγk
+4M2
Term 2︷ ︸︸ ︷(
1− ηk
ηk−1
)2
1
ηkγk
.
Therefore, Lemma 19 implies that E[vk+1 | Fk] ≤ (1 − αk)vk + µk for k ≥ max{K1,K2,K3}. To claim
convergence of the sequence {xk}, we show that conditions of Lemma 2 hold. The nonnegativity of vk, αk, and
µk for k ≥ max{K1,K2,K3} is trivial. Assumption 11(d) indicates that the condition
∑
k αk =∞ is satisfied.
On the other hand, positivity of γk and ηk indicates that αk ≤ 1 holds for k ≥ max{K1,K2,K3}. Since ηk
goes to zero, there exists a bound η¯ such that ηk ≤ η¯. Therefore, µk ≤ (2C2 +4M2η¯2)γ2k+16n2C2(Term 1)+
4M2(Term 2). Assumptions 11(e), (f), and (g) show that γ2k, Terms 1 and 2 are summable. Therefore, we
conclude that µk is summable too. It remains to show that limk→∞ µkαk = 0. It suffices to show that
limk→∞
γ2k
αk
= 0, limk→∞ Term 1αk = 0, and limk→∞
Term 2
αk
= 0. These three conditions hold due to
Assumptions 11(h), (i), and (j) respectively. In conclusion, all of the conditions of Lemma 2 hold and thus
‖xk − sk‖ goes to zero almost surely. Moreover, since ηk and k go to zero, Proposition 20(b) implies that
the sequence {sk} converges to a solution of VI(X,F ). Hence, we conclude that the sequence {xk} generated
by algorithm (4.1) converges to a solution of VI(X,F ) almost surely. 
This section is ended by providing a class of the stepsize, regularization, and smoothing sequences that
guarantee the almost-sure convergence.
Lemma 20. Suppose sequences {γk}, {ηk}, and {k} are given by γk = γ0(k+ 1)−a, ηk = η0(k+ 1)−b, and
k = 0(k + 1)
−c where a, b, and c satisfy the following conditions:
a, b, c > 0, a+ 3b < 1, a ≥ b+ 2c, a > 0.5,
and γ0, η0, 0 are positive scalars such that
γ0
η020
≤ 0.5
(
(n−1)!!
n!!κC
)2
and 0 ≤ . Then, sequences {γk}, {ηk},
and {k} satisfy Assumption 11.
Proof. We show that each part of Assumption 11 holds as follows:
(a) Assumption 11(a) holds since a, b, c, γ0, η0, and 0 are positive.
(b) To show that part (b) holds, we write γk
ηk2k
= γ0(k+1)
−a
η0(k+1)−b20(k+1)−2c
= (k+1)−(a−b−2c) γ0
η020
. Since a ≥ b+2c,
then (k+1)−(a−b−2c) ≤ 1. Therefore, γk
ηk2k
≤ γ0
η020
for all k ≥ 0. The preceding relation and the assumption
that γ0
η020
≤ 0.5
(
(n−1)!!
n!!κC
)2
imply that part (b) holds for K1 = 0.
(c) Part (c) holds for K2 = 0 because k ≤ 0 for any k ≥ 0 and 0 ≤ .
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(d) Let us now check part (d) to see if it holds. We have
∑∞
k=0 ηkγk = η0γ0
∑∞
k=0
1
(k+1)a+b
. Since a, b > 0
and a+ b ≤ 1, the term ∑∞k=0 1(k+1)a+b is not summable. Therefore, Assumption 11(d) is met.
(e) To show that part (e) holds we need to show that γ2k is summable. We have γ
2
k = γ
2
0(k + 1)
−2a and
2a > 1 since a > 0.5. Therefore, γ2k is summable which means that condition (e) is satisfied.
(f) Note that sequences {ηk} and {k} are both decreasing. Therefore,
1
η2k−1ηkγk
(
1− min{k, k−1}
max{k, k−1}
)2
=
1
η2k−1ηkγk
(
1− k
k−1
)2
<
1
η3kγk
(
1− k
k−1
)2
, Term 1.
It suffices to show that Term 1 is summable. First, we estimate 1− kk−1 . We have 1− kk−1 = 1−
0(k+1)
−c
0k−c
=
1−
(
k
k+1
)c
= 1−
(
1− 1k+1
)c
. Recall that the Taylor expansion of (1− x)p for |x| < 1 and any scalar p is
given by (1− x)p = ∑∞j=0(−1)j
 p
j
xj = 1− px+ p(p−1)2 x2 − p(p−1)(p−2)6 x3 + · · · . Using this expansion
for x = 1k+1 and p = c, we have
1− k
k−1
= 1−
(
1− c 1
k + 1
+
c(c− 1)
2
1
(k + 1)2
− c(c− 1)(c− 2)
6
1
(k + 1)3
+ · · ·
)
= O(k−1).
Therefore, from the preceding relation, we obtain Term 1 = O(k
−2)
η30γ0(k+1)
−3b−a = O(k
−(2−a−3b)). To have Term 1
summable, we need to have 2−a−3b > 1 or equivalently a+3b < 1. This holds by our assumptions. Therefore,
condition (f) is met.
(g) In a similar fashion that we used in part (f), we can show that 1 − ηkηk−1 = O(k−1). Therefore,
Term 3 , 1ηkγk
(
1− ηkηk−1
)2
O(k−2)
η0γ0(k+1)−(a+b)
= O(k−(2−a−b)). To show that condition (g) is satisfied, we need
to show that Term 3 is summable. From the preceding relation, we need to show that 2 − a − b > 1 or
equivalently a+b < 1. We assumed that a+3b < 1 and b > 0. Thus, we have a+b = a+3b−2b < 1−2b < 1.
Therefore, O(k−(2−a−b)) is summable and we conclude that condition (g) is met.
(h) We have γkηk =
γ0(k+1)
−a
η0(k+1)−b
= γ0η0 (k + 1)
−(a−b). To show that γkηk goes to zero when k goes to infinity, we
only need to show that a > b. We assumed that a + 3b < 1. Therefore, b < 13 (1 − a). Since a > 0.5, the
preceding relation yields b < 130.5. Thus, b < 0.5 < a, implying that condition (h) holds.
(i) From the discussion in part (f), we have 1− kk−1 = O(k−1). To show the condition (i), we write
Term 4 , 1
η2kγk
(
1− min{k, k−1}
max{k, k−1}
)
=
1
η20γ0(k + 1)
−a−2bO(k
−1) = O(k−(1−a−2b)).
Thus, it suffices to show that a + 2b < 1. This is true since a + 3b < 1 and b > 0. Hence, Term 4 goes to
zero implying that part (i) holds.
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(j) We have Term 5 , 1ηkγk
∣∣∣1− ηkηk−1 ∣∣∣ = 1η0γ0(k+1)−a−bO(k−1) = O(k−(1−a−b)). Since a+ 3b < 1 and b > 0,
we have a+ b < 1, showing that Term 5 converges to zero. 
4.3 Mean-Square Convergence
In the second part of this chapter, we focus on the rate analysis of algorithm (4.1). We begin the discussion
by a family of assumptions on the sequences. This set of assumptions are essential to derive a particular
rate and also to conclude the mean-square convergence of the algorithm.
Assumption 12. Let the following hold:
(a) {γk}, {ηk}, and {k} are positive sequences for k ≥ 0 converging to zero;
(b) limk→∞ γkηk2k
= 0;
(c) There exists a constant K2 ≥ 0 such that k ≤  for any k ≥ K2;
(d) There exist 0 < δ < 0.5 and K4 ≥ 0 such that γkηk2k ≤
γk+1
ηk+12k+1
(1 + δηk+1γk+1) for any k ≥ K4;
(e) There exists a constant B1 > 0 such that
2k
η2k−1ηkγ
3
k
(
1− min{k,k−1}max{k,k−1}
)2
≤ B1 for any k ≥ 0;
(f) There exists a constant B2 > 0 such that
2k
ηkγ3k
(
1− ηkηk−1
)2
≤ B2 for any k ≥ 0.
Remark 11. Later, Lemma 21 provides a feasible choice for the sequences {γk}, {ηk}, and {k} that satisfies
the conditions of Assumption 12.
The following result, provides a bound on the error that relates the iterates {xk} and the approximate
sequence {sk}. This result provides us an estimate of the performance of our algorithm with respect to the
iterates of the solutions to the approximated problems VI(X,Fk + ηkI).
Proposition 22. [An upper bound for E
[‖xk+1 − sk‖2]] Consider algorithm (4.1) where {γk}, {ηk}, and
{k} are positive sequences. Let Assumptions 10, 11(b), 12(c), 12(d), 12(e) and 12(f) hold. Suppose {ηk}
is bounded by η¯ and there exists some scalar K3 ≥ 0 such that for any k ≥ K3 we have ηkγk < 1. Then, the
following relation holds for any k ≥ K¯:
E
[‖xk+1 − sk‖2] ≤ θ γk
ηk2k
, (4.10)
where K¯ , max{K1,K2,K3,K4}, sk is the unique solution of VI(X,Fk + ηkI), K1, K2 and K4 are given
by Assumptions 11(b), 12(c), and 12(d) respectively. More precisely, relation (4.10) holds if
θ = max
{
4M2
ηK¯
2
K¯
γK¯
,
2C22 + 4M2η¯22 + 16n2C2B1 + 4M
2B2
0.5− δ
}
. (4.11)
93
Proof. We begin the proof by employing Lemma 19. Let us define ek , E
[‖xk − sk−1‖2] for k ≥ K¯+1.Taking
expectation in the relation of Lemma 19, we obtain a recursive inequality in terms of the mean squared error
between xk+1 and sk for any k ≥ K¯ + 1 we have
ek+1 ≤
(
1− 1
2
ηkγk
)
ek + 2C
2γ2k + 4M
2η2kγ
2
k + 16n
2C2
(
1− min{k,k−1}max{k,k−1}
)2
η2k−1ηkγk
+ 4M2
(
1− ηkηk−1
)2
ηkγk
. (4.12)
To show the main result, we use induction on k. The first step is to show that the result holds for k = K¯.
Using the definition of M in Remark 8 and the Cauchy-Schwartz inequality, we can write
eK¯+1 = E
[‖xK¯+1 − sK¯‖2] = E[‖xK¯+1‖2 − 2xTK¯+1sK¯ + ‖sK¯‖2] ≤ E[‖xK¯+1‖2 + 2‖xK¯+1‖‖sK¯‖+ ‖sK¯‖2]
≤M2 + 2M2 +M2
(
4M2
ηK¯
2
K¯
γK¯
)
γK¯
ηK¯
2
K¯
.
Let us define θK¯ , 4M2
ηK¯
2
K¯
γK¯
. Thus, the preceding relation implies that the main result holds for k = K¯
with θ = θK¯ . Now, suppose et+1 ≤ θ ηtγk2t for K¯ < t ≤ k − 1 for some finite constant θ > 0. We will show
that ek+1 ≤ θ γkηk2k . Using the induction hypothesis, (4.12), and Assumptions 12(e) and (f) we obtain
ek+1 ≤
(
1− 1
2
ηkγk
)
θ
γk−1
ηk−12k−1
+ 2C2γ2k + 4M
2η2kγ
2
k + 16n
2C2
γ2k
2k
B1 + 4M
2 γ
2
k
2k
B2.
Using the Assumption 12(d) we obtain
ek+1 ≤
(
1− 1
2
ηkγk
)
(1 + δηkγk)θ
γk
ηk2k
+ 2C2γ2k + 4M
2η2kγ
2
k + 16n
2C2
γ2k
2k
B1 + 4M
2 γ
2
k
2k
B2. (4.13)
Note that we have
(
1− 1
2
ηkγk
)
(1 + δηkγk)θ
γk
ηk2k
= θ
γk
ηk2k
− θ
(
δ
2
)
ηkγ
3
k
2k
+ θηkγk
(
−1
2
+ δ
)
γk
ηk2k
+ 2C2γ2k
≤ θ γk
ηk2k
+ θηkγk
(
−1
2
+ δ
)
γk
ηk2k
+ 2C2γ2k, (4.14)
where the the last inequality follows by nonpositivity of −θ ( δ2) ηkγ3k2k . From (4.13) and (4.14) and by taking
out the factor
γ2k
2k
, it follows that
ek+1 ≤ θ γk
ηk2k
+
γ2k
2k
[
−θ
(
1
2
− δ
)
+ 2C22k + 4M
2η2k
2
k + 16n
2C2
γ2k
2k
B1 + 4M
2 γ
2
k
2k
B2.
]
. (4.15)
94
If we show that the multiplier of the term
γ2k
2k
in the brackets is nonpositive for some θ > 0, we obtain the
desired result. Assumption 12(c) implies that k ≤ . Note that {ηk} is bounded by η¯. Taking all these
relations into account, relation (4.15) yields that
ek+1 ≤ θ γk
ηk2k
+
γ2k
2k
−θ
(
1
2
− δ
)
+ 2C22 + 4M2η¯22 + 16n2C2B1 + 4M
2B2︸ ︷︷ ︸
Term 1
 .
Note that by Assumption 12(d), we have
(
1
2 − δ
)
> 0. Therefore, if θ ≥ 2C22+4M2η¯22+16n2C2B1+4M2B20.5−δ ,
then Term 1 is nonpositive. This implies that ek+1 ≤ θ γkηk2k and therefore the induction argument is done.
In conclusion, if θ satisfies relation (4.11), then relation (4.10) holds for any k ≥ K¯. 
The following proposition states that algorithm (4.1) generates a sequence which converges to a solution
of VI(X,F ) in the expectation.
Proposition 23. [Convergence in mean-square] Let Assumptions 10 and 12 hold. Suppose {xk} is given by
algorithm (4.1). Then {xk} converges to a solution of VI(X,F ) in mean squared norm.
Proof. The assumptions of Proposition 20 hold. Therefore, by Proposition 20(b), the sequence {sk} converges
to a solution of VI(X,F ), say x∗. To show the convergence of algorithm (4.1) in the expectation sense, it is
enough to show that limk→∞ E
[‖xk+1 − x∗‖2] = 0. Using triangle inequality and the fact that (a + b)2 ≤
2a2 + 2b2 for any a, b ∈ R, we can write
‖xk+1 − x∗‖2 = ‖xk+1 − sk + sk − x∗‖2 ≤ (‖xk+1 − sk‖+ ‖sk − x∗‖)2 ≤ 2‖xk+1 − sk‖2 + 2‖sk − x∗‖2.
Taking expectation in the preceding relation we obtain that
E
[‖xk+1 − x∗‖2] ≤ 2E[‖xk+1 − sk‖2]+ 2‖sk − x∗‖2. (4.16)
Note that the term ‖sk−x∗‖ is deterministic since sk and x∗ are both deterministic parameters. Proposition
22 implies that there exists a finite constant θ > 0 such that E
[‖xk+1 − sk‖2] ≤ θ γkηk2k . Therefore, from
(4.16) we obtain
E
[‖xk+1 − x∗‖2] ≤ 2θ γk
ηk2k
+ 2‖sk − x∗‖2. (4.17)
Assumption 12 implies that limk→∞ γkηk2k
= 0 and Proposition 20(b) indicates that limk→∞ ‖sk − x∗‖2 = 0.
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Therefore, from (4.17) it yields that E
[‖xk+1 − x∗‖2] = 0. 
As a counterpart of Lemma 20, the following result presents a class of the stepsize, regularization, and
smoothing sequences providing the mean-square convergence.
Lemma 21. Suppose sequences {γk}, {ηk}, and {k} are given by γk = γ0(k+ 1)−a, ηk = η0(k+ 1)−b, and
k = 0(k + 1)
−c where a, b, and c satisfy the following conditions:
a, b, c > 0, a+ b < 1 a+ b ≤ 2
3
(1 + c), a > b+ 2c,
and γ0, η0, 0 are positive scalars and 0 ≤ . Then, sequences {γk}, {ηk}, and {k} satisfy Assumption 12.
Proof. The proof of this Lemma can be done in a similar vein to Lemma 20 and we only show that part (d)
is satisfied. Equivalently, we need to show that there exist 0 < δ < 0.5 and K4 ≥ 0 such that
Term 1 ,
(
γk−1
ηk−12k−1
)(
ηk
2
k
γk
)
− 1 ≤ δηkγk, for any k > K4. (4.18)
Substituting the sequences {γk}, {ηk}, and {k} by their rules we obtain
Term 1 =
(
γ0k
−a
η0k−b0k−2c
)(
γ0k + 1
−a
η0k + 1
−b0k + 1−2c
)
− 1 =
(
k + 1
k
)a−b−2c
− 1 =
(
1 +
1
k
)a−b−2c
− 1.
Using the Taylor expansion for (1+x)p where x = 1k and p = a−b−2c, it can be shown that Term 1 = O(k−1).
Suppose δ is an arbitrary scalar in (0, 0.5). Multiplying and dividing by δγkηk we obtain
Term 1 = δγkηk
O(k−1)
δγkηk
= δγkηk
O(k−1)
δη0γ0(k + 1)−a−b
= δγkηkO(k
−(1−a−b)). (4.19)
Note that a + b < 1. Therefore, O(k−(1−a−b)) → 0 when k → 0. This implies that there exists some
nonnegative number K4 such that for any k > K4, O(k
−(1−a−b)) ≤ 1. From (4.19) we obtain Term 1 ≤ δγkηk
for any k > K4. Hence, we conclude that relation (4.18) holds implying that condition (d) is satisfied. 
4.4 Concluding Remarks
We considered stochastic variational inequality problems with monotone and possibly non-Lipschitzian maps
over a closed, convex, and compact set. Such problems may arise from stochastic nonsmooth convex opti-
mization problems as well as from stochastic nonsmooth Nash games. A regularized smoothing stochastic
approximation scheme was presented wherein the map is simultaneously regularized and smoothed. A
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Tikhonov-based regularization ensures that the map is strongly monotone at every step with a constant
given by the regularization constant. Similarly, a convolution-based smoothing allows for claiming that the
map is Lipschitz continuous with a suitably defined constant. In the resulting stochastic approximation
scheme, the step length, regularization parameter, and the smoothing parameter are all updated after every
step. By suitable choices of such sequences, almost sure convergence of the scheme can be recovered. Addi-
tionally, an error bound was provided that relates the error in the generated iterates and a suitably defined
approximate solution.
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Chapter 5
Numerical Experiments
In this chapter, we present computational results of applying our adaptive and smoothing schemes to three
test problems. The standard SA scheme, where the steplength sequence is chosen to be a harmonic sequence
is referred to as the HSA scheme and is employed as a benchmark. We also present the sensitivity analysis for
each scheme. Throughout this chapter, we use N,n, and , to denote the number of iterations, the problem
dimension, and the size of the uniform distribution employed for smoothing, respectively. Our experiments
have been done using Matlab 7.12.
5.1 A stochastic utility problem
Consider the following optimization problem1,
min
x∈X
{
f(x) = E
[
φ
(
n∑
i=1
(
i
n
+ ξi
)
xi
)]}
, (5.1)
where X = {x ∈ Rn|x ≥ 0,∑ni=1 xi = 1}, ξi are independent and normally distributed random variables
with mean zero and variance one. The function φ(·) is a piecewise linear convex function given by φ(t) =
max1≤i≤m{vi+sit}, where vi and si are constants between zero and one, and F (x, ξ) = φ(
∑n
i=1(
i
n +ξi)xi)).
To apply our schemes, we require strong convexity of function f . Therefore, we regularize f by adding the
term η2‖x‖2 to f where η > 0 is the strong convexity parameter. We now apply the randomized smoothing
technique discussed in Section 2.4.3. Smoothed regularized problem given by
min
x∈X
{
fˆ(x) , E
[
φ
(
n∑
i=1
(
i
n
+ ξi
)
(xi + zi)
)
+
η
2
‖x+ z‖2
]}
, (5.2)
where z ∈ Rn is the uniform distribution on a ball with radius  with independent elements zi, 1 ≤ i ≤ n.
We let x∗ denote an optimal solution of problem (5.1) and x∗,η be the unique optimal solution of problem
(5.2). To find optimal solutions, we use an SAA method [65] which leads to linear and a quadratic program
1More examples on different types of utility functions can be found in [69]
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for solving problem (5.1) and problem (5.2), respectively.
Tables 5.1 and 5.2 show the results of parametric analysis of the simulation of our schemes on problem
(5.2). Table 5.1 is partitioned into three parts, each corresponding to a variation of parameters n, N ,
η, respectively. In each part, one parameter has been assigned three increasing values while the other
parameters are kept fixed, allowing us to ascertain the impact of each parameter on the performance of
the schemes. We generated 50 trajectories of the RSA and CSA scheme for a given n,N, η, . Over these
realizations, we computed the means and 90% confidence intervals. The baseline parameters are chosen as
n = 20, N = 4000,  = 0.5, and η = 0.5 as a reference for each group. Note that in Table 5.2, the confidence
intervals employ the logarithm of the error. Recall that we have a theoretical upper bound on the error
E
[‖xk − x∗,η‖2], as given by (2.8) and (2.17) for the RSA and CSA schemes. Additionally, we obtain an
empirical error bound based on using the scheme in practice.
Insights: We observe that the confidence intervals of both the CSA and the RSA schemes are relatively
invariant to changes in problem dimension. Furthermore, RSA appears to have provide slightly tighter inter-
vals in comparison with CSA. Expectedly, increasing N leads to significant improvement in these intervals
while larger values of η lead to less accurate solutions (with respect to the unregularized problem) but tighter
bounds. Moreover, the CSA schemes in particular give better confidence bounds than RSA when η is larger.
- S(i) n N  η
n 1 10 4000 5.0e−1 5.0e−1
2 20 4000 5.0e−1 5.0e−1
3 40 4000 5.0e−1 5.0e−1
N 4 20 1000 5.0e−1 5.0e−1
5 20 2000 5.0e−1 5.0e−1
6 20 4000 5.0e−1 5.0e−1
η 7 20 4000 5.0e−1 2.5e−2
8 20 4000 5.0e−1 5.0e−1
9 20 4000 5.0e−1 1.0e+0
Table 5.1: The stochastic utility problem – settings of parameters
- S(i) HSA - 90% CI RSA - 90% CI CSA - 90% CI ‖x∗,η − x∗‖2
n 1 [1.00e+0,1.01e+0] [1.58e−3,1.96e−3] [1.47e−3, 1.93e−3] 3.28e−2
2 [1.03e+0,1.04e+0] [1.74e−3, 2.21e−3] [ 1.49e−3, 1.88e−3] 1.84e−2
3 [1.03e+0,1.04e+0] [2.21e−3, 2.54e−3] [2.24e−3, 2.74e−3] 6.49e−2
N 4 [1.05e+0,1.05e+0] [3.76e−3, 4.74e−3] [4.67e−3, 5.96e−3] 1.84e−2
5 [1.04e+0,1.05e+0] [2.86e−3, 3.63e−3] [2.78e−3, 3.57e−3] 1.84e−2
6 [1.03e+0,1.04e+0] [1.74e−3, 2.21e−3] [1.49e−3, 1.88e−3] 1.84e−2
η 7 [1.13e+0,1.13e+0] [2.77e−3, 3.48e−3] [2.73e−3, 3.51e−3] 9.63e−3
8 [1.03e+0,1.04e+0] [1.74e−3, 2.21e−3] [1.49e−3, 1.88e−3] 1.84e−2
9 [0.83e+0,0.84e+0] [9.70e−4, 1.21e−3] [1.07e−3, 1.30e−3] 4.52e−2
Table 5.2: The stochastic utility problem: 90% CIs for HSA, RSA, and CSA
5.2 A bilinear matrix game problem
We consider a bilinear matrix game,
min
x∈X
max
y∈Y
yTAx, (5.3)
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where X = Y = {x ∈ Rn : ∑ni=1 xi = 1, x ≥ 0}. Furthermore, A is a symmetric matrix whose entries are
Aij =
i+ j − 1
2n− 1 1 ≤ i, j ≤ n. (5.4)
Problem (5.3) a is saddle point problem. Solving saddle point problems by SA algorithm has been discussed
extensively (cf. [47]). The gradient and its sampled variant to be employed in algorithm (2.3) are given by:
g(x, y) =
 AT y
−Ax
 , G(x, y, ξ) =
 A·,l(y,ξ1)
−Al(x,ξ2),·
 , (5.5)
respectively where l(y, ξ1) and λ(x, ξ2) are random integers between 1 and n with probabilities
yq −min(0, y1, . . . , yn)∑n
j=1(yj −min(0, y1, . . . , yn))
, 1 ≤ q ≤ n, xp −min(0, x1, . . . , xn)∑n
i=1(xi −min(0, x1, . . . , xn))
, 1 ≤ p ≤ n,
respectively for arbitrary vectors x and y. We generate these random variables through two independent
random variables ξ1 and ξ2 which are uniformly distributed in [0, 1]. Now, for any (x, y) ∈ X × Y , since
min(0, x1, . . . , xn) = min(0, y1, . . . , yn) = 0, and
∑n
i=1 xi =
∑n
j=1 yj = 1, we have
E[G(x, y, (l(y, ξ1), l(x, ξ2)))] =
 AT y
−Ax
 = g(x, y),
implying that wk has zero-mean, i.e., E[wk | Fk] = 0 for all k ≥ 0. To analyze the behavior of the upper
bound of error arising from RSA and CSA, we need a strongly convex function. This is obtained by adding
a regularization term η2‖x‖2 − η2‖y‖2 to the function yTAx which makes it a strongly convex function with
respect to x and a strongly concave function with respect to y. To apply the randomized technique in
Section 2.4, we consider an (2n)-dimensional ball with radius  uniformly distributed. We use the following
SA algorithm to find the solution to an approximate solution of (5.3):
xk+1 = ΠX [xk − γk(G(xk + ζk1 , yk + ζk2 , l(yk + ζk2 , ξk1 )) + η(xk + ζk1 ))] for all k ≥ 0,
yk+1 = ΠY [yk + γk(G(xk + ζ
k
1 , yk + ζ
k
2 , l(xk + ζ
k
1 , ξ
k
2 ))− η(yk + ζk2 ))] for all k ≥ 0,
(5.6)
where ζ1 ∈ Rn and ζ2 ∈ Rm are random vectors with uniform distribution in the (n + m)-dimensional ball
with radius .
From the structure of A in (5.4), it is observed that the optimal solution of problem (5.3) is obtained for
x∗ = [1, 0, . . . , 0]T and y∗ = [0, . . . , 0, 1]T . This result can also be obtained quite simply by using a linear
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programming reformulation. The regularized problem cannot be analyzed as easily and its solution can be
obtained by using QP duality and SAA techniques.
Table 5.3 and 5.4 present the results of simulations for RSA and CSA schemes. Similar to the Table 5.1,
there are three parts in the Table 5.3 for the parameters. For this problem, ‖x∗,η − x∗‖2 is very small and
shows that the optimal solution of the approximate problem is very close to the optimal solution of problem
(5.3). We set n = 20, N = 4000,  = 0.2, and η = 0.01 as the reference setting. Figure 5.1b shows the
theoretical upper bounds and the mean of samples of simulation for RSA and CSA schemes.
- S(i) n N  η
n 1 10 4000 2.0e−1 1.0e−2
2 20 4000 2.0e−1 1.0e−2
3 40 4000 2.0e−1 1.0e−2
N 4 20 1000 2.0e−1 1.0e−2
5 20 2000 2.0e−1 1.0e−2
6 20 4000 2.0e−1 1.0e−2
η 7 20 4000 2.0e−1 5.0e−3
8 20 4000 2.0e−1 1.0e−2
9 20 4000 2.0e−1 2.0e−2
Table 5.3: The bilinear matrix game – settings of parameters
- S(i) HSA - 90% CI RSA - 90% CI CSA - 90% CI ‖x∗,η − x∗‖2
n 1 [1.92e+0, 1.92e+0] [8.00e−12, 8.00e−12] [2.00e−12, 2.00e−12] 0.00e−12
2 [1.92e+0, 1.92e+0] [8.00e−12, 9.00e−12] [5.50e−10, 5.76e−10] 0.00e−12
3 [1.92e+0, 1.92e+0] [9.82e−2, 9.82e−2] [3.55e−9, 3.70e−9] 0.00e−12
N 4 [1.92e+0, 1.92e+0] [2.79e−1, 2.79e−1] [1.12e−1, 1.12e−1] 0.00e−12
5 [1.93e+0, 1.93e+0] [1.07e−1, 1.07e−1] [5.37e−10, 5.77e−10] 0.00e−12
6 [1.92e+0, 1.92e+0] [8.00e−12, 9.00e−12] [5.50e−10, 5.76e−10] 0.00e−12
η 7 [1.96e+0, 1.96e+0] [1.13e−1, 1.13e−1] [−1.15e−10, 2.51e−10] 0.00e−12
8 [1.92e+0, 1.92e+0] [8.00e−12, 9.00e−12] [5.50e−10, 5.76e−10] 0.00e−12
9 [1.84e+0, 1.84e+0] [1.07e−10, 1.46e−10] [3.29e−9, 3.55e−9] 0.00e−12
Table 5.4: The bilinear matrix game problem: 90% CIs for HSA, RSA, and CSA
Insights: Unlike in the stochastic utility problem, in this instance, the true optimal solution is obtained
within the N gradient steps for most of the test problems. However, it should be remarked that the CSA
appears to find solutions faster than RSA, in at least three of the problems (S(i): 3, 5 and 7).
We n ow interpret the numerical results obtained in the previous subsections, focusing on a comparison
between the theoretical and empirical results and the sensitivity of the schemes to the algorithm parameters.
Theoretical and empirical trajectories
In Figures 5.1a, and 5.1b, we provide schematics of the trajectories associated with the theoretically obtained
upper bounds and the empirical means. Several observations can be immediately made. In the context of
the stochastic utility problem and the network utility maximization problem, we observe that the RSA
scheme displays uniformly better theoretical bounds, in comparison with CSA. It is also worth emphasizing
that the “jumps” seen in the theoretical error bound trajectories of CSA correspond to junctures where
the steplengths drop. We observe that the overall empirical behavior of both schemes is similar in terms of
the final errors for the utility problem while in the context of the bilinear matrix game, the CSA scheme
performs significantly better for a subset of problems.
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(a) Utility Problem (b) Bimatrix Game
Figure 5.1: Theoretical and empirical error bounds for RSA and CSA schemes.
(a) HSA (b) RSA (c) CSA
Figure 5.2: The stochastic utility problem: HSA, RSA, CSA
Sensitivity to algorithm parameters
Finally, in this section, we discuss the sensitivity of each scheme to algorithm parameters and provide a
comparison with a standard stochastic approximation scheme where we assume that the stepsize is γk =
α
k
for k ≥ 1 and α > 0. In HSA, we intend to examine the effect of choosing different values of α on the
performance of the SA algorithm. In the RSA scheme, we have a choice of the first stepsize γRSA0 and also
parameter c in the inequality of Proposition 3. We set c = 0.5 and examine the impact of changing γRSA0 .
Finally, the CSA scheme performs differently with different choices of the cascading parameter 0 < θ < 1.
We consider three different values for each of α, γRSA0 , and θ and present simulations for HSA, RSA and
CSA in the case of the stochastic utility problem. The reference setting is specified by n = 20, N = 4000,
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 = 0.5, and η = 0.5. Now suppose α, γRSA0 , and θ are set as follows:
α = 1, 0.5, and 0.25; γRSA0 = 1, 0.5, and 0.25; θ = 0.75, 0.5, and 0.25.
Figure 5.2 shows the simulations for the specified parameters. Note that “Th. UB” shows the corresponding
theoretical upper bound of each scheme and ”Mean” shows the mean of error ‖zk − z∗,η‖2 where z = (x, y).
Figure 5.2a shows the harmonic scheme with α =1, 0.5, and 0.25 corresponding to labels 1, 2, and
3 in the legend. This shows that the performance of HSA is extremely sensitive to the choice of α and
HSA implementations with a larger α performed better for the stochastic utility problem. Furthermore, the
error on termination of HSA schemes can vary by nearly a factor of 10 for the problems that we tested.
The update rules in the RSA schemes rely on η and L with γRSA0 being the sole user input. Yet, when
examining the sensitivity of the RSA scheme to the choice of γRSA0 (see Figure 5.2b with γ
RSA
0 =1, 0.5, and
0.25 corresponding to labels 1, 2, and 3), we observe that the performance is relatively insensitive to the
choice of initial stepsize. In effect, the modeler can be relatively less concerned about such parameters when
attempting to solve this class of problems. Importantly, both theoretical and numerical aspect of RSA have
almost the same performance for three values of γRSA0 . Finally, a concern in the implementation of CSA
schemes is the choice of θ, the cascading parameter where θ ∈ (0, 1). Figure 5.2c shows the simulation of
the cascading scheme with θ =0.75, 0.50, and 0.25 corresponding to labels 1, 2, and 3. Theoretically, we
observe that smaller values of θ (more aggressive reductions in stepsize) lead to slightly superior theoretical
bounds but not significantly so. However, the results are far more muted when conducting an empirical
examination. In particular, we observe that the CSA scheme appears to be relatively insensitive to diversity
in the choice of θ. The relative robustness of the RSA and CSA schemes to the choice of parameters is seen
as a crucial advantage of such schemes.
5.3 A bandwidth-sharing problem in computer networks
We consider a communication network where users compete for the bandwidth. Such a problem can be
captured by an optimization framework (cf. [13]). Motivated by this model, we consider a network with 16
nodes, 20 links and 5 users. Figure 5.3 shows the configuration of this network. Users have access to different
routes as shown in Figure 5.3. For example, user 1 can access routes 1, 2, and 3. Each user is characterized
by a cost function. Additionally, there is a congestion cost function that depends on the aggregate flow.
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Figure 5.3: The bandwidth-sharing problem – the network
More specifically, the cost function user i with flow rate (bandwidth) xi is defined by
fi(xi, ξi) , −
∑
r∈R(i)
ξi(r) log(1 + xi(r)),
for i = 1, . . . , 5, where x , (x1; . . . ;x5) is the flow decision vector of the users, ξ , (ξ1; . . . ; ξ5) is a random
parameter corresponding to the different users, R(i) = {1, 2, . . . , ni} is the set of routes assigned to the i-th
user, xi(r) and ξi(r) are the r-th element of the decision vector xi and the random vector ξi, respectively.
We assume that ξi(r) is drawn from a uniform distribution for each i and r. More precisely, ξ1(1), ξ1(2), and
ξ1(3) are i.i.d. and uniformly distributed in [1−0.1, 1+0.1], ξ2(1) and ξ2(2) are i.i.d. and uniformly distributed
in [1.4 − 0.2, 1.4 + 0.2], ξ3(1) and ξ4(1) are i.i.d. and uniformly distributed in [0.8 − 0.05, 0.8 + 0.05] and
[1.6−0.2, 1.6+0.2], respectively, and ξ5(1) and ξ5(2) are i.i.d and uniformly distributed in [1.2−0.1, 1.2+0.1].
The links have limited capacities, which are given by
b = (10; 15; 15; 20; 10; 10; 20; 30; 25; 15; 20; 15; 10; 10; 15; 15; 20; 20; 25; 40).
We may define the routing matrix A that describes the relation between set of routes R = {1, 2, . . . , 9} and
set of links L = {1, 2, . . . , 20}. Assume that Alr = 1 if route r ∈ R goes through link l ∈ L and Alr = 0
otherwise. Using this matrix, the capacity constraints of the links can be described by Ax ≤ b.
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We formulate this model as a stochastic optimization problem given by
minimize
N∑
i=1
E[fi(xi, ξi)] + c(x) (5.7)
subject to Ax ≤ b
x ≥ 0,
where c(x) is the network congestion cost. We consider this cost of the form c(x) = ‖Ax‖2. Problem (5.7) is
a convex optimization problem and the optimality conditions can be stated as a variational inequality given
by ∇f(x∗)T (x− x∗) ≥ 0, where f(x) ,∑Ni=1 E[fi(xi, ξi)] + c(x). Using our notation in Sec. 3.1.2, we have
F (x) , ∇f(x) = −
(
ξ¯1(1)
1 + x1(1)
; . . . ;
ξ¯i(ri)
1 + xi(ri)
; . . . ;
ξ¯5(2)
1 + x5(2)
)
+ 2ATAx,
where ξ¯i(ri) , E[ξi(ri)] for any i = 1, . . . , 5 and ri = 1, . . . , ni. We now show that the mapping F is Lipschitz
and strongly monotone. Using the preceding relation, triangle inequality, and Cauchy-Schwartz inequality,
for any x, y ∈ X , {x ∈ RN |Ax ≤ b, x ≥ 0}, we have
‖F (x)− F (y)‖
=
∥∥∥∥−(ξ¯1(1)( 11 + x1(1) − 11 + y1(1)
)
; . . . ; ξ¯5(2)
(
1
1 + x5(2)
− 1
1 + y5(2)
))
+ 2ATA(x− y)
∥∥∥∥
≤
∥∥∥∥(ξ¯1(1) x1(1)− y1(1)(1 + x1(1))(1 + y1(1)) ; . . . ; ξ¯5(2) x5(2)− y5(2)(1 + x5(2))(1 + y5(2))
)∥∥∥∥+ 2‖ATA‖‖x− y‖.
Using nonnegativity constraints, from the preceding relation we obtain
‖F (x)− F (y)‖ ≤ max
i,ri
ξ¯i(ri)‖x− y‖+ 2‖ATA‖‖x− y‖ =
(
max
i,ri
ξ¯i(ri) + 2‖ATA‖
)
‖x− y‖,
implying that F is Lipschitz with constant maxi,ri ξ¯i(ri) + 2‖ATA‖. To show the monotonicity of F , we
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write
(F (x)− F (y))T (x− y)
=
((
ξ¯1(1)
x1(1)− y1(1)
(1 + x1(1))(1 + y1(1))
; . . . ; ξ¯5(2)
x5(2)− y5(2)
(1 + x5(2))(1 + y5(2))
)
+ 2ATA(x− y)
)T
(x− y)
=
∑
i,r
ξ¯i(r)
(xi(r)− yi(r))2
(1 + xi(r))(1 + yi(r))
+ 2(x− y)T (ATA)(x− y)
≥ mini,ri ξ¯i(ri)
(1 + maxl b(l))2
‖x− y‖2 + 2(x− y)T (ATA)(x− y)
= (x− y)T
(
mini,ri ξ¯i(ri)
(1 + maxl b(l))2
IN + 2A
TA
)
(x− y).
Our choice of matrix A is such that ATA is positive definite. Thus, the preceding relation implies that F is
strongly monotone with parameter
η =
mini,r ξ¯i(ri)
(1 + maxl b(l))2
+ 2λmin(A
TA),
where λmin(A
TA) is the minimum eigenvalue of the matrix ATA.
Specification of parameters
In this experiment, the optimal solution x∗ of the problem (5.7) is calculated by sample average approxi-
mation (SAA) method using the nonlinear programming solver knitro [11]. Our goal lies in comparing the
performance of the DASA scheme given by (3.22)–(3.23) with that of SA schemes using harmonic stepsize
sequences of the form γk =
θ
k , referred to as HSA schemes. We consider three values for θ and observe the
performance of HSA scheme in each case. To calculate the stepsize sequence in DASA scheme, other than
η and L obtained in the previous part, parameters c, ri, D, and ν need to be evaluated. We assume that
c = η4 and ri is uniformly drawn from the interval [1, 1 +
η−2c
L ] for each user. We let the starting point of all
SA schemes be zero, i.e., x0 = 0. Thus, D = maxx∈X ‖x‖. Since the routing matrix A has binary entries,
from Ax ≤ b, one may conclude that √N maxl b(l) can be chosen as D. To calculate ν, for any k ≥ 0 we
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have
E
[‖wk‖2 | Fk] = E[‖Φ(xk, ξk)− F (xk)‖2 | Fk]
= E
[∥∥∥∥(ξk,1(1)− ξ¯k,1(1)1 + xk,1(1) ; . . . ; ξk,5(2)− ξ¯k,5(2)1 + xk,5(2)
)∥∥∥∥2 | Fk
]
= E
[
N∑
i=1
ni∑
r=1
(
ξk,i(r)− ξ¯k,i(r)
1 + xk,i(r)
)2
| Fk
]
=
N∑
i=1
ni∑
r=1
var(ξk,i(r))
(1 + xk,i(r))2
≤
N∑
i=1
ni∑
r=1
var(ξk,i(r)),
where the last inequality is obtained using xk,i(r) ≥ 0. Thus,
√∑N
i=1
∑ni
r=1 var(ξk,i(r)) is a candidate for
parameter ν. On the other hand, ν needs to satisfy ν ≥ LD√
2
from Theorem 14. Therefore, we set ν as follows:
ν = max

√√√√ N∑
i=1
ni∑
r=1
var(ξk,i(r)),
LD√
2
 .
Sensitivity analysis
We solve the bandwidth-sharing problem for 12 different settings of parameters shown in Table 5.5. We
consider 4 parameters in our model that scale the problem. Here, mb denotes the multiplier of the capacity
vector b, mc denotes the multiplier of the congestion cost function c(x), and mξ and dξ are two multipliers
that parametrize the random variable ξ. More precisely, if i-th user in route r is uniformly distributed in
[a− b, a+ b], here we assume that it is uniformly distributed in [mξa− dξb,mξa+ dξb]. S(i) denotes the i-th
setting of parameters. For each of these 4 parameters, we consider 3 settings where one parameter changes
and other parameters are fixed. This allows us to observe the sensitivity of the algorithms with respect
to each of these parameters. The SA algorithms are terminated after 4000 iterates. To measure the error
- S(i) mb mc mξ dξ
mb 1 1 1 5 2
2 0.1 1 5 2
3 0.01 1 5 2
mc 4 0.1 2 2 1
5 0.1 1 2 1
6 0.1 0.5 2 1
mξ 7 1 1 1 5
8 1 1 2 5
9 1 1 5 5
dξ 10 1 0.01 1 1
11 1 0.01 1 2
12 1 0.01 1 5
Table 5.5: The bandwidth-sharing problem: Parameter settings
of the schemes, we run each scheme 25 times and then compute the mean squared error (MSE) using the
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metric 125
∑25
i=1 ‖xik − x∗‖2 for any k = 1, . . . , 4000, where i denotes the i-th sample. Table 5.6 shows the
90% confidence intervals (CIs) of the error for the DASA and HSA schemes.
- S(i) DASA - 90% CI HSA with θ = 0.1- 90% CI HSA with θ = 1 - 90% CI HSA with θ = 10 - 90% CI
mb 1 [2.97e−6,4.66e−6] [1.52e−6,2.37e−6] [1.70e−6,2.97e−6] [1.33e−5,1.81e−5]
2 [2.97e−6,4.66e−6] [1.52e−6,2.37e−6] [1.70e−6,2.97e−6] [1.33e−5,1.81e−5]
3 [1.15e−7,3.04e−7] [2.12e−8,4.92e−8] [4.66e−8,1.17e−7] [8.07e−7,2.43e−6]
mc 4 [4.39e−7,6.55e−7] [1.33e−6,1.80e−6] [4.71e−7,8.75e−7] [3.84e−6,5.38e−6]
5 [1.29e−6,1.97e−6] [9.00e−6,1.20e−5] [7.88e−7,1.36e−6] [5.61e−6,7.98e−6]
6 [3.44e−6,5.36e−6] [2.26e−4,2.53e−4] [1.25e−6,1.99e−6] [7.34e−6,1.12e−5]
mξ 7 [4.29e−5,6.40e−5] [7.92e−5,1.49e−4] [2.83e−5,4.75e−5] [1.84e−4,2.75e−4]
8 [3.18e−5,4.83e−5] [3.46e−5,6.07e−5] [1.97e−5,3.39e−5] [1.40e−4,1.99e−4]
9 [1.83e−5,2.88e−5] [6.12e−6,9.99e−6] [1.06e−5,1.85e−5] [8.33e−5,1.13e−4]
dξ 10 [3.82e−4,5.91e−4] [2.86e+1,2.86e+1] [5.50e−1,5.70e−1] [7.23e−5,9.64e−5]
11 [9.81e−4,1.44e−3] [2.86e+1,2.86e+1] [5.45e−1,5.85e−1] [2.85e−4,3.80e−4]
12 [6.26e−3,8.44e−3] [2.85e+1,2.86e+1] [5.47e−1,6.44e−1] [1.77e−3,2.36e−3]
Table 5.6: The bandwidth-sharing problem – 90% CIs for DASA and HSA schemes
Results and insights
We observe that DASA scheme performs favorably and is far more robust in comparison with the HSA
schemes with different choice of θ. Importantly, in most of the settings, DASA stands close to the HSA
scheme with the minimum MSE. Note that when θ = 1 or θ = 10, the stepsize θk is not within the interval
(0, η−βL(1+β)2L2 ] for small k and is not feasible in the sense of Prop. 2. Comparing the performance of each HSA
scheme in different settings, we observe that HSA schemes are fairly sensitive to the choice of parameters.
For example, HSA with θ = 0.1 performs very well in settings S(1), S(2), and S(3), while its performance
deteriorates in settings S(10), S(11), and S(12). A similar discussion holds for other two HSA schemes. A
good instance of this argument is shown in Figure 5.4. For example, HSA scheme with θ = 10 performs
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Figure 5.4: The bandwidth-sharing problem – MSE – DASA vs. HSA schemes
poorly in settings S(1) and S(4), while it outperforms other schemes in setting S(11). We also observe that
changing mb from 1 to 0.1 does not affect the error. This is because the optimal solution x
∗ remains feasible
for a smaller vector B. On the other hand, the error decreases when we use mb = 0.01. Figure 5.5 presents
the flow rates of the users in different routes for the setting S(4). One immediate observation is that the flow
rates of HSA scheme with θ = 10 fluctuates noticeably in the beginning due to a very large stepsize. Figure
5.6 provides an image of the 90% CIs for the setting S(4). We used two formats to present the intervals.
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Figure 5.5: The bandwidth-sharing problem – flow rates for the setting S(4)
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(b) HSA with θ = 1
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(c) HSA with θ = 10
Figure 5.6: The bandwidth-sharing problem – 90% CIs for the setting S(4)
The left-hand side half of each plot shows the intervals with line segments, while the other half shows the
lower and upper bound of the intervals continuously. The colorful points represent the 25 sample errors at
corresponding iterations. We see that the DASA scheme and HSA scheme with θ = 1 have CIs with similar
size and a smooth mean while the mean in HSA scheme with θ = 10 is nonsmooth and oscillates more as
the algorithm proceeds.
5.4 A networked stochastic Nash-Cournot game
Consider a networked Nash-Cournot game akin to that described in Example 4. Specifically, let firm i’s
generation and sales decisions at node j be given by gij and sij , respectively. Suppose the price function
pj is given by pj(s¯j , aj , bj) = aj − bj s¯σj , where s¯j =
∑
i sij , σ ≥ 1 and aj and bj are uniformly distributed
random variables defined over the intervals [lbaj , ub
a
j ] and [lb
b
j , ub
b
j ], respectively. For purposes of simplicity,
we assume that the generation cost is linear and is given by cijgij . We also impose a bound on sales decisions,
as specified sij ≤ cap′ij for all i and j. Note that sales decisions are always bounded by aggregate generation
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capacity. The optimization model for the i-th firm is given by:
minimize E
 M∑
j=1
(
cijgij − sij(aj − bj s¯σj )
) (5.8)
subject to xi = (si·; gi·) ∈ Xi ,

M∑
j=1
gij =
M∑
j=1
sij ,
gij ≤ capij , sij ≤ cap′ij , j = 1, . . . ,M,
gij , sij ≥ 0, j = 1, . . . ,M.

.
As discussed in [29], when 1 < σ ≤ 3 and M ≤ 3σ−1σ−1 , the mapping F is strictly monotone and strong
monotonicity can be induced using a regularized mapping, given that our interest lies in strongly monotone
problems. On the other hand, when σ > 1, it is difficult to check that mapping F has Lipschitzian property.
This motivates us to employ the distributed locally randomized SA schemes introduced in Sec. 3.3.3. Now,
using regularization and randomized schemes, we would like to solve the VI(X,F  + ηI), where η > 0 is
the regularization parameter and F  is defined by (3.24). As a consequence, this problem admits a unique
solution denoted by x∗η,.
SA algorithms
In this experiment, we use four different SA schemes for solving VI(X,F  + ηI) described in Sec. 3.2.2 and
Sec. 3.3:
MSR-DASA scheme. In this scheme, we employ the algorithm (3.35) and assume that the random vector
z is generated via the MSR scheme, i.e., zi is uniformly distributed on the set Bni(0, i) while the mapping
F is defined by (3.24). One immediate benefit of applying this scheme is that the Lipschitzian parameter
can be estimated from Prop. 16b. Moreover, we assume that the stepsizes γk,i are given by (3.22)-(3.23).
The multiplier ri is randomly chosen for each firm within the prescribed range. The constant c is maintained
at η4 . Parameters D and ν need to be estimated, while the Lipschitzian parameter L is obtained by Prop.
16b, i.e.,
L =
√
N‖C‖ max
j=1,...,N
{
κj
nj !!
(nj − 1)!!
1
j
}
.
MSR-HSA schemes. Analogous to the MSR-DASA scheme, this scheme uses the distributed locally
randomized SA algorithm (3.35) where for any i = 1, . . . , N , the random vector zi is uniformly drawn from
the ball Bni(0, i) and mapping F is defined by (3.24). The difference is that here we use the harmonic
stepsize of the form θk at k-th iteration for any firm, where θ > 0.
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MCR-DASA scheme. This scheme is similar to the MSR-DASA scheme with one key difference. We
assume that random vector z is generated by the MCR scheme, i.e., for any i = 1, . . . , N , random vector zi
is uniformly drawn from the cube Cni(0, i) independent from any zj with j 6= i. The Lipschitz constant L
required for calculating the stepsizes is given by Prop. 17b:
L =
√
n‖C ′‖
minj=1,...,N{j} .
MCR-HSA schemes. This scheme uses the algorithm (3.35) with multi-cubic uniform random variable
z. The stepsizes in this scheme are harmonic of the form θk .
To obtain the solution x∗η,, we use the HSA scheme with the stepsizes
1
k using 20000 iterations. Note that
in this experiment, when we use the DASA scheme, we allow that the condition ν ≥ DL√
2
is violated and we
replace it with ν ≥ D. The condition ν ≥ D keeps the adaptive stepsizes positive for any k. As a consequence
of ignoring ν ≥ DL√
2
, the adaptive stepsizes become larger and in the order of the harmonic stepsizes in our
analysis. Note that by this change, the convergence of the DASA algorithm is still guaranteed, while the
result of Theorem 14d does not hold necessarily.
Sensitivity analysis
We consider a Nash-Cournot game with 5 firms over a network with 3 nodes. We set σ = 1.1, lbbj = 0.04,
ubbj = 0.05, and lb
a
j = 1 for any j and ub
a = (1.5; 2; 2.5). Having these parameters fixed, our test problems
are generated by changing other model’s parameters. These parameters are as follows: the parameter of
locally randomized schemes , the regularization parameter η, the starting point of the SA algorithm x0,
and the multiplier Ma for the random variable aj for any j. We also consider two different settings for
capij and cap
′
ij . Note that when capij = 1, the constraints sij ≤ 3 are redundant and can be removed. In
our analysis we assume that i ,  is identical for all firms. Similar to the first experiment in Sec. 5.3,
- S(i)  η x0 Ma capij cap
′
ij
 1 0.1 0.1 P1 1 1 3
2 0.001 0.1 P1 1 1 3
3 0.0001 0.1 P1 1 1 3
η 4 0.1 0.1 P2 1 10 1
5 0.1 0.05 P2 1 10 1
6 0.1 0.01 P2 1 10 1
x0 7 0.1 1 P1 6 10 1
8 0.1 1 P2 6 10 1
9 0.1 1 P3 6 10 1
Ma 10 0.01 0.5 P2 2 1 3
11 0.01 0.5 P2 4 1 3
12 0.01 0.5 P2 6 1 3
Table 5.7: The stochastic Nash-Cournot game – settings of parameters
we consider a set of test problems corresponding to each of these parameters. In each set, one parameter
changes and takes 3 different values, while other parameters are fixed. Table 5.7 represents 12 test problems
as described. Note that P1, P2, and P3 are three different feasible starting points. More precisely, P1 = 0,
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P2 = 0.5(cap
′; cap), and P3 = (cap′; cap). Similar to the first experiment, the termination criteria is running
the SA algorithms for 4000 iterates. We run each algorithm 25 times and then we obtain the MSE of the
form 125
∑25
i=1 ‖xik − x∗η,‖2 for any k = 1, . . . , 4000. Table 5.8 and Table 5.9 show the 90% CIs of the error
for the described schemes.
Results and insights
Table 5.8 presents the simulation results for the test problems using the MSR-DASA and MSR-HSA schemes.
One observation is the effect of changing the parameter  on the error of the schemes is negligible. We only
see a slight change in the error of MSR-HSA scheme with θ = 10. Comparing the order of the error, we
notice that the MSR-DASA scheme is placed second among all schemes of the first set of the test problems.
In the second set, by decreasing η the error of all the schemes, except for the MSR-HSA scheme with θ = 0.1,
first decreases and then increases. This is not an odd observation since we used x∗η, instead of x
∗ to measure
the errors and x∗η, changes itself when η or  changes. In this set, the MSR-DASA scheme still has the
second best errors among all schemes. The schemes are not much sensitive to the choice of x0 and we
observe that the second place is still reserved by the MSR-DASA scheme. Finally, in the last set, we see
that increasing the factor Ma, as we expect, increases the error in most of the schemes. The reason is that
increasing the order of Ma increases both mean and variance of the random variable a. Importantly, we
observe that our MSR-DASA scheme remains very robust among the MSR-HSA scheme. Table 5.9 shows
- S(i) DASA - 90% CI HSA with θ = 0.1- 90% CI HSA with θ = 1 - 90% CI HSA with θ = 10 - 90% CI
 1 [1.38e−2,2.37e−2] [1.83e+1,1.87e+1] [1.60e−1,2.15e−1] [3.07e−3,5.33e−3]
2 [1.38e−2,2.37e−2] [1.83e+1,1.87e+1] [1.60e−1,2.15e−1] [3.04e−3,5.30e−3]
3 [1.38e−2,2.37e−2] [1.83e+1,1.87e+1] [1.60e−1,2.15e−1] [3.04e−3,5.30e−3]
η 4 [1.92e−3,3.98e−3] [1.63e−0,1.71e−0] [8.43e−3,1.62e−2] [5.28e−4,1.08e−3]
5 [1.42e−3,3.12e−3] [1.84e−0,1.93e−0] [7.43e−3,1.44e−2] [2.59e−4,5.76e−4]
6 [5.61e−3,1.62e−2] [2.33e−0,2.44e−0] [1.61e−2,2.39e−2] [5.06e−4,8.65e−4]
x0 7 [2.68e−6,3.48e−6] [4.37e−1,5.13e−1] [1.37e−6,1.92e−6] [6.71e−6,9.21e−6]
8 [2.68e−6,3.48e−6] [2.22e−5,2.91e−5] [1.37e−6,1.92e−6] [6.71e−6,9.21e−6]
9 [2.68e−6,3.48e−6] [2.22e−5,2.91e−5] [1.37e−6,1.92e−6] [6.71e−6,9.21e−6]
Ma 10 [4.45e−3,9.25e−3] [5.79e−1,9.25e−1] [1.67e−3,5.72e−3] [2.72e−5,2.07e−2]
11 [8.85e−3,1.73e−2] [1.25e−0,2.12e−0] [9.38e−4,1.82e−2] [4.52e−3,3.22e−2]
12 [1.92e−2,3.91e−2] [8.51e−1,2.31e−0] [1.87e−3,4.15e−2] [1.04e−2,7.23e−2]
Table 5.8: The stochastic Nash-Cournot game – 90% CIs for MSR-DASA and MSR-HSA schemes
the error estimations using the MCR-DASA and MCR-HSA schemes. Comparing these results with the
MSR schemes in Table 5.8, we see that the sensitivity of the MCR schemes to the parameters is very similar
to that of MSR schemes and the MCR-DASA scheme performs as the second best among all MCR schemes.
We also see that in most of the settings, the error of the MSR-DASA scheme is slightly smaller than the
error of the MCR-DASA scheme. One reason can be that the MSR scheme has a smaller Lipschitz constant
than the MCR scheme for our problem settings.
Figure 5.7 illustrates a comparison among the different schemes described in Sec. 5.4 for the case of setting
S(5) and S(8). All the MSR schemes are shown with solid lines, while the MCR schemes are presented with
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- S(i) DASA - 90% CI HSA with θ = 0.1- 90% CI HSA with θ = 1 - 90% CI HSA with θ = 10 - 90% CI
 1 [1.22e−2,2.55e−2] [1.84e+1,1.88e+1] [1.78e−1,2.29e−1] [2.42e−3,4.21e−3]
2 [1.21e−2,2.53e−2] [1.84e+1,1.88e+1] [1.78e−1,2.28e−1] [2.37e−3,4.13e−3]
3 [1.21e−2,2.53e−2] [1.84e+1,1.88e+1] [1.78e−1,2.28e−1] [2.37e−3,4.13e−3]
η 4 [4.17e−3,9.50e−3] [1.65e−0,1.74e−0] [9.37e−3,1.84e−2] [7.38e−4,1.73e−3]
5 [1.41e−3,4.06e−3] [1.85e−0,1.93e−0] [6.88e−3,1.32e−2] [2.85e−4,5.06e−4]
6 [8.19e−3,1.88e−2] [2.37e−0,2.46e−0] [1.85e−2,3.10e−2] [4.18e−4,7.05e−4]
x0 7 [2.25e−5,2.88e−5] [4.31e−1,5.12e−1] [9.41e−6,1.18e−5] [3.99e−5,5.27e−5]
8 [2.25e−5,2.88e−5] [1.13e−4,1.58e−4] [9.40e−6,1.18e−6] [3.99e−5,5.27e−5]
9 [2.25e−5,2.88e−5] [1.13e−4,1.58e−4] [9.40e−6,1.18e−5] [3.99e−5,5.27e−5]
Ma 10 [1.66e−3,4.29e−3] [6.17e−1,8.88e−1] [4.21e−4,1.79e−3] [3.82e−4,8.30e−3]
11 [3.03e−3,1.22e−2] [1.29e−0,2.23e−0] [9.63e−4,5.77e−3] [2.48e−3,2.52e−2]
12 [6.05e−3,2.60e−2] [8.50e−1,2.49e−0] [2.27e−3,1.29e−2] [5.54e−3,5.67e−2]
Table 5.9: The stochastic Nash-Cournot game – 90% CIs for MCR-DASA and MCR-HSA schemes
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Figure 5.7: The stochastic Nash-Cournot game – comparison among all the schemes
dashed lines. There are some immediate observations here. Regarding the order of the error, in both if the
settings S(5) and S(8), the schemes with the distributed adaptive stepsizes given by (3.22)-(3.23) are the
second best scheme among each of MSR and MCR schemes. This indicates the robustness of the DASA
scheme compared with the HSA schemes. We also observe that in the setting S(5), the HSA schemes with
θ = 10 (both MSR and MCR) have the minimum error, while in setting S(8), the HSA schemes with θ = 1
has the minimum error. This is an illustration of sensitivity of HSA schemes to the setting of problem
parameters. Let us now compare the MSR schemes with the MCR schemes. In the setting S(5), the MSR
and MCR schemes perform very closely and in fact, it is hard to distinguish the difference between their
errors. On the other hand, in the setting S(8), we see that the MSR schemes have a better performance than
their MCR counterparts. Figure 5.8 illustrates the 90% confidence intervals for the MSR schemes with the
setting S(5). These intervals are shown with line segments in the left-hand side half of each plot and shown
with continuous bound in the right-hand side half. The colorful points present the samples at each level of
iterates. Importantly, we observe that the CIs of MSR-DASA scheme are as tight as the MSR-HSA scheme
with θ = 1 and they are tighter than the ones in the MSR-HSA scheme with θ = 10. Figure 5.9 shows the
similar comparison for the MCR schemes.
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(a) MSR-DASA scheme
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(b) MSR-HSA scheme with θ = 1
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(c) MSR-HSA scheme with θ = 10
Figure 5.8: The stochastic Nash-Cournot game – setting S(5) – MSR-DASA vs. MSR-HSA schemes
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(a) MCR-DASA scheme
0 500 1000 1500 2000 2500 3000 3500 4000
10−5
10−4
10−3
10−2
10−1
100
Iteration
M
e
a
n
 s
q
u
a
re
d
 e
rr
o
r
 
 
Mean
90% CI
Upper bound of 90% CI
Mean
Lower bound of 90% CI
(b) MCR-HSA scheme with θ = 1
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(c) MCR-HSA scheme with θ = 10
Figure 5.9: The stochastic Nash-Cournot game – setting S(5) – MCR-DASA vs. MCR-HSA schemes
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