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Abstract The Signorini problem for the Laplace operator is considered in a general
polygonal domain. It is proved that the coincidence set consists of a finite number of
boundary parts plus isolated points. The regularity of the solution is described. In
particular, we show that the leading singularity is in general r
pi/(2αi)
i at transition points
of Signorini to Dirichlet or Neumann conditions but r
pi/αi
i at kinks of the Signorini
boundary, with αi being the internal angle of the domain at these critical points.
Key Words Signorini problem, coincidence set, regularity
AMS subject classification 35B65; 49N60
1 Introduction
In this paper we consider the Signorini problem
−∆y = 0 in Ω, (1.1)
y = 0 on ΓD, (1.2)
∂ny = 0 on ΓN , (1.3)
∂ny = u on ΓU , (1.4)
y ≥ 0, ∂ny ≥ 0, y∂ny = 0 on ΓS , (1.5)
with a boundary datum u ∈ L2(ΓU ). We assume that the mutually disjoint, relatively
open sets ΓD, ΓN , ΓU , and ΓS satisfy
Γ¯D ∪ Γ¯N ∪ Γ¯U ∪ Γ¯S = Γ = ∂Ω, Γ¯S ∩ Γ¯U = ∅, ΓD 6= ∅ (1.6)
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with Γ being the boundary of the bounded polygonal domain Ω ⊂ R2. The boundary
parts ΓN and ΓU are distinguished because of the second assumption in (1.6). The
condition ΓD 6= ∅ is assumed to obtain a unique solution. The notation and our interest
in the problem comes from an optimal control problem where y is the state variable and
u is the control variable.
Problem (1.1)–(1.5) is sometimes considered as the scalar version of the more impor-
tant Signorini problem for the Lame´ equations (“linear elasticity with unilateral bound-
ary condition”) but it has its own application describing a steady-state fluid mechanics
problem in media with a semi-permeable boundary, see [8, Section 1.1.1].
Let C = {ci}ni=1 be the set of critical boundary points, namely all points where the
type of the boundary condition changes, that is Γ \ (ΓD ∪ ΓN ∪ ΓU ∪ ΓS), and all
corners of the domain. Bre´zis [2] (see also [7] for the elasticity system) showed for the
inhomogeneous equation in smooth domains with purely Signorini boundary condition
that the solution is H2-regular, Grisvard and Iooss [10] extended this result to the case
of convex domains. Moussaoui and Khodja [14] showed C1,λ-regularity away from C for
λ < 12 , see also Theorem 2.1; they further discussed possible singular behavior near the
critical points, see also Theorem 3.1. This last description suggests the Ht-regularity
with t ∈ (2, 5/2) of the solution near ΓS . Consequently some authors [1, 6, 16] assume
such a regularity without a complete proof, and use it for their numerical analysis of the
problem. However, for the analysis of the behavior near the extremal points of ΓS and
for sharper regularity results one needs that the coincidence set
ΓC = {x ∈ ΓS : y(x) = 0} (1.7)
consists of a finite number of connected boundary parts (“intervals”) plus isolated points.
Otherwise the set of endpoints of the coincidence set (the set of points where the con-
dition u = 0 changes to u > 0) could possess accumulation points while the analysis of
the regularity near such points (or near corners of the domain) assumes the existence of
a δ-neighborhood where the type of the boundary condition does not change. As a con-
sequence there are publications where the structure of the coincidence set is formulated
as an assumption, see, e.g., [3, Condition (A)].
One important result of our paper is the proof of this proposition in Section 2. Such
a result was previously obtained for the Signorini problem with the Lame´ equations by
Kinderlehrer in [11, 12] under the assumptions
• that the boundary of Ω is flat in a neighborhood of ΓS , more precisely that
ΓS = (−c, c)× {0} ⊂ Γ˜ = (−c˜, c˜)× {0} ⊂ ∂Ω
for some positive constants c and c˜ such that c < c˜, and
• that the part Γ˜ \ ΓS is included into ΓN .
While the transfer to the Laplace equation and to the case that Γ˜\ΓC ⊂ ΓD can be done
with similar ideas, the avoidance of the the first assumption above is not straightforward.
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Figure 1: Illustration of the domains Ω, W and Wδ.
The main tool for our proof is a special conformal mapping which preserves the differ-
ential operator in (1.1) and the normal derivative. It is not clear how to analyze other
equations or a domain with curved boundary. For simplicity of presentation we assumed
that the differential equation in (1.1) and the gap function in (1.5) are homogeneous.
We admit that we cannot treat the general case but we discuss examples in Remark 2.5.
With the knowledge of the structure of the coincidence set one can analyze the regular-
ity of the solution, see, e. g., the already mentioned paper [14] by Moussaoui and Khodja
for results in Ho¨lder spaces. We discuss the regularity in Sobolev spaces in Section 3
where we use a form which is useful for our forthcoming numerical analysis.
2 The coincidence set
Problem (1.1)–(1.5) admits the following variational formulation. By introducing the
convex set
K = {v ∈ H1(Ω) : v = 0 on ΓD and v ≥ 0 on ΓS},
the function y ∈ K satisfies the variational inequality∫
Ω
(∇y · ∇(v − y)) ≥
∫
ΓU
u(v − y) ∀v ∈ K. (2.1)
The solution of (2.1) exists and is unique, see for instance [13, Section II.2.1].
Let us start with a first regularity result of this solution. In particular it shows that
the solution is continuous near the Signorini boundary such that the definition of ΓC in
(1.7) makes sense. To this end, introduce a domain
W ⊂ R2 : Γ¯S ⊂W, Γ¯U ∩ W¯ = ∅, (2.2)
see the illustration in Figure 1, and let
Wδ := (W ∩ Ω) \
n⋃
i=1
B¯(ci, δ)
where the set C = {ci}ni=1 of centers of balls with radius δ > 0 is introduced in the
introduction.
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Figure 2: Illustration of supp η and Ox.
Lemma 2.1. The solution y ∈ K of (2.1) with u ∈ H1/2(ΓU ) satisfies
y ∈ H2(Wδ) ∩ C1,λ(W¯δ) ∀λ ∈ (0, 12) (2.3)
for any δ > 0.
Proof. We start with the proof of the property
∀x ∈ W¯δ ∃ εx > 0 : y ∈ H2(Wδ ∩B(x, εx)) (2.4)
using localization arguments.
• If x ∈ Wδ we consider a ball Ox = B(x, εx) with εx < dist(x, ∂Ω). The solution is
harmonic in Ox and hence even real analytic in Ox [5, Theorem 1.7.1].
• For x ∈ ΓD ∩ W¯δ or x ∈ ΓN ∩ W¯δ we consider a neighborhood Ox = B(x, εx) ∩ Ω
with εx < dist(x,C). Again, since the solution is harmonic in Ox it is real analytic
in Ox, [5, Theorem 2.7.1], i. e. near the smooth part of the Dirichlet or Neumann
boundary.
• For the remaining case x ∈ ΓS∩W¯δ we fix a rotationally symmetric cut-off function
η ∈ D(R2) such that η = 1 in a neighborhood of x with a small support such that
supp η∩Ω ⊂Wδ/2, see the illustration in Figure 2. Let now Ox = B(x, εx)∩Ω with
appropriately chosen εx be a convex domain containing the support of η. Then
v = ηw − η2y + y with arbitrary
w ∈ Kx := {z ∈ H1(Ox) : z ≥ 0 on ∂Ox}
satisfies v = y = 0 on ΓD and v = ηw + (1 − η2)y ≥ 0 on ΓS since all factors are
greater than or equal to zero; hence v ∈ K. Inserting v into (2.1) gives∫
Ω
∇y · ∇(η(w − ηy)) ≥
∫
ΓU
uη(w − ηy),
and with η ≡ 0 in Ω \Ox we get∫
Ox
∇y · ∇(η(w − ηy)) ≥ 0 ∀x ∈ Kx. (2.5)
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Since ∂nη = 0 on ∂Ox we get∫
Ox
∇(ηy) · ∇(w − ηy) =
∫
Ox
(y∇η + η∇y) · ∇(w − ηy)
= −
∫
Ox
∇ · (y∇η) · ∇(w − ηy) +
∫
Ox
η∇y · ∇(w − ηy)
= −
∫
Ox
∇ · (y∇η)(w − ηy) +
∫
Ox
∇y · (∇(η(w − ηy))−∇η(w − ηy))
≥ −
∫
Ox
(∇ · (y∇η) +∇y · ∇η) (w − ηy)
due to (2.5). Hence ηy ∈ Kx can be seen as the unique solution of∫
Ox
(∇(ηy) · ∇(w − ηy) + ηy(w − ηy)) ≥
∫
Ox
gx(w − ηy) ∀w ∈ Kx
with gx := −∇ · (y∇η)−∇y · ∇η + ηy ∈ L2(Ox). Grisvard and Iooss showed that
ηy ∈ H2(Ox), see [10, Corollary 3.2].
Altogether the property (2.4) is proved.
The balls B(x, εx) form an open covering of W¯δ, hence there exists a finite covering,
i. e.,
∃xj , j = 1, . . . , J : W¯δ ⊂
J⋃
j=1
B(xj , εxj ).
We conclude that
y ∈ H2(Wδ) ⊂W 1,p(Wδ) ∀p ∈ [1,∞).
With the same procedure as above we can now prove that y ∈ C1,λ(Wδ ∩ B(x, εx))
for all x ∈ W¯2δ. The point is that now gx ∈ Lp(Ox) for all p <∞ such that we can use
a theorem from Khodja and Moussaoui, [14, Theorem 2] (see also [15]), to deduce that
ηxy belongs to C
1,λ(Ox) for all λ ∈ (0, 12). As above we conclude y ∈ C1,λ(W2δ). Since
δ > 0 was arbitrary we are done.
The following lemma is inspired from [11, §6], see also [14, Lemma III.1.3].
Lemma 2.2. Denote by ∂ty and ∂ny the tangential and normal derivatives along the
boundary. Then the equality
∂ty ∂ny = 0 on ΓS \ C. (2.6)
holds.
Remark 2.3. This result extends even to ΓD and ΓN since ∂ty = 0 on ΓD and ∂ny = 0
a.e. on ΓN .
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Proof. Introduce the compact set
ΓS,% := ΓS \
n⋃
i=1
B(ci, %)
for some % > 0. Then according to Theorem 2.1, ∂ny is continuous on ΓS,%, hence we
can introduce the sets
Γ+S,% = {x ∈ ΓS,% | ∂ny(x) > 0}, Γ0S,% = {x ∈ ΓS,% | ∂ny(x) = 0},
and notice that ΓS,% = Γ
+
S,% ∪ Γ0S,%. At this stage, we distinguish two cases:
1. If x ∈ Γ0S,δ, we have ∂ny(x) = 0 and hence
∂ty(x) ∂ny(x) = 0. (2.7)
2. In the other case, x ∈ Γ+S,δ, we have y(x) = 0 due to the Signorini conditions.
Observe that the continuity of ∂ny implies that Γ
+
S,% is an open subset of ΓS,%.
Hence, if x ∈ Γ+S,δ, then y = 0 holds in a neighborhood of x, and the tangential
derivative is also zero in this neighborhood and consequently ∂ty(x) = 0, which
shows that (2.7) also holds in that case.
We have just shown that (2.7) is valid for all x ∈ ΓS,% and letting % tend to zero we find
(2.6).
We prove now the main result of this section, namely the characterization of the
coincidence set ΓC , see (1.7). For that purpose, we adapt the method of Kinderlehrer in
[11, §6] who treated the case of the elasticity system.
Theorem 2.4. Let y ∈ K be the unique solution of (2.1), then the coincidence set ΓC
is the union of a finite numbers of intervals and finitely many isolated points.
Proof. We localize the problem by considering a finite covering of ΓS . Introduce a finite
number of open balls B(ci, %i), i ∈ J . The index set J is chosen such that J ⊃ {i ∈ C :
xi ∈ Γ¯S} and the radii %i > 0 are chosen such that ΓS ⊂
⋃
i∈J B(ci, %i) and cj 6∈ B(ci, %i)
for i 6= j, see Figure 3. Note that the index set may contain further points ci ∈ ΓS \C.
We consider now any ball B(ci, %i) and omit the index i for better readability. Intro-
duce a local polar coordinate system (r, θ) centered in c, such that
Oα := B(c, %) ∩ Ω = {(r cos θ, r sin θ) ∈ R2 : 0 < r < %, 0 < θ < α}
where α is the angle of the domain at c. Consider now the situation where
Γ0 := {(r cos θ, r sin θ) ∈ R2 : 0 < r < %, θ = 0} ⊂ ΓS .
The other leg Γα := {(r cos θ, r sin θ) ∈ R2 : 0 < r < %, θ = α} may be contained in ΓD,
ΓN or ΓS but not in ΓU because of Γ¯S ∩ Γ¯U = ∅, see (1.6). Note that the situation where
Γα ⊂ ΓS and Γ0 6⊂ ΓS can be treated in a similar way.
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Figure 3: Illustration of the domain, the boundary conditions and the covering.
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Figure 4: Illustration of transformation.
The function y satisfies
−∆y = 0 in Oα,
y ≥ 0, ∂ny ≥ 0, y∂ny = 0 on ΓS ∩B(c, %).
Now regarding y as a function of the complex variable z = x1 + ix2, we define the
function
w(z) = ∂2y(z) + i ∂1y(z),
defined in Oα (now considered as a subset of C), see the illustration in Figure 4. As y
is harmonic in Oα and belongs to C
2(Oα), the function w is analytic in Oα, [4, p. 41].
Furthermore, we introduce the biconformal mapping
h : z 7→ zˆ = zpi/α, Oα → Opi,α := {z = rei θ ∈ C : 0 < r < %pi/α, 0 < θ < pi},
and denote Γˆ0 := h(Γ0) and Γˆpi := h(Γα). Note the simple rule
h : rei θ 7→ rˆei θˆ with rˆ = rpi/α and θˆ = θpi
α
.
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Let us analyze now the function
yˆ(zˆ) := y(z).
Since a conformal mapping preserves the Laplace operator (up to a factor) and since the
normal derivative is up to a factor again the θ-derivative we get
−∆yˆ = 0 in Opi,α,
yˆ ≥ 0, ∂ˆnyˆ ≥ 0, yˆ∂ˆnyˆ = 0 on Γˆ0,
and the appropriate Dirichlet, Neumann or Signorini boundary condition on Γˆpi. More-
over, we can compute
∂ry = ∂rrˆ ∂rˆyˆ =
pi
αr
pi/α−1∂rˆyˆ, ∂θy = ∂θθˆ ∂θˆyˆ =
pi
α∂θˆyˆ,
such that∫
Opi,α
|∇ˆyˆ|2 =
∫
Opi,α
(|∂rˆyˆ|2 + |rˆ−1∂θˆyˆ|2) rˆdrˆdθˆ
=
∫
Oα
(
(piα)
−2r2(1−pi/α)|∂ry|2 + r−2pi/α(piα)−2|∂θy|2
)
rpi/α piαr
pi/α−1dr piαdθ
=
∫
Oα
(|∂ry|2 + |r−1∂θy|2) rdrdθ = ∫
Oα
|∇y|2,
i. e., for the function
wˆ(zˆ) := ∂1yˆ + i ∂2yˆ
the relation
|wˆ(zˆ)2| = |wˆ(zˆ)|2 = |∇ˆyˆ|2 ∈ L1(Opi,α)
holds.
Lemma 2.2 and Remark 2.3 imply that
= (w(z))2 = 0 on (−%ˆ, %ˆ) \ {0},
with %ˆ = %pi/α. Consequently on U := B(0, %ˆ) \ {0}, we define the function
F (z) =
{
w(z)2 if =z ≤ 0,
w(z¯)2 if =z > 0,
which is analytic in U by the Schwarz reflection principle, see [4, §IX.1]. Hence F is
meromorphic in U . As additionally F belongs to L1(U) we conclude that F admits the
Laurent expansion
F (z) =
c
z
+ FH(z),
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with c ∈ C and a function FH which is an analytic in B(0, %ˆ). (Terms z−j with j > 1
are not in L1(U).) This implies that the function
Φ(z) = zF (z)
is holomorphic on B(0, %ˆ). Therefore Φ has a finite number of zeroes on Γˆ := {z ∈ U¯ :
=z = 0} if Φ is not identically equal to 0.
Let us analyze two cases:
1. If Φ is identically equal to 0, then by (2.6) we get
w(z)2 = (∂2y)
2 − (∂1y)2 = 0 on Γˆ \ {0},
which again by (2.6) implies
∂2y = ∂1y = 0 on Γˆ \ {0}.
Consequently y is constant on Γˆ, so either this constant is zero and ΓˆC := {z ∈ Γˆ :
yˆ(z) = 0} = Γˆ, or this constant is different from zero and ΓˆC = ∅.
2. If Φ is not identically equal to 0, the sets {z ∈ Γˆ : Φ(z) > 0} and {z ∈ Γˆ : Φ(z) < 0}
are unions of a finite number of intervals I. We are looking for the behavior of y on
any of these intervals I. Depending on the sign of z ∈ Γˆ we find that Φ(z) = zF (z)
is positive or negative in I, hence (∂2y)
2 − (∂1y)2 does not change sign in I, and
moreover (∂2y)
2 > 0 or (∂1y)
2 > 0 in I. If (∂2y(z))
2 > 0 then we get by the
Signorini condition that y ≡ 0 in I. If (∂1y(z))2 > 0 then the function y is
nowhere constant in I, hence y has no or a finite number of zeros in I, and we get
by the Signorini condition that ∂ny = 0 a.e. in I.
In conclusion, in this case ΓˆC is the union of a finite number of intervals plus eventually
a finite number of points. Since the mapping h is continuous this result is valid also
for ΓC .
Remark 2.5. Let us finish this section with a discussion of our assumption that we
assumed a homogeneous differential equation in (1.1) and a homogeneous gap function
in (1.5).
• The assumption of a homogeneous differential equation in (1.1) was made to sim-
plify the discussion. For Lemma 2.1 a right hand side f ∈ L∞(Ω) could be admit-
ted. Recall also the introduction of the domain W in (2.2). The whole analysis is
untouched if the equation is homogeneous in a neighborhood of ΓS only since then
the set W could be defined accordingly.
• In particular cases the solution of non-homogeneous problem could be homoge-
nized. Assume that the differential equation in (1.1) is replaced by −∆y = f and
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the gap condition in (1.5) is replaced by y ≥ ψ. If f and ψ are such that there
exists a function yf,ψ such that
−∆yf,ψ = f in Ω,
yf,ψ = 0 on ΓD,
∂nyf,ψ = 0 on ΓN ∪ ΓU ,
yf,ψ = ψ, ∂nyf,ψ = 0 on ΓS ,
then y − yf,ψ satisfies our assumptions. Of course this problem is overdetermined
such that the existence of a solution cannot be expected for any f and ψ. But
examples can be constructed by choosing a function
y∗ ∈ {v ∈ H2(Ω) : v = 0 on ΓD, ∂nv = 0 on ΓN ∪ ΓU ∪ ΓS} ⊃ H20 (Ω)
and defining f = −∆y∗ and ψ = y∗|ΓS .
Example 2.6. Christof and Haubner investigated in [3] a square domain and the case
Γ = ΓS . In the case of a homogeneous differential equation, Condition (A) in this
paper is now proven in Theorem 2.4, namely that the relative boundary of ΓC has one-
dimensional Hausdorff measure zero and the relative interior of ΓC consists of at most
finitely many connected components.
3 Regularity of the solution
We formulate now a regularity result in the spirit of Theorem 2.3 of the paper [3] by
Christof and Haubner where the regular part of the solution is considered in W 2,p, p > 2,
p 6= 4. But we like to note that the regular part could also be smoother; the prize is
that possibly more singular terms have to be included and the datum u at the Neumann
boundary must be sufficiently regular.
Theorem 3.1. Let y be the solution of problem (1.1)–(1.5). Recall the set {ci}ni=1 of
critical points and the interior angles αi. Recall also that there are points {ci}mi=n+1 ⊂
ΓS \ C of unknown location which are the endpoints of the intervals in the coincidence
set and in that case, set αi = pi. Furthermore denote by (ri, θi) local polar coordinates
at all these points.
Let p > 2, p 6∈ P , where the finite set P of exceptional values is a subset of the
countable set {
2
2− kpi2αi
, k ∈ N, i = 1, . . . ,m
}
.
Assume that u ∈W 1−1/p,p(ΓU ) satisfies the compatibility condition u(ci) = 0
• if ci ∈ Γ¯D ∩ Γ¯U and αi = 12pi or αi = 32pi or
• if ci ∈ Γ¯N ∩ Γ¯U and αi = pi.
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Then there is a representation of y
y = yR +
n∑
i=1
∑
j:0<λi,j<2−2/p
λi,j 6=1
di,jr
λi,j
i Φi,j(θi) +
m∑
i=n+1
dir
3/2
i Φi(θi)
with yR ∈W 2,p(Ω), coefficients di,j and di, smooth functions Φi,j and Φi, and exponents
λi,j =

jpi/αi if D-D or N-N or U-U or U-N conditions near ci, j ≥ 1,
(j − 12)pi/αi if D-N or D-U conditions near ci, j ≥ 1,
jpi/(2αi) if S-S conditions near ci, j ≥ 2,
jpi/(2αi) if S-D or S-N conditions near ci, j ≥ 1,
where D-N means that one boundary edge at ci is contained in ΓD and the other in ΓN ,
and so on.
Remark 3.2. The compatibility conditions could be omitted, but then a singularity of
the form r(Φ1(θ) + log rΦ2(θ)) with Φi smooth has to be added, see [9, p. 263].
Proof. Since we have a finite number of critical boundary points ci due to Theorem 2.4
we can treat them separately and use classical theory as described for instance in [9,
Corollary 4.4.4.14]. Let us discuss shortly the situation near the Signorini boundary.
For i ≤ n and ci ∈ Γ¯S ∩ Γ¯D or ci ∈ Γ¯S ∩ Γ¯N we do not know whether a Dirichlet or
Neumann boundary condition occurs on ΓS near ci. Therefore we consider the worst
situation of mixed boundary conditions.
In the remaining cases some singularities disappear at ci ∈ Γ¯S :
1. For i = n + 1, . . . ,m the leading singularity is r
3/2
i since the term r
1/2
i is not in
H2(Ω), compare the result in Lemma 3.1, and see the discussion in e. g. [3, 14].
2. For i ≤ n and ci ∈ ΓS the worst situation could be mixed. Let us consider the case
that Dirichlet conditions is valid for θi = 0. Then we have in the vicinity of ci
y = yr + dr
pi/(2αi)
i sin
(
piθi
2αi
)
. (3.1)
We show now yr = o(r
pi/(2αi)
i ) such that this term is neglectable sufficiently close
to ci. Indeed from [9, Corollary 4.4.4.14] near ci, we have
yr = yR +
∑
j∈N\{0}:0<(j+1/2)pi/αi<2−2/p
(j+1/2)pi/αi 6=1
di,jr
(j+1/2)pi/αi
i sin((j + 1/2)piθi/αi), (3.2)
with yR ∈W 2,p(Ω ∩B(ci, ρ)) for ρ small enough and di,j ∈ R. Consequently, near
ci,
yR(ri, 0) = 0,
∂yR
∂θi
(ri, αi) = 0 ∀ri < ρ. (3.3)
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Notice that the Sobolev embedding theorem guarantees that
yR ∈ C1,β(Ω¯ ∩ B¯(ci, ρ)) with β = 1− 2/p. (3.4)
We now notice that the second term in the sum in (3.2) (if any) is trivially
o(r
pi/(2αi)
i ), hence it remains to check the same behavior for yR. We note that
∇yR(ci) = 0 except in the cases αi = 12pi or αi = 32pi, and that r
(j+1/2)pi/αi
i is
smooth when αi =
1
2pi. For that purpose, we distinguish three cases.
a) If pi/(2αi) < 1, then by Taylor’s theorem (and since yR(ci) = 0), we have
yR(x) = ∇yR(ci) · (x− ci) + o(ri),
which yields yR(x) = O(ri) = o(r
pi/(2αi)
i ) as pi/(2αi) < 1.
b) If pi/(2αi) = 1, then from [9, Corollary 4.4.4.14], we directly have
y = yR ∈W 2,p(Ω ∩B(ci, ρ)),
in other words the singular part is zero.
c) If pi/(2αi) > 1, then owing to (3.3) and the regularity of yR, we actually have
∇yR(ci) = 0,
hence by Taylor’s expansion with an integral remainder, we have
yR(x) =
∫ 1
0
∇yR(ci + t(x− ci))(x− ci) dt,∀|x− ci| < ρ.
Therefore as |∇yR(ci+t(x−ci))| = |∇yR(ci+t(x−ci))−∇yR(ci)| = O((tri)β)
due to (3.4), one deduces that
|yR(x)| = O(rβ+1i ) = o(rpi/(2αi)i ),
as pi/(2αi) < β + 1. (In the case pi/(2αi) > β + 1 = 2− 2/p the solution y is
W 2,p-regular in the vicinity of ci. Equality is excluded by assumption.)
Coming back to (3.1), for θi = 0 we get ∂ny = ∂nyr − drpi/(2αi)−1i , hence d ≤ 0
in order to satisfy the Signorini condition ∂ny ≥ 0. For θi = αi we get y =
yr + dr
pi/(2αi)
i , hence d ≥ 0 in order to satisfy the Signorini condition y ≥ 0. So we
can have only d = 0.
Since all cases are treated the proof is complete.
Example 3.3. Let us shortly discuss the L-domain; that is a hexahedron with one
interior angle α = 32pi and all others being of size
1
2pi. The leading singular term near
the non-convex corner is of type rλ with λ = 23 if Signorini conditions are given at both
legs of this angle, but with λ = 13 if a Signorini condition is given on one leg only, and a
Dirichlet or Neumann condition at the other leg. These terms are in Hs(Ω) for s < 1+λ
or in a suitable weighted Sobolev space. The set of exception values for p is P = {3, 6}.
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