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Abstract 
 
This paper presents an approach to background subtraction based on rectangular regions (blocks). The 
general principle is to successively divide the image into blocks and detect foreground pixels based on 
the color histogram and the variance between pixels of the blocks. Then, the classic Gaussian Mixture 
background subtraction method is applied to refine the detected foreground. Results show that this 
approach reduces false positives by filtering noise coming from small motion as it is based on groups 
of pixels instead of on individual pixels. 
1. Introduction 
 
Motion detection is a crucial task in many computer vision applications, such as robotics, video 
monitoring, and action recognition. Several approaches to motion detection are based on background 
subtraction. The fundamental principle of background subtraction is to build a background model of an 
empty scene, and then compare that model with the current image. The difference forms the moving 
objects. However, irrelevant pixels can be detected as foreground (shadow, image noise, dynamic 
scene element, etc.). Thus, a background subtraction method has to be able adapt to different 
conditions in a video sequence and to a changing background. Most background subtraction methods 
label pixels as background or foreground based on pixel by pixel decision such as Single Gaussian 
(SG) [4], Kernel Density Estimation (KDE), Temporal Median Filter, etc. [5].  Thus, these methods 
can be sensitive to noise and small perturbations [1]. 
 
In this paper, we present a block-based background subtraction method, RECTGAUSS-Tex, originally 
proposed in [2]. We have slightly modified the original method to automatically determine the best 
block size based on the image resolution. In this method, background modeling is done at different 
scales based on color histograms and the textural content of image blocks. Results show that this 
method reduces the number of false positives.  
The paper is structured as follows. Section 2 describes the method. Section 3 reports and comments 
the results on the change detection challenge dataset, and section 4 concludes the paper. 
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 2. Methodology 
Background subtraction is performed in two stages: 
 
1. Divide the image iteratively into rectangular regions (blocks), modeling each of them using a color 
histogram and a texture measure. Compare the blocks from the coarsest scale to the finest scale using 
the MDPA (Minimum Difference of Pair Assignments) histogram distance. This gives coarse 
foreground detection at the scale of the smallest block (Figure 1). 
 
2.  Apply Gaussian Mixture Method (GMM) to detect the foreground at the pixel level for each 
foreground block (Figure 2).  
 
 
Figure 1. Background Subtraction with blocks only. 
 
 
 
Figure 2. Background Subtraction after GMM. 
2.1. Background modeling 
 
The reference image (the first frame of a video sequence) is divided into blocks of size NxM. 
Originally, the blocks were 4x3, which is not always appropriate, except for 1.33 ratio images. 
Therefore, we made a change to the method of [2] in order to adapt to different image sizes. 
Thus, first, the reference image is divided into blocks of size NxM depending on the image ratio. For 
each block, a color histogram (64 bins for each RGB channel) and the variance of the pixels of the 
block are calculated. These two statistical measures captures the statistics of the pixels in the blocks 
and thus of the background. This is the finest scale. NxM blocks are then grouped together and their 
statistics are merged until a minimum number 𝑅𝑐 (user defined) of blocks are obtained. Four blocks at 
the finest scale gives one block at the next scale, and so on. This gives background image𝑀𝑅. The 
background is updated by substituting blocks that are labeled as background during motion detection. 
 
2.2. Motion detection 
 
To detect motion, a new frame 𝐼𝑅 is modeled similarly using a hierarchy of blocks. The corresponding 
blocks in 𝐼𝑅 and 𝑀𝑅 at the coarsest scale are first compared. And only if they are different, blocks at a 
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finer scale are compared and so on until the finest scale is reached (Figure 3). Blocks are compared 
using the color histograms and their variance. For each block of 𝑀𝑅 and 𝐼𝑅, their histograms 𝐻𝑀 
and 𝐻𝐼, respectively, are compared using the MDPA distance SH at position (𝑖, 𝑗)  with: 
 
𝑆𝐻�𝐻𝐼 (𝑖, 𝑗),𝐻𝑀 (𝑖, 𝑗)� = ∑ �∑ �𝐻𝐼 (𝑖, 𝑗)�[𝑘] − �𝐻𝑀 (𝑖, 𝑗)�[𝑘]𝑏𝑘=0 �𝐾−1𝑏=0 ∑ �𝐻𝐼 (𝑖, 𝑗)�[𝑏]𝐾−1𝑏=0    (1) 
 
Where b and k are the k-th and b-th histogram bin. The choice of MDPA is justified by the fact that 
this distance considers the error distribution among the histograms’ bins, not only the sum of errors.  
Two histograms are similar if SH is less than a threshold T (which is incremented by a ∆𝑡 value for 
each scale). A similar process is used to compare the variances (texture information). 
 
2.3. Integration of Gaussian Mixture Method (GMM) 
 
After detection of the foreground using block comparison at the finest scale, improving the image 
foreground is needed because the detection is limited to small NxM blocks. 
Consequently, the GMM method [6] is applied to the foreground blocks at the finest scale. Each pixel 
𝑝(𝑥,𝑦, 𝑡) is modeled by K  distribution of Gaussian Mixture. The probability 𝑃 that a pixel is a 
background pixel is defined by:  
 
𝑃(𝑋𝑡) =  ∑ 𝜔𝑖,𝑡𝐾𝑖=1 ∗ 𝜂(𝑋𝑡 , 𝜇𝑖,𝑡,∑ 𝑡𝑖,𝑡 ) (2) 
Where 𝜂 is a Gaussian probability density function: 
 
𝜂(Xt, µt,∑ yt ) = 1(2π)1 2� |∑ ct |1 2� e−12(Xt−µt)T ∑ (Xt − µt)−1t   (3) 
 
Where, 𝑋𝑡 is a measure,  𝜇𝑡 is the mean and ∑ is the covariance of the distribution. A pixel X is 
modeled by K Gaussian distributions. For each one, we would choose the B best distributions. A pixel 
is part of the foreground if:  |𝑋𝑡 − 𝜇𝑡| > 𝑇𝑔𝜎𝑡 
 
Where  σt
2 is the variance and Tg is a threshold. 
3.  Experiments 
3.1. Parameters choice 
 
To test our method, we used the dataset of the change detection challenge [3]. Our method was tested 
for the following challenges: (Baseline, Camera Jitter, Intermittent Objects, Dynamic Background, 
Shadow and Thermal). In the experiment, we had to set the following parameters for all videos:  
• RC: the maximum number of merged blocks in the image. The sizes of each block 
corresponding to the image ratio (length / width). 
• T: a similarity threshold between two color histograms. T varies according to the scale in order 
to avoid pixels noise. This variation depends on another parameter:∆𝑇. So, 𝑇 = 𝑇 + ∆𝑇 at each 
scale. 
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• Α: learning rate for GMM. 
• K: Number of Gaussian distributions. 
• Tb: threshold for choosing the best B distributions. 
• Tg: number of standard deviation. 
 
 To choose the best values for the parameters, we implemented an optimization algorithm. A range 
(minimum, maximum), a current value, and a change step are determined for each parameter. Thus, 
for each video, a set of combinations for different parameters is generated. In this method, GMM is 
applied only on blocks where motion is detected at the finest scale. Therefore, parameters optimization 
is first done only for the blocks, and then, an optimization for the entire method is deduced. After all 
the possible combinations of parameters were tested, the choice of a set of global parameters was 
performed using a selection from the best combinations for each video (a best combination is a 
combination with the best PBC and FNR). For the whole dataset, we used the parameters listed in 
table 1. 
 
RC T ∆𝑻 Α K  Tb Tg 
80 0.022 0.0025 0.0045 5 0.9 2.5 
 
Table 1. Parameters for the experiments using the detection challenge dataset [3]. 
 
3.2. Results  
 
Different metrics are used to test the performance of our method. We used the metric suggested in 
the challenge, that is, precision, recall (Re), specificity (Sp), PBC, false negative rate (FNR), and false 
positive rate (FPR). Moreover, they depend on the number of true positive (TP), the number of false 
positive (FP), the number of false negative (FN) and the number of true negative (TN). 
 
 
 
Table 2. Metrics for our method on the baseline dataset. 
 
We present our result in tables that show our ranking for each category of images through a 
comparison of different metrics. As we can see in table 2 and table 6, in the baseline and thermal 
dataset, the false positive rate is (0.002 and 0.0006 respectively) which mean that most parts of the 
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background are classified as background. However, our method has a smaller recall, because it may 
not detect small objects. 
Despite the difficulty of the Camera Jitter dataset, our method is more successful compared to the 
baseline dataset (Table 3). Indeed, the recall metric is high (0.7648) because of the detection of small 
objects in the finer scale. Due to our two-step motion detection, most moving pixels from camera jitter 
are not detected as background. That is why the false negative rate is small (0.0092). 
 
 
 
Table 3. Metrics for our method on the Camera Jitter dataset. 
 
Our method manages well occlusions between objects (intermittent object motion category) and the 
objects’ shadows. Indeed, for tables 4 and 5, the value of a specificity is about 0.99 (rank 1). In 
addition, the rate of bad classification is relatively small (rank 2) for the intermittent Object videos. 
Thanks to the use of texture and region intensity variance, our method handles the shadows and small 
illumination changes.  
 
 
 
Table 4. Metrics for our method on the Intermittent Objects dataset. 
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Table 5. Metrics for our method on the Shadow dataset. 
 
 
 
Table 6. Metrics for our method on the Thermal dataset. 
 
Figure 3 presented some images resulting for processing the dataset videos. We can conclude that 
the best selection of parameters depends on the categories of the video, but still the method performs 
reasonably well for all scenarios.  
The results show that our methods can filter some local noise, like trees or lake using the rectangular 
regions. In addition, our method deals with light shadows (shadow dataset) but not with large 
illumination changes. 
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Figure 3. Detection results of our method for the dataset of the change detection challenge [3]. 
 
 
4. Conclusions  
 
In this paper, the background subtraction method of [2] is applied on the dataset of [3]. This method 
is based on modeling the background with blocks at different scales. First, the background is modeled 
using blocks that are in turn modeled with a color histogram and the variance of intensities. Then, the 
Gaussian Mixture background subtraction method is applied to detect significant motion in the finest 
scale. 
This method was evaluated in function of performance measures (FNR, Recall, etc.). Results show 
that our approach reduces false positives by filtering noise coming from small motion as it is based on 
groups of pixels instead of on individual pixels. 
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