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Introduction
The organization of the superior temporal sulcus (STS) comprises distinct functional sub-regions that have been previously associated to various features of social perception and cognition. These include the perception and imagery of facial expressions, as well as understanding others' actions or mental states (Allison et al., 2000; Hein and Knight, 2008; Pitcher et al., 2011; Deen et al., 2015) .
In terms of the organization of STS, Deen et al. (2015) proposed a structured set of domain-specific regions along a posterior-to-anterior axis. According to the study, this rich spatial organization is compatible with the existence of sub-regions that integrate information from several neighboring sources.
One of the most relevant sub-regions in terms of social cognition is the posterior region of the STS (pSTS). Ishai et al. (2002) found small subsets of face-selective regions (in the face perception network, including STS) which activated during visual imagery of famous faces. Kim et al. (2007) examined brain activity during imagery of emotional facial expressions and compared to the imagery of neutral facial expressions. The authors report the activation of the amygdala, dorsolateral prefrontal cortex (dlPFC), ventral premotor cortex, STS, parahippocampal gyrus, lingual gyrus and the midbrain. Rebola and Castelo-Branco (2014) reported a direct link between pSTS and the social face cognition networks. Most of these studies use relatively liberal functional contrast criteria, which is not optimal to isolate processing of specific features, although this enables higher statistical power at the cost of specificity. Nevertheless, the studies support the notion that there are common neural correlates involved in visual perception and imagery in the pSTS. Taking this into account, we hypothesize that the brain activity of functional subdomains within the pSTS can be volitionally modulated using imagery strategies, paving the way to neurofeedback approaches targeting this region. Here we aimed to isolate the functional subdomain related specifically to dynamic facial expressions, irrespective of simple motion signals or the presence of a static face.
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A neuroscientific approach based on neurofeedback to study facial expression of emotions
Determining whether individuals are able to volitionally control the pSTS subdomain activity using neurofeedback strategies is relevant given the association between impaired functional activation patterns in pSTS and social cognition disorders such as Autism spectrum disorder (ASD) (Saitovitch et al., 2012; Alaerts et al., 2014; Cheng et al., 2015) . ASD is characterized by a range of clinical features that include deficits in the identification and interpretation of the emotional and mental state of others (Baron-Cohen et al., 2001) .
Neurobiological theories on the mechanisms underlying this condition commonly emphasize impaired neuroactivation in regions such as the amygdala (involved in emotional processing), the STS and the fusiform gyrus (important in face recognition) (Silver and Rapin, 2012) .
Additionally, neuroimaging studies suggest widespread abnormalities affecting these and other regions and connections over distributed networks (Muller, 2007) .
Neuroscientific and technological advances in functional magnetic resonance imaging (fMRI) combined with multivariate supervised learning methods have made possible to decode brain states in real time. Such states can be assessed noninvasively, by measures of the blood oxygenation level-dependent (BOLD) signal, which is a delayed, indirect measure of neural activity (Logothetis, 2008) . These advances led to the recognition of real-time fMRI (rt-fMRI)
as a potentially useful tool in a broad range of basic and clinical applications that include diagnosis, disease monitoring, or even therapeutic approaches based on neurofeedback (Weiskopf et al., 2007; Subramanian et al., 2011) .
In neurofeedback studies, the decoded brain states are presented to the participants, who are instructed to control their own brain activity in real time (LaConte, 2011; Weiskopf, 2012) .
This closed-loop approach combined with the human inherent adaptability and flexibility to volitionally up-and down-regulate attention and engagement (Mishra and Gazzaley, 2015) , facilitates specific changes in brain function and may ultimately optimize system-level neuroplasticity (Ros et al., 2010; Sagi et al., 2012) .
Neurofeedback in therapeutic applications features the enablement of the control of physiological targets to be trained (based on skill learning), producing changes in specific neural networks that might be clinically useful by restoring impaired cognition and/or behavior (Stoeckel et al., 2014) . Moreover, there is increasing evidence that self-regulation through fMRI neurofeedback is achievable in both healthy individuals and psychiatric patients (Ruiz et al., 2013b) .
Functional properties of Neurofeedback target regions -challenges and the need for a mechanistic approach
Various target areas (regions-of-interest, ROI) have been previously chosen for neurofeedback-guided modulation such as the somatosensory cortex (deCharms et al., 2004; Bray et al., 2007) , motor areas (Weiskopf et al., 2004; LaConte et al., 2007; Sitaram et al., 2012) , the amygdala (Posse et al., 2003; Johnston et al., 2010) , the anterior cingulate cortex (ACC) (Weiskopf et al., 2003; deCharms et al., 2005; Hamilton et al., 2011; Mathiak et al., 2015) and visual areas (Sousa et al., 2016) .
Considering electroencephalography (EEG)-based brain-computer interfaces (BCI)/neurofeedback applications, only about one third of participants can immediately achieve brain control (Friedrich et al., 2014) . Another third would only gain rough control after training, while the rest of the participants are unable to achieve control using BCI or neurofeedback setups. In this sense, different aspects may contribute to the participants' engagement and success in BCI and neurofeedback technologies, such as the type of training protocol (including task, instructions and feedback type) and psychological traits such as motivation (Reiner et al., 2018) .
In recent years, an emerging trend in neurofeedback research is the pairing of stimulus and feedback presentation with more explicit rewards directly related to the goals of the
intervention. In a classic approach, the feedback is presented as a thermometer with a discrete color bar changing its level based on the brain activity in the target area selected; the instructions given to the participants are to increase or decrease the colored bar level. The participants' own reward is achieved by successfully controlling the thermometer display.
Novel approaches use task-related stimuli, namely images with dynamically changing properties Given the importance of face perception in normal human cognition and social interaction, the pivotal role of pSTS in this process, and the ability shown by healthy subjects to self-regulate BOLD activity of specific ROIs, it is pertinent to investigate the ability to selfregulate BOLD activity derived from functionally defined subdomains in pSTS, and thereby test their physiological selectivity.
The current study explores the definition of a functional subdomain in pSTS based on a very selective localizer approach specifically isolating the processing of facial expressions.
Moreover, we aimed to probe it by designing new neurofeedback interfaces, and to determine if such combination (rt-fMRI neurofeedback technique, mental imagery strategies and novel neurofeedback target) is feasible.
To this end, we investigated the following research questions: (1) is it possible to reliably define a functional subdomain in pSTS that selectively encodes dynamic facial
expressions, irrespective of the simple presence of motion and/or static faces? (2) can one probe this pSTS domain as a mechanistic neurofeedback target based on mental imagery strategies?
We addressed these questions based on two groups: an active and an alternative ROI group. Both performed neurofeedback training using two interfaces -a visual and an auditory one. The feedback indicated variations in the activation level of a pSTS ROI in the active neurofeedback group (NF group). To control for non-specific effects of the neurofeedback procedure, the participants of the alternative ROI-control group (alt-roi group) attempted to upregulate their brain activity based on a ROI selected with a set of voxels non-related to the task.
The ability to voluntarily modulate pSTS in an identical paradigm with no feedback served as a measure for within-subject control.
Methods
Participants
Twenty healthy participants were recruited for a single-blind neurofeedback experiment and assigned to one of two groups. One group received feedback from the pSTS target region -NF group, and the other received feedback from an alternative ROI -alt-roi group. All participants remained unaware of the group assignment and successfully completed the protocol.
Hence, 10 participants were assigned to the NF group (9 male; mean age: 25.70 ± 3.65 years) and the other 10 to the alt-roi group (8 male; mean age 26.60 ± 3.02 years). None of the participants had a history of neurological disorders, based on their medical and psychiatric history. Most of the participants in this study are male which is in line with a future application in autism research where males dominate.
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This study was approved by the Ethics Commission of the Faculty of Medicine of the University of Coimbra and was conducted in accordance with the declaration of Helsinki. All subjects provided written informed consent to participate in the study.
System architecture and stimuli presentation
The data-flow implemented in the rt-fMRI neurofeedback system includes a closed-loop setup composed of three major subsystems responsible for successfully accomplishing three tasks: A) fMRI image acquisition, B) signal processing and C) neuroimaging-based feedback.
The three subsystems are connected using a Local Area Network (LAN).
Subsystem A is the MRI scanner/acquisition equipment (3T Siemens Magnetom Trio scanner with a 12-channel head coil, at the Portuguese Brain Imaging Network) that is connected to the image processing subsystem (B). The data are collected and saved in a network shared folder.
Subsystem B accesses the data and performs data preprocessing and real-time statistical analysis using Turbo-BrainVoyager 3.2 (TBV) (Brain Innovation, Maastricht, The Netherlands).
The mean BOLD values computed in real-time are based on a ROI defined with a functional localizer run of pSTS performed prior to the neurofeedback task.
Subsystem C performs the computation of the neuroimaging-based feedback and is connected to the monitor placed inside the MRI scanner room (the routines were programmed using the Psychophysics toolbox, (Brainard, 1997) ). At the beginning of each run, a new randomized protocol is created and shared with subsystem B for the creation of the appropriate general linear model (GLM). During the neurofeedback run, subsystem C receives the average BOLD values and computes the feedback values, presenting visual (or auditory) stimuli. The feedback presentation strategy considers the delays inherent to the signal acquisition, signal processing and feedback calculation processes (we further detail the computational aspects of the feedback calculation in the following sections).
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The visual stimuli were designed with an 800 x 600 pixels resolution and presented on a 70 x 39,5 cm LCD monitor, with a resolution of 1920 × 1080 pixels (refresh rate of 60 Hz), that the participant observes through a mirror The LCD was placed at an effective distance of 156 cm from the participant's eyes resulting on a vertical visual angle of approximately 8º.
Experimental protocol
Each scanning session started with a high-resolution magnetization-prepared rapid acquisition gradient echo (MPRAGE) sequence for co-registration of functional data (176 slices; TE: 3.42 ms; TR: 2530 ms; voxel size 1 mm 3 isotropic, FA: 7°; matrix size: 256×256).
Participants from both groups were briefed on the experimental goals and were given the same instructions. An experienced MRI technician accompanied the participants to the scanner and placed them on the table. Foam cushions were placed to minimize head movements throughout the experiments.
After the structural image sequence, four functional sequences were acquired: one functional localizer and three imagery runs. To cover the occipital and posterior temporal lobes, 
Localizer run
The pSTS region was functionally localized using a block-based design with 40 blocks of eight seconds and five different conditions (160 volumes in total). Each condition was repeated eight times during the localizer run. The subjects were instructed to attentively look at the screen. This localizer was very selective for the processing of facial expressions, as explained below in terms of the chosen statistical contrasts.
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The functional localizer comprised five conditions: i. Neutral -static neutral face to help subtract static aspects of face processing; ii. Happy -morphing face from neutral to happy;
iii. Sad -morphing face from neutral to sad; iv. Alternate expressions -alternating between sad and happy; v. Moving dots -randomly moving dots, to help subtract motion processing.
Video clips of an avatar performing a facial expression (Vizard Virtual Reality Software Toolkit, Worldviz) were used as stimuli for conditions ii. Happy, iii. Sad and iv. Alternate expressions. The video clips were composed of 60 frames, presented at a frame rate of 30 images per second (total duration of 2 s). Expression conditions (ii. Happy, iii. Sad, iv. Alternate expressions) were morphed from neutral to the endpoint expression during the first 500 ms, the expression was held during 1000 ms, and then morphed back to neutral during 500 ms ( Fig. 1 exemplifies the process for condition ii. Happy). This process is repeated four times in each block.
According to Furl et al. (2013) , contrasting between dynamic and static faces versus static objects, dynamic objects and random-dot patterns allows for the identification of the faceselective areas (including face and biological motion perception, and social content of the dynamical facial expressions). To isolate a functional subdomain in the posterior portion of STS (closely related to face perception (Deen et al., 2015) ), we introduced as control stimuli the conditions v. Moving and i. Neutral. Note that this localizer approach is quite stringent, since the regions processing static facial features will be elicited by the non-dynamic face stimuli.
With this contrast, we aim to capture the brain areas responsible for the specific processing of dynamic facial expressions.
The data were analyzed in real-time as implemented in TBV. The design matrix contained a separate predictor for each of the 5 conditions. The real-time setup allowed continuous monitoring of the BOLD signal time-course.
A C C E P T E D M A N U S C R I P T 12
Regions of interest selection
The NF group target area was selected according to the contrast (i. Neutral, v. Moving dots) < (ii. Happy, iii. Sad, iv. Alternate expressions), balanced. A three-dimensional box was visually selected in TBV over the cluster displaying the strongest response in the statistical activation map around the posterior portion of the STS, either on the left or right hemisphere.
The voxels significantly activated in this three-dimensional box defined our target region of interest for neurofeedback.
Despite previous studies associating the right pSTS region to the processing of information with social content (e.g. gaze and voice (Pelphrey and Carter, 2008; Saitovitch et al., 2012) ), in this study we aimed to explore the best placement for a neurofeedback target specifically related with facial expression processing. To this end, we selected the neurofeedback target in the hemisphere presenting the strongest response in the pSTS region.
The functional approach to select the ROI takes into account inter-subject variability.
This decision was based on the observation that the functional domain of interest (and the focus of our study) does not necessarily follow precise anatomical landmarks, and to ensure optimal selection of voxels for calculating a stable neurofeedback signal for each participant.
The alt-roi group ROI was based on a scattered set of white matter voxels that presented non significant statistical values for the contrast of interest. The selection of the ROI was determined by the need to select a set of voxels uncorrelated with the task proposed and stimuli presented throughout the procedure, i.e. the alternative brain signal must be functionally and neuroanatomically as independent as possible (Alino et al., 2016) .
Imagery runs
After the definition of the neurofeedback target region, the participants from both groups performed two rt-fMRI-neurofeedback runs.
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Each run presented 25 blocks (12 up-regulation blocks alternating with 13 downregulation blocks), each one with the duration of 24 seconds, totaling a length of 600 seconds (300 volumes). At the beginning of each block, an auditory instruction was given to the participant presenting the condition, while at the end a beep informed them of the end of each block.
Each run consisted of 4 conditions. The up-regulation blocks included three randomly presented conditions: ii. Happy -imagery of a happy facial expression, iii. Sad -imagery of a sad facial expression, iv. Alternate -alternated imagery of happy and sad facial expressions.
The down-regulation condition is the i. Neutral -imagery of a static neutral facial expression.
Participants from both groups were instructed to upregulate mean ROI activation during conditions ii. Happy , iii. Sad and iv. Alternate and to downregulate during condition i.
Neutral. Feedback would inform them of the activation pattern during the run.
The participants were informed about the hemodynamic delay (approximately 6 seconds between any change in brain activity and its effect in the BOLD activation pattern).
We tested two different neurofeedback modalities: visual and auditory. One of the neurofeedback runs was performed with a task-tailored visual feedback while the other was performed with auditory feedback based on the derivative of the BOLD activity. The starting order was randomized.
Visual feedback
During visual feedback runs (Fig. 2) , the expression of the avatar in the screen was updated based on the mean ROI activation of the neurofeedback target. The expression of the avatar was discretized into 15 levels (between neutral and the endpoint expression). The expression level displayed is determined considering the level of the mean ROI activation signal variation.
Flow-chart in Fig. 3 presents the visual feedback algorithm.
First, the protocol is created. The acquisition starts with a baseline block which allows the computation of the baseline variable b (BOLD activity in the ROI -mean over the ROI voxels for the last ten samples of condition i. Neutral). Computing the baseline considering points from the i. Neutral condition block just before the up-regulation blocks mitigates the impact of low frequency drifts on the baseline and feedback values.
When new samples become available, the feedback is computed after 3 points have been received. The waiting period is due to the delay inherent to the process (e.g. hemodynamic delay).
If these rules apply, the signal variation is computed for every new sample and according to Eq. 1:
where x(n) represents ROI activation (mean over the voxels) in sample n and b the baseline. The baseline variable is calculated (and updated at every time point throughout the run) based on a data buffer containing the last 10 samples of the down-regulation condition i. Neutral. The signal variation value is then normalized and discretized (considering 15 levels). The avatar morphs to the endpoint expression when level 15 is achieved (happy for conditions ii. Happy. and iv. Alternate, and sad for condition iii. Sad).
Auditory feedback
ACCEPTED MANUSCRIPT
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The rationale supporting the auditory algorithm is the control of the brain activity based on the feedback of the short-term trend of the mean ROI activity.
The short-term (three samples, i.e. six seconds) positive or negative trend is translated into a "positive" or "negative" sound, respectively. To help the participant in the imagery task, we briefly (2 s) present the avatar's neutral expression before the instruction (Fig. 4) .
Flow-chart in Fig. 5 presents the auditory feedback algorithm.
Similarly to the visual feedback algorithm, the protocol is created in subsystem C and shared with subsystem B.
We calculate the feedback (positive or negative) based on the short-term trend, determined as the first-degree polynomial curve fitting (MATLAB 2013b, Mathworks) of the last three data samples. To avoid confusing the participants with information from previous blocks (while also considering the delay inherent to the neurofeedback process), we discarded the first three points of each block. In this sense, the feedback is presented to the participants in volumes 5 (buffer with samples number 3, 4 and 5), 8 (6, 7, and 8) and 11 (9, 10 and 11) of each block. The time between two consecutive updates is 6 seconds.
The feedback for a positive or negative signal change was a high or low frequency beep, respectively, determined according to the polarity of the short-term data trend. The sounds were previously presented to the participants.
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No feedback run
After the two neurofeedback runs, the participants performed a run without feedback, with a block design similar to the neurofeedback runs. The participants were instructed to maintain the imagery strategy as in the previous neurofeedback runs but without the visual or auditory feedback information. This run is performed to assess the ability to maintain the modulation without feedback.
Offline fMRI data analysis
The fMRI data were analyzed using BrainVoyager QX 2.8 (Brain Innovation, Maastricht, Netherlands).
Pre-processing of single-subject fMRI data included slice-time correction, realignment to the first image to compensate for head motion and temporal high-pass filtering to remove low-frequency drifts. Co-registration of the functional data with the anatomical scan and normalization into Talairach coordinate space (Talairach and Tournoux, 1988 ) was also performed.
In the first-level analysis of the functional runs, we used a standard GLM analysis for each run. Predictors were modeled as a boxcar function with the length of each condition (24 s), convolved with the canonical hemodynamic response function. Six motion parameters (three translational and three rotational) and predictors based on spikes (outliers in the BOLD time course) were also included into the GLM as covariates.
Our main goal was to analyze the statistical significance of activation achieved within the pSTS ROI, for facial expressions. In this sense, we used a ROI-GLM and assessed the contrast (i. Neutral) vs. (ii. Happy, iii. Sad and iv. Alternate), balanced. The alternative ROI in the alt-roi group was defined as a set of white matter voxels with minimal statistical value considering the contrast of interest. The rationale for the definition of an alternative ROI based on a set of voxels from white matter regions was to have a truly negative control to fully prevent ACCEPTED MANUSCRIPT
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17 the possibility of participants to gain control over the feedback signal as compared to the experimental group (negative control) (Sulzer et al., 2013; Sorger et al., 2019) . In addition to the negative control, we also considered a grey matter area (positive control) for both groups -a target region in the left anterior frontal cortex (BA 10) .
To analyze differences between NF group and alt-roi group, 3D spatial smoothing was performed 8 mm full-width at half maximum (FWHM) Gaussian kernel. Then we performed a random effects (RFX) analysis considering each group individually. Finally, we compared the brain activation patterns between groups based on a two-sample t-test.
Results
Online definition of the ROI based on the functional localizer
The localizer run allowed the real-time definition of subject-specific ROIs selective for facial expression perception for the NF group (we present the probability map for the ROI positions in Fig. 6 and an overview of the neurofeedback targets/ROIs in Appendix A, Table   A .1). The ROI was selected in the right hemisphere in seven subjects, while in the other three the ROI was defined in the left (based on statistical criteria).
Offline analysis of the localizer run
The functional localizer revealed significant activation within the pSTS, fusiform gyrus, occipital inferior gyrus and preCentral Gyrus (Fig. 7 , RFX-GLM, FDR corrected, t(19), p<0.0081). All these regions are involved in the extended system of the face perception network (Fox et al. 2009 ) or associated to neural responses to specific components of face expressions (Radua et al. 2010) .
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Imagery runs analysis
In the visual neurofeedback runs, the participants were asked to control the facial expression of the avatar by up-and down-regulating the BOLD activation in the subject-specific ROI. In the auditory modality, the feedback information was provided in the form of 'positive'
and 'negative' sounds.
Based on the ROI-GLM, we computed t-statistic for each participant of the NF group, corresponding to the contrast of interest (i. Neutral) < (ii. Happy, iii. Sad, and iv. Alternate), balanced -i.e. down-vs. up-regulation conditions. The results suggest that self-regulation of pSTS using a mental imagery strategy is possible. According to the statistical criteria defined, ROI-GLM balanced contrast (i. Neutral) vs. (ii. Happy, iii. Sad and iv. Alternate) (FDR corrected, p<0.05), nine out of ten subjects were able to successfully regulate BOLD activity in, at least, one of the neurofeedback runs. During the auditory feedback run, t-statistic value averaged 1.943 (± 1.533 standard deviation), for the visual feedback run t-statistic averaged 3.244 (± 2.563), and in the run without feedback t-statistic averaged 1.688 (± 1.617) (see Appendix A, Table A .2 for details). The visual run presented statistically significant results in seven participants, while the auditory run and the no feedback run in four participants (suggesting that these were able to modulate activity even without a closed loop, reinforcing the importance of the mental imagery strategy, that if effective may work irrespective of the feedback).
Offline analysis of the pSTS ROI activation across groups
To compare NF group and alt-roi group and assess the specificity of the target region, we also selected a pSTS ROI in the alt-roi group (following the same strategy used in the NF group). The effect size between the t-statistic from the pSTS ROI of the two groups, measured ACCEPTED MANUSCRIPT
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For the alt-roi group, we also determined ROI-GLM t-statistic for the contrast of interest in the alternative ROI (used online).
The effect size between the target regions used in each group (pSTS ROI on the NF group vs. WM ROI on the alt-roi group) presented an effect size of 0.519, 0.545, 0.669 for the visual feedback, auditory feedback and run without feedback, respectively.
One-sample t-tests assessed the significance of the BOLD % change within each ROI.
The alternative ROI in no case reached statistical significance, unlike the pSTS-based ROIs in both groups (NF group and alt-roi group) (for details see Figure 8 ). Differences between groups are further explored in Appendix B.
As a final positive control group, we performed the analysis considering a grey matter area for both groups -we considered a target region in the left anterior frontal cortex (BA 10, sphere around voxel with talairach coordinates [-24, 49-5] , and a total of 257 voxels). The results show that neither group was able to modulate BOLD activity in this region. Taken together, this additional analysis reinforces the specificity of the proposed mental imagery strategy and pSTS localization.
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Discussion
The aim of the current study was to investigate whether it is possible to reliably define a functional subdomain in pSTS that encodes dynamic facial expressions irrespective of the presence of motion and/or static faces and to probe this pSTS domain as a mechanistic neurofeedback target using a mental imagery task.
We proposed the participants to volitionally control the BOLD signal of this functionally defined subdomain with the help of a customized rt-fMRI neurofeedback interface developed in our laboratory. Possible clinical benefits from volitional control of BOLD activity of the pSTS region are especially relevant in social and emotion cognition disorders, such as ASD. Neurobiological theories on the mechanisms of the disorder commonly emphasize neuroactivation impairment in the STS, particularly concerning emotion recognition from perceptual analysis of faces (Silver and Rapin, 2012) .
We used neurofeedback based on imagery of emotional facial expressions to get insight into the role of a specific region within STS. We were able to define a highly selective region, the pSTS subdomain which processes specific responses to facial expressions. This target region was specifically responsive to expression of emotions in faces and not just to mere motion or the presence of a face and its static features. We showed that volitional modulation of BOLD activity in pSTS ROI based on imagery of such emotional expressions can be successfully achieved, providing additional evidence for processing specificity. Additionally, we demonstrated that this was possible with two novel feedback approaches (visual or auditory) with distinct rules (mean or derivative based) in this selectively identified region.
No previous study addressed self-modulation of brain activity directly targeting facial expressions (both from the neuromodulation strategy point of view and processing specificity of the target region -a sub-cluster within the STS processing dynamic expressions). In a previous clinical study using neurofeedback based on the anterior insula, emotional face recognition was used as a clinical outcome measure (Ruiz et al., 2013a) . Presentation of static faces as emotional
A C C E P T E D M A N U S C R I P T
21 stimuli was used to promote downregulation of activity of the amygdala (Brühl et al., 2014) .
None of these studies addressed self-modulation of brain activity based on dynamic facial expressions in selectively defined social recognition core regions.
Another recent study based on the concept of functional selectivity used relative upregulation of the parahippocampal place area (PPA) over the fusiform face area (FFA) (Habes et al., 2016) . The participants, based on scene imagery, were able to self-regulate higher visual areas. These results suggest the feasibility of using fMRI neurofeedback and ultimately unveil functional specificity of these visual areas. Our study addresses an area in the social and emotional cognition network and demonstrates that self-regulation of a selective core region involved in processing of dynamic facial expressions in the STS can be achieved and may represent a potential neurofeedback target region.
The proposed functional localizer enabled the identification of a specific functional domain in pSTS as well as brain regions specifically involved in the processing of dynamic aspects of facial expressions. The consistent identification of the target ROI across participants supports the notion that our paradigm allowed to functionally define a facial expression specific pSTS cluster that could be a potential target for imagery of emotions in faces.
An important factor influencing performance in neurofeedback studies is the engagement and motivation of the participants. To maximize this factor, we offered to the participants two novel alternative approaches in the feedback modality, one visual and the other auditory. Based on the ROI-GLM values, both modalities showed promising results. Most participants were able to modulate in at least one of the modalities (9 out of 10 in at least one of the runs). Our aim was not to compare both strategies, but to investigate whether the pSTS region is a suitable neurofeedback target considering different optional strategies. The results suggest that self-driven modulation is achievable considering the mental imagery of facial expressions coupled with the two different feedback interfaces. It is however important to note A C C E P T E D M A N U S C R I P T 22 that given that this was a single session study, no inference can be made concerning long term learning effects.
We considered two controls to assess the specificity of the strategy and neurofeedback target: a within-subject (no feedback, control run at the end of the session, which can also be viewed as an approach suited to investigate learning in repeated paradigms) and a betweengroup control (alt-roi group). The results suggest that the proposed strategy enables selfmodulation of the pSTS region, irrespectively of the feedback source. Moreover, this is a region specifically related with the mental imagery of dynamic facial expressions, since this region did not activate in previous neurofeedback studies using different tasks, such as simple dot motion, performed in our group (Banca et al., 2015 , Sousa et al., 2016 . During the feedback runs, both NF and alt-roi groups were able to achieve self-regulation of a pSTS region validating the efficacy of the proposed strategy (mental imagery of facial expressions) irrespectively of the ROI used to provide feedback. During the no feedback run, only the NF group achieved statistically significant results at the group level in the pSTS ROI. Further experiments are required to better understand possible learning effects caused by the approach proposed here.
The present study provides evidence that a specific dynamic emotion expression subdomain in pSTS can be identified and it proved to be a suitable probe for a mental imagery task coupled with different neurofeedback modalities. Given the role of pSTS in social perception and emotional processing, and the evidence of abnormal functionality of this region in social cognition disorders such as ASD, we hypothesize that learned self-modulation of BOLD activity in this region could be tested in clinical trials using neurofeedback. A multiple session experiment taking advantage of pSTS neurofeedback target specificity would be valuable as a future approach Supporting this idea, previous studies highlighted the impact of neurofeedback training in emotional processing (Zotev et al., 2013) .
Limitations
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Despite the encouraging preliminary results published with the use of rt-fMRI thus far, there is an ongoing debate on the limitations of these approaches and appropriate outcome measures or control conditions (Stoeckel et al., 2014; Mehler et al., 2018) . It is therefore important to note the limitations of our study. The relatively small sample size limits generalization and future studies are necessary to replicate and extend our results. For that reason we provide effect size measures. The use of a single neurofeedback session, to be expected from a proof-of-concept study, does not allow to further explore the learning effect of the neurofeedback experiment. The definition of appropriate controls in neurofeedback experiments is also a matter of debate (Sulzer et al., 2013; Sorger et al., 2019) . Here, the rationale for a negative control region based on white matter voxels was to restrict the control over the trained signal as in the experimental group and a positive control based on a grey matter region was therefore also necessary. Despite these limitations our results points towards the possibility to use a functionally defined region in the pSTS for neuromodulation.
Conclusion
Given the relatively early stage of research in this field, there has been no large randomized controlled trials establishing clinical evidence of treatment efficacy. The encouraging results on the ability to self-modulate activity in pSTS as a neurofeedback target region, reinforce the need for further studies addressing the feasibility of using this region in a larger study, with multiple neurofeedback sessions, to formally evaluate the tolerance and efficacy of neurofeedback interventions, and ultimately design phase II/III clinical trials in clinical populations such as ASD. Zotev, V., Phillips, R., Yuan, H., Misaki, M., Bodurka, J., 2013. Self-regulation of human brain activity using simultaneous real-time fMRI and EEG neurofeedback. Neuroimage. 
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