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We show that, if (F -+” X) is a linear system, 8 C X a convex target set and 
h: X -+ I? a convex functional, then, under suitable assumptions, the computation 
of inf h({y E F 1 u(y) E Q}) can be reduced to the computation of the infimum 
of h on certain strips or hyperplanes in F, determined by elements of u*(X*), 
or of the infima on F of Lagrangians, involving elements of u*(X*). Also, we 
prove similar results for a convex system (F A* X) and the convex cone Q of all 
non-positive elements in X. 
1. INTRODUCTION 
We recall (see [I 11) that a triple (F +U X) consisting of two (real) locally 
convex spaces F, X and a continuous linear mapping u of F into X is called a 
locally convex linear system. If F and X are (real) normed spaces or Banach spaces, 
then (F --+ X) is called a normed linear system, respectively, a Ban& linear 
system. For a locally convex linear system we shall also use, sometimes, the brief 
term linear system (in contrast with the terminology of [4], where a “linear 
system” means what we call here a Banach linear system). Similarly, we shall 
call convex system any triple (F +I X) consisting of a locally convex space F, 
a partially ordered locally convex space X and a convex mapping u of F into X 
( i.e., such that @y, + (1 - A) ys) < hu( yi) + (1 - A) u( ys) for all yi , yI E F 
and all h with 0 < X < 1). 
In Sections 2-4 of the present paper, we shall study the following optimization 
problem: Given a locally convex linear system (F jEl X), a convex subset 52 
of X with u(F) n Q # 0, called target set, and a convex functional h: F + R = 
[-co, +co], find convenient formulae for 
a = i$ h(y), 
tr(y)eO 
(1.1) 
under certain suitable assumptions on u, .Q and h. In the particular case when 
(F +U X) is a Banach linear system and h is a finite and continuous convex 
functional on F, this problem has been studied, applying classical separation 
theorems to certain convex subsets of X, by Rolewicz ([4, Sect. 51); for such 
(F 4” X) and h, the particular case when Q = (UT,,}, a singleton, has been con- 
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sidered by Rolewicz ([4, Sect. 31) and in our paper [ll], where we have worked 
in the space F rather than in X (for the particular case when h(y) = I/y [I for 
ally E F, see also [3, IO] and the references therein). Let us also observe that in 
the particular case when F = X and u = I, , the identity mapping, problem (1.1) 
reduces to the classical convex optimization problem 
a = inLh(y) = inf h(Q), (1.2) 
called also the problem of solving the convex program (Q, k lo). 
In Sections 2-4 of the present paper we shall study the optimization problem 
(1.1) with a different method, namely, by applying some hyperplane theorems 
and Lagrangian theorems of duality obtained in our previous papers [7-91. 
To this end, it might seem natural to regard problem (1.1) as a particular problem 
of type (1.2), namely, as 
a = i$r h(y) = inf h(M), 
where M is the convex subset of F defined by 
(1.3) 
M=(y~FIu(y)~f2}; (1.4) 
however, the results obtained via problem (1.3) would yield formulae for (1.1) 
involving only functionals YE F*, the set of all continuous linear functionals 
on F (and in the particular case when Q is a singleton, only functionals 
YE (Ker u)‘-, i.e., such that YE F* and Y(y) = 0 for all y E Ker u). Since we 
want to obtain formulae for (1.1) involving functionals YE u*(X*)(C(Ker IC)~), 
we shall use a different approach. Namely, embedding problem (1.1) in the 
family of perturbed optimization problems (with the usual conventions 
inf o = +CQ, sup o = -co, to be used throughout this paper) 
we shall apply our hyperplane theorems and Lagrangion duality theorems to bhe 
associated primal functional f: 3c - a, defined by (1.5); in the particular case 
when Q = {x,,), a singleton, we shall also use a slightly different primal functional. 
We recall now some of our previous hyperplane theorems and Lagrangian 
theorems of duality of [7-91, on problem (1.2), which we shall use as main tools 
in the present paper. 
THEOREM 1.1 [8, Corollary 2.11. Let E be a locally convex space and 
f: E -+ fT = [-CO, -+-CO] a lower semi-continuous convex functional. Then 
(1.6) 
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THEOREM 1.2 [9, Lemma 2.1; 7, Theorem 2.11. Let E be a localt’y conwex 
space, f: E -+ R a proper convex functional, and x,, E E. 
(a) If f(xJ = f **(&) (in particular, if f is Zower semi-continuous on E), 
then 
(b) If f is also$nite and continuous on E, then for any convex subset G of E 
inff (G) = ~2; inn{f (x) + Q(x) - sup Q(G)}, U.8) * 
and there exists G0 E E* such that 
inff(G) = hf {f (x) + Q(x) - SUP @i(G)} (l-9) 
(i.e., for which the sup in (1.8) is attained). 
As was observed in [7], the latter result remains valid if we assume only that 
the proper convex functional f is finite and continuous at one point of G. 
THEOREM 1.3 [8, Corollary 3.2, Proposition 3.11. Let E be a locally convex 
space and f a$nite and continuous convex functional on E. Then 
(a) We haae (1.6) and for each x0 E E there exists CD,, E E*, Q0 # 0, such 
that 
f 6~“) = $:Ef f(x) (1.10) 
qlw=%Ja(+lJ 
(i.e., for which the sup in (1.6) is attained). 
(b) ?Vhen f (x0) > inff (E), for a functional CD,, E E*, CD,, # 0, we have 
(1.10) if and only if there exists ol, E R such that 
f (x0) = &g {f (x) + %@O(x) - %l@0(x0)1 (1.1 I) 
(i.e., such that the sq in (1.7) is attainedfor @ = (Y@J. 
Actually, we shall show in this paper that Theorem 1.3(a) remains also valid 
under weaker assumptions and we shall also use that sharpening of 
Theorem 1.3(a). 
Let us describe now briefly the contents of each section of the paper. 
In Section 2 we shall obtain for the optimization problem (1.1) some “strip 
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theorems” of weak duality, stating, roughly speaking, that under certain assump- 
tions we have 
inf h(y) = sup inf h(y); 
)PEF O#a%X* 
U(YW 
YEF 
~(u(Y)w(~) 
(1.12) 
thus, these results reduce the computation of (1.1) to that of the infimum of h 
on certain “strips” {y EF 1 u*(@)(y) E a(Q)} (they are theorems “of weak 
duality,” since the sup in (1.12) need not be attained). Of course, in the particular 
case when D = (x0), a singleton, these strip theorems become “hyperplane 
theorems” of weak duality, which reduce the computation of (1.1) to that of the 
infimum of h on certain hyperplanes in F. In the particular case when F = X 
and u = ITF, the identity mapping, we shall obtain some strip theorems for the 
classical convex optimization problem (1.2) ( a g ain, when Q is a singleton, these 
reduce to hyperplane theorems); we shall see that these strip theorems not only 
complement the main hyperplane theorem (of strong duality) for problem (1.2), 
given in our previous paper [6], but they also imply a new hyperplane theorem 
of weak duality for that problem. 
In Section 3 we shall obtain for the optimization problem (1.1) some 
Lagrangian theorems of weak duality, stating that under certain assumptions 
we have 
inf 0) = ;,“xp 
Y@ * 
~~lh(y) + @MY)) - SUP @(Q)h (1.13) 
U(YW 
in the case when F = X, II = IF and 52 is a singleton, we have called the results 
of this type “quasi-Lagrangian” duality theorems, in our previous paper [9] 
(since the sup in (1.13) need not be attained), but here we shall abandon that 
terminology and use the more customary term: Lagrangian theorems of “weak” 
duality. 
In Section 4 we shall first give a sharpening of Theorem 1.3, mentioned above, 
and then we shall use it to obtain for the optimization problem (1.1) some strip 
theorems (which, when Q is a singleton, reduce to hyperplane theorems) and 
Lagrangian theorems of strong duality, i.e., of the form (1.12) or (1.13), with 
the sup being attained for some CD = @,, . 
As shown by the above, in Sections 24 of the present paper it will turn out 
that not only the general hyperplane theorems and Lagrangian duality theorems 
for the problem of convex optimization (1.2) can be applied to yield new (as 
well as known) results on problem (1 .l), but things work also in the opposite 
direction, so actually there is a continuous interaction between the two theories. 
In Section 5 we shall give some counter-examples related to the assumptions 
(continuity, semi-continuity, openness, etc.) and to the attainment of the suprema 
in the right-hand sides, in the results mentioned above. 
Finally, in Section 6, applying our methods of Sections 24 to convex systems 
(F j” X) and to the convex cone J2 = {.Y E X / .r < 0}, of all non-positive 
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elements in X, we shall obtain some strip theorems and Lagrangian theorems 
of duality for the optimization problem (1.1) for such systems, with (1.12) 
and (1.13) replaced, respectively, by 
inf h(y) = sup inf h(y), 
Y@ o<dex* Y@ 
u(y)=cO wu(Y))a 
(1.14) 
(1.15) 
these results may be regarded as complements to the usual Kuhn-Tucker 
theorem. 
We shall consider in this paper only real spaces F, X, E, since the extension 
to complex scalars can be obtained with the usual methods. We shall use the 
standard terminology. Let us mention that by “hyperplane” we shall always 
mean: closed hyperplane. 
2. STRIP THEOREMS AND HYPERPLANE THEOREMS 
OF WEAK DUALITY FOR LINEAR SYSTEMS 
LEMMA 2.1. Let F, X be two linear spaces, u: F 4 X a linear mapping, 
Q a conwex subset of X with u(F)nQ # 0, and h:F+i? = [-m,+oo] a 
convex functional. Then the functional fi X + i?, dejined by 
f(x) = $$ h(y) (XEX) (2.1) 
u(y)cx+Q 
is convex and dom( f) = {x E X / f(x) < + co} C u(F) - Q. 
Proof. Let x1 , x2 E X and 0 < h < 1, and let E > 0. Then, by (2.1), there 
exist yE E F and wi E Q with U( yi) = x, + w, , such that h( yJ < f (xJ + E 
(i = 1, 2); but then, since u is linear and Q is convex, y = Ay, + (1 - A) ya E F 
satisfies u(y) E Xx, + (1 - A) xa + Q, whence, by (2.1) and since h is convex, 
we obtain 
f (Ax, + (1 - 4 x2) d h(h + (1 - 4 yz) 
< Xh(y,) + (1 - A) h(y,) < J’f(xl) + (1 - h)f(x,) + E, 
which, since E > 0 was arbitrary, proves that f is convex. Finally, we have 
dom( f) C u(F) - Q; indeed, if x E x\(u(F) - Q), then {YEFI 
u(y) E x + Q> = @, whence, by (2.1), f(x) = inf @ = + co, that is, 
.Y E X\dom( f ). This completes the proof of Lemma 2.1. 
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LEMMA 2.2. Let F, X be two locally conzrex spaces, u: F -+ X a mapping, 
Q a subset of X with u(F) n Q f .B , and h: F + R a functional, such that Sz and 
the (possibly empty) sets 
rr == u({y EF I h(y) < r)) (y E 4 (2.2) 
are closed for a topology 7 on X, weaker than OY equal to the initial topology on X, 
and either .Q OY the sets P,. (Y E R) are compact for ‘T. Then the functionalf: X 4 R, 
defined by (2. l), is lower semi-continuous. 
Proof. Let Y E R and let (.Q}~~~ be a generalized sequence in 
s,={XEX~f(X) <t-y), (2.3) 
and assume that .rs - .1c,, (in the initial topology). Then, given E > 0, by .vs E S, 
and (2.1) there exist ys EF with u( ys) E zc8 + Q, such that h( ys) < T + E 
(6 E A). Thus, u( yJ E rT+E , so x8 E u( ys) - Q C r,.+< - Q (6 E A) and sg - x0 , 
whence, by our topological assumptions on Q and r,.+E, it follows that 
so E rr+< - Q. Consequently, there exists yE E F with h( yJ ,( P + E, such that 
.r,-, E u( yJ - Q. Therefore, by (2. I), f(q) < h(y,) < Y + E, whence, since 
E > 0 was arbitrary, f(.q,) < r, so S,. is closed. This completes the proof of 
Lemma 2.2. 
THEOREM 2.1. Let (F +11 X) be a locally convex linear system, Q a convex 
subset of X with u(F) n D f 0, and h: F -+ R a convex functional, such that Q 
and the sets PI (Y E R) defined by (2.2) are closed for a topology T on X, weaker 
than OY equal to the initial topology on X, and either Q or the sets Pr (I E R) are 
compact for T. Then we have 
inf h(J)) = sup inf h(Y). 
YEE O#OEX’ ?GF 
U(YW WU(Y))-w) 
(2.4) 
Proof. Define a functional f: X - R by (2.1). Then, by Lemma 2.1, 
Lemma 2.2, and Theorem 1.1, we obtain 
inf h(y) = j(0) = sup inf f(x) 
YEF O#OiX’ XEX 
fdYW O(x)=0 
< sup inf f(x) = sup inf inf h(y). (2.5) 
O#~~X’ xg$FFs-l O#GSX* scu(F)-Q Y@ 
O(x)=0 u(y&%+Q 
We shall show that for each @ E X* we have 
‘J {y~Flu(y)~x+Q} = {y’F l@(u(y))~@(Q)}, P-6) ZTElA(F)-R @(xl=0 
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which, together with (2.5) and the obvious inequality 3 in (2.4), will complete 
the proof. Indeed, if x E u(F) - Q, Q(x) = 0, y EF, U(Y) E x + Q, then 
@(u(y)) E @(x + J-2) = ql2n). c onversely, if y E F, O(u( y)) = CD@‘), where 
x’ E J2, then for x = U(Y) - x’ E u(F) - Q we have a(x) = @(u(y)) - @(x’) = 0 
and u(y) = m + x’ E x + Q, which proves (2.6). This completes the proof of 
Theorem 2.1. 
Remark 2.1. (a) In particular case when (F jU X) is a Banach linear 
system and h is a finite and clntinuous convex functional on F, Theorem 2.1 
has been proved, with a different argument, by Rolewicz ([4, Theorem 5.11; 
however, the assumption u(F) n .Q # o should be added there). 
(b) As shown by the above proof of Lemma 2.2, it is enough to assume 
only that the sets r, - Q (r E R) are closed in the initial topology. 
(c) The sup in (2.4) need not be attained, even when F = X, u = IF, 
and Q is a singleton (see [8] and Example 5.1 below). Hence, the sup in the other 
results of this section (except Remark 2.4(c)) need not be attained. 
COROLLARY 2.1. Under the assumptions of Theorem 2.1, we have 
inf h(y) = sup inf hb)- (2.4’) 
Proof. By the obvious inequality >, in (2.4) (applied to u(F) n Q instead 
of Q) and by Theorem 2.1 we have 
inf h(y) = inf h(y) 3 sup inf h(Y) 
Y@ YQ o+cex* 
U(Y)= u(YkumnfJ %4y)&%F)n~) 
3 sup inf h(y) = inf h(y), 
0+0Gx* Y~F 
Q(U(Y)WW 
Y@ 
dYW 
whence (2.4’), which completes the proof of Corollary 2.1. 
In the particular case when .Q = {x,}, a singleton (and hence compact), from 
Theorem 2.1 we obtain the following result (which, in the case when (F --+* X) 
is a Banach linear system and h is a finite and continuous convex functional on 
F, has been proved, with a different argument, by Rolewicz in [4, Theorem 2.11): 
COROLLARY 2.2. Let (F -G X) be a locally convex linear system, let x0 E u(F) 
and let h: F -+ iF be a convex functional, such that the sets r, dejined by (2.2) 
are closed ( possibly empty). Then 
inf h(y) = sup inf h(Y)- 
YEF o#oEx* 
du)=x, %4YT;%X,) 
(2.7) 
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Remark 2.2. In this particular case, the functional f: X + R defined in 
Lemma 2.1 (by formula (2.1)) becomes 
f(x) = j,g h(Y) (x E -9, w3) 
u(g)=w+ro 
which, since x0 E u(F), say x,, = u( y,,), can be written in the form 
f (“4 = j$ NY’ + Yo’o) (x E X). 
u(y ‘)=x 
Naturally, in this case one can also consider, instead off, the usual prima1 
functional 
f&4 = 5; h(Y) (x E X); (2.10) 
u(y)=r 
then, once the lower semi-continuity off0 is established (similarly to the argu- 
ment used in the above proof of Lemma 2.2), by Theorem 1.1 we obtain 
2; h(y) = fo(xo) = sup inf f&4 O#OCX’ XEX 
u(Y)=xo @(x)=~(x,) 
= sup inf inf h(y) = sup inf h(y), 
ozdsx* SEX 
@(x)=@(*o) O’(&~@(*) 
OZOEX’ 
%4Y3;&Se) 
that is, (2.7). The essential advantage of the primal functional f. is the fact that 
its definition (2.10) does not depend on .Q = {x0} (while the definition (2.8) of 
f does). Let us note that the primal functional f. may be also regarded as the 
particular case Q = (0) of (2.1) or as the case x0 = 0 of (2.8). 
Remark 2.3. In the particular case when F = X and u = IF, Corollary 2.2 
above yields again Theorem 1.1. 
It is worth while to mention separately the particular case F = X, u = IF 
of Theorem 2.1. In this case, denoting F = X = E, .Q = G, h = fin Theorem 
2.1, we obtain 
THEOREM 2.2. Let E be a locally convex space, G a convex subset of E and 
f: E + R a convex functional, such that G and the ( possibly empty) level sets 
S, = {x E E 1 f(x) < r> (r E 9 (2.11) 
are closedfor a topology 7 on E, weaker than or equal to the initial topology on E, 
and either G or the sets S, (r E R) are compact for T. Then 
inff(G) = sup in; f(x)- (2.12) 
O#oEE* 
@(X)E@(G) 
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Remark 2.4. (a) For @ # 0, let us call strip generated by @ any set of the 
form {x E E 1 Q(x) E (OL, fi)} = Qj-i((01, /3)), where (LY, B) is an interval (possibly 
closed or open from the left or from the right, possibly infinite). Then, geometri- 
cally, the conclusion (2.12) of Theorem 2.2 means that 
inff(G) = sup inff(B,), 
O#OEE* 
(2.13) 
where B0 denotes the smallest strip generated by @, containing G. Indeed, if @ E E*, 
@ # 0, then, since G is convex, D(G) C R is an interval (CL, fi) as above and 
{x E E 1 Q(x) E D(G)} = B0 (2.14) 
(since x E B0 if and only if H,,, n G # (;i, where H,,, = {z E E j D(z) = 
@(x)1>. 
(b) Under the assumptions of Theorem 2.2, we have also 
inff(G) = 2; inff(B), 
BIG 
(2.15) 
where B denotes the collection of all strips in E. Indeed, by (2.13), we have 
clearly the inequality < in (2.15); on the other hand, assuming that < holds 
in (2.15), there would exist B, = {X E E / @J.r) E (01~ , #I,,)} ES? with B, 3 G, 
such that inf f(G) < inff(BJ < inff(BOO), in contradiction with (2.13). 
This proves (2.15). 
(c) It is interesting to compare Theorem 2.2 and Remark 2.4(a) with the 
following main hyperplane theorem of [6] on the infimum off on a convex 
subset G of E ([6, Theorem 2.1 and Remark 2.2(c)]): Let E be a locally convex 
space, f a $nite and continuous convex functional on E and G a convex subset of E, 
satisfying 
inff(E) < inff(G) (2.16) 
and let 3i; be any element of E such that 
f(2) < inff(G). (2.17) 
Then we have 
inff(G) = sup O#OEE’ 
sup~(G)<O(f) WX)=SUP WC) 
and there exists Q0 E E* with Q0 f 0, sup Q,(G) < Q+,(C), such that 
(2.18) 
inff(G) = inf 
XGE fed (2.19) 
@&)=SuP O,(G) 
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(i.e.,for which the sup in (2.18) is attained); or, in geometric interpretation, 
inff(G) = sup inff(H), 
=~G,z 
(2.20) 
where so,s denotes the collection of all hyperplanes H in E which support G 
(we use this term in the sense of [6], i.e., not requiring that H n G # n) 
and separate G and 2, and there exists H,, E Xo,a such that 
inff(G) = inff(H,,) (2.21) 
(i.e., for which the sup in (2.20) is attained). 
In the particular case when G is a linear manifold, say G = x,, + S = 
{x,, + s 1 s E S}, where x,, E E and S is a linear subspace of E with S # E, for 
any @ E E* with @ # 0 we have, clearly, 
sup D(G) = 0(x,,) if @ES 
=+co if @ E E*\S, 
inf Q(G) = @(x0) if @ES 
a3 if @ E E*\S, 
whence, 
{x E E j a(x) E 0(G)} = {x E E 1 CD(X) = @(x0)} if @ES 
= E if @ E E*\SL, 
(2.22) 
where we use the notation 
S={YEE*~Y(S)=O(SES)); (2.23) 
geometrically, (2.22) means that the smallest strip B, in the direction @, con- 
taining the linear manifold G = zcO + S, is either a hyperplane containing G, 
or the whole space E. Consequently, from Theorem 2.2 we obtain 
B COROLLARY 2.3. Let E be a locally convex space, G = x0 + S, where x0 E E 
and S is a linear subspace of E with s # E, such that G is closed for a topology 7 
on E, weaker than OY equal to the initial topology on E, and let f: E + R be a 
convex functional, such that the level sets S,. (Y E R) deJined by (2.11) are compact 
for 7. Then 
inff(G) = sup 
09WESI 
5; f(x)* (2.24) 
Wu)=Nx,) 
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From this corollary we deduce, in particular: 
COROLLARY 2.4. Let E be a reflexive Banach space, G = x0 + S, where 
x0 E E and S is a proper closed linear subspace of E and let f: E + R be a lower 
semi-continuous convex functional, such that the level sets S,. (r E R) dehned b? 
(2.11) are bounded. Then we have (2.24). 
Proof. Since G is a closed linear subspace of E, it is also weakly closed. 
Furthermore, since the level sets S, (r E R) are closed and convex, they are also 
weakly closed (see, e.g., [l, p. 422, Th eorem 131). But, by our assumption the 
sets S, (r E R) are also bounded and hence, since E is a reflexive Banach space, 
the sets S, are weakly compact. Consequently, by Corollary 2.3 (with 7 = the 
weak topology on E), we have (2.24), which completes the proof. 
Remark 2.5. Geometrically, the conclusion (2.24) of Corollaries 2.3 and 
2.4 means that 
inff(G) =;;s inf f(H), (2.25) 
H>G 
where & denotes the collection of all hyperplanes in E. 
Combining the assumptions of Theorem 2.2 with the assumptions (2.16), 
(2.17) of Remark 2.4(c), we shall prove now a strip theorem, which will imply, 
as corollaries, a result equivalent to the strip theorem 2.2 and a new hyperplane 
theorem. 
THEOREM 2.3. Let E be a locally convex space, G a convex subset of E and 
f: E + R a convex functional such that G and, for each r > inf f (E), the (non- 
empty) level sets S, defined by (2.11) are closed for a topology 7 on E, weaker than 
or equal to the initial topology on E, and either G or the sets S, (r > inff (E)) 
are compact for 7. Also, assume that (2.16) holds and let i E E be any element 
satisfying (2.17). Then 
(2.26) 
Proof. Since G is closed for 7, it is also closed for the initial topology and, 
by (2.17), we have 2 E E\G. Hence, by a well known separation theorem (see, 
e.g., [I, p. 418, Corollary 121) there exists @E E*, @ + 0, such that 
sup D(G) < @(.+) 
(even such that sup Q(G) < @(.?)). Clearly, for any such @ we have 
inff(G) 3 %g fW 
mTKzci 
(2.27) 
(2.28) 
409/i+-4 
350 IVAN SINGER 
and hence 
inff(G) > sup inf f(x). 
o+uTE* .XfE 
SUP @(G)<@W o(s)EQ(G) 
(2.29) 
Assume now, a contrarion, that the inequality in (2.29) is strict, so there exists 
E > 0 such that 
inff(G) - E > sup O*oEE* 2; f(x); 
SUP@(G)~w3 @(X)Ea(F) 
(2.30) 
by (2.17), we may also assume that 
inff(G) - E > f(2). (2.31) 
case 1”. inff (G) < +c0. Let 
D =: {x E E 1 f(x) ,< inf f (G) - c} = Sinff(c)-s . (2.32) 
Then, by (2.30), D # o and, clearly, G n D = g ; also, G and D are convex. 
Furthermore, by (2.30), inf f (G) - E > inf f (E) and thus, by our assumption, 
G and D = SinPf(o)+ are closed for T and one of them is compact for 7. Hence, 
by a well-known separation theorem (see, e.g., [l, p. 417, Theorem IO]), there 
exists 0s E (E, T)* C E*, Q+, -+ 0, such that 
Consequently, 
inf D,,(D) > sup o,(G). 
in& f(x) >, inff(G) - E; 
@&)E~qif) 
(2.33) 
(2.34) 
indeed, otherwise there would exist x0 E E with @&x0) E Q&G) (hence @,Jx,,) < 
SUP @t,(G) = sup @s(G)) such that f (x,,) < inf f (G) - E (so, x,, E D), in contra- 
diction with (2.33). But, by (2.31), we have .? E D, whence, by (2.33), $(?) > 
sup @s(G), which, together with (2.34), contradicts (2.30). Thus, in (2.29) 
the equality sign must hold, that is, we have (2.26). 
Case 2”. inff(G) = +03. Let 
D,={x~E~f(x)<c}=S,, (2.35) 
where c E R is any number such that 
C> sup in; f(x) (2-a). (2.36) 
O#OEEL 
suPwG)<wa Q(z)EO(G) 
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Then, by (2.36), D, # o and, by inff(G) = +co, we have G n D, = 0, 
so the above argument yields (2.34) with inff(G) - E replaced by c, which 
contradicts (2.36). This completes the proof of Theorem 2.3. 
Remark 2.6. (a) If we assume also that 7 is stronger than or equal to the 
weak topology o(E, E*) (hence (E, T)* = E*), then, in the case when G is 
T-compact, we have G(G) = D(G) (0 E E*), so we obtain a particular case of 
Corollary 2.5 below. 
(b) Geometrically, the conclusion (2.26) of Theorem 2.3 means that in 
(2.13) it is enough to take the supremum over all 0 with 0 # @ E E* which 
separate G and 2, provided that we take the infimum off over B* (instead 
of B,) or, what is the same thing, over the smallest closed strip generated by 
@, containing G. 
COROLLARY 2.5. Under the assumptions of Theorem 2.3, we have 
inff(G) = sup inf f(x). (2.37) 
O#OEE* XEE 
sup @(G)<OG;) O(X)EO(G) 
Proof. We can write 
inff(G) > sup 02&E’ 
supU'(G)<U'(.?) @(x)E@(G) 
2 sup inf f(x) = inff(G), 
O#ooE* 
EUP~(G)~~(~).(~~~~~~~ 
(where the first two inequalities are obvious and the last equality holds by 
Theorem 2.3) whence (2.37) follows. 
Remark 2.7. (a) Corollary 2.5 can be also deduced from Theorem 2.2, 
by the following argument, which is perhaps more revealing: By Theorem 2.2, 
we have (2.12). Now, if 0 E E*, CD # 0, satisfies a(Z) E Q(G), then, taking 
(by (2.17)) any c E R with f(Z) < c < inff (G), we obtain 
in: f(x) <f(Z) < c < inff(G); (2.38) 
@(XW(G) 
therefore, by (2.12) 
inff(G) = sup 2; f(x)* 
O#;OEE* 
NW~(G) @(xW(G) 
(2.39) 
On the other hand if 0 # @ E E* and @J(Z) $ a(G), then, since @(G) is an 
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interval <01, /3) (by the convexity of G), we have either sup @(G) < @(.?) or 
inf @i(G) > @(a), which is equivalent to sup(-0(G) < (-G)(Z). Hence, by 
(2.39), we obtain 
inff(G) < sup inf f(~), (2.40) 
0+&E* SE 
suPdqG)<@(P) O(X)EO(G) 
which, together with the obvious opposite inequality, yields (2.37). This com- 
pletes the proof of Corollary 2.5. 
(b) The converse of (a) is also true, that is, Corollary 2.5 implies Theorem 
2.2 (and thus, they are equivalent to each other). Indeed, if Corollary 2.5 holds 
and if we have (2.16), (2.17), then 
inff(G) >, sup 
O#OEE* ‘s:; f(4 @(x)@(G) 
2 sup inf f(x) = inff(G), 
Of&E* SEE 
supo,(~)<@(a) o(xW(G) 
whence (2.12) follows. On the other hand, if (2.16) does not hold, that is, 
inf f (E) = inf f (G), then for each @a E E*, Q0 i 0, we have 
inff(G) >, in: f(x) >, inff(E) = inff(G), 
@&W+,(G) 
whence, again, (2.12) follows. 
(c) Geometrically, formulae (2.39) and (2.37) mean that in (2.13) it is 
enough to take the supremum over all @ with 0 # @E E* such that 2 $ B, 
or over all @ with 0 # @ E E* which separate G and 2. 
(d) Under the assumptions of Theorem 2.3, we have also 
inff(G) = B~;~i inff (B), (2.41) 
where S?Lc,Jt denotes the collection of all strips in E, containing G and not con- 
taining 2. Indeed, by (2.39) we have clearly the inequality < in (2.41). On the 
other hand, assuming that < holds in (2.41), there would exist B, = {x E E ) 
Q&c) E (ar, 6)) E S?o,a such that inf f (G) < inf f (B,) < inf f (Boo), which, 
since !Z $ BaO (because 2 $ B, and BoO C B,), contradicts (2.39). 
The above results not only complement the main hyperplane theorem of [6j, 
mentioned in Remark 2.4(c) above, but also yield the following new hyperplane 
theorem: 
COROLLARY 2.6. Under the assumptions of Theorem 2.3, we have (2.18). 
Proof. By the separation theorem (see the beginning of the proof of 
Theorem 2.3) there exists @ E E*, @ # 0, satisfying (2.27). But, by [6, Lemma 
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2.11 (which remains valid, with a similar proof,l for convex functionals 
f: E -+ i7 = [- 00, + co]), for any such @ we have 
Consequently, 
inff(G) > &i f(x). (2.42) 
O(x)=sup@,(G) 
inff(G) 2 sup inf f(x) 
O#@EE* XEE 
SUPO(G)<O(i) o(x)=auPo(G) 
3 sup inf f(x) = inff(G) 
O#a%E* XEE 
SUPcb(G)<sD(P) O(r&%C?i 
(where the last equality holds by Theorem 2.3), whence (2.18) follows. This 
completes the proof of Corollary 2.6. 
Remark 2.8. The geometric interpretation of the conclusion (2.18) of 
Corollary 2.6 is given by (2.20). 
3. LAGRANGIAN THEOREMS OF WEAK DUALITY FOR LINEAR SYSTEMS 
LEMMA 3.1. Let F be a set, X a linear space, u: F --f X a mapping, L? a subset 
of X with u(F) IT Sz # 0, h: F --t i? a functional and 
f(x) = $$ 49 (x E X). (3.1) 
u(y)sw+D 
Then for any linear functional @: X + R, @ # 0, we have 
$f (4 + @(4> = $Q(r) + @(U(Y)) - sup @(WI. (3.2) 
Proof. Let y EF, w EQ and let xy,w = u(y) - w E u(F) - Sz. Then 
u(y) E xy,,, + Q, whence 
< h(y) + @(x,.J = h(y) + @MY)) - @(WI- 
Hence, since y E F and w E 9 were arbitrary, we obtain 
$llf (4 + Q(x)> G $h( y) + @MY)) - sup Q(Q)>. (3.3) 
1 Indeed, when inff(G) = -cc, take any g E G with f(g) < + co and repeat the 
argument of [6]. 
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Assume now, a contrario, that the inequality in (3.3) is strict, so there exists 
x,, E X such that 
Then there exist yO E F, wa E Q with u( y,,) = x0 + wa , such that 
4Yll) + @(%) < j$NY) + @(U(Y)) - SUP @@)I 
which is impossible. Thus, in (3.3) the equality sign must hold, that is, we have 
(3.2), which completes the proof of Lemma 3.1. 
Combining Lemma 3.1 and Theorem 1.2(a), we obtain 
THEOREM 3.1. Let (F -G X) be a locally convex linear system, Q a convex 
subset of X with u(F) n Q # ~zr and h: F + (- 03, + CO] a convex functional 
with inf h(F) > -CO, such that Q and the sets r, (Y E R) defined by (2.2) are 
closed for a topology r on X, weaker than or equal to the initial topology on X, 
and either 52 or the sets r, (r E R) are compact for 7. Then 
inf h(y) = ;;f* ;tn&ih(y) + @MY)) - sup @(Q)). 
Y@ 
u(rW 
(3.4) 
Proof. If h = +oo, then (3.4) is obviously true. Assume now that h + + 03 
and defme a functional) X -+ R = [-CO, + CO] by (3.1). Then, by our assump- 
tions on h, we have f(x) > -co (x E X) and f + + co, that is, f is proper. 
Furthermore, by Lemma 2.1 and Lemma 2.2, f is convex and lower semi- 
continuous. Hence, by Theorem 1.2(a) and Lemma 3.1, we obtain 
that is, (3.4), which completes the proof of Theorem 3.1. 
COROLLARY 3.1. Under the assumptions of Theorem 3.1, we have 
2: h(y) = sup inf {h( y) + @(u(y)) - sup @(u(F) n a)}. 
U(YW 
06X* yeF 
(3.4’) 
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Proof. By the obvious inequality 3 in (3.4) (applied to u(F) n 52 instead 
of Q) and by Theorem 3.1 we have 
inf h(y) = inf 4~) > SUP inf@(y) + @@(Y)) - SUP@W)~Q)I 
Y@ Y@ oek’* ycF 
dY)ER duku(F)nQ 
3 y!G* ycv) + @MY)) - sup Q(Q)> = in; W, 
U(YW 
whence (3.47, which completes the proof of Corollary 3.1. 
It is worth while to mention separately the particular case F = X, u = IF 
of Theorem 3.1. In this case, denoting F = X := E, Q = G, h = fin Theorem 
3.1, we obtain 
THEOREM 3.2. Let E be a locally convex space, G a convex subset of E and 
f: E -+ (--CO, +co] a convex functional with inff(E) > -00, such that G 
and the level sets S,. (Y E R) defined by (2.11) are closed for a topology r on E, 
weaker than OY equal to the initial topology on E, and either G OY the sets S, (Y E R) 
are compact for r. Then 
inff(G) = sup inf {f(x) + a(x) - sup Q(G)}. 
dWE* XEE 
(3.5) 
Now we shall show, using Theorem 1.2(b) and Theorem 2.1 that the con- 
clusion (3.4’) of Corollary 3.1 (generally, weaker than (3.4)) can be also obtained 
under the assumption that h is a finite and continuous convex functional on 
F (without requiring inf h(F) > -co). To this end, let us first prove 
LEMMA 3.2. Let (F -+ X) be a locally convex linear system, Q a convex 
subset of X with u(F) n J2 # g, and h a finite and continuous convex functional 
on F. Then 
sup inf k(y) = sup inf {h(y) + @(u(y)) - sup @(u(F) n 52)). (3.6) O#QEXx* Y@ 
@(dY)wGJ) 
U’EX’ ycF 
Proof. If @ E X*, @ # 0 and @’ = 0, then, clearly, 
inf 
Y~F ~(.b~)WW 
h(y) 3 inf h(F) = ${h(y) + @‘(u(y)) - sup @‘(u(F) n 12)) 
3 $Ih(y) + @(U(Y)) - SUP @(@‘)nQ)) 
and hence 
SUP inf h(y) 2 SUP infNy) + @(U(Y)) - sup @(u(F)n Q>>. (3.7) 
o#@Ex* 
@d%w 
GEG’ yeF 
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In order to prove the opposite inequality, let @E X*, @ # 0. Then, since 
Q is convex, Q(Q) C R is an interval (possibly infinite) and hence the set 
GAD = {Y EF I @(U(Y)) = U*(@)(Y) E @(Q)) (3.8) 
is a “strip” in F (possibly infinite). Consequently, for any YE F* we have 
SUP W,) = SUP 4,@(u(G)) if Y = &U*(Q) for some X, E R 
=+co if Y f Au*(@) (X E Ii). (3.9) 
Therefore, applying Theorem 1.2(b) to the strip Go , and observing that 
{Z EF 1 U(Z) E Q} C Go , we obtain 
inf NY) = SUP inf@(y) + WY> - SUP Y(W) 
Y’cF* ycF 
= sup inf {h(y) + h,@(u(v)) - 
A,,ER yeF 
z; ~o@WNJ 
~(~(~)WGJ) 
< sup inf {h(y) + X,@(u(y)) - sup X,@(u(F) n L?)}, (3.10) 
A,,ER ycF 
whence, since @ E X* with @ f 0 was arbitrary, 
sup inf h(y) < sup inf {h(y) + @(u(y)) - sup @(u(F) n a)}. (3.11) 
o#oEx* Y@ 
@(dY)WW 
OEX* ycF 
From (3.7) and (3.11) it follows that we have (3.6), which completes the proof 
of Lemma 3.2. 
Combining Theorem 2.1 and Lemma 3.2, we obtain 
THEOREM 3.3. Let (F -G X) be a locally conaex linear system, Q a convex 
subset of X with u(F) n Q # o and h a finite and continuous convex functional 
on F, such that Q and the sets r, (r E R) de$ned by (2.2) are closed for a topology 
7 on X, weaker than or equal to the initial topology on X, and either Q or the sets 
r, (r E R) are compact for 7. Then we have (3.4’). 
Remark 3.1. (a) In the particular case when (F 421 X) is a Banach linear 
system, h is the continuous convex functional on F defined by 
h(y) = lly II (Y EF), (3.12) 
7 is the norm topology on X and Q is a singleton, Theorem 3.1 or 3.3 yields a 
result of Rolewicz ([3, Theorem 1’.2.5]). Actually, the proof of Rolewicz, 
given in [3], shows that in this particular case the sup in (3.4’) is attained for 
some @ = @a . Let us observe that the proof of [3] remains valid for the situation 
of Theorem 3.1, with Q a singleton (hence compact for T) and r, (r E R) closed 
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for 7, but apparently it cannot be extended to the situation of Theorem 3.3 
with Q C X an arbitrary convex target set, satisfying u(F) n Q # O. 
(b) In the particular case when F = X and u = IF, denoting in Theorem 
3.3 Q = G, h = f, we obtain a weaker result than Theorem 1.2(b). 
4. STRIP THEOREMS, HYPERPLANE THEOREMS, AND LAGRANGIAN THEOREMS OF 
STRONG DUALITY FOR LINEAR SYSTEMS 
Let us first prove the following sharpening of Theorem 1.3(a), which we shall 
need in the sequel: 
THEOREM 4.1. Let E be a locally convex space, f: E + R a convex functional 
and x0 E E, such that the set 
A0 = b E E If(x) < f&J> (4.1) 
is non-empty and open. Then we have 
f (x0) = sup in; f(x) (4.2) 
Of&E* 
O(x)=Q(so) 
and there exists @,, E E*, a0 # 0, such that 
f (x0) = ki f(x) (4.3) 
qJx)=oo(so) 
(i.e., for which the sup in (4.2) is attained). 
Proof. The proof is essentially that of [6, Theorem 2.11, and we give it here 
for the sake of completeness. 
Since x0 $ AZ0 and since by our assumptions L4,0 is non-empty, open and 
convex, there exists (see, e.g., [I, p. 417, Theorem 81) a functional @a E E*, 
Do f 0, such that 
@o("o) 2 sup @&%J. (4.4) 
Clearly, 
f (x0) > sup 5; f(x) 2 inf f(x). (4.5) 
O#UxE* SE 
~W=~(JcJ @,(x)=@&,) 
Let us show that in (4.5) the equality signs hold, which will complete the proof. 
If not, then there exists x’ E E with QO(x’) = @,,(~a), such that f (x0) > f (x’) 
(so x’ E ,4,0). But ,since AJo is open and x’ E AZ0 , @a E E*, Q0 # 0, we must have 
QO(x’) < sup @,,(&.J, whence, by (4.4), we obtain D,,(x)) < @,,(x,,), which con- 
tradicts the definition of x’. This completes the proof of Theorem 4.1. 
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LEMMA 4.1. Let F, X be two locally convex spaces, u: F ---f X a mapping, 
Q a subset of X with u(F) n Q # cz and h: F -+ R a functional, such that 
inf h(F) < ini h(y) = a 
4YkQ 
(4.6) 
and that either Q or the set 
0, = U({yEFl h(y) <aI) (4.7) 
is open. If f: X -+ f-i is the functional a’efked by 
f(x) = g; h(Y) (x E Xl, 
u(ykx+Q 
then the set 
(4.8) 
(4.9) 
is non-empty and open. 
Proof. By (4.6) the set (4.9) is non-empty (if y E F, h(y) 
x E u(y) - L? belongs to (4.9)). 
< a, then any 
Now let x E E, f(x) < a. Then, by (4.8), there exist y,, E F and w0 E Q such 
that x = u( yO) - w,, and h( y,,) < a. If Sz is open, then u( yO) - Q is an open 
set containing x and for any x’ = U( y,,) - w’ E u( y,,) - Sz we have 
f(x’) = &‘$ h(y) d h(y,) -=L a. 
u(Y)ex’+n 
On the other hand, if 0, = u({ y E F ( h(y) < a}) is open, then 0, - q, 
is an open set containing x and for any x’ = U( y’) - w0 E 0, - w,, we have 
f (x’) = $ h(y) < h(y’) -=c a, 
u(y)sx’+R 
which completes the proof of Lemma 4.1. 
THEOREM 4.2. Let (F +U X) be a locally convex linear system, 52 a convex 
subset of X with u(F) n D # ,@ and h: F - R a convex functional satisfying 
(4.6), such that either Q OY the set 0, (defined by (4.7)) is open. Then we have (2.4) 
and there exists CD,, E X*, @,, # 0, such that 
$j h(Y) = inf h(y) 
U(YW @&&%$m 
(i.e., such that the sup in (2.4) is attainedfor CD = @,J. 
(4.10) 
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Proof. Define a functional f: X -+ a by (4.8). Then, by Lemma 2.1, f is 
a convex functional on X, with dom( f ) C u(F) - Sz. Also, by our assumption, 
(4.6) holds and either Sz or 8, is open. Hence, by Lemma 4.1 and Theorem 4.1, 
there exists a,, E X*, a,, # 0, such that 
in! h(y) = f (0) = in4 f(x) < inf rcu(F)--J) 2; 0) 
U(YNQ O&)=0 O,(x)=0 u(y)ex+R 
(the last equality follows from (2.6)). This, together with the obvious inequality 
> in (2.4) yields (2.4) and (4.10), completing the proof of Theorem 4.2. 
Remark 4.1. (a) In particular, if u is an open continuous linear mapping 
of F onto X and h is also finite and continuous on F, and if (4.6) holds, then the 
set 0, defined by (4.7) is nonempty and open and thus we can apply Theorem 4.2. 
Moreover, in this case the assumption (4.6) can be omitted, as we shall show in 
Theorem 4.4(a) below. 
(b) In the particular case when (F -+U X) is a Banach linear system and 
h is also finite and continuous on F, Rolewicz has given, with the indication of 
a different proof, the following result ([4, Theorem 5.21; however, the assumption 
u(F) n 9 # IZ( and the conclusion @a # 0 should be added there): Under 
the above-mentioned assumptions, if we have (4.6) and if either Int Q # i~r or 
Int r, # o (where r, is defined by (2.2)), then the conclusions of Theorem 4.2 
hoZd. One can show that this result remains valid for any locally convex linear 
system (F -+” X). 
It is worth while to mention separately the particular case F = X, u = IF, 
of Theorem 4.2. In this case, denoting F = X = E, Q = G, h = fin Theorem 
4.2, we obtain 
THEOREM 4.3. Let E be a locally convex space, G a convex subset of E and 
f: E + R a convex functional, such that 
inff(E) < inff(G) = a 
and that either G or the set 
C, = {x E E / f(x) < a} 
is open. Then we have (2.12) and there exists CD,, E E*, @,, # 0, such that 
inff(G) = &A f(x) 
qd”W~G) 
(i.e., such that the sup in (2.12) is attained for @ = @J. 
(4.11) 
(4.12) 
(4.13) 
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Remark 4.2. In the particular case when F = X, u = IF, Remark 4.1(b) 
yields the following result: Let E be a locally convex space, G a convex subset 
of E and f a$nite and continuous convex functional on E, satisfying (4.11) and such 
that either Int G + Q or Int(.v E E 1 f(x) < a] # G. Then the conclusions of 
Theorem 4.3 hold. 
Let us return now to the particular case of Theorem 4.2, mentioned in 
Remark 4.1(a) above. 
LEMMA 4.2. Let (F --+ X) be a locally convex linear system, such that u is 
an open continuous linear mapping of F onto X, let a be a convex subset of X and 
let h be a finite and continuous convex functional on F. Then the functionalf on X, 
defined by (4.8), is$nite and continuous on X. 
Proof. Since u(F) = X and since h is finite, for the functional f: X + R 
defined by (4.8) we have dom( f) = u(F) - Sz = X; also, by Lemma 2.1, 
f is convex. Furthermore, since u is open and continuous and since h is finite 
and continuous, for any r > inf h(F) the set 0, = u({ y EF ( h(y) < r}) is 
non-empty and open. But, for any y,, E F with h( ys) < Y and any w,, E Q we have 
f@(YJ - %) = inf 
YEF 
W G hbd < r, 
u(Yku(Y,)-w,+Q 
so 0,. - w0 C {x E E (f(x) < r>. Thus, f is bounded on the non-empty open 
set 0, - w0 and hence (see, e.g., [2, Theorem (6.2.7)]), f is continuous 
on Int dam(f) = X. This completes the proof of Lemma 4.2. 
THEOREM 4.4. Let (F 4U X) be a locally convex linear system, such that u 
is an open continuous linear mapping of F onto X, let 52 be a convex subset of X 
and let h be a finite and continuous convex functional on F. Then 
(a) We have (2.4) and there exists CD,, E X*, Q0 # 0 satisfying (4.10). 
(b) When (4.6) holds, for a functional 0, E X*, @,, f 0, we have (4.10) if 
and only if there exists oio E R such that 
in; h(y) = i@(y) + ~,,@,,(4~‘)) - sup ,@‘,(W 
u(vW 
(4.14) 
(i.e., such that thefirst sup in (3.4) is attainedfor 0 = a,-,@,,). 
Proof. (a) By Lemma 4.2 and Theorem 1.3(a), applied to f(0) = a, 
we obtain, as in the above proof of Theorem 4.2, that we have (2.4) and there 
exists @a E X”, Go + 0, satisfying (4.10). 
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(b) Let @a E X*, Q0 # 0. Then, as shown by the above proof of part (a), 
(4.10) is equivalent to 
f(O) = &i f(4, (4.15) 
O,(x)=0 
wherefis defined by (4.8) andf is a finite and continuous convex functional on 
X. Thus, (b) follows from Theorem 1.3(b) and Lemma 3.1 (applied to 
@ == z&), which completes the proof of Theorem 4.4. 
COROLLARY 4.1. AJssume that (F +* X), Q and h are as in Theorem 4.2 
or 4.4. Then 
(a) For any a0 E X*, a,, f 0, satisfying (4.10), we have 
EI h(y) = inf 
u(y)dl ~&4Y&7Um”Q) 
h(y). (4.10’) 
(b) For any a0 E X *, a0 # 0 and 01,, E R satisfying (4.14), we have 
2: 4~) = $P(y) + TP~(~Y)) - sup ho% n Q)S. (4.14’) 
u(y)aJ 
Proof. The proofs of (a) and (b) are similar, respectively, to those of 
Corollaries 2.1 and 3.1 above. 
In the particular case when u is an open continuous linear mapping of F 
onto X, h is a finite and continuous convex functional on F and .Q = {zc,,}, 
a singleton, from Theorem 4.4 we obtain the following result (the first part of 
which, in the case when (F +u X) is a Banach linear system, has been proved, 
with a different argument, by Rolewicz in [4, Theorem 3.11, under the addi- 
tional-but superfluous-assumption (4.6) with Q = (~~1; also, the conclusion 
@a # 0 should be added there): 
COROLLARY 4.2. Let (F +U X) be a locally convex linear system, such that 
u is an open continuous linear mapping of F onto X, let .Y,, E u(F) = X and let h 
be a Jinite and continuous convex functional on F. Then 
(a) There exists a,, E X*, @,, # 0, such that 
$$ h(y) = inf 
YEF 
h(_y). 
u(Y)=Q oo(u(YN=~oh) 
(4.16) 
(b) When (4.6) holds, for a functional CD,, E X*, di, i 0, we have (4.16) 
if and only ;f there exists cq, E R such that 
(4.17) 
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Remark 4.3. (a) In this particular case, the functional f defined in 
Lemma 4.1 (by formula (4.8)) reduces to (2.8), hence (2.9) (since u(F) = X). 
Similarly to Remark 2.2, in this case one can also consider, instead off, the 
primal functional f0 defined by (2.10); th en, once the continuity off0 is estab- 
lished (similarly to the proof of Lemma 4.2), one can apply Theorem 1.3(a) 
for E = u(F) and the Hahn-Banach theorem, to obtain the existence of a func- 
tional Q0 E X*, Go # 0, satisfying 
that is, (4.16). C orollary 4.2(b) follows similarly, using Theorem 1.3(b). Let 
us also mention, for this case, the following alternative proof of the continuity 
of the primal functional f. defined by (2.10): Since u is an open mapping of 
F onto X, F/Ker u is isomorphic to X, by the induced mapping 
i(y + Ker U) = u(y) (y + Ker u E F/Ker U) (4.18) 
(see, e.g., [5, Chap. III, Proposition 1.21). F ur th ermore, since h is continuous 
and convex, the functional h on F/Ker u defined by 
&(Y + Ker 4 = y,E,‘:Kferu MY’) (y + Ker IL E F/Ker U) (4.19) 
is continuous (see, e.g., [12]). But, by (2.10), (4.19) and (4.18) we have 
f&(y)) = ,I$ 
h’)=ub) 
h(y’) = y,&&r u h(y’) = h(y + Ker u) 
= h(22-%(y + Ker u)) = &z?‘(u(y)) MY) E u(F) = -0 
that is, fO = Rii-l, and hence f,, is continuous. This completes the proof. 
(b) In the particular case when (F-G X) is a Banach linear system 
(hence, by the open mapping theorem, every continuous linear mapping II 
of F onto X is open), Corollary 4.2(a) h as b een proved, with a different argument, 
by Rolewicz ([4, Theorem 3.11) under the additional-but superfluous- 
assumption (4.6) with Sz = {~a} (a so, 1 the conclusion Qj, # 0 should be added 
in [4]). Let us also recall that if (F +U X) is a locally convex linear system and h 
a finite and continuous convex functional on F, (F -+ X) is said to satisfy 
the Pontryagin maximum principle with respect to h, or, briefly, ((F d” X), h) 
is said to satisfy the PMP, provided that for each x0 E u(F) there exists Go E X* 
(not necessarily #O) such that (4.16) holds (see [I 11; for the particular case 
of Banach linear systems, see l-4, Sect. 31). S imilarly, if Q is a non-empty convex 
subset of X with u(F) n Q # Q, we shall say that (F +” X) satisfies the 
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Pontryagin maximum principle with respect o the target set Q and the functional 
h or, briefly, that {(F +u X), Q, h} satisfies the PMP, if there exists @,, E X* 
(not necessarily #O) such that (4.10) holds (for the particular case of Banach 
linear systems, see [4, Sect. 51). 
5. SOME COUNTER-EXAMPLES 
Using the functional (2.10), one can give an example of a Banach space E 
showing that in Theorem 1.3(a) the assumption of continuity off cannot be 
replaced by the weaker assumption of lower sem-continuity off and that the 
sup in (1.6) of Theorem 1.1 need not be attained (such an example, with E only 
a locally convex space, has been given in [8, Example 2.11). Also, this example 
will show that the sup in (2.7) of Corollary 2.2 (and hence in (2.4) of Theorem 
2.1) need not be attaained. 
EXAMPLE 5.1. Let F = X = E = Z2 and let 
u(Y) = 2 &%(.Y)ei (Y E FL (5.1) 
l.=l 
where {e,} is the sequence of unit vectors in X and {vn} the sequence of coordinate 
functionals on F, so u is continuous, linear and one-to-one. Furthermore, let 
h(y) = IIY II (Y EF), (5.2) 
so h is a continuous convex functional on F, and define a convex functional 
f. on X by (2.10). Th en for each Y E R the set { y E F / h(y) < Y} is weakly 
compact (empty, if Y < 0), whence, since u is continuous, each r, defined by 
(2.2) is weakly compact, and thus closed (in the norm topology). Consequently, 
by the proof of Lemma 2.2, f. is lower semi-continuous on X and hence we 
have (1.6) with f = f. . However, u(F) = X # u(F) and therefore, by a result 
of Rolewicz ([4, Theorem 3.31, where the assumption that each r, is closed, 
should be added), (F -+” X) does not satisfy the PMP, so there exists x0 E u(F) 
for which there is no o0 E X* = E* satisfying (4.16). Then, for this x,, , the 
sup in (1.6) is not attained. Let us also observe that, since u is one-to-one, we 
have 
fo(4 = II u-W (x E WN, (5.3) 
and hence, since u(F) = X # u(F), f. is d’ rscontinuous at each x,, E u(F) = 
dom(fd 
Using again the functional (2. lo), one can give an example of a normed linear 
space E showing that in Theorem 1.3(a) the assumption of continuity of f, 
even at one point, is not necessary (such an example, with E only a locally con- 
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vex space and withflower semi-continuous, has been given in [8, Example 3.11). 
Moreover, this example will also show that in Theorem 1.1 and 1.3(a) even the 
lower semi-continuity off is not necessary. 
EXAMPLE 5.2. Let F = X = cs and define again u, h and f. by (5.1), (5.2), 
and (2. IO), respectively. Th en, as we have shown in [IO, Example 2.11, 
IV +U X), h} satisfies the PMP and hence, by the obvious inequality > in 
(1.6), the conclusions of Theorems 1.1 and 1.3(a) hold for f. on E = u(F). 
However, by the argument of Example 5.1 above, f0 is discontinuous at each 
zcO E E. Moreover, let us show thatf, is not lower semi-continuous on E. Indeed, 
the set rl = (u(y) ly~F, llyll < 1) is not closed (this follows from the facts 
that ((F-G X), h) satisfies the PMP and u(F) f u(F), combined with [4, 
Theorem 3.31, but can be seen also directly). But, since now (5.3) holds and 
E = u(F), we have 
(xEEIf&) < 1) =(x~EIIIu-~(x)ll ,( I} 
= MY) I Y EF, II u-‘MY))II d 11 = r, 9 (5.4) 
and hence f0 is not lower semi-continuous on E. 
Remark 5.1. Similarly, one can see that the conclusions of Theorem 4.2, 
Remark 4.1(b), Theorem 4.4(a), and Corollary 4.2(a) hold for Q = (x,,} and 
f defined by (4.8) (that is, by (2.9)) although the sets Q and 0, = (u(y) ) y E F, 
II y 11 < a} are not open (also, Int Q = 0, Int I’, = 0). Thus, the assumptions 
on Q or 0, or r, in these results are not necessary either. 
Let us also mention the following simple example of a finite-dimensional 
Banach space E (hence f is continuous on Int dom( f)), having some similar 
properties and showing, in addition, that the conclusions of Theorems 1.1 
and 1.3(a) do not imply the conclusion of Theorem 1.2(a). 
EXAMPLE 5.3. Let E = R* (the euclidean plane) and for N = (tt , 6,) E E 
let 
f (4 = 51’ + 5,9 if 5,’ + 5,* < 1 
=2 if [i? + Ez2 = 1 (5.5) 
= fee if tl? + [f > 1. 
Then f is a proper convex functional on E, continuous on (&v = ([i , [a) E E I 
[i;’ + [a* < I} = Int dam(f), but not even lower semi-continuous at any point 
x,, of {x = (E, , 5,) I fi* + te2 = l} C dom( f), and thus f (x0) # f **(x0) at 
any such point .r,, . Hence, as shown by the converse argument to the proof of 
Theorem 1.2(a), given in [9], the conclusion (1.7) of Theorem 1.2(a) does not 
hold at any such point x0 . However, by Theorem 4.1 (or, checking directly), 
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the conclusions of Theorem 1.1 and 1.3(a) hold for all q, # 0 (although the 
assumptions of these theorems are not satisfied, as was observed above) and, 
clearly, also for x0 = 0. 
6. DUALITY THEOREMS FOR CONVEX SYSTEMS 
Now we shall apply our methods of Sections 2-4 to convex systems. In the 
case of convex systems, the role of Lemma 2.1 will be played by the following 
well-known observation: 
LEMMA 6.1. Let F be a linear space, X a partially ordered linear space, u a 
convex mapping of F into X, Q the convex cone of all non-positive elements in X, 
and h: F + R a convex functional, Then the functional8 X --f R, de$ned by 
is convex. 
f(x) = $; h(y) = $j hb9 (x E Xl, (6.1) 
u(y)cr+s? U(Y)GX 
We recall that if X is a partially ordered locally convex space, a functional 
QI E X* is said to be non-negative if D(x) > 0 for all x E X, x > 0. We shall 
write CD > 0 if @ 3 0 and @ # 0. 
THEOREM 6.1. Let (F -G X) be a convex system, such that the convex cone 
-Q of all non-positive elements in X satisfies u(F) n Q # 0, and h: F + f7 a 
convex functional, such that the sets r, (r E R) dejined by 
rT=u({y~F/h(~) <rr)) (r E R) (6.2) 
are weakly compact. Then we have 
inf h(y) = sup inf h(y). 
YEF o<ax* Y@ 
u(Y)a Q(U(Y))GO 
(6.3) 
Proof. Since Sz is weakly closed, by the above proof of Theorem 2.1 (using 
Lemma 6.1 instead of Lemma 2.1) we have (2.4). But, since Q is the non- 
positive cone in X, there holds 
CD(Q) = (-co, O] if O<@EX* 
= [O, +a) if 0 >@EX* 
=R if 0 # @E X*, 0 4: @, 0 > @, 
(6.4) 
409/76/2-s 
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whence 
{Y EF I W(Y)) E %‘)I 
= {Y EF I @MY)) d 01 if O<@EX*, 
= {Y EF I (-@)MY)) G 01 if 0 > @EX* (-0 < -@EX*), 
=F if O#@EX*, OQ:@, O>@, 
(6.5) 
and thus (2.4) coincides now with (6.3). This completes the proof of Theorem 6.1. 
Remark 6.1. The sets { y E F 1 @(u(y)) < O> in (6.3) need not be “strips”. 
THEOREM 6.2. Let (F -G X) be a convex system, such that the convex cone 
Q of all non-positive elements in X satisfies u(F) n Sz # 0, and h: F -+ (-CO, 
+ CO] a convex functional with inf h(F) > -co, such that the sets r, (r E R) 
dejned by (6.2) are weakly compact. Then 
inf h(y) = sup inf {h(y) + @(u(y))}. 
Y@ O<‘BX* ycF 
ucs)<O 
(6.6) 
Proof. Since Q is weakly closed, by the above proof of Theorem 3.1 (using 
Lemma 6.1 instead of Lemma 2.1), we have (3.4). But, since Q is the non- 
positive cone in X, there holds (6.4) above, whence 
sup CD(Q) = 0 if O<@EX* 
(6.7) 
=+co if O$@EX*, 
and thus (3.4) coincides now with (6.6). This completes the proof of 
Theorem 6.2. 
Remark 6.2. Theorem 6.2 may be regarded as a complement to the usual 
Kuhn-Tucker theorem, which says that under Slater’s constraint qualification 
(i.e., under the assumption that there exists y EF with u(y) E Int a), and if 
h(F) C R infyoF,u(y)so h(y) > -co, we have (6.6) and there exists CD,, E X*, 
Do > 0, for which the sup in (6.6) is attained. 
Finally, let us give 
THEOREM 6.3. Let (F -+ X) be a convex system, such that the convex cone 
D of all non-positive elements in X satisfies u(F) n Q # C, and h: F -+ a a 
convex functional, such that 
inf h(F) < $ h(y) = a 
U(Y)<0 
(6.82 
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and that the set 
(6.9) 
is open. Then we have (6.3) and there exists @,, E X*, Do > 0, such that 
$ h(y) = $i h(Y) 
U(Y)<0 Q,(U(Y))aJ 
(6.10) 
(i.e., such that the sup in (6.3) is attainedfor CD = CD,,). 
Proof. By the above proof of Theorem 4.2 (using Lemma 6.1 instead of 
Lemma 2. l), we have (2.4) and there exists Q. E X*, C+, + 0, satisfying (4.10). 
But, by the above proof of Theorem 6.1, (2.4) coincides with (6.3). Furthermore, 
by (6.5) we have 
inf 
YEF h(Y) = $ h(y) 
if O<@” 
~&(Yw%(~) %&4Y))a 
= inf 
C-@,)7&O 
h(y) if 0 > @a (00 < -ao) (6.11) 
= inf h(F) if 0 4: Qo, 0 > Qo, 
and thus, by (6.8), formula (4.10) coincides now with (6.10) for @a > 0 or 
-CD,, > 0. This completes the proof of Theorem 6.3. 
Note added in proof (1) The primal functional f0 defined by (2. IO) can be also used 
to study the general optimization problem (l.l), observing that 
inf h(y) = inffo(R). 
IEF 
.(#)a2 
(2) The equality sign in (3.6) should be replaced by < and the sentence containing 
(3.7) should be deleted. Then, to prove Theorem 3.3, combining Theorem 2.1 and 
Lemma 3.2 we obtain the inequality < in (3.4’) while the inequality > in (3.4’) is 
obvious (see the proof of Corollary 3.1). Alternatively, one can obtain equality in (3.6), 
replacing there (and in the proof) sup @(Q) by sup @(u(F) r\ Q); this yields again (3.4’). 
(3) Every Lagrangian duality theorem implies a strip theorem, and Theorem 6.2 
imphes a particular case of Theorem 6.1, by the obvious inequalities 
inff(G) > m,f f(s) 2? i$ f(x) > ;ii {f(x) + @i(x) - sup G(G)} (@ E E*), 
O(.kQ(G) cg(dEQ(F) 
infF h(y) > inf h(Y) > pdY) + @MY)) - SUP @(Q): (@ 6 x*1, 
YEF 
u(deR O(u(r)kOM2) 
$I; h(y) > inf My) > inf {h(y) +@b(y))1 (0 < @E x*), YEF WEF 
dd<o dwrn<o 
respectively. 
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