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Abstract
We numerically study the existence of travelling breathers in Klein-
Gordon chains, which consist of one-dimensional networks of nonlinear
oscillators in an anharmonic on-site potential, linearly coupled to their
nearest neighbors. Travelling breathers are spatially localized solutions
having the property of being exactly translated by p sites along the chain
after a fixed propagation time T (these solutions generalize the concept
of solitary waves for which p = 1). In the case of even on-site potentials,
the existence of small amplitude travelling breathers superposed on a small
oscillatory tail has been proved recently (G. James and Y. Sire, to appear
in Comm. Math. Phys., 2004), the tail being exponentially small with
respect to the central oscillation size. In this paper we compute these so-
lutions numerically and continue them into the large amplitude regime for
different types of even potentials. We find that Klein-Gordon chains can
support highly localized travelling breather solutions superposed on an os-
cillatory tail. We provide examples where the tail can be made very small
and is difficult to detect at the scale of central oscillations. In addition we
numerically observe the existence of these solutions in the case of non even
potentials.
Keywords: travelling breathers; nonlinear lattices; numerical continuation, center
manifold reduction.
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1 Introduction
We consider a chain of nonlinear oscillators described by the following system
(discrete Klein-Gordon equation)
d2xn
dτ 2
+ V ′(xn) = γ(xn+1 + xn−1 − 2xn), n ∈ Z. (1)
System (1) describes an infinite chain of particles linearly coupled to their nearest
neighbors, in the local potential V . We denote by xn the displacement of the nth
particle from an equilibrium position, V (x) a smooth anharmonic on-site potential
satisfying V ′(0) = 0, V ′′(0) = 1, and γ > 0 the coupling constant. This class
of systems has been used in particular as a prototype for analyzing the effects
of nonlinearity and spatial discreteness on localization of vibrational energy and
energy transport (see [21] for a review). Equation (1) yields in particular the
Peyrard-Bishop model for DNA denaturation [35, 12] if one chooses V as a Morse
potential.
This paper deals with solutions of (1) satisfying
xn(τ) = xn−p(τ − T ), (2)
for a fixed integer p ≥ 1 (p being the smallest possible) and T ∈ R. The case
when p = 1 in (2) corresponds to travelling waves with velocity 1/T . Solutions
satisfying (2) for p 6= 1 consist of pulsating travelling waves, which are exactly
translated by p sites after a fixed propagation time T and are allowed to oscillate
as they propagate on the lattice. Solutions of type (2) having the additional
property of spatial localization (xn(τ) → 0 as n → ±∞) are known as exact
travelling breathers (with velocity p/T ) for p ≥ 2 and solitary waves for p = 1.
Approximate travelling breather solutions (i.e. spatially localized solutions
satisfying (2) only approximately) have been extensively studied. These solutions
have been numerically observed in various one-dimensional nonlinear lattices such
as Klein-Gordon chains [13, 46, 9, 5, 11], Fermi-Pasta-Ulam lattices [44, 7, 37, 19]
and the discrete nonlinear Schro¨dinger (DNLS) equation [18, 15] (see [21] for
more references). These solutions have been studied also in more sophisticated
nonlinear models describing energy transport in alpha-helix [23, 39] and DNA
[22]. One way of generating approximate travelling breathers consists of “kicking”
static breathers consisting of spatially localized and time periodic oscillations
(see the basic paper [31] for more details on these solutions). Static breathers
are put into motion by perturbation in the direction of a pinning mode [9, 5].
The possible existence of an energy barrier (“Peierls-Nabarro barrier”) that the
breather has to overcome in order to become mobile has drawn a lot of attention,
see e.g. [13, 5, 19, 29] and the review paper [40]. An analytical method recently
developed by MacKay and Sepulchre [32] allows to approximate the nonuniform
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breather motion along the chain (the breather center approximately moves under
the action of an effective potential). An application to the Fermi-Pasta-Ulam
lattice can be found in [29].
In the small amplitude regime, spatially localized solutions of (1)-(2) have been
studied analytically by Iooss and Kirchga¨ssner [25] for p = 1 (case of travelling
waves). Travelling wave solutions of (1) have the form xn(τ) = x0(τ − nT ) and
are determined by the scalar advance-delay differential equation
d2x0
dτ 2
+ V ′(x0) = γ (x0(τ + T )− 2x0 + x0(τ − T )). (3)
Extension to larger values of p has been performed by James and Sire [41, 28, 42]
(case of pulsating travelling waves). For fixed p ≥ 1, problem (1)-(2) reduces to
the p-dimensional system of advance-delay differential equations
d2
dτ 2


x1
...
xn
...
xp


+


V ′(x1)
...
V ′(xn)
...
V ′(xp)


= γ


x2(τ)− 2x1(τ) + xp(τ + T )
...
xn+1(τ)− 2xn(τ) + xn−1(τ)
...
x1(τ − T )− 2xp(τ) + xp−1(τ)


. (4)
System (4) is analyzed in the above references using a center manifold reduction
in the infinite dimensional case, as described e.g. in reference [47]. It is rewritten
as a reversible evolution problem in a suitable functional space, and considered
for parameter values (T, γ) near critical curves where the imaginary part of the
spectrum of the linearized operator consists of a pair of double eigenvalues and
pairs of simple ones (the number of pairs is finite and equals the number of
resonant phonons). Close to these curves, the pair of double eigenvalues splits
into two pairs of hyperbolic eigenvalues with opposite nonzero real parts, which
opens the possibility of finding solutions homoclinic to 0. Near these parameter
values, the center manifold theorem reduces the problem locally to a reversible
finite dimensional system of differential equations. The reduced system is put in a
normal form which is integrable up to higher order terms. In some regions of the
parameter space, the truncated normal form admits reversible orbits homoclinic to
0, which bifurcate from the trivial state and correspond to approximate solutions
of (4).
Exact small amplitude solutions of (1)-(2) close to these approximate solutions
(in a sense that we shall specify, allowing the existence of a small oscillatory tail)
have been obtained for p = 1 [25], and for p = 2 in the case of even potentials
V [28]. In both cases, the simplest homoclinic bifurcation yields a 6-dimensional
reversible reduced system. As it is shown by Lombardi for different classes of
reversible systems having a slow hyperbolic part and fast oscillatory modes [30]
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(see also [8] for related numerics), reversible solutions of the truncated normal
form homoclinic to 0 should not generically persist when higher order terms are
taken into account in the normal form. The existence of corresponding travelling
waves (p = 1) or travelling breathers (p = 2) decaying exactly to 0 should be a
codimension-1 phenomenon, the codimension depending on the number of pairs
of simple purely imaginary eigenvalues in the considered parameter regime (there
is one pair of purely imaginary eigenvalues, in addition to hyperbolic ones). How-
ever, to confirm the nonexistence of reversible orbits homoclinic to 0 (close to a
small amplitude homoclinic orbit of the truncated normal form) for a given choice
of V , γ, T , one has to check the nonvanishing of a certain Melnikov function be-
ing extremely difficult to compute in practice [30]. Due to this codimension-1
character, in a given system (4) (with p = 1, or p = 2 and V even), γ and V
being fixed, exact travelling wave or travelling breather solutions decaying to 0
at infinity might exist in the small amplitude regime, but for isolated values of
the velocity p/T (see [20] for examples of nonlinear lattices supporting explicit
travelling breather solutions with particular velocities).
Instead of orbits homoclinic to 0, the full normal form admits orbits homo-
clinic to small periodic ones [30] (originating from the pair of purely imaginary
eigenvalues). These solutions correspond to exact solitary wave (p = 1) or trav-
elling breather (p = 2) solutions of (1) superposed on a small periodic oscillatory
tail, which can be made exponentially small with respect to the central oscilla-
tion size (the minimal tail size should be generically nonzero for a given value
of (T, γ)). This phenomenon is in accordance with numerical observations in the
case of travelling waves [5], and should explain numerical convergence problems
arising in the computation of fully localized solitary waves or travelling breathers
in various nonlinear lattices [43, 3].
For asymmetric potentials V and p ≥ 2, the simplest homoclinic bifurcation
yields a higher-dimensional (2p + 4-dimensional) reduced system, with supple-
mentary pairs of simple imaginary eigenvalues of the linearized operator (the
imaginary part of the spectrum consists of a pair of double eigenvalues and p
pairs of simple ones). By analogy with results of Lombardi [30], it has been
conjectured [28, 42] that the above mentioned solutions of the truncated normal
form homoclinic to 0 do not generically persist when higher order terms are taken
into account in the normal form. Persistence might be true if parameters (T, γ,
coefficients in the Taylor expansion of V ) are chosen on a discrete collection of
codimension-p submanifolds of the parameter space. For general parameter val-
ues, instead of orbits homoclinic to 0 one can expect the existence of reversible
orbits homoclinic to exponentially small p−dimensional tori, originating from the
p additional pairs of simple purely imaginary eigenvalues. These solutions should
constitute the principal part of exact travelling breather solutions of (1) super-
posed on a small quasi-periodic oscillatory tail. However, in order to obtain exact
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solutions one has to prove the persistence of the corresponding homoclinic or-
bits as higher order terms are taken into account in the normal form. This step
is non-trivial and would require to generalize results of Lombardi [30] available
for a single pair of simple imaginary eigenvalues (another promising approach is
developed in the recent work [26]).
One might think that this nonpersistence picture contrasts with the case of the
integrable Ablowitz-Ladik lattice [1], which supports an explicit family of exact
travelling breather solutions in which the breather velocity can be varied contin-
uously. However these solutions are not robust under various non-Hamiltonian
reversible perturbations as shown in [6].
In this paper we numerically solve system (4) in the case p = 2, which con-
stitutes the simplest situation for travelling breather solutions (the case p = 1
corresponding to travelling waves). This allows us to go beyond the analytical
results obtained in [28], which were restricted to the small amplitude regime.
Our numerical observations confirm that system (1)-(2) (with p = 2) admits
travelling breather solutions superposed on a small oscillatory tail. These solu-
tions are either weakly or strongly localized depending on the value of T (γ being
fixed). These results are obtained both for hard and soft on-site potentials. In
addition we provide examples where the tail’s amplitude can be made extremely
small near particular values of the breather velocity, which makes the tail difficult
to detect at the scale of central oscillations. Note that travelling breather solu-
tions have been previously computed in the DNLS equation [17, 2] (in fact gauge
symmetry reduces the problem to the computation of travelling waves), but the
possible existence of a very small oscillatory tail has not been addressed.
An intuitive explaination for the existence of a tail is that travelling breathers
transfer energy to resonant phonons. The energy transfer can be balanced by the
superposition of a resonant phonon tail, which allows the breathers to propagate
in an exact way. This remark might suggest more generally that a way to en-
hance breather mobility in nonlinear oscillator chains could be to excite resonant
phonons with appropriate amplitudes.
Our numerical computations are performed as follows. We consider system
(4) for p = 2 and rescale time by setting t = τ
T
. We introduce the variable
(u1(t), u2(t)) = (x1(τ), x2(τ +
T
2
)), which is a solution of the symmetrized system
d2
dt2
[
u1
u2
]
+ T 2
[
V ′(u1)
V ′(u2)
]
= γT 2
[
u2(t− 12)− 2u1(t) + u2(t+ 12)
u1(t +
1
2
)− 2u2(t) + u1(t− 12)
]
(5)
and is related with the original variables by the relations
xn(τ) = u1(
τ
T
− n−1
2
) if n is odd, (6)
xn(τ) = u2(
τ
T
− n−1
2
) if n is even.
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We solve system (5) by finite difference discretization and a Newton method (the
Powell hybrid method [34]). An alternative would be to use spectral methods, as
done in [16, 14, 38, 4] for the computation of travelling waves.
In addition, we derive a simpler problem in the case of even potentials V .
In this case, system (5) admits symmetric solutions satisfying u1 = −u2, corre-
sponding to solutions of (1) having the form
xn(τ) = (−1)n+1u1( τ
T
− (n− 1)
2
). (7)
This yields a new scalar advance-delay differential equation
d2u1
dt2
+ T 2V ′(u1) = −γT 2(u1(t+ 1/2) + 2u1(t) + u1(t− 1/2)). (8)
The convergence of the Newton method heavily relies on having a good initial
guess. For this purpose we use the explicit principal parts of solutions provided
by center manifold theory in the small amplitude regime [28], and continue them
numerically by varying T .
An alternative numerical method would be to consider equation (1) and search
for fixed points of the time-T map F : (xn(0), x˙n(0)) 7→ (xn+p(T ), x˙n+p(T )),
which correspond to solutions satisfying (2). This method has been used in [5]
for p = 1 (case of travelling waves). The first step of the method consists in
computing a static breather, which is then perturbed in the direction of a pinning
mode in order to obtain a (slowly moving) approximate travelling breather. This
solution serves in turn as an initial guess for the Newton method, as one computes
fixed points of F . One limitation of the method is that pinning modes do not
always exist (this is the case e.g. for certain hard quartic on-site potentials), but
the method yields very precise results at least for travelling waves [5].
The paper is organized as follows. Section 2 describes the numerical scheme
and suitable initial guesses for the Newton method. Section 3 is devoted to the
scalar case (8). System (5) is numerically solved in section 4.
2 Numerical method
2.1 Finite difference scheme
Equations (5) and (8) have the following general form
d2U
dt2
+W (U) =
1∑
j=−1
AjU(t +
j
2
), (9)
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where U(t) ∈ Rd (d = 1, 2) and A−1, A0, A1 are d × d matrix. The nonlinear
function W : Rd → Rd is smooth and satisfies W (0) = 0. We consider periodic
boundary conditions U(t+M) = U(t). For large M one can expect to find good
approximations to spatially localized solutions which have “infinite period” (in
practice we shall fix M = 20 most of the time).
We shall approximate (9) using a second order finite difference scheme. We
choose the interval of discretization I = [−M
2
, M
2
] and a discretization step h = 1
2N
where M,N ∈ N∗. We fix an integer period M so that time delays in (9) will be
multiple of the step size, but this feature is not essential (see section 3.3).
We set Ui = U(hi) with hi ∈ I and i = −MN + 1, ...,MN . The finite
difference scheme writes
Ui+1 − 2Ui + Ui−1
h2
+W (Ui) =
1∑
j=−1
AjUi+jN , (10)
for i = −MN+1, ...,MN . We impose the following periodic boundary conditions
Ui+2MN = Ui. (11)
Equations (10)-(11) lead to a nonlinear system of 2MN equations with 2MN
unknowns Ui. We use a Powell hybrid method [34] to solve this system (we
impose a stoping criteria at precision of 10−12).
Numerical solutions of (9) obtained by solving (10)-(11) are checked by an in-
tegration of system (1) with (xn(0), x˙n(0)) as initial condition (xn is deduced from
equation (6) or (7), and one considers 2M lattice sites with periodic boundary
conditions). The numerical integration is performed with a 4th order Runge-Kutta
scheme. We impose that xn is shifted by 2 sites after integration over [0, T ] with
a relative error tolerance of order 10−5. Figure 1 gives a typical profile of the
evolution of the relative error as a function of step h (note that the error decays
as h2).
The crucial step is the choice of a good inital guess for the Powell method.
This aspect is examined in next section.
2.2 Initial guess
The existence of small amplitude travelling breather solutions of (1) (having a
small oscillatory tail) has been proved in [28] in the case of even potentials, using
a center manifold technique. The method also provides leading order approximate
expressions for these solutions (these approximate expressions are also available
in the case of asymmetric potentials). This material is described below.
We consider the linearization of system (5) at (u1, u2) = (0, 0) and search for
solutions of the linearized problem in the form (u1, u2) = e
iqt(uˆ1, uˆ2)
T . This leads
7
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Figure 1: Relative error E = ‖{xn(T )− xn−2(0)}‖ / ‖{xn(T )}‖ (‖ ‖ denotes the
Euclidean norm) as a function of step h (in logarithmic scales), for a travelling
breather solution at T = 7.7, γ ≈ 0.9, with the polynomial potential V (x) =
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to the following dispersion relation
(−q2 + T 2(1 + 2γ))2 − 4(γT 2)2 cos2(q/2) = 0. (12)
Equation (12) provides the spectrum (consisting in eigenvalues ±iq) of a certain
linearized evolution operator obtained as system (5) is rewritten in the form of a
reversible differential equation in a Banach space (see [28] for more details). The
spectrum on the imaginary axis corresponds to solutions q ∈ R of (12) and is
sketched in figure 2.
Double roots q ∈ R of (12) satisfy in addition
2q(−q2 + T 2(1 + 2γ)) = (γT 2)2 sin(q) (13)
(solutions of (12)-(13) correspond to eigenvalues of the linearized evolution op-
erator which are in general double, and at most triple [28]). We note that for
T 2(1 + 2γ) = (2k + 1)2π2 (k ∈ N), q = (2k + 1)π is a double root of (12).
This situation occurs on the curves denoted as Σ4 in figure 2, and corresponds
to the crossing of two simple roots of (12) as these curves are crossed in the pa-
rameter plane. The other double roots defined by system (12)-(13) are found as
parameters lie on the curve Γ : (T (q), γ(q)) (q ∈ R+) defined by
T 2 = q2 − 4q tan(q/4), (14)
γ =
2q
T 2 sin(q/2)
, (15)
8
Σ0
Σ1
Σ1 Σ2
Σ2
Σ2
Σ3
Σ4
Σ0 Σ1 Σ2
Σ3 Σ4
Σ1Σ4
Γ1 Γ2
Γ3
Σ4
T
γ
Σ3
.
.
.
.
.
.
.
.
.
.
x
x
x
 0
 0.5
 1
 1.5
 2
 0  5  10  15  20  25  30
Figure 2: Sketch of the eigenvalues iq on the upper imaginary axis (right), in
different regions of the parameter space (left). These eigenvalues correspond to
real solutions of (12) (here q > 0).
if q ∈ [4kπ, (2k + 1)2π] (for an integer k ≥ 1), and
T 2 = q2 +
4q
tan(q/4)
, (16)
γ = − 2q
T 2 sin(q/2)
, (17)
if q ∈ [(2k − 1)2π, 4kπ] (k ≥ 1). The range of q is determined by the condition
T 2 > 0. One can observe that Γ lies in the parameter region γT 2 > 4.
We denote by Γk the restriction of Γ to the interval q ∈ [2kπ, 2(k+1)π] (these
curves form “tongues” as shown in figure 2). Our numerical computations will
start near Γ1 where bifurcation of small amplitude travelling breathers take place.
Travelling breathers bifurcate more generally near Γ2k+1 [28], and bifurcating
solitary waves are found near Γ2k [25].
Double roots on Γ correspond to the appearance (or vanishing) of a pair of
real roots of (12) as the curve Γ is crossed. The envelope ∆ of Γ is the bold
line depicted in figure 2. Below it (and outside Σ4), real solutions of (12) consist
in two pairs of simple roots ±q1, ±q2. An additional pair of real (double) roots
±q0 appears as one reaches ∆ from below (they correspond to pairs of hyperbolic
eigenvalues of the linearized evolution operator colliding on the imaginary axis).
In the sequel, we shall exclude points of ∆ which are close to points where sq0 +
rq1 + r
′q2 = 0 for s, r, r
′ ∈ Z and 0 < |s|+ |r|+ |r′| ≤ 4 (such values correspond
to strong resonances), and denote this new set as ∆0.
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Now we fix (T0, γ0) ∈ Γm ∩ ∆0. For (γ, T ) ≈ (γ0, T0), it has been proved in
[28] that small amplitude solutions of (5) have the form
(
u1(t)
u2(t)
)
= A(t)
(
(−1)m
1
)
+C(t)
( −1
1
)
+D(t)
(
1
1
)
+c.c.+Ψ(uc(t), γ, T ),
(18)
where uc = (A,B,C,D, A¯, B¯, C¯, D¯)
T ∈ C8 and Ψ : C8 × R2 → R2 is a smooth
function, with Ψ(uc, γ, T ) = O(‖uc‖2 + ‖uc‖(|γ − γ0|+ |T − T0|)) as (uc, γ, T )→
(0, γ0, T0) (i.e. Ψ contain higher order terms). The complex coordinates (A,B,C,D)
satisfy a reversible differential equation
dA
dt
= iq0A+B + iAP(v1, v2, v3, v4) +O((|A|+ |B|+ |C|+ |D|)4),
dB
dt
= iq0B + iBP(v1, v2, v3, v4) + AS(v1, v2, v3, v4)
+O((|A|+ |B|+ |C|+ |D|)4),
dC
dt
= iq1C + iCQ(v1, v2, v3, v4) +O((|A|+ |B|+ |C|+ |D|)4), (19)
dD
dt
= iq2D + iDT (v1, v2, v3, v4) +O((|A|+ |B|+ |C|+ |D|)4),
where
v1 = AA¯, v2 = CC¯, v3 = DD¯, v4 = i(AB¯ − A¯B)
and P,S,Q, T are affine functions with smoothly parameters dependent real co-
efficients, for (T, γ) in the neighborhood of ∆0. We have
P(v1, v2, v3, v4) = p1(γ, T ) + p2v1 + p3v2 + p4v3 + p5v4,
S(v1, v2, v3, v4) = s1(γ, T ) + s2v1 + s3v2 + s4v3 + s5v4, (20)
Q(v1, v2, v3, v4) = q˜1(γ, T ) + q˜2v1 + q˜3v2 + q˜4v3 + q˜5v4,
T (u1, u2, u3, u4) = t1(γ, T ) + t2v1 + t3v2 + t4v3 + t5v4
where p1, s1, q˜1, t1 vanish on ∆0. The method for computing the coefficients of
(20) is given e.g. in [28], section 5.2 (see [24] for a description of the method in
a general setting). Defining the coefficients in the expansion of V as
V (x) =
1
2
x2 +
α
3
x3 +
β
4
x4 +O(|x|5), x→ 0, (21)
one has in particular for (T, γ) = (T0, γ0) ∈ ∆0
(2− q0
tan(q0/2)
)s2 = T
2
0 (−6β + 8α2 −
4α2T 20
2γ0T
2
0 cos(q0)− T 20 (1 + 2γ0) + 4q20
). (22)
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Moreover, as (T, γ)→ (T0, γ0) ∈ ∆0 one has
s1 = s11(γ − γ0) + s12(T − T0) + h.o.t,
with
s11 = −4T 20
ǫ− cos(q0/2)
2ǫ− γ0T 20
2
cos(q0/2)
, s12 = 4T0
−(1 + 2γ0)ǫ+ 2γ0 cos(q0/2)
2ǫ− γ0T 20
2
cos(q0/2)
. (23)
We set ǫ = −1 in (23) if q0 ∈ [(2k − 1)2π, 4kπ], k ≥ 1 (i.e. (T0, γ0) ∈ Γ2k−1) and
ǫ = 1 if q0 ∈ [4kπ, (2k + 1)2π] ((T0, γ0) ∈ Γ2k).
Equation (18) expresses the fact that small solutions of (5) lie on a 8-dimensional
center manifoldMγ,T , the dimension of which is equal to the number of marginal
modes of equation (5) linearized at (u1, u2) = 0 for (γ, T ) = (γ0, T0). One can
parametrize the center manifold in such a way that the reduced system (i.e. the
8-dimensional differential equation satisfied by the coordinates uc of solutions on
Mγ,T ) is as simple as possible (this form is called “normal form”). The normal
form of order 3 of the reduced system is given in (19). The truncated normal
form (obtained by neglecting terms of orders 4 and higher in (19)) is integrable
[27], [28].
For (T, γ) ≈ (T0, γ0) ∈ Γm
⋂
∆0 and if (T, γ) lies below ∆ (this corresponds to
having s1 > 0 in (20)), the linearized operator at the right side of (19) admits two
pairs of symmetric hyperbolic eigenvalues close to ±iq0, and two pairs of purely
imaginary eigenvalues close to ±iq1,±iq2. If s2(γ0, T0) < 0, the truncated normal
form admits reversible homoclinic solutions to 0 which bifurcate from the trivial
state as (T, γ)→ (T0, γ0). They correspond near Γ2k+1 to approximate travelling
breather solutions of (1), given by system (5) and having the form
(
u1(t)
u2(t)
)
≈ A(t)
( −1
1
)
+ c.c.
(this expression comes from the principal parts of (18),(19)), where
A(t) = r0(t)e
i(q0t+ψ(t)), (24)
and
r0(t) = (
2s1
−s2 )
1/2(cosh(ts
1/2
1 ))
−1, ψ(t) = p1t+ 2
p2
s2
s
1/2
1 tanh(ts
1/2
1 ). (25)
The ansatz (24) provides a good inital guess for computing small amplitude
travelling breather solutions with the Powell method. The solutions initially
computed are then followed by continuation as a function of T towards higher
amplitudes.
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The normal form coefficients p1, p2 in (25) can be computed as explained
in [24]. However, the term ψ(t) in (24) is negligible as (T, γ) ≈ (T0, γ0) since
p1, s1 ≈ 0 and t ∈ [−M2 , M2 ]. Consequently one can fix ψ = 0 in (24) to initiate
the Powell method.
In addition, it is not necessary to take oscillatory modes C(t), D(t) into ac-
count in the initial ansatz (24) because those are conjectured to be exponentially
small with respect to |γ − γ0| + |T − T0| as (γ, T ) → (γ0, T0), for some exact
solutions of (5) (this has been proved for even potentials [28]). Note in addition
that a tail appears naturally as one iterates the Powell method.
In the following section, we present numerical computations in a particular
symmetric case (for even potentials V ) in which travelling breather solutions are
given by a scalar advance-delay differential equation.
3 Case of even potentials V
We consider the case when the potential V in (1) is even. In this case, there exist
solutions of (1) satisfying
xn+1(τ) = −xn(τ − T
2
), (26)
given by the scalar advance-delay differential equation (8). Section 3.1 reviews
analytical results [28] concerning small amplitude travelling breather solutions
of the form (26). These solutions are numerically computed in section 3.2 and
continued into the large amplitude regime. In section 3.3 we numerically identify
these solutions as modulations of certain time-periodic oscillations (time-periodic
pulsating travelling waves).
3.1 Exact small amplitude travelling breathers
In this section we sum up analytical results obtained in [28], which follow from
the center manifold reduction theorem and the analysis of the reduced equation
(19).
The homoclinic orbits of the truncated normal form described in section 2.2
bifurcate near parts of the “tongues”Γm where s2 < 0. For even potentials (α = 0
in (21)), homoclinic bifurcations occur near left branches of Γm if V is hard (β > 0
in (21)), and near right branches if V is soft (β < 0). The situation is depicted
in figure 3 (see [28] for more details).
Now assume s2(γ0, T0) < 0 defined by equation (22) for a fixed (T0, γ0) ∈
∆0
⋂
Γ2k+1 and consider (γ, T ) ≈ (γ0, T0), (T, γ) lying below ∆ in the parameter
plane. The full reduced equation (19) admits an invariant subspace defined by
12
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Figure 3: Regions in the parameter space where small amplitude homoclinic orbits
to 0 bifurcate for the truncated normal form (case of an even potential).
D = 0 due to the evenness of V (see [28]). Considering (19) on this invariant
subspace is equivalent to searching for solutions of (1)-(2) satisfying (26) (m =
2k + 1 and u2 = −u1 in (18)).
If (T0, γ0) lies outside some subset of ∆0
⋂
Γ2k+1 having zero Lebesgue mea-
sure (corresponding to resonant cases), the full reduced equation (19) admits
small amplitude reversible solutions (with D = 0) homoclinic to periodic orbits.
These solutions correspond to exact travelling breather solutions of system (1)
superposed at infinity on an oscillatory (periodic) tail. Their principal part is
given by
xn(τ) = (−1)n[A+ C ] ( τ
T
− n− 1
2
) + c.c. + h.o.t, (27)
where (A,C) is a solution of (19) homoclinic to a periodic orbit (see [28] for an
approximation of (A,C) at leading order). For a fixed value of (γ, T ) (and up
to a time shift), these solutions occur in a one-parameter family parametrized by
the amplitude of oscillations at infinity. The lower bound of these amplitudes is
O(e−c/µ
1/2
), where µ = |T − T0|+ |γ − γ0|, c > 0.
The lower bound of the amplitudes should be generically nonzero, but may
vanish on a discrete collection of curves in the parameter plane (T, γ). As a
consequence, in a given system (1) (with fixed coupling constant γ and symmetric
on-site potential V ), exact travelling breather solutions decaying to 0 at infinity
(and satisfying (2) for p = 2) may exist in the small amplitude regime, for isolated
13
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Figure 4: Large amplitude solution in the case of the trigonometric potential
V (x) = 1− cos(x) with T = 8.1, γ = γ0 ≈ 0.9, T0 ≈ 6.63 ((T0, γ0) ∈ Γ1). The left
figure shows the displacements of mass n = 1 as a function of t (note that t is
a rescaled time). The right one shows displacements for all lattice sites at time
τ = 0.
values of the breather velocity 2/T .
In the following section, we fix (T0, γ0) ∈ Γ1 and consider µ = |T − T0| as
a small parameter, γ = γ0 being fixed. We numerically solve equation (8) and
follow the above mentioned travelling breather solutions into the large amplitude
regime.
3.2 Numerical computation of travelling breathers
Let us consider the trigonometric potential V (x) = 1 − cos(x) (β = −1
6
in (21))
and fix γ ≈ 0.9, T = 8.1. These parameter values lie near the existence domain of
small amplitude travelling breather solutions (see section 3.1). However, param-
eters are chosen sufficiently far from the curve Γ1 on which travelling breathers
bifurcate (the point (T0, γ0) ≈ (6.63, 0.9) lies on Γ1), and correspond thereby to
highly localized solutions. Figure 4 shows a solution u1(t) of (8) (left), and the
displacements of lattice sites at time τ = 0 deduced from equation (7) (right).
This result shows that the Klein-Gordon lattice with a trigonometric potential
supports highly localized travelling breather solutions. Although the solution
in figure 4 seems perfectly localized, it admits in fact a small oscillatory tail
not visible at the figure scale (this phenomenon is known for small amplitude
solutions, see section 1). The tail is clearly visible after magnification (figure 5).
In the sequel we study in more detail the properties of these solutions as T
is varied, and depending whether one considers a hard or soft on-site potential.
For this purpose we shall fix V (x) = 1
2
x2 + β
4
x4. Figure 6 presents numerically
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Figure 5: Magnification of the solution tail in figure 4 (case of a trigonometric
potential V , T = 8.1, γ ≈ 0.9).
computed solutions of (8) for different values of the propagation time T . Left
column corresponds to the hard potential V (x) = 1
2
x2+ 1
24
x4 (β = 1/6), the right
one to the soft potential V (x) = 1
2
x2− 1
4
x4 (β = −1). We start close to parameter
values (T0, γ0) ∈ Γ1 ∩∆0 and fix γ = γ0.
One can check that as µ = |T − T0| increases, the central peak of the solution
gets more localized and increases in amplitude. In addition, a periodic tail be-
comes more visible as µ increases. One can observe a frequency difference between
the central part of solutions and their tail, as it is the case in the small amplitude
regime (in equation (27), the central part A(t) and the tail C(t) oscillate respec-
tively with frequencies close to the linear frequencies q0 and q1). In particular the
tail has a lower frequency in the case of hard potentials, and a larger one for soft
potentials. In figure 7 we plot the Fourier spectrum of u1(t) for two profiles of
figure 6 (hard and soft potential case). The tail frequency and the central part
internal frequency are found relatively close to the linear frequencies q1 and q0.
In figure 8 we compare the tail of a localized solution of figure 6 with a
numerically computed periodic solution (a nonlinear normal mode) originating
from the eigenvalues ±iq1 (the existence of such solutions is guaranteed by the
Lyapunov-Devaney theorem). The tail of the localized solution is very close to
the periodic solution, which confirms that the large amplitude localized solution
can be seen as “homoclinic to periodic”, as in the small amplitude regime.
In figure 9 we plot as a function of n a travelling breather solution of (1)
corresponding (via equation (7)) to a profile of figure 6. In the case of a hard
potential one observes that most neighboring oscillators are out of phase near
the breather center. The case of a soft potential is considered in figure 10, which
shows that neighboring oscillators are in phase near the center.
Now let us examine the amplitude of travelling breathers versus parameter µ
15
-1.5
-1
-0.5
0
0.5
1
1.5
-10 -8 -6 -4 -2 0 2 4 6 8 10
PSfrag replacements
t
u
1
(t
)
-0.4
-0.3
-0.2
-0.1
0
0.1
0.2
0.3
0.4
-10 -8 -6 -4 -2 0 2 4 6 8 10
PSfrag replacements
t
u
1
(t
)
-1.5
-1
-0.5
0
0.5
1
1.5
-10 -8 -6 -4 -2 0 2 4 6 8 10
PSfrag replacements
t
u
1
(t
)
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
-10 -8 -6 -4 -2 0 2 4 6 8 10
PSfrag replacements
t
u
1
(t
)
-2.5
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
2.5
-10 -8 -6 -4 -2 0 2 4 6 8 10
PSfrag replacements
t
u
1
(t
)
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
-10 -8 -6 -4 -2 0 2 4 6 8 10
PSfrag replacements
t
u
1
(t
)
Figure 6: Localized numerical solutions of (8) for various propagation times T
and polynomial potentials V (x) = 1
2
x2 + β
4
x4. The left figures correspond to a
hard potential (β = 1/6, γ = γ0 ≈ 0.83, T0 ≈ 5.59 and T = 5.53, T = 5.5,
T = 5.35 from top to bottom) and the right ones to a soft potential (β = −1,
γ = γ0 ≈ 0.9, T0 ≈ 6.63 and T = 6.8, T = 7.4, T = 8.1 from top to bottom). The
value of µ = |T − T0| increases from top to bottom.
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Figure 7: Fourier spectra of u1(t) (profiles of figure 6 are extended with periodic
boundary conditions). The right figure corresponds to a solution at T = 7.4, γ =
γ0 ≈ 0.9, T0 ≈ 6.63 for V (x) = 12x2 − 14x4 (see figure 6, right). The left one
corresponds to a solution at T = 5.5, γ = γ0 ≈ 0.83, T0 ≈ 5.59 for V (x) = 12x2 +
1
24
x4 (see figure 6, left). The peaks are relatively close to q0/2π ≈ 1.11, q1/2π ≈
2.30 in the soft potential case and q0/2π ≈ 1.7, q1/2π ≈ 0.9 in the hard case.
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Figure 8: Comparison of a nonlinear normal mode issued from the eigenvalues
±iq1 (continuous line) with the tail of a localized solution of figure 6 (dotted line),
for T = 5.35 and V (x) = 1
2
x2 + 1
24
x4. We have γ = γ0 ≈ 0.83, T0 ≈ 5.59 and
(T0, γ0) ∈ Γ1.
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Figure 9: Numerical solution of (1)-(2) for T = 5.5 and p = 2. We consider
V (x) = 1
2
x2 + 1
24
x4, γ = γ0 ≈ 0.83, T0 ≈ 5.59 ((T0, γ0) ∈ Γ1). The solution
is plotted as a function of n, for τ = 0, and corresponds via equation (7) to a
solution u1(t) in figure 6 (left column, middle).
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Figure 10: Numerical solution of (1)-(2) for T = 7.4 and p = 2. We consider
V (x) = 1
2
x2− 1
4
x4, γ = γ0 ≈ 0.9, T0 ≈ 6.63 ((T0, γ0) ∈ Γ1). The solution is plotted
as a function of n, for τ = 0, and corresponds via equation (7) to a solution u1(t)
in figure 6 (right column, middle).
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Figure 11: Maximal amplitude ‖u1‖∞ of a numerical solution of (8) (continuous
line) as a function of µ in logarithmic scales. The dotted line represents a linear
regression. One has V (x) = x
2
2
+ x
4
24
, γ = γ0 ≈ 0.83, T0 ≈ 5.59 for the left figure
and V (x) = x
2
2
− x4
4
, γ = γ0 ≈ 0.9, T0 ≈ 6.63 for the right one. In both cases one
has µ = |T − T0| and (T0, γ0) ∈ Γ1.
in the large amplitude regime. In figure 11 we plot the amplitude of solutions for
polynomial potentials V (x) = x
2
2
+ β
4
x4. One finds that the amplitude behaves
approximately as µδ for relatively large values of µ (corresponding to highly local-
ized solutions), with δ ≈ 0.44 for the hard potential (with β = 1/6) and δ ≈ 0.46
for the soft one (with β = −1). In this latter case the amplitude graph becomes
less regular as one enters the next “tongue” Γ2 (figure 2), which might indicate
bifurcations occuring near the numerically computed solutions (this part is not
visible in figure 11).
A µ1/2 dependency of the amplitude (at leading order) is expected in the small
amplitude regime µ ≈ 0 [28]. Surprisingly a rather similar behaviour is observed
in the large amplitude regime.
We have found in addition multibump solutions. Figure 12 shows e.g. a
2−bumps solution of equation (8) (note the reverse symmetry between the two
bumps).
3.3 Modulated periodic solutions
As previously we consider (T0, γ0) ∈ Γ1 ∩∆0 and choose µ = |T − T0| as a small
parameter, γ = γ0 being fixed. If one neglects higher order terms in the normal
form (19), the reversible bifurcation near Γ2k+1 creates (in addition to homoclinic
solutions) a three-parameter family of periodic solutions with C = D = 0 and
Aµ,λ,θ(t) = r e
i(Ωt+θ), Bµ,λ,θ(t) = iλ r e
i(Ωt+θ), (28)
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Figure 12: 2−bumps solution of equation (8). We consider V (x) = 1
2
x2 − 1
4
x4,
T0 ≈ 6.63, γ = γ0 ≈ 0.9 ((T0, γ0) ∈ Γ1) and T = 9.
provided one approaches ∆ from below in figure 2 (s1 > 0), s2 < 0 and expression
(28) is considered for λ ≈ 0 (λ is a real parameter). The frequency Ω and modulus
r depend on (µ, λ) as follows
Ω− q0 = λ+ p1 − (p2 + 2λp5) λ
2 + s1
s2 + 2λs5
, (29)
r2 = − λ
2 + s1
s2 + 2λs5
. (30)
Note that coefficients pi, si depend on µ and the first integral v4 of the truncated
normal form takes the value v4 = i(Aµ,λ,θB¯µ,λ,θ − A¯µ,λ,θBµ,λ,θ) = 2r2λ. The
periodic solutions (28) are O(
√
µ + |λ|) as (µ, λ) → 0 (s1 vanishes on ∆) and
their frequency is close to q0 (the colliding pair of double eigenvalues is ±iq0)
since p1 vanishes on ∆.
These solutions should correspond to solutions of (1) having the form
xn(τ) ≈ 2(−1)n r cos [Ω( τ
T
− n− 1
2
) + θ] (31)
at leading order, and consisting in time-periodic pulsating travelling waves. One
has equivalently (
u1(t)
u2(t)
)
≈ 2r cos [Ωt + θ]
( −1
1
)
. (32)
To obtain exact solutions of (1) instead of leading order approximations, one
should prove the persistence of the periodic solutions (28) as higher order terms
are taken into account in the normal form (19). We shall not treat this question
in the present paper and leave it for future works.
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For computing the corresponding solutions of (9) with the same approach as
in section 3.2, one has to consider the period M of solutions as a real parameter.
The ansatz (32) is used with Ω = k 2pi
M
(for an integer k ≥ 1) to initiate the
Powell method. Equations (29) and (30) determine λ, r ≈ 0 locally as functions
of the two parameters µ ≈ 0 and M ≈ k 2pi
q0
(hence Ω ≈ q0). If we fix in addition
M − k 2pi
q0
= O(|µ|), then equation (29) yields λ = O(|µ|) and we obtain r2 =
−s1/s2 + O(µ2) using equation (30). Consequently we fix r2 = −s1/s2 in the
ansatz (32) to initiate the Powell method near the “tongue” Γ1.
To adapt the numerical scheme (10)-(11) to non-integer values ofM , it suffices
to rescale equation (8) into
d2y1
dx2
+M2T 2V ′(y1) = −M2γT 2(y1(x+ 1
2M
) + 2y1(x) + y1(x− 1
2M
)), (33)
where y1(x) = u1(t), x =
t
M
and (33) is subject to periodic boundary conditions
y1(x+1) = y1(x). One discretizes (33) with a scheme similar to (10)-(11), except
advance and delay terms are now obtained by linear interpolation.
We have numerically observed that localized solutions bifurcate from the above
family of periodic solutions asM is fixed and T is varied (figure 13). This property
could be used to compute localized solutions by continuation from periodic solu-
tions. This method has been previously employed in [17] for computing travelling
breathers in the DNLS system. In this case the problem reduces to the com-
putation of solitary waves, which bifurcate from families of (explicitly known)
periodic travelling waves. This approach seems less efficient in our case since
periodic solutions are not explicitly known and have to be computed numerically.
In the next section, we present numerical computations in the case of a non-
even potential, corresponding to system (5).
4 Case of non even potentials V
4.1 Approximate solutions
The homoclinic orbits of the truncated normal form described in section 2.2 bi-
furcate near parts of the “tongues” Γm where s2 < 0 (see equation (22)). In the
case on non even potentials, these regions vary with the parameter
κ = β/α2, (34)
depending on the quartic and squared cubic coefficients in the potential V (see
(21)). The situation is depicted in figure 14 for the curve Γ1 (see [28] for the
detailed study of the sign of s2).
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Figure 13: Comparison of a periodic solution (continuous line) with a weakly
localized one (dotted line) for the soft polynomial potential V (x) = 1
2
x2 − 1
4
x4
and different values of T : T = 6.75 (top), T = 6.8 (middle), T = 7.2 (bottom).
We have γ = γ0 ≈ 0.9 and T0 ≈ 6.63, (T0, γ0) ∈ Γ1.
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Figure 14: Part of Γ1 where s2 < 0 (bold line). The dashed area is a small
neighborhood of this curve lying below ∆. It corresponds to regions where small
amplitude homoclinic orbits to 0 bifurcate for the normal form (19) without higher
order terms. The parameter κ defined by (34) varies as follows : (i) κ < 10/9,
(ii) 10/9 < κ < κc with κc ≈ 1.15, (iii) κc < κ < 4/3, (iv) κ > 4/3.
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Now let us assume s2(γ0, T0) < 0 for a fixed (T0, γ0) ∈ ∆0
⋂
Γ2k+1 and consider
(γ, T ) ≈ (γ0, T0), (T, γ) lying below ∆ in the parameter plane. This is the case
e.g. in the dashed area near Γ1 depicted in figure 14.
Since V is non even, D = 0 is not in general an invariant subspace of the
full normal form (19) and the oscillatory mode D(t) cannot be eliminated as
in section 3.1. In fact, one expects (this is still a conjecture) that bifurcating
localized solutions have in general nonvanishing (up to an exponentially small
size) oscillatory tails D(t), C(t) oscillating at (fast) frequencies close to q2, q1.
These oscillations are combined with fast oscillations at a frequency close to q0
(oscillatory part of A(t)) and the slow hyperbolic dynamics of the envelope of
A(t) (time scales are of order 1/
√
µ, µ = |T − T0|+ |γ − γ0|).
The normal form (19) truncated at order 4 admits small amplitude solutions
homoclinic to 2-tori (originating from the pairs of eigenvalues ±iq1,±iq2). These
approximate solutions of (19) have an explicit form (see [28], section 5.3). It
has been conjectured in [28] that they should correspond to the principal part of
travelling breather solutions of system (1), superposed at infinity on an oscillatory
(quasiperiodic) tail, and given at leading order by the expression
xn(τ) ≈ [ (−1)nA+ (−1)n C +D ] ( τ
T
− n− 1
2
) + c.c. (35)
((A,B,C,D) denotes one of the above mentioned approximate solutions of (19)
homoclinic to a small quasiperiodic orbit). The persistence of these homoclinic
solutions for the full normal form is still an open mathematical problem, which
would require to generalize results of Lombardi [30] available when one of the
oscillatory modes C(t) or D(t) is absent.
4.2 Numerical computation of travelling breathers
In this section we consider the Morse potential V (x) = 1
2
(1 − e−x)2 and perform
the same type of computations as in section 3.2, except we now work with system
(5) instead of the scalar equation (8). We consider a point (T0, γ0) ≈ (6.63, 0.9)
on Γ1, fix γ = γ0 and let µ = T − T0 vary.
To initiate the Powell method we use the approximate travelling breather
solutions described in section 2.2. For this purpose one has to choose (T, γ) near
parts of Γ1 where s2 < 0, as described in section 4.1, figure 14 (dashed area). The
Morse potential has the expansion (21) with α = −3/2, β = 7/6, and κ = 14/27.
Figure 15 presents numerically computed solutions of (5) for different values
of T . We only plot u1(t) because u2(t) behaves similarly. As µ = T−T0 increases,
the central hump of the solution gets more localized and increases in amplitude.
Note that u1(t) and −u2(t) are different, contrarily to the case of even po-
tentials. This asymmetry can be observed in figure 16. It corresponds to the
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Figure 15: Localized numerical solutions of (5) for various propagation times
T and the Morse potential V (x) = 1
2
(1 − e−x)2. We plot u1(t) (u2(t) behaves
similarly). One has T = 6.7, T = 7.15 and T = 7.45 from top to bottom,
(T0, γ0) ≈ (6.63, 0.9) ∈ Γ1, γ = γ0. The value of µ = T − T0 increases from top to
bottom.
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Figure 16: Localized numerical solution (u1(t), u2(t)) of (5) for T = 7.45 and the
(asymmetric) Morse potential V (x) = 1
2
(1−e−x)2. One has (T0, γ0) ≈ (6.63, 0.9) ∈
Γ1, γ = γ0. Note the difference between u1(t) and −u2(t).
fact that the symmetry xn+1(τ) = −xn(τ − T2 ) is broken in the case of non even
potentials.
In figure 17 we plot as a function of n the corresponding mass displacements
xn(τ), at times τ = 0 and τ = T (we fix T = 7.15 in the left figure and T = 7.45
in the right one). As prescribed by condition (2), one recovers the same profile at
both times, up to translation by 2 sites. One can note that neighboring oscillators
are in phase near the breather center.
At T = 7.15 (figures 15, middle, and figure 17, left) no tail is visible at least at
the figure scale. On the contrary a tail appears for T = 7.45 (figures 15, bottom,
and figure 17, right).
Figure 18 provides a magnification of the tail of the solution profile. The
oscillations observed near the boundary for T = 6.9 are not part of the solution
tail and correspond in fact to oscillations of the central hump at a frequency close
to q0 (near this value of T the solution is weakly localized, see figure 15, top). The
magnification shows small oscillations for T = 7.15 with a frequency close to the
frequency observed for T = 6.9, therefore we attribute these oscillations to the
damped central part of the solution, i.e. to the component A(t) approximated by
(24). Consequently we do not find for T = 7.15 a visible track of an oscillatory
tail corresponding to components C(t), D(t). On the contrary, in figure 18 a
nondecaying tail with a frequency close to q2 is clearly visible at T = 7.45 and
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Figure 17: Numerical solution of (1)-(2) for T = 7.15 (left), T = 7.45 (right) and
p = 2. We consider V (x) = 1
2
(1 − e−x)2, γ = γ0 ≈ 0.9, T0 ≈ 6.63 ((T0, γ0) ∈ Γ1).
The solution is plotted as a function of n, for τ = 0 (continuous line) and τ = T
(dotted line). It corresponds via system (5) to profiles u1(t) in figure 15 (middle
and bottom).
larger values of T (i.e. for larger values of µ). The nondecaying tail is also visible
for some smaller values of T but the amplitude becomes very small (the tail size
is decreased approximately by a factor of 100 for T = 7.35, see figure 18).
Figure 19 shows the Fourier spectrum of u1(t) for T = 7.45 and one can observe
a sharp peak at a frequency close to q2/2π ≈ 1.6. The damped oscillations of the
central hump (approximated by (24)) at a frequency close to q0 appear as broad
peaks and involve harmonics of all orders. In particular, figure 15 (bottom) clearly
shows that the oscillatory part of the central hump has a nonzero time average.
This situation contrasts with the even potential case (figure 7), in which these
oscillations only involve odd order harmonics.
Another difference with respect to the even potential case is that solutions
tails correspond here to the component D of (35) instead of C (the tail oscillates
at a frequency close to q2 instead of q1). Consequently the oscillatory tail consists
in a time-periodic travelling wave, instead of a time-periodic pulsating travelling
wave as in (27). Note that we conjecture in fact the existence of a very small
oscillatory component C(t) (not visible in figure 16), which might be hidden in the
broad peak of figure 19 close to 2q0 (
2q0
2pi
≈ 2.22 and q1
2pi
≈ 2.30 are rather close).
This is by analogy to the small amplitude regime described by the normal form
(19). Indeed we conjecture that bifurcating homoclinic orbits of the full normal
form have generically nonvanishing components C,D, except if T, γ satisfy two
(one for each component) compatibility conditions ([28], section 5.3).
We end by a study of travelling breathers amplitude versus µ = T −T0 in the
large amplitude regime (figure 20). One finds that the amplitude behaves approx-
imately as µδ for relatively large values of µ (corresponding to highly localized
solutions), with δ ≈ 0.56. A µ1/2 dependency of the amplitude (at leading order)
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Figure 18: Magnification of the tail of localized solutions (component u1(t)) for
the Morse potential with γ = γ0 ≈ 0.9, T0 ≈ 6.63 ((T0, γ0) ∈ Γ1). We consider
several values of T : T = 6.9 (crosses ×), T = 7.15 (dashed line), T = 7.35
(continuous line), T = 7.45 (crosses +). The minimal tail size is found around
T = 7.15. Cases T = 7.15 and T = 7.45 can be compared with figure 15.
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Figure 19: Fourier spectrum of u1(t) (the spectrum of u2(t) is similar) for T =
7.45, γ = γ0, (T0, γ0) ≈ (6.63, 0.9) ∈ Γ1. The corresponding profile of figure 16
has been extended with periodic boundary conditions. Note the sharp frequency
peak close to q2
2pi
≈ 1.6. One has q0
2pi
≈ 1.11, q1
2pi
≈ 2.30.
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Figure 20: Maximal amplitude ‖u1‖∞ of a numerical solution of (5) (continuous
line) as a function of µ, in logarithmic scales. The dotted line represents a linear
regression. One has V (x) = 1
2
(1 − e−x)2, γ = γ0 ≈ 0.9, T0 ≈ 6.63 ((T0, γ0) ∈ Γ1),
µ = T − T0. A similar behaviour is observed for u2(t).
is expected in the small amplitude regime µ ≈ 0 [28]. Surprisingly a rather similar
behaviour is observed in the large amplitude regime. In addition the scaling in
amplitude is rather similar to the case of equation (8) with a quartic interaction
potential (section 3.2).
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