This paper presents a methodology to biological image classification through a Rough-Fuzzy Artificial Neural Network (RFANN). This approach is used in order to improve the learning process by Rough Sets Theory (RS) focusing on the feature selection, considering that the RS feature selection allows the use of low dimension features from the image database. This result could be achieved, once the image features are characterized using membership functions and reduced it by Fuzzy Sets rules. The RS identifies the attributes relevance and the Fuzzy relations influence on the Artificial Neural Network (ANN) surface response. Thus, the features filtered by Rough Sets are used to train a Multilayer Perceptron Neuro Fuzzy Network. The reduction of feature sets reduces the complexity of the neural network structure therefore improves its runtime. To measure the performance of the proposed RFANN the runtime and training error were compared to the unreduced features.
Introduction
In complex problems as biological cells image classification, the capture of the essential features must be carried out without a priori knowledge of the image. The increased amount of attributes requires computational complexity and runtime even bigger. Moreover, due to noise in the database caused by excessive image features can cause a reduction in capacity of representation. According to Shang and Qiang (2008) , the employment of Rough-Fuzzy features selection mechanism allows the reduction for a low dimensionality features sets from samples descriptions.
For these complex cases from the real life the use of Rough Sets (RS) in the pre-processing of the database has been efficient, since only the most relevant features are used as input parameters for the neural network. The RS has recently emerged as another major mathematical approach for managing uncertainty that arises from inexact, noisy, or incomplete information. It is found to be particularly effective in the area of knowledge reduction (Petrosino & Salvi, 2006) .
In these cases, Fuzzy Set theory (FS) and RS represent two different approaches to vagueness. FS addresses gradualness of knowledge, expressed by the fuzzy membership, whereas rough set theory addresses granularity of knowledge, expressed by the indiscernibility relation (Affonso & Sassi, 2010) . * Corresponding author. Tel.: +551535249158.
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An option to simplify the structure of the Artificial Neural Network (ANN) and reduce the noise caused by non-significant features is to use the Rough Set (RS) approach in order to select the most important features. The present paper proposes a new algorithm to realize the feature selection, with the intention to use RS as a tool for structuring the ANN. The methodology consisted of generating rules from training examples by rough-set learning, and mapping the dependency factors of the rules into the connection weights of a four-layered neural network.
The advantage of the Rough-Fuzzy Artificial Neural Network (RFANN) approach consists in the synergy achieved by combining two or more technical capabilities to achieve a more powerful system regarding to learning and generalization (Gomide, Figueiredo, & Pedrycz, 1998) . A sequential architecture is used in this work, in which RS and the FS have distinct functions: RS identifies the most critical features, while the FS generates the surface response (input, output) since the Neuro Fuzzy Network (NFN) has Learnability and can adapt itself to the real world.
The paper is organized as follows: Section 2 presents the Literature review, Section 3 presents the Experimental Methodology and Section 4 presents the Conduct of Experiments. The Conclusion is presented in Section 5.
Literature review
Techniques can be combined to obtain a more powerful system in terms of interpretation, learning, parameter estimation, generalization, and less disability as well. Thus, various combinations have 
Image identification
It takes a long time to train a person to be competent in wood identification. Furthermore, manual examination of the wood sample can be very subjective. In addition to the macroscopic features of wood, physical features such as weight (different moisture content), color (variation), odour, hardness, texture, and surface appearances are also considered. For unknown specimen, usually dichotomous keys are used on a systematic analytical procedure for the examination of the wood structure.
The identity of the tree in the forest can be easily known by examining their flowers, fruits and leaves. However, once the tree is felled, the identification of the tree becomes very difficult and has to rely on their physical, macroscopic and microscopic features for identification. In this research, an intelligent recognition system using low cost equipment for the identification of wood species based on the macroscopic features of wood has been designed (Pham, Soroka, Ghanbarzadeh, & Koc, 2006) .
The image processing techniques are widely used for classification and clustering of plant cells. In most cases, the biological classification is performed by trained operators, but this solution suffers significant disadvantages, so the literature contains several papers in which neural networks are used in image processing plant cells (He, 1997; Khalid, Lee, Yusof, & Nadaraj, 2008; Marzuki, Eileen, Rubiyah, & Miniappan, 2008; Pham et al., 2006; Topalova & Tzokev, 2011) , also for prediction of fracture toughness (Dassanayake, 2000; Samarasinghe, Kulasiri, & Jamieson, 2007) .
Rough set theory (RS)
RS was proposed by Zdzislaw Pawlak in 1982 (Pawlak, 1982 ) as a mathematical model to represent knowledge and to treat uncertainty. An important concept in RS is the reduct.
A reduct is a minimal set of attributes that can represent an object with the same accuracy as the original set of attributes. Elimination of redundant attributes can help in the identification of strong, nonredundant classification rules.
A reduct of B -RED(B) -on information system (IS) is a set of attributes B'⊆ B such that all attributes a ∈ (B -B') are dispensable. Thus, U/INDs(B') =U/INDs(B), where INDs(B) is called the Indiscernibility Relation.
Computing the reduct is an n-p hard problem, and processing the reduct for large databases requires high computational processing. The reduct is generated by discernibility from the Discernibility Matrix.
The Discernibility Matrix of information systems S, denoted DM(B), is a symmetric n × n matrix with: mD (i, j) = {a ∈ B | a(Ei) = a(Ej)} for i,j =1,2,…,n. with 1≤i, j≤n e n=| U / INDs(B)}.
Thus, the elements of the Discernibility Matrix mD(i,j) are a set of conditional attributes of B that differentiate the elements of classes in relation to their nominal values.
The reducts of S are generated through the simplification methods of Boolean functions for the Fs(B) function (1).
This simplification is an algebraic approximation of the logical functions, with the goal of reducing the number of attributes. The discernibility function Fs(B) is obtained as follows: for all attributes represented by an element in the Discernibility Matrix MD(B), apply the sum operator ("or" or "∨") and, for each pair of cells in this matrix, apply the "product" element ("and" or "∧"), which results in a Boolean expression of "sum of products".
Fuzzy Sets concern membership among elements from the same class, while RS concerns the relationship between groups of elements in different classes.
However, the theory of RS does not compete with the Fuzzy Sets Theory but rather complements it. In fact, RS theory and Fuzzy
