In this paper, we analyze the issues of power control and cell discontinuous transmission in a small-cell network. More precisely, we evaluate the performance of a policy, thanks to which each base station minimizes its own energy consumption. We have recently proposed this policy in a mono-cell scenario and we extend the scope of our previous work in this article, as we propose to use this policy in a multi-cell network. For that purpose, we first consider a network made of two base stations, in which we can compute the minimum network's energy consumption, which enables to provide users with the requested quality of service. If we compare the proposed policy with this minimum, we can demonstrate that the proposed policy has a good performance, which, however, can be improved by reducing the maximum transmit power of the base station. Then, we apply our algorithm in the case of a dense network, in which the proposed policy outperforms other policies and provides a 6% gain in energy, where compared to a policy featuring no power control. We show that the reduction of the maximum transmit power can increase this gain up to 11% of the network's energy consumption.
networks. Moreover, the energy cost has become the predominant operating cost for mobile operators. So decreasing energy consumption is both an economic and ecological issue.
Sleep mode techniques can reduce the energy consumption of the base stations. A first-line solution consists in adapting the set of active base stations to the number of users [2] . In that case, base stations are switched off or put into deep sleep mode for long periods of time, i.e., at least a few minutes [3] . The base station selection can be done by means of centralized [4] or decentralized solutions [5] . When some base stations are switched-off, the coverage of the neighboring cells must be extended. This is called cell breathing [6] . The main drawback of this solution is the restart delay.
So, another solution consists in using Cell Discontinuous Transmission (Cell DTx) [7] , [8] which means switching a base station to micro-sleep mode for very short periods of time, i.e., a few milliseconds. During these micro-sleeps, some of the elements of the RF chain, such as the power amplifier, are switched-off [9] . In the case of Cell DTx, the power and resource allocations are made in such a manner that some resource elements (subframes) can be freed up, and the base station then switches to micro-sleep mode in order to save energy. This solution is to be used in the LTE standard [10] . Indeed, in this standard, a frame is divided into ten one millisecond-long subframes, and the base station is proposed to be switched to sleep mode during up to six of these subframes.
Furthermore, in cellular networks, the problem pertaining to the power and resource allocation is generally solved in two steps [11] , [12] . The issue of power control is first considered. This problem is solved thanks to the computation of the transmit power, the bandwidth and the time during which each user is served. In the LTE standard, this step consists in adjusting the transmit power and finding the number of resource blocks used for each mobile device. Then, the issue of resource allocation is solved and the resource elements, e.g., the resource blocks, are assigned to the users.
In this article, we focus on the problem of power control for the downlink of small-cell networks featuring Cell DTx in Time Division Multiple Access (TDMA). In other words, we focus on the computation of both the transmit power and that of the time during which each user is served. We do not consider the schedule of the users at that stage. On the one hand, poor power control in dense networks greatly increases Intercell Interference (ICI) and reduces consequently the users' Signal-to-Interference-plus-Noise Ratio (SINR). On the other hand, where Cell DTx, is used, the power control influences the sleep mode duration. Indeed, for a given quality of service (QoS) (e.g., a capacity constraint), the longer the duration of sleep mode is, the higher the transmit power has to be, where the base station is active.
The problem of power control associated with Cell DTx was first studied in TDMA in a mono-cell scenario in [13] . Wang et al. [14] use the W-Lambert function [15] to derive a closed-form expression for the optimal number of resource blocks that has to be used so as to provide each user with Cell DTx. However, the authors did not consider all the constraints of the problem. In [16] and [17] the authors of the present paper used this closed-form to propose an efficient algorithm, in order to solve the problem of power control associated with Cell DTx. The problem of power control associated with Cell DTx in a mono-cell scenario has also been studied in the Frequency Division Multiple Access (FDMA) case in the literature. A sub-optimal power control was proposed in [18] and the issue of optimal power and resource allocation in FDMA was recently studied in [19] and [20] . In all these articles, only one base station has been considered, whereas, in this paper, we study the problem of power control associated with Cell DTx in small-cell networks.
Cell DTx has already been studied in multi-cell scenarios. Chang and Miao [21] , [22] , and Nie et al. [23] use stochastic geometry tools to analyze the performance of Cell DTx in dense networks. However, in these three papers, the power control is not considered and the transmit power is constant. Domenico et al. [24] and Gupta et al. [25] proposed efficient resource allocation strategies for Cell DTx in femto-cell networks, but the authors did not consider the issue of power control. Tombaz et al. [26] and Andersson et al. [27] studied the issue of the base station's density pertaining to the Cell DTx case. In these two papers, a simple distance-based power control policy is used. Unlike [21] [22] [23] [24] [25] [26] [27] in which the analysis of Cell DTx is conducted considering a given power control policy, the aim of the present article is to find an efficient power control policy for Cell DTx. In this article, we propose a scheme, in which each base station applies the power control policy that minimizes its own energy consumption. This strategy has been applied in [28] . In this article, the authors propose an algorithm to minimize the energy consumption under delay constraints. Unlike what has been done in [28] , in the present article, we consider the issue of energy consumption minimization under capacity constraint. This change in the QoS metric transforms the problem structure and the resolution algorithm. An approach similar to the one proposed herein has been studied in [29] . However, the authors assume that each base station serves only one user, whereas, in the present article, we consider that a base station can serve several users.
In [17] , we proposed the first algorithm that uses closed-forms expressions, in order to solve the issue of power control associated with Cell DTx in TDMA. This solution was proposed in a mono-cell scenario, but can be used in a multicell network. In that case, each base station optimizes its own energy consumption. The aim of this article is to extend the use of this power control policy in a multi-cell network and to evaluate its performance in such a network. To do so, we first consider a network composed of two base stations. In this network, we can compute the minimal base station's power consumption, which enables to serve the users. This minimum provides a lower-bound which is used as a baseline in order to evaluate the proposed policy. We show that the proposed solution has a good performance, which, however, can be improved by means of reducing the maximum transmit power of the base stations. Our results show that this reduction of the maximum transmit power does indeed improve the performance of the proposed solution. Besides, we investigate the value of the optimal transmit power. Then, we use numerical simulations and analytical derivations in order to show that all the results, obtained in a network composed of two base stations, remain valid when the number of base station increases.
The rest of this article is organized as follows. The system model is introduced in Section II. We present the proposed policy in Section III. In Section IV, we study the minimum base station's power consumption in a network made of two base stations. We assess the performance of the proposed policy in such a network in Section V. In Section VI, we show that the performance of the proposed policy can be improved by reducing the maximum RF transmit power of the base station. In Section VII, we extend the use of the proposed solution to dense networks. Then, in Section VIII, we investigate the optimal value for the maximum transmit power in a dense network and Section IX concludes this article.
II. SYSTEM MODEL
In this article, as illustrated in Figure 1 , we consider the downlink of N BS small-cells, which serve N u users. Orthogonal Frequency Division Multiplexing (OFDM) is used by the base stations. Small-cells are perfectly synchronized, and we do not consider any coordination between them. We denote k ∈ 1; N u the users' index and n ∈ 1; N BS denotes the index of base stations. In this article, 1; N denotes {1, . . . , N }, the set of integers between 1 and N. Besides, S n is the set of users served by base station n and N n = |S n | denotes its cardinality.
Moreover, we suppose a linear model for the base station's power consumption [30] : where P 0 is the static power consumption where the base station is active (processing, cooling, etc). P s is the base station's power consumption during sleep mode, m p is the coefficient of the load dependence. P T X ∈ (0 ; P max ] is the instantaneous RF transmit power. P max denotes the maximum RF transmit power of the base station. According to [30] , for a small-cell, P 0 = 56 W, P s = 39 W, P max = 6.3 W, and m p = 2.6. Moreover, we consider flat fading channels, and the pathloss between the base station n and the user k is denoted G n,k . Besides, N = k B T 0 B denotes the thermal noise which is the product of the bandwidth B, the Boltzmann constant k B and the temperature T 0 . I k is the interference generated by the neighboring cells of the user k. We suppose that each user is served by the base station that features the lowest path-loss.
Furthermore, each base station provides each user with a given capacity C k . As illustrated in Figure 2 , we suppose that, in each frame of length T, the base station n serves N n users and then switches to sleep mode in order to save energy. As in [13] and [17] , we suppose that TDMA is used by the base station to serve the users.
In each frame of duration T, we denote t nk the time during which the base station n serves the user k. μ nk = t nk T is the proportion of the frame used to serve this user. In addition, the transmit power used for the user k is denoted P nk T X in this article.
All the base stations in the network use the same channel for downlink communications. As a consequence, the users experience the interference generated by the neighboring base stations. We denote I k the interference generated by the neighboring cells on the user k:
where I m→k is the interference generated by the base station m on the user k. In this article, we do not consider the issue of resource allocation and focus on the issue of power control. In order to make the power control policy independent from the resource allocation strategy, as in [26] and [27] , we suppose that each user experiences the interference generated by the time average transmit power of the neighboring base stations:
Moreover, we suppose that, the rate of a user is equal to the Shannon's capacity when the user is served and equal to zero during the rest of the frame. With this assumption, the average rate of the user k during a frame is equal to [13] :
III. PROPOSED POLICY: THE OPTIMAL MONO-CELL POLICY
A. Problem Formulation
In this section, we introduce an algorithm that solves the problem of power control associated with Cell DTx. According to this policy, each base station adjusts its transmit power and sleep mode duration, in order to minimize its energy consumption while satisfying, for each user, a capacity constraint. This optimization is carried out without any cooperation with the neighboring base stations. This policy has been introduced in [17] , but the intercell interference was not considered then. The policy proposed here, only requires the base station n to know the value of G nk N +I k so as to serve the user k. This value can be transmitted to the base station by the users. Indeed, in each frame, each user can use the pilot symbols in order to evaluate the average noise-plus-interference level and path-loss between the base station and them. Then, the user sends the ratio between these two averages to the base station via the uplink channels. The value of
is then used by the base station to compute the transmit power and service time for each user. Please, note that, in this article, we focus on the energy consumption of downlink communications, and we do not consider the energy consumed by this uplink communications.
In order to minimize the base station's energy consumption, we minimize the average base station's power consumption during a frame. We obtain the following optimization problem:
In equation (5), equation (5a) is the average base station's power consumption during a frame. The minimization of this function is done while considering the constraints of the system: the user's capacity constraint must be satisfied (equation (5e)), the user's service time must be positive (equation (5c)), the total service time must be lower than the frame duration (equation (5d)), and the instantaneous transmit power must be lower than the maximum transmit power of the base station denoted P max (equation (5b)).
B. Problem Reformulation
The problem of equation (5) depends on two types of variables: the service times μ nk and the transmit powers P nk T X . In order to ease the resolution, we rewrite this problem as a function of the service times μ nk only. The expression of the transmit power, which provides the user k with the required capacity, is:
Equation (6) allows to rewrite equation (5a) as a function of the service times only. Moreover, the constraint on the maximum transmit power of equation (5b) can also be rewritten as a constraint on the service time. Indeed, providing the user k with an RF transmit power that is lower than P max , is equivalent to serve the said user during a time that is longer than a minimum service time, denoted μ min nk . μ min nk is the time that would be used by the base station to serve the user k with the maximum transmit power:
If μ nk < μ min nk , then P nk T X > P max and the value of μ nk will be inoperable in practice. We can finally rewrite this optimization problem as a function of the service times μ nk only:
Furthermore, we can see in equation (8a) that the average base station's power consumption is the sum of two terms: the static and dynamic power consumptions. The expression of the average static power consumption of the base station is:
and the expression of the dynamic power consumption is:
Finding a trade-off between the static and dynamic power consumptions is a requirement so as to mitigate the network's energy consumption.
C. Proposed Policy
We have shown in [16] that the problem of equation (8a) is convex. We can consequently use the Karush-Kuhn-Tucker conditions to solve it. With these conditions, each constraint can either be binding or non-binding, i.e., can be considered as an equality or as a strict inequality. We consequently have different cases, depending on the binding constraints. We first derive the value of μ nk , for which the gradient of equation (8a) is equal to zero, and we then obtain [17] :
where W denotes the W-Lambert function which is the reciprocal bijection of f (x ) = xe x over [−e −1 ; +∞). This function [15] . Once this expression has been established, we have to verify if the constraints are binding or not. Indeed, the value of μ opt nk given in equation (11) is optimum where none of the constraints are binding. The first set of constraints to be considered are the ones given on the minimum service time of equation (8b). In order to consider these constraints, we introduce two variables. We denote ρ M nk , the SINR of the user k if he/she was provided with the maximum RF transmit power P max :
The second variable introduced here is the ratio r, which is the ratio between the variation range of respectively the static and the dynamic power consumptions:
The numerator of this quantity is the difference between the maximum and the minimum static power consumptions of the base station, i.e., the difference between P 0 and P s . Similarly, the denominator of this quantity is the difference between the maximum and minimum dynamic power consumption, which lies in (0; m p P max ]. It has been proved in [17] that the choice between μ min nk and μ opt nk , respectively defined by (7) and (11), can be done by means of the comparison of ρ M nk with a threshold ρ M lim (r ), which depends only on the ratio r. In other words, we know whether a user has to be provided with a transmit power equal to P max during μ min nk or with a lower transmit power during μ opt nk , only thanks to the comparison of between Figure 3 . For a given base station type, i.e., a set of parameters P 0 , P s , P max and m p , there is a specific SINR value denoted ρ M lim , under which a user has to be served with the maximum transmit power P max during the minimum time μ min nk . The limit ρ M lim depends only on the ratio r of the base station. In other words, if a user has a high SINR ρ M nk , he is served with a low transmit power and the service time is computed with (11). The transmit power used for a user increases as ρ M nk decreases. When ρ M nk becomes lower than ρ M lim , the transmit power must be set to P max , and the user's service time is computed thanks to equation (7). We can see in Figure 3 the value of ρ M lim for a small-cell. For for any base station type. For a base station type, i.e., a set of parameters P 0 , Ps , mp and Pmax we can calculate the value of r . Thanks to this figure we can find the corresponding value of ρ M lim as we did for a small-cell. Then, for any user served by this base station, if ρ M nk ≥ ρ M lim its service time has to be computed with equation (11), else with equation (7).
this base station type, only users with a low value of ρ M nk , below ρ M lim ≤ 6.2 dB, are served with the maximum transmit power during μ min nk . It is worth noting that, for a given value of the parameters P 0 , P s and m p , the value of ρ M lim increases as P max decreases.
Once the constraints of equation (8b) have been considered, we have to verify if the total service time is not longer than the frame duration (constraint (8c)). If this constraint is not met, the problem has to be solved by considering it binding, i.e., as an equality. In this case, the base station does not have to be switched to sleep mode so as to minimize its energy consumption. It has been shown in [17] that the value of μ opt nk can either be equal to:
or equal to μ min nk . In this equation K opt has to be computed numerically. For that purpose, we first have to identify the set of users served during μ min nk . Where equations (14) and (11) are compared, K opt can then be viewed as the theoretical value of P 0 − P s , for which the constraint of equation (8c) is an equality. As a consequence, for any value of K that is lower than K opt , k ∈Sn μ opt nk (K ) > 1, and for any value of K that is higher than K opt , k ∈Sn μ opt nk (K ) < 1. Moreover, for each user, there is a value denoted K k , from which the user has to be served during μ min nk . This value verifies μ
and is equal to:
An analysis of the derivative shows that K k increases as
increases. As a consequence, if a user has to be served during μ min nk , then all users featuring a lower SINR have to be served during μ min nk . Finally, we have to find the user featuring the highest value of
, which is served during μ min nk . If we denote the user k as being this user, we have, l∈Sn μ opt nl (K k ) > 1, and for the user whose SINR is directly higher (namely user k+1), l∈Sn μ opt nl (K k +1 ) < 1). As a consequence, the set of users served during the minimum service time can be computed by evaluating the sums l∈Sn μ opt nl (K k ) for all users. If this sum is greater than 1, the user k has to be served during μ min nk , otherwise its service time can be computed with equation (14) . Once the set of users served during μ min nk has been identified, we can compute a numerical approximation of K opt , which is the solution of:
where N min n denotes the set of users which have to be served during μ min nk . Equation (16) can be solved using a single variable root finding algorithm such as the Newton method [31] .
IV. OPTIMAL POLICY WITH A PERFECT CSI: A LOWER-BOUND FOR THE POWER CONSUMPTION
In Section V, we assess the performance of the policy introduced in Section III in a network made of two base stations. Before making such an assessment, we need some reference policies. In particular, in a network made of two base stations, we can numerically compute the minimum average power consumption, which enables to satisfy the users' capacity constraints. This minimum provides a lower-bound for the performance of the studied policy in a network composed of two cells.
In a network composed of N BS base stations, minimizing the network's energy consumption is equivalent to solving the following problem:
Solving this problem requires the knowledge of all the path-losses that exist between the users and the base stations. Furthermore, it is essential to find the value of the transmit powers P nk T X and service times μ nk , which provide each user with their capacity constraint (equation (17c)). This problem must be solved while considering the constraints of the system. The transmit power has to be lower than the maximum RF transmit power of the base station (constraints of equation (17b)) and the total service time of a base station must be lower than the frame duration (equation (17e)).
In that form, the problem set in equations (17) is not convex [32] . However, in the case where N BS = 2, this problem can be rewritten in a convex form. For that purpose, we introduce the following variables:
where x k is the average transmit power used by the base station n to serve the user k in a frame. This value is computed thanks to the division of the RF energy used by the base station to serve the user k, by the frame duration T. Furthermore, in the case of two base stations, the expression of the users' capacity constraints can be rewritten:
For n ∈ {1; 2} and, m = 1 + (n mod 2), for k ∈ 1; N u , we can deduce from equation (19):
If we multiply each equation of (20) by μ nk , we obtain the following system of linear equations in x k :
where,
and,
Solving this linear system yields the expression of x k as being a function of the variables μ nl , ∀l ∈ 1; N u . After some mathematical derivations detailed in Appendix A, we obtain the expression of x k as a function of the service times μ nl :
Average transmit power used for user k without ICI
Extra power consumed because of ICI , (22) where m = 1+ (n mod 2). We can see in equation (22) that x k is the sum of two terms. The first one is the average transmit power, which is necessary, where there is no ICI. The second term is the RF power spent to tackle the inter-cell interference.
Moreover, if we introduce the value of x k of equation (22) in the optimization problem of (17), we then obtain a minimization problem that only depends on a single type of variable: the service times μ nl . When rewriting the problem, the constraint reformulation has to be done carefully, especially with regard to the constraints on the transmit power (i.e., equation (17b)). According to this constraint, a solution can be found if and only if P nk T X > 0, ∀k ∈ 1; N u . In other words, as μ nk > 0, ∀k ∈ 1; N u , a solution can be found if and only if x k > 0 for all k, and consequently only if
Equation (23) shows that a solution can be reached only if:
Conversely, according to equation (22) , if
As a consequence, in the new formulation of the problem, the inequality P nk T X > 0, ∀k ∈ 1; N u can be replaced by equation (24) . With this new constraint, in a network made of two base stations, we can rewrite the problem of equation (17) as:
Proposition 1: In a network made of two base stations, the problem introduced in equation (25) is convex.
The proof is provided in Appendix B. As the studied problem is convex, numerical methods such as the gradient descent or interior point methods [32] can be used to solve it efficiently.
Solving this problem provides an optimum which cannot be reached in practice as it is impossible to have knowledge of all the information. However, this optimum provides a lower-bound for the average network's power consumption. In Section V, we compute this lower-bound and use it for evaluating the performance of the policy described in Section III.
V. EVALUATION IN A TWO CELLS NETWORK
In this section, we assess the performance of the policy described in Section III in a network made of two cells. For that purpose, we consider a network composed of two small cells featuring a 500 m intersite distance. This network serves several users uniformly distributed in a 1000 × 500 m 2 area. The users are served in a band featuring a 10 MHz bandwidth and a 2 GHz central frequency. The path-losses are computed using the Winner II "Urban micro-cell" (B1) channel model [33] .
A. Behavior of the Policy in a Two-Cell Scenario
In the case of the power control policy described in Section III, the power control mechanism is a dynamic process. Indeed, when one of the base station changes its transmit power, it changes the interference in the network and the neighboring base stations adapt their transmit powers and the users' service times. Then, all the base stations (including the first one which changed its transmit power) will increase their transmit power and the users' service times to cope with the additional interference, and so on. Thus, during some frames, all the base stations are adjusting the transmission parameters, and the capacity constraints of the users are not satisfied. As an example, if we suppose that a new user connects to a base station in a two-cell network, the first base station (to which the new user connects) increases its average transmit power and consequently the generated interference. The second base station will increase its transmit power and the users' service times to compensate this increase. In turn, the first base station will increase its transmit power and the users' service time, etc. So, there is a transition phase during which the base stations adapt the transmit powers and the users' service times.
In this section, we analyze the transition phase, when a new user connects to the network. A priori, we can be in two different situations:
• If the transition phase, during which base stations adapt their transmit powers, is long, then the proposed solutions cannot be used in a multi-cell network.
• On the contrary, if the transition phase is short, then the proposed solution can be used in a network composed of several cells. In the following, we use numerical simulations in the network composed of two base stations in order to show that the transition phase during which the base stations adapt their transmit power is short. In this network, we suppose that ten users appear one after the other in the coverage area of the cells and that each of them has a capacity constraint equal to 5 Mbits/s. Moreover, before each frame, the base station recomputes the value of the transmit power and service time of each user. We suppose that a new user connects to the base station, whose associated path-loss is the lowest one, every ten frames. When all the users are connected to the base station, they disconnect one after the other in the reverse order of appearance. Users are indexed by order of appearance, and we display in Figures 4a and 4b the evolution of the transmit power and the service time of users 1, 3 and 5.
As expected, we can see in Figure 4a that the instantaneous transmit power used to serve each connected user increases when a new user appears. Moreover, once a new user has connected, the transmit powers used converge in less than five frames to a constant value. The same result can be observed regarding the proportions of time used to serve users in Figure 4b . As the transition times are very short, they can be neglected and the performance of this power control policy can be evaluated when all the users are connected.
B. Performances Evaluation
We can now use the minimum previously studied as a lowerbound for the analysis of the policy described in Section III. We consider the network composed of two base stations introduced earlier. The two base stations serve on average 20 users distributed following a Poisson Point Process (PPP). In this network, we compare four different policies:
• The proposed policy presented in Section III.
• The lower-bound introduced in Section IV.
• A policy without any power control. In this policy, each base station serves the users by means of a transmit power equal to P max during μ min nk . In this policy, the time during which the base station is switched to sleep mode is maximized.
• A policy without any Cell DTx. In this policy, the base station does not switch to sleep mode during the frame and the power control is done in order to minimize the dynamic power consumption of the base station. The results are displayed in Figure 5a . We can see that, in our scenario, the proposed policy has always a better performance than the policy without any power control, and than the policy without any Cell DTx. When the users' capacity constraint is low, i.e., below 1 Mbit/s, the proposed policy allows to save 30% of the average base station's power consumption, in comparison to a strategy without any Cell DTx. Where compared to the policy without any power control, the proposed policy allows to save up to 10% of the base station's power consumption. In other words, the proposed policy saves up to 40% of the proportion of power consumption, on which the power control has an effect (total power consumption minus the power consumption during sleep mode P s ).
Moreover, if we compare the proposed policy to the lowerbound, we can see that the gap existing between these two curves increases as the users' capacity constraint rises. If we only consider the proportion of power consumption on which the power control has an effect, this gap represents 10% in the case of low capacity constraints. It increases and reaches around 35% of the average power consumption for a 5 Mbits/s capacity constraint. This accounts for 8% of the total base station's energy consumption. As a conclusion, the gap is not tremendous and the proposed policy has a good performance.
In order to better understand this gap, we display in Figures 5b and 5c the average time during which a base station is active and the average transmit power when a base station serves users. In Figure 5b , we observe that the service time is nearly the same in the cases where the optimal and suboptimal policies are applied. On the contrary, Figure 5c shows that the RF transmit power is between 4 and 29 times higher where the sub-optimal solution is used.
VI. INTERFERENCE REDUCTION FOR PERFORMANCE IMPROVEMENT
The results obtained in the previous section show that the performance of the proposed solution can be improved by mitigating the interference in the network. Saquib et al. [34] present several solutions for reducing this interference. One of the limitations of some of them is that they require collaboration between the cells and consequently extra signaling. In this article, we prefer not to consider such collaborative solutions. That is why, we propose a simple, but efficient solution to enhance the power control policy introduced in the previous sections.
These results also suggest that a reduction of the RF transmit powers (P T X ) can efficiently reduce the network energy consumption. This can be done by reducing its maximum value, denoted P max . Indeed, reducing the maximum RF transmit power limits the value of the instantaneous transmit power and consequently the interference in the network.
In addition to improving the performance, the reduction of the maximum transmit power has the advantage of not requiring additional signaling. Indeed, we will see that the value of the maximum transmit power, for which the base station power consumption is minimum, depends little on the users' capacity constraints. More generally, this value depends little on the load of the base station. That is why, a good value for the maximum transmit power can be pre-configured and never changed.
We propose here to use the policy described in Section III with a reduced maximum transmit power where Cell DTx is used. We denote P DTx max the maximum base station transmit power with Cell DTx. Moreover, in order to avoid an increasing number of outages in the network, if the constraints of equation (8c) becomes binding, i.e., if the base station does not switch to sleep mode, the maximum transmit power is not reduced and is equal to P max = 6.3 W.
In the following, we use approximations at low SINR and numerical simulations in order to show that the lower value of the maximum RF transmit power P DTx max yields a performance closer to the optimal solution.
A. Taylor Expansions at Low SINR
We derive, here, the optimal value of P DTx max for low SINR values. According to Figure 3 , in low SINR conditions, the users are served with the maximum transmit power P DTx max during the minimum time μ min nk . Thereafter, we use the Taylor expansions log(1 + x ) = 1 + x to derive an approximation for μ min nk :
Moreover, as two base stations and a low SINR are considered here, if Cell DTx is used and the constraint of (8c) is not binding, the average base station's power consumption during a frame can be rewritten as: (28) where Σ n = k ∈Sn μ nk for n ∈ {1; 2}. We approximate Σ n with equation (26) for n ∈ {1; 2} and m = 1 + (n mod 2):
where
k ∈Sn C k . Replacing, Σ m by its expression, we derive:
If we now insert equation (31) into equation (28), we finally derive the expression of the average base station's power consumption during a frame:
and, Fig. 6 . Evolution of the average base station power consumption, service time and transmit power when the base station is active with a reduced maximum RF transmit power. We can see in this figure that reducing the maximum RF transmit power can reduce the average base station power consumption.
Equation (32) is convex in P DTx max , we can consequently derive it to find the optimal value of P DTx max for a low SINR value, which is denoted P DTx * max :
The value P DTx * max derived above can be evaluated using numerical simulations. In the network featuring two base stations and described in the previous sections, the value of P DTx * max varies between 22.5 and 24 mW, depending on the user's capacity constraint. This result, obtained at low SINR values, shows that the base station's power consumption is further reduced when P DTx max is low.
B. Simulation Results
We now use numerical simulations in order to confirm our approximations for low SINR values. For that purpose, we consider the network composed of two base stations studied in the previous sections. As a first step, we display in Figure 6a the average energy consumption of the network for different values of P DTx max . This figure shows that reducing the maximum transmit power can greatly reduce the average base station's power consumption. Moreover, Figures 6c and 6b show that reducing the maximum RF transmit power greatly reduces the average transmit power while increasing only slightly the total service time.
We now evaluate the value of P DTx max , for which the energy consumption is minimum. For this reason, we display in Figure 7 the evolution of the average base station's power consumption versus P DTx max , and this on a logarithmic scale for different values of the capacity constraint.
In these figures, the average base station's power consumption is minimized for about P DTx max = 150 mW, for low capacity constraints. This optimal value decreases when the capacity constraint increases. As shown in Figure 7d , the optimal value of P DTx max is equal to 50 mW for a capacity constraint equal to 5 Mbits/s. It is worth noting that, for such a low value of the transmit power, and according to Figure 3 , all users have to be served with the same transmit power equal to P DTx max . As shown in Figure 7a , if the capacity constraint is low, the proposed policy is near optimal with any value of P DTx max . However, given a capacity constraint of 5 Mbits/s, the reduction of the maximum transmit power reduces the gap between the optimal and sub-optimal strategies from 35% to 17.4%, for the part of the power consumption on which power control has an effect. This reduction of the average power consumption represents 4% of the total base station's power consumption. Moreover, we can see that, for high values of the capacity constraint, i.e., when interference is high in the network, using a too low value of the maximum transmit power increases only slightly the average network's power consumption.
The purpose of computing an appropriate value for P DTx max is to find the trade-off between the average static and dynamic network's power consumptions. When inter-cell interference is negligible, this trade-off can be computed thanks to the algorithm introduced in Section III. However, if interference is predominant, the dynamic power consumption has to be reduced in order to reduce interference. This result is in line with our low SINR approximation which shows that, for low SINR values, the average base station's power consumption is minimized for low values of P DTx max .
VII. EXTENSION TO DENSE NETWORKS
In the previous sections, we conducted an analysis of the average base station's power consumption in a network comprising two base stations. In this section and the next one, we show that all our results, which were obtained with two base stations, remain valid in a dense network.
A. Simulation Parameters
In order to assess the performance of the proposed solution in a dense network, we consider the network featured in Figure 8 . It is made of 17 hexagonal cells featuring a 500 m intersite distance. Mobile users are distributed following a Poisson Point Process and the user's density is equal to 20 users/km 2 . Path-losses are computed thanks to the Winner II B1 channel model, similarly to the network's case studied in the previous sections. Each user is served by the base station that entails the lowest path-loss in a 10 MHz band featuring a 2 GHz central frequency. We suppose that all users have the same capacity constraint. Moreover, in order to avoid edge effects, we display only the average power consumption of the central base station.
B. Behavior of the Proposed Policy in a Dense Network
Before assessing the proposed solution in dense networks, its feasibility must be established. Indeed, when a new user connects to the network, the corresponding base station will increase its average transmit power and the time during which it is active. As a consequence, all the neighboring base stations will simultaneously increase their transmit power. Then, as explained in Section V-A, in the following frame, all the base stations will change their transmit power to cope with the additional interference and so on until the stabilization of both the transmit power and the users' service times. So, when a new user connects, there is a transition phase during which all the base stations adapt simultaneously their transmit power and service time. If this transition phase is too long, our solution cannot be applied in a dense network. The aim of this section is to assess the duration of this transition phase. To do so, we consider 30 users, who are indexed by their order of appearance, and we suppose that they connect to the network. A new user connects every ten frames and all the users have the same capacity constraint equal to 3 Mbits/s. The results are displayed in Figures 9a and 9b .
We can observe in these figures that, when a new user connects to the network, the transition phase, during which the base stations update the transmit powers (P T X ) and service times (μ), last less than 5 frames. After this transition phase, the transmit power used for a user is constant. With such short transition phases, the proposed solution can be used in dense networks and the transition phases can be neglected in the evaluation of the base station's power consumption.
C. Performance Assessment
Once the possibility to use the proposed solution in dense networks has been established, we can assess its performance. With more than two base stations, we cannot compare the performance of the proposed solution with the previously used lower-bound. In order to evaluate the proposed policy in a dense network, we compare the following policies:
• The proposed policy that features different values of P DTx max .
• The policy featuring no power control, in which all users are served during μ min nk , and where the transmit power is equal to P max .
• The optimal policy without Cell DTx. The results are displayed in Figure 10a . This figure shows that the results obtained with two base stations remain valid when the number of base stations increases. In particular, the proposed power control policy provides better results than the policy without any power control and the policy without any Cell DTx. In the case of low capacity constraints, the proposed policy provides a 30% gain compared to the power control policy without Cell DTx. Moreover, without reduction of the maximum transmit power, this policy provides a gain of up to 6% compared to the policy featuring no power control. If we now analyze the gain provided by the reduction of the maximum transmit power P DTx max , we can see that, as in a network made of two cells, reducing P DTx max thus reduces the base station's power consumption. Since the maximum transmit power is equal to 250 mW, the gain in energy consumption represents up to 11% of the total base station's energy consumption, in comparison to the policy featuring no power control. Moreover, we can see in Figure 10c that, the average transmit power is greatly reduced when P DTx max is reduced. Furthermore, Figure 10b shows that the average service time only slightly increases when the maximum transmit power is decreased.
VIII. OPTIMAL MAXIMUM TRANSMIT POWER IN DENSE NETWORKS
In the previous section, we have shown that, like in the two base stations' scenario, the performance of the proposed solution can be improved if the value of the maximum transmit power P DTx max is reduced. In this section, we use the Taylor expansion at low SINR and numerical simulations, in order to analyze the value of P DTx max , which minimizes the energy consumption of the network.
A. Taylor Expansions
We extend here the derivation conducted in Section VI-A in a dense network, i.e., we use Taylor expansions, in order to derive the optimal value for P DTx max for low SINR values. First of all, at low SINR values, and according to Figure 3 , all users have to be served with the maximum transmit power P DTx max during μ min nk . In such a case, the average network's power consumption can be expressed as: (36) where Σ n = k ∈Sn μ min nk . Moreover, using the Taylor expansion of equation (26), we derive:
, and, n = ln(2) 2B k ∈Sn C k . Equation (37) provides a linear system with N BS equations in Σ n . Its matrix equation can be written:
where, power consumption as follows:
We can finally derive the optimal value of P DTx max thanks to a derivation of equation (39):
In the studied network, P DTx * max is approximately equal to 11 mW. As in the network with two base stations, for low SINR values, the base station's energy consumption is further reduced when the maximum transmit power P DTx max is low.
B. Simulation Results
We now use numerical simulations in order to confirm that the base station's power consumption is optimal, where the maximum transmit power is low. We display in Figure 11 the evolution of the base station's power consumption versus P DTx max on a logarithmic scale. We can see in this figure that, for low values of the capacity constraint, e.g., 1 Mbit/s, reducing P DTx max has little effect. On the contrary, with a higher capacity constraint, the base station's power consumption is high when P DTx max = P max = 6.3 W. When P DTx max decreases, the average power consumption sharply decreases until P DTx max = 400 mW, then it continues to decrease and reaches a minimum value between P DTx max = 15 mW and P DTx max = 40 mW. Finally, the average power consumption increases when P DTx max becomes too low (below 10 mW). Let us consider a 5 Mbits/s capacity constraint: in that case, reducing the maximum RF transmit power enables to save 33% of the power consumption, on which the power control has an effect. This represents 8% of the total average base station's power consumption.
This result shows that the base station's power consumption is minimized for low values of the maximum transmit power. For such low values of P DTx max , and within the framework of the proposed policy, all users have to be provided with the same transmit power that is equal to P DTx max . In comparison with a network composed of two base stations, the number of neighboring users served by other base stations increases with the number of base stations. As a consequence, the interference is more significant. Consequently, the maximum transmit power has to be further reduced in order to mitigate the inter-cell interference.
Please, note that the optimal value of P DTx max varies slightly with the users' capacity constraints. This shows that this value is only slightly dependent on the load of the base stations. As a consequence, the value of P DTx max can be pre-configured and static. In other words, it does not have to be adapted to the network's load.
IX. CONCLUSION
In this article, we study the problem of power control associated with Cell DTx in a multi-cell scenario. More precisely, we study the performance of a policy in which each base station optimizes its own energy consumption. For that purpose, we first consider a network composed of two base stations. In this network, we compute the minimum network's energy consumption and we use this minimum in order to assess the proposed policy. Our results show that the proposed policy has a good performance, which can be improved by reducing the maximum transmit power of the base station. Then we employ approximations at low SINR and numerical simulations in order to show that the best performance is obtained for low values of the transmit power. Finally, we use numerical simulations in a dense network in order to extend the analysis done in a two cells network. Our results show that the proposed policy reduces by up to 6% the energy consumption, in comparison with a policy without any power control. This gain can reach 11% when the base station's maximum transmit power is reduced. In our future work, we will investigate the problem of users' scheduling with Cell Dx in dense networks. We are also thinking of extending the results obtained in this article by considering either fading in the power control or multiple antennas both at the transmitter and the receiver.
APPENDIX A OPTIMAL PROBLEM REFORMULATION
In this Appendix, we derive equation (22) . In this proof, with no loss of generality, we suppose that S 1 = 1; N 1 and S 2 = N 1 + 1; N u . First of all, the matrix equation of the linear system introduced by equation (21) is:
where, β β β = (β 1 , . . . , β Nu ) T , X = (x 1 , . . . , x Nu ) T and the matrix M can be written as the following block matrix:
Moreover, I N 1 and I N 2 denote respectively the identity matrix of size N 1 and N 2 .
Furthermore, the matrices Γ 1 ∈ M N 1 ×N 2 (R) and Γ 2 ∈ M N 2 ×N 1 (R) are not square matrices. In the following, we also use the matrices Γ 1 ∈ M N 1 (R) and Γ 2 ∈ M N 2 (R) whose columns are respectively equal to the columns of Γ 1 and Γ 2 . The matrix of the system is a block matrix whose inverse can be computed with the following formula [35] :
From equation (45), we derive: 
Furthermore, with the expressions of Γ 1 and Γ 2 , we derive:
where Tr(.) denotes the trace of the matrix. Consequently, 
Finally, we solve the linear system introduced in equation (21):
For all k ∈ 1; N u , denoting m = 1 + (n mod 2), we derive:
APPENDIX B
CONVEXITY OF THE OPTIMAL STRATEGY
In this Appendix, we prove Proposition 1. As a first remark, in the problem of (25) , inequalities of equations (25c) and (25d) are strict inequalities. According to [32] , a convex problem should have only large inequalities. With these two strict inequalities, the problem cannot be convex. However, these strict inequalities can easily be replaced by large inequalities without losing the optimality by introducing 1. These constraints can be written:
By choosing a sufficiently small , the transformation of strict inequalities in large inequalities does not change the solution provided by the resolution of the problem.
We can now prove the convexity of the problem of equation (25) . In this proof, with no loss of generality, we suppose that S 1 = 1; N 1 and S 2 = N 1 + 1; N u . Moreover, in order to prove the convexity of the problem, we shall prove the convexity of the set defined by the constraints and that of the objective function. This can be done proving that x k are convex functions of μ nk for μ nk ∈ (0; 1], ∀k ∈ 1; N u . Our proof relies on the following lemma:
Lemma 1: The function f (x ) = ln(x (e 1/x − 1)) is convex for x ∈ R * + , the set of strictly positive real numbers. Proof: The derivative of the function f for x> 0 is:
In order to prove that f is convex, we prove that its derivative is increasing. For that purpose, we first study the function g. First of all, the inequality:
proves that g(x ) > 0, ∀x > 0. In equation (59), R * denotes the set of non-zero real numbers. Then, the derivative of x (1 − e −1 x ) is:
Furthermore, inequality (59) shows that this derivative is strictly positive. Thus g is a decreasing function as the inverse of an increasing function. Then
x is decreasing over R * + as the product of two positive and decreasing functions. Finally, f is increasing as the opposite of a decreasing function. Thus f is convex.
Lemma 1 proves that all the functions α k , β k are log-convex for all k. As a consequence, every product of these functions is convex [32] . Furthermore, since
Nu j =N 1 +1 α i α j ∈ (0; 1), we use the following Taylor series:
In the rest of this article, in order to improve the readability, we denote:
where, γ l = α (l−1)(mod N 1 )+1 × α N 1 + l−1 N 1
+1
, and .
denotes the floor function. Each function γ l is log-convex as the product of log-convex functions. With the Tayor series of equation (61), the expression of x k can be rewritten:
Then, using the multinomial coefficients [36] , we derive:
(64) Each product
l is log-convex as the product of long-convex functions. Consequently, expanding the product in the infinite sum, we express the terms as sums of product of log-convex functions. These products are consequently logconvex functions. Finally, an infinite sum of convex function is convex [32] . Which proves that x k is convex for all k. As a consequence, the studied problem is convex.
