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Ninguém pode construir em teu lugar as
pontes que precisarás passar, para
atravessar o rio da vida. Ninguém,
exceto tu, só tu. Existem, por certo,
atalhos sem números, e pontes, e
semideuses que se oferecerão para
levar-te além do rio; mas isso te custaria
a tua própria pessoa; tu te hipotecarias e
te perderias. Existe no mundo um único
caminho por onde só tu podes passar.
Onde leva? Não perguntes, segue-o!.
Friedrich Nietzsche
Resumo
de Lemos, Randerson Araújo. Estratégia de Navegação Autônoma para um Veículo
Robótico Baseada em Sensor LIDAR Atuando em Ambientes de Cultivares. 2017. 85p.
Faculdade de Engenharia Mecânica, Universidades Estadual de Campinas, Campinas.
Este trabalho apresenta um Sistema de Navegação Autônoma (SNA) voltado para
ambientes de pomares plantados em linha e que tem como plataforma alvo um veículo robótico
de exterior em configuração Ackermann. Calcado em uma solução sensorial de baixo custo,
o sistema utiliza as informações de um único sensor laser de varredura bidimensional para
coordenar a navegação da plataforma alvo pelos corredores de cultivares. Para tal, ele se vale
de dois subsistemas, os quais são: Sistema de Obtenção de Caminhos (SOC) e Sistema de
Controle de Guiamento (SCG). Com uma versão do método RANSAC modificada e com o
filtro de Kalman, o SOC gera caminhos de referência a partir das informações disponibilizadas
pelo sensor laser. Tais caminhos são sequencialmente utilizados pelo SCG para o guiamento
da plataforma que se dá por meio de um controlador PI que atua sobre o erro de trajetória com
relação a um caminho a ser seguido. Dados reais coletados em um experimento realizado entre
fileiras de um cafezal são utilizados para uma validação do SOC. Também são realizadas algu-
mas comparações de desempenho desse sistema em diferentes configurações. A pré-validação
do SCG é feita a partir de um ambiente simulado, assim como uma determinação inicial de
seus ganhos de controle.
Palavras-chave: Navegação Autônoma, Cultivares, Robótica de Exterior, Método RAN-
SAC.
Abstract
de Lemos, Randerson Araújo. Autonomous Navigation Strategy for a Robot Vehicle Based
on LIDAR Sensor Acting in Cultivar Environments. 2017. 85p. Faculdade de Engenharia
Mecânica, Universidades Estadual de Campinas, Campinas.
This project presents an Autonomous Navigation System (ANS) focused on orchards
planted in line that has as a target platform an outdoor robotic vehicle in Ackermann configura-
tion. Based on a low cost sensorial solution, the system utilized the information from a single
two-dimensional scanning laser sensor to coordinate the platform navigation by the cultivar
corridors. It uses two subsystems, which are: Path Generation System (PGS) and Guidance
Control System (GCS). With a modified version of the RANSAC method and with the Kaman
filter, the PGS generates reference paths from information provided by the laser sensor. These
paths are sequentially used by the GCS in order to guide the platform, which is done via a PI
controller that acts on the trajectory error related to the path to be followed. Real data, collected
in an experiment conducted between rows of coffee plantation, were used for a validation of
the PGS. Some performance comparisons was also performed for different configurations of
this system. The pre-validation of the GCS was done with a simulated environment as well as
an initial determination of its control gains.
Keywords: Autonomous Navigation, Cultivars, Outdoor Robotics, RANSAC Method.
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1 INTRODUÇÃO
A expansão demográfica observada nas últimas décadas vem se consolidando como um
dos principais fatores de pressão sobre as unidades rurais produtoras de gêneros agrícolas, que
precisarão, para atenderem as demandas mundiais por fibras, combustíveis e alimentos, dobrar
suas produções até o ano de 2050 (Foley e outros, 2011). Soluções expansionistas, de elevação
da produção agrícola por meio da ampliação das áreas de plantio das unidades rurais, não são
mais tão atraentes como antigamente, uma vez que recursos naturais como água, fertilizantes e
terras estão cada vez menos abundantes (Bergerman e outros, 2015). Nesse contexto, soluções
menos custosas ambientalmente, de elevação dessa produção por meio do aumento da eficiência
produtiva de tais unidades, têm se mostrado mais interessantes. Exemplos dessas soluções são:
novas e mais apropriadas práticas de cultivo; melhora do material genético das espécias cultiva-
das; aperfeiçoamento de inseticidas e herbicidas; desenvolvimento de maquinário especializado
e mais recentemente semi ou totalmente autônomo.
Projetado adequadamente, o maquinário especializado pode realizar atividades agrícolas
de forma mais eficiente que o trabalhador rural e sem custos adicionais ao meio ambiente. Por
meio em específico do maquinário especializado semi ou totalmente autônomo, muitas dessas
atividades, tais como de plantio, poda, pulverização, colheita, combate de ervas daninhas, adu-
bagem e tarefas cooperativas, podem ser realizadas com pouca ou até mesmo, em alguns casos,
sem nenhuma intervenção humana (Bechar e Vigneault, 2017). Para tal, no entanto, uma série
de sistemas, tais como de planejamento, localização, percepção, controle e navegação, se fa-
zem necessários. Esses sistemas, em conjunto, são responsáveis por capacitar tal maquinário
nas competências autônomas requeridas em cada atividade. Cada sistema possui suas próprias
atribuições, as quais são coordenadas pelo sistema de navegação ou sistema de navegação autô-
noma.
Apesar das dificuldades apresentadas pelos ambientes de exterior, sistemas de navega-
ção autônoma para ambientes de cultivares foram desenvolvidos ao longo das últimas décadas
(Bechar e Vigneault, 2016). Por exemplo: Thanpattranon e outros em 2016 desenvolveram um
sistema de navegação autônoma voltado para ambientes de plantio de pomares que utiliza Pre-
cision Global Positioning System (GPS de precisão) e sensor laser Light Detection and Ranging
(LIDAR) para uma plataforma de quatro rodas em configuração Ackermann e uma carreta a
ela fixada; Bergerman e outros em 2015 desenvolveram um sistema de navegação autônoma
voltado para os mesmos tipos de ambientes que utiliza GPS, sensor laser LIDAR e marcações
artificiais para um conjunto de plataformas modulares de quatro rodas também em configura-
ção Ackermann; Hiremath e outros em 2014 desenvolveram um sistema de navegação autônoma
voltado desta vez para ambientes de plantio de lavouras que utiliza sensor laser LIDAR e sensor
de ângulo para uma plataforma de pequenas dimensões de três rodas; Xue e outros em 2012
desenvolveram um sistema de navegação autônoma também voltado para ambientes de plantio
de lavouras que utiliza câmera para uma plataforma de pequenas dimensões de quatro rodas
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em configuração skid-steer; Bakker e outros em 2011 desenvolveram um sistema de navega-
ção autônoma mais uma vez voltado para ambientes de plantio de lavouras que utiliza GPS de
precisão e câmera para uma plataforma de quatro rodas motorizadas e esterçáveis independen-
temente.
Muitos dos sistema de navegação autônoma, juntamente com suas plataformas e sensores,
apesar de demonstrada sua factibilidade, não se transformam em produtos finais, sendo os altos
custos de suas implementações o principal motivo desse descompasso entre academia e indús-
tria (Bechar e Vigneault, 2016). Buscando evitar essa tendência, o trabalho aqui apresentado
propõe um sistema de navegação autônoma de baixo custo voltado para ambientes de plantio
de pomares que utiliza um único sensor laser LIDAR.
1.1 Visão Geral
O presente sistema de navegação autônoma de baixo custo foi desenvolvido no âmbito
do Projeto VERO - Veículo Robótico de Exterior - concebido pela Divisão de Robótica e Vi-
são Computacional (DRVC) do Centro de Tecnologia da Informação Renato Archer (CTI) e
instituições parceiras (Bueno e outros, 2009). A ideia inicial desse sistema originou-se de traba-
lhos sobre a navegação de veículos autônomos em ambientes de cultivares baseada no método
Random Sample and Consensus (RANSAC) (Fischler e Bolles, 1981) realizados por Gabriel
Sobral no contexto de Iniciação Científica na DRVC/CTI e de Trabalho de Graduação na Fa-
culdade de Engenharia Mecânica (FEM) da Universidade Estadual de Campinas (UNICAMP)
(Sobral, 2015).
Tal sistema de navegação é voltado para ambientes de plantio de pomares de espécies
de médio e grande porte de caule lenhoso - por exemplo laranjeiras, macieiras e pés de cafe -
plantadas em linha. Esse plantio em linha, realizado seguindo as curvas de nível do terreno, que
geralmente em uma vizinhança se aproximam de segmentos de retas, dispõe as espécias planta-
das em fileiras, formando a partir delas corredores de cultivares da maneira como mostrado na
imagem da esquerda apresentada pela Figura 1.1. Esses corredores de cultivares caracterizam o
Figura 1.1: Corredor de cultivares de um cafezal e veículo robótico VERO.
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ambiente de atuação desse sistema de navegação autônoma, sendo que duas retas suporte - ali-
nhadas a ambos os lados das paredes dos corredores - permitem gerar um caminho de referência
que é utilizado para o guiamento da plataforma alvo, a qual é o veículo robótico de quatro rodas
em configuração Ackermann VERO, concebido no projeto já referenciado de mesmo nome e
mostrado na imagem da direita apresentada pela Figura 1.1.
Os corredores de cultivares, diferentemente de corredores de ambientes de interior, geral-
mente bem definidos e estruturados, apresentam adversidades, como, por exemplo, terreno com
diferentes inclinações, copas irregulares, galhos e folhagens que invadem a área navegável, er-
vas daninhas, fileiras com falhas e desalinhadas e iluminação e condições climáticas variáveis,
que aumentam a complexidade do ambiente de navegação (Bayar e outros, 2015). Mesmo as-
sim, alguns sistemas de navegação autônoma voltados para tal ambiente foram desenvolvidos,
dentre os quais se destacam, pelos resultados que obtiveram, os baseados em GPS de preci-
são (Bakker e outros, 2011), em câmera (dos Santos e outros, 2013) e em sensor laser LIDAR
(Bayar e outros, 2015).
Visando a simplicidade e um compromisso entre custo e robustez, o presente sistema de
navegação autônoma é baseado em um único sensor laser LIDAR. Tal sensor é substancial-
mente menos oneroso que um GPS de precisão que chega a custar em média 40 mil dólares
(Bayar e outros, 2015) e também, diferentemente do anterior, não está sujeito a problemas de
oclusão de área, nem de perda de sinal (Li e outros, 2009). Com relação à câmera e diferente-
mente dela, o sensor escolhido é invariante às condições de iluminação do ambiente (Hiremath
e outros, 2014). Essa solução unissensorial é uma característica importante deste trabalho que
o diferencia dos demais consultados na literatura, os quais se baseiam em soluções multissen-
soriais. (Thanpattranon e outros, 2016, Hiremath e outros, 2014, Xue e outros, 2012, Bakker
e outros, 2011). Por exemplo, Bergerman e outros em 2015 apresentaram uma solução seme-
lhante, mas que utiliza, além de um sensor laser LIDAR, marcações artificiais ao longo das
fileiras de cultivares, GPS e encoders.
O sistema de navegação autônoma concebido é constituído de dois subsistemas: um de
Obtenção de Caminhos e outro de Controle de Guiamento. O Sistema de Obtenção de Cami-
nhos utiliza as informações disponibilizadas pelo sensor laser LIDAR para gerar caminhos de
referência a partir de ajustes de retas suporte às paredes dos corredores de cultivares, do cál-
culo das retas bissetrizes associadas aos pares de tais retas e da filtragem subsequente dessas
retas bissetrizes. Os ajustes de retas suporte são realizados pelo método RANSAC ligeiramente
modificado, o qual é aqui referenciado por método RANSAC enviesado, e a filtragem das retas
bissetrizes, pelo filtro de Kalman (Bar-Shalom e outros, 2004). Os elementos do Sistema de Ob-
tenção de Caminhos estão evidenciados na Figura 1.2 para um corredor de cultivares. Por sua
vez, os caminhos de referência alimentam o Sistema de Controle de Guiamento da plataforma,
cuja estratégia de controle já foi validada em um dirigível robótico (Azinheira e outros, 2000b)
e em um veículo terrestre (Mirisola e outros, 2011).
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‘nuvem de pontos’
caminho de referência
retas suporte
Figura 1.2: ‘Nuvem de pontos’ disponibilizada pelo sensor laser LIDAR, retas suporte ajustadas
pelo método RANSAC enviesado e um caminho de referência (reta bissetriz filtrada pelo filtro
de Kalman).
1.2 Contribuição
Uma contribuição deste trabalho consiste no desenvolvimento de uma sistema de nave-
gação autônoma de baixo custo voltado para ambientes de plantio de pomares baseado em um
único sensor laser LIDAR, sendo tal solução unissensorial um importante destaque, visto que
foi pouco explorada por outros grupos. Outras contribuições consistem: nas alterações reali-
zadas sobre o método RANSAC, responsáveis por melhorar seu desempenho no contexto do
problema de ajustes de retas suporte às paredes dos corredores de cultivares, que deram origem
ao método RANSAC enviesado; na determinação do modelo utilizado pelo filtro de Kalman no
processo de filtragem das retas bissetrizes, que não é intuitivo e está associada a um sistema
estável; e nos estudos comparativos entre os diferentes desempenhos do Sistema de Obtenção
de Caminhos quando considerando os seguintes métodos para os ajustes de retas suporte às pa-
redes dos corredores de cultivares: método RANSAC, método RANSAC enviesado e método
dos Quadrados Mínimos.
O seguinte artigo foi aceito para publicação no Simpósio Brasileira de Automação Inteli-
gente (SBAI) de 2017 (de Lemos e outros, 2017).
1. de Lemos, R. A., Sobral, G., Mirisola, L. G. B., Martins, R., Koyama, M. F., de Paiva, E.
C. and Bueno, S. S.. Estratégia de Navegação Autônoma Entre Fileiras de Cultivares
Baseada em Laser. XIII Simpósio Brasileiro de Automação Inteligente, 2017.
1.3 Organização do Trabalho
Este documento está organizado em capítulos, sendo o Capítulo 2 dedicado à apresenta-
ção dos algoritmos e métodos utilizados, o Capítulo 3, à apresentação da plataforma robótica
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e de um modelo cinemático utilizado em algumas simulações, o Capítulo 4, à apresentação do
sistema de navegação autônoma para ambientes de plantio de pomares, o Capítulo 5, à apresen-
tação de resultados e, finalmente, o Capítulo 6, à conclusões finais.
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2 ALGORITMOS E MÉTODOS
Este capítulo descreve os algoritmos e métodos usados no presente trabalho. Na Seção
2.1 é introduzida a questão da estimação de parâmetros de modelo em cenários de dados conta-
minados por outliers, os quais juntamente com a sua contraparte inliers estão definidos a seguir:
Definição de outliers: São observações (dados) aberrantes cujos valores se afastam
exageradamente dos valores das demais observações (Zuliani, 2009).
Definição de inliers: São observações (dados) cujos valores são consistentes com
os valores das demais observações (Zuliani, 2009).
Na sequência, na Seção 2.2, o método RANSAC de estimação de parâmetros de modelo
robusto a outliers é apresentado juntamente com a sua versão ligeiramente modificada método
RANSAC enviesado. Em seguida, o método dos Quadrados Mínimos Total de estimação de
parâmetros de modelo, Seção 2.3, e o filtro de Kalman de estimação de estados de sistemas
dinâmicos lineares estocásticos de tempo discreto, Seção 2.4, são revisados. Na Seção 2.5, a
estratégia de controle utilizada é deduzida.
2.1 Estimadores: Uma Breve Discussão
Dentre os diversos problemas nos quais os estimadores são empregados, os problemas de
regressão linear serão utilizados para fomentar as discussões desta seção, destinada à uma breve
contextualização dos problemas de estimação em cenários de dados contaminados por outliers.
Os problemas de regressão são caracterizados pela determinação de leis matemáticas ca-
pazes de capturar as relações existentes entre quantidades correlacionadas de maneira a permitir
que o conhecimento dos valores de uma quantidade possibilite inferir os valores desconhecidos
da outra. As quantidades conhecidas são denominadas de variáveis independentes ou explora-
tórias e são geralmente multidimensionais e as quantidades desconhecidas são denominadas de
variáveis dependentes e são unidimensionais (Weisberg, 2005). As relações existentes entre tais
variáveis podem ser expressas por
𝑦 = 𝑓(𝑥1, · · · , 𝑥𝑚), (2.1)
em que 𝑦 ∈ R é a variável dependente, 𝑥𝑖 ∈ R com 𝑖 = 1, · · · ,𝑚 são as variáveis exploratórias
e 𝑓(·) é uma função suave1 que as relaciona e a qual se deseja determinar. A partir da hipótese
de que a combinação linear das variáveis exploratórias 𝑥𝑖 ∈ R com 𝑖 = 1, · · · ,𝑚 é capaz de
1Função suave é uma função contínua que possui derivadas de todas as ordens (Warner, 2013).
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representar satisfatoriamente a função 𝑓(·), pode-se aproximar a expressão (2.1) por
𝑦 ≈ 𝑥1𝛽1 + · · ·+ 𝑥𝑚𝛽𝑚 = 𝑦, (2.2)
em que 𝛽𝑖 ∈ R com 𝑖 = 1, · · · ,𝑚 são os escalares da combinação linear que multiplicam as
variáveis exploratórias 𝑥𝑖 ∈ R com 𝑖 = 1, · · · ,𝑚 e 𝑦 é a variável dependente calculada ou
estimada por essa combinação linear, cujo valor difere ligeiramente do valor da variável depen-
dente 𝑦. Os problemas formulados a partir da expressão (2.2) são denominados de problemas de
regressão linear e a sua solução consiste na determinação dos valores dos escalares da combi-
nação linear 𝛽𝑖 com 𝑖 = 1, · · · ,𝑚, os quais são denominados de parâmetros da regressão linear
ou simplesmente parâmetros da regressão (Weisberg, 2005).
Os valores dos parâmetros da regressão 𝛽𝑖 com 𝑖 = 1, · · · ,𝑚 são determinados por meio
de dados amostrados utilizados em conjunto com a expressão (2.2). Esses dados quando subs-
tituídos nessa expressão formam um sistema de equações linear nos parâmetros da regressão 𝛽𝑖
com 𝑖 = 1, · · · ,𝑚 igual a
𝑦1 ≈ 𝑦1 = 𝑥11𝛽1 + · · · + 𝑥1𝑚𝛽𝑚
... ≈ ... = ... + ... + ...
𝑦𝑛 ≈ 𝑦𝑛 = 𝑥𝑛1𝛽1 + · · · + 𝑥𝑛𝑚𝛽𝑚
, (2.3)
em que 𝑦𝑖 com 𝑖 = 1, · · · , 𝑛 são as variáveis dependentes e 𝑥𝑖𝑗 com 𝑖 = 1, · · · , 𝑛 e 𝑗 =
1, · · · ,𝑚 são as variáveis exploratórias dos dados amostrados. As variáveis 𝑦𝑖 com 𝑖 = 1, · · · , 𝑛
são as variáveis dependentes calculadas pelas equações do sistema linear em questão.
O sistema de equações linear nos parâmetros da regressão 𝛽𝑖 com 𝑖 = 1, · · · ,𝑚 apresen-
tado na expressão (2.3) é sobredeterminado e na grande maioria das vezes não possui solução.
Contudo, uma solução aproximada para ele pode ser alcançada por meio dos resíduos
𝑟𝑖 = 𝑦𝑖 − 𝑦𝑖 com 𝑖 = 1, · · · , 𝑛 (2.4)
das diferenças entres as variáveis dependentes 𝑦𝑖 com 𝑖 = 1, · · · , 𝑛 e as variáveis dependentes
calculadas 𝑦𝑖 com 𝑖 = 1, · · · , 𝑛. Por exemplo, o estimador mais popular que se presta a resolver
problemas de regressão linear é baseado no problema de otimização (Rousseeuw e Leroy, 1987)
(𝛽1, · · · , 𝛽𝑚) = argmin
(𝛽1,··· ,𝛽𝑚)
𝑛∑︁
𝑖=1
𝑟2𝑖 ,
definido a partir da expressão (2.4). Esse estimador é o método dos Quadrados Mínimos Clás-
sico ou, simplesmente, método dos Quadrados Mínimos, e a sua popularidade justifica-se pela
qualidade de suas estimativas que Gauss provou serem ótimas para o cenário de erros com dis-
tribuição gaussiana de média nula e desvio padrão 𝜎 (Rousseeuw e Leroy, 1987). O método dos
Quadrados Mínimos, no entanto, é bastante sensível a presença de outliers, como é demonstrado
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no exemplo a seguir de estimação de parâmetros do modelo de um reta.
Na Figura 2.1 são apresentados dois gráficos, ambos contendo alguns dados e uma reta
cujos parâmetros foram estimados a partir desses dados pelo método dos Quadrados Mínimos.
No gráfico da esquerda, os dados possuem erros normalmente distribuídos de média nula e
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Figura 2.1: Estimação dos parâmetros de um reta pelo métodos dos Quadrados Mínimos a partir
de dados não contaminados e contaminados.
desvio padrão 𝜎. Nessa condição, observa-se que a reta ajustada pelo método dos Quadrados
Mínimos apresenta um comportamento linear consistente com o apresentado pelos dados. No
gráfico da direita, os dados são os mesmos, exceto de um único elemento que é modificado e
transformado em um outlier. Nessa outra condição, de contaminação dos dados por um único
outlier, a reta ajustada já não apresenta tal consistência, evidenciando a sensibilidade desse
método à contaminação por outliers.
A sensibilidade apresentada pelo método dos Quadrados Mínimos e por outros estimado-
res à contaminação dos dados por outliers motivou estudos voltados para o desenvolvimento de
uma outra categoria de estimadores, os chamados estimadores robustos, menos sensíveis à essas
contaminações. Dentre os estimadores robustos, o método RANSAC se destaca pelos elevados
pontos de breakdown 2 que pode alcançar (Zuliani, 2009).
2.2 Método RANSAC
O método RANSAC é um estimador iterativo e não determinístico de parâmetros de mo-
delo baseado em dados e robusto a outliers. Proposto por Fischler e Bolles em 1981 como
um novo paradigma de estimação robusta, esse método se destaca pela sua simplicidade de
implementação e sua robustez a outliers, sendo bastante utilizado pela comunidade de visão
2O ponto de breakdown é uma métrica utilizada para avaliar a robustez dos estimadores à contaminação dos
dados por outliers. Ela quantifica a porcentagem de outliers necessária para enviesar a estimação de um estimador.
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computacional para a resolução de problemas de correspondência e de identificação da matriz
fundamental3 (Hartley e Zisserman; Zuliani, 2003; 2009).
Para realizar o ajuste de um modelo sobre um conjunto de dados amostrados associados
a um fenômeno de interesse, o método RANSAC ao invés de utilizar o conjunto de dados total,
que possivelmente está contaminado por outliers, utiliza um subconjunto dele, formado apenas
por inliers. Dessa forma, o método busca em um primeiro momento identificar um subconjunto
de inliers para na sequência empregá-lo no processo de ajuste, garantindo assim ajustes do
modelo representativos do fenômeno de interesse independentemente da presença ou não de
outliers no conjunto de dados amostrados.
Assumindo que o processo de interesse possa ser representado por uma lei matemática
e que o modelo utilizado para tal representação é um modelo adequado4, o método RANSAC
emprega uma estratégia de teste e validação de hipóteses para a identificação de tal subconjunto
de inliers. Nessa estratégia, outros subconjuntos são formados e a cada um deles é associado
um valor de desempenho. Esse valor é usado como critério para se selecionar dentre os subcon-
juntos formados um à condição de subconjunto de inliers. A estratégia de teste e validação de
hipótese é organizada em duas etapas que são: de hipótese e de validação, as quais se repetem
sucessivamente um determinado número de vezes.
Na etapa de hipótese um pequeno conjunto, referenciado por Conjunto Mínimo (CM), é
formado pela seleção aleatória de elementos do conjunto de dados amostrados, referenciado por
Conjunto Total (CT). O número de elementos selecionados para sua formação é igual ao menor
número de elementos necessários para se calcular os parâmetros do modelo utilizado na repre-
sentação do fenômeno de interesse, referenciado por modelo de trabalho. Por exemplo, para um
problema de estimação no qual o modelo de trabalho é o de uma reta, o número de elementos
selecionados do CT para formação do CM será 2. Depois de especificado o CM, os parâmetros
do modelo de trabalho são calculados a partir dos elementos desse conjunto, referenciado por
modelo aleatório, e a etapa de hipótese é finalizada. O CM, em particular o modelo aleatório,
é o artifício utilizado pelo método RANSAC para formação de um subconjunto candidato à
condição de subconjunto de inliers, sendo a formação de tal subconjunto assim como o cálculo
do seu valor de desempenho atribuições da etapa de validação.
Na etapa de validação um outro conjunto, referenciado por Conjunto de Consenso (CC),
é formado, o qual é um conjunto candidato à condição de subconjunto de inliers. Para sua
formação, novamente são selecionados alguns elementos pertencentes ao CT, sendo eles os ele-
mentos que distam de no máximo um limiar de distância 𝜆 da superfície do modelo aleatório
que foi calculado na etapa anterior a partir do CM. A etapa de validação encerra-se com o
3Problemas de correspondência são aqueles de identificação das partes correspondentes de um cenário regis-
trado em duas fotos diferentes e os problemas de identificação da matriz fundamental são aqueles de identifica-
ção/estimação da matriz 3× 3 que relaciona pontos correspondentes de imagens estéreo.
4O termo modelo adequado, utilizado para caracterizar o modelo ajustado sobre o conjunto de dados amostra-
dos, se refere à representatividade desse modelo com relação ao fenômeno de interesse, sendo um modelo adequada
aquele capaz de representar satisfatoriamente tal fenômeno dentro de um limiar de erro especificado.
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cálculo do valor de desempenho desse conjunto, o qual é igual ao número de elementos que
ele possui. Para o modelo de trabalho de uma reta, as formações de um CM e dos associados
modelo aleatório e CC estão ilustradas na Figura 2.2. As etapas de hipótese e de validação são
CM
CC
2𝜆
modelo aleatório
Figura 2.2: Formação do CM e dos associados modelo aleatório e CC.
repetidas até no máximo um número de vezes 𝜁 . No final desse processo, o CC com melhor
valor de desempenho é selecionado para a condição de subconjunto de inliers, como mostrado
na Figura 2.3. Nessa figura estão ilustrados três CC’s, um com 2, outro com 4 e mais um com
7 elementos, estando o CC selecionado para a condição de subconjunto de inliers destacado
outliers
#𝐶𝐶 = 2
#𝐶𝐶 = 3
#𝐶𝐶 = 7
Figura 2.3: Ilustração de três iterações do RANSAC. #𝐶𝐶 igual ao número de elementos do
CC.
em vermelho5. É a partir do subconjunto de inliers identificado que o método RANSAC, por
5Note que o CC selecionado para essa condição é formado de fato pelos inliers do conjunto de dados ilustrados.
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meio do método de estimação escolhido, realiza o ajuste final do modelo de trabalho. A esco-
lha do método de estimação depende das característica do modelo de trabalho, sendo o método
de estimação aqui escolhido, devido ao modelo de trabalho ser o de uma reta, um método de
regressão linear. O método de regressão linear escolhido é uma variação do método dos Quadra-
dos Mínimos, chamado de método dos Quadrados Mínimos Total. Esse método considera, para
o modelo de um reta no R2, não só erros na variável 𝑦 mas também na variável 𝑥 (Markovsky e
Van Huffel, 2007).
A seguir, na Seção 2.2.1 de Formalização Matemática, uma descrição formal do algo-
ritmo do método RANSAC é realizada, na qual são especificadas expressões para a formação
dos CC’s, bem como para o cálculo dos valores do limiar de distância 𝜆 e do número máximo
de iterações 𝜁 . O algoritmo apresentado é o algoritmo original inicialmente concebido pelos
autores do método. Esse algoritmo, apesar de não ser o mais eficiente ou o que apresenta os me-
lhores resultados, é o mais simples e o mais fácil de entender. Além disso, os outros algoritmos
são estruturalmente parecidos ao algoritmo original (Zuliani, 2009). Depois, na Seção 2.2.2,
de Fator de Enviesamento, uma pequena modificação realizada sobre o algoritmo original do
método RANSAC é detalhada, a qual dá origem a variante método RANSAC enviesado.
2.2.1 Formalização Matemática
Seja CT o conjunto formado pelos 𝑛 elementos {𝑥1, · · · ,𝑥𝑛} cada qual de dimensão 𝑚,
seja CM o conjunto formado pelos 𝑞 elementos {𝑥1, · · · ,𝑥𝑞} selecionados aleatoriamente do
CT e seja ℳ o modelo aleatório calculado a partir dos elementos do CM cujos parâmetros são
iguais ao vetor de parâmetros 𝛽6. A partir de alguns desses elementos, o modelo aleatório ℳ
pode ser definido como
ℳ(𝛽) def= {𝑥 ∈ R𝑚 : 𝑓ℳ(𝑥;𝛽) = 0}, (2.5)
em que 𝑓ℳ é uma função suave7 responsável por determinar os elementos que ao modele per-
tencem. O erro cometido por um elemento qualquer𝑥 pertencente ao CT com relação ao modelo
aleatório ℳ pode ser definido pela distância euclidiana
𝑒ℳ(𝑥,𝛽)
def
= argmin
𝑥′∈ℳ(𝛽)
dist(𝑥,𝑥′) = dist(𝑥,𝑥*) (2.6)
entre esse elemento qualquer 𝑥 e a superfície do modelo aleatório ℳ, em que dist(·,·) é a
função de distância euclidiana, 𝑥′ é um elemento qualquer localizado sobre a superfície do
modelo aleatório ℳ e 𝑥* é o elemento da projeção ortogonal do elemento qualquer 𝑥 sobre a
6Lembre-se que o modelo aleatório nada mais é que o modelo de trabalho cujos parâmetros, representados pelo
vetor de parâmetros 𝛽, foram calculados a partir dos elementos do CM
7Função suave é uma função contínua que possui derivadas de todas as ordens (Warner, 2013).
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superfície do modelo aleatório ℳ, o qual é o elemento que pertence ao modelo aleatório ℳ
mais próximo do elemento qualquer 𝑥.
Conjunto de Consenso (CC)
O CC associado ao modelo aleatório ℳ pode ser definido como
CC(𝛽) def= {𝑥 ∈ CT : 𝑒ℳ(𝑥,𝛽) ≤ 𝜆}, (2.7)
em que 𝜆 é o limiar de distância utilizado para se selecionar dentre os elementos do CT os que
pertencem ao CC (Zuliani, 2009). A Figura 2.4 apresenta, em cinza, a superfície definida por
um modelo aleatório ℳ, em verde, as fronteiras definidas por um limiar de distância 𝜆 e, em
azul e vermelho, os elementos de um CT. Para o modelo aleatório em questão, os elementos
modelo aleatórioℳ
Figura 2.4: Em cinza, Superfície do modelo aleatório ℳ, em verde, superfícies de fronteira
do limiar de distância 𝜆 e, em azul e vermelho, elementos do CT. Em azul, elementos do CT
selecionado para formação do CC, em vermelho, elementos descartados.
localizados a uma distância inferior ao limiar de distância 𝜆 com relação a sua superfície, re-
presentados em azul, são selecionados para formação do CC e os outros elementos localizados
a uma distância maior que esse limiar, representados em vermelho, são descartados.
Na prática, é comum que o valor do limiar de distância 𝜆 seja determinado empiricamente,
mas uma expressão para o seu cálculo pode ser estatisticamente obtida.
Limiar de distância 𝜆
Para se determinar uma expressão para o limiar de distância 𝜆, lança-se mão da hipótese
de que as distâncias entre os elementos pertencentes ao CT localizados nas vizinhanças dos
modelos aleatórios ℳ’s e as superfícies de tais modelos obedecem uma distribuição gaussiana
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de vetor média nula 0 e covariância 𝜎2I. Essa distância, representada pela variável aleatório
𝜂, é igual a diferença 𝑥 − 𝑥* entre um elemento qualquer 𝑥 localizado nas vizinhanças de
um modelo aleatório ℳ e a sua projeção ortogonal 𝑥* sobre a superfície de tal modelo. Tal
igualdade permite reescrever o erro 𝑒ℳ como
𝑒ℳ(𝑥,𝛽) = dist(𝑥,𝑥*) =
⎯⎸⎸⎷ 𝑚∑︁
𝑖=1
(𝑥𝑖 − 𝑥*𝑖 )2 =
⎯⎸⎸⎷ 𝑚∑︁
𝑖=1
(𝜂𝑖)2 = dist(𝜂) = 𝑒ℳ(𝜂),
de modo a evidenciar que ele próprio, como função da variável aleatória 𝜂, é também uma
variável aleatória. Sendo o erro 𝑒ℳ uma variável aleatória, a probabilidade da realização de
seus valores pode ser formulada como
𝑃 [𝑒ℳ(𝜂) ≤ 𝜆] = 𝛼, (2.8)
em que 𝛼 é a probabilidade de um elemento qualquer 𝑥 localizado nas vizinhanças de um
modelo aleatório ℳ apresentar um erro 𝑒ℳ menor que o limiar de distância 𝜆. A expressão de
probabilidade (2.8), por sua vez, pode ser reformulado como
𝑃
[︃
𝑚∑︁
𝑖=1
𝜂2𝑖 ≤ 𝜆2
]︃
= 𝑃
[︃
𝑚∑︁
𝑖=1
(︁𝜂𝑖
𝜎
)︁2
≤ 𝜆
2
𝜎2
]︃
= 𝛼, (2.9)
em que a variável aleatória 𝜂𝑖
𝜎
possui distribuição 𝒩 (0,1) e, consequentemente, a variável ale-
atória
∑︀𝑚
𝑖=1(
𝜂𝑖
𝜎
)2 possui a distribuição qui-quadrado 𝒳𝑗 (Taylor e Thompson; Hartley e Zisser-
man, 1998; 2003). O subíndice 𝑗 de 𝒳𝑗 representa a ordem da distribuição qui-quadrado, sendo
ela igual ao número de variáveis aleatórias existentes. Em termos do modelo utilizado, a ordem
da distribuição qui-quadrado será igual ao número de variáveis independentes existentes nele.
Por exemplo, para o modelo de uma reta no R2, um elemento qualquer 𝑥 é representado por
(𝑥,𝑦 = 𝑓(𝑥)) e logo o número de variáveis independentes é 1, sendo esta também a ordem
da distribuição qui-quadrado. O termo 𝑃 [
∑︀𝑚
𝑖=1(
𝜂𝑖
𝜎
)2 ≤ 𝜆2
𝜎2
] da expressão (2.9) é equivalente
a 𝐹𝒳𝑗(
𝜆2
𝜎2
), em que 𝐹𝒳𝑗 representa a função de distribuição de probabilidade qui-quadrado de
ordem 𝑗. Finalmente, a partir de 𝐹𝒳𝑗 , obtêm-se a expressão
𝜆 = 𝜎
√︁
𝐹−1𝒳𝑗 (𝛼) (2.10)
para o limiar de distância 𝜆 (Zuliani; Hartley e Zisserman, 2009; 2003). Uma valor razoável para
a probabilidade 𝛼 é de 95%, significando que em apenas 5% dos casos um elemento qualquer 𝑥
localizado nas vizinhanças de um modelo aleatório ℳ será incorretamente rejeitado. A Tabela
2.1 apresenta valores para o limiar de distância 𝜆 ao quadrado em função do desvio padrão
𝜎 da distribuição gaussiana que especifica o comportamento estatístico da distância entre um
elemento qualquer 𝑥 localizado nas vizinhanças de um modelo aleatório ℳ e a superfície de
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tal modelo.
Tabela 2.1: Tabela com valores de 𝜆2 em função do desvio padrão 𝜎 para a probabilidade 𝛼 =
95%.
Ordem Modelo 𝜆2
1 reta 3.84𝜎2
2 homografia 5.99𝜎2
3 tensor tri-focal 7.81𝜎2
Resolvida a questão de se obter uma expressão para se calcular o limiar de distância
𝜆, resta resolver a de se determinar o número máximo de iterações 𝜁 a serem realizadas pelo
método. Essa questão, assim com a anterior, pode ser resolvida a partir de uma perspectiva
probabilística.
Número máximo de iterações 𝜁
Para se determinar uma expressão para o cálculo do número máximo de iterações 𝜁 , o
seguinte argumento é utilizado: o número máximo de iterações realizadas precisa ser apenas
grande o suficiente para garantir com uma probabilidade 𝑝 que ao menos um dos CM’s for-
mados seja constituído exclusivamente por inliers. Em outras palavras, deseja-se garantir com
probabilidade 𝑝 que, ao longo das iterações, o evento de seleção aleatória e consecutiva, para
formação do CM, de elementos pertencentes ao CT que sejam inliers aconteça ao menos um
vez. Se 𝑞 for o valor do número de elementos do CM e 𝑢 for o valor da probabilidade de um
elemento selecionado aleatoriamente e pertencente ao CT ser um inlier, a probabilidade, en-
tão, da ocorrência do evento de interesse é 𝑢𝑞. Se o número máximo de iterações 𝜁 atender as
condições probabilísticas estabelecidas, a expressão (1− 𝑢𝑞)𝜁 = 1− 𝑝 ou a expressão
𝜁 = log(1− 𝑝)/ log(1− (1− 𝜅)𝑞), (2.11)
pode ser utilizado para o seu cálculo, em que 𝜅 é a probabilidade de uma amostra ser um outlier,
isto é 𝜅 = 1 − 𝑢 (Zuliani; Hartley e Zisserman, 2009; 2003). Dessa forma, o número máximo
de iterações 𝜁 será igual ao número mínimo necessário para se garantir com probabilidade 𝑝
que ao menos um dos CM’s formados será composto exclusivamente por inliers. A Tabela 2.2
apresenta alguns valores para o número máximo de iterações 𝜁 em função da cardinalidade 𝑞 do
CM e da probabilidade 𝜅 de uma amostra ser um outlier em que 𝑝 é igual a 99%.
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Tabela 2.2: Número máximo de iterações 𝜁 que atende a condição probabilística de que ao
menos um dos CM’s obtidos estará livre de ouliers com probabilidade 𝑝 igual a 99%.
Cardinalidade do CM Proporção de outliers 𝜅
q 5% 10% 20% 25% 30% 40% 50%
2 2 3 5 6 7 11 17
3 3 4 7 9 11 19 35
4 3 5 9 13 17 34 72
6 4 7 16 24 37 97 293
7 4 8 20 33 54 163 588
8 5 9 26 48 78 272 1177
A estratégia apresentada para se determinar o número máximo de iterações 𝜁 que o mé-
todo RANSAC deve realizar é computacionalmente mais eficiente do que uma possível estraté-
gia exaustiva, na qual todas as possíveis combinações de seleção de elementos pertencentes ao
CT poderiam ser experimentadas. No entanto, sua eficiência ainda pode ser melhorada notando-
se que nem sempre o algoritmo precisa realizar tal número de iterações. Em casos em que um
CM livre de outliers já é obtido nas primeiras iterações, iterar até o número máximo de iterações
𝜁 é desnecessário e interromper a execução do algoritmo adequado. Para executar essa estra-
tégia de interrupção, um artifício que possibilite a identificação dos CM’s livres de outliers é
necessário. Ele é alcançado por meio da comparação entre o número de elementos dos CC’s e o
número estimado de inliers que se acredita existir no CT. Considerando um CT com 𝑛 elemen-
tos e porcentagem 𝜅 estimada de outliers , pode-se esperar que nele existam uma quantidade
igual a (1 − 𝜅)𝑛 de inliers. Se o número de elementos de um CC for igual a #𝐶𝐶 , o processo
iterativo poderá ser interrompido se #𝐶𝐶 ≥ (1−𝜅)𝑛, isto é se o número de elementos desse CC
for maior ou igual ao número de inliers que se estima existir no CT (Hartley e Zisserman, 2003).
É evidente que a adoção das estratégias estatísticas para definição do limiar de distância 𝜆
e do número máximo de iterações 𝜁 requerem um conhecimento das características estatísticas
do problema abordado, o que nem sempre está disponível. Existem outras abordagens desti-
nadas a situações de desconhecimento de tais características, as quais constam nas referências
disponibilizadas (Hartley e Zisserman, 2003).
2.2.2 Fator de Enviesamento
Depois do método RANSAC, outros métodos nele inspirados foram desenvolvidos, como,
por exemplo, o método Maximum Likelihood Estimation Sample and Consensus (MLESAC)
(Torr e Zisserman, 2000), o método Progressive Sample and Consensus (PROSAC) (Chum e
Matas, 2005) e o método Randomized Random Sample and Consensus (R-RANSAC) (Matas
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e Chum, 2004), cujas contribuições só foram possíveis de serem incorporadas ao algoritmo
original graças à sua estrutura flexível e com espaço para aprimoramentos.
Em virtude dessa flexibilidade e depois de identificadas características do fenômeno de in-
teresse associado aos corredores de cultivares que poderiam ser exploradas para melhorar tanto
a estabilidade quanto a representatividade dos ajustes do modelo de trabalho - no caso modelo
de reta - modificações foram incorporadas ao algoritmo original do método RANSAC. Essas
modificações alteraram a forma de cálculo do valor de desempenho dos CC’s, que no algoritmo
original é calculado por meio da contabilização do número de elementos de tais conjuntos e que
no algoritmo modificado começou a ser calculado por meio dessa contabilização multiplicada
por um fator. A função desse fator, denominado de fator de enviesamento, é a de favorecer os
CC’s de elementos cujos comportamentos melhor contemplam as características identificadas
do fenômeno de interesse. Assim, a expressão para o cálculo do valor de desempenho na versão
modificada do algoritmo do método RANSAC assume a forma #𝐶𝐶 ·Υ, em que a variável #𝐶𝐶
é o número de elementos do CC e a variável Υ é o fator de enviesamento.
A característica identificada do fenômeno de interesse associado aos corredores de cul-
tivares provém do plantio em linha, que é orientado pelas curvas de nível da região, as quais
podem ser, geralmente em uma vizinhança, aproximadas por retas. A estruturação do ambiente
de cultivares proveniente dessa prática de plantio se manifesta no fenômeno de interesse, condi-
cionado o seu comportamento e criando, por sua vez, um domínio reduzido a priori conhecido
de prováveis ajustes satisfatórios do modelo de trabalho. Esse domínio reduzido dos prováveis
ajustes satisfatórios é especificado por meio de intervalos de valores associados aos parâmetros
do modelo de trabalho, sendo a especificação do intervalo de valores de um dos parâmetros
do modelo de trabalho de reta utilizado, a característica identificada do fenômeno de interesse
associado aos corredores de cultivares que é explorada para melhorar o desempenho do método
RANSAC. A codificação dessa característica pelo fator de enviesamento Υ é proposta através
da relação
Υ(𝑡) = 1 + 𝑎 exp
(︁
−
(︁𝑡− 𝑏
𝑐
)︁2)︁
entre o escalar unitário e uma função em formato de sino dependente da variável 𝑡 e dos pa-
râmetros de projeto 𝑎, 𝑏 e 𝑐8. A partir dessa relação, o fator de enviesamento Υ pode assumir
valores dentro do intervalo [1,𝑎] dependendo de quão representativos da característica identifi-
cada do fenômeno de interesse forem os elementos do CC avaliado. Os valores do parâmetro
𝑡 são provenientes dos valores de um dos parâmetros do modelo aleatório que é aquele mo-
delo de parâmetros calculados a partir dos elementos de um CM e utilizado como artifício para
formação de um CC.
Como um simples exemplo, suponha um fenômeno de interesse qualquer que possa ser
representado pelo modelo 𝑦 = 𝛽1𝑥+𝛽2𝑥2 +𝛽3𝑥3. Suponha também que esse fenômeno possua
8Uma gaussiana cuja integral é diferente de um.
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algumas características que aumentem as chances de alguns ajustes serem mais representativos
do que outros e que essas características sejam principalmente contempladas pelo parâmetro
𝛽2 do modelo de trabalho, cujos valores mais representativos para os ajustes estão dentro do
intervalo [𝛽inf2 ,𝛽
sup
2 ]. Por fim, suponha a formação de um CM, o cálculo do modelo aleatório
𝑦 = 𝛽CM1 𝑥 + 𝛽
CM
2 𝑥
2 + 𝛽CM3 𝑥
3 a partir de seus elementos e a formação do CC associado de
número de elementos igual a 10. Nessas condições, o valor de desempenho enviesado desse
CC é igual a 10Υ(𝛽CM2 ) em que o fator de enviesamento Υ(𝛽
CM
2 ), a título de ilustração, assume
o valor apresentado na Figura 2.5. À parte das modificações necessárias para incorporação do
𝛽inf2 𝛽
sup
2𝛽
CM
2
Υ(𝛽CM2 )
Função fator de enviedamente Υ(𝛽2)
Figura 2.5: Função fator de enviesamento Υ para um conjunto genérico de parâmetros de projeto
𝑎, 𝑏 e 𝑐 com destaca para (𝛽CM2 ,Υ(𝛽
CM
2 )).
fator de enviesamento Υ no cálculo do valor de desempenho, o algoritmo modificado executa os
mesmos passos que o algoritmo original do método RANSAC, que no final do processo iterativo
seleciona dentre os CC’s formados o de maior valor de desempenho à condição de subconjunto
inliers e que utiliza tal subconjunto para o ajuste final do modelo trabalho a partir do método
de estimação utilizado, o qual, no contexto deste trabalho, é o método dos Quadrados Mínimos
Total.
2.3 Método dos Quadrados Mínimos Total
O método dos Quadrados Mínimos Total é um método determinístico de estimação de
parâmetros de modelo que considera erros tanto no conjunto de variáveis exploratórias 𝑥𝑖 ∈ R
com 𝑖 = 1, · · · ,𝑚, quanto na variável independente 𝑦 ∈ R (Draper e Smith, 2014). No presente
trabalho, esse método é utilizado para o caso particular de se resolver o problema de estimação
de parâmetros de uma reta sobre dados amostrados no R2 e, por isso, o seu desenvolvimento
matemático é realizado para tal caso. Antes, porém, apresenta-se aqui alguns fundamentos pre-
liminares que facilitarão o encadeamento de conceitos e equações do referido método.
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Por meio do método dos Quadrados Mínimos, o problema de ajuste de uma reta sobre um
conjunto de dados amostrados no R2 é facilmente resolvido. Uma das possíveis maneiras de se
resolver o referido problema é por meio da solução do sistema de equações linear[︃
𝑛
∑︀𝑛
𝑘=1 𝑥𝑘∑︀𝑛
𝑘=1 𝑥𝑘
∑︀𝑛
𝑘=1 𝑥
2
𝑘
]︃[︃
𝑏
𝑎
]︃
=
[︃ ∑︀𝑛
𝑘=1 𝑦𝑘∑︀𝑛
𝑘=1 𝑥𝑘𝑦𝑘
]︃
, (2.12)
conhecido como sistema de equações normais, em que {(𝑥1,𝑦1), (𝑥2,𝑦2), · · · , (𝑥𝑛,𝑦𝑛)} são os
𝑛 elementos do conjunto de dados amostrados e 𝑎 e 𝑏 são os parâmetros da reta ajustada a tal
conjunto, isto é, são os coeficientes, respectivamente, angular e linear da reta9 (Lee, 1994). A
relevância do método dos Quadrados Mínimos e sua versatilidade são indiscutíveis, mas em
muitos casos ele não é a melhor opção. Além do desempenho insatisfatório, já discutido na
Seção 2.1, para cenários de dados contaminados por outliers, seu uso também deve ser ponde-
rado quando os erros inerentes ao processo de medição contaminam não só os dados ao longo
do eixo 𝑦, mas também ao longo do eixo 𝑥10. Isso porque o método dos Quadrados Mínimos
lança mão da hipótese de que os erros estão acumulados apenas ao longo do eixo 𝑦 (Golub e
Van Loan, 1980).
Como já mencionado, um método cujas hipóteses contemplam erros tanto ao longo do
eixo 𝑦 como ao longo do eixo 𝑥 é o método dos Quadrados Mínimos Total, sendo ele, assim,
uma alternativa ao método dos Quadrados Mínimos para tais condições de erro (Makarenko
e outros, 2007). Para apurar a intuição acerca do método dos Quadrados Mínimos Total e a
diferença entre ele e o método dos Quadrados Mínimos, a Figura 2.6 apresenta dois gráficos que
ressaltam as diferenças geométricas dos erros contabilizados por ambos os métodos. O gráfico
da esquerda ressalta os erros contabilizados pelo método dos Quadrados Mínimos, enquanto
que o gráfico da direita faz o mesmo para o método dos Quadrados Mínimos Total.
Existem diferentes estratégias para a resolução, pelo método dos Quadrados Mínimos To-
tal, do problema de ajuste de uma reta sobre um conjunto de dados amostrados no R2, sendo a
estratégia descrita a seguir baseada em uma transformação do problema de ajuste de uma ma-
neira tal que a sua solução pelos métodos dos Quadrados Mínimos e dos Quadrados Mínimos
Total se torne equivalente. Essa transformação é facilmente alcançada notando-se que as solu-
ções dos métodos, para tal problema, são equivalentes quando o ajuste resultante é o de uma
reta horizontal. Nessa condição, ambos os métodos consideram as mesmas distâncias verticais
para cálculo e minimização dos erros, sendo, assim, equivalentes.
A condição de equivalência procurada sugere as transformações necessárias a serem apli-
9Esse sistema sempre possui solução única exceto quando os pontos estão alinhados verticalmente, já que para
essa configuração o coeficiente angular da reta estimada teria que assumir o valor infinito.
10Não confundir a contaminação por outliers com a presença de erros nos dados amostrados. Estes existem em
qualquer conjunto de dados amostrados, são inerentes aos processos de medida e não interferem nas similitudes
entre os dados individuais e o conjunto; aqueles podem existir ou não nos processos de medida e, principalmente,
são caracterizados pela discrepante degradação das similitudes entre os dados que estão contaminados e os demais
dados do conjunto.
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(a) Quadrados Mínimos (b) Quadrados Mínimos Total
Figura 2.6: Distâncias contabilizadas pelos métodos dos Quadrados Mínimos e Quadrados Mí-
nimos Total para cálculo dos erros considerados na ajustagem das retas.
cadas no problema de ajuste, as quais são basicamente duas: a centralização do conjunto de
dados amostrados (translação) e o seu alinhamento com o eixo das abscissas (rotação). Para a
translação faz-se
?˜?𝑘 = 𝑥𝑘 − ?¯? e 𝑦𝑘 = 𝑦𝑘 − 𝑦,
em que ?¯? =
∑︀𝑛
𝑘=1
𝑥𝑘
𝑛
e 𝑦 =
∑︀𝑛
𝑘=1
𝑦𝑘
𝑛
. O conjunto transladado de dados {(?˜?1,𝑦1), · · · ,(?˜?𝑛,𝑦𝑛)}
está centralizado e passa pela origem do sistema de coordenadas. O passo seguinte é o seu
alinhamento com o eixo das abscissas por meio de uma rotação. Para aplicação da rotação é
conveniente expressar os elementos do conjunto de dados centralizados no formato
𝑝𝑘 = ?˜?𝑘 + 𝑖𝑦𝑘 para 𝑘 = 1, · · · ,𝑛
de número complexo. Considerando 0 ≤ 𝜏 < 𝜋 como o ângulo formado entre a reta ajustada ao
conjunto de dados centralizados e o eixo dos reais positivos do plano complexo, a rotação alme-
jada é alcançada pela multiplicação dos elementos do conjunto em sua representação complexa
por 𝑒−𝜏𝑖, alinhado o conjunto de elementos
𝑞𝑘 = 𝑒
−𝜏𝑖𝑝𝑘
com o eixo das abcissas. Após a centralização e o alinhamento do conjunto de dados, a condição
de equivalência entre as soluções de ambos os métodos é alcançada e, dessa forma, o emprego
do sistema de equações normais, apresentado na expressão (2.12), sobre o conjunto de dados é
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valido. O sistema linear resultante é[︃
𝑛
∑︀𝑛
𝑘=1 Re(𝑞𝑘)∑︀𝑛
𝑘=1 Re(𝑞𝑘)
∑︀𝑛
𝑘=1 Re
2(𝑞𝑘)
]︃[︃
𝑏
𝑎
]︃
=
[︃ ∑︀𝑛
𝑘=1 Im(𝑞𝑘)∑︀𝑛
𝑘=1 Re(𝑞𝑘) Im(𝑞𝑘)
]︃
, (2.13)
cuja solução já se sabe ser 𝑎 = 0 e 𝑏 = 0, isto é, a de uma reta sobre o eixo das abscisas. Como
os parâmetros da reta ajustada 𝑎 e 𝑏 são iguais a zero, a igualdade
𝑛∑︁
𝑘=1
Re(𝑞𝑘) Im(𝑞𝑘) =
𝑛∑︁
𝑘=1
Re(𝑒−𝜏𝑖𝑝𝑘) Im(𝑒−𝜏𝑖𝑝𝑘) = 0 (2.14)
é verdadeira. Essa igualdade é o ponto de partida para a dedução de uma expressão para 𝜏 . Para
isso, no entanto, a introdução da variável
𝜌 =
𝑛∑︁
𝑘=1
(𝑒−𝜏𝑖𝑝𝑘)2
é necessária. Essa variável também pode ser apresentada como
𝜌 =
𝑛∑︁
𝑘=1
[︀
Re(𝑒−𝜏𝑖𝑝𝑘) + 𝑖 Im(𝑒−𝜏𝑖𝑝𝑘)
]︀2
ou, em uma forma expandida, como
𝜌 =
𝑛∑︁
𝑘=1
Re2(𝑒−𝜏𝑖𝑝𝑘)−
𝑛∑︁
𝑘=1
Im2(𝑒−𝜏𝑖𝑝𝑘) + 2𝑖
[︀ 𝑛∑︁
𝑘=1
Re(𝑒−𝜏𝑖𝑝𝑘) Im(𝑒−𝜏𝑖𝑝𝑘)
]︀
,
cujo o elemento imaginário possui o mesmo termo cruzado apresentado na expressão (2.14),
de valor igual a zero. Desse modo, a variável 𝜌 possui a propriedade de ser sempre um número
real. Uma última variável será introduzida a qual é
𝑡 =
𝑛∑︁
𝑘=1
𝑝2𝑘
e a partir dela a variável 𝜌 é reescrita como
𝜌 =
𝑛∑︁
𝑘=1
(𝑒−𝜏𝑖𝑝𝑘)2 = 𝑒−2𝜏𝑖
𝑛∑︁
𝑘=1
𝑝2𝑘 = 𝑒
−2𝜏𝑖𝑡,
o que permite obter o número complexo
𝑡 = 𝜌𝑒2𝜏𝑖,
de módulo 𝜌 (lembre-se que a pouco mostrou-se que 𝜌 é sempre um número real) e fase 2𝜏 . A
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variável 𝑡, por sua vez, também pode ser reescrita na forma expandida
𝑡 =
𝑛∑︁
𝑘=1
𝑝2𝑘 =
𝑛∑︁
𝑘=1
(?˜?𝑘 + 𝑖𝑦𝑘)
2 =
𝑛∑︁
𝑘=1
?˜?2𝑘 −
𝑛∑︁
𝑘=1
𝑦2𝑘 + 2𝑖
𝑛∑︁
𝑘=1
?˜?𝑘𝑦𝑘,
e, finalmente, a expressão
tan(2𝜏) =
Im(𝑡)
Re(𝑡)
=
2
∑︀𝑛
𝑘=1 ?˜?𝑘𝑦𝑘∑︀𝑛
𝑘=1 ?˜?
2
𝑘 −
∑︀𝑛
𝑘=1 𝑦
2
𝑘
(2.15)
para 𝜏 pode ser obtida. Geralmente ao ser resolver a expressão (2.15) dois valores para 𝜏 são en-
contrados, sendo o valor procurado aquele que também satisfizer a expressão (2.14). Se o valor
de tan(𝜏) existir, o coeficiente angular da reta ajustada pelo método dos Mínimos Quadrados
Total será igual a 𝑎 = tan(𝜏) e o coeficiente linear 𝑏 poderá ser encontrado pela expressão
tan(𝜏) = 𝑎 =
𝑏− 𝑦
0− ?¯? , (2.16)
obtida das relações trigonométricas existentes entre essas variáveis (Lee, 1994).
Neste trabalho, o método RANSAC que utiliza como estimador o método dos Quadrados
Mínimos Total é responsável por realizar ajustes do modelo de uma reta às paredes de cultivares
que, realizados repetidamente, são utilizados para o cálculo subsequente de caminhos de refe-
rência. Dada a natureza do fenômeno de interesse associado aos corredores de cultivares, todo
esse processo de repetidos ajustes e cálculos subsequentes apresenta um comportamento esto-
cástico que em particular dos caminhos de referência precisa ser tratado adequadamente. Esse
tratamento é feito por meio do filtro de Kalman, que é responsável por filtrar os coeficientes
linear e angular do caminho de referência.
2.4 Filtro de Kalman
O filtro de Kalman é um filtro recursivo de estimação de estados de sistemas dinâmicos
lineares estocásticos de tempo discreto. Esse filtro é o estimador ótimo com relação ao erro
médio quadrático para o cenário em que a estocasticidade do sistema pode ser modelada por um
ruído branco gaussiano de média nula e desvio padrão 𝜎 . Em outros cenários de estocasticidade,
com relação ao mesmo erro médio quadrático, o filtro de Kalman é o estimador ótimo linear
(Bar-Shalom e outros, 2004).
O filtro de Kalman pode ser dividido em dois estágios, sendo um de predição e outro de
atualização. No estágio de predição, o filtro estima o vetor de estados e a matriz de covariância
do sistema para o instante 𝑘 + 1 a partir das informações disponibilizadas pelas medidas até o
instante 𝑘. No estágio de atualização, o filtro incorpora as novas informações disponibilizadas
pelas medidas recém chegadas do instante 𝑘+ 1 nas estimativas do vetor de estados e da matriz
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de covariância realizadas para o instante 𝑘+ 1 a partir das informações das medidas do instante
anterior 𝑘. Expressões para os cálculos da etapa de predição e de atualização do filtro podem
ser desenvolvidas a partir do modelo de estados
𝑞[𝑘 + 1] = A𝑞[𝑘] + B𝑢[𝑘] +𝑤[𝑘]
e do modelo de medidas
𝑧[𝑘] = C𝑞[𝑘] + 𝑣[𝑘],
em que 𝑞[·] é o vetor de estados, 𝑢[·] é o vetor de entrada, 𝑧[·] é o vetor de saída e𝑤[·] e 𝑣[·] são
processos de ruído branco de distribuição gaussiana de média nula, cuja matrizes de covariância
são, respectivamente,
Q[·] = 𝐸[𝑤[·]𝑤[·]ᵀ] e R[·] = 𝐸[𝑣[·]𝑣[·]ᵀ].
A função 𝐸[·] é a função de esperança de uma variável aleatória. Para a etapa de predição, a
estimação do vetor de estados pode ser realizada pela expressão da esperança condicional
𝑞[𝑘 + 1 | 𝑘] = A𝑞[𝑘 | 𝑘] + B𝑢[𝑘],
em que 𝑞[𝑘+ 1 | 𝑘] é o estado predito para o instante 𝑘+ 1 a partir das informações disponíveis
até o instante 𝑘, e a estimação da matriz de covariância a priori pela expressão
U[𝑘 + 1 | 𝑘] = AU[𝑘 | 𝑘]Aᵀ + Q
em que U[𝑘+1 | 𝑘] é a covariância predita a priori para o instante 𝑘+1 a partir das informações
disponíveis até o instante 𝑘. Para o estágio de atualização, o vetor de estados pode ser atualizado
pela expressão
𝑞[𝑘 + 1 | 𝑘 + 1] = 𝑞[𝑘 + 1 | 𝑘] + M[𝑘 + 1](𝑦[𝑘 + 1]− C𝑞[𝑘 + 1 | 𝑘]),
em que 𝑞[𝑘 + 1 | 𝑘 + 1] é o estado atualizado que incorpora as novas informações fornecidas
pela recém chegada medida do instante 𝑘 + 1, e a matriz de covariância a posteriori pode ser
atualizada pela expressão
U[𝑘 + 1 | 𝑘 + 1] = (I−M[𝑘 + 1]C)U[𝑘 + 1 | 𝑘],
em que U[𝑘+ 1 | 𝑘+ 1] é a matriz de covariância a posteriori atualizada que incorpora as novas
informações fornecidas, também, pela recém chegada medida do instante 𝑘 + 1. A variável
M[𝑘+ 1] é denominada de "ganho de inovação"do filtro. Essa variável nada mais é que o ganho
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do filtro e é obtida a partir da expressão
M[𝑘 + 1] = U[𝑘 + 1 | 𝑘]Cᵀ(CU[𝑘 + 1 | 𝑘]Cᵀ + R)−1.
2.5 Estratégia de Controle
A estratégia de controle utilizada foi proposta inicialmente no âmbito dos projetos Aero-
nave Robotizada para Missões de Observação e Reconhecimento (ARMOR) e Sistemas Auto-
matizados de Reconhecimento Aéreo (SARA) e posteriormente experimentada em um dirigível
autônomo desenvolvido no projeto AURORA (Azinheira e outros; Azinheira e outros, 2000b;
2000a). Essa estratégia destaca-se pela abordagem simultânea dos erros lateral 𝛿 e angular 𝜖,
mostrados na Figura 2.7, com relação a um caminho a ser seguida e pela simplicidade da lei de
controle resultante que estruturalmente se assemelha a de um controlador proporcional, integral
e derivativo (PID).
𝑣
𝛿
𝜖
referência
Figura 2.7: Erros lateral 𝛿 e angular 𝜖.
Para acomodar ambos os erros em uma única equação, é definido um erro resultante 𝛿𝑟
que, por sua vez, é formado por duas parcelas. Uma delas é o próprio erro lateral 𝛿 e a outra é o
erro previsto 𝛿𝑣, conhecido como look ahead error (LAD), associado à expectativa da evolução
do erro lateral 𝛿. Assim, a expressão do erro resultante é
𝛿𝑟 = 𝛿 + 𝛿𝑣, (2.17)
sendo ele e os outros dois erros exemplificados na Figura 2.8. O erro previsto 𝛿𝑣 é igual a
evolução do erro lateral 𝛿 em um intervalo de tempo ∆𝑡. Tal igualdade, com auxílio da série
de Taylor, permite obter uma expressão para esse erro em função das taxas de variação do erro
lateral 𝛿. Assim, pela série de Taylor centrada em um tempo 𝑡0 tem-se a expressão
𝛿(𝑡0 + ∆𝑡)− 𝛿(𝑡0) = 𝑑
𝑑𝑡
𝛿
⃒⃒⃒
𝑡=𝑡0
∆𝑡 + · · · ,
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𝑣
𝑣
𝛿
𝛿𝑣
𝜖
‖𝑣‖Δ
𝑡
referência
Figura 2.8: Interpretação geométrica dos erros lateral e previsto.
para a representação do erro previsto 𝛿𝑣 em termos das taxas de variação do erro lateral 𝛿. A
partir da hipótese de que o intervalo de tempo ∆𝑡 é pequeno, uma aproximação de primeira
ordem pode ser considerada e a expressão
𝛿𝑣 = 𝛿(𝑡0 + ∆𝑡)− 𝛿(𝑡0) ≈ 𝑑
𝑑𝑡
𝛿
⃒⃒⃒
𝑡=𝑡0
∆𝑡 (2.18)
para o erro previsto 𝛿𝑣 obtida. Substituindo a expressão (2.18) na expressão (2.17) obtêm-se a
expressão
𝛿𝑟 = 𝛿 +
𝑑
𝑑𝑡
𝛿
⃒⃒⃒
𝑡=𝑡0
(∆𝑡), (2.19)
que é uma outra representação do erro resultante 𝛿𝑟. Considerando que a velocidade inercial 𝑣
da plataforma não sofre variações bruscas de magnitude nem de orientação em um intervalo de
tempo ∆𝑡 e que o erro angular 𝜖 é pequeno o suficiente para permitir a aproximação sin(𝜖) ≈ 𝜖,
pode-se representar a taxa de variação do erro lateral 𝛿 como
𝑑
𝑑𝑡
𝛿 = ‖𝑣‖ sin(𝜖) ≈ ‖𝑣‖𝜖, (2.20)
que nada mais é que a velocidade perpendicular da plataforma com relação ao caminho a ser
seguida, a qual será representada pela variável 𝑣⊥. Assim, o erro resultante 𝛿𝑟 também pode ser
representador pela expressão
𝛿𝑟 = 𝛿 + 𝑣⊥∆𝑡. (2.21)
Para minimizar o erro resultante 𝛿𝑟 a estratégia de controle (Azinheira e outros, 2000b)
atua sobre o ângulo de guinada do veículo, o que é traduzido em um sinal de controle de ester-
çamento destinado às rodas dianteiras da plataforma. O sinal de controle é computado do erro
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resultante 𝛿𝑟 a partir de um controlador proporcional e integral (PI) formalizado pela expressão
𝑢(𝑡) = 𝐾𝑝𝛿𝑟(𝑡) + 𝐾𝑖
∫︁
𝛿𝑟(𝑡)𝑑𝑡, (2.22)
em que 𝑢(𝑡) é o sinal de controle, 𝐾𝑝 é o ganho proporcional e 𝐾𝑖 é o ganho integral. Substi-
tuindo o erro resultante 𝛿𝑟 dado pela expressão (2.19) na expressão (2.22) obtêm-se
𝑢(𝑡) = 𝐾𝑝(𝛿 +
𝑑
𝑑𝑡
𝛿∆𝑡) + 𝐾𝑖
∫︁
(𝛿 +
𝑑
𝑑𝑡
𝛿∆𝑡)𝑑𝑡,
que após algumas manipulações e substituições de variáveis resulta na expressão
𝑢(𝑡) = (𝐾𝑝 + 𝐾𝑖∆𝑡)⏟  ⏞  
𝐾𝑃
𝛿 + 𝐾𝑖⏟ ⏞ 
𝐾𝐼
∫︁
𝛿𝑑𝑡 + 𝐾𝑝∆𝑡⏟  ⏞  
𝐾𝑉
𝑣⊥,
ou, em uma forma mais compacta, na expressão
𝑢(𝑡) = 𝐾𝑃 𝛿 + 𝐾𝐼
∫︁
𝛿𝑑𝑡 + 𝐾𝑉 𝑣⊥. (2.23)
A expressão (2.23) é a expressão final da estratégia de controle, a partir da qual verifica-
se que um controlador PI atuando sobre o erro resultante 𝛿𝑟 é equivalente a um controlador
proporcional, integral e de velocidade (PIV) de ganhos proporcional igual a 𝐾𝑃 , integral igual
a 𝐾𝐼 , e de velocidade igual a 𝐾𝑉 (Ramos, 2002).
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3 PLATAFORMA E MODELO CINEMÁTICO
O presente capítulo se dedica à descrição dos materiais utilizados. A plataforma, o sen-
sor laser LIDAR e o arcabouço de softwares são apresentados na Seção 3.1 enquanto que um
modelo da plataforma cinemático utilizado em algumas simulações é apresentado na Seção 3.2.
3.1 Plataforma e Arcabouço
Concebido pela Divisão de Robótica e Visão Computacional (DRVC) do Centro de Tec-
nologia da Informação Renato Archer (CTI) em cooperação com a Universidade Estadual de
Campinas (UNICAMP), o Instituto Tecnológico de Aeronáutica (ITA), o Instituto Superior Téc-
nico (IST), Lisboa, e a Universidade Tecnológica de Compiègne (UTC), França, o Veículo Ro-
bótico (VERO), mostrado na Figura 3.1, é uma plataforma robótica de exterior. Devido às suas
características, essa plataforma robótica está capacitada para a realização de atividades em am-
bientes variados, como os rurais, urbanos e industriais e é, por isso, ideal para a validação de
soluções diversas de controle e de navegação. Possíveis aplicações da plataforma robótica são:
exploração de ambientes inóspitos, inacessíveis e perigosos; inspeção em diferentes contextos;
disposição de equipamentos; recuperação de materiais e informações; aplicações em agricul-
tura, mineração e outras atividades produtivas; transporte de pessoas e cargas e operações de
segurança e militares, sendo as problemáticas de navegação autônoma dessas aplicações poten-
ciais objetos de estudo e de pesquisa (Bueno e outros, 2009).
UTM-30LX - Hokuyo
LMS200 - Sick
Figura 3.1: Veículo robótico de exterior (VERO).
A plataforma robótica VERO possui 2,3m de comprimento, 1,35m de largura, suspensão
independente nas quatro rodas, carga útil de até 200Kg e autonomia de 4 horas para uma veloci-
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dade média de 8km/h. Sua locomoção é controlada por três atuadores, sendo dois deles, motores
de corrente contínua instalados de forma independente nas rodas traseiras, e um deles, um ser-
vomotor instalado entre o sistema de direção e as rodas dianteiras em configuração Ackermann
(Bueno e outros, 2009, Mirisola e outros, 2011). Sua infraestrutura robótica é caracterizada
pelos sensores e processadores embarcados, pela estação de operação, pelo sistema de comuni-
cação e pelo arcabouço de softwares envolvidos e é uma evolução da infraestrutura concebida
para um dirigível robótico (Ramos, 2002) anteriormente desenvolvido também pela equipe do
DRVC. Atualmente a plataforma possui uma grande quantidade de sensores entre encoders,
centrais inerciais, sistemas de posicionamento global, câmeras e lasers (Bueno e outros, 2009).
A plataforma dispõe do ambiente de código aberto Robot Operating System (ROS) para as
implementações das camadas mais abstratas de softwares. Esse ambiente favorece a modulari-
zação, o reuso e a reconfiguração dos algoritmos implementados, assim como sua comunicação
e distribuição entre diferentes computadores conectados em rede, atendendo às restrições da
metodologia Component Based Software Engineering (CBSE) (Makarenko e outros, 2007). As
implementações dessas camadas mais abstratas de softwares são distribuídas sobre duas unida-
des computacionais, sendo uma constituída de um processador Intel Core Duo de 2.00 GHz e
um 1 GB de memória ram e a outra de um processador Intel Core i7 de 1.70 GHz e 8 GB de
memória ram.
3.1.1 Ambiente ROS
O ambiente ROS é um programa de código aberto concebido para auxilar os processos de
desenvolvimento e implementação de softwares voltados para aplicações robóticas. De acordo
com seus desenvolvedores o ambiente ROS pode ser especificado como um sistema ou uma
estrutura de trabalho e desenvolvimento formada por um arcabouço de softwares que fornece,
por exemplo, abstração de hardware, controle de dispositivos de baixo nível, implementações de
funcionalidades comumente usadas, passagem de mensagens entre processos e gerenciamento
de pacotes, dentre outros (ROS, 2014).
Os elementos fundamentais do ambiente ROS são os nós, as mensagens, os tópicos e os
serviços. Os nós são as unidades de cálculo do ambiente ROS. São neles que as diversas funcio-
nalidades de um sistema robótico são codificadas, sendo elas organizadas, geralmente, em uma
estrutura modular multinodal. A comunicação entre nós é realizada por meio de mensagens, que
são passadas de um nó para outro. As mensagens correspondem a tipos definidos pelo usuário
que suportam os tipos primitivos bem como as arrays desses tipos. As mensagens podem ser
compostas por outras mensagens e, assim como para os tipos primitivos, de arrays dessas ou-
tras mensagens. O envio e o recebimento das mensagens não são feitos por uma comunicação
direta entre os nós, mas sim por uma comunicação indireta, na qual os nós se comunicam por
meio dos tópicos. Um nó publica sua mensagem em um tópico e todos os nós, que necessi-
47
tam de uma certa mensagem, subscrevem ao tópico adequado. Muitos nós podem publicar ou
subscrever a um mesmo tópico. Apesar do modelo de publicações e subscrições baseado em
tópicos constituir uma flexível estrutura de comunicação, essa estrutura não se mostra adequada
para transações síncronas. Nesse caso, a comunicação é realizada no ambiente ROS através dos
serviços (Quigley e outros, 2009). Na Figura 3.2 é apresentada uma ilustração dos elementos
fundamentais do ambiente ROS
nó nó
tópico
publicação subscrição
serviço
Figura 3.2: Visualização dos elementos fundamentais do ambiente ROS.
3.1.2 Sensor Laser LIDAR
Os sensores LIDAR usam uma estratégia óptica para a detecção remota de objetos. Essa
estratégia mede a distância entre uma fonte emissora de luz concentrada (sensor laser) e um
objeto por ela interceptado. Uma das abordagens mais comuns para medida da distância entre
o sensor laser e um objeto computa o tempo transcorrido entre uma emissão, pelo sensor laser,
de um feixe de luz concentrada e a detecção, pelo mesmo equipamento, das componentes de
tal feixe que foram refletidas durante a sua interação com a superfície do objeto interceptado
(Carter e outros, 2012). Os objetos localizados dentro do campo de visão desses sensores lasers
são codificados em pontos, representados em um sistema de coordenadas polar, denominados
de ‘nuvem de pontos’, como ilustrado na Figura 3.3.
A plataforma robótica VERO conta com três sensores laser LIDAR. Um deles é do modelo
LMS200 do fabricante Sick e os outros dois são do modelo UTM-30LX do fabricante Hokuyo.
Esses sensores estão destacados na Figura 3.1 da plataforma. O sensor LMS200 possui campo
de ‘visão’ de 180∘ e alcance de 80m e o UTM-30LX possui campo de ‘visão’ de 270∘ e alcance
de 60m.
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Figura 3.3: Sensor laser, objetos interceptados e sistema de coordenadas polar
3.2 Modelo Cinemático do Triciclo
Um modelo comumente utilizado para representar as movimentações de plataformas de
quatro rodas em configuração Ackermann quando em baixas velocidades é o modelo cinemático
de três rodas, ou modelo cinemático do triciclo1. Nesse modelo, as rodas dianteiras são colap-
sadas em uma única roda localizada na posição central do eixo dianteiro e as rodas traseiras
são mantidas em suas posições originais como ilustrado na Figura 3.4, na qual a tripla (𝑥,𝑦,𝜃)
representa a postura da plataforma no sistema de coordenadas inercial 𝑥0𝑦, a variável 𝑟, o raio
de curvatura instantâneo, a variável 𝜑, o ângulo de esterçamento, a variável 𝑙, a distância longi-
tudinal entre eixos e a variável 𝑣, a velocidade inercial do ponto localizado na região central do
eixo traseiro que é também a origem do sistema de coordenadas local 𝑥𝑐0𝑦𝑐. Pela hipótese de
não deslizamento e não escorregamento das rodas do modelo cinemático do triciclo, a restrição
não holonômica
−?˙?sen𝜃 + ?˙?cos𝜃 = 0 (3.1)
emerge. Dessa forma, para que as componentes de velocidade inercial da plataforma no sistema
de coordenadas inercial 𝑥0𝑦 sejam válidas, as suas expressões
?˙? = ‖𝑣‖cos𝜃 e ?˙? = ‖𝑣‖sen𝜃 (3.2)
1Devido as hipóteses consideradas na modelagem, o modelo cinemático de três rodas (triciclo) é idêntico ao
modelo cinemático de duas rodas (Berry, 2012). A escolha, neste trabalho, do primeiro modelo para representa-
ção da plataforma se deve apenas às suas maiores semelhanças com as plataforma de quatro rodas em configura
Ackermann.
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Figura 3.4: Modelo do triciclo.
precisam atender a essa restrição. Tal condição de atendimento se verifica visto que a restrição
não holonômica em questão é atendida para ?˙? = cos𝜃 e para ?˙? = sen𝜃 ou para qualquer
outra quantidade resultante da multiplicação desses relações trigonométricas por um mesmo
escalar (LaValle, 2006). Já a velocidade angular 𝜃 apesar de não precisar atender a restrição não
holonômica do modelo cinemático do triciclo apresenta uma origem pouco obvia advinda das
relações
𝑟 =
‖𝑣‖
𝜃
e 𝑟 =
𝑙
tan𝜑
(3.3)
que ao serem combinadas resultam na seguinte expressão
𝜃 =
‖𝑣‖tan𝜑
𝑙
(3.4)
para a velocidade angular 𝜃.
Organizando as variáveis de velocidade linear e angular e suas respectivas expressões em
uma estrutura vetorial, o sistema de equações diferencias⎡⎢⎣ ?˙??˙?
𝜃
⎤⎥⎦ =
⎡⎢⎣ ‖𝑣‖cos𝜃‖𝑣‖sen𝜃
‖𝑣‖tan𝜑
𝑙
⎤⎥⎦ (3.5)
do modelo cinemático do triciclo pode ser obtido. Nesse sistema, as variáveis de controle ou
de atuação são a intensidade da velocidade inercial ‖𝑣‖ e o ângulo de esterçamento 𝜑. Esse
sistema, no entanto, da maneira como apresentado pela expressão (3.5), é descontínuo em ambas
as variáveis de controle uma vez que elas respondem instantaneamente a qualquer variação
de seus valores. Por exemplo, se de um instante de tempo qualquer 𝑡 para outro ligeiramente
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diferente 𝑡 + 𝛿𝑡 for requerido que a intensidade da velocidade inercial ‖𝑣‖ seja aumentada ou
diminuída demasiadamente, o sistema de equações diferenciais, da forma como está, atenderá
tal requerimento sem nenhuma dinâmica, aumentando ou diminuindo a intensidade em questão
instantaneamente, mesmo que tal comportamento não reflita em nada um possível cenário real.
Essa questão não é tão problemática para a intensidade da velocidade inercial ‖𝑣‖, que
pode ser considera constante para muitas situações, mas o é para o esterçamento 𝜑, sujeito a
frequentes variações de seus valores. Uma das maneiras de contorná-la é por meio da adição
de um integrador posteriormente à variável de interesse, no caso de esterçamento 𝜑, de modo
a transferir a atuação para a sua correspondente derivada ?˙?, a qual se torna a nova variável
de controle de esterçamento (LaValle, 2006). Dessa forma, estando acessível para o controle
ou atuação apenas a deriva do esterçamento ?˙? e estando ela limitada por valores de máximo e
de mínimo, o esterçamento 𝜑 apresentará uma dinâmica de primeira ordem condicionada a tal
deriva que se aproxima melhor de um possível cenário real. Considerando a adição do integrador
em questão posteriormente à variável de esterçamento 𝜑 o sistema de equações diferenciais em
questão assumi a nova configuração⎡⎢⎢⎢⎢⎣
?˙?
?˙?
𝜃
?˙?
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
‖𝑣‖cos𝜃
‖𝑣‖sen𝜃
‖𝑣‖tan𝜑
𝑙
?˙?
⎤⎥⎥⎥⎥⎦ , (3.6)
sendo esse novo sistema, o sistema de equações diferencias do modelo do triciclo considerado
para a simulações realizadas neste trabalho. O processo de se adicionar um integrador na frente
de uma variável de interesse para dotá-la de alguma dinâmica pode ser repetido outra vezes e
de maneira sucessiva (LaValle, 2006).
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4 SISTEMA DE NAVEGAÇÃO AUTÔNOMA (SNA)
Neste capítulo, o algoritmo do Sistema de Navegação Autônoma (SNA) aqui desenvol-
vido é detalhado. A Seção 4.1 é dedicada ao Sistema de Obtenção de Caminhos (SOC), que é
responsável pela geração de caminhos de referência, e a Seção 4.2 é dedicada ao Sistema de
Controle de Guiamento (SCG), que é responsável pelo guiamento da plataforma alvo a partir
dos caminhos de referência gerados. Uma ilustração panorâmica dos principais elementos do
SNA em formato de fluxograma é apresentada na Figura 4.1.
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Figura 4.1: Fluxograma esquemático do SNA e de seus sistemas.
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4.1 Sistema de Obtenção de Caminhos (SOC)
O processo de geração de caminhos de referência, localizados na região central dos corre-
dores de cultivares e utilizados pelo SCG para o guiamento da plataforma, é iniciado pela per-
cepção dos arredores da plataforma a partir de um sensor laser LIDAR. As ‘nuvens de pontos’
disponibilizadas por esse sensor, devido às irregularidades inerentes aos ambientes de plantio de
pomares, contêm tanto elementos dos corredores de translado quanto elementos de outros cor-
redores, como mostrado na Figura 4.2. Os elementos desses outros corredores são outliers, que,
nuvem de pontos
corredor de translado
outro corredor
Figura 4.2: ‘Nuvem de pontos’ disponibilizada pelo sensor laser LIDAR e corredores.
por sua vez, contaminam as ‘nuvens de pontos’ em questão. Apesar do método de estimação
utilizado nos ajustes necessários ser robusto à tais elementos, o não tratamento prévio desses
outliers em particular seria imprudente, uma vez que eles podem ser facilmente eliminados.
Para tal, uma região de interesse de geometria retangular é definida, a qual é responsável por
selecionar os elementos das ‘nuvens de pontos’ que estão dispostos dentro de suas fronteiras. A
largura 𝑤 e o comprimento 𝑙 da região de interesse devem ser ajustados de uma maneira tal que
ela sobreponha-se somente sobre os elementos das ‘nuvens de pontos’ relativos aos corredores
de translado, como ilustrado na Figura 4.3. Dessa forma, o método de estimação não precisará
lidar desnecessariamente com outliers de outras origens que não das naturais dos corredores de
translado.
Após selecionados apenas os elementos das ‘nuvens de pontos’ dos corredores de trans-
lado, o processo de ajuste de retas suporte às paredes de tais corredores pode ser iniciado. Para
isso, os elementos selecionados são reagrupados em dois conjuntos, um contendo os elementos
localizados à esquerda e, o outro, contendo os elementos localizadas à direita da plataforma.
Esse reagrupamento é realizado pela verificação do valor da coordenada y de cada elemento,
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𝑙
𝑤
Figura 4.3: ‘Nuvem de pontos’ e janela de interesse.
sendo os elementos que apresentam valores positivos dessa coordenada, atribuídos ao conjunto
de elementos à esquerda, e os de valores negativos, atribuídos ao conjunto de elementos à direita
da plataforma. Cada um desses dois conjuntos de elementos é utilizado pelo método RANSAC
enviesado para o ajuste de retas suporte às paredes dos corredores de translado, sendo o modelo
considerado por esse método dado pela expressão
𝑚𝑥 + 𝑛𝑦 + 𝑜 = 0, (4.1)
onde 𝑚, 𝑛 e 𝑜 são os parâmetros do modelo de reta. A Figura 4.4 ilustra, para um corredor de
corredor de translado
retas suporte
Figura 4.4: Elementos da ‘nuvem de pontos’ do corredor de translado e retas suportes associa-
das.
translado, os elementos selecionados pela região de interesse de uma ‘nuvem de pontos’ e um
par de retas suporte ajustadas a partir desses elementos reagrupados à esquerda e à direita da
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plataforma. A reta bissetriz associada a um par de retas suporte é calculada pela expressão
|𝑚𝑙𝑥 + 𝑛𝑙𝑦 + 𝑜𝑙|√︀
(𝑚2𝑙 + 𝑛
2
𝑙 )
=
|𝑚𝑟𝑥 + 𝑛𝑟𝑦 + 𝑚𝑟|√︀
(𝑚2𝑟 + 𝑛
2
𝑟)
, (4.2)
em que 𝑚𝑙𝑥 + 𝑛𝑙𝑦 + 𝑜𝑙 = 0 representa a equação da reta suporte relativa à parede à esquerda e
𝑚𝑟𝑥 + 𝑛𝑟𝑦 + 𝑜𝑟 = 0 representa à relativa a parede à direita da plataforma. A todo par de retas
que se interceptam, associam-se duas retas bissetrizes, o que é evidenciado pela função mó-
dulo presente na expressão (4.2). Das duas soluções fornecidas pela expressão (4.2), a solução
procurada é aquela cuja reta bissetriz apresenta o menor coeficiente angular, como ilustrado na
Figura 4.5.
𝑥
𝑐
𝑦 𝑐
reta bissetriz de menor coeficiente angular
Figura 4.5: Retas que se interceptam e a formação das duas retas bissetrizes.
Durante o deslocamento da plataforma por um corredor de cultivares, ‘nuvens de pon-
tos’ são sucessivamente obtidas, e a respectiva reta bissetriz é calculada. As retas bissetrizes,
sequencialmente obtidas, apresentam um comportamento estocástico que desfavorece seu uso
como referência pela estratégia de controle do SCG, de modo que se faz necessário a considera-
ção de alguma técnica de filtragem. Das técnicas existentes, optou-se por se utilizar o Filtro de
Kalman devido às suas características de estimador ótimo para o cenário gaussiano com rela-
ção ao erro quadrático médio e de estimador ótimo linear para os outros cenários (Bar-Shalom
e outros, 2004). Para a filtragem da reta bissetriz, sua representação no formato
𝑦 = 𝛼𝑥 + 𝛽, (4.3)
em que 𝛼 é o coeficiente angular e 𝛽 é o coeficiente linear, é mais apropriado do que a represen-
tação utilizada no método RANSAC enviesado, porque, no primeiro formato, a representação de
uma reta é biunívoca, enquanto que no segundo, não o é. Para a representação da reta bissetriz
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a partir da expressão (4.3), os seguintes modelo de estados
𝑞(𝑘 + 1) =
[︃
𝑎11 0
0 𝑎22
]︃
𝑞(𝑘) +𝑤(𝑘)
e modelo de medidas
𝑧(𝑘) =
[︃
1 0
0 1
]︃
𝑞(𝑘) + 𝑣(𝑘)
são utilizados para o processo de filtragem a partir Filtro de Kalman, em que os elementos do
estado 𝑞(𝑘) = [𝛼,𝑏]ᵀ são os coeficientes angular e linear da reta bissetriz filtrada, os elementos
da medida 𝑧(𝑘) = [𝛼,𝑏]ᵀ são os coeficientes angular e linear da reta bissetriz calculada a partir
do par de retas suporte e 𝑤 e 𝑣 são os vetores de processo ruído branco de distribuição gaus-
siana com média nula e matrizes de covariância, respectivamente, Q, que codifica as incertezas
associadas ao modelo, e R, que codifica as incertezas associadas às medidas. Os valores dos
elementos 𝑎11 e 𝑎22 da matriz A do modelo de estados pertencem ao intervalo (0,1) dos reais
positivos e a suas especificações são empíricas.
Os elementos do estado 𝑞(𝑘 + 1) constituem a reta bissetriz filtrada, que nada mais é
que o caminho de referência gerado pelo SOC e que é utilizado pelo SCG para o guiamento da
plataforma, como mostrado da Figura 4.6.
caminho de referência
(azul)
retas bissetrizes
(cinza)
retas suporte
Figura 4.6: Elementos da ‘nuvem de pontos’ relativos a um corredor de translado, retas suporte
ajustadas, retas bissetrizes calculadas e caminho de referência gerado (reta bissetriz filtrada).
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4.2 Sistema de Controle de Guiamento (SCG)
A estratégia de controle utilizada pelo SCG para guiamento da plataforma, descrita deta-
lhadamente na Seção 2.5, é baseada em um controlador proporcional e integral (PI) que utiliza,
para o cálculo do sinal de controle, um erro resultante constituído pelo erro lateral com relação
a um caminho a ser seguido e um erro estimado da evolução desse erro lateral. A representação
compacta da lei de controle resultante é
𝑢(𝑡) = 𝐾𝑃 𝛿 + 𝐾𝐼
∫︁
𝛿𝑑𝑡 + 𝐾𝑉 𝑣⊥, (4.4)
em que 𝛿 é o erro lateral, 𝑣⊥ é a velocidade perpendicular da plataforma com relação ao caminho
a ser seguido e, 𝐾𝑃 , 𝐾𝐼 , 𝐾𝑉 são os ganhos da lei controle.
Durante a execução do SNA, caminhos de referência são sucessivamente gerados pelo
SOC e fornecidos, em seguida, para o SCG responsável pelo guiamento da plataforma. A cada
novo caminho de referência fornecido, os valores das variáveis de erro lateral 𝛿 e de velocidade
perpendicular 𝑣⊥ precisam ser recalculados, juntamente com o valor do sinal de controle 𝑢(𝑡).
A Figura 4.7 ilustra, para um instante qualquer, a plataforma se deslocando por entre um cor-
𝛿
𝑣
x
y
𝑣⊥
𝛿
𝑣
x
y
𝑣⊥
Figura 4.7: Plataforma se deslocando por entre um corredor de cultivares para um instante qual-
quer e variáveis de erro lateral 𝛿 e velocidade perpendicular 𝑣⊥, continuamente recalculadas.
redor de cultivares e evidencia as variáveis de erro lateral 𝛿 e de velocidade perpendicular 𝑣⊥,
continuamente recalculadas. O recálculo dessas variáveis é realizado a partir da definição de
dois vetores auxiliares, sendo um, um vetor especificado pela origem do sistema de referência
fixado na plataforma e um ponto qualquer sobre o caminho de referência, representado por 𝑝, e
o outro, um vetor unitário especificado por dois pontos sobre o caminho de referência, represen-
tado por ?ˆ?. A partir desses dois vetores, o vetor do erro lateral 𝛿 pode ser obtido pelo produto
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vetorial
𝛿 = ?ˆ? × 𝑝.
Esse vetor de erro lateral 𝛿 é sempre um vetor de componente única na direção perpendicular ao
plano formado pelos vetores auxiliares, isto é, ao plano formado pelo sistema de coordenadas
móvel fixado na plataforma. Assim, tal vetor sempre possuirá a seguinte configuração 𝛿 =
(0,0,𝛿), na qual 𝛿 é o valor do erro lateral. Note que ‖?ˆ? × 𝑝‖ = ‖?ˆ?‖‖𝑝‖sen(𝜃) = ‖𝑝‖sen(𝜃),
em que 𝜃 é o ângulo formado entre esses vetores, corresponde ao valor em módulo do erro
lateral 𝛿. As relações geométricas do produto vetorial entre os vetores 𝑝 e ?ˆ? e o erro lateral 𝛿
são evidenciadas na Figura 4.8. De maneira análoga, o vetor da velocidade perpendicular 𝑣⊥
x
y
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𝑝
𝜃 ‖𝑝‖sen(𝜃)
vetor unitário especificado por dois
pontos sobre o caminho de referência
vetor especificado pela origem
do sistema de referência fixado
à plataforma e um ponto qualquer
sobre o caminho de referência
|𝛿|
Figura 4.8: Relações geométricas do produto vetorial entre os vetores 𝑢 e ?ˆ? e o erro lateral 𝛿.
pode ser obtido pelo produto vetorial
𝑣⊥ = 𝑣 × ?ˆ?,
entre o vetor da velocidade inercial 𝑣 da plataforma e o vetor unitário ?ˆ?. Pelos mesmo motivos
comentados no caso do vetor de erro lateral 𝛿, o vetor de velocidade perpendicular 𝑣⊥ apresen-
tará sempre a configuração 𝑣⊥ = (0,0,𝑣⊥), na qual 𝑣⊥ é o valor da velocidade perpendicular.
Novamente, note que ‖𝑣×?ˆ?‖ = ‖𝑣‖‖?ˆ?‖sen(𝜔) = ‖𝑣‖sen(𝜔), onde 𝜔 é o angulo formado entre
os vetores, corresponde ao valor em módulo da velocidade perpendicular 𝑣⊥, como destacado
na Figura 4.9. Calculados os valores das variáveis de erro lateral 𝛿 e de velocidade perpendicular
𝑣⊥, o valor do sinal de controle 𝑢(𝑡) é computado pela versão simplifica
𝑢(𝑡) = 𝐾𝑃 𝛿 + 𝐾𝐼𝛿∆𝑡 + 𝐾𝑉 𝑣⊥
da expressão (4.4), em que ∆𝑡 é o período de atuação do controle do SCG. O sinal de controle
𝑢(𝑡) é enviado para os atuadores das rodas dianteiras, sendo lá interpretado como um ângulo de
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Figura 4.9: Relações geométricas do produto vetorial entre os vetores 𝑣 e ?ˆ? e a velocidade
perpendicular 𝑣⊥.
esterçamento a ser alcançado.
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5 RESULTADOS
Este capítulo apresenta resultados referentes aos subsistemas SOC e SCG constituintes
do sistema SNA aqui desenvolvido. Apresenta também o atual estado de implementação de
tal sistema no veículo robótico VERO. Os resultados referentes ao SOC são apresentados na
Seção 5.1 e os resultados referentes ao SCG são apresentados na Seção 5.2. Alguns aspectos
das implementações realizadas sobre a plataforma alvo são apresentados na Seção 5.3. Como
os resultados da primeira seção são baseados em dados reais, uma descrição deles é realizada a
seguir.
Dados Reais
Os dados reais utilizados para a validação do SOC foram amostrados por um sensor laser
LIDAR do modelo UTM-30LX/Hokuyo em um experimento realizado no Centro Experimen-
tal Central (CEC) - antiga fazendo Santa Elisa - do Instituto Agronômico de Campinas (IAC).
Nesse experimento, ‘nuvens de pontos’ de um cafezal foram coletadas a partir da passagem do
sensor laser pelos corredores de cultivares da plantação, que se deu pelo acoplamento do equi-
pamento em um trator manualmente conduzido. O período médio de amostragem das ‘nuvens
de pontos’ foi de 0.025 segundos e em cada amostra se teve uma média de 1019.224 pontos
com desvio padrão de 45.332. Quatro das ‘nuvens de pontos’ coletadas no experimento são
mostradas na Figura 5.1.
5.1 Resultados Referentes ao SOC
Os resultados referentes ao SOC estão organizados em duas partes. A primeira parte,
Seção 5.1.1, apresenta resultados de desempenho do SOC utilizando ora o método RANSAC,
ora o método RANSAC enviesado e ora o método dos Quadrados Mínimos1 para os ajustes de
retas suporte às paredes dos corredores de cultivares. A segunda parte, Seção 5.1.2, apresenta
resultados de desempenho do SOC em sua configuração final utilizando dentre os métodos
avaliados, o de melhor desempenho e estando sintonizadas as matrizes do filtro de Kalman2.
Nessa seção, também são apresentados alguns caminhos de referência disponibilizados pelo
SOC em tal configuração.
1Apesar de não discutido diretamente neste documento, o método dos Quadrados Mínimos é mencionado
diversas vezes ao longo do capítulo 2, sendo sua introdução realizada no início da seção 2.3.
2As diferentes configurações avaliadas do SOC mantêm inalteradas a estrutura básica de tal sistema, apresen-
tada na seção 4.1.
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Figura 5.1: ‘Nuvens de pontos’ coletadas por um sensor laser LIDAR em um experimento rea-
lizado no CEC.
5.1.1 Resultados de Desempenho
O desempenho do SOC nas diferentes configurações experimentadas de métodos de ajuste
é quantificado a partir de duas métricas. Uma métrica, de esforço computacional, é codificada
pelo tempo médio de execução dos métodos avaliados. A outra métrica, de qualidade dos ca-
minhos de referência, é codificada pelos valores de média e de desvio padrão do coeficiente
angular desses caminhos3. A escolha do coeficiente angular e não de outra quantidade para
métrica da qualidade dos caminhos de referência decorre das características dos ambientes de
plantio de pomares, que apresentam localmente corredores de cultivares satisfatoriamente re-
presentados por caminhos de referência de retas de mesmo coeficiente angular e com valores,
devido aos sistemas de coordenadas utilizados, nas proximidades de zero4.
Para as diferentes configurações do SOC, as matrizes A do modelo de estados, Q da
covariância das incertezas do modelo e R da covariância das incertezas das medidas do filtro de
Kalman foram consideradas iguais a matriz identidade I2×2. Procurou-se dessa forma minimizar
os efeitos da filtragem e, por sua vez, preservar nos caminhos de referência os comportamentos
característicos dos métodos avaliados, decorrentes dos ajustes de retas suporte às paredes dos
3Que são disponibilizados pelo SOC quando utilizando alguns dos métodos avaliados para os ajustes de retas
suporte às paredes dos corredores de cultivares.
4Desse modo, quão melhores forem as estimações das retas suportes pelos métodos considerados, mais próxi-
mos de zero estarão os coeficientes angulares das retas bissetrizes filtradas.
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corredores de cultivares. As dimensões utilizadas para a região de interesse foram de 5 m tanto
para sua largura 𝑤 quanto para o seu comprimento 𝑙, estando a região deslocada de um metro
para trás com relação ao sistema de coordenadas fixado na plataforma de modo a permitir que
elementos já ultrapassados, mas que possivelmente representativos dos corredores de cultivares,
ainda fossem considerados pelo SOC no processo de ajuste em questão. Uma mil e quinhentas
‘nuvens de pontos’ dos dados reais foram utilizadas sucessivamente na alimentação do SOC em
suas diferentes configurações para geração dos caminhos de referência.
Método RANSAC
O método RANSAC possui dois parâmetros que precisam ser sintonizados, os quais
são o limiar de distância 𝜆 e o número máximo de iterações 𝜁 . A sintonização desses
parâmetros foi realizada empiricamente, sendo os conjuntos de valores 𝜆 = 0.10 m e
𝜁 = 150; 𝜆 = 0.30 m e 𝜁 = 150; e 𝜆 = 0.50 m e 𝜁 = 150 selecionados para as
avaliações de desempenho que se seguem. Os resultados de desempenho do SOC com o
método RANSAC nas diferentes sintonizações avaliadas estão organizados na Tabela 5.1,
na qual os tempos médios de execução estão listados na segunda coluna e os valores de
média e de desvio padrão estão listados, respectivamente, na terceira e na quarta coluna.
Tabela 5.1: Informações consolidadas de desempenho do SOC com o método RANSAC para
diferentes valores de limiar de distância 𝜆 e para um número máximo de iterações 𝜁 igual a 150.
limiares de
distância 𝜆
tempo médio de
execuçãoa
valor médio do coef.
angular dos caminhos
de referência
desvio padrão do coef.
angular dos caminhos
de referência
0.10 m 0.00374 s −0.0571 0.19590
0.30 m 0.00405 s −0.0384 0.14416
0.50 m 0.00400 s −0.0197 0.09892
aVale apena lembrar que o tempo de execução médio disponibilizado é com relação ao estimador avaliado e
não com relação à totalidade de processos do SOC.
Verifica-se, a partir dos dados presentes na Tabela 5.1, que o tempo médio de execução
do método avaliado é pouco influenciado pelo limiar de distância 𝜆, mas que o são os valores
de média e de desvio padrão do coeficiente angular dos caminhos de referência. Esses valores
diminuem em módulo com o aumento dos valores desse limiar, indicando, por conseguinte,
uma melhora na qualidade de tais caminhos com tal aumento. Dessa forma, o SOC obteve seu
melhor desempenho com o método RANSAC nas sintonizações de 0.50 m para o limiar de
distância 𝜆 e de 150 para o número máximo de iterações 𝜁 , o que é evidenciado na Figura 5.2
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de evolução do coeficiente angular dos caminhos de referência disponibilizados pelo SOC com
o método RANSAC nas diferentes sintonizações experimentadas.
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Evolução do coeficiente angular dos caminhos de referência para diferentes
valores do limiar de distância 𝜆 e para um número máximo de iterações 𝜁 igual a 150
𝜆 = 0.10 m
𝜆 = 0.30 m
𝜆 = 0.50 m
Figura 5.2: Evolução do coeficiente angular dos caminhos de referência disponibilizados pelo
SOC para as diferentes sintonizações avaliadas do método RANSAC .
Método RANSAC Enviesado
Diferentemente do método RANSAC que apenas necessita da sintonização dos parâme-
tros do limiar de distância 𝜆 e do número máximo de iterações 𝜁 , a sua versão enviesada neces-
sita também da sintonização dos parâmetros 𝑎, 𝑏 e 𝑐 da função do fator de enviesamento
Υ(𝑡) = 1.0 + 𝑎 exp
(︁
−
(︁𝑡− 𝑏
𝑐
)︁2)︁
.
Para a sintonização dos parâmetros dessa função, vários conjuntos de valores foram experimen-
tados juntamente com as avaliações de qualidade dos caminhos de referência. As avaliações
foram baseadas nas influências das diferentes configurações experimentadas de tal função nos
valores de média e de desvio padrão do coeficiente angular dos caminhos de referência, sendo
que, das configurações experimentadas, a configuração
Υl(𝑡) = 1.0 + 1.0 exp
(︁
−
(︁𝑡 + 0.030
0.080
)︁2)︁
,
utilizada pelo método enviesado para os ajustes de retas suporte à esquerda da plataforma, e a
configuração
Υr(𝑡) = 1.0 + 1.0 exp
(︁
−
(︁𝑡− 0.030
0.080
)︁2)︁
,
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utilizada pelo mesmo método para os ajustes de retas suporte à direta da plataforma, foram as
que garantiram as maiores reduções em módulo dos valores de média e de desvio padrão em
questão5. Ambas as funções são apresentadas na Figura 5.3, a partir da qual é fácil verificar
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Figura 5.3: Funções do fator de enviesamento Υl(𝑡) e Υr(𝑡).
que para os ajustes de retas suporte à esquerda da plataforma, os valores de desempenho dos
CC’s provenientes de modelos aleatórios de coeficientes angulares pertencentes ao intervalo
[−0.20,0.17] ou ao intervalo em graus [−11.30,9.64] são reescalados por um valor dentro do
intervalo [1,2]. De maneira análoga, isso se repete para os ajustes de retas suporte à direita da
plataforma, sendo apenas um pouco diferente o intervalo dos coeficientes angulares dos mode-
los aleatórios, que agora é de [−0.17,0.20] ou em graus de [−9.64,11.30]. É por meio dessas
duas funções e das mesmas sintonizações testadas anteriormente que resultados de desempenho
do SOC com o método RANSAC enviesado foram obtidos, os quais estão disponibilizados na
Tabela 5.2.
5Os valores da variável 𝑡 são provenientes dos valores de coeficiente angular dos modelos aleatórios.
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Tabela 5.2: Informações consolidadas de desempenho do SOC com o método RANSAC envie-
sado para diferentes valores de limiar de distância 𝜆 e para um número máximo de iterações 𝜁
igual a 150.
limiares de
distância 𝜆
tempo médio de
execuçãoa
valor médio do coef.
angular dos caminhos
de referência
desvio padrão do coef.
angular dos caminhos
de referência
0.10 m 0.00363 s −0.0136 0.08291
0.30 m 0.00401 s 0.00571 0.05401
0.50 m 0.00405 s 0.00159 0.06824
aVale apena lembrar que o tempo de execução médio disponibilizado é com relação ao estimador avaliado e
não com relação à totalidade de processos do SOC.
De acordo com os dados listados na Tabela 5.2, o comportamento do método RANSAC
enviesado se assemelha ao do método RANSAC, de maneira que seu tempo de execução mé-
dio é pouco influenciado pelo limiar de distância 𝜆, mas que o são os valores de média e de
desvio padrão do coeficiente angular dos caminhos de referência. No entanto, diferentemente
do método na versão original, o método RANSAC enviesado assegura para algumas das sinto-
nizações avaliadas valores de média e de desvio padrão ao menos de uma ordem de grandeza
menores. Além do mais, a relação inversa existente entre o limiar de distância 𝜆 e os valores
de média e de desvio padrão, verificada nos resultados de desempenho do SOC com o método
RANSAC não se verifica nos resultados de desempenho desse sistema com o método RANSAC
enviesado. Desse modo, os caminhos de referência de melhor qualidade foram conseguidos na
sintonização de 0.30 m para o limiar de distância 𝜆 e de 150 para o número máximo de iterações
𝜁 . A evolução dos coeficientes angulares dos caminhos de referência disponibilizados pelo SOC
para as diferentes sintonizações experimentadas do método RANSAC enviesado é mostrada na
Figura 5.4, cujo comportamento das curvas corroboram os valores de média e de desvio padrão
da Tabela 5.2.
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Evolução do coeficiente angular dos caminhos de referência para diferentes
valores do limiar de distância 𝜆 e para um número máximo de iterações 𝜁 igual a 150
𝜆 = 0.10 m
𝜆 = 0.30 m
𝜆 = 0.50 m
Figura 5.4: Evolução do coeficiente angular dos caminhos de referência disponibilizados pelo
SOC para as diferentes sintonizações avaliadas do método RANSAC enviesado.
Método dos Quadrados Mínimos
Uma das vantagens do método dos Quadrados Mínimos com relação ao método
RANSAC e a sua variante enviesada consiste na ausência de parâmetros que necessi-
tam ser sintonizados, sendo imediata, dessa forma, a obtenção dos caminhos de refe-
rência disponibilizados pelo SOC com esse método. Os resultados de desempenho de
tal sistema com o método dos Quadrados Mínimos estão apresentados na Tabela 5.3.
Tabela 5.3: Informações consolidadas de desempenho do SOC com o método dos Quadrados
Mínimos.
tempo médio de
execuçãoa
valor médio do coef.
angular da reta
bissetriz filtrada
desvio padrão do
coef. angular da reta
bissetriz filtrada
0.00157 s −0.01032 0.07189
aVale apena lembrar que o tempo de execução médio disponibilizado é com relação ao estimador avaliado e
não com relação à totalidade de processos do SOC.
Nela verifica-se que o tempo de execução médio do método dos Quadrados Mínimos é
o menor dentre os tempos dos métodos avaliados, o que é um resultado esperado já que, em
termos de implementação, o método dos Quadrados Mínimos é mais simples e direto do que os
outros dois métodos. Já, com relação a qualidade dos caminhos de referência, o desempenho do
SOC com o método dos Quadrados Mínimos foi melhor do que o desempenho com o método
RANSAC e foi pior do que o desempenho com o método do RANSAC enviesado. A evolução
do coeficiente angular dos caminhos de referência disponibilizados pelo SOC com o método
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dos Quadrados Mínimos é mostrada na Figura 5.5.
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Figura 5.5: Evolução do coeficiente angular dos caminhos de referência disponibilizados pelo
SOC com o método dos Quadrados Mínimos.
5.1.1.1 Escolha do Método de Ajuste do SOC
Para facilitar as discussões que se seguem, os resultados de desempenho do SOC para
os diferentes métodos avaliados e em suas melhores sintonizações estão organizados na Tabela
5.4.
Tabela 5.4: Informações consolidadas de desempenho do SOC quando utilizando o método
RANSAC ou sua variante enviesada nas melhores sintonizações ou o método dos Quadrados
Mínimos.
métodos e
sintonização
tempo médio
de execuçãoa
valor médio do coef.
angular dos
caminhos de
referência
desvio padrão do
coef. angular dos
caminhos de
referência
método RANSAC para
𝜆 = 0.50 m e 𝜁 = 150
0.00400 s −0.0197 0.09892
método RANSAC
enviesado para 𝜆 = 0.30 m
e 𝜁 = 150
0.00401 s 0.00571 0.05401
método dos Quadrados
Mínimos
0.00157 s −0.01032 0.07189
aVale apena lembrar que o tempo de execução médio disponibilizado é com relação ao estimador avaliado e
não com relação à totalidade de processos do SOC.
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Se consideramos apenas o custo computacional, os dados apresentados na Tabela 5.4 mos-
tram alguma vantagem do método dos Quadrados Mínimos sobre o seus concorrentes, já que
levou um tempo médio de 0.00157 segundos para realizar um ajuste de uma reta suporte quando
executado a partir de um computador regular com processador Intel Core i5 de 1.90 GHz e 4
GB de memória ram. No entanto, esse desempenho somente não é suficiente para justificar
sua escolha como método de ajuste constituinte do SOC, uma vez que os outros dois métodos
também apresentaram tempos médios de execução suficientemente rápidos e que atendem os
requisitos temporais dos sistemas embarcados no veículo robótico VERO que conta com mais
recursos de hardware do que o computador aqui utilizado. Convertendo esses tempos médios
para frequências médias, o método RANSAC, por exemplo, apresenta uma frequência média
de execução de 250 Hz, a qual é altíssima quando se comparada com a frequência de outros
sistemas embarcados na plataforma como a do GPS, que alcança valores de amostragem en-
tre 3 e 6 Hz, ou a do controle, que alcança valores de atuação entre 10 e 20 Hz. Também é
importante ponderar que as implementações do método RANSAC e do método RANSAC envi-
esado utilizadas foram realizadas pelo autor a partir de alguns códigos herdados, enquanto que
a implementação do método dos Quadrados Mínimos utilizada foi realizada pelo grupo GNU
Scientific Library (GSL) (Galassi e outros, 2009), a qual certamente explora os recursos com-
putacionais necessários de maneira mais eficiente que as outras duas implementações. Além do
mais, ainda existe toda problemática proveniente da contaminação dos dados por outliers para
a qual o método dos Quadrados Mínimos, como um estimador clássico, não é robusto, podendo
para alguns casos realizar estimações realísticas do fenômeno de interesse, mas para outros não.
Já em termos de qualidade dos caminhos de referência, o método RANSAC enviesado
se mostrou superior aos outros dois métodos. Os valores de média e de desvio padrão do co-
eficiente angular dos caminhos de referência disponibilizados pelo SOC com o método envi-
esado foram os menores, sendo em específico o valor de média ao menos de uma ordem de
grandeza menor. Como os caminhos de referência disponibilizados pelo SOC com o método
RANSAC enviesado foram os de melhor qualidade e sendo o custo computacional dos três mé-
todos avaliados aceitáveis6, o método que se mostra mais adequado para compor o SOC em sua
configuração final é o método RANSAC enviesado.
Para finalizar, alguns comentários com relação aos métodos dos Quadrados Mínimos e do
RANSAC são feitos, uma vez que chama a atenção o melhor desempenho daquele método com
relação a este na métrica de qualidade dos caminhos de referência. As justificativas propostas
para esse resultado, a principio inesperado, são duas. A primeira se relaciona com o modelo
de trabalho de reta que, por ser simples, não sendo só mais simples do que o modelo de um
ponto, propiciaria a seleção de conjuntos de dados minimamente alinhados, mesmo que não
representativos do fenômeno de interesse, à condição de subconjunto de inliers que seriam,
dessa forma, utilizados pelo método RANSAC no ajuste de algumas retas suporte. A segunda
6O termo adequado é utilizado com relação as capacidades de processamento e atuação da plataforma robótica
VERO e só faz sentido dentro do contexto SNA aqui desenvolvido.
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se relaciona com a própria natureza das ‘nuvens de pontos’ do conjunto utilizado de dados
reais que apresentariam quantidades de outliers insuficientes para prejudicar sensivelmente as
estimações realizadas pelo método dos Quadrados Mínimos. Apesar de pertinentes, essas jus-
tificativas e principalmente as possíveis discussões levantadas por elas se esvaziam dado que o
método de melhor desempenho não foi nem o método dos Quadrados Mínimos nem o método
RANSAC, mas sim o método RANSAC enviesado.
Escolhido o método a ser utilizado pelo SOC na sua configuração final, aborda-se agora
a questão da sintonização dos parâmetros do filtro de Kalman.
5.1.2 Ajustes Finais do SOC
Seguindo a estratégia até então empreendida, a sintonização dos parâmetros do filtro de
Kalman foi realizada empiricamente. Para os elementos da matriz A do modelo de estados,
convergiu-se para os valores de 0.970 para o elemento 𝑎11 e de 0.970 para o elemento 𝑎22.
Esses valores, além de estarem associados a um sistema estável, se mostraram satisfatórios para
representar os comportamentos dos coeficientes angular e linear dos caminhos de referência.
Desse forma, o modelo de estados utilizado pelo filtro de Kalman no processo de filtragem
assume a seguinte forma
𝑞(𝑘 + 1) =
[︃
0.970 0
0 0.970
]︃
𝑞(𝑘) +𝑤(𝑘).
Já para as matrizes de covariância, convergiu-se para
Q =
[︃
1 0
0 1
]︃
e R =
[︃
150 0
0 150
]︃
,
em que Q é a matriz de covariância das incertezas do modelo e R é a matriz de covariância
das incertezas das medidas. Os resultados de desempenho do SOC em sua configuração final
sem e com os parâmetros do filtro de Kalman sintonizados são apresentados na Tabela 5.5.
Nela verifica-se uma diminuição significativa do valor de desvio padrão do coeficiente angular
dos caminhos de referência como consequência da sintonização dos parâmetros desse filtro. Já
o valor de média do coeficiente angular dos caminhos de referência não sofreu uma notável
redução com tais sintonizações, no entanto, esses valores já são demasiados próximos de zero.
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Tabela 5.5: Informações consolidadas de desempenho do SOC em sua configuração final sem e
com a sintonização do filtro de Kalman
métodos e
sintonização
tempo médio
de execuçãoa
valor médio do coef.
angular dos
caminhos de
referência
desvio padrão do
coef. angular dos
caminhos de
referência
método RANSAC
enviesado para 𝜆 = 0.30
cm e 𝜁 = 150 com filtro de
Kalman não sintonizado
0.00401 s 0.00571 0.05401
método RANSAC
enviesado para 𝜆 = 0.30
cm e 𝜁 = 150 com filtro de
Kalman sintonizado
0.00417 s 0.00551 0.02782
aVale apena lembrar que o tempo de execução médio disponibilizado é com relação ao estimador avaliado e
não com relação à totalidade de processos do SOC.
A título de comparação, a evolução dos coeficientes angulares dos caminhos de referência
disponibilizados pelo SOC em sua configuração final sem e com os parâmetros do filtro de
Kalman sintonizados é apresentada na Figura 5.6. Nessa figura ver-se nitidamente a atuação de
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Evolução do coeficiente angular dos caminhos de referência disponibilizados pelo SOC
em sua configuração final sem e com a sintonização dos parâmetros do filtro de Kalman
SOC sem os parâmetros do filtro de Kalman sintonizados
SOC com os parâmetros do filtro de Kalman sintonizados
Figura 5.6: Evolução do coeficiente angular dos caminhos de referência disponibilizados pelo
SOC quando utilizado o método RANSAC enviesado nas sintonizações de 0.30 cm para o limiar
de distância 𝜆 e de 150 para o número máximo de iterações e sintonizações do filtro de Kalman.
suavização do filtro sobre os caminhos de referência de modo a torná-los menos oscilatórios e,
por sua vez, referências mais apropriadas para a estratégia de controle de guiamento.
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Finalmente, para o SOC em sua configuração final com os parâmetros do filtro de Kalman
sintonizados, são apresentadas na Figura 5.7 imagens que sintetizam os principais elementos do
processo de geração de caminhos de referência a partir dos dados reais. Com um aspecto pa-
norâmico, as imagens destacam em preto, os pontos localizados fora da região de interesse,
em azul, os pontos localizados dentro da região de interesse e em verde, os pontos utilizados
pelo método RANSAC enviesado para o ajuste de retas suporte. Elas também apresentam, em
vermelho, as retas suporte e, em azul, o caminho de referência, que nada mais é que a reta
bissetriz filtrada. As imagens dessa figura evidenciam, principalmente, a importância da região
de interesse, sem a qual, todos os pontos em preto teriam sido desnecessariamente considera-
dos para o ajuste de retas suporte pelo método RANSAC enviesado. As imagens da Figura 5.8
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Figura 5.7: Visão panorâmica dos elementos da solução proposta de navegação autônoma entre
fileiras de cultivares para os dados reais coletados no CEC para quatro diferentes instantes.
também sintetizam os principais elementos do processo de geração dos caminhos de referência,
mas, diferente das anteriores, destacam os pontos de ajustagem, isto é, os pontos utilizados pelo
método RANSAC enviesado para ajuste de retas suporte, evidenciando dessa forma os outliers
presentes e a importância de um estimador a eles robusto. Nota-se a partir de todas as imagens
que o método RANSAC enviesado satisfatoriamente identificou um conjunto de inliers (os pon-
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Figura 5.8: Visão focado nos pontos de ajustagem da solução proposta de navegação autônoma
entre fileiras de cultivares para os dados reais coletados no CEC para quatro diferentes instantes.
tos de ajustagem) que representam, com boa fidelidade, o comportamento linear procurado das
paredes dos corredores de cultivares. Por fim, buscou-se pelas imagens apresentadas explicitar
a questão de identificação de múltiplas fileiras pelo sensor laser LIDAR, a contaminação dos
dados por outliers e a robustez do método de estimação utilizado assim com do SOC.
5.2 Resultados Referentes ao SCG
Os resultados desta seção consistem de um primeiro conjunto de valores para os ganhos
da estratégia de controle utilizada no guiamento da plataforma pelo SCG. Obtidos em um am-
biente simulado, esses valores serão o ponto de partida para um posterior ajuste fino, realizado
diretamente na plataforma em ambiente real. O modelo considerado no ambiente simulado para
representar a plataforma é o cinemático que assume não deslizamento e não escorregamento
das rodas que foi abordado na Seção 3.2. Apesar de simples, esse modelo reproduz satisfatori-
amente as movimentações a baixas velocidades de veículos Ackermann, que são, ao menos em
um primeiro momento, as almejadas para o veículo robótica VERO durante a execução da SNA
aqui desenvolvida.
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5.2.1 Simulador
O ambiente simulado utilizado foi desenvolvido na linguagem de programação Python,
versão 2.7 (Van Rossum e Drake Jr, 1995). A integração numérica usada no ambiente foi a do
método de Runge-Kutta de Quarta Ordem (Chapra e Canale, 1998) com passo de integração
ℎ = 0.01𝑠. Os valores considerados dos parâmetros do conjunto modelo - controlador foram:
𝐿 = 2.3 m para o comprimento da modelo, 𝜑𝑀𝐴𝑋 = 20∘ para o angulo de esterçamento má-
ximo e ?˙?𝑀𝐴𝑋 = 20∘/𝑠 para a taxa de variação máxima do angulo de esterçamento e estão de
acordo com os valores reais apresentados pela plataforma (Bueno e outros, 2009). A frequência
de atuação do controlador foi ajustada para 10 Hz. Os caminhos de referência utilizados pelo
algoritmo de controle foram, ora retas constantes, ora retas extraídas do SOC em sua configura-
ção final quando alimentado pelos dados reais coletados no experimento conduzido no cafezal
do CEC. A frequência de 20 Hz foi utilizada para atualização dos caminhos de referência.
5.2.2 Ganhos do Controle
Diversas simulações foram feitas para diferentes valores de ganhos e pela análise da evo-
lução dos estados do modelo, bem como, dos erros e do sinal de controle chegou-se aos valores
de
𝐾𝑃 = 1.000, 𝐾𝐼 = 0.050, 𝐾𝑉 = 3.000
para os ganhos da estratégia de controle. Os caminhos considerados no ambiente simulado
foram fornecidos pelo SOC na sua configuração final, estando ajustado o filtro de Kalman e a
partir dos dados reais. Para a condição inicial de 𝑥 = 0.0 m, 𝑦 = 1.0 m, 𝜃 = 0.0∘, 𝜑 = 0.0∘
e velocidades de 𝑣 = 0.5 m/s, 𝑣 = 1.0 m/s, 𝑣 = 1.5 m/s as evoluções da posição do modelo,
do angulo de esterçamento 𝜑, do sinal de controle 𝑢 e do erro lateral 𝛿 são apresentadas na
sequência.
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Figura 5.9: Diferentes instantes da evolução da posição do modelo para a velocidade inercial
𝑣 igual a 0.5m/s com apresentação, em azul, do caminho de referência fornecida pelo sistema
de obtenção de caminhos a partir dos dados reais do cafezal do CEC e, em verde, da referência
ideal.
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Figura 5.10: Evolução temporal dos ângulo de esterçamento 𝜑, do sinal de controle 𝑢 e evolução
temporal do erro lateral 𝛿 para a velocidade inercial do modelo 𝑣 igual a 0.5m/s.
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Velocidade Inercial 𝑣 de 1.0 m/s:
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Figura 5.11: Diferentes instantes da evolução da posição do modelo para a velocidade inercial
𝑣 igual a 1.0m/s com apresentação, em azul, do caminho de referência fornecida pelo sistema
de obtenção de caminhos a partir dos dados reais do cafezal do CEC e, em verde, da referência
ideal.
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Figura 5.12: Evolução temporal dos ângulo de esterçamento 𝜑, do sinal de controle 𝑢 e evolução
temporal do erro lateral 𝛿 para a velocidade inercial do modelo 𝑣 igual a 1.0m/s.
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Velocidade Inercial 𝑣 de 1.5 m/s:
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Figura 5.13: Diferentes instantes da evolução da posição do modelo para a velocidade inercial
𝑣 igual a 1.5m/s com apresentação, em azul, do caminho de referência fornecida pela estratégia
de obtenção de caminhos a partir dos dados reais do cafezal do CEC e, em verde, da referência
ideal.
0 2 4 6 8 10 12 14 16 18 20
−20
0
20
[s]
[g
ra
us
]
Evolução temporal do sinal de controle 𝑢(𝑡) e do angulo de esterçamento 𝜑(𝑡)
𝑢 (sinal de controle)
𝜑 (angulo de esterçamento )
0 2 4 6 8 10 12 14 16 18 20
−1
−0.5
0
0.5
[s]
[m
]
Evolução temporal do erro lateral 𝛿(𝑡)
𝛿 (erro lateral)
Figura 5.14: Evolução temporal dos ângulo de esterçamento 𝜑, do sinal de controle 𝑢 e evolução
temporal do erro lateral 𝛿 para a velocidade inercial do modelo 𝑣 igual a 1.5m/s.
76
5.2.2.1 Análise da Estratégia de Controle
Analisando as Figuras 5.9, 5.11 e 5.13 das três simulações realizadas, verifica-se que a
postura do modelo, posição e orientação, converge para o que seria o caminho de referência
ideal, mostrado em verde, em torno do qual oscilam os caminhos de referência disponibilizados
pelo SOC em sua configuração final. No caso da simulação com velocidade inercial 𝑣 igual a
0.5 m/s, a postura do modelo apresenta uma tendência a mencionada convergência, apenas não
a alcançando, devido ao tempo de simulação, que é insuficiente. Já, analisando as Figuras 5.10,
5.12 e 5.14 também das três simulações realizadas, verifica-se que o sinal de controle saturou
apenas nos primeiros instantes de simulação, o que é explicado pelo alto erro lateral 𝛿 apre-
sentado inicialmente pela plataforma. Das simulações mostradas, a simulação com velocidade
inercial 𝑣 igual a 1.5 m/s foi a que apresentou o pior quadro de saturação, mas, mesmo assim,
que durou apenas 4s, sendo ele consequência do próprio valor de velocidade inercial 𝑣 em ques-
tão, que foi o mais elevado dentre os valores considerados. Em todas as condições simuladas, o
erro lateral 𝛿 quase não apresenta overshoot, converge para zero e lá se mantém com pequenas
oscilações derivadas das variações dos caminhos de referência.
Uma característica peculiar da lei de controle utilizada é verificada pela comparação en-
tre a evolução do esforço de controle apresentada na Figura 5.10 da simulação de velocidade
inercial de 𝑣 = 0.5 m/s e a evolução apresentada na Figura 5.14 da simulação de velocidade
inercial de 𝑣 = 1.5 m/s. A partir dessas figuras, é possível perceber que o tempo de resposta da
lei de controle aumenta com o aumento da velocidade inercial 𝑣 ou que a lei de controle se torna
mais reativa com tal aumento. Esse comportamento é consequência do ganho de velocidade 𝐾𝑉
que multiplica o valor da velocidade inercial perpendicular 𝑣⊥ ao caminho a ser seguido, que,
por sua vez, é uma função da velocidade inercial 𝑣 com relação direta. Outro aspecto parti-
cular dessa estratégia de controle também se manifesta para diferentes valores da velocidade
inercial 𝑣, já que o termo 𝐾𝑉 𝑣⊥(𝑣) dessa lei é responsável pela sua natureza preditiva. Assim,
para valores maiores da velocidade inercial 𝑣, a lei de controle apresenta comportamentos mais
preditivos que momentâneos.
5.3 Implementações no Veículo Robótico VERO
As implementações no veículo robótico VERO relativas ao SNA aqui desenvolvido estão
avançadas e em fase final de ajustes. Utilizando a linguagem C++ em conjunto com a framework
ROS, os subsistemas SOC para geração dos caminhos de referência e SCG para guiamento da
plataforma foram embarcados na plataforma e estão atualmente operacionais, sendo os valores
utilizados nos diversos parâmetros de sintonização existentes iguais aos apresentados nas seções
anteriores. A Figura 5.15 apresenta em uma estrutura de grafo os elementos da framework ROS
de nós e de tópicos utilizados nas implementações em questão. A partir desse figura, verifica-se
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Figura 5.15: Visualização em estrutura de grafo do SNA implementado com auxílio da fra-
mework ROS no veículo robótico VERO.
que o tópico /sick_scan é responsável por disponibilizar as ‘nuvens de pontos’ do ambiente
para o nó /nodeRANSAC que, por sua vez, é responsável por fazer os ajustes de retas supor-
tes às paredes dos corredores, por calcular a reta bissetriz, por fazer a filtragem dessa reta e,
finalmente, por enviá-la ao tópico /ransacBisectrix. A reta bissetriz filtrada, que nada mais é
que o caminho de referência, é então disponibilizada pelo tópico /ransacBisectrix ao nó /no-
deControl, responsável por calcular os esforços de controle necessários para fazer o guiamento
da plataforma. O esforço de controle, no caso o ângulo de esterçamento das rodas dianteiras,
é então enviado pelo nó /nodeControl para o tópico /verocarfreedom/car_command, que o
repassa ao sistema de atuação da direção e o disponibiliza aos demais nós que necessitam dessa
informação.
A Figura 5.16 mostra três imagens que sintetizam um simples experimento de validação
tanto das funcionalidades quanto das implementações relativas ao SNA. Nesse experimento,
o veículo robótico VERO foi posicionado sobre cavaletes de apoio de modo que suas rodas
perdessem o contato com o chão. Também foi construído um pseudo-corredor com a disposição
de uma placa de compensando à esquerda da plataforma e de outros objetos à sua direita. Com
esses elementos, mostrados na imagem A, com a plataforma imprimindo rotações em suas rodas
traseiras equivalentes a um velocidade inercial 𝑣 igual a 0.5 m/s e com os sistemas funcionando
em ciclos de aquisição e atuação de 10 Hz, o SNA foi posto em operação. Nessas condições e
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Figura 5.16: Imagens relativas ao SNA operando no veículo robótico VERO.
com as ‘nuvens de pontos’ disponibilizadas pelo sensor laser LIDAR do modelo LMS200/Sick7
- equipamento azul acoplado na plataforma - o SNA satisfatoriamente ajustou retas suporte às
paredes do pseudo-corredor, retas em azul e vermelho da imagem B, gerou um caminho de
referência, reta em verde da mesma imagem, e calculou o sinal de controle para o guiamento
da plataforma - o ângulo de esterçamento das rodas dianteiras, cujo valor em radianos está
ressaltado por retângulos amarelos na imagem C.
Especificamente em relação ao ajuste de retas suporte, constata-se da imagem B que o
método RANSAC enviesado tratou os outliers da ‘nuvem de pontos’ apresentada adequada-
mente, fornecendo assim ajustes representativos das paredes do pseudo-corredor construído.
Especificamente em relação ao sinal de controle, constata-se comparando visualmente as ima-
gens A e B que o seu valor é adequado em sinal, induzindo o esterçamento das rodas dianteiras
na direção esperada de aproximação da plataforma com o caminho de referência, e em magni-
7Embora o SNA foque no uso do sensor laser LIDAR de menor custo fabricado pela Hokuyo, e tenha sido
esse sensor utilizado nas aquisições de ‘nuvens de pontos’ no cafezal da Fazenda Santa Elisa, esta implementação
inicial usa o sensor laser LIDAR fabricado pela Sick. Isso se deve à facilidade do Sick estar montado fixamente na
plataforma experimental, sempre paralelo ao solo e a uma altura conveniente, enquanto que os sensores Hokuyo
podem ter sua angulação ajustada e, portanto, variável caso a caso segundo as necessidades dos demais pesquisa-
dores que se utilizam desta plataforma. Ressalta-se no entanto que o uso de um sensor laser ou outro é indiferente
para o SNA. Em relação à Figura 5.15 por exemplo, existe igualmente um tópico /hokuyo_scan que disponibiliza
as ‘nuvens de pontos’ do sensor laser Hokuyo.
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tude, provocando um esterçamento sutil adequado a localização da plataforma com relação ao
pseudo-corredor.
A partir dos elementos mostrados e discutidos, verifica-se, em um primeiro momento, que
o SNA está operacional e funcionando adequadamente no veículo robótico VERO. Sendo agora
necessário um experimento de campo para a obtenção de resultados mais conclusivos.
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6 CONCLUSÕES
Apresentou-se neste documento um sistema de navegação autônoma de baixo custo para
ambientes de cultivares que necessita apenas das informações disponibilizadas por um sensor
laser LIDAR. Esse sistema, denominado de SNA, por meio das informações do sensor laser
e das atribuições de seus subsistemas SOC, de geração de caminhos de referência, e SCG, de
controle de guiamento, é capaz de coordenar a navegação autônoma da plataforma alvo, a qual,
no contexto deste trabalho, é o veículo robótico de exterior VERO.
A partir dos estudos realizados baseados em dados reais, verifica-se que o SOC executa
suas atribuições satisfatoriamente, sendo, por meio do RANSAC enviesado, robusto a outliers
e gerando, por meio do filtro de Kalman, caminhos de referência representativos dos corredores
de cultivares. Obteve desempenho semelhante em ambiente simulado, o SCG na sua atribuição
de guiamento da plataforma por entre as fileiras de cultivares. Por fim, resta dizer que dado o
desempenho satisfatório do SNA e estando ele já embarcado na plataforma alvo, uma validação
experimental se faz necessária para uma demostração definitiva de suas funcionalidades. Para
os trabalhos futuros tem-se:
1. a validação experimental do sistema de navegação autônoma desenvolvido;
2. um estudo de robustez de tal sistema;
3. um estudo de inserção de alguma inteligência no processo de sintonização dos parâmetros
do SOC;
4. novos estudos comparativos de desempenho do SOC quando utilizando outros métodos para
os ajustes de retas suporte às fileiras de cultivares;
5. a identificação das paredes dos corredores de cultivares por meio do Sequential Minimal
Optimization (SMO), o qual é um dos possíveis algoritmos utilizados durante a fase de trei-
namento de Support Vector Machines (SVM);
6. e, por fim, a resolução do problema de saída do corredor de translado para a entrada do
corredor adjacente pela plataforma alvo.
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