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Let Bn be the multivariate Bernstein operator of degree n for a simplex in R
s: In
this paper, we show that Bn is diagonalisable with the same eigenvalues as the
univariate Bernstein operator, i.e.,
lðnÞk :¼
n!
ðn kÞ!
1
nk
; k ¼ 1; . . . ; n; 1 ¼ lðnÞ1 > l
ðnÞ
2 >    > l
ðnÞ
n > 0;
and we describe the corresponding eigenfuctions and their properties. Since Bn
reproduces only the linear polynomials, these are the eigenspace for lðnÞ1 ¼ 1: For
k > 1; the lðnÞk -eigenspace consists of polynomials of exact degree k; which are
uniquely determined by their leading term. These are described in terms of the
substitution of the barycentric coordinates (for the underlying simplex) into
elementary eigenfunctions. It turns out that there are eigenfunctions of every degree
k which are common to each Bn; n5k; for sufﬁciently large s: The limiting
eigenfunctions and their connection with orthogonal polynomials of several variables
is also considered. # 2002 Elsevier Science (USA)
Key Words: multivariate Bernstein operator; diagonalisation; eigenvalues; eigen-
functions; total positivity; Stirling numbers; Jacobi polynomials; semigroup; quasi-
interpolant.1. INTRODUCTION
This paper is the multivariate counterpart of Cooper and Waldron
[CW00], which gave the spectral decomposition of the univariate Bernstein103
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S. COOPER AND S. WALDRON104operator and applications. Here we show that the multivariate Bernstein
operator Bn for a simplex in R
s is also diagonalisable, with the same
eigenvalues, namely
lðnÞk :¼
n!
ðn kÞ!
1
nk
; k ¼ 1; . . . ; n; 1 ¼ lðnÞ1 > l
ðnÞ
2 >    > l
ðnÞ
n > 0; ð1:1Þ
and give an explicit formula for the eigenfunctions. The paper is set out as
follows.
In the second half of this section, we deﬁne Bn; establish notation and give
some technical results. The notation used is based on that of de Boor [B87],
which indexes the barycentric coordinates by the vertices they correspond
to, rather than imposing some ordering on them. This leads to a compact
notation which simpliﬁes the calculations and reveals the underlying
geometry.
In Section 2, we give the diagonalisation and describe its
symmetries. Since Bn reproduces only the linear polynomials, these give
the eigenspace for lðnÞ1 ¼ 1: For k > 1; the l
ðnÞ
k -eigenspace is no longer one
dimensional, as it is in the univariate case. It consists of polynomials of exact
degree k which are uniquely determined by their leading term, and for which
an explicit formula is provided.
In Section 3, we show that Bnf takes a simpliﬁed form when f is certain
ridge-type functions. This is used to describe the eigenfunctions of Bn in
terms of the substitution of the barycentric coordinates (for the underlying
simplex) into elementary eigenfunctions. It turns out that there are
eigenfunctions of every degree k which are common to each Bn; n5k; for
sufﬁciently large s:
In Section 4, we show, as in the univariate case, that the eigenfunctions
(with ﬁxed leading term) converge as n!1: We describe these limiting
eigenfunctions and their connection with orthogonal polynomials of several
variables.
In Section 5, we give an interesting result about Bn applied to certain
shifted factorials, and some consequences of it.
We conclude with some comments about those aspects of the univariate
theory which have not been extended to the multivariate setting. The
appendix contains a list of the elementary eigenfunctions.
We now give the deﬁnitions which will be used throughout.
1.1. Definitions
Let V be a set of sþ 1 afﬁnely independent points in Rs; i.e., the vertices of
an s-simplex which we denote by T : Denote by x ¼ ðxvÞv2V the corresponding
DIAGONALISATION OF MULTIVARIATE BERNSTEIN OPERATOR 105barycentric coordinates, i.e., the unique linear polynomials which satisfyX
v2V
xvðxÞ ¼ 1;
X
v2V
xvðxÞv ¼ x 8x 2 R
s:
We will use standard multi-index notation with indices from ZVþ and Z
s
þ; so,
for example,
xa :¼
Y
v2V
xaðvÞv ; a 2 Z
V
þ; b! :¼ b1!b2!   bs!; b 2 Z
s
þ:
The Bernstein operator of degree n for the simplex T with vertices V is
deﬁned by
Bn;V f :¼
X
jaj¼n
a2ZVþ
n
a
 !
xaf ðvaÞ; 8f 2 CðT Þ; ð1:2Þ
where
n
a
 !
:¼
n!
a!ðn jajÞ!
; va :¼
X
v2V
aðvÞ
jaj
v 2 T :
For V ¼ fv0; v1; . . . ; vsg; this can be rewritten as
Bn;V f ¼
Xn
k¼0
X
jaj¼k
a2Zsþ
n
a
 !
xa1v1    x
as
vsx
nk
v0 f
a1v1 þ    þ asvs þ ðn kÞv0
n
 
:
ð1:3Þ
If T is the standard simplex in Rs; i.e.,
V ¼ f0; e1; . . . ; esg ðei the standard basis vectors for R
sÞ;
then (1.3) becomes (cf. [L53:(13), p. 51])
Bnf ðxÞ ¼
Xn
k¼0
X
jaj¼k
n
a
 !
xa11    x
as
s ð1 x1      xsÞ
nk f
a1
n
; . . . ;
as
n
 
: ð1:4Þ
It is well known that Bn;V maps onto PnðR
sÞ the polynomials of degree
n in Rs:
Let SV be the symmetry group of the simplex T with vertices V ; i.e., the
group of afﬁne transformations which map T onto T : This is (isomorphic to)
the symmetric group on the sþ 1 vertices V since an afﬁne map Rs ! Rs is
uniquely determined by its action on sþ 1 afﬁnely independent points. It
S. COOPER AND S. WALDRON106follows from (1.2) that
Bn;V ðf 8AÞ ¼ ðBn;V f Þ8A 8f 2 CðT Þ; 8A 2 SV : ð1:5Þ
We let SV act on functions p 2 CðT Þ and linear functionals m deﬁned on CðT Þ
in the usual way, i.e., for A 2 SV
A  p :¼ p8A
1; ðA  mÞðf Þ :¼ mðf 8AÞ 8f 2 CðT Þ:
For b 2 ZVþ with jbj ¼ k and h > 0; deﬁne the multivariate shifted
factorial by
½xbh :¼
Y
v2V
½xv
bðvÞ
h 2 Pk ; ½xv
bðvÞ
h :¼ xvðxv  hÞðxv  2hÞ    ðxv  ðbðvÞ  1ÞhÞ;
and the multivariate Stirling numbers of the ﬁrst kind from the univariate
ones by
Sðb; aÞ :¼
Y
v2V
SðbðvÞ; aðvÞÞ; a4b: ð1:6Þ
These are related by
xb ¼
X
a4b
Sðb; aÞhjbaj½xah; 8b 2 Z
V
þ; 8h > 0; ð1:7Þ
which follows from the univariate result
xbðvÞv ¼
XbðvÞ
aðvÞ¼0
SðbðvÞ; aðvÞÞhbðvÞaðvÞ½xv
bðvÞaðvÞ
h ;
by the calculation
xb ¼
Y
v2V
XbðvÞ
aðvÞ¼0
SðbðvÞ; aðvÞÞhbðvÞaðvÞ½xv
aðvÞ
h
 !
¼
X
a4b
Y
v2V
SðbðvÞ; aðvÞÞhbðvÞaðvÞ½xv
aðvÞ
h
 !
¼
X
a4b
Sðb; aÞhjbaj½xah:
DIAGONALISATION OF MULTIVARIATE BERNSTEIN OPERATOR 107A special case of Theorem 5.1 of Section 5 is that
Bn;V ð½x
b
1=nÞ ¼ l
ðnÞ
k x
b; jbj ¼ k4n;
where lðnÞk are the eigenvalues deﬁned by (1.1).
For a 2 ZVþ with aðv0Þ ¼ 0 and h > 0; let D
a
h;v0 be the multivariate difference
operator deﬁned by
Dah;v0f :¼
X
b4a
bðv0Þ¼0
b2ZVþ
a
b
 !
ð1Þjabjf  þ h
X
v2V
bðvÞðv v0Þ
 !
;
a
b
 !
:¼
a!
b!ða bÞ!
: ð1:8Þ
Let ev 2 Z
V
þ be the multi-index with
evðwÞ :¼
1; w ¼ v;
0 otherwise:
(
Lemma 1.1. Let a 2 ZVþ with aðv0Þ ¼ 0 and h > 0: Then, D
a
h;v0 satisfies
Devh;v0f ¼ f ð þ hðv v0ÞÞ  f ; D
aþb
h;v0
f ¼ Dah;v0 ðD
b
h;v0
f Þ ð1:9Þ
and
Dah;v0 ½x
b
h ¼
b!
ðb aÞ!
hjaj½xbah ; a4b;
0 otherwise:
8><
>: ð1:10Þ
Proof. From deﬁnition (1.8), we have
Devh;v0 ¼ f ð þ hðv v0ÞÞ  f :
Since the ﬁrst-order differences Devh;v0 and D
ew
h;v0
commute, to prove the second
part of (1.9) it is sufﬁcient to show
Dah;v0 ¼
Y
v2V
v=v0
Devh;v0   D
ev
h;v0|ﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄ}
aðvÞ times
; ð1:11Þ
S. COOPER AND S. WALDRON108by induction on jaj: For jaj ¼ 0; we have Dah;v0f ¼ f : Now suppose aðwÞ > 0;
for some w 2 V ; then by the inductive hypothesis
Y
v2V
v=v0
Devh;v0   D
ev
h;v0|ﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄ}
aðvÞ times
f ¼Dewh;v0D
aew
h;v0
f
¼Dewh;v0
X
b4aew
bðv0Þ¼0
b2ZVþ
a ew
b
 !
ð1Þjaewbj
 f  þ h
X
v2V
bðvÞðv v0Þ
 !
¼
X
b4a
bðwÞ>0
a ew
b ew
 !
ð1Þjabj
 f  þ h
X
v2V
bðvÞðv v0Þ
 !

X
b4a
bðwÞ5aðwÞ
a ew
b
 !
ð1Þjaewbj
 f  þ h
X
v2V
bðvÞðv v0Þ
 !
¼Dah;v0f ;
which completes the induction.
For distinct points v0; v;w 2 V ; it can easily be shown that
xvð þ hðv v0ÞÞ ¼ xv þ h; xwð þ hðv v0ÞÞ ¼ xw;
from which it follows that, for v=v0;
Devh;v0ð½xw
bðwÞ
h Þ ¼
bðwÞh½xw
bðwÞ1
h ; w ¼ v;
0; w=v:
(
ð1:12Þ
Substituting (1.12) into (1.11) then gives (1.10). ]
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Our diagonalisation is based on the representation of Bn;V f in terms of
the basis
Bv0 :¼ fx
a : a 2 ZVþ; aðv0Þ ¼ 0; jaj4ng; v0 2 V ð2:1Þ
for PnðR
sÞ: For the standard simplex and v0 ¼ 0 this is the monomials.
The matrix representation of Bn;V with respect to Bv0 is block
triangular. From this, we obtain the eigenvalues and a basis of
eigenfunctions.
Lemma 2.1 (Block Triangular Form for Bn;V ). Fix v0 2 V : Then
Bn;V f ¼
X
jaj4n
aðv0Þ¼0
a2ZVþ
n
a
 !
xaDa1=n;v0f ðv0Þ 8f 2 CðT Þ; ð2:2Þ
and, in particular,
Bn;V ðx
bÞ ¼ lðnÞk x
b þ
n!
nk
X
a5b
aðv0Þ¼0
Sðb; aÞ
ðn jajÞ!
xa 8b 2 ZVþ; jbj4n: ð2:3Þ
Proof. In deﬁnition (1.2), split a ¼ gþ aðv0Þev0 to obtain
Bn;V f ¼
X
jgj4n
gðv0Þ¼0
g2ZVþ
n
g
 !
xgxnjgjv0 f
jgjvg þ ðn jgjÞv0
n
 
:
Since
P
v2V xv ¼ 1; the multinomial theorem gives
xnjgjv0 ¼ 1
X
v2V
v=v0
xv
0
B@
1
CA
njgj
¼
X
jbj4njgj
bðv0Þ¼0
b2ZVþ
n jgj
b
 !
ð1Þjbjxb:
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Bn;V f ¼
X
jgj4n
gðv0Þ¼0
X
jbj4njgj
bðv0Þ¼0
n
g
 !
n jgj
b
 !
ð1Þjbjxgþb
 f
jgjvg þ ðn jgjÞv0
n
 
¼
X
jaj4n
aðv0Þ¼0
n
a
 !
xaca1=nðf Þ;
where
n
a
 !
ca1=nðf Þ :¼
X
gþb¼a
X
jgj4n
gðv0Þ¼0
X
jbj4njgj
bðv0Þ¼0
n
g
 !
n jgj
b
 !
ð1Þjbj
f
jgjvg þ ðn jgjÞv0
n
 
:
This gives (2.2), via the simpliﬁcation
ca1=nðf Þ ¼
a!ðn jajÞ!
n!
X
g4a
gðv0Þ¼0
n!
g!ðn jgjÞ!
ðn jgjÞ!
ða bÞ!ðn jajÞ!
ð1Þjagj
 f v0 þ
1
n
ðjgjvg  jgjv0Þ
 
¼
X
g4a
gðv0Þ¼0
a
g
 !
ð1Þjagjf v0 þ
1
n
X
v2V
gðvÞðv v0Þ
 !
¼Da1=n;v0f ðv0Þ:
By (1.10) and (1.7),
Dah;v0x
b ¼Dah;v0
X
g4b
Sðb; gÞhjbgj½xgh
 !
¼
X
g4b
Sðb; gÞhjbgjDah;v0ð½x
g
hÞ
¼
X
a4g4b
Sðb; gÞhjbgj
g!
ðg aÞ!
hjaj½xgah :
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½xgah ðv0Þ ¼
1; g ¼ a;
0 otherwise;
(
this implies
ðDah;v0x
bÞðv0Þ ¼
a!Sðb; aÞhjbj; a4b;
0 otherwise:
(
ð2:4Þ
Hence, substituting f ¼ xb; jbj4n; into (2.2), and using (2.4), gives
Bn;V ðx
bÞ ¼
X
jaj4n
aðv0Þ¼0
n
a
 !
xaðDa1=n;v0x
bÞðv0Þ
¼
X
a4b
aðv0Þ¼0
n!
a!ðn jajÞ!
xaa!Sðb; aÞ
1
n
 jbj
;
which can be rewritten as (2.3). ]
Let p" denote the leading term of the polynomial p; i.e., the unique
homogeneous polynomial that satisﬁes
degðp  p"Þ5degðpÞ:
Denote by P0kðR
sÞ the homogeneous polynomials of degree k:
Theorem 2.2 (Diagonalisation of Bn;V ). The multivariate Bernstein
operator Bn;V is diagonalisable, with the same eigenvalues as the univariate
Bernstein operator, i.e.,
lðnÞk :¼
n!
ðn kÞ!
1
nk
; k ¼ 1; . . . ; n; 1 ¼ lðnÞ1 > l
ðnÞ
2 >    > l
ðnÞ
n > 0:
Let P ðnÞk;V denote the l
ðnÞ
k -eigenspace. Then,
P ðnÞ1;V ¼ P1ðR
sÞ; 8n: ð2:5Þ
For k > 1; P ðnÞk;V consists of polynomials of exact degree k; which are uniquely
determined by their leading term, i.e., P ðnÞk;V is isomorphic to P
0
kðR
sÞ via P ðnÞk;V !
P0kðR
sÞ : p/p": Let p
ðnÞ
f ; degðf Þ ¼ k4n; denote the l
ðnÞ
k -eigenfunction with
S. COOPER AND S. WALDRON112leading term f": Then (for v0 2 V fixed), a basis for P
ðnÞ
k;V is given by
fpðnÞ
xb
: b 2 ZVþ;bðv0Þ ¼ 0; jbj ¼ kg; p
ðnÞ
xb
¼
X
a4b
cða; b; nÞxa; ð2:6Þ
where the coefficients can be calculated using the recurrence formula
cðb;b; nÞ :¼ 1;
cða;b; nÞ :¼
njbj
½n jajjbaj1  n
jbaj
X
a5g4b
Sðg; aÞ
njgj
cðg;b; nÞ; a5b: ð2:7Þ
Let M
ðnÞ
k;V denote the dual space to P
ðnÞ
k;V ; i.e., those m 2 spanff/f ðvaÞ : jaj ¼
ng for which
mðP ðnÞj;V Þ ¼ f0g; 8j=k ðj ¼ 1; . . . ; nÞ:
The spaces P ðnÞk and M
ðnÞ
k are SV -invariant, i.e., they have the symmetry
properties
SV  P
ðnÞ
k ¼ P
ðnÞ
k ; SV M
ðnÞ
k ¼M
ðnÞ
k :
Proof. Since Bn;V maps onto PnðR
sÞ; it follows from (2.2) that Bv0 of
(2.1) is a basis for PnðR
sÞ: We now show that the linear operator deﬁned by
" : p/p" takes Bv0 to another basis for PnðR
sÞ; i.e., the homogeneous
polynomials
Bv0" ¼
[n
k¼0
fðxbÞ" : b 2 Z
V
þ;bðv0Þ ¼ 0; jbj ¼ kg ð2:8Þ
are linearly independent. Suppose thatX
jbj¼k
bðv0Þ¼0
abðx
bÞ" ¼ 0,
X
jbj¼k
bðv0Þ¼0
abx
b ¼ p; 9p 2 Pk1ðR
sÞ:
Then for d 2 ZVþ with jdj ¼ k and dðv0Þ ¼ 0; (1.7) and (1.10) give
Ddh;v0 ðpÞ ¼ D
d
h;v0
X
jbj¼k
bðv0Þ¼0
ab
X
a4b
Sðb; aÞhjbaj½xah
0
BB@
1
CCA ¼ ad ¼ 0;
which proves the asserted linear independence.
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show that Bn;V has l
ðnÞ
k -eigenfunctions of the form
pðnÞ
xb
¼
X
a4b
cða;b; nÞxa ¼ xb þ
X
a5b
cða;b; nÞxa 2 xb þPk1ðR
sÞ;
jbj ¼ k; bðv0Þ ¼ 0:
Since " maps these to a basis for P0kðR
sÞ; they are the basis of a subspace of
P ðnÞk;V which is isomorphic to P
0
kðR
sÞ (via p/p"). The dimension count
dimðP1ðR
sÞÞ þ
Xn
k¼2
dimðP0kðR
sÞÞ ¼ dimðPnðR
sÞÞ;
shows this subspace is all of P ðnÞk;V ; and so Bn;V is diagonalisable.
We now show such eigenfunctions exist. Substituting
f ¼
X
a4b
cða; b; nÞxa; jbj ¼ k; bðv0Þ ¼ 0 ð2:9Þ
into the eigenfunction equation Bn;V ðf Þ ¼ l
ðnÞ
k f ; and expanding using (2.3)
gives
X
g4b
cðg;b; nÞBn;V ðx
gÞ ¼
X
g4b
cðg;b; nÞ
n!
njgj
X
a4g
Sðg; aÞ
ðn jajÞ!
xa ¼ lðnÞk
X
a4b
cða;b; nÞxa:
Equating coefﬁcients of the linearly independent functions xa in the above
gives
lðnÞk cða;b; nÞ ¼
X
a4g4b
n!
njgj
Sðg; aÞ
ðn jajÞ!
cðg; b; nÞ
¼ lðnÞjaj cða; b; nÞ þ
X
a5g4b
n!
njgj
Sðg; aÞ
ðn jajÞ!
cðg; b; nÞ: ð2:10Þ
For a ¼ b; (2.10) is satisﬁed for any choice of cðb;b; nÞ: Suppose that
cðb;b; nÞ :¼ 1: For a5b; (2.10) can be rewritten as
cða;b; nÞ ¼
1
lðnÞk  l
ðnÞ
jaj
X
a5g4b
n!
njgj
Sðg; aÞ
ðn jajÞ!
cðg;b; nÞ
¼
njbj
½n jajjbaj1  n
jbaj
X
a5g4b
Sðg; aÞ
njgj
cðg; b; nÞ:
This recursively deﬁnes cða;b; nÞ; a5b from cðb;b; nÞ; and hence an
eigenfunction of the form (2.9) exists and is given by (2.7).
S. COOPER AND S. WALDRON114For p 2 P ðnÞk;V and A 2 SV ; (1.5) gives
Bn;V ðp8AÞ ¼ ðBn;V pÞ8A ¼ ðl
ðnÞ
k pÞ8A ¼ l
ðnÞ
k ðp8AÞ;
so that p8A 2 P
ðnÞ
k;V ; and P
ðnÞ
k;V is SV -invariant. Similarly, for m 2M
ðnÞ
k;V and
A 2 SV ;
ðA  mÞðP ðnÞj;V Þ ¼ mðP
ðnÞ
j;V 8AÞ ¼ mðP
ðnÞ
j;V Þ ¼ f0g; j=k ðj ¼ 1; . . . ; nÞ;
and hence M
ðnÞ
k;V is SV -invariant. ]
3. ELEMENTARY EIGENFUNCTIONS
If pðnÞk is the l
ðnÞ
k -eigenfunction ðk > 1Þ of the univariate Bernstein operator
for the standard simplex T ¼ ½0; 1; then it can be shown that the sþ 1
polynomials
pðnÞk 8xv; v 2 V
are lðnÞk -eigenfunctions of Bn;V (which are linearly independent for s > 1).
The above is a special case of the main result of this section, which
effectively says that each eigenfunction of Bn;V is also an eigenfunction of all
Bernstein operators for higher dimensional simplices when interpreted
appropriately. This we describe in terms of the substitution of barycentric
coordinates into the so-called ‘elementary’ eigenfunctions. The result is
based on the following generalisation of the afﬁne change of variables (1.5).
Let BR
d
n denote the Bernstein operator for Sd ; the standard simplex in R
d ;
i.e.,
Sd :¼ fðx1; . . . ; xdÞ 2 R
d : x1; . . . ; xd50; x1 þ    þ xd41g:
Lemma 3.1 (Bn;V Applied to Multi-Ridge Functions). Let A :Rs ! Rd be
an affine map onto Rd ; with W :¼ AV : Then,
Bn;V ðg8AÞ ¼ ðBn;W gÞ8A 8g 2 CðAT Þ: ð3:1Þ
In particular, for d4s distinct points v1; . . . ; vd 2 V
Bn;V ðg8ðxv1 ; . . . ; xvd ÞÞ ¼ ðB
Rd
n gÞ8ðxv1 ; . . . ; xvd Þ 8g 2 CðSd Þ; ð3:2Þ
where xv are the V-barycentric coordinates, and ðxv1 ; . . . ; xvd Þ is the affine map
Rs ! Rd : x/ðxv1ðxÞ; . . . ; xvd ðxÞÞ:
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and A maps fva : a 2 Z
V
þ; jaj ¼ ng onto fwb : b 2 Z
W
þ ; jbj ¼ ng: Let x ¼ ðxvÞ
denote the V -barycentric coordinates, and Z ¼ ðZwÞ the W -barycentric
coordinates. Then,
Bn;V ðg8AÞ ¼
X
jaj¼n
a2ZþV
n
a
 !
xagðAvaÞ ¼
X
jbj¼n
b2ZþW
X
jaj¼n
Ava¼wb
a2ZþV
n
a
 !
xagðwbÞ
and
ðBn;W gÞ8A ¼
X
jbj¼n
b2ZþW
n
b
 !
ðZb8AÞ gðwbÞ:
Hence to prove (3.1), it is sufﬁcient to show thatX
jaj¼n
Ava¼wb
a2ZþV
n
a
 !
xa ¼
n
b
 !
Zb8A; 8b 2 Z
þ
W ; jbj ¼ n: ð3:3Þ
We now expand the RHS of (3.3) in terms of the basis fxa : a 2 ZVþ; jaj ¼ ng
for PnðR
sÞ: Observe that Zw8A is the afﬁne map R
s ! R with
ðZw8AÞðvÞ ¼
1; Av ¼ w;
0 otherwise;
(
v 2 V ;
i.e.,
Zw8A ¼
X
v2V
Av¼w
xv;
so that
Zb8A ¼
Y
w2W
ZbðwÞw
 !
8A ¼
Y
w2W
ðZw8AÞ
bðwÞ ¼
Y
w2W
X
v2V
Av¼w
xv
0
B@
1
CA
bðwÞ
:
By the multinomial theorem,
X
v2V
Av¼w
xv
0
B@
1
CA
bðwÞ
¼
X
v2fv : Av¼wg
xv
 !bðwÞ
¼
X
jdj¼bðwÞ
supp dfv : Av¼wg
d2ZþV
bðwÞ
d
 !
xd;
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n
b
 !
Zb8A ¼
n
b
 !Y
w2W
X
jdj¼bðwÞ
supp dfv:Av¼wg
d2ZþV
bðwÞ
d
 !
xd
0
BBBBB@
1
CCCCCA
¼
X
jaj¼n
a2ZþV
ca x
a; ð3:4Þ
where the coefﬁcients ca can be determined by expanding the product. It
remains to show that ca equals the coefﬁcient of x
a in LHS of (3.3), i.e.,
ca ¼
n
a
 !
; Ava ¼ wb;
0 otherwise:
8><
>:
Since V is the disjoint union
S
w2W fv : Av ¼ wg; the coefﬁcient ca is zero
unless X
v2V
Av¼w
aðvÞ ¼ bðwÞ;
which implies
Ava ¼
X
v2V
aðvÞ
n
Av ¼
X
w2W
X
v2V
Av¼w
aðvÞ
n
w ¼
X
w2W
bðwÞ
n
w ¼ wb:
In this case, supp a fv : Av ¼ wg; so
ca ¼
n
b
 ! Y
w2W
bðwÞ
ajfv:Av¼wg
 !
¼
n!
b!
b!
a!
¼
n
a
 !
;
and we conclude (3.3) holds.
Since each xvi is afﬁne, the map A :¼ ðxv1 ; . . . ; xvd Þ is afﬁne. From
Av ¼
ei; v ¼ vi;
0 otherwise;
(
v 2 V ;
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W :¼ fAv : v 2 V g ¼ f0; e1; . . . ; edg ) AT ¼ Sd ;
i.e., Bn;W ¼ BR
d
n ; and (3.2) is proved. ]
Definition. For k > 1; the d-variate elementary lðnÞk -eigenfunction
pðnÞk1;...;kd :R
d ! R; k :¼ k1 þ    þ kd4n; k1; . . . ; kd51
is deﬁned to be the lðnÞk -eigenfunction of B
Rd
n with leading term x
k1
1    x
kd
d :
These can be computed via
pðnÞk1;...;kd ðxÞ :¼
X
a4b
a2Zdþ
cða;b; nÞxa; b :¼ ðk1; . . . ; kd Þ; ð3:5Þ
where the coefﬁcients are determined by recurrence (2.7). This notation
is consistent with that of [CW00, (2.6)], where the lðnÞk -eigenfunction
pðnÞk is precisely the univariate elementary eigenfunction deﬁned
above. Observe that changing the ordering of k1; . . . ; kd leads to
essentially the same elementary eigenfunction (the coordinates are
just reordered).
Theorem 3.2 (Elementary Eigenfunctions). Let v1; . . . ; vd be d4sþ 1
distinct points in V : Then,
pðnÞk1;...;kd ðxv1 ; . . . ; xvd Þ :¼ p
ðnÞ
k1;...;kd 8ðxv1 ; . . . ; xvd Þ :R
s ! R
is the lðnÞk -eigenfunction of Bn;V with leading term ðx
k1
v1    x
kd
vd Þ"; i.e.,
pðnÞ
xb
¼ pðnÞk1;...;kd ðxv1 ; . . . ; xvd Þ; b :¼ ðk1; . . . ; kd Þ:
This has a factor of xv1 ; . . . ; xvd : Indeed, when k1; . . . ; km > 1; kmþ1 ¼    ¼
kd ¼ 1
pðnÞk1;...;kd ðxv1 ; . . . ; xvd Þ ¼ xv1    xvd gðxv1 ; . . . ; xvm Þ; g 2 Pkd ðR
mÞ; ð3:6Þ
where
gðxÞ :¼ gðnÞ#b;d ðxÞ ¼
X
d4 #b
d2Zmþ
aðd; #b; d; nÞxd; #b ¼ ðk1  1; . . . ; km  1Þ ð3:7Þ
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aðd; #b; d; nÞ :¼
nj #bj
½n jdj  dj
#bdj
1  n
j #bdj

X
d5g4 #b
g2Zmþ

Sðgj þ jð1; . . . ; 1Þ; dj þ jð1; . . . ; 1ÞÞ
njgj
aðg; #b; d; nÞ: ð3:8Þ
Moreover, all eigenfunctions of degree 52 are zero at each of the vertices V ;
and
pðnÞk1;1ðx1; x2Þ ¼
pðnÞk ðx1Þ
x1  1
x2: ð3:9Þ
Proof. By Lemma 3.1 and the deﬁnition of elementary eigenfunctions
Bn;V ðp
ðnÞ
k1;...;kd 8ðxv1 ; . . . ; xvd ÞÞ ¼ ðB
Rd
n p
ðnÞ
k1;...;kd
Þ8ðxv1 ; . . . ; xvd Þ
¼ ðlðnÞk p
ðnÞ
k1;...;kd
Þ8ðxv1 ; . . . ; xvd Þ
¼ lðnÞk p
ðnÞ
k1;...;kd 8ðxv1 ; . . . ; xvd Þ;
so that pðnÞk1;...;kd ðxv1 ; . . . ; xvd Þ is a l
ðnÞ
k -eigenfunction of Bn;V ; and since
pðnÞk1;...;kd ðxÞ ¼ x
k1
1    x
kd
d þ lower order powers of x;
its leading term is ðxk1v1    x
kd
vd Þ":
For a5ð1; . . . ; 1Þ; i.e., ai ¼ 0 for some i; one has Sðg; aÞ ¼ 0; and so by
(2.7) the coefﬁcients in (3.5) satisfy
cða;b; nÞ ¼ 0; a5ð1; . . . ; 1Þ:
This allows us to divide (3.5) by xð1;...;1Þ to obtain (3.6), with
gðxÞ ¼
pðnÞk1;...;kd ðxÞ
xð1;...;1Þ
¼
X
ð1;...;1Þ4a4b
a2Zdþ
cða; b; nÞxað1;...;1Þ
¼
X
að1;...;1Þð #b;0;...;0Þ
a2Zdþ
cða; b; nÞxað1;...;1Þ
¼
X
d4 #b
d2Zmþ
aðd; #b; d; nÞxd;
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aðd; #b; d; nÞ ¼ cððd; 0; . . . ; 0Þ þ ð1; . . . ; 1Þ; b; nÞ:
From recurrence (2.7), we then obtain
að #b; #b; d; nÞ ¼ cðb; b; nÞ :¼ 1;
and for d5 #b
aðd; #b; d; nÞ :¼
nk
½n jdj  dkjdjd1  n
kjdjd
X
ðd;0;...;0Þþð1;...;1Þ5*g4b
Sð*g; ðd; 0; . . . ; 0Þj þ jð1; . . . ; 1ÞÞ
nj*gj
cð*g; b; nÞ:
Making the substitution *g ¼ ðg; 0; . . . ; 0Þ þ ð1; . . . ; 1Þ in the summation
above gives
X
d5g4 #b
g2Zmþ
Sððg; 0; . . . ; 1Þj þ jð1; . . . ; 1Þ; ðd; 0; . . . ; 0Þj þ jð1; . . . ; 1ÞÞ
njgjþd
 cððg; 0; . . . ; 0Þ þ ð1; . . . ; 1Þ;b; nÞ
¼
X
d5g4 #b
g2Zmþ
Sðgj þ jð1; . . . ; 1Þ; dj þ jð1; . . . ; 1ÞÞ
njgjþd
aðg; #b; d; nÞ;
and so we obtain
aðd; #b; d; nÞ :¼
nkd
½n jdj  dkjdjd1  n
kjdjd

X
d5g4 #b
g2Zmþ
Sðgj þ jð1; . . . ; 1Þ; dj þ jð1; . . . ; 1ÞÞ
njgj
aðg; #b; d; nÞ;
which is (3.8).
In [CW00, (2.11)], it was shown that pðnÞk ð1Þ ¼ 0; k52: This together with
the fact
xvðwÞ :¼
1; w ¼ v;
0 otherwise
(
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v 2 V : ]
Example 1. For pðnÞ2;1;...;1 we have #b ¼ 1 2 Z ðd ¼ k  1Þ; and g is the
univariate linear polynomial gðxÞ ¼ xþ að0; 1; k  1; nÞ; where
að0; 1; k  1; nÞ :¼
n1
½n ðk  1Þ11  n1
Sðð2; 1; . . . ; 1Þ; ð1; . . . ; 1ÞÞ
n1
¼ 
1
ðk  1Þ
:
Thus,
pðnÞ2;1;...;1ðxv1 ; . . . ; xvk1Þ ¼ xv1    xvk1 xv1 
1
ðk  1Þ
 
is a lðnÞk -eigenfunction of Bn;V whenever 24k4sþ 2:
Since this function is independent of n; it follows that there are
eigenfuctions of degree k which are shared by all Bn; k5n; for sufﬁciently
large s:
Example 2. For pðnÞ3;1;...;1 we have #b ¼ 2 ðd ¼ k  2Þ; and g is the
univariate quadratic polynomial gðxÞ ¼ x2 þ að1; 2; k  2; nÞxþ að0; 2; k  2;
nÞ; where
að1; 2; k  2; nÞ :¼
n2
½n 1 ðk  2Þ11  n
Sð3; 2Þ
n2
¼ 
3
ðk  1Þ
and
að0; 2; k  2; nÞ :¼
n2
½n ðk  2Þ21  n2
Sð2; 1Þ
n
3
ðk  1Þ
þ
Sð3; 1Þ
n2
 
¼
n2
2nk þ 3nþ k2  3k þ 2
3
nðk  1Þ
þ
1
n2
 
¼
3n k þ 1
ð2nk  3n k2 þ 3k  2Þðk  1Þ
:
Thus,
xv1    xvk2 x
2
v1 
3
ðk  1Þ
xv1 þ
3n k þ 1
ð2nk  3n k2 þ 3k  2Þðk  1Þ
 
is a lðnÞk -eigenfunction of Bn;V whenever 34k4sþ 3:
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is the bivariate quadratic polynomial gðxÞ ¼ x1x2 þ c1ðx1 þ x2Þ þ c2;
where
c1 ¼ aðð1; 0Þ; #b; k  2; nÞ ¼ aðð0; 1Þ; #b; k  2; nÞ
¼
n2
ðn k þ 1Þ  n
Sð2; 1Þ
n2
¼ 
1
ðk  1Þ
and
c2 ¼ aðð0; 0Þ; #b; k  2; nÞ ¼
n2
½n ðk  2Þ21  n2
2
Sð2; 1Þ
n
1
ðk  1Þ
þ
Sðð2; 2Þ; ð1; 1ÞÞ
n2
 
¼
2n k þ 1
ð2nk  3n k2 þ 3k  2Þðk  1Þ
:
Thus, for k54;
pðnÞ2;2;1;...;1ðxÞ ¼ x1    xk2 x1x2 
x1 þ x2
ðk  1Þ
þ
2n k þ 1
ð2nk  3n k2 þ 3k  2Þðk  1Þ
 
:
A list of the elementary eigenfunctions up to degree 5 is provided in the
appendix.
4. LIMITING EIGENFUNCTIONS
Here we show that the lðnÞk -eigenfunctions p
ðnÞ
f converge as n!1
to a limit pnf : Moreover, the limit of factor (3.7) of an elementary
eigenfunction is a multivariate Jacobi polynomial. This extends
Theorems 4.1 and 4.5 of [CW00] to the multivariate setting. Let
ei be the ith unit vector in R
m; and ðbÞa the multivariate shifted
factorial
ðbÞa :¼ ðb1Þa1    ðbdÞad ; ðbiÞai :¼ biðbi þ 1Þ    ðbi þ ai  1Þ;
b 2 Rd ; a 2 Zdþ;
with ð2Þd :¼ ð2Þd1    ð2Þdm :
Theorem 4.1 (Limiting Eigenfunctions). Express xb; b 2 ZVþ; jbj ¼ k in
the form
xb ¼ xk1v1    x
kd
vd ; k ¼ k1 þ    þ kd ; k1; . . . ; km > 1; kmþ1 ¼    ¼ kd ¼ 1;
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satisfy
lim
n!1
aðd; #b; d; nÞ ¼ anðd; #b; dÞ
:¼ ð1Þkd
k1!    km!
ðk þ d  1Þkd
ðk þ d  1Þjdj
ð #bÞd
ð2Þd
1
d!
: ð4:1Þ
Thus, pðnÞ
xb
converges uniformly on T to pn
xb
¼ xv1    xvd gðxv1 ; . . . ; xvm Þ; where
gðxÞ :¼ gn#b;dðxÞ :¼
X
d4 #b
d2Zmþ
anðd; #b; dÞ xd; #b :¼ ðk1  1; . . . ; km  1Þ: ð4:2Þ
Proof. First, we prove by strong induction on j #b dj that
aðd; #b; d; nÞ converges to a limit anðd; #b; dÞ as n!1; which satisﬁes
the recurrence
anðd; #b; dÞ ¼
1
j #b djðk þ d þ jdj  1Þ
Xm
i¼1
diþ14ki1
ðdi þ 1Þðdi þ 2Þanðdþ ei; #b; dÞ; d5 #b: ð4:3Þ
Clearly limn!1 að #b; #b; d; nÞ ¼ 1; which begins the induction. Suppose d5 #b:
Since
½n jdj  dj
#bdj
1  n
j #bdj ¼ 1
2
j #b djð1 k  d  jdjÞnj
#bdj1
þ lower order powers of n;
all the coefﬁcients
nj #bgj
½n jdj  dj
#bdj
1  n
j #bdj
Sðgj þ jð1; . . . ; 1Þ; dj þ jð1; . . . ; 1ÞÞ
of aðg; #b; d; nÞ in (3.8) converge to 0 as n!1; except those for g ¼ dþ ei4 #b
which converge to
Sðdþ ei þ ð1; . . . ; 1Þ; dþ ð1; . . . ; 1ÞÞ
1
2
j #b djð1 k  d  jdjÞ
¼ 
ðdi þ 1Þðdi þ 2Þ
j #b djðk þ d þ jdj  1ÞÞ
:
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obtain
lim
n!1
aðd; #b; d; nÞ ¼ anðd; #b; dÞ;
which satisﬁes (4.3).
The limits anðd; #b; dÞ are uniquely determined by anð #b; #b; dÞ ¼ 1 and (4.3).
We now show that the an deﬁned in (4.1) satisﬁes these, and so gives the
desired limits. The case d ¼ #b is trivial, and so it sufﬁces to show
bðd; #b; dÞ :¼ ðk þ d  1Þjdj
ð #bÞd
ð2Þd
1
d!
satisﬁes recurrence (4.3). For d5 #b; we computeXm
i¼1
diþ14ki1
ðdi þ 1Þðdi þ 2Þbðdþ ei; #b; dÞ
¼
Xm
i¼1
diþ14ki1
ðdi þ 1Þðdi þ 2Þðk þ d  1Þjdþei j
ð #bÞdþei
ð#2Þdþei
1
ðdþ eiÞ!
¼ ðk þ d  1Þjdj
ð #bÞd
ð#2Þd
1
d!
ðk þ d þ jdj  1Þ
Xm
i¼1
diþ14 #bi
#bi  di
¼ bðd; #b; dÞ ðk þ d þ jdj  1Þj #b dj
as required. Since the sequence pðnÞ
xb
is contained in the ﬁnite-dimensional
space Pk ; it converges to pnxb 2 Pk in any norm, and in particular
uniformly. ]
Let P nk;V denote the space of limiting eigenfunctions, i.e.,
P n1;V :¼ P1ðR
sÞ; P nk;V :¼ spanfp
n
xb
: b 2 ZVþ;bðv0Þ ¼ 0; jbj ¼ kg; k > 1;
which is SV -invariant. It follows immediately that each sequence
of eigenfunctions pðnÞf ; f" 2 P
0
kðR
sÞ converges as n!1 to some
pnf 2 P
n
k;V :
The Lauricella function F ¼ FA (see, e.g., [E76, Chap. 2]) with arguments c
a scalar, and b; g; x vectors from Rd (or RV ) is deﬁned by
F ðc;b; g; xÞ :¼
X
a2Zdþ
ðcÞjaj
ðbÞa
ðgÞa
xa
a!
; c 2 R; b; g; x 2 Rd :
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xb
). The function g of (4.2) can be
expressed as
gn#b;d ðxÞ ¼ ð1Þ
kd k1!    km!
ðk þ d  1Þkd
F ðk þ d  1; #b; #2; xÞ; #2 :¼ ð2; . . . ; 2Þ:
Proof. From (4.1), (4.2) and the deﬁnition of F ; we have
gn#b;d ðxÞ ¼ ð1Þ
kd k1!    km!
ðk þ d  1Þkd
X
d4 #b
d2Zmþ
ðk þ d  1Þjdj
ð #bÞd
ð2Þd
xd
d!
¼ ð1Þkd
k1!    km!
ðk þ d  1Þkd
F ðk þ d  1; #b; #2; xÞ:
Deﬁne d-vectors b :¼ ð #b; 0; . . . ; 0Þ; jbj ¼ k  d; k :¼ ð1; . . . ; 1Þ and
x ¼ ðxv1 ; . . . ; xvd Þ: Then,
F ðk þ d  1; #b; #;ðxv1 ; . . . ; xvmÞÞ ¼ F ðjbj þ jkj þ ðd  1Þ;b;kþ 1; xÞ: ]
In [W01] it is shown that the factor gðxv1 ; . . . ; xvm Þ; d52 of p
n
xb
is the
(multivariate) Jacobi polynomial of degree k  d for the simplex with
vertices fv1; . . . ; vdg and weight xv1    xvd which has leading term
ðxk11v1    x
km1
vm Þ":
Example 1. Consider the univariate case T ¼ S1 :¼ ½0; 1: Here the
barycentric coordinates are x0ðxÞ ¼ 1 x and x1ðxÞ ¼ x: For x
bðxÞ ¼ xk ; we
have d ¼ m ¼ 1; #b ¼ k  1; giving
pnk ðxÞ ¼ xð1Þ
k1 k!
ðkÞk1
F ðk; 1 k; 2; xÞ
¼ xð1Þk1
k!ðk  1Þ!
ð2k  2Þ! 2
F1ð1 k; k; 2; xÞ:
Similarly, the leading term of xk1ð1 xÞ is xk : So taking k1 ¼ k  1; k2 ¼
1; m ¼ 1; d ¼ 2; #b ¼ k  2 gives
pnk ðxÞ ¼  xð1 xÞð1Þ
k2 ðk  1Þ!
ðk þ 1Þk2
F ðk þ 1; 2 k; 2; xÞ
¼ xðx 1Þð1Þk
k!ðk  1Þ!
ð2k  2Þ! 2
F1ð2 k; k þ 1; 2; xÞ;
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pnk ðxÞ ¼
k!ðk  2Þ!
ð2k  2Þ!
xðx 1ÞP ð1;1Þk2 ð2x 1Þ; k52; ð4:4Þ
where P ð1;1Þj are the (univariate) Jacobi polynomials which are
orthogonal with respect to the weight ð1 tÞð1þ tÞ on the interval
t 2 ½1; 1:
Example 2. For each pk1;...;kd ; d52;
ðx1; . . . ; xd1Þ/
pnk1;...;kd ðx1; . . . ; xd1; 1 x1      xd1Þ
x1    xd1ð1 x1      xd1Þ
is a Jacobi polynomial of degree k  d for Sd1 with weight
x1    xd1ð1 x1      xd1Þ:
5. Bn;V APPLIED TO SHIFTED FACTORIALS
The following result is of independent interest. In particular, it shows
that
Bn;V ð½x
b
1=nÞ ¼ l
ðnÞ
k x
b; jbj ¼ k4n; ð5:1Þ
which can be used to give an alternative proof of the diagonalisation
of Bn;V :
Theorem 5.1 (Bn;V Applied to Shifted Factorials). Recall for b 2 ZVþ with
jbj ¼ k4n;
½xb
1=n :¼
Y
v2V
xv xv 
1
n
 
xv 
2
n
 
   xv 
bðvÞ  1
n
 
2 Pk :
Then,
Bn;V ð½x
b
1=ngÞ ¼ l
ðnÞ
k x
bBnk;V g
n k
n
 
k
n
vb
  
8g 2 CðT Þ; ð5:2Þ
where the Bernstein polynomials in (5.2) depend only on the values
fgðvaÞ : a 2 Z
V
þ; jaj ¼ n; a5bg: ð5:3Þ
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Bnk;V g
n k
n
 
k
n
vb
  
¼ ðBnk;W gÞ8
n k
n
 
k
n
vb
 
;
W :¼
n k
n
V 
k
n
vb: ð5:4Þ
Proof. Since va is an afﬁne combination of the points in V
xvðvaÞ ¼
X
w2V
aðwÞ
n
xvðwÞ ¼
aðvÞ
n
; a 2 ZVþ; jaj ¼ n;
and we have
ð½xb1=nÞðvaÞ ¼
Y
v2V
aðvÞ
n
aðvÞ  1
n
 
aðvÞ  2
n
 
  
aðvÞ  ðbðvÞ  1Þ
n
 
¼
1
nk
a!=ða bÞ!; a5b;
0 otherwise:
(
ð5:5Þ
This implies Bn;V ð½x
b
1=ngÞ depends only on (5.3). For a5b; jaj ¼ n
va ¼
X
v2V
aðvÞv
n
¼
n k
n
X
v2V
ðaðvÞ  bðvÞÞv
n k
þ
k
n
X
v2V
bðvÞv
k
¼
n k
n
vab þ
k
n
vb;
and hence by (5.5), we obtain
Bn;V ð½x
b
1=ngÞ ¼
1
nk
X
jaj¼n
a5b
n
a
 !
xa
a!
ða bÞ!
gðvaÞ
¼
n!
ðn kÞ!
1
nk
xb
X
jabj¼nk
ab50
n k
a b
 !
xabg
n k
n
vab 
k
n
vb
 
¼ lðnÞk x
bBnk;V g
n k
n
 
k
n
vb
  
:
Applying (3.1) with A :¼ nkn  
k
nvb; gives (5.4). ]
Let Vn :¼ fva : a 2 Z
V
þ; jaj ¼ ng; then Theorem 5.1 relates the support of the
mesh function f jVn to factors of Bnðf Þ:
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Vb :¼ fva 2 Vn : a5bg:
Then the following are equivalent:
suppðf jVn Þ  Vb , ½x
b
1=njðf jVn Þ , x
bjBn;V ðf Þ 8f 2 CðT Þ:
When this holds
Bnðf Þ ¼ l
ðnÞ
k x
bðBnk;W ðf=½x
b
1=nÞÞ8
n k
n
 
k
n
vb
 
; W :¼
n k
n
V 
k
n
vb:
Proof. From (5.5), we have
Vb ¼ fva 2 Vn : ½x
b
1=nðvaÞ=0g;
and so
½xb
1=njðf jVnÞ , f ðvaÞ ¼ 0; 8va 2 Vn=Vb , suppðf jVn Þ  Vb:
By Theorem 5.1,
½xb
1=njðf jVn Þ , f jVn ¼ ð½x
b
1=nÞjVnðf=½x
b
1=nÞjVn
,Bn;V ðf Þ ¼ Bn;V ð½x
b
1=nðf=½x
b
1=nÞÞ
,Bn;V ðf Þ ¼ l
ðnÞ
k x
bðBnk;W ðf=½x
b
1=nÞÞ8
n k
n
 
k
n
vb
 
:
Now suppose that xbjBn;V ðf Þ; then
Bn;V ðf Þ=x
b ¼
X
jaj¼n
n
a
 !
xabf ðvaÞ 2 PnkðR
sÞ ) f ðvaÞ ¼ 0; 8a b0
) supp f jVn  Vb: ]
6. CONCLUDING REMARKS
We conclude with some comments about those parts of [CW00] which
have not been generalised here.
The common zeros of the eigenspaces P ðnÞk;V do not have the rich structure
of the univariate situation (k real zeros in ½0; 1 with estimates on their
S. COOPER AND S. WALDRON128location). Indeed, by considering the factored form of elementary
eigenfunction pðnÞks1;1;...;1 it follows that the common zeros are just the
vertices V :
By choosing a basis of eigenfunctions for Bn;V ; say that of (2.6) with
pðnÞa :¼ p
ðnÞ
xa ; one can write down a diagonal form
Bn;V f ¼
Xn
k¼0
lðnÞk
X
jaj¼k
aðv0Þ¼0
pðnÞa m
ðnÞ
a ðf Þ 8f 2 CðT Þ; ð6:1Þ
where the dual functionals mðnÞa 2M
ðnÞ
k;V can be found explicitly by solving the
linear system obtained from
mðnÞa ðp
ðnÞ
b Þ ¼ da;b 8a;b:
None of the formulæ so obtained are nice enough to be worth recording.
Recent results of [WX01] using (tight) frames to represent Jacobi
polynomials on a simplex indicate that it might be more proﬁtable to
consider a redundant, but more symmetric, representation of the form
Bn;V f ¼
Xn
k¼0
lðnÞk
X
jaj¼k
pðnÞa m
ðnÞ
a ðf Þ 8f 2 CðT Þ;
where the inner sum involves all of the SV -invariant spanning set fpðnÞa : a 2
ZVþ; jaj ¼ kg:
In [CW00] it was shown that dual functionals such as mðnÞa in (6.1) have a
limit as n!1 (as functionals on the polynomials). The argument given
relied on the fact that dividing pðnÞk ; k52 by the product of the barycentric
coordinates (for the interval) gave a sequence of Jacobi polynomials for
which an orthogonal expansion could be used. In the multivariate case, this
is no longer possible (not all eigenfunctions are divisable by each barycentric
coordinate). It is believed that such limits do exist, and that they might be
found by an appropriate orthogonal expansion (possibly involving Sobolev
orthogonality).
There has been some work on iterates of the bivariate Bernstein operator
by Ping Li [LiP87] and Fa Lai Chen and Yu Yu Feng [CF93] generalising
the methods of [KR67] (see the comments in [CW00, Sect. 5]). By setting the
eigenvalues in (6.1) to 1 we obtain, similarly to the univariate case, the
operator
Ln;V f ¼
Xn
k¼0
X
jaj¼k
aðv0Þ¼0
pðnÞa m
ðnÞ
a ðf Þ 8f 2 CðT Þ
DIAGONALISATION OF MULTIVARIATE BERNSTEIN OPERATOR 129of Lagrange interpolation from Pn at the ‘simplex points’ fva : jaj ¼ ng: The
classes of Bernstein quasi-interpolant operators proposed in [CW00] can
then be deﬁned in the obvious way. The eigenstructure of the multivariate
Kantorovich operator can be deduced in the same way as in the univariate
case, see, e.g., [LiS96] (and references therein) for a discussion of the
properties of this operator.
APPENDIX.
List of the elementary eigenfunctions for k ¼ 2; . . . ; 5
Degree 2, i.e., lðnÞ2 ¼
n!
ðn 2Þ!n2
:
pðnÞ2 ðxÞ ¼ x1ðx1  1Þ;
pðnÞ1;1ðxÞ ¼ x1x2:
Degree 3, i.e., lðnÞ3 ¼
n!
ðn 3Þ!n3
:
pðnÞ3 ðxÞ ¼ x1ðx1  1=2Þðx1  1Þ;
pðnÞ2;1ðxÞ ¼ x1x2ðx1  1=2Þ;
pðnÞ1;1;1ðxÞ ¼ x1x2x3:
Degree 4, i.e., lðnÞ4 ¼
n!
ðn 4Þ!n4
:
pðnÞ4 ðxÞ ¼ x1ðx1  1Þ x
2
1  x1 þ
n 1
5n 6
 
;
pðnÞ3;1ðxÞ ¼ x1x2 x
2
1  x1 þ
n 1
5n 6
 
;
pðnÞ2;2ðxÞ ¼ x1x2 x1x2 
1
3
x1 
1
3
x2 þ
2n 3
3ð5n 6Þ
 
;
pðnÞ2;1;1ðxÞ ¼ x1x2x3ðx1  1=3Þ;
pðnÞ1;1;1;1ðxÞ ¼ x1x2x3x4:
Degree 5, i.e., lðnÞ5 ¼
n!
ðn 5Þ!n5
:
S. COOPER AND S. WALDRON130pðnÞ5 ðxÞ ¼ x1ðx1  1=2Þðx1  1Þ x
2
1  x1 þ
n 1
7n 12
 
;
pðnÞ4;1ðxÞ ¼ x1x2ðx1  1=2Þ x
2
1  x1 þ
n 1
7n 12
 
;
pðnÞ3;2ðxÞ ¼ x1x2 x
2
1x2 
1
4
x21 
3
4
x1x2 þ
3ðn 2Þ
2ð7n 12Þ
x1

þ
3n 4
4ð7n 12Þ
x2 
n 2
4ð7n 12Þ

;
pðnÞ3;1;1ðxÞ ¼ x1x2x3 x
2
1 
3
4
x1 þ
3n 4
4ð7n 12Þ
 
;
pðnÞ2;2;1ðxÞ ¼ x1x2x3 x1x2 
1
4
x1 
1
4
x2 þ
n 2
2ð7n 12Þ
 
;
pðnÞ2;1;1;1ðxÞ ¼ x1x2x3x4ðx1  1=4Þ;
pðnÞ1;1;1;1;1ðxÞ ¼ x1x2x3x4x5:
Formulæ for the elementary eigenfunctions of degree k
pðnÞ1;...;1ðxÞ ¼ x1    xk ;
pðnÞ2;1;...;1ðxÞ ¼ x1    xk1 x1 
1
ðk  1Þ
 
;
pðnÞ3;1;...;1ðxÞ ¼ x1    xk2 x
2
1 
3
ðk  1Þ
x1 þ
3n k þ 1
ð2nk  3n k2 þ 3k  2Þðk  1Þ
 
;
pðnÞ2;2;1;...;1ðxÞ ¼ x1    xk2 x1x2 
x1 þ x2
ðk  1Þ
þ
2n k þ 1
ð2nk  3n k2 þ 3k  2Þðk  1Þ
 
;
pðnÞk1;1ðxÞ ¼
pðnÞk ðx1Þ
x1  1
x2:
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