Consider a general class of structural inference rules such as exchange, weakening, contraction and their generalizations. Among them, some are harmless but others do harm to cut elimination. Hence it is natural to ask under which condition cut elimination is preserved when a set of structural rules is added to a structurefree logic. The aim of this work is to give such a condition by using algebraic semantics.
Introduction
Gentzen's sequent calculus has been playing a central role in proof theory and logic in computer science. Its main advantage is the cut elimination theorem, which not only yields a lot of important corollaries, but also is the main target of research by itself in the proofs-as-programs paradigm of computation. Another remarkable feature of sequent calculus is that the inference rules concerning the structure of hypotheses/conclusions can be distinguished from those concerning the use of logical connectives. The former are called structural rules. One can therefore obtain various logical systems by selecting a suitable set of structural rules, while keeping the logical connectives and the associated inference rules unchanged. Studies of structural rules have a long history, but it is relatively recently that their relevance to computation has been pointed out (especially in the framework of linear logic [Gir87, Gir95] ) and a systematic study of such logics with selected structural rules has been undertaken (under the name substructural logics [De93, Ono03] ).
Gentzen's original sequent calculus contains three structural rules:
In view of these intricacies, it is natural to look for some general criteria for a set of structural rules to admit cut elimination. Such criteria, if given on a suitable level of abstraction, would also help us understand the nature of cut elimination from a deeper standpoint. The aim of this paper is to give a criterion for cut elimination by using algebraic semantics. Our criterion, called the propagation property, originates in Girard's naturality test. In Appendix C.4 of [Gir99] , Girard proposes a test for naturality of logical principles (i.e., structural rules). Roughly, a principle (structural rule) R passes Girard's test if the following is true for every phase space (M, ⊥): whenever R holds for all atomic facts {x} ⊥⊥ , it also holds for arbitrary facts X ⊥⊥ (here, x ∈ M and X ⊆ M ). In other words, a principle passes the test when it propagates from atomic facts to all facts. Based on this test, Weakening and Contraction are justified (in the presence of Exchange) whereas Expansion is abandoned (which is called a Broccoli, a completely artificial construct). Moreover, a connection between this test and cut elimination is hinted (see footnote 36 in Appendix C.4). Our propagation property is obtained by making Girard's test more precise and more general.
Actually, the propagation property we propose has two equivalent forms, one syntactic and the other semantic. A set of rules satisfies the syntactic propagation property if, roughly, it propagates from propositional variables to their disjunctions and fusions (i.e. multiplicative conjunctions). Similarly, it satisfies the semantic propagation property if it propagates from an arbitrary set of elements to their (infinite) joins and multiplications in all residuated lattices. Our main contribution is then the following characterization of cut elimination, which clarifies and confirms Girard's idea: • The cut elimination theorem holds for a structure-free sequent calculus enriched with a set R of structural rules iff R satisfies the syntactic propagation property iff R satisfies the semantic propagation property.
As an application, we show that every set of structural rules can be completed into another set that enjoys cut elimination without changing provability. In Section 2, we consider full Lambek calculus [Ono90, Ono94, Ono03] , i.e., intuitionistic logic without any structural rules, as the basic system. More precisely, we consider its 0-free fragment, denoted by FL + . We then introduce structural rules on FL + in a general format. In Section 3, we introduce a syntactic version of the propagation property, and show that cut elimination implies the syntactic propagation property. In Section 4, we consider the residuated lattices (see [JT02, Ono03] ), that is, algebraic structures for FL + , and introduce a semantic version of the propagation property. We then show that the syntactic propagation property implies the semantic one. In Section 5, we consider the phase structures (see for instance [Abr90, Tro92, Ono94] ), a particular class of residuated lattices, and describe a useful construction of phase structures due to Okada [Oka96, Oka99, Oka02] in which the validity of a formula directly implies its cut-free provability. If our choice R of structural rules satisfies the semantic propagation property, then Okada's phase structure, defined on the basis of R, becomes a model of R. Therefore, together with the soundness theorem, we obtain the cut elimination theorem. Section 6 is devoted to the completion of structural rules as mentioned above.
Full Lambek Calculus and Structural Rules
The formulas of FL + are built from propositional variables a, b, c, . . . and constants 1 (unit), (true) and ⊥ (false) by using binary logical connectives · (fusion), \ (right implication), / (left implication), ∧ (conjunction) and ∨ (disjunction). The set of formulas is denoted by F . Small Greek letters α, β, . . . range over F . For simplicity, we do not consider negation nor 0 in this paper; it is, however, easy to incorporate them if one wishes. All results in this paper hold in the presence of negation and 0, too. We use → as synonym for \, because it can be read as implication more naturally. The other implication / is not much used in this paper. For the convenience of the reader who is familiar with linear logic, the correspondence with (intuitionistic noncommutative) linear logic connectives is given in Table 1 . Notice in particular that ⊥ of FL + corresponds to 0 of linear logic.
A sequent of FL + is of the form α 1 , . . . , α n ⇒ β. Here, formulas α 1 , . . . , α n are called antecedents and β is called a succedent. In the sequel, Γ, ∆, . . . stand for finite sequences of formulas, and ∅ stands for the empty sequence. A sequent Γ ⇒ α is said to be provable in FL + if it is derivable by using the inference rules in Figure 1 . A formula α is provable if the sequent ⇒ α is provable. Given a (possibly infinite) set Ω of sequents, a sequent Γ ⇒ γ is said to be deducible from Ω if Γ ⇒ γ is provable in FL + enriched with the additional axioms Ω (see [Ono94, Ono03] [ β] . Similar notation is used for sequences of formulas (and structural rules introduced below).
For
Notice here that parentheses are omitted; it is justified by the associativity of · and ∨ in FL + . If Σ ≡ ∅, we define * Σ ≡ 1 and Σ ≡ ⊥. In addition, when β[a] is a formula, we define:
Listed below are some elementary facts used in this paper:
• Γ ⇒ α → β is provable iff α, Γ ⇒ β is provable.
• Σ, Γ ⇒ β is provable iff α, Γ ⇒ β is provable for every α ∈ Σ.
• α∈Σ (β · α · γ) ⇒ β · ( Σ) · γ and the converse are provable.
FL
+ is entirely free from structural rules. Various systems of so-called substructural logics are obtained by enriching it with a suitable set of structural rules. Formally, a structural rule R is an n + 1 tuple (Θ 1 ; . . . ; Θ n Θ 0 ), where n ≥ 1 and each Θ i is a finite sequence of variables, that satisfies the following condition: (*) any variable occurring in Θ 1 , . . . , Θ n also occurs in Θ 0 .
The last condition will be referred to as the non-erasing condition.
Let 
with Γ, ∆ and γ arbitrary.
For example, the structural rules mentioned in the introduction can be formally specified as follows:
• c: (a, a a)
• exp: (a a, a)
Notice that min and seq-c are speified by a countable set of structural rules.
Some remarks on the generality of our definition are in order. First, our structural rules are by definition applicable in an arbitrary context Γ, ∆, γ and the context must be identical in all the upper sequents. It surely limits the range of possible structural rules, but for the moment we have no idea how to deal with structural rules which do not fit into this pattern.
Second, our structural rules are supposed to respect the non-erasing condition. We need this condition because a structural rule might cause a disastrous effect without it. In particular, any unary rule (Θ 1 Θ 0 ) that violates the non-erasing condition causes logical inconsistency. On the other hand, all structural rules that respect the non-erasing condition are admissible in intuitionistic logic.
Finally, there is an issue on the right structural rules. In the full system FL with the constant 0, it makes sense to consider the right weakening rule:
Although our definition of structural rule is not general enough to capture this one, it is not a serious limitation because the same effect can be obtained by identifying 0 with ⊥. Anyway, studies of right structural rules are better carried out in the classical FL framework, hence we do not discuss them any further here.
Given a set R of structural rules, the system FL + (R) is defined to be FL + enriched with all instances of the additional structural rules R. For instance, FL + ({e}) amounts to FL + e (intuitionistic linear logic without modality) and FL + ({e, w, c}) is nothing but intuitionistic logic.
Due to the non-erasing condition, our structural rules satisfy the following property: any formula occurring in the upper sequents of a structural rule also occurs in the lower sequent. It follows that the cut elimination theorem always implies the subformula property.
More precisely, for each formula α, define the set P os(α) of positive subformulas and the set N eg(α) of negative subformulas as follows. When † is either a variable or a constant, P os(
Lemma 2.1 Let R be a set of structural rules. Suppose that FL + (R) enjoys cut elimination. Then it satisfies the (polarized) subformula property: if a sequent Γ ⇒ α is provable in FL + (R), then it has a derivation π in which only subformulas of Γ ⇒ α occur. Moreover, any antecedent (succedent, resp.) formula of a sequent in π is a negative (positive, resp.) subformula of Γ ⇒ α.
To study the properties of structural rules, it is convenient to represent them as formulas. Given a structural rule R = (Θ 1 ; . . . ; Θ n Θ 0 ), define its formula repre-
When R is a set of structural rules, R denotes the set {R | R ∈ R}.
As expected, there is an instance-wise correspondence between structural rules and their formula representations:
Lemma 2.2 Let R[ a] be a structural rule. Then an instance R[ α] is derivable from R[ α] and vice versa.
Proof. For simplicity of notation, let us just consider a binary structural rule R = (Θ 1 ; Θ 2 Θ 0 ) and an instance given by the identity substitution. Now R can be derived fromR as follows:
Conversely,R can be proved by using R as follows:
Syntactic Propagation
Let us now introduce a syntactic version of the propagation property. To motivate the notion, consider the contrast between FL + ({c}) and FL + (seq-c). As is mentioned in the introduction, the former does not enjoy cut elimination. For instance, the cut below cannot be eliminated:
On the other hand, if c is generalized to seq-c, the cut can be easily eliminated:
Now our question is this: what is the essential difference between c and seq-c? A distinctive feature of seq-c is that it propagates from variable instances to fusion instances. Namely, a fusion instance
is derivable from a set Ω of instances of some structural rules if for arbitrary Γ, ∆ and γ, the sequent 
Notice that one cannot obtain a cut-free proof even if exp is generalized to a sequence version as above. On the other hand, when exp is replaced with min, a cut-free proof is obtained:
Therefore, we may again ask what is the essential difference between exp and min. This time, our answer is that min propagates from variable instances to disjunction instances. Namely, a disjunction instance
In contrast, exp does not propagate to disjunction instances. These observations bring us to the following definition. A set R of structural rules satisfies the syntactic propagation property if the following holds:
• For every R[a 1 
Since Θ 0 is a sequence of variables among {a 1 , . . . , a m } (possibly with some repetitions), α 0 is of the form Since it holds for every x 1 ∈ Σ i1 , . . . , x l ∈ Σ i l , we conclude that α 0 → α 1n is derivable from the Φ-instances of the structural rules R. Therefore, by Lemma 2. Does the converse hold? Namely, does the syntactic propagation property always imply cut elimination? The answer is yes, but it is difficult to give a direct syntactic proof, mainly because the propagation property does not guarantee at all that the structural rules propagate to conjunction and implication instances. For this reason, we shall now move on to the algebraic semantics for FL + and find out a semantic analogue of the syntactic propagation property.
Residuated lattices and semantic propagation
An algebra P = P, ∧, ∨, ·, \, /, 1 is called a (bounded) residuated lattice if 1. P, ∧, ∨ is a lattice with the greatest element and the least element ⊥.
P, ·, 1 is a monoid.
3. The operations \ and / are right and left residuals of ·. Namely, for any x, y, z ∈ P ,
(See [JT02, Ono03] for general introductions to residuated lattices.) A valuation f on P maps each variable to an element of P . Given a set X ⊆ P , f is called an X-valuation if the range is a subset of X. As usual, f can be extended to a map from the formulas F to P as follows:
A formula α is said to be true under valuation f in P if f (α) ≥ 1. In particular, α → β, i.e., α\β is true iff f (α) ≤ f (β). A formula α is valid (X-valid, resp.) in P if it is true under all valuations (X-valuations, resp.) on P.
The residuated lattices are algebraic models of FL + . In particular, the following strong form of soundness holds for them:
Lemma 4.1 Let P be a residuated lattice and f be a valuation on it. If α is deducible from Φ and all formulas in Φ are true under f in P, then α is also true under f .
Given a set R of structural rules, an R-residuated lattice is a residuated lattice in which all formulas in R are valid. By the previous lemma, any formula provable in FL + (R) is valid in all R-residuated lattices. Coming back to the residuated lattices in general, we may observe that the monoid multiplication · is continuous in the following sense:
Lemma 4.2 Let q 0 , . . . , q m ∈ P and let
δ(p 1 , . . . , p m ) = q 0 · p 1 · q 1 · · · q m−1 · p m · q m , for any p 1 , . . . , p m ∈ P . Let alsoδ(p) = δ(p, .
. . , p).
Suppose that X is a subset of P for which X exists. We then have:
where Y ⊆ fin X holds iff Y is a finite subset of X.
Proof. Note that, by distributivity of over ·,
Therefore, one direction holds. The other direction can be shown easily.
Given X ⊆ P , the multiplication closure (X), the join closure (X) and the finite join closure fin (X) are defined by
A set R of structural rules satisfies the semantic propagation property if for any residuated lattice P and X ⊆ P , the following holds:
• if all formulas in R are X-valid, then they are also ( (X))-valid.
We have:
Proposition 4.3 If a set R of structural rules satisfies the syntactic propagation property, it also satisfies the semantic propagation property.
Proof. Let P be a residuated lattice. We tentatively use the following notation: when a valuation f assigns p i ∈ P to each variable a i occurring in a formula
Now, suppose that all formulas inR are X-valid for some X ⊆ P and take a structural rule
Our first claim is thatR is (X)-valid. So suppose that f is a (X)-valuation which assigns to each a i (1 ≤ i ≤ m) a finite multiplication * Y i , where Y i is a finite sequence of elements in X. Let Z ⊆ X be the set of elements occurring in some Y i (1 ≤ i ≤ m). Then for anyR ∈ R and for any q 1 , . . . , q k ∈ Z,R {q 1 , . . . , q k } ≥ 1 (because all formulas inR are assumed to be X-valid).
To each q ∈ Z, associate a variableq and let id be a X-valuation such that id(q) = q. Then we have id(R [q 1 , . . . ,q k ]) =R {q 1 , . . . , q k } ≥ 1 for any q 1 , . . . , q k ∈ Z. Namely, allŻ-instances of R are true under id, whereŻ = {q | q ∈ Z}. By the syntactic propagation property,R[ * Ẏ 1 , . . . , * Ẏ m ] is deducible from theŻ-instances of R. Therefore by the strong soundness (Lemma 4.1), it is true under id. Therefore,
Thus we have shown thatR is (X)-valid. Similarly, one can show thatR is
Recall that * Θ 0 is a fusion of variables in {a 1 , . . . , a m } (possibly with some repetitions). By repeatedly applying Lemma 4.2 and by using the fact thatR is fin ( (X))-valid (and hence f fin ( * Θ 0 ) ≤ f fin ( * Θ 1 ∨ · · · ∨ * Θ n ) for any fin ( (X))-valuation f fin ), we obtain:
Therefore,R is true under f .
We have thus arrived at a partial conclusion that the semantic propagation property is a necessary condition for cut elimination. Semantic propagation is indeed a very natural and strong condition, and it will turn out in the next section that it is actually a sufficient condition too.
Phase structures and semantic cut elimination
We now introduce a special class of residuated lattices, sometimes called (intuitionistic noncommutative) phase structures (see [Abr90, Tro92, Ono94] ). Let M = M, ·, 1 be a monoid. Denote the powerset of M by ℘(M ), and define for X, Y ∈ ℘(M ),
The set of all closed sets in ℘(M ) is denoted by C M . Define for any closed sets X, Y ∈ C M and for any family X of closed sets,
We then have:
Lemma 5.1 If M is a monoid and C is a closure operator on ℘(M ), then the algebra
is a complete residuated lattice with infinite join C .
In every phase structure, the following hold:
As a consequence, phase structures satisfy the following remarkable property which plays a key role in connecting the semantic propagation property to cut elimination:
Lemma 5.2 Suppose that M is finitely generated by a set A, i.e., any element x of M can be written as
Proof. By 1 above, we have
for any x = y 1 · · · y n . Thus C({x}) ∈ (C A ). Now the lemma immediately follows by 2 above.
It follows that the semantic propagation property roughly corresponds to Girard's naturality test [Gir99] as far as the phase structures are concerned. More precisely, let us say that a set R of structural rules passes the modified naturality test if in every phase structure whose monoid reduct is finitely generated by A, the C A -validity of R implies its validity. Then we see that any R with the semantic propagation property passes the modified naturality test by virtue of Lemma 5.2.
We now describe a specific construction of a phase structure due to [Oka96, Oka99] (and slightly remedied by [OT99] ), which is quite useful for proving the cut elimination theorem. (See also [BOJ01] , where Okada's construction is reformulated as algebraic quasi-completion and quasi-embedding.)
Let F * be the free monoid generated by the formulas F of FL + ; the elements of F * are sequences of formulas, the monoid multiplication is concatenation, and the unit element is the empty sequence ∅.
Let us fix a set R of structural rules. The operator C is defined on the basis of cut-free provability in FL + (R):
Then one can show that C is indeed a closure operator on ℘(F * ) (for an arbitrary R). Hence by Lemma 5.1, the algebra
is a residuated lattice.
Let f 0 be a valuation on C F * defined by f 0 (a) = C({a}). In this setting, we have Okada's lemma:
Proof. The first claim can be proved by induction on the complexity of α (see [Oka99] ).
As for the second claim, let
It is worth noting that Okada's lemma holds independently of which structural rules R we adopt. It only concerns with the properties of logical inference rules. What depends on the choice of R is the following:
Lemma 5.4 If R satisfies the semantic propagation property, then C F * is an Rresiduated lattice.
Proof. Let C F be {C({α}) | α ∈ F}, and let R = (Θ 1 ; . . . ; Θ n Θ 0 ) ∈ R. We first prove thatR is C F -valid.
To show this, suppose f is a C F -valuation, i.e., for any variable a, f (a) is of the form C({α}). We can then naturally associate to each variable a a formulaǎ such that f (a) = C({ǎ}). Now, recall thatR is of the form * Θ 0 → ( * Θ 1 ∨ · · · ∨ * Θ n ), and each Θ i is a sequence of the form a
where {Θ 1 , . . . ,Θ n } is a set of n elementsΘ 1 , . . . ,Θ n , each of which is a sequence of formulas. HenceR is true under
To show the last membership, suppose that
Since it holds for arbitrary Γ, ∆ and γ, we haveΘ 0 ∈ C({Θ 1 , . . . ,Θ n }), and thusR is true under f .
We have shown thatR is C F -valid. Since R is supposed to satisfy the semantic propagation property,R is also valid in C F * by Lemma 5.2. 2. R satisfies the syntactic propagation property.
3. R satisfies the semantic propagation property.
Completion of Structural Rules
Recall that Contraction c can be generalized to its sequence version seq-c without changing provability so that the cut elimination theorem holds for FL + (seq-c). We say that c can be completed into seq-c (the word "completion" is used in analogy with Knuth-Bendix completion in rewriting theory). Likewise, Expansion exp can be completed into Mingle min. The completion techniques implicitly used there, which we call stretching and ramification, are by no means specific to c and exp. In fact, we show in this section that they are widely applicable, and an arbitrary set of structural rules can be completed by stretching and ramification. To show this, our characterization of cut elimination by the syntactic propagation property turns out useful.
To For instance, a stretch of min 1 = (a; b a, b) is of the form 
Then by applying a rule instance
2. By Lemma 6.2.
In addition, observe that the stretching operation does not affect lower-linearity. We have therefore obtained a general completion result: Theorem 6.4 Given a set R of structural rules, define R to be Str(Ram(R)). Then the following hold.
• FL + (R) and FL + (R ) are equivalent.
• R satisfies the syntactic propagation property. Hence FL + (R ) enjoys cutelimination.
Observe that Ram(R) = R when all rules in R are already lower-linear. Moreover, we can identify Str(Str(R)) with Str(R) under suitable renaming of variables. Therefore, we have R equivalent to R in practice. Hence the operation can be legitimately called a completion.
Conclusion
As pointed out in the introduction, Gentzen's sequent calculus comprises two sorts of inference rules: logical inference rules and structural inference rules. Accordingly, it is natural to consider that any proof of cut elimination consists of two parts (even if they are entangled in practice): the logical part and the structural part. Of these two, the former part is semantically dealt with by Okada's construction (at least when substructural logics, linear logic and intuitionistic/classical logics are concerned), which is algebraically reformulated as quasi-completion by [BOJ01] ; remember that Okada's lemma is only concerned with the properties of logical connectives, and it holds for any extension of FL + , no matter which inference rules and/or axioms are added. On the other hand, what we have established is the fact that the structural part is deeply connected with the propagation property; it is only when R satisfies the propagation property that Okada's phase structure with respect to R is guaranteed to be an Rresiduated lattice, and thus cut elimination is obtained. We believe that the propagation property together with the quasi-completion captures some essence of cut elimination from an algebraic point of view.
There remains a lot of work to be done in future. First, there is no doubt that a similar result can be obtained for classical FL systems, though in that case one has to take care of the symmetry between the left hand side and the right hand side of a sequent. Second, it should be interesting to study the lattice of the logics FL + (R) as a whole. Notice that our completion theorem indicates that all systems FL + (R) enjoy cut elimination if they are suitably completed. Hence the lattice consists of only cutfree logics. From this fact, one can naturally expect that there might be a substantial difference from the lattice of all substructural logics (in the sense of [Ono03, GO] ).
Finally, there is a more challenging problem. It is customary to use cut elimination theorems to prove Craig's interpolation property (Maehara's method; see [Ono98] ), while the interpolation property is deeply connected with the algebraic notion of the amalgamation property (see [Tak04, GO] ). On the other hand, we have observed that the quasi-completion and the propagation property give an algebraic counterpart of cut elimination. Putting these facts together, a natural question is this: does the amalgamation property directly follow from the quasi-completion and the propagation property for some classes of residuated lattices?
