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Interfaces of solid and liquid helium exhibit many physical phenomena. At very low temperatures
the solid-liquid interface becomes mobile enough to allow a periodic melting-freezing wave to pro-
pagate along the surface. These crystallization waves were experimentally confirmed in 4He decades
ago, but in 3He they are only observable at extremely low temperatures (well below 0.5 mK). This
presents a difficult technical challenge to create a measurement scheme with very low dissipation.
We have developed a method to use a quartz tuning fork to probe oscillating helium surfaces.
These mechanical oscillators are highly sensitive to interactions with the surrounding medium,
which makes them extremely accurate sensors of many material properties. By tracking the fork’s
resonant frequency with two lock-in amplifiers, we have been able to attain a frequency resolution
below 1 mHz. The shift in resonant frequency can then be used to calculate the corresponding
change in surface level, if the interaction between the fork and the helium surface is understood.
One of the main goals of this thesis was to create interaction models that could provide quantitative
estimates for the calculations. Experimental results suggest that the liquid-vapour surface forms
a column of superfluid that is suspended from the tip of the fork. Due to the extreme wetting
properties of superfluids, the fork is also coated with a thin (∼ 300Å) layer of helium. The added
mass from this layer depends on the fork-surface distance. Oscillations of the surface level thus cause
periodic change in the effective mass of the fork, which in turn modulates the resonant frequency.
For the solid-liquid interface the interaction is based on the inviscid flow of superfluid around the
moving fork. The added hydrodynamic mass increases when the fork oscillates closer to the solid
surface. Crystallization waves below the fork will thus change the fork’s resonant frequency.
We were able to excite gravity-capillary and crystallization waves in 4He with a bifilarly wound
capacitor. Using the quartz tuning fork detection scheme we measured the spectrum of both
types of waves at 10 mK. According to the interaction models developed in this thesis, the surface
level resolution of this method was ∼ 10 µm for the gravity-capillary waves and ∼ 1 nm for the
crystallization waves. Thanks to the low dissipation (∼ 20 pW) of the measurement scheme, our
method is directly applicable in future 3He experiments.
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1. Introduction
Helium is the second most abundant element in the universe. It has two stable
isotopes: the common 4He and the much more rare 3He. On Earth, there is only
about one 3He atom for every million 4He atoms. Chemically, helium is an inert
monoatomic gas and the two isotopes behave very similarly at normal pressure and
temperature conditions. The only noticeable difference is that 3He is 25% lighter
than 4He, having one fewer neutron in its nucleus. At low temperatures, however,
helium exhibits many exotic phenomena and the difference of one nucleon becomes
critical.
1.1 Helium at low temperatures
At atmospheric pressure, 4He and 3He condense into liquid at 4.2 K and 3.2 K,
respectively. If the temperature is lowered even further, the viscosity of liquid helium
will suddenly begin to vanish and it will reach a state called superfluidity. The
superfluid transition occurs at Tc = 2.2 K for 4He, while for 3He the transition
temperature is orders of magnitude lower, about 1 mK. This stems from the fact
that 4He atoms are bosons (particles with integer spin) while 3He atoms are fermions
(particles with half-integer spin).
When a gas of bosons is cooled down to low temperatures, the particles will
condense into the lowest energy quantum state. This phenomenon is called Bose-
Einstein condensation and it’s the fundamental explanation for superfluidity in 4He.
1
2Fermions, on the other hand, are restricted from occupying the same quantum state
by the Pauli exclusion principle. However, at very low temperatures 3He atoms can
form bosonic pairs, called Cooper pairs, in order to form a Bose-Einstein condensate.
The superfluid transition begins at a specific temperature, but liquid helium
doesn’t turn into a superfluid instantaneously. Instead, the liquid is described by the
two-fluid model [1], which states that a fraction of the helium is in the normal fluid
state, with density ρn and viscosity η, while the rest is in the superfluid state, with
density ρs and zero viscosity. The fraction of superfluid increases as the temperature
is lowered below the critical temperature Tc (see Fig. 1.1).
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Figure 1.1: Superfluid and normal fluid densities of 4He. Based on data from [2].
Both isotopes of helium will remain in liquid form even at the zero tempera-
ture limit, unless external pressure is applied. This is because the large quantum
fluctuations of helium atoms will dominate over the weak van der Waals interaction
between them. Solidification requires 25 bar of pressure for 4He and 34 bar for 3He.
Solid helium has been intensively investigated for two reasons. First, helium
crystals can be considered model systems for all crystals [3]. Their study has pro-
duced a lot of knowledge about general crystalline properties. At the same time
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Figure 1.2: Phase diagrams of (a) 4He and (b) 3He.
they are also being researched for their exceptional behaviour at the quantum level.
1.2 Surface wave experiments
The research presented in this thesis was performed at the OtaNano - Low Tempe-
rature Laboratory of Aalto University. In our experiments we have been especially
interested in so-called crystallization waves at the solid-liquid interface of helium.
At very low temperatures the dynamics of crystal growth/melting become so fast
that a low-damping melting-freezing wave can propagate along the crystal surface.
These waves are analogous to conventional oscillations on a liquid surface.
We have used a quartz tuning fork as an extremely sensitive surface probe,
to detect and measure oscillations on helium surfaces [4]. Quartz tuning forks are
miniature mechanical oscillators which resonate at very high frequencies, roughly
30 000 cycles per second. When the helium surface interacts with the probe, it
changes the fork’s resonant frequency, which can be detected by sensitive electrical
circuits. The aim of this thesis was to understand the fork-surface interactions and
to build theoretical models that could yield more information from our experiments.
The author’s contribution to the research included the development of mod-
4els of the fork-surface interaction, data analysis and providing assistance with the
building of the experimental setup and its operation.
1.3 Thesis overview
In the beginning of this thesis (Chapters 2 and 3), I will first present the relevant
background information on helium surfaces, surface waves and quartz tuning forks.
In Chapter 4, I introduce models of the interaction between the fork and the helium
surfaces, based on both experimental and theoretical results. These interaction
models are then applied to small oscillations of the surface level, in order to calculate
the amplitude of the surface waves from the fork’s response.
In Chapter 5, I use finite-element method (FEM) simulations to find parameter
values for our model of the crystallization wave probe. The validity of the FEM
simulations are tested by comparing them to experimental results and analytical
expressions. In Chapter 6, I introduce our experimental setup and measurement
scheme for studying helium surface waves. Finally, in Chapter 7, I present the
results of our 4He measurements and apply the previously developed models to
calculate the wave amplitudes. A summary and further discussion will be given in
Chapter 8.
2. Helium surfaces
The free surface of liquid helium becomes especially interesting below the superfluid
transition. The quantum states of the liquid are described by a gas of collective
excitations, or quasiparticles [5]. Quasiparticles in superfluid 4He include e.g. a
roton (a quantum of a vortex) and a phonon (a quantum of a sound wave). Deep in
the superfluid state the mean free path of quasiparticles increases rapidly, meaning
that they become ballistic; interacting only with the boundaries of the liquid [6].
This simplifies the theoretical treatment of the particles and makes it easier to study
their underlying mechanics.
The oscillating free surface of superfluid helium is an ideal system for studying
the interaction of quasiparticles with impenetrable boundaries, because the only
movement involved is of helium itself. Also, the scattering of quasiparticles from the
surface can be considered perfectly specular, whereas scattering from a mechanical
oscillator, for example, can be partly diffuse due to surface roughness. [6]
The solid-liquid interface of helium is also quantum by nature. The zero-point
motion of the atoms in the crystal lattice is comparable to the lattice constant,
which is why helium solidifies only under high pressure. The melting curve of helium
is flat in the superfluid region (see Fig. 1.2), which means that the latent heat of
crystallization vanishes at low temperatures. Together with the high mobility of the
superfluid phase, this makes the liquid-solid transition occur very easily and at an
enormous rate [7]. It is also why the helium crystal will form its equilibrium shape
5
6very rapidly in ultra-low temperatures [8].
Helium crystals have been ideal for studying interfacial phenomena in classi-
cal systems as well. At low temperatures the solid-liquid system is extremely pure,
because all foreign substances are frozen out. The high purity and mobility of the
system make it possible to use techniques and observe details that are not possi-
ble with usual crystals. Research of helium surfaces have revealed many intrinsic
physical mechanisms of crystal growth and equilibrium. [7]
The interfaces between two media also exhibit quasiparticle excitations. The
broken 3D symmetry at the surface makes it possible to discover many exotic ex-
citations, such as a Majorana fermion [9], which is its own antiparticle. Surface
oscillations provide a way to study the surface excitations. The dissipation of sur-
face waves depends on the scattering of both surface and bulk quasiparticles. When
helium is cooled, the dissipation due to bulk excitations decreases as T 4 or faster,
while the decay of surface excitations is slower due to their lower dimension [4].
At low enough temperatures, the damping of surface waves stems mostly from the
scattering of surface quasiparticles.
The interfaces between phases of helium are especially diverse for surface wave
experiments. In addition to usual waves on a liquid surface, there also exist waves
of crystallization on the solid-liquid interface. Although both waves differ funda-
mentally at the atomic level, they are mathematically analogous on the macroscopic
scale.
2.1 Gravity-capillary waves
At the free surface of an ordinary liquid there are two forces involved: gravity
and surface tension. The surface tends to minimize the potential energy of both
forces, which would result in the equilibrium shape of a flat plane. Small local
perturbations of the surface from its equilibrium will cause a movement of the liquid
7that propagates on the surface as waves.
For incompressible liquids, where the wave amplitudes are much smaller than
the wavelength, the dispersion relation is
ω2 =
(
gk + σk
3
ρ
)
tanh(kh), (2.1)
where ω is the angular frequency of the wave, k is the wave number, g is the accel-
eration due to gravity, σ is the surface tension, ρ is the liquid density and h is the
depth of the liquid [10]. If the wavelength is much smaller than the depth (1/k  h),
we get the infinite depth approximation
ω2 = gk + σk
3
ρ
. (2.2)
In the above two equations the first term is dominant when the wavelengths are long
compared to the capillary length
lc =
√
σ/gρ. (2.3)
These are called gravity waves, and for them ω2 ∝ k. When the wavelengths are
short (1/k  lc), we have pure capillary waves, for which ω2 ∝ k3. When the waves
are influenced by both gravitational and capillary effects, they are referred to as
gravity-capillary waves. [11]
2.2 Crystallization waves
As described previously, the superfluid-crystal interface of helium becomes extremely
mobile at low temperatures. This makes it possible for waves of melting/freezing
to propagate on the solid-liquid surface. The solid periodically melts or crystallizes
according to the changing local pressure. The transport of momentum occurs only
in the superfluid phase, while the crystal lattice remains undeformed (see Fig. 2.1b).
Crystallization waves were predicted by Andreev and Parshin in 1978 [12].
They argued that as the scattering of bulk thermal excitations from the moving
8surface decreases as T 4 (for phonons), at sufficiently low temperatures crystal growth
becomes fast enough to support such waves. Crystallization waves were discovered
in 4He only a year later by Keshishev et al. at temperatures below 0.5K [13]. In 3He
the waves are predicted to be observable at much lower temperatures, well below
0.5 mK [3].
liquid
liquidvapour
crystal
(a) (b)
Figure 2.1: (a) Gravity-capillary waves on the liquid surface. (b) Crystallization waves on the
solid-liquid interface. The arrows indicate the transport of momentum.
Crystallization waves are hydrodynamically analogous to oscillations on the
free surface. The dispersion relation (at infinite depth) takes the form
ω2 = gρL
δρ
k + ρL
δρ2
γk3, (2.4)
where ρL and ρC are the liquid and crystal densities, δρ = ρC − ρL and γ is the
surface stiffness [3]. By comparing Eq. (2.4) with Eq. (2.2) we can see that they
both consist of a gravitational and a capillary term, which dominate at different
wavelengths.
A notable difference between Eqs. (2.2) and (2.4) is that the surface stiffness
γ is anisotropic. Unlike surface tension, it depends on the orientation of the wave
with respect to the crystal lattice. Crystallization waves have been proven to be the
perfect way to measure this anisotropy. They have also been used as a direct and
sensitive tool to study interfacial growth dynamics. [3]
9Figure 2.2: Dispersion of crystallization waves
in 4He, measured by Keshishev et al. in 1981 [14].
The straight lines indicate the ω2 ∝ k3 power
law for capillary waves, and the slight deviation
from this at low frequencies show the crossover to
gravity waves.
2.3 Standing waves
The best way to measure properties of surface waves is to excite them at specific
resonant frequencies, where they form standing waves: the superposition of two
waves travelling in opposite directions. Waves on liquid-vapour and solid-liquid
surfaces reflect from solid walls without a change in the phase of the wave. This
means that the surface level is free to oscillate at the boundaries.
In a 1D example of a plane wave propagating in a box with length L, the pos-
sible standing waves have wavelengths of λ = 2L/n, where n = 1, 2, 3... (see Fig. 2.3)
[10]. The nodes, points with zero oscillation amplitude, are situated between the
boundaries.
λ = 2L λ = L λ =
2
3
L
Figure 2.3: Standing waves in a 1D box. The red curve shows the wave profile along the length
of the box and the dashed line indicates the equilibrium surface.
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Although the 1D model gives a simple first order approximation for the wave-
length, real standing waves are highly dependent on the geometry of the container
where the sample is placed. For example, in an upright cylindrical container with
radius R, the so-called sloshing modes of the surface are given by the first derivative
J ′m(ε) = 0 of the mth-order Bessel function of the first kind:
kmn = εmn/R, (2.5)
where the first asymmetric mode (lowest frequency sloshing, see Fig. 2.4a) has ε10 ≈
1.841 [15]. The corresponding sloshing frequencies are attained by substituting kmn
into Eq. (2.2) or (2.4).
Exact calculations are further convoluted by surface tension effects at the
boundaries. Wetting of the container walls may significantly alter the surface profile,
in which case a simple flat-plane approximation is not sufficient. A fluid in contact
with a wall will form a meniscus: a curve that either rises or falls from the original
surface level (Fig. 2.4b). For a perpendicular wall with complete wetting (θ = 0)
the height of the meniscus will be the capillary length of fluid [11]. The meniscus
problem can, however, be minimized by tilting the boundary walls to match the
wetting angle.
(a)
∼ lc
θ
liquid
(b)
Figure 2.4: (a) First asymmetric mode of liquid sloshing in a cylindrical container. Photograph
from [16]. (b) Capillary rise at a perpendicular wall with wetting angle θ.
3. Quartz tuning forks
Quartz tuning forks are small mechanical oscillators that are most often found in
wristwatches and other electrical timekeepers. They measure the passage of time by
oscillating at their resonant frequency, roughly 30 000 times a second. Due to their
small size, high quality factor and low cost, quartz tuning forks have been found
useful in many other applications as well. The properties of the fork’s oscillation are
sensitive to changes in the surrounding medium, which makes them good sensors
of many material properties. In low temperature physics, quartz tuning forks have
become popular as viscometers, thermometers and pressure sensors [17].
2 mm
Figure 3.1: Photo of the fork used in our experiments taken through an optical microscope.
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Figure 3.2: Sketch of the quartz tuning fork.
3.1 Basic properties
A quartz tuning fork consists of two tines, usually a few millimeters in length. The
widthW , thickness T and gap length G of the tines are of the order of a few hundred
micrometers (see Figs. and 3.1 and 3.2). For example, our fork has W = 100 µm,
T = 240 µm, G = 120 µm and L = 2450 µm. The fork is connected to a metal base
and surrounded by a metal casing that keeps the fork in a vacuum. If the fork is to
be used a sensor, the metal casing must be carefully removed.
The operation of quartz tuning forks is based on the piezoelectric effect. There
are small electrodes deposited on the fork that create an electric field when a voltage
is applied to them. The electric field distorts the quartz crystal due to a property
called electrostriction, or inverse piezoelectricity. When the field is removed, the
crystal returns to its original shape while generating an electric field of its own. If
an alternating voltage is applied to the fork, it can be made to oscillate at a specific
frequency. The frequency where the fork’s oscillation is at its strongest is known as
the resonant frequency.
A single fork tine can be very accurately modelled as a harmonic oscillator.
The displacement x of the fork tine (taken at its tip) is therefore described by the
equation
d2x
dt2
+ cd
dx
dt
+ k
m
x = F
m
. (3.1)
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Here m is its effective mass of the tine, cd is the drag coefficient, k is the spring
constant and F = F0 cos (ωt) is the periodic driving force with amplitude F0 and
angular frequency ω.
The stationary solution of Eq. (3.1) is well-known. It can be written as a sum
of the absorption and dispersion terms:
x(t) = xa(ω) sin(ωt) + xd(ω) cos(ωt). (3.2)
The absorption amplitude xa describes how much energy is absorbed in the oscilla-
tion and the dispersion amplitude xd describes how much is lost due to damping.
The mean absorbed power 〈Fdx/dt〉 and the oscillation amplitude reach their max-
imum at the resonant frequency
ω0 =
√
k
m
. (3.3)
The fork’s spring constant is determined by the elastic Eq modulus of quartz,
Eq = 7.87 · 1010 N/m2 [18] and its geometry
k = Eq4 W
(
T
L
)3
. (3.4)
For our fork k ≈ 1850 N/m. The effective mass of one fork tine (in vacuum) is given
by
mvac = 0.24267ρqLWT, (3.5)
where the density of quartz ρq = 2659 kg/m3 [18]. In our case mvac ≈ 3.8 · 10−8 kg.
This calculation, however, doesn’t take into account the mass of the surface elec-
trodes, which is why the resulting resonant frequency, f0 = 35139 Hz, is about 7%
larger than the experimental value 32708.26 Hz.
Another convenient characteristic of an oscillator is its quality factor
Q = ω0∆ω , (3.6)
where ∆ω is the full width at half maximum of the absorption curve xa(ω) (see
Fig. 3.3). For oscillators with highQ factors, the width is equal to the drag coefficient
14
cd. Due to the low damping, high-Q-factor oscillators are extremely sensitive to small
changes in the driving frequency near the resonance. The Q factor of our fork is
about 7 · 105 in a vacuum at low temperatures.
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Figure 3.3: Absorption and dispersion amplitudes xa (green) and xd (blue) of a harmonic oscilla-
tor as a function of frequency. Maximum absorption is reached at the resonant frequency ω0 (solid
vertical line). The dashed lines show the full width at half maximum of the absorption component,
i.e. the resonance width ∆ω.
3.2 RLC equivalent circuit
The fork is an electromechanical component, thus its properties are convenient to
measure electrically. The driving force F is provided by the excitation voltage
U = U0 cos (ωt). The piezoelectric effects caused by fork deflection induce a signal
of electric current that is proportional to the deflection velocity
I(t) = af
dx
dt
, (3.7)
where the fork constant af = 1.75·10−6 C/m for our fork [17]. This allows us to write
the fork’s equation of motion, Eq. (3.1), as a differential equation for an equivalent
RLC-circuit:
d2I
dt2
+ R
L
dI
dt
+ 1
LC
I = 1
L
dU
dt
. (3.8)
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The electrical properties (resistance R, inductance L, capacitance C and voltage U0)
can be calculated from the mechanical properties:
R = 2mγ/a2f (3.9)
L = 2m/a2f (3.10)
C = a2f /(2k) (3.11)
U0 = (2/af)F0, (3.12)
or vice versa.
The solution of Eq. (3.8) is similar to the previous one
I(t) = Ia(ω) cos (ωt) + Id(ω) sin (ωt) . (3.13)
The resonance curves of the absorption and dispersion amplitudes can be written in
terms of the resonant frequency and curve width:
Ia =
I0(∆ω)2ω2
(∆ω)2ω2 + (ω2 − ω20)2
(3.14)
Id =
I0∆ωω(ω2 − ω20)
(∆ω)2ω2 + (ω2 − ω20)2
, (3.15)
where the amplitude of the total fork current I0 = U0/R. [17]
The absorption and dispersion components can be measured separately with
a two phase lock-in amplifier (see Section 6.4.1), by sweeping the excitation fre-
quency past the fork’s resonant frequency. By fitting the theoretical curves to the
data points, one can find the parameters I0, ω0 and ∆ω, which can reveal valuable
information about the fork’s surroundings.
3.3 Velocity profile
The bending of the fork tine is largest at the tip and zero at the base. The tine
can be modelled as a thin dissipationless oscillating beam of length L that is rigidly
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clamped at one end [19]. The displacement profile Xn(l) of a given mode n along
the tine is given by
Xn(l)/Xn(L) = C1 [cosh(bnl)− cos(bnl)]− C2 [sinh(bnl)− sin(bnl)] , (3.16)
where
C1 =
1
2
sin(bnL) sinh(bnL)
cosh(bnL) + cosh(bnL)
(3.17)
C2 =
1
2
cos(bnL) sinh(bnL) + sin(bnL) cosh(bnL)
cosh(bnL) + cosh(bnL)
(3.18)
and bn is a solution to
cos(bnL) cosh(bnL) + 1 = 0. (3.19)
For the fundamental mode b0 = 1.875/L.
The velocity profile is then
X˙n(l) = ω0Xn(l). (3.20)
The fork tip velocity can be determined from the resonance current I0, which was
always kept below 1 nA, and the fork constant:
X˙0(L) = I0/af . (3.21)
With the maximum current of 1 nA the tip velocity is roughly 600 µm/s. The max-
imum tip displacement is therefore
X0(L) = X˙0(L)/ω0 ≈ 3 nm L. (3.22)
The fork’s deformation during oscillation is therefore insignificant.
3.4 Hydrodynamic model
In vacuum, a quartz tuning fork has a resonant frequency ω0 and a resonance width
∆ω that only depend on its internal properties. When the fork is immersed in a
17
fluid, part of the surrounding medium oscillates with the fork. This increases the
effective mass of the tine:
m = mvac + m˜, (3.23)
where m˜ is the added mass from the oscillating fluid.
In normal fluids, there is also additional damping from viscous drag. The
viscous forces are generally confined to a thin layer around the oscillating body.
Inside this region the fluid flow is rotational, but it quickly changes to potential flow
farther away from the body, assuming there are no solid or free surfaces nearby. The
depth of this rotational layer, also called the viscous penetration depth, is of order
δ =
√
2η
ρω
, (3.24)
where η is the dynamic viscosity and ρ the density of the fluid. For normal liquid
4He the depth is a typically less than one micrometer. [17]
The total force on the oscillating body due to the surrounding fluid is:
F˜ = m˜d
2x
dt2
+ bd
dx
dt
. (3.25)
The first term comes from the added momentum of the hydrodynamic mass while
the second term is the drag force. The viscous drag coefficient can be expressed as
bd =
√
ρηω
2 CA, (3.26)
where A is the surface area of the body and C is a geometric constant [17].
The added mass of the oscillating body can be described by two components:
(i) the volume of the fluid that is displaced by the body and (ii) the small volume
that is clamped to the surface of the body due to viscous forces. The first component
is proportional to the volume V of the body and the second to the volume Aδ of
the rotational layer:
m˜ = βρV +BρAδ (3.27)
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The added mass coefficient β is attained by solving the potential flow around the
body (see Section 4.3). The geometry-dependent coefficient B is typically of order
of unity [17].
Taking into account the added mass (Eq. (3.27)) and damping forces (Eq. (3.25))
in the original equation of motion (Eq. (3.1)), the resonant frequency and width are
revised:
ω20 = ω20vac(mvac/m), (3.28)
∆ω = ∆ωvac(mvac/m) + bd/m, (3.29)
where ω0vac and ∆ωvac are the fork’s resonant frequency and resonance width in a
vacuum.
Now, we can write the resonant frequency and resonance width in terms of the
fluid density and viscosity:(
f0vac
f0
)2
= 1 + ρ
ρf
(
β +B S
V
√
η
piρf0
)
(3.30)
∆f =
(
f0
f0vac
)2∆fvac + 12
√
ρηf0
pi
CA
mvac
 , (3.31)
where we now use the ordinary frequency f = ω/2pi instead of the angular fre-
quency [17]. In a normal fluid the viscous damping is so significant that the vacuum
resonance width ∆fvac can usually be ignored.
The density of the normal fluid component decreases rapidly below the critical
temperature Tc (see Fig. 1.1). As the viscosity of the fluid drops to zero, the resonant
frequency now depends solely on the potential flow around the fork:(
f0vac
f0
)2
= 1 + ρ
ρf
β. (3.32)
Deep in the superfluid state, the fluid enters a so-called ballistic regime, where the
drag is caused by the scattering of excitations from the fork. The density of these
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excitations decrease rapidly with decreasing temperature. For phonons in 4He the
drag coefficient bd ∝ T 4, therefore:
∆f =
(
f0
f0vac
)2 (
∆fvac +
Cb
mvac
T 4
)
, (3.33)
where Cb is a proportionality constant.
4. Modelling surface probes
Due to their high Q factor, quartz tuning forks are extremely sensitive to external
disturbances. In suitable conditions, they can act as surface probes and detect even
microscopic oscillations. The detection is done by tracking the fork’s dispersion
current at its resonant frequency. The surface waves modulate the effective mass of
the fork, which in turn changes the resonant frequency periodically. This modulation
is detected as a periodic change in the dispersion current (see Fig. 4.1).
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Figure 4.1: Change in dispersion current ∆Id caused by a detuning ∆f0 of the fork. The fork
excitation frequency is kept at the original resonant frequency.
While it’s relatively simple to detect surface waves, one needs to have a quan-
titative model of the fork-surface interaction in order to extract any additional in-
formation (e.g. the oscillation amplitude). In our experiments, the fork is hanging
above the helium surface, the fork tines are facing down and they oscillate parallel to
the surface (see Figs. 4.2 and 4.3b). The interaction between the fork and the surface
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can occur either via direct contact or, indirectly, through a connecting medium. We
have considered the interaction model separately for the liquid and solid surfaces.
4.1 Liquid surface interaction
The saturated vapour pressure of helium goes rapidly towards zero at low temper-
atures. In our experiments, we are operating at such low temperatures that the
fork is practically in a vacuum. Therefore, the only method of interaction is direct
contact between the liquid and the fork.
In the beginning of the experiment, the amount of helium must be increased
until the fork slightly touches the surface. This contact increases the effective mass of
the fork tine, lowering the resonant frequency. According to Eq. (3.28), the amount
of added effective mass
m˜ = mvac
(
1− f
2
0
f 20vac
)
≈ −2mvac ∆f0
fvac
, (4.1)
where ∆f0 = f0 − f0vac and the approximation is valid if m˜ mvac.
When liquid helium is added in the experimental cell, all of the solid surfaces
are immediately coated with a thin film of helium due to adsorption. The thickness
of the film is typically 30nm at the saturated vapour pressure, but depends strongly
on the surface material [20]. Interesting effects can occur, once the liquid turns into
superfluid. As the viscosity of the liquid vanishes, the helium film becomes mobile
and will flow frictionlessly over the surfaces. If two containers are filled partly with
superfluid helium to different levels, and the containers are connected by a film,
helium will flow spontaneously from one container to the other, until the levels are
equal.
The effective mass mfilm of a film with thickness d on the fork surface can be
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estimated from its kinetic energy:
1
2mfilmX˙
2(L) = 12ρsd
L∫
0
X˙2(l)dl, (4.2)
where ρ is the density of helium, s = 2(T + W ) is the perimeter of the fork tine
and X˙(l) is the tine’s velocity profile. A numerical evaluation of the integral yields
0.25X˙2(L)L, therefore
d = 2.0mfilm
ρL(T +W ) ≈ −
ρq
ρ
WT
(T +W )
∆f0
f0vac
, (4.3)
where we have substituted from Eqs. (3.16), (3.5) and (4.1).
When the surface level is increased enough, contact between the fork and the
surface will appear abruptly. The fork-surface distance htouch where this occurs is
roughly equal to the capillary length lc, because at significantly higher distances the
capillary forces would break the columns of superfluid into small droplets. There
may in fact be a some dripping of superfluid occuring from the fork before the contact
is formed. At a short enough distance, the dripping forms into a continuous column
of liquid (see Fig. 4.2b). Due the zero viscosity of superfluids, the liquid bulge below
the fork does not take part in the oscillation, and thus will not significantly affect
the resonant frequency. Only the thin film around the fork contributes to the added
mass.
Once the fork is submerged even slightly below the surface level, capillary
wetting will occur around the tip. In practice this may already occur once h  lc.
The amount of wetting can be characterized by the capillary length. For superfluid
4He, lc ≈ 1 mm, which means that the fork would be surrounded by the bulk liquid
almost immediately after the capillary rise has occurred. We have confirmed this
effect experimentally in our measurements (see Section 7.1.1).
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Figure 4.2: Wetting of a fork at different states: (a) film, (b) touch and (c) bulk.
4.2 Solid surface interaction
The interaction model between a solid surface and the fork is understandably very
different from the liquid-model. Direct contact to the solid crystal would change
the resonance modes of the fork entirely. Therefore the interaction with the surface
must occur indirectly through the surrounding fluid.
The resonant frequency of a quartz tuning fork decreases as it is submerged
in superfluid helium. The hydrodynamic mass that is added to the oscillation is
described by the added mass coefficient β (see Eq. (3.32)). The coefficient depends,
not only on the geometry of the fork itself, but also on its surroundings. Proximity
to solid surfaces increases β. This effect can be understood by examining similar,
but simplified, situations, for example: a sphere or a cylinder moving in an inviscid
fluid near a solid wall (see Fig. 4.3).
24
fluid
solid
R
z
(a)
fluid
solid
z
(b)
Figure 4.3: (a) Sphere/cylinder with radius R moving parallel to a wall at a distance z. (b)
Quartz tuning fork submerged in fluid oscillating parallel to a solid surface.
4.3 Inviscid flow
Inviscid flow is the idealized flow of a fluid with no viscosity. Inviscid flow solutions
are often applied to systems with a high Reynolds number, where the inertial forces
dominate viscous forces. They are also used as an initial solution in the first stages
of more complex numerical fluid dynamics calculations.
Well below the superfluid transition temperature Tc, the fraction of normal
liquid rapidly vanishes, and the fluid can be considered inviscid. This makes the
accurate modelling of superfluid flow a relatively simple task.
4.3.1 Potential flow around moving bodies
If the inviscid flow is assumed to have reached a steady state and the continuity
equation is applied, the flow can be calculated with potential flow theory.
The movement of a fluid is described by a velocity field ~v, which gives the
velocity of the fluid in any point in space. If we consider a flow that is irrotational
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(∇ × ~v = ~0) it can be described by the gradient of a scalar function ϕ, which is
called the velocity potential
∇ϕ = ~v. (4.4)
This is due to the well-known identity in vector calculus that the curl of a gradient
is always equal to zero
∇×∇ϕ = ∇× ~v = ~0. (4.5)
Furthermore, if the velocities are much smaller than the speed of sound, the flow
can be considered incompressible (∇ · ~v = 0), and the velocity potential satisfies
Laplace’s equation
∇2ϕ = 0. (4.6)
Solving the velocity potential of a given system from the Laplace equation
requires some knowledge of its boundary conditions (BC). For example, knowledge
of the velocity potential or its normal derivative, i.e. the normal component of the
velocity, at the boundary. These are known as Dirichlet and Neumann boundary
conditions, respectively.
Once the velocity potential, and thus the velocity field, are solved, one can
calculate the total kinetic energy of the moving fluid
K = 12
∫
v2dm = 12ρ
∫∫∫
v2dV, (4.7)
where ρ is the fluid’s density and the square of the velocity field is integrated over
the volume of the fluid. In many analytical calculations this can be made easier by
applying Green’s theorem:
K = 12ρ
∫∫∫
v2dV = 12ρ
∫∫∫
(∇ϕ) (∇ϕ) dV = −12ρ
∫∫
ϕ
∂ϕ
∂n
dA, (4.8)
where ∂ϕ
∂n
is the gradient of ϕ normal to the boundary and the integral is now over
the boundary surface. [10]
Knowing the kinetic energy of the fluid is useful, for example, when the system
consists of an object moving in the fluid and we want to quantify the amount of
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additional hydrodynamic mass moving with the object. We define the effective mass
of the moving fluid by the ratio of kinetic energies
m˜ = K
Ko
m, (4.9)
where Ko is the kinetic energy of the object and m is the object’s mass. This gives
the system a total effective mass
meff = m+ m˜. (4.10)
4.3.2 Added mass coefficient
The additional hydrodynamic mass only depends on the geometry and the boundary
conditions of the system and the density of the fluid. The ratio of the hydrodynamic
mass and the object’s mass should therefore be proportional to the densities
m˜
m
= β ρ
ρo
(4.11)
where β is the added mass coefficient. Combining this definition with Eq. (4.9) we
get
β = K
Ko
ρo
ρ
(4.12)
Now we can write the effective mass of the system:
meff = m
(
1 + β ρ
ρo
)
, (4.13)
where the added hydrodynamic mass is clearly represented by the second term.
In many simple cases the value of β can be calculated analytically. For example,
if a sphere is moving far away from other solid objects and the free surface βsphere =
1/2. For an infinitely long circular cylinder in the same situation βcylinder = 1 and
for a long rectangular beam βbeam ≈ (pi/4)(a⊥/a‖), where a⊥ and a‖ are the lengths
of the sides perpendicular and parallel to the direction of movement. [21]
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Solid boundaries nearby increase the hydrodynamic mass. For a sphere with
radius R moving parallel to a wall at distance d from its edge, such that d R,
βsphere‖ =
1
2 +
3
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R3
(R + d)3 . (4.14)
If the movement is perpendicular to the wall
βsphere⊥ =
1
2 +
3
16
R3
(R + d)3 . (4.15)
A long circular cylinder with its axis parallel to a wall and moving in any direction
has a similar form:
βcylinder = 1 +
1
2
R2
(R + d)2 , (4.16)
where R is now the radius of the cylinder. The above three expressions are accurate
within the order of (R/d)4 [10]. More complicated geometries typically require
solving Laplace’s equation numerically.
4.4 Surface wave detection
The interaction models from Sections 4.1 and 4.2 can be used to calculate surface
wave amplitudes from small changes in the resonant frequency. We define the sen-
sitivity S of a surface probe as the fraction
S = δz
δf0
, (4.17)
where δz is a small shift in the surface level and δf0 is the corresponding detuning of
the fork. Multiplying S by the observed detuning of the fork will give the estimated
surface displacement, and multiplying by the smallest detectable detuning will give
the resolution the surface probe.
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4.4.1 Capillary wave probe
After a contact is formed between the fork and the liquid surface, the film thickness
will roughly follow the equation
d(z) = d10z−1/n, (4.18)
where d10 is the thickness 1 cm above the liquid level (typically 300 Å), z is the
distance to the surface in centimetres and n ≈ 4 is the exponent the van der Waals
potential the substrate atoms supply to the helium atoms [20].
The effective mass of the film is proportional to its thickness as well as to the
change in resonant frequency ∆f0 (see Eq. 4.3),
∆f0 ∝ mfilm ∝ d(z) ∝ z−1/4, (4.19)
therefore
δf0
∆f0
= 14
δz
z
, (4.20)
where δf0 is a small detuning of the fork caused by a small change δz in the surface
level. The probe’s sensitivity is therefore
Sliquid =
δz
δf0
= 4z∆f0
. (4.21)
4.4.2 Crystallization wave probe
A quartz tuning fork oscillating above the solid helium surface can be considered
similar to a sphere/cylinder moving parallel to a nearby wall, as discussed in Section
4.3.2. Because the superfluid 4He surrounding the fork is inviscid, we base our model
on the assumption that βfork is described by a similar expression as Eqs. (4.14) and
(4.16). Therefore we write:
β = β∞
[
1 + c a
b
(a+ z)b
]
, (4.22)
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where β∞ is the fork’s added mass coefficient far away from the solid, a is a char-
acteristic length related to the fork’s dimensions, z is the distance between the fork
tip and the surface and b and c are dimensionless constants.
The model was introduced by Callaghan et al. in their study of dynamic force
microscopy in superfluid helium [22]. They measured their fork’s resonant frequency
near a solid sample, at distances from 0 to 500 µm. The best fit parameters for the
fork they used were c = 0.112 ± 0.006, a = 130 ± 60 µm and b = 2.0 ± 0.8. These
values are remarkably close to those predicted for a sphere and a cylinder. For
example, their fork was 240µm wide and 380µm thick, so a corresponds very well to
half of these values. It is especially close to half the width, which is the dimension
perpendicular to movement. Also, parameter c is of the same order of magnitude as
the value for a sphere 3/16 ≈ 0.19 and a cylinder 0.5.
The fork tip is the most dynamic part in the oscillation, which suggests that
one could perhaps model it as sphere with a diameter of the order of the tine
thickness/width. This would explain why experimental value of c is much closer to
that of a sphere than a cylinder. The exponent b = 2.0 ± 0.8 matches that of a
cylinder, but it has a relatively large uncertainty. The sphere model is therefore not
that far-removed.
The fork used by Callaghan et al. had one of its tines immobilized, which
is a significant difference to our experiment. Nonetheless, the experimental condi-
tions are similar enough that the same hydrodynamical model should work in both
cases. However, the model parameters may differ considerably between the two
forks. Building a similar experimental setup as used by Callaghan et al. would
have required an excessive amount of time and effort. Instead, we used numerical
simulations to estimate the parameter values for our fork (see Chapter 5).
Once all the parameters are known, the fork’s sensitivity to surface oscilla-
tions can be calculated by differentiating the resonant frequency with respect to the
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surface level. Using the chain rule
∂f0
∂z
= ∂f0
∂β
∂β
∂z
(4.23)
and substituting from Eqs. (4.22) and (3.32) will give
∂f0
∂z
= bcβ∞2a
f 30
f 20vac
ρ
ρf
ab+1
(a+ z)b+1 . (4.24)
The sensitivity of the crystallization wave probe is therefore
Ssolid =
2a
bcβ∞
f 20vac
f 30
ρf
ρ
(1 + z/a)b+1. (4.25)
5. FEM simulations
The finite element method (FEM) is a computational technique that is used to find
approximate solutions for partial differential equations (PDEs) inside a domain of
interest with specified boundary conditions (BCs). The domain is also sometimes
called the field and the field variables are the variables governed by the PDEs.
The boundary conditions are the given values related to the field variables (e.g.
derivatives or the variables themselves) on the boundary of the field. Typical BCs
are the Dirichlet BC, which specifies the values that the solution needs to take along
the boundary, and the Neumann BC, which specifies the solution’s partial derivative
normal to the boundary. [23]
In the finite element approximation, the continuous domain is discretized into a
set of sub-domains, or domain elements. The equations governing these elements are
assembled into a large system of linear equations that is then solved numerically. It
may take significant effort to understand the intricacies of FEM simulations, there-
fore we refer the reader to [23] and [24] for in-depth introductions to the mathematics
behind it.
The velocity field around an oscillating quartz tuning fork was solved using
FEM simulations performed with COMSOL Multiphysics v5.2 software. In super-
fluid, the velocity field is described as a simple potential flow, therefore we were only
required to solve the Laplace equation (∇2ϕ = 0) with appropriate BCs, in order to
obtain the velocity field and calculate the corresponding added mass coefficient.
31
32
5.1 Analytical testing
In order to determine the reliability of potential flow FEM simulations, the concept
was first tested with known analytical solutions. These were a sphere and a cylinder
moving parallel to a wall. For both cases, the radius of the sphere/cylinder was set
to R = 1 (arbitrary units). After some testing, we chose a cube with an edge length
L = 20 as the simulation space. This was large enough so that the boundaries
could be considered to be "at infinity", but still made it possible to carry out the
simulations with a fine mesh. The total number of domain elements in the mesh
was typically 1.0 · 105. Examples of the boundary meshes are shown in Fig. 5.1.
(a) (b)
Figure 5.1: (a) Boundary mesh on a sphere consisting of 240 triangles. (b) Boundary mesh on a
cylinder (blue) and the surrounding walls. The front and top boundaries are removed for visibility.
The curved surface of the sphere and the cylinder made it difficult to define the
Neumann boundary conditions at the object’s surface. This problem was avoided
by considering the situation from a frame of reference where the object is stationary.
We set the boundary conditions so that there would be a constant flux with velocity
U coming from the front wall of the cube in the direction of the x-axis. The back
wall was given a Dirichlet boundary condition of ϕ = 0 so that flux would be
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perpendicular to the wall but not necessarily uniform. All the remaining surfaces
had a zero flux Neumann BC, making them "solid".
Once the velocity potential was solved, we could calculate the square of the
fluid velocity in the original frame of reference by subtracting the constant flux from
the x-component:
v2 = (∇ϕ− Uxˆ)2 =
(
∂ϕ
∂x
− U
)2
+
(
∂ϕ
∂y
)2
+
(
∂ϕ
∂z
)2
(5.1)
The square of the flow velocity v2 was then numerically intergrated over the sim-
ulation space and divided by the corresponding integral for the object. This ratio
is equal to the ratio of the kinetic energies, scaled by the ratio of the densities (see
Eq. (4.12)), and therefore gives the added mass coefficient:∫
fluid v
2dV∫
object v
2dV
=
1
2ρ
∫
fluid v
2dV
1
2ρo
∫
object v
2dV
ρo
ρ
= K
Ko
ρo
ρ
= β. (5.2)
The required numerical operations (gradient, volume integration) are built-in sub-
routines in COMSOL Multiphysics.
The simulation results are shown in Figures 5.2a and 5.2b. They have excellent
agreement with the analytical expressions. The small differences are explained by
the finite size of the simulation space and the finite-element approximation.
5.2 Experimental testing
Next, we tried to model the experimental conditions in the paper by Callaghan et
al. [22]. The authors were able to control the fork’s distance to a solid sample
and track the resonant frequency of the fork as a function of the distance. In the
experiment, the fork tines were 3.1 mm long, 0.24 mm wide and 0.38 mm thick. One
of the tines was immobilized by gluing it onto a metal base. The gap length between
the tines was not reported, but in similar forks this is usually approximately half the
thickness, so we used a value of 0.19 mm. We also experimented with small changes
to the gap length, and it had insignificant effects on the simulation results.
34
0 5 10
0.5
0.51
0.52
0.53
Distance to surface, d/R
A
d
d
ed
m
a
ss
co
effi
ci
en
t,
β
 
 
Simulation
Simulation fit
Analytical solution
(a)
0 5 10
1
1.05
1.1
1.15
1.2
1.25
1.3
Distance to surface, d/R
A
d
d
ed
m
a
ss
co
effi
ci
en
t,
β
 
 
Simulation
Simulation fit
Analytical solution
(b)
Figure 5.2: Added mass coefficients for (a) a sphere and (b) a cylinder, moving parallel to a wall.
The fitted curves (blue) satisfy Eq. (4.22) with parameters reported in Table 5.1. The analytical
solutions (red) follow Eq. (4.14) for a sphere and Eq. (4.16) for a cylinder.
In our first model, we had two rectangular fork tines with the reported dimen-
sions of the fork. In order to immobilize one of the tines, all of its boundaries were
given a zero flux Neumann BC. The other tine was also given zero flux BCs, except
for the two surfaces that were perpendicular to the movement. They were given a
constant normal velocities of U and −U corresponding to a uniform velocity of U .
The surrounding walls had ϕ = 0 Dirichlet BCs, except for the bottom wall, which
had a zero flux BC as it represented the solid surface. The simulation space was
6 mm × 6 mm × 10 mm and the number of domain elements roughly 3.5 · 105. The
fork was placed in the middle of domain, along the central z-axis. The tetrahedral
domain elements were more highly concentrated near the fork and its tip, where
changes in the velocity field are more precipitous. A close-up of the simulation
geometry is shown in Fig. 5.3.
This model gave promising results, but the relative change in β was signifi-
cantly smaller than in the experiment. The model was improved by the realization
35
Figure 5.3: Close-up of the simulation geometry for the fork used by Callaghan et al. The two
fork tines are shown above the solid surface. Surfaces with zero flux BCs are in gray. The blue
faces have been given constant normal flux of U and −U .
that fork tines do not in fact move with uniform velocity. The tips of the tines moves
faster than the parts at the base, meaning that the velocity profile grows from zero
at the bottom to vmax at the tip. This was modelled by implementing a discretized
linear velocity profile (see Fig. 5.4). The moving tine was divided into smaller blocks
along the z-axis and each block was given a normal flux BC which increased linearly
starting from the top.
The linear velocity profile model agreed much better with experimental values.
The discretization was tested with 10 and 31 blocks per tine, and both gave almost
the same results. Due to the promising results, we decided to further improve the
model by applying the actual velocity profile of an oscillating beam (Eq. (3.20)) with
a discretization of 31 blocks per tine.
The simulation results are show in Figures 5.5 and 5.6 and the fitted parameters
are given in Table 5.1. A visualization of the calculated velocity field is shown in
Fig. 5.9. The value of β∞ is 6− 7 % smaller than the experimental value, which can
be considered reasonably accurate due the limitations of the simulations themselves
and the many geometric details that were unknown. For example, the metal base,
silicon fiber and other geometric differences were not included in the simulations
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Figure 5.4: Velocity profiles, with matching kinetic energies, of a 3.1 mm long fork tine.
for simplicity. Furthermore, quartz tuning fork tines are not perfect rectangles.
Curved edges and surface roughness on the physical fork may account for the small
discrepancy.
However, when we consider the relative change of β (Fig. 5.6), the realistic
model agrees extremely well with the experiments. Therefore, if we use an experi-
mental value for β∞, which is easy to determine from the fork’s resonant frequency
in the bulk liquid (Eq. (3.32)), our model will give accurate estimates for the changes
in resonant frequency near a solid sample.
5.3 Fork simulations
After successfully testing the FEM models with both theoretical and experimental
results, we built a model of our own fork. The fork tines were 2450µm long, 100µm
wide, 240µm thick and the the gap between the tines was 120µm. In the model each
tine was divided into 24 blocks. Boundary conditions were applied in the same way
as before, but now both tines were moving. We carried out the simulations with the
linear and real velocity profiles. The simulation space was again 6mm×6mm×10mm
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Figure 5.5: Added mass coefficient as a function of the tip-sample distance. The fitted curves
satisfy Eq. (4.22) with parameters presented in Table 5.1.
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Figure 5.6: Relative change of the added mass coefficient as a function of the tip-sample distance.
The curves are the normalized versions of the curves from Fig. 5.5. Only one linear velocity profile
is included, because here they would be indistinguishable.
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(a) (b)
Figure 5.7: a) Geometry of the fork model. b) Close-up of the tines with the boundary mesh.
and typical simulations consisted of 3.5 · 105 domain elements. The simulation
geometry is shown in Fig. 5.7 and the results in Fig. 5.8. We saw a similar 30%
increase in the parameter c as before, when changing from the linear to the realistic
velocity profile.
The magnitude of the velocity field is visualized in Fig. 5.9, where we can see
the increase in the fluid’s kinetic energy below the fork, as the probe approaches the
solid surface.
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Figure 5.8: The added mass coefficient of the simulated fork. The fitted curves satisfy Eq. (4.22)
with parameters presented in Table 5.1.
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Figure 5.9: The calculated magnitude of the velocity field of our fork at distances z = 1 mm and
z = 50 µm from the solid surface. The velocity is shown as a fraction of the tip velocity and the
cross-section slices through the middle of the fork in the x-direction.
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Model β0 a (µm) b c
Sphere (theory) 0.5 1∗ 3 0.1875
Sphere (simulation) 0.4993± 0.001 0.94± 0.06∗ 2.95± 0.10 0.202± 0.005
Cylinder (theory) 1 1∗ 2 0.5
Cylinder (simulation) 1.010± 0.001 0.78± 0.08∗ 1.99± 0.10 0.68± 0.02
Uniform velocity
(1 block)
0.7653± 0.0002 117± 20 1.7± 0.2 0.0336± 0.0006
Linear velocity
(10 blocks)
0.7477± 0.002 104± 8 1.7± 0.10 0.0845± 0.0007
Linear velocity
(31 blocks)
0.7534± 0.0003 89± 10 1.55± 0.13 0.0865± 0.0010
Real velocity
(31 blocks)
0.7324± 0.0005 86± 8 1.56± 0.11 0.1106± 0.0012
Callaghan et al. [22]
(experiment)
0.813 130± 60 2.0± 0.8 0.112± 0.006
Our fork
(linear velocity)
0.6318± 0.0001 101± 12 2.7± 0.3 0.0577± 0.0006
Our fork
(real velocity)
0.6197± 0.0002 99± 14 2.7± 0.3 0.0748± 0.0009
Table 5.1: Parameters for different models. The uncertainties of the simulation results are the
95% confidence bounds of the fit. The much larger uncertainties reported by Callaghan et al. are
probably due to a different method of error calculation. ∗The parameter a is given relative to the
the radius R of the sphere/cylinder.
6. Experimental setup
We developed a double-resonance method to detect helium surface waves in ex-
tremely low temperatures, using a quartz tuning fork as probe of the surface posi-
tion. With this technique, we investigated both gravity-capillary and crystallization
waves of 4He at a temperature of 10 mK. The experiments were performed at the
Aalto University Low Temperature Laboratory in 2015.
6.1 Dry nuclear demagnetization cryostat
In order to attain the low temperatures needed for the experiments, we used a
Bluefors LD-400 dilution refrigerator, which is capable of cooling 3He well below
1 mK [25]. This type of "dry" demagnetization cryostat is pre-cooled with a pulse-
tube-based dilution refrigerator instead of a typical large liquid helium bath. It
requires minimal effort to keep operational, making it optimal for long duration
sub-millikelvin experiments.
The nuclear stage is made of a single cylindrical piece of copper which has slits
cut into it, reducing the heating caused by eddy currents. The stage is pre-cooled in a
magnetic field of B = 8T, after which a heat switch is turned off, thermally isolating
the nuclear stage from its environment. The magnetic field is then decreased slowly,
and the temperature of the copper nuclei drops proportionally to B, according to
the adiabatic conditions. Small heat leaks limit the performance of the cryostat,
but they are well below 1 µW for a successful cooling.
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For thermometry we used a magnetic noise thermometer attached to the nu-
clear stage. It consists of sensitive SQUID [26] elements, which measure the mag-
netic flux caused by thermal currents in a copper block. Its accuracy is sufficient for
our measurements at 10 mK. However, at lower temperatures even tiny heat leaks
to the helium sample will cause a thermal decoupling between the sample and its
environment. Below 1 mK the temperature of helium should be measured directly.
6.2 Sample cell
The helium sample was placed inside a hollow copper cell on top of the nuclear stage.
The cylindrical sample volume had a diameter of 35 mm. Copper heat exchanger
plates were stacked in horizontal layers with a 10 mm hole in the center. The heat
exchangers were baked with silver sinter to increase the surface area of thermal
contact.
A semi-open square region, with a side length of ∼ 5 mm, was formed using
four copper plates with a height of 1.5mm. All of the plates were tilted in a 45 degree
angle in order to compensate for the contact angle between copper and solid helium.
Two of the plates were wound with 60 µm copper wire to form bifilar capacitors.
One of them was used to excite surface waves on the helium, while the other was
originally meant to detect them. After the detection scheme proved unsuccessful,
the second capacitor was left inactive.
A quartz tuning fork (model CFS-145 by Citizen FineDevice Co., Ltd.) was
placed 2 mm aside from the active capacitor with its cover partly removed and the
tines facing down towards the sample. The fork was used as a sensor of the sample
surface and for thermometry in later 3He experiments. Some of its mechanical
properties are reported in Chapter 3.
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copper coolant
silver sinter
helium sample
bifilar capacitor
quartz tuning fork
copper holder
top view side view
Figure 6.1: Schematic diagram of the experimental cell.
6.3 Excitation of surface waves
Surface waves were excited by a capacitor that consisted of a conducting wire that
was wound bifilarly around a quartz plate. The diameter of the wire was D = 60µm
including a ∼ 5µm thick isolating layer, leaving a 10µm gap between the conducting
parts. The sides of the plate were a few millimeters in length.
Neighbouring wires on the plate have opposing potentials, creating a voltage
across each gap. The maximum voltage used in the experiments was 280 V which
corresponds to an electric field of order 107V/m between the wires. The bifilar wind-
ing helps to reduce eddy current heating, as the current flows in opposite directions
in neighbouring wires.
Due to its small electrical polarizability, helium gains additional energy in an
electric field. The energy density of the electric field E is equivalent to additional
pressure:
δp = ε0(ε− 1)E
2
2 , (6.1)
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(a) (b)
Figure 6.2: Photos of the fork and capacitors (a) at an angle from below and (b) directly from
below.
where ε0 is the vacuum permittivity and the relative permittivity ε ≈ 1.054 for
superfluid 4He at zero pressure [4]. By applying an alternating voltage V at a
frequency F/2 to the capacitor, the local pressure change at the capacitor excites
the surface at frequency F .
6.3.1 Simulation
The electric field near the capacitor was calculated numerically with a 2D FEM
simulation. The capacitor consisted of ∼ 40 wires side by side, but the numerical
calculation was made easier by approximating it as an infinitely large plate with
infinitely many wires. After this it was sufficient to solve the electric potential from
the Laplace equation (∇2V = 0) with appropriate boundary conditions.
For an infinite plate we only need to consider the cross-section of the wire.
Because neighbouring wires have opposite potentials (see Fig. 6.3), the perpendicular
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Figure 6.3: Bifilar capacitor. This illustration has empty space between the wires for clarity.
Figure 6.4: (a) Simulation mesh near the wire. (b) Density plot of the electric field magnitude.
boundary between them must be at zero potential. Zero potential is also reached at
an infinite distance away from the wires. However, the opposing potentials cancel
each other out quite quickly as we move away from the plate, therefore we can
approximate that the zero potential is already reached at some finite distance. From
several trial simulations it was determined that a distance of 5D = 300 µm gave a
more than sufficient approximation.
From the simulation results (Fig. 6.5) we can see that the magnitude of the
electric field decays exponentially as we move away from the plate. Therefore we
can write:
E = E0 exp(−x/λ). (6.2)
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Figure 6.5: The magnitude of the electric field near the capacitor edge with a voltage of 100 V.
The red line is an exponential fit to the data points x ≥ 30 µm.
Fitting the above function to the simulation data gives λ = (19.09± 0.03) µm and
E0 = (1.19± 0.01) 107V/m, when the voltage between the wires was 100V. The data
points where x < 30 µm were not included in the fit, because they are taken from
the small areas between the wires, and thus deviate from the exponential model.
However, the electric field reached values up to 3 · 107 V/m in these small spaces.
6.3.2 Threshold voltage
For the liquid-vapour interface, there exists a threshold voltage, below which only
the narrow regions between the wires are filled with liquid. The total volume of
these small gaps is approximately 0.05 mm3. Above the threshold, the region of
high field increases approximately linearly. The height of the capacitor plate is
about H ≈ 1 mm, therefore the required electric field to lift the liquid over the
capacitor is attained from the hydrostatic pressure:
ρgH = ε0(ε− 1)E
2
2 , (6.3)
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which corresponds to E = 2 MV/m. We can use the data from Fig. 6.5 to estimate
where the critical field is reached at different voltages. From Fig. 6.6 we can see
that this critical value is reached at the capacitor’s edge at around 80 V. This is the
minimum voltage that is required before significant changes in the surface level can
be observed.
The solid-liquid interface is even more difficult to excite, because solid helium
spreads to surfaces very poorly. The electric field pressure is needed to both lift
the crystal surface and to overcome the capillary forces that prevent the solid from
filling the capacitor volume. Taking both of these effect into account, we can form
the following equation for the capillary-gravity-electrical equilibrium shape [4]:
δρ
ρL
[
−ρLgh+ 12ε0 (εL − 1)E
2
]
= α
R
, (6.4)
where α ≈ 1.7 · 10−4 J/m2 is the surface tension of the solid and R is the curvature
of the solid-liquid interface. At the capacitor R ∼ 60µm. From the equation we can
separate the electrical pressure required to compensate capillary action,
1
2ε0 (εL − 1)E
2
c =
ρL
δρ
α
R
, (6.5)
and the pressure needed to lift the crystal surface,
1
2ε0 (εL − 1)E
2
g = ρLgh. (6.6)
Substituting the known values we get Ec ≈ 10 MV/m  Eg. From Fig. 6.6 we see
that the critical voltage for moving the solid-liquid surface is ∼ 400 V.
6.4 Measurement scheme
The fork measurement circuit consisted of a high-accuracy signal generator, 80 dB
attenuator and a lock-in amplifier (see Fig. 6.7).
The fork oscillation was excited by the signal generator with a specific fre-
quency and excitation voltage. The attenuator was used to decrease the output
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Figure 6.6: The distance reached by the critical electric field for the liquid-vapour interface and
the solid-liquid interface. The threshold voltages are reached at 30 µm (see the dashed lines).
power from the generator by 80 decibels. To further prevent breaking the fork, the
fork current was monitored and kept lower than 1 nA by controlling the excitation
voltage. The fork current was fed through a current-to-voltage converter into a two
phase lock-in amplifier. Reference signal of the excitation frequency was taken from
the signal generator.
fork
{80 dB
1.0 V
32 kHz
lock-in
PC
reference I/V converter
Figure 6.7: Fork measurement circuit.
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6.4.1 Lock-in amplifier
A lock-in amplifier is used to extract a signal with a known carrier wave, i.e. for
amplitude demodulation. In practice, a lock-in amplifier multiplies the input signal
Sin with the given reference signal, and integrates it over a specified time interval τ .
Sout(t) =
1
τ
t∫
t−τ
sin(2pifreft′)Sin(t′)dt′, (6.7)
where Sout is the output signal and fref is the reference frequency. The integration
attenuates all signals that have a different frequency than the reference. A signal
with the same frequency will in turn yield a DC signal that is proportional to the
input signal amplitude Vsig. If the time constant τ is long enough to get rid of all
noise, the output is
Sout =
1
2Vsig cos(θ), (6.8)
where θ is the phase difference between the signal and reference. [27]
A two phase lock-in has a second detector that does the same operation with
a 90◦ phase shift. This gives two DC signals
X = Vsig cos(θ)
Y = Vsig sin(θ)
which makes it possible to calculate the signal amplitude
R =
√
X2 + Y 2 = Vsig (6.9)
and the phase difference
θ = arctan (Y/X) . (6.10)
The detection power of a lock-in amplifier can be tested with a simple numerical
simulation. For example, if the input signal has a very low signal-to-noise ratio of
0.01 (see Fig. 6.8a) and the time constant is 100 times the signal period, a lock-in
amplifier can still return the correct signal amplitude with 10% accuracy (Fig. 6.8b).
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Figure 6.8: (a) Noisy input signal (green) and the underlying sine signal (red). (b) Distribution
of the output signal from a simulated lock-in amplifier that was run 1000 times. The original signal
amplitude was 1.0 V.
Lock-in amplifiers also make it possible to distinguish between signals that
are coupled to the reference and external non-coupled signals. A coupled signal will
produce a smooth Lorenzian curve, similar in shape to the resonance curve of quartz
tuning forks (see Fig 3.3). An external signal will produce a wavelet shape that is
strongly depended on the amplifier’s time constant (see Fig. 6.9).
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Figure 6.9: Simulation of a 15 Hz wavelet signal measured by a lock-in amplifier with τ = 0.6 s.
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6.4.2 Double resonance detection method
Monitoring small and fast changes in the fork resonance was not possible with an
ordinary frequency sweep. Instead, we tracked the resonant frequency of the fork
with a so-called double resonance method. First, the resonance curve of the fork
was measured with a frequency sweep, without active excitations of the surface
waves. Next, the fork frequency was locked at the resonant frequency and the
surface excitation was switched on.
fork
capacitor
{80 dB
copper cell
1.0 V
32 kHz
140 { 280 V
1 { 50 Hz
lock-in
PC
reference
reference
Figure 6.10: Measurement circuit for surface waves. The I/V-converter of the fork signal (see
Fig. 6.7) is omitted from this schematic for clarity.
The oscillating surface level near the fork induces oscillations in the underly-
ing resonant frequency. These oscillations have the same frequency as the surface
waves. Because the fork frequency is locked at the original resonant frequency, the
oscillations are measured as oscillations in the fork current (see Fig 4.1).
By doing a frequency sweep with the excitation frequency, one can find the
frequencies where the changes in the fork current are large. These correspond to
the frequencies where the oscillation of the surface level is high, i.e. the resonant
frequencies of the surface waves in the cell.
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6.4.3 Detuning calculation
The output of the first lock-in amplifier was the dispersion current Id converted
into millivolts, with the conversion factor Vout,1/Id = 1 mV/nA. The second lock-in
amplifier had a maximum output of 10 V and a sensitivity ∆U that was typically 1
or 10 mV. The final output Vout,2 could therefore be converted into the amplitude
Ad of the original dispersion current with the following equation:
Ad = Vout,2 · ∆U10 V · 1
nA
mV . (6.11)
The amplitude of the dispersion current is zero if the fork’s resonant frequency
is constant. The detuning δf0 of the fork that corresponds to a given Ad can be
calculated with the slope dId/df of the dispersion current at f0:
δf0 = Ad
(
dId
df
)−1
f=f0
. (6.12)
The slope was determined from the fork spectrum that was measured before
the double resonance measurements. The fork’s excitation voltage was not changed
between the fork spectrum and double resonance measurements. Otherwise, the
slope dId/df would have to be scaled in proportion to the fork’s excitation.
7. Results
We performed two types of surface wave experiments. First, we studied the fork-
liquid interaction and measured gravity-capillary waves in superfluid 4He at a tempe-
rature of 10mK. Next, we filled the cell completely with superfluid 4He and solidified
part of the helium at high pressure. In the second experiment, we studied the
DC voltage response of the solid surface to estimate the fork-surface distance and
successfully measured crystallization waves in 4He.
7.1 Liquid-vapour interface
Before filling the cell with helium, the fill lines were pumped empty and the system
was cooled down to 10 mK. The fork spectrum mas measured in the vacuum and
it showed a resonant frequency of f0 = 32708.26 Hz and a width ∆f = 47 mHz. In
the beginning, the temperature rose temporarily to 160 mK due to the heat of the
added helium. Later, when the filling was done more slowly, the temperature was
kept below 15 mK.
7.1.1 Fork-liquid contact
During filling, the fork’s resonant frequency was monitored continuously for any
indications of contact with the liquid sample. The first observed change occurred
immediately after adding helium in the cell. The resonant frequency dropped to
32706.34 Hz, while the resonance width increased to 1.52 Hz, indicating a 30-fold
53
54
increase in damping. After continuing to add helium, the resonance gradually de-
creased more, until it abruptly jumped to 32704.46Hz, and the width grew to 3.79Hz.
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Figure 7.1: Spectrum of the liquid helium surface with different types of contact to the probe.
Surface waves were not actively excited, therefore the peaks in the spectrum are due to external
mechanical vibrations. The film and touch spectra were measured at 14mK and the bulk spectrum
at 10 mK. The data has been smoothed with a moving average of 3 data points.
From previous measurements (see Fig. 7.1) we have concluded that the first
shift in the resonance is associated with a thin film of liquid wetting the fork. The
thickness of the film can be estimated with Eq. (4.3) to be d ≈ 75 nm. This is
in good agreement with the typical wetting thickness of superfluid 4He [20]. The
second shift occurs when the fork makes contact with the liquid surface and the
film grows thicker. In this "touch" state the effective film thickness is about 150 nm.
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This is again the same order of magnitude as expected. Once the surface level has
risen close enough to the tip of the fork, capillary effects will abruptly submerge the
fork in the liquid bulk. This will be seen as a large (∼ 490 Hz) drop in the resonant
frequency.
The increased damping in the "film" and "touch" states is probably be due to
the evaporation of the film, driven by the oscillation of the fork. The fork tip can
reach accelerations of X¨0(L) = ω0X˙0(L) ≈ 2g, which expels helium atoms from the
surface. The rate of evaporation would be roughly proportional to the thickness
of the film, which would explain the 2.3 Hz increase in damping during the state
transition from "film" into "touch". Surface tension effects may also play a role, but
their contribution is probably small, because the bending of the fork is negligible
(see Section 3.3). In the "bulk" state the resonance width returns close to its vacuum
value, because the damping is now determined by collisions with quasiparticles, the
density of which is very small deep in the superfluid state (see Eq. (3.33)).
The different states of contact are illustrated in Fig. 7.1, where external os-
cillations are barely visible in the film and bulk states. The signals are caused by
mechanical vibrations of the cryostat. When the fork contacts the liquid, several
strong signals appear, which we attribute to surface oscillations. In the bulk state,
most of these signals disappear, because the tines are far away from the surface.
7.1.2 Gravity-capillary waves
Once the fork had reached the "touch" state, we began to actively excite surface
waves by applying a low frequency alternating voltage to the capacitor. We used
the double resonance method to measure the surface spectrum up to 8 Hz with
excitation voltages from 0 to 140 V. The 2nd lock-in sensitivity was set to 10 mV
and the integration time to 10 s. The slope dId/df was 0.48 nA/Hz at the resonant
frequency.
56
With zero excitation voltage we could only see peaks in the spectrum that
showed the typical wavelet pattern of an external signal. These signals also remained
constant when the excitation was increased, which further suggests some sort of
external mechanical vibration. The strongest external signal at 5.65 Hz is shown in
Fig. 7.2.
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Figure 7.2: External signal measured on the liquid-vapour interface of 4He with zero excitation.
At higher voltages we could detect resonances around 2 Hz and 7 Hz (Fig. 7.3).
The Lorenzian shapes and the fact that the amplitudes increased with excitation
were clear indicators that these waves were induced by the capacitor. We also
found that the signals only became noticeable from the background between 50 and
100 V, which is in excellent agreement with the threshold voltage calculations in
Section 6.3.2.
The amplitudes of the waves are calculated using Eq. (4.21). Assuming z =
htouch ≈ lc ∼ 1 mm and using ∆f0 = 3.8 Hz, the sensitivity of the fork is
Sliquid ∼ 1 µm/mHz. (7.1)
This means that at 140 V excitation the 2 Hz waves have amplitudes of roughly
40µm. At higher frequencies we could easily discern signals of δf0 = 1mHz from the
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background, which means that the probe can accurately detect surface oscillations of
order 1µm during a 10 s measurement. These values should be taken as rough order
of magnitude estimates, which is why estimates of uncertainty are not provided.
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Figure 7.3: Gravity-capillary wave spectrum around the excitation frequencies 2 Hz and 7 Hz
with different excitation voltages.
The distance between the capacitors is about 5 mm, thus the fundamental
resonance mode between the plates has a frequency of ∼ 15 Hz, much higher than
the observed resonances. The fundamental sloshing mode of the 35 mm diameter
surface is about 5 Hz, however, solid structures on or below the surface can easily
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change this value by a factor of 2 or 3 [15]. We therefore conclude that the detected
surface waves are most strongly associated with the sloshing of the liquid surface.
However, there is also very likely some coupling between the annular region of the
cell and the central region of the capacitor plates. This is expected, because there
are quite large openings between the copper holders that form the central region
(see e.g. Fig. 6.2). Similar coupling was also seen by Manninen et al., although the
geometry of their cell had much smaller openings between the annular and central
regions [28]. Further analysis of the observed spectrum is very difficult due to the
complex geometry of the cell. Better estimates could be attained with numerical
simulations, but they would require an accurate modelling of the cell geometry.
7.2 Solid-liquid interface
The measurements on the solid-liquid surface of 4He were performed after the
gravity-capillary wave experiments. First, more helium was condensed into the
liquid, until the fork was entirely submerged in the superfluid. We detected a drop
in the fork’s resonant frequency to 32212.89 Hz indicating this transition. During
condensation, the temperature inside the cell rose from 10mK to around 200mK, so
the helium remained in its superfluid state at all times. The pressure remained close
to the saturated vapour pressure, so the density of the liquid was very close to the
zero temperature limit of 145.13 kg/m3. The resonant frequency in the bulk would
therefore correspond to an added mass coefficient of βfork = 0.568 (see Eq. (3.32)).
After the cell was filled completely, the sample was solidified using the so-called
blocked capillary method, where the cell is pressurized at a temperature of about
2 K and then cooled down [29]. After this process approximately 20% of the cell
volume was solid helium. The fork had also become frozen in the sample, therefore
we carefully melted the sample by slowly releasing helium from the cell, until the
fork’s resonance reappeared. It was crucial to the sensitivity of measurements that
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the fork would end up as close to the solid surface as possible.
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Figure 7.4: Sensitivity of the crystallization wave probe. The values are calculated with Eq. (4.25)
using the parameter values obtained in Chapter 5 and the experimental value of β∞ = 0.564.
After solidification, the density of the liquid was close to the melting pressure
value of 172.5 kg/m3. The fork’s resonance frequency had therefore decreased to
32125.72 Hz, which corresponds to βfork = 0.564. This 0.7% difference to the previ-
ously calculated value is explained by small uncertainties in the density. The small
(apparent) decrease of βfork sets a rough lower limit for the fork’s distance from
the solid surface. We can make a conservative assumption that the added mass
coefficient has only increased 1% or less due to the proximity to the surface. An in-
crease of 2%, or ∆βfork = 0.01, should already be noticeable, regardless of the small
uncertainty in density. According to the numerical simulations and Eq. (4.22), an
increase of 1% corresponds to a distance of 0.1 mm. From the cell geometry, we can
also conclude that fork can be no farther than ∼ 0.5mm from the surface, otherwise
the capacitor could not properly excite surface waves. Setting these restrictions is
important, because the sensitivity of the probe depends strongly on the fork-surface
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distance (see Fig. 7.4). Between 0.1 and 0.5 mm the sensitivity ranges from 10−6 to
10−8 m/mHz, respectively.
7.2.1 DC experiments
The system’s response to DC voltage was tested by applying a 0.1 Hz square wave
to the capacitor. Figure 7.5 shows a typical behaviour of the fork current during DC
excitation. The detuning of the fork at different DC voltages is shown in Fig. 7.6.
There is a clear threshold at 208 V, which is in good agreement with the previous
calculations in Section 6.3.2. Above the threshold voltage, the detuning increases
abruptly, as the solid begins to fill the gaps between the capacitor wires.
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Figure 7.5: Fork’s response to DC voltage.
The estimated capacitor volume 0.05 mm3 corresponds to a ∼ 0.5µm decrease
in surface level in the rest of the cell. The DC measurement can therefore be used
as a rough calibration of the crystallization wave probe. The sensitivity of the fork
is approximately
Ssolid ≈ 0.5 µm20 mHz = 2.5 · 10
−8 m/mHz. (7.2)
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Figure 7.6: Detuning of fork near the solid-liquid interface caused by DC excitation. There is a
clear threshold at 208 V.
Now, using Eq. (4.25), we can calculate that the fork is roughly 0.15 mm above the
solid, which fits well between the estimated upper and lower limits.
7.2.2 Crystallization waves
We measured the crystallization wave spectrum up to 100Hz with a 280V excitation.
The sensitivity of the 2nd lock-in was set to 1 mV and the integration time to 100 s.
The slope dId/df was 2.2 nA/Hz at the resonant frequency.
We detected three excited signals: 15 Hz, 25 Hz and a small signal at 49 Hz.
During excitation, we were unable to detect any signals below 10 Hz due to the
significant DC response at low frequencies. The DC response was also significant
for the 15Hz and 25Hz signals, but it was removed by fitting power-law background
components separately to the X and Y-channels that were then subtracted (Fig. 7.7).
The wavelengths of the observed signals, calculated with Eq. (2.4), were 3.6cm,
1.5 cm and 0.6 cm. These are too large to be associated with a standing plane wave
between the capacitor plates. The fundamental sloshing mode of the surface is about
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16 Hz, which fits the lowest frequency signal quite well. We therefore conclude that
there is a strong coupling between the central and annular regions on the liquid-
solid interface as well. The two lowest frequency peaks are the fundamental mode
of the solid-liquid surface and its first harmonic. The second harmonic at 49 Hz is
weakly coupled to the fork, probably because the fork is situated close to one of its
nodes, where the oscillations are small. The efficiency of the wave excitation also
decreases with increasing frequency F , most likely due to the limited growth rate of
4He crystals.
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Figure 7.7: Spectrum of crystallization waves in 4He as a function of the excitation frequency.
The solid red line is a fit for the DC background that was removed in later analysis.
Using the estimated sensitivity of 2.5 · 10−8 m/mHz, we can conclude that the
fundamental mode and the 1st harmonic have amplitudes of ∼ 10 nm. The second
harmonic has an amplitude of only 2nm below the fork. The resolution of the probe
was therefore ∼ 1 nm during a 100 s measurement. Closer to the surface it could in
principle reach even 1 Å. These values should, again, be taken only as rough order
of magnitude estimates.
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Figure 7.8: Resonances in the crystallization wave spectrum with the background component
removed. The bottom figure shows the total detuning of the fork caused by the surface waves.
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Figure 7.9: Small resonance in the crystallization wave spectrum at 49 Hz.
8. Discussion
In this thesis, I have introduced the reader to the physics of helium surface waves and
presented our experiments on the subject. The main goal of the thesis was to model
the surface probe that consists of a quartz tuning fork and a double resonance circuit.
The probe can detect oscillations on both liquid-vapour and solid-liquid surfaces,
which have two very different interaction models with the fork.
The model of the capillary wave probe was based on the phenomenon of su-
perfluid wetting, where an extremely mobile and thin superfluid film is formed on
the surface of the quartz tuning fork. When the fork is in contact with the liquid at
a distance z from the surface, the thickness of the film is proportional to z−1/4. The
oscillating surface level therefore changes the effective mass of the fork, and thus
modulates the resonant frequency. This model was able to explain the observed
fork responses, when the experimental cell is being filled with helium. The capillary
wave probe’s sensitivity was calculated to be of the order of 1 µm/mHz.
The operation of the crystallization wave probe was based on the added hy-
drodynamic mass of the flowing superfluid around the fork. The kinetic energy of
the fluid’s velocity field increases near a solid surface, which is detected as a drop
in resonant frequency. The hydrodynamic model, originally proposed by Callaghan
et al. [22], was created by generalizing analytical expressions of simpler situations.
FEM simulations were used to estimate some of the parameter values of the model.
The reliability of the simulations were confirmed by comparing them to analytical
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results and resonant frequency measurements on another quartz tuning fork. The
simulation data deviated roughly 10% from actual measurements, most likely due to
the finite-element approximation and small geometric differences between the phys-
ical fork and the 3D model. However, when the parameter β∞ was replaced with
the experimental value, the results were in excellent agreement. The sensitivity of
the probe is strongly dependent on the fork-surface distance and can, in principle,
reach values of the order of 10 Å/mHz.
In our own experiments, the surface waves were excited by the electric field
of a bifilar capacitor. The capacitor was designed to be used in later experiments
on 3He surfaces, which are performed in temperatures well below 1 mK. In order to
avoid excessive heating of the sample, the dissipation of the capacitor had to be as
low as possible. However, this constraint also limits the excitation of surface waves,
which is why a sensitive quartz tuning fork surface probe was used for detection.
Our original idea was to excite standing waves in the central region of the
cell, between two capacitor plates. Unfortunately, this effort was unsuccessful due
to a strong coupling with the annular region. The liquid-vapour surface exhibited
resonances that were strongly associated with the sloshing of the liguid. The solid-
liquid surface showed a somewhat simpler spectrum, but again the frequencies of
the observed signals were too low compared to those expected for the plane wave
resonances.
Despite our limited ability to analyse the surface resonances, the double res-
onance technique proved successful. The probe was able to detect surface level
changes of ∼ 1 µm on the liquid-vapour interface and ∼ 1 nm on the solid-liquid
surface. In order to attain more accurate values and to estimate the uncertainty of
the measurements, the fork-surface distance should be determined in a more reli-
able way, for example by optical measurements. The dissipation of our measurement
scheme was measured to be ∼ 20 pW, which is orders of magnitude lower than the
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heat leaks in similar experiments of crystallization waves [4]. However, the efficiency
of surface wave excitation was shown to decrease with increasing frequency. Also,
the crystallization wave experiments suffered from strong DC effects below 10 Hz.
Future experiments should therefore be designed so that the expected surface reso-
nances match the optimal frequency range.
As a surface wave probe, the quartz tuning fork is limited by the geometry
of the cell. Detection won’t be possible if the fork happens to be situated above a
surface node, or if the wavelengths are smaller than the fork width (∼ 0.6mm). The
first problem could be solved by using several forks distributed around the surface.
Overcoming the second problem requires a smaller probe. Quartz tuning forks have
been used as atomic microscopes by attaching a thin fiber on one of its tines, but
this method is based on atomic forces acting on the fiber, and would thus require
a completely new interaction model or sensitive calibration. The problem of small
wavelengths could also be avoided by focusing on low-frequency measurements.
To conclude, we have provided proof of concept results confirming that quartz
tuning forks can act as highly sensitivity probes of helium surface waves. The
same technique is directly applicable to surface waves of 3He. Because of the low
dissipation of the measurement scheme, it could be able to detect crystallization
waves of 3He, which are expected to exist at much lower temperatures. With some
modifications and further analysis, quartz tuning fork probes may be able to measure
surface level changes in regular fluids as well, although the accuracy is likely to suffer
from the viscous effects.
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