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ABSTRACT 
 
Finite Element Studies of Colloidal Mixtures Influenced by 
 Electric Fields. (August 2011) 
Franklin Jerrel Drummond, B.S., Texas A&M University 
Chair of Advisory Committee: Dr. James G. Boyd IV 
 
A further understanding of colloidal mixture behavior under applied electric fields would 
greatly benefit the design of smart material systems such as electrorheological fluidic 
devices and microfluidic reconfigurable antennas. This thesis presents a finite element 
analysis of colloidal mixture electrokinetic behavior. Computations of particle forces as 
a function of applied frequency and particle shape were performed. An effective medium 
property method was also studied. 
  
Fluidic and electric forces were obtained with various applied excitation frequencies 
throughout three locations in a coplanar microelectrode domain. This domain consists of 
two 50 nm thick gold electrodes separated by a 30 µm gap. The three locations are 1.2 
µm, 40 µm, and 90 µm from the gap center. Total force vectors were computed by 
integrating Maxwell and Cauchy stress tensors to determine whether the particles are 
pushed toward or away from the electrode gap at frequencies of 10 Hz, 1 kHz, and 100 
kHz. It was determined that particles were pushed outside the gap at median frequencies 
of 1kHz (indicating ac electroosmotic force domination) and began to be pushed back 
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toward the gap at higher frequencies of 100 kHz (indicating dielectrophoretic force 
intensification). 
 
Particle shape effects were examined by calculating the electrical interparticle force 
between two particles at various incidences with respect to a uniform electric field. 
Particle attraction occurs when the line between the particle centers is aligned with the 
electric field; repulsion occurs when this center line is perpendicular. The incidence 
angle at which the particles switch from attraction to repulsion is defined as θcr. The 
aspect ratio and particle edge separation distances used in this study were 1, 5,12.92 and 
0.25 µm, 0.50 µm, 2.0 µm, respectively. The results indicate that higher aspect ratio 
particles tend to have smaller θcr values and larger interparticle force magnitudes for 
given separation distances.  
 
Finally, effective dielectric constant simulations utilizing periodic crystalline 
arrangements of colloidal structure were performed. The results show good agreement 
with the Maxwell Garnett mixing rule at volume fractions above 30%. Less canonical 
structures of cubic particles were also modeled.  
v 
 
ACKNOWLEDGEMENTS 
 
I would like to thank my thesis advisor, Dr. James Boyd, for providing guidance in 
developing this thesis and the research presented herein. I would also like to thank the 
other members of my committee, Dr. Gregory Huff and Dr. Whitcomb. Dr. Huff helped 
me develop these ideas more coherently, and Dr. Whitcomb helped me fill my 
committee out on short notice. 
 
I would also like to thank all my fellow graduate students, in both the aerospace and 
electrical engineering departments. They helped me out with some of the finer points of 
grammatical and formatting issues. It was very nice to have a set of people to bounce my 
ideas off of and this helped tremendously. 
 
I could not have finished this work without the love and support from my family, 
including my parents and brother. They provided great love and encouragement 
throughout the development of this work. 
 
Finally, I would like to thank my Lord and Savior, Jesus Christ. Through Him, I have 
been given the strength and motivation to complete this work, and all glory belongs to 
Him. 
  
vi 
 
TABLE OF CONTENTS 
Page 
ABSTRACT ..................................................................................................................... iii 
ACKNOWLEDGEMENTS ............................................................................................... v 
TABLE OF CONTENTS .................................................................................................. vi 
LIST OF FIGURES ........................................................................................................ viii 
LIST OF TABLES ............................................................................................................. x 
CHAPTER 
          I         INTRODUCTION ......................................................................................... 1 
          II        BACKGROUND ........................................................................................... 9 
                           A. Polarization and Effects of Dielectric Constant Contrast ................... 9 
                           B. Quasi-static Definition and Charge Conservation Formulation ....... 12 
                           C. Methods of Electrical Particle Force Calculations ........................... 13 
                           D. COMSOL Electrical Force Computation Validation ....................... 17 
                           E. COMSOL Fluidic Force Computation Validation ............................ 18 
          III       STUDY I: FORCE FREQUENCY DEPENDENCE .................................. 21 
                           A. Introduction ...................................................................................... 21 
                           B. Problem Formulation ........................................................................ 22 
                           C. Results and Discussion ..................................................................... 28 
                           D. Key Insights and Contributions ........................................................ 31 
          IV        STUDY II: FORCE PARTICLE SHAPE DEPENDENCE ....................... 33 
                           A. Introduction ...................................................................................... 33 
                           B. Problem Formulation ........................................................................ 36 
                           C. Results and Discussion ..................................................................... 38 
                           D. Key Insights and Contributions ........................................................ 43 
          V         STUDY III: EFFECTIVE PROPERTIES SIMULATIONS ...................... 44 
                           A. Introduction ...................................................................................... 44 
vii 
 
CHAPTER Page 
                           B. Problem Formulation ........................................................................ 45 
                           C. Results and Discussion ..................................................................... 47 
                           D. Key Insights and Contributions ........................................................ 49 
          VI        ONGOING AND FUTURE WORK .......................................................... 50 
          VII       CONCLUSION .......................................................................................... 51 
REFERENCES ................................................................................................................. 52 
VITA ................................................................................................................................ 54 
 
  
viii 
 
LIST OF FIGURES 
FIGURE  Page 
        1      Active knee rehabilitation device using an ERF [3]........................................... 2 
        2      “Off” and “On” particle distributions [4] ........................................................... 3 
        3      Frequency (left) and polarization (right) reconfigurable antennas [4-5] ............ 4 
        4      Circuit model of polarization reconfigurable antenna [4] .................................. 5 
        5      Thesis approach .................................................................................................. 6 
        6      Polarization of particle in uniform electric field .............................................. 10 
        7      Electric field for lower particle dielectric constant .......................................... 11 
        8      Electric field for higher particle dielectric constant ......................................... 11 
        9      Cylindrical particle in uniform electric field .................................................... 14 
        10    General dipole illustration ................................................................................ 16 
        11    Electrical force validation problem .................................................................. 18 
        12    Fluid force validation problem ......................................................................... 20 
        13    Experimental colloidal microstructure [6] ....................................................... 22 
        14    2D simulation domain where particles placed at positions 1,2, and 3 ............. 23 
        15    3x3 particle array .............................................................................................. 23 
        16    Typical streamlines and potential distribution ................................................. 28 
        17    Normalized single particle force vectors as a function of frequency ............... 29 
        18    Particle repulsion in perpendicular orientation ................................................ 34 
        19    Particle attraction in parallel orientation .......................................................... 34 
        20    Regions of attraction and repulsion defined by θcr ........................................... 34 
ix 
 
FIGURE Page 
        21    Interparticle force expression geometry [16] ................................................... 35 
        22    Edge separation definition ................................................................................ 37 
        23    Shape effects simulation procedure illustration ............................................... 37 
        24    Radial force vs. aspect ratio and edge separation distance............................... 40 
        25    Tangential force vs. aspect ratio and edge separation distance ........................ 41 
       26     Force magnitude vs. aspect ratio and edge separation distance ....................... 42 
       27     Simple cubic effective property modeling results ............................................ 47 
       28     FCC effective property modeling results ......................................................... 48 
       29     Comparison of spherical and cubic particle effective properties ..................... 49 
 
  
x 
 
LIST OF TABLES 
TABLE Page 
     1     Finite element result vs. analytical effective dipole result ................................... 18 
     2     Finite element result vs. spherical Stokes’ flow analytical solution .................... 20 
     3     Single particle forces in microelectrode domain .................................................. 28 
     4     Particle array forces in microelectrode domain .................................................... 29 
     5     θcr vs. aspect ratio at various edge separations ..................................................... 39 
 
 
1 
 
CHAPTER I 
INTRODUCTION 
Colloidal dispersions are used in many important technologies. Two examples of this are 
in electrorheological fluids (ERFs) and electrically tunable circuits and antennas [1-2]. A 
colloidal dispersion (for the purposes in this thesis) consists of nanoparticles dispersed 
into a fluidic medium. Different particle configurations and distributions can be achieved 
by applying various electric fields to these dispersions. These different particle 
distributions can yield vastly different aggregate electrical and mechanical properties. 
For example, in electrorheological fluids the viscosity can be adjusted up to five orders 
of magnitude through the application of an electric field. This phenomenon is being 
analyzed and applied for use in various smart braking and suspension technologies. An 
example of this in Fig. 1 shows an ERF material being used to modulate the resistance of 
a braking mechanism for leg extension exercises [3]. 
 
This design was proposed for isotonic and isokinetic exercises typically used in a knee 
rehabilitation program. It operates by adjusting the electric field applied to the ERF 
material (located in the disc region at the knee joint). The ERF viscosity increases upon 
application of an electric field (and vice versa) and thereby increases the resistance in the 
knee joint to assist in motion control.  
 
 
 
 
______________ 
This thesis follows the style of IEEE Transactions on Antennas and Propagation. 
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Fig. 1. Active knee rehabilitation device using an ERF [3] 
 
 
Fig. 2 shows a more relevant example of a device using the electrokinetic behavior of 
nanoparticles dispersed in a fluidic medium [4]. Electric potential applied across the 
electrodes acts a switching mechanism from the “OFF” position to the “ON” position, 
where the colloidal dispersion in the “ON” position has a higher conductivity across the 
gap and net viscosity than that of the “OFF” position. If these were dielectric particles, 
this same configuration would have raised the effective dielectric constant across the 
gap. This will be discussed in more detail in Chapter III. This thesis will evaluate this 
type of electrokinetic behavior using finite element simulations to predict a) the 
dominant forces on the particles and b) the impact of particle aspect ratio on these 
forces. 
3 
 
 
Fig. 2. “Off” and “On” particle distributions [4] 
 
Colloidal dispersions can also be used in very different applications. For example, the 
dielectric constant within circuits and antenna structures can be strategically tuned by 
changing the nanoparticle distribution, concentration, and composition. Fig. 3 shows two 
antenna-based applications which use this type of tuning to enable reconfiguration [4-5]. 
The microstrip patch antenna (left side of Fig. 3) has capillaries embedded into its 
substrate in which the fluidic dispersions can be manipulated [5]. The antenna’s resonant 
frequency can be changed by varying the dielectric constant of these materials (through 
mixing, etc.). Barium Strontium Titanate (BSTO) nanoparticles are dispersed in silicone 
oil and used as the colloidal dispersion in this application. Operationally speaking, this 
creates an increase in the dispersion’s dielectric constant that causes an extension of 
effective electrical length. This in turn causes a decrease in the resonant frequency and 
the operational impedance bandwidth; these are two metrics which can be used to 
characterize the antenna’s operation.  
 
The right side of Fig. 3 shows another example of a reconfigurable antenna enabled by 
dispersions [4]. This cross dipole consists of a patch antenna structure with four copper 
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patches surrounding an electrically-fed central patch. Fig. 4 shows the circuit model for 
this antenna [4]. Placing a high dielectric colloidal material in the gap region increases 
the gap capacitance and decreases the gap impedance so surface currents can cross from 
the central patch to an outer patch. These surface currents create radiation polarized in 
the current direction. For example, polarization in the horizontal direction (as shown in 
Fig. 3) can be achieved by placing a high dielectric material in gaps 1 and 3. The design 
and analysis of these reconfigurable antennas necessitates understanding of the effective 
medium colloidal dielectric constant. This thesis will compare finite element 
simulations to analytical mixing formulas for canonical particle geometries and then 
use these numerical methods predict the effective medium properties of dispersions 
using non-canonical particle topologies without analytical solutions. 
 
 
Fig. 3. Frequency (left) and polarization (right) reconfigurable antennas [4-5] 
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Fig. 4. Circuit model of polarization reconfigurable antenna [4] 
 
Both the ERF devices and the polarization reconfigurable antenna apply electric fields to 
the dispersion to achieve a certain material property. There are many control variables 
for the design of these systems including: 
 
 Excitation voltage amplitude 
 Excitation frequency 
 Electrode distribution 
 Electrode shape 
 Particle size 
 Particle shape (i.e. spherical, whiskers, etc.) 
 Medium and particle electrical properties 
 
Better devices can be designed when the effects of each of these control variables on the 
colloidal dispersion dielectric constant is understood. This thesis will study the effects of 
particle shape and excitation frequency. 
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This thesis presents a series of three colloidal particle finite element studies that 
provide key insight into the aforementioned device design. The approach can best be 
seen by examining Fig. 5. The design of the material aspects of these devices involves 
finding the right processing conditions (control variables discussed above) to achieve a 
microstructure that yields the desired effective properties. Chapters III and IV examine 
the effects of frequency and particle shape on the forces applied to the colloidal particles. 
The dominant forces indicate key characteristics of the resultant microstructure. 
Dielectrophoretic force domination will produce particle chain formation while AC 
electroosmotic force domination will produce particles ejected from the electrode gap. 
Chapter V uses a finite element periodic method to find the homogenized dielectric 
constant based on particle distribution. This method is first verified against a classical 
mixing rule. A complex particulate system involving cubic particles is then analyzed. 
 
 
Fig. 5. Thesis approach 
 
All simulations were performed with COMSOL, a commercial multiphysics finite 
element partial differential equation solver. This program was chosen based on its ease 
in coupling various physics together such as the electric and fluidic phenomena. This 
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feature is especially useful in the area of colloidal mixtures due to the many types of 
physics involved. 
 
The first study shown in Chapter III seeks to validate the interpretation of the frequency-
dependent experimental results by Bahukudumbi et al. [6]. These experiments involved 
800 nm gold colloids in electrolytic water with fields applied by two coplanar parallel 
electrodes. The resulting colloidal microstructure was shown to be heavily frequency-
dependent. These experimental results were first interpreted in terms of a competition 
between three electrokinetic phenomena: electrophoresis, AC electroosmosis, and 
dielectrophoresis [7]. Dielectrophoretic and AC electroosmotic forces were computed at 
the experimental frequencies to observe if total force magnitudes and directions agreed 
with the experimental results. Identifying the key forces involved at each frequency 
regime makes it possible to determine the particle configuration; and hence, the effective 
dielectric constant. 
 
The second study shown in Chapter IV examines the effects of shape on particle 
attraction. The interparticle force between two TiO2 particles in a uniform unidirectional 
electric field was calculated. The particle aspect ratio, separation distance, and 
separation angle with respect to the field orientation were varied as the interparticle force 
was calculated by integrating the Maxwell stress tensor. Then interparticle force vs. 
incidence angle relationships were compared between different aspect ratios and 
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separation distances. This analysis yields information about the particle regions of 
attraction and force magnitudes as a function of aspect ratio. 
 
The third study shown in Chapter V consists of an effective dielectric constant finite 
element analysis of BSTO particles in silicone oil. This analysis was performed for 
various particle configurations and volume fractions. These configurations consisted of 
simple-cubic and face-centered cubic (FCC) lattices. The effective properties were 
calculated using techniques illustrated in Lee et al. [8]. These resultant effective 
properties were then compared with the Maxwell Garnett mixing rule, a well-known and 
established formula for computing effective properties [9]. Less canonical structures of 
cubic particles were analyzed after comparison of simpler particle geometry results with 
the Maxwell Garnett mixing rule. 
  
9 
 
CHAPTER II 
BACKGROUND 
The goal of this chapter is to provide technical background and evaluate the 
numerical accuracy of COMSOL by investigating several canonical structures with 
well-known analytical solutions. The polarization phenomenon will first be discussed  
along with the field perturbation effects due to dielectric constant contrast between a 
particle and surrounding medium. The quasi-static charge conservation formulation will 
be presented next for the frequency-dependent problem to be discussed in Chapter III. 
The methods for calculating the electrical and fluid forces will then be presented. 
Finally, test problems that were used to validate the finite element force calculations will 
be discussed. 
 
A. Polarization and Effects of Dielectric Constant Contrast 
Gauss’s Law for free space can be expressed as (1). 
 
0

 E

 (1) 
Fig. 6 presents the polarization of a dielectric particle in a uniform electric field. When 
the field, Eext, is applied, an internal separation of charges in the particle occurs which 
creates a small electric field, Ep, that is antiparallel to the external field. This field-
induced polarization creates a smaller electric field inside the particle due to the 
superposition of Ep and Eext. 
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Fig. 6. Polarization of particle in uniform electric field 
 
The field induced polarization can be modeled according to (2). 
 ep EE 

0  (2) 
Substituting (2) into (1) and applying the superposition of fields results in (3). 
      eE 10

 (3) 
The dielectric constant and electric displacement are defined as (4) and (5), respectively. 
  e  10  (4) 
 ED

  (5) 
Combining (4),(5) and (3) results in Gauss’s law for a dielectric material which is shown 
in (6). 
    D

 (6) 
The effect of dielectric contrast between the particle and the medium will now be 
analyzed. Figs. 7 and 8 display the field perturbation caused by two particles in uniform 
electric field. In Fig. 7, the particle has a dielectric constant smaller than that of the 
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medium by a factor of 1000. In Fig. 8, the medium has a dielectric constant greater than 
that of the medium by a factor of 1000. 
 
Fig. 7. Electric field for lower particle dielectric constant 
 
 
Fig. 8. Electric field for higher particle dielectric constant 
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Notice that in Fig. 7, the field inside the particle is greater than the external field, and in 
Fig. 8, the internal field is weaker than the external field. This analysis demonstrates that 
higher dielectric constant regions will have lower field intensities for the electrostatic 
case with no sources. This is consistent with the analysis above since higher dielectric 
constant regions will have a higher induced field which is antiparallel to the external 
field. This induced field weakens the overall field inside the particle. 
 
B. Quasi-static Definition and Charge Conservation Formulation 
The frequency-dependence study was modeled using the quasi-static approximation. It is 
assumed that all currents and charges vary so slowly in time that the sources can be 
assumed to be stationary under the quasi-static approximation [10]. This approximation 
is valid when the electrical size defined as the ratio between the wavelength, λ, and the 
characteristic dimension, L, is smaller than 10
-1
. Under this approximation, Maxwell’s 
differential equations involving the electric field reduce to (7) and (8). 
    D

 (7) 
 0 E

 (8) 
For a linear dielectric, the constitutive relation between the electric displacement and the 
field can be expressed as (9). 
 ED

  (9) 
Substituting (9) into (7) gives (10). 
     E

 (10) 
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Charge continuity for a time-harmonic excitation can be expressed as (11). 
 jJ 

 (11) 
Macroscopic Ohm’s law can be expressed as (12). 
 EJ

  (12) 
Equation (13) is given by substituting (12) and (10) into (11). 
     0 EjE

  (13) 
The field can be expressed as the negative gradient of a scalar as in (14) since the curl of 
the electric field is zero according to (8). 
 E

 (14) 
Substituting (14) into (13) and collecting terms results in (15) which is the time-
harmonic charge conservation equation and the governing differential equation for the 
frequency-dependent problem observed in this thesis. 
    0  j  (15) 
 
C. Methods of Electrical Particle Force Calculations 
Two methods for calculating particle electric force will be presented in this work. These 
are the Maxwell stress tensor integration and the effective dipole method. All finite 
element results are computed using the Maxwell stress tensor integration, while the 
effective dipole method will be used as a validation check for the finite element software 
package. 
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The effective dipole moment method of force calculation will first be presented. The 
effective dipole force is computed by substituting the polarization of the particle into the 
force expression for a dipole [11-12]. All spheres are approximated as cylinders since all 
particle force simulations in this work are two-dimensional. Therefore, it is necessary to 
understand the potential distribution for a cylindrical dielectric particle placed in a 
dielectric medium with an applied uniform electric field. Fig. 9 illustrates this scenario 
with a particle of radius R and dielectric constant of ε2 in a medium with a dielectric 
constant of ε1. A uniform electric field of strength E0 is applied in the z-direction. 
 
 
Fig. 9 Cylindrical particle in uniform electric field 
 
The potential distribution for this problem is given in (16)-(19) where the subscript 1 
indicates medium characteristics and the subscript 2 indicates particle characteristics 
[13]. 
       coscos, 01
r
R
ArEr  ,     r>R (16) 
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     cos,2
R
r
Br  ,     r<R (17) 
 0
12
12 REA




  (18) 
 REB 0
12
12




  (19) 
From (16-19), the interior field of the particle can be written in terms of the applied field 
as shown in (20). 
 
 21
11
2
2




E
E


 (20) 
The polarization of the particle can be defined as shown in (21). 
  VEEP 120

   (21) 
Substituting (20) and the cylinder volume into (21) results in (22). This formula 
expresses the polarization of a dielectric cylinder in a uniform electric field. 
  RLEP 


 2
12
12
20 









 (22) 
Fig. 10 displays a general dipole. The force on this dipole can be expressed as (23). 
 
16 
 
 
Fig. 10. General dipole illustration 
 
     rEdrEqF 

  (23) 
The electric field can be expanded into a Taylor series about the negative charge point. 
       ... rEdrEdrE 

 (24) 
Substituting (24) into (23) results in (25). By defining the polarization as shown in (26), 
the force can be expressed as (27). 
 ... EdqF

 (25) 
 dqP

  (26) 
 ... EPF

 (27) 
Substituting the polarization of the dielectric cylinder as shown in (22) results in (28). 
 22
12
12
12 EER
L
F 












  (28) 
By applying the vector identity (29), the dielectrophoretic force for a cylinder can be 
expressed as (30). 
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2
222
2
1
EEE

  (29) 
 
2
2
12
12
1 ER
L
F 














  (30) 
The COMSOL program calculates force by the integration of the Maxwell stress tensor 
which is shown in (31). This stress tensor can be integrated along the particle boundary 
as in (32) to find the electric force on the particle. 
 
2
E
ij i j ij k kT E E E E

    (31) 
 ˆ
E
S
F T ndA   (32) 
 
D. COMSOL Electrical Force Computation Validation 
It would be beneficial to validate the electrical results of COMSOL to establish the 
accuracy of the resulting solutions before proceeding on with this study. The force 
computation for the electric field will first be validated. Fig. 11 illustrates the validation 
problem. A potential drop of 1 V is applied across a torus with inner radius of 1m and 
outer radius of 5 m. A 0.2 m diameter particle with dielectric constant of 1000 was 
placed at the midpoint between the inner surface and the outer surface of the torus. The 
medium was assigned a dielectric constant of 2.1. 
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Fig. 11 Electrical force validation problem 
 
 
The particle force was calculated according to (22) and compared with the finite element 
result which is shown in Table 1. There is good agreement between the two solution 
techniques. 
 
Table 1: Finite element result vs. analytical effective dipole result 
Analytical [N/m] Finite Element [N/m] 
-1.66e-14 -1.69e-14 
 
E. COMSOL Fluidic Force Computation Validation 
All fluidic flow was simulated under Stokes’ flow conditions. The approximations for 
Stokes’ flow are valid for low Reynold’s number flows which are found in 
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microelectrode systems such as the ones modeled in this study [14]. The governing 
differential equation for Stokes’ flow is given by (34). 
 0 P v     (34) 
The stress tensor for an incompressible, Newtonian fluid is given by (35). 
 
f i i
ij ij
j j
v v
T P
x x
 
  
       
 (35) 
 
The fluidic force can be calculated by integrating this stress tensor as in (36). 
 ˆ
f
S
F T ndA   (36) 
Fig. 12 illustrates the fluid force validation problem. A 0.125 m diameter spherical 
particle was placed in a fluidic flow of uniform velocity 1 m/s. The drag was computed 
according to (36). 
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Fig. 12. Fluid force validation problem 
 
The finite element solution was compared with the Stokes’ spherical drag solution with 
the results shown in Table 2. The two results agree quite well. 
 
Table 2: Finite element result vs. spherical Stokes’ flow analytical solution 
Analytical [N/m] Finite Element [N/m] 
-1.88e-14 -1.88e-14 
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CHAPTER III 
STUDY I: FORCE FREQUENCY DEPENDENCE 
This chapter is dedicated to analyzing the electrokinetic behavior of a frequency-
dependent experimental study involving coplanar parallel microelectrodes. This 
electrode geometry is used extensively and the analysis thereof will benefit colloidal 
assembly study on the whole. The understanding of particle force dependence on 
frequency provides insight into the resulting microstructure. 
 
A. Introduction 
Bahukudumbi et al [6] reported the results of their experiments with 800nm diameter 
gold colloids dispersed in aqueous 0.1 M NaHCO3 (conductivity of 9  S/cm). The 
experimental arrangement consisted of parallel 50 nm thick gold electrodes separated by 
30 m on glass microscope slides. The gold colloids were confined within a thin, quasi-
two-dimensional layer near the surface due to gravity and particle-surface electrostatic 
repulsion. The results were interpreted in terms of a competition between electrophoresis 
(EP), AC electro-osmosis (AC-EO), and dielectrophoresis (DP). Based on equations for 
the single-particle velocity as a function of frequency ( ) for each of those three 
phenomena, the authors postulated that EP dominates for 3 010 /kHz 10   , AC-EO for 
0 110 /kHz 10   , and DP for 1 410 /kHz 10   ). The AC-EO domain widened with 
increasing magnitude of the electrode potential. The experimental colloidal 
configurations can be seen in Fig. 13. These results consist of a matrix filled with 
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elements of experimental results where higher elements indicate higher voltages and 
elements further to the right indicate higher frequencies. Note that the lower frequencies 
(10 Hz) show particles settling in the gap, middle frequencies (1 kHz) show particles 
being ejected from the gap, and the higher frequencies (above 100 kHz) show 
dielectrophoretic chaining. 
 
 
Fig. 13. Experimental colloidal microstructure [6] 
 
The purpose of the research in this chapter is to further validate those conclusions by 
using the finite element method to model AC-EO and DP.  
 
B. Problem Formulation 
The problem domain, shown in Fig. 14, consists of an aqueous solution on two coplanar 
parallel electrodes. The solution is enclosed by glass except where the solution and 
electrodes form an interface. A two-dimensional problem was formulated by modeling 
the particles as cylinders infinitely extended in the direction normal to the figure. 
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Similarly, the electrodes were assumed to be infinitely extended in the direction normal 
to the figure. Note that Fig. 14 is an edge view of the domain, whereas Fig. 13 is a top 
view of the domain. The absolute value of the potential difference between the two 
electrodes was fixed at 2.5 V. The dielectric constants of the medium and particle were 
assigned values of 80 and 1 respectively. The conductivities of the medium and particle 
were 0.00573 S/m and 45.6*10
6
 S/m respectively. 
 
 
Fig. 14. 2D simulation domain where particles placed at positions 1,2, and 3 
 
 
Fig. 15. 3x3 particle array 
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Two cases were modeled: single particles, and a 3x3 square array of particles (Fig. 15). 
The particle array is included to study the effects of multibody interactions. The distance 
between particle centers in the 3x3 array is 1.2  m in the x and y directions. The three 
locations in Fig. 14 correspond to the locations of single particles and the center particle 
of the 3x3 array. The three locations were studied sequentially rather than 
simultaneously, i.e., no particles were present at locations 2 and 3 when particles were at 
location 1, etc. The forces on the single particle or central particle, in the case of the 
array, were computed by integrating the Maxwell and Cauchy stress tensors on the 
particle surface. The mesh used to obtain the solution varied between 750,000 and 
900,000 quadratic Lagrangian triangles. 
 
The formulation of Green et al. for AC-EO was used for both the electrical and fluid 
problems [15]. In the bulk liquid the electric potential    is governed by  
 (( ) ) 0j       (37) 
where , ,   and  are the conductivity, permittivity, and angular frequency. The 
following analysis assumes that electrolysis does not occur at the electrode surface, i.e., 
the electrodes are considered to be perfectly polarizable, and the double layer behaves in 
a linear manner. The boundary condition just outside the double layer on the electrode 
surface is given by 
 DL
q
n t




 
 (38) 
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where n denotes the unit normal vector and DLq  is the charge per unit area in the double 
layer. In this equation it is assumed that tangential currents along the double layer are 
negligible. If the voltage drop across the diffuse double layer is sufficiently small, there 
is a linear relationship between the charge and the voltage, i.e., DL DL DLq C   , where 
DL V     , and the equation can be written with complex amplitudes as (39). 
 DL DL DLi q i C
n

   

  

 (39) 
where DLC  is the capacitance per unit of area of the total double layer, and V  is the 
potential applied to an electrode, and   is the potential on the outer side of the diffuse 
layer. The capacitance per unit area can be estimated from the Debye-Huckel theory as 
 DL
D
C


  (40) 
where D  is the Debye length which is widely used to estimate the double layer 
thickness given by (41). 
 2 22
D
b
kT
z e c

   (41) 
where k, T, z, e and bc  are Boltzmann constant, absolute temperature, valence of ion, 
electron charge and concentration of ions, respectively. At the interface between the 
electrolyte and the glass, the total normal electric displacement must be continuous. 
 ( ) ( ) GG Gi i
n n

   

  
 
 (42) 
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where G , G  and G  are the electrical permittivity, conductivity and potential in the 
glass. Since / / G       and the conductivity of the glass is negligible, the 
boundary condition at the glass interface in the fluid simplifies to 
 0
n



 (43) 
The time averaged Maxwell stress tensor is given by (44). 
  * *1 1Re
2 2
ET EE E E I 
 
   
 
T
 (44) 
The fluid motion is caused by electrical body forces that are nonzero only in the diffuse 
double layer since the charge density in the bulk is zero. These forces result in a rapidly 
varying velocity profile in the diffuse double layer, changing from zero at the wall to a 
finite value just outside the double layer. This velocity value can be used as a boundary 
condition at the electrode surface to calculate the bulk motion. In the thin double layer 
approximation, for diffuse layers in quasiequilibrium and on a perfectly polarizable 
metal surface, the slip electro-osmotic velocity is given by the Helmholtz-Smoluchowski 
formula  
 
 



  

t DLu
x
 (45) 
where   is the fluid viscosity. The Helmholtz-Smoluchoswki time averaged AC 
electroosmosis fluid velocity is given by 
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*
, Re
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t ACE DLu u
x
 


 
    
 
 (46) 
where *  is the complex conjugate of  . The bulk fluid is governed by Stokes flow of 
which the governing equations are given by (47) and (48). 
 
2 0u p    (47) 
 0u   (48) 
where p is the pressure. The mechanical stress tensor is given by  
  ( )fT p I u u      T  (49) 
and the traction vector is given by (50). 
 ˆ
f Et T T n
 
  
 
 (50) 
The boundary conditions are (i) the tangential AC electro-osmotic velocity on the 
electrodes, equation (10); (ii) zero tangential velocity on the glass; (iii) zero normal 
velocity on every boundary; and (iv) continuous traction vector on all interfaces 
 0t   (51) 
where t  is the jump in the time averaged traction vector at any interface. 
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C. Results and Discussion 
The present problem was solved, with the numerical results given in Tables 3 and 4, 
which contain the x and y components of the electrical force, exF  and eyF , the fluid force, 
fxF  and fyF , and the x and y components of the total force obtained by summing the 
electrical and fluid forces. Fig. 16 displays the typical streamline and potential 
distribution for the simulations where red indicates high potential and blue indicates low 
potential. Fig. 17 displays the force vectors for the single particle case on a logarithmic 
scale. 
 
Fig. 16. Typical streamlines and potential distribution 
 
Table 3. Single particle forces in microelectrode domain 
 
Location Freq (Hz) Fex (N/m) Fey (N/m) Ffx (N/m) Ffy (N/m) Ftotalx (N/m) Ftotaly (N/m)
10 6.35E-15 -1.21E-14 4.11E-12 -8.44E-12 4.12E-12 -8.45E-12
1.00E+03 2.48E-11 -4.95E-11 1.15E-08 -2.36E-08 1.15E-08 -2.36E-08
1.00E+05 1.76E-10 -4.22E-10 1.80E-09 -3.82E-09 1.98E-09 -4.24E-09
10 -5.03E-13 -6.52E-13 2.87E-09 3.98E-10 2.87E-09 3.97E-10
1.00E+03 -2.30E-09 -2.53E-09 6.97E-06 1.19E-06 6.97E-06 1.19E-06
1.00E+05 -4.79E-09 -8.52E-10 5.62E-08 1.22E-08 5.14E-08 1.13E-08
10 -5.06E-15 -5.67E-13 2.84E-10 1.73E-10 2.84E-10 1.72E-10
1.00E+03 3.18E-12 -1.26E-09 3.78E-07 3.80E-07 3.78E-07 3.79E-07
1.00E+05 1.28E-10 -2.23E-10 -1.52E-09 1.17E-09 -1.39E-09 9.47E-10
1
2
3
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Fig. 17. Normalized single particle force vectors as a function of frequency 
 
Table 4. Particle array forces in microelectrode domain 
 
 
The results in Tables 3 and 4 are supported by the experimental observations of Fig. 13. 
The fluid forces are largest for the intermediate frequency (1kHz) and smaller for the 
low (10Hz) and high (100kHz) frequencies.  
 
The fluid force reaches its highest value at the 1 kHz frequency for all particle locations. 
The electric force is the highest at the 100 kHz frequency for all particle locations. 
However, the fluid force is greater than the electric force at all frequencies. 
Location Freq (Hz) Fex (N/m) Fey (N/m) Ffx (N/m) Ffy (N/m) Ftotalx (N/m) Ftotaly (N/m)
10 2.04E-13 2.25E-13 1.34E-11 -3.18E-11 1.36E-11 -3.16E-11
1.00E+03 8.18E-10 6.73E-10 3.77E-08 -8.92E-08 3.85E-08 -8.85E-08
1.00E+05 5.99E-09 4.79E-11 6.65E-09 -1.46E-08 1.26E-08 -1.46E-08
10 -4.67E-13 -3.04E-13 3.94E-10 7.51E-11 3.94E-10 7.48E-11
1.00E+03 -1.77E-09 -1.48E-09 9.58E-07 2.21E-07 9.56E-07 2.20E-07
1.00E+05 -2.76E-09 -4.19E-09 6.30E-09 -2.54E-09 3.54E-09 -6.73E-09
10 2.96E-15 -3.06E-13 3.58E-11 2.88E-11 3.58E-11 2.85E-11
1.00E+03 1.10E-11 -5.87E-10 4.51E-08 5.81E-08 4.51E-08 5.75E-08
1.00E+05 6.11E-11 -1.15E-09 -1.94E-10 -1.19E-09 -1.33E-10 -2.34E-09
1
2
3
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For particle locations 1 and 2, the force totalxF is weakest, strongest, and intermediate for 
10 Hz, 1kHz, and 100 kHz, respectively. For particle location 3, the force increases from 
10Hz to 1kHz and then reverses direction for 100kHz. At 1kHz, the particles are forced 
to the right at all frequencies, in agreement with Fig. 13 that shows the particles 
accumulating on the right half of the electrode.  
 
Fig. 13 demonstrates that at 10Hz the particles accumulate near x=0. Thus, totalxF  at 
location 1 should be to the left. In contrast, the current simulation predicts that totalxF  at 
location 1 is to the right, but the force is very small, indicating stagnation and particle 
accumulation. At 100kHz, at particle location 2, totalxF is to the right, whereas totalxF  is to 
the left at location 3. This is supported by the accumulation of particles at the innermost 
electrode edge in Fig. 13. 
 
The force on the center particle of the array is reversed, in some cases, with respect to 
the force on a single particle. For example, at location 1 at 1kHz and 100kHz, 
eyF is 
upward for the center particle and downward for the single particle. However 
fyF , which 
is the dominate term, is downward at location 1 in all cases. A more significant 
difference between the center particle and the single particle results occurs at locations 2 
and 3 for the case of 100kHz, in which fyF  , a significant force, is downward for the 
center particle and upward for the single particle.  
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Finally, it is noted that the sedimentation force sedF  , which is in the y direction, is equal 
to: 
 
3 -144( ) 4.81x10 /
3
sed gold soluteF g R N m        (52) 
which is negligible compared to
totalyF  for all cases considered. 
 
The electric and fluid forces calculated by integrating the Maxwell and Cauchy tensors 
on the surface of a particle provide insight into the equilibrium configuration of the 
particles. The results support the conclusions of Bahukudumbi et al [6] concerning their 
experiments with 800nm diameter gold colloids dispersed in aqueous 0.1mM NaHCO3: 
for 2.5V magnitude, AC-EO dominates for intermediate frequencies and DP for higher 
frequencies. The fluid forces calculated from FEA are largest for the intermediate 
frequency (1kHz) and smaller for the low (10Hz) and high (100kHz) frequencies. The 
electric forces are largest for the high (100 kHz) frequency. Also, the sedimentation 
force is much smaller than the electric and fluid forces. 
 
D. Key Insights and Contributions 
The simulation results show good agreement with the experimental results. The particles 
experience larger forces pointing away from the gap at the intermediate frequency (1 
kHz) indicating larger AC electroosmotic force at this frequency. The particles start to 
experience smaller forces pointing away from the gap and even some forces pointing 
toward the gap indicating a weakening in the AC electroosmotic force at the high (100 
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kHz) frequency. The electric force also reaches its largest value at the high frequency 
indicating a transfer from AC electroosmosis dominance to dielectrophoresis dominance. 
The frequency regimes dominated by AC electroosmosis will form colloidal systems 
with particles ejected from the gap, while those dominated by dielectrophoresis will 
form particle chains between the electrodes. This study has demonstrated the 
simulation method’s ability for capturing colloidal microstructure behavior in AC 
fields. 
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CHAPTER IV 
STUDY II: FORCE PARTICLE SHAPE DEPENDENCE 
This chapter builds on the confidence that finite element simulations can be used to 
predict the electrokinetic behavior and uses this to analyze the shape-effects of aspect 
ratio on interparticle forces between colloidal particles. Insight into the conditions 
necessary for higher aspect ratio particle attraction can be obtained from this force 
analysis. Radial force analysis between two particles can indicate regions of attraction, 
while the overall force magnitude indicates the degree of attraction. 
 
A. Introduction 
Dielectric particles will repel one another when they are orthogonally oriented to the 
applied as shown in Fig. 18. The particles will attract one another when they are oriented 
along the field direction as shown in Fig. 19. There is an angle of transition between the 
parallel and perpendicular orientations in which the two particles will switch from 
attracting to repelling one another as shown in Fig. 20. This angle will hereafter be 
referred to as θcr. 
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Fig. 18. Particle repulsion in perpendicular orientation 
 
 
 
Fig. 19. Particle attraction in parallel orientation 
 
 
 
Fig. 20. Regions of attraction and repulsion defined by θcr 
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The analytical dipole approximation for the interparticle force between two spherical 
dielectric particles in a uniform electric field can be found in Parthasarthy et al. [16]. 
 
4
2 2 2
1 0
3
ˆ ˆ(3cos 1) (sin 2 )
16
ij ij r ij
ij
R
F E e e
D
   
 
       
 
 (53) 
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 (54) 
where 2 , 1 , 0E , R , ijD , and ij are particle permittivity, medium permittivity, applied 
field magnitude, particle radius, separation distance, and angle of separation vector with 
respect to electric field direction, respectively, as shown in Fig. 21 where the field is 
applied in the z-direction. 
 
 
Fig. 21. Interparticle force expression geometry [16] 
 
The θcr value for spherical particles can be found by calculating the root of the radial 
component in (57). The result of this analysis produces a θcr value of 54.8° for spherical 
dielectric particles. The goal of this study is to find these θcr values for higher aspect 
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ratio particles and to examine the angular dependency of interparticle force at large 
aspect ratios. 
 
B. Problem Formulation 
The problem domain consists of TiO2 particles embedded in silicone oil with an applied 
uniform, unidirectional field of strength 10
6
 V/m. These particles were modeled as 2d 
cylinders to limit computational complexity. The particles and silicone oil were assigned 
dielectric constants of 130 and 2.1, respectively. 
 
The edge separation distance is defined in Fig. 22. Aspect ratio change is performed by 
stretching the particle with fixed height and semicircular arcs on each end until the 
desired aspect ratio is reached. Simulations were performed for aspect ratios of 1, 5, and 
12.92 as well as edge separation distances of 0.25 µm, 0.50 µm, and 2.0 µm and angles 
of 0º - 90º in 22.5º increments. The 12.92 aspect ratio and 2.0 µm edge separation 
distance were chosen to match an ongoing colleague’s experiment which is unpublished. 
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Fig. 22. Edge separation definition 
 
The simulations were performed using the following procedure (see Fig. 23): 
 
 
Fig. 23. Shape effects simulation procedure illustration 
 
(1) The finite element program calculates interparticle force for two TiO2 particles 
with the same given aspect ratio and given edge separation distance in a uniform 
electric field of strength 10
6
 V/m. 
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(2) Outer particle rotates to a new  position as shown in Fig. 23. Interparticle force 
is recalculated. This is repeated for all angular positions. 
 
(3) Edge separation distance is changed and Step (2) is performed for the new 
separation distance. This is repeated for all edge separation distances. Step (4) is 
then executed. 
 
(4) Aspect ratio is changed and Steps (1)-(3) are repeated for each aspect ratio.  
 
C. Results and Discussion 
The forces calculated in this analysis were highly mesh dependent. Simple mesh 
refinement in terms of total number of elements would not produce converged results. 
An extensive convergence study was performed. It was determined that a symmetric, 
high-density mesh around the boundary of the particle was required to obtain good 
convergence. Converged results were obtained using these symmetric meshes. 
 
Fig. 24 shows the radial force component as a function of aspect ratio and edge 
separation. The force components are defined in such a way that a negative radial 
component indicates particle attraction and a positive radial component indicates particle 
repulsion. The maximum attractive force is greater than the maximum repulsion force 
for all cases. Circular particles yield similar values for θcr at all separation distances. 
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Separation distance has a greater effect on θcr as the aspect ratio increases. Note that 
higher aspect ratio particles produce larger interparticle attractive forces. 
 
Table 5 displays the θcr values in tabular form for each aspect ratio and separation 
distance. Lower aspect ratio particles produce larger critical angle values for a given 
separation distance. The difference between θcr values at various edge separation 
distances is smaller for lower aspect ratio particles. 
 
Table 5. θcr vs. aspect ratio at various edge separations 
 
 
 
Figs. 25 and 26 present the tangential force component and total force magnitude as 
functions of aspect ratio and edge separation distance. Circular particles produce 
symmetric tangential force curves around 45° similar to the tangential force component 
of (57). Larger aspect ratio particles produce tangential force curves that are skewed to 
the left (i.e. larger tangential forces for angles less than 45°). Larger aspect ratio particles 
also produce larger force magnitudes between the particles. 
 
 
Edge Separation θcr 
0.25 µm 46.8°
0.50 µm 45.5°
2.00 µm 45.0°
0.25 µm 36.7°
0.50 µm 39.5°
2.00 µm 43.9°
0.25 µm 27.4°
0.50 µm 32.9°
2.00 µm 40.5°
AR = 1
AR = 5
AR = 12.92
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Fig. 24. Radial force vs. aspect ratio and edge separation distance 
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Fig. 25. Tangential force vs. aspect ratio and edge separation distance 
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Fig. 26. Force magnitude vs. aspect ratio and edge separation distance 
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D. Key Insights and Contributions 
The simulations in this chapter have shown that larger aspect ratio particles produce 
higher attractive forces but smaller θcr values. Particles attract one another when the 
angle formed by the line between their centers and the field direction is less than θcr. 
Therefore, larger aspect ratio particles will have smaller regions of attraction than lower 
aspect ratio particles. This provides insight into chaining because particles that are in the 
attractive regions of one another will form chains, while those in the repulsion regions 
will be pushed to the attraction region of another particle. In a broader context, this 
chapter has provided one of the first studies on the impact of particle morphology and 
used this to develop numerical methods which can be applied to characterize the 
fundamental electrokinetic behavior of these particles. 
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CHAPTER V 
STUDY III: EFFECTIVE PROPERTIES SIMULATIONS 
This chapter also investigates the properties of microstructured nanoparticles but is 
dedicated to the effective medium analysis of colloidal dispersions using periodic 
lattices. The simulation method will be compared to a classical mixing rule for simple 
geometries. The simulation method will then be used to analyze a more complex 
geometry with no analytical, closed-form solution. 
 
A. Introduction 
An effective dielectric constant finite element analysis of BSTO particles in silicone oil 
was performed for various particle configurations and volume fractions. These 
configurations consist of simple-cubic and face-centered cubic (FCC) lattices. The 
effective properties were calculated using techniques illustrated in Lee et al. [8]. These 
resultant effective properties were then compared with the Maxwell Garnett mixing rule, 
a well-known and established formula for computing effective properties. This mixing 
rule does not take into account field perturbations due to multibody interactions. It will 
become inaccurate at higher volume fractions. Less canonical structures of cubic particle 
lattices were analyzed after comparison of simpler geometries to the Maxwell Garnett 
mixing rule. 
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B. Problem Formulation 
The problem domain consists of 100 nm diameter BSTO particles embedded in a 
silicone oil liquid medium. The particles and oil were assigned dielectric constant values 
of 1000 and 2.1, respectively. It was assumed that both constituents are linearly 
polarizable. The basic constitutive relation for a linearly polarizable material is: 
 ED

  (55) 
Expanding Eqn. (55) into matrix notation for Cartesian coordinate system gives (56). 
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The method used in Lee et al. [8] for calculating effective properties involves taking a 
representative volume element from the overall domain, applying a field in each 
coordinate direction singularly, and then computing the volume-averaged electric 
displacement. It is possible to solve the matrix equation shown in (56) for the material 
property tensor from the calculated electric displacement. Equation (56) reduces to (57) 
by applying an x-directed field and computing the electric displacement volume average 
as shown in (58): 
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where  
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  dVDV
D 
1
    
zyx ,,  (58) 
Equation (57) shows that xx , xy , and xz  can be calculated when the average electric 
displacement components are known. The other components of the tensor can be found 
similarly by applying fields in the other two coordinate directions. This procedure was 
implemented to calculate the effective permittivity tensor for various volume fractions 
for both simple cubic and face centered cubic particle configurations. The volume 
fraction was varied by keeping the particle radius constant and changing the 
representative volume element dimensions. 
 
The Maxwell Garnett mixing rule for calculating the effective medium permittivity is 
shown in (59).  
 
2 1
1 1
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 (59) 
 
where 1 , 2 , eff , and f represent the medium permittivity, inclusion permittivity, 
effective permittivity, and volume fraction, respectively. 
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C. Results and Discussion 
Figs. 27 and 28 show the results for simple cubic and FCC crystal structures with 
spherical particles. Good agreement exists between the Maxwell Garnett rule and the 
finite element results for both lattice structures below 30% volume fractions (less than 
2% error) The FCC results agree with the Maxwell Garnett mixing rule better than the 
simple cubic results at volume fractions over 30%. The FCC results and Maxwell 
Garnett results show less than 9% difference at these higher volume fractions (up to 
60%). FCC lattices have larger particle separation distances than simple cubic lattices for 
a given volume fraction. Therefore, the FCC results should agree more closely with the 
Maxwell Garnett mixing rule because there is less multibody field interaction in the FCC 
structure. 
 
 
 
 
Fig. 27. Simple cubic effective property modeling results 
 
 
f COMSOL MG % Error
0.10 2.79 2.80 0.18
0.20 3.67 3.66 0.20
0.30 4.87 4.78 1.97
0.40 6.79 6.26 8.53
0.45 8.47 7.20 17.70
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Fig. 28. FCC effective property modeling results 
 
An accurate effective property modeling technique should agree with the Maxwell 
Garnett mixing rule at lower volume fractions and start to deviate at higher volume 
fractions. The technique shown here meets this condition. A more exotic cubic particle 
geometry was analyzed after gaining confidence from the relatively simple spherical 
particle geometries. There is no closed-form analytical mixing rule for these cubic 
particles. This is the area in which this simulation method can prove its utility. 
Simulations were performed with the simple cubic lattice structure with cubic particles 
of side length 100 nm. Fig. 29 shows the comparison of the cubic and spherical particles 
arranged in a simple cubic lattice. The cubic particles produced higher dielectric 
constants for given volume fractions up to around 40%. The spherical particles started to 
produce higher dielectric constants past this point.  
f COMSOL MG % Error
0.10 2.79 2.79 0.00
0.20 3.66 3.66 0.00
0.30 4.78 4.78 0.21
0.40 6.30 6.26 0.80
0.50 8.54 8.32 2.64
0.60 12.38 11.40 8.60
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Fig. 29. Comparison of spherical and cubic particle effective properties 
 
D. Key Insights and Contributions 
The finite element simulation method showed good agreement with the Maxwell Garnett 
mixing rule for both the simple cubic and FCC lattice structures. The FCC lattice 
structure results show better agreement with the Maxwell Garnett mixing rule than the 
simple cubic lattice primarily due to the increased spacing of the FCC structure. The 
simulation method presented in this chapter agrees well with the Maxwell Garnett 
mixing rule at low volume fractions and starts to deviate slightly at higher volume 
fractions. These are two indicators of an accurate effective medium simulation method. 
The true utility of a method such as this lies in complex geometries with no mixing 
rule such as the cubic particles studied here.  
  
f Spherical Cubic
0.10 2.79 2.95
0.20 3.67 3.98
0.30 4.87 5.23
0.40 6.79 6.83
0.45 8.47 8.32
0.50 Convergence Issues 9.00
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CHAPTER VI 
ONGOING AND FUTURE WORK 
The ongoing and future work will be primarily composed of two areas. The first will be 
performing finite element effective property simulations using lattices with random 
periodic particle distributions. The code for generating the random periodic crystal 
lattice has already been developed and some preliminary results have been found but 
more iterations need to be performed for averaging. 
 
The second area involves dynamic particle simulations using the finite element method 
[17]. The forces computed on the particles in this study will be output into an ordinary 
differential equation of motion to be solved numerically. The particle will move to a new 
location based on this motion equation so the mesh will be updated to reflect the new 
geometry. The new force for the new location will then be calculated using the same 
methods in this thesis. This process will be repeated so that the particle trajectories can 
be computed.  
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CHAPTER VII 
CONCLUSION 
This work has examined frequency and particle shape effects on interparticle forces, as 
well as effective medium properties of colloidal systems. Each study provides insight 
into the behavior of colloidal particles under the influence of electric fields. Study I 
examined the frequency-dependent behavior of gold colloidal nanoparticles influenced 
by electric fields. The study validates the conclusions drawn by Bahukudumbi et al; 
namely, the frequency spectrums at which electroosmotic and dielectrophoretic forces 
dominate. The identification of which phenomena dominates yields knowledge of the 
resulting colloidal microstructure. Study II examines the aspect ratio dependence of 
interparticle force. Higher aspect ratio particles had both higher force magnitudes and 
smaller attractive regions than lower aspect ratio particles. This provides insight into the 
how the conditions of particle attraction vary based on aspect ratio. Study III examines 
an effective method for computing the average homogenized properties of colloidal 
systems. The results showed good agreement with the Maxwell Garnett mixing rule. 
This gives confidence in the method to simulate exotic structures with no closed-form 
mixing rules such as the cubic particle system analyzed. 
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