Nowadays, malware is a serious threat to the Internet. Traditional signature-based malware detection method can be easily evaded by code obfuscation. Therefore, many researchers use the high-level structure of malware like function call graph, which is impacted less from the obfuscation, to find the malware variants. However, existing graph match methods rely on approximate calculation, which are inefficient and the accuracy cannot be effectively guaranteed. Inspired by the successful application of graph convolutional network in node classification and graph classification, we propose a novel malware similarity metric method based on graph convolutional network. We use graph convolutional network to compute the graph embedding vectors, and then we calculate the similarity metric of two graph based on the distance between two graph embedding vectors. Experimental results on the Kaggle dataset show that our method can applied to the graph based malware similarity metric method, and the accuracy of clustering application with our method reaches to 97% with high time efficiency.
Introduction
Most new malware are variants of previously known samples through code obfuscation. Although the binary feature of malicious code are changed, the high-level semantic structures of malicious code, such as function call graph, control flow graph and the data flow graph, remains the same [1] . Therefore, by comparing the graph structure features of the two malware, we can get the similarity metric between the two malware to find new variants.
Unfortunately, there is an inevitable drawback of the graph based malware analysis method. Existing graph match algorithm is inefficient for graph match. Researchers use variety ways to optimize the graph match algorithms, but the efficiency cannot satisfy the graph match method with large scale graph.
In recent years, with the breakthrough of deep learning in the fields such as image classification [2] and speech recognition [3] , the deep learning method applied to graph has developed rapidly too. Shuman et al. [4] proposed a method, which set convolution as multiplication in the spectral domain and for CNN enabled to process irregular graphs. Then Defferrard et al. [5] extended the spectrum theory and proposed fast local convolution. The method offers the same linear computational complexity and constant learning complexity as classical CNNs. On this basis, Kipf et al. [6] proposed the theory of Graph Convolutional Network (GCN), which improved the speed of filtering operation through the use of chebyshev polynomial recursive formula. By using the graph structure data as the input of GCN, the similar mapping relation can be obtained by processing the similar graph.
Inspired by GCN, we propose a novel malware similarity metric method based on GCN (MSM GCN). The method uses GCN to process the graph structure data of malware and judges the similarity of malware by comparing the similarity of graph mapping. Compared with traditional graph similarity comparison method, the deep learning based GCN method has better time efficiency. The overall architecture of MSM GCN is shown in Fig. 1 .
The contributions of this letter can be summarized as follows. Compared with traditional graph match algorithms, our method uses end-to-end method to calculate the similarity of malware, which effectively reduces the number of graph comparison. We use a preprocessing stage for each input graph, which makes our method process graphs with different node scales. We conduct the experiments with Kaggle Microsoft Dataset [7] . The evolution results show that the accuracy of our approach reaches to 97%.
The rest of the letter is organized as follows. Section 2 describes the proposed method. Section 3 demonstrates the experiments and the conclusions are given in Sect. 4. Figure 1 gives an overview of MSM GCN for learning to compare the similarity metric of malware. In Fig. 1 , MSM GCN adopts two paths to extract the function dependency graph and calculate the graph embedding. Finally, we establish a multi-layer perceptron to compute the similarity metric of the two graph embedding vectors.
Proposed Method

Preprocessing
In this stage, we first disassembler the malicious code and Copyright c 2019 The Institute of Electronics, Information and Communication Engineers extract the function call graph from the assembler code. Then, we traverse the functions in call graph, and add the dependency edges of each sub functions which are called by the same function. The direction of the dependent edge between sub functions is determined by the function execution, which is performed in the assembler code. After that, we subtract the function call edge in the graph. Finally, we reduce the local function, which is written by the malware writer, to get the function dependency graph. The definition of a function dependency graph is given below:
Definition 1 (Function Dependency Graph) A function dependency graph is a directed graph G with vertex set V = {v 1 , v 2 , . . . , v n }, representing the functions, and edge set E = {<v i , v j > | v i , v j ∈ V}, in correspondence with the function dependency.
The GCN method used in this letter can only process the graph with same node scale, but the function dependency graph of different malware has different node scales. In order to process the graph structure data with different node scales, we need to adjust the node scale of the graph to be compared. The adjustment process of the node scale is shown in algorithm 1.
Algorithm 1 adjusts the function dependency graph by adding virtual nodes to the graph. First, we compare the nodes number in two graphs. Then, we add virtual nodes to the graph, which has small node scale. After that, the two compared graphs will have the same node scale.
Graph Embedding
In this letter, GCN is used to calculate the graph embedding vector of the function dependency graph, and the similarity between malware is compared by comparing the distance between the two graph embedding vectors.
The foundation of GCN is to use spectral theory to realize convolution operation on graph. The essential operator in spectral analysis on graph is symmetric normalized Laplacian.
In formula (1), where A ∈ R R×R is the adjacency matrix associated with the graph G, D is the diagonal degree matric and I R is the identity matrix. L is transformed by L = UΛU T , where U is the matrix of eigenvectors and Λ is the diagonal matrix of eigenvalues. Therefore, the graph is defined as the signal x, which represents the eigenvector of a graph. The graph Fourier transform of signal x can be expressed as x = U Tx . It defines convolution on a graph as a multiplication between the signal x and the filter g θ = diag(θ) in the spectral domain.
In formula (2) , where θ ∈ R R is a flourier coefficient vector, g θ = g θ (Λ) can be regarded as the function of the eigenvalue of L. However, in formula (2) each convolution calculation needs to calculate the product between U, g θ and U T , and its computational complexity is O(n 2 ). It will take much time, when the scale of the graph is large. To reduce the computational complexity, Defferrard [5] used the truncation expansion of k-order chebyshev polynomials to approximate the formula g θ . The approximation formula g θ is as follows:
In formula (3), whereL = 2 λ max L − I R , λ max represents the largest eigenvalue of L, θ ∈ R K represents a chebyshev coefficient vector. The chebyshev polynomials is defined as:
In formula (4), T 0 (x) = 1 and T 1 (x) = x. In addition, the filter operation of signal x in K domain filter can be deduced according to
The graph convolution layer in GCN is defined as follows:
In formula (6) , where ReLU function is used for the activation function σ(·). After optimization, the expression of convolution calculation becomes Laplacian k-order polynomial, which is k-localized. So the convolution computation only depends on the node of order k, which greatly improves the computational efficiency.
Similarity Metric and Learning
In order to calculate the similarity between the two graphs, we need to connect the results of the two graph embedding vectors in a way, and this pattern has been widely used in multimodal deep learning work [9] . We use hidden layer to process vector connection and use standard multi-layer perceptron to learn the interaction between two graph embedding features. The multi-layer perception is defined as follows:
In formula (7), x 1 is the input of a multi-layer perceptron, which consisting of two graph embedding vectors p and q to be compared. In the above formulas, where W i is the weight matrix, b i is the bias vector and the ReLU function is used as the activation function in each layer. The final output layer contains an output unit, which is the similarity metric result of the two graph embedding vectors.
Sim(p, q) = φ n (.) (11) In formula (11) , where Sim(p, q) is the graph similarity metric, which is a number between −1 and 1. To make MSM GCN judge the result of malware similarity calculation more accurately, it is necessary to train the multi-layer perceptron and GCN of MSM GCN. To train the parameters W i and b i of multi-layer perceptron, the following function should be optimized.
In formula (12), y l represents the actual similar result. We use the random gradient descent algorithm to optimize the parameters and recursively calculate the gradient of the parameters by the continuation structure of the multi-layer perceptron. With the transmission of the parameters, the parameters of the multi-layer perceptron are fed back to GCN, and GCN adjusts the parameters constantly during the training process.
Evolution
Dataset and Environment
In this letter, Microsoft Kaggle malware classification dataset is used as the dataset, which contains 9 families and have more than 10,000 samples. The statistical information of each family in the dataset is shown in Fig. 2 .
In Fig. 2 , the number of samples in the 5th family is small, which unable to train effectively. So the 5th family is removed from the dataset and the other eight malware families are selected to form the experimental dataset.
The experimental environment used in this experiment is Windows Server 2012, the CPU is Intel Core (R) i7-7500 2.70GHz, the memory is 16.0GB and the GPU is 1080ti. We use Tensorflow v1.5 as the deep learning framework.
Malware Similarity Metric
In the dataset, we random choose 2,000 pairs of samples as the similarity metric dataset, which include two parts: match dataset and no-match dataset. The match dataset has 1,000 pairs of samples and the no-match dataset has the other 1,000 pairs of samples. In each parts, we select 800 pairs of samples as the training set, and select the remaining 200 pairs as the testing set.
First, we use the training set with different scale to train MSM GCN. Then, we use the testing set to record the results of malware similarity metric. The malware similarity metric is shown in Table 1 .
In Table 1 , experiments are carried out on training dataset of different sizes. It can be seen from the table that the similarity metric accuracy has been increased with the training sets size increasing. The best result of similarity metric accuracy is 0.975, which shows that our method has a good effect on malware variants recognition.
Malware Clustering
On the basis of computing similarity metric, we applied MSM GCN with clustering algorithm to verify the effectiveness in practical application. We use the APC (affinity propagation clustering) algorithm [10] in our experiment.
For all samples, MSM GCN is used to calculate the similarity metric between different samples. Then, we use APC algorithm to calculate the global clustering of the dataset. The clustering results are shown in Table 2 .
In Table 2 , the results show that the accuracy reach to 97%. And the families of malware can be distinguished by MSM GCN, which has a good effect on the identification of malicious code variants. Compared with Drew research [10] , [11] , MSM GCN achieves the same accuracy.
Efficiency
The efficiency is also very important in graph similarity metric. We choose the graph editing distance (GED) to calculate the similarity of graphs to compare with MSM GCN.
In this letter, the whole process of clustering consists of two parts: graph comparison and data clustering. We se- lect more than 6,000 samples from the dataset as the targets for efficiency experiment and record the running time of the whole process, which consists of similarity metric and the clustering process. Figure 3 show the results of clustering time and comparison time in different method.
In Fig. 3 , the time spent by MSM GCN to calculate the similarity metric of graphs is less than that with GED graph similarity metric. Therefore, the graph similarity metric based on MSM GCN used in this letter is more efficient than the GED graph similarity metric method.
Conclusion
In this letter, we use the malware function dependency graph as the comparison object and propose a graph similarity metric method MSM GCN. Our method is effective and time saving. In the future work, we will take multiple types of malware to calculate the similarity metric.
