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Abstract
We propose a framework of distributed concurrent linear logic programming, which can ele-
gantly capture the essential features of distributed computation: location-dependence=independence
of names and movement of computation. We rst dene the syntax and semantics of a modal
linear logic that is suitable for expressing distributed computation, and then show that there is
a close relationship between formulas of a fragment of the modal linear logic and distributed
processes. c© 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
1.1. Motivation
With the recent growing interests in programming languages for describing dis-
tributed mobile applications [6, 7, 10], much eort has been devoted to development of
foundational calculi for those programming languages. In developing foundational cal-
culi, Abadi and Gordon [1, 2] discussed security issues; Amadio and Prasad [3], Riely
and Hennessy [22], and Fournet et al. [9] discussed distributed computation in the pres-
ence of location failures; Cardelli and Gordon [8], Fournet et al. [9], and Sekiguchi and
Yonezawa [24] tried to capture the notion of agents; and Sekiguchi and Yonezawa [24]
tried to formally express protocols of low-level data movement.
In spite of the many pieces of research mentioned above, to our best knowledge,
there has been no formal framework that can give a clear account of location de-
pendence of names, which we believe is one of the most fundamental issues of
distributed=mobile computation. The distinction between location-independent names
and location-dependent names seems essential in real-world applications: in the
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computer network, an IP address refers to the same machine at any location, while
the name ‘PRINTER’ or ‘DISPLAY’ refers to dierent printers or displays depending
on where the names are looked up. Or, imagine a mobile phone: its server dynami-
cally changes as it moves. It is, therefore, our principal aim in this article to develop
a computation model that can clearly express location-dependence=independence of
names.
Once location-dependence of names is expressed, we can also naturally deal with
another fundamental issue { where computation happens or what (code; data; or
computation) moves across network: if a code looks up location-dependent names,
it should be executed at the location where they should be looked up. For example,
if x and y are location-dependent names that should be looked up at a location l, an
expression x+ y should be executed at l. By taking this view, we can treat the issues
of the location of computation and the location dependence=independence of names
uniformly.
Of course, the above view of the location of computation does not determine where
a location-independent part of computation happens. For example, suppose that x is a
location-dependent name and that we want to evaluate x+1: since the part \+1" does
not contain any location-dependent names, we can either move the entire computation
to the location l of x, or just look up x at l and perform the rest of computation at the
current location. Since such choice does not aect the result (unless we are concerned
with network failures or the cost of communication), we consider it a design issue of
a particular programming language; we are here interested in a computation model that
can be used for specifying what computation should be done, rather than a model for
specifying precisely how it should be done.
1.2. Our approach
With the above aim, we use the idea of concurrent linear logic programming para-
digm (in other words, proof-search-as-computation paradigm in linear logic)
[4, 5, 12, 15, 21, 23] and develop a framework of distributed concurrent linear logic
programming. The main advantage of this approach over the recent, operational ap-
proach [1, 3, 9, 22] of extending the -calculus [18] or other similar process calculi
seems to be that our logical approach can give a more abstract specication of dis-
tributed processes than the operational approach: we can focus on what should be
done and leave choice of a specic operational semantics to designers of particular
programming languages. This will make it easy to compare behavior of programs writ-
ten in dierent distributed programming languages. We will discuss this issue later in
Section 2 in more detail.
In the following paragraphs, we rst review the idea of concurrent linear logic
programming briey, and then explain ideas of distributed concurrent linear logic
programming.
Concurrent linear logic programming. Let us review the correspondence between
(message passing-based) concurrent computation and proof search in linear logic. In
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the viewpoint of the proof-search-as-computation, every entity involved in concurrent
computation is regarded as a formula of linear logic, and computation is regarded as
deduction in linear logic.
Suppose that formulas P and Q are considered processes. Then, P⊗Q means that we
have P and Q simultaneously, thus it represents parallel composition of the processes
P and Q. Since a message is a resource to be consumed by a process, it can be
represented by an atomic formula m(v) of linear logic. From a computational point
of view, the predicate m may be considered a link or channel for communication and
v a value transmitted along m. On the other hand, a receiver of the message m(v)
is considered to be a consumer of the resource m(v); therefore, it can be represented
by a formula of the form m(v)(P where the formula P represents a process to be
executed after the message is received. Communication is expressed by the following
deduction in linear logic:
(m(v)⊗ (m(v)(P))(P
which is read as, from a computational point of view, \if there is a message m(v)
and a process m(v)(P, the process receives the message and then behaves like P".
Furthermore, we can express by the formula 8x:(m(x)(P) a process that can receive
any value of the form m(v):
(m(v)⊗ 8x:(m(x)(P))(P[v=x]:
If we use a higher-order linear logic, communication channels can be treated as rst-
class data: for example, the formula 8x:(m(x)( x(1)) represents a process that receives
a channel along the channel m, and sends 1 to the received channel. It is expressed
by the following deduction:
(m(n)⊗ 8x:(m(x)( x(1)))( n(1):
On the other hand, 9x:P hides x from the outside; therefore, it represents a process that
creates a fresh channel x and then executes P. The formula !P represents an innite
number of copies of the resource P; hence from a computational point of view, it is
an innite number of copies of the process P (! is, therefore, the same as ! in the
-calculus). The most useful form would be !8x:(f(x)(P), which means that when-
ever a resource of the form f(v) is available, we can obtain P[v=x]; it can therefore
be regarded as a process denition f(x) = P.
Distributed concurrent linear logic programming. The main idea of distributed con-
current linear logic programming is to introduce modal operators into the underlying
linear logic in order to express location-dependent computation. Let us introduce a
new formula [l]A to mean \A is available at the location l", where l ranges over a
countable set of labels to represent locations. From a computational point of view, the
formula [l]P means \execute the process P at the location l". Here we regard the label
l as an absolute address, that is, the label l refers to the same location anywhere; so
[l1][l2]P is dened to be logically equivalent to [l2]P. (Alternatively, we could consider
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hierarchical location names as in the distributed join-calculus [9], by introducing dif-
ferent axioms of logical equivalence.)
With the modal operators, the following essential features of distributed computation
can be elegantly expressed:
 Location-dependence=independence of names. As explained above, we can consider
that the formula !8x:(f(x)(P) binds the name f to the process abstraction x:P.
By using modal operators, we can bind the same name f to dierent process ab-
stractions. Consider the following formula:
[l1]!8x:(f(x)(P1)⊗ [l2]!8x:(f(x)(P2):
It can be interpreted as binding f to x:P1 at location l1 and to x:P2 at location
l2. In fact, we obtain P1[1=x] if we have f(1) at l1, while we obtain P2[1=x] if we
have f(1) at l2, as shown by the following deductions:
([l1]f(1)⊗ [l1]!8x:(f(x)(P1)⊗ [l2]!8x:(f(x)(P2))
( (P1[1=x]⊗ [l1]!8x:(f(x)(P1)⊗ [l2]!8x:(f(x)(P2))
([l2]f(1)⊗ [l1]!8x:(f(x)(P1)⊗ [l2]!8x:(f(x)(P2))
( (P2[1=x]⊗ [l1]!8x:(f(x)(P1)⊗ [l2]!8x:(f(x)(P2))
In this manner, we can naturally express location-dependent names.
It is also easy to express location-independent names. Consider a predicate p =
x:[l]m(x). Since [l1]((x:[l]m(x))(v)) is logically equivalent to [l]m(v) for any
location l1, the predicate p can be considered to be independent of location: In
fact, if there is !8(p(x)(P), p(1) invokes the process P[1=x] at any location (
expresses logical equivalence):
([l1]p(1)⊗!8x:(p(x)(P))  ([l1][l]m(1)⊗!8x:([l]m(x)(P))
( (P[1=x]⊗!8x:(p(x)(P))
([l2]p(1)⊗!8x:(p(x)(P))  ([l2][l]m(1)⊗!8x:([l]m(x)(P))
( (P[1=x]⊗!8x:(p(x)(P))
Thus, the predicate p = x:[l]m(x) can be considered a location-independent name.
 Movement of computation. By using modal operators, we can also naturally specify
where computation happens and what should be moved across network. Suppose we
want to express transmission of a closure along a channel p from location l1 (p is
a location-independent name). We can think of two ways for expressing it: one way
is to write p(x:P), and the other is to use another location-independent name q and
write p(q)⊗!8x:(q(x)(P). Suppose there is a receiver process 8f:(p(f)(f(1))
at location l2. In order to see where P will be executed in each case, consider the
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following deductions:
[l1]p(x:P)⊗ [l2]8f:(p(f)(f(1))( [l2]P[1=x]
[l1](p(q)⊗!8x:(q(x)(P))⊗ [l2]8f:(p(f)(f(1))
( [l1]!8x:(q(x)(P))⊗ [l2]q(1)
( [l1]P[1=x]⊗ [l1]!8x:(q(x)(P)
In the former case, P is executed at the receiver site (location l2), while in the
latter case, it is executed at the sender site (location l1). It also suggests a nat-
ural interpretation of what moves across network: in the former case, the entire
closure x:P is sent, and in the latter case, just the reference to the closure is
sent.
 Locations as rst-class data. By using higher-order terms, locations can also be
passed between processes. Let p be a location-independent name and P be a formula
that represents a process. Then, the formula 8x:(p(x)( x(P)) can be considered a
process that receives a location x and executes P at x, and the formula p(x:([l]x))
can be considered a message carrying a location. In fact, we can obtain [l]P from
them by the following deduction:
p(x:([l]x))⊗ 8x:(p(x)( x(P)) ( (x:([l]x))P
 [l]P
As illustrated above, by viewing a formula of modal linear logic as a distributed
process, we can express essential features of distributed computation such as
location-dependent=independent names and movement of computation with only a sin-
gle new additional construct: a modal operator. In addition to the suggestion of this
new insight into formalization of distributed computation, our technical contributions
in this article are (1) studies of a modal linear logic that is suitable for express-
ing distributed computation, and (2) formal justication of the above claim that dis-
tributed processes can be viewed as formulas of a fragment of the modal linear
logic.
1.3. Structure of the article
We rst discuss related work in Section 2. We then present the syntax and semantics
of the (multi-)modal linear logic used in this article (Section 3). Section 4 focuses on
a fragment of the modal linear logic and shows that each formula of the fragment
corresponds to a distributed process by proving that there is a normal proof of which
each inference step exactly corresponds to a step of distributed computation. Section 4
also shows programming examples that use the above-mentioned features. Section 5
concludes this article.
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2. Related work
As mentioned in Section 1, many foundational calculi for distributed computa-
tion have recently been proposed [3, 8, 9, 22, 24, 25]. Unlike our framework, most of
them [3, 9, 22] treat only location-independent names and regard only failures as
location dependent features of distributed computation. Sewell et al. [25] recently for-
malized a location-dependent calculus, but even in their calculus, there seems to be
no direct way for expressing location-dependent bindings of the same name. It would
of course be possible to realize a name server on top of those calculi, but it seems
to complicate reasoning about the behavior of a distributed process. In addition to the
convenience in reasoning about location-dependent program behavior, our framework
has another advantage that the direct treatment of location-dependent names leads to
a natural interpretation of where computation happens. On the other hand, there are
features that are not (at least currently) expressed directly in our framework: the notion
of agents [8, 9, 24, 25], location failures [3, 9, 22], etc.
In addition to the above dierence in the treated features of distributed computa-
tion, there seems to be a methodological dierence between our work and other work:
Basically, most of the previous work introduces new constructs for distributed com-
putation, then gives their precise operational semantics, and discusses observational
equivalence of distributed processes. This kind of operational approach sometimes re-
sults in over-specication of intended computation. Suppose we want to express com-
putation that extracts a value stored in a remote local channel m and sends it to a
global channel p: from an operational viewpoint, we can specify such computation
either as a process that moves to the location l of m, extracts the value, and sends it
to p, or as a process that stays at current location, extracts the value of m by remote
communication and sends it to p. However, if we are only interested in the result
of computation, both processes represent the same computation. One can of course
prove both processes to be operationally equivalent, but it is often hard to actually
prove it. On the other hand, our approach of viewing formulas as processes gives a
more abstract specication of computation. In the above example, the two processes
would be expressed by formulas [l]8x:(m(x)(p(x)) and 8x:([l]m(x)(p(x)), which
are logically equivalent (assuming p is a location-independent name) and are not dis-
tinguished. Of course, if we are interested in the precise behavior of distributed pro-
cesses, we must choose some particular operational semantics and use process equiva-
lence theory; therefore, our approach and the operational approach should be considered
complementary.
The general idea used in our distributed concurrent linear logic programming {
proof search in linear logic as computation { is not new at all; there have been many
pieces of work [4, 5, 12, 15, 21, 23]. The present work for the rst time applied the idea
to formalization of distributed concurrent computation (by introducing a multi-modal
linear logic) and proved theorems that establish the desired correspondence. Kanovich
and Ito [11] recently introduced temporal operators into linear logic and showed that
they are useful for giving a better specication of concurrent processes; it would be
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possible to extend our distributed concurrent linear logic programming using temporal
operators and obtain a ner specication of distributed concurrent processes.
3. Modal linear logic
This section introduces a multi-modal, higher-order, intutionistic linear logic MLL.
MLL is sensitive not only to the quantity of resources (i.e., how often each resource
can be used, as in the ordinary linear logic) but also to the location of resources
(i.e., where each resource is available). In order to express the location of a resource,
we introduce a formula of the form [l]A, which is intended to mean: \the resource
A is available (and must be used) at the location l". After introducing the syntax of
formulas (in Section 3.1), we present the sequent calculus (in Section 3.2) and show
its cut elimination property (in Section 3.3). The sequent calculus is presented in a
slightly unusual way; however, it is justied by the model theoretic semantics given
in Section 3.4.
3.1. Terms
Following other higher-order logics [19, 23], we use Church’s simple theory of types
to dene the syntax of higher-order formulas.
Denition 1. The set of types is given by the grammar:
 ::=  j o j ! 
where  represents a base type, and o the type of propositions.
As usual, we assume ! is right associative, so that 1! 2! 3 means 1! (2!
3).
Denition 2 (Terms). For each type , the set T of terms of type  is given by the
following syntax:
t 2T ::= x j c j (x1 :t2 )1! 2 j (t0! t0)
where 1! 2 = . x represents a variable of type  and c a constant of type .
We assume that we have a denumerably innite, disjoint set of variables for each
type. It is also assumed that there are at least the following constants:
 1 : o
 !; [l] : o! o
 ⊗;&; ( : o! o! o
 ; : (! o)! o for each type .
l ranges over a denumerably innite set Loc of labels. We shall call a term of type
o a formula, and use meta-variables A; B; C; : : : for them. We shall follow the usual
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syntactic convention of writing ⊗;&, and ( inx. We often write 9x:t for x:t
and 8x:t for x:t. We give [l] a higher precedence than ⊗;&, and (, so that
[l]A ⊗ [l]B means ([l]A) ⊗ ([l]B). We also give a higher precedence to ⊗ than to
(. As usual, we assume that x1 is bound by (x1 :t2 )1! 2 , and perform silent -
conversions as necessary to ensure that the name of a bound variable is always dierent
from the names of free variables and other bound variables. We write t[t00 =x0 ] for the
term obtained from t by substituting t00 for all the free occurrences of x0 . We also
write = for the -congruence relation. In the rest of this article, type annotations are
dropped from terms, but it is always assumed that every term is well annotated.
3.2. Sequent calculus
We give a sequent calculus of MLL. Unlike the sequent calculus of the usual modal
logic, there is no rule (but an axiom) that introduces the modal operator [l]. Instead,
we introduce the following structural rules that equate, for example, [l](A ⊗ B) with
([l]A) ⊗ ([l]B): it should be fairly clear from the intuition that \both A and B are
available at the location l" is equivalent to \A is available at the location l and B
is also available at l". It will be justied by the model theoretic semantics given in
Section 3.4.
Denition 3 (Structural congruence). The relation = over terms is the least congru-
ence relation closed under the -congruence and the following rules:
[l](A⊗B) = [l]A⊗ [l]B [l](A&B) = [l]A& [l]B
[l](A( B) = [l]A( [l]B [l] !A = ![l]A
[l]x: A = x:[l]A [l]x: A = x:[l]A
[l1][l2]A = [l2]A [l]1 = 1
The rule [l1][l2]A= [l2]A above might look strange: it is included because we re-
gard each label l as the absolute address of a location. The rule should be changed
accordingly if we want to use a relative address.
A sequent is of the form  !A where   is a nite sequence of formulas and A is
a formula. The sequent  !A is intended to mean the formula (⊗ )( A, where ⊗ 
denotes A1 ⊗    ⊗ An if   is a non-empty sequent A1; : : : ; An, and it denotes 1 if   is
an empty sequence.   and A of a sequent  !A are respectively called the antecedent
and the succedent. We often write [l]  and !  for [l]A1; : : : ; [l]An and !A1; : : : ; !An
respectively when   = A1; : : : ; An.
The inference rules of MLL are shown in Fig. 1. The rules (except for (MLL-ID),
(MLL-EXCH), (MLL-CUT), (MLL-WEAK), and (MLL-CON)) are classied into left-rules
(named (MLL-  :L)) and right-rules (named (MLL-  :R)). We write   ‘MLL A if
the sequent  !A is derivable by the rules of MLL.
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Initials
B!B (MLL-ID)
Structural rules
 1; A; B;  2 ! D
 1; B; A;  2 ! D (MLL-EXCH)
A0;  ! D A = A0
A;  ! D (MLL-
=:L)
 ! D
!A;  ! D (MLL-WEAK)
 ! B B;  0 ! D
 ; 0 ! D (MLL-CUT)
 ! A A = A0
 ! A0 (MLL-
=:R)
!A; !A;  ! D
!A;  ! D (MLL-CON)
Logical connectives
 ! D
 ; 1! D (MLL-1:L)
A; B;  ! D
A⊗ B;  ! D (MLL-⊗:L)
Ai;  ! D i = 1 or 2
A1 &A2;  ! D (MLL-&:L)
B;  1 ! D  2 ! A
A( B;  1;  2 ! D (MLL-(:L)
A;  ! D
!A;  ! D (MLL- !:L)
A[t=x];  ! D
(x: A);  ! D (MLL-:L)
A[y=x];  ! D
y not appear in  ; A; D
x: A;  ! D (MLL-:L)
! 1 (MLL-1:R)
 1 ! A  2 ! B
 1;  2 ! A⊗ B (MLL-⊗:R)
 ! A  ! B
 ! A&B (MLL-&:R)
A;  ! B
 ! A( B (MLL-(:R)
! ! A
! ! !A (MLL- !:R)
 ! A[y=x]
y not appear in  ; A
 ! (x: A) (MLL-:R)
 ! A[t=x]
 ! (x: A) (MLL-:R)
Fig. 1. Inference rules of MLL.
3.3. Cut elimination
As in [12, 15, 23], the cut elimination is among the most crucial properties in es-
tablishing the correspondence between proof search in the modal linear logic and dis-
tributed computation. Because we have no rule that introduces modal operators, the
cut elimination of MLL is proved in almost the same manner as that of the usual
linear logic. A slight complication comes from the presence of the rules (MLL-=:L)
and (MLL-=:R). We rst show that (MLL-=:L) and (MLL-=:R) can be eliminated
(with some modications to other rules), by which we reduce the problem of the cut
elimination of MLL to that of the usual linear logic.
The basic fact used for eliminating (MLL-=:L) and (MLL-=:R) is that they can
always be permuted below the other rules except for (MLL-:L) and (MLL-:R).
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(MLL-=:L) and (MLL-:L) can be merged into the following rule:
B;  !D A[t=x] = B
(x: A);  !D (MLL-
0:L)
and (MLL-=:R) and (MLL-:R) into the rule:
 !B A[t=x] = B
 !(x: A) (MLL-
0:R)
In order to see that (MLL-=:L) and (MLL-=:R) can be permuted below (MLL-CUT),
it is enough to observe that we can assume all the formulas in the sequent are in the
following [l]-normal form.
Denition 4 ([l]-normal form). A term is a [l]-normal form if it does not contain
any -redex or formulas of the form [l](A ⊗ B), [l](A&B), [l](A ( B), [l](x: A),
[l](x: A), [l]!A, [l1][l2]A, or [l]1.
Note that every term has a unique [l]-normal form because of the property of
the simply typed -calculus. A sequent is said to be in [l]-normal form if all of its
formulas are in [l]-normal form. Let (MLL-ID") be the rule:
A is a [l]-normal form
A!A (MLL-ID’)
and MLL’ a sequent calculus obtained from MLL by replacing the rules (MLL-ID),
(MLL-=:L), (MLL-=:R), (MLL-:L), and (MLL-:R) with the rules (MLL-ID’),
(MLL-0:L) and (MLL-0:R). We can assume that all the sequents in MLL’ are
in [l]-normal form. The following lemma says that MLL and MLL’ are essentially
equivalent.
Lemma 5. (1) If a sequent  !A is probable in MLL’; then it is also probable in
MLL.
(2) If a sequent  !A is probable in MLL; then there is a sequent  0!A0 such
that
  0!A0 is probable in MLL’; and
  !A is derivable from  0!A0 by using the rules (MLL-=:L) and (MLL-=:R).
Proof. (1) Immediate from the fact that each rule of MLL’ is identical to a rule of
MLL or equivalent to a combination of rules of MLL.
(2) If  !A is probable in MLL, it is also probable in MLL’ augmented with
the rules (MLL-=:L) and (MLL-=:R). The lemma follows from the fact that the rule
(MLL-=:L) just above (MLL-0:L) and the rule (MLL-=:R) just above (MLL-0:R)
can be merged into (MLL-0:L) and (MLL-0:R) respectively, and the fact that for
other cases, (MLL-=:L) and (MLL-=:R) can be permuted downwards. Because the
other cases are trivial, we show only the case where (MLL-=:L) and (MLL-=:L) are
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applied just before (MLL-CUT):
 !B0 B0 = B
 !B
B00;  0!D B00 = B
B;  0!D
 ; 0!D
We can assume without loss of generality that  !B0 and B00;  0!D are derived by
using only the rules of MLL’, hence that B0 and B00 are in normal form and identical.
Therefore, the above inference can be replaced by
 !B0 B0;  0!D
 ; 0!D
By using the lemma above (Lemma 5), we can prove the cut elimination theorem
in the standard manner.
Theorem 6 (Cut elimination). If  !A is derivable in MLL; then it is also derivable
in MLL without using (MLL-CUT).
Proof. By Lemma 5, it suces to show the cut elimination theorem for MLL’. It
follows from the fact that (MLL-CUT) applied below other rules can be eliminated
or permuted above. Because the other cases are shown in the same way as for the
ordinary linear logic, we show only the case where (MLL-CUT) is applied just below
the rules for :
  
!A[y=x]
!(x: A)
  
B;  !D A[t=x] = B
(x: A);  !D
; !D (MLL-CUT)
It can be replaced by the following deduction:
  
!B
  
B;  !D
; !D (MLL-CUT)
Here, the derivation of !B can be obtained from the derivation of !A[y=x] by
replacing each sequent  0!A0 with the [l]-normal form of  0[t=y]!A0[t=y].
3.4. Model-theoretic semantics
A model-theoretic semantics of the propositional fragment of MLL is given in this
subsection. The model has been partially inspired by the resource indexed model devel-
oped by Hodas and Miller [17]. We believe that the model can be naturally extended
to the higher-order case although it is not given here. We rst give our resource-based
model (Section 3.4.1), and then prove that the sequent calculus of MLL is sound and
complete with respect to the model (Sections 3.4.2 and 3.4.3). Since the model the-
oretic semantics is not used in the later sections, readers who are interested in more
computational aspects can safely skip the rest of this section.
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3.4.1. Resource-based model and validity
We introduce a resource algebra as an abstract model of resources and interpret
formulas of MLL in terms of it. Let us denote by R the set of resources. Intuitively,
an element r of R represents information about which resource is available (or must be
used) at which location. R is assumed to contain the empty resource 1. We consider
three operations on resources: ;t, and !. r1  r2 is the combination of two resources
r1 and r2: with r1  r2, we can (and must) use both r1 and r2 at the same time. r1 t r2
is a resource from which we can choose either r1 or r2. !r represents an unbounded
number of copies of r: with !r, we can use r an arbitrary number of times and are
even allowed not to use it at all. Some resource may be used as another resource; for
example, whenever a resource r1 is required, r1 t r2 can be used instead. We write
r1<r2 when a resource r1 can be used instead of a resource r2. hR;Bool; ;t; !; 1;<i
forms the following 2-sorted algebra (we omit Bool below).
Denition 7 (Resource algebra). A structure R= hR; ;t; !; 1; < i is a resource alge-
bra if the operations ;t(2RR!R); !(2R!R); < (2RR!Bool) and the con-
stant 1 (2R) satises the following properties:
(1) hR; ; 1i is a commutative monoid;
(2) t is commutative and associative;
(3) < is a preorder;
(4) ;t, and ! are monotonic with respect to <;
(5) 8r; r0 2R : (r t r0< r);
(6) 8r 2R : ((!r< 1) ^ (!r< r  !r));
(7) 8r 2R : (!r< !!r);
(8) 8r1; r2 2R : (!r1  !r2< !(r1  r2)).
The condition 8r 2R : (!r< !!r) ensures that !r only contains copies of r, so that !!r
is equivalent to !r (with respect to <). Note that r1  r2< r1 does not hold in general
since r1  r2 indicates that both r1 and r2 must be used.
Now, we interpret a formula in terms of the resource algebra. We consider the
following propositional fragment of MLL. In the rest of this section, we just write
MLL to refer to it.
Denition 8. The set F of propositional MLL formulas is given by
A ::= 1 j a j A1&A2 j A1(A2 j A1⊗A2 j !A j [l]A
where a ranges over the set of propositional constants Prop.
We use an interpretation I , which associates a resource to each propositional con-
stant. We always consider the meaning of a formula relative to a particular location;
hence I maps each pair consisting of a propositional constant and a location to a
resource.
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Denition 9 (Resource structure). A pair hR; Ii is a resource structure if R is a
resource algebra and if I 2PropLoc!R.
The satisfaction relation I; r; l j=A dened below means: \A is obtained at l by using
the resource r".
Denition 10. j= is the relation dened by the following induction on the structure of
the formula
 I; r; l j= 1 i r< 1.
 I; r; l j= a i r< I(a; l).
 I; r; l j=B1&B2 i I; r; l j=B1 and I; r; l j=B2.
 I; r; l j=B1(B2 i I; r0; l j=B1 implies I; r  r0; l j=B2 for every r0 2R.
 I; r; l j=B1⊗B2 i there are r1; r2 2R such that r< r1  r2; I; r1; l j=B1 and I; r2; l j=B2.
 I; r; l j= !B i there is r0 2R such that r< !r0 and I; r0; l j=B.
 I; r; l1 j= [l2]B i I; r; l2 j=B.
We sometimes write R; I; r; l j=A for I; r; l j=A when we want to make the underlying
resource algebra explicit. We are now ready to dene the validity and tautology.
Denition 11 (Validity; tautology). A formula A is valid under a resource structure
M= hR; Ii, written M j=A, if I; 1; l j=A for any l2Loc. A formula A is an MLL-
tautology, written j=A, if M j=A for any resource structure M.
The denition of the validity of a formula is extended to that of a sequent by
M j= !A,M j=(⊗ )(A and j= !A,j=(⊗ )(A.
3.4.2. Soundness
We show that the inference rules of MLL are sound with respect to the model
theoretic semantics, i.e., any formula provable in MLL is an MLL-tautology.
Theorem 12 (Soundness). If   ‘MLL D; then j= !D.
In order to prove the theorem, it is sucient to show that each inference rule is sound
with respect to any resource structure. We begin by introducing a few technical lemmas
to help structure the argument. The rst lemma means that the structural congruence
= preserves the validity.
Lemma 13. Suppose A=B. Then; I; r; l j=A if and only if I; r; l j=B; for any I; r; and l.
Proof. This is proved by induction on the proof of A=B with case analysis on the
last rule used. Since the other cases are similar or trivial, we show only the cases for
the rules: [l](A1(A2)= [l]A1( [l]A2 and [l1][l2]A= [l2]A.
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 Case [l](A1(A2)= [l]A1( [l]A2: By the denition,
I; r; l0 j= [l](A1(A2) , I; r; l j=A1(A2
, 8r0:(I; r0; l j=A1) I; r  r0; l j=A2)
, 8r0:(I; r0; l0 j= [l]A1) I; r  r0; l0 j= [l]A2)
, I; r; l0 j= [l]A1( [l]A2
 Case [l1][l2]A= [l2]A: By the denition, I; r; l j= [l1][l2]A, I; r; l1 j= [l2]A, I; r; l2 j=
A, I; r; l j= [l2]A.
Lemma 14. (1) I; r; l j=A⊗ 1 if and only if I; r; l j=A;
(2) I; r; l j=A⊗B if and only if I; r; l j=B⊗A; and
(3) I; r; l j=A⊗ (B⊗C) if and only if I; r; l j=(A⊗B)⊗C:
Proof. Straightforward from the denition of j= and from the fact that hR; ; 1i is a
commutative monoid.
Lemma 15. If I; r0; l j=A and r< r0; then I; r; l j=A.
Proof. Straightforward induction on the structure of A.
Proof of Theorem 12. It is sucient to show that if the premises of each rule are valid,
then its conclusion is also valid. The cases for the rules (MLL-⊗:L) and (MLL-1:R)
are trivial from the denition of the validity of a sequent. The cases for the rules
(MLL-=:L) and (MLL-=:R) follow immediately from Lemma 13, and the cases for
the rules (MLL-EXCH) and (MLL-1:L) follow from Lemma 14. We show the other
cases.
 Case (MLL-ID): Trivial from the fact that I; 1; l j=A(A,8r:(I; r; l j=A) I; r; l j=A).
 Case (MLL-CUT): Suppose (1) I; 1; l j=(⊗ )(B, (2) I; 1; l j=(B⊗ (⊗ 0))(D, and
(3) I; r; l j=⊗ ( ;  0). It is sucient to show I; r; l j=D. By (3) and Lemma 14, there
are r1; r2 such that (4) I; r1; l j=⊗ , (5) I; r2; l j=⊗ ( 0), and (6) r< r1  r2. From
(1) and (4), we obtain I; r1; l j=B. By using (2), (5) and (6), we further obtain
I; r; l j=D.
 Case (MLL-⊗:R): Suppose (1) I; 1; l j=(⊗ 1)(A, (2) I; 1; l j=(⊗ 2)(B, and (3)
I; r; l j=⊗ ( 1;  2). It is sucient to show I; r; l j=A⊗B. By (3) and Lemma 14, there
must be r1 and r2 such that (4) I; r1; l j=⊗ 1, (5) I; r2; l j=⊗ 2, and (6) r< r1  r2.
From (1), (2), (4), and (5), we obtain I; r1; l j=A and I; r2; l j=B. By using (6), we
further obtain I; r; l j=A⊗B.
 Case (MLL-&:L): Suppose (1) I; 1; l j=(Ai⊗ (⊗ ))(D for i=1 or 2 and (2)
I; r; l j=(A1&A2)⊗ (⊗ ). It is sucient to show I; r; l j=D. By (2) there must be
r1 and r2 such that (3) I; r1; l j=A1&A2, (4) I; r2; l j=⊗ , and (5) r< r1  r2. By
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(3), we have I; r1; l j=Aj for j=1; 2. So by using this, (4), and (5), we obtain
I; r; l j=Aj ⊗ (⊗ ). By (1) we have I; r; l j=D.
 Case (MLL-&:R): Suppose (1) I; 1; l j=⊗ (A, (2) I; 1; l j=⊗ (B and (3) I; r; l j=
⊗ . Then we have I; r; l j=A and I; r; l j=B, from which I; r; l j=A&B follows.
 Case (MLL-(:L): Suppose (1) I; 1; l j=B⊗ (⊗ 1)(D, (2) I; 1; l j= ⊗ ( 2)(A, and
(3) I; r; l j=(A( B)⊗ ( 1;  2). It is sucient to show I; r; l j=D. By (3) and
Lemma 14, there must be r1; r2, and r3 such that (4) I; r1; l j=A(B, (5) I; r2; l j=⊗
 1, (6) I; r3; l j=⊗ 2, and (7) r< r1  r2  r3. By (2) and (6), we have I; 1  r3; l j=A.
From this and (4), we obtain I; r1  1  r3 j=B. By using (5) and (7), we further
obtain I; r; l j=B⊗ (⊗ 1); therefore, we obtain I; r; l j=D from (1).
 Case (MLL-(:R): Suppose I; 1; l j=A⊗ (⊗ )!B and I; r; l j=⊗ . It is sucient
to show I; r; l j=A(B. Suppose that I; r0; l j=A. Then, I; r0  r; l j=A⊗ (⊗ ). From
I; 1; l j=A⊗ (⊗ )!B, we obtain I; 1  r0  r; l j=B. Thus we have shown that I; r;
l j=A(B.
 Case (MLL-WEAK): Suppose (1) I; 1; l j=(⊗ )(D and (2) I; r; l j= !A⊗ (⊗ ). It
is sucient to show that I; r; l j=D. By the denition of j=, there must be r1 and
r2 such that (3) I; r1 j= !A, (4) I; r2 j=(⊗ ), and (5) r< r1  r2. By (1) and (4), we
have I; r2 j=D. Furthermore, by (3), there must be r3 such that r1< !r3. So, we have
r< r1  r2< !r3  r2< 1  r2 = r2. By Lemma 15, I; r; l j=D.
 Case (MLL-CON): Suppose (1) I; 1; l j= !A⊗ (!A⊗ (⊗ ))(D and (2) I; r; l j= !A⊗
(⊗ ). It is sucient to show that I; r; l j=D. By (2) and the denition of j=, there
must be r1 and r2 such that (3) I; r1 j=A, (4) I; r2 j=(⊗ ), and (5) r< !r1  r2. By
the laws on !, we have !r< !!r< !r  !!r< !r  !r  !!r< !r  !r. Therefore, we have
(6) r< !r1  r2< (!r1  !r1)  r2 = !r1  (!r1  r2). From (3), (4), and (6), we obtain
I; r; l j= !A⊗ (!A⊗ (⊗ )). Then, I; r; l j=D follows from (1).
 Case (MLL- !:L): Suppose (1) I; 1; l j=A⊗ (⊗ )(D and (2) I; r; l j= !A⊗ (⊗ ).
It is sucient to show I; r; l j=D. By (2), there must be r1 and r2 such that (3)
I; r1; l j= !A, (4) I; r2; l j=⊗ , and (5) r< r1  r2. By (3), there must be r01 2R such
that (6) I; r01; l j=A and (7) r1< !r01. So we have (8) r< r01  r2 by r1< !r01< r01  !r01<
r01  1= r01. By using (4), (6), and (8), we obtain I; r; l j=A⊗ (⊗ ). Then I; r; l j=D
follows from (1).
 Case (MLL- !:R): Suppose (1) I; 1; l j=⊗ ( ! )(A and (2) I; r; l j=⊗ ( ! ). It is
sucient to show I; r; l j= !A. Let  =B1; : : : ; Bn. By (2), there must be r1; : : : ; rn
such that (3) I; ri; l j= !Bi for each i2f1; : : : ; ng and (4) r< r1      rn. By (3),
there must be r0i 2R such that ri< !r0i and I; r0i ; l j=Bi for each i. Then we have
I; !r01      !r0n; l j=!B1⊗    ⊗ !Bn. By using this and (1), we have I; !r01      !r0n;
l j=A. Then I; r; l j= !A follows from r< r1      rn< !r01      !r0n< !!r01     
!!r0n< !(!r
0
1      !r0n):
3.4.3. Completeness
Next, we show that a sequent is derivable in MLL if it is an MLL-tautology. As
usual, it suces to construct a canonical model such that a sequent is provable in MLL
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i it is valid in the canonical model. A resource in the canonical model is represented
by a formula of MLL.
Lemma 16 (Canonical resource-algebra). Let F be the set of formulas of MLL; and
let  be the least congruence relation closed under the rules of the commutativity
and associativity of ⊗ ;& and the rule 1⊗AA. Then; Rc = hF=; ⊗;&; !; [1];
‘i is an resource-algebra where [A] is the equivalence class of A induced by .
⊗;&; !;‘ is given by
[A]⊗[B] = [A⊗B] [A]&[B] = [A&B]
![A] = [!A] [A]‘[B] , A‘MLL B
Proof. Because  is a congruence,
(AA0) ^ (BB0)) (A⊗BA0⊗B0) ^ (A&BA0&B0) ^ (!A !A0)
Therefore, the operations ⊗;&; ! are well dened. It is also easy to check that
AA0) (A‘MLL A0^A0 ‘MLL A), which implies that ‘ is also well dened. We check
each condition of the MLL-algebra.
1,2,4,5: Obvious.
3: The reexivity of ‘MLL follows from the rule (MLL-ID), and the transitivity from
the rule (MLL-CUT).
6: By (MLL-1:R) and (MLL-WEAK), !A‘MLL 1 for any A. Sequents !A!A and
!A! !A are derivable from (MLL-ID) and (MLL- !:L). Therefore, we have !A⊗ !A!
A⊗ !A by (MLL-⊗:R), from which we obtain !A!A⊗ !A by (MLL-CON).
7: Immediate from (MLL-ID) and (MLL- !:L).
8: !A1⊗ !A2 ‘MLL !(A1⊗A2) follows from the following derivation:
A1 ! A1
!A1 ! A1(MLL- !:L)
A2 ! A2
!A2 ! A2(MLL- !:L)(MLL-⊗:R)
!A1; !A2 ! !A1⊗A2 (MLL- !:R)
!A1; !A2 ! !(A1⊗A2)
!A1 ⊗ !A2 ! !(A1 ⊗ A2)(MLL-⊗:L)
For readability, we write hF; ⊗ ;&; !; 1;‘MLLi for hF=; ⊗;&; !; [1];‘i and
write A for [A] below; we assume that formulas are always identied up to .
Denition 17 (Canonical model). A canonical model Mc is the pair hRc; Ici where
Ic 2PropLoc!F is dened by Ic(a; l)= [l]a.
The following lemma means that the validity of a formula in the canonical model
is the same as provability in the MLL sequent calculus.
Lemma 18. Ic; A; l j=B if and only if A‘MLL [l]B.
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Proof. This is proved by induction on the structure of B.
 Case B= 1: By the denition of j= and (MLL-=:R), Ic; A; l j= 1,A‘MLL 1,A
‘MLL [l]1.
 Case B= a2Prop: By the denition of j=, Ic; A; l j=B,A‘MLL [l]a.
 Case B=B1&B2: By the denition of j=, induction hypothesis, and inference rules,
Ic; A; l j=B , (Ic; A; l j=B1) ^ (Ic; A; l j=B2)
, (A‘MLL [l]B1) ^ (A‘MLL [l]B2)
, A‘MLL [l](B1&B2):
 Case B=B1(B2: By the denition and induction hypothesis,
Ic; A; l j=B , 8C:(Ic; C; l j=B1) Ic; A⊗C; l j=B2)
, 8C:(C ‘MLL [l]B1)A⊗C ‘MLL [l]B2):
Suppose 8C:(C ‘MLL [l]B1)A⊗C ‘MLL [l]B2). Then, A⊗ [l]B1 ‘MLL [l]B2, from
which we obtain A‘MLL [l]B1( [l]B2 by (MLL-(:R). By (MLL-=:R), we have
A‘MLL [l] (B1(B2). On the other hand, suppose A‘MLL [l] (B1(B2) and C ‘MLL
[l]B1. By (MLL-⊗:L), we have A⊗C ‘MLL ([l](B1(B2))⊗ [l]B1. By (MLL-ID),
(MLL-(:L) and (MLL-⊗:R), we also have ([l](B1(B2))⊗ [l]B1 ‘MLL [l]B2. By
using (MLL-CUT), we obtain A⊗C ‘MLL [l]B2. Therefore, we have 8C : (C ‘MLL
[l]B1)A⊗C ‘MLL [l]B2),A‘MLL [l]B, which completes the proof of this case.
 Case B=B1⊗B2: By the denition of j= and induction hypothesis,
Ic; A; l j=B , 9C1; C2 : (A‘MLL C1⊗C2 ^ Ic; C1; l j=B1 ^ Ic; C2; l j=B2)
, 9C1; C2 : (A‘MLL C1⊗C2 ^ C1 ‘MLL [l]B1 ^ C2 ‘MLL [l]B2)
Suppose that 9C1; C2 : (A‘MLL C1⊗C2 ^C1 ‘MLL [l]B1 ^C2 ‘MLL [l]B2) holds. Then,
by (MLL-CUT), (MLL-⊗:R) and (MLL-=:R), we have A ‘ [l](B1⊗B2). On the
other hand, it is obvious that 9C1; C2 : (A‘MLL C1⊗C2 ^ C1 ‘MLL [l]B1 ^ C2 ‘MLL
[l]B2) holds if A ‘ [l](B1⊗B2) (let C1 and C2 be [l]B1 and [l]B2). Therefore, we
have Ic; A; l j=B,A‘MLL [l]B.
 Case B= !B1: By the denition of j=, induction hypothesis, and inference rules,
Ic; A; l j=B,9C:(A‘MLL !C ^ (Ic; C; l j=B)),9C:(A‘MLL !C ^ C ‘MLL [l]B1),
A‘MLL [l]!B1
 Case B= [l1]B1: By the denition of j= and induction hypothesis, Ic; A; l j=B, Ic; A;
l1 j=B1,A‘MLL [l1]B1,A‘MLL [l]B:
Lemma 19. If [l]  ‘MLL [l]A for any l; then   ‘MLL A.
Proof. Let l be a location that does not appear in  ; A. Then, a derivation of the
sequent   ! A is obtained from that of [l]  ! [l]A by deleting all the occurrences
of [l].
The completeness theorem follows immediately from Lemmas 18 and 19.
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Theorem 20 (Completeness). If j=  ! A; then   ‘MLL A.
Proof. Suppose j=  ! A. By the denition, we have Ic; 1; l j= (⊗ )( A for any l 2
Loc. By Lemma 18, we have 1 ‘MLL [l]((⊗ ) ( A) for any l. By using Lemma 19,
we obtain 1 ‘MLL (⊗ )( A, i.e.,   ‘MLL A.
4. Distributed concurrent linear logic programming
We have informally seen in Section 1 that distributed computation can be viewed as
(controlled) deduction in MLL. This section makes this view more concrete by choos-
ing a particular operational interpretation of MLL formulas as distributed processes
and showing the following correspondence:
MLL Distributed Computation
predicate , communication channel
formula , process
(antecedent of) sequent , process conguration
(global snapshot of
distributed computation)
inference rule , reduction rule
bottom-up proof construction , computation (global state transition)
We rst dene the set of processes as a subset of the MLL formulas (in Section 4.1).
Then a process conguration is introduced as a mapping from locations to multi-
sets of processes and a reduction relation over process congurations is dened (in
Section 4.2). After that, we show the concrete correspondence between MLL and dis-
tributed computation sketched above, by showing (1) the reduction rules for process
congurations can be viewed as sound inference rules of MLL (Section 4.3.1), and
(2) the reduction rules for process congurations are (essentially) complete rules for
a fragment of MLL (in Section 4.3.2). As in the ordinary concurrent linear logic
programming [12], this correspondence implies that logically equivalent formulas are
also equivalent as processes in a weak sense: it is briey discussed in Section 4.3.3.
Section 4.4 shows programming examples.
4.1. Processes
Before dening the set of processes, we need to rene types. Recall that a predicate
was viewed as a communication channel in Section 1; however, not all predicates can
be viewed as channels. For example, the formula y:(x(y) ( P) can be regarded
as a process that receives a value of y along the communication channel x. But if
we substitute a predicate z:Q for x, then we obtain y:(Q[y=z] ( P), which can
no longer be regarded as a receiver process. Our solution is to annotate the type of a
predicate with additional information [12] so that we can restrict predicates that can
appear in a negative position (i.e., the left-hand side of (). For simplicity, we require
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that the right-hand side of an arrow type be always o, so that each term can be regarded
as representing either a basic value (such as an integer), a proposition, or a predicate.
Denition 21 (Signed types). The set of signed types is given by the following gram-
mar:
 (signed types) ::=  j o j  S! o
S (signs) ::= + j 
Intuitively,  +! o is the type of a predicate that cannot appear in a negative po-
sition, while  ! o is the type of a predicate that can appear in any position. From
a computational point of view,  ! o is the type of a communication channel that
carries values of type , and  +! o is the type of either a communication channel or
a process closure that takes a value of type  as an argument and executes a process.
We give the syntax of formulas along with computational interpretation of them
below. (By the denition, the set Proc is the same as the set Vo below; we separated
Proc from V just for readability.)
Denition 22 (Process formulas). The set Proc of process formulas (or processes for
short) ranged over by P, the set V of values, ranged over by s (for each ), and the
set Chan of channels, ranged over by m (for each ), are given by the following
syntax:
P2Proc
::= xo variable
j s

S!os process invocation (if S =+)
or message send (if S =)
j 1 inaction
j P1⊗P2 parallel composition
j 

!ox!o:P channel creation
j R receiver process
j !R unbounded replication of R
(i.e., a process denition)
j [l]P execution of P at location l
R (receiver processes)
::= x: (m

!ox ( P)
j x: (([l1]    [ln]m

!ox)( P)
s 2V
::= c (if = ) constant
j x variable
j m
0
!o (if = 
0 ! o) (address of) channel
j P (if = o) process
j x0 :P (if = 0 +! o) process closure
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m

!o 2 Chan!o
::=x

!o relative address of a channel
j x:m

!ox relative address of a channel
j x:[l]m

!ox absolute address of a channel
As in Section 3, we assume that there is a denumerably innite set of variables for
each type and that the sets of variables are disjoint from each other. (Without such
assumptions, we should have used typing rules to dene the syntax.) Although we do
not formally present it here, it should be clear that there is a trivial embedding (which
ignores signs) of process formulas into MLL formulas; the set of process formulas is
therefore considered a subset of the set of MLL formulas. For readability, we often
omit type annotations below but we always assume that all the processes, values, and
channels are well typed.
More explanation would be necessary for channels, receiver processes, and channel
creation. Both x

!o and x:m!ox give relative addresses (or location-dependent
names) of channels, in the sense that actual communication channels referred to by
them may depend on the current location. For example, [l]x

!o(s) and [l
0]x

!(s)
may result in dierent behaviors. On the other hand, x:[l]m

!ox gives the absolute
address of a channel: in any location, it refers to the channel whose relative address
to the location l is m. In fact, formulas [l1]((x:[l]mx)s) and [l2]((x:[l]mx)s) are
structurally congruent to each other:
[l1]((x:[l]mx)s) = [l1][l]m(s) = [l2][l]m(s) = [l2]((x:[l]mx)s):
A formula x:(m

!ox ( P) represents a process that receives a value s from the
channel whose relative address to the current location is m and executes P[s=x]. On
the other hand, a formula x:(([l1]    [ln]m

!ox)( P) represents a process that
receives a value from a channel whose relative address to ln is m. So a message re-
ceived by the former process depends on the current location while a message received
by the latter process does not. (x:P) creates a new local (location-dependent) chan-
nel at every location, binds its local address to x, and executes P. We need to write
(x0:((x:P)(y:[l]x0y))) in order to make a global (location-independent) channel
that can be referred to by x at any location.
Note that, with the above denition, it is invalid to substitute z:Q for x in 
y:(x(y)( P), since z:Q has a type  +! o while x has  ! o. The following lemma
states that the set of process formulas is closed under substitutions.
Lemma 23 (Substitution lemma). Let s 2V and let x be a variable of type .
Then;
(1) if m
0
!o 2Chan0 !o; then m0 !o[s=x]2Chan0 !o;
(2) if s00 2V0 ; then s00 [s=x]2V0 ; and
(3) if P 2Proc; then P[s=x]2Proc.
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Proof. This is proved by straightforward induction on the structures of m
0
!o; s
0
0 ,
and P.
4.2. Operational semantics
In this subsection, we rst introduce a process conguration to express a global
snapshot of distributed computation. Then we introduce a binary relation over process
congurations, called a reduction relation, in order to express each step of distributed
computation.
4.2.1. Process conguration
Denition 24 (Process conguration). A process conguration is a mapping from a
nite set of locations to the set of multisets of processes.
We write Cong for the set of process congurations and use the metavariable  for
a process conguration. We write fl1 7! fP11; : : : ; P1k1g; : : : ; ln 7! fPn1; : : : ; Pkngg for the
process conguration  such that dom()= fl1; : : : ; lng and (li)= fPi1; : : : ; Pkig for
each i2f1; : : : ; ng. Intuitively, a process conguration fl1 7! fP11; : : : ; P1k1g; : : : ; ln 7!
fPn1; : : : ; Pkngg expresses that processes (or messages) Pi1; : : : ; Piki are running at the
location li.
Denition 25 (Combination of process conguration). The combination of two pro-
cess congurations 1 and 2, written 1 ] 2, is dened by
dom(1 ] 2)= dom(1) [ dom(2)
(1 ] 2)(l)=
8<
:
1(l) ] 2(l) if l2 dom(1) \ dom(2)
1(l) if l2 dom(1)ndom(2)
2(l) if l2 dom(2)ndom(1)
where 1(l) ] 2(l) represents the union of two multisets 1(l) and 2(l).
4.2.2. Reduction rules
The reduction relation  (CongCong) over process congurations is the least
relation closed under the nine rules given below.
Global communication is expressed by the rule (DCLL-RMSG) below. Since the
receiver y:([l]xy ( P) species a channel by the combination of the location l and
the relative address x, it accesses the same channel irrespective of its location l0:
fl 7! fx(s)g; l0 7! fy:([l]xy ( P)gg ]  fl0 7! fP[s=y]gg ] 
(DCLL-RMSG)
(DCLL-LMSG) is another rule for communication. In this case, the receiver y:(xy (
P) only species the relative address x of a channel; therefore, a message is read from
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a channel in the same location:
fl 7! fx(s); y:(xy ( P)gg ]  fl 7! fP[s=y]gg ]  (DCLL-LMSG)
The following rule (DCLL-RPROC) is the same as the rule (DCLL-RMSG) except that
the receiver is replicated and it therefore remains even after the reduction. (!y:([l]xy
( P) can be considered a global process denition since P[s=x] is invoked each time
[l]x(s) is executed.)
fl 7! fx(s)g; l0 7! f!y:([l]xy ( P)gg ] 
 fl0 7! f!y:([l]xy ( P); P[s=y]gg ]  (DCLL-RPROC)
The following rule is the same as (DCLL-LMSG) except that the receiver is replicated.
!y:(xy ( P) can be considered a local process denition since P[s=y] is invoked
only when x(s) is executed at the same location.
fl 7! fx(s); !y:(xy ( P)gg ]  fl 7! f!y:(xy ( P); P[s=y]gg ] 
(DCLL-LPROC)
The following rule (DCLL-MIG) expresses migration of a process:
fl 7! f[l0]Pgg ]  fl0 7! fPgg ]  (DCLL-MIG)
The special process 1 just disappears:
fl 7! f1gg ]   (DCLL-INACT)
The process P1⊗P2 just spawns two processes P1 and P2 within the same location:
fl 7! fP1⊗P2gg ]  fl 7! fP1; P2gg ]  (DCLL-PAR)
Creation of a new address is expressed by the following rule:
y fresh
fl 7! f(x:P)gg ]  fl 7! fP[y=x]gg ]  (DCLL-CHAN)
Let = be the least congruence relation closed under the -equivalence and the rule
y:([l1]    [ln]xy(P) = y:([ln]xy(P). We consider reduction on -terms as
local computation; therefore, the same reduction is allowed for processes that are mu-
tually equivalent with respect to =:
fl 7! fP0gg ]  0 P = P0 P; P0 2Proc
fl 7! fPgg ]  0 (DCLL-)
The following theorem means that the set of process congurations is closed under
the reduction relation  . (Without this property, we cannot regard a reduction as a
deduction in MLL.)
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Theorem 26 (Subject reduction). If 2Cong and  0; then 0 2Cong.
Proof. This follows immediately from Lemma 23.
4.2.3. Examples of reduction
We show how the process formulas given in Section 1 are reduced by the relation
 . In order to make the applied reduction rule explicit, we write 
r
 0 if the rule
r is used at the top of the derivation of  0.
 Location-dependent names: Let Ri be a receiver process x:(f(x)(Pi) (i=1; 2).
The process formula f(s) sends the value s along the channel specied by the relative
address f; therefore, the possible reduction depends on the location where f(s) is
executed:
fl1 7! ff(s); R1g; l2 7! fR2gg (DCLL−LMSG) fl1 7! fP1[s=x]g; l2 7! fR2gg
fl1 7! fR1g; l2 7! ff(s); R2gg (DCLL−LMSG) fl1 7! fR1g; l2 7! fP2[s=x]gg
 Location-independent names: Let p be a global address z:[l]y(z) of a communi-
cation channel. As the following reduction shows, communication over p does not
depend on the location (l1) of the sender process:
fl1 7! fp(s)g; ; l2 7! fx:(p(x)( P)gg
= fl1 7! f[l]y(s)g; l2 7! fx:([l]y(x)( P)gg
(DCLL−MIG)
 fl2 7! fx:([l]y(x)( P)g; l 7! fy(s)gg
(DCLL−RMSG)
 fl2 7! fP[s=x]gg
 Closure passing: Let p= z:[l]yz. The process formula p(x:P) represents the pro-
cess that sends the process closure x:P along the channel specied by p. As the
following reduction shows, P is executed at the location where the closure is invoked:
fl1 7! fp(x:P)g; l2 7! ff:(p(f)( f(1))gg
(DCLL−MIG)
 fl 7! fy(x:P)g; l2 7! ff:([l]y(f)( f(1))gg
(DCLL−RMSG)
 fl2 7! fP[1=x]gg
 Pointer passing: Let newl q in Q be a shorthand form of q0:(q:P)(y:[l]q0(y)),
and let p= z:[l]yz. Then the process formula newl q in p(q)⊗ !x:(q(x)( P)
represents a process that sends the reference to the closure x:P along the global
channel p. As the following reduction shows, P is executed at the location of the
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sender process:
fl1 7! fnewl q in p(q)⊗ !x:(q(x)( P)g;
l2 7! ff:([l1]p(f)( f(1))gg
(DCLL−CHAN)
 fl1 7! fp(x:[l]q0(x))⊗ !x:([l]q0(x)( P)g;
l2 7! ff:([l]y(f)( f(1))gg
(DCLL−PAR)
 fl1 7! fp(x:[l]q0(x)); !x:([l]q0(x)( P)g;
l2 7! ff:([l]y(f)( f(1))gg
(DCLL−MIG)
 fl 7! fy(x:[l]q0(x))g; l1 7! f !x:([l]q0(x)( P)g;
l2 7! ff:([l]y(f)( f(1))gg
(DCLL−RMSG)
 fl1 7! f !x:([l]q0(x)( P)g; l2 7! f(x:[l]q0(x))1gg
(DCLL−MIG)
 fl1 7! f !x:([l]q0(x)( P)g; l 7! fq0(1)gg
(DCLL−RPROC)
 fl1 7! f !x:([l]q0(x)( P); P[1=x]gg
4.3. Connection between MLL and DCLL
In Section 1, we claimed that the reduction of a process P to Q corresponds to the
entailment relation P ( Q. If that claim is correct, the following inference should be
sound due to the cut rule (MLL-CUT):
 ;Q ! A P is reduced to Q
 ; P ! A
As shown in Section 4.3.1, such inference is sound (on a certain minor condition) in
fact. Moreover, for a certain fragment of MLL, such inference is shown to be complete
with respect to the left-rules of MLL (in Section 4.3.2), i.e., the left-rules of MLL
can be replaced by a single rule for such inference. Furthermore, we show a normal
derivation theorem (Theorem 32), which means intuitively that only the new rule is
required in the core part of bottom-up proof construction. By using these properties, we
briey discuss the relationship between logical equivalence of formulas and behavioral
equivalence of processes in Section 4.3.3.
4.3.1. Soundness
A process conguration is naturally embedded into a sequence of formulas as follows.
Denition 27 (Encoding). The encoding E of a process conguration into a sequence
of formulas is dened by 1
E(;)= 1
1 Because fPi1; : : : ; Pikig is a multiset, E() is not completely well dened: it only determines a sequence
of formulas up to permutation of the formulas. We assume that one of the sequences is chosen as E();
note that provability is not aected by such choice because of the presence of the rule (MLL-EXCH).
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E(fl1 7! fP11; : : : ; P1k1g; : : : ; ln 7! fPn1; : : : ; P1kngg)
= [l1]P11; : : : ; [l1]P1k1 ; : : : ; [ln]Pn1; : : : ; [ln]Pnkn
We denote by Fv() the set of variables that appear free in the codomain of . The
following lemma, proved by straightforward induction on the derivation of   0,
implies that the reduction relation  over process congurations corresponds to the
entailment relation (.
Lemma 28. Let  and 0 be process congurations and let fx1; : : : ; xng=Fv(0)n
Fv(). If  0; then E() ‘MLL x1:   xn:⊗ (E(0)).
Note that Fv(0)nFv() is the set of fresh variables generated by the rule
DCLL-CHAN. As an immediate corollary of Lemma 28, we know that the following
rule is sound with respect to MLL:
E(0)!A  0 (Fv(0)nFv()) \ Fv(A)= ;
E()!A (MLL-DCLL)
where Fv(A) is the set of free variables of A.
Theorem 29 (Soundness). The rule (MLL-DCLL) is admissible in MLL.
Proof. Suppose E(0) ‘MLL A,  0, and (Fv(0)nFv())\Fv(A)=;. By (MLL-⊗:
L) and (MLL-:L), we have x1:   xn:⊗(E(0)) ‘MLL A for fx1; : : : ; xng=Fv(0)n
Fv(). By using Lemma 28 and the rule (MLL-CUT), we obtain E()
‘MLL A.
4.3.2. Completeness
In this section, we rst show that the left-rules of MLL can be replaced by the rule
(MLL-DCLL) for a fragment of MLL. After that, we show that every derivation in
a fragment of MLL can be normalized so that (MLL-DCLL) is applied consecutively
without interleaving of applications of other rules.
We use the following rules below instead of the rules (MLL-ID) and (MLL-⊗:R):
[l1] ! 1; : : : ; [ln] ! n; A!A (MLL-ID")
[l1] !1; : : : ; [ln] !n;  1!A1 [l1] !1; : : : ; [ln] !n;  2!A2
[l1] !1; : : : ; [ln] !n;  1;  2!A1 ⊗ A2
(MLL-⊗’:R)
It is obvious that the two rules are admissible in MLL (because they correspond to
combinations of (MLL-ID), (MLL-⊗:R), (MLL-WEAK), (MLL-CON), and (MLL-=:R)).
Note also that (MLL-ID) and (MLL-⊗:R) are no longer necessary since they are special
cases of (MLL-ID") and (MLL-⊗’:R).
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Theorem 30 (Completeness). If E() ‘MLL A and A does not contain ( or ; then
E()!A is derivable by using only (MLL-DCLL); (MLL-ID"); (MLL-⊗’:R); and the
right-rules of MLL except for (MLL-⊗:R).
The above theorem can be proved in the same manner as the corresponding theorem
for the ordinary concurrent linear logic programming [12, 16]. Since it is fairly long
and boring, we refer the reader to Appendix 5 for the full proof: the proof starts
with the fact that E()!A is derivable by using the rules of MLL, (MLL-DCLL),
(MLL-ID"), and (MLL-⊗’:R), and it shows that each rule can be eliminated step by
step by using properties on the permutability of inference.
Next we show that every derivation in a fragment of MLL can be transformed into a
normal derivation in which only the rule (MLL-DCLL) is applied below (MLL-DCLL).
Because the right-rules are only used for matching between the left-hand side and the
right-hand side of a sequent, the normal derivation theorem (Theorem 32) given below
intuitively means that the essential part of bottom-up proof construction only consists
of applications of the rule (MLL-DCLL).
Denition 31 (Normal derivation). A derivation of the sequent  !A is called nor-
mal if only the rule (MLL-DCLL) is applied below (MLL-DCLL), i.e., a derivation
is normal if it is of the following form:
 1!A1     n!An
     
)
rules except for (MLL-DCLL)
 0!A0
  
)
(MLL-DCLL)
 00!A0
Theorem 32 (Normal derivation theorem). If E() ‘MLL A and A does not contain ;
(; or &; then there is a normal derivation for E()!A in which only right-rules of
MLL; (MLL-DCLL); (MLL-ID"); and (MLL-⊗’:R) are applied.
Proof. From the completeness theorem (Theorem 30), it is sucient to show that the
rule (MLL-DCLL) applied above other rules can be permuted downwards. Because
the other cases are similar and trivial, we show only the case where (MLL-⊗’:R) is
applied below (MLL-DCLL). Suppose that we have a derivation of the following form:
P1
;  01!A
;  1!A (MLL-DCLL)
P2
;  2!B
;  1;  2!A⊗ B (MLL-⊗’:R)
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It can be replaced by the following derivation:
P1
;  01!A
P2
;  2!B
;  1;  2!A⊗ B
;  01 ;  2!A⊗ B
(MLL-DCLL)
(MLL-⊗’:R)
4.3.3. Relationship between logical equivalence and process equivalence
By using the above theorems, we can show that logical equivalence implies may
equivalence [20] of processes. We discuss it only briey below: the details are the
same as in the case for ordinary concurrent linear logic programming [12].
We introduce a special logical constant > and the following inference rule:
 !> (MLL-TOP)
The above rule does not aect the validity of Theorems 29, 30, and 32. Let us also
introduce a special location g and a propositional constant success and regard [g]success
as representing the success of a test. We say P and Q are may-equivalent and write
P =may Q if, for any context C[] (a conguration with a hole which a process formula
should be put into), 9:(C[P]  fg 7! fsuccessgg ]) if and only if 9:(C[Q] 
fg 7! fsuccessgg ] ).
Now, in order to see that the logical equivalence implies the may equivalence, sup-
pose P and Q are logically equivalent, and C[P]   fg 7! fsuccessgg ] . By the
soundness (Theorem 29), E(C[P]) ‘MLL [g]success ⊗ >. Since P and Q are logically
equivalent, we have E(C[Q]) ‘MLL [g]success ⊗ >. Then, by the completeness and
normal derivation theorem (Theorems 30 and 32), C[Q]  fg 7! fsuccessgg]0 for
some 0.
4.4. Programming examples
This section shows programming examples in our framework of distributed concur-
rent linear logic programming.
For readability, we use tuples and lists as primitives: \nil" denotes an empty list
and \::" is the constructor of a cons cell. As in Prolog, we omit universal quantiers
and assume that a variable beginning with an uppercase letter is implicitly quantied
by them. \newG" creates a fresh location-independent name and \newL" creates a fresh
location-dependent name. We write \||" for ⊗, \-o" for (, and \[l]" for x:([l]x).
Example 33 (Distributed query). The following is a program for putting a query at
multiple locations and collecting answers:
!(distributed_query(Locs, Query, Reply) -o
newL answer in
(ask(Locs, Query, answer)
|| collect(Locs, answer, Reply, nil)))
!(ask(nil, Query, Answer) -o 1)
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!(ask(L::Locs, Query, Answer) -o
(L(Query(Answer)) || ask(Locs, Query, Answer)))
!(collect(nil, Answer, Reply, Results) -o Reply(Results))
!(collect(L::Locs, Answer, Reply, Results) -o
L(Answer(X) -o collect(Locs, Answer, Reply, X::Results)))
Here, distributed_query, ask, and collect are assumed to be location-independent
names. The process distributed_query is parameterized by a triple consisting of a
list Locs of locations, a query Query, and a global channel Reply to return the result.
It creates a new channel answer for collecting the result from each location, spawns a
process ask(Locs, Query, answer), which puts the query at each location in the list,
and a process collect(Locs, answer, Reply, nil), which moves to each location
of the list and collects answers.
For example, suppose we want to collect the course lists of departments of a uni-
versity (Department of Physics, Chemistry, Mathematics, and Computer Science). For
that purpose, we can spawn the following process (phy, chem, math, and compsci
denote locations):
newG reply in
( distributed_query([phy]::[chem]::[math]::[compsci]::nil,
course_list?, reply)
|| reply(Results) -o ...
)
Example 34 (Distributed servers). The following is a program for spawning servers
at multiple locations:
!(mkServer(Locs, Handler, Reply) -o
newL server in
(spawn(Locs, !(server(Request) -o Handler(Request)))
|| Reply(server)))
!(spawn(nil, P) -o 1)
!(spawn(L::Locs, P) -o (L(P) || spawn(Locs, P)))
The process mkServer is parameterized by a triple consisting of a list Locs of loca-
tions, a request handler Handler, and a channel Reply. It creates a fresh name server
of the distributed server, spawns a server process waiting for a request at each location
in the list, and returns the name. Since server is a location-dependent name, a client
process can invoke dierent servers depending on its current location.
5. Conclusion
We have proposed a framework of distributed concurrent linear logic programming
based on a variant of modal linear logic. The use of modal linear logic enabled the
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elegant treatment of location-dependent names and a more abstract specication of
distributed computation than other operational approaches.
We plan to design and implement a distributed programming language based on
the proposed framework and recent advanced type systems [13, 14]. Future work also
includes extensions of the framework to give a ner specication of distributed concur-
rent processes [11], and to deal with other important issues of distributed computation
such as security and location failures.
Appendix
Proof of Theorem 30. We write MLL for the set of rules of MLL, and write   ‘S A
when  !A is derivable by the set S of rules. Suppose E() ‘MLL A. By the cut elimi-
nation theorem (Theorem 6), E()!A is derivable inMLL without using (MLL-CUT).
By the syntax of process expressions, the rule (MLL-&:L) is not required either. Since
the rules of (MLL-⊗:R) and (MLL-ID) are instances of (MLL-⊗’:R) and (MLL-ID"),
E() ‘MLL0 A holds where
MLL0 = (MLLnf(MLL-⊗:R); (MLL-ID); (MLL-CUT); (MLL-&:L)g)
[f(MLL-DCLL); (MLL-⊗’:R); (MLL-ID")g:
We eliminate (MLL-(:L), (MLL-:L), (MLL-⊗:L), (MLL-1:L), (MLL-:L),
(MLL- !:L), (MLL-WEAK), (MLL-CON) and (MLL-=:L) in this order by using per-
mutability properties of the rules.
When the rule applied at the top of the derivation of  0 is r, we write
E(0)!A
E()!A r
for the inference:
E(0)!A  0
E()!A (MLL-DCLL)
We also just write
 !A
 0!A (MLL-
=:L)
when  0!A is obtained from  !A by multiple applications of the rule (MLL-=:L).
We eliminate (MLL-(:L) in two steps. First we replace (MLL-(:L) with its following
special case:
B;  !A
[l]yt; [l]yt(B;  !A (MLL-(’:L)
Let MLL1 be the set (MLL0nf(MLL-(:L)g) [ f(MLL-(’:L)g.
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Lemma 35. If E() ‘MLL0 A; then E() ‘MLL1 A.
Proof. Consider a derivation of the form
B;  1!D  2!A
A(B;  1;  2!D (MLL-(:L)
From the denition of syntax, A= [l]yt for some y; t and l2Loc. We show that
(MLL-(:L) can be replaced by (MLL-(’:L) or permuted upwards with respect to
the last rule used in the derivation of  2!A, by case analysis on the form of the
derivation.
 If the last rule is (MLL-ID"), the derivation is of the form
B;  !D ; A!A
A(B; A;  ; !D (MLL-(:L)
where = [l1]!⊗ 1; : : : ; [ln]!⊗ n. It can be replaced by
B;  1; !D (MLL-WEAK) and (MLL-=:L)
B;  1; !D (MLL-(’:L)
[l]ty(B;  ; ; [l]yt!D
(MLL-=:L)
A(B;  ; ; A!D
 If the last rule is not (MLL-ID"), then by A= [l]yt, the last rule must be either
(MLL-=:R) or a non-right-rule. So, the derivation must be of the form
 02!A0 Rule
B;  1!D  2!A (MLL-(:L)
A(B;  1;  2!D
It can be replaced by a derivation of the form
B;  1!D  02!A0
A0(B;  1;  02!D
(MLL-(:L)
Rule0
A(B;  1;  2!D
where Rule0 is (MLL-=:L) if A 6=A0 and otherwise Rule0 is Rule.
Next we eliminate (MLL-(’:L) and (MLL-:L) simultaneously. Instead we introduce
the following rule:
[l]B[t=x];  !A
[l]x :(yx(B); [l]yt;  !A (MLL-TMP)
Let MLL2 be the set MLL1nf(MLL-:L); (MLL-(’:L)g) [ f(MLL-TMP)g.
Lemma 36. If E() ‘MLL1 A; then E() ‘MLL2 A.
Proof. (MLL-:L) can be eliminated because the rule (MLL-:L) applied just below
(MLL-(’:L) can be merged into (MLL-TMP) and because the rule (MLL-:L) applied
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just below other rules can be permuted upwards. In fact, if the derivation is of the
form
B0[t=x];  1!A
[l]yt(B0[t=x]; [l]yt;  1!A (MLL-(’:L)(MLL-:L)
x :([l]yx(B0); [l]yt;  1!A
then, it can be replaced by
B0[t=x];  1!A
[l]B00[t=x];  1!A (MLL-
=:L)
(MLL-TMP)
[l](x :(yx(B00); [l]yt;  1!A
x :([l]yx(B0); [l]yt;  1!A (MLL-
=:L)
(Note that because there is no rule that introduces modal operators except for an axiom,
there exists a formula B00 such that B0= [l]B00).
Thus we have shown that we can eliminate (MLL-:L). Furthermore, because
(MLL-:L) was the only rule that can eliminate a formula of the form A(B,
(MLL-(’:L) is no longer applied. We have thus proved the lemma.
Lemma 37. Suppose E() ‘MLL2 A and let P be a derivation of the sequent. Then
for any formula B in the antecedent of a sequent in P there exists a process formula
P(2Proc) such that B= [l]P.
Proof. Straightforward induction on the derivation of P.
Let MLL3 =MLL2nf(MLL-TMP); (MLL-⊗:L); (MLL-1:L); (MLL-:L)g.
Lemma 38. If E() ‘MLL2 A; then E() ‘MLL3 A.
Proof. By Lemma 37, the rules (MLL-TMP); (MLL-⊗:L); (MLL-1:L), and
(MLL-:L) can be replaced by combinations of (MLL-DCLL) and (MLL-=:L).
Let MLL4 be the set MLL3nf(MLL- !:L)g.
Lemma 39. If E() ‘MLL3 A; then E() ‘MLL4 A.
Proof. It is sucient to show that the rule (MLL- !:L) applied below other rules can be
replaced by other rules or permuted upwards. We can assume without loss of generality
that the derivation is of the following form:
 00!D0   
A0;  0!D Rule(MLL-=:L)
A;  !D
!A;  !D (MLL- !:L)
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where Rule is not (MLL-=:L). If the formula A0 is not involved in the inference Rule,
it must be that  00=A0;  000 for some  000, so that the derivation can be replaced by
A0;  000!D0
!A0;  000!D0 (MLL- !:L)   
Rule
!A0;  0!D
!A;  !D (MLL-
=:L)
Otherwise, Rule must be (MLL-DCLL), because !A is congruent with a formula of
the form [l] !x :(M (P) by Lemma 37. Therefore, the derivation can be replaced
by
 00!D
!A0;  00!D (MLL-WEAK)(MLL-DCLL)
!A0;  0!D
!A;  !D (MLL-
=:L)
Let MLL5 be the set MLL4nf(MLL-WEAK)g.
Lemma 40. If E() ‘MLL4 A; then E() ‘MLL5 A.
Proof. This follows immediately from the fact that (MLL-WEAK) applied just below
(MLL-ID") can be replaced by a combination of (MLL-ID") and (MLL-=:L) and the
fact that (MLL-WEAK) applied just below other rules can be permuted upwards.
Let MLL6 be the set MLL5nf(MLL-CON)g.
Lemma 41. If E() ‘MLL5 A; then E() ‘MLL6 A.
Proof. It is sucient to show that the rule (MLL-CON) applied below other rules
can be replaced by other rules or permuted upwards. We can assume without loss of
generality that the derivation is of the following form:
 00!D0   
A0; A00;  0!D Rule
(MLL-=:L)
!A; !A;  !D
!A;  !D (MLL-CON)
where Rule is not (MLL-=:L) and !A=A0=A00. Case analysis on the form of the
derivation.
 Suppose that Rule is (MLL-⊗’:R) and the derivation is of the form
A0;  1!D1 A00;  2!D2
A0; A00;  1;  2!D1 ⊗ D2 (MLL-⊗’:R)(MLL-=:L)
!A; !A;  !D1 ⊗ D2
!A;  !D1 ⊗ D2 (MLL-CON)
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Then, by Lemma 37, it must be that A0=A00= [l]!P for some l; P. Therefore, the
derivation can be replaced by
A0;  1!D1
[l]!P;  1!D1 (MLL-
=:L) A
00;  2!D2
[l]!P;  2!D2 (MLL-
=:L)
(MLL-⊗’:R)
[l]!P;  1;  2!D1 ⊗ D2
!A;  !D1 ⊗ D2 (MLL-
=:L)
 If Rule is (MLL-DCLL) and if either A0 or A00 is involved in the inference, then
 00 is of the form A0; A00;  000 and the derivation is replaced by
A0; A00;  000!D
!A; !A;  000!D (MLL-
=:L)
(MLL-CON)
!A;  000!D
A0;  000!D (MLL-
=:L)
(MLL-DCLL)
A0;  0!D
!A;  !D (MLL-
=:L)
 In the other cases, !A is not involved in the inference Rule, so (MLL-CON) can be
permuted upwards.
The nal task is to eliminate (MLL-=:L). We need the following lemmas:
Lemma 42. (i) If A B=A0 B0 and  is either ⊗;& or (; then A=A0 and B=B0.
(ii) If x:A=x:A0; then A=A0.
(iii) If x:A=x:A0; then A=A0.
(iv) If !A= !A0; then A=A0.
Proof. Suppose A B=A0 B0. Let C;D; C0 and D0 be [l]-normal forms of A; B; A0
and B0 respectively. Then, it is obvious that C D is a [l]-normal form of A B and
C0 D0 is a [l]-normal form of A0 B0. By the uniqueness of [l]-normal form, C =C0
and D=D0, which implies A=A0 and B=B0. The other cases are similar.
Lemma 43. If E() ‘MLL6 A; then E() ‘MLL6nf(MLL−=:L)g A.
Proof. We show that (MLL-=:L) applied below other rules can be deleted or permuted
upwards. Because (MLL-DCLL) and (MLL-=:L) are the only rules on the left-hand
side of a sequent, we can assume without loss of generality that all the formulas in the
antecedent of a sequent are of the form [l]P(2Proc). Therefore (MLL-=:L) applied
just below (MLL-ID") can be merged into (MLL-ID"), and (MLL-=:L) applied just
below a right-rule can be permuted upwards. Moreover, we can also assume that each
formula in the antecedent of a sequent contains no -redex. Suppose that the derivation
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is of the form
[l]P= [l0]P0
 0!D
[l0]P0;  !D (MLL-DCLL)
(MLL-=:L)
[l]P;  !D
If [l0]P0 is not involved in the inference (MLL-DCLL), (MLL-=:L) can be permuted
upwards. Suppose [l0]P0 is involved in the inference (MLL-DCLL). We show that
(MLL-=:L) can be permuted upwards above or replaced by (MLL-DCLL), which
completes the proof of the lemma. We show it by case analysis on the structures of
P and P0.
First, suppose that P is of the form [l1]Q. Then, by [l1]Q= [l][l1]Q= [l0]P0, the
above derivation can be replaced by
[l1]Q= [l0]P0
 0!D
[l0]P0;  !D (MLL-DCLL)
(MLL-=:L)
[l1]Q; !D
[l][l1]Q; !D (DCLL-MIG)
Next, suppose that P0 is of the form [l01]Q
0. Then, the derivation must be of the form
[l]P= [l0][l01]Q0
[l01]Q
0;  !D
[l0][l01]Q
0;  !D (DCLL-MIG)
(MLL-=:L)
[l]P;  !D
It can be replaced by
[l]P= [l01]Q0 [l01]Q0;  !D (MLL-=:L)
[l]P;  !D
By repeated applications of the above two kinds of replacement, we can assume without
loss of generality that the outermost connectives of P and P0 are not modal operators.
Thus, P and P0 are of the form x(s), 1, Q1⊗Q2, x:Q, x :([l1]    [ln]y(x)(Q),
or !x :([l1]    [ln]y(x)(Q). Therefore, by using Lemma 42, the application of
(MLL-=:L) can be deleted or moved upwards. We show two main cases; the other
cases are similar.
 Case P is 1: By 1= [l]1= [l0]P0, P0 must be 1. Therefore,  = 0 and the derivation
must be of the form
[l]1= [l0]1
 0!D
[l0]1;  !D (DCLL-INACT)
(MLL-=:L)
[l]1;  !D
It can be replaced by
 !D
(DCLL-INACT)
[l]1;  !D
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 Case P is of the form x :([l1]    [ln]y(x) ( Q) (n may be 0): Then, P0 must
be of the form x :([l01]    [l0m]y(x) ( Q0) and ln= l0m. Therefore, the inference
(MLL-DCLL) comes from a reduction rule for communication, and the derivation
must be of the form
[l0]Q0[s=x];  0!D
(MLL-DCLL)
[l0]x :([l01]    [l0m]y(x)( Q0);  !D
[l]x :([l1]    [ln]y(x)( Q);  !D (MLL-
=:L)
By Lemma 42, it must be that [l]Q= [l0]Q0. Therefore, the derivation can be replaced
by
[l0]Q0[s=x];  0!D
[l]Q[s=x];  0!D (MLL-
=:L)
(MLL-DCLL)
[l]x :([l1]    [ln]y(x)( Q);  !D
Proof of Theorem 30. This follows from Lemmas 35, 36, 38{41 and 43.
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