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Abstract
We investigate the effect of the proportional hazards assumption on prognostic and pre-
dictive models of the survival time of patients suffering from amyotrophic lateral sclerosis
(ALS). We theoretically compare the underlying model formulations of several variants
of survival forests and implementations thereof, including random forests for survival,
conditional inference forests, Ranger, and survival forests with L1 splitting, with two
novel variants, namely distributional and transformation survival forests. Theoretical
considerations explain the low power of log-rank-based splitting in detecting patterns in
non-proportional hazards situations in survival trees and corresponding forests. This lim-
itation can potentially be overcome by the alternative split procedures suggested herein.
We empirically investigated this effect using simulation experiments and a re-analysis of
the PRO-ACT database of ALS survival, giving special emphasis to both prognostic and
predictive models.
Keywords: transformation model, conditional survivor function, conditional hazard function,
survival trees, amyotrophic lateral sclerosis.
1. Introduction
Amyotrophic lateral sclerosis (ALS) is a devastating neurodegenerative disease. The disease
often progresses rapidly and leads to early death for many patients. The identification of
prognostic factors and the subsequent development of prognostic models forecasting disease
progression have long been difficult and vital problems. The availability of such instruments
would, for example, allow the planning of more powerful clinical trials by means of efficient
patient stratification (Chio` et al. 2009). Two approaches have been used in the past, namely
the search for prognostic models for the overall survival time after diagnosis (Kimura et al.
2006; Zoccolella et al. 2008; Fujimura-Kiyono et al. 2011; Beaulieu-Jones et al. 2016; Mandrioli
et al. 2017; Ong et al. 2017; Pfohl et al. 2018, among many others) and the prognosis of a
functional assessment of patients via the ordinal ALS functional rating scale (ALSFRS; Brooks
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2 Survival Forests under Test
et al. 1996) and ALSFRS-R scores (Cedarbaum et al. 1999; Hothorn and Jung 2014; Ku¨ffner
et al. 2015).
Riluzole (Rilutek) is the only approved drug for ALS treatment and potentially prolongs
median survival by a few months. Predictive models, i.e. models describing the differential
treatment effect of Riluzole as a function of patient characteristics, are important for a better
understanding of the mechanisms of Riluzole interaction with the nervous system. To date,
differential treatment effects of Riluzole have been reported in traditional subgroup analyses
(Fang et al. 2018), statistical learning approaches for “automated” subgroup analysis (Seibold
et al. 2016), and estimation of individualized treatment effects (Seibold et al. 2018).
Random forests play an important role in these developments as many researchers have applied
variants of this method for building prognostic (Hothorn and Jung 2014; Beaulieu-Jones et al.
2016; Ong et al. 2017; Pfohl et al. 2018) and predictive models (Seibold et al. 2018). It seems
to be a common belief that survival forest implementations such as random forest for survival
(RF-S, Ishwaran et al. 2008), conditional inference forests (CForest, Hothorn et al. 2004;
Hothorn and Zeileis 2015), and Ranger (Wright and Ziegler 2017) “handle the proportionality
assumption coherently and automatically” (Datema et al. 2012). Similar statements can be
found in virtually every publication advocating the use of survival forests over the application
of traditional Cox proportional hazards modelling.
However, a novel theoretical understanding of random forests as adaptive local maximum-
likelihood estimators (Athey et al. 2018; Hothorn and Zeileis 2017; Schlosser et al. 2018)
highlights that this belief is overoptimistic. In a nutshell, the log-rank splitting (as introduced
by Segal 1988, for survival trees) typically applied in survival forests (Hothorn et al. 2004;
Ishwaran et al. 2008; Wright et al. 2017) poses a challenge for survival trees: the detection of
prognostic effects whose impact on the conditional survivor function is not well described by
a shift on the log-cumulative hazards scale is difficult. Consequently, application of survival
forests still requires careful assessment of the impact of the proportional hazards assumption.
Here, we investigate the impact of potential non-proportional hazards on prognostic and
predictive survival forest models of ALS. We report on the performance of prognostic and
predictive survival models obtained under the classical log-rank splitting as well as on the
performance of three alternative survival forest algorithms, all of which explicitly target the
situation of non-proportional hazards.
We theoretically deconstruct the myth that the proportional hazards assumption is not an
issue in survival forests in Section 2. Using the flexible transformation forests framework
(Hothorn and Zeileis 2017), we design novel split criteria for prognostic and predictive sur-
vival trees, which are powerful in both the proportional and the non-proportional hazards
setting. We compared several variants of survival forests in this class to established sur-
vival forests (RF-S, CForest, Ranger) and to one recent proposal (explicitly targeting the
non-proportional hazards situation using L1 splitting, Moradian et al. 2017) in an artificial
prognostic model setting and then investigated the empirical performance for ALS survival
prognosis. In a second step, we compared predictive survival forest models based on Weibull
models (“distributional survival forests”, DSF, Seibold et al. 2018) with a less restrictive novel
variant of prognostic and predictive survival forests introduced herein (“transformation sur-
vival forests”, TSF), both with respect to predictive ALS models and based on simulations.
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2. Methods
A prognostic model for a survival time T ∈ [0,∞) describes the impact of prognostic variables
X ∈ χ available at time t = 0 on the conditional survivor function 1 − P(T ≤ t | X = x).
Without loss of generality, we can parameterize such a model as
P(T ≤ t |X = x) = 1− exp
(
− exp
(
a(t)>ϑ(x)
))
,
where the log-cumulative hazard function a(t)>ϑ(x) is defined by some basis functions a :
R+ → RP and a conditional parameter function ϑ : χ→ RP . The latter function is typically
estimated based on data from i = 1, . . . , N independent subjects with prognostic variables
xi ∈ χ and either an exact survival time T = ti ∈ [0,∞), a right-censored survival time
T >
¯
ti ∈ [0,∞), a left-censored survival time T < t¯i ∈ [0,∞), or an interval-censored survival
time T ∈ (
¯
ti, t¯i] ⊂ [0,∞) under random censoring and possibly under some form of truncation.
Random forests can be understood as local adaptive likelihood estimators for the conditional
parameter function ϑ(x) for a patient with prognostic or predictive variables x (Athey et al.
2018; Hothorn and Zeileis 2017; Schlosser et al. 2018):
ϑˆN (x) = arg max
ϑ∈RP
N∑
i=1
wi(x)`i(ϑ). (1)
The log-likelihood contribution `i of the ith subject is obtained from the unconditional model
P(T ≤ t) = 1− exp
(
− exp
(
a(t)>ϑ
))
. (2)
Ignoring possible truncation, we obtain the following contributions to the log-likelihood (Hothorn
et al. 2018b):
`i(ϑ) =

a(ti)
>ϑ− exp (a(ti)>ϑ)+ log(a′(ti)>ϑ) T = ti
− exp (a(
¯
ti)
>ϑ
)
T >
¯
ti
log
(
1− exp (− exp (a(t¯i)>ϑ))) T < t¯i
log
(
exp
(− exp (a(
¯
ti)
>ϑ
))− exp (− exp (a(t¯i)>ϑ))) T ∈ (
¯
ti, t¯i].
For an exact survival time ti, a
′ are the derivatives of the basis functions a. In (1), nearest-
neighbor weights wi(x) are obtained from a survival forest. The weight wi(x) is large, and
thus the ith observation influences ϑˆN (x) when x is similar to xi. Roughly speaking, this
similarity is measured by the number of times x and xi end up in the same terminal node
of the trees constituting the forest. The weight is close to zero when x and xi are elements
of distinct terminal nodes for most trees in the forest. This aggregation scheme has been
around for some time (Hothorn et al. 2004; Meinshausen 2006; Lin and Jeon 2006) but only
recently led to a more general understanding of random forests (Athey et al. 2018; Hothorn and
Zeileis 2017). Although it seems that the nearest-neighbor weights wi, and thus the underlying
survival forest, are not linked to the log-likelihood function `i in (1), good performance can be
achieved by implementing split statistics that are sensitive to changes in the model parameters
ϑ (Athey et al. 2018; Hothorn and Zeileis 2017; Schlosser et al. 2018).
Forests of trees based on log-rank splitting (RF-S, CForest, Ranger) search for splits by
maximizing a two-sample log-rank test statistic over certain binary splits in the prognostic
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variables. The corresponding log-rank scores are equivalent to the score contributions of an
intercept α in the model
P(T ≤ t) = 1− exp
(
− exp
(
a(t)>ϑ+ α
))
, α = 0 (3)
with corresponding log-likelihood contributions `i(ϑ, α). The scores
sαi (ϑ) =
∂`i(ϑ, α)
∂α
∣∣∣∣
α=0
∈ R
are called log-rank scores (technically, the term is used when only a non-parametric form
of the log-cumulative baseline hazard a(t)>ϑ is employed) and are powerful in detecting
proportional hazards deviations from model (3) of the form α(x) 6= α = 0. The scores do
not carry much information in a non-proportional hazards setting, and thus the split statistic
used in RF-S, CForest, or Ranger is not very powerful in detecting potential splits in this
situation. Analytic formulae for sαi and the more complex scores below have been published
elsewhere (Hothorn et al. 2018b).
Based on model (2), we can construct split statistics that are sensitive also in the non-
proportional hazards setting, that is, to deviations from the unconditional model of the form
ϑ(x) 6= ϑ = const. The corresponding scores are
si(ϑ) =
∂`i(ϑ)
∂ϑ
∈ RP
and appropriate test statistics are defined (Hothorn and Zeileis 2017). Trees based on these
novel split statistics are now designed to detect changes in the conditional survivor function
that are not well described under the proportional hazards model (3).
An additional advantage of the model-based view on survival forests discussed here is the
possibility of enriching models (2) or (3) with additional parameters. Predictive models
feature an additional treatment effect parameter β that captures changes in the conditional
survivor function induced by a specific treatment (r = 0 for placebo and r = 1 for Riluzole
treatment in our case). In the simplest situation, the model
P(T ≤ t | treatment = r) = 1− exp
(
− exp
(
a(t)>ϑ+ α+ β1(r = 1)
))
, α = 0
leads to the bivariate score contributions
sαi (ϑ, β) =
∂`i(ϑ, α, β)
∂(α, β)>
∣∣∣∣
α=0
= sαi (ϑ)(1,1(r = 1)) ∈ R2.
Split statistics based on these scores have power against deviations of the form α(x) 6= α = 0
and β(x) 6= β = const, i.e. in the proportional hazards setting.
Following the same reasoning as for prognostic models, we can relax the proportional hazards
assumption for the prognostic part, predictive part, or both parts of the model. The model
P(T ≤ t | treatment = r) = 1− exp
(
− exp
(
a(t)>ϑ+ β1(r = 1)
))
allows non-proportional effects for the prognostic part ϑ(x) but still assumes differential
treatment effects β(x) as additive effects on the scale of the log-cumulative hazard function.
The corresponding scores
si(ϑ, β) =
∂`i(ϑ, β)
∂(ϑ>, β)>
∈ RP+1
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can thus be used to define corresponding split statistics. If non-proportional predictive effects
are of special interest, the model
P(T ≤ t | treatment = r) = 1− exp
(
− exp
(
a(t)>ϑ+ a(t)>ϑtr1(r = 1)
))
(4)
defines time-varying (and thus non-proportional) differential treatment effects a(t)>ϑtr(x)
with scores
si(ϑ,ϑtr) =
∂`i(ϑ,ϑtr)
∂(ϑ>,ϑ>tr)>
∈ R2P .
The primary aim of this study is to compare survival forests based on log-rank scores to
survival forests based on the novel general scores in the prognostic and predictive settings.
Because a meaningful forest log-likelihood was defined for the survial setting herein, the
performance of survival forests can be evaluated by means of the out-of-sample log-likelihood
defined by the log-likelihood contributions `ı of validation subjects ı = 1, . . . , N˜ :
N˜∑
ı=1
`ı(ϑˆN (xı)).
This performance measure allows us to compare the impact of the choice of the split statistic
without taking into account the different aggregation schemes used in different implemen-
tations of survival forests. Only the nearest neighbor weights wi are computed differently
by the different survival forest algorithms. The same aggregation scheme (1) based on the
log-likelihood contributions `i obtained from (2) for prognostic models and from (4) for pre-
dictive models is used for all types of survival forests hereafter. As an additional feature of
our model-based approach to survival forests, the negative log-likelihood also defines a risk
function for a novel permutation-based variable importance applicable to the survival setting.
In addition to different split statistics, different model parameterizations have been suggested
in the past. RF-S, CForest, and Ranger are based on non-parametric (NP) basis functions
aNP(t)
>ϑ that assign one parameter to each observed event time. In this case, ϑˆ is never ex-
plicitly computed; instead, the non-parametric maximum-likelihood estimator for the uncon-
ditional survivor function (SˆN , for example, Kaplan-Meier or Breslow) is used: aNP(t)
>ϑˆ =
cloglog(1 − SˆN (t)), where cloglog is the complementary log-log function. In a parametric
setting, Weibull (W) models with basis functions aW(t) = (1, log(t)) were studied (Seibold
et al. 2018). The corresponding log-cumulative hazard function a(t)>ϑ = ϑ1 + ϑ2 log(t) with
ϑ = (ϑ1, ϑ2)
> features one intercept parameter ϑ1 and an accelerator ϑ2 > 0. As a compro-
mise between the strict parametric setting and the non-parametric setting, the application
of Bernstein polynomials (Bs) has been suggested (McLain and Ghosh 2013; Hothorn et al.
2018b). Here, we suggest to use the basis functions a(t) = aBs(log(t)) (Bernstein polynomial
of order P − 1 after log-transformation) under the constraint that the log-cumulative hazard
function aBs(log(t))
>ϑ is non-decreasing (this constraint can be implemented as a linear con-
straint on the parameters ϑ = (ϑ1, . . . , ϑP )
> ∈ RP , Hothorn et al. 2018b). This choice allows
simple evaluation of the log-likelihood contributions `i while being sufficiently flexible.
An overview of the different models and their parameterizations is given in Table 1. We refer to
forests using log-rank splitting without specifying the baseline hazard function (NP(α), third
column in Table 1) as “survival forests”, models based on a conditional Weibull distribution
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Table 1: Model Parameterizations. Overview of prognostic (without treatment effect) and
predictive (with treatment effect) models and corresponding scores defining split statistics in
survival trees. Each cell contains a label for the combination of basis functions (columns)
and scores (rows). References to publications suggesting these models are given when appli-
cable; cells without citation correspond to novel developments. The parameter α indicates
a prognostic effect under proportional hazards, and β describes a predictive treatment effect
in the same situation. Under non-proportional hazards, prognostic effects are denoted by ϑ
and predictive (treatment) effects are denoted by ϑtr. ∅ refers to computationally infeasible
combinations. NP(α, β) is conceptually computable but currently not implemented.
aW aBs aNP
P
ro
gn
o
st
ic s
α
i (ϑ) W(α) Bs(α) NP(α)
(Hothorn et al. 2004;
Ishwaran et al. 2008;
Wright et al. 2017)
si(ϑ) W(ϑ)
(Seibold et al. 2018;
Schlosser et al. 2018)
Bs(ϑ) ∅
P
re
d
ic
ti
ve
sαi (ϑ, β) W(α, β) Bs(α, β) NP(α, β)
si(ϑ, β) W(ϑ, β)
(Seibold et al. 2018)
Bs(ϑ, β) ∅
si(ϑ,ϑtr) W(ϑ,ϑtr) Bs(ϑ,ϑtr) ∅
(first column in Table 1) as “distributional survival forests” (DSF), and models based on
a more general parameterization via Bernstein polynomials (second column in Table 1) as
“transformation survival forests” (TSF).
The recently proposed L1-splitting survival forests (Moradian et al. 2017) implement splits
maximising the integrated absolute difference between two survival functions, where the cor-
responding groups are defined by a potential binary split. The method does not fit into the
theoretical framework discussed here but was designed to deal with non-proportional hazards
and thus we compare it empirically to the remaining forest variants in the next Section.
3. Empirical Evaluation
Survival forests (RF-S, CForest, Ranger), L1-splitting survival forests, distributional survival
forests, and transformation survival forests were evaluated empirically in both the prognos-
tic and predictive setting assuming a conditional Weibull data-generating process. In the
prognostic setting, we were interested in a comparison of these random forest variants under
proportional hazards and under lack of proportionality of the hazard functions in assessing
the following hypotheses: (1) Weibull distributional survival forests exactly matching the
data-generating process outperform all other methods. (2) All methods perform similarly un-
der proportional hazards. (3) Methods employing more general split statistics than log-rank
statistics (L1, DSF W(ϑ), TSF Bs(ϑ)) perform better than log-rank-based forests (RF-S,
CForest, Ranger, DSF W(α), TFS Bs(α)) under non-proportional hazards. Furthermore, we
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were interested in quantifying the loss induced by using a too flexible baseline hazard func-
tion (e.g. two parameters in ϑ1 + ϑ2 log(t) versus P = 6 parameters in aBs(log(t))
>ϑ) when
comparing distributional survival forests to transformation survival forests. In the predictive
setting, we compared the two methods that are able to incorporate differential treatment ef-
fects, namely distributional survival forests and transformation survival forests. In this case,
we were interested in the loss associated with a too simple or too complex choice of the model
defining the split statistics.
3.1. Weibull Data-generating Processes
In both the prognostic and predictive setting, we simulated survival times T from a Weibull
distribution with the conditional distribution function
P(T ≤ t |X = x, treatment = r) = 1− exp(− exp(ξ(x, r) log(t) + α(x, r))),
which features conditional parameter functions ξ (scale term) and α (shift term) as functions
of prognostic variables x (in the prognostic setting, here r ≡ 0) or predictive and prognostic
variables x under treatment r (in the predictive setting). For ξ(x, r) ≡ 1 and α(x, r) ≡ 0,
we have T | X = x ∼ W(1, 1). When ξ(x, r) ≡ 1, the log-hazard ratio is α(x, r). Non-
proportional hazards can be obtained when ξ(x, r) 6= 1. Because we were not interested
in studying the impact of potential censoring (all forests studied here are at least able to
deal with random right-censoring), we evaluated all models with respect to the out-of-sample
log-likelihood difference `(ϑˆN )− `(ξ, α) of the out-of-sample log-likelihood
`(ϑˆN ) =
N˜∑
ı=1
`ı(ϑˆN (xı), ϑˆtr,N (xı))
and the log-likelihood evaluated at the true parameters ξ and α:
`(ξ, α) =
N˜∑
ı=1
ξ(xı, rı) log(tı) + α(xı, rı)− exp
(
ξ(xı, rı) log(tı) + α(xı, rı)
)
+ log
(
ξ(xı, rı)
)
+ log
(
t−1ı
)
for N˜ validation samples (tı,xı, rı), ı = 1, . . . , N˜ .
Shift and scale conditional parameter functions (α and ξ) were modelled using the function
(Friedman 1991)
F(x1, x2, x3, x4, x5) = 10 sin(pix1x2) + 20(x3 − .5)2 + 10x4 + 5x5.
The output of F was scaled to the [−1.5, 1.5] interval, denoted below as F?. This choice
restricted hazard ratios exp(α(x, r)) = exp(F?) to values between exp(−1.5) and exp(1.5).
In the prognostic setting, we have α(x, r) = α(x) and ξ(x, r) = ξ(x). Four types of effects
were simulated for low- and high-dimensional data: No effect (“No”; ξ(x) ≡ 1 and α(x) ≡ 0),
proportional hazards effect (“PH”; ξ(x) ≡ 1 and α(x) 6= 0), non-proportional hazards effect
(“Non-PH”; ξ(x) 6= 1 and α(x) ≡ 0), and a combination of PH and non-PH (“Combined”;
ξ(x) 6= 1 and α(x) 6= 0). The effects were defined as follows:
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α(x) ξ(x)
No 0 1
PH F?(x1, . . . , x5) 1
Non-PH 0 exp
(
F?(x6, . . . , x10)
)
Combined F?(x1, . . . , x5) exp
(
F?(x6, . . . , x10)
)
Low-dimensional prognostic variables were modelled with J = 15 independent uniform vari-
ables (10 prognostic variables and 5 additional noise variables), i.e. X = (X1, . . . XJ), Xj ∼
U [0, 1], j = 1, . . . , J . High-dimensional prognostic variables were modelled in the same man-
ner, but with J = 60 independent uniform variables (10 prognostic variables and 50 additional
noise variables).
For the predictive setting, we used the same effect function F? for prognostic and predictive
effects, but with non-overlapping prognostic variables x1, . . . , x5, x11, . . . , x15 and predictive
variables x6, . . . , x10, x16, . . . , x20:
α(x, r) ξ(x, r)
PH F?(x1, . . . , x5)+
F?(x6, . . . , x10)1{r = 1}
1
Non-PH 0 exp
(
F?(x11, . . . , x15)+
F?(x16, . . . , x20)1{r = 1}
)
Combined F?(x1, . . . , x5)+
F?(x6, . . . , x10)1{r = 1}
exp
(
F?(x11, . . . , x15)+
F?(x16, . . . , x20)1{r = 1}
)
Low-dimensional prognostic and predictive variables were based on J = 25 independent uni-
form variables (20 informative variables and 5 noise variables). For the high-dimensional
setting, we used J = 70 independent uniform variables (20 informative variables and 50 noise
variables).
3.2. Prognostic Models
We compared the seven prognostic models from the prognostic part of Table 1 and, in addition,
survival forests based on L1 splitting (Moradian et al. 2017). For all competitors except
Ranger, a common set of parameters was specified: 250 trees of maximal depth 10 and
not less than 20 observations in a terminal node. For low-dimensional data, all J variables
were used for splitting in a non-terminal node (i.e. bagging was applied), while for high-
dimensional data, only a random subset (
√
J) of the variables was considered. Large trees
meeting these restrictions were grown without any form of early stopping. Furthermore, all
forests except Ranger were grown based on the same sub-samples of the original observations.
Transformation survival forests TSF Bs(α) and TSF Bs(ϑ) applied Bernstein basis functions
of order five to log-transformed survival times. The current Ranger implementation does not
allow sub-samples and a maximum tree depth to be specified. Therefore, we approximated the
above parameter settings by restricting the size of a terminal node to a number of observations
computed as the maximum of 20 and the size of the learning sample divided by 210. We
repeated each of the eight simulation scenarios (four effect types in low and high dimensions)
100 times with learning and validation samples of size N = 250 and N˜ = 500, respectively.
The distribution of the out-of-sample log-likelihood differences `(ϑˆN )− `(ξ, α) are presented
in Figure 1. In the absence of any effect (first row of Figure 1), roughly the same degree of
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Figure 1: Prognostic data-generating process. Performance of competitors (random survival
forest, RF-S; Ranger; conditional inference forests, CForest; L1 survival forests; transforma-
tion survival forests, TSF; and distributional survival forests, DSF; see Table 1) assessed by the
difference between the out-of-sample log-likelihood of the competitor and the log-likelihood
of the true generating process. Larger values of the difference are preferable. Eight scenarios,
i.e. low- and high- dimensional prognostic variables for absent (No), proportional hazards
(PH), non-proportional hazards (Non-PH), or a combination of PH and Non-PH (Combined)
effects with 100 repetitions each were simulated. Values smaller than −250 are not shown.
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overfitting was observed for all competitors except RF-S and L1. The latter two procedures
exhibited a more pronounced overfitting. In the presence of a sole proportional hazards effect
(second row of Figure 1), all competitors showed roughly the same performance. Regardless
of whether the classical log-rank scores (based on the non-parametric basis functions aNP)
or scores obtained from (3) featuring log-linear (DSF) or Bernstein (TSF) basis functions
were applied, the log-likelihood difference did not seem to be affected. The loss induced by a
too rich parameterization (W(α) vs. W(ϑ) and Bs(α) vs. Bs(ϑ)) was negligible. In the non-
proportional hazard setting (third row of Figure 1), the distributional survival forest splitting
in both the scale and shift parameters ϑ = (ϑ1, ϑ2)
> clearly outperformed all competitors
except for the transformation survival forests that split in ϑ ∈ R6. As expected, L1 forests
were also able to pick-up this non-proportional signal, but to a lesser degree. All proce-
dures employing log-rank splitting assuming proportional hazards performed similarly. The
same conclusions could be drawn for the combined proportional and non-proportional effects
setting, but the performance boost induced by the novel split criteria was less pronounced.
The presence of 50 variables in the high-dimensional setting only marginally affected the
performance of all methods tested.
3.3. Predictive Models
We compared the performance of the novel transformation survival trees in the presence of
a predictive effect to the performance of Weibull distributional survival trees (Seibold et al.
2018), i.e. the six predictive models from the first two columns of Table 1 were compared. The
same parameter settings as described in Section 3.2 were applied. In addition, subsamples
were stratified with respect to treatment assignment. We again compared the out-of-sample
log-likelihood difference in the six scenarios (three effect types in low and high dimensions)
for 100 learning and validation samples of size N = 250 and N˜ = 500, respectively (Figure
2).
As expected, we found no differential performance in the proportional hazards setting (first
row of Figure 2). Forests employing a split criterion sensitive to non-proportional effects
performed better in the presence of a non-constant scale effect ξ (second row of Figure 2).
To a somewhat lesser extent, the same effect was observed when both proportional and non-
proportional prognostic and predictive effects were simulated (third row of Figure 2). The
impact of additional noise variables was only marginal.
4. Amyotrophic Lateral Sclerosis Survival
The Pooled Resource Open-Access ALS Clinical Trials (PRO-ACT, https://nctu.partners.
org/ProACT) database contains longitudinal data of ALS patients who participated in one of
16 phase II and III trials and one observational study. This project was initiated by the non-
profit organization Prize4Life (http://www.prize4life.org/) to increase knowledge about
ALS (Ku¨ffner et al. 2015). The database contains information on a broad variety of patient
characteristics, such as vital signs, the patient’s and family’s history, and treatment informa-
tion. Identification criteria, such as study centers, are not included in the database. From
the PRO-ACT database, we generated a data set of N = 3306 observations containing sur-
vival time and censoring information as well as baseline patient characteristics. Because not
all procedures are able to deal with missing values in prognostic or predictive variables, a
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Figure 2: Predictive data-generating process. Performance of the predictive competitors
distributional survival forests (DSF) and transformation survival forests (TSF) in the presence
of a simulated predictive effect was measured as the difference between the out-of-sample log-
likelihood of the competitor and the true generating process. Larger values of the difference
are preferable. Six scenarios, i.e. low and high dimensions and proportional hazards (PH),
non-proportional hazards (Non-PH) and a combination of PH and non-PH effects (Combined)
with 100 repetitions were simulated.
complete case analysis was performed. A more detailed description of the final data set of
N = 2711 observations and 18 patient characteristics is available elsewhere (Seibold et al.
2018). To estimate the performance of the different procedures on the data set, we generated
100 random splits of the data into learning and validation samples in a 3 : 1 proportion,
keeping the proportions of treated patients and the proportion of patients with right-censored
overall survival time in all learning and validation samples the same as in the initial data set.
All survival forest variants discussed in this paper were applied using the same hyper-parameter
settings as for the simulation study, including the use of bagging (i.e. no random variable se-
lection). The number of randomly selected variables for splitting was set equal to the square
root of the total number of variables. In addition to the out-of-sample log-likelihood of these
competitors, the out-of-sample log-likelihoods of the following linear Weibull and Cox models
12 Survival Forests under Test
Lo
g-
lik
el
ih
oo
d
-1750
-1700
-1650
Co
x()
We
ibu
ll(𝛼
)
Co
x(𝛼
)
RF
-S 
NP
(𝛼)
Ra
ng
er 
NP
(𝛼)
CF
ore
st 
NP
(𝛼)
DS
F W
(𝛼)
TS
F B
s(𝛼
)
DS
F W
(𝛝)
TS
F B
s(𝛝
) L 1
We
ibu
ll(𝛼
, 𝛽)
Co
x(𝛼
, 𝛽)
DS
F W
(𝛼, 
𝛽)
TS
F B
s(𝛼
, 𝛽)
DS
F W
(𝛝, 
𝛽)
TS
F B
s(𝛝
, 𝛽)
DS
F W
(𝛝, 
𝛝 tr)
TS
F B
s(𝛝
, 𝛝 tr
)
Figure 3: ALS survival. Out-of-sample log-likelihood estimation of prognostic and predictive
models for 100 random splits of ALS data into learning and validation samples with pre-
served treatment-censorship proportions. Larger values are preferable. One extreme value
(for Cox(α, β)) is not shown.
is reported:
• Cox(): an unconditional Cox model that ignores patient characteristics,
• Weibull(α): A prognostic Weibull model with proportional hazard exp(x>α),
• Cox(α): a prognostic Cox model with proportional hazard exp(x>α),
• Weibull(α, β): a predictive Weibull model with proportional hazards
exp(x>α+ β1{r = 1}+ x>β1{r = 1}), i.e. , including all treatment interactions,
• Cox(α, β): a predictive Cox model with proportional hazards
exp(x>α+ β1{r = 1}+ x>β1{r = 1}),
where α denotes linear prognostic effects of x and β denotes linear differential predictive
effects of x.
All methods taking patient characteristics into account outperformed the unconditional Cox
model (Figure 3). We conclude that both prognostic and predictive models gain their superior
performance by extracting information on patient’s survival time from the corresponding
patient characteristics. Among the prognostic competitors, the linear Weibull and Cox models
performed better than any of the survival forests except RF-S. Differences were, however,
only marginal. This is a strong indication that neither non-linear interaction effects nor non-
proportional hazard effects were necessary to capture the signal in the data. It is worth
noting that different parameterizations of distributional and transformation survival forests
performed highly similarly.
Predictive models did not noticeably better perform than prognostic models, which con-
firms that the treatment effect is very weak. Linear Weibull and Cox models that included
treatment-covariate interactions performed as well as any of the distributional or transforma-
tion forests. Again, variants of the latter two procedures had only minor differences.
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Prognostic Predictive
Variable Category exp(α) exp(α) exp(β), exp(β)
Treatment Riluzole 1.39 (0.04, 43.58)
Time since onset 1.37 (1.28, 1.47) 1.24 (1.10, 1.39) 1.10 (0.95, 1.28)
Race Asian 1.78 (0.56, 5.62) 1.52 (0.41, 5.61) 1.30 (0.13, 12.58)
African A. 2.48 (1.02, 6.04) 3.10 (0.98, 9.83) 1.46 (0.12, 17.72)
Unknown 0.77 (0.47, 1.26) 1.65 (0.70, 3.90) 0.27 (0.09, 0.79)
Sex Male 0.89 (0.74, 1.07) 1.14 (0.86, 1.51) 0.72 (0.49, 1.05)
Age (in yrs) 0.96 (0.95, 0.96) 0.95 (0.94, 0.96) 1.00 (0.99, 1.02)
Height (in cm) 1.01 (1.00, 1.02) 1.01 (1.00, 1.03) 1.00 (0.98, 1.02)
Atrophy Yes 0.79 (0.50, 1.25) 1.29 (0.59, 2.84) 0.57 (0.21, 1.56)
Cramps Yes 0.52 (0.36, 0.75) 0.61 (0.33, 1.13) 0.81 (0.37, 1.75)
Fasciculations Yes 1.09 (0.68, 1.75) 1.15 (0.54, 2.41) 1.11 (0.40, 3.06)
Gait changes Yes 0.86 (0.45, 1.65) 4.23 (0.57, 31.25) 0.14 (0.02, 1.18)
Other changes Yes 1.22 (0.70, 2.12) 1.47 (0.64, 3.41) 0.96 (0.29, 3.18)
Sensory changes Yes 1.27 (0.65, 2.49) 0.92 (0.39, 2.16) 1.75 (0.46, 6.66)
Speech Yes 0.73 (0.58, 0.90) 0.87 (0.61, 1.23) 0.72 (0.46, 1.14)
Stiffness Yes 1.56 (0.77, 3.15) 2.11 (0.64, 6.94) 0.62 (0.14, 2.73)
Swallowing Yes 0.97 (0.63, 1.51) 1.21 (0.54, 2.72) 0.97 (0.35, 2.67)
Weakness Yes 0.69 (0.58, 0.82) 0.73 (0.53, 1.00) 0.90 (0.61, 1.33)
Family (Older) Yes 1.05 (0.86, 1.27) 0.93 (0.69, 1.26) 1.12 (0.76, 1.65)
Family (Same) Yes 0.93 (0.70, 1.23) 0.98 (0.63, 1.53) 0.90 (0.51, 1.60)
Family (Younger) Yes 1.30 (0.64, 2.62) 1.31 (0.47, 3.69) 0.99 (0.24, 4.14)
Table 2: ALS survival. Estimated hazard ratios and corresponding unadjusted 95% confidence
intervals from prognostic and predictive linear Weibull models learned on the ALS data (N =
2711 observations, 851 of whom died). The reference category for treatment is placebo; that
for race is Caucasian. Time since onset was measured in years, and family history was coded
as three binary variables (older relatives affected by ALS, relatives in the same or younger
generation).
The results of this model evaluation indicate that simple linear prognostic or predictive
Weibull models can be used to adequately describe the impact of patient characteristics on the
survival time. We estimated hazard ratios with unadjusted 95% confidence intervals of prog-
nostic and predictive Weibull models, based on the entire ALS data set of N = 2711 complete
cases (Table 2). In the prognostic model, seven variables strongly affected the outcome (time
since onset, race, age, height, cramps, speech, and weakness). In the predictive model, only
three prognostic variables (time since onset, age, weakness) in the presence of one predictive
contrast (unknown race) affected the outcome. The permutation variable importance, using
the log-likelihood of the corresponding trees as error function, of the prognostic distributional
survival forest W(α) and the predictive distributional survival forests W(α, β) qualitatively
coincided with the findings of the linear Weibull models, i.e. the variables time since onset,
age, height, cramps, speech, and weakness were more important than the remaining variables
in the prognostic model. The variables time since onset, age, and weakness showed up in the
predictive distributional survival forest.
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Figure 4: ALS survival. Likelihood-based permutation variable importance of prognostic (left)
and predictive (right) distributional survival forests DSF W(α) and DFS W(α, β), respectively.
5. Discussion
The authors of the first regression tree method (Morgan and Sonquist 1963), called automated
interaction detection (AID), motivated the need for such a procedure to overcome the limi-
tations of linearity and additivity in linear regression. In the same spirit, modern successors
of AID are commonly understood as representatives of non-parametric regression methods.
With the rise of statistical and machine learning, the superb accuracy of, for example, random
forests (Breiman 2001a) with its poor interpretability on the one hand, and the often poor
accuracy but excellent interpretability of classical linear models on the other hand, motivated
the dichotomous understanding of algorithmic versus parametric modelling cultures (Breiman
2001b).
While assumptions like additivity and linearity could, in fact, be successfully overcome in
the algorithmic modelling culture, other classical assumptions inherent in the parametric
modelling culture did not likewise magically disappear. It was earlier demonstrated (Athey
et al. 2018; Hothorn and Zeileis 2017) that random forests rely on homogeneous residual
variances and, consequently, quantile regression forests (Meinshausen 2006) are unable to
adapt to patterns where only the variance depends on certain explanatory variables. Here,
we used a similar line of argumentation to demonstrate that survival forests, or at least
prominent implementations that rely on trees based on log-rank split statistics for cut-point
estimation, inherit the assumption of proportional hazards from the corresponding Cox model
that defines the associated log-rank score statistics.
From a parametric modelling point of view, model-based transformation survival forests are
Korepanova, Seibold, Steffen & Hothorn 15
fruitful in two ways. First, the underlying Cox models can be extended to allow time-varying
effects. Thus, patterns emerging under non-proportional hazards can be described and, con-
sequently, detected by appropriate score statistics in survival trees and forests. Second, it is
possible to enrich simple prognostic models with treatment effects such that survival trees and
forests for the identification of differential treatment effects can be developed for randomized
clinical trial data.
From a practical point of view, our re-analysis of the PRO-ACT database of ALS patients
demonstrated that neither non-linear, interaction, nor non-proportional hazards effects are
necessary to describe prognostic and predictive models for ALS survival time. Simple linear
Weibull models performed similarly to the most flexible transformation survival forests intro-
duced here. Consequently, we gain simplicity of model interpretation without compromising
model accuracy. Of course, this finding is mostly due to a low signal-to-noise ratio in this
specific long-standing and difficult to address problem.
As a by-product, the novel distributional and transformation survival forests are able to deal
with random left-censoring and interval-censoring as well as left-, right-, and interval trun-
cation (the necessary changes to the likelihood and score functions are explained in Hothorn
et al. 2018b, and are implemented in the trtf package, see next Section). Thus, survival forests
featuring time-varying prognostic variables can be set up using these procedures. The survival
forests discussed here extend currently proposed survival tree methods for interval-censored
data (Fu and Simonoff 2017; Drouin et al. 2017). The former method relies on score statistics
from a Cox model and thus inherits specific power for detecting proportional-hazard-type
signals. The latter maximum margin interval trees employ a specific Hinge loss adapted to
the interval-censored case. The connection of this approach to proportional hazards models
remains to be investigated. As an additional feature, the log-likelihood function associated
with distributional and transformation survival forests allows permutation variable impor-
tance measures to be obtained also in the presence of random censoring and truncation, thus
waiving the need for falling back on general scoring rules, such as the inverse probability of
censoring-weighted Brier score (Graf et al. 1999).
A limitation of our study is the lack of attention paid to the impact caused by the imple-
mentation of different aggregation schemes. Because we were exclusively interested in a fair
comparison of different split statistics, the same aggregation via local adaptive maximum-
likelihood estimation was applied to all types of survival forests studied herein. However,
RF-S, Ranger, and L1 survival forests aggregate by averaging on the cumulative hazard scale
whereas CForest computes nearest-neighbor weighted Kaplan-Meier curves. Future research
shall focus on this additional and important difference that distinguishes the wide range of
survival forests available to practitioners.
Computational Details
All computations were performed using R version 3.5.2 (R Core Team 2018). The code
for data preprocessing of the PRO-ACT data is available in the TH.data add-on package
(Hothorn 2019a). Patient-level data are available to registered users from https://nctu.
partners.org/ProACT. Distributional and transformation survival forests were computed
using the traforest() function from the trtf add-on package (Hothorn 2019b). Random
survival forests were obtained from the randomForestSRC add-on package (Ishwaran and
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Kogalur 2019). The other two survival forests based on log-rank split statistics were CFor-
est (function cforest() from the party add-on package, Hothorn et al. 2018a) and Ranger
(package ranger, Wright et al. 2019). L1 survival forests were computed with a privately
patched version of randomForestsSRC provided to the authors by Professor Denis Laroque,
HEC Montre´al, Canada.
The trtf package was built on top of the infrastructure packages partykit (Hothorn and Zeileis
2015) and mlt (Hothorn 2018). For the empirical evaluation in Section 3, all survival forests
except Ranger were fitted using the same 250 subsamples of size .632N (ranger version 0.11.1
does not allow subsamples to be specified ). Trees were restricted to at least 20 observations
in each terminal node and a maximal tree depth of 10. None of the tree growing algorithms
applied internal prepruning. For the low-dimensional simulations, bagging was applied. In
all other settings and the analysis of the ALS data, a random subset of size
√
J of the
available prognostic or predictive variables was considered for splitting only (mtry parameter).
For transformation survival forests, transformation functions were parameterized in terms
of Bernstein polynomials for log-time of order five. Log-likelihoods were optimized under
monotonicity constraints using a combination of augmented Lagrangian minimization and
spectral projected gradients.
For the curious reader, we provide a small example of how the prognostic transformation
survival forest TSF Bs(ϑ) and the predictive transformation survival forest TSF Bs(ϑ, β) can
be estimated for the publically available German Breast Cancer Study Group-2 data:
### attach data and packages
data("GBSG2", package = "TH.data")
library("survival") # CRAN: survival infrastructure
library("tram") # CRAN: transformation models
library("trtf") # CRAN: transformation trees and forests
set.seed(290875) # make results reproducible
### prognostic model for GBSG2
## fit unconditional Cox model, with in-sample log-likelihood
logLik(m_prog <- Coxph(Surv(time, cens) ~ 1,
data = GBSG2, log_first = TRUE))
## 'log Lik.' -2638.152 (df=7)
## fit TSF(theta)
TSF_prog <- traforest(m_prog, formula = Surv(time, cens) ~ .,
data = GBSG2)
## compute out-of-bag log-likelihood
logLik(TSF_prog, OOB = TRUE)
## 'log Lik.' -2596.698 (df=NA)
### predictive model for GBSG2
## fit conditional Cox model with PH effect of hormonal treatment
logLik(m_pred <- Coxph(Surv(time, cens) ~ horTh,
data = GBSG2, log_first = TRUE))
## 'log Lik.' -2633.649 (df=8)
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## fit TSF(theta, beta)
TSF_pred <- traforest(m_pred,
formula = Surv(time, cens) | horTh ~ .,
data = GBSG2)
## compute out-of-bag log-likelihood
logLik(TSF_pred, OOB = TRUE)
## 'log Lik.' -2601.604 (df=NA)
Corresponding predict() methods allow computation of conditional survivor or hazard functions as
well as differential treatment effects β(x) from the resulting models. Computing the distributional
survival forests only requires that the Coxph() function be replaced with a call to Survreg(). The
code necessary to reproduce the empirical results reported in this paper is available from within R
system.file("survival_forests", package = "trtf")
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