The paper presents a new approach for modeling important geological elements, such as reservoir, trap and source, in a unified statistical model. This joint modeling of these geological variables is useful for reliable prospect evaluation, and provides a framework for consistent decision making under uncertainty. A Bayesian Network, involving different kinds of dependency structures, is used to model the correlation within the various geological elements, and to couple the elements. Based on the constructed network, an optimal sequential exploration strategy is established via dynamic programming. This strategy is useful for selecting the first prospect to explore, and which decisions to make next, depending on the outcome of the first well. A risk neutral decision maker will continue exploring new wells as long as the expected profit is positive.
Introduction
When deciding whether to explore and later to produce hydrocarbons (HC) at a prospect, it is important to consider any kind of information that could help us in make better decisions. When doing this, it is crucial to recognize how prospects are correlated within the same field, and to model this dependence.
Today, more fields are characterized by poor quality of the traditional sources of information, such as seismic surveys. In the basin that we will discuss in this paper, the main problem is the presence of huge salt formations, called diapirs. One believes that these salt domes may hide potential HC traps, but the real presence is difficult to localize and discover, because such salt structures impose seismic shadow zones, where interpretation of reflectors is not possible.
A second distinction this field under our consideration shares with other HC fields nowadays is the presence of several smaller prospects, whose risk evaluation is uncertain. For this reason it gets important to provide alternative risk assessments, that account for all the available geological and geophysical data, and introduce realistic correlation mechanisms among the prospects. Some main ideas in prospect risk evaluation were proposed in Rose (2001) and Suslick and Schiozern (2004) .
The current work borrows the original idea from Martinelli et al. (2011b) , where a Bayesian Network (BN) model was proposed to model geological correlation between prospects. Similar ideas were developed in VanWees et al. (2008) . In Martinelli et al. (2011b) the modeling was inspired by an underlying spatial model and was restricted to a single geological element, the source presence. In the current work we model all the elements contributing to the risk evaluation: source, trap and reservoir. They must all be present to have a producible HC prospect. In the modeling we use geological and geophysical data as covariates, and we rely on expert geological understanding of the basin. Since the case study is anonymized, we do not give references about the geological details. Our BN model is built for this case study, but it could be edited without much work to apply in other geological settings.
The ultimate goal here is to show how a dependent prospect model provides a framework for aggregate decision making. We propose a sequential discrete utility function that incorporates the main costs and revenues that characterize an exploration campaign, and we show how the possible choices evolve with different input scenarios and are strongly dependent. The ideas rely on a Dynamic Programming (DP) formulation of the problem and they have been previously developed in Bickel and Smith (2006) , Bickel et al. (2008) and Martinelli et al. (2011a) . Similar concepts have also been proposed in Cunningham and Begg (2008) and Smith and Thompson (2008) , for determining the best sequential exploration strategy, but not for the current situation with BN models for various geological elements and multiple prospects.
The paper evolves as follows: in Section 2 we describe the main geological features of the basin, in Section 3 we present the main ideas behind the BN model that we use for modeling prospect dependencies, in Section 4 we describe the DP procedure for optimal sequential exploration, and finally in Section 5 we show and discuss the main results.
The geology of the basin
The basin that we use throughout this case study is a late Paleozoic intra-continental syn-rift salt basin, characterized by a number of salt diapirs and pillow-like salt structures. Evaporites could represent the lower part of these salt structures; they have been deposited in different periods of time on an area larger than the present basin.
Several episodes of salt reactivation causing a pronounced subsidence of the sediments, have been postulated from Jurassic to recent time, with a major episode occurring in the Tertiary. Salt movements have been explained as a consequence of buoyancy and density contrast, or of tectonic forces. The basin was subsequently uplifted and deeply eroded in Pliocene-Pleistocene era.
Two possible source rocks have been identified in the basin. The first one is partially immature, but it is believed that at least the most organic-rich shales are able to generate and expel liquid HC. The second formation is generally mud-rich and mature to overmature. The most prolific reservoir intervals come from late Triassic to upper Jurassic, with porosities up to 35 % and good permeabilities.
For the basin we consider, exploration started in the 1980s, but only few exploration wells have been drilled so far. The petroleum system has already proven to be in place, after drilling two preliminary exploratory wells nearby. The first well found just salt, entering the bulk of one of the domes, while the second one reached a sandstone reservoir and proved the presence of oil and gas. It is important to notice that for the particular feature of this field and for its remote location, just the presence of oil justifies a possible future development of the field, while the presence of gas alone would not be sufficient to recommend the development. Gas is known to be present in the entire area, and the estimated amount in each of the 5 potential prospect will be given in Section 4.2 .
From SW to NE, the five potential prospects are identified by the first five letters of the latin alphabet, A, B, C, D and E. There are other minor areas of interest outside the main field, where the presence of gas has been proven, but we will not consider these areas here.
Several stratigraphic analyses, basin models and seismic interpretations have helped in understanding the geological history of the area. They further provide useful inputs for quantitative evaluation of the probabilities for the key geological elements to be in place. These key elements can be local factors or share interesting patterns worth accounting for.
We list here the main elements that emerge from the analysis. For each element, we consider how it correlates between prospects.
• Trap geometry (TG): the correct identification of the trap geometry is a key element for understanding the history of the petroleum accumulation through geological time. It is important to consider that after periods of deposition and uplifting, in late Pliocene/Pleistocene the area underwent a number of periods of glaciations with consequent extensive erosion. This removed a number of previous strata, leaving the area around the diapirs heavily tilted and truncated, and therefore difficult to reconstruct precisely. In spite of a common depositional environment and formation mechanism for all the diapirs, this factor is extremely local.
• Trap seal (TS): the sealing mechanism may be represented by the diapir itself that acts as a stratigraphic trap, or by another shaly cap rock. A minor correlation effect is considered for this element.
• Reservoir presence (RP): the presence of an effective reservoir can be seen through seismic surveys. The depositional environment is believed to be common for the whole area, and it is a shallow marine / estuary environment, characterized by good sorting and high porosities. The actual depth (and therefore the main properties) of the reservoir varies in the basin, but the common elements should be taken into account. Most reservoirs are sandstone deposited in the Carnian age (upper Triassic).
• Producibility (PR): the effective potential of the field, in terms of HC quantity that can be extracted, is related to some properties of the reservoir rock like porosity and permeability. The porosity of the sandstone is enhanced and preserved by the presence of chlorite, that guarantees levels of porosity higher than 20% in the whole field. The AVO anomalies show a spatial trend with a maximum between prospects C and D.
• Source presence (SP): the presence of the source rock and its timing relative to the other petroleum system elements is important. It is well known that the main source rock in the basin is the Triassic to Late Jurassic Formation, but it is undecided whether the trap formation happened before or after the complete maturation of this source rock. Geologists assume that the ratio between the drainage area and diapir area is a good predictor for this element.
• Source migration (SM): the local migration from the source rock to the reservoir rock is mainly vertical. Therefore it is a local element, with scarce correlation.
• Source abundance (SA): this element discriminates between a geological discovery and a commercial discovery. As for the producibility, this SA element is connected with the AVO anomalies, that show a clear spatial dependency pattern.
We are interested in distinguishing between situations where the trap is filled to spill, and situations where the trap mechanism is in place, while the source have generated just a part of the possible HC. It is useful here to define Geological and Commercial aspect: both the situations described above show that the geological elements needed for HC generation are in place, but only the first one has immediate commercial impact. For this reason we have introduced a non-physical element in the list above, namely the SA feature, that controls the transition between Geological and Commercial probability of discovery.
As we can see from this analysis, a very important element that is undecided in the evaluation of this field is the timing effect: if the deposition of all the characteristic elements has not occurred in the right order, a premature leaking of the HC could happen.
We show the marginal probability of the different elements in Table 1 . These numbers come from a previously done prospect evaluation of the risk connected to different geological elements, conducted through the commercial software GeoX R .
In the current work we integrate specific prospect dependencies to provide a better joint model for the basin. A brief explanation of the risk evaluation connected to the different prospects in the basin is given here. Prospect D consists of three smaller diapirs within one closure. Two of the diapirs are connected through a faulted ridge. The Carnian reservoir sandstone is not at any risk of reaching seafloor in these diapirs, and the top of the structures seem quite undisturbed (limited faulting). Prospect D has a fairly sized drainage area for HC and a high volume estimated from seismic data. In prospects B and C, seismic data have revealed heavy faulting caused by the diapir(s), resulting in a high risk of failure due to trap geometry and seal. Prospect E is believed to be potentially the second best reservoir in the area, in terms of probability of discovery.
Prospects
The Drainage Areas of the five prospects under consideration, the areas of the prospect itself, and the AVO class 4 anomalies are shown in Table 2 
Modeling with Bayesian networks
The conditional modeling framework used in a BN assigns relationships between variables at the local level. It is helpful to view the dependence structure by graphical representations. The BN model consists of nodes representing random variables and edges indicating the interaction between node variables. In our case the node variable have a geological interpretation, related to prospects. In the models we consider here we use directed edges between nodes, and the resulting graph is known as a directed acyclic graph (DAG).The conditional independence structure imposed by edges simplifies the model specification and introduces sparseness or parsimony Lauritzen and Spiegelhalter (1988) .
The joint model for a DAG is defined by the marginal distributions for the parent nodes and the conditional probabilities for the children. The joint model for variables (x 1 , . . . , x n ) is then
where x pa i denotes the variables at the parent nodes of node i, and this parent set is empty for the top nodes of the DAG. The full conditional distribution of x i , given the outcomes at all other nodes, x −i = (x 1 , . . . , x i−1 , x i+1 , . . . , x n ), only depends on the children, the parents, and the other parents of its children. This is formalized through the notion of cliques, see Cowell et al. (2007) , and utilized in the computation of DAGs. The updating of node probabilities relies on the concepts of marginalization and the use of conditional independence structure. For large scale networks it is useful to incorporate a number of computational tricks, and this can be effectively done through existing software. In our implementation we use the Bayes Net Toolbox (BNT) package, see Murphy (2001) .
3.1 A motivating example with two prospects We will start by an illustrative BN example (Figure 1 ) with three nodes. Nodes 2 and 3 are prospects where we consider oil exploration. Node 1 represents a geological feature, which we cannot observe directly, but the edges going from 1 to 2 and 3 mimic a causal geological mechanism. Note that the two prospects will be dependent, but given the outcome of node 1, they are independent since there is no direct edge between node 2 and 3. With binary variables x i ∈ {0, 1}, i = 1, 2, 3, where x i = 0 corresponds to failure (no HC), while x i = 1 is a success (HC presence), the model is completely specified by assigning p(
for all outcomes at the three nodes.
The marginal probabilities of success at prospects 2 and 3 are obtained by summing over all states in node 1:
We will next discuss a special case with p(x 2 = 1|x 1 = 0) = p(x 3 = 1|x 1 = 0) = 0, i.e. a success cannot happen at leaf nodes when the parent node is a failure. This gives a simple interpretation of the BN probabilities. The geological mechanism prevents HC to enter node 2 and 3, when the parent node is dry. The opposite can occur, and this is referred to as a local failure probability: p(x 2 = 0|x 1 = 1) = 1 − p 2 and p(x 3 = 0|x 1 = 1) = 1 − p 3 . We set p(x 1 = 1) = p 1 . The marginal probabilities at prospects become p(x 2 = 1) = p 2 p 1 and p(x 3 = 1) = p 3 p 1 . We will briefly show the concept of evidence propagation for BNs by evaluating the effect of drilling at node 2. This is useful in prospect evaluation, and illustrates an important feature of BN models. When drilling at node 2 we of course hope to discover HC, and start exploiting this resource. At the same time the evidence we obtain by drilling is valuable for learning what chances we have of finding HC at the other prospect, since the two are dependent through the common parent node 1. Assume we drill at node 2 and discover hydrocarbons (x 2 = 1). This entails that x 1 = 1, because otherwise the prospect could not have contained HC. Then, the conditional probability at node 3 is p(x 3 = 1|x 2 = 1) = p(x 3 = 1|x 1 = 1) = p 3 . This is a 1/p 1 -times increase in probability compared with the marginal above.
The situation with a failure when exploring node 2 is a little harder, because this can happen for node 1 HC or not. We have to marginalize over both these events for the top node:
where the latter term must be calculated by Bayes rule:
In summary we get:
where the numerator can be interpreted as HC at node 1, a failure of node 2, and HC at node 3. The denominator is the marginal probability of no HC at node 2. Assuming p 1 = 0.2, p 2 = 0.5, p 3 = 0.9, we get a marginal of p(x 3 = 1) = 0.18, and the conditionals depending on the evidence at node 2 are p(x 3 = 1|x 2 = 1) = 0.9 and p(x 3 = 1|x 2 = 0) = 0.1. Consider instead drilling in node 3, and study how this influences the probability of HC in the other prospect. The marginal p(x 2 = 1) = 0.1, while the conditionals are p(x 2 = 1|x 3 = 1) = 0.5 and p(x 2 = 1|x 3 = 0) = 0.012. Since p 3 > p 2 , a failure in node 3 indicates with more certainty that node 1 is a failure.
We return to this illustrative 3-node DAG when we discuss exploration strategies below.
3.2 The Bayesian Network representation of the basin We propose different network structures for the components of the petroleum system. With these models we describe different kinds of dependence for various building blocks (sub-networks) of the large BN:
• Independent: Some features are essentially independent, therefore there is no point in linking different nodes. See Figure 2 (left). We propose this structure for the TG and SM. • Common parent counting network: Some features show a 'common cause' structure, i.e. they are affected by the presence of a common element, as we can see in Figure 2 (center). We consider a common parent with multiple states. In this way, the more positive answers we get from the children, the more likely to get a success in the other nodes. The physical reasoning in this case is that we are trying to model a phenomenon whose success rate is uncertain, and the more evidence we collect, the more certain this rate becomes. We propose this structure for the TS, RP and SA.
• Multi-Level network: Some features may depend on other causal geological mechanisms. We model this phenomenon by grouping children node to a few parent nodes. The resulting graph is shown in Figure 2 (right). This network introduces asymmetry in the correlation structure. It works in the following way: an observation in a node belonging the second level (D or E) affects the upper level (A, B or C) in the very same way as an observation coming from the first level itself. This effect does not work in the other direction, since the propagation from L1 to L2 can fail. We propose this structure for the PR and the SP.
Parameter setting
The probabilities associated with the edges of a BN can be summarized by a conditional probability table (CPT) having the parent node outcomes as rows and the children node outcome in the columns. We next discuss our CPT modeling assumptions about the different networks.
• Independent network: Here there are no edges, and we just fix the marginals equal to the values provided by GeoX.
• Counting network: When the parent node has 4 states, we have potentially to fix 4*5 + (4-1) = 23 parameters. In order to reduce the number of free parameters, we propose a simple parametrization with fixed prior parameters p(PN = 0) = α 0 , . . . , p(PN = 3) = α 3 for the parent node, and conditional parameters β 0 , . . . , β 3 related to the success at the child nodes. To ensure ∑ i α i = 1, and fulfill the required marginals p i in each of the i = 1, . . . , 5 children nodes, we need that α T β > max i p i . In this way we can compute the marginal success parameters m i = p i /(α T β), and finally write the CPT as in Table 3 .
Our geological understanding of the process leads us to the conclusion that our confidence in the presence/absence of this structure is increased/decreased when new evidence appear, and that all the prospects have an equal importance in contributing to this process.
• Multilevel network: Here we relate the geological feature of interest with a covariate that is correlated with our feature. We group the levels of this covariate in two or more Level Nodes (L 1 , L 2 , . . . ), whose CPT is of the kind specified in Table 4 :
Likewise, for the Children Nodes C i , we have the CPT in Table 5 . We have now to set 5+2=7 parameters. We fix first α (P(L 1 ) = 1) and γ 1 (P(L 2 = 1|L 1 = 1)), and then we set the five β i values to match the marginals in the following way: β i = p i /α if node i belongs to the first level, or β i = p i /(αγ 1 ) if node i belongs to the second level. We choose multi level networks for modeling variables that have a clear trend, such as SP and PR. In the first case we select 3 classes, in accordance with the drainage area ratio discussed above. In the second case we select two classes, based on the AVO anomalies described in Table 2 .
The resulting network is presented in Figure 3 . Here, we can see on the top part the two subnetworks for RP and PR, on the left the Trap (TR) subnetwork, made by TS and TG, on the bottom the Source (SO) subnetwork, made by SP and SM, and on the right the SA subnetwork.
The different subnetworks are then linked together through the bottom nodes A, B, C, D and E. The bottom nodes are not binary as all the other nodes of the network, but they have three states, namely dry, partial oil and commercial oil. The positive/negative outcome of the SA nodes controls this partition.
Since the basic assumption of the model is the independence of the subnetworks, the CPT of one of the bottom nodes, say A, given its parents, is a simple table structured in the following way: the probability of the states partial oil and commercial oil are non zero only when all the parents SO, TR, RP and PR are 1 and the final parent SA is 0 or 1 respectively. This means that unless all the major factors are 1, there is no possibility of a geological or commercial discovery, but it is of course possible that the results of an exploration are not limited to a dry/oil observation. In the next section we will discuss the different observables, i.e the possible outcomes of an exploration well, and how the network that we have built is updated as a consequence of such observables.
Illustration of evidence propagation
The sample space refers to the possible observables or evidences that we can collect from drilling one (or more) exploration wells. The outcome is informative of HC or not at the bottom level (A, B, C, D and E), but it also provides information about the source, trap or reservoir, since the presence or absence of some parameters may be hidden by the absence of other parameters. We classify six types of possible evidence, spanning the whole sample space:
1. We get a positive (oil) evidence in the bottom node; in this case all the variables are in place, and we can consequently update all its parents. An example is given in Figure 4 (left).
2. We get a partially positive (oil) evidence; in this case all the variables are in place, but a study of the well log reveals that the formation is not filled to spill, i.e. lacking confidence of a commercial exploitation. In this case we update positively all the parent nodes, except the SA node. An example is given in Figure 4 (right).
3. We get a negative (dry) evidence and we observe no reservoir. I.e. from the well log there is no evidence of a layer that works as reservoir. In this case we assign a 0 evidence to the corresponding RP node, while we cannot say anything about the source and trap. An example is given in Figure 5 (left).
4. We get a negative (dry) evidence, and we observe a reservoir, but no traces of HC in the log. Here, we are in the situation where we can make the hypothesis that there is a failure in the source: this failure can be due to SP or SM. In this case we assign a 1 evidence to the RP node, a 0 to the SO node, while we cannot say anything about the trap. An example is given in figure 5 (right). 5. We get a negative (dry) evidence, and we observe a reservoir and traces of HC in the log. Here, we conclude that the weak link is the trap. Possibly, there was HC that remained trapped for some time and then leaked out completely. Therefore we assign 1 to both RP and SO nodes and 0 to TR node.
6. We get a negative evidence, where all the critical factors seem to be in place. However,there is failure in the PR factor, which means a bad reservoir quality and the discovery is very hard to exploit.
The sample space is summarized in Table 6 , and the associated probabilities of the six outcomes, for each of the five prospects, are shown in Figure 6 . The marginal probabilities for oil are very low for most prospects. It is largest for prospect D. The most common evidence a priori is a reservoir in place, but problems with the HC generation or migration from the source rock. The producibility is a potential problem just in 3 out of the 5 prospects (the others have probability 1).
It is important to remark here that this classification is not meant to replace extensive analysis of the real exploration outcome. The purpose of our work is to allow an evaluation of the possible consequences before getting the real outcome. We believe that our network and the proposed structure for the evidence can be an important and valuable instrument in this respect.
Sequential exploration and dynamic programming
Solving a sequential exploration problem means going through all possible sequential outcomes, and for each type evaluating all possible decisions. When doing this, one must account for the likelihood of each scenario, the information provided by every scenario (in terms of probability updating), and the potential costs/revenues associated with different outcomes. The solution to this sequential exploration problem is given by DP. Appropriate probability weighting enables the extraction of the optimal sequential exploration strategy. The procedure is described in the next sections. 4.1 A motivating two-prospect example Consider again the 3-node BN example in Section 3.1 , where we can collect evidence at node 2 or 3. We set a fixed cost of c = 100 of exploration drilling, and revenues r 2 = 2200 − c and r 3 = 1100 − c when the prospects have HC. The question is now which prospect to explore first, if any. Marginally, the expected values are: r 2 p(x 2 = 1) − cp(x 2 = 0) = 120 and r 3 p(x 3 = 1) − cp(x 3 = 0) = 98 for the two prospects. They are both positive, so we should decide to drill a well. At first sight it appears as if node 2 is more attractive (120 > 98). However, node 3 may provide more valuable information about the other prospect.
Assume that node 3 is explored first and is dry (x 3 = 0). Then we must pay a cost c here, and next evaluate if the other prospect is profitable, given the information at node 3. We continue drilling if the expected value is positive. The expected revenue from node 2 is now r 2 p(x 2 = 1|x 3 = 0) − cp(x 2 = 0|x 3 = 0) = −73, and we decide to stop. We are better off by not drilling any further. On the other hand, if node 3 is drilled and contains HC, we get conditional expectation r 2 p(x 2 = 1|x 3 = 1) − cp(x 2 = 0|x 3 = 1) = 1000. In this event, we decide to drill prospect 2, because the continuation value is positive.
Similarly, when node 2 is explored first and is dry (x 2 = 0), we get expected revenue from the other prospect: r 3 p(x 3 = 1|x 2 = 0) − cp(x 3 = 0|x 2 = 0) = 10. If node 2 contains HC, the expected revenue is r 3 p(x 3 = 1|x 2 = 1) − cp(x 3 = 0|x 2 = 1) = 890. In both events the continuation value of node 3 is positive (10 or 890). Thus, no matter the outcome of node 2, we decide to continue to drilling the other prospect.
Since information at node 3 influences the decision about node 2, the optimal drilling strategy is to start in node 3. Following the argument above, the expected value of starting in node 3 becomes:
In comparison, the expected value is only 218 when starting in node 2.
In the case study situation, the network is much bigger than in this illustration. Moreover, the prospects will share costs related to infrastructure and production. Nevertheless, the optimal strategy is derived in a similar manner as in this 3-node example, considering immediate profits and expected future profits from unexplored prospects, given the various kinds of evidence.
4.2 Costs and revenues for case study Potential oil and gas volumes have been suggested for the field under consideration. In particular, P90, P50 and P10 values of the prospect volume distributions are shown in Table 7 . As we have discussed earlier, we are mostly interested in oil volumes here, but the geologists have provided us with estimates of gas volumes in place, and have proposed plan for their development, therefore we will keep both oil and gas in the analysis.
4.2 2.7 7.9 5.3 1.1 Oil P50 5.4 3.8 12.5 39.9 7.5 Oil P10 7.5 4.8 17.9 87.9 16 Gas P90 7.6 3.0 12.4 3.6 0.3 Gas P50 10.2 4.1 17.2 8.9 1.4 Gas P10 12.9 5.1 22.6 17.3 2.8 Table 7 : Oil (million m 3 ) and gas (billion m 3 ) volumes for the five prospects under consideration.
Three main sources of costs have been identified:
• DFC (Development fixed cost): Main infrastructure cost, common for the entire field, set to 2.5 billions USD.
• CPP (Cost per Prospect): variable per prospect, proportional to the (expected) volume of HC in place. It is quantified in 1.5
billions USD for prospect D and respectively 0.55, 0.27, 1.02 and 0.27 billions USD for prospects A, B, C and E.
• EFC (Exploration Fixed Cost): The average cost for an exploratory well ranges between 15 and 30 millions USD.
Utility function
We implement a DP procedure to find the optimal sequential exploration strategy. The idea is to develop a decision tree that can act as a road map for the exploration procedure, including all the possible outcomes that we can get. As a byproduct of this procedure we can evaluate the value of the whole field, and and at every stage of information gathering. The computational ideas are borrowed from Bickel and Smith (2006) and Martinelli et al. (2011a) . An example is shown in Figure 7 . The idea of DP is to solve the decision tree by working backwards: first, we decide whether to drill the fifth prospect, conditional on the first four observables. Then, for every scenario, we decide which prospect to drill if there are two prospects left, and so on, until the initial empty set where no prospects have been explored. We define ω as the state of the system of evidences : ω is a vector of length 5, with 7 possible states per cell ('-'=not yet drilled, plus the six evidence states shown in Figure 6 ), i.e. ω i = j means that we have observed outcome j in prospect i.
The DP we use is governed by the following expression:
or
where r k j (revenues for prospect j in state k) is different from 0 just when k = 1 (full oil), and v(ω k j ) corresponds to the continuation value from the state ω k j = {ω i ∀ i = j, ω i = k for i = j}. The notation j ∈ N c means a prospect j selected among the possible prospects at the current stage, while s ∈ N n means a prospect s selected at the next generation, after j was selected at the current one. The parameter δ is a discounting factor. When no prospects have been explored, i.e. in the outermost sum, we have to subtract also the DFC. This intialization part is the largest cost. In this case we have define v 0 (·), that differs from v(·) just for the presence of the additional DFC cost:
where ω 0 = {−, . . . , −} is the state when no evidence has been observed at neither of the 5 prospects, and v(ω k j ) corresponds to the continuation value from the state ω k j = { − ∀ i = j, k for i = j} In the following part we will denote with v j (ω) the expression within the first max sign. Equation (3) then becomes v(ω) = max j {v j (ω), 0}, and equation (5) becomes v(ω 0 ) = max j {v j (ω 0 ), 0}. Note that solving equation (4) requires first solving v(ω k j ), again and again until the decision is restricted to a single node, following all the paths sketched in Figure 7 . The original problem of identifying where to drill first is now equivalent to the problem of solving v(ω 0 ).
Thhe main problem with this optimal DP solution is the exponential growth of the number of scenarios that have to be considered. In this particular case with 5 prospects, we can solve it without specific approximate strategies Martinelli et al. (2011a) .
When we solve the DP, we compare the final result with the exploration cost EFC i in the best selected prospect. If the result is below 0, it means that the expected revenues that we can get from an exploration campaign starting with site i do not cover the exploration cost in the same prospect, see for example Martinelli et al. (2011b) for a similar approach.
Results
Just a positive final value v 0 (ω 0 ) implies starting a drilling procedure. When this happens, it means that the expected value of the first prospect and its continuation value exceeds the huge DFC. The first prospect selected is, depending on the discounting rate, the biggest one in terms of intrinsic revenues (δ = 0) or the a greater impact on the other prospects, in terms of the value of information (δ = 1). For values of the parameter δ slightly smaller than 1, a balance between the two trends emerges, and it is possible to develop an optimal decision strategy where the best site is selected on the basis of both trends. In the following studies we will use δ = 0.95 and an average EFC of 20 million USD.
We select four cases with different revenue profiles and recovery factors. We will consider both cases with the possible contemporary presence of oil and gas, and cases when just the oil component is considered. The decision maker is interested in testing the quality of his decision even when the development of gas resources is not economically viable. We will not consider pure gas cases, because the company has already excluded a gas-alone development of the field. For each case study, we run the sequential exploration procedure described in Section 4 . Here are the results:
1. 1st case study:
• P50 scenario, oil & gas
• recovery factor 34% for oil and 65% for gas
• Oil value: 75 USD/barrel
The strategy suggests as first choice a 'no drill', since the value v(ω 0 ) is negative. Of course, there could be other reasons (new data, risk seeking behavior, or other) that push the decision maker to explore, but such arguments would not be based on the statistical model or the utility function with these costs and revenues. Among all the initial values, the highest occurs for prospect D. In case we drill D anyway, the choice for the second well depends on the outcome of prospect D. This means that v(−, −, −, k, −) is a function of evidence k. If k = 1 or k = 2 (commercial or geologically important discovery) we get the suggestion to drill E. If k = 3 or k = 4 (reservoir not in place or source not in place), the DP suggests we terminate the exploration campaign. If k = 5 (reservoir and source in place, but trap not in place), we get the indication of continuing the exploration campaign and drill E. The case k = 6 can not happen within our framework, since the factor PR is assumed to be present with probability 1 in Prospect D (see Figure 6 ). Note that, even though there is a strong negative advice initially, the secondary advice, given D, can be positive. This is reasonable and it is explained by the form of the utility function that we have chosen: once we have drilled the first site, the biggest cost (DFC) has already been paid. Therefore, if the evidence is positive, potential future discoveries may cover the CPP j s, and it is optimal to continue the exploration campaign. If, on the other side, the outcome from the first well drilled is unsatisfactory, the policy chosen (correctly) suggests to stop the campaign.
2. 2nd case study:
• recovery factor 50% for oil and 65% for gas
With an increased recovery factor we observe positive values for three prospects (D, E and A). The highest is reached in prospect D. As second choice we get the advice to keep on exploring prospect E, no matter the outcome of the exploration in prospect D. Here, the negative observation in D only has a limited impact, and now we have paid the DFC. It seems easier to boost a prospect than to kill completely its chances. This is due both to the structure of the nodes (especially the counting nodes), and the quite low a priori probability of success. A negative evidence in for instance prospect A lowers the probability of positive RP in prospect D from 0.85 to 0.74. Therefore, in this extremely lucrative case, the future values are still high enough to suggest further exploration.
3. 3rd case study:
• P50 scenario, just oil
• recovery factor 34% for oil
• Oil value: 100 USD/barrel In a pure oil scenario, even with a higher perspective price (100 USD per barrel), the DP suggests not to start an exploration campaign. The initial v(ω 0 ) is below 0. The highest initial value is again in prospect D. If we nevertheless decide to drill prospect D, getting ω = {−, −, −, k, −}, the advice is to keep drilling just for evidence k = 1 (commercial oil) or k = 5 (reservoir and source in place, not trap). Here, a non-commercial discovery is too weak for a future prosecution of the campaign. It is interesting that the outcome k = 5 is better than the outcome k = 2. The lack in source abundance means a non commercial discovery, and this has a strong impact on the likelihood of the other prospects. On the other hand, k = 5 means that just the trap has failed. 4. 4th case study:
• P10 scenario, just oil
• Oil value: 75 USD/barrel This is the best scenario among the ones taken into consideration so far. It is a just oil scenario with P10 volumes. In this situation, four out the five initial values are positive, with the highest value reached in prospect D. The best choice for the second well is to drill prospect E, no matter the outcome of the first prospect. Considerations are similar to those developed for the 2nd case study. Again, the high profitability makes it convenient to keep drilling even with a very bad outcome in D, since single negative evidence is not enough to kill the entire field.
As a partial temporary conclusion we state that the high DFC represents a threshold, that is difficult to overcome in most situations even for the very profitable prospect D. It is true likewise that, once we have passed this threshold, the strategy suggests in many cases to keep on drilling no matter the outcome. The higher start cost has already been paid, and the new costs are balanced by the possible future revenues.
To further understand which mechanisms govern the sequential exploration strategy, we use a simulation study. We run 100 simulated scenarios, with volumes sampled from truncated Normal distribution interpolated between the P10, P50 and P90 values. The histograms with Volumes related to Prospect D and E are shown in Figure 8 on the left.
For each of the samples we run a sequential exploration strategy. The samples marked with squares in Figure 8 (right), are representative of volumes where the advice is to start the exploration campaign. As we can see, there is a strong correlation with the volume of the prospect D. As shown in Table 7 , the oil volumes expected for this prospect are an order of magnitude higher than the volumes for the other prospects, and this causes the strong correlation between prospect D dominant volume and the first outcome of the strategy. Next, the best choice for the second well depends from the outcome of prospect D. Even though the largest price has already been paid, the exploration and possible exploitation of E depends on the expected volumes in E itself. In Figure 9 (left) we can see marked with crosses the samples where a positive outcome for the first prospect (k = 1 in prospect D) implies a continuation of the drilling campaign. If the outcome of the prospect D is k = 3 (no Reservoir), the number of samples advising a continuation decreases in a sensible way (Figure 9 , right). 
Conclusion
The work proposes a framework for evaluating exploration risk when prospects are strongly correlated. We propose several correlation mechanisms based on BNs that are new compared with the ones currently used in commercial software. The main advantages of such mechanisms are added flexibility and the ability to incorporate geological inputs when designing the correlation between two or more prospects. For example, with the introduction of counting nodes or multi-level nodes, we introduce asymmetrical mechanisms that can model more realistic geological situations.
We further couple this correlation model with an efficient and analytically consistent framework for deciding the best exploration strategy. We use DP to construct the optimal exploration sequence.
The main results underline that the bigger prospect D stands out as the most profitable one. If the oil price and recovery factor are sufficiently high, it is selected for the first exploration well. Our methods also analyze what happens next, after drilling prospect D. The second and third best choices are non trivial, and depend strongly on the evidence collected by a possible exploration well in prospect D. Sometimes the difference between a geological and a commercial discovery leads to different decisions at the second stage of the exploration campaign. We conduct a sensitivity analysis to study the effect of volumes on the first and second best decisions. This is very useful for 'what if?' analysis, and helps decision makers in the risk analysis. In practice, one could run a much larger spectrum of analysis within the same framework, testing for example different production schemes, or assess the impact of the probabilities in the BN model.
We believe that this work adds useful elements for understanding risk evaluation methodologies. By applying the model and methods on the real case study, we demonstrate its potential in a real-world setting. But, it is important to acknowledge that the real setting offers data of many aspects, and perhaps one would allow re-tuning of the input variables, during the sequential decision making. Nonetheless, the possibility of an a priori evaluation and quantification of every possible scenario makes the decisions much more informed.
