with the initial condition where f: 77 --P E is continuous. A solution z(*) of (I) will be said to be a solution through us = (to , x0) if (2) is satisfied. Examples of continuous f are known for which there is no solution x defined on any neighborhood of t, . Such examples were constructed in the Banach space c,, by Dieudonne
[I] and in Hilbert space by Yorke [2] . A new simplified treatment of the example in [2} is presented here in an appendix. The known existence theorems require f to be either Lipschitzean or compact or more generally to be ol-Lipschitzean [3--51. Let X be the set of continuousf:
U -+ I?. We show (Theorem 2) that the set of such f is also meager (first category) in X in the scnsc of the Ba&e Category Theorem.
Since preprints of the earliest version of this paper were first circulated in June 19'70, two interesting papers extending some of the ideas have appeared Costello [14] generalizes some ofthe partial differential equation results in [lo] , and Vidossich
[15] studies generic properties concerning fixed points, with . . apphcatrons to ordinary differential equations.
It is not very surprising that the set of "nice" f (in any of these senses) is a small set in the set X of all continuous f: U -+ 23. We might then expect that the set of continuous f for which there exists a solution is also a meager set. We show just the opposite. Our main result (Theorem 1) shows that the set of continuous f which fail to have a solution of (1) satisfying (2) is a meager set; that is, mostf have maximally defined "unlimited" solutions. The proof of Theorem 1 is suggested by a paper of Orlicz [9] which was concerned only with questions of uniqueness rather than existence. (See [l 1, p. 1211 for a special case and see [IO] for a related situation.) He showed that for E = R", the set of continuous f for which (1) does not have uniqueness of all solutions is a set of the first category.
The results of this paper are also true if we instead let X be the set of continuous f which depend only on X and everywhere f is assumed independent of t. Other choices of X are possible such as letting X be the set of bounded f. The proof is essentially the same or even simpler.
1. Throughout this paper we will let X denote the space of continuous f: U -+ E with the topology of uniform convergence. For f E X, let x be a solution of (1) on some interval (a, b) (for -cc < a < b < Co). We say x is an unlimited solution of (1) if (t, x(t)) has no limits in U as t + a and as t ---f 6; that is, for any sequence (tn} C (a, b) with t, + a or t, -+ b, the sequence (tn , x(tJ) does not converge to any point in U. In particular, this is always the case if (a, b) = (-00, +a).
We use the concept "unlimited solution" rather than "maximally defined solution" since an unlimited solution x is clearly maximally defined but it has additional properties. If for some point (t, , x,,) E U and f E X and every E > 0 there was no solution on either of the nontrivial intervals (t, -E, ts] or [t, , to + E) , that is, if for t, , x0 and f no solution can be defined to the left of t, or no solution to the right, then a "maximally extended" solution of (l), or at least of x(t) = x0 + yOf(s> x(s)) & is defined at only the point to; however, there would be no unlimited solution. If f is bounded and U = R x E, then it can be shown that the domain of every unlimited solution is R. If U = R x E and 11 f I/ is bounded on bounded sets and if x is an unlimited solution with domain, say, (a, b), then either b = 00 or 11 x(t)11 --f cc or t + b.
An example off was constructed in [2] in which U = R x E (with E a separable Hilbert space) for which x(t) = 0 was a solution for t E (-03, 01, but there was no solution through (0,O) on [0, c) for any E > 0. Hence, this solution x was "maximally defined" but certainly is not unlimited.
The space X is metrizable.
We define a metric (consistent with topology of uniform convergence) by llf (6 4 -g(c 411
where I/ . /j is the norm on E. With this metric (X, d) is a complete metric space. The uniform topology is not essential to Theorem 1. The result is still true if X is given the topology of uniform convergence on bounded subsets (for which X is still a complete met&able space), and almost no change is necessary in the proof.
Forf, E X we will sometimes write "x is a solution off" to mean "x is a solution of (1) letting f be fo". This is in the spirit of differential geometry in which X would be called the set of continuous (time-dependent) vector fields on U. In the following, I3 = (u,,} is particularly interesting THEOREM 1. Let B C U be a countable union of compact sets. Let T be the set off E X for which there is some u,, E B fey which there does not exist an unlimited solution of (1) through uO . In the space X, the set T is meager.
Actually a set X,,, C X will be constructed whose complement in X is a set of the first category. Each fe X,,, will have the following properties:
(i) There is an unlimited solution x off through each ua E B.
(ii) This solution x is unique. That is, if x1 is any solution off through uO , then domain x, C domain x and x1 = x everywhere x1 is defined.
(iii)
Solutions depend continuously on f and at initial conditions u E B at x(e). That is, let t, f domain x. Suppose (jJ and (z.+} C X are chosen so that fi -+ f uniformly and ui + u,, and fi has a solution xi through ui and xi(tl) is defined for all i. Then xi(t,) ----f x(tJ. (Stronger statements than pointwise convergence could be proved).
Notice that in (iii) the sequence (ui> may, but does not have to, lie in 23. Also since compact sets are nowhere dense in every (infinite dimensional) Banach space E, the set B is of the first category; hence, though B could sometimes be dense in U, it cannot be all of U. We do not know whether Theorem 1 would remain true if B were replaced by all of U. In order to keep the notation as simple as possible we first prove the result in the case B is (u,,} for a single u,, = (t, , x0) E U, and then we conclude with comments on how the proof is changed to the more general B.
We need two lemmas. The first uses standard techniques of partitions of unity so we only sketch the proof. The second is a result on continuous dependence of solutions.
LASOTA AND YORKE
Let E1 and Ea be Banach spaces with U, C EI . We will say G: U, -+ E, is locally Lipschitxean if for each p E U, there is an open set sY.?~ with p E JR& C U, and L, > 0 such that
where jj * /I1 and Ij . /I2 are the norms on E1 and E2 . for all x E u, .
Proof. Define N(6, x) = {y E U,: 11 x -y Ill < 1 and Ij F(x) -F(y)ll, < 6) Then lJEEU1 N(S/2, x) = U, . S ince any metric space, is paracompact, It is easy to verify that pm(x) is Lipschitzean (with constant 1) and because {Qa} is locally fi ni t e, each p, is well defined and locally Lipschitzean.
Let {xJ be a set of points such that x, E Qol for all 01. Define G: U, -+ E, by
Then G is locally Lipschitzean and for x E U,
If x: [t,, , 6) -+ E is a solution of (l), we will say x is positively unlimited if (t, x(t)) has no limit points in U as t -+ b. Define x: (a, to] + E to be negatively unlimited in a similar way. Define T+ = {f E X: there is no positively unlimited solution of (1) through (to, x0)}, T-= (f E X: there is no negatively unlimited solution of (1) through (t,,, x,,)} Then T = T+ u T-since if there is a positively unlimited solution of (1) through (t, , x0) and a negatively unlimited solution of (1) these may be pieced together to give us an unlimited solution of (1) through (to, x0). To prove Theorem 1 it is sufficient to prove T+ and T-are each of the first category. We will just prove that T+ is of the first category. The proof that T-is of the first category is similar.
Many of the techniques used for studying solutions of (1) when f is locally Lipschitzean and is defined on an open subset of R x Rn may be applied equally well to the Banach space case. We will sayf E X is locally Lipschitzean if (4) is satisfied letting E1 = R x E and Es = E and U, = U. Using standard techniques of finite-dimensional theory the following lemma can be proved. 
Although the proof of this lemma is long, it follows from standard finite dimensional techniques, writing for some error term enz . Then the Gronwall inequality can be used to show convergence in a neighborhood of t, . The result follows by considering the maximal interval of convergence.
Note that Eqs. (1) and (2) together are equivalent to 44 = xo + s%f 0, 4s)) ds as is true in finite dimensions. In particular, for any solution x(t), the derivative x'(t) must exist since x(t) is the integral of a continuous function. We interpret x'(t) in the strong sense, i.e., x' is the strong derivative of x at t if and only if
Proof of Theorem 1 for B = (uo]. Let { U,) be a sequence of closed bounded subsets of U such that (to , x0) is interior to U, and U, is a subset of the interior of U,, and u U, = U. For fczX, let W,(f) = W, 4 E u,: lif (4 411 < 4.
Note that lJ W,(f) = U for every f and each W,(f) is a neighborhood of each (t, , x0) for sufficiently large n. For the remainder of the argument we sometimes omit the phrase "for sufficiently large n", leaving it to be inserted by the reader.
We will now consider solutions x1 offi E X (when such solutions exist) for fi near somefo and for initial conditions u near us = (t,, , x0). We will say x1 is a solution throough u E U where ZJ = (tU , xU), if xl(tU) = x, . Consider all U, and us near us = (t,, , x0) and allj, and f2 near somejo E X where (fi and f2 are chosen so that there are solutions x1( .) and x2(,), respectively, of fr and f, through ur and us). We will soon define a number V,(f,), but in simple terms itisforallf,EXtobethelimsup(asu,~zc,,u,~u,,f,-tf,,f,-tf,) of the maximum distance between x1(t) and xa(t) (on certain intervals for which x1(t) and x2(t) are both defined and are still in W,). This is then a measurement of failure of convergence of solutions x( .) of f through zc as u -+ u,, and f -+ j0 . More carefully, for u E W, and x a solution (of (1) for some f E X) through u = (tU , xU), let u,(u, x(.)) = sup{t 2 2,:
x(t) is defined and (s, x(s)) E W, for all s E [tu , t]}.
For ur , us E W, and solutions x, and x2 (of some equations) through u1 and ua , respectively, define their common interval in W, , and when Jn is nonempty define the maximum distance between them CL% = ~c,(ul, xl(*); ~2 v 32(-N = sup{11 xl(t) -x,Wll; t E Jn>.
If Jn is empty, we let pL, be 0. [to , tr], they are bounded and so there is some N such that (s, x1(s)) E IV, and (s, x2(s)) E W, for all s E [to , tr] . Then [to , tJ C JN(u, , , x, ; u0 , x2) . Since ,+(a0 , x1; u0 , x2) < V,(f) = 0, we have x1 = x2 on [to , tJ, that is solutions off through u,, are unique "to the right" (that is, for t >, to).
Remark B (existence).
Suppose V,(f) = 0 for some f~ X and all n = 1, 2,... . We claim f has a positively unlimited solution through zcO . To see this, let {fi}", be a sequence in X with fi --f f such that each fi has a positively unlimited solution xi through u,, . Such fi exist since by Lemma I ; they may be chosen to be locally Lipschitzean, which (by Lemma 3) guarantees the existence of an unlimited solution through u,, . We first show that if all but finitely many of the xi are defined at t, > t, and there is an N such that Et, xi(t)] E W, for all t E [to , tr] and all but finitely many i, then (xi(.)) is a cauchy sequence of functions on [t,, , tl] . First notice that "V,(f) = 0 for all a" implies that, for all i and j sufficiently large, and p&f) ---f 0 as 6 -+ 0. Hence Therefore since E is complete (and so mN is complete), there is a function x' defined on [t,, , tl] with x,(t) --+ x(t) uniformly on [l,, , tl] . Of course, x is a solution off through I+, . We thus have.
If for some N and t, > t,, all but finitely many xi are defined on [t, , tJ and remain in W, on [to , t& then xi is a Cauchy sequence of functions on [to , tJ which converges uniformly on [t,, , tl] to a (unique) solution x, The only remaining problem is to take the union J of the intervals on which xi converges uniformly (to x of course) and to show that x is unlimited on J. This argument is the same as the finite dimensional case. [See [I?& in which noncontinuable solutions (in P) are constructed directly without the need to first prove local existence.
If x is a positively unlimited solution of (1) on [to , w), then either w = co or / f(x(t))/ is unbounded on [to , w). In the latter case, the interval 42 = l(t, x(t)) 65 WA is a proper subset of [t,, , u) for every n. Hence x leaves each W, and must be unlimited.
Remark C (continuous dependence).
Suppose V,(f) = 0 for somefe X for n = 1, 2,... . Using the techniques mentioned above in Remark B it follows that solutions depend continuously on initial data at u0 as claimed in (iii). (1) through u. , then from Remark D f E Fn,m for some n and m. That is, the set T (as defined in Theorem 1) is a subset of To = u al~n,mFn,m . Let Xgen = X -To . Therefore To and T are sets of the first category, proving the result. From Remark B it may be seen that To also includes all f for which there does not exist a unique solution through zco , proving (ii). From Remark C it follows that if f does not have solutions depending continuously on initial conditions at u. , then again f E To, proving (iii).
Proof fey general B.
First let B be any compact subset of U. The subset T of X depends on B so we will write TB . As defined above V(fo) = V,(fo , uo) depends on x0. Define Vn(B, fo) = sup{V,(u, fo): u E B). The above arguments used for V,(x, ,fo) apply equally well to V,(B, fo), which proves the results for compact B. Now let B = (JL, Bi , where the sets Bi are compact. Then TB = (JT=, TB. . Since each TB is the countable union of nowhere dense sets, T is aIs:; hence T is a setbf the first category, thus proving Theorem 1. It is not difficult to show thatf is continuous and we leave that to the reader.
Claim. There is no solution of
x' =f(t, x), x(0) = 0 (A-1) which is defined on [0, T) for any T > 0. Notice that x(t) = 0 is a solution for t < 0. First note that t E R and # E L2, f(t, #) is a function for whichf(t, #)(s) is nonnegative (for almost all s E [0, co)). Hence if x(t) is a solution of x' =f(t, x) and tr > t, we have x(t,)(s) > x(t,)(s) (f or a most 1 all s E [0, co). We will say x is "monotonic" to indicate this property.
Suppose X: [0, 2') ---f L2 is a solution for some T > 0. Since f(t, 0) # 0 for t > 0 and since x is monotonic, x(t) # 0 for t E (0, T). Furthermore, notice that x(t)(s) = 0 for s>t>O 64.2) since x(O)(s) = 0 and f(~, X(T))(S) = 0 for 0 < 7 < t < s. Therefore, f(t, 4t>>(s) = W(s) II 4W1'2 + xrd4 m4-W1t2 -II +>ll> (A-3) for all t, s > 0 since xt&s) x(t)(s) = x(t)(s) for all t, s 2 0. Let p(t) = 11 zc(t)l12. Then (44 p(t) = 2 (4th x'(t)> = j: 4Wf(t, 4W) h b j: x(t)(s) x(t)(s)/] x(t)ll-* ds = 11 x(t)lj-+ j; x(t)(s)2 ds = 11 tc(t)jj* = p(t)". 
