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Abstract
It is shown that a positive (bounded linear) operator on a Hilbert space with trivial
kernel is unitarily equivalent to a Hankel operator that satisfies the double positivity
condition if and only if it is non-invertible and has simple spectrum (that is, if this
operator admits a cyclic vector). More generally, for an arbitrary positive (bounded
linear) operator A on a Hilbert space H with trivial kernel the collection VðAÞ of all
linear isometries V : H ! H such that AV is positive as well is investigated. In
particular, operators A such that VðAÞ contains a pure isometry with a given
deficiency index are characterized. Some applications to unbounded positive self-
adjoint operators as well as to positive definite kernels are presented. In particular,
positive definite matrix-type square roots of such kernels are studied and kernels
that have a unique such root are characterized. The class of all positive definite
kernels that have at least one such a square root is also investigated.
Keywords Hankel operator  Double positivity condition  Positive
operator  Positive definite kernel  Positive square root  Operator
range
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1 Introduction
In [15] the authors characterized (in the language of the multiplicity theory of
separable Hilbert space self-adjoint operators) bounded self-adjoint operators that
are unitarily equivalent to Hankel. This is a deep result whose proof is difficult and
long. For a bounded positive operator A on a separable Hilbert space the following
two theorems immediately follow:
• if A is unitarily equivalent to a Hankel operator, the essential supremum of the
multiplicity function of A does not exceed 2;
• if the essential supremum of the multiplicity function of A does not exceed 1, A
is unitarily equivalent to a Hankel operator.
Recall that the essential supremum of the multiplicity function of a bounded self-
adjoint operator A acting on a separable Hilbert space does not exceed n 2
f1; 2; . . .g iff A can be decomposed as the direct sum of at most n self-adjoint
operators each of which has a cyclic vector.
Hankel operators can be defined in a few equivalent ways. One of them,
appropriate to our investigations, reads as follows: a bounded operator A : ‘2 ! ‘2
is Hankel if AS ¼ SA where S is the standard unilateral shift (that is, S is a linear
isometry satisfying Sen ¼ enþ1 for any n 0 where e0; e1; . . . is the canonical
orthonormal basis of ‘2). So, A is both Hankel and self-adjoint iff both A and AS are
self-adjoint. When in the last condition we replace the adjective self-adjoint by
positive, we obtain the so-called double positivity condition [13]: A is a Hankel
operator satisfying the double positivity condition if both A and AS are positive.
Having this notion in mind, a natural question (related to the main topic of the
aforementioned paper) arises of when a (bounded) positive operator on a separable
Hilbert space is unitarily equivalent to a Hankel operator satisfying the double
positivity condition. In the present paper we answer this question under the
additional assumption that the operator in question has trivial kernel. Our main
result reads as follows (below RðTÞ denotes the range of an operator T).
Theorem 1 For a positive bounded operator A : H ! H with trivial kernel and a
cardinal m[ 0 the following conditions are equivalent:
(i) there exists a pure isometry V : H ! H such that AV is positive and
dimRðVÞ? ¼ m;
(ii) A is non-invertible, dimðHÞ ¼ maxðm;@0Þ and an appropriate condition of
the following three is fulfilled:
ðaÞ m\@0 and the essential supremum of the multiplicity function of A does not
exceed m; or
ðbÞ m ¼ @0; or
ðcÞ m[@0 and there exists a closed linear subspace Z of H such that Z \
RðAÞ ¼ f0g and dimðZÞ ¼ m.
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In particular, a bounded one-to-one linear operator is unitarily equivalent to a
Hankel operator that satisfies the double positivity condition iff it is positive, non-
invertible and has simple spectrum.
Theorem 1 shows (in particular) that for infinite m the property (i) above depends
only on the range of the operator A (i.e., if two positive operators A and B have
trivial kernels and their ranges coincide, then either both A and B satisfy (i) or none
of them). In Theorem 5 below we gather conditions on a dense operator range R in a
Hilbert space H related to the foregoing statement ðcÞ—that is, conditions
equivalent to the existence of a closed linear subspace Z of H such that Z \ R ¼
f0g and dimðZÞ ¼ dimðHÞ.
Our proofs are independent of the results from [15] and are much simpler. We
use basics of the operator theory and of the spectral theory of self-adjoint operators.
Another topic we deal with in this paper is related to Hilbert space reproducing
(that is, positive definite) kernels. They are a useful tool in both Hilbert space theory
and complex analysis (where they are known as Bergman kernels). Since the
seminal paper of Aronszajn [2], positive definite kernels are a subject of an intrinsic
theory. Although Bergman [3, 4] is considered by a sizeable mathematical
community as the father of that theory, it is Zaremba’s work [25], published 15
years earlier than the first Bergman’s on kernels, where the reproducing property
(without any name) appeared for the first time—see, e.g., [2] or [23]. We wish to
emphasize Zaremba’s contribution to the theory by calling him its forefather.
As positive definite kernels naturally generalize positive matrices (for complex
square matrices can be seen as kernels defined on finite sets), it is natural to
investigate various properties of such matrices and recognize those of them that
inhere in all such kernels. In the present paper (in Sect. 5) we characterize those
kernels which have the so-called matrix-type square root. To be more precise, we
introduce the following
Definition 1 Let K : X  X ! C and L : X  X ! C be two positive definite
kernels. K is said to be a positive definite matrix-type square root (for short: a pdms




Kðx; yÞKðy; zÞ: ð1Þ
(More on the above notion can be found in Sect. 5.) A classical result from matrix
theory (or, more generally, from bounded Hilbert space operator theory) says that
any positive matrix has a unique positive square root. A natural question arises as to
how far this result extends in the realm of reproducing kernels. Our main result in
this direction reads as follows. (Below we write ‘‘K  L’’ to express that L K is a
positive definite kernel; and dX is a kernel on X such that dXðx; yÞ ¼ 1 if y ¼ x and
dXðx; yÞ ¼ 0 otherwise.)
Theorem 2 For a positive definite kernel K : X  X ! C the following conditions
are equivalent:
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(i) K has a unique positive definite matrix-type square root;
(ii) each positive definite kernel L : X  X ! C such that L  K has a positive
definite matrix-type square root;
(iii) K  cdX for some constant c[ 0.
(Note that the equivalence of conditions (i)–(iii) above implies that each kernel L
appearing in (ii) has in fact a unique pdms root.) We underline here that condition
(i) above says about both the existence and the uniqueness of pdms roots. In Sect. 5
we also give equivalent conditions for a positive definite kernel to have at least one
such root.
For more information on reproducing kernels consult [4] or [18]. Modern
expositions can be found in [5, 21, 22] or [16].
The paper is organized as follows. In Sect. 2 we study in greater detail the
collections VðAÞ and ZðAÞ introduced above, and give a proof of Theorem 1. Next
section contains further conditions (not listed in Theorem 1) equivalent to condition
(i) of that theorem. The reader can also find there a full description of all possible
unitary equivalence types of isometries from VðAÞ (see Theorem 6 below). In the
fourth part the results of Sect. 2 are applied to unbounded operators. We prove that
any truly unbounded positive self-adjoint operator is the absolute value of some
positive closed operator that is not self-adjoint (this serves as a criterion for a
boundedness of positive self-adjoint operators)—consult Theorem 7. We also show
that all closable operators are (in a certain sense) ‘‘conditionally’’ weakly
continuous (see Lemma 2 therein). Last, fifth, part is devoted to the notion of a
pdms root (for reproducing kernels) introduced above. We gather equivalent
conditions for a positive definite kernel to have at least one pdms root (Theorem 8),
prove Theorem 2 and study in greater detail kernels having such roots (see, e.g.,
Theorem 9). In particular, among all such roots (of a fixed kernel) we distinguish
one of them which can be seen as (unique) ‘‘self-adjoint’’ (Corollary 4). We also
show that if a kernel is a pdms root of some other kernel, then it automatically has a
pdms root (item (V) of Theorem 9). This property enables one to define (positive
definite matrix-type) roots of higher degrees. Apart from the results of Sect. 4,
proofs presented in the last part invoke the machinery of unbounded symmetric
operators with Friedrichs’ theorem [12] on extending positive operators as the main
of them.
1.1 Notation and terminology
Throughout this paper all Hilbert spaces are non-trivial and complex, and H denotes
one of them. By dimðHÞ we denote the Hilbert space dimension of H, that is,
dimðHÞ is the cardinality of an orthonormal basis of H. The scalar product of H will
be denoted by h;iH . All operators are linear, act between Hilbert spaces and have
dense domains. A linear subspace generated by a set F is denoted by linðFÞ and
linðFÞ stands for the closure of linðFÞ. For any non-empty set X we use ‘2ðXÞ to
denote the Hilbert space of all square-summable complex-valued functions on X
equipped with the standard inner product. More precisely, f : X ! C belongs to




2\1; and for u; v 2 ‘2ðXÞ, u; vh i‘2ðXÞ¼
P
x2X uðxÞvðxÞ. The
canonical basis of ‘2ðXÞ consists of functions ex (where x runs over all elements of
X) of the form: exðxÞ ¼ 1 and exðyÞ ¼ 0 for y 6¼ x. For simplicity, we will denote by
‘finðXÞ the linear span of the canonical basis (so, f : X ! C belongs to ‘finðXÞ iff the
set fx 2 X : f ðxÞ 6¼ 0g is finite).
We use BðHÞ and UðHÞ to denote, respectively, the C-algebra of all bounded
operators on H and the group of all unitary operators on H; I ¼ IH is used to denote
the unit of UðHÞ, and BþðHÞ stands for the collection of all bounded positive
operators with trivial kernel. (In particular, each member of BþðHÞ is a self-
adjoint operator with dense range.) For two self-adjoint operators A;B 2 BðHÞ we
write AB or BA if the operator B A is positive; that is, if ðB AÞx; xh iH  0
for any x 2 H. By a contraction we mean a bounded operator between Hilbert
spaces whose operator norm is not greater than 1.
Whenever T is an operator, we use DðTÞ, NðTÞ, RðTÞ and CðTÞ to denote,
respectively, the domain, the kernel, the range and the graph of T . In addition, RðTÞ
denotes the closure of RðTÞ. The operator T is closed if CðTÞ is closed in the
product of Hilbert spaces between which T acts. T is closable if the closure of CðTÞ
is the graph of an operator—in that case T denotes the unique operator whose graph
coincides with the closure of CðTÞ; T is called the closure of T and DðTÞ a core of
T . For any closed linear subspace K of H, PK stands for the orthogonal projection
from H onto K.
Basic facts on the multiplicity theory for bounded self-adjoint operators on
separable Hilbert spaces can be found in §10 of Chapter IX in [6]. To understand the
present paper it is sufficient to know the following result, which will be used several
times in this paper: the essential supremum of the multiplicity function of a bounded
self-adjoint operator A acting on a separable Hilbert space does not exceed n 2
f1; 2; . . .g iff A can be decomposed as the direct sum of at most n self-adjoint
operators each of which has a cyclic vector. Recall that a vector v 2 H is a cyclic
vector for a self-adjoint operator B 2 BðHÞ if H ¼ linðfBnv : n 0gÞ.
Any closed operator T : DðTÞ ! K (where DðTÞ is a dense subspace of H)
admits the so-called polar decomposition which has the form
T ¼ QA ð2Þ
where A : DðTÞ ! H is positive self-adjoint in H and Q : H ! K is a partial
isometry. Moreover, the above Q and A are uniquely determined by (2) and con-
dition NðQÞ ¼ N ðTÞ. The above operator A satisfies A2 ¼ TT and is called the
absolute value of T and denoted by jTj. For the details see Theorem 7.20 in [24].
For any A 2 BþðHÞ we denote by VðAÞ and ZðAÞ the collections, respectively,
of all isometries V 2 BðHÞ such that AV 2 BþðHÞ, and of all closed linear
subspaces Z of H such that Z \ RðAÞ ¼ f0g. Additionally—for simplicity—for any
set F in H, ½F	A stands for the set linð
S1
n¼0 A
nðFÞÞ; that is, ½F	A is the smallest closed
linear subspace of H that contains F and is invariant under A.
All necessary notions concerning reproducing kernels are introduced and
discussed in Sect. 5.
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2 Isometries of class VðAÞ
In this section A is fixed and denotes a member of BþðHÞ. We begin with
Proposition 1 A function
 A : VðAÞ 3 V 7!RðVÞ? 2 ZðAÞ
is a well defined bijection.
Proof First assume that V 2 VðAÞ and put Z ¼ RðVÞ?. Then VA ¼ AV , hence
f0g ¼ N ðAVÞ ¼ N ðVAÞ ¼ A1ðN ðVÞÞ ¼ A1ðZ \RðAÞÞ, which shows that
Z \ RðAÞ ¼ f0g; that is,  A is well defined. Now assume that also W 2 VðAÞ
satisfies RðWÞ? ¼ Z. Define an operator U 2 UðHÞ by U¼defV1W and observe that
W ¼ VU. It follows from the assumptions that B¼defAV and C¼defBU are bounded
positive operators such that C2 ¼ CC ¼ ðBUÞðUBÞ ¼ B2. Since bounded positive
operators have unique positive square roots, we infer that B ¼ C. Since B has trivial
kernel, we get U ¼ I and thus W ¼ V . In other words,  A is one-to-one.
Now take any Z 2 ZðAÞ and define D 2 BþðHÞ as the (unique) positive square
root of AðI  PZÞA. Note that then D2 ¼ ððI  PZÞAÞððI  PZÞAÞ. It follows that
NðDÞ ¼ N ððI  PZÞAÞ ¼ A1ðZÞ ¼ f0g and hence the range of D is dense in H.
We also infer that D ¼ jðI  PZÞAj and hence—by the properties of the polar
decomposition:
RðDÞ ¼ RðððI  PZÞAÞÞ ¼ AðZ?Þ: ð3Þ
(The above formula will be used in the proof of the next result.) Further, since
A2 ¼ D2 þ APZA; ð4Þ
we see that D2 A2 and thus, by [10] (see also Theorem 2.1 in [11]), there is a
contraction V 2 BðHÞ such that D ¼ AV . Observe that then D ¼ VA and RðVÞ is
dense in H. Moreover, it follows from (4) that AVVA ¼ AðI  PZÞA. Since A has
dense range and trivial kernel, we get that VV ¼ I  PZ . Consequently, V is a
partial isometry with RðVÞ ¼ RðI  PZÞ ¼ Z?. But the range of V is dense in H
and hence V is an isometry such that RðVÞ? ¼ Z. A note that V 2 VðAÞ (because
AV ¼ D) completes the proof. h
For any Z 2 ZðAÞ we use WZ to denote a unique V 2 VðAÞ such that RðVÞ? ¼
Z (cf. Proposition 1). Of course, Wf0g ¼ I is the only unitary operator in VðAÞ.
Recall that any isometry V 2 BðHÞ induces a unique decomposition H ¼
Hu 
 Hp (called Wold’s decomposition) of the space H such that both Hu and Hp are
invariant under V , VHu is a unitary operator on Hu and f0g is the only closed linear
subspace K of Hp such that VðKÞ ¼ K. Each of the spaces Hu and Hp can be trivial.
The restrictions of V to Hu and Hp are called by us, respectively, the unitary and
pure parts of V . We call the isometry V pure if H ¼ Hp. It is well-known (and easy
to prove) that Hu ¼
T1
n¼0 RðVnÞ and Hp ¼ a
1
n¼0V
nðRðVÞ?Þ. Any pure isometry W
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is unitarily equivalent to the direct sum of a copies of the (standard) unilateral shift
where a ¼ dimRðWÞ?. The cardinal a defined above is called by us the deficiency
index of the isometry W . For the proofs of the above facts consult, e.g., Chapter 1 in
[17] (therein pure isometries are called shifts and the deficiency index of a pure
isometry is called its multiplicity).
Now we describe Wold’s decompositions of members of VðAÞ.
Theorem 3 Let Z 2 ZðAÞ, V ¼ WZ and H ¼ Hu 
 Hp be the Wold’s decompo-
sition induced by V. Then:
• Hp ¼ ½Z	A;
• Hu ¼ NðV  IÞ.
Proof We continue the notation introduced in the proof of Proposition 1: let D
denote the positive square root of AðI  PZÞA. Then the formulas (3) and (4) are
valid. Moreover, we have D ¼ AV and NðDÞ ¼ 0. Define a bounded operator T :
H ! H 
 Z by
Tx ¼ Dx
 PZAx ðx 2 HÞ: ð5Þ
We claim that RðTÞ is dense in H 
 Z. To convince ourselves of that, fix u 2 H and
v 2 Z such that u
 v ? RðTÞ. This means that for any x 2 H,
0 ¼ Tx; u
 vh iH
Z¼ x;Duh iHþ x;Avh iH¼ x;Duþ Avh iH :
So, Du ¼ Av, but Du 2 AðZ?Þ (by (3)) and Av 2 AðZÞ. Since A is one-to-one, we
get Du ¼ 0 ¼ Av and therefore u ¼ v ¼ 0 (as both A and D have trivial kernels).
Further, (5) combined with (4) yields that kTxk2 ¼ kAxk2 for any x 2 H. Since
both T and A have dense ranges, we infer that there exists a (unique) unitary
operator Q : H 
 Z ! H such that
QT ¼ A: ð6Þ
Consequently, T ¼ Q1A and hence (by (5)) D ¼ PQ1A where P : H 
 Z ! H is
the projection onto the first coordinate. But D ¼ VA and A has dense range. So,
V ¼ PQ1. Equivalently, V ¼ QP. In other words,
Vx ¼ Qðx
 0Þ ðx 2 HÞ: ð7Þ
For simplicity, denote by E the subspace ½Z	A. Since A2ðEÞ  E and
ðAPZAÞðEÞ  AðZÞ  E;
we infer from (4) that D2ðEÞ  E and that DðEÞ  E as well.
Now fix x 2 E?. Since x ? AnðZÞ, it follows from the self-adjointness of A that
Anx ? Z for any n 0. Hence PZAnx ¼ 0 and by a simple induction argument
applied to (4) we get A2nx ¼ D2nx for any n 0. Since there is a sequence of
polynomials p1; p2; . . . such that pnðA2Þ ! A and pnðD2Þ ! D in the operator norm
as n ! 1, we obtain Ax ¼ Dx. So, thanks to (7), (5) and (6),
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VðAxÞ ¼ VðDxÞ ¼ QðDx
 0Þ ¼ QðTxÞ ¼ Ax. But AðE?Þ  E? and A is one-to-
one, thus AðE?Þ is dense in E?. We infer that Vz ¼ z for all z 2 E?. Since V is an
isometry, VðEÞ  E. So, to finish the whole proof, it is sufficient to show that VE is
a pure isometry on E (recall that 1 is an eigenvalue of no pure isometry). To this
end, we restrict our further considerations to the space E (note that E is invariant for
all A, D and V and that Z  E and AE  VE ¼ DE). In other words, we assume
that H ¼ E. Although everywhere below we will identify A, V and D with their
restrictions to E, we shall write E instead of H to avoid confusion.
Let
E ¼ Eu 
 Ep ð8Þ
be the Wold’s decomposition induced by V . We only need to show that Ep ¼ E. To
this end, put U¼defVEu 2 UðEuÞ and S¼
def
VEp 2 BðEpÞ and note that S is a pure




with respect to the decomposition (8) (that is, B : Eu ! Eu, X : Ep ! Eu





Since D 2 BþðEÞ, we conclude that BU 2 BþðEuÞ and
UX ð¼ ðXUÞÞ ¼ XS: ð9Þ
Then B2 ¼ ðBUÞðBUÞ ¼ ðBUÞ2. Consequently (by the uniqueness of the positive
square root), B ¼ BU and hence U ¼ I. So, (9) transforms to XðI  SÞ ¼ 0. Since S
is a pure isometry, the range of I  S is dense in Ep. We conclude that X ¼ 0. So,
A ¼ B
 C and Ep is invariant under A. Hence E ¼ ½Z	A  Ep and we are done. h
The above result shows that for Z 2 ZðAÞ the structure of the isometry WZ is
completely determined by two cardinal numbers: aðZÞ¼def dimðZÞ and
bAðZÞ ¼ dimð½Z	?A Þ. It is a natural question of when it may happen (for a fixed
operator A) that bAðZÞ ¼ 0 for some Z; that is, when VðAÞ contains a pure isometry
with a pre-set deficiency index. This question is fully answered in the next three
propositions.
Proposition 2 For any n 2 f1; 2; . . .g the following conditions are equivalent:
(i) there exists a pure isometry V 2 VðAÞ with deficiency index n;
(ii) H is separable, A is non-invertible and the essential supremum of the
multiplicity function of A does not exceed n;
(iii) A is non-invertible and there is a finite subset F of H such that ½F	A ¼ H
and cardðFÞ n.
Before giving a proof, let us first separate a special case of the above result that
will be applied several times in the sequel:
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Lemma 1 The following conditions are equivalent:
(i) there exists a pure isometry V 2 VðAÞ with deficiency index 1;
(ii) H is separable, A is non-invertible and has simple spectrum.
Proof If V 2 VðAÞ is pure and has deficiency index 1, then RðVÞ? is generated by
a single unit vector, say z. In particular, A is non-invertible (since z 62 RðAÞ).
Moreover, it follows from Theorem 3 that H ¼ ½z	A. So, z is a cyclic vector for A and
therefore H is separable and A has simple spectrum.
To prove the reverse implication, we model A as the multiplication operator Ml
by independent variable on L2ðlÞ where l is a probabilistic Borel measure on the
spectrum K  ½0; kAk	 of A (consult, e.g., Theorem 3.4 in Chapter IX of [6]). That
is, ðMlf ÞðtÞ ¼ tf ðtÞ for any f 2 L2ðlÞ and t 2 K. Since A is one-to-one, lðf0gÞ ¼ 0.
According to Theorem 3, we only need to show that there is u 62 RðMlÞ such that
½u	Ml ¼ L
2ðlÞ. Since A (that is, Ml) is non-invertible, there is f 2 L2ðlÞ that is not a





dlðtÞ ¼ 1. By an analogous reasoning, also
u¼def1 þ jf j 2 L2ðlÞ is not a value of Ml. It follows from the description of all
(closed linear) invariant subspaces of self-adjoint operators of the form Ml (consult,
e.g., Corollary 6.9 in Chapter IX of [6]) that there is a Borel set r  K such that
½u	Ml ¼ fg 2 L
2ðlÞ : g ¼ 0 l-a.e. on rg. But u 2 ½u	Ml and therefore lðrÞ ¼ 0.
Consequently, ½u	Ml ¼ L
2ðlÞ and we are done. h
Proof (Proof of Proposition 2) First of all, note that all items (i)–(iii) imply that H
is separable and A is non-invertible. So, everywhere below we assume these two
properties: that H is separable and A is non-invertible.
Implication ‘‘(i))(iii)’’ is immediate: if V 2 VðAÞ witnesses (i), then Z¼defRðVÞ?
has an orthonormal basis consisting of n vectors, say e1; . . .; en. Then
½fe1; . . .; eng	A ¼ ½Z	A and it follows from Theorem 3 that ½Z	A ¼ H.
Now assume (iii) holds. Let F be as specified therein. We claim that there are
k 2 f1; . . .; ng and unit vectors z1; . . .; zk such that
H ¼ ak
j¼1½zj	A: ð10Þ
To this end, we proceed by induction on n. When n ¼ 1, our conclusion easily
follows. So, assume n[ 1, choose any a 2 F, put F0¼
def




AH0 2 BþðH0Þ and apply the induction hypothesis to H0 and A0 (and F0):
there are ‘ 2 f1; . . .; n 1g and unit vectors z1; . . .; z‘ such that H0 ¼ a‘j¼1½zj	A0 . If
H0 ¼ H, just put k ¼ ‘ to finish the proof of (10). When H0 6¼ H, proceed as
follows. Since H ¼ ½F	A coincides with the closure of ½a	A þ ½F0	A ¼ ½a	A þ H0, the
subspace PH?
0
ð½a	AÞ is dense in H?0 . Further, PH?0 commutes with A and thus
PH?
0






ðaÞ 6¼ 0 and it is
sufficient to define k as ‘þ 1 and zk as bkbk to get (10). Since each of the subspaces
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½zj	A is invariant under A (and zj is a cyclic vector for the restriction of A to ½zj	A), we
see that A is the direct sum of at most n self-adjoint operators with simple spec-
trum—which yields (ii).
Finally, assume that (ii) is fulfilled. This means that A is the direct sum of at most
n self-adjoint operators with simple spectrum, say A ¼ ak
j¼1Aj where k n (and Aj
has simple spectrum). Then each of Aj is positive with trivial kernel and one of
them, say A1, is non-invertible. Using e.g. the spectral measure of A1, we can
decompose A1 as A1 ¼ a1m¼1Bm where each Bm acts on a non-zero Hilbert space
and limm!1 kBmk ¼ 0. Now we decompose the set of all positive integers as the
union of n pairwise disjoint sets J1; . . .; Jn in a way such that J1 is infinite and for
any j 2 f2; . . .; ng:
• if Aj is non-invertible, then Jj ¼ £;
• if Aj is invertible, then Jj is infinite and kBsk\1=kA1j k for each s 2 Jj.
Now define operators C1; . . .;Cn as follows:
• C1 ¼ as2J1Bs;
• Cj ¼ Aj if j[ 1 and Aj is non-invertible;
• Cj ¼ ðas2JjBsÞ 
 Aj in all other cases.
It follows from the above construction that:
• A is unitarily equivalent to an
j¼1Cj;
• each of Cj is positive, non-invertible and has trivial kernel;
• each of Cj has simple spectrum.




s2JjBs is the restriction of A1 to an invariant subspace of A1 and A1
has simple spectrum, Bj has simple spectrum as well. Finally, if j[ 1 and Aj is
invertible, then kBjk\1=kA1j k which implies that the spectra of Bj and Aj are
disjoint. But then Bj 
 Aj has simple spectrum, as both Aj and Bj have so.
To conclude the proof, apply Lemma 1 to each of Cj: there is a pure isometry Sj
with deficiency index 1 (acting on an appropriate Hilbert space) such that CjSj is
positive. Then also ðan
j¼1CjÞða
n
j¼1SjÞ is positive. So, we complete the proof by
noticing that a
n
j¼1Sj is a pure isometry with deficiency index n and that A is
unitarily equivalent to a
n
j¼1Cj. h
Proposition 3 The following conditions are equivalent:
(i) there exists a pure isometry V 2 VðAÞ with deficiency index @0;
(ii) H is separable and A is non-invertible.
Proof The argument is similar to a part of the previous proof and goes as follows. It
is clear that (ii) is implied by (i). Assume (i) holds and let B be a maximal set of unit
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vectors in H such that B n RðAÞ 6¼ £ and ½b	A ? ½c	A for distinct b; c 2 B. Then B is
non-empty and (at most) countable, and
H ¼ a
b2B½b	A: ð11Þ
We fix e 2 B such that e 62 RðAÞ. We infer that A0¼
def
A½e	A is non-invertible (as an
operator in Bð½e	AÞ). So, we may decompose A0 (using, e.g., the spectral measure of
A0) as A0 ¼ a1n¼1Dn where each Dn acts on a non-zero Hilbert space and
limn!1 kDnk ¼ 0. Denote by C the set of all b 2 B such that A½b	A is invertible (in
Bð½b	AÞ). We divide the set of all positive integers into pairwise disjoint sets Jb ðb 2
BÞ in a way such that:
• Je is infinite;
• if b 2 C, then Jb is infinite and kDsk\1=kðA½b	AÞ
1k for all s 2 Jb;
• Jb ¼ £ in all other cases.
Finally, decompose Je as the union of pairwise disjoint infinite sets I0; I1; . . . Now
we define operators Tb ðb 2 BÞ and T ðnÞ ðn ¼ 1; 2; . . .Þ by the rules:
• Te ¼ ak2I0Dk;
• Tb ¼ ðas2JbDsÞ 
 ðA½b	AÞ for all b 2 C;
• Tb ¼ A½b	A for all b 2 B n ðC [ fegÞ;
• T ðnÞ ¼ a
k2InDk for all n[ 0.
For simplicity, gather all the operators defined above in a sequence L1; L2; . . . Since
all the sets In ðn 0Þ and Jb ðb 2 B n fegÞ are pairwise disjoint and their union
coincides with the set of all positive integers, one shows that A is unitarily
equivalent to a
1
n¼1Ln (thanks to (11)). Furthermore, it follows from the
construction that each of Ln is non-invertible and has a cyclic vector (cf. the proof
of Proposition 2). So, thanks to Lemma 1 for any n[ 0 there is a pure isometry Sn
with deficiency index 1 (that acts on a suitable Hilbert space) such that LnSn is
positive. Then S¼defa1
n¼1Sn is a pure isometry with deficiency index @0 and belongs
to Vða1
n¼1LnÞ. This easily implies that (i) holds. h
Proposition 4 Let a be an uncountable cardinal number and E denote the spectral
measure of A. The following conditions are equivalent:
(i) there exists a pure isometry V 2 VðAÞ with deficiency index a;
(ii) dimðHÞ ¼ a and there is Z 2 ZðAÞ such that dimðZÞ ¼ a;
(iii) dimðHÞ ¼ a and dimRðEðð0; eÞÞÞ ¼ a for any e[ 0.
Proof First of all, note that all conditions specified in the proposition imply that
dimðHÞ ¼ a: ð12Þ
Thus, everywhere below we assume (12). Note also that (ii) is implied by (i) thanks
to Proposition 1.
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Now assume (ii) holds and let Z be as specified therein. Let B be a maximal set of
unit vectors in Z such that ½b	A ? ½c	A for all distinct b; c 2 B. We claim that
cardðBÞ ¼ a: ð13Þ
To convince oneself of that, assume cardðBÞ\a. Then also
dimða
b2B½b	AÞ\ dimðZÞ and therefore there exists a unit vector z 2 Z orthogonal
to a
b2B½b	A. This yields that ½b	A ? ½z	A for any b 2 B which contradicts the
maximality of B. So, (13) holds.
Now for each b 2 B denote by Pb the orthogonal projection onto ½b	A. Addi-
tionally, for a fixed e[ 0 set Q¼defEðð0; eÞÞ. Note that Q commutes with all Pb and
that to get (iii) it is sufficient to show that QPb 6¼ 0 for any b 2 B. To this end, fix
b 2 B and assume that, on the contrary, QPb ¼ 0. Then ½b	A  Eð½e;1ÞÞ. This
means that Ax; xh iH  ekxk
2
for any x 2 ½b	A. Consequently, A½b	A is invertible. But
½b	A is invariant for A and b 62 RðAÞ which contradicts the invertibility of that
restriction.
Finally, assume (iii) holds. We want to show that there is V witnessing (i). Let
fEsgs2S be a maximal family of closed linear subspaces such that:
• Es is separable and AðEsÞˆEs for all s 2 S;
• Es ? Et for any distinct s; t 2 S.
We claim that
cardðSÞ ¼ a: ð14Þ




and note that AðFÞ  F. Actually, we have AðFÞ ¼ F. Indeed, if there was
z 2 F n AðFÞ, then ½z	A would be separable and orthogonal to all Es which would
contradict the maximality of the family fEsgs2S.
Further, it follows from the inverse mapping theorem that for some e[ 0,
Ax; xh iH  ekxk
2
for all x 2 F. This inequality implies that Eðð0; eÞÞPF ¼ 0. Con-
sequently, RðEðð0; eÞÞÞ  F? ¼ a
s2SEs. So, the conclusion of (iii) and the sepa-
rability of all Es yields (14).
Further, keeping the setting (15), decompose F as F ¼ a
t2TWt where each Wt is
a separable closed linear subspace of F invariant under A. Then cardðTÞ a and
hence there is a one-to-one mapping j : T ! S. Now define, for s 2 S, Hs as
follows:
• Hs ¼ Es provided s 62 jðTÞ;
• Hs ¼ Es 
Wj1ðsÞ otherwise.
Observe that H ¼ a
s2SHs, and for any s 2 S, Hs is separable and AðHsÞˆHs. So, it
follows from Proposition 3 that for any s 2 S there is a pure isometry Vs : Hs ! Hs
Positive Hankel operators, positive definite kernels... 961
that belongs to VðAHsÞ. To complete the proof, define V 2 VðAÞ by V ¼ as2SVs
and note that V is a pure isometry with deficiency index a (by (14)). h
Observe that item (ii) of the above theorem—as well as the collection ZðAÞ—
depends only on the range of the operator A. Further conditions (also formulated
only in terms of operator ranges) equivalent to this item are a subject of Theorem 5
from the next section.
Proof (Proof of Theorem 1) Just observe that the equivalence of conditions (i) and
(ii) immediately follows from Propositions 2, 3 and 4, whereas the remaining
(additional) part of the theorem is a reformulation of Lemma 1. h
Remark 1 It was shown earlier—in [13]—that one-to-one Hankel operators
satisfying the double positivity condition have simple spectra. Both the proofs—in
the paper cited above and ours—are based on the same idea, which is a kind of
folklore in operator theory. For the details, consult [14] or Proposition 2.5 in [13]
together with the preceding paragraph (therein).
The following result is a simple consequence of a deep theorem from [15]. Here
we give its brief proof.
Corollary 1 The essential supremum of the multiplicity function of a positive
Hankel operator A with trivial kernel does not exceed 2.
Proof If S denotes the (classical) unilateral shift, then S2 is a pure isometry with
deficiency index 2 and AS2 is a positive operator (because A is positive and Hankel).
So, the assertion follows from Theorem 1 (for m ¼ 2). h
In [13] the authors showed that for any bounded Hankel operator A satisfying the
double positivity condition the operator ARðAÞ has simple spectrum. It is also
well-known (and easy to prove) that the kernel of a Hankel operator is either trivial
or infinite-dimensional. So, the following problem naturally arises:
Conjecture 1 Let A be a bounded positive operator on a separable Hilbert space
such that NðAÞ is infinite-dimensional, RðAÞ is non-closed and ARðAÞ has simple
spectrum. Then A is unitarily equivalent to a Hankel operator satisfying the double
positivity condition.
3 Operator ranges
In this part we give further conditions on a dense operator range R contained in H
equivalent to the existence of a closed linear subspace Z of H such that Z \ R ¼
f0g and dimðZÞ ¼ dimðHÞ (cf. item (ii) in Proposition 4). To this end we need to
recall some well-known facts about operator ranges.
A linear subspace R of a Hilbert space H is called an operator range if there
exist a Hilbert space K and a bounded operator T : K ! H such that RðTÞ ¼ R.
The following is a basic result on operator ranges (see Theorem 1.1 in [11]).
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Theorem 4 For any operator range R in H there are mutually orthogonal closed
linear subspaces H1;H2; . . . such that










Moreover, the operator range R given by (16) is dense in H iff H ¼ a1
n¼1Hn.
It is worth noting that for a given operator range R a sequence H1;H2; . . . such
that R ¼ ran½H1;H2; . . .	 (cf. (16)) is, in general, not unique. Also, some of the
spaces Hn can be zero-dimensional. For the purposes of this section, let us introduce
the following
Definition 2 Let a1; a2; . . . be any sequence of cardinal numbers. We say an
operator range R in H is of type RðanÞ1n¼1 if there are mutually orthogonal closed
linear subspaces H1;H2; . . . of H such that R ¼ ran½H1;H2; . . .	 (cf. (16)) and
dimðHnÞ ¼ an for any n[ 0.
Two operator ranges R1 in H1 and R2 in H2 are equivalent if there is a unitary
operator U : H1 ! H2 such that UðR1Þ ¼ R2.
A single operator range can be of many different types. However, it is easy to see
that dense operator ranges of a given type are all equivalent. When two types
represent equivalent dense operator ranges is a subject of Theorem 3.3 in [11]. Here
we skip the details.
The main result of this section is
Theorem 5 Let R be a dense operator range of type RðanÞ1n¼1 in a Hilbert space H
of dimension a@0. The following conditions are equivalent:
(a) there exists a closed linear subspace Z of H such that Z \ R ¼ f0g and
dimðZÞ ¼ a;
(b) for any b\a there exists a closed linear subspace Y of H such that Y \ R ¼
f0g and dimðYÞ[ b;
(c) for any b\a and n[ 0 there is m[ n such that
Pm
j¼nþ1 aj [ b;
(d) dimðK?Þ ¼ a for any linear subspace K of R that is closed in H;
(e) there exists a dense operator range R0 in H such that R0 \ R ¼ f0g;
(f) there exists U 2 UðHÞ for which UðRÞ \ R ¼ f0g;
(g) there exists a closed linear subspace W of H such that
W \R ¼ W? \ R ¼ f0g.
Moreover, dimðWÞ ¼ dimðW?Þ ¼ a for any W witnessing (g).
Before giving a proof, first we comment on the assertion of (f) in the above result:
in the case when R is a non-closed operator range in a separable Hilbert space H it
was first proved by Dixmier [8] (consult also Theorem 3.6 in [11]). He started his
proof with a specific example of an operator range for which (f) holds and then
described an elegant technique to get the assertion in full generality (in the separable
case). Here we will generalize his method, but instead of using his ‘‘starting’’
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example we propose a new approach to this issue—our starting tool will be the
following proposition, which may be already known, but we could not find it in the
literature. This result can be considered interesting in its own right.
Proposition 5 Let C : K ! H be a compact operator from a Hilbert space K into a
separable infinite-dimensional Hilbert space H. Then the set D of all U 2 UðHÞ
such that UðRðCÞÞ \ RðCÞ ¼ f0g is dense Gd in the Polish group UðHÞ equipped
with the strong operator topology.
Proof First of all, recall that for separable H the space UðHÞ is separable and
completely metrizable in the strong operator topology. Moreover, for any Hilbert
space K, UðKÞ is a topological group with respect to this topology. So, in the
separable case we can apply Baire’s theorem, which will lead us to the final
conclusion after showing the following property, valid in all (that is, possibly non-
separable) infinite-dimensional Hilbert spaces H:
ðHÞ For any norm compact set M  H disjoint from the origin, the set X of all
U 2 UðHÞ such that UðMÞ \M ¼ £ is open and dense in the topological
group UðHÞ equipped with the strong operator topology.
First we prove ðHÞ, then we will show how it leads to the whole conclusion of the
proposition.
We may and do assume that M 6¼ £. It easily follows from the compactness of
M that X is open in UðHÞ. Indeed, fix U 2 X and take d[ 0 such that kUx
yk 4d for all x; y 2 M. Further, let F  M be a finite non-empty d-net in M. It is
then easy to check that kVx yk d for all x; y 2 M and any V 2 UðHÞ such that
kVf  Uf k\d for any f 2 F. Consequently, each such V belongs to X and hence X
is open in the strong operator topology. To show that X is dense in UðHÞ, we need to
know that H is infinite-dimensional. Fix U 2 UðHÞ, a finite non-empty set F in H
and e[ 0. Our aim is to show that there is V 2 X such that kVf  Ufk e for any
f 2 F. We may and do assume that 0 62 F. For simplicity, put L¼defM [ F and take
m[ 0 such that
kykm ðy 2 LÞ: ð17Þ
Next, choose any d 2 ð0; 1Þ satisfying
2kfkd\e ðf 2 FÞ ð18Þ
and let S  L be a finite ðmd=4Þ-net in L containing F. Set E¼def linðSÞ and take any
W 2 UðHÞ such that
WðEÞ ? UðEÞ þ E: ð19Þ
We conclude from the above property (and the fact that E is finite-dimensional) that





Ux ðx 2 EÞ: ð20Þ
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Since F  E, it follows from (19) and (20) that for any f 2 F,





(where the last inequality is a consequence of (18)). Thus, to end the proof of ðHÞ, it
remains to check that VðMÞ \M ¼ £. To this end, first take a; b 2 S  E \ L.
Again, we infer from (19) and (20) that




Re Ua; bh iH , so




kak  kbk d2kbk2  d2m2;
by (17). Now if x; y 2 M are arbitrary, choose a; b 2 S such that kx akmd=4
and ky bkmd=4. We then have kVx ykkVa bk  kVa Vxk  ky
bkmd=2 and we are done.
Having ðHÞ, the assertion of the proposition can briefly be proven. Since C is
compact and the closed unit ball BK in K is weakly compact, the set D¼
def
Cð BKÞ is
norm compact. Observe that RðCÞ n f0g ¼
S1
n¼1 Mn where Mn ¼ nC n ð1n BHÞ
where BH is the open unit ball in H. We infer from ðHÞ that the set Xn¼
deffU 2
UðHÞ : UðMnÞ \Mn ¼ £g is open and dense in UðHÞ. Finally, Baire’s theorem
yields that the intersection of all Xn, which coincides with D, is dense in UðHÞ. h
In the proof of Theorem 5 we shall also apply the following result.
Corollary 2 There exists a dense operator range R0 in a separable Hilbert space K
and a closed linear subspace W of K such that W \ R0 ¼ W? \ R0 ¼ f0g.
Proof Let K¼defH 
 H (where H is infinite-dimensional and separable) and
W¼defH 
 f0g  K. Take any compact self-adjoint operator A : H ! H with trivial
kernel and choose—applying Proposition 5—any U 2 UðHÞ such that
UðRðAÞÞ \ RðAÞ ¼ f0g: ð21Þ
Let B : H ! K be given by Bx¼defAx
 UAU1x and set R0¼
defRðBÞ. Since both A
and U are one-to-one, we have W \R0 ¼ W? \ R0 ¼ f0g. So, we only need to
show that R0 is dense in K, which simply follows from (21): if a
 b is orthogonal
to R0, then Aaþ UAU1b ¼ 0 and, consequently, a ¼ b ¼ 0. h
Proof (Proof of Theorem 5) For the aim of this proof, take a sequence of mutually
orthogonal closed linear subspaces H1;H2; . . . of H such that
R ¼ ran½H1;H2; . . .	 ð22Þ
and dimðHnÞ ¼ an for any n[ 0. Since R is dense, we have (by Theorem 4):
H ¼ a1
n¼1Hn: ð23Þ
Before passing to the main proof, consider an additional condition:
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¼ f0g and dimðKÞ[ b: ð24Þ
(Note that (h) is a weakening of each of (a), (b), (c), (d) and (g).) We will show that
(h) is equivalent to each of (a)–(g). For the reader’s convenience, let us draw the
scheme of the proof: (a))(b))(d))(h))(c))(a); then (f))(e))(h) and (g))(a)
(together with the additional claim of the theorem), and finally (c))(f),(g).
Of course, (a) implies (b). Ifb\a andY witnesses (b) (forb), andK is as specified in
(d), then PK? is one-to-one on Y . Consequently, dimðK?Þ ¼
dimðRðPK?ÞÞ dimðYÞ[ b which yields (d). It is obvious that (d) implies (h).
Now assume (h) holds and fix b\a and n 0. For simplicity, denote by P the
orthogonal projection onto the orthogonal complement (inH) ofa
n
j¼1Hj. By (h), there
is a closed linear subspace K of H that satisfies (24). As argued previously, we
conclude that dimðRðPÞÞ dimðKÞ[ b. ButRðPÞ ¼ a1
j¼nþ1Hj (thanks to (23)) and
hence
P
j[ n aj [ b. So, one can find m[ n such that
Pm
j¼nþ1 aj [ b which gives (c).








It readily follows from (22) that RðAÞ ¼ R. Moreover, it is also easy to show that
for arbitrarily fixed e[ 0, a1
n¼jHj  RðEðð0; eÞÞÞ for sufficiently large n[ 0
where E is the spectral measure of A. Consequently, we infer from (c) that
dimðRðEðð0; eÞÞÞÞ ¼ a and it suffices to apply Proposition 4 to get (a).
Further, (e) is easily implied by (f) as UðRÞ (for any U 2 UðHÞ) is a dense
operator range in H. And if (e) holds, R0 ¼ ran½H01;H02; . . .	 for suitable sequence
H01;H
0












k¼1HkÞ ¼ f0g for all
n;m[ 0. These properties easily yield (h).
To show the additional claim of the theorem and that (a) follows from (g), it is
sufficient to prove that dimðWÞ ¼ a whenever W is as specified in (g). To this end,
assume—on the contrary—that dimðWÞ\a. Then, by (23), we can find n[ 0 such
that
Pn
j¼1 dimðHjÞ[ dimðWÞ. This inequality implies that ða
n
j¼1HjÞ \W? 6¼ f0g
which contradicts (g) as a
n
j¼1Hj  R.
We turn to the hardest part of the proof—namely, that both (f) and (g) follow
from (c). We adapt Dixmier’s proof [8] (see also Theorem 3.6 in [11]) of the result
mentioned in the paragraph following the statement of Theorem 5 above, but instead
of his specific example of a dense operator range in a separable Hilbert space that
satisfies (f) we apply our Proposition 5 and Corollary 2.
To simplify further arguments, let us call a linear subspace R  H of an arbitrary
Hilbert space (f,g)-valid if both (f) and (g) hold for R. Here we do not assume that
R is an operator range. In a similar manner we define (f)-valid and (g)-valid linear
subspaces of Hilbert spaces. Moreover, for any non-empty set J and R  H let
966 P. Niemiec
RJ  a
j2JHj (with Hj ¼ H for all j 2 J) stand for the set of all 
j2Jxj with xj 2 R
for any j 2 J. Finally, for any infinite cardinal c we call an operator range R of type
Rc if it is of type RðcnÞ1n¼1 where cn ¼ c for each n. We divide the remaining part of
the proof of the theorem into the following steps:
(I) There are dense operator ranges Rf and Rg in separable Hilbert spaces
such that Rf is (f)-valid and Rg is (g)-valid.
(II) If R is (f,g)-valid, each linear subspace of R is (f,g)-valid as well.
(III) If R is (f)-valid (resp. (g)-valid), so is RJ for any set J 6¼ £.
(IV) IfR is a dense operator range in a separable Hilbert spaceH and J is an infinite
set, then RJ contains an operator range of type RcardðJÞ that is dense in HJ .
(V) For any infinite cardinal c, all dense operator ranges of type Rc are (f,g)-
valid.
(VI) If R and H are as specified in the statement of the theorem and (c) is
fulfilled, then R is contained in a dense (in H) operator range of type Ra. In
particular, R is (f,g)-valid.
Note that property (VI) is exactly what we want. Below we give brief proofs of the
above items (I)–(VI).
Property (I) is covered by Proposition 5 and Corollary 2; (II) is obvious; whereas
(III) follows from a simple argument on direct sums: if U is a unitary operator on H
such that UðRÞ \ R ¼ f0g, then UJ¼defa
j2JUj (with Uj ¼ U for all j 2 J) is a
unitary operator on HJ such that UJðRJÞ \ RJ ¼ £ (similarly: if W  H witnesses
(g) for R, then WJ witnesses (g) for RJ).
We turn to (IV). Assume R is as specified therein. We may and do assume that
R 6¼ H. Take a sequence of mutually orthogonal closed linear subspaces H1;H2; . . .
of H such that R ¼ ran½H1;H2; . . .	 and (23) holds. Since
ran½H1;H2; . . .	 ¼ ran½f0g;H1;H2; . . .	, we may and do assume that H1 6¼ f0g.
Finally, there is a sequence of natural numbers 1 ¼ m1\m2\    such that
Hmn 6¼ f0g ðn[ 0Þ ð25Þ
(because R 6¼ H). We consider each of Hj ¼ H in HJ ¼ aj2JHj as Hj ¼ a
1
n¼1Hj;n
where Hj;n ¼ Hn for any j 2 J and n[ 0. Let








be the natural unitary operator that shuffles coordinates: Wððxj;nÞ1n¼1Þj2J ¼
ððxj;nÞj2JÞ
1
n¼1. For simplicity, set Kn¼
def
a





that WðRJÞ contains the space T ¼def ran½K1;K2; . . .	. So, to complete the proof of
(IV), it is enough to show that T contains a dense (in K) operator range of type Rc
where c ¼ cardðJÞ@0. To this end, note that dimðKmnÞ ¼ c for all n[ 0 (thanks to
(25)). Hence, each of the spaces Kmn can be decomposed as Kmn ¼ a
mnþ11
k¼mn Yk where
dimðYkÞ ¼ c for any k[ 0 (recall that m1 ¼ 1). Now relations K ¼ a1k¼1Yk and
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ran½Y1; Y2; . . .	  T finish the proof of (IV).
As (V) is an immediate consequence of (I)–(IV) and of the fact that all dense
operator ranges of the same type are equivalent, it remains to show (VI). To this end,
we start from (22) (with dimðHnÞ ¼ an) and (23). It follows from condition (b) that
there is an infinite set K  f1; 2; . . .g such that for any its infinite subset K0 one hasP
n2K0 an ¼ a. We divide K into pairwise disjoint infinite sets K1;K2; . . . such that
minðKnÞ n ðn[ 0Þ: ð26Þ
(We assume that K ¼
S1
n¼1 Kn.) Finally, for each positive n define H
0
n as follows:
• H0n ¼ ak2KnHk if n 2 K;
• H0n ¼ ðak2KnHkÞ 
 Hn otherwise.
Note that H ¼ a1
n¼1H
0
n (by (23)) and dimðH0nÞ ¼ a for all n. What is more, (26)
implies that ran½H1;H2; . . .	  ran½H01;H02; . . .	 which shows that R is contained in
an operator range of type Ra. The final claim of (VI) is now a consequence of (V)
and (II). h
In a similar manner one shows the following result whose proof is left to the
reader.
Proposition 6 Let R be a dense operator range of type RðanÞ1n¼1 in a Hilbert space
H and let b be an arbitrary cardinal number. The following conditions are
equivalent:
(a) there exists a closed linear subspace Z of H such that Z \ R ¼ f0g and
dimðZÞ ¼ b;
(b) for any cardinal c\b there is a closed linear subspace W of H such that
W \R ¼ f0g and dimðWÞ[ c;
(c)
P1
k¼n ak  b for any n[ 0.
(d) dimðK?Þ b for any linear subspace K of R that is closed in H.
Recall that the structure (that is, unitary equivalence type) of the isometry WZ for
any Z 2 ZðAÞ where A 2 BþðHÞ is completely determined by the cardinals aðZÞ ¼
dimðZÞ and bAðZÞ ¼ dimð½Z	?A Þ (see Theorem 3). So, the set
NðAÞ¼deffðdimðZÞ; dimð½Z	?A ÞÞ : Z 2 ZðAÞg
contains full information on possible unitary equivalence types of members of








• eigðAÞ¼def dimðEigðAÞÞ þ 1 if EigðAÞ is finite-dimensional and eigðAÞ ¼ 1
otherwise where EigðAÞ¼defaa2CNðA aIÞ;
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• essðAÞ is a natural number n if A acts on a separable Hilbert space and n is the
essential supremum of the multiplicity function of A, otherwise (that is, if for no
n the previous condition is fulfilled) essðAÞ ¼ @0.
It is worth noting here that cdrðAÞ ¼ minn[ 0
P1
k¼n ak if RðAÞ is of type RðanÞ
1
n¼1,
which simply follows from Proposition 6.
Everywhere below, a and b are cardinal numbers and ‘‘b\1’’ means that b is
finite.
Theorem 6 Let A 2 BþðHÞ be non-invertible.
(I) If H is separable, then NðAÞ consists of all pairs ða; bÞ such that
• a@0 and b ¼ @0; or
• essðAÞ a@0 and b\eigðAÞ.
(II) If H is non-separable, then NðAÞ consists of all pairs ða; bÞ such that
• a\ dimðHÞ and a cdrðAÞ and b ¼ dimðHÞ; or
• a ¼ dimðHÞ ¼ cdrðAÞ and @0  b dimðHÞ; or
• a ¼ dimðHÞ ¼ cdrðAÞ and b\eigðAÞ.
Proof First assume H is separable. The proof of Proposition 3 shows that A is a
direct sum of two non-invertible positive operators, say A ¼ B
 C. Since B is non-
invertible, it follows that there is a closed infinite-dimensional linear subspace Z of
RðBÞ such that Z \ RðBÞ ¼ f0g. Then all closed subspaces W of Z belong to ZðAÞ
and satisfy dimð½W 	?A Þ ¼ @0 (since C is non-invertible and one-to-one, its domain is
infinite-dimensional). So, to finish the proof in the separable case, it is sufficient to
characterize all pairs ða; bÞ 2 NðAÞ with finite b. Observe that if Z 2 ZðAÞ is such
that dimðZÞ ¼ a and dimð½Z	?A Þ ¼ b\@0, then ½Z	
?
A  EigðAÞ (recall that
EigðAÞ ¼ aa2CNðA aIÞ), because ½Z	
?
A is a finite-dimensional invariant sub-
space for A. Consequently, b\eigðAÞ. Moreover, essðA½Z	AÞ essðAÞ and
Proposition 2 implies that essðA½Z	AÞ a. Conversely, if essðAÞ a@0 and
b\eigðAÞ, then there is a linear subspace E of EigðAÞ of (finite) dimension b that is
invariant for A. Denoting by K the orthogonal complement of E, we see that K is
invariant for A and essðAKÞ essðAÞ. So, essðAKÞ a and therefore—thanks to
Propositions 2 and 3—there is Z 2 ZðAKÞ such that dimðZÞ ¼ a and ½Z	A ¼ K.
Then dimð½Z	?A Þ ¼ dimðEÞ ¼ b and hence ða; bÞ 2 NðAÞ.
Now we turn to the non-separable case. First assume ða; bÞ 2 NðAÞ and choose
Z 2 ZðAÞ for which dimðZÞ ¼ a and b ¼ dimð½Z	?A Þ. It follows from the definition
of cdrðAÞ that dimðZÞ cdrðAÞ. If a\ dimðHÞ, then
dimð½Z	AÞ maxða;@0Þ\ dimðHÞ and hence b ¼ dimðHÞ. In the remaining case
a ¼ dimðHÞ ¼ cdrðAÞ and b is either infinite or ½Z	?A  EigðAÞ and thus finite b
must satisfy b\eigðAÞ. This shows that the condition specified in (II) is necessary.
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Now we show its sufficiency. To this end, we fix a pair a; b of cardinals such that
a cdrðAÞ. It follows from Proposition 6 that there is Z 2 ZðAÞ with dimðZÞ ¼ a.
First assume a\ dimðHÞ (then b ¼ dimðHÞ. Choose any Z 2 ZðAÞ such that
dimðZÞ ¼ a. Then dimð½Z	AÞ maxða;@0Þ\ dimðHÞ and thus
dimð½Z	?A Þ ¼ dimðHÞ ¼ b, which implies ða; bÞ 2 NðAÞ.
Now assume a ¼ dimðHÞ ¼ cdrðAÞ. The proof of Proposition 4 shows that A can
be decomposed as A ¼ a
s2SAs where cardðSÞ ¼ a and each of As is non-invertible
and acts on a separable Hilbert space. Moreover, we have shown there that the
existence of such a decomposition is sufficient for the existence of Z 2 ZðAÞ such
that dimðZÞ ¼ a and ½Z	A ¼ H. We will use this property below.
If b is infinite, we take disjoint subsets S1 and S2 of S such that S ¼ S1 [ S2,
cardðS1Þ ¼ a and cardðS2Þ ¼ b. We infer from the property evoked above that there
is W 2 Zða
s2S1AsÞ such that dimðWÞ ¼ a and ½W 	A coincides with the domain of
a
s2S1As. Then dimð½W 	
?
A Þ ¼ cardðS2Þ, because S2 is infinite and all As act on
separable spaces. Consequently, ða; bÞ 2 NðAÞ.
Finally, if b\eigðAÞ (and still a ¼ dimðHÞ ¼ cdrðAÞ, we can find a linear
subspace E of H of (finite) dimension b that is invariant for A. It easily follows e.g.
from condition (c) of Theorem 5 that there is Z 2 ZðAÞ such that dimðZÞ ¼ a and
½Z	A ¼ E?. This yields ða; bÞ 2 NðAÞ and we are done. h
4 Unbounded positive operators
Recall that a (densely defined) operator T : DðTÞ ! H (where DðTÞ  H) is said to
be positive if Tx; xh iH  0 for any x 2 DðTÞ. We emphasize that, according to the
above definition, positive operators need not be self-adjoint.
The main aim of this section is the following consequence of the results
presented in previous sections.
Theorem 7 For a (possibly unbounded) positive self-adjoint operator A in a
Hilbert space H the following conditions are equivalent:
(i) A is a unique positive closed densely defined operator T in H such that
jT j ¼ A;
(ii) A is bounded.
Proof Assume A is not bounded and let E denote the spectral measure of A. We will
show that there is an isometry V on H such that dimðRðVÞ?Þ ¼ 1 and T¼defVA is a
positive closed operator such that jT j ¼ A 6¼ T . To this end, set H0 ¼ RðEð½1;1ÞÞÞ
and H1 ¼ H?0 . A decomposes as A ¼ A0 
 A1 where Aj is a positive self-adjoint
operator in Hj (for j ¼ 1; 2). Moreover, A0 is not bounded, A0x; xh iH kxk
2
for
x 2 DðA0Þ and RðA0Þ ¼ H0. It is sufficient to show our claim (stated at the
beginning of the proof) for A0 (because if V0 is an appropriate isometry for A0, then
V0 
 IH1 is appropriate for A) and thus we may and do assume that A ¼ A0 (and
H ¼ H0). Let B ¼ A1 2 BþðHÞ. It follows that RðBÞ 6¼ H and we infer from
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Proposition 1 that there is an isometry V 2 VðBÞ such that dimðRðVÞ?Þ ¼ 1. For
any x 2 DðAÞ set y ¼ Ax and observe that
VAx; xh iH¼ Vy;Byh iH¼ BVy; yh iH  0;
which shows that T ¼ VA is positive. Moreover, since A is closed and V is iso-
metric, T is closed as well and T ¼ AV. Thus TT ¼ A2 and consequently
jTj ¼ A. Finally, since V 6¼ I and RðAÞ is dense in H, we have T 6¼ A. This shows
that (i) is followed by (ii). The reverse implication is well-known and left to the
reader as a simple exercise. h
As a consequence of the above theorem, we get the following, a little bit
surprising, result.
Corollary 3 For a function u : X ! ð0;1Þ defined on a non-empty set X the
following conditions are equivalent:
(i) u is unbounded;
(ii) there exists a positive self-adjoint operator A in ‘2ðXÞ such that all the
following conditions are fulfilled:
(O1) the domain of A contains the canonical basis fex : x 2 Xg;
(O2) fAexuðxÞ : x 2 Xg is an orthonormal system in ‘2ðXÞ;
(O3) AðezÞ 6¼ uðzÞez for some z 2 X.
Proof First assume that u is bounded and A is a positive self-adjoint operator such
that (O1) and (O2) hold. We shall show that Aex ¼ uðxÞex for any x 2 X (that is: that
A is bounded and diagonal in the canonical basis). For simplicity, set fx¼
def Aex
uðxÞ for
x 2 X. From (O2) and the boundedness of u it easily follows that Alinfex : x 2 Xg











and hence A2ex ¼ uðxÞ2ex. Since A is a unique positive square root of A2, we obtain
that Aex ¼ uðxÞex for any x 2 X—as claimed above.
Finally, assume u is unbounded and let B be the diagonal operator (with respect
to the canonical basis) induced by u; that is, DðBÞ ¼ ff 2 ‘2ðXÞ : uf 2 ‘2ðXÞg and
Bf ¼ uf for f 2 DðBÞ. Since B is not bounded, we conclude from the proof of
Theorem 7 that there is an isometry V such that dimðRðVÞ?Þ ¼ 1 and T¼defVB is a
positive closed operator. Hence the vectors
TðexÞ
uðxÞ ¼ VðexÞ form an orthonormal
system different from the canonical one. (Note also that it is possible to enlarge this
system by adding a single vector to obtain an orthonormal basis of ‘2ðXÞ—since
dimðRðVÞ?Þ ¼ 1.) Now to end the proof, it suffices to apply the Friedrichs’ theorem
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[12] on extending positive operators (consult also, e.g., [1] or Theorem 5.38 in [24])
to get a positive self-adjoint operator A in ‘2ðXÞ that extends T and satisfies con-
ditions (O1)–(O3). h
We leave it to the reader as an exercise that whenever conditions (O1)–(O3) are
fulfilled (for a positive operator A), the system in (O2) is never an orthonormal
basis. However, as the above proof shows, if only u is an unbounded function, we
can always find such an operator A for which the closed linear subspace generated
by the system from (O2) has codimension 1.
We end this section with the following result which is unrelated with the main
subject of the paper (that is, it says nothing about positivity). We will use it in the
next section. It is likely that this result is already known. However, we could not
find it in the literature. It can be considered interesting in its own right.
Lemma 2 Let T be a closable operator and S¼deffx 2 DðTÞ : kTxk 1g.
(a) TS is continuous in the weak topologies, and S is closed in DðTÞ.
(b) If T is closed, then S is a closed set.
Remark 2 Lemma 2 (and its proof without any change) is valid for all (not
necessarily densely defined) closable linear operators T : DðTÞ ! Y where DðTÞ is
a subspace of a Banach space X and Y is a reflexive Banach space.
Proof (Proof of Lemma 2) Replacing T by T , we may and do assume T is closed. In
that case we need to show that TS is continuous in the weak topologies, and S is
closed. To this end, let x ¼ ðxrÞr2R be a net in S that weakly converges to some
z 2 H (where H is the underlying space containing the domain of T). Let ðykÞk2K be
any subnet of x such that ðTykÞk2K is weakly convergent, say to w. Then
ðyk; TykÞk2K  CðTÞ is a net weakly convergent (in the product space) to ðz;wÞ.
Since norm closed convex subsets of Banach spaces are weakly closed, we conclude
that ðz;wÞ 2 CðTÞ; that is, z 2 DðTÞ and Tz ¼ w. This shows that each weakly
convergent subnet of ðTxrÞr2R converges to Tz. So, it follows from the weak
compactness of the unit ball (in the target space) that the net ðTxrÞr2R itself
converges to Tz. In particular, kTzk 1 and we are done. h
5 Positive definite kernels
Before passing to the main issue of this part, first we recall necessary notions.
A kernel on X (where X is an arbitrary non-empty set) is a complex-valued
function on X  X. A kernel K : X  X ! C is said to be a positive definite kernel
(on X) (or a Hilbert space reproducing kernel, or briefly a reproducing kernel) if
Xn
j;k¼1
kjkkKðxj; xkÞ 0 ð27Þ
for any n 1, x1; . . .; xn 2 X and k1; . . .; kn 2 C. Note that the above condition says
that the sum on the left-hand side of (27) (whose summands are complex!) is a non-
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negative real number. It is well-known (and easy to check) that for any reproducing
kernel K on X,
Kðy; xÞ ¼ Kðx; yÞ ð28Þ
and Kðx; xÞ 0 for all x; y 2 X. It is well-known (and can briefly be proved by
applying Sylvester’s theorem on strictly positive definite matrices) that a kernel
K : X  X ! C is positive definite iff K satisfies (28) and det½Kðxj; xkÞ	nj;k¼1  0 for
all x1; . . .; xn 2 X (and arbitrary n 1). Another equivalent (and well-known) con-
dition for the kernel K to be a reproducing kernel is the existence of a function
j : X ! H where H is some Hilbert space such that Kðx; yÞ ¼ jðxÞ; jðyÞh iH . To
shorten statements, below we will use the abbreviation ‘‘pd’’ for ‘‘positive definite.’’
We will also write ‘‘K  0’’ to express that K is a pd kernel. More generally, for
two kernels K and L defined on a common set the notations ‘‘K  L’’ and ‘‘L  K’’
will mean that L K is a pd kernel.
For more information on reproducing kernels consult [5, 22] or [16].
In this paper we study those pd kernels that have a pdms root (see Definition 1).





In particular, if z ¼ x, the series in (1) has non-negative summands and thus its sum
is well-defined (it is either a real number or 1). And, if all these series (with z ¼ x)
are finite, the Schwarz inequality shows that the right-hand side series in (1) con-
verges for arbitrary x; z 2 X. So, there is no ambiguity in understanding this for-
mula. To simplify further statements, let us introduce the following
Definition 3 A kernel K on X is called an ‘2-kernel if both Kðx; Þ and Kð; xÞ are
members of ‘2ðXÞ for any x 2 X.
For two ‘2-kernels K and L on X, K  L is a kernel on X given by
ðK  LÞðx; zÞ ¼
X
y2Y
Kðx; yÞLðy; zÞ ðx; z 2 XÞ:
In addition, K is a kernel on X such that Kðx; yÞ ¼ Kðy; xÞ for any x; y 2 X.
The paragraph preceding the above definition explains that for any ‘2-kernels K
and L (both on X), K  L is a well-defined kernel on X. Moreover, we readily have
ðK  LÞðx; yÞ ¼ Kðx; Þ; Lðy; Þh i‘2ðXÞ. It is worth noting here that, in general, K  L
is not an ‘2-kernel (see, e.g. item (A) in Example 3 below). Observe also that a pd
kernel K on X is an ‘2-kernel iff Kðx; Þ 2 ‘2ðXÞ for all x 2 X.
Using the notation introduced in Definition 3, we can reformulate the equation
defining a pdms root as follows: K  0 is a pdms root of L  0 iff K is an ‘2-kernel
and L ¼ K  K. In the last statement the assumption that L  0 can be skipped as
shown by the following very easy
Proposition 7 For any ‘2-kernel K, K  K is a pd kernel. In particular, if K  0 is
an ‘2-kernel, then K  K  0 as well.
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Proof Each pd kernel K satisfies K ¼ K, so it is sufficient to prove the first claim
which follows from the formula ðK  KÞðx; yÞ ¼ Kðx; Þ;Kðy; Þh i‘2ðXÞ. h
For any kernel K on X let Kop denote a unique linear operator defined on ‘finðXÞ
such that KopðexÞ ¼ Kðx; Þ for all x 2 X (so, all values of Kop are complex-valued
functions on X). Everywhere below its domain DðKopÞ ¼ ‘finðXÞ will always be
equipped with the norm and the topology inherited from ‘2ðXÞ and considered as a
subspace of ‘2ðXÞ. In contrast, the target space of Kop will vary and will always be
specified.
Lemma 3 For any ‘2-kernel K on X, Kop : ‘finðXÞ ! ‘2ðXÞ is a closable operator
such that Kðx; yÞ ¼ Kopex; ey
 
‘2ðXÞ for any x; y 2 X.
Proof The only thing that needs proving is the closability of Kop. But this easily
follows from the relation: Kopf ; ex
 
‘2ðXÞ¼ f ;K
ðx; Þh i‘2ðXÞ ðx 2 X; f 2 ‘finðXÞÞ.
The details are left to the reader. h
Every pd kernel K on X generates a unique Hilbert function space (consisting of
complex-valued functions on X), to be denoted by HK , such that the following two
conditions are fulfilled:
• the functions Kðx; Þ (where x runs over all elements of X) belong to HK ;
• f ;Kðx; Þh iHK¼ f ðxÞ for any x 2 X and f 2 HK .
In particular, Kðx; yÞ ¼ Kðx; Þ;Kðy; Þh iHK . (Very often HK is defined by
conditions obtained from the above two by replacing the functions Kðx; Þ by
Kð; xÞ. In general, this way leads to a different vector space. However, both the
approaches are fully equivalent and it is a matter of taste which one to choose. Our
choice is more convenient for our purposes.) A well-known fact says that
HdX ¼ ‘2ðXÞ, which we will use many times without any additional explanations.
(Recall that dX is the pd kernel on X such that dXðx; xÞ ¼ 1 for all x 2 X and
dXðx; yÞ ¼ 0 whenever x 6¼ y.)
To simplify further statements, let us say that an operator T : DðTÞ ! H (where
‘finðXÞ  DðTÞ  ‘2ðXÞ and H is a Hilbert space) factorizes a pd kernel K on X if
Kðx; yÞ ¼ Tex; Tey
 
H
ðx; y 2 HÞ: ð29Þ
Lemma 4 For a pd kernel K on X the following conditions are equivalent:
(i) there exists a closable operator that factorizes K;
(ii) the restriction to ‘finðXÞ of each operator that factorizes K is closable.
Proof It is easy to see that (i) is implied by (ii) (note that it is sufficient to show the
existence of an operator that factorizes K): the operator Kop : ‘finðXÞ ! HK
factorizes K. The reverse implication is also simple: if S : DðSÞ ! H and T :






for any x; y 2 X and
therefore there exists a linear isometry V : Tð‘finðXÞÞ ! H such that Sf ¼ VTf for
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any f 2 ‘finðXÞ. Consequently, S‘finðXÞ is closable iff T‘finðXÞ is so, and we are
done. h
For a collection of kernels fKs : Xs  Xs ! Cgs2S where the sets Xs are all
pairwise disjoint we define the kernel a
s2SKs on the (disjoint) union
F
s2S Xs of Xs
as follows:
• ða
s2SKsÞðx; yÞ ¼ Ktðx; yÞ for x; y 2 Xt and arbitrary t 2 S;
• ða
s2SKsÞðx; yÞ ¼ 0 if x 2 Xp, y 2 Xq and p 6¼ q.
It is easy to check and left to the reader that a
s2SKs  0 iff Ks  0 for all s 2 S.
For simplicity, let us call a vector u 2 ‘finðXÞ K-unit (where K is a pd kernel on
X) if
P
x;y2X uðxÞuðyÞKðx; yÞ 1.
Now we gather various criteria for a pd kernel to have a pdms root.
Theorem 8 For a pd kernel K on X the following conditions are equivalent:
(a1) K has a pdms root;
(a2) there exists an ‘2-kernel L on X such that K ¼ L  L;
b the set X admits a decomposition X ¼
F
s2S Xs into (pairwise disjoint) non-
empty (at most) countable sets such that K ¼ a
s2SKXs  Xs and each of
KXs  Xs has a pdms root;
(c1) there exists a closable operator that factorizes K;
(c2) there exists a positive self-adjoint operator B in ‘2ðXÞ that factorizes K and
has ‘finðXÞ as a core;
(c3) Kop : ‘finðXÞ ! HKis closable;
d ‘2ðXÞ \HK is dense in HK ;
(e1) whenever a sequence ðanÞ1n¼1  ‘finðXÞ norm converges to 0 and consists of
K-unit vectors, then limn!1
P
x2X anðxÞKðx; zÞ ¼ 0 for all z 2 X;
(e2) for any z 2 X and e[ 0 there is a finite non-empty set F  X such that the
following condition holds: if a K-unit vector f 2 ‘finðXÞ vanishes at each
point of F and has norm not exceeding 1, then j
P
x2X f ðxÞKðx; zÞj  e;
(e3) for any z 2 X and e[ 0 there are a finite orthonormal system u1; . . .; uk in
‘2ðXÞ and d[ 0 such that the following condition is fulfilled: if a K-unit
vector v 2 ‘finðXÞ satisfies j v; uj
 
‘2ðXÞj  d for j ¼ 1; . . .; k, then
j
P
x2X vðxÞKðx; zÞj  e.
Proof For the reader’s convenience, let us draw a scheme of the proof:
(a1))(c1))(c2))(a1); (a1))(a2))(c1); (c1) () (c3) () (d);
(c3))(e3))(e2))(e1))(c3) and finally (a1))(b))(a1).
First assume L  0 satisfies K ¼ L  L (see (a1)). This means that
Lop : ‘finðXÞ ! ‘2ðXÞ
factorizes K. It follows from Lemma 3 that Lop is closable (recall that L is an ‘2-
kernel). So, (c1) holds. Let us now check that (c2) is implied by (c1). To this end, let
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T : ‘finðXÞ ! H be closable and factorize K, and let T ¼ QB be the polar decom-
position of T . Then B is a positive self-adjoint operator whose domain contains









‘2ðXÞ. Moreover, since ‘finðXÞ is a core of
T , it is a core of B as well—that is, (c2) holds. Now we will show that (a1) follows
from (c2). So, let B be as specified in (c2) and define L : X  X ! C by
Lðx; yÞ ¼ Bex; ey
 
‘2ðXÞ ðx; y 2 XÞ. Since B is positive, it is readily seen that L  0.
Moreover, observe that Bex ¼
P
y2X Lðx; yÞey and therefore L is an ‘2-kernel and
Lðx; Þ; Lðy; Þh i‘2ðXÞ¼ Bex;Bey
 
‘2ðXÞ¼ Kðx; yÞ and (a1) is fulfilled.
Of course, (a1) is followed by (a2). Conversely, if L is as specified in (a2), then
Lop : ‘finðXÞ ! ‘2ðXÞ is closable (by Lemma 3) and factorizes K, which shows (c1).
Further, if (c1) holds, then Kop : ‘finðXÞ ! HK is closable as it factorizes K (see
Lemma 4 and its proof), which shows that (c1) implies (c3). The reverse implication
is trivial. To show that (c3) is equivalent to (d), consider T ¼ Kop : ‘finðXÞ ! HK
and recall that (since T is densely defined) T is closable iff T is densely defined.
Therefore it is sufficient to check that DðTÞ ¼ ‘2ðXÞ \HK . To this end, observe
that g 2 HK belongs to DðTÞ and Tg ¼ f 2 ‘2ðXÞ iff Tex; gh iHK¼ f ðxÞ for all
x 2 X. Equivalently, we need to have f ðxÞ ¼ g;Kðx; Þh iHK¼ gðxÞ. So, g 2 DðT
Þ
iff g 2 ‘2ðXÞ \HK (and then Tg ¼ g), which finishes this part of the proof.
Going further, for simplicity, we denote by S  ‘finðXÞ the set of all K-unit
vectors, and by T the operator Kop : ‘2ðXÞ ! HK . Observe that for any u 2 ‘finðXÞ,
u 2 S () kTuk 1
and
P
x2X uðxÞKðx; yÞ ¼ Tu;Kðy; Þh iHK (for any y 2 XÞ. Now if (c3) holds, it fol-
lows from Lemma 2 that (e3) is fulfilled. Indeed, a note that all sets of the form
fv 2 ‘finðXÞ : j v; uj
 
j\d ðj ¼ 1; . . .; kÞg ð30Þ
(where d[ 0 and u1; . . .; uk is a finite orthonormal system in ‘2ðXÞ) form a
neighbourhood basis of 0 in the weak topology of ‘2ðXÞ enables one deducing (e3)
from (c3) (we leave the details to the reader). Further, if (e3) holds, then (e2) holds
as well (for in (e2) K-unit vectors are taken from the unit ball of ‘finðXÞ and on the
unit ball of ‘2ðXÞ a neighbourhood basis of 0 in the weak topology can be formed by
the sets (30) where all vectors u1; . . .; uk are taken from the canonical basis of
‘2ðXÞ). Let us now give a more detailed proof that (e1) follows from (e2). To this
end, assume (e2) holds and let a sequence ðanÞ1n¼1 be as specified in (e1). Fix z 2 X
and e[ 0. Choose a finite set F  X guaranteed by (e2) (for these z and e[ 0).
Denote by E the linear span of all ex with x 2 F and write an ¼ bn þ cn where




Tbn ¼ 0: ð31Þ
976 P. Niemiec
Therefore bn 2 S for sufficiently large n. Consequently, 12 cn ¼ 12 ðan  bnÞ eventu-
ally belongs to S as well. Since cn vanishes at each point of F, we infer from (e2)
that j Tcn;Kðz; Þh iHK j  2e for sufficiently large n. This inequality combined with
(31) yields j Tan;Kðz; Þh iHK j  3e (for sufficiently large n) and hence (e1) is ful-
filled. Finally, assume (e1) holds. Our aim is to show that (c3) is fulfilled; that is,
that T (defined above) is closable. To this end, assume ðanÞ1n¼1  ‘finðXÞ norm
converges to 0 and Tan ! b 2 HK ðn ! 1Þ. We need to check that b ¼ 0.
Without loss of generality, we may and do assume that kTank 1. So, an 2 S and it
follows from (e1) that limn!1 Tan;Kðz; Þh iHK¼ 0 for any z 2 X, from which it
easily follows that b ¼ 0.
It remains to check that (b) is equivalent to (a1). First assume (a1) holds and
choose any pd ‘2-kernel L such that K ¼ L  L. Define an equivalence relation ‘‘ ’’
on X as follows: x y if there are points a0; . . .; aN 2 X (for some N[ 0) such that
a0 ¼ x, aN ¼ y and Lðxj1; xjÞ 6¼ 0 for j ¼ 1; . . .;N. Observe that all equivalence
classes ½x	 are at most countable (because the set fx 2 X : Lðx; yÞ 6¼ 0g is such for
any y 2 X). So, we can divide X into pairwise disjoint sets Xs such that Lðx; yÞ ¼ 0
for any x 2 Xs and y 2 Xs0 with distinct s; s0 2 S (namely,
fXs : s 2 Sg ¼ f½x	  : x 2 Xg). For simplicity, set Ls¼
def
LXs  Xs and note that
L ¼ a
s2SLs and each of Ls is a pd ‘2-kernel. It is then easy to verify that L  L ¼
a
s2SðLs  LsÞ and therefore (b) holds. Conversely, if (b) is satisfied, then for each
s 2 S we can choose a pd ‘2-kernel Ls on Xs such that KXs  Xs ¼ Ls  Ls. Then it
suffices to set L¼defa
s2SLs to get a pd ‘2-kernel such that K ¼ L  L. h
In Proposition 8 below we will show that the operator B witnessing the above
condition (c2) is unique.
In the next theorem we will make use of the following two results. The former of
them is well-known (see, e.g., Theorem 6 on page 37 in [18]) and it is likely that so
is the latter, but we could not find it in the literature and thus we give its proof.
Lemma 5 For two pd kernels K and L on a common set and a constant c 0 the
following conditions are equivalent:
(i) HK  HL and the identity operator from HK into HL has norm not
exceeding c;
(ii) K  c2L.
Moreover, HK  HL iff (ii) holds for some c[ 0.
Lemma 6 Let fKrgr2R be an increasing net of pd kernels on X, that is:
• ðR; Þ is a directed set;
• Kr  Ks for any r; s 2 R with r s.
If K : X  X ! C is the pointwise limit of this net—that is, if
Kðx; yÞ ¼ lim
r2R
Krðx; yÞ ðx; y 2 XÞ;
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then
S
r2R HKr is a dense linear subspace of HK .
Proof For simplicity and to avoid confusion, for any r 2 R we denote by h;ir
and k  kr the scalar product and, respectively, the norm of HKr ; whereas h;i and




Since Kr  Ks whenever r s, after passing with s to the limit, we easily get
Kr  K. It follows from Lemma 5 that for any r; s 2 R:
• HKr  HKs whenever r s; consequently, since R is directed, H is a linear
space;
• HKr  HK and kIrk 1 where Ir : HKr ! HK is the identity operator.
Fix x 2 X. Then
kKrðx; Þk2 kKrðx; Þk2r ¼ Krðx; Þ;Krðx; Þh ir¼ Krðx; xÞKðx; xÞ:
So, the net fKrðx; Þgr2R  H is bounded in HK . Moreover, for any z 2 X we have
lim
r2R
Krðx; Þ;Kðz; Þh i ¼ lim
r2R
Krðx; zÞ ¼ Kðx; zÞ ¼ Kðx; Þ;Kðz; Þh i:
Since the functions Kðz; Þ ðz 2 XÞ form a total subset of HK , it follows from the
above convergence and the boundedness of the net under consideration that Krðx; Þ
weakly converge to Kðx; Þ. Therefore Kðx; Þ belongs to the weak closure of H
which coincides with the norm closure of H. Consequently, HK ¼ linfKðx; Þ :
x 2 Xg is contained in the (norm) closure of H and we are done. h
As a consequence of Theorem 8, we obtain the following
Theorem 9 Let K be a pd kernel on X.
(I) If K has a pdms root and A is a non-empty subset of X, then KA A has a
pdms root as well.
(II) If K ¼ a
s2SKs, then K has a pdms root iff each of Ks has a pdms root.
(III) If K has a pdms root and u : X ! C is a bounded function, then the kernel
L : X  X 3 ðx; yÞ7!uðxÞuðyÞKðx; yÞ 2 C has a pdms root as well. In
particular, the kernel
Kbd : X  X 3 ðx; yÞ7!
Kðx; yÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
maxðKðx; xÞ; 1Þ  maxðKðy; yÞ; 1Þ
p 2 C ð32Þ
has a pdms root provided so has K.
(IV) If K is bounded and has a pdms root, then for any x 2 X, Kðx; Þ is a c0-
function; that is, for any x 2 X and e[ 0 there is a finite set F  X such
that jKðx; yÞj\e for any y 62 F.
(V) If K is an ‘2-kernel, it has a pdms root. In particular, each pdms root of a
pd kernel has a pdms root.
(VI) If K ¼
P
s2S Ks where fKsgs2S is an arbitrary family of pd kernels having
pdms roots, then K also has a pdms root.
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(VII) If K is the pointwise limit of an increasing net of pd kernels (cf. the
statement of Lemma 6) each of which has a pdms root, then also K has a
pdms root.
(VIII) If L is a pd kernel on X such that c1K  L  c2K for some positive
constants c1 and c2, then either both K and L have pdms roots or none of
them.
(IX) There exists a unique pd kernel K0  K that has a pdms root and is the
greatest kernel with these properties; that is, if L  K is a pd kernel that
has a pdms root, then L  K0.
(X) There exists a pd kernel K1  K that has a unique pdms root and the
following property: whenever L  0 is such that L  aK for some
constant a[ 0, then L has a unique pdms root iff L  bK1 for some
constant b[ 0.
Before giving a proof, we explain how to understand the sum appearing in item
(VI) above and when this (generalized) series converges. The formula K ¼
P
s2S Ks
is understood pointwise: we only assume that Kðx; yÞ ¼
P
s2S Ksðx; yÞ for any
x; y 2 X. In particular,
X
s2S
Ksðx; xÞ\1 ðx 2 XÞ ð33Þ
(all summands in (33) are non-negative and hence the series is well-defined as a
quantity in ½0;1	). Conversely, if (33) is fulfilled, then
P
s2S Ksðx; yÞ is absolutely












ðKsðx; xÞ þ Ksðy; yÞÞ\1
where the first inequality above follows from the property that the matrix
Kðx; xÞ Kðx; yÞ
Kðy; xÞ Kðy; yÞ
 
is positive.
Proof (Proof of Theorem 9) Since the restriction of a closable operator is closable
as well, item (I) immediately follows from condition (c1) in Theorem 8, whereas (II)
is a consequence of (I) and of item (b) therein.
To prove that L defined in (III) has a pdms root, we use condition (c1) of
Theorem 8. Since K has a pdms kernel, there is a closable operator
T : ‘finðXÞ ! H
that factorizes K. Let S : ‘finðXÞ ! ‘finðXÞ be given by Sex¼
def
uðxÞex. Then S is
bounded (since so is u) and hence the operator TS : ‘finðXÞ ! H is closable. Observe
that TS factorizes L and thus L has a pdms root (by (c1)). The claim about Kbd
follows from the boundedness of the function
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X 3 x 7!maxðKðx; xÞ; 1Þ1=2 2 ð0;1Þ.
We turn to (IV). Assume K is bounded and has a pdms root. It is sufficient to
show that for any x 2 X, limn!1 Kðx; ynÞ ¼ 0 for any one-to-one sequence
ðynÞ1n¼1  X. To this end, take an upper bound M 1 of jKj and apply condition (e2)
(in Theorem 8) to z ¼ x and f ¼ 1M eyn : (e2) implies that limn!1 1M Kðyn; xÞ ¼ 0.
Consequently, Kðx; ynÞ ¼ Kðyn; xÞ converges to 0 as n tends to 1.
Now assume K is an ‘2-kernel. Then linfKðx; Þ : x 2 Xg  ‘2ðXÞ \HK and
hence ‘2ðXÞ \HK is dense in HK . So, condition (d) of Theorem 8 shows that K has
a pdms root. Since each pdms root is an ‘2-kernel, the whole conclusion of
(V) follows.
To prove (VI) we apply condition (c1) of Theorem 8. So, for any s 2 S there




s2S Ksðx; xÞ ¼ Kðx; xÞ\1 and therefore 
s2STsex 2 as2SHs. In
particular, for any f 2 ‘finðXÞ, Tf ¼
def 
s2S Tsf 2 as2SHs. In this way we have
defined a linear operator T : ‘finðXÞ ! H¼
def
a
s2SHs. It is readily seen that T is













Ksðx; yÞ ¼ Kðx; yÞ
which shows that T factorizes K. So, an application of (c1) from Theorem 8
completes the proof of (VI).
We turn to (VII). Let fKrgr2R be an increasing net (of pd kernels with pdms
roots) whose pointwise limit is K. For simplicity, we set Hr¼
def
HKr ðr 2 RÞ and
H¼defHK . It follows from Lemma 6 that H¼
def S
r2R Hr is a dense subspace of H.
Moreover, Lemma 5 yields that the identity operator Ir : Hr ! H is continuous;
whereas condition (d) of Theorem 8 implies that ‘2ðXÞ \ Hr is dense in Hr. Con-
sequently, Irð‘2ðXÞ \ HrÞ is dense in IrðHrÞ and therefore the closure of ‘2ðXÞ \ H
(in H) contains H, which finishes the proof of (VII).
Property (VIII) immediately follows from Lemma 5 (which implies that under
the assumption of (VIII), HK ¼ HL and their topologies coincide) and condition
(d) of Theorem 8 (since in that case ‘2ðXÞ \HK ¼ ‘2ðXÞ \HL).
To prove (IX), denote by P the orthogonal projection from HK onto the closure
E (in HK) of ‘2ðXÞ \HK and define K0 as follows:
K0ðx; yÞ ¼ PKðx; Þ;PKðy; Þh iHK ðx; y 2 XÞ:
Then K0 is a pd kernel such that HK0 ¼ E and the inner product of HK0 coincides
with the one on E inherited from HK (consult, e.g., Theorem 5 on page 37 in [18]).
In particular, ‘2ðXÞ \HK0 is dense in HK0 (and hence K0 has a pdms root—see (d)
in Theorem 8) and Lemma 5 implies that K0  K. Now assume L  0 has a pdms
root and satisfies L  K. Again:
• condition (d) of Theorem 8 yields that ‘2ðXÞ \HL is dense in HL;
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• Lemma 5 implies that HL  HK and the identity operator I : HL ! HK has
norm not exceeding 1.
It follows from the former of the above properties that Ið‘2ðXÞ \HLÞ is dense in
IðHLÞ. Consequently, HL ¼ IðHLÞ is contained in the closure (in HK) of
‘2ðXÞ \HL. So, HL  E ¼ HK0 . Since kIk 1, we obtain L  K0 (one more time
by Lemma 5). The maximality of K0 (just proved) implies the uniqueness of K0.
Finally, we turn to (X). We will use here Theorem 2 (that has not been proved
yet!). A careful reader will verify that the proof of that theorem presented below is
independent of this part of the present result. Equip the vector space H¼def‘2ðXÞ \
HK with the inner product
u; vh iH¼
def
u; vh i‘2ðXÞþ u; vh iHK ðu; v 2 HÞ:
It is a kind of folklore that the above H is a Hilbert space on which all the evaluation
functionals (that is, all functions of the form u 7!uðxÞ where x 2 X) are continuous
(actually both these properties are easy to prove). This means that H has a repro-
ducing kernel, say K 0. Since then HK0 ¼ H  HK , it follows from Lemma 5 that
K 0  cK for some constant c[ 0. We define K1 as 1c K 0. Observe that K1  K and
HK1 ¼ H  ‘2ðXÞ ¼ HdX . Another application of Lemma 5 yields that K1  c0dX
for some constant c0 [ 0. So, Theorem 2 implies that K1 has a unique pdms root.
Now let L  0 be such that
L  aK ð34Þ
for some constant a[ 0 and L has a unique pdms root. Then—again by Theo-
rem 2—L  a0dX for some constant a0 [ 0. The last property combined with
Lemma 5 gives HL  HdX ¼ ‘2ðXÞ, whereas, similarly, (34) yields HL  HK .
So, HL  H ¼ HK1 and another application of Lemma 5 leads to the final con-
clusion: there exists constant b[ 0 such that L  bK1. h
The next result gives a description of all pdms roots of a pd kernel (that has such
a root).
Proposition 8 Let K be a pd kernel that has a pdms root.
(I) There is a unique positive self-adjoint operator B in ‘2ðXÞ that factorizes K
and has ‘finðXÞ as a core.
(II) If B is as specified in (I), then there is a one-to-one correspondence j :
V ! R between the set V of all linear isometries V : RðBÞ ! ‘2ðXÞ such
that the operator VB is positive, and the set R of all pdms roots of K; j is
given by the rule:
ðjðVÞÞðx; yÞ ¼ VBex; ey
 
‘2ðXÞ ðx; y 2 XÞ: ð35Þ
Proof The existence of the operator B with all properties (apart from the
uniqueness) specified in (I) follows from condition (c2) in Theorem 8. We fix it and
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after proving (II) we will show its uniqueness.
We turn to (II). Fix for a moment V 2 V. It is easy to check that jðVÞ given by
(35) is a pd kernel (because VB is positive). Moreover, we have jðVÞðx; Þ ¼ VBex





‘2ðXÞ¼ Kðx; yÞ. So, jðVÞ 2 R.
Since members of V are defined (only) on RðBÞ and ‘finðXÞ is a core of B, we
readily conclude that j is one-to-one. So, to end the proof of (II), it remains to check
the surjectivity of j. To this end, let L be a pdms root of K. We consider Lop with
target space ‘2ðXÞ. Observe that for any x; y 2 X,
Lopex; Lopey
 
‘2ðXÞ¼ Kðx; yÞ ¼ Bex;Bey
 
‘2ðXÞ. This equation implies that there is
a linear isometry V : Bð‘finðXÞÞ ! ‘2ðXÞ such that Lopf ¼ VðBf Þ for any f 2 ‘finðXÞ.
Since ‘finðXÞ is a core for B, we get that DðVÞ ¼ RðBÞ and VB is positive (as it is
positive on ‘finðXÞ. Consequently, V 2 V and




‘2ðXÞ¼ Lðx; yÞ ðx; y 2 XÞ:
Having (II), we can briefly validate the uniqueness of B. Assume A is a positive self-
adjoint operator in ‘2ðXÞ that factorizes K and has ‘2ðXÞ as a core. Then
Aex;Aey
 
‘2ðXÞ¼ Kðx; yÞ ¼ Bex;Bey
 
‘2ðXÞ for any x; y 2 X and it follows from the
previous paragraph that A‘finðXÞ ¼ VB‘finðXÞ for some V 2 V. Since V is iso-
metric and ‘finðXÞ is a core for both A and B, we obtain A ¼ VB. Hence
NðAÞ ¼ N ðBÞ. Extend V to the partial isometry Q such that NðQÞ ¼ N ðBÞ. Then
also A ¼ QB and it follows from the uniqueness of the polar decomposition that
A ¼ B. h
As an immediate consequence we obtain the following result (we skip its proof).
Corollary 4 For any pd kernel that has a pdms root there exists a unique pdms root
K such that the closure of Kop : ‘finðXÞ ! ‘2ðXÞ is self-adjoint.
This is a good moment to give
Proof (Proof of Theorem 2) Everywhere in this proof Kop is considered as an
operator with target space HK . We start from showing that condition (iii) of the
theorem is equivalent to:
(bd) Kop : ‘finðXÞ ! HK is bounded.







for any u 2 ‘finðXÞ, which is equivalent to (bd), as the left-hand side of (36) coin-
cides with kKopuk2. Now we turn to the main part of the proof.
Assume (iii) holds. Then the absolute value B of the closure of Kop is positive and







and thus (e.g. by condition (c1) in Theorem 8) K has a pdms root. Moreover, the
above B witnesses property (I) in Proposition 8. So, it follows from item (II) of that
proposition that all other possible pdms roots are in one-to-one correspondence with
linear isometries V : RðBÞ ! ‘2ðXÞ such that VB is positive. But if V is such an
isometry, then VB is self-adjoint (being positive and bounded) and it follows from
the uniqueness of B that VB ¼ B or, equivalently, that V is the identity. This shows
(i)—that is, that K has a unique pdms root.
To prove the reverse implication, we assume that (iii) is false and we will show
that (i) is false as well. To this end, assume K has a pdms root (otherwise (i) does
not hold). Let B witness property (I) in Proposition 8. We claim that B is not
bounded. Indeed, since (iii) does not hold, (bd) is false. And we infer from the proof
of Lemma 4 that Kop ¼ VB‘linðXÞ for some linear isometry V : Bð‘finðXÞÞ ! HK .
So, B is not bounded as Kop is not such. Now it follows from Theorem 7 that there
exists a positive (densely defined) operator T in ‘2ðXÞ such that jTj ¼ B 6¼ T . Let
T ¼ QB be the polar decomposition of T . Then QRðBÞ is isometric and differs
from the identity map. So, there are at least two pdms roots of K thanks to item (II)
of Proposition 8.
Further, observe that it follows from the equivalence of (i) and (iii) (which we
have already proved) that (ii) is implied by (i). So, it remains to show that if (iii)
does not hold, then (ii) is false. To this end, assume there is no c[ 0 for which
K  cdX . Equivalently, HK 6 HdX ¼ ‘2ðXÞ (cf. Lemma 5). So, there exists a unit
vector u 2 HK such that u 62 ‘2ðXÞ. Then L¼
def
u u is a pd kernel such that L  K
(since u is a unit vector in both HK and HL—see, e.g., Corollary 2 on page 45 in
[18]) and HL ¼ linfug where
u u : X  X 3 ðx; yÞ7!uðxÞuðyÞ 2 C: ð37Þ
In particular, ‘2ðXÞ \HL ¼ f0g and hence L does not have a pdms root (thanks to
condition (d) of Theorem 8). h
Remark 3 An inspection of the proofs of Theorems 7 and 2, combined with
Proposition 1, shows that if a pd kernel has at least two pdms roots, then it actually
has uncountably many such roots. We leave the details to interested readers.
Corollary 5 A pd kernel K on X has a unique pdms root iff HK  ‘2ðXÞ.
Proof The assertion immediately follows from Theorem 2 and Lemma 5. h
Corollary 6 Let K be a pd kernel on X that has a unique pdms root. For any pd
kernel L on X, L has a pdms root iff so has K þ L.
Proof The proof of Theorem 2 shows that T¼defKop : ‘finðXÞ ! H¼
def
HK is bounded.
Let R : ‘finðXÞ ! E be any operator that factorizes L. Then T 
 R : ‘finðXÞ !
H 
 E factorizes K þ L (as T factorizes K). Since T is bounded, R is closable iff so
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is T 
 R. Thus, the conclusion follows from condition (c1) of Theorem 8 and
Lemma 4. h
Example 1 Simplest possible pd kernels on a set X are of the form (37) where
u : X ! C is totally arbitrary. (The simplicity of these kernels can be justified as
follows: they are precisely those pd kernels K for which dimðHKÞ 1.) Since
H uu ¼ linfug, we either have H uu  ‘2ðXÞ or ‘2ðXÞ \H uu ¼ f0g. So,
condition (d) of Theorem 8 and Corollary 5 imply that for a function v : X ! C
the following conditions are equivalent:
(i) v v has a pdms root;
(ii) v v has a unique pdms root;
(iii) v 2 ‘2ðXÞ.
In Example 4 we will use the above characterization to give a (counter)example
witnessing that the uniform limit of bounded pd kernels having a unique pdms root
can have no pdms roots.
To simplify further statements, we introduce a few additional notions:
Definition 4 A pd kernel K on X is said to be
• diagonal if Kðx; yÞ ¼ 0 for any distinct x; y 2 X;
• pointwise countable if for any x 2 X the set fy 2 X : Kðx; yÞ 6¼ 0g is (at most)
countable.
A rescaling of K is a pd kernel of the form
X  X 3 ðx; yÞ7!uðxÞuðyÞKðx; yÞ 2 C ð38Þ
where u : X ! C is arbitrary. The kernel given by (38) is called u-rescaling. The u-
rescaling is non-vanishing if u has no zeros.
Our nearest aim is to characterize those kernels that admit a non-vanishing
rescaling having a pdms root. The following result will serve as a useful tool in
investigating this issue. Everywhere below N denotes the set of all positive integers.
Lemma 7 Let K be a pd kernel on N and D be the diagonal pd kernel such that




2  1, then K  dN.
(II) If
P1
n¼1 Kðn; nÞ 1, then K  dN.
(III) If jKj is upper bounded by c[ 0, then K  cp2
6
D.
Proof Although properties (I) and (II) are consequences of well-known results on
Schatten class and Hilbert-Schmidt operators (consult, e.g., [19] or the material of
§18 in [7]), below we present their brief proofs.







































(cf. the paragraph following Theorem 9). We turn to (III). For simplicity, denote the
u-rescaling of a pd kernel L by Lu. In particular, ðLuÞv ¼ Luv. Define






















D and we are done. h
Now we can characterize pd kernels admitting non-vanishing rescalings having
pdms roots.
Theorem 10 For a pd kernel K on X the following conditions are equivalent:
(i) K has a non-vanishing rescaling that has a pdms root;
(ii) the v-rescaling of K has a unique pdms root for some v : X ! ð0; 1Þ;
(iii) K  D for some diagonal pd kernel D on X;
(iv) K  C for some pointwise countable pd kernel C on X;
(v) K is pointwise countable.
In particular,
• each pd kernel on a countable set satisfies conditions (ii) and (iii);
• the collection C of all pd kernels K on X that satisfy (i) is a convex cone such
that L 2 C whenever 0  L  K for some K 2 C or L is the pointwise product
of two members of C.
Proof Since the additional claim of the theorem easily follows from the
equivalence of (i), (iii) and (v) (recall that—according to the Schur’s theorem
[20]—the pointwise product, usually called the Hadamard product, of two pd
kernels defined on a common set is a pd kernel as well; see also Sect. 3 of Chapter I
in [9]—consult the material on page 9 therein), we only need to show the
equivalence of all conditions (i)–(v). As done in the previous proof, we shall denote,
for simplicity, the u-rescaling of a pd kernel L by Lu. First we will show the
following implications: (iii))(ii))(i))(v))(iii) and then we will briefly deduce
the equivalence of (iv) and (iii).





; 2Þ ðx 2 XÞ. Since K  D, we get Kv  Dv and easily
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Dv  dX . Hence Kv  dX and it follows from Theorem 2 that Kv (or v) witnesses
(ii). Now observe that (i) implies (v) by condition (b) of Theorem 8, and obviously
follows from (ii). So, we now assume that (v) holds and will show that (iii) is
fulfilled. First of all, observe that K, being pointwise countable, induces a
decomposition of X ¼
F
s2S Xs into at most countable (pairwise disjoint) sets Xs
such that K ¼ a
s2SK
ðsÞ where KðsÞ ¼ KXs  Xs ðs 2 SÞ (cf. the proof that (b)
follows from (a1) in Theorem 8). Since Xs is countable, there exists a function
us : Xs ! ð0; 1Þ such that
P
x2Xs usðxÞ
2KðsÞðx; xÞ 1. We infer from Lemma 7 that
ðKðsÞÞus  dXs . Consequently, as2SðK
ðsÞÞus  dX . Now it suffices to define u :















It remains to explain why (iv) is equivalent to (iii). Since diagonal pd kernels are
pointwise countable, (iv) follows from (iii). Conversely, if (iv) holds and C is as
specified therein, then we know that there exists a diagonal pd kernel D such that
C  D (as C satisfies (v)). Then clearly K  D and we are done. h
Property (VI) of Theorem 9 implies that if K and L are pd kernels on X that have
pdms roots, then the kernel K þ L has a pdms root as well. Conversely, a basic
consequence of Theorem 2 is that if K þ L has a unique pdms root, so have both K
and L. It turns out that a counterpart of this property for pd kernels having at least
two pdms roots is (in a sense always—see Proposition 9 below) false and when the
kernel acts on a countable set, the property mentioned above crashes in a striking
way (see item (A) in Proposition 9). To be more precise, we call a pd kernel free of
pdms roots if no non-zero pd kernel L  K has a pdms root. With the aid of the
results of Sect. 3, we now show that
Proposition 9 Let K be a pd kernel on X that has at least two pdms roots.
(A) If X is countable, K is a sum of two pd kernels each of which is free of pdms
roots.
(B) K is a sum of two pd kernels none of which has a pdms root.
In the proof we shall make use of the following
Lemma 8 A pd kernel K on X is free of pdms roots iff ‘2ðXÞ \HK ¼ f0g.
Proof Let K0 be as specified in property (IX) listed in Theorem 9. Observe that K is
free of pdms roots iff K0  0. An inspection of the proof of the aforementioned item
(IX) shows that HK0 coincides with the closure in HK of ‘2ðXÞ \HK , from which
the conclusion follows. h
Proof (Proof of Proposition 9) We start from (A). It follows from the countability
of X that HK is separable. Since K has a pdms root, R¼
def
‘2ðXÞ \HK is dense in
HK (by Theorem 8). Moreover, R 6¼ HK , because K has more than one pdms root
(see Corollary 5). Note that R is an operator range in HK (the proof of (X) in
Theorem 9 shows that R admits a Hilbert space norm stronger than the norm
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induced from HK). So, condition (g) of Theorem 5 implies that there is a closed
linear subspace W of HK such that W \ R ¼ W? \ R ¼ f0g. Equivalently,
W \ ‘2ðXÞ ¼ W? \ ‘2ðXÞ ¼ f0g: ð39Þ
Denoting by P and Q the orthogonal projections in HK onto, respectively, W and
W?, we define pd kernels K1 and K2 on X by
K1ðx; yÞ¼
def
PKðx; Þ;PKðy; Þh iHK
and K2ðx; yÞ¼
def
QKðx; Þ;QKðy; Þh iHK . Then HK1 ¼ W and HK2 ¼ W
? (see The-
orem 5 on page 37 in [18]) and therefore (thanks to (39) and Lemma 8) both K1 and
K2 are free of pdms roots. But K1 þ K2 ¼ K (since Pþ Q ¼ I) and we are done.
Now we pass to the general case (item (B)). We may and do assume X is
uncountable. We will show that X contains a countable subset A such that
K ¼ ðKA AÞ 
 KðX n AÞ  ðX n AÞð Þ
and KA A has at least two pdms roots. Assume for a moment that we have
already found such a set A. It then follows from (A) that
KA A ¼ L1 þ L2
where L1 and L2 are pd kernels on A without pdms roots. We define pd kernels K1
and K2 on X by:
K1 ¼ L1 
 KðX n AÞ  ðX n AÞð Þ
and K2 ¼ L2 
 0 (where 0 here means the zero function on ðX n AÞ  ðX n AÞ). It is
easily seen that both K1 and K2 are pd kernels such that K ¼ K1 þ K2. Moreover, it
follows from property (I) in Theorem 9 that none of K1 and K2 has a pdms root.
(Indeed, if Kj had a pdms root, so would have KjA A ¼ Lj which is impossible.)
Hence, it remains to construct the set A with appropriate properties. We will do this
with the aid of condition (b) of Theorem 8.
It follows from the aforementioned result that K ¼ a
s2SKs where for any s 2 S,
Ks is a pd kernel on a countable set Xs that has a pdms root. If one of Ks has at least
two pdms roots, we just set A ¼ Xs and finish the proof. So, we assume that Ks has a
unique pdms root for any s 2 S. It follows from Theorem 2 that
Ks  csdXs ð40Þ
for some constant cs  0. We take cs to be the smallest possible non-negative
number witnessing (40). We claim that
sup
s2S
cs ¼ 1: ð41Þ
Indeed, if c¼def sups2S cs was finite, then we would have Ks  cdXs for all s 2 S and
thus also K  cdX , which would mean that K would have a unique pdms root (by
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Theorem 2). So, (41) holds and therefore there exists a sequence s1; s2; . . . 2 S for
which limn!1 csn ¼ 1. We set A¼
def S1
n¼1 Xsn . It follows from property (I) in The-
orem 9 that KA A has a pdms root. Further, since the numbers cs have been
chosen optimal, there is no c[ 0 such that KA A  cdA. Consequently,
KA A has more than one pdms root (by Theorem 2) and we are done. h
Since any pd kernel defined on a finite set has a (unique) pdms root, condition (b)
of Theorem 8 completely reduces the study of the class of pd kernels having pdms
roots to pd kernels on infinite countable sets. So, pd kernels on N (or Z) are of
special interest. Below we give a single positive example on the existence of pdms
roots and a list of counterexamples to related subjects. Everywhere below ‘2 ¼
‘2ðNÞ (that is, indices of sequences in ‘2 start from 1), ‘fin ¼ ‘finðNÞ and e1; e2; . . . is
the canonical basis of ‘2.
Example 2 Let S 2 Bð‘2Þ be the standard unilateral shift (that is, S is a linear
isometry such that Sen ¼ enþ1) and f 2 ‘2 be arbitrary. Then the pd kernel K on N
given by:
Kðn;mÞ ¼ Sn1f ; Sm1f
 
‘2
ðn;m 2 NÞ ð42Þ
has a pdms root. To prove this, it is sufficient to find a closable operator that
factorizes K (see item (c1) in Theorem 8). To this end, we model the shift S on the
Hardy space H2 of holomorphic functions on the disc D ¼ fz 2 C : jzj\1g. Recall
that:
(H2a) a holomorphic function u : D 3 z 7!
P1
k¼0 akz
k 2 C belongs to H2 ifP1
k¼0 jakj
2\1;
(H2b) the monomials 1; z; z2; . . . form an orthonormal basis of H2 (we use here a
standard simplified notation; zk is in fact the function z 7!zk restricted to D);
(H2c) for any z 2 D, the evaluation functional H2 3 u 7!uðzÞ 2 C is continuous
(the reproducing kernel of H2 has the form ðz;wÞ7! 1
1zw);
(H2d) the operator M : H2 ! H2 given by ðMuÞðzÞ ¼ zuðzÞ ðz 2 D; u 2 H2Þ is
unitarily equivalent to S; more precisely, if V : ‘2 ! H2 is a unitary
operator such that Ven ¼ zn1 ðn[ 0Þ, then V1MV ¼ S.
Now for f 2 ‘2 set F¼
def
Vf 2 H2 and define T : linfzk : k 0g ! H2 as the
multiplication operator by F (that is, ðTpÞðzÞ ¼ FðzÞpðzÞ for p 2 DðTÞ and z 2 D).
It easily follows from the above property (H2c) that T is closable. Therefore
V1TV : ‘fin ! ‘2 is closable as well. Note that Sk ¼ V1MkV and hence
Skf ¼ V1MkF ¼ V1Tzk ¼ V1TVekþ1. Consequently, V1TV factorizes K and
we are done.
Remark 4 Continuing the notation introduced in Example 2, we can find a specific
pdms root of the kernel K (given by (42)) provided we are able to determine the
polar decomposition of T (where T is as specified in the previous example). Indeed,





is a pdms root of K—this claim easily follows from the proof of
Theorem 8 that (c2) is implied by (c1) and (a1) by (c2).
Example 3 Similarly to the notion of an ‘2-kernel, let us call a kernel K on N a c0-
kernel if limn!1ðjKðp; nÞj þ jKðn; pÞjÞ ¼ 0 for all p 2 N. Item (IV) in Theorem 9
says that each bounded pd kernel on N that has a pdms root is a c0-kernel. On the
other hand, pd ‘2-kernels always have pdms roots. So, two natural (contrary)
questions arise:
(Question A) Does every bounded pd c0-kernel on N have a pdms root?
(Question B) Is every bounded pd kernel that has a pdms root an ‘2-kernel?
In this example we answer these two questions in the negative. Both the kernels
constructed below will be constant on the diagonal fðn; nÞ : n 2 Ng.
(A) In this part we construct a pd kernel K on N that has a pdms root and satisfies:
• Kðn; nÞ ¼ 1 for all n 2 N (and thus K is bounded);
• Kðm; Þ 62
S
p[ 0 ‘p for any m[ 0.















k. The second formula for an shows that the sequence f is





telescoping and its sum equals 1H1 ¼ 1. So, f 2 ‘2. Let S 2 Bð‘2Þ be the shift
as specified in Example 2. That example shows that the pd kernel K given by
(42) has a pdms root. We now check that K has all announced properties. It is
easily seen that Kðn; nÞ ¼ kfk2 ¼ 1. Further, for any n[ 0 we have (recall



















¼ 1 for any p[ 0 and therefore
Kð1; Þ 62
S
p[ 0 ‘p. Finally, observe that Kðm; nÞ ¼ Kð1; n mþ 1Þ when-
ever n[m[ 0 and thus Kðm; Þ 62
S
p[ 0 ‘p as well.
(B) In contrast to the example given in (A), now we construct a pd kernel K :
NN ! ½0; 1	 such that Kðm; Þ 2
T
p[ 2 ‘p for any m 2 N, but K has no
pdms roots. To this end, we take any sequence u 2 ð
T
p[ 2 ‘pÞ n ‘2 whose all
entries lie in ½0; 1	 and define K0 as u u (see (37)). It follows from Example
1 that K0 has no pdms roots. However, K0ðm; Þ ¼ uðmÞu 2
T
p[ 2 ‘p. Now let
D be the diagonal pd kernel on N such that Dðn; nÞ ¼ 1  uðnÞ2. Since
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D  dN, we conclude that D has a unique pdms root. So, it follows from
Corollary 6 that K¼defK0 þ L has no pdms roots. This kernel satisfies Kðn; nÞ ¼
1 for all n 2 N and Kðm; Þ 2
T
p[ 2 ‘p for any m[ 0.
The above examples suggest that there is no handy description of bounded pd
kernels that have a pdms root.
Example 4 Properties (VI) and (VII) listed in Theorem 9 suggest that perhaps pd
kernels on a given set that have pdms roots form a set closed in the pointwise or
uniform topology (in the space of all kernels). As the following simple example
shows, this is not the case.
Let u : N ! ½0; 1	 be given by uðnÞ ¼ 1ffiffi
n
p and K¼defu u (see (37)). We infer from
Example 1 that K has no pdms roots. Moreover, since dimðHKÞ ¼ 1, K is free of
pdms roots. Now for n[ 0 let Kn be a pd kernel on N such that Knðp; qÞ ¼ Kðp; qÞ
if both p and q are less than n, and Knðp; qÞ ¼ 0 otherwise. It is easy to see that Kn is
a pd kernel. Since Kn is supported on a finite set, it has a unique pdms root (e.g., by
Theorem 2). However, since limn!1 uðnÞ ¼ 0, Kn uniformly converge to K. So, the
uniform limit of a bounded sequence of pd kernels each of which has a unique pdms
root can be free of pdms roots.
We end the paper with the following
Example 5 Property (III) listed in Theorem 9 gives a necessary condition for an
unbounded pd kernel to have a pdms root that reads as follows: if an unbounded pd
kernel has a pdms root, so have all its bounded rescalings produced by bounded
scalar functions. In this example we show that it is insufficient. More precisely, we
will construct an unbounded pd kernel K on N such that:
• each bounded rescaling of K has a unique pdms root;
• K has no pdms roots.
To construct such a kernel, it is sufficient to find two self-adjoint bounded operators
A;B 2 BðHÞ on a separable Hilbert space H such that for some orthonormal basis
f1; f2; . . . of H the following conditions hold:
(aux1) RðAÞ \ RðBÞ ¼ f0g;
(aux2) Afn ¼ rnfn where 0\rn ! 0 as n ! 1;
(aux3) kBfnk ¼ 1 for any n[ 0.
To convince oneself of that, assume we have found such operators A and B. Observe
that (aux2) implies that NðAÞ ¼ f0g (and thus RðAÞ is dense in H). We set
D¼defRðAÞ and C¼defA1 : D ! H. Additionally, let U : ‘2 ! H be the unitary






(the latter formula follows from (aux2)). To show that K has no pdms roots, it
suffices to check that the operator BCU‘fin is not closable (as BCU factorizes K;
see condition (c1) in Theorem 8 and Lemma 4). Since U is unitary, we only need to
verify that T¼defBClinffn : n[ 0g is not closable. To this end, first note that the
graph CðBCÞ of BC is contained in the closure (in H  H) of CðTÞ (as B is bounded
and DðTÞ is a core for C). Thus, T is closable iff so is BC, iff ðBCÞ is densely
defined. But ðBCÞ ¼ CB ¼ CB (since B is bounded and both B and C are self-
adjoint) and DðCBÞ ¼ f0g by (aux1). So, T is not closable and hence K has no pdms
roots. Now let v : N ! C be any function such that the v-rescaling of K is bounded.
This means that supn2N jvðnÞj
2Kðn; nÞ\1. But Kðn; nÞ ¼
kBfnk
rn
2 ¼ r2n (by
(aux3)). So, there exists c[ 0 such that
jvðnÞj
rn
 c ðn[ 0Þ: ð43Þ
In particular, limn!1 vðnÞ ¼ 0. Denote by W the diagonal operator on ‘2 (with
respect to the orthonormal basis) such that Wen ¼ vðnÞen (W is compact, but we do










we easily infer from (43) that RðUWÞ  D and CUW is bounded (here we do not
apply the Closed Graph Theorem—the boundedness of CUW is a direct conse-
quence of (43), (aux2) and the definitions of C, U and W). Consequently,
Q¼defBACW is bounded and
Qen;Qemh iH¼ vðnÞvðmÞ BCUen;BCUemh iH¼ vðnÞvðmÞKðn;mÞ:
This means that the v-rescaling L of K is factorized by a bounded operator (namely,
by Q), from which it easily follows that L satisfies condition (iii) of Theorem 2 and
therefore has a unique pdms root. In this way we have reduced our proof to the
construction of self-adjoint operators A and B that satisfy (aux1)–(aux3), which we
do below.
First of all, let H stand for L2ð½0; 1	Þ (with the Lebesgue measure). We arrange all
integers in a one-to-one sequence k1; k2; . . . and define f1; f2; . . . as a rearranged
standard exponential orthonormal basis of H: fnðxÞ ¼ e2knpxi. Let A 2 BðHÞ be




n fn for any g 2 H. Since the seriesP1
n¼1
g;fnh iH
n is absolutely convergent, we see that RðAÞ consists of continuous
functions. Note also that (aux2) holds with rn ¼ 1n.
Now we will define B. To this end, take any bounded Borel function u : ½0; 1	 !
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The proof that such a function exists is left to the reader. Additionally, we may and
do assume that u is a unit vector in H. We define B as the multiplication operator by
u; that is, B : H ! H is given by ðBf ÞðtÞ ¼ uðtÞf ðtÞ. It is clear that B is positive self-
adjoint and bounded, and has trivial kernel. We claim that RðAÞ \ RðBÞ ¼ f0g.
Indeed, it is sufficient to show that RðBÞ contains no non-zero continuous functions.
To this end, assume that g : ½0; 1	 ! C is continuous and non-zero. Then we can
find a non-empty open interval I  ½0; 1	 and a constant e[ 0 such that jgðxÞj  e










uðxÞ2 dx ¼ 1 (by (44)) and hence
g
u 62 H. We
conclude that g 62 RðBÞ. Finally, since kuk ¼ 1 and jfnðxÞj ¼ 1 for any x 2 I,
condition (aux3) also holds and the proof is complete.
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