I Integral Equations and Operator Theory
is well-defined on the space Z = C ~ • L2([-h, 0],C n) of initial data. Let A be the infinitesimal generator of this semigroup. We shall establish the following model representation for {T(t)}t_>0 and A: there exists a half-plane H_ = {Re z < a}, an n • n matrix function 5 in H ~ (H_, C nx~) and a linear isomorphism U of Z onto the quotient space H 2 (II_, C~• (H_, C ~• that transforms the operators T(t) and A into multiplication operators by e tz and z, respectively. We explain the relations between this result and special factorizations of A that have been studied in [7] . The proof is based on a certain duality scheme rather than the Nagy--Foia~ model theory. As applications, we give a criterium for the eigenspaces of A to form a Riesz basis and recover the results on completeness and small solutions for the case of L2-spaces (see [15, 16, 17] ). Another application concerns 7-periodic solutions.
The main result
In this paper we construct a "spectral" model for linear autonomous neutral functional differential equations we specify the assumptions on M and L, we introduce some notation. For a function class 13, we denote by/3~ and B,~• = the corresponding classes of ndimensional vector-valued functions and m x n matrix-valued functions whose components are in/3. Whenever /3 is a Banach (Hilbert) space, we assume that /3~ and /3mxn are of the same type. In the sequel, we make two hypotheses on M and L. (H2) M is atomic at 0.
Without loss of generality, we will assume that #(s+) -#(s-) = I, which implies that
M~ = ~(o) + d~l(O)~(-O),
where /Zm is an n • n matrix function on IR, constant on ]R \ [0, h], whose entries are of bounded variation and such that #~ (0+) -#1 (0-) = 0 (>1 is continuous at 0). From a result by Burns, Herdman and Stech [2] , it follows that the initial value problem (1.1) is well-posed in the following sense: for any initial condition (e, F)T E Z, there is a unique generalized solution x(t) = x(t;c, qo) of Eq. (1.4)
The matrix function A is an n • n entire matrix function and plays a key role in the study of Eq. (1.1). It is called the characteristic matrix of the operator A (compare [7] ).
Consider, for example, the following functional differential equation It is known [4] that in general, the spectrum of A equals to its point spectrum and is given by In this paper we shall give the precise connection between the matrix function A and the infinitesimal generator A, which shows, in particular, that the characteristic function A captures all the information about A.
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Before we formulate the main result we introduce some more notation. Put C a0 = inf{a : det A(z) r 0 and IIA(z)-III < 1 + Iz--~ for Rez > a}. (1.5) It is easy to deduce from (H2) that a0 is finite.
Take anyaC]RandbECwitha0<a<Rebandput then (zI -D_) -1 is bounded for all z 9 (~ and
zx_(z) = eh~ZX(z), ~(z) = (z -b)-izx_(z)
We are now in a position to formulate the main result of this paper. given by Remark. We observe that the idea of constructing model representations for A and for A* in dual functional spaces so that the duality formula (1.17) holds has already been exploited by the second author in [18] for Toeplitz operators with smooth symbols and related classes of operators. However, the model spaces constructed there were quite different.
As a consequence of our theorem we conclude that all information about the generator A is contained in the characteristic matrix A(z). In [7] , the concept of a characteristic matrix for an unbounded closed operator A was introduced. An analytic n x n matrix-valued function ~ is called a characteristic matrix for A on ft C C if there exist holomorphic functions E : ~t --+ s ZA) and F : ft -+/2(Z) whose values are bijective mappings such that
1)
Here ZA denotes the Banach space defined by the domain of A provided with the graph norm. In [7] it was shown that the operator A defined by (1,2) has a characteristic matrix on f~ = C and explicit formulas for E and F and their inverses were given.
In the sequel we shall use (2.1) in the equivalent form
where g(z) = E(z) -1 and we shall use the explicit formulas for F and E -1 derived in [7] .
In order to give these formulas we first recall some notation from [7] . The factorization (2.2) implies the following formula for the action of A: is a bounded operator. This implies that U is bounded. It is easy to see that we can rewrite (2.6) as an intertwining formula for the action of A If we set Do = D+ we can define E + and F + to be the corresponding operator functions defined by (2.3). Passing to the adjoints in (2.1) we obtain the following analogue of (2.2)
U1Av(z) = MzUlv(z) -A_(z)p(Ulv(z)te) , v e 7)(A),
(AT(Z) 0/~) G+ (z)*,(2.
9) E+(z)*(zI -A*) = O
where G+(z) = F+(z) -1. So, by applying the same scheme, we put is an isomorphism. One also sees that v = v~v~,
It is easy to see that V2 and V are bounded. We remark that 2) Let us prove that J~ is onto. Take any u_ 9 H2_,~. We have to solve the equation []
X(O) = ~T(--O)d ff--~ [Hh(O)(~T(h)d + r + #l(--O)(rlT(o)d + r + rlT(--O)d +
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Remark. Lemma 3.1 implies that V2 is an isomorphism.
Before we can prove Lemma 3.2 we need one more observation.
From Lemma 3.4 it follows that k E PW[-h, 0]. Furthermore, the following relation holds: 
Since the left hand side and the first and third expressions in the brackets on the right hand side of (3.5) belong to Ll(~)m it follows that the second expression in the brackets on the right hand side of (3.5) belong to LI(Q~ as well. So
EH 1
Integrating identity (3.5) along l and bearing in mind (1.9) we get In this section we interpret some known facts in the theory of delay equation in our model and also derive from it certain new results.
Inner-outer factorization
We start to recall some basic facts about factorizations, both in the scalar and the matrix setting. The basic references are [5] and [8] . (ii) if 0~10, for all c~ E A then 010,.
One can find 0 using the relation OH 2 = span {O~H 2 : a C A} or using the Nevanlinna parameterization of inner functions described above.
Analogous results hold if II_ is replaced by any other half plane. is the upper half-plane. In the sequel we shall denote this operator by B.
A relation with the
Consider the inner-outer factorization 61 = 61i(51~ of 61. Since 61 (z) is invertible for some z 9 H~, it follows that m = n in this factorization. Furthermore, in our case, the matrices 61(z) -1 exist everywhere on ]R and their norms are uniformly bounded. So ale is invertible in the algebra H~(II~) and
If we consider the usual Hilbert space structure on H~ (II~), the quotient space
H~(II~)/al~H~(II~)
becomes isomorphic to the orthogonal complement K = Hg(n,) e 61~H~(H,). On K, we have the following representation for the resolvent of B:
(B-AI)-lf = PK(z-A)-lf, f 6 K, ReA<0; (4.5)
here PK denotes the orthogonal projection onto K. From (4.4) and (4.5) it follows that B considered as an operator on K is maximal dissipative, given already by its Sz-Nagy--Foia~ model. The characteristic function is unitarily equivalent to 611. In combination with Theorem 1.1 this yields the following result. is similar to a restricted shift. Using these conformal transformations, we can apply the well-developed spectral theory for accretive, dissipative operators and for contractions to study the operator A defined by (1.2). We shall use the theorems originally stated for contractions, but using the Cayley transform, the symmetry z ~-+ a -z and the similarityinvariance of the results, we can apply them directly to the operator A defined by (1.2).
In particular, we shall extensively use the results from the book by Nikolski [8] which is especially devoted to the study of the model operator of restricted shift.
The H~-ealeulus
By applying the Sz.-Nagy--Foia~ model theory one can introduce the H~-calculus for A as follows. 
Completeness of generalized eigenspaces of A
In this section we deduce a completeness result by the first author [16, 17] We will refer to c~(F) as the mean type of F. For F, G E M(II_), FG 9 A(IL) and it follows that c~(FG) = c~(F)a(G) (see [1] for details). As explained above, each function in Before we shall give an alternative proof of this theorem, we give a description of the generalized eigenspace of A in our model. First we introduce some definitions. An n • n inner function ~ is called singular if det 9 is singular, a Blaschke-Potapov product if det if/is a Blaschke product. Let 5 = 5i5~ be the inner-outer factorization of 5 where is defined as in (1.6) . A theorem by Potapov [10] We remark that (4.11) implies /3 = -a(det 5i) = nh -c~(det A).
Since c~(det A) _> 0, one has/3 _< nh.
Small solutions
In this section we recover some of the results by the first author [15] on the existence of small solutions and the relation with completeness of the generalized eigenvectors of A (in the case of Hilbert spaces) by applying our model.
A solution x of system (1.1) is called small if lim e~llxttl = 0 for all ~ 9 IR.
t ---+OO
A small solution that is not identically zero is called a nontrivial small solution. Let S denote the linear subspace of those data (c, qo) T E Z that give rise to small solutions. We shall prove the following theorem The proof will be based on the following lemmas.
Lemma4.5. For each c C C '~, Blc C X which yields that /~-IB 1 = B~ -1 is analytic in l-i_. Therefore 0 = det B2 is a Blaschke product with the property that 0 -1 is analytic in H_. But this implies that B2 is a constant.
[] Proof of Lemma 4.6. 1) "C". If u E H_z,~ and 5-1u is not analytic in H_, then U-l(u + 5H~_,~) cannot give rise to a small solution. To prove this claim, suppose (A rank argument easily shows that 9 and r are indeed square matrix functions.) The which shows that the solution of equation (1.1) corresponding to the initial data f is (% 7)periodic. From the spectral mapping theorem for the point spectrum (see [9] ) it follows that there exist (r, 7)-periodic solutions if and only if A~,7 r O. Using our model we have the following more precise result. Conversely, let f = (c,w)T x = x(.;c,w) and g(z) = e ~* -7, then in the canonical factorization g = gig, the function gi is the Blaschke product with simple zeros in the points belonging to A,,7. Since AEA~,~
