Simulated annealing is a metaheuristic approach for the solution of optimization problems inspired to the controlled cooling of a material from a high temperature to a state in which internal defects of the crystals are minimized. In this paper, we apply a simulated annealing approach to the scheduling of geographically distributed routine maintenance interventions. Each intervention has to be assigned to a maintenance team and the choice among the available teams and the order in which interventions are performed by each team are based on team skills, cost of overtime work, and cost of transportation. We compare our solution algorithm versus an exhaustive approach considering a real industrial use case and show several numerical results to analyze the effect of the parameters of the simulated annealing on the accuracy of the solution and on the execution time of the algorithm.
INTRODUCTION
The use of limited resources with utilization requests over time originates a class of problems called scheduling problems (W. Herroelen et al., 1999) . The contexts with this type of problems are multiple and, consequently, for each of such contexts the final objectives, the number and kind of the limited resources, and the number and kind of the utilization requests can be different. Moreover, the same problem could not exhibit a unique solution. Instead, a set of solutions that are all admissible can be generated, differentiated by their cost. The nature of such a cost and the way it is evaluated and determined is of course different in different application contexts. However, even if the application context changes, the following property is usually satisfied: making a minimal change to a particular solution of a scheduling problem can produce a substantial change in its cost. This determines, in the general economy of any application context, the necessity to find a solution to a specific scheduling problem that is as less expensive as possible. Moreover, it makes such a task particularly difficult given that small perturbations can heavily influence the overall cost.
An algorithm exploited to solve this kind of problems usually tests if a given solution is admissible for the problem and, defining a cost function (usually depending on the aspects of the problem that is necessary to minimize/maximize), calculates its cost. Problems of this nature where the goal is to minimize/maximize a cost function are generally identified as optimization problems.
In this paper, we take into consideration the problem of scheduling a list of geographically distributed routine maintenance interventions among a set of maintenance teams, taking into account team skills, cost of overtime work, and cost of transportation. This kind of problems can present a set of admissible solutions that is too large to implement an algorithm that assesses all of them in order to determine the one with the minimum cost, in a finite time. Therefore, we follow a different approach exploiting a metaheuristic technique (F. Glover and G. Kochenberger, 2003) .
In particular, we exploit the simulated annealing (SA) (Fleischer, 1995) metaheuristic to solve our routine maintenance scheduling problem with the goal of optimizing the routes of the maintenance teams minimizing the cost and trying to maximize the number of maintenance operations actually performed in a given day. In order to show the effectiveness of our approach, we take into consideration a real industrial use case provided by Meridionale Impianti 1 , a company active in the industrial and electrical plant design sector. We compare the solution obtained by 1 http://www.merimp.com/en/ our approach with the exact solution obtained by applying an exhaustive algorithm that comprehensively enumerates all the solutions finding the one that produces the minimal cost. We also perform a large set of experiments evaluating the impact of the different parameters of our SA approach to the accuracy of the solution and the efficiency of the algorithm in terms of execution time, with the aim of tuning the optimal values of such parameters for future execution of the same algorithm.
RELATED WORK
In this paper, we present an efficient and general method for solving routine maintenance scheduling problems based on SA metaheuristic. Several works in literature propose the use of SA for the solution of scheduling problems in the context of the maintenance of specific installations, especially power plants. In (J.T. Saraiva et al., 2011) , authors address the problem of the periodic maintenance of electric generators by using SA. They aim at scheduling system maintenance operations along a planning horizon assuming that the time interval between maintenance actions for the same generator is fixed. In our approach, we do not take into consideration the time interval between maintenance actions but we deal with the scheduling of interventions that are supposed to be conducted in a certain working day accordingly to a predetermined business policy. As in (J.T. Saraiva et al., 2011) , (Keshav P. Dahal and Nopasit Chakpitak, 2006 ) deals with the maintenance of generators in a power plant by using a hybrid approach based on a combination of genetic algorithms and SA. In (Ibrahim El-Amin et al., 1999) , the tabu search metaheuristic is applied to the maintenance of generators in a power station with the aim of reducing the cost associated with the management of the maintenance operations and to increase the time interval between two maintenance operations for the same generator. In our case a pure SA approach is exploited mainly focusing on the overall cost of performing a set of geographically distributed maintenance operations during a working day taking into account transportation and overtime costs.
More generally, the SA metaheuristic and its variations are often used for the solution of optimization problems in several application fields spanning from ICT to biomedicine. In (Chun-Cheng Lin et al., 2014) , SA, combined with additional momentum terms in order to improve cooling rate, is exploited to solve the problem of router node placement with service priority constraint to improve the performance of a wireless mesh network. In (Allen G. Brown et al., 2014) , the SA algorithm is adopted for creating maneuver plans for the guidance of a satellite cluster. In a gene expression data matrix, a bicluster is a submatrix of genes and condition. The problem of detecting the most significant bicluster has been shows to be NP-Complete. In (Kenneth Bryan et al., 2006) , the authors present a biclustering technique based on SA to efficiently discover the more significant biclusters.
In this paper, we use SA to solve a maintenance operation scheduling problem. During problem formalization we do not take into consideration any specific application context. However, we show its application to a real industrial use case dealing with the maintenance of energy plants. We are interested in routine maintenance operations, i.e., maintenance operations that are not related to an actual failure of the considered system but are scheduled in advance. We start from the assumptions that a set of maintenance operations are scheduled to be conducted in a specific day and our goal is to optimize the maintenance team routes and maximize the number of interventions that are actually performed. Contrary to maintenance operations upon failures, such routine operations can be postponed if it is not possible to guarantee that all the operations that are supposed to be conducted in a day will be actually fulfilled. However, our algorithm is also able to deal with maintenance operations that need to be executed with a higher priority.
REFERENCE SCENARIO
We take into consideration a company that needs to perform maintenance operations in a set of geographically distributed locations. We only deal with routine maintenance interventions, i.e., interventions that are scheduled in advance. However, our approach also takes into account that some higher priority interventions could be necessary, representing failures and/or specific situations that need immediate attention. We focus on the set of maintenance operations that need to be performed in a single day by a limited set of maintenance resources. The maintenance resources are represented by a number of teams, each composed of a set of company employees and one vehicle. The teams leave from the company principle headquarters in the morning, follow a specific route established in advance, perform all the maintenance interventions that they have been assigned to, and return to their starting point. This kind of problems falls under the class of scheduling problems.
The problem we need to solve is to assign the maintenance operations that are supposed to be con-ducted in the considered day to the teams. Constraints are present related to the nature of each maintenance intervention. In fact, all maintenance operations have specific characteristics in terms of both the location where the intervention needs to be conducted and the technical skills that are necessary to accomplish the intervention. Being each intervention team composed of one or more workers and one vehicle, accordingly to the technical skills that each worker presents and to the characteristics of the vehicle (that can reach a specific location or not), it is possible to understand which teams are able to perform a specific intervention (it may be a subset of all the teams).
Of course, maintenance activities represent a cost for the company. In our reference scenario, costs are related to the hourly wage of the workers and to the transportation expenses. A worker hourly wage increases if the worker needs to do overtime, so a solution algorithm assigning interventions to teams needs to minimize the possibility to go into overtime taking into consideration both the time that is needed to perform each maintenance intervention and the traveling time for a team to move from one intervention site to the following. Transportation expenses are mainly related to fuel and maintenance for all the vehicles used during the working day.
The main objective of this paper is to provide an algorithm that automatically assigns the maintenance interventions to the worker teams, taking into consideration the above reported constraints with the aim of minimizing the overall cost for the company.
PROBLEM FORMULATION
This section provides a formalization of the scenario described in Section 3 unambiguously describing all the characteristics of the considered scheduling problem, together with all the constraints and the costs that need to be taken into account. Starting from our formalization, in Section 5, we will first provide the solution based on SA and then we will present an exhaustive algorithm that will be used as a reference for the solution of the problem.
Let Q indicate the set of available maintenance teams and let Q be the cardinality of such a set (Q = |Q |), i.e., the total number of teams. Moreover, let C indicate the set of all the possible technical skills of the company workers, while C is the total number of skills (C = |C |). We use I to indicate the set of all the possible kinds of maintenance operations and I to indicate their total number (I = |I |). Finally, let P indicate the set of all the possible geographic locations for the maintenance interventions and let P be the cardinality of such a set (P = |P |), i.e., the total number of sites where maintenance operations can be conducted.
Each day, a total number of L maintenance interventions need to be carried out by the Q teams. We indicate with L the list of such interventions, with L = |L|. Each maintenance intervention l ∈ L is characterized by the following information:
• geographic location: the geographical coordinates of the site p l ∈ P where the maintenance intervention l needs to be performed;
• maintenance operation: the maintenance operation i l ∈ I that actually needs to be performed during intervention l;
• execution time: the time t l ∈ R that is necessary to carry out the maintenance intervention l, once on site;
• priority: the level of priority c l ∈ {normal, urgent} assigned to intervention l.
The goal of the scheduling algorithm that we need to design is to determine:
• the optimal number of maintenance interventions that each team has to carry out (denoted with L q ≤ L where 1 ≤ q ≤ Q);
• the actual list L q of maintenance operations each team has to perform among those in L;
• the optimal order each team has to perform the maintenance operations, i.e., the optimal ordering
Note that L q = |L q | and that the following constrains apply:
Eq. (1) and (2) explicitly take into consideration the possibility that, in the considered working day, not all the scheduled maintenance interventions are actually performed (presence of ≤ and ⊆ symbols). This could happen if an overtime is needed to exhaustively perform all the maintenance operations for some of the teams and if such a cost overcomes the cost associated with the missing interventions.
If there are maintenance operations that require specific skills, they necessarily have to be included in the list of one of the teams whose components have those skills. Let us define
OptimizingRoutineMaintenanceTeamRoutes associating to each maintenance team the set of skills they possess, and
that associates to each specific maintenance operation the set of skills that are necessary to carry it out.
Then, a maintenance operation l ∈ L can be assigned to team q ∈ Q if and only if F c i (l) ⊆ F c q (q).
Finally, if some of the maintenance interventions in L exhibit a urgent priority they need to be included in lists L q in the top positions. In the following, we will indicate with L q [i] .priority the priority assigned to the i th intervention assigned to team q.
Let us denote the list of the geographical positions and the execution times of the maintenance operations assigned to team q as follows:
where:
• p i q ∈ P is the position of the i th maintenance operation assigned to team q;
• t i q ∈ R is the execution time of the i th maintenance operation for team q;
with 1 ≤ i ≤ L q . In particular, let p 0 q indicate the position of the location from where team q leaves at the beginning of the working day and let p For each team q to which a list of maintenance operations L q has been assigned, the duration of the working day D q can be computed as follows:
with t L q +1 q = 0. Denoting with D the maximum duration of the working day, we want D q < D for each team. If it is not possible to perform all the maintenance operations L in the working day, we defineL as the number of maintenance operations that can be carried out during the standard working hours. ThisL operations are associated with a normal cost, while we associate a cost of overtime for the remaining maintenance operations. For each travel of each team, we associate a cost CV i q that can be computed as a function of the total distance associated with the i th maintenance operation of team q also including vehicles wear out. It can be assumed that there is an additional cost for each team whose duration of the working day exceeds D. Therefore, if D q > D, this generates a cost of overtime and we indicate it with CS q .
All this assumed, the multi-objective optimization problem for our scenario can be formally defined as follows:
Problem 1:
SOLUTION ALGORITHMS

Background on SA
Simulated annealing (SA) is commonly considered to be the oldest meta-heuristic which explicitly applies a strategy to avoid getting stuck in local minimum, while searching the problem solution space (C. Blum and A. Roli, 2003) . The name and the inspiration of SA derive from the physical phenomenon known as annealing. The annealing process consists in firstly heating a material to high temperature and then cooling it in a controlled manner. This process increases the size of the material crystals, while reducing their internal defects.
The SA algorithm has been firstly introduced as an adaptation of the Metropolis-Hasting algorithm, a Montecarlo method to generate states of a thermodynamic system (N. Metropolis et al., 1953) . In such a work, the SA algorithm produces a sequence of material states:
Starting from the system initial state, the next state of the sequence is generated by applying a perturbation mechanism. Such a mechanism randomly produces a new state which is close to the given one in terms of their amount of thermodynamic energy. A sequence of energy levels is then produced:
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with the aim of reaching the system state with the lower possible energy level. To this aim, as already reported above, the SA exploits a strategy that seeks to avoid local minimum. At each algorithm iteration, starting from a state s i with energy E s i , the SA algorithm randomly generates a new state s i+1 with energy E s i+1 . If the new state has an amount of energy such that ∆E = (E s i+1 − E s i ) ≤ 0, the new state is accepted as the current state, thus lowering the energy of the system. On the other hand, if ∆E > 0, i.e., the energy of the system would be increased, the algorithm accepts the new state, even if it is worst than the previous one, accordingly to a probabilistic approach that depends on the actual temperature of the system. In fact, as in the physical annealing process, in the SA algorithm, starting from a state with a high temperature, the temperature is gradually lowered while advancing in the generation of new system states. When a newly generated state produces a difference in energy greater than zero (∆E > 0), the new state is accepted with a probability equal to e (−∆E/T ) , where T is the current temperature (so called Metropolis criterion (N. Metropolis et al., 1953) ). This results in a high probability to accept new states, even if they are worst than the previous one, during the initial iterations of the algorithm. However, while lowering the temperature also the acceptance probability will decrease. This strategy allows SA not to get stuck in local minimum.
Applying the SA meta-heuristic to a given optimization problem involves designing all its characteristic aspects adapting them to the specific context (D. T. Pham and D. Karaboga, 2000) as detailed in the following. Solutions Space. The solution space S represents the set of all the possible solutions to the given problem that the SA approach has to be able to generate. Taking into consideration the above reported discussion, it represents all the possible states s i that the system can assume. Cost Function. In optimization problems, defining a cost function that is used as the objective function to minimize is needed. In the SA annealing metaphor, the cost function of the optimization problem is associated with a function f determining, for each system state, the value of the associated energy:
Generation Mechanism of the Neighboring Solutions. When using SA for the solution of a problem, it is necessary to formally define a mechanism that, given the current solution, allows to generate a new neighboring solution. In the SA metaphor, it is necessary to define a function Ψ determining a new system state s i+1 from current state s i :
Of course, while designing such a function, it is necessary to take into consideration a criteria that allows to determine if a new solution is near to the current one. This is strictly related to the nature of the given optimization problem. Cooling Scheme. The way cooling is performed in SA is characterized by four aspects: i) initial temperature; ii) temperature updating mechanism; iii) number of iterations for each temperature value; iv) stop criterion. Also in the case of the solution of an optimization problem, it is necessary to design a specific cooling scheme that allows to reach a good solution, while still containing execution time. Acceptance Rule. A newly generated solution need to be accepted or discarded accordingly to a certain criterion. In SA, to accept or discard a newly generated state, Metropolis criterion or one of its variations are often used. Such criteria are usually exploited also in the case of the solution of an optimization problem.
Formalization of a Solution
In order to show how SA has been exploited for the solution of our optimization problem, namely the problem of scheduling a list of geographically distributed routine maintenance interventions among a set of maintenance teams, taking into account team skills, cost of overtime work, and cost of transport, it is first necessary to define how a possible problem solution can be represented in a formal way. With this aim, let us consider a specific case in which L = 10 maintenance interventions need to be scheduled among Q = 4 maintenance teams. A possible solution of such a problem consists in finding the four lists L 1 , L 2 , L 3 , and L 4 associating to each team the interventions to perform in a specific
order. An example is the following:
, 5}, i.e., the first team is scheduled to perform interventions number 1 and 8 in this order, the second team is scheduled to perform interventions number 2, 9, and 10 in this order, and so on. Such a problem solution can be formally represented in a matrix form as follows: 
In such a matrix each row is associated with a maintenance team while each column refers to a maintenance intervention. The values of nonzero elements indicates the order in which each intervention is performed by the corresponding team. So, for example, the element belonging to the first row and to the eight th column is equal to 2 because intervention number 8 is scheduled to be performed by the first team as the second intervention in its list. Generalizing such an example, a generic solution of a generic instance of our scheduling problem is given by a specific distribution of L maintenance interventions among Q maintenance teams. Thus, if we want to formally represent it in a matrix form, we need a
In particular, being L the interventions to be performed, the matrix in eq. (9) represents a solution of our optimization problem only if a maximum of L among its Q · L elements are nonzero:
where nz : R × R → N is a function that provides the number of nonzero elements in a given matrix. Moreover, given that each matrix column is associated with a specific intervention and given that each intervention can be assigned only to one team, it follows that in each column of matrix A only one element can be nonzero, indicating the team to which the corresponding intervention is assigned. Thus, indicating with c j the j th column of matrix A with j ∈ [1, L] (it is considered as a Q × 1 matrix):
then:
The use of symbol ≤ in both eq. (10) and (12) is due to the fact that some interventions may not be scheduled due to overtime cost. Finally, the value of the nonzero element of each column c j has to represent the execution order of the maintenance intervention j ∈ [1, L] within the list of interventions associated with the corresponding team. In formula:
with x ∈ [1, Q] and j ∈ [1, L] and x is the index associated with the team to which the intervention j is assigned.
Summarizing, a possible solution of our optimization problem can be formally represented as the matrix in eq. (9) subject to the structural constraints reported in eq. (10), (12), and (13). Moreover, Problem 1 constraints iv) and v) should also be checked in order to verify that the solution represented by a given matrix is admissible for the given problem.
Applying SA to our Optimization Problem
SA is a meta-heuristic for general applications. Therefore, as already mentioned in Section 5.1, it is necessary to design all its characteristic aspects adapting them to the specific context. In the case of our optimization problem, such aspects have been designed as follows. Solution Space. Accordingly to what reported in Section 5.2, the solution space of our optimization problem can be formally represented as the set of all the possible Q × L matrices in the form of eq. (9):
with Q and L depending on the specific problem and satisfying eq. (10), (12), and (13), and Problem 1 constraints iv) and v). Cost Function. In our optimization problem, the cost function associates a cost to each possible matrix in S. Accordingly to the definition of Problem 1 and to what has been exposed in Section 4, our cost function is the following:
Generation Mechanism of the Neighboring Solutions. In our optimization problem, function Ψ : S × {row, column} → S operates on a matrix in S returning another matrix that is close to the first one in terms of disposal of its elements:
The parameter p is used to define two ways of modifying matrix A i in terms of element disposal obtaining matrix A i+1 . In particular:
• Row Swapping. If p = row, two elements in a row of the matrix are swapped. Specifically, we randomly select one of the matrix rows in which two or more nonzero elements are present, i.e., we randomly select a team whose list of interventions contains two or more interventions:
Then, we randomly select two different nonzero elements in the row:
q,y = 0 and we swap them, i.e., we invert the order in which two interventions in the list are performed: • Column Swapping. If p = column, the nonzero element of a column of the matrix is moved from one row to another one, possibly modifying its value if necessary. In particular, we randomly select one of the matrix columns c l in which a nonzero element is present, i.e., we select an intervention l that is already assigned to a team:
Then, we randomly select one matrix row z in which the corresponding element a i z,l of the matrix column c l is equal to zero:
The value of the nonzero element in the column vector c l is set to zero. Finally, if all the elements of the row z in matrix A i are zero then element a i+1 z,l in matrix A i+1 is set to 1:
while, if in the row z in matrix A i there are nonzero elements, we compute the maximum value among all the elements in the row and we assign to element a i+1 z,l in matrix A i+1 the value:
i.e., we take one intervention from one team and we give it to another one that will perform it as its last intervention.
Cooling Scheme. The aspects of the cooling scheme have been designed as follows:
• (a) initial temperature -An initial problem solution A 1 is generated and the initial temperature is set to its cost:
• (b) temperature updating mechanism -We designed an updating mechanism based on a cooling factor α ∈ R + such that:
• (c) number of iterations for each temperature value -n t ∈ N iterations are performed for each temperature value T by correspondingly generating n t solutions though the use of eq. (16):
• (d) stop criterion -We designed a criterion which is based on both the value of the temperature and the progress of the SA algorithm itself. We defined a target temperature T low ∈ [0, T [ at which the SA algorithm is terminated. Moreover, we use a vector vectE to store the cost associated with the last |vectE| solutions:
If the cost associated with such solutions is exactly the same for a number of temperature levels equal to |vectE| the algorithm is terminated:
Acceptance Rule. The solutions generated for each temperature value T are compared using Metropolis criterion. When solution A i+1 is generated its cost is computed by eq. (15) and the cost variation with respect to solution A i is computed:
If ∆E ≤ 0 the new solution is accepted. Otherwise, if ∆E > 0 the new solution is accepted only if
where ξ is a random number uniformly distributed over [0, 1] and T is the current temperature. If ξ > e (−∆E/T ) the new solution is discarded and current solution A i is used to generate a new one through eq. (16). Algorithm 1 reports all the steps of the SA algorithm as applied to our routine maintenance problem.
Specifically, in lines 1-7 all the necessary variables are declared: s and s represent the current solution and the neighboring solution, respectively; vector vectE of size d stores the cost of the last d solutions; α is the cooling factor; T contains the initial temperature of the system and the following temperature values while T low is the minimum temperature to be reached; E and E represent the cost of the current solution s and of the neighboring solution s , respectively; n t is the number of iterations to be performed for each temperature value. In line 9 the initial solution is generated through generate initial solution() and in line 10 f () returns its cost (see eq. (6)). Such a cost is used to set the temperature initial value in line 11. The SA algorithm itself consists of two nested 5: declare T , T low ; 6: declare E, E ; 7: declare n t ; 8: 9: s ← generate initial solution() 10: E ← f (s); 11: T ← E; 12: while T > T low do 13:
14:
16:
17:
ξ ← rand();
18
:
19:
s ← s ;
20:
E ← E ;
21:
end if
22:
i ← i + 1;
23:
end while
24:
vectE ← store last cost(vectE, E);
25:
if check stop criteria(vectE, d) then
26:
break;
27:
end if 28:
29: end while 30: return s, E;
loops. The outer loop (lines 12-29) is used for temperature cooling while the inner loop (lines 14-23) is used to perform the n t iterations for each temperature value. In particular, in lines 24-27 functions store last cost() and check stop criteria() are used to check if the last |vectE| = d solutions are exactly the same. In such a case the algorithm is stopped. Otherwise the algorithm stops as soon as temperature T low is reached. In both cases, the current solution and its cost are returned (line 30).
Exhaustive Algorithm
Through the use of the SA, we are not guaranteed that the found solution is the best solution for our optimization problem. It is therefore necessary to identify a reference value to evaluate the quality of the solutions found with the SA. To this purpose, we designed an exhaustive algorithm. Exhaustive algorithm is composed of two parts. The first part has the role to find all the possible distributions of the L maintenance interventions to the Q maintenance teams. The distribution operation simply executes the division of the L maintenance interventions to the Q maintenance teams by creating Q unordered lists identified as U q :
To solve the distribution operation a method which use a vector with dimension L has been developed:
Each elements of the V L vector represents one of the maintenance interventions of the list L:
The value of each element of the vector V L determines at which U q unordered list is assigned, whereas the position in the vector determines the identifier of the maintenance operation:
The V L vector allows us to implement and automate the generation of all the possible distributions of the L maintenance operations to the Q maintenance teams, using the V L vector like a number in Q basis with L digits, it is possible to generate all the numbers in Q in the range [0, Q L ] by defining the following function
where
The function (30) receives in input a number V i−1 L expressed in array form (27), and its basis b. Therefore the function generates the next number of the input in basis b. This last number is always expressed in array form (27) .
The second part of the exhaustive algorithm, using all vector form numbers found with function (30), computes all the possible solutions for our problem which are later evaluated to determine the best solution.
For each vector numbers all possible simple permutations of the U q are evaluated. Therefore, for each U q several solutions are generated for our problem, each evaluated to determine the best solution.
EXPERIMENTAL RESULTS
The use case, where the SA algorithm was applied, is related to a real Italian company, located in the north west of Sicily, with the responsibility of managing the maintenance related to electrical installations. As mentioned in Section 1 to perform the maintenance operations the company needs to solve a scheduling problem to minimize the overall cost for maintenance.
The solution of the optimization problem must be found respecting the formalization of the objectives and constraints specified in Problem 1.
In particular, the use case is related to a typical working day, where the company needs to schedule the daily maintenance operations to its maintenance teams. The maintenance operations, occur in the electrical installations managed by the company. The geographical points of installations and company headquarters compose the all possible geographical locations P defined in Section 4 and listed in Table 1 . As introduced in Section 4, L maintenance services are provided in a typical working day; each of them is characterized by an execution time, a set of skills needed to perform the maintenance and a location. We applied our optimization algorithm to the L = 10 maintenance services of the referred company reported in Table 2 , where the maintenance services are identified by an ID and the location where the maintenance has to be done is identified by the same ID used in Table 1 (Installation ID). In order to maintain the scenario as simple as possible, we assume that all the maintenance intervention have the same priority. The company has four maintenance teams (Q = 4), composed of one or more workers and a single vehicle. These teams are the elements of Q . Each worker has one or more skills, collected in C . In our use case three possible skills have been identified (C = 3) and they have been associated to each worker as described in Table 3 , where the cost per hour and the maintenance team have been specified.
The vehicles owned by the company are summarized in Table 4 together with the fuel type (petrol or diesel), the costs, and the maintenance team ID which are assigned to. Each maintenance team is characterized by both the skills of its workers and the characteristics of its vehicle. This means that each teams can perform only the maintenance services fitting adequate skills specified through eq. (3) and (4). In the specific case of the use case here considered, columns Skills ID and Skills of Table 2 represents the function of eq. (4).
It is easy to see that the monetary cost of each team depends on the workers hourly cost (Table 3 ) and on the travel cost (Table 4) .
To completely define the optimization problem, we have to define the cost functions introduced in Problem 1 (items i) and ii)). These functions depends on the working day duration D, that is assumed to be eight hours long (D = 8) in our use case. Let C q be the hourly cost by each maintenance team during the regular working time, C q is calculated by adding the hourly wage of each worker of the team shown in Table 3. In ii) is defined the cost function to be applied after the first eight working hours. The cost CS q defined in Problem 1, representing the cost during the extra working time, is defiend as CS q = 2 * C q . The cost CV i q is computed using the data in Table 4 and fixed values for diesel and petrol cost that are 1.746 for the petrol and 1.627 for the diesel.
In the following, we will present the results obtained by applying the optimization Algorithm 1 to the problem defined above. Since the SA is a based on a meta-heuristic approach, we compare the results with the real optimum solution computed through the exhaustive algorithm (Section 5.4). The purpose of the comparison is twofold: 1) evaluate the quality of the solution, and 2) evaluate the time efficiency of the algorithm. During our experiments, we varied the SA parameters in order to show their impact on the final solution. We considered the parameters related to the cooling (21) and to the stop criterion (23), specifically α and n t for the cooling scheme, T low and |vectE| for the stop criterion.
Given a set of fixed parameters, we run the SA algorithm 200 times and we computed the distance of each obtained optimal solution with respect to that evaluated by the exhaustive algorithm. The overall results are synthesized in Figures 1, 2 and 3 by varying the α and with fixed n t and T low ; each histogram depicts the distribution of the deviations. As an example Figure 1 shows that the Algorithm 1 has a probability equal to 26% to give an estimation of the optimum with an error equal to 3%. The graphs show that de- creasing the value of α the accuracy of the result decreases accordingly, ranging from an an average deviation of 3.275% with α = 0.3 to an average deviation of 1.56% with α = 0.003.
Another set of experiments has been performed by fixing the value of α to 0.003 and varying the parameter T low from T low = T − (T * 0.999) (Figure 3 ) to T low = T − (T * 0.990) (Figure 4) , thus increasing the value of the target temperate. This change produces a sharp deterioration of the solutions found with Algorithm 1 to an average deviation of 4.319 in Figure 4 . This deterioration is justified by the fact that fewer iterations are performed with Algorithm 1 to search the solution of the optimization problem.
To evaluate how the parameters n t and |vectE| affect the Algorithm 1 in the search of the solution, we considered as a quality index the relative error E r of the solution obtained by the exhaustive algorithm:
is the mean absolute error affecting the solution, V a is the result of exhaustive algorithm, and x m is the average value of the solutions obtained from Algorithm 1. Figure 5 depicts E r versus both n t and |vectE|. As can be seen in Figure 5 , E r decreases when n t and |vectE| increase starting from 0 but its value does not substantially change when n t and |vectE| reach a certain threshold.
To better analyze the behavior of the SA algorithm, we also considered the execution time, other than the quality of the result, through the following function:
The quantities used to define F q () are the following: ∆ E r = max E r − min E r , where max E r and min E r are the maximum and the minimum relative error obtained by varying n t and |vectE|; τ is the measured execution time of the Algorithm 1; ∆τ = max τ − min τ , where max τ and min τ are the maximum and the minimum execution time obtained by varying the parameters n t and |vectE|; the parameters β and γ, such that β + γ = 1, are two constants used to give a different weight to the quality of the solutions and to the execution time of the Algorithm 1 respectively. The graph in Figure 6 shows the trend of function (32) computed with α and T low set to the optimal values found in the first set of experiments (α = 0.003 and T low = T − (T · 0.999)) and by varying n t and |vectE|. The values of β and γ are fixed to β = 0.7 and γ = 0.3 in order to give more weight to the solution quality than to the execution speed of the Algorithm 1. The analysis of the graph reveals a maximum identifying the best pairs of parameters to optimize the behavior with respect either the precision and the execution time.
To better identify the value of the parameters, we depicted in Figures 7 and 8 the 2-D versions of the graph in Figure (6) . In Figure 7 , each line corresponds to a single value of n t (z axis in Figure 6 ) whereas in Figure 8 each line corresponds to a single value of |vectE| (x axis in Figure 6 ).
Parameters n t and |vectE| carry out a complementary role. Using hight values of |vectE|, we impose a stop criterion heavily based on temperature T ; this configuration produces excellent results as long as n t doesn't excessively increase otherwise a performances degradation is manifested. As well shown in Figure 8 , the graph has a maximum located around n t = 5 and |vectE| = 35.
As final experimental results, we reported in Table 5 the execution times obtained by running Algorithm 1 with different sets of parameters and the exe- cution time of the exhaustive algorithm. As can be observed, Algorithm 1 completes in some milliseconds, irrespective of the set of parameters, whereas the exhaustive algorithm needs a lot of minutes to find the final problem solution.
CONCLUSIONS AND FUTURE WORK
In this paper, we proposed the use of simulated annealing for the solution of the scheduling problem of a set of geographically distributed routine maintenance interventions. We based the choice of which team to pick among the available ones for each intervention and the order in which each team performs its interventions on several parameters, i.e., team skills, cost of overtime work, and cost of transportation. We applied the proposed algorithm to a real industrial use case provided by an electrical plant design company and we compared it versus an exhaustive approach. Several numerical results have been shown highlighting the effects of the parameters of the simulated annealing on the accuracy of the solution and on the execution time of the algorithm. Future work will be focused on implementing a complete tool for maintenance intervention scheduling, testing and stressing it on the ground of realistic use cases. Moreover, we plan to combine the proposed approach with advanced routing algorithms analyzing the influence of their efficiency on our solution technique.
