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GENERALIZATIONS OF THE CARTAN AND IWASAWA
DECOMPOSITIONS FOR SL2(k)
AMANDA K. SUTHERLAND
Abstract. The Cartan and Iwasawa decompositions of real reductive Lie groups play
a fundamental role in the representation theory of the groups and their corresponding
symmetric spaces. These decompositions are defined by an involution with a compact
fixed-point group, called a Cartan involution. For an arbitrary involution, one can
consider similar decompositions. We offer a generalization of the Cartan and Iwasawa
decompositions for algebraic groups defined over an arbitrary field k and a general
involution.
1. Introduction
The Cartan decomposition of a real reductive Lie group G factors the group into HQ
where H is maximal compact and Q is the symmetric space with respect to the Cartan
involution. The Cartan decomposition generalizes the polar decomposition or singular
value decomposition of matrices. The Iwasawa decomposition of a real reductive Lie
group factors the group into its analytical subgroups HP where H is maximal compact
and P is a minimal parabolic R-subgroup. This decomposition results from combining
the Cartan decomposition of a semisimple Lie algebra and the root space decomposition
of its complexifciation. The Cartan and Iwasawa decomposition of real reductive Lie
groups plays an important role in representation theory and in the structure of their
corresponding real reductive symmetric spaces. The reader is referred to Helgason [Hel78]
for a more complete description of these decompositions. In [HW93], a generalization of
the notion of a Cartan involution is given and the Cartan and Iwasawa decompositions
are generalized to the groups with such an involution.
In this paper, we let G = SL2(k¯) be an algebraic group defined over a field k of
characteristic not 2 and develop a decomposition which resembles a combination of the
Cartan and Iwasawa decomposition. This decomposition plays a role in the study of the
generalized symmetric spaces of algebraic groups. We extend the notion of the Cartan
and Iwasawa decompositions to G defined over other fields. Specifically, we consider the
real, rational, and p-adic numbers, as well as the finite fields. We also generalize the
factors of the decompositions by defining them with respect to any involution of the
group.
In section 2, we review results and notation needed to prove our main results. In
section 3, we show SL2(k) can be factored to HτkÈQτUk where Hτ is the fixed-point
group of some involution τ , ÈQτ = {g ∈ G S τ(g) = g−1} is the extended symmetric space
of the involution τ , and U a unipotent subgroup of G. In section 4, we discuss the
structure of the symmetric and extended symmetric spaces. In section 5, we analyze our
decomposition of SL2(k) in more detail and refine it for specific fields and involutions.
In section 6, we summarize our results for fields of characteristic 2.
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2. Preliminaries
We borrow most notation from Springer and Borel [Spr09, BT72, BT65, Bor91].
Notation 2.1. Let k be a field of characteristic not equal to 2 and k¯ the algebraic closure
of k. We will use G = SL2(k¯) and Gk = SL2(k), the k-rational points of G. In general,
for a group A defined over k, Ak will denote the k-rational points of A.
2.1. Automorphisms of G. For B ∈ GL2(k), let Inn(B) denote the automorphism of
G defined by Inn(B)(X) = BXB−1 for all X ∈ G. Let Aut(G,Gk) denote the group of
automorphisms of G which keep Gk invariant. We say φ, θ ∈ Aut(G,Gk) are isomorphic
(over k) if there exists a third automorphism χ ∈ Aut(G,Gk) such that χφχ−1 = θ. This
is denoted φ ≃ θ when the field k is clear from context.
Combining results from [Bor91] and [HW02], we have the following Lemma.
Lemma 2.2. All automorphisms φ ∈ Aut(G,Gk) are isomorphic over k to Inn(A) for
some A ∈ GL2(k).
2.2. Square classes of k. For a field k, let k∗ denote the product group of non-zero
elements from k and (k∗)2 the normal subgroup of squares in k∗ defined by (k∗)2 ={a2 S a ∈ k∗}. The quotient group k∗~(k∗)2 is the set of square classes in k.
From [HW02, Hel00] we borrow the following results about automorphisms of order
2, called involutions, of Gk.
Theorem 2.3. All involutions τ ∈ Aut(G,Gk) are isomorphic over k to Inn(B), where
B = ( 0 1b 0 ) for some b ∈ k∗.
Theorem 2.4. LetM = ( 0 1m 0 ) and N = ( 0 1n 0 ) be the matrices corresponding to Inn(M), Inn(N) ∈
Aut(G,Gk), respectively. Then Inn(M) ≃ Inn(N) if and only if m and n are in the same
square class of k.
Corollary 2.5. The number of isomorphy classes of involutions of G which keep Gk
invariant is Sk∗~(k∗)2S.
Notation 2.6. Let m be a representative of the square class of m in k∗~(k∗)2. We will
use τm to denote the involution Inn(M) of G with M = ( 0 1m 0 ).
Remark 2.7. For all involutions τ ∈ Aut(G,Gk), we can assume τ ≃ τm where m ∈ k∗ is
the representative of the square class m. For the class of squares, we use τ1.
2.3. Fixed-point group of an automorphism. Let G be a group and φ an automor-
phism of G. Denote Hφ as the fixed-point group of φ in G.
Example 2.8. For G with the involution τm, the fixed point group is Hτm .
Hτmk =  a bmb a W a, b ∈ k, a2 −mb2 = 1¡
Definition 2.9. For a group G with the involution τ , the symmetric space is defined
as Qτ = {gτ(g)−1 S g ∈ G}, and the extended symmetric space is defined as ÈQτ = {g ∈G S τ(g) = g−1}.
Remark 2.10. For a group G with the involution τ , the symmetric space is isomorphic toG~Hτ .
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Example 2.11. For G with the involution τm, the extended symmetric space is ÉQτm .
ÉQτm =  a b−mb c W a, b, c ∈ k, ac +mb2 = 1¡
Remark 2.12. An element is τ -split if it is sent to its inverse under τ . A subset is τ -split
if all of its elements are τ -split, i.e. ÈQτ is τ -split by definition. A torus is (τ, k)-split if
it is both τ -split and k-split.
Lemma 2.13. The symmetric space of a connected group is connected. Furthermore,(ÈQτ)○ = Qτ , where (ÈQτ)○ denotes the connected component of the extended symmetric
space containing the identity.
Proof. Consider a connected group G defined over k, a field with a topology. Then Qτ is
connected because it is the image of the continuous mapping defined by g ↦ gτ(g)−1 for
g ∈ G. Since (Id)τ(Id)−1 = Id, the identity matrix is always contained in the symmetric
space. Therefore, the symmetric space is the connected component of the extended
symmetric space containing the identity, Qτ = (ÈQτ)○. 
Definition 2.14. An involution τ of a group is a generalized Cartan involution if the
fixed-point group of τ is k-anisotropic.
Remark 2.15. A subgroup A is k-isotropic if it contains a k-split torus. Otherwise, A is
k-anisotropic.
Remark 2.16. If k = R, this is the regular Cartan involution. R-anisotropic is equivalent
to compact. By abuse of notation, we will refer to a generalized Cartan involution as a
Cartan involution.
Example 2.17. Consider G defined over k = R. The square classes of R are represented
by {1,−1}. Up to isomorphy over R, there are two involutions of G which keep GR
invariant, namely τ1 and τ−1.
The fixed-point group of τ−1 is the special orthogonal group SO(2) which is compact
and hence τ−1 is a Cartan involution. The symmetric space of τ−1 is the set of positive
definite symmetric matrices, while the extended symmetric space is the set of symmetric
matrices.
For the involution τ1, the fixed-point group is the subgroup SO(1,1).
The following result gives us the Cartan decomposition.
Theorem 2.18. Let G be a real semisimple Lie group and θ a Cartan involution ofG. Define Q and H to be the symmetric space and fixed-point group with respect to
θ, respectively, and A a maximal (θ, k)-split torus in G. Then θ induces the following
equivalent Cartan decompositions:
G = HQ = H○Q = HAH =H○A○
where H○ denotes the connected component of H containing the identity.
The following result gives us the Iwasawa decomposition.
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Theorem 2.19. Let G be a real semisimple Lie group and θ a Cartan involution of G.
Let H be the fixed-point group and P a minimal parabolic R-subgroup. Then θ induces
the Iwasawa decomposition:
G = HP
Remark 2.20. For a k-split group, as is the case with G, we can write GR = HRARUR,
where A is the maximal (θ, k)-split torus and U a maximal unipotent subgroup defined
over k. In fact, PR = ZGR(A)UR = ARUR since A is a maximal torus.
From [HW93], we have a condition which equates the Iwasawa and Cartan decompo-
sitions.
Theorem 2.21. Let G be a real Lie group defined over a field k as in [HW93] and θ a
generalized Cartan involution of G. If (k∗)2 = (k∗)4, then the following decompositions
are equivalent:
Gk =H○kAkH○k =HkAkHk = H○kQ = HkQ = H○kAkUk =HkAkUk
where H,A,Q, and U are as defined in Theorems 2.18 and Remark 2.20.
Remark 2.22. The criteria for a generalized Cartan involution in [HW93] is much stronger
than in this paper. The additional conditions in [HW93] guarantee the existence of (a
generalization of) a Cartan and Iwasawa decomposition.
3. Generalizing the Decompositions to Algebraic Groups
As previously discussed, the Cartan and Iwasawa decompositions are defined for real
semisimple Lie groups when paired with a Cartan involution. In general, for any field k
with a general involution τ , the set HτkQ
τ is contained in, but not equal to, Gk.
Example 3.1. Let G be defined over k = R and τ = τ1 the involution of G.
Consider g =  1 2(√5−3)−11
2
(√5−3) 2  ∈ GR. If g ∈ HτRÈQτ , then there exists h = ( a bb a ) ∈ HτR
such that h−1g ∈ ÈQτ . Computing τ(h−1g) = (h−1g)−1 as in (3.1), implies a = b, hence
h ~∈ Hτ
R
. Therefore g ~∈ Hτ
R
ÈQτ . Borrowing Lemma 4.1 from later in the paper stating
Qτ ⊂ ÈQτ , we see g ~∈Hτ
R
Qτ , thus the traditional Cartan decomposition does not hold.
(3.1) τ(h−1g) = ⎛⎝
2b√
5−3 + 2a b + a
√
5−3
2

2a√
5−3 + 2b a + b
√
5−3
2

⎞
⎠ =
⎛
⎝
2b√
5−3 + 2a −2b − 2a√5−33−√5
2
a − b a + b√5−3
2

⎞
⎠ = (h−1g)−1
To account for the missing elements, we introduce the unipotent subgroup U of G
consisting of upper triangular matrices with ones on the diagonal.
Uk = 1 u10 1  Wu1 ∈ k¡
With the addition of the new subgroup, we have the following result.
Theorem 3.2. For G with the involution τ of G, Gk = HτkÈQτUk, where Hτ ,ÈQτ , and U
are the fixed-point group, extended symmetric space, and unipotent subgroup, respectively,
of G.
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Remark 3.3. This decomposition serves as a generalization of both the Cartan and Iwa-
sawa decompositions. It contains the fixed-point group and symmetric space similar to
the Cartan decomposition. Additionally, because the maximal (θ, k)-split torus A is
contained in ÈQτ and we have a unipotent subgroup, it generalizes the Iwasawa decom-
position.
To prove Theorem 3.2, we use the Bruhat Decomposition as in [BT65].
Theorem 3.4. For an algebraic group G, let P be a minimal parabolic k-subgroup of G,
A a maximal k-split torus in P , and W (A) the Weyl group of A. Then Gk decomposes
as the disjoint union of the double cosets of Pk parameterized by W (A).
Gk = #
ω∈W (A)
PkωPk
Remark 3.5 (Bruhat Decomposition of G). For a k-split group, P = B is a Borel subgroup
and A = T is a maximal torus. For Gk, the Bruhat decomposition is Gk = #
ω∈W (T )
BkωBk.
Let the maximal torus T be the subgroup of diagonal matrices in G, and the Borel
subgroup B ⊃ T the upper triangular matrices in G.
(3.2) Bk = x y0 z Wx, y, z ∈ k,xz = 1¡ Tk = a 00 a−1 Wa ∈ k∗¡
Let Id be the 2 × 2 identity matrix, then we can define the Weyl group W (T ) and
Bruhat decomposition of Gk.
(3.3) W (T ) = Id, 0 1−1 0¡ Gk = Bk#Bk  0 1−1 0Bk
Remark 3.6. For the Borel subgroup B, we can write B = TU , where T is the k-split
maximal torus and U is the unipotent radical.
Lemma 3.7. Let τ be an involution of G and T the k-split maximal torus of diagonal
matrices. Then T is invariant under τ and is maximal (τ, k)-split.
Proof. Let τ = τm be an involution of G and t =  a 00 a−1  ∈ T . Then T is τ -split, thus
invariant under τ .
τ(t) =  0 1
m 0
a 0
0 a−10 m
−1
1 0
 = a−1 0
0 a
 = t−1 ∈ T

Remark 3.8. A subgroup which is invariant under an automorphism φ is said to be
φ-stable.
Lemma 3.9. Let G be defined over k and τ an involution of G. If Hτk = {± Id}, then
k ≃ F3.
Proof. From [HW93], the fixed-point group on an involution is always reductive. Thus
for G, the fixed-point group is a torus. Because H ≃ k∗, if SH S = 2, it must be that
k ≃ F3. 
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Remark 3.10. For G defined over k = F3, Hτmk = {± Id} only for m ∈ (k∗)2.
Proof of Theorem 3.2. Let τ be an involution ofG. BecauseHτ
k
,ÈQτ , and Uk are contained
in Gk, Hτk
ÈQτUk ⊂ Gk is clear. We will show the reverse containment, Gk ⊂HτkÈQτUk using
the equivalent statement (3.4), replacing Gk with its Bruhat decomposition as in (3.3).
(3.4) Bk#Bk  0 1−1 0Bk ⊂HτkÈQτUk
First, consider g ∈ Bk. By Remark 3.6, u−1g = t for some u−1 ∈ Uk and t ∈ Tk. By
Lemma 3.7, u−1g = t is τ -split, hence u−1g ∈ ÈQτ . Therefore g ∈ ÈQτ ⊂HτkÈQτUk.
Second, consider g ∈ Bk ( 0 1−1 0 )Bk. Then for some a, b ∈ k∗ and α,β ∈ k, we rewrite g
as in (3.5).
(3.5) g = a α
0 a−1 0 1−1 0b β0 b−1
If α ≠ 0, let u =  1 ma2−b2−mαβabmαab2
0 1
. Then gu ∈ ÈQτ by (3.6). Therefore, g ∈HτkÈQτUk.
(3.6) τ(gu) = −a2m−b2a2bmα − bmab
a
−αb = (gu)−1
If α = 0, let h =  a1 b1mb1 a1  ∈ Hτk ∖ {± Id}, and u =  1 ma1a
2−b2a1−mb1βb
mb2b1
0 1
. Then hgu ∈ ÈQτ by
(3.7). Therefore g ∈HτkÈQτUk.
(3.7) τ(hgu) = − b1ba a1bam−a1b
a
a2m2b2
1
−ma2a2
1
+b2a2
1
abmb1
 = (hgu)−1
For k = F3, one can easily verify this results holds although H = {± Id}. 
Remark 3.11. For a general field k and involution τ , Gk ≠ HτkQτUk and thus expanding
to the extended symmetric space is necessary. Further on, we give cases in which the
symmetric space will suffice.
Remark 3.12. Let G be defined over a field k and τ an involution of G. The (Hτ
k
×Uk)-
orbits on Gk are defined by (h,u) ● g ∶= hgu for h ∈ Hτk , u ∈ Uk, and g ∈ Gk. By Theoren
3.2, we can choose orbit representatives in ÈQτ . Similarly, the twisted Uk-orbits on ÈQτ
are defined by the twisted action u ∗ q ∶= u−1qτ(u) for u ∈ Uk and q ∈ Qτ . By Remark
2.10, Qτ ≃ Gk~Hτk , thus the Uk-orbits on Qτ are in bijective correspondence with the(Hτk ×Uk)-orbits on Gk if and only if HτkQτUk =HτkÈQτUk.
Example 3.13. Let G be defined over k = Q and τ = τ−1 the involution of G. For
convenience, we will use Qτ = {g−1τ(g)Sg ∈ Gk}. Let the (Hτk × Uk)-orbits on Gk and
twisted Uk-orbits on Qτ be defined as in Remark 3.12. Then consider the following map
from Uk ∗Qτ to (Hτk ×Uk) ●Gk, where q = g−1τ(g).
Uk ∗ q ↦ (Hτk ×Uk) ● g
For q ∈ Qτ , assume there exists g1, g2 ∈ Gk such that q = g−11 τ(g1) = g−12 τ(g2). Then
g1 = hg2 for some h ∈Hτk by (3.8).
(3.8) g−11 τ(g1) = g−12 τ(g2)⇒ τ(g1g−12 ) = g1g−12 ⇒ g1g−12 ∈Hτk
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The map is well-defined because it is independent of coset representative and surjective
by definition of Qτ . We may also reverse the map by (3.9).
(3.9) (Hτk ×Uk) ● g ↦ g−1τ(g)
By Theorem 3.2, let g = hqu, q ∈ ÈQτ . Then (Hτk ×Uk) ● g maps to
(g)−1τ(g) = (hqu)−1τ(hqu) = u−1q−1h−1τ(h)τ(q)τ(u) = u1q−1τ(q)u = u ∗ q0 ∈ Uk ∗ q0
for some q0 = q−2 ∈ Qτ . Over k = Q, this map is not surjective because not all elements
of Qτ can be written as q−2 for some q ∈ ÈQτ .
From [HW93, Proposition 6.6], the Uk-orbits on Qτ can always be represented by an
element from the normalizer in G of a τ -stable maximal k-split torus A, NG(A). In
this case, NG(A) ∩Qτ is the set of diagonal elements in Gk. Furthermore, the action of(Hτk ×Uk) on λ ∈ NG(A)∩Qτ can not map λ to another element µ ∈ NG(A)∩Qτ , µ ≠ −λ.
(Hτk ×Uk) ● λ = hλu =  a b−b aλ1 00 λ−1
1
1 u1
0 1
 =  aλ1 u1aλ1 + bλ−11−bλ1 −bλ1u1 + aλ−11 
(3.10)  aλ1 u1aλ1 + bλ−11−bλ1 −bλ1u1 + aλ−11  = 
µ1 0
0 µ−1
1

Solving 3.10, we get h = ± Id and u = Id.
If we let q−1 = ( x yy z ) ∈ ÈQτ , then the only Uk-orbits on Qτ which correspond to the(Hτk × Uk)-orbits on Gk are the ones whose representative in NG(A) is of the form q0 = x2+y2 0
0 y2+z2 . Let g =  λ1 00 λ−11  ∈ Gk such that λ1 > 0 and λ1 is not the sum of two squares,
then (Hτk ×Uk) ● g can not be obtained as a Uk-orbit on Qτ . Hence G ≠HτkQτUk.
4. Symmetric Space and Extended Symmetric Spaces
To understand the structure of the symmetric and extended symmetric spaces of G for
any field and involution, we will analyze the relationship between the spaces and then
their semisimplicity.
4.1. Relationship between the symmetric and extended symmetric Spaces.
Lemma 4.1. For a group G with an involution τ , the symmetric space is contained
within the extended symmetric space. i.e. Qτ ⊂ ÈQτ .
Proof. Let gτ(g)−1 ∈ Qτ for some g ∈ G, then gτ(g)−1 ∈ ÈQτ .
τ(q) = τ(gτ(g)−1) = τ(g)τ 2(g)−1 = τ(g)g−1 = q−1

Example 2.17 demonstrates that the symmetric space and extended symmetric space
are not equivalent in general. We will determine for which cases we get equality.
Theorem 4.2. Let G be defined over k = k¯ and τ = τ1 the involution of G. Then the
extended symmetric space is equivalent to the symmetric space.
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Proof. Let q = ( a b−b c ) ∈ ÈQτ . For q to be in the symmetric space, we need g ∈ G such that
gτ(g)−1 = q. Depending on the value of c, choose g ∈ G according to Table 1. Choosing
the appropriate g will yield gτ(g)−1 = q ∈ Qτ . The reverse containment follows from
Lemma 4.1.

Theorem 4.3. Let G be defined over k = R and τ = τ1 the involution of G. Then the
extended symmetric space is equivalent to the symmetric space.
Proof. Let q = ( a b−b c ) ∈ ÈQτ . As in the proof of Theorem 4.2, we need g ∈ GR such that
gτ(g)−1 = q. Depending on the value of a, choose g ∈ GR according to Table 2. Choosing
the appropriate g will yield gτ(g)−1 = q ∈ Qτ . The reverse containment follows from
Lemma 4.1.

In [BHK+], the structure of the symmetric space of G defined over k = Fq is analyzed,
including the following result.
Theorem 4.4. Let G be defined over k = Fq, with characteristic of k not 2, and τ an
involution of G. Then the symmetric space is equivalent to extended symmetric space.
4.2. Relationship between the symmetric and extended symmetric spaces for
G defined over a p-adic field.
We now consider G defined over k = Qp with the involution τ = τ1. For q = ( a b−b c ) ∈ ÈQτ ,
we must show there exists g ∈ GQp such that q = gτ(g)−1. To find such g ∈ GQp, we solve
for x, y, z,w ∈ Qp such that the following equations hold.
(4.1) xw − yz = 1
(4.2) x2 − z2 = a
(4.3) w2 − z2 = c
(4.4) yw − xz = b
Using Hilbert’s symbol, we obtain solutions to (4.2) and (4.3) in Qp.
Definition 4.5. For a, b ∈ Qp, the Hilbert symbol is defined as
(a, b)p =  1 ax2 + by2 − z2 is isotropic−1 otherwise
Remark 4.6. The polynomial ax2 + bx2 − z2 is isotropic over Qp if there exists non-trivial(x, y, z) in Q3p such that ax2 + bx2 − z2 = 0.
Proposition 4.7 (Properties of the Hilbert Symbol).
For all a, b ∈ Qp, we have
(1) (a, b)p = (b, a)p
(2) (a, b)p = 1 if a ∈ (Q∗p)2
(3) (a,−a)p = 1
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The Hilbert symbol shows that (4.2) has a solution because the equivalent equation
(4.5), is isotropic over k = Qp.
(4.5) x2 − z2 − y2a = 1
a
x2 + −1
a
 z2 − y2
By Proposition 4.7, (1
a
,−1
a
)p = 1. Therefore (4.2) has a non-trivial solution (x, z, y) in
Q3p. We then scale our solution such that y = 1. Similar calculations show (4.4) has a
solution.
For a simultaneous solution to (4.1)-(4.4), let
x = −b +αw
β
, y = α, z = β
where
α = wb ±
√
w2 − c
c
, β = ±√w2 − c.
For α,β ∈ Qp, we must verify there exists β ∈ Qp for all c ∈ Qp.
(4.6) β2 = w2 − c
Using the Hilbert symbol, (4.6) corresponds to (1,−1)p = 1 and therefore β ∈ Qp
exists. Depending on the value of c, choose g ∈ GQp according to Table 3. Choosing the
appropriate g will yield gτ(g)−1 = q ∈ Qτ . Because the reverse containment is clear by
Lemma 4.1, we have the following result.
Theorem 4.8. Let G be defined over k = Qp with p ≠ 2, and τ = τ1 the involution of G.
Then the extended symmetric space is equivalent to the symmetric space.
Note 4.9. By Corollary 2.5, there are four classes of involutions of Aut(G,GQp) becauseTQ∗p~(Q∗p)2T = 4. These classes are represented by {τ1, τp, τNp , τpNp}, where Np is a non-
square in Qp not in the same square class as p. For τ = τm with m ≠ 1, we can show by
example that the extended symmetric space and symmetric space are not equivalent.
For each involution, we consider the cases when p ≡ 1 mod 4 and p ≡ 3 mod 4 sepa-
rately. The key difference is that, as in the finite fields, −1 is a square when p ≡ 1 mod 4
and is −1 not a square when p ≡ 3 mod 4. When p ≡ 1 mod 4, we use the square class
representatives Q∗p~(Q∗p)2 = {1, p,Np, pNp}. When p ≡ 3 mod 4, we use the square class
representatives Q∗p~(Q∗p)2 = {1, p,−1,−p}.
Example 4.10. Let p = 3 and consider the involution τ = τ3. The extended symmetric
space is determined as follows.
ÈQτ =  a b−3b c Wa, b, c ∈ Qp and ac + 3b2 = 1¡
Let q =  13 0
0 3
 ∈ ÈQτ . Then g = gτ(g)−1 implies g is g1 or g2, where α = √3d2 − 9.
g1 = 
√
3
3
0
0
√
3
 , g2 =  13d ±19α±α d 
Because 3 ~∈ (Q∗
3
)2, g1 ~∈ GQp. For g2, α = √3d2 − 9 = √3√d2 − 3 ∈ Qp if only if d2 − 3 = 3,
which implies d = √6. Because 6 is in the square class pNp = −3 and is not a square,
d ~∈ Qp. Thus there is no g ∈ GQp such that q = gτ(g)−1 and the symmetric space and
extended symmetric space are not equivalent for the involution τ = τp when p ≡ 3 mod 4.
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Remark 4.11. Using similar calculations, one can show there exists q ∈ ÈQτ such that
q ~∈ Qτ in the following cases: τ = τp with p ≡ 1 mod 4, τ = τNp with p ≡ 1 mod 4 and
p ≡ 3 mod 4, and τ = τpNp with p ≡ 1 mod 4 and p ≡ 3 mod 4. It is left to the reader to
find the specific example.
These examples serve to show for G defined over k = Qp with the involution τ , ÈQτ = Qτ
only when τ = τ1.
Theorem 4.12 (Strong Hasse Principle). Let f be a regular quadratic form over Q.
Then f is isotropic over Q if and only if f is isotropic over Qp for all p, including
p = ∞.
By Theorem 4.12, (4.1)-(4.4) have a simultaneous solution over k = R = Q∞. Applying
Theorem 4.12, (4.1)-(4.4) must also have a solution over k = Q, yielding the following
result.
Theorem 4.13. Let G be defined over k = Q and τ = τ1 the involution of G. Then the
extended symmetric space is equivalent to the symmetric space.
Corollary 4.14. For G defined over k and τ = τ1 the involution of G, the extended
symmetric space and symmetric space are equivalent over the following fields:
i. k = k¯
ii. k = R
iii. k = Fq
iv. k = Qp
v. k = Q
Corollary 4.15. For G defined over a field listed in Corollary 4.14 with the involution
τ = τ1 or G defined over k = Fq with any involution τ , the decomposition in Theorem 3.2
can be simplified to Gk =HkQUk.
4.3. Semisimplicity of the symmetric and extended symmetric spaces.
From [HW93] and [BH09], respectively, we have the following results.
Theorem 4.16. Let k be a field with characteristic zero. If Hτ is k-anisotropic, then
the symmetric space consists of semisimple elements.
Theorem 4.17. Let G be defined over k and τ = τm the involution of G. The fixed-point
group of τm, is k-anisotropic if and only if m ≠ 1.
Combing the previous two theorems, we have the following corollary.
Corollary 4.18. Let G be defined over a field k with characteristic zero and τ = τm the
involution of G. If m ≠ 1 then the symmetric space consists of semisimple elements.
Example 4.19. For G defined over a field k with the involution τm, the corresponding
symmetric space consists of semisimple elements in the following cases:
i. k = R and m = −1
ii. k = Fq and m = Np.
iii. k = Qp and m = p,Np, or pNp
Remark 4.20. To complete Theorem 4.16 and Corollary 4.18 for fields of characteristic
not 2, we need to determine if the symmetric space contains only semisimple elements
for the involution τm, m ≠ 1, over fields with prime characteristic p.
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Theorem 4.21. Let G be defined over a field k and τ = τm the involution of G. If
m ~∈ (k∗)2, then the extended symmetric space consists of semisimple elements.
Proof. Let q = ( a b−mb c ) ∈ ÈQτ . To determine if q is semisimple we analyze its eigenvalues,
given in (4.7). If q has two distinct eigenvalues, then q is semisimple. The cases of
concern are when q has one eigenvalue with multiplicity 2.
(4.7) 1
2
a + c ±√c2 − 2ac + a2 − 4mb2 
By (4.7) and det(q) = 1, we have a necessary and sufficient condition for q to have one
eigenvalue.
(4.8) (a + c)2 = 4
Solving (4.8), q has one eigenvalue if and only if a + c = ±2. Assume a + c = 2, then
q = ( a b−mb 2−a ) and det(q) = 1 implies y = ± x−1√m . By assumption, √m ~∈ k, which implies
a = 1 and b = 0, i.e. q = Id. If you assume a+c = −2, similar calculations yield q = − Id. 
Note 4.22. By Corollary 2.5, there are two classes of involutions of Aut(G,GFq). These
classes are represented by {τ1, τNp} where Np is the smallest non-square in the field.
Corollary 4.23. Let G be defined over k and τ = τm the involution of G. If m ~∈ (k∗)2,
then the symmetric space consists of semisimple elements.
Proof. By Lemma 4.1 and Theorem 4.21, the elements of the symmetric space must be
semisimple. 
Remark 4.24. While combining Theorems 4.16 and 4.17 proves this result for fields with
characteristic zero, our result and proof holds for any field with characteristic not 2.
Lemma 4.25. Let G be defined over k and τ = τ1 the involution of G. Then there exists
elements in the symmetric space which are not semisimple.
Proof. We will construct an element in the symmetric space with a unipotent factor.
Let g =  x+2 x+1−(x+1) −x  ∈ Gk for some x ∈ k ∖ {−1}. Then q = gτ(g)−1 ∈ Qτ has a Jordan
decomposition with a unipotent factor, thus q is not semisimple.
(4.9) gτ(g)−1 =  3 + 2x 2 + 2x−(2 + 2x) −(2x + 1) = S−1 1 10 1S

Corollary 4.26. Let G be defined over k and τ = τ1 the involution of G. Then there
exists elements in the extended symmetric space which are not semisimple.
Proof. This follows from Lemmas 4.1 and 4.25. 
Corollary 4.27. Let G be defined over k and τ = τm the involution of G. Then the
symmetric space and extended symmetric space consist of semisimple elements if and
only if m ~∈ (k∗)2.
Lemma 4.28. Let G be defined over k, τ an involution of G, and A a (τ, k)-split torus
of G. Then the image of Ak under conjugation by Hτk is contained in the extended
symmetric space.
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Proof. Let a ∈ Ak and h ∈Hτk . Then hah−1 ∈ ÈQτ .
τ(hah−1) = τ(h)τ(a)τ(h−1) = ha−1h−1 = (hah−1)−1

Theorem 4.29. Let G be defined over k and τ = τm the involution of G. If m ~∈ (k∗)2
then the extended symmetric space decomposes as the disjoint union of the Hτk -orbits of
the maximal k-split tori {Ai S i ∈ I}.
ÈQτ = #
i∈I
Hτk ⋅ (Ai)k
Proof. Let τ = τm with m ~= 1. By Lemma 4.28, Hk ⋅ (Ai)k ⊂ ÈQτ for all {AiSi ∈ I}. For
q ∈ ÈQτ , q is τ -split and semisimple by Corollary 4.27. Thus q must be contained in the
Hτk -conjugacy class of some k-split torus (Ai)k. 
Corollary 4.30. Let G be defined over k and τ = τm the involution of G, If m ~∈ (k∗)2,
then Gk decomposes as
Gk = #
i∈I
Hτk (Ai)kHτkUk, where {Ai S i ∈ I} are the Hτk -conjugacy classes of maximal
k-split tori.
Notation 4.31. Let (Qτ)ss and (ÈQτ)ss denote the subset of semisimple elements in the
symmetric space and extended symmetric space, respectively.
Lemma 4.32. Let G be defined over k and τ = τ1 the involution of G. Then Gk decom-
poses as Gk = Hτk (ÈQτ)ssUk.
Proof. By Theorem 3.2, it suffices to show ÈQτ ∖ÈQτ ss ∈Hτk (ÈQτ)ssUk. Using the construc-
tion of q as in Theorem 4.21, let q = ( x x−1
1−x 2−x ) ∈ ÈQτ ∖ÈQτ ss, x ≠ 1.
Let h = ( a bb a ) ∈ Hτk ∖{± Id} and u =  1 2b(−ax−bx+b)2b2x−b2+x2
0 1
 ∈ Uk. For u to be defined, choose a, b
such that x ≠ −b2 ± ba. Then by (4.10), τ(hqu) = (hqu)−1, hence hqu ∈ ÈQτ . Furthermore,
the Jordan decomposition of hqu, hqu = S−1JS, J =  f1(a,b,x) 0
0 f2(a,b,x)  , proves hqu is
semisimple.
(4.10) τ(hgu) = 2a2bx2−2ab2x2−2a2bx+ab2x−ax3−b3x+bx3+2ax2+b3−bx22b2x−b2+x2 −ax + bx + a
−
2a2bx2−2ab2x2+3ab2x−ax3−b3x+bx3−ab2+ax2−2bx2
2b2x−b2+x2 ax − bx + b
 = (hqu)−1
For k = F3, one can easily verify this result holds although Hτk = {± Id}.

We can now simplify our main result, Theorem 3.2.
Corollary 4.33. Let G be defined over k and τ = τm an involution of G. Then Gk
decomposes as Gk = Hτk (ÈQτ)ssUk.
Proof. If m = 1, use Lemma 4.32. If m ≠ 1, then ÈQτ = (ÈQτ)ss. 
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5. Refining the Decomposition
5.1. Pairwise intersections of Hτk ,
ÈQτ , and Uk.
We will begin refining the decomposition by determining the pairwise intersections
of the fixed-point, symmetric, and extended symmetric spaces of G. For the following
propositions, let τ = τm be the involution of G, Hτ the fixed-point group, ÈQτ the extended
symmetric space, and U the unipotent subgroup of G consisting of upper triangular
matrices with 1’s on the diagonal.
Proposition 5.1.
(5.1) Hτk
ÈQτ Uk = 1 2ba0 1  W a ∈ k∗, b ∈ k, a2 −mb2 = 1¡
Proof. Let X =  ax−mby ay+bzm(bx−ay) mby+az  ∈ HτkÈQτ for some a2 −mb2 = 1 and xz +my2 = 1. Then
X ∈ Uk implies there exists u ∈ Uk such that X = u.
(5.2)  ax −mby ay + bz
m(bx − ay) mby + az = 1 u10 1 
Solving (5.2), we obtain u1 = 2ba . 
Remark 5.2. In general, Hτ
k
ÈQτ ⋂Uk is not contained in Gk. The order of (5.1) is equiv-
alent to the order of Hτk minus the elements of H
τ
k with zeroes on the diagonal.
SHτkÈQτ UkS = SHτk S − Wb ∈ k∗ S b = ± 1√
−m
¡W
Proposition 5.3.
Hτk ÈQτ = UkHτk = UkÈQτ = ± Id
Proof. This is clear by the definitions of Hτ
k
,ÈQτ , and Uk.

Proposition 5.4.
(5.3) Hτk ÈQτUk =  a bmb a W a ∈ k∗, b ∈ k, a2 −mb2 = 1¡
Proof. Let X = ( x u1x+y−my −myu1+z ) ∈ ÈQτUk, for some xz +my2 = 1. Then X ∈Hτk implies there
exists h ∈Hτk such that X = h.
(5.4)  x u1x + y
−my −myu1 + z
 =  a b
mb a

Solving (5.4) we obtain x = a, y = −b and u1 = 2ba .

Remark 5.5. The size of (5.3) is the order of Hτk minus the elements in H
τ
k with zeroes
on the diagonal. Furthermore, the size of (5.3) is equivalent to the size of (5.1).
S(Hτk ÈQτUk)S = SHτkÈQτ UkS = SHτk S − Wb ∈ k∗ S b = ± 1√
−m
¡W
14 AMANDA K. SUTHERLAND
This intersection is almost equivalent to Hτk .
Hτk ∖ (Hτk ÈQτUk) =  0 bmb 0 W b ∈ k, −mb2 = 1¡
Lemma 5.6. Let G be defined over k and τ = τm the involution of G. The fixed-point
group of τm is contained in ÈQτUk if and only if −m ~∈ (k∗)2.
Proof. This proof follows from the following chain of equivalent statements.
Hτk ⊂ ÈQτUk
Hτk ∖ (Hτk ÈQτUk) = ( 0 bmb 0 ) T b ∈ k, −mb2 = 1 = ∅
b = ± 1√
−m
~∈ k

Example 5.7. When Hτk ⊂ ÈQτUk, we do not necessarily have Gk = ÈQτUk. Let G be
defined over k = R and τ = τ1 the involution of G. By Lemma 5.6, Hk ⊂ ÈQτUk. Let
g =  0 12−2 0  ∈ Gk then gu ~∈ ÈQτ for any u = ( 1 u10 1 ) ∈ Uk. Therefore Gk ~= ÈQτUk.
τ(gu) = −2u1 −21
2
0
 ~= −2u1 −12
2 0
 = (gu)−1
Proposition 5.8.
(5.5) HτkUkÈQτ =  x y
−my z
 W x ∈ k∗, y, z ∈ k, xz +my2 = 1¡
Proof. Let X =  a u1a+bmb mbu1+a  ∈ HτkUk, for some a2 −mb2 = 1. Then X ∈ ÈQτ implies there
exists q ∈ ÈQτ such that q =X .
(5.6)  a u1a + b
mb mbu1 + a
 =  x y
−my z

Solving (5.6), we obtain a = x, b = −y, and u1 = 2yx .

Remark 5.9. Similar to the previous example, (5.5) is almost equivalent to the extended
symmetric space.
ÈQτ ∖ (HτkUkÈQτ) =  0 y
−my z
 W y ∈ k, my2 = 1¡
Lemma 5.10. Let G be defined over k and τ = τm the involution of G. Then the extended
symmetric space is contained in HτkUk if and only if m ~∈ (k∗)2.
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Proof. This proof follows from the following chain of equivalent statements.
ÈQτ ⊂HτkUk
ÈQτ ∖ (HτkUkÈQτ) =  0 y
−my z
 W y ∈ k, my2 = 1¡ = ∅
y = ± 1√
m
~∈ k

5.2. Generalization of the Iwasawa Decomposition.
Theorem 5.11. Let G be defined over k and τ = τm the involution of G. If m ~∈ (k∗)2,
then Gk = HτkUk.
Proof. Let g ∈ Gk and τ = τm the involution of G with m ~∈ (k∗)2. By Theorem 3.2 write
g = hqu for some h ∈ Hτk , q ∈ ÈQτ and u ∈ Uk. By Lemma 5.10, write q = h1u1 for some
h1 ∈Hτk and u1 ∈ Uk. Thus, g = hh1u1u ∈HτkUk. The reverse containment in clear. 
Theorem 5.12. Let G be defined over k and τ = τ1 the involution of G. Then Gk =
ω∈W (T )
HτkωUk, where W (T ) is the Weyl group of the maximal k-split torus.
Proof. Let W (T ) be as in (3.3) and g ∈ Gk. If g ∈ HτkUk⋂ÈQτ , then g ∈ HτkUk. If
g ~∈ HτkUk⋂ÈQτ , write g = hqu as in Theorem 3.2, where q ∈ ÈQτ ∖ (HτkUk⋂ÈQτ). By
Remark 5.9, let q = ( 0 1−1 z ) without loss of generality and u1 = ( 1 −z0 1 ), then g ∈ HτkωUk,
ω ∈W (T ).
g = hqu = h 0 1
−1 0
u1u ∈Hτk  0 1
−1 0
Uk

5.3. Commutativity of the factors of Theorem 3.2.
For the involution τ of G in the following lemmas, let Hτ , ÈQτ , and U be the fixed-point
group, the extended symmetric space, and the unipotent subgroup, respectively.
Lemma 5.13. Let G be defined over k and τ an involution of G. Then Hτk
ÈQτ = ÈQτHτk .
Proof. Let g ∈ ÈQτHτk , then g = q1h1 for some q1 ∈ ÈQτ and h1 ∈ Hτk . Using Lemma 4.28,
g ∈ HτkÈQτ .
g = q1h1 = h1(h−11 q1h1) ∈HτkÈQτ
Similarly, let g = h1q1 ∈HτkÈQτ , then g ∈ ÈQτHτk .
g = h1q1 = (h1q1h−11 )h1 ∈ ÈQτHτk

Remark 5.14. In general, UkHτk ~= HτkUk and UkÈQτ ~= ÈQτUk.
Lemma 5.15. Let G be defined over k and τ an involution of G, then Gk = UkHτkÈQτ .
and Gk = ÈQτUkHτk .
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The proof of Lemmas 5.15 follows the same technique as the proof of Theorem 3.2,
using the Bruhat decomposition. It is left to the reader to show that for all g ∈ Gk, there
exists u1, u2 ∈ Uk and h1, h2 ∈Hτk such that h1u1g ∈ ÈQτ and gh2u2 ∈ ÈQτ .
Corollary 5.16. Let G be defined over k and τ an involution of G. The following
decompositions of Gk are equivalent:
i. Gk = HτkÈQτUk
ii. Gk = HτkUkÈQτ
iii. Gk = ÈQτHτkUk
iv. Gk = ÈQτUkHτk
v. Gk = UkHτkÈQτ
vi. Gk = UkÈQτHτk
This corollary combines Lemmas 5.13, 5.15, and Theorem 3.2.
6. Summary of Results over Fields of Characteristic 2
Notation 6.1. In this section, let k be a field of characteristic 2. From [Sch13], we have
results concerning the isomorphy classes of involutions of Aut(G,Gk) for a field k with
characteristic 2.
Note 6.2. In a field k with characteristic 2, we have x = −x for all x in k.
Theorem 6.3. If k is a finite field or algebraically closed, then there is one isomorphism
class of involutions of Aut(G,Gk).
Notation 6.4. For k = Fr
2
or k = k¯, we will represent this isomorphy class of involutions
by τ0 = Inn(N), where N = ( 1 10 1 ).
Remark 6.5. The fixed-point group of τ0 is the unipotent subgroup H
τ0
k = ( a b0 a ) Ta2 = 1.
The extended symmetric space of τ0 is ÉQτ0 = ( x yz x+z ) Tx2 + xz + yz = 1.
Because the fixed-point group of τN is unipotent, we will not need to include the
unipotent subgroup U from Theorem 3.2.
Theorem 6.6. Let G be defined over an algebraically closed field or finite field k and
τ = τ0 the involution of G. For the fixed-point group Hτk , extended symmetric spaceÈQτ , and Weyl group of the maximal k-split torus W (T ), we can factor the group as
Gk = 
ω∈W (T )
Hτkω
ÈQτ .
Proof. Let W (T ) be as in (3.3). For g = ( a bc d ) ∈ Gk with c ∈ k∗, let h =  1 a+c+dc0 1  ∈ Hτk
and q =  c+d 1+cd+d2c
c d
 ∈ ÈQτ , then g = hq ∈ HτkÈQτ . For g =  a b0 1a  ∈ Gk, let h =  1 a2+ab0 1  ∈Hτk
and q =  0 1a
a a
 ∈ ÈQτ , then g = hωq ∈HτkωÈQτ , where ω = ( 0 11 0 ). 
Theorem 6.7. If k is an infinite field which is not algebraically closed, then there is an
infinite number of isomorphy classes of involutions of Aut(G,Gk).
Notation 6.8. For an infinite field k such that k ≠ k¯, we will represent the isomorphy
classes of involutions by τm = Inn(M), where M = ( 0 1m 0 ).
Remark 6.9. The fixed-point group and extended symmetric space of G defined over k
with the involution τm are as follows:
Hτk =  a bmb a W a, b ∈ k, a2 +mb2 = 1¡ ÈQτ =  a bmb c W a, b, c ∈ k, ac +mb2 = 1¡
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Theorem 6.10. Let G be defined over a field k with characteristic 2 and τ = τm the
involution of G. For the fixed-point group Hτ , extended symmetric space ÈQτ , and the
unipotent subgroup Uk = ( 1 u10 1 ) T u ∈ k, Gk =HτkÈQτUk.
Proof. Let g = ( x yz w ) ∈ Gk. If z ≠ 0, for u =  1 x+wz
0 1
 ∈ Uk and h = ( 0 bmb 0 ) ∈ Hτk , we have
τ(hgu) = (hgu)−1. Hence, hgu ∈ ÈQτ and g ∈ HτkÈQτUk.
If z ≠ 0, for u =  1 yx
0 1
 ∈ Uk, we have τ(gu) = (gu)−1. Hence, gu ∈ ÈQτ and g ∈ HτkÈQτUk.
The reverse containment is clear. 
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18 Tables
Table 1. g ∈ G such that q = gτ(g)−1 ∈ Qτ for k = k¯
c b g ∈ G
c ≠ 0 -  1√c b√c
0
√
c

c = 0 b=1  0
√
−a√−a
a
−
b
√−a
a

c = 0 b = −1 1 −11−c
2
c+1
2
Table 2. g ∈ GR such that q = gτ(g)−1 ∈ Qτ for k = R
a b g ∈ GR
a > 0 - 
√
a 0
−
b√
a
1√
a

a < 0 -  0
√
−a√−a
a
−
b
√−a
a

a = 0 b = 1  1 1c−1
2
c+1
2

a = 0 b = −1  1 −11−c
2
c+1
2

Table 3. g ∈ GQp such that q = gτ(g)−1 ∈ Qτ for k = Qp
c b g ∈ GQp
c ≠ 0 - ⎛⎝
−bc+w2b+w
√
w2−c
c
√
w2−c
wb+
√
w2−c
c√
w2 − c w
⎞
⎠
c = 0 b=1 −12 −12
1 −1

c = 0 b = −1 −1 1
−
1
2
−
1
2

