In the formal concept analysis (FCA), a concept lattice represents the basic structure derived from Boolean data describing the relationships between objects and attributes. One of the basic problems of FCA is to control the structure of concept lattices to extract useful information. To explore a data set, sometimes we need to tune the structure of the corresponding concept lattice by merging a couple of finer attributes to a coarser attribute. The merged attribute can be interpreted as a coarser granularity level. In this paper, we propose an efficient algorithm called fold for decreasing the granularity levels of attributes. We analyzed and explored the relationships between concepts before and after decreasing the granularity level of an attribute. Based on those theoretical proofs, we propose an efficient method of classifying concepts to reduce the comparisons between the concepts compared with the original zoom-out algorithm. Moreover, we provide a preprocessing procedure to search for canonical generators and help restore the covering relation. We describe the algorithm completely, discuss time complexity issues, and present an experimental evaluation of its performance and comparison with the zoom-out algorithm. The theoretical and empirical analyses demonstrate the advantages of our algorithm when applied to various types of formal contexts.
I. INTRODUCTION
Formal concept analysis (FCA) is considered as a data analysis tool for information management and knowledge processing [1] - [3] . As the core data structure in formal concept analysis, concept lattices can describe the relationship between objects and attributes. In a conceptual structure, all formal concepts together form the partially ordered sets that can be represented by a Hasse diagram [2] . Each concept of a formal lattice consists of an extent and an intent, which are closely connected by the conceptual relationship. FCA focuses on obtaining different forms of outputs from original formal context for interesting information, and it has a wide range of applications in various fields including information retrieval [4] - [6] , data mining [7] , social network analysis [8] - [10] , gene expression [11] - [13] machine learning [14] , [15] , ontologies [16] , [17] , graph mining [18] - [20] . A comprehensive survey about research trends and applications on formal concept analysis is given by Singh et al. [21] .
In FCA, a formal context is usually represented in the form of the Boolean matrix with rows (objects) and columns (attributes) containing only 1s and 0s from which the concept lattice can be derived. In the basic setting of FCA, the choice of the scale attributes is an important part that determines the structure of a concept lattice. A resulting concept lattice could be of little interest to the user because the selected granularities of attributes are too fine or too coarse. In the first case where the selected granularity of attributes is too fine, several attributes could be merged into one attribute, and then the merged attribute can be interpreted as a coarser granularity level of those corresponding attributes [22] . This is also a process of decreasing granularity levels of attributes. On the other hand, the user can replace a coarser attribute with several attributes which can be interpreted as a finer granularity level. However, the problem of how to select a proper granularity level needs to be solved with the help of a domain expert. The domain expert may tell which level is the appropriate one by increasing or decreasing the granularity level with a set of experiments on real world dataset. Moreover, constructing a concept lattice from scratch is timeconsuming. Therefore, interactively changing the granularity level of attributes to capture interesting patterns in data is a necessary and fundamental step in FCA.
In this paper, we propose an algorithm that is the reverse process of increasing the granularity levels of attributes that studied in [23] . We focus on how to update the concept lattice corresponding to a finer granularity level to a new lattice corresponding to a coarser granularity level. Our contributions are as follows. First, we propose an efficient algorithm that is seen as zooming out to decrease the granularity levels of attributes (i.e., merging a number of mutually disjoint attributes into one attribute) in formal concept analysis without rebuilding the new lattice from scratch. Second, we explore the relationship of each category of concepts between concepts before and after decreasing the granularity levels of attributes by providing sufficient and necessary conditions. Based on the theoretical proofs, we provide classification and preprocessing procedures that can reduce the comparisons between the concepts in the original Zoom-out algorithm in order to improve efficiency. Finally, our experiments show that our proposal is superior to the previous Zoom-out algorithm with various densities of datasets in most cases.
II. BASIC NOTIONS OF CONCEPTS
FCA is a mathematical method for data analysis that was first introduced by Ganter and Wille [2] to propose many of the basic theorems of the concept lattice. This section concisely defines some essential notions and preliminary theorems of FCA.
Definition 1: A formal context is a triple of sets (G, M , I ), which consists of two sets G and M and a binary relation I ⊆ G × M between G and M . Any g ∈ G is called an object, and any m ∈ M is called an attribute. gIm or (g, m) ∈ I means that the object g has the attribute m.
Definition 2: For A ⊆ G and B ⊆ M , we define the following: Proposition 2: If T is an index set, and for every t ∈ T , A t ⊆ G is a set of objects, then
The same holds for sets of attributes.
III. RELATED WORK A. GRANULARITY LEVEL OF ATTRIBUTES
In this section, we discuss an extension of the basic setting of FCA that enables a user to change the level of granularity of attributes that appear in tabular data with objects and attributes. Basically, granularity can be described as conceptual scaling with a coarser or finer attribute collection. We might want to use a coarser attribute by merging several finer attributes, then the merged attribute can be seen as a coarser granularity level. The user can adjust the structure of the derived concept lattice by specifying the granularity level of attributes for useful information.
For instance, Table 1 22 are considered the refinement of attribute a 2 . The formal lattices are derived from the formal contexts of Table 2(a)  and Table 2 (b), respectively. As we can see, the lattice concepts were changed after merging attributes a 21 and a 22 into attribute a 2 .
To the best of our knowledge, the definition of granularity levels of attributes was first addressed by Belohlavek and Sklenar [24] , and they present a basic theoretical study and illustrative examples on the topic. Then, Belohlavek et al. [25] present algorithms to compute the corresponding zoom-in and zoom-out of the original hierarchy. For an extensive study on the FCA, algorithms for changing the levels of granularity from a concept lattice over the attributes with new user-specified levels of granularity were proposed by Belohlavek et al. [22] . Liu et al. [26] has provided a method to generate a multi-granulation formal context based on a formal context and an equivalence relation on its attribute set. In contrast to our proposed algorithm, the method provided by Zou et al. [23] increases the granularity levels of attributes in formal concept analysis.
As we mentioned in Section I, the conceptual hierarchy can be described by employing a granularity tree for attributes that have been formally defined by Belohlavek et al. [22] .
Definition 6: Let X be a set of objects. A g-tree (granularity tree) for attribute y is a rooted tree with the following properties:
1) each node of the tree is labeled by an (unique) attribute name, and the root is labeled by y;
2) a set z ⇓ ⊆ X is associated with each label z of a node and are the objects to which attribute z applies; and 3) if the nodes labeled by z 1 , . . . ,z n are the successors of the node labeled by z, then {z
A cut in a g-tree for attribute y is a set R of the node labels of the g-tree such that for each leaf node u, there is exactly one node v on the path from the root y to u such that the label of v belongs to R.
Suppose that R 1 = {y 1 , . . . , y m } and R 2 = {z 1 , . . . , z n } are two cuts of a given g-tree. If there is a relation where For example, a g-tree for attribute a 2 with a root labeled by a 2 relevant to the formal contexts in Table 1 is illustrated by Figure 1 . Attributes a 21 and a 22 are the successors of node a 2 . The corresponding sets of objects are given by a ⇓ 2 = {1, 2, 4, 5, 6}, a ⇓ 21 = {1, 4, 6}, and a ⇓ 22 = {2, 5}, and there are two cuts in the g-tree, i.e., {a 2 } and {a 21 , a 22 }. It is clear to see that {a 21 , a 22 } ≤ {a 2 } (i.e., a 2 is a coarsening of a 21 and a 22 ). Table 1 .
For a formal context (G, M , I ), suppose that we have a g-tree T y for each attribute y ∈ M . Each collection R of all cuts R y (y ∈ M ) can be seen as a specific granularity level of attributes. For two collections R 1 and R 2 , when R 2 is a coarsening of R 1 , which is denoted by R 1 ≤R 2 , for each y ∈ M , we have R 1y ≤ R 2y , where R 1y ∈ R 1 and R 2y ∈ R 2 are the corresponding cuts in T y . Then, the relationship between concept lattices L and L can be interpreted as a zooming out operation by replacing the finer R 1 with the coarser R 2 .
VOLUME 7, 2019
The relationship between the formal concepts in L and L in Proposition 3 has been proved in [22] .
B. THE ZOOM-OUT ALGORITHM
Our algorithm is derived from the Zoom-Out algorithm proposed by Belohlavek et al. [22] . Both algorithms focus on granularity levels of attributes. As stated in [22] , decreasing the level of granularity of attributes means merging the finer attributes to a coarser attribute corresponding to an upper layer of the g-tree.
Definition 8: Decreasing the granularity level of attributes is to merge a set H = {y 1 , . . . , y n (n ≥ 2) of attributes to attribute y, where {y
In the process of zooming out, the aim is to decrease the granularity level of attributes. In this section, we introduce a Zoom-out algorithm proposed by Belohlavek et al. [22] that differs from the incremental algorithms [27] , [28] in exploiting the disjoint properties of the g-tree (i.e., y
The major steps of the Zoom-out are as follows.
Step 1: Find the concept ({∅} ↓I , {∅} ↓I ↑I ), and add it to a set M .
Step 2: Pop the maximal element (A, B) from M and append all unvisited children o f(A, B) to M .
Step 3: For every element, if A ∩ y ⇓ = A, go to Step 4; otherwise, go to Step 5.
Step 4: Update the intent B to (B − y i ) ∪ y. If there exists any child (C, D) of (A, B) such that B = (D − {y i ) ∪ {y, then delete (C, D) from the lattice. Go to Step 2.
Step 5 
IV. THE FOLD ALGORITHM
In this section, we introduce our proposal algorithm completely. Our proposal improves the original Zoom-out algorithm based on the following observations.
Observation 1: The calculation of A ∩ y ⇓ = A with many comparisons for every concept greatly affects the performance of the Zoom-Out operation.
Observation 2:
Step 3 leads to two different steps. The first step is to update B to (B − {y i }) ∪ y directly, and the other step tests if there is a child (C, D) of (A, B) with A ∩ y ⇓ ⊆ C. If no such child exists, then (A, B) is a canonical generator of (A ∩ y ⇓ , (A ∩ y ⇓ ) ↑2 according to Proposition 8.
Observation 3:
The set A ∩ y ⇓ needs to be computed only when it is associated with the production of a new concept.
Based on these observations, it is natural to improve the Zoom-Out algorithm by avoiding the comparisons between sets.
A. CLASSIFICATION OF CONCEPTS
In this section, we provide the idea of the concept classification including the definitions of concepts, the proof of the sufficient and necessary conditions, and the algorithmic description. Our proposal can also be seen as an incremental updating algorithm, and we can describe the concept during the update based on the following definitions that are similar to those mentioned in [23] .
Definition 9. Let L and L be the concept of a given formal context before and after replacing the attributes {y 1 , . . . , y n (n ≥ 2)} with attribute y. Then,
Even though the original Zoom-Out algorithm does not explicitly classify the concepts, we can tell that the operations in Step 4 (or Step 5) of the Zoom-Out are related to the category of concepts described in Definition 9.
Step 4 processes the merged concepts, modified concepts and deleted concepts.
Step 5 processes the new concepts and deleted concepts. Through an in-depth analysis based on the characters of each category of concepts in Definition 9 and the major steps in the original algorithm, we explore the relationship between the concepts between L and L and demonstrate the sufficient and necessary conditions for the category of concepts defined in Definition 9. To distinguish the concept lattices before and after zooming out, we use ↑1 and ↓1 to denote the relation I between the Extents and Intents in L, and ↑2 and ↓2 to denote the relation in L , respectively.
Proposition 4: Given a concept (A, B) ∈ L, the necessary and sufficient conditions for (A, B) to be a deleted concept are 1) there exists y i ∈ H such that y i ∈ B, 2) there is only one concept (X , Y )(y i / ∈ Y ) in the upper neighbors where Y = B − y i and A = X ∩ y ⇓ .
Proof: Necessity: If there is no attribute y i ∈ H with y i ∈ B, then A = B ↓1 = B ↓2 because the objects of the given context do not change during the update. When A = B ↓2 , we have that A is an extent of some concept in L , which is not consistent with (A, B) being a deleted concept. Thus, there exists y i ∈ H such that y i ∈ B. Therefore, 
Thus, we have 
According to Corollary 2, we know that A is not an extent in L , which implies that (A, B) is a deleted concept.
Proposition 5: Given a concept (A, B) ∈ L, the necessary and sufficient conditions for (A, B) to be a modified concept are 1) there exists y i ∈ H such that y i ∈ B, 2) A = (B − {yi}) ↓1 ∩ y ⇓ . Proof: Necessity: Based on Definition 9, we know that if (A, B) ∈ L is a modified concept, then A is an extent of L 2 and (A, (B − y i ) ∪ y) ∈ L . It implies that there exists y i ∈ H such that y i ∈ B. Then, we have
(A, B) being a modified concept means that A = A ↑2↓2 , which is combined with (4) to obtain that
Sufficiency: Because there exists y i ∈ H such that y i ∈ B, we have
By combining A = (B − {yi}) ↓1 ∩y ⇓ with (5), we have that A = A ↑2↓2 = ((B − {yi}) ∪ {y}) ↓2 , which implies that (A, B) is a modified concept.
Proposition 6: Given a concept (A, B) ∈ L, the necessary and sufficient conditions for (A, B) to be a merged concept are 1) there is no y i ∈ H with y i ∈ B 2) A ⊆ y ⇓ . Proof: Necessity: Based on Definition 9 regarding merged concepts, we know that A ↑2 = B ∪ y. Because there is no y i in the intent of L , we can also get that there is no y i ∈ H with y i ∈ B.
Since there is no y i ∈ H with y i ∈ B, we have
If we assume that A ⊆ y ⇓ , then we have y / ∈ A ↑2 , which leads to a contradiction with (A, B) being a merged concept. Therefore, we have A ⊆ y ⇓ .
Sufficiency: Because there is no y i ∈ H with y i ∈ B, A ↑2 = (B − yi) ∪ y, namely, A ↑2 = B ∪ y. In addition, we also have (B ∪ y)
From A = B ↓1 and A ⊆ y ⇓ , we can get A = B ↓1 ∩ y ⇓ . Combined with (6), we obtain A = (B ∪ y) ↓2 . Therefore, (A, B ∪ y) is a concept in L , which implies that (A, B) is a merged concept.
Proposition 7: Given a concept (A, B) ∈ L, the necessary and sufficient condition for (A, B) to be an old concept is A ⊂ y ⇓ .
Proof: Necessity: If we assume that A ⊆ y ⇓ , then we have y ∈ A ↑2 , which leads to a contradiction wit h(A, B) being a deleted concept. Therefore, we have A ⊂ y ⇓ .
Sufficiency: When A ⊂ y ⇓ , we have y / ∈ A ↑2 . According to Propositions 4-6, we know tha t (A, B) is not a deleted concept, modified concept or a merged concept. We can deduce that (A, B) is an old concept. ∩ y ⇓ means that A is generated from the canonical generator A ↑1↓1 . The reader is kindly referred to Proposition 3 proved by Zou etal. [29] for the judgment of a new concept.
Remark 1: 1) If (A, A ↑2 ) is a new concept, (A ↑1↓1 , A ↑1 ) is called the canonical generator of (A, A ↑2 ).
2) A canonical generator can only be an old concept due to Propositions 4-6.
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According to Proposition7, we know that an old concept (A, B) ∈ L satisfies the condition that A ⊂ y ⇓ , and there exists an object o(o ∈ A) with o / ∈ y ⇓ such that it is easy to identify an old concept.
What we can learn from Propositions 4-6 is that one necessary step is to test if there is a y i ∈ H with y i ∈ B when we determine the concept type (A, B) ∈ L. Since y Therefore, what we truly need is the number of nonempty sets in P. Once this information is obtained, it will make the classification of concepts much easier.
In addition, from Proposition 4, we know that a deleted concept (A, B) ∈ L satisfies the conditions that A ⊆ y ⇓ , Y = B − y i and A = X ∩ y ⇓ ((X , Y ) is an upper neighbor of (A, B), i.e., A ⊆ X ). To identify a deleted concept, we can take advantage of a straightforward fact that A ⊆ X and |A∩y ⇓ | = |X ∩ y ⇓ | imply that A ∩ y ⇓ = X ∩ y ⇓ . Therefore, obtaining the number of elements in set Q = |A ∩ y ⇓ | can also simplify the classification work. We assume that we already know the number of nonempty sets in P and the number of elements in Q for every concept (A, B). Our method of classifying concepts can be described by the following Algorithm 1. The procedure Classify accepts two arguments: c is a formal concept that is not an old concept, and m is the number of nonempty sets in P = {A ∩ y (iii) How to identify an old concept (line 7 in Algorithm 1). These three tasks need to be accomplished before the Classify procedure. Let us further analyze them. Referring to the conceptual preprocessing schema in Zou et al. [29] , [30] , we list the following ideas and goals: (1) Getting the number of nonempty sets in P = {A ∩ y ⇓ i |y i ∈ H } but not calculating the sets, (2) Getting the number of elements of set Q = {A∩y ⇓ but not calculating it, and (3) Calculating A ∩ y ⇓ only when (A, B) is the canonical generator of (A ∩ y ⇓ , (A ∩ y ⇓ ) ↑2 ). In this way, we can avoid unnecessary comparisons between sets. To achieve the first goal of the preprocessing procedure, we compute |A ∩ y [18] [19] [20] [21] [22] [23] [24] [25] . Otherwise, c is the canonical generator of (A ∩ y ⇓ , (A ∩ y ⇓ ) ↓2 ), and c.Indicator should point to c (lines [26] [27] [28] .
In conclusion, the preprocessing procedure provides the information that Algorithm 1 needs, i.e., the number of nonempty sets in P and the number of elements of set Q for every concept, and Algorithm 2 identifies all old concepts. The preprocessing procedure also collects sufficient information so that we can calculate A ∩ y ⇓ when (A, B) is the canonical generator of (A ∩ y ⇓ , (A ∩ y ⇓ ) ↓2 ). Based on the above operations, our proposal can greatly reduce the number of comparisons between sets.
C. GENERATION AND REMOVAL OF CONCEPTS
After the preprocessing procedure, we can classify each concept to a certain type except old concepts, which were identified in Algorithm 2. Based on Definition 9, we just need to add the coarser attribute y to the intent of merged concepts and modified concepts. In this section, we focus on splitting a canonical generator into a new concept and removing the deleted concepts from the lattice. These two jobs require one to fix the lattice order relationship afterwards, which can be done by utilizing the information we collected in Algorithm 2.
For the new concept, we can find its lower neighbors to update the covering relationship according to the following Proposition 9 given by Zou et al. [23] .
Proposition 9: (E, F) is a concept in L with at least one lower neighbor. (A, B) is a new concept with A = ∅ whose canonical generator is (E, F) . Then, the children of (A, B) in L are exactly the maximal concepts from {(D, D ↑ü2 )|D = A ∩ Q for some lower neighbor (Q, Q ↑ü1 ) of (E, F) in L}.
As for deleted concepts, it is easily to updating the covering relationship. Let 
The procedure Process accepts five parameters: c is a formal concept, y is the coarser attribute, n is the number of finer attributes (i.e., the number of elements of H ), W is the set y ⇓ , and L is a concept lattice. The procedure Process processes a concept according to its category. For an old concept, if it is also a canonical generator of a new concept, then we create a new concept and fix the covering relationship in the procedure Generate (lines [22] [23] [24] . If c is identified as a merged or a modified concept, we only need to update the c.Intent directly (lines [25] [26] [27] . For a deleted concept, we need to delete the concept after the current recursion (lines 12-14 and lines 28-31). As to the procedure Generate(c, W ,y, L) and procedureRemove(node, L) in Algorithm 3,the pseudocodes are shown in Algorithms 4 and 5 respectively.
The procedure Generate accepts four parameters: c is the canonical generator of a new concept, y is a coarser attribute, W is the set y ⇓ , and L is a concept lattice. First, the procedure Generate creates a new concept and adds the new concept to concept lattice (lines 1-2). According to Proposition 9, we test every candidate in c.Children to find real children of newConcept (lines [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] . Note that the concept c.children.indicator points to has already been obtained after executing the Preprocessprocedure. Then the links between newChildren and newconcept will be established (lines [23] [24] [25] [26] [27] [28] [29] [30] [31] . In the end, the procedure Generate links newConcept to c and assigns newConcpet.Indicatortoc.Indicator (lines 32-33).The procedure Remove accepts two parameters: c is deleted concept and L is a concept lattice. First, Algorithm 5 removes links between c and c.Destructor and delelets c from concept lattice L (lines 1-2) . In order to establish the covering relationship of the children of c, we compare each child in c.children with all children of c.Destructor (lines [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . If there is no such successor in c.Destructor.Children withchild.Intent ≥ successor.Intent, new links between c.Destructor and child will be connected (lines 11-13).
D. THE OVERALL PROCEDURE
In this section, we provide the overall procedure for describing our proposed algorithm. The procedure Fold takes Process (c, y, n, W , L Note that the classify procedure only need to classify the non-old concepts, since the old concepts have been identified in the Preprocess procedure. Hence, classify procedure has a worst-case time complexity bound of O(|L||G||M | 2 ). Before classifying the concept, Fold invokes a Preprocess procedure to help for identifying old concepts, searching for canonical generator and fixing the lattice order relation in Algorithm 2. The Preprocess processes each object in the extent of every affected concept and compares each concept with its lower neighbor for identifying canonical generator and fixing the lattice order relation, which has a asymptotic time complexity bound of O(|L| (|G| + |M |)).
Algorithm 3 Procedure

Algorithm 4 Procedure Generate
Overall, the Classify procedure can considerably reduce the comparisons between sets compared to the original Zoom-Out for merged concepts, deleted concepts and modified concepts (i.e., non-old concepts). The advantage of Classify is an outcome of the procedure Preprocess that spends lots of time processing all affected concepts including old concepts, so the performance of our algorithm to a certain extent depends on the proportion of non-old concepts. The experimental results in Section VI are also consistence with our theoretical analysis.
VI. EXPERIMENTS
The performance of our proposal algorithm is evaluated on formal contexts in tabular data with objects and attributes (i.e., |I |/|G||M |). For the sake of comparison, all tests are divided into two groups.
In the first group of experiments, we have used formal contexts that are randomly generated datasets with different fill ratios of 10%, 25% and 40%, respectively. This datasets have 50 attributes and each object may have different attributes. We design a g-tree for attribute y with four representative cuts (i.e., {y} , {y 1 , y 2 } , {y 3 , . . . ,y 6 } and {y 7 , . . . ,y 17 }), as exhibited in Figure 2 for all synthetic formal contexts. Initially, the granularity level of attribute y is in the highest level corresponding tocut 3 in g-tree.
FIGURE 2. The g-tree for attribute y for all synthetic formal contexts. Figure 2 shows that our proposed algorithm takes a shorter time when decreasing the granularity level cut by cut and going from cut 3 to cut 0 directly. Figure 4 depicts the performance of Fold and Zoom-Out on random datasets with medium fill ratio and 800 objects. The performance gap between Fold and Zoom-out is larger in Figure 4 than that in Figure 3 We can see that Fold outperforms Zoom-Out in most cases and with a great advantage when going from cut 3 to cut 0 directly. Figure 5 illustrates the performance of Fold and Zoom-Out on random datasets with high fill ratio and 120 objects. Even though |G| is not too large, we can perform tests on high density datasets. In Figure 5 , Fold significantly outperforms Zoom-In in most cases, especially when we decrease the granularity level directly to the cut 0 of g-tree. The second group of experiments were done with a real benchmark dataset ''mushroom'' selected from the UCI Machine Learning Repository [31] which is also used in [22] . The zooming out operation was performed with the attribute ''gill-color''. The g-tree is depicted in Figure 6 which has three cuts from cut 2 to cut 0. Since the dataset is manyvalued context, we scale them into one-valued context by employing a formal context creator named FcaBedrock [32] . The resulting formal context from dataset ''mushroom'' has 8124 objects and 119 attributes. The Figure 7 gives the result for running time of Fold and Zoom-Out on the used dataset. We can find Fold outperforms Zoom-Out enormously at all level changing test points. Table 3 gives the results for running time (in second) of Fold and Zoom-Out on similar fill ratio datasets from two groups respectively. Note that when decreasing the granularity level from a finer cut to a coarser cut, each collection of finer attributes in the same cut needs to be merged to corresponding coarser attribute respectively. For example (As shown in Table 3) , when the cut level is from 3 to 2 on a random dataset, the collections of {y 7 , y 8 }, {y 9 , y 10 , y 11 }, {y 12 , y 13 , y 14 } and {y 15 , y 16 , y 17 } in cut 3 need to be merged to the coarser attributes y 3 , y 4 , y 5 and y 6 in cut 2 respectively. From Table 3 we can find the performance of Fold is superior to Zoom-Out when the proportion of non-old concepts is relatively high. As shown in Table 3 , the improvement is more significant when the cut level is from 1 to 0 or 3 to 0 on the random dataset. The explanation is that the proportion of non-old concepts decrease determines how much time will be saved by our classifying procedure. The experimental results are consistence with our theoretical analysis in Section V.
VII. CONCLUSIONS
One of the fundamental settings in the study of FCA is controlling the structure of a concept lattice. The structure of the concept lattice derived from a formal context may be greatly influenced by the granularity of attributes. Selecting an appropriate granularity level of attributes is an empirical work which needs to be done by domain experts. In this paper, we propose an efficient algorithm called Fold for decreasing the granularity levels of attributes. The algorithm enables updating the concept lattice corresponding to a finer granularity level to a new lattice corresponding to a coarser granularity level interactively, which can be seen as zooming out. We propose a new approach to classify concepts based on the relationship between concepts before and after the zooming out operation, which can reduce the comparison between concepts significantly. Moreover, we provide a particular preprocessing procedure to identify old concepts, search for canonical generators of new concepts and help fixing the covering relation. The complexity analysis shows that our algorithm would perform better than Zoom-Out while the proportion of non-old concepts growing. Experimental evaluation is also consistent with our theoretical analysis. In addition, the Fold providing access for decreasing the granularity level of attributes one by one or from a finer level to some coarser level directly. In the future, we will focus on how to select the appropriate level that could reveal interesting patterns derived from datasets.
