Abstract: Logistic regression methods have been widely used for landslide research. However, previous studies have seldom paid attention to the frequent occurrence of spatial autocorrelated residuals in regression models, which indicate a model misspecification problem and unreliable results. This study accounts for spatial autocorrelation by implementing eigenvector spatial filtering (ESF) into logistic regression for landslide susceptibility assessment. Based on a landslide inventory map and 11 landslide predisposing factors, we developed the eigenvector spatial filtering-based logistic regression (ESFLR) model, as well as a conventional logistic regression (LR) model and an autologistic regression (ALR) model for comparison. The three models were evaluated and compared in terms of their prediction capability and model fit. The ESFLR model performed better than the other two models. The overall predictive accuracy of the ESFLR model was 90.53%, followed by the ALR model (76.21%) and the LR model (74.76%), and the areas under the ROC curves for the ESFLR, ALR and LR models were 0.957, 0.828 and 0.818, respectively. The ESFLR model adequately addressed the spatial autocorrelation of residuals by reducing the Moran's I value of the residuals to 0.0270. In conclusion, the ESFLR model is an effective and flexible method for landslide analysis.
Introduction
Landslides are the most common natural geological disasters and cause damage to infrastructure and natural ecology, resulting in serious casualties and economic losses [1] . Therefore, research on landslides has become an urgent task to reduce their detrimental impacts.
For decades, landslide research has been a popular topic among the research communities. Many different methods have been utilized to reveal the link between landslide occurrence and various controlling factors for the purpose of landslide prediction, such as logistic regression [2] [3] [4] , the information value method [5] [6] [7] , frequency ratio [8] , analytic hierarchy process [9, 10] , artificial neural network [11, 12] and support vector machine [13] . Among the various methods, the logistic regression (LR) method has been widely used and reported to be applicable for landslide research [14] [15] [16] [17] . Logistic regression provides a significant advantage in that, with an appropriate link function, the variables can be continuous, discrete or a combination of the two types, without necessarily having a normal distribution [15] .
However, Tobler's first law of geography [18] indicates that spatial data are not independent but geographically relevant within a given geographic surface area-this is called spatial autocorrelation. Spatial autocorrelation [19] is commonly observed in spatial data, and regression models applied to these data often contain spatially autocorrelated residuals. However, previous landslide studies using logistic regression for landslide prediction rarely took spatial autocorrelation into account [20] , which 
Landslide Predisposing Factors
The occurrence of landslides is triggered by a combination of many internal and external factors. It is well known that there are no general criteria for factor selection [25] . The key factors that trigger landslides mainly include topographic and geological factors, hydrological and climatic conditions, vegetation coverage and human engineering activities [26] . In this paper, considering the complex conditions in Wulong county and taking data availability into account, 11 factors, including elevation, slope, aspect, curvature, distance to road, distance to railway, distance to river, distance to fault, precipitation, lithology and NDVI (normalized difference vegetation index), were identified as landslide predisposing factors for landslide analysis.
Topographic factors have strong controlling effects on landslides. Wulong county is prone to landslides due to its complex landform, steep slopes and large elevational differences. Therefore, important topographic factors such as elevation, slope, aspect and curvature were considered landslide predisposing factors. Elevation is a frequently used factor for landslide analysis because of its strong relationship with landslides. Landslides are more likely to occur in moderately elevated areas where the slopes are often covered by thin colluvium [27] . Slope is generally considered an important factor affecting landslides. On a uniform and isotropic slope, in theory, the likelihood of slope failure increases with the increase in slope. However, Eeckhaut et al. [28] noted that landslides are actually more prone to occur over moderate slopes. The distributions of soil, water, and vegetation vary with different slope aspects, which leads to different slope stabilities [29] . The curvature data used in this paper represent the general curvature, which can help to characterize slope morphology and flow [30] . The digital elevation model (DEM) for Wulong county was derived from geospatial data cloud (GS Cloud) with a resolution of 30 m × 30 m. Elevation, slope, aspect and curvature were extracted based on the DEM. The elevation map, slope map, aspect map, and curvature map are shown in Figure 2 . Human activities, especially the construction of infrastructures can destroy the stability of a slope and result in increased landslide risk. The road and railway data obtained from OSM (Open Street Map) were applied to map the distance to the road (Figure 2e ) and the distance to the railway (Figure 2f ), respectively. The distance to a river is associated with landslide occurrence due to water erosion, and the distance to a river map (Figure 2g ) was generated using the hydrological network data from OSM. The areas in the vicinity of a fault have a higher incidence of landslides; hence, the distance to a fault was considered a significant factor. The fault data for the Wulong area, which was generated from the Chongqing construction outline map at a scale of 1:500,000 through geography registration and digitization, was used to produce a map for the 
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Methods

Generation of Landslide Dataset
Landslide prediction based on the logistic method is actually a binary classification process, in which the landslide probability, which varies from 0 to 1, is divided into two categories: presence and absence of landslides. Therefore, for the purpose of constructing models, it is necessary to build a spatial landslide dataset, including landslide points and non-landslide points. We designated the landslide points as 1 whereas the non-landslide points are designated as 0. The selection of nonlandslide points is crucial since it determines whether the samples represent the overall characteristics of the study area.
Thus, the following two principles should be observed during the selection of non-landslide points: (1) non-landslide points should maintain a certain distance from historical landslide areas; and (2) non-landslide points should be distributed as evenly as possible to avoid the cluster effect, which may cause model error.
We designed the selection method, and the details are as follows: the landslide-affected area can be determined with each landslide point as the center and the corresponding landslide-affected distance as the radius to derive the buffer zones. The landslide-affected distance, namely, the multiple of the landslide radius, can be derived as shown in Equation (1).
where D denotes the landslide-affected distance, A denotes the landslide area, denotes a proportionality constant, which is 1000 in this study.
The landslide-free area, in which the non-landslide points are randomly generated, is obtained by removing the landslide-affected area from the study area. The number of newly generated nonlandslide points is identical to the number of landslide points, and both are combined to form the landslide dataset.
As mentioned in the previous section, 11 factors that have inducing effects on landslide occurrence were prepared for landslide susceptibility modeling. Aspect is generally divided into nine categories: flat, north, northeast, east, southeast, south, southwest, west and northwest (Figure 2c ), 
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where D denotes the landslide-affected distance, A denotes the landslide area, ρ denotes a proportionality constant, which is 1000 in this study. The landslide-free area, in which the non-landslide points are randomly generated, is obtained by removing the landslide-affected area from the study area. The number of newly generated non-landslide points is identical to the number of landslide points, and both are combined to form the landslide dataset.
As mentioned in the previous section, 11 factors that have inducing effects on landslide occurrence were prepared for landslide susceptibility modeling. Aspect is generally divided into nine categories: flat, north, northeast, east, southeast, south, southwest, west and northwest (Figure 2c ), and the lithology of the study area also has nine categories: slate, basalt, limestone, glimmerite, marlite, sandstone, clastic rock, phyllite and mudstone ( Figure 2j ). Therefore, to ensure the correspondence of the factors, all 11 landslide predisposing factors are classified into 9 classes. In this paper, 9 other continuous factors were classified using the natural breaks (Jenks) method to minimize the squared deviation within each class and maximize the difference between classes. Considering the different dimensions and value ranges of each factor, we used the frequency ratio (R value) to unify the dimensions of each factor. The R value of class i of a factor was defined as:
where A i is the landslide area that fell into class i, S i is the area covered by the same class, A is the total landslide area in the study area, and S is the total area of the study area. The R value was calculated for each class of the 11 factors (Table 1 ) and was extracted for both the landslide points and the non-landslide points for subsequent model construction as the independent variables. The R value takes the prior knowledge of landslides into account, and the class with higher R values is more prone to landslides in the case. It should be noted that since only landslide point data are available in this study, when a landslide point falls in class i, it is considered that the landslide area falls completely in class i, regardless of whether a landslide may cover more than one class. 
Multicollinearity Analysis
Collinearities among independent variables may result in distortion in the model's estimation [31] . Multicollinearity diagnosis was conducted using tolerance (TOL) and the variance inflation factor (VIF) [32] . VIF can be calculated using the vif function housed in the "car" R package. TOL is actually the reciprocal of VIF, namely, TOL = 1/VIF. Both TOL values close to 0, and large VIF values indicate serious multicollinearity. Only independent variables with VIF values over 2 and TOL values less than 0.4 are be excluded from the regression modeling [33] . In this paper, the two indexes for each factor were calculated, and the results suggested that the multicollinearity was weak among the 11 landslide predisposing factors; thus, no factor needed to be excluded (Table 2 ).
Eigenvector Spatial Filtering Based on Logistic Regression Modeling
Spatial data always have a certain degree of spatial autocorrelation. Eigenvector spatial filtering is a relatively new approach that aims to filter the spatial autocorrelation out of the regression residuals to obtain a modified and enhanced model. The model contains a linear combination of appropriate eigenvectors, which were extracted from the spatial connectivity matrix C, as additional independent variables of the regression model. Landslide susceptibility modeling using eigenvector spatial filtering-based logistic regression (ESFLR) involves four main steps as follows:
(1) Construction of the spatial connectivity matrix C of the landslide point dataset, including 206 landslide points and 206 non-landslide points. Either topology-based or distance-based methods can be used to construct the spatial connectivity matrix [34] . In this paper, we constructed Thiessen polygons of 412 discrete observation points with ArcGIS software (Figure 3 ) to determine the spatial neighbor relationship of the polygon features rather than the point features. A binary topology-based matrix C was considered more appropriate here and was established from the Thiessen polygons. Thus, based on the landslide dataset derived in Section 3.1, we obtained an n-by-n matrix (n = 412 in this study), and if polygon i and polygon j were neighbors, Landslide susceptibility modeling using eigenvector spatial filtering-based logistic regression (ESFLR) involves four main steps as follows:
(1) Construction of the spatial connectivity matrix C of the landslide point dataset, including 206 landslide points and 206 non-landslide points. Either topology-based or distance-based methods can be used to construct the spatial connectivity matrix [34] . In this paper, we constructed Thiessen polygons of 412 discrete observation points with ArcGIS software (Figure 3 ) to determine the spatial neighbor relationship of the polygon features rather than the point features. A binary topology-based matrix C was considered more appropriate here and was established from the Thiessen polygons. Thus, based on the landslide dataset derived in Section 3.1, we obtained an n-by-n matrix (n = 412 in this study), and if polygon i and polygon j were neighbors, = 1 (1 ≤ ≤ 412, 1 ≤ ≤ 412) , otherwise = 0. 
where I is an n-by-n identity matrix, 1 is an n-by-1 vector whose elements are all 1, and T is the matrix transpose operator. The decomposition can be expressed as:
The decomposition of MCM generates eigenfunctions that contain n eigenvectors and n corresponding eigenvalues [35] . The n eigenvectors can be denoted as E = (E 1 , E 2 , · · · , E n ), and each eigenvector is capable of capturing latent spatial autocorrelation at different scales [36] . Λ is an n-by-n diagonal matrix, and its diagonal elements are the n eigenvalues, which can be denoted in descending order as λ = (λ 1 , λ 2 , · · · , λ n ). Therefore, the first eigenvector, E 1 , has the largest eigenvalue λ 1 , and the last eigenvector, E n , has the smallest eigenvalue λ n . It should be noted that all eigenvectors are orthogonal, and all eigenvector pairs are uncorrelated to each other [23] .
(3) Stepwise selection of eigenvectors. The eigenvectors that can reduce the spatial autocorrelation of residuals to the maximum extent are added to the model. Since the response variable in this study exhibits a significant positive spatial autocorrelation with a Moran's I value of 0.616, the eigenvectors with negative Moran's I values are first removed. The eigenvectors with larger positive Moran's I values that are considered, in theory, to be able to explain or filter out more spatial autocorrelation from the regression residuals are regarded as candidate eigenvectors. There is a function relationship between Moran's I value of the ith eigenvector (E i ) and its corresponding eigenvalue (λ i ), which can be expressed as:
The criterion generally used for identifying the candidate subset is a Moran's I value greater than 0.25 [35] .
Then, a stepwise regression selection approach is implemented to identify the final eigenvectors from the candidate subset to be included in the logistic model. In this approach, the eigenvectors are selected iteratively. For each iteration, the eigenvector that minimizes the spatial autocorrelation of residuals is selected. Each eigenvector in the candidate subset was added as an additional independent variable into the logistic model one by one to fit the model, and the Moran's I values of the model residuals were calculated. The corresponding eigenvector with the smallest Moran's I value was considered to be added into the final model and removed from the candidate subset. A permutation test was conducted for each newly added eigenvector to test the significance of the spatial autocorrelation of regression residuals, which is commonly measured by Moran's I. The selection procedure continued until Moran's I was no longer significant.
(4) ESFLR modeling. A linear combination of the selected eigenvectors was incorporated into the logistic regression as additional explanatory variables to account for latent spatial autocorrelation. Regarding landslide susceptibility modeling, logistic regression (LR) is expected to reveal the contribution of a series of landslide predisposing factors. The LR model can be expressed as:
where P denotes the probability of landslide occurrence, β 0 denotes the intercept and β i (i = 1, 2, · · · , n) are the regression coefficients of the independent variables (X i (i = 1, 2, · · · , n)). The ESFLR, analogously, can be written as follows:
where E k is a matrix containing the k selected eigenvectors, β k is a vector containing the associated regression coefficients, and ε is an error vector. The ESFLR does not suffer from spatial autocorrelation among residuals since β k E k accounts for this spatial autocorrelation. For the sake of landslide susceptibility, the landslide probability P can be calculated by the following transformed formula:
Model Validation
To verify the performance of the ESFLR model, the ESFLR model and other alternative models, including the ordinary logistic regression (LR) and the autologistic regression (ALR), were evaluated and compared. The LR model has been introduced in Section 3.3. Autologistic regression addresses spatial autocorrelation by adding an autocovariate as a further explanatory variable in logistic regression [37] . The autocovariate is calculated for each cell as the weighted (usually inverse distance) average of the landslide susceptibility values of its neighbors [38, 39] .
w ij (9) where p j is the response value, i.e., landslide susceptibility, of cell j among k i neighbors of cell I, which is derived from the LR model, and w ij is the weight defined as the inverse Euclidean distance between cell i and j. The logistic regression model can be transformed into an autologistic model as follows:
where r is the estimated coefficient of Autocov i . The above three models were validated and compared with each other in terms of the following three aspects.
(1) Model performance. In this paper, the model performance was assessed in terms of the model prediction capability and model fit using statistical measures and the ROC curve. To assess the classification ability of the model on both landslide and non-landslide points, three parameters calculated from the confusion matrixes were applied including overall accuracy, positive accuracy, and negative accuracy [40] .
Positive accuracy = TP TP + FP
Negative accuracy = TN TN + FN (13) where TP (true positive) is the number of landslide points correctly classified into class 1 (presence of landslide), FP (false positive) is the number of landslide points wrongly classified into class 0 (absence of landslide), TN (true negative) is the number of correctly predicted non-landslide points, and FN (false negative) is the number of incorrectly predicted non-landslide points. The landslide probability values derived from the three models fall between 0 and 1, with higher values indicating higher landslide risk. In this study, 0.5 was selected as the threshold, and points with landslide probability values greater than 0.5 were classified as class 1; otherwise, the points were classified as class 0. The ROC curve (receiver operating characteristics curve) is a useful and widely implemented method for evaluating model performance [41, 42] . The performance of a model can be evaluated quantitatively using the AUC (area under the curve) value, which ranges from 0 to 1. It is generally believed that the greater the AUC value is, the better the model will perform. The model exhibits certain accuracy when the AUC value is between 0.7 and 0.9, and it indicates high accuracy if the AUC value of a model is greater than or equal to 0.9.
Furthermore, the Nagelkerke R 2 and AIC (Akaike information criterion) values were also considered as model evaluation measures. The Nagelkerke R 2 is a kind of pseudo R 2 similar to R 2 in linear regression [43] , which can serve as a measure of the goodness of fit of a logistic regression model. The Nagelkerke R 2 value falls between 0 and 1, with higher values suggesting better model fit. The AIC value considers model fit as well as model complexity. A smaller AIC value indicates that the model achieves higher goodness of fit with fewer variables.
(2) Ability to eliminate spatial autocorrelation of residuals. Moran's I is the most common quantitative measure of spatial autocorrelation in regression residuals [44] . In our study, spatial autocorrelation in regression residuals was detected using global Moran's I to verify the effectiveness of the models in addressing spatial autocorrelation.
(3) Generalization capacity. K-fold cross validation (CV) with k = 10 in this study was performed to test the generalization capacity of the models [45] . First, the landslide dataset is divided into k equal sub-datasets at random. Among the k sub-datasets, each individual sub-dataset will serve as the validation data for validating the model fitted by the remaining k − 1 sub-datasets [46] . The CV process is repeated k times, and the average of the k results was considered as an indicator.
Results and Discussion
Model Construction
In this study, the landslide data set, including 206 landslide points and 206 non-landslide points, was used for model construction. We adopted the backward stepwise regression method to eliminate nonsignificant independent variables and explore the optimal form of the regression equation. The procedure starts with the model containing all the independent variables and then deletes variables one by one until the model quality, measured by the AIC value, cannot be improved.
According to the ESFLR method, 412 eigenvectors and 412 associated eigenvalues were derived, and the Moran's I values of eigenvectors were calculated and plotted (Figure 4 ). Figure 4 indicates that the Moran's I value decreases from the first eigenvector with strong positive spatial autocorrelation to the last eigenvector with strong negative spatial autocorrelation. A total of 9 eigenvectors were successively selected from a candidate subset containing 107 eigenvectors, as shown in Table 3 . Table 4 shows the independent variables contained in the ESFLR model and their coefficients, and the nonsignificant variables that were removed during the stepwise regression process were not included. All the remaining variables were significant at the 90% confidence level, and most of them were significant at the 95% confidence level.
Thus, the ESFLR model for landslide susceptibility analysis can be written as Equation (14): (14) autocorrelation to the last eigenvector with strong negative spatial autocorrelation. A total of 9 eigenvectors were successively selected from a candidate subset containing 107 eigenvectors, as shown in Table 3 . Table 4 shows the independent variables contained in the ESFLR model and their coefficients, and the nonsignificant variables that were removed during the stepwise regression process were not included. All the remaining variables were significant at the 90% confidence level, and most of them were significant at the 95% confidence level. The variable estimation results for the LR model are shown in Table 5 , and the constructed model is given as Equation (15 Based on the landslide susceptibility map with a resolution of 30 m × 30 m that was derived from the LR model, we calculated autocovariates for several different neighborhood sizes, i.e., 90 m (Autocov90), 150 m (Autocov150) and 270 m (Autocov270), corresponding to a moving window with radii of 3 pixels, 5 pixels and 9 pixels, respectively. In terms of image processing, the autocovariate term acts as a smoothing filter, and the autocovariate for a larger neighborhood size results in a smoother effect. Then, model selection was performed based on the AUC, Nagelkerke R 2 and AIC values (Table 6 ). Finally, in this study, Autocov90 was added to the ALR model ( Table 7 ). The ALR model can be expressed as Equation (16):
Since an autocovariate is directly related to the probability of landslide occurrence, the addition of Autocov90 makes most of the independent variables less significant. In this paper, the contribution of the landslide predisposing factors to landslide development may not clear be enough due to the use of R values rather than the initial values of the independent variables. Because the calculation of the R value takes the prior knowledge of landslides into account, a higher R value indicates a greater landslide possibility, resulting in positive coefficients of the transformed independent variables in the three models. Independent variables with larger coefficients undoubtedly have greater contributions to landslide occurrence. According to Equations (14) and (15), elevation has the strongest inducing effect for landslide development within the study area. In addition, landslide occurrence suffers from controlling effects by other independent variables, including curvature, distance to railway, distance to fault and NDVI. 
Model Evaluation and Comparison
Model Performance
As shown in Table 8 , the performance metrics of the three constructed models were obtained. The highest positive accuracy, which indicates the rate of correctly classifying the landslide points into each landslide class, is 88.35 for the ESFLR model, followed by the ALR (74.76) and LR (73.30) models. For the negative accuracy, which indicates the proportion of non-landslide points classified into the non-landslide class, the ESFLR model has the highest value of 92.72, followed by the ALR (77.67) and LR (76.21) models. The overall accuracy measures the overall classification ability of the models, and the value is 90.53 for the ESFLR model, 76.21 for the ALR model, and 74.76 for the LR model. These results clearly suggest that the ESFLR model is superior to the other two models in terms of classification accuracy for both landslides and non-landslides. The ESFLR model yielded an improved overall accuracy, which was 18.79% higher than the ALR model and 21.09% higher than the LR model. In this study, the ROC curve acts as a graphical indicator to measure the overall performance of the three models. As Figure 5 conceptually illustrates, the AUC values of the LR model, the ALR model and the ESFLR model are 0.818, 0.828 and 0.957, respectively. Compared with the LR model and the ALR model, the ESFLR model exhibited better performance. Furthermore, the ESFLR model with a higher Nagelkerke R 2 (0.7810) and a lower AIC value (236.08) showed a better goodness of fit compared with the LR model and the ALR model (Table 8 ). Table 9 summarizes the Moran's I values of the three models, which were used to detect the spatial autocorrelation among residuals. The Moran's I values were 0.4104, 0.3971 and 0.0270 for the LR model, the ALR model and the ESFLR model, respectively. Among the three models, the residuals of both the LR model and the ALR model showed obvious positive spatial autocorrelation, indicating that the two models suffer from a misspecification problem. The spatial autocorrelation of residuals of the ALR model was only slightly reduced compared to the LR model. The introduction of the autocovariate term did not play a role in this study. In contrast, the Moran's I value of the ESFLR model was reduced to 0.0270, indicating that the residuals of the ESFLR model are not spatially autocorrelated. This result proved that the addition of a linear combination of eigenvectors effectively eliminated the negative effect of spatial autocorrelation on the model. In this study, the ROC curve acts as a graphical indicator to measure the overall performance of the three models. As Figure 5 conceptually illustrates, the AUC values of the LR model, the ALR model and the ESFLR model are 0.818, 0.828 and 0.957, respectively. Compared with the LR model and the ALR model, the ESFLR model exhibited better performance. Furthermore, the ESFLR model with a higher Nagelkerke R 2 (0.7810) and a lower AIC value (236.08) showed a better goodness of fit compared with the LR model and the ALR model (Table 8) .
Detection of Spatial Autocorrelation of Residuals
(c) Table 9 summarizes the Moran's I values of the three models, which were used to detect the spatial autocorrelation among residuals. The Moran's I values were 0.4104, 0.3971 and 0.0270 for the LR model, the ALR model and the ESFLR model, respectively. Among the three models, the residuals of both the LR model and the ALR model showed obvious positive spatial autocorrelation, indicating that the two models suffer from a misspecification problem. The spatial autocorrelation of residuals of the ALR model was only slightly reduced compared to the LR model. The introduction of the 
Cross Validation
A 10-fold cross validation was adopted in this study, and the average results of 10 runs, including the negative accuracy, the positive accuracy and the overall accuracy, for both the training dataset and validation dataset were obtained (Table 10 ). The results of cross validation indicate that each model exhibits a similar performance for its training dataset and validation dataset, suggesting that the three models all have a certain generalization capacity. A pairwise comparison between the three models shows that the ESFLR model has the best overall performance. 
Landslide Susceptibility Mapping
Landslide susceptibility mapping is necessary for disaster management and development planning. Based on the LR, ALR and ESFLR models, the landslide susceptibility values, i.e., the possibility of landslide occurrence were computed. Based on natural breaks, which is a classification method that is generally used for statistical mapping, the landslide susceptibility values were categorized into five classes: very high, high, moderate, low and very low. The landslide susceptibility maps were thus prepared by using the three regression models, and these maps were superimposed with the landslide inventory points, as shown in Figures 6-8 . We calculated statistics for each landslide susceptibility class (Table 11) . The results of the LR model ( Figure 6 ) showed that the very high susceptibility areas were mainly distributed in the western, eastern and central parts of the study area, while the very low susceptibility areas were in the northern and southwestern parts. The very high susceptibility areas occupied 17.51% of the study area, followed by a value of 14.96% for the high susceptibility areas, and the moderate, low and very low susceptibility areas occupied 17.42%, 21.65%, and 28.47%, The results of the LR model ( Figure 6 ) showed that the very high susceptibility areas were mainly distributed in the western, eastern and central parts of the study area, while the very low susceptibility areas were in the northern and southwestern parts. The very high susceptibility areas occupied 17.51% of the study area, followed by a value of 14.96% for the high susceptibility areas, and the moderate, low and very low susceptibility areas occupied 17.42%, 21.65%, and 28.47%, respectively. The ALR model showed similar results to the LR model (Figure 7 ), but the former had relatively clustered landslide susceptibility zonation with smoother and clearer edges. A total of 19.92% of the study area was classified as very high susceptibility, and 13.05% was classified as high susceptibility. The moderate, low and very low susceptibility areas accounted for 13.95%, 18.75%, and 34.33%, respectively. The ESFLR model yielded different results compared with the other two models: the proportion of very high susceptibility areas was higher (Figure 8 ), reaching 22.48%, and the consistency with the landslide inventory points was significantly increased. The percentage values for the high, moderate, low and very low susceptibility areas were 12.27%, 11.45%, 15.98% and 37.81%, respectively. For landslide prediction, an effective model should not only achieve high classification accuracy but should also ensure that more landslide points fall into the limited landslide-prone area to effectively determine the real landslide-prone area, and provide support for land resource allocation. Therefore, we exploited the landslide density index, which is defined as the ratio between the percentage of the landslide covered area (the landslide area in each susceptibility class zone) and the percentage of the total area covered (the area of each susceptibility class zone) to assess the quality of the landslide susceptibility maps. The landslide density indexes of the very high susceptibility class in the LR, ALR and ESFLR models were 3.19, 3.11 and 3.45, respectively. The ESFLR model had the highest value and performed better than the other two models. As shown in Figure 9 , the landslide density index of each model increased with the increase in landslide susceptibility, which indicated that the distribution of evaluation results fit well with that of the landslide inventory points. The results of the ESFLR model indicated that the proportions of the number and the area of landslide inventory points that fell into the very high and high susceptibility areas reached 84.95% and 86.75%, respectively, while the proportions of the number and the area of the landslide inventory points that fell into the very low and low susceptibility areas were only 8.25% and 4.90%, respectively. The three landslide susceptibility maps indicate that the high landslide risk areas tend to be distributed in the low elevation areas. This result may be because the study area is mountainous, and the low elevation areas with frequent human activities and intensive infrastructure construction are more prone to landslides.
respectively, while the proportions of the number and the area of the landslide inventory points that fell into the very low and low susceptibility areas were only 8.25% and 4.90%, respectively. The three landslide susceptibility maps indicate that the high landslide risk areas tend to be distributed in the low elevation areas. This result may be because the study area is mountainous, and the low elevation areas with frequent human activities and intensive infrastructure construction are more prone to landslides. As demonstrated in this study, the ESFLR model offers several advantages for landslide susceptibility mapping. With a linear combination of eigenvectors selected as additional independent variables, the map patterns of the response variables remaining within the residuals can be effectively explained, eliminating the spatial autocorrelation of the residuals of the ESFLR and improving the As demonstrated in this study, the ESFLR model offers several advantages for landslide susceptibility mapping. With a linear combination of eigenvectors selected as additional independent variables, the map patterns of the response variables remaining within the residuals can be effectively explained, eliminating the spatial autocorrelation of the residuals of the ESFLR and improving the overall performance of the model. Thus, the method may also be helpful when the available landslide disposing factors are insufficient to explain all map patterns in the response variables.
However, this method still has some limitations. The method is computationally demanding and involves eigen-decomposition and stepwise selection of eigenvectors. The computation requirements will greatly increase with the increase in the number of landslide samples, which takes extensive time and means the method is not applicable for large-scale landslide data or real-time landslide risk warning. In addition, based on this method, it is difficult to directly determine whether a landslide disposing factor contributes positively or negatively to landslide occurrence.
Conclusions
Because the residuals in conventional logistic regression display strong spatial autocorrelation, a model misspecification problem may occur. The ESFLR model was constructed for landslide susceptibility assessment by introducing eigenvector spatial filtering into conventional logistic regression to explain the spatial patterns of the dependent variables inherent in the model residuals. The results demonstrated that the ESFLR model worked well in eliminating the spatial autocorrelation among residuals, and its performance improved significantly compared to the other two regression models. Furthermore, by verifying the landslide susceptibility maps for the three models, the ESFLR model provided a map that had the best consistency with landslide inventory data. This work demonstrated that the ESFLR model was an effective, reasonable and flexible method for dealing with spatial autocorrelation of residuals, which has often been neglected in previous landslide research. Mathematically, the ESFLR model is also a safe, reliable and stable method.
Strong spatial autocorrelation in model residuals may not only be a result of model misspecification, but may also be due to insufficient independent variables that cannot account for all spatial patterns in the dependent variable. Some significant variables may be missing from the model specification. Further research should explore additional factors other than those in our graphs, e.g., land use and rainy seasonal precipitation, which can be added during model specification to explain the remaining spatial patterns in the dependent variable. In addition, the influence of the selection method of non-landslide points should be discussed in a further study, and more effective methods may be applied. Some of the data used here may be slightly imprecise due to data accessibility; however, more appropriate data are not currently available. We will continue to look for better data sources in further research. Considering the limitations of the ESFLR method for large-scale landslide data due to the computational demands, we consulted with other scholars and determined that the segmented processing approach [47] or fast-ESF method [48] might be helpful, which will be evaluated in our subsequent research. Funding: This research received no external funding.
