Abstract-In practical wireless systems, the successful implementation of resource allocation techniques strongly depends on the algorithmic complexity. Consider a cloud-radio access network (CRAN), where the central cloud is responsible for scheduling devices to the frames' radio resources blocks (RRBs) of the single-antenna base-stations (BSs), adjusting the transmit power levels, and for synchronizing the transmit frames across the connected BSs. Previous studies show that the jointly coordinated scheduling and power control problem in the considered CRAN can be solved using an approach that scales exponentially with the number of BSs, devices, and RRBs, which makes the practical implementation infeasible for reasonably sized networks. This letter instead proposes a low-complexity solution to the problem, under the constraints that each device cannot be served by more than one BS but can be served by multiple RRBs within each BS frame, and under the practical assumption that the channel is constant during the duration of each frame. The paper utilizes graph-theoretical based techniques and shows that constructing a single power control graph is sufficient to obtain the optimal solution with a complexity that is independent of the number of RRBs. Simulation results reveal the optimality of the proposed solution for slow-varying channels, and show that the solution performs near-optimal for highly correlated channels.
I. INTRODUCTION
T HE ever increasing demand for bandwidth-hungry services is pushing wireless networks toward additional spectrum reuse, which causes exacerbated wireless interference levels. A promising large-scale interference management technique is to connect the different base-stations (BSs) to a central unit, i.e., a cloud, which is responsible for the joint resource allocation, e.g., jointly encoding (decoding) the messages using downlink (uplink) coordinated resource allocation techniques. Thanks to its ability to control BSs transmissions, the CRAN infrastructure is a suitable and costefficient solution for next generation wireless systems (5G).
In practical CRAN deployment, the cloud may be geographically far from the BSs, and so joint signal processing may not always be feasible as it requires high capacity backhaul links so as to connect all BSs to the central cloud. An alternative coordination approach is only to share the scheduling policy and the power levels of each RRB among the BSs, through centralized computations at the cloud [1] . This letter inscribes itself along such direction, as it considers a CRAN architecture where the central cloud is only responsible for jointly scheduling users to the frames' RRBs of single-antenna BSs and adjusting their transmit power levels, as well as for synchronizing the transmit frames across the connected BSs. Such coordination is practically feasible, as it only requires low-capacity backhaul links. Network resource optimization in CRANs can be divided into two main categories: the energy consumption reduction under quality of service constraints, e.g., [2] , [3] and the throughput maximizatin under power budget constraints. The coordinated scheduling and power control problem in this letter focuses on finding the optimal assignment of users to the RRBs of the BSs and the power level of each RRB by maximizing the network-wide weighted sum rate, under the constraints that each device cannot be served by more than one BS but by multiple RRBs within each BS frame. The considered joint optimization problem is mathematically challenging. To addresses such difficulty, literature, e.g., [4] , considers a modular approach, wherein the scheduling is updated in an inner loop for a fixed power level, and the power is updated in an outer loop for a fixed schedule. However, such a modular approach is sub-optimal and may not fully exploit the network potential.
In the context of a multi-cell OFDMA networks with negligible intercell interference, Huang et al. in [5] propose a joint optimization algorithm. While reference [6] presents a branch-and-bound algorithm that is guaranteed to converge to a stationary point of the overall joint scheduling and power control problem, the optimal solution is achieved in [1] using a graph theoretical approach. Reference [1] solves the problem by introducing the joint scheduling and power control graph wherein each vertex represents a combination of user, BS, RRB, and power level. The problem is reformulated as a maximum weight clique problem over the designed graph.
Reference [1] particularly shows that the joint approach provides significant performance gain as compared to the conventional iterative schemes. However, the proposed solution scales exponentially in the number of users, BSs, and RRBs, which may not be feasible for a moderately large network.
The main contribution of this letter is to propose a lowcomplexity, yet optimal, solution to the joint scheduling and power control problem, under the practical observation that the channel is typically constant within each frame RRBs. The paper shows that the optimal solution can be reached 1558-2558 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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by constructing a single local power control graph. Such simplification primarily impacts the complexity of the solution as it becomes independent of the number of RRBs in the network. Simulation results reveal the optimality of the proposed solution for slow-varying channels, and show that the solution performs near-optimal for highly correlated channels.
II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model
Consider the downlink of a cloud radio-access network consisting of B single-antenna BSs. The transmit frame of each BS is composed of R orthogonal radio resource blocks. The network comprises B R RRBs in total, each with its own power level. All BSs are connected to a central unit, i.e., the cloud, which is responsible for synchronizing the transmit frames across all BSs, scheduling the U users to each frame RRB, and determining the power level of each RRB. The set of BSs, RRBs, and users are denoted by the calligraphic letters B, R , and U, respectively. Thanks of the cloud synchronization ability, the signal-to-interference plus noise-ratio (SINR) of the u-th user, scheduled to the b-th BS at the r -th RRB is given by SINR ubr (P) = P br |h ubr | 2 σ 2 + b =b P b r |h ub r | 2 , where h ubr is the corresponding channel between the u-th device and the r -th RRB at the b-th BS, and P br is the power level used by the b-th BS at the r -th RRB bounded by the maximal power the base-station can deliver, i.e., P br ≤ P max b . The paper assumes that the channels are slow-varying. In other terms, if the RRB represents a frequency block, then the channel is non-frequency selective. If the RRB represents a time block, it assumes that the duration of the entire frame is within the channel coherence time. Hence, the channel remains constant across each frame RRBs within the same BS, i.e.,
The additive white Gaussian noise variance is denoted by σ 2 .
B. Problem Formulation
The joint coordinated scheduling and power control in the context of this letter is the problem of assigning users to RRBs, under the constraint that each user can be connected to at most a single BS, and that each RRB needs to be allocated to one and only one user. Introduce the binary variable X ubr that is 1 if the u-th user is assigned to the r -th RRB in the b-th BS frame. Similarly, let Y ub be a binary variable that is 1 if user u is mapped to the bth BS, and zero otherwise. Finally, let π ubr = a ub log 2 (1 + SINR ubr (P)) be the weighted rate of the u-th user when connected to the r -th RRB in the b-th BS, where a ub is a positive constant that is typically introduced for fairness and load balancing purposes. Updating a ub typically happens in an outer loop, which falls outside the scope of the current paper. The network-wide weighted sumrate optimization problem considered in this letter can then be formulated as follows:
where the optimization is over the discrete variables X ubr and Y ub , the continuous variables P br , where constraints (1b) and (1c) state that a device can be assigned to at most a single BS, where constraint (1d) states that each RRB needs to be assigned, and where (1d) is the maximum power constraint on every RRB.
Problem (1) is a mixed continuous and discrete optimization problem. The optimal solution to such a problem requires constructing R local power graphs and solving the maximum weight clique problem over the union of these graphs [1] . Such union of graphs, known as the joint scheduling and power control graph, has a size that is up to ( U P B ) · R, where n P r = n!/(n−r )! is the number of possible permutations. Such a solution, albeit optimal, is of high computational complexity, even for reasonably-sized graphs. The next section shows that the solution can indeed be achieved with a noticeable complexity reduction, when the channel is fixed across the RRBs of each frame, as it is the case in the current paper.
III. PROPOSED SOLUTION The first part of this section presents the joint scheduling and power control graph used to find the optimal solution of problem (1a). The second part then exploits the fact that the channel is fixed across the RRBs of each frame and proposes a complexity-efficient solution to the problem. The second part particularly shows that for slow-varying channels, the optimal solution can be achieved by constructing a single local power control graph. Finally, the section characterizes the complexity of the proposed solution and concludes its computation efficiency.
A. Power-Control and Scheduling Graph
The joint scheduling and power control graph consists of the union of R local power control graphs. This section describes the construction of a local power control graph. Then it gives the connectivity condition between the various graphs to form the joint scheduling and power control graph.
Let A = U × B × R be the set of all possible associations between users, BSs, and RRBs. Define the function ϕ u as the mapping function from the set A to the set of users U, i.e., ϕ u (y) = u, ∀ y = (u, b, r, p) ∈ A. Similarly, define ϕ b and ϕ r as the mapping functions from A to the set of BSs and RRBs, respectively. Let F r be the set of the feasible associations for RRBs indexed by r defined by:
where the set P r is obtained by solving the following power allocation problem for each combination of users and BS represented by the association S r for a fixed RRB r :
The above power allocation problem (2) is a well-known problem that can be solved optimally [7] . For the r -th RRB, the local power control graph G r (V r , E r ) is constructed by creating a vertex v r ∈ V r for each possible association S r ∈ F r . This graph does not contain any connection, i.e., E r = ∅. The weight of each vertex is the weighted sum rate of the represented association. The weight of vertex v r associated with the schedule S r is w(v r ) = s∈S r π(s, S r ).
The joint coordination and power control graph is then constructed by taking all vertices from all local power control graphs. Two vertices v r ∈ G r and v r ∈ G r , representing the associations S r and S r , are connected if:
The optimal solution of the coordinated scheduling problem (1a) can be found by leveraging the method presented in [1] for our (1a). Such solution is the maximum-weight clique of degree R in the joint scheduling and power control graph.
B. Low-Complexity Scheduling and Power Control
As shown in the previous section, the complexity of the optimal solution scales exponentially with the number of the available resources, which is typically large. Such solution, however, does not account for the fact that h ubr = h ub , ∀ r ∈ R , ∀ b ∈ B, ∀ u ∈ U. The following theorem introduces the solution of the joint coordinated scheduling and power control problem (1a) under the current paper scenario. Proof: Let C * = {v 1 , · · · , v R } be the maximum weight clique of size R in the joint coordination and power control graph, and let C be the set of all cliques of size R. First note from [1, Lemma 3] that each vertex of the maximum weight clique belongs to a distinct local power control graph. Without loss of generality, assume that v r ∈ G r . The maximum weight clique problem can be written as:
where v * r is the vertex with maximum weight in the local power control graph G r , ∀ r ∈ R .
To prove the theorem, it is now sufficient to prove that the set {v * r } r∈R is a clique in the joint coordination and power control graph and that w(v * r ) = w * , ∀ r ∈ R . Recall that the weight of each vertex in the local power control graph depends solely on the SINR of the scheduling represented by that vertex. Therefore, showing that the same scheduling for different RRBs has the same SINR is sufficient to conclude that the corresponding vertices have the same weight. In other words, it is sufficient to show that the SINR can be written as SINR ubr (P) = SINR ub (P). In particular, the vertex with the highest weight represents the same scheduling at the different RRBs. This holds because of the assumption that h ubr = h ub , ∀ r ∈ R , ∀ b ∈ B, ∀ u ∈ U. In fact, for the same scheduling, the power optimization problem for RRBs r and r are equivalent, i.e., they can be written as the following optimization problem over dummy positive variables z b :
. In other words, we have δ(ϕ u (s
Therefore, each pair of vertices v r 1 and v r 2 verify the connectivity condition, which concludes that {v * r } r∈R is a clique in the joint coordination and power control graph.
The proof of Theorem 1 further shows that the proposed schedule is always a feasible one, regardless of the channel variations. The proposed algorithm can, therefore, be used for highly correlated channel although it no longer guarantees optimality, as the simulations section illustrates next.
C. Complexity Analysis
This subsection characterizes the computation complexity of the proposed solution and compares it with the complexity of state of the art algorithms. To that end, define C p as the complexity of solving the power allocation problem (2) and let 1 < α ≤ 2 be the complexity constant for solving the maximum weight clique problem. Furthermore, let T be the number of iterations between the scheduling and power control problems.
As shown in Theorem 1, the optimal solution requires constructing a local power control graph and solving the power allocation for each of its vertices. The graph contains U P B nodes, and so the computational complexity of the proposed algorithm is C p ( U P B ), which scales exponentially with respect to the number of base station and users, but not with respect to the number of resource blocks. The optimal solution proposed in [1] requires the construction of R local graphs and solving the maximum weight clique in the union of these graphs, which produces a total complexity of C p R( U P B ) + α R( U P B ) . The scheduling steps require solving a maximum weight clique in a graph with U B R vertices, which yields a complexity of α U B R . Likewise, the iterative method solves the power allocation and scheduling independently T times, which accounts for a total complexity of T (C p + α U B R ).
IV. SIMULATION RESULTS
This section evaluates the performance of the proposed algorithm in the downlink of a cloud-radio access network The correlation ρ between a couple of channels is given
. Figure 1 and Figure 2 plot the sum-rate in bps/Hz versus the number of users and the number of RRBs in the network for a network with 12 RRBs per BS and 5 users, respectively. The figures consider the correlation cases of ρ = 1 and ρ = 0.8, which reflect the cases of perfectly and highly correlated channel gains, respectively. For perfectly correlated channels. i.e., same channel across all RRBs, the proposed low-complexity algorithm achieves the optimal solution of the joint scheduling and power control problem for all network configurations, as expected due to Theorem 1 result. Figure 1 further shows that for highly correlated channel gains, i.e., ρ = 0.8, the proposed algorithm, which is suboptimal in this case, is not far off from the global optimal solution. Figure 2 particularly shows that, for both cases, the proposed algorithm outperforms the iterative classical approach where the scheduling is updated in an inner loop for a fixed power level, and the power is updated in an outer loop for a fixed schedule. The proposed algorithm also outperforms the scheduling solution which uses the maximum allowable power.
To evaluate the complexity of the proposed solution as a function of the algorithmic running time, Table I summarizes   TABLE I PERFORMANCE AND RUNNING TIME OF THE DIFFERENT ALGORITHMS the performance of the four solutions for different values of the channel correlation ρ. The considered network has 5 users, 3 BS, and 12 RRBs. The iterative algorithm iterates between the scheduling and power control problem 10 times before outputting the solution. The simulations are carried in Matlab on a Windows 10 laptop 2.4 GHz Intel Core i7 processor and 8 GB 1600 MHz DDR3 RAM. It can clearly be seen from the table that the proposed scheme outperforms the other solutions for highly dependent channels, both from complexity and performance perspectives. The proposed algorithm offers lower computational complexity as compared to the optimal solution presented in [1] . It also outperforms the classical iterative algorithm.
V. CONCLUSION This paper proposes a low-complexity solution to the joint coordination and power control in cloud-radio access networks with slow-varying channels. Previous studies show that the jointly coordinated scheduling and power control problem in the considered CRAN can be solved using an approach that scales exponentially with the number of BSs, devices, and RRBs, which makes the practical implementation infeasible for reasonably sized networks. The paper shows instead that the optimal solution can be obtained with a complexity that is independent from the number of available radio resource blocks. Such approach requires the construction of a single power control graph and selecting the vertex with the maximum weight. The suggested algorithm is, therefore, suitable to be implemented in large scale networks. Simulation results reveal the optimality of the proposed solution for slow-varying channels, and show that the solution performs near-optimal for highly correlated channels.
