A new model for representing sentence-length distributions is suggested in equation (8) which is a special case of equation (2), with parameter y = -2 known a priori.
INTRODUCTION
THE first substantial investigation on sentence-length as a statistical tool to be used in deciding disputed authorship was published by Yule in 1939. Simple statistical indices such as the average number of words per sentence and the standard deviation of sentence-lengths were employed. Yule did not suggest a particular mathematical distribution model. Later (Yule, 1944) he explored word-frequency of an author in addition to sentence-length. Although Yule mentions in that book the negative binomial, he discards this distribution model as totally inadequate for representation of word frequencies and sentence-lengths. Williams (1940 Williams ( , 1970 suggests and uses the lognormal distribution as a model for sentence-length. To verify lognormality, Williams plots the observed cumulative percentage frequencies of sentence-lengths on log-probability paper in the hope that these plots will approach a straight line. No x2 tests are given for any of Williams's examples. Wake (1957) , who discusses sentence-lengths in works of Greek authors, also makes use of the lognormal distribution by superimposing the observed histograms of the logarithms of sentence-lengths over the "expected" normal distributions. No x2 tests are given.
The authorship of Greek prose is again investigated by Morton (1965) who works with distribution-free statistics such as the mean, the median, the quartiles and the deciles.
Mosteller and Wallace (1963), in their study of the authorship of the Federalist papers, came to the conclusion that the mean and standard deviation of sentencelength was of no help in solving disputed authorship. In their particular research Mosteller and Wallace found the mean and standard deviations of sentence-length to be virtually identical for Madison and Hamilton. It can be shown, however, that two discrete distribution models, with the same first two moments, may have entirely different shapes. For example, the negative binomial may be J-shaped whereas the new distribution discussed in this paper may be unimodal with a mode far away from zero, although the same mean and standard deviation are common to both models. Furthermore, the other investigators mentioned previously, have shown that some authors differ decisively in mean sentence-lengths.
It would be of great help to have a reasonable mathematical distribution model for sentence-length in order to sharpen our statistical tools, not only with respect to the enhanced power in significance testing but also to investigate the shape of the sentence-length distribution. In addition, a few pertinent statistical indices could be used to express sentence-lengths instead of showing massive tables of frequencies of the number of words in sentences.
The lognormal model suggested by Williams and used by Wake must be rejected on several grounds: In the first place the number of words in a sentence constitutes a discrete variable whereas the lognormal distribution is continuous. Wake (1957) has pointed out that most observed log-sentence-length distributions display upper tails which tend towards zero much faster than the corresponding normal distribution. This is also evident in most of the cumulative percentage frequency distributions of sentence-lengths plotted on log-probability paper by Williams (1970) . The sweep of the curves drawn through the plotted observations is concave upwards which means that we deal with sub-lognormal populations. In other words, most of the observed sentence-length distributions, after logarithmic transformation, are negatively skew. Finally, a mathematical distribution model which cannot fit real data-as shown up by the conventional x2 test-cannot claim serious attention.
THE MODEL
It has been pointed out by some of the writers mentioned previously that sentence-lengths are not randomly distributed throughout a given text written by a certain author. A tendency of some serial correlation between the lengths of successive sentences has been observed. This points to "clustering" and one immediately thinks of some compound Poisson process seeing that the underlying distributions must be discrete.
Recently, Sichel ( 
In general, all moments exist as long as 0 < 1. If y is known a priori, maximum likelihood estimators for parameters cx and 0 are available (Sichel, 1971 ). They are not required for the purpose of this investigation as sentence-length distributions are not excessively skew.
The first two probabilities (for r = 0 and r = 1) are derived from equation (2) as 
In (12) and (13) # and a' are moment estimators of population parameters 6 and cx, f is the average sentence-length in the sample and 6 is the index of dispersion in the sample. For the type of skewness encountered in sentence-length distributions, estimators 6 and &l are reasonably efficient.
Strictly speaking, the sentence-length model in equation (8) 
It follows that the sampling distribution of the mean has the same form as the original population (8) but with parameter ax replaced by noa and the arithmetic mean f advancing in steps of 1/n. This property of population (8) is of considerable help in hypothesis-testing concerning the population mean.
APPLICATION Several observed sentence-length distributions reported in the literature and taken from Greek, Latin and English texts were fitted to the distribution shown in equation (8).
As mentioned before, zero-truncation was unnecessary as the expected frequencies at r = 0 were small. For the purpose of the x2 test, the expected frequencies were included in the first cell, i.e. the class containing 1-5 words.
Starting with examples from English authors the sentence-lengths from Macaulay's writings (Yule, 1939 ) are fitted to distribution (8) in Table 1 . The fit is satisfactory. In contrast, the negative binomial does not represent these data as indicated in the last column of Table 2. The total x2 is 79-927 as compared to 16-846 for the new distribution model. The same tail-end grouping was used for both models. The deviations of the negative binomial from the data (and from distribution (8)) follow a systematic pattern although both distributions were fitted with the identical sample means and variances. At the start of the curve the negative binomial yields much larger frequencies. The position is reversed for the occurrences, at 6 < r<25. Once again the negative binomial frequencies exceed those of the new distribution in the range 26 <r ?65. Finally, in the upper tail for r>66, the negative binomial tends more rapidly to zero, that is the new distribution has the longer tail. In Table 2 Negative binomials were also fitted to the two observed frequency counts in Table 3 The systematic deviations of the negative binomials from the data and the new distribution were very similar to those described in the discussion on Table 1 . In short, the negative binomial distribution cannot take on the shape of observed sentence-length frequency counts. The data discussed so far display a concave upward curvature if plotted as a c.d.f. on log-probability paper. Some sentence-length distributions do approach a straight line on log-probability paper. To check whether such cases can be represented satisfactorily by distribution (8), two frequency counts given by Wake (1957) were fitted to (8) and they are shown in Table 4 . The first example refers to sentencelengths from Timaeus by Plato and the second comes from the Hippocratic Corpus, Regimen in Acute Diseases. As shown in Table 4 , both observed frequency counts are well fitted by the new model. Yule (1939) discussed the authorship of the Latin essay De Imitatione Christi whose author is unknown. He came to the conclusion that Jean Charlier de Gerson is unlikely to have written this work. In Table 5 the sentence-length distribution for the combined two samples from de Gerson's works, as quoted by Yule (1939) , is fitted to the distribution (8). Bearing in mind that the sample size is n = 2,417, the fit is fair [P(X2) = 041 for 17 degrees of freedom]. Most of the contributions to total x2 come from two cells only, that is 1-5 words and 46-50 words per sentence. But for these two deviations from theory, amounting to a x2 contribution of 13X888, the fit would have been excellent.
