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ABSTRACT
The spectroscopy of faint planetary-mass companions to nearby stars is one of the main challenges that new-generation high-contrast
spectro-imagers are going to face. However, the high contrast ratio between main-sequence stars and young planets makes it difficult
to extract a companion spectrum that is not biased by the signal from the star. In a previous work we demonstrated that coupling long-
slit spectroscopy (LSS) and classical Lyot coronagraphy (CLC) to form a long-slit coronagraph (LSC) allows low-mass companions
to be properly characterized when combined with an innovative a posteriori data analysis methods based on the spectral deconvolution
(SD). However, the presence of a slit in the coronagraphic focal plane induces a complex distribution of energy in the Lyot pupil plane
that cannot be easily masked with a binary Lyot stop, creating strong diffraction residuals at close angular separation. To alleviate
this concern, we propose to use a pupil apodization to suppress diffraction, creating an apodized long-slit coronagraph (ALSC). We
show that this concept allows to look closer from the star, at deeper contrast, which enables the characterization of fainter substellar
companions. After describing how the apodization was optimized, we demonstrate its advantages with respect to the CLC in the
context of SPHERE/IRDIS LSS mode at low resolution with a 0.12′′ slit and 0.18′′ coronagraphic mask. We performed different sets
of simulations with and without aberrations, and with and without a slit to demonstrate that the apodization is a more appropriate
concept for LSS, at the expense of a significantly reduced throughput (37%) compared to the LSC. Then we performed detailed
end-to-end simulations of the LSC and the ALSC that include realistic levels of aberrations to obtain several datasets representing 1 h
of integration time on stars of spectral type A0 to M0 located at 10 pc. We inserted the spectra of planetary companions at different
effective temperatures (Tef f ) and surface gravities (log g) into the data at angular separations of 0.3′′ to 1.5′′ and with contrast ratios
from 6 to 18 mag. Using the SD method to subtract the speckles, we show that the ALSC brings a gain in sensitivity of up to ∼3 mag
at 0.3′′ over the LSC and that both concepts are essentially equivalent for separations larger than 0.5′′. The gain at small separation
is the result of suppressing of the bright Airy rings that are difficult to estimate at very small angular separations because of the PSF
chromaticity. The improved sensitivity is confirmed by extracting the simulated companions spectra from the data and comparing
them to libraries of models to determine their Tef f and log g. Using a restoration factor that quantitatively compares the input and
output spectra, we show that the ALSC data systematically leads to better quality spectra below 0.5′′. In terms of Tef f , we demonstrate
that at small angular separations the limit with the ALSC is always lower by at least 100 K, inducing an increase in sensitivity of
a factor up to 1.8 in objects’ masses at young ages. Finally, for the determination of log g, we show that the ALSC provides a less
biased estimation than the LSC.
Key words. instrumentation: adaptive optics – instrumentation: high angular resolution – techniques: spectroscopic – methods:
numerical – stars: planetary systems
1. Introduction
The number of imaged planetary-mass companions to main-
sequence stars is increasing steadily thanks to significant im-
provements in high-contrast instrumentation and data analysis
methods, as well as the execution of large-scale surveys tar-
geting young nearby stars to maximize detection chances (e.g.
Chauvin et al. 2010; Vigan et al. 2012b). When it comes to char-
acterizing the atmospheric (composition, cloud properties, etc.)
and physical (effective temperature – Tef f , surface gravity –
log g, radius, mass, luminosity) properties of these low-mass
companions, it becomes essential to obtain high signal-to-noise
ratio (S/N) emission spectra that can be compared to libraries
of synthetic or empirical atmosphere models and that eventually
lead to a better calibration of the models.
To reach the very high contrasts needed to detect young gi-
ant planets, forthcoming instruments (e.g. Macintosh et al. 2008;
Beuzit et al. 2008) will couple extreme adaptive optics systems
(Angel 1994; Stahl & Sandler 1995) and high-efficiency coron-
agraphs (see Guyon et al. 2006 for a review), the combination of
which is essential to achieve very high correction of the atmo-
spheric turbulence in the near-infrared and to obtain an optimal
extinction of the star and the diffraction. Back-end scientific in-
struments behind these systems will provide an advanced means
of characterizing the detected planets, such as diffraction-limited
integral field spectroscopy (IFS, e.g. Antichi et al. 2009), long-
slit spectroscopy (LSS, e.g. Vigan et al. 2008), or polarimetry
(e.g. Joos et al. 2011).
In our previous work (Vigan et al. 2008) we studied the
combination of LSS with a classical Lyot coronagraph (CLC),
thereby creating a long-slit coronagraph (LSC), for the instru-
ment SPHERE/IRDIS (InfraRed Dual Imaging Spectrograph,
Dohlen et al. 2008). In high-contrast applications, LSS has some
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significant advantages over IFS, since the use of lenslet arrays in
the latter generally limits the field of view (. 2′′), the spectral
bandwidth (. 1 µm) and/or the resolution (. 50). Such limita-
tions do not affect LSS, but there are others that are intrinsic to
the use of a slit combined with a Lyot coronagraph in the same
focal plane. In imaging with a Lyot coronagraph, the circular
pupil with central obscuration and spiders produces a highly ax-
isymmetrical energy distribution in the Lyot pupil plane that is
easily masked with a circular Lyot stop (with oversized central
obscuration and spider masks). In the case of LSC, the introduc-
tion of a slit in the coronagraphic plane completely redistributes
the energy in the Lyot pupil plane such that the use of an ax-
isymmetric Lyot stop becomes useless, as we demonstrate later
on.
There are two possible solutions to this problem. The first
one is to introduce a very complex, non-axisymmetric Lyot
stop that would significantly decrease the instrument through-
put. The second one is to get rid of the need for a Lyot
stop with the use of an optimized apodization that will con-
centrate the stellar light within the central peak, rather than
eliminating it. Such an apodization is obtained either by mul-
tiplication of the entrance pupil with a smooth/continuous
function (Nisenson & Papaliolios 2001; Gonsalves & Nisenson
2003; Aime 2005) or by using a shaped/binary pupil function
(Kasdin et al. 2003; Vanderbei et al. 2003a,b, 2004; Aime 2005).
In this case, the diffraction rings of the stellar PSF are consider-
ably reduced, resulting in higher contrast in the search area, but
an opaque coronagraphic mask is still required to mask out the
brighter central peak. A concept where it is not possible to in-
troduce a Lyot stop in the optical path – for optomechanical or
physical reasons – has already been proposed for the instrument
GTC/FRIDA, and was dubbed the Stop-Less Lyot Coronagraph
(SLLC, N’Diaye et al. 2007, 2008).
In Vigan et al. (2008) we showed that the use of the LSC
resulted in strong diffraction residuals at very small angular sep-
arations (0.2′′–0.5′′), which decreases the characterization capa-
bilities in this very interesting range where the next-generation
high-contrast imagers are supposed to give their full potential.
That is why the use of a device that truly suppresses the diffrac-
tion residuals over a wide spectral range appears crucial for ob-
taining LSS data limited by the speckle noise at small angu-
lar separations. In the present work, we thus compare two ap-
proaches: the LSC and the combination of the SLLC with LSS,
which produces an apodized long-slit coronagraph (ALSC).
First, in Sect. 2 we describe the SLLC and how it compares
with an optimized CLC in imaging and when a slit is introduced
in the coronagraphic focal plane. Then in Sect. 3 we present the
end-to-end simulations that we have performed to produce re-
alistic high-contrast data for the LSC and the ALSC in an in-
strument similar to SPHERE/IRDIS. In Sect. 4 we compare the
two concepts in terms of speckle noise attenuation with the data
analysis method described in Vigan et al. (2008), and finally in
Sect. 5 we demonstrate the gain of using ALSC in terms of spec-
tral extraction and characterization of planetary-mass compan-
ions.
2. Stop-less Lyot coronagraph
2.1. Interest of the SLLC
Pupil apodization suppresses the diffraction pattern of the tele-
scope by concentrating most of the energy of the PSF inside a
central peak rather than inside the Airy rings. The use of a focal
plane opaque mask is, however, still required as an antisaturation
and stray-light control device. As long as this mask fully covers
the central peak of the apodized PSF, diffraction at the mask edge
will be minimal, keeping the Lyot stop from being imperative.
In the following, we use the term stop-less Lyot coronagraph
(SLLC), previously introduced by N’Diaye et al. (2007, 2008),
to refer to the combination of such a pupil apodization and a
focal plane mask.
In the IFS mode of FRIDA, the forthcoming spectro-
imager for the adaptive optics system of the Gran Telescopio
Canarias (GTC, López et al. 2007), upgrade paths for high-
contrast imaging using Lyot or phase spots and pupil masks
have been considered in the design. APLC was one of the coro-
nagraphic configurations proposed for FRIDA (N’Diaye et al.
2007). Unfortunately, optomechanical constraints make the im-
plementation of a fully fledged APLC with an apodizer, focal
plane mask, and Lyot stop impossible. A pupil plane suitable
for introducing an apodizer is available, but the following fo-
cal plane will contain the image slicer optics associated with the
integral field spectrograph. Even though an opaque focal plane
mask could conceivably be introduced in the plane of the slicers,
the following pupil image would be spread out due to diffrac-
tion at the slicers, and the use of a Lyot stop in the following
pupil plane would therefore be inefficient. Also, mechanical con-
straints of the FRIDA concept makes high-precision positioning
of a Lyot stop impossible.
We note that similar constraints exist in the LSS mode
of SPHERE/IRDIS. Here, the slit, which includes a stellar
blocker in the center, is located in the coronagraphic focal plane
(Dohlen et al. 2008). The diffractive spread of the pupil in the
direction perpendicular to the slit has been observed well in
simulations, and although a Lyot stop is present in the spec-
trograph pupil, its efficiency is limited. The use of a suitable
apodizer, as proposed by the SLLC concept, may provide im-
proved efficiency in the mode considered for these instruments
since its transmission function is optimized to minimize starlight
leaks inside the Lyot plane. This apodizer could also represent
an interesting solution for E-ELT/EPICS, since apodization is
currently considered as a baseline for diffraction suppression
(Vérinaud et al. 2010).
The SLLC concept includes important advantages over most
classical coronagraphs. First, provided the apodizer transmission
is spectrally gray, the apodizer efficiency is perfectly achromatic.
Second, the optical system can be significantly simplified by
omitting of intermediate image and pupil planes. Third, optical
surfaces located in the focal plane can be avoided. In conjunc-
tion with a Lyot stop, they have been shown to severely limit
the efficiency of spectrally based speckle calibration techniques
(Vérinaud et al. 2010).
Several pupil plane amplitude masks have already been pro-
posed, as mentioned in the review of apodization designs. We
focus our work here on continuous rather than binary apodiz-
ers. Simplicity of fabrication and better throughput are often re-
ferred to as the main advantages of binary over smoothed apodiz-
ers. However, in its Radon approach to compare binary and
smoothed apertures, Aime (2005) underlines that binary pupil
apodizers spread light uselessly in some directions contrary to
the continuous apodizations. Most of these smoothed apodizers
were designed for unobstructed apertures. Nevertheless, 8–10 m
class telescopes usually have an on-axis secondary mirror, the
shadow of which is projected on the primary mirror, leading to
a pupil with central obscuration. In the following, we describe
the computation of the SLLC apodizer, considering the possible
presence of a central obscuration.
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2.2. Generation of the apodization
For calculating apodizer transmission profiles,
Gonsalves & Nisenson (2003) developed an algorithm that
optimizes the design of a classical pupil apodizer to reduce the
bright diffraction rings of a star image. The general method can
theoretically be used for any telescope aperture geometry, but
in their paper the authors did not address the case of centrally
obstructed aperture. We computed the SLLC apodization,
adapting this algorithm to the case of the VLT pupil. In the
following, we describe the scheme of the algorithm, summarized
graphically in Figure 1. For the sake of clarity, we omit the
spatial coordinate r, its modulus r and the wavelength λ in the
equation below, and F denotes the Fourier transform operator.
Φ(k) denotes the apodizer transmission function at iteration
k. The complex amplitude of the field in the entrance pupil plane
Ψ
(k)
A can be expressed as follows:
Ψ
(k)
A = PΦ
(k) , (1)
in which P defines the telescope aperture shape.
The PSF is the squared Fourier transform of the previous ex-
pression. Since it deals with apodization, we aim to concentrate
most of the starlight in the core and first two or three bright rings
of the PSF, thus reducing the luminosity in its following bright
rings so as to ease the observation of planetary companions in
the search area. To reach this goal, we filter the previous ampli-
tude with a mask W whose transmission is non-null inside the
mask area and 0 outside. Therefore, the complex amplitude in
the following focal plane Ψ(k)B can be written as
Ψ
(k)
B = F
[
Ψ
(k)
A
]
×W . (2)
Since the Fourier transform calculus of Ψ(k)A is only required in-
side the mask area, we can perform the semi-analytical method
using the matrix Fourier transform proposed by Soummer et al.
(2007) instead of the traditional fast Fourier transform to achieve
a faster computation of this algorithm.
Finally, the apodizer transmission function at iteration k + 1
is given by
Φ(k+1) = F
[
Ψ
(k)
B
]
. (3)
A filterΩ can be introduced here to smooth the apodizer shape as
mentioned by Gonsalves & Nisenson (2003). In our final com-
putation of the apodizer, we kept this function equal to 1 because
various tests showed that no significant improvement on the per-
formance could be obtained by varying this function.
These operations are repeated iteratively until reaching a sat-
isfying apodizer. An initial apodizer shapeΦ(0) can also be intro-
duced in the algorithm as suggested by Gonsalves & Nisenson
(2003) but the starting point was not important in our simula-
tions to obtain our solution.
As an illustration, we compute the SLLC apodizer for
SPHERE/IRDIS, considering an opaque mask of 0.18′′ angu-
lar radius on sky, or equivalently 4.53λ0/D at λ0 =1.59µm, see
Figure 2. VLT spiders were not considered in the optimization
to avoid an asymmetric apodization shape.
2.3. Comparison SLLC/CLC
We now estimate the performance of SLLC and compare it to
that of CLC, first addressing the imaging mode and then the slit
mode. In the following numerical simulations, we consider the
VLT pupil with its spider vanes and a central obscuration of 14%
FT FT-1
Initial
guess Φ(0)
within the 
mask W
ΨA
(k)
ΨB
(k)
Φ
(k)
Φ
(k+1)
Entrance
pupil P
Fig. 1. Schematic illustration of the basic algorithm for comput-
ing the SLLC apodization.
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Fig. 2. Radial profile of the SLLC intensity apodization op-
timized for SPHERE/IRDIS and an opaque mask of radius
4.53λ0/D. The throughput is 37%. The dashed lines delimit the
pupil of the VLT.
of the telescope diameter, a 0.18′′-radius focal plane opaque
mask as in SPHERE/IRDIS for both concepts, and a 0.12′′-width
slit, and we assume observations in H-band (λ0 = 1.594 µm).
Lyot stop refers to the outer pupil stop, while the percentage for
inner and outer stops indicates the fraction of the entrance pupil
size.
In the presence of an inner stop, a spider stop is introduced
with a size corresponding to that of the re-imaged spider vanes.
For a given concept and pupil stop configuration, the intensity
profiles of the coronagraphic images are normalized with respect
to the intensity peak of the images without an opaque mask. The
intensity level is estimated by averaging the coronagraphic pro-
file over an annular ring of 0.04′′ (λ0/D) width at a given angular
separation. As a first step, no aberrations are introduced in the
system.
We plot the radial intensity profiles of the coronagraphic im-
ages with CLC and SLLC in Fig. 3 for the imaging mode and
we consider different relayed pupil stop configurations for each
concept. To allow further comparisons, the curves are extracted
from a direction outside the orientation of the spider diffraction
effects, following that of the slit in slit mode.
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Fig. 3. Radial intensity profiles of the coronagraphic images with CLC (left) or SLLC (right) for different Lyot stop configurations
(see legend in figures for description) in imaging mode (no slit). The vertical line represents the opaque mask radius.
In the right-hand plot of Fig. 3, SLLC without pupil stop
reaches an intensity level of 2.2×10−7 at 0.25′′ and slightly lower
values with a pupil stop having null (black) or 20% (blue) central
obscuration. In the latter configurations, the residual light within
the re-imaged opaque mask is due to the pupil stop diffraction.
Although slight performance improvements are observed with a
relayed pupil stop, our concept retains a good ability to remove
starlight without this device.
The left-hand plot of Fig. 3 displays the performance of CLC
for different central obscuration stop sizes and an outer pupil
stop with a size of 92% of the entrance pupil diameter as in the
SPHERE/IRDIS LSS mode to mostly eliminate the diffraction
due to the focal plane mask. The contrasts in the presence of a
centrally obstructed pupil stop prove larger than in the case of
a clear pupil stop, underlining the interest in the inner stop for
removing the diffraction due to the entrance pupil obscuration.
Additional tests showed little impact of the inner stop size on
the overall coronagraphic performance for values beyond 20%,
which remained larger than the 14% entrance obscuration diam-
eter. A common intensity level of 7.7× 10−5 is reached at 0.25′′,
which proves to be higher than the SLLC value and thus shows a
favorable comparison for our concept with respect to CLC with
any pupil stop configuration.
In slit mode, the addition of a slit to the coronagraphic mask
in the focal plane leads to light diffraction in the direction per-
pendicular to the slit in the relayed pupil plane for both SLLC
and CLC concepts, see Fig. 4 bottom frames. Compared to the
imaging mode (top frames), the light distribution is no longer
axisymmetric, making a circular pupil stop useless. In addition,
there is much less residual light left in both imaging and slit
modes with SLLC than with CLC, underlining the efficiency of
our concept.
The uselessness of a pupil stop in slit mode is confirmed with
the analysis of the coronagraphic intensity profiles that are gen-
erated by averaging the images along the slit width (see Fig. 5).
Equivalent performance is obtained between the different pupil
stop configurations for each concept, and no major difference
is observed compared to the imaging case: intensity levels of
2.2 × 10−7 and 2.0 × 10−4 are achieved respectively with SLLC
and CLC at 0.25′′. Our concept performs better than CLC while
offering promising contrast gains in slit mode with no aberra-
tions.
Is this assertion still valid in the presence of quasi-static aber-
rations? To answer this question, we numerically simulated both
SLLC and CLC in the presence of wavefront errors, assuming
one phase screen in the entrance pupil plane with a ν−2-power
spectral density where ν denotes the spatial frequency. Figure 6
displays coronagraphic intensity profiles for different amounts
of aberration. For small aberrations (<10 nm RMS), SLLC is
more sensitive to phase errors than CLC owing to its better ulti-
mate performance, but it still remains more efficient than CLC.
At higher aberrations (≥ 50 nm RMS), SLLC and CLC contrasts
prove almost equivalent, as expected since diffraction suppres-
sion systems are all equivalently inefficient for large aberrations.
3. High-contrast spectroscopy simulations
For applications to LSS, we compare the LSC and the ALSC
using more detailed end-to-end simulations of realistic high-
contrast data for both designs. The overall instrumental de-
sign is that of VLT/SPHERE with a coronagraphic long-slit
mask in the IRDIS science module. As in our previous work,
we use a diffractive code written in IDL based on the CAOS
(code for adaptive optics systems) problem-solving environment
(Carbillet et al. 2004) with a package specifically developed for
VLT/SPHERE simulations (Carbillet et al. 2008).
The code differentiates the simulation of the instrument
(Sect. 3.1), which generates the normalized data, and the sim-
ulation of the photometry (Sect. 3.2), which use the normalized
data to generate realistic observations in terms of photometry
and noise.
3.1. Simulation of the instrument
The code handles the simulation of the full instrument taking
multiple sources of optical aberrations into account. The content
and details of the SPHERE simulation package have been de-
scribed previously in Carbillet et al. (2008, 2011), but we recall
below the important steps and details of the simulations.
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Fig. 4. Energy distribution in the relayed pupil-planes for both concepts in imaging and slit modes. From left: focal plane mask
transmission function, light distribution in the relayed pupil plane with CLC (middle), and SLLC (right). Top and bottom frames
correspond to imaging and slit modes, respectively. The size of the entrance pupil in the relayed pupil planes is plotted with a thick
dashed circle.
The first part of the simulation is the high-order AO system
(40×40 actuators), which produces the filtered instantaneous at-
mospheric residuals. The working parameters of the SPHERE
AO system are all described in Fusco et al. (2006) and Petit et al.
(2008), and the ones of interest for the current simulations are
– the V-band star magnitude, which will partly define the over-
all AO system performance. We simulate data for V = 4
(bright star, optimal AO performance) and V = 8 (dim star,
average AO performance);
– the seeing of the observations, which is another driving pa-
rameter for the AO performance. A value of 0.8′′ is used in
our simulations, which represents average observing condi-
tions;
– the instrumental jitter is set to 3 mas, which is the baseline
for the SPHERE instrument. This jitter is chosen randomly
at each realization of an AO-filtered phase screen and is in-
troduced as tip/tilt term into the phase screens.
The simulation assumes that the wavefront sensing and obser-
vations are performed in R-band (λ = 650 nm) and in the near-
IR (Y–K), respectively. The residual errors of the SPHERE AO
system for a V = 8 star and 0.85′′ seeing are on the order of
90 nm RMS.
The second part of the code handles the static aberrations of
the common path optics of the instrument, from the telescope
mirror to the coronagraph plane. The aberrations are introduced
as phase screens explicitely included in the simulation pack-
age or generated from a precalculated power spectrum density
(PSD). The common path optics include the following terms
(Boccaletti et al. 2008): the measured phase maps of the VLT-
UT3 M1, M2, and M3 mirrors, for which low frequencies have
been filtered out to take the effect of the AO system into account
(28.6 nm RMS), the aberrations introduced by the various optics
(34.5 nm RMS), the calibration of the AO system (7.4 nm RMS),
the propagation (4.7 nm RMS), and the beam shift (8 nm RMS).
In these simulations, the full Fresnel propagation of the wave-
front is not considered.
The third part of the code handles the simulation of the coro-
nagraph and IRDIS in its LSS mode. For the coronagraph, there
are three important parameters that allow simulation of different
coronagraph designs: the pupil apodization, the coronagraphic
mask, and the Lyot stop. For both the LSC and ALSC, we use a
186-mas radius opaque coronagraph mask (4.53λ/D at 1.6 µm)
at the center of a 120 mas wide slit. The apodization is clear
for the LSC and is set to the apodization function calculated in
Sect. 2 for the ALSC. The Lyot stop is a circular aperture un-
dersized (92%) with respect to the entrance pupil for the LSC,
and there is no Lyot stop for the ALSC. None of the Lyot stops
include spider-vane masking because LSS observations in fixed
field will result in rotation of the entrance pupil for an alt-az
telescope. The entrance pupil is set to a circular aperture with
central obstruction and spider orientation matching those of the
VLT. The code also introduces the aberrations downstream of
the coronagraph (∼30 nm RMS in LSS), the chromatic point-
ing offset introduced by the atmospheric dispersion compensator
(ADC), and a temporal pointing offset term (0.35 mas RMS).
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Fig. 5. Same as Fig. 3 but here, in the presence of a slit. The profiles are obtained with an average of the coronagraphic images along
the slit width.
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Fig. 6. Average intensity profile of the coronagraphic images along the slit width with CLC (left) or SLLC for different values of
static aberrations (see values in figures) with ν−2-power spectral density. The vertical line represents the opaque mask radius.
There is no temporal evolution of the offset other than the 3 mas
jitter taken into account in the simulation of the AO system.
Since we are simulating spectroscopic data, the spectral reso-
lution is defined by the number of simulated wavelengths. We
simulate a low-resolution spectroscopy mode covering Y- to Ks-
band (0.95–2.3 µm), sampled by 100 wavelengths, at an average
resolution R ≃ 60.
Taking all the instrumental effects into account, the level
of quasi-static aberrations reaches ∼55 nm RMS. Additionally,
if we include the level of AO residuals, we reach a level of
∼106 nm RMS. To have independent data sets, i.e. data with
different realizations of the quasi-static aberrations, we perform
five series of simulations with different random seeds for the
quasi-static aberrations. Each series includes simulated data for
both coronagraph designs and for two AO guide stars with V = 4
and V = 8. For each simulation, 100 wavelengths are simulated
to obtain images of the slit covering the full Y to Ks spectral
range. Finally, given the large amount of time needed to perform
each of these simulations, the temporal evolution of the system
cannot be fully simulated (continuous variation of the aberra-
tions, rotation of the entrance pupil, etc.). The only temporal ef-
fects effectively considered are the evolution of the AO-filtered
atmospheric residuals and the instrumental jitter. For each simu-
lation, the final data are obtained by averaging images produced
from 100 decorrelated atmospheric phase screens, which pro-
duces a smooth stellar halo over which the speckles induced by
the static instrumental aberrations are superimposed.
3.2. Simulation of the photometry
The outputs of the diffractive simulation are normalized images
of the PSF and the coronagraphic PSF that need to be scaled to
actual photometric values and combined to produce a spectrum.
A photometric code is used to convert the diffractive output into
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Fig. 7. Average YJHKs contrast of all simulated planets around
G0 (blue), K0 (green), and M0 (red) stars at 10 pc as a function
of Tef f . Three differents colors are used for the three stellar spec-
tral types, while different symbols are used for the log g value.
a realistic observation of a star-planet system. The code takes the
photometry of the objects being observed, the overall instrumen-
tal transmission budget (including the apodizer and the quantum
efficiency of the detector), and different noise sources into ac-
count. These sources are the read-out noise (10 e−/read), the flat
field noise (0.3%, typical accuracy obtained on the Hawaii–2RG
detector flat fields of IRDIS), and the photon noise. Thermal
background from the instrument (∼340 photon sec−1 pixel−1)
and sky are also included. The sky is modeled by a constant
emission below 2 µm and a black body at longer wavelengths
(Léna et al. 1998). The emission values are calculated to match
the typical sky brightness in the near-IR provided by ESO1 (J =
16.5, H = 14.4, Ks = 13.0). The temporal evolution of the OH
lines is not considered in these simulations.
Observations representing one hour of total exposure time
are created that combine various stars and planets. The stars are
G0, K0 and M0 at 10 pc, simulated using standard Kurucz mod-
els (Kurucz 1979; Castelli & Kurucz 2003). The planets cover a
wide range of effective temperatures (Tef f = 400–2000 K) and
surface gravity (log g = 3.5–5.0) values. They are simulated us-
ing the BT-SETTL10 library2 of models (Allard et al. 2010) at
solar metallicity. The planets are introduced at angular separa-
tions of 0.3′′, 0.4′′, 0.5′′, 0.75′′, 1.2′′, and 1.5′′, which translates
respectively to 3, 4, 5, 7.5, 12, and 15 AU for a star at 10 pc.
The simulated observations cover a range of planet/star contrasts
from 6.3 to 17.9 mag (averaged YJHKs contrast). The contrast
of all the simulated planets with respect to G0, K0, and M0 stars
is plotted in Figure 7. Examples of spectra of a 1400 K compan-
ion at 0.4′′ from a G0 star at 10 pc are shown in Fig. 8.
Finally, two essential calibrations were specifically simu-
lated. The wavelength calibration was taken into account by sim-
ulating observations of an extended source (such as an integrated
sphere) illuminated by laser lines at 1.05, 1.20, 1.40, 1.68, and
2.10 µm: a linear fit to the detected positions of the peaks on the
detector was used to attribute a wavelength values to each pixel.
Observation of an A0 spectroscopic standard was also simulated
1 http://www.eso.org/gen-fac/pubs/astclim/paranal/skybackground/
2 http://phoenix.ens-lyon.fr/Grids/BT-Settl/
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Fig. 8. Simulated data with the LSC (left) and ALSC (right) de-
signs representing a 1-hour total integration time on a G0 star
at 10 pc. A fake companion (Tef f = 1400 K, log g = 5.0) has
been introduced at a separation of +0.4′′ from the star (left point-
ing arrow). The dark horizontal band at the center of the spectra
corresponds to the position of the opaque coronagraphic mask,
while the two dark vertical bands around 1.4 and 1.9 µm are
due to the atmospheric absorption. The display scale is identical
for both spectra. Strong diffraction residuals are clearly visible
on either side of the coronagraphic mask for the LSC, while the
apodizer has almost completely suppressed diffraction for the
ALSC.
1.0 1.5 2.0 1.0 1.5 2.0
λ (µm)
-1.5"
-1.0"
-0.5"
0.0
0.5"
1.0"
1.5"
LSC ALSC
Fig. 9. Same simulated data as Fig. 8 after applying the spec-
tral deconvolution data analysis method. The fake companion at
a separation of 0.4′′ is now clearly visible as a horizontal sig-
nal 0.2′′ above the coronagraphic mask position (left-pointing
arrow). Although the diffraction residuals of the LSC have been
attenuated, they are still visible and obviously bias the signal of
the companion.
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Fig. 11. 5σ noise level after SD at all wavelengths, given in mag-
nitude difference with respect to the star, and averaged for all our
simulated data sets. Only the central area between -0.8′′ and 0.8′′
is plotted since the gain of the ALSC is mainly visible at small
angular separation.
for correction of the simulated atmospheric absorption features.
In that case, no coronagraph was simulated since we wanted to
measure the stellar spectrum.
4. Speckle noise attenuation with spectral
deconvolution
When trying to detect faint point sources in the close vicinity
of bright stars, observations are limited by the speckle noise,
which has a higher amplitude than the signal being sought. The
speckles not only limit the ability to detect point sources, but
they also bias any flux measurement made on a detected point
source. When it comes to characterizing exoplanets with spec-
troscopy, the bias should be as low as possible to limit errors
in the spectral analysis. With an IFS, where both spatial and
spectral information is available, a method called the Spectral
Deconvolution (SD) was proposed and successfully tested on
sky (Sparks & Ford 2002; Thatte et al. 2007). We presented an
adaptation of the SD method for high-contrast LSS with coro-
nagraphy (Vigan et al. 2008) and showed that it is efficient at
suppressing the stellar contribution (speckles, halo), leading to
a significant gain in contrast. The method was also successfully
tested on the sky with VLT/NaCo LSS data (Vigan et al. 2012a)
at moderate contrast and angular separation.
Figure 8 shows simulated data for the LSC and ALSC before
applying SD. The LSC spectrum is dominated by the diffraction
residuals at close angular separation within the AO-corrected re-
gion, creating bright oblique lines that completely hide the signal
of the companion simulated at 0.4′′. Thanks to the apodization
that suppresses the diffraction, the ALSC spectrum is dominated
by the quasi-static speckles that are at a much lower level than
the diffraction pattern. In that data the signal of the simulated
companion is easier to detect by eye, but it is still biased by the
presence of the speckles. Then the SD method is implemented
as follows.
1. All spectral channels at λi are rescaled by a factor αi = λ0/λi,
where λ0 is a reference wavelength of 950 nm. The spectrum
obtained is referred to as the rescaled spectrum (see Fig. 2 of
Vigan et al. 2008 for an illustration).
2. A model spectrum of the star is created by averaging the
rescaled spectrum in all spectral channels.
3. Then this model spectrum is fitted in amplitude to all spatial
channels of the rescaled spectrum. During this process, the
signal of the companion is masked in the fit to avoid any bias
(see Sect. 4.2.1 of Vigan et al. 2008). The result is a synthetic
spectrum of the star free of the companion signal.
4. Finally, the synthetic spectrum is subtracted to the rescaled
spectrum to remove the star contribution, and the spectral
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channels are scaled back to their original size to obtain the
final spectrum.
This implementation makes no assumption about the spec-
trum of the star, the companion, or the atmospheric absorption.
Figure 9 illustrates the result of the SD on the LSC and ALSC
data. While in both spectra the signal of the companion now
dominates the residuals, the number of residuals is higher for the
LSC than for the ALSC. The diffraction residuals are still partic-
ularly strong, and we can qualitatively assume that the spectral
extraction of the companion will be more biased from the LSC
data than from the ALSC data.
Indeed, one of the drawbacks of the SD method applied to
LSS data is that because of the PSF chromaticity, speckles or
diffraction residuals that are hidden behind the coronagraphic
mask at short wavelengths may appear outside of it at longer
wavelengths, creating features at small angular separation that
will be extremely difficult to subtract, regardless of the method
employed. For this reason, any instrumental device that will de-
crease the amount of diffraction residuals at close angular sep-
aration will bring a significant advantage to the spectral extrac-
tion.
To quantify the gain brought by SD for the attenuation of
speckle noise, we simulated observations with a bright AO guide
star (V = 4) and without detection noise. This ensures that
we truly are in a regime limited by speckle noise rather than
other sources of noise, in particular at separations above 1.0′′.
Observations were simulated for our five realizations of quasi-
static aberrations to measure the average attenuation. A compar-
ison of the speckle noise attenuation with the LSC and the ALSC
is given in Fig 10. The plots show the level of noise after SD at
1.65 µm for one of the realizations of quasi-static aberrations
with respect to the PSF and the coronagraphic profile. The noise
is calculated in a sliding box with a width equal to the width of
the slit and of height equal to λ/D. For the LSC, the diffraction
residuals are strong on the coronagraphic profile between 0.2′′
and 0.6′′. The 5σ noise level after SD allows reaching 4 × 10−6
(13.5 mag) at 0.5′′, but there is a significant increase for smaller
separation due to the poorly subtracted diffraction residuals: at
0.3′′ a level of only 4 × 10−5 (11.0 mag) can be reached. For the
ALSC, the diffraction is completely suppressed and no residu-
als are visible on the coronagraphic profile. The performance of
SD is thus much better at a separation of 0.3′′, where a level of
2×10−6 (14.2 mag) can be reached, which is 3.2 mag better than
the LSC. At larger separations (≥ 0.5′′), both designs offer sim-
ilar performances, with even a 1.5 mag advantage for the LSC
between 1.2′′ and 1.6′′.
When looking at the full wavelength range close to the star in
Fig. 11, the effect of the diffraction residuals at small separation
for the LSC are visible as oblique lines, which corresponds to
the position of the Airy diffraction rings that have not been com-
pletely subtracted with SD. In H- and Ks-bands, the SD only
allows reaching a contrast of ∼11 mag. Thanks to the apodiza-
tion, the ALSC does not show any sign of diffraction residuals
from Y- to H-band, allowing reaching contrasts of ∼13 mag at
0.3′′. In Ks-band, the contrast decreases to 11 mag because of the
PSF core that is not fully covered by the opaque coronagraphic
mask. This is the case because the ALSC design has been opti-
mized for a wavelength of 1.6 µm, so that above ∼1.9 µm, the
mask becomes too small to hide the PSF core where the apodiza-
tion has concentrated most of the energy. But even in this band,
the area covered by the diffraction ring is small (0.1′′) compared
to the diffraction residuals of the LSC, which extend over at least
0.3′′.
5. Spectral extraction
We have seen in the previous section that thanks to the suppres-
sion of the diffraction, the ALSC offers a better contrast perfor-
mance at a very small angular separation. However, this result
does not fully demonstrate that the ALSC is a better concept
than the LSC for characterizing exoplanets. Indeed, one of the
requirements when doing spectroscopy is to be able to extract a
clean spectrum of the planetary companion, i.e., a spectrum that
is not biased by the signal of the star contained in the speckles.
In this section we demonstrate that the ALSC allows character-
izing fainter, thus cooler, objects than the LSC at very small an-
gular separations. In Sect. 5.1 we explain the methodology used
to quantify the characterization capabilities of the two concepts,
in Sect. 5.2 we detail the results and in Sect. 5.3 we quantify the
ability to evaluate the physical parameters Tef f and log g.
5.1. Method
As explained in Sect. 3, simulations of various planetary sys-
tems were produced, covering a wide range of contrast ratios.
For each combination of star spectral type, planet Tef f , log g,
and angular separation, a fake spectrum is produced using each
of the five simulated data sets. Spectral deconvolution is then ap-
plied to each spectrum to remove the stellar halo and speckles,
and the spectrum of the planet is extracted. For the actual extrac-
tion, the flux in each spectral channel is integrated in a λ/D-wide
aperture centered on the position of the planet. The spectrum of
the spectroscopic standard was extracted with the same proce-
dure and divided by a black body spectrum at the appropriate
Tef f .
Once the planet spectrum is extracted, different means are
available to measure the quality of the extraction. Since our work
is within the realm of numerical simulations, the input spectrum
is perfectly known and can be used as the reference. For this
comparison, we follow Pueyo et al. (2011) and define a restora-
tion factor to quantify the relative spectro-photometric error:
ǫ =
√√
Nλ
Nλ∑
p=1
(
satmp
)2  Ip∑Nλ
k=1 s
atm
k I
ref
k
−
Irefp∑Nλ
k=1 s
atm
k I
ref
k

2
, (4)
where Iref is the input spectrum, I the spectrum extracted af-
ter spectral deconvolution, satm the measure of the atmospheric
absorption derived from the spectroscopic standard, and Nλ the
number of spectral channels. This factor measures how well the
overall shape of the spectrum is recovered, up to a scaling con-
stant. A low value for ǫ denotes a better restoration. The lower
S/N obtained at the wavelengths with strong atmospheric ab-
sorption is taken into account by weighting the measurements
with satm at each wavelength.
We note that the spectral deconvolution is not able to per-
fectly estimate and subtract the speckles in LSS data, leaving
some residuals that are clearly visible in the example of Fig. 9.
Between 0.95 and 1.0 µm, the speckles subtraction appears sig-
nificantly less efficient than at longer wavelengths, inducing a
large flux depletion in the extracted spectrum. Some flux de-
pletion also appears at 2.3 µm close to the edge of the coron-
agraph mask, at the position where some bright Airy rings are
located. The location of these poorly subtracted speckle residu-
als suggest a possible edge effect induced by the finite number
of wavelengths simulated to create the spectra. Given the large
amount of time required to simulate LSS data, we could not in-
vestigate wether this is a purely numerical effect or if there is
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Fig. 12. Restoration factor for LSC (blue) and ALSC (orange) as a function of the average YJHKs contrast of the simulated planets
as increasing angular separations from a G0 star at 10 pc. The 1σ error bars are obtained by introducing the same planets in the 5
independent data sets, at two symmetric positions on either sides of the star (10 measurements in total).
actually a limitation for the SD at the lower end, and less sig-
nificantly at the higher end, of the spectra. A careful analysis of
real, extreme AO, high-contrast LSS data will certainly provide
an answer when such data becomes available. To avoid any arti-
ficial bias in our simulations, the data points below 1.0 µm were
not considered when calculating the restoration factor. Results
obtained when including these data points are almost identical
to the ones presented above, except for notably higher detection
limits in Tef f at 0.5′′. This separation corresponds to the position
of the AO cutoff at 0.95 µm, where the bias is the strongest.
A more physical alternative to evaluate the performance of
both concepts is to compare the extracted spectrum to syn-
thetic libraries of atmosphere models. Spectra are compared to
the libraries AMES-DUSTY (Allard et al. 2001), AMES-COND
(Allard et al. 2003), and BT-SETTL10 (Allard et al. 2010) with
Tef f from 300 to 2500 K and log g from 2.5 to 6.0 to find the
best match using a χ2 minimization. Before calculation of the
χ2, the models from the libraries are convolved with a Gaussian
kernel to smooth their resolution down to that of the simulated
spectrum, and interpolated on the same wavelength grid. Then
they are compared to the extracted spectrum corrected for the
atmospheric absorption. To avoid any bias in the fit from areas
of strong atmospheric absorption, the regions of the spectrum
where the atmospheric transmission is lower than 80% are given
a weight of zero when calculating the χ2. Since our simulated
spectra are not flux-calibrated – i.e., we infer Tef f and log g only
from the overall shape of the spectrum – we add a normalization
constant than can vary freely to minimize the discrepancy be-
tween the spectrum and the model. The final estimation of Tef f
and log g are that of the best-match model in the libraries.
Finally, we note that although the AO cutoff occurs at a sep-
aration of 20λ/D, which translates into ∼0.5′′ and ∼1.2′′ respec-
tively at 0.95 µm and 2.3 µm, we do not exclude or treat the data
located outside of the AO control radius differently. The use of
spectral deconvolution is not limited to the AO-corrected region,
since even outside of this region the halo of the star needs to be
attenuated for a good spectral extraction. It means that the ex-
tracted companion spectrum is taken as a whole, including parts
of the data that are not within the AO control radius. Similarly,
when comparing the extracted spectrum to synthetic libraries of
models, we do not exclude any of the data from the fit based
on its position with respect to the AO control radius. Although
it could be expected that fitting only data within this region
might yield a better estimation of Tef f and log g, Patience et al.
(2012) have shown on VLT/SINFONI data of a dozen substellar
companions that single-band fits provide large systematic errors
compared to multiband fits of the same spectrum. This result is
relevant whether extreme AO is used (as in IRDIS) or not (as
in SINFONI) because the biases in the estimation of the phys-
ical parameters are induced by the single-band analysis, which
necessarily provides less information than a full near-IR multi-
band analysis. To avoid such biases, especially considering that
we use very low-resolution spectra, we perform a multiband fit
for the estimation of the parameters of our simulated objects.
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Fig. 13. Spectral extraction of a companion with Tef f = 1400 K
and log g = 5.0 simulated at 0.3′′ from a G0 star at 10 pc (con-
trast of 10.6 mag) using the LSC and ALSC coronagraphs. The
plot shows input planet spectrum (black, plain), and the extracted
planet spectrum from data simulated with the LSC (blue, dash-
dotted) and the ALSC (orange, dashed). The restoration factor ǫ
has a lower value with the ALSC, denoting a better restoration
of the planet spectrum.
5.2. Results for spectral extraction
The ability to extract a clean spectrum depends on the level of
the planet signal with respect to the level of the speckle noise.
The driving parameters are the overall contrast of the planet with
respect to the star and the angular separation. Indeed, for a given
contrast, the spectrum of a planet at a very small angular separa-
tion will be more difficult to extract than for a planet at several
arcseconds. Figure 12 shows the value of the restoration factor
as a function of the average contrast difference between a G0
star at 10 pc and all the simulated planets in the data. The 1σ
error bars are obtained by introducing each fake planet in the
five independent data sets, at two symmetric positions on either
side of the star (e.g. +0.4′′ and -0.4′′, see Fig. 8), resulting in ten
measurements for each planet.
As explained in the previous section, a smaller restoration
factor denotes an extracted spectrum of better quality. From
Fig. 12 it clearly appears that the ALSC offers a significantly
better restoration of the spectra at small angular separation. The
effect is the most significant at 0.3′′, and slowly decreases up
to 0.75′′ where the restoration factors have identical values for
both coronagraphs. The cutoff of the extreme AO system oc-
curs at ∼0.5′′ and ∼1.2′′ at 0.95 µm and 2.3 µm, respectively,
so in any case the differences between the LSC and ALSC coro-
nagraph should be expected below these separations. With the
LSC, the data at small separation is mostly limited by the diffrac-
tion residuals (i.e. the Airy rings) that are at a higher level than
the quasi-static aberrations, inducing a large bias in the spectral
extraction, thus resulting in a high restoration factor. Since the
ALSC suppresses diffraction, the extraction of the planet spec-
trum becomes mostly limited by the quasi-static speckles, for
which the level is lower than the diffraction residuals but de-
pends on the instrumental aberrations introduced in the data. For
our five different data sets, the amount of aberrations introduced
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Fig. 14. Relative error on the determination of Tef f (eTef f ) as a
function of the restoration factor (top) for all simulated plan-
ets, stars, and separations, and both coronagraphs (LSC in blue,
ALSC in orange). The gray area corresponds to a ±20% interval.
The bottom plot gives the fraction of planets for which eTef f is
within ±20%, as a function of the restoration factor. The restora-
tion factors below which 68% and 95% of the models have eTef f
within ±20% on Tef f are 48% and 10%, respectively.
is identical, but their random seed is different, creating variations
between the data sets.
Finally, Fig. 13 illustrates the difference in restoration be-
tween the LSC and ALSC for a specific case: a companion with
Tef f = 1400 K and log g = 5.0 is simulated at 0.3′′ from a G0 star
at 10 pc (contrast of 10.6 mag) using each coronagraph. For both
coronagraphs, the quasi-static aberrations are identical. When
compared to the input planet spectrum, the spectrum extracted
after SD is restored much better with the ALSC (ǫ = 21.8%)
than with the LSC (ǫ = 92.5%). The LSC spectrum is clearly
biased in Y-, H-, and Ks-bands, with too much flux being sub-
tracted or left over, while the ALSC spectrum does not show any
major spurious features.
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Fig. 16. Distribution of the errors on the determination of log g with the LSC (blue) and ALSC (orange) for all models with ǫ ≤ 48%
at 0.3′′ around G0 (left), K0 (center) and M0 (right) stars at 10 pc.
5.3. Limits on Tef f and log g
To compare the LSC and ALSC in terms of potential scientific
output, it is interesting to study the precision with which the
physical parameters of a planet can be determined, i.e. its Tef f
and log g in our simulations. For this purpose we link the restora-
tion factor to the precision with which the planets Tef f can be de-
termined. The goal is to determine a threshold on the restoration
factor below which the spectrum can be considered as usable
for science, i.e., for determining the physical parameters of the
planet from a low-resolution spectrum.
5.3.1. Threshold
Figure 14 (top) shows the relative error on the determination of
Tef f as a function of the restoration factor for all simulated plan-
ets, stars, and angular separations. The restoration factor and Tef f
were estimated using the procedure described in Sect. 5.1. When
the restoration factor increases, the relative error on Tef f shows a
clear increase going from ±20% to ±100% or more. The cutoff
at −80% is the result of the limited grid of models in Tef f (300–
2500 K) to which we compare the extracted spectrum: the largest
error occurs when a simulated planet at 2000 K is best fitted by
a model at 300 K, resulting in a relative error of −85%. This ex-
treme case will of course occur only at high contrast where the
extracted spectrum is dominated by the residual speckles and
the χ2 minimization is unreliable. Indeed, this lower cutoff is
reached for restoration factors above 100%, which correspond
to spectra that are extremely biased as can be seen on Fig. 13.
When the Tef f is not determined correctly (null error), the grid
step of 100 K induces a minimal relative error of 4% that is vis-
ible on Fig. 14 (top) with an empty range of ±4% around zero.
We chose to consider a threshold of ±20% for the relative
error on Tef f (eTef f ), corresponding to an error of 80 K for the
coldest simulated planet (400 K), which is approximately equal
to the grid step. Figure 14 (bottom) shows the fraction of models
for which eTef f is within ±20% as a function of the restoration
factor. Both coronagraphs show a similar variation: the fraction
of models with eTef f within ±20% is high for restoration factors
below ∼10, and then it steeply declines in the range 10–100%
to reach a fraction of 0.3 at 200. We use this plot to determine
the value of the restoration factor below which a given fraction
of the simulated models has eTef f within ±20%. We want to es-
tablish the range of parameters where most of the models can be
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Fig. 17. Mass of the planets that could be characterized with the LSC (blue) and ALSC (orange) at 0.3′′, 0.4′′, and 0.5′′ from G0
(plain), K0 (dashed), and M0 (dash-dotted) stars at 10 pc, assuming ǫ ≤ 48% (eTef f within ±20% for 68% of the models). The mass
is obtained using AMES-COND evolutionary models (Baraffe et al. 2003). The curves for the LSC and the ALSC above 0.5′′ are
almost identical.
characterized, so we select fractions of 0.68 (equivalent to 1σ for
a Gaussian noise distribution) and 0.95 (2σ), which respectively
corresponds to restoration factors ǫ = 48% and 10%. For exam-
ple, this means that for a simulated spectrum with ǫ ≤ 48%, we
have a 68% chance to determine its Tef f at a precision better than
20%.
As noted above, the distributions of eTef f as a function of ǫ in
Fig. 14 is independent of the type of coronagraph when plotting
all models together. The way the restoration factor is designed
should not allow the value to depend on outside parameters, such
as the star spectral type, the coronagraph, or the angular separa-
tion. However, when separately considering the simulations for
different stars and different separations, we observed some vari-
ations between the LSC and ALSC on the thresholds needed to
obtain a large number of models with eTef f ≤ 20%. But these
variations are artificialy biased by the choice of the star and the
angular separation. Considering a given star and angular sepa-
ration in Fig. 14 is equivalent to setting the level of signal from
the speckles and stellar halo. As we have seen in Sect. 5.2, the
ALSC generally provides lower values of ǫ for given values of
the separation and contrast ratio, so when calculating the fraction
of models with eTef f ≤ 20% in a given bin of ǫ values, the num-
ber of measurements in that bin will be different for the LSC and
ALSC (more points at lower ǫ values for the ALSC), ultimately
biasing the calculation of the thresholds on ǫ. To circumvent this
problem, the thresholds on ǫ have been calculated by combining
all models, stars, and separations, resulting in a large number of
measurements (> 100) in each bin and for each type of corona-
graph.
5.3.2. Estimation of Tef f and log g
In Fig. 15 we plot the lowest Tef f for all models with ǫ ≤ 48%
and ǫ ≤ 10% around G0, K0, and M0 stars at 10 pc, as a function
of angular separation. Models with restoration factors above the
cutoffs are colder (fainter planets), but their eTef f is larger than
20% in absolute value, so they are not considered. The differ-
ence between the LSC and ALSC at small angular separation
that was noted in Sect. 5.2 is clearly visible. At 0.3′′ the ALSC
allows characterizing models that are at least 100 K colder than
the LSC, while at larger angular separations, the difference be-
tween the two coronagraphs decreases or disappears. In both
cases, the largest difference occurs at higher contrast (brighter
stars), which is expected considering that for a bright star, the
diffraction residuals in the LSC will produce higher contamina-
tion and will bias the Tef f estimation more strongly.
The second important parameter that defines the properties
of a given model is log g. In Fig. 16 we represent the distribution
of the errors on the determination of log g, assuming ǫ ≤ 48%,
for models simulated at 0.3′′ from G0, K0, and M0 stars at 10 pc.
In the case of a G0 at 10 pc, the distributions are broad for both
coronagraphs, which means that the determination of log g is not
accurate, but the ALSC reaches a maximum for a null error on
log g, while the LSC is biased toward positive errors on log g.
As the contrast ratio decreases, the distributions for both coron-
agraphs become more peaked around zero. For more favorable
contrast ratios, e.g. for the M0 star at 10 pc, the LSC and ALSC
are equivalent for determining log g.
We note that for determining Tef f and log g in low-contrast
conditions, i.e. bright planets at large angular separation, errors
of up to 20% can occur even for very low values of the restora-
tion factor (Fig. 14). This means that even for high-fidelity spec-
tra extracted from the data, the determination of Tef f can be un-
certain using these very low-resolution spectra. A possible im-
provement would be to consider not only the shape of the spec-
trum for determining of the parameters, but also its overall lu-
minosity and contrast with respect to the star. An improved χ2
taking the flux ratio between the star and the models from the
library into account would give more weight to the models with
a contrast closer to the spectrum extracted from the data, and
possibly limit the errors at low contrast. To remain as general
as possible, we decided to keep the comparison of the extracted
spectra as simple as possible for this work, using only the overall
shape.
Finally, to have a clearer idea of the direct scientific out-
put, the detection limits in Tef f can be converted into a planet
mass using evolutionary models. Figure 17 gives the planet
mass as a function of age at three angular separations, ob-
tained from the Tef f limits with ǫ ≤ 48% from Fig. 15 and
the AMES-COND evolutionary models (Baraffe et al. 2003). At
0.3′′ around a 10 Myr-old G0 star at 10 pc, the ALSC reaches
a mass of ∼5 MJup, compared to ∼8 MJup for the LSC. Over the
whole range of plotted ages and for the different stars, a factor
1.2–1.8 is <maintained in favor of the ALSC at 0.3′′. At larger
separation the advantage of the ALSC mostly wears off above
0.5′′.
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6. Conclusion
High-contrast LSS of faint planetary-mass companions to main-
sequence stars is strongly limited by the quasi-static speckle pat-
tern and the diffraction residuals when using a classical Lyot
coronagraph. The concept of ALSC that we propose is a sig-
nificant improvement over the previous LSC coronagraph, at the
expense of the decreased throughput (37%) induced by the use
of a pupil apodization. The almost complete suppression of the
diffraction enables looking at closer separation and deeper con-
trast. Indeed, the presence of a slit inside the coronagraphic plane
induces a complex energy distribution in the Lyot pupil plane,
thereby preventing the use of a simple Lyot stop. In terms of
astrophrysical output, the ALSC allows detecting much fainter,
i.e., much cooler planets, which necessarily corresponds to lower
masses. Given the various uncertainties on the properties of mas-
sive planets in wide orbits, any instrumental means improving
their spectral characterization is important.
To demonstrate the advantages of the ALSC, the design
was optimized for SPHERE/IRDIS, the upcoming differential
spectro-imager for the VLT. In this configuration, using a 0.18′′
coronagraphic mask with no aberrations, the ALSC provides
a gain of a factor ∼40 over the LSC at an angular separation
of 0.25′′. In the presence of realistic amounts of aberrations
(∼50 nm RMS), the raw coronagraphic contrasts reached with
both designs are equivalent, but the absence of diffraction rings
for the ALSC is a significant advantage for the subsequent sub-
traction of the speckles. For a more practical demonstration, we
introduced the ALSC into detailed end-to-end simulations of the
low-resolution LSS mode of SPHERE/IRDIS. Simulations were
performed to obtain data representing 1 h of integration time on
different stars at 10 pc with simulated planetary companions at
angular separations between 0.3′′ and 1.5′′.
The spectral deconvolution data analysis method was applied
to the simulated data to subtract the stellar halo and speckles be-
fore extracting the companions spectra. Although generally effi-
cient at estimating and subtracting the diffraction residuals, the
SD efficiency is poorer at small angular separation where bright
speckles or diffraction residuals might appear from behind the
coronagraphic mask, creating features that are difficult to esti-
mate. This is why any device that will decrease the amount of
residuals at small angular separation will be an advantage for
the spectral extraction. At small angular separations, we showed
that the amount of diffraction residuals is lower after SD with the
ALSC than with the LSC. At 1.65 µm, the 5σ noise level with
respect to the PSF peak at 0.3′′ reaches 4×10−5 (11.0 mag) with
the LSC and 2 × 10−6 (14.2 mag) with the ALSC. However, at
separations larger than 0.50–0.75′′ both coronographs offer sim-
ilar performances. Over the whole Y to Ks range, we showed that
ALSC allows reaching contrasts up to ∼3 mag deeper at separa-
tions smaller than 0.5′′, even in Ks-band where some diffraction
residuals become significant because of the chromaticity of the
PSF.
The improved sensitivity at small angular separation has a di-
rect impact on the spectral extraction of faint companions spec-
tra. A large number of simulated companions with contrasts
ranging from 6.3 to 17.9 mag were introduce into the data, and
using a restoration factor, which compares quantitatively the in-
put and output companions spectra, we showed that below 0.5′′,
the spectra extracted from the ALSC data are systematically of
better quality than the ones extracted from the LSC data. The
output spectra were all compared to a library of models to es-
timate their values of Tef f and log g. The comparison with the
input values allowed estimating the error on the determination
of these parameters and establishing detection limits in terms of
Tef f around M0, K0, and G0 stars at 10 pc. The results show
that at 0.3′′, the limit with the ALSC is systematically at least
100 K lower, inducing an increase in sensitivity to lower mass
objects at young ages. The improved limits translate into a gain
of a factor 1.2–1.8 on the mass of the objects that could be char-
acterized, which is significant in a range of masses where very
few planetary companions have already been imaged.
Although significant improvements over the LSC have
been obtained with the ALSC using gray apodization, it is
worth mentioning the possibility of using a colored apodiza-
tion (N’Diaye et al. 2012) to improve the performance in very
broad band. We have seen that one of the limitations in the
present work is the chromaticity of the PSF: in Ks-band, the
opaque coronagraphic mask becomes too small to fully cover
the apodized PSF peak, creating residuals in 0.2–0.3′′. The use
of an colored apodization could be explored to decrease the im-
pact of the PSF chromaticity by better constraining the size of
the core at longer wavelengths.
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