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knowledge is assumed to result in increasing returns. This difference in assumptions has a decisive consequence for the steady-state solution: in the early models, the knowledge externality is reflected as a level effect only, in the new approaches, it renders a growth effect. Romer [1986] demonstrates that the key variables externalities, increasing returns in the production of output, and decreasing returns in the production of knowledge are consistent with a competitive equilibrium. The implication is that the new models can explain why per capita incomes may grow without bounds and why, contrary to conventional wisdom, the rate of return to capital may actually increase with rising incomes. Hence, the new models offer an alternative to explain observed income differentials and trade patterns across the world by identifying the key variables within the model. Thus, the question arises whether catching-up and convergence as suggested by the constant-returns-to-scale model, or persistent differences in per capita incomes as a possible, though not necessary outcome of the new models, are adequate descriptions of the real world. One of the first attempts to empirically discriminate between the old and the new approach was made by Romer [1989] by using cross-country data. His findings in favor of the new approach were successfully rejected by Mankiw et al. [1992] , using the same set of data but a constant-retums-to-scale model with explicitly accounting for human capital. Their results and the results in Barro [1991] support the hypothesis of conditional convergence, i.e., poor countries tend to grow faster than rich countries holding constant the determinants of the steady state. Still, Quah [forthcoming] in turn questions this interpretation. He shows that allowing for stochastically time-varying permanent or growth components, economies across the world seem to be converging to a distribution where many remain wealthy and many remain poor. So the profession is left with a full circle ofcross-section results.
Recent time series analyses seem to provide more clear-cut answers. They seem to support the new models, especially because the evidence refers to a small number of industrialized countries which are obviously not too different with respect to their discount rates, their population growth, their production technologies, and their institutional framework. Therefore, here at least the concept of conditional convergence should apply. De Long [1991] , for instance, finds a strong association between machinery investment shares in GDP and GDP per capita growth over the past century for five industrialized countries. At first sight, this result appears to be inconsistent with the steady-state solution of the traditional model, but not with the possi-ble outcomes of the new models. Bernard and Durlauf [1991] find substantial persistence in the estimated time-series representation of cross-country output deviations which implies no catching-up and no convergence of per capita incomes. This finding, too, can be interpreted as corroborating the new models.
In this paper, I show that the time series evidence does not uniformly support the new models. Using alternative econometric models, I demonstrate that it is not possible to empirically discriminate between the new and the traditional growth models with the data at hand. Theoretical considerations suggest that the results which favor the acceptance of the new models may systematically suffer from a small sampie bias. As a consequence, less restrictive alternative econometric specifications lead to results that are more favorable for the traditional model. Hence, a full circle of results is achieved with time series data as weIl.
Alternative Econometric Approaches to Testing Growth Theories
Consider a Cobb-Douglas production function with three input factors of the form [Mankiw et al., 1992] 
where Y is output, K physical capital, H the stock of human capital, L labor, and A the level of technology, with C( + ß < 1, which implies decreasing returns to each input alone and guarantees the existence of a steady state. Land Aare assumed to grow exogenously at rates n g, and the number of effective units of labor, AtL t , grows at rate n + g. A constant fraction of output, s, is invested, and the rate of depreciation of both the physical and the human capital is b. For ß= 0, the above model reduces to the traditional two-factor growth model. It becomes a "new" growth model for C( + P= 1, which implies that there is no steady state to which the model economy converges, since exogenous shocks have persistent effects within the latter model. The off-steady state properties of the constant-returns-to-scale model can be derived by approximating the steady-state level of output per effective worker, y*. This leads to a formula for the speed of convergence to the steady state, A, which is given by [Mankiw et al., ibid.] dlnYt -;{t = A(lny * -lnYt) ,
Now it is easy to see that the two-factor model predicts a faster speed of convergence than the extended three-factor model. For rx = ß= 1/3, for instance, the model without human capital (ß = 0) predicts a speed of convergence that is two times faster than in the extended model. Assuming (n + g + (5) = 0.06, the halfway time to steady state is about 35 years for the extended model, 6 and about 17 years for the two-factor model. 7 Hence, for testing the steady-state prediction of the traditional model, one has to consider very long time periods. With the two worldwide oil price shocks, the time span since the second world war may mainly reflect off-steady state behavior, and even the whole time span since the turn of the century may not provide sufficient steadystate information, given the additional shocks of the first world war and the Great Depression.
With an increasing-returns-to-scale model as the underlying theoretical framework, one would ignore the distinction between steadystate and non-steady-state behavior and instead would ask whether permanent movements in the per capita income of a certain country are associated with permanent movements in the per capita incomes of other countries. An empirical rejection of this hypothesis is evidence against the constant-returns-to-scale model, since such a result would imply that the per capita incomes of different countries seem to follow independent random walks (possibly with a deterministic trend component) and, therefore, do not converge.
The recently introduced concept of cointegration analysis [Engle and Granger, 1987] provides a relatively simple time-series framework for testing the hypothesis that there are stable long-run relationships between the per capita incomes of relatively poor and rich countries. The existence of such a relationship is a necessary, though not sufficient condition for a catching-up process. However, cointegration tests will provide unbiased estimates for large sampIes only. Put differently, since cointegration tests are designed to estimate stable long-run equilibria, the data at hand have to cover a time span long enough to provide sufficient long-run information. The dilemma for empirieal research is that a given set of data may either be interpreted as reflecting cointegrating relationships or off-steady-state behavior. These alternative interpretations, however, lead to alternative econometric model specifications, null hypotheses, and testing procedures.
Testing for stable long-run relationships between the per capita incomes of different countries requires a relatively flexible econometrie speeifieation. First of all, the functional form of the empirieal model has to be considered. For instance, think of Yl' as representing the log of per eapita ineome in a relatively poor country, and of yr s as representing the log per capita income of a rieh eountry (United States) to which the initially poor country is assumed to catch up and eventually to converge. Then, a linear regression of Yl' on~s and a constant is not an appropriate framework, sinee in this case the estimated parameter value of yr s is a constant elasticity.
8 This specification exludes eonvergenee by definition, beeause it does not allow for a gradual adjustment process which may lead to common (conditional) steady state levels of per eapita incomes.
A less restrictive specifieation whieh could be used for the eonvergenee regression was first suggested by Working [1943] and popularized in applied demand analysis by Deaton and Muellbauer [1980] . This specification reads (3) where y: is the per capita GDP ofthe initially poor country divided by the per eapita GDP of the initially rich country, yr s is the log per eapita income ofthe initially rieh country, c and (J are parameters, and Zt is an error term. 9 The parameter (J is used to compute the "expenditure" elastieity 11i' the elasticity of per capita GDP in the relatively poor country with respeet to the per capita GDP in the rich country: Equation (3) has a straightforward interpretation with respect to catching-up and convergence. A statistically signifieant positive coeffieient indicates that the relatively poor country is eatching up. It follows from (4) that the implication of such a finding is a variable 109 elasticity which asymptotically approaches 1 as the catching-up proceeds. Ifthe regression constant c in (1) is found to be not statistically different from zero, then a variable elasticity approaching 1 means that the hypothesis of convergence in terms of a common per capita income can not be rejected. Alternatively, a statistically significant positive constant means a steady state level ofper capita income in the poor country which is lower than in the rich country, and a statistically significant negative constant means a steady state level of per capita income which is higher than in the rich country (conditional convergence).
Estimation of (1) by OLS will deliver unbiased estimates of the parameters c and 0 as long as this equation represents a cointegrating relationship and no small sampIe bias is present. Testing whether (3) actually describes a cointegrating relationship by one of the procedures suggested by Phillips and Ouliaris [1990] or by the alternative procedure suggested by Schmidt and Phillips [1992] involves an analysis of the residual Zt. The hypothesis of cointegration is rejected if Zt contains a unit root, which is observationally equivalent to a high degree of autocorrelation [Cochrane, 1991] . Still, autocorrelated errors also may indicate a misspecified functional form or a dynamic misspecification. Therefore, a misspecified functional form as weIl as a dynamic misspecification may lead to an unjustified rejection of a cointegrating relationship. The alternative to the cointegration approach is to begin the analysis with a general dynamic model, to employ some diagnostic checks, and then to proceed with parameter estimation.
Consider the autoregressive-distributed lag model (AD 1,1) ofthe form (5) where e t is an independent error term with mean zero and common variance. This model is fairly general in that it encompasses nine alternative dynamic models as special cases [Hendry et al., 1984] . If it is not rejected by a misspecification test, one can be reasonably confident that the long-run parameters have good statistical properties. For the present analysis it is unneccessary to achieve parsimony in the shortrun dynamics by subsequent re-estimation, since the focus here is on the long-run parameters. Wickens and Breusch [1988] suggest that (5) should be transformed in such a way as to allow point estimates of the long-run 
with the long-run parameters
where L1 is the first difference operator and V t is an error term. The major drawback of(6) is that it cannot be estimated by OLS, since the first difference of the LHS-variable will be correlated with the error term V t • Therefore, the appropriate estimation technique is by instrumental variables (IV).
Empirical Results
I confine the analysis to a small set of industrialized countries which are large and of comparable size with respect to their population. The reason is that an empirical test ofthe convergence hypothesis is appropriate only for countries with a similar institutional framework and without geographical peculiarities. Here, it is hoped that particular regional effects may cancel out on average. These countries are Germany, France, Italy, the United Kingdom, and Japan, which are analyzed with respect to catching-up in terms of per capita incomes relative to the United States.
The data for the empirical analysis come from the PWT5 dataset,ll which provides entries for the period . For testing the convergence hypothesis, I use the time series for real GDP per capita in current international prices,12 which is the appropriate measure for an international comparison of standards of living since it allows for deviations in international purchasing power. For each year, this GDP measure is directly comparable across countries.
The empirical analysis starts with testing whether (3) represents a cointegrating relationship. I use three alternative test procedures to check whether the residual Zt contains a unit root: the augmented [Said and Dickey, 1984] , the Zrx test [Phillips, 1987] , and the Schmidt-Phillips test (SP) [Schmidt and Phillips, 1992] . The latter two are less restrictive since they allow for non-i.i.d. errors in the data-generating process of Zt (Zrx test) and for a deterministic misspecification of (3) (SP test). Table 1 contains the results.
Dickey-Fuller test (ADF)
All test procedures indicate that the residual Zt of (3) contains a unit root, since the estimated t-ratios are not smaller than the respective critical values. This finding holds true even if the level of statistical significance is reduced from 5 percent to 15 percent. Therefore, the per capita incomes of the US and the other countries seem to follow independent random walks. Put differently, no stable long-run equilibrium relationship between the per capita incomes of these countries seems to exist. Thus, (3) could be considered as representing an entirely spurious regression, pointing to the non-existence of a catchingup process. This result is compatible with the new growth models, but not with the traditional model, at least for the countries in the sampie. However, as was noted in the previous section, reasonable parameterizations for the traditional model suggest that the cointegration approach may be inappropriate when applied to the time span since the second world war. Hence, (5) is used as an alternative empirical model for testing the catching-up hypothesis.
This alternative empirical analysis starts with diagnostic checks of (5). I test the possible misspecification of (5) by the Plosser-SchwertWhite differencing test (PSW), which needs a minor modification to be applicable for regression equations with lagged dependent vari-ables; 13 and I use the Breusch-Godfrey LM-test 14 (BG) to check for serial correlation in the errors. Table 2 contains the results. The equation for France is rejected by the PSW test. However, this rejection does not necessarily mean that the cointegration approach (equation (3)) represents the relevant empirical model. The rejection mayaiso be due to an implicit higher order dynamic model. Given the relatively small sampie size, testing for higher order dynamic models is somewhat restricted. Therefore, the equation for France is not considered for further analysis. Here, it is sufficient to show that a relatively simple dynamic model (AD 1,1) provides a reasonable alternative to the cointegration approach, which unifonnly rejected the equations for all countries. That is, the equations for Gennany, Italy, Japan, and the UK pass the PSW test, at least at the 1 percent level of statistical significance. Furthennore, all equations pass the BG test at the 1 percent level of statistical significance. Evaluated at the 5 percent level, however, the results point to first-order autocorrelation in the case of Gennany and third-order autocorrelation in the case of the UK, but the estimated F-values do not exceed the critical F-values by far. Hence, (5) can be considered as a reasonable alternative to (3), except for the case of France. 
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The next step in the analysis is to check whether (5) actually describes an AD (1,1) model or aserial correlation model ofthe form y: = c + () Y;'s + U t with U t = eUt-1 + e t .
(7)
Hendry and Mizon [1978] show that this model can be rewritten as
which is equivalent to (5) except for the parameters. That is, if the restriction ß3ß1+ß2=O
holds, then (5) actually describes the serial correlation model of (7). Such a model can be estimated by the Cochrane-Orcutt or the Hildreth-Lu procedure, whereas the AD (1,1) model can be estimated by OLS. I use the likelihood ratio (LR), the Wald (W), and the Lagrangian multiplier (LM) test 15 to check restriction (9), which discriminates between the models. For linear regression models the LR, W, and LM tests are related in such a way that it is generally possible to reject restriction (9) by the W test but not by the LM test. Table 3 shows, however, that for all countries restriction (7) is rejected even by the LM test at the 5 percent level of statistical significance; restriction (9) is rejected at the 1 percent level of statistical significance by the W test. Therefore, the data can be adequately described by an AD (1,1) model, not by aserial correlation model; point estimates of the longrun parameters may be derived from an IV-estimation of (6).
Obviously, the results of an IV-estimation critically depend on the properties of the selected instruments. For instance, a low or a negative R 2 from an IV-regression indicates that something is wrong with the specification of the model or with the selection of the instrument. Therefore, I use two different instruments to estimate (6) Note: The test equations are the following:
where n is the number of observations, RRSS is the sum of squared residuals from equation 5 (estimated by Cochrane-Orcutt) , and URSS is the sum of squared residuals from equation 3 (estimated by OLS). Turning to the long-run parameter estimates, one finds that all countries are catching up to the US, since () is positive in all equations. With this result the non-cointegration finding of Table 1 may be reinterpreted as the acceptance of a possibly false hypothesis. For instance, testing for cointegration by an analysis of the residual Zt of the static model in (3) may involve a relatively high probability of committing a type 11 error when the time span under consideration actually reflects off-steady-state behavior. Then, it will be impossible to statistically discriminate between the hypothesis of a non-stationary residual (no cointegration) and a serially correlated residual (wrong functional form, misspecified dynamics, or serial correlation model).
A unit root in the residuals and a high degree of autocorrelation are observationally equivalent for reasonable sampIe sizes. While the former is consistent with the new growth models, the latter is inconsistent with the traditional growth model only if this model predicts a high speed of convergence to the steady state path after an exogenous shock. However, theoretical considerations and empirical results based on cross-section studies 16 point to a relatively slow rate of convergence: A fair estimate is that an average economy will reach halfway to steady state in about 35 years. Thus, the data used in this paper may mainly reflect off-steady-state behavior. For an empirical analysis of this time span, the implication is to begin with a general dynamic model, and not to give too much weight to the results of cointegration tests, which are valid for large sampIes only. Hence, the failure to find a cointegrating relationship between the per capita incomes of the US and other developed countries does not necessarily support the new growth theories.
The estimates for the regression constant (b), also presented in Table 4 , can be interpreted in terms of the steady state levels of per capita incomes. The statistically significant negative constants for Italy and Japan indicate a higer steady state level ofper capita income in these countries relative to the US, and the positive constant for the UK indicates a steady state level of per capita income below that of the USo The results for Germany depend on the instrument being chosen; a statistically insignificant constant indicates a convergence to the US level of per capita income. Taken together, these results confirm the hypothesis of conditional convergence. They do not necessarily imply, however, a falsification of the new growth models.
I~Conclusion
The basic message of traditional constant-returns-to-scale models of economic growth is that market forces will ensure a catching-up of per capita incomes between rich and poor countries, given that the countries under consideration do not differ too much with respect to their institutional arrangements and time preferences. This message is not necessarily confirmed by the "new" growth models. They can explain why international differences in per capita incomes may persist, even if the countries under consideration have access to the same technology, and the international mobility of capital is not restricted. Thus, the new models predict that market forces alone might not be sufficient to initiate a catching-up process of poor countries.
The time-series evidence based on the newly introduced concept of cointegration analysis seems to support the new models. However, these results are based on a very restrictive econometric framework. Less restrictive model specifications and estimation techniques used in this paper produce results that are more favorable for the traditional model. The catching-up hypothesis cannot be rejected for a number of countries when the econometric model allows for conditional convergence of per capita incomes over time, due to the selection of an appropriate functional form and an explicit modeling of dynamic adjustment processes. This finding shows that the application of an inappropriate econometric approach may easily lead to the acceptance of a probably false hypothesis. Therefore, the empirical evidence does not necessarily support the recommendation of interventionist economic policies to achieve a catching-up process, which is tempting to be derived from the new growth models. But obviously it does not necessarily support the alternative hypothesis as weIl. The time-series evidence is shown to be as inconclusive as the cross-section evidence. Hence, attempts to empirically discriminate between alternative growth models seem to lead to dead ends.
