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Los A lamos Scientific Laboratories, Los A lamos, New Mexico 87545 
The trapezoidal function ~,fe(x), is defined for fixed e E (0, 1] and for ~ u [1, 2] 
byk f~(x)=kfor ]x -  1 i< l -e  and Xf~(x)=X(1 - Ix -  l l ) / ( l -e )  for 1--> 
] x - 1 [--> 1 - e. For a fixed e, this is a one parameter family of endomorphisms of 
Lne interval [0, 2]. The structure of the periods (or cycles) of these mappings is 
studied. In addition, the metric properties of the corresponding bifurcation diagrams 
are considered; in particular, the rate of convergence of a sequence of bifurcation 
points in the (x, 2,) plane is studied. It is shown to be different from that found by 
Feigenbaum and others for mappings which are not fiat at the top. The limiting case 
e = 1 is of special interest. For cycles not containing a point x @ [e,2 - e], the 
period quadruplicates instead of doubling as at does in the usual case_ 
1. INTRODUCTION 
The present paper is a continuation and augmentation of [1]. For the 
convenience of the reader, most, if not all, of the terminology used in the 
earlier paper will be explained here, albeit occasionally in less rigorous form. 
The trapezoid mapping of the title is the broken linear mapping T(x, z, e), 
z --= k/e,  defined on the interval [0, 2] as follows: 
X r = ZX, 0 <~X <z e, 
T(x;z,e): x'=?t, e<_x<_2--e, (1.1) 
x' ---- z(2 -- x),  2 -- e ~< x --< 2. 
Here e E (0, 1] and ~ E [1,2]. For reference, we exhibit the function defined 
by (1.1) in Fig. 1. The transformation T appears to be a two-parameter 
transformation. We will regard it as a one-parameter family of transforma- 
tions with the parameter e fixed in each discussion. 
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The trapezoid mapp ing  T(x, z, e) with z = X /e  = 1.5/0.75 and e = 0.75. 
T(x, z, e) belongs to the class M of transformations first defined in the 
paper of Metropolis, Stein and Stein [15], hereafter referred to as MSS. The 
class M is the class discussed in Section 1.1 of [1]. According to that paper, 
members of this class have a countably infinite collection of limit sets which 
can be ordered on the height parameter X. Associated with each finite 
period containing the unique critical point (or, for flat top structures like the 
trapezoid, the central point of the flat region) is a word over the alphabet 
(R, L) characterizing the periodic orbit and is the list of locations 
(right (R) or left (L)) of the critical point under iterations of the mapping. 
Following MSS, we call these words "patterns." The complete set of 
patterns has been called by Derrida et al. [4] the "MSS sequence," and we 
shall adopt that name in the sequel. 
The main theorem of MSS asserts the existence of this ordered sequence 
for the class M. Since the proof presented in [15] is incomplete, it is of 
interest o investigate special cases for which the proof can be completed. As 
it happens, the trapezoid mapping is one such case; we defer the corre- 
sponding proof to a subsequent paper. 
In our previous paper we proved a property of the period doubling 
sequence which appears to be peculiar to the trapezoid, and perhaps to flat 
top structures in general. The results are in contrast o those found by 
Feigenbaum for mappings which are quadratic in the neighborhood of the 
critical point. In this paper we establish properties of the doubling and 
quadruplicating infinite set of harmonics for the trapezoid when the center 
point x = 1 is not a member of the period or cycle; we also investigate the 
limiting case e = 1, which we call the triangle mapping: L(x, ~) = T(x, z, 1) 
for which there is, strictly speaking, no harmonic structure containing the 
center point x = 1. This leads us to consider the so-called "bifurcation 
diagram" for both T and L. The structure of these diagrams is described in 
detail. 
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2. TRAPEZOID POLYNOMIALS 
2.1. To each pattern in the MSS sequence there corresponds a unique 
polynomial (here called a trapezoid polynomial) in the variable z = ~/e.  
Actually, there is a unique polynomial for every word over the alphabet 
(R, L), but only those words belonging to the MSS sequence are "legal." 
Without going into details, we remark that a "legal word" is a realizable 
pattern of iterates 1 ~ R ~ L ~ . . .  -~ 1 for given e and some value of ~. 
For example, the pattern RL m is realizable for all m --> 0, while the pattern 
RLRL  is not realizable for any pair (e, X). 
This 1-1 correspondence b tween patterns and polynomials is the excep- 
tion rather than the rule, and is one of the principal reasons why trapezoid 
mappings are easier to discuss than quadratic or other analytic mappings. 
For example, the quadratic mapping yields the same polynomial for all 
patterns of the same length; such a polynomial has a large number of 
relevant roots, whereas a trapezoid polynomial has only one. 
2.2. Consider a pattern 
p = RL , .R , ,2L ,3  . . .  
with a total of k - 1 letters. Suitable conditions on the n i will make this a 
legal pattern, and we assume these conditions to be fulfilled. Let ~ be the 
number of R's in P. If 1, is odd, we speak of P as having "odd R parity," 
otherwise "even R parity." The trapezoid polynomial fp(x, z, e) correspond- 
ing to P is a polynomial of order k in the variable z = ~/e.  For 
x E [e, 2 - el, the polynomials have the following structure. 
1. The initial term is ( -  1)~ez k. 
2. If m represents the position of one of the L's, counting from the 
right-hand end of P, the coefficient of z m is zero. 
3. All other powers z s, k > s > 0, are present and have coefficient --+2. 
The constant erm is -x .  The coefficients alternate in sign. 
We see that the structural description amounts to an algorithm for 
constructing fp (x ,  z,  e) ,  given P. The rule is proved using (1.1). 
EXAMPLES. 
1. P = RL : fp (x ,  z ,  e )  --- -ez  3 + 2z 2 -- x. 
2. P = RLR~: fe (x ,  z ,  e )  = ez 6 - 2z  ~ + 2z  3 - 2z2+ 2z - x. 
3. P = RL2R2L:  fp (x ,  z ,  e )  = - -ez  7 + 2Z 6 -- 2Z 3 ÷ 2Z 2 -- X. 
2.3. One consequence of what we should call the "MSS theorem" is that 
the largest real root Zm~ of each trapezoid polynomial determines the 
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unique h = eZma x for which the corresponding iteration sequence x --, R 
L ~ . . . .  x is realized (see the discussion in Section 1 above). These 
periodic sequences are obviously superstable for x G (e, 2 - e), since for a 
legal pattern P of k - 1 letters, 
dT(l"),x;( z, e) = 0 
dx 
by the chain rule. Here, Tk(x; z, e) is the kth iterate of T applied to the 
first argument. If, however, x is not in the flat top region, so that either 
x ~ [0, e) or x ~ (2 - e, 2] then, although periodic solutions still exist, they 
are unstable because I dT/dx I> 1 at every periodic point. For x E [0, e] 
and X ~ [2 -  e, 2] the trapezoid polynomials are slightly different from 
those described in Section 2.2. Choose some pattern P and calculate 
fp(x, z, e) for x ~ [e, 2 - e] by the rule given in Section 2.2. For x -< e, the 
new polynomial differs from the °'standard'' one only in the leading term, 
which must be changed as follows: 
( -  l ) %z ~ --, ( -  1)~xz ~. 
Similarly, for x E [2 - e, 2], we make the replacement: 
(--  1)%z k - - , ( -  1)~(2 -- x)z k. 
As an example choose P = RL. ThenfRL(X, z, e) is given by (x L and x R are 
explained below): 
X E [XL, e] : fRL = --XZ3 -~ 2z2  - -  x ,  
x E [e,2 -- e] :  faL = --ez3 -}- 222 -- X, 
x ~ [2 - -e ,  XR] : fRL= -- (2 - -X )Z  3+2z  2-x .  
(2.1) 
The form of fRL in the left (x ~ [x L, el) and right (x ~ [2 - e, xR] ) 
regions follows from (1.1). To get the indicated limits 0 < x L < x R < 2, we 
proceed as follows. In the equation 
we solve for x, obtaining 
- -xz  3 + 2Z 2 -x  =0,  
2z2 (2.2) 
X - -  - -  
z3+l  
Now the maximum value of h is 2, so the maximum value of z is 2/e.  This 
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gives 
Similarly, 
8e (2.3) 
XL- -  - -  
8+e 3 
- (2 -x )z  3+2z  z -  x=O 
gives 
2z 3 - 2z 2 
X- -  
z 3 -  1 
Setting 7t = 2 we have 
_ 2z2(z  - 1) _ 2z 2 
z 3 -  1 1 +z+z 2" 
(2.4) 
8 
x R - (2.5) 
4 + 2e + e a " 
Similar equations hold for the triangle mapping L(x ,  ~) = T(x; ~, 1): 
8/9 -< x _< 1 : fRL(X, ~, 1) = --X?, 3 + 2~k z -- x, 
I _<X_<8/7 : fRL(X ,h ,1 )= - - (2 - -x )h  3+2h 2 -x .  
(2.6) 
2.4. The polynomials for the triangle mapping are simpler than those for 
the general trapezoid case e < 1, but there are some peculiarities in the 
pattern sequence which must be noted. We recall that the harmonic of a 
pattern P, introduced in MSS, is the pattern PtzP, where/~ = L if P has odd 
R parity, and /z = R otherwise. In the notation of Derrida, Gervois and 
Pomeau [5]--hereafter referred to as DGP- - the  first harmonic of P is P*R. 
For example, the harmonic of RL is RL2RL.  
Remark 1. Feigenbaum [9] and others call P*R a "subharmonic" of P, 
because the period is twice that of P and the frequency half that of P. 
Despite the unchallengeable correctness of this argument, we shall retain the 
original terminology. 
Remark 2. In a paper published in 1963 prior to the MSS paper, 
Myrberg [16] gives the MSS sequence for (in effect) the quadratic mapping 
x' = Xx(1 - x) through k = 10; this, of course, includes harmonics, which 
he explicitly recognizes as such. He also gives a formula for the number of 
patterns of length k in the MSS sequence. This expression is equivalent to 
that of Gilbert and Riordan cited in MSS. Curiously, Myrberg did not 
investigate any other mappings, and hence did not make the conjecture that 
the MSS sequence is, in a sense, "universal." 
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For P = RL2RL  = RL*R ,  the trapezoid polynomial  for x ~ [e, 2 - e] is 
fRL.R(X, Z, e) = ez 6 -- 2z 5 + 2z 2 -- x, and it is easy to show that the largest 
root of fRL*R = 0 is greater than that of fRY = 0. When e = 1, the corre- 
sponding case has x = 1, and fRL.R(I, ~, 1) = ~6 _ 2XS + 2X2 _ 1, which is 
to be compared with fm~(1, X, 1) = -X  3 + 2X 2 - 1. But fRL.R(1, ~k, 1) = (1 
--~t3)fRL(l, )k, 1), SO the harmonic has no new real factors (note that 
fRL(1, )t, 1) = 0 also has h = 1 as a root). As noted in MSS, this situation 
occurs for all harmonic sequences associated with L(1, h): each infinite 
sequence of harmonics "coalesces" with its fundamental.  The proof  follows 
immediately from the recurrence rule for the triangle polynomials of these 
harmonics: 
fp,R(1, X, 1) = (1 -- X~)fp(1, h, 1), (2.7) 
where P is of length k (i.e., has k - 1 letters). 
There are other legal patterns which do not appear in the triangle pattern 
sequence. These are a subset of the "composite"  pat terns- -pat terns  of the 
form W = P 'Q- -where  the only relevant roots of fp,Q = 0 are those of 
fp = O; other roots, if any, do not correspond to any pattern. 
As shown in DGP,  the rule is: 
Let W be an MSS pattern. Then W does not appear in the triangle 
sequence iff 
(a) w = R 
or  
(b) W = R*R 
(c) W= P 'Q ,  P pr imary (i.e., not composite), and 
P > R in the ordering of patterns defined in DGP.  
That R itself does not appear follows immediately from its equation: 
-X  2 + 2X - 1 = 0 = - (X  - 1) 2. One would say that R has coalesced with 
the fixed point X = 1. Of course, the same is true for all the harmonics of R. 
The first omitted pattern which is not a harmonic of any fundamental  is 
RL*RL  = RL2RLR2L. The absence of this pattern follows easily from the 
identity (proved in DGP):  
(X k - 1)f2,o(1, X, 1) = fp(1, X, 1)fo(1 , Xk), (2.8) 
where P has k - 1 letters. For, in addition to the root of fp = 0, fP*o = 0 
has only the root 2t l/k, where hO is the root of fo = 0. As is easily shown, 
)~l/k is not a legal root in this case. Q 
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This construction of the trapezoid polynomials is not the only one 
possible; one can instead use the DGP X-auto expansions to form the 
triangle polynomials and then generalize these in an obvious way. See 
Appendix. 
2.5. The bifurcation diagram. Let us fix the parameter e and choose a 
particular legal pattern P. Then the trapezoid polynomial (Section 2.3) gives 
rise to the equation fe = 0, which we can solve (numerically) for X = ez as a 
function of x. (Actually, except for the determination of X connected with 
x = e, x = 2 - e, it is more convenient o solve for x as a function of X.) 
The resulting plot of X versus x is called a bifurcation diagram. Figure 2 
shows an example for the trapezoid mapping with e = 0.9. Naturally, only a 
few patterns can be exhibited on any one diagram; nevertheless, there is 
enough detail shown in Fig. 2 to suggest he general behavior. (Appearances 
notwithstanding, the only straight line in the figure is that labeled "fixed 
point.") A point (x, X) lying on a curve labeled P indicates that the pattern 
P is realized as a finite period including the point x when the trapezoid has 
height X. 
There are some unusual features of Fig. 2 which will be explained in 
Section 3. Consider, for example, the curves bearing the label P = R *a 
(= R'R), the harmonic of R. For x in the flat section of the trapezoid 
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FIG. 2. Bifurcation diagram for the trapezoid mapping with e = 0 .9 .  
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(x ~ [0.9, 1.1]), there is nothing to remark. The portions of the curve above 
and below this region, however, bear two labels. For the x ~ [1.1, 1.23174], 
the curve is labeled R .2, R .3, while for x E [0.7484, 0.9] the labels are 
R, R .2. The upper curve is indeed the first harmonic R .2 of R; the label R .3 
means that the second harmonic is identical to the first. Similarly, the lower 
curve is that of the fundamental R; the second label means that in this 
region the first harmonic R "z is identical to the fundamental. These facts 
follow from the development given in Section 3. 
An analogous bifurcation diagram for the triangle is shown in Fig. 3; the 
same labeling conventions apply. DGP have proved that the set of apexes 
along x --- 1 is dense; this is in part due to the coalescence of harmonics 
with their fundamentals. In contrast, it appears from Fig. 2 that for e < 1 
each harmonic series covers a continuous interval of the h axis with x in 
e -< x -< 2 - e. This will be discussed in Section 3.5. 
3. RECURSION FORMULAS AND THE ORDERING OF HARMONICS 
3.1. Let fe(x, z, e) be the trapezoid polynomial for some fundamental 
pattern P of length p (i.e., p -  1 letters), and let fp(k)(x, z, e) be the 
1.3 
1.2 
Lo i.J h.2 ~.3 L4  t .5 L.6 t 7 t .8 ~9 2.0 
1.4- I I I I I I I I i i L3 
g - -  .g  
.7 I I I I I I i L_ P 
1.0 I.I t2  1.3 1.4 IS  1.6 I 7 IS  19 20  
e ; I  ~ h 
FIG. 3_ Bifurcation diagram for the triangle mapping (e = 1). 
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polynomial for the k - 1st harmonic. Then, as remarked in [1], the follow- 
ing recurrence rule holds for x = 1" 
fp(k)(1, z, e) - -  --zP2k-2fp(k_l)(1, 2 e) +fp(k_l)(], Z, 1),  (3 .1 )  
or, equivalently: 
Z p )fp(k_l)(1, Z, e) + (-- 1)k+~(1 -- e)z , re(k)(1, z, e) = (1 -- 2k-: ' pzk 2 
(3.2) 
where v is the R parity of P. This can be proved directly from the definitions 
of the trapezoid polynomial  and the harmonic. Note that for the fimiting 
case of the triangle mapping (e = 1) we get 
fp¢k)(1, X, 1) = (1 - X pEk 2)fp(k_o(1, •, 1), (3.3) 
which explains the coalescence of harmonics with their fundamental  men- 
tioned above. 
3.2. Triangle harmonics for x ~ I. Although the triangle harmonics for 
x = 1 are not distinct f rom their fundamentals, for other points x there does 
exist a restricted set of harmon ics - -a  subset of the harmonic series in the 
MSS sequence. To see this, we first define a new quantity: 
rv(,)(X ) --= fe(,)(1, X, 1) + ~p2"-' 21_ 1. (3.4) 
Thus re(,)(h ) is the sum of those terms of fe(n)(X, ~, 1) which are indepen- 
dent of x. Substituting in (3.3), we obtain the recurrence rule 
rp(,)(X) = - (~ p2"-2 - 1)rp( ,_ , ) (h)  + 2X p2" '. (3.5) 
If we further define 
~P(n)(X) , (3.6) Xn(~) =--~p2" 1+ 1 
we observe that the right-hand side is just the value of x < 1 which makes 
the triangle polynomial  zero when n is odd, and similarly for x > 1 when n 
is even. On the other hand, x,+~ = x,  < 1 when n is odd, and x~+ 1 = x,  > 1 
when n is even. 
EXAMPLE. P ---- RL. 
X < 1 ' fP(1) = - -X~3 + 2A2 - -  X, rp(1) ---- 2A  2, 
2X 2 
x , (X)  - A 3 +~.  (3.7) 
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For x > l: 
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fP(2) = X~6 - -  2h 5 + 2h 2 - -  x ,  
X 
_2v(4 - l )  _ 2a :  
~,6-1 ~d+l 
re(2) = (2 - -  x )4  6 - 2~ s + 2~, 2 - x, 
X2(~k) = 242(X 4 -- 43 + 1) 
46+1 
Also 
- -  - x , (4 ) .  
and 
rp(2) = 2)~ 6 - 2~5 + 2~ z, 
(3.8) 
= - -  (2  - -  X )~t  12 -~- 2~ 11 - -  248 + 246 _ 2~5 + 2h2 _ x, 
X3(~k) ~ 2~2(  ~10 - -  49 -~- 46 - -  44 ~- ~k 3 - -  I )  
~12 __ 1 
= 2X2(44 -- 43 + 1) = x2(•). 
46+ 1 
THEOREM 1. (a) For x ~ [XL, 1], fp(>~)(x, 4, 1) = 0 has the same real 
roots as ft,(2m_l)(X ' )% 1) = O. 
(b) For x E [1, xR] , fe(2m+o(x, h, 1) = 0 has the same real roots as 
fP(2m)(X, •, 1) = 0. 
(We shall show how to determine the limits xL, x R below.) 
Proof. The proof requires a lemma: 
LEMMA 1. (a) For x < 1, 
fp(,)(x,  X, 1)=fp(n)(1,  X, 1) + (1 -  x)[1 + (--  1) ' - 'XP2"- ' ] .  
(b) Forx> 1, 
fP ( , ) (x ,X , l )=fmn) (1 ,  X,1)  + (1 - x)[1 + ( -1 ) 'Xp2"  ']. 
This lemma follows from the construction given in Sections 2.1 and 2.2 
(with e = 1). 
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We prove the theorem for x < 1; the proof for x > 1 is analogous. From 
(a) of Lemma 1, 
fp(2,,,)(x, X, 1 )= fp(2,<)(1, X, 1) + (1 - x)[1 -- ~k p22m 1], (3.9) 
Now from (3.3): 
fp(2m)(1, X, 1) (1 -- 2~=-~- = X p )fP(2m_l)(l, X, 1). (3.10) 
Solving for fp(2m)(1, X, 1) in (3.9), we obtain 
fp(2,,,)(x, X, 1) = (1 -- ~.P22"-2)fP(2m_l)(X, ~k, 1) 
- (1 -  x ) (1 -  aP2~"-z)(1 + ~- p22m-2) 
+(1 -- x)(1 -- X p22~-~) 
= (1 -- Xp22m-2)fP(2m_l)(X, 1). (Q.E.D.)  
Theorem 1 states in effect that only every other harmonic occurs for 
points x v ~ 1. It remains to determine the left and right fimits on x for which 
these harmonics can exist. From (3.6) we have 
x,(2)  - rp(,~(2) (3.11) 
2P2. I+  1 
For any fundamental n = 1 corresponding to a legal pattern of p - 1 
letters, [xn(2), 1] is the range of x values for which the even harmonic (odd 
n) of order n - 1 and all lower even harmonics can exist; the range for odd 
harmonics (n even) is [1, x,(2)]. In the example P = RL, we have from (3.7) 
with X = 2, 
Xl(2 ) = 8 /9 ,  
and from (3.8) with X = 2, 
x2(2 ) = 72/65.  
These limits are not symmetrical about the point x = 1 :2  - x 2 
x~ = 0.888. In the limit n -0 oc, however, we find 
lira x,(2)  = 2 - lira x ,_ , (2) .  
= 0.892 4 = 
(3.12) 
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For, setting ~ = 2 in (3,5), we have 
re(n)(2) _ rp(,_ 1)(2 )
2 p2"-' q- 1 2p2"-=q - 1 
2p2 .-~ 
+2 
2P2" - '  q - 1 
(2p2"2+ 1)(2 p2° -2-  1) 
202,, I ~-  1 
Use of (3.6) yields (3.12) as n --, oo. 
We note that x2m+l(2 ) and X2m(2 ) do in fact approach limits as m ~ 0o. 
With x < 1, for example, x2,~+~(2 ) is bounded above by 1 and is increasing, 
so that lim,~_ ~X2m + j(2) exists. To demonstrate the increasing property, we 
show that X2m + 1(2) > Xzm_ 1(2). We first iterate (3.5) to get 
re(2k+l)(X ) = (Xp22  2 ) +2 p22k-,. 
(3.13) 
Since 
xzk+l(2) - 2 pz2k q- 1 ' 
we set ~, = 2 in (3.13) and divide by 2 p2=~ + 1: 
22P22k-, 
X2k+ 1(2) - -  
2 pz2k q- 1 
+Xzk_,(2 ) (2 pz=k-: -- 1)(2 p2:k ' - 1)(2 p2~k-2 + 1) 
2 p22k q- l 
22p22k-1 
= X2k_X(2) + (1 -- XE~_I(2)) > X2k_l(2 ). 
2 p22k q'- 1 
(3.14) 
This proves that x2~ + 1(2) is increasing. For x > 1 we show in analogous 
fashion that x2k(2 ) is decreasing; since it is bounded below by 1, it too has a 
limit. 
3.3. The results of the last section for the triangle harmonics with x ~ 1 
carry over, mutatis mutandis, to the trapezoid. The triangle regions x < 1, 
x > 1 correspond to x < e, x > 2 - e, respectively. For these regions the 
trapezoid polynomials differ from the corresponding triangle polynomials 
only in the replacement of X by z = X/e. Since e does not appear explicitly, 
the purely algebraic manipulations of the previous section remain valid. In 
particular, the analogue of Theorem 1 holds. 
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THEOREM 2. Fix e and the pattern P of length p. Then: 
(a) For x E [x L, e] the trapezoid polynomials fe(2m)(x, z, e) and 
fp(2m_ o(x, z, e) have the same real roots. 
(b) For x C [2 - e, xR], the trapezoid polynomials fp(2m+l)(x, z, e) and 
fv(2m)( x, z, e) have the same real roots. 
and 
Here 
re(2,~+l)(2/e) 
x L =-- lim X2m+l(2/e ) = lim (3.15) 
rp(2.)(2/e) 
x R = lira (3.16) 
It can be proved, just as before, that these limits exist and that, in fact, 
x L = 2 - x n. (3.17) 
3.4. We must now consider the flat top region of the trapezoid mapping, 
namely [e, 2 - e]. First we discuss the ordering of the harmonics. Let 
= 1) z,O). z) ( -  " - '  (3.18) 
This quantity is analogous to rv(n)(X); it is the part of the trapezoid 
polynomial which does not depend explicitly on e, with the sign chosen so 
as to make the leading term positive. For example, choosing the pattern 
P = RL,  we have 
gRL(I)(X,  Z) = 2Z 2 - -  X ,  
gRL(2)(X, Z) = 2z 5 - -  2z  2 + X ,  
gRL(3)(X, Z) = 2(Z  11 - -  -7 8 + Z 6 - -  Z 5 + 2 2 )  - -  X ,  (3 .19)  
g.L(4)(x, z) = 2(z 2' -- z 2° + z '8 - z 17 q -  z TM - z 11 q -  Z 8 
- -Z  6 -}'- Z 5 - -  Z 2) q-- X .  
The recurrence rule for a pattern o fp  - 1 letters is: 
ge(,,)(x, z) = (z p2"-2 -- 1)gp(._l)(X , z) + 
XZ p2È-I , n even 
(2 --  x )z  p2" 2 n odd. 
(3.20) 
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We further define 
ge(,)(x, z)- 
W, ~ (3.21) 
zp2 ~-I 
Given x and z, W n = e is determined by fp(,)(x, z, e) = 0. The situation is 
illustrated for P -  RL, x = 1, in Fig. 4. This graph is typical, if not 
precisely a paradigm of the general case. 
For x = 1, we derive 
wo = wo_L - w._L) -  
Z 
(3.22) 
This clearly shows the ordering on z of the curves e,, and hence of the series 
of harmonics for a given fundamental. With general x ~ [e, 2 - e], we get 
where 
1 W.= W.-  I +-~:~ ( K -  W._I), (3.23) 
K ~-  x~ n even  
2 -- x, n odd. 
The ordering of the harmonic series is still evident. 
3.5. The contiguity of harmonics. Denote by P(k, x) the (k -  1)st 
harmonic of the pattern P for which x belongs to the period of P(k). Let us 
w (z) 
1.2 
I.I 
1.0 
.0 I 
.8 I 
.7 
.6 
.5 
Wl 
w4 w2 
wl 
] I i I i I i I i I J I ~ I t I , I L l 
I. 2 1.4 1.6 1.8 2.0 2 .2  2 "4- 2.6 7_8 5.0 
FIG_ 4. Graph of the functions Wj(z). 
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order these harmonics on increasing X, and let Xk(x ) be the values associ- 
ated with P(k ,  x ) .  Consider a mapping with a single critical point and 
otherwise suitably restricted. We know that Xk+ l(xc) _> ?}.k(Xc) and for no 
X ~ (hk(xc ) ,  Xk+t(xc) ) does there exist a pattern P(k ,  xc )  so that its 
associated X = X. We call this property the contiguity of harmonics. In 
other words, the ordered harmonics P(k ,  xc )  form a sequence uninterrupted 
by other patterns. This statement remains true if x~ is replaced by an x 
sufficiently close to x c. 
These assertions about the harmonic series for every fundamental re part 
of Theorem 1 in MSS. The proof depends on Lemma 1 (p. 35) of MSS, 
which is there taken as obvious, hence never proved. For the trapezoid 
mapping, however, Lemma 1 of MSS is equivalent to the existence of a 
unique positive root zp > z* of the equation for the pattern P of k -  1 
letters: 
+-ez k + 2z  k - '  ± . . . .  x = O, x E [e,2 - el; (3.24) 
here 
where £ is the unique positive root of 
ez  k - 2z  k - l  + x = O, (3.26) 
As will be shown elsewhere, the technique of DGP for treating the case 
e = 1 can be extended (with some difficulty) to e _< 1; thereby proving the 
uniqueness of z e. Therefore we shall assume the uniqueness of zp, and shall 
show how the contiguity of harmonics follows. 
Fix e and let P(1, x) be any fundamental (i.e., nonharmonic) legal pattern 
of length k, that is, a realizable word in k - 1 letters R, L, and suppose 
x ~ [e, 2 - e]. If the R parity of P(0, x) is odd, then we have 
-ez  k + 2z  k -1  . . . . .  x 
Similarly, if the R parity is even, 
ez k - 2z  k + . . . .  x ~ O. 
= 0. (3.27) 
(3.28) 
If we assume the unique root theorem, a simple sketch is sufficient o 
show that dx/dz  < 0 for (3.27), while dx/dz  > 0 for (3.28). We choose 
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P(1, x) to have odd R parity, so that (3.27) applies. Because dx/dz < O, z 
takes its smallest value at the righthand end of the flat top, x = 2 - e. x is 
clearly a continuous function of z, so as z increases to a value z~, x decreases 
to e. From Theorem 2, part (a), we know that at x = e the first harmonic 
P(1, x) has the same root z~ as P(I ,  x). P(2, x) is a pattern with even R 
parity; therefore x and z increase together until x = 2 - e at, say, z 2. Here 
the second harmonic P(3, x) shares this root with P(2, x) (Theorem 2, part 
(b)). As z increases monotonely toward a limit z~ = ~/e  (which, of 
course, depends on P(O, x)), x moves back and forth in [e, 2 - el, reversing 
direction each time it reaches an end point, where the harmonic takes over. 
Each value of z E [zl, z~] determines ome x and some harmonic P(j, x) 
whose sequence of iterates is a period containing x. Note that, for given z, if 
x I is a period point of some P(j, x), there is no x v ~ x, in the flat top 
interval which is a period point of any pattern (all x E [e, 2 - e] map to the 
same point for given z). This proves that the harmonics of a fundamental 
period are indeed contiguous for x ~ [e, 2 - el. These harmonics are super- 
stable. 
4. METRIC THEORY OF PERIOD DOUBLING AND 
QUADRUPLICATING 
4.1. In [1] we studied a certain function of the harmonic sequence R(n) 
for the trapezoid mapping with given e < 0 .99,  namely 
= log[()V+l -- he)/()ken+2 - -  ~ke+l ) ]  
(4.1) 
log[(X n - -  xe  --  xe ) ]  
In this expression he is the value of X for which the harmonic R(n) is a 
period containing x = 1, so that ~,~ is the largest real root of fR(,)(1, ~, e). 
We proved that 
lim S,(e) = 2. (4.2) 
There is much numerical evidence that analogous results are valid for a 
large class of "flat top" mappings. On the other hand, Feigenbaum [7] 
conjectured, and Lanford [11, 12] and Campanino and Epstein [2] have 
proved, that for mappings quadratic in the neighborhood of the (unique) 
maximum, and satisfying certain other conditions, 
lim (An+ l -- ~kn) / (~k n -- An_l) ~ 8 = 4.6692"";  (4.3) 
here ~ is essentially the same parameter as X~ in S,(e). Calculations of 
Derrida et al. [6] make it plausible that the analogue of (4.3) holds for other 
classes of mappings which are not of quadratic order around the maximum, 
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with 8 assuming different values. It appears that the corresponding value of 
is monotone increasing with the order. 
4.2. Metric Results for Period Quadruplicating and Period Doubling 
In [1], we have used the polynomials (see (3.4) and (3.5) in [1]): 
2 k -  1 
fk(z,e) = (-- l)kez2*+2 2 a,=k ~z -- 1. (4.4) 
n=l 
(Here we put a bar overf  to distinguish the f in  [1] from the f in  the present 
2k --1 determined by the rules paper.) The coefficients a, are 0 or and are 
given in Section 2.2 above for the case that the pattern P is the k -  1st 
harmonic of R. The largest real root z~ of the polynomial fk for a fixed e 
gives the value of 2,~ = ez~ for which the pattern R(k) is the orbit of the 
center point x = 1 under the trapezoid mapping. 
The polynomialfk(z, e) in (4.4) is the same as the polynomialfR(k)(1, z, e) 
with p = 2 described in Section 3.1 above. 
Let ?,~(x) be the unique value of X ~ [1,2] which gives the pattern 
R(n + 1) for the point x, when such X exists, so that ?(,(x) is a root of 
fn(~)(1, z, e) or f~(z, e). Define, in analogy with (4.1), for x E [0, e] and 
n_>3: 
~e, e log{[ 2,_,(x) - X:, 3(x)]/[2t~z,+,(x) - ),e2,_~(x)] } 
S.  (e ,x)  -- log( [?tS. 3(x) _ ~2n_5(X)]/[)k2ne I(X) __)ke2n_3(X)] } 
(4.5) 
For x E [2 - e, 2] and n _> 3, define 
S 2 (e ,x )  :~ log([~ke2n-2(X) -- ~ke2n--4(X)]/[~e2n(X) -- ~ke2n 2(X)]} 
he e e log([XS. 4(x)  - -  2n_6(X) ] / [X2n_2(X)  -- X2n_4(X) ]  } 
For x ~ (e, 2 - e) and n -> 3, define 
e he e e S;(e,x) =- l og( [X°_ , (x )  - °_2(x ) ] / [X . (x )  - x°_ , (x ) ] )  
he e e log([  ._2(x)  - 
(4.6) 
(4.7) 
THEOREM 3 (Trapezoid case). Suppose  <-- 0.99 and x ~ [XL, 0.99], (see 
3.15). Then 
lim S~ (e, x) = lim S + (e,2 - x) = 4. (4.8) 
n~oo n~oo 
282 BEYER AND STEIN 
For x ~ (e,2 - e), 
lira S2(e, x) = 2. (4.9) 
Proof. The proof follows the procedure in [1], where the polynomial 
fk(z, e) = fR(k)(1, Z, e) is studied. In the present case the coefficient of the 
l_eading term may be changed from e to x and the last term, which is - 1 for 
fk(z, e), is changed to x. These changes will not alter the proof given in [1]. 
Of course, account must be taken of Theorem 2, where for x ~ [xL, e], 
fg(2m+~) =fR(2m)" This accounts for the "4" appearing on the right-hand 
side of (4.8) in place of "2" appearing in (4.9). The restriction that e _< 0.99 
instead of e --< 1 is due to the nature of the proof in [1], It is surely so that 
Theorem 3 actually holds for any e _< 1_ 
THEOREM 4 (Triangle case). I f  x ~ [xL, 0.99], then 
lim S,- (1, x) = lirn S + (1,2 - x) = 4. (4.10) 
(Comments imilar to those in the proof above of Theorem 3 apply here 
as well.) 
Remark. As we have explained in [1], Feigenbaum's relation (4.3) in the 
quadratic ase can be expressed as 
X~ - X, ~ c,(4.6692 . . - ) -~  (4.11) 
for some constant c~, where 
)t~ = lim X,. 
n~oo 
In a similar way, for the trapezoid case, relations (4.8) and (4.10) can be 
written 
~ke z (X)  - -  hen(x )  ~ C2/~ -4"  
for e -< 0.99 and x ~ [x L, e], where c 2 and fl > 1 are certain constants. 
Relation (4.9) can be written 
x (x) - ¢3v -2" 
with , />  1. 
4.3. Numerical Examples 
Tables I, II, III, and IV are a listing of results which illustrate Theorem 4
for x = 0.95, 0.99, 1.01, and 1.05. These results were obtained on the 
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TABLE I 
n ~,~(0.95) S(-~_ ~)/2(1,0,95) 
1 1.381315 
3 1.510542 
5 1.511152 
7 1.511152 3.70 
9 1.511152 3.9986 
TABLE II 
n ~,~(0.99) S(~_ 1)/2(1, 0.99) 
1 1.152593 
3 1.277479 
5 1.281104 
7 1.281104 3.37 
9 1.281104 3.98 
TABLE III 
n X~ (1.Ol) S~2(1, 1.01) 
2 1.247913 
4 1.281038 
6 1.281104 
8 1.281104 3.81 
10 1.281104 3.90 
TABLE IV 
n X1.(1,05) S+2(1, 1.05) 
2 1,492774 
4 1,521115 
6 1.511115 
8 1.511115 3.95 
10 1.511115 3.999998 
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MACSYMA computer system [13] using a necessary precision of 120 digits 
for each value. The limit in (4.9) in Theorem 3 is illustrated numerically in 
Table II [1] for x = 1 and e = 0.9. 
APPENDIX: 
DERIVATION OF TRAPEZOID POLYNOMIALS FROM h-EXPANSIONS 
OF DERRIDA, GERVOIS, AND POMEAU 
In this appendix we shall discuss the relationship between the trapezoid 
polynomials Fp(x, z, e) and the h-expansions of DGP [5]. We do this 
because we believe the connection which DGP have rigorously established 
between the number-theoretic/t-expansions of R6nyi [19] and Parry [18], 
h-expansions, and the MSS sequence of patterns is interesting and im- 
portant. This connection will be discussed in outline form only. We shall 
refer the reader to DGP for more details. 
Put, for e = 1 and x E [0, 2], 
L~+l(x) = T('+'~(x; X, 1), 
where T t+~ is the l + 1 iterate of the function T(x, ~, 1) applied to the first 
argument, and where T is defined in (1.1). According to DGP, 
l 
L~+t(x) = X'+'/i0 '-- flt(x - 1) + X + (X - 1) E / i t ' " / i , - ,+ l  x', 
i=1 
(A.1) 
where 
1, L~(x) < 1, 
fli= --1, Ua(x ) >1o 
0, Lk(x)-- 1. 
Now suppose the iterates of T at x = 1 form for some k an MSS pattern P 
of period n. Put 
£p(h) = L~(1). (A.2) 
It is explained in DGP [5, p. 331], how to calculate/~e(X) - 1 for a given 
pattern P; namely, one obtains a's by the formula at the top of p. 331; from 
the a's, one obtains a's by their formula (4.8). Then 
£ , (X) - -  1 =X ' -2 (X -  1 )ao - - '~_  2 X-- ~ a~ . (A.3) 
ira0 
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It may be shown by work in DGP that 
£P*R(?` ) -  l=  - ( ?`n  1 ) [£p(~) -  l] ,  
where P*R denotes the first harmonic of P. 
For example, 
£~(?`) = _ (?` - 1) 2, 
and 
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(A.4) 
(A.5) 
If the initial point of the iteration is x and the trapezoid as well as the 
triangle function is included, then the functions £e(?`) can be generalized to 
L~' e()~) for x < e: 
(A.7) 
where 
(a) s(p) = ( -  1)" (see Section 2.2 for v), 
(b) n is the period of P. 
For example, 
(a.8) 
and 
LRL(1 ) -- 1 = ?`6 _ 2h5 _ 2~2 _ 1. 
k-1  
LRtk)(X ) -- I = ( - -1 )k (X -  1) 2 1-I ( Xz j -  1), k> 1. (A.6) 
j= l  
We remark in passing that the quantities ( ?`2 J  1) can be expressed as 
products of cyclotomic polynomials. See Nagell [17] or van der Waerden 
[201. 
Some examples of £R(k)(?`) -- 1 are: 
/ .~R(1)(~) - -  1 -~ ?`4 _ 2?`3 + 2~ - 1, 
£R(2)(~) -- 1 ----- _?`8 + 2)k7 _ 2~5 + 2?4 _ 2?`3 + 2?` -- 1, 
/SRL(?` ) -- 1 ---- _)~3 + 2)~2 _ 1, 
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and 
-- e ) - ( - ' ) ' ( ' -X ) (e )  LR(k)(X) G(k)( x x 2k (A.9) 
for k > 1. Also, 
-x ,e  e)--(--1)s(P)-kk(1 X)(X)  n2k Lp(k)(X) : £p(k)( X -- e (A.10) 
I f  x > 2 - -  e, then  x is replaced by (2 - x )  in the right side of formulas 
(A.7) to (A.10). 
For  x ~ (e, z - e) we replace x by e in the right side of formulas (A.7) to 
(A.lO). 
The equation 
"x, e G(k)(X)  = x, 
where X > 1 and x ~ (0, 2), gives the relationship between x and X. The 
quantit ies /2~,e(X) -x  are the trapezoid polynomials  fp(x,  h /e ,  e) dis- 
cussed in Section 2 above. 
We conclude with a discussion of the signif icance of DGP paper. That 
paper  assumes that the universal ity of the MSS patterns has, in some sense, 
been established. As we have said, no proof of this has been given, although 
there are no known counterexamples to what is asserted in MSS. Neverthe- 
less, the DGP paper  is important  in that it discusses completely the MSS 
sequences as they apply to the triangle function. Further,  the DGP paper 
introduces the * operat ion so that the MSS pattern becomes a total ly 
ordered left semigroup. See [10]. This * operat ion makes clear the structure 
of the MSS patterns. 
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remarks apply to the two sentences after Eq. (3.26). The word "completely" should be deleted 
from the last paragraph of the Appendix. 
2. J. Guckenheirner, in On the bifurcation of maps of the interval, Invent. Math. 39 (1977), 
165-178, gives conditions on iterations of the interval under which the MSS ordering of 
patterns of periods is realized. These conditions, however, allow for the possibility of multiple 
appearances ofpatterns with ~,'s not in the MSS ordering. 
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