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AVOIDING COLLISIONS UNDER TOPOLOGICAL CONSTRAINTS IN
VARIATIONAL PROBLEMS COMING FROM CELESTIAL MECHANICS
NICOLA SOAVE AND SUSANNA TERRACINI
To Yvonne Choquet-Bruhat with great admiration
Abstract. In a singular potential setting, we generalize a method which allows to show that minimizers
under topological constraints of the action functional (or of the Maupertuis’) are collision-free. This
methods applies to 3-dimensional problems of celestial mechanics exhibiting a particular cylindrical
symmetry, as well as to planar problems of N-centre type, where it gives optimal results.
1. Introduction and main results
In the N -body problem, a collision trajectory q(t) = (q1(t), . . . , qN (t)) has at least one instant t¯
such that qi(t¯) = qj(t¯) for some i 6= j. As collisions represent the main obstruction in order to apply
minimization arguments, in the last decades several arguments have been developed to insure that an
action minimizing path is free of collisions, starting from [18, 19, 22, 23] . One of the most powerful tools
has to be ascribed to Marchal, see [8, 16], and can be summarized in the following statement: let Q1, Q2
two different configurations in the N -body problem, and let H(Q1, Q2, T ) be the space of H
1-functions
connecting Q1 and Q2 in a given time T : then, any action minimizer in H(Q1, Q2, T ) is collision-free. It
is instructive to recall the sketch of the proof. Let q¯ be a minimizing collision trajectory; let us construct
a family of rigid variations, parametrized over the sphere, moving one of the colliding particles away
from the collision. While it may be hard, or even impossible, to evaluate the action variation for a
single element of the family, it is fairly easy to estimate the average of the perturbed action over all the
perturbations, and show that this average is smaller than the action of q¯, concluding that q¯ cannot be
a minimizer. This idea has been widely generalized in [10, 11] in order to include symmetries, several
potentials, and a large numer of applications to the search of periodic solutions to the N -body problem.
Very general results on the absence of collisions for minimizers of the Bolza problem are reported in [2].
On the other hand, when looking for new selected trajectories in Celestial Machanics, one often seeks
minimizers of the action in some set of functions sharing a prescribed topological behaviour, as, for
example, in [6, 7, 12, 13, 14, 20, 24, 25]. In such a situations, Marchal’s lemma cannot be employed
because the average argument may destroy the topological constraint, and this, usually, makes impossible
to deduce any conclusive information. As a typical example, one can think at the hip-hop trajectories
constructed in [24], where the authors introduced a method, adapted also in different situations in [5, 21],
to prove that minimizers of the action functional (or of the Maupertuis’ one, which we define in what
follows) are, under suitable topological constraints, collision-free. The existence of collision free action
minimizing periodic trajectories with nontrivial homotopy type has been recently linked to the threshold
of existence of minimizing parabolic trajectories in [3]. Here we aim at giving further generalizations and
unified approaches to the different problems already considered in the quoted literature. The method
we are going to describe, which is topological in nature, provides optimal results in the planar case,
even if it works also for some 3-dimensional problems, under stronger assumptions. In order to avoid
misunderstanding, we present separately the spatial problem and the planar one. In both the situations,
Date: August 28, 2018.
Keywords: Collisions, collision free acion minimizing paths, Bolza problems, Levi-Civita regularization.
2010 Mathematics Subject Classification: 70F16, 49A10, 70F05, (70F10, 70K05)
The authors are partially supported through the project ERC Advanced Grant 2013 n. 339958 “Complex Patterns for
Strongly Interacting Dynamical Systems - COMPAT”.
1
2 NICOLA SOAVE AND SUSANNA TERRACINI
we will deal with a configuration space which is not simply connected; we remark that we can deal with
both the action functional and the Maupertuis’ one without substantial differences.
Our main results are stated in a form as general as possible, in order to obtain tools with a wide
applicability. This fact led us to consider a setting which may appear quite far away from concrete
problems. This is not the case, as we show presenting two applications at classical singular problems, in
Section 2.
1.1. Main result for the 3-dimensional problem. Let V ∈ C1(R3\Σ), where Σ is the union of a finite
number of infinite straight lines r1, . . . , rm. We assume that V ≥ 0 and V (q)→ +∞ as dist(q,Σ)→ 0.
We search for classical solution of the motion equation
(1) q¨(t) = ∇V (q(t)).
For a fixed k, let Πk be a plane orthogonal to rk, and let us consider the splitting R
3 = Πk ⊕ rk.
Using, as usual, the complex notation for points of R2, we introduce a system of cylindrical coordinates
uk = ρk exp{iθk} in the plane Πk, and zk on the line rk, in such a way that
• q ∈ {zk = 0} if and only if q ∈ Πk;
• q ∈ {uk = 0} if and only if q ∈ rk;
• chosen an orientation for the plane Πk, the angle θk is counted in counterclockwise sense.
We often omit the index k when there is not possibility of misunderstanding, to simplify the notation.
It is possible to define the concept of angle with respect to the axis rk for an ordered pair of points
p1, p2 ∈ R3 \ rk; firstly, up to a rotation we can assume that the angular component of p1 is 0. In these
coordinates,
p1 = (ρ1 exp{i0}, z1) and p2 = (ρ2 exp{iθ2}, z2),
where it is not restrictive to choose θ2 ∈ [0, 2π).
Definition 1. We say that θ2 is the angle between p1 and p2 with respect to the axis rk.
Let us consider, for any k = 1, . . . ,m, a neighbourhood Ξk of the line rk of type
Ξk = {p ∈ R3 : dist(p, rk) < dk}.
Let p1, p2 ∈ ∂Ξk; we define
K̂ = K̂p1p2 ([a, b]) :=
{
q ∈ H1([a, b],R3)
∣∣∣∣ q(a) = p1, q(b) = p2,q(t) ∈ Ξk \ rk for every t ∈ (a, b)
}
,
The set K̂ has several connected components, which can be determined according to the winding number
of their elements with respect to the axis rk. To compute the rotation number of q ∈ K̂ we consider
the projection uk : [a, b] → Ξk ∩ Πk of q on the plane Πk; as q ∈ K̂, it is well defined the usual winding
number
(2) Ind(uk, 0) :=
∫
uk([a,b])
dθk.
Clearly, it results Ind(uk, 0) = θˆ+2lπ for some l ∈ Z, where θˆ is the angle between p1 and p2 with respect
to the axis rk.
Definition 2. We define the rotation number of q ∈ K̂p1p2([a, b]) with respect to the axis rk as
Ind(q, rk) := Ind(u
k, 0) ∈ θˆ + 2πZ,
where the right hand side has been defined by (2).
A connected component of K̂ is of type
K̂l = K̂
p1p2
l ([a, b]) :=
{
q ∈ K̂ : Ind(q, rk) = θˆ + 2lπ
}
,
where l ∈ Z is an arbitrary integer number. We denote with Kl = Kp1p2l ([a, b]) the closure of K̂l with
respect to the weak topology of H1([a, b],R3); since the weak H1 convergence implies the uniform one,
Kl \ K̂l consists in collision functions and functions parametrizing paths leaning on the boundary ∂Ξk.
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We now specify the shape of the potentials which we can deal with. It is convenient to introduce the
following definition.
Definition 3. let γ = q([c, d]), where q : [c, d] → R3 is continuous. Let us consider the expression
q = (uk, zk), for some k = 1, . . . ,m. Let
ργ := max
{|uk(t)| : t ∈ [c, d]} ,
and let
zγmin := min
{
zk(t) : t ∈ [c, d]} and zγmax := max{zk(t) : t ∈ [c, d]} .
A cylindrical neighbourhood of γ is a set of type{
p = (uk, zk) ∈ Ξk : |uk| < ργ + δ and zk ∈ (zγmin − δ, zγmax + δ)
}
,
for some δ > 0.
Definition 4. Let V : R3 \ Σ → R, and let q ∈ H1([a, b],R3). We say that the interaction between q
and Σ is locally axially Keplerian if for any k = 1, . . . ,m there exists a neighbourhood Ξk = {p ∈ R3 :
dist(p, rk) < dk} of rk such that for every connected component γ ⊂ Ξk∩q([a, b]) there exists a cylindrical
bounded neighbourhood Γ ⊂ Ξk of γ such that
V (q) =
mk
αk|uk|αk + V0(|u
k|, zk) ∀q = (uk, zk) ∈ Γ,
where mk > 0, αk ∈ (0, 2), and V0 ∈ C1(Γ).
Remark 1. i) To understand the meaning of this definition, it is useful to think at the following situation.
Let us write R3 ∋ q = (u, z) ∈ R2 × R, and let V be globally defined by
V¯ (q) =
m
α|u|α + V¯0(|u|, z),
where V0 ∈W 1,∞(R+×R)∩C1(R+×R) and m > 0. Clearly, the interaction between q and V¯ is (locally)
axially Keplerian for any q ∈ H1([a, b],R3). To assume that the interaction between q ∈ H1([a, b],R3)
and a potential V is locally axially Keplerian means that, at least locally when q approaches the singular
set Σ, the potential acts on q as V¯ .
ii) Since V¯0 depends on u only through |u|, if q ∈ H1([a, b],R3) is a solution of q¨(t) = ∇V¯ (q(t)) in (a, b),
then the angular momentum of q with respect to the axis {u = 0}, which we define as u ∧ u˙, is constant
in (a, b). iii) Let h ∈ R. As limdist(q,Σ)→0 V (q) = +∞, it is possible, if necessary, to replace dk with a
smaller quantity, in such a way that
Ξk ⊂
{
q ∈ R3 : V (q) + h ≥ C > 0} ,
for some C > 0, for every k. The set on the left hand side, called the Hill’s region, is the set in which
any solution to equation (1) having energy h is confined.
We now recall the definition of the functionals we deal with. For [a, b] ⊂ R fixed, the action functional
A[a,b] : H1([a, b],R3)→ R ∪ {+∞} is
A[a,b](q) :=
∫ b
a
(
1
2
|q˙(t)|2 + V (q(t))
)
dt.
For h ∈ R, the Maupertuis’ functional Mh([a, b]; ·) : H1([a, b],R3)→ R ∪ {+∞} is
Mh([a, b];u) := 1
2
∫ b
a
|q˙(t)|2 dt
∫ b
a
(V (q(t)) + h) dt.
We often write Mh instead of Mh ([a, b]; ·) when there is not be possibility of misunderstanding.
Let us consider a boundary value problem associated to equation (1); typical examples are the periodic
problem and the fixed ends one. It is well known that collision-free critical points of A[a,b] in suitable
subsets of H1([a, b],R3) (the choice of the subset will depend on the particular boundary value problem
we are considering) are classical solution of (1) in the time interval [a, b]. Also, collision-free critical
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points ofMh at a positive level, suitably re-parametrized, are classical solution of (1) with energy h. We
refer to the appendix at the end of the paper for more details.
We are ready to state the first of our main results.
Let V : R3 \ Σ → R, and let q¯ ∈ H1([a, b],R3). Assume that the interaction between q¯ and Σ is
locally axially Keplerian, and let Ξk the neighbourhood of rk given by Definition 4. Let γ = q¯([c, d]) be
a connected component of Ξk ∩ q¯([a, b]), for some k = 1, . . . ,m. Let θˆ be the angle between q¯(c) and q¯(d)
with respect to the axis rk, as introduced in Definition 1. Note that q¯|[c,d] ∈ Kl for some l ∈ Z.
Theorem 1.1. In the previous setting, assume that q¯|[c,d] is a minimizer of the action functional A[c,d]
or of the Maupertuis’ functional Mh (for some h ∈ R) in Kl. If θˆ + 2lπ ∈ (0, 2π/(2− αk)), then q¯ has
no collision with rk in [c, d].
1.2. Main results in the planar case. In the planar case, we assume that V ∈ C1(R2 \ Σ), where
Σ is the union of a finite number of points c1, . . . , cm; we suppose that V ≥ 0 and V (u) → +∞ as
dist(u,Σ)→ 0.
We keep here the same notation introduced above for the sets of functions and for the action and the
Maupertuis’ functionals.
Let us fix k = 1, . . . , N . For p1, p2 ∈ R2 \ {ck}, we introduce a system of polar coordinates u =
ck + ρ
k exp{iθk} centred in the point pk. Up to a rotation we can assume that the angular coordinate of
p1 is 0, so that
p1 = ck + ρ
k
1 exp{i0} and p2 = ck + ρk2 exp{iθk2},
where it is not restrictive to choose θ2 ∈ [0, 2π). We often omit the index k.
Definition 5. We say that θ2 is the angle between p1 and p2 with respect to the pole ck.
Let Ξk = {dist(u, ck) < dk} (for some dk > 0). Let p1, p2 ∈ ∂Ξk. We define K̂p1p2([a, b]) as the set of
H1([a, b],R2) collision-free functions connecting p1 and p2.
Definition 6. We define the rotation number of u ∈ K̂p1p2([a, b]) with respect to the pole ck as
Ind(u, ck) :=
∫
u([a,b])
dθk ∈ θˆ + 2πZ,
where θˆ is the angle between p1 and p2 with respect to the pole ck.
A connected component of K̂ is of type
K̂l = K̂
p1p2
l ([a, b]) :=
{
u ∈ K̂ : Ind(u, ck) = θˆ + 2lπ
}
,
where l ∈ Z is an arbitrary integer number. We denote with Kl = Kp1p2l ([a, b]) the closure of K̂l with
respect to the weak topology of H1([a, b],R3).
As far as the functional V , we replace the notion of being locally axially Keplerian with the following.
Definition 7. Let V : R2 \Σ→ R, and let u ∈ H1([a, b],R2). We say that the interaction between u and
Σ is locally Keplerian if for any k = 1, . . . ,m there exists a neighbourhood Ξk = {dist(u, ck) < dk} of ck
such that, for every connected component γ ⊂ Ξk ∩ u([a, b]), it results
V (u) =
mk
αk|u− ck|αk + V0(u) ∀u ∈ Ξk,
where mk > 0, αk ∈ (0, 2), and V0 ∈ C1
(
Ξk
)
.
Remark 2. We point out that, with respect to the 3-dimensional case, we do not require that V0 depends
on u only through its radial component ρk.
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Firstly, we can recover the natural extension of Theorem 1.1 in the planar case. Let u¯ ∈ H1([a, b],R2).
Assume that the interaction between u¯ and Σ is locally Keplerian, with the further assumption V0 =
V0(|u−ck|), and let Ξk be the neighbourhood of ck given by Definition 7. Let γ = u¯([c, d]) be a connected
component of Ξk∩ u¯([a, b]), for some k = 1, . . . ,m. Let θˆ be the angle between u¯(c) and u¯(d) with respect
to the centre ck, as introduced in Definition 5. Note that u¯|[c,d] ∈ Kl for some l ∈ Z.
Corollary 1.2. In the previous setting, assume that u¯|[c,d] is a local minimizer of A[c,d] or of Mh (for
some h ∈ R) in Kl. If θˆ + 2lπ ∈ (0, 2π/(2− αk)), then u¯ has no collision in ck in [c, d].
In the planar case we can say something more on the possibility that a minimizer of the action
functional or of the Maupertuis’ one has a collision. Let us focus on the definition of K̂ and of its
connected components. We collect together the components of K̂ with rotation number ”having the
same parity”, defining
K̂e = K̂
p1p2
e ([a, b]) :=
⋃
l∈2Z
K̂p1p2l ([a, b]) (direct class)
K̂o = K̂
p1p2
o ([a, b]) :=
⋃
l∈2Z+1
K̂p1p2l ([a, b]) (inverse class),
and their closure Ke and Ko with respect to the weak topology of H
1.
Definition 8. A (local) collision-ejection minimizer of A[a,b] or of Mh is a (local) minimizer umin of
A[a,b] or of Mh in U ⊂ H1([a, b],R2), such that:
(i) there exists a collision set Tc(umin) ⊂ [a, b], such that for every t∗ ∈ Tc(umin) it holds umin(t∗) ∈ Σ;
(ii) the function is symmetric with respect to each collision instant, in the sense that
umin(t+ t
∗) = umin(t∗ − t) ∀t∗ ∈ Tc(q),
where the previous relation holds whenever t ∈ R is such that both t+ t∗ and t∗ − t are in [a, b].
Let V : R2 \Σ→ R, and let u¯ ∈ H1([a, b],R3). Assume that the interaction between u¯ and Σ is locally
Keplerian, and let Ξk be the neighbourhood of ck given by Definition 7. Let γ = u¯([c, d]) be a connected
component of Ξk∩ u¯([a, b]), for some k = 1, . . . ,m. Let θˆ be the angle between u¯(c) and u¯(d) with respect
to the centre ck, as introduced in Definition 5. Note that u¯|[c,d] ∈ Ke or u¯|[c,d] ∈ Ko.
Theorem 1.3. In the previous setting, let αk be defined by Definition 7. Assume that αk ∈ [1, 2) for
every k = 1, . . . ,m, and that u¯|[c,d] is a local minimizer of A[c,d] or of Mh (for some h ∈ R) in Ke or in
Ko. It holds:
(i) if αk ∈ (1, 2), then u¯ has no self-intersection and no collision in ck in (c, d);
(ii) if αk = 1 and u¯(c) 6= u¯(d), then u¯ has no self-intersection and no collision in ck in (c, d);
(iii) if αk = 1, u¯(c) = u¯(d) and u|[c,d] ∈ Ko, then one of the following alternative occurs:
(a) u¯ has no self-intersection and no collision in ck in (c, d);
(b) u¯|[c,d] is a collision-ejection minimizer, with a unique collision within the time interval [c, d];
(iv) if αk = 1, u¯(c) = u¯(d), u|[c,d] ∈ Ke, and it is non-constant, then one of the following alternative
occurs:
(a) u¯ has no self-intersection and no collision in ck in (c, d);
(b) u¯|[c,d] is a collision-ejection minimizer, with a unique collision within the time interval [c, d].
Remark 3. In case u¯(c) = u¯(d) and u¯ ∈ Ke we have to require that u¯ is not constant, because otherwise
it is possible that u¯(t) ≡ u¯(c). This is particularly evident if u¯ is a local minimizer of the Maupertuis’
functional: if u¯(t) ≡ u¯(c), then ˙¯u(t) ≡ 0; hence, Mh(u¯) = 0, which is the minimum value in Ke, provided
Ξk has been chosen sufficiently small. On the other hand, note that, even if u¯(c) = u¯(d), any u¯ ∈ Ko
cannot be constant.
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1.3. Strategy of the proofs. The main difference between dealing with the action or with the Mau-
pertuis’ functional consists in the fact that, while a collision-free minimizer of the action functional is
a classical solution of the motion equation, a collision-free minimizer of the Maupertuis’ functional has
to be suitably re-parametrized in order to give a classical solution (we refer to the appendix). For this
reason, the fixed energy case is slightly more complicated, and we give the proof for it.
We start with the proof of Theorem 1.1, having in mind that a lot of intermediate results hold true also
in the planar case. This follows from the local cylindrical symmetry of the potential in R3, see Definition
4 and the subsequent remark.
For a fixed k, let γ = q¯([c, d]) be a connected component of Ξk∩q¯([a, b]). Let θˆ denote the angle between
q¯(c) and q¯(d) with respect to the axis rk; let us assume that q¯|[c,d] ∈ Kl, with θˆ+2πl ∈ (0, 2π/(2− αk)).
We have already noted that there is a splitting R3 = Πk ⊕ rk. Let us consider a system of cylindrical
coordinates in R3, as described in the introduction:
R
3 ∋ q = (u, z) ∈ R2 × R and u = ρ exp{iθ}, where (ρ, θ) ∈ R+ × R/2πZ.
As already observed, we can choose the frame of reference so that Πk = {z = 0}, rk = {u = 0}, and
the angular component of the projection of q¯(c) of the plane Πk is 0. Since we are assuming that the
interaction between q¯ and V is locally axially Keplerian, there exists a cylindrical neighbourhood of γ in
which
V (q) =
mk
αk|u|αk + V0(|u|, z),
with V0 smooth and bounded. It is not difficult to check that, since q¯|[c,d] is a local minimizer of Mh,
it is a solution of the differential equation ω2q¨ = ∇V (q) for a certain ω ∈ R in each open interval where
u¯(t) 6= 0. Moreover, we can show that the angular momentum of q¯|[c,d] with respect to the axis {u = 0},
defined by Cq¯(t) = u¯(t) ∧ ˙¯u(t), is constant.
We assume by contradiction that q¯ has a collision at t1 ∈ (c, d), that is, u¯(t1) = 0. We prove that, if a
collision occurs, then the angular momentum has to be identically 0, so that the angular component of
q¯|[c,d] is piecewise constant. Moreover, it is possible to show that the collisions are isolated, so that there
exists a sub-interval [c′, d′] ⊂ [c, d] such that t1 is the unique collision-time in [c, d], and the restriction
q¯|[c′,d′] is minimal for A[c′,d′] (or for Mh). In order to describe the topological behaviour of the path
parametrized by q¯|[c′,d′] with respect to the axis {u = 0}, we show that q¯|[c′,d′] is the limit, in the weak
topology of H1, of a sequence of minimizers of some auxiliary problems, the so-called obstacle problems :
let d(ε) be the minimum of the action in the set of functions q = (u, z) ∈ H1 ([c, d],R3) such that
min
t∈[c′,d′]
|u(t)| = ε.
We show that the function ε 7→ d(ε) is well defined for ε sufficiently small, is continuous in 0, and that
given εn → 0, the sequence of the minimizers qn for d(εn) is convergent, in the weak topology of H1, to
q¯. With a blow-up analysis, we obtain a description of the topological features of qn with respect to the
axis {u = 0}, proving in particular that, in the limit for t → t1, up to a suitable scaling the sequence
(qn) converges to a parabolic solution of the αk-Kepler problem. This allows us to say that, if a collision
occurs, necessarily the collision minimizer describes an angle greater than or equal to 2π/(2−αk), which
gives a contradiction with the fact that θ¯+2lπ ∈ (0, 2π/(2− αk)). We mention that the blow-up analysis
shares some similarities with the approach adopted by Tanaka in [22, 23].
In order to deduce this contradiction, we strongly use the fact that the angular component is constant.
This is not true in the planar case, so to complete the proof of Theorem 1.3 requires some extra work. In
particular, for the proof of Theorem 1.3, we have to assume that αk ∈ [1, 2) for every k. If αk ∈ (1, 2) we
obtain the same contradiction as before, while in case αk = 1, keeping track of the topological information
we collected in the blow-up analysis, by means of a Levi-Civita regularization we deduce that, if q¯|[c,d]
has a collision, then it is a collision-ejection minimizer.
Before proceeding with the proofs of our main results, we present, as announced, two applications.
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2. Applications
2.1. An application of Theorem 1.1. Let us consider the potential
(3) V (q) =
m
α|u|α + V0(|u|, z)
where m > 0, α ∈ (0, 2), V0 ∈ C1
(
R3 \ {0}), but V0(u, z)→ +∞ as (u, z)→ (0, 0). For τ > 0 and φ ∈ R,
let
Λˆφ :=
q = (ρ exp{iθ}, z) ∈ H1([a, b],R3)
∣∣∣∣∣∣
ρ(t+ τ) = ρ(t),
θ(t+ τ) = θ(t) + φ,
ρ(t) 6= 0 for every t ∈ [0, τ ]
 ,
and let Λφ be its closure with respect to the weak topology of H
1. We search for some conditions in
order to deduce that a minimizer of the action or of the Maupertuis’ functional in (a weakly closed subset
of) Λφ is collision-free, that is, it belongs to Λˆφ. Let us assume that qmin = (ρmin exp{iθmin}, zmin) is a
minimizer of the action functional A[0,τ ] in a weakly closed subset of Λφ.
Theorem 2.1. If φ ∈ (0, 2π/(2− α)) and qmin(t) 6= 0 for every t ∈ [0, T ], then qmin is collision-free.
Remark 4. Theorem 12 in [24] is a particular case of this statement. In general, searching for solutions
of the N -body problem, one can impose some symmetry in order to reduce the general problem to a
simpler one. This reduction modifies the shape of the original potential, and one can easily check that,
if we consider the hip-hop symmetry studied in [24], we obtain exactly a reduced potential of type (3);
in the expression of V , the term m/(α|u|α) comes from the partial collisions, while V0 comes from the
total collisions; our assumption qmin(t) 6= 0 reflects the fact that in the quoted paper the authors proved
firstly that minimizers of the action functional are free of total collisions, and then turn to the question
of partial ones, proving Theorem 12.
Proof. The function qmin has constant angular momentum in [0, T ]: indeed, this follows by the extremality
of qmin with respect to variation of the angular component keeping the radial and the z component fixed:
for any ϕ ∈ C∞c ((0, τ)), let qλ := (ρmin exp{i(θmin + λϕ)}, zmin); we have
d
dλ
A[0,T ](qλ)
∣∣∣∣
λ=0
= 0,
and since this holds true for any ϕ ∈ C∞c ((0, τ)), one can easily deduce that ρ2minθ˙min = const. Assume
by contradiction that qmin has at least one collision. Arguing as in the forthcoming Subsection 3.1, we
can show that the set of collision times of qmin is discrete and finite, and the angular component of qmin
is piecewise constant: if, t1, . . . , tm denote the collision times of qmin, then for every j
θmin(t) = 0 t ∈ [0, t1), θ˜(t) = θˆ t ∈ (tm, 1] θ˜(t) = const. = θ¯j t ∈ (tj , tj+1).
Moreover, since the potential is locally independent of the angle, it is possible if necessary to replace qmin
with another minimizer such that
(4) 0 < θ¯j+1 − θ¯j ≤ θˆ + 2lπ;
for the reader’s convenience, we develop the details of this line of reasoning in the proof of the (14).
Let r¯ := mint |qmin(t)| > 0. Let us consider
Ξ :=
{
x ∈ R3 : dist (x, {u = 0}) < 1} .
Let γ = qmin([c, d]) be any connected component of Ξ∩qmin([0, τ ]). For instance, let us consider [c, d] such
that t1 ∈ [c, d]. There exists a cylindrical neighbourhood Γ of γ such that Γ ⊂ Ξ ∩ {|z| > r¯/2}, so that
here the potential V0 is smooth and bounded. This means that the interaction between qmin|[c,d] and the
singular set {u = 0} is locally axially Keplerian. Furthermore, thanks to the conservation of the angular
momentum and to the (4), the rotation number of qmin|[c,d] (as introduced in Definition 2) belongs to
(0, 2π/(2− α)), so that Theorem 1.1 implies that qmin is collision-free in [c, d], a contradiction. 
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2.2. Fixed ends trajectories for a generalized planar N-centre problem. Here we give some
applications of Theorem 1.3 to some planar problems of N -centre type, where for each centre we consider
a possibly different degree of homogeneity. We consider the study of the motion of a test particle under
the Newtonian-like attraction of N fixed heavy bodies, the centres of the problem. Let ck ∈ R2 be the
position of the k-th centre. We consider the differential equation
(5) u¨ = −
N∑
k=1
mk
|u− ck|2+αk (u− ck) +∇V0(u) = ∇V (u),
where mk > 0 and αk ∈ [1, 2) for every k,
V (u) =
N∑
k=1
mk
αk|u− ck|αk + V0(u),
and V0 ∈ C1(R2)∩W 1,∞(R2) and is such that equation (5) does not admit stationary solutions. We wish
to prove the existence and the multiplicity of solutions of the fixed ends and fixed energy problem
(6)

u¨ = ∇V (u) in (a, b)
1
2 |u˙|2 − V (u) = h in (a, b)
u(a) = p1 u(b) = p2,
where a, b are not assigned and p1, p2 ∈ R2 \ {c1, . . . , cN}. We consider the case h ≥ 0; for the case h < 0,
we refer to Theorem 1.2 of [21].
Let
Ĥ = Ĥp1p2([0, 1]) :=
{
u ∈ H1([0, 1],R2) : u(0) = p1, u(1) = p2, u(t) 6= cj ∀t ∈ [0, 1]
}
,
and let H = Hp1p2([a, b]) be its closure with respect to the weak topology of H
1. Since we are dealing
with a fixed energy problem, we consider the Maupertuis’ functional Mh : H → R ∪ {+∞} defined by
Mh(u) := 1
2
∫ 1
0
|u˙(t)|2 dt
∫ 1
0
(V (u(t)) + h) dt.
As explained in [21], the paths in Ĥ can be classified with respect to their winding numbers with respect
to the centres. These rotation numbers can be computed by artificially closing the paths of Ĥ, in the
following way. Let us fix a smooth function v ∈ H1([1, 2],R2) such that v(1) = p2, v(2) = p1, and
v(t) 6= ck for every t. For any u ∈ Ĥ , we define
γu(t) :=
{
u(t) t ∈ [0, 1]
v(t) t ∈ (1, 2].
Since γu is closed, it is well defined the usual winding number
Ind(γu, ck) =
1
2πi
∫
γu
dz
z − ck ,
where z denotes a complex variable. We consider open subsets of Ĥ of type
Ĥ(l1,...,lN ) =
{
u ∈ Ĥ : Ind(γu, ck) = lk ∀k = 1, . . . , N
}
,
where (l1, . . . , lN) ∈ ZN . We collect together all the classes having winding number with the same parity
with respect to each centre, that is, for a given (l1 . . . , lN ) ∈ ZN2 , we define the open set
Ĥ(l1,...,lN ) :=
{
u ∈ Ĥ : Ind(γu, ck) ≡ lk mod 2, ∀k = 1, . . . , N
}
,
and we consider its closure H(l1,...,lN ) with respect to the weak topology of H
1.
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Theorem 2.2. Let (l1, . . . , lN) ∈ ZN2 such that
(7) ∃ i 6= j : li 6≡ lj mod 2.
There exists a weak solution x(l1,...,lN ) of problem (6) which is a re-parametrization of a minimizer
u(l1,...,lN ) of the Maupertuis’ functional Mh in H(l1,...,lN ). In particular:
(i) if there exists k such that αk = 1, and
(8) lk 6≡ lj mod 2 ∀j 6= k,
then either u(l1,...,lN ) is collision-free, or it is a collision-ejection minimizer, with precisely one
collision in ck within the time interval [0, 1];
(ii) if there exist j 6= k ∈ {1, . . . , N} such that αk = αj = 1,
(9) lk ≡ lj mod 2 and lk 6≡ lm mod 2 ∀m 6∈ {k, j},
then either u(l1,...,lN ) is collision-free, or it is a collision-ejection minimizer, with precisely one
collision in ck and one collision in cj within the time interval [0, 1];
(iii) in all the other cases, u(l1,...,lN ) is collision-free.
The following pictures represent, respectively, a collision-ejection minimizer inH(0,0,1,0,0) with a unique
collision, a collision-ejection minimizer in H(1,0,1,0,0) with two collisions within [0, 1], and a collision-free
minimizer in H(1,1,0,0,1).
c3
c2
c1
c4
c5
p2
p1
c3
c2
c1
c4
c5
p2
p1
c3
c2
c1
c4
c5
p2
p1
Remark 5. Assumption (7) permits to exclude degenerate situations, such as the fact that a minimizer
is constant.
Proof. Let (l1, . . . , lN) ∈ ZN2 such that (7) holds. It is not difficult to prove that the functional Mh is
weakly lower semi-continuous and coercive, so that there exists a minimizer u¯ = u(l1,...,lN ) in the weakly
closed set H(l1,...,lN ). We assume that u¯ has some collisions, and we show that necessarily we are in cases
(i) or (ii) of the theorem. Let us introduce N neighbourhoods
Ξk :=
{
u ∈ R2 : |u− ck| < dk
}
,
where dk is chosen in such a way that Ξj ∩ Ξk = ∅ of j 6= k, and p1, p2 6∈ Ξk for every k. Using
these neighbourhoods in Definition 7, from the explicit expression of the potential V we deduce that the
interaction between u¯ and {c1, . . . , cN} is locally Keplerian. Let t1 be the first collision time of u¯; let us
say that u¯(t1) = ck, and let u¯([c, d]) be the connected component of u¯([0, 1]) ∩ Ξk containing t1. Since u¯
minimizes Mh in H(l1,...,lN ), the restriction u¯|[c,d] minimizes Mh in one set between Ke and Ko, which
have been defined in Subsection 1.2. Even if u¯ in Ke, it cannot be constant in [c, d]: indeed, u¯(c) ∈ ∂Ξk
and u¯(t1) = ck. We are then in position to apply Theorem 1.3, deducing that u¯|[c,d] is a collision ejection
minimizer, and t1 is the unique collision time of u¯ in [c, d]. Now, u¯ solves equation
(10) ω¯2 ¨¯u = ∇V (u¯) where ω¯2 =
∫ 1
0
V (u¯) + h
1
2
∫ 1
0 | ˙¯u|2
,
in (c, t1) and in (t1, d), satisfies the collision-ejection condition in [c, d], and this equation is reversible
with respect to the time involution t 7→ −t; as a consequence, the uniqueness theorem for the initial value
problems ensures that u¯(t1 − t) = u¯(t1 + t) whenever both t1 − t and t1+ t are in [0, 1]. This means that
u¯ is an ejection-collision minimizer.
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If t1 is the unique collision time of u¯, then necessarily we are in case (i) or (ii) of the theorem; this
follows directly from the definition of the component Ĥ(l1,...,lN ). If there exists another collision time t2,
then repeating the previous line of reasoning we deduce that u¯(t2 − t) = u¯(t2 + t) whenever both t2 − t
and t2+ t are in [0, 1]; this implies that the trajectory of u¯ bounces between two centres ck and cj , and p1
and p2 belongs to this trajectory. Again, by definition of Ĥ(l1,...,lN ), it follows that we are in case (iii) of
the theorem. The fact that in the time interval [0, 1] the function u¯ has only two collision times follows
from the minimality of u¯. 
3. Proof of Theorem 1.1
3.1. Basic properties of a local minimizer. For a fixed k, let γ = q¯([c, d]) be a connected component
of Ξk ∩ q¯([a, b]). We assume that [c, d] = [0, 1] to simplify the notation. Let θˆ denote the angle between
q¯(0) and q¯(1) with respect to the axis rk; we are assuming that q¯|[0,1] ∈ Kl, with θˆ+2πl ∈ (0, 2π/(2− αk)).
As explained above, it is possible to introduce a frame of reference (u, z) = (ρ exp{iθ}, z) ∈ R2 ×R in
such a way that
V (q) =
mk
αk|u|αk + V0(|u|, z)
for q in a cylindrical neighbourhood Γ of γ; we recall that mk > 0 and V0 ∈ C1
(
Γ
)
. Since we proceed
with a local argument, we write m instead of mk and α instead of αk to simplify the notation.
We assume that q¯ has a collision in (0, 1), and we wish to show that this implies θˆ > 2π/(2 − α), in
contradiction with our assumption. In what follows, we write
q¯ = (u¯, z¯) = (ρ¯ exp{iθ¯}, z¯).
As already announced, the proof of Theorem 1.1 requires a lot of intermediate results which we use also
in the proof of Theorem 1.3. For this reason, we explicitly point out when we use the fact that, in the
present problem, the term V0 in Definition 4 depends on u only through |u|, while in the planar case V0
this is not true. Clearly, those statements have to be neglected in the next section.
As q¯(0) ∈ ∂Ξk and q¯(t1) ∈ rk for some t1 ∈ (0, 1), q¯ is not constant and ‖ ˙¯q‖2 > 0. As a consequence,
it is well defined the quantity
ω¯2 :=
∫ 1
0 (V (q¯) + h)
1
2
∫ 1
0
˙¯q2
.
By minimality, we know that (see Proposition B.2) the energy function
t 7→ 1
2
| ˙¯q(t)|2 − V (q¯(t))
ω¯2
,
which is defined almost everywhere in [0, 1], is constant and equal to h/ω¯2. In particular, this implies
that
(11) ω¯2 =
∫ d
c (V (q¯) + h)
1
2
∫ d
c
˙¯q2
for every (c, d) ⊂ [0, 1].
Let Tc(q¯) be the set of the collision times of q¯:
Tc(q¯) = {t ∈ [0, 1] : q¯(t) ∈ Σ} .
Lemma 3.1. It results Tc(q¯) = {t ∈ [0, 1] : q¯(t) ∈ rk}.
Proof. It is not obvious, because we are not assuming that ri∩rj = ∅ whenever i 6= j. On the other hand,
by Definition 4, it is immediate to observe that Σ∩Γ ⊂ rk (where Γ is the cylindrical neighbourhood Γ of
γ = q¯([0, 1]), given by Definition 4). Indeed, if this is not true, there exists j 6= k such that rj∩rk∩Γ 6= ∅.
Thus, by the expression of V in Γ, we see that there exists p = (uk, zk) ∈ rj \ rk such that
V (p) =
m
α|uk|α + V0(|u
k|, zk) < +∞,
in contradiction with the fact that p is a singular point of V . 
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Since q¯ is continuous andMh(q¯) < +∞, the set Tc(q¯) is a closed set of null measure, and its complement
is the union of a finite or countable number of closed intervals. It is well known that, if (c, d) ⊂ [0, 1]\Tc(q¯),
then q¯ is a smooth solution of a differential equation in (c, d) (see Theorem B.1). A remarkable fact is
that, even if q¯ has some collisions, its z component is smooth.
Lemma 3.2. Let (c, d) ⊂ [0, 1] be a connected component of (c, d) \ Tc(q¯). Then q¯ ∈ C2((c, d)) and
(12) ω¯2 ¨¯q(t) = ∇V (q¯(t)) t ∈ (c, d).
Moreover, z¯ ∈ C2([0, 1]) and
ω¯2 ¨¯z(t) = ∂zV0(|u¯(t)|, z¯(t)) t ∈ (0, 1).
Proof. The first part is a consequence of the extremality of q¯ with respect to variations with compact
support in (c, d): for any ϕ ∈ C∞c (c, d), it results q¯ + λϕ ∈ Kl for |λ| sufficienlty small; as a consequence,
(13)
d
dλ
Mh(q¯ + λϕ)
∣∣∣∣
λ=0
= 0,
and a direct computation gives the desired result.
As far as the smoothness of z¯ is concerned, one can consider variations of the z component only, of
type q¯ + λϕ, with ϕ = (0, ζ) ∈ C∞c (0, 1); such variations are in Kl, whenever |λ| is not too large. By
computing again (13) in the present case, we obtain the desired result thanks to the boundedness of
∂zV0. 
The following lemma gives a more precise description of the set Tc(q¯): it is a discrete and finite set,
that is, the collisions are isolated. This is a generalization of a known fact in our particular setting, see
[2, 11, 21].
Lemma 3.3. The set Tc(q¯) is discrete and has a finite number of elements.
Proof. Assume by contradiction that t0 is an accumulation point in the set Tc(q¯). Then there exists
a sequence of intervals ((an, bn)), with (an, bn) ⊂ [0, 1], such that an → t0 and bn → t0 as n → ∞,
u¯(an) = 0 = u¯(bn) for every n, and |u¯(t)| > 0 for every t ∈ (an, bn). Let us set I(t) := |u¯(t)|2. Since
t 7→ u¯(t) is a classical solution of (12) for t ∈ (an, bn), we can differentiate twice I; using the conservation
of the energy and the equation of u¯, we obtain the following modified Lagrange-Jacobi identity:
I¨ = 2| ˙¯u|2 + 2〈u¯, ¨¯u〉
=
4h
ω¯2
+
2
αω¯2
(2− α) m|u¯|α − 2| ˙¯z|
2 +
4
ω¯2
V0(q¯) +
2
ω¯2
∂ρV0(|u¯|, z¯)|u¯|.
Let ξn ∈ (an, bn) be a maximum point of I in (an, bn); by maximality I¨(ξn) ≤ 0 for every n. On the other
hand, since α ∈ (0, 2), in a neighbourhood of t0 the second term in the expression of I¨ becomes arbitrarily
large, while the other terms are bounded (we use the previous lemma to deduce that ˙¯z is bounded in
[0, 1]); therefore
lim
n→∞ I¨(ξn) = +∞,
a contradiction. Each collision time is isolated and, by compactness, the interval [0, 1] contains only a
finite number of them. 
By the previous proof, we deduce also a useful property of the function I when q approaches the
singularity.
Corollary 3.4. If t0 ∈ Tc(q¯), then there exists a neighbourhood of t0 such that the function I(t) = |u¯(t)|2
is strictly convex.
Let us conclude this preliminary subsection with a result which is a consequence of the peculiar form
of V0, specified by Definition 4. This means that what follows cannot be taken into account for the proof
of Theorem 1.3.
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Lemma 3.5. Let (c, d) ⊂ [0, 1] a connected component of [0, 1] \ Tc(q¯). Then θ¯ is piecewise constant in
(c, d).
Proof. We show that ˙¯θ vanishes identically in (c, d). Let
Cq¯(t) = |u¯(t) ∧ ˙¯u(t)| = ρ¯2(t) ˙¯θ(t)
be the angular momentum of q¯ with respect to the z axis. As observed in Remark 1, it is constant in
(c, d), because therein q¯ solves (12). By the conservation of the energy, we have
ω¯2
2
˙¯ρ2 +
ω¯2
2ρ¯2
C
2
q¯ +
ω¯2
2
˙¯z2 − m
αρ¯α
− V0(q¯) = h
in (c, d), so that
αω¯2C2q¯ − 2mρ¯2−α − V0(q¯)ρ¯2
2αρ¯2
≤ h
in (c, d). A necessary condition in order to satisfy the previous relation when ρ¯ → 0 is that Cq¯ = 0, i.e.
˙¯θ = 0 in (c, d). 
The previous lemmas imply that, if q¯ is a collision minimizer of Mh, then Tc(q¯) = {t1, . . . , tm} for
some m ∈ N, and (being t0 = 0 and tm+1 = 1)
θ¯(t) = θ¯j ∀t ∈ (tj , tj+1), j = 0, . . . ,m,
where θ¯0 = 0 and θ¯m+1 = θˆ (for the reader’s convenience, we recall that
u¯(0) = ρ¯(0) exp{i0} and u¯(1) = ρ¯(1) exp{iθˆ}).
Now, Definition 4 says that V (q) is independent on θ (at least in a cylindrical neighbourhood of q¯([0, 1]).
Therefore, any function q˜ defined by
ρ˜(t) = ρ¯(t)
z˜(t) = z¯(t)
θ˜(t) = 0 t ∈ [0, t1), θ˜(t) = θˆ t ∈ (tm, 1]
θ˜(t) = const. t ∈ (tj , tj+1), j = 1, . . . ,m− 1
is a minimizer of Mh in Kl. As a consequence, it is not restrictive to assume that, if q¯ is a collision
minimizer of Mh in Kl, it results
(14) 0 < θ¯j+1 − θ¯j ≤ θˆ + 2lπ.
In the first picture we represent a minimizer u¯ of Mh in Kl with l = 0, not satisfying the (14); in the
second picture we consider another function, u˜, obtained by u¯ after a change in the angular component,
in such a way that the (14) is fulfilled. As V does not depend on θ, tildeu is another minimizer of Mh
in Kl with l = 0.
θˆ
(0, 0)
u¯(0)
u¯(1)
u¯(1/2) θˆ
(0, 0)
u˜(0)
u˜(1)
u˜(1/2)
3.2. The obstacle problems. We pass from a global analysis of the minimizer q¯ to a local study in a
neighbourhood of a collision. This is possible because, as shown in Lemma 3.3, the collisions are isolated:
if q¯ has a collision at time t1, then there exist c, d ∈ [0, 1] such that c < t1 < d, and t1 is the unique
collision time in [c, d]; we can choose c and d in such a way that
• the function I = |u¯|2 is strictly convex in (c, d) (see Corollary 3.4);
• |u¯(c)| = |u¯(d)|; we set ρˆ := |u¯(c)|, and choose c, d so that ρˆ < dk (where we recall that dk has
been introduced in Definition 4).
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We set θˆ1 := θ¯(d)− θ¯(c); as already observed, it is not restrictive to assume that 0 < θˆ1 ≤ θˆ+ 2lπ. Note
that, if θˆ1 = 2π (which is admissible for α ∈ (1, 2)), this does not exclude that p¯1 = p¯2.
Let Γ1 be a cylindrical neighborhood of q|[c,d], of type
Γ1 :=
{
(u, z) ∈ R3 : |u| < ρˆ, z ∈
(
inf
t∈[c,d]
z¯(t)− δ, sup
t∈[c,d]
z¯(t) + δ
)}
for some δ > 0. Since ρˆ < dk, the set Γ1 is compactly contained in Ξk (introduced in Definition 4).
Let
K̂ :=
q ∈ H
1 ([c, d])
∣∣∣∣∣∣∣∣∣
|u(t)| 6= 0 and q(t) ∈ Γ1 for every t ∈ [c, d],
q(c) = p¯1, q(d) = p¯2, and the function{
q¯(t) t ∈ [0, c) ∪ (d, 1]
q(t) t ∈ [c, d] belongs to Kl,
 ,
and let K be its closure with respect to the weak topology ofH1 (we remark that K\Kˆ consists in collision
functions and functions leaning on the boundary ∂Γ1). We consider the restriction of the Maupertuis’
functional (still denoted Mh, with some abuse of notation) to K:
Mh(q) = 1
2
∫ d
c
|q˙(t)|2 dt
∫ d
c
(V (q(t)) + h) dt.
Lemma 3.6. The functionalMh is weakly lower semi-continuous and coercive in K. Moreover, Mh(q) ≥
C > 0 for every q ∈ K.
Proof. The weak lower semi-continuity ofMh is standard, once that we noticed that, since the image of
the functions of K is confined in Γ1 ⊂ Ξk (recall that Ξk has been introduced in Definition 4), it results
V (q(t)) =
M
α|u(t)|α + V0(u(t), z(t)) ∀t ∈ [c, d],
for every q = (u, z) ∈ K.
As far as the coercivity is concerned, first of all we observe that
(15)
∫ d
c
(V (q) + h) ≥ C > 0 ∀q ∈ K;
this follows from the choice of Ξk (see Remark 1) and the fact that Γ1 ⊂⊂ Ξk. Now, let us consider
a sequence (qn) ⊂ K such that ‖qn‖ → +∞. The boundedness of Γ1 implies that there exists C > 0
such that ‖q‖2 ≤ C(d − c) for every q ∈ K. Consequently, ‖q˙n‖2 → +∞, and thanks to (15) it results
Mh(qn)→ +∞.

Although the functional Mh is not addictive, by Proposition B.5 we know that q¯|[c,d] is a minimizer
of Mh on K.
Lemma 3.7. The function q¯|[c,d] is the unique minimizer of Mh in K.
Proof. It is convenient to argue in terms of the Jacobi length Lh, defined in the appendix, because this
functional has the remarkable property of being addictive.
Since q¯|[c,d] is a minimizer ofMh in K, it is a minimizer of Lh in the same class. To prove the desired
result, we have to show that for every q ∈ K it results Lh(q¯|[c,d]) ≤ Lh(q), and the equality holds if and
only if q can be obtained by q¯|[c,d] by means of a re-parametrization.
Before proceeding with the core of the proof, we note that, thanks to our choice of c, d, there exists
δ > 0 such that t1 is the unique collision time of q¯ in [c− δ, d+ δ]. In particular, recalling Lemma 3.2, we
know that x¯(t) := q¯(ω¯t) is a solution of ω¯2 ¨¯q = ∇V (q¯) for t ∈ (c− δ, t1) and for t ∈ (t1, d+ δ).
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Assume by contradiction that there exists a minimizer q˜ ∈ K of Lh, which cannot be obtained by q¯|[c,d]
by means of a re-parametrization. As Lh is addictive, the function
qˆ(t) :=
{
q¯(t) t ∈ [0, c) ∩ (d, 1]
q˜(t) t ∈ [c, d]
is a minimizer of Lh in Kl. Since |u˜(c)| = ρˆ, there exists 0 < δ1 < t1 such that qˆ(t) 6∈ Σ for every
t ∈ [c− δ, c+ δ1]. As illustrated in the appendix, it is then possible to re-parametrize qˆ in order to obtain
a smooth solution xˆ of the equation x¨ = ∇V (x) in a time interval (τ1, τ2), such that
xˆ(τ1) = qˆ(c− δ) = q¯(c− δ) and xˆ(τ2) = qˆ(c+ δ1) = q˜(c+ δ1),
and there exists τ3 ∈ (τ1, τ2) such that xˆ(τ3) = q¯(c). By construction, xˆ has to coincide with x¯ in the
time interval (τ1, τ3], because qˆ ≡ q¯ in (c − δ, c]). As a consequence, ˙ˆx(c−) = ˙¯x(c−), and recalling that
both xˆ and x¯ are regular in c, and that xˆ(c) = x¯(c), the uniqueness theorem for the initial value problems
ensures that xˆ ≡ x¯ until one of them met the singular set {u = 0}; this implies that there exists a time
interval [c− δ, t˜1] such that qˆ|[c−δ,t˜1] can be obtained by q¯|[c−δ,t1] with a re-parametrization. An analogue
line of reasoning permits to deduce that there exists a time interval [t˜2, d + δ], with t˜2 ≥ t˜1, such that
qˆ|[t˜2,d+δ] can be obtained by q¯|[t1,d+δ] with a re-parametrization. If t˜2 > t˜1 and q˜ does not rest in {u = 0}
in (t˜1, t˜2), then Lh(q˜) > Lh(q¯), in contradiction with the minimality of q˜; otherwise q˜ can be obtained by
q¯|[c,d] by means of a re-parametrization, in contradiction with our assumption. 
We introduce the subsets
Kε :=
{
q = (u, z) ∈ K : min
t∈[c,d]
|u(t)| = ε
}
,
and we consider the following obstacle problems : for ε ≥ 0, we seek for minimizers of
d(ε) := inf {Mh(q) : q ∈ Kε} .
The value d(0) is the infimum of Mh on the collision elements of K, and, by assumption, is achieved by
q¯|[c,d]. Furthermore, by Lemma 3.6, and noting that Kε is closed in the weak topology of H1, we deduce
that the value d(ε) is achieved by a function qε ∈ Kε. We point out that for ε sufficiently small any
function in Kε cannot be constant. Therefore, d(ε) > 0.
Lemma 3.8. The function ε 7→ d(ε) is continuous in ε = 0.
Proof. Step 1) It results
(16) lim sup
ε→0+
d(ε) ≤ d(0).
We know that t1 is the unique collision time of q¯ in [c, d]; since in Γ1 the expression of V is given by
Definition 4, the classical asymptotic estimates (see e.g. [2]) for collision trajectories of the α-Kepler’
problem applies:
(17)
{
|u¯(t)| ≃ C|t− t1| 2α+2
| ˙¯u(t)| ≃ C|t− t1|− αα+2
as t→ t1.
For ε > 0 sufficiently small, let ζ±(ε) be positive solutions (uniquely determined by the convexity of the
function I(t) = |u¯(t)|2 in [c, d]) of
|u¯(t1 + ζ+(ε))| = ε, |u¯(t1 − ζ−(ε))| = ε.
By the estimates (17), we infer
(18) ζ±(ε) ≃ Cε
α+2
2 .
Let θ± ∈ R be defined by the relations u(t1 ± ζ±(ε)) = ε exp{iθ±}, θ+ − θ− = θˆ1. We consider the
following variation of q¯:
qε(t) :=
{
q¯(t) t ∈ [c, d] \ Tε(q¯)
(ε exp{iθ(t)}, z¯(t)) t ∈ Tε(q¯),
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where Tε(q¯) := [t1 − ζ−(ε), t1 + ζ+(ε)] and ε exp{iθ(t)} parametrizes an arc of the circle ∂Bε(0), chosen
in such a way that uε ∈ K. To fix our minds, we suppose
θ(t) =
θ+(t− t1 + ζ−(ε))− θ−(t− t1 − ζ+(ε))
ζ+(ε) + ζ−(ε)
∀t ∈ Tε(q¯).
Let us note that mint |qε(t)| = ε.
We want to estimate the difference Mh(q¯)−Mh(qε); this can be done through a direct computation:
(19) Mh(q¯)−Mh(qε)
=
1
2
(∫
[c,d]\Tε(q¯)
| ˙¯q|2 +
∫
Tε(q¯)
| ˙¯q|2
)(∫
[c,d]\Tε(q¯)
(V (q¯) + h) +
∫
Tε(q¯)
(V (q¯) + h)
)
−
− 1
2
(∫
[c,d]\Tε(q¯)
| ˙¯q|2 +
∫
Tε(q¯)
|q˙ε|2
)(∫
[c,d]\Tε(q¯)
(V (q¯) + h) +
∫
Tε(q¯)
(V (qε) + h)
)
=
1
2
∫
[c,d]\Tε(q¯)
| ˙¯q|2
(∫
Tε(q¯)
V (q¯)− V (qε)
)
+
+
1
2
∫
[c,d]\Tε(q¯)
(V (q¯) + h)
(∫
Tε(q¯)
| ˙¯q|2 − |q˙ε|2
)
+
+
1
2
∫
Tε(q¯)
| ˙¯q|2
∫
Tε(q¯)
(V (q¯) + h)− 1
2
∫
Tε(q¯)
|q˙ε|2
∫
Tε(q¯)
(V (qε) + h) .
For every t ∈ Tε(q¯) we have
|V (q¯(t))− V (qε(t))| ≤
∣∣∣∣mkα
(
1
|u¯(t)|α −
1
εα
)∣∣∣∣+ |V0(|u¯(t)|, z¯(t))− V0(ε, z¯(t))|
≤ C(|t− t1|− 2αα+2 + ε−α) + C||u¯(t)| − ε|
≤ C(|t− t1|− 2αα+2 + ε−α) + Cε.,
where we used the estimates (17) and the boundedness of ∇V0 in Γ1. Taking into account equation (18),
for every ε ≥ 0 small enough we have∫
Tε(q¯)
|V (q¯(t))− V (qε(t))| dt ≤
∫
Tε(q¯)
(C(|t− t1|− 2αα+2 + ε−α) + Cε) dt
= C
(
ζ+(ε)
2−α
α+2 + ζ−(ε)
2−α
α+2
)
+
(
ε−α + Cε
)
(ζ+(ε) + ζ−(ε)) ≤ Cε
2−α
2 .
(20)
Also, for ε ≥ 0 sufficiently small∫
Tε(q¯)
| ˙¯u(t)|2 dt ≤ C
∫
Tε(q¯)
|t− t1|− 2αα+2 dt ≃ Cε
2−α
2 ,
∫
Tε(q¯)
|u˙ε(t)|2 dt = C
∫
Tε(q¯)
(
εθˆ1
ζ+(ε) + ζ−(ε)
)2
dt ≤ Cε 2−α2 .
(21)
We can come back to equation (19): collecting (20) and (21), for every ε ≥ 0 sufficiently small we obtain
|Mh(q¯)−Mh(qε)| ≤ Cε
2−α
2 +
1
2
∫
Tε(q¯)
| ˙¯q|2
∫
Tε(q¯)
|V (q¯)− V (qε)|
+
1
2
∫
Tε(q¯)
(V (qε) + h)
(∫
Tε(q¯)
|q˙ε|2 + | ˙¯q|2
)
≤ Cε 2−α2 + C
(
ε
2−α
2 + ε
2+α
2
)
ε
2−α
2 + C
(
ε−α + 1)
)
ε
2+α
2 ε
2−α
2
≤ Cε 2−α2
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In particular
d(ε) ≤Mh(qε) ≤Mh(q¯) + Cε
2−α
2 = d(0) + Cε
2−α
2 ∀ε≪ 1,
which implies equation (16).
Step 2) It results
(22) d(0) ≤ lim inf
ε→0+
d(ε).
Let (εn) be a sequence of positive real numbers such that εn → 0 and d(εn) → lim infε→0+ d(ε) as
n→∞; by definition, there exists (qn) ⊂ K, with qn = (un, zn), such that
min
t∈[c,d]
|un(t)| = εn and Mh(qn) = d(εn).
Since (Mh(qn)) is bounded and Mh is coercive in K (see Lemma 3.6), the sequence (qn) is bounded in
H1, and therefore, up to a subsequence, it is weakly convergent in H1 to a function q˜ ∈ K; recalling that
the weak H1 convergence implies the uniform one, we deduce that u˜ has a collision. This fact, and the
weak lower semi-continuity of Mh, imply that
d(0) ≤Mh(q˜) ≤ lim inf
n→∞
Mh(qn) = lim inf
ε→0+
d(ε). 
Now, given 0 < ε1 < ε2, let
Kε1,ε2 :=
{
q = (u, z) ∈ K : min
t∈[c,d]
|u(t)| ∈ [ε1, ε2]
}
.
Since the weak H1 convergence implies the uniform one, it is easy to check that it is a weakly closed
subset of K. Let
m(ε1, ε2) := inf {Mh(q) : q ∈ Kε1,ε2} .
By Lemma 3.6, we deduce that the value m(ε1, ε2) is achieved by a function qε1,ε2 ∈ Kε1,ε2 .
Now, let us consider
Zε1,ε2 :=
{
q = (u, z) ∈ Kε1,ε2 :Mh(q) = m(ε1, ε2) and min
t∈[c,d]
|u(t)| < ε2
}
.
The conclusion of the proof of Theorem 1.1 is a consequence of the following statement.
Proposition 3.9. There exists ε¯ > 0 such that, if 0 < ε1 < ε2 ≤ ε¯, then Zε1,ε2 = ∅.
We postpone the proof of this proposition to the next subsection. First, we show how to obtain
Theorem 1.1 from it. Let us suppose that Proposition 3.9 holds. If 0 < ε1 < ε2 < ε3 ≤ ε¯, then
q1 = (u1, z1) is a minimizer of Mh in Kε2,ε3 =⇒ min
t∈[c,d]
|u1(t)| = ε3,
and
q2 = (u2, z2) is a minimizer of Mh in Kε1,ε2 =⇒ min
t∈[c,d]
|u2(t)| = ε2.
Hence d(ε3) < d(ε2) < d(ε1). As the function d(·) is continuous in 0, taking ε1 → 0+ we obtain
d(ε3) < d(ε2) ≤ d(0): this is a contradiction, since we are assuming that the minimum of Mh in K is
achieved over collision paths, and completes the proof of Theorem 1.1.
3.3. Proof of Proposition 3.9: the blow-up technique. Assume by contradiction that the statement
is not true. Then there exist two sequences (εn), (ε¯n) converging to 0, and a sequence (qn), such that
0 < εn < ε¯n, each qn = (un, zn) belongs to Kεn,ε¯n ,
min
t∈[c,d]
|un(t)| = εn and Mh(qn) = m(εn, ε¯n) = d(εn).
From now on, we write Kn instead of Kεn to simplify the notation. Thanks to Lemma 3.8,Mh(qn)→ d(0)
for n → ∞; recalling that we are assuming that the minimum of Mh in K is achieved over collision
functions, this means that (qn) is a minimizing sequence in K. Since Mh is coercive, (qn) is bounded
and, up to a subsequence, it is weakly convergent to some q˜ ∈ K; by weak lower semi-continuity, q˜ is a
minimizer of Mh in K, and Lemma 3.7 implies that q˜ = q¯.
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The functions qn enjoy some common properties. Recall that, in cylindrical coordinates, we write
qn = (un, zn) = (ρn exp iθn, zn). Let us set
Tεn(qn) := {t ∈ (c, d) : |un(t)| = εn} T∂(qn) := {t ∈ (c, d) : qn(t) ∈ ∂Γ1}
For every n, we define the quantity
(23) ω2n :=
∫ d
c (V (qn) + h)
1
2
∫ d
c
|q˙n|2
.
Lemma 3.10. (i) The sequence (ω2n) is bounded above and below by positive constants. Hence there exist
a subsequence of (qn) (still denoted (qn)) and Ω > 0 such that ωn → Ω.
(ii) The energy of the function qn is constant in [c, d]:
1
2
|q˙n(t)|2 − V (qn(t))
ω2n
=
h
ω2n
for a.e. t ∈ [c, d].
Proof. (i) We have
(24) ω2n =
Mh(qn)
1
4
(∫ d
c |q˙n|2
)2 = d(εn)1
4‖q˙n‖4L2([c,d])
.
We know that
0 < d(0) < d(εn) and d(εn)→ d(0) ⇐⇒ ∃C1, C2 > 0 : C1 ≤ d(εn) ≤ C2 ∀n,
so to prove (24) it is sufficient to show that ‖q˙n‖L2([c,d]) is bounded from below and from above by positive
constants. For n so large that εn < |p1 − ck|/2 any function qn has to travel at least for the common
distance |p1 − ck|/2 in order to pass from p1 to the obstacle {|u| = εn}; then, arguing by contradiction,
it is not difficult to check that there exists C3 > 0 such that ‖q˙n‖2 ≥ C3 > 0. Moreover, being (qn) a
minimizing sequence of a coercive functional, it is bounded in the H1 norm.
(ii) It is a consequence of the extremality of qn with respect to time re-parametrizations keeping the ends
fixed. These variations are admissible in Kn. 
Lemma 3.11. (i) It results T∂(qn) = ∅ for every n;
(ii) For every n, the function qn is of class C1((c, d)).
Proof. (i) We already know that qn ⇀ q¯ in the weak topology of H
1, and hence uniformly in [c, d]. As
a consequence, the desired result follows simply by the fact that, having chosen c, d so that the function
|u¯|2 is strictly convex in (c, d), it results T∂(q¯) = ∅.
(ii) By point (i), if qn does not hit the boundary ∂Γ1. Now, let
K′n =
{
x ∈ H1
([
c
ωn
,
d
ωn
])
: x(s) = q(ωns) for some q ∈ Kn
}
.
There is a bijective correspondence between Kn and K′n, given by
q(t) ∈ Kn ←→ x(s) = q(ωns) ∈ K′n.
We claim that, since qn is a minimizer of Mh in Kn, then xn(t) := qn(ωnt) minimizes the (action)
functional
J(x) :=
∫ d/ωn
c/ωn
(
1
2
|x˙|2 + V (x) + h
)
in the set K′n. Indeed, for any x ∈ K′n corresponding to some q ∈ Kn, we have
J(x) ≥ 2
(∫ d/ωn
c/ωn
1
2
|x˙(s)|2 ds
) 1
2
(∫ d/ωn
c/ωn
(V (x(s)) + h) ds
) 1
2
= 2
(∫ d
c
1
2
|q˙(t)|2 dt
∫ 1
0
(V (q(t)) + h) dt
) 1
2
= 2
√
Mh(q) ≥ 2
√
Mh(qn),
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where the last inequality follows by the minimality of qn in Kn. As a consequence of the conservation of
the energy for qn, Lemma 3.10, we have also
J(xn) =
√
Mh(qn),
which proves the claim.
Now, qn ∈ C1((c, d)) if and only if xn ∈ C1 ((c/ωn, b/ωn)). According to Theorem 1.6 of [17], if we
prove that
max
0, lim sup‖xn−x‖2→0x∈K′
n
1
2
∫ b/ωn
a/ωn
|x˙n|2 − 1
2
∫ b/ωn
a/ωn
|x˙|2
‖xn − x‖2
 < +∞,
then xn ∈ H2 (c/ωn, d/ωn) and the proof is complete. For any x ∈ K′n, we have
1
2
∫ d/ωn
c/ωn
|x˙n|2 − 1
2
∫ d/ωn
c/ωn
|x˙|2
‖xn − x‖2 =
J(xn)− J(x)
‖xn − x‖2 +
∫ d/ωn
c/ωn
V (x)− V (xn)
‖xn − x‖2 .
The first term on the right hand side is smaller than 0 because of the minimality of xn; as far as the
second term is concerned, we use the fact that the image of any x ∈ K′n is confined in Γ1 \ {|u| < εn},
and here the potential V is smooth, bounded, and has bounded gradient. Therefore, for any x ∈ K′n∫ d/ωn
c/ωn
V (x)− V (xn) ≤ C
∫ d/ωn
c/ωn
|xn − x| ≤ C√
ωn
√
d− c‖xn − x‖2 → 0,
as n→∞, where we used point (i), and the desired result follows. 
Lemma 3.12. For every n ∈ N, the function qn has the following properties:
(i) If (c′, d′) is a connected component of [c, d] \ Tεn(qn), then qn ∈ C2((c′, d′)), and solves
(25) ω2nq¨n(t) = ∇V (qn(t)),
Furthermore, the z component zn is of class C2 in the whole (c, d), and is a solution of
ω2nz¨n(t) = ∂zV0(un(t), zn(t));
(ii) For every n, there exist t−n ≤ t+n such that:
|un(t)| > εn t ∈ [c, t−n ) ∪ (t+n , d]
|un(t)| = εn t ∈ [t−n , t+n ],
that is, Tεn(un) = [t
−
n , t
+
n ];
(iii) The function θn|(t−n ,t+n ) is of class C2, is strictly monotone, and is a solution of
(26) θ˙n(t)θ¨n(t) =
1
ε2nω
2
n
∂zV (εn, zn(t)) z˙n(t);
(iv) The angular momentum Cn := ρ
2
nθ˙n is constant in [c, d], and Cn 6= 0;
(v) The sequence (z˙n) is bounded in L
∞([c, d]).
Proof. The proof of (i) is analogue to the proof of Lemma 3.2.
(ii) On every interval (c′, d′) ⊂ (c, d) \ Tεn(qn), the function qn solves equation (25); using the uniform
convergence of (qn) to q¯ in [c
′, d′], a direct computation of the second derivative of |un|2| (see the proof of
Lemma 3.3) shows that the function it is a strictly convex function in (c′, d′). Therefore, since |un| ≥ εn
by definition, if there exist t1 < t2 such that |un(t1)| = |un(t2)| = εn, then |un(t)| = εn for every
t ∈ (t1, t2).
(iii) For t ∈ (t−n , t+n ), the energy integral reads
(27) ε2nθ˙
2
n(t) =
2
ω2n
(h+ V (un(t), zn(t))) .
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As a consequence, θn ∈ C2((t−n , t+n )). Since qn([c, d]) ⊂ Γ1, and Γ1 ⊂ {V > −h} (see Definition 4),
equation (27) implies that θ˙n(t) 6= 0 for every t ∈ (t−n , t+n ). To obtain equation (26), it is sufficient to
differentiate (27) with respect to t, and recall that by assumption V (un(t), zn(t)) = V (εn, zn(t)).
(iv) The conservation of the angular momentum follows by the extremality of qn with respect to vari-
ations of the angle θn keeping the radial and the z components fixed: for any ϕ ∈ C∞c ([c, d]), let
qλn = (ρn exp{i(θn + λϕ)}, zn); this is a family of functions in Kn, so that
d
dλ
Mh(qλn)
∣∣∣∣
λ=0
= 0;
Recalling that V does not depend on θ, a direct computation shows that, since this relation holds for
every ϕ ∈ C∞c ([c, d]), then Cn is constant. Now, assume that Cn = 0; then, since ρn ≥ εn, it must be
θ˙(t) = 0 in (c, d), and in particular qn has a radial reflection against the obstacle {|u| = εn}; clearly, in
such a situation qn cannot be of class C1, in contradiction with Lemma 3.11.
(v) We know that zn is a classical solution of z¨n = ∂zV0(un, zn) in (c, d). The boundedness of ∂zV0 in Γ1
implies that there exists C > 0 such that ‖z¨n‖∞ ≤ C. To conclude, it is then sufficient to observe that
the sequence (z˙n(c)) is bounded, too. Indeed,
|z˙n(c)| ≤ 1√
d− c
∫ d
c
|z˙n(t)|2 dt+ ‖∂zV0‖∞ ≤ 1√
d− c
∫ d
c
|q˙n(t)|2 dt+ C ≤ C,
where the last inequality is a consequence of the fact that, being (qn) a minimizing sequence of a coercive
functional, it is bounded in H1. 
Remark 6. The monotonicity of θn, proved in point (iii) of the previous lemma, implies that the total
variation of the angle θn is equal to θn(d)− θn(c) = θˆ1 ∈ (0, 2π/(2− α)), for any n. Also, recall that the
energy of qn is constant, and equal to h/ω
2
n. Point (i) of Lemma 3.11 implies that the sequence of the
energies is uniformly bounded from below and from above.
In the following statement, we give crucial estimates on the angular momentum of qn, and on the
amplitude of the time interval in which the function qn stays on the obstacle {|u| = εn}.
Lemma 3.13. The estimates
Cn = ε
2−α
2
n
√
2m
ω2nα
(1 +O (εαn)) and t
+
n − t−n = O
(
ε
α+2
2
n
)
hold for n→∞.
Proof. For every t ∈ [t−n , t+n ], it holds
(28) εn|u˙n(t)| = ε2nθ˙n(t).
On the other hand, from the expression of the energy and the boundedness of V0 and (z˙n) (point (v) of
Lemma 3.12), we obtain
εn|u˙n(t)| = εn
√
2
ω2n
(
m
αεαn
+ V0 (εn, zn(t)) + h
)
− z˙2n(t)
= ε
2−α
2
n
√
2m
ω2nα
+
2εαn
ω2n
(
V0(εn, zn(t)) + h− ω
2
n
2
z˙2n(t)
)
= ε
2−α
2
n
√
2m
ω2nα
(1 +O(εαn)) .
(29)
Plugging into equation (28), we deduce
θ˙n(t) = ε
− 2+α
2
n
√
2m
ω2nα
(1 +O(εαn)) ,
so that the total variation of θn on the obstacle is
θn(t
+
n )− θn(t−n ) = ε−
2+α
2
n
√
2m
ω2nα
(1 +O(εαn)) (t
+
n − t−n ).
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As observed in Remark 6, this variation is bounded, so that t+n − t−n = O
(
ε
α+2
2
n
)
. 
We consider a blow-up of the sequence (qn). For every n, let us fix tn ∈ [t−n , t+n ]. Recalling that qn → q¯
uniformly in [c, d], we deduce that the sequence (tn) tends to t1, which is the unique collision time of q¯
in (c, d). Let us set
cn := ε
−α+2
2
n (c− tn), dn := ε−
α+2
2
n (d− tn).
We also define
s−n := ε
−α+2
2
n (t
−
n − tn), s+n := ε−
α+2
2
n (t
+
n − tn)
We note that cn → −∞, dn → +∞ as n → ∞, while (s−n ) and (s+n ) are two bounded sequences, thanks
to Lemma 3.13. Hence, up to a subsequence they converge to some limits s− and s+, respectively.
For every n, we define wn : [cn, dn]→ R3 as
wn(s) :=
(
1
εn
un
(
tn + ε
α+2
2
n s
)
, zn
(
tn + ε
α+2
2
n s
))
.
Let us observe that if s ∈ [s−n , s+n ], then tn+ ε(α+2)/2n s ∈ [t−n , t+n ], and if s ∈ [cn, dn], then tn+ ε(α+2)/2n s ∈
[c, d]. In cylindrical coordinates, we write wn = (vn, ζn) = (rn exp{iφn}, ζn), where
rn(s) =
1
εn
ρn
(
tn + ε
α+2
2
n s
)
, φn(s) = θn
(
tn + ε
α+2
2
n s
)
, ζn(s) = zn
(
tn + ε
α+2
2
n s
)
.
In light of Lemma 3.11, any wn is of class C1, and
|vn(s)| = 1 for s ∈ [s−n , s+n ], |vn(s)| > 1 for s ∈ [cn, s−n ) ∪ (s+n , dn].
In what follows, we focus on the sequence (vn) of the planar components of qn. The restrictions of vn on
[cn, s
−
n ) and (s
+
n , dn] are of class C2, and satisfy
v¨n(s) = − m
ω2nα|vn(s)|α+2
vn(s) + ε
α+1
n ∂ρV0 (wn(s)) = −
m
ω2nα|vn(s)|α+2
vn(s) +O(ε
α+1
n ),
where we use the boundedness of ∂ρV0 in Γ1. This suggests to consider the quantity
h¯n(s) :=
1
2
|v˙n(s)|2 − m
ω2nα |vn(s)|α
,
which is the energy of the function vn for the potential of the α-Kepler’s problem. This is not a constant
function in [cn, dn], however it can be easily controlled using the conservation of the energy of qn:
h¯n(s) = ε
α
n
1
2
∣∣∣u˙n (tn + εα+22n s)∣∣∣2 − m
ω2nα
∣∣∣un (tn + εα+22n s)∣∣∣α

= εαn
[
h
ω2n
+
1
ω2n
V0 (wn(s)) − 1
2
ζ˙2n(s)
]
.
In light of points (i) of Lemma 3.11 and (v) of Lemma 3.12, and of the boundedness of V0, we deduce
that
lim
n→∞
h¯n(s) = 0 for every s ∈ R,
with uniform convergence in any closed interval of R.
Concerning the angular momentum of vn, we set Cvn(s) := r
2
n(s)φ˙n(s). For every s ∈ (s−n , s+n ), it
results
Cvn(s) = ε
α+2
2
n θ˙n
(
tn + ε
α+2
2
n s
)
= ε
α−2
2
n Cn
(
tn + ε
α+2
2
n s
)
=
√
2m
ω2nα
(
1 + O(εα+1n )
)
,
where we used the first estimate of Lemma 3.13. Hence,
(30) lim
n→∞
Cvn(s) =
√
2m
Ω2α
,
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with uniform convergence in [s−, s+] (for the reader’s convenience, we recall that Ω = limn ωn). In
particular, the sequence
(
Cvn |[s−,s+]
)
is uniformly bounded.
Now, let us consider the angular component φn of vn. Starting from point (iii) of Lemma 3.12, and
recalling the boundedness of ∂zV0 and of the sequence (z˙n) (in L
∞(c, d)), we obtain an equation for φn
when s ∈ (s−n , s+n ):
φ¨n(s) =
εαn
ω2nφ˙n(s)
∂zV0 (εn, ζn(s)) ζ˙n(s).
Observe that in (s−n , s
+
n ) it results Cvn = φ˙n, and consequently
φ¨n(s) =
εαn
ω2n(1 +O(ε
α+1
n ))
√
ω2nα
2m
∂zV0 (εn, ζn(s)) ζ˙n(s) = O(ε
α
n).
Thus the restriction vn|(s−n ,s+n ) is of class C2 and satisfies
v¨n(s) = φ¨n(s)ie
iφn(s) −
(
φ˙n(s)
)2
eiφn(s) = φ¨n(s)ivn(s)− Cvn(s)2vn(s)
= −Cvn(s)2vn(s) + ivn(s)O(εαn).
To sum up up,
(31) v¨n =

− m
ω2nα|vn(s)|α+2
vn(s) +O(ε
α+1
n ) in [cn, s
−
n ) ∪ (s+n , dn]
−Cvn(s)2vn(s) + ivn(s)O(εαn) in (s−n , s+n ).
This shows that, although vn is not necessarily of class C2 in s−n and s+n , there exist the right and left
limits of the second derivative at these points.
Lemma 3.14. There exists a subsequence of (vn) which converges in C1loc(R).
Proof. Let [a, b] ⊂ R, with a ≤ 0 ≤ b. Equation (31), together with the uniform bound on Cvn |[s−,s+] and
the fact that inf [cn,dn] |vn| = 1, implies that the sequence (v¨n) is bounded in L∞(a, b). Moreover, from
the expression of the energy h¯n, we deduce
|v˙n(0)|2 = 2h¯n(0) + 2m
ω2nα|vn(0)|
;
since |vn(0)| = 1 for every n, and both (ω2n) and (h¯n(0)) are bounded, the sequence (v˙n(0)) is bounded,
too. To sum up, (v¨n) is bounded in L
∞(a, b), and, up to a subsequence, both (v˙n(0)) and (vn(0))
converge; hence, it is possible to apply the Ascoli-Arzela` theorem, to deduce that (up to a subsequence)
vn|[a,b] → v|[a,b] in C1(a, b). A standard diagonal selection gives the desired result. 
We call v¯ : R → R2 the limit of (vn) in C1loc(R). We write v¯ = r¯ exp{iφ¯}. By equation (31),
we see that the sequence (v¨n) uniformly converges in every compact subset of R \ {s−, s+}, so that
v¯ ∈ C2 (R \ {s−, s+}), and
• v¯ is a classical solution of the α-Kepler’s problem
v¨(s) = − m
Ω2|v¯(s)|α+2 v(s) for s ∈ (−∞, s
−) ∪ (s+,+∞).
• v¯ has constant energy, equal to 0 (even in [s−, s+]),
• v¯ has constant angular momentum, whose modulus is Cv¯ =
√
2m/(Ω2α) (even in [s−, s+]);
indeed, the equation for v¯ and the (30) imply that Cv¯ is constant in the three intervals (−∞, s−),
[s−, s+] and (s+,+∞), and Cv¯ =
√
2m/(Ω2α) in [s−, s+]. Using the differentiability of v¯ in s±,
it is not difficult to prove that the previous expression of Cv¯ holds in the whole R;
• |v¯(s)| = 1 for s ∈ [s−, s+], and |v¯(s)| > 1 for s ∈ (−∞, s−) ∪ (s+,+∞).
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Let φ¯− := φ¯(s−), φ¯+ := φ¯(s+). Thanks to the conservation of the angular momentum, the function
s 7→ φ¯(s) is strictly monotone; it is not restrictive to assume that it is increasing, and it makes sense to
consider
φ¯(+∞) = lim
s→+∞
φ¯(s), φ¯(−∞) = lim
s→−∞
φ¯(s).
Writing the energy in polar coordinates, we observe that
ds =
dr¯√
2m
αΩ2 r¯α −
(
Cv¯
r¯
)2 = dr¯
Cv¯
√
1
r¯α − 1r¯2
.
Hence
φ¯(+∞)− φ¯+ =
∫ +∞
s+
dφ¯
ds
ds =
∫ +∞
1
dr¯
r¯2
√
1
r¯α − 1r¯2
=
∫ 1
0
dξ√
ξα − ξ2 .
The same computation holds true for φ¯− − φ¯(−∞). With the change of variable ξ = η 22−α , we obtain
φ¯(+∞)− φ¯+ = φ¯− − φ¯(−∞) = 2
2− α
∫ 1
0
η
α
2−α√
η
2α
2−α − η 42−α
dη
=
2
2− α
∫ 1
0
dη√
1− η2 =
π
2− α.
This permits to obtain the following estimate for the total variation of the angle φ¯:
(32) φ¯(+∞)− φ¯(−∞) = 2π
2− α + φ¯
+ − φ¯− ≥ 2π
2− α.
On the other hand, let us note that any function φn is strictly monotone; this is an immediate consequence
of the monotonicity of θn (point (iii) of Lemma 3.12). We know that φn uniformly converges to φ¯ on
every closed interval [a, b] of R. Thus, for n sufficiently large,
φn(b)− φn(a) ≤ φn(dn)− φn(cn) = θˆ1.
Passing to the limit for n→∞, we deduce that
φ¯(b)− φ¯(a) ≤ θˆ1 < 2π
2− α.
Since a and b are arbitrarily chosen, we can take a→ −∞ and b→ +∞, to obtain
(33) φ¯(+∞)− φ¯(−∞) < 2π
2− α.
Comparing (32) and (33) we have a contradiction, and the proof of Proposition 3.9 is complete.
4. Proof of Theorem 1.3
For a fixed k, let γ = u¯([c, d]) be a connected component of Ξk∩ u¯([a, b]). We assume that [c, d] = [0, 1]
to simplify the notation. Let θˆ denote the angle between u¯(0) and u¯(1) with respect to the pole ck;
we explicitly remark that |u¯(0)| = |u¯(1)|. As explained in the introduction, having assumed that the
interaction between u¯ and Σ is locally Keplerian, for every k it is possible to introduce polar coordinates
u = ck + ρ exp{iθ} ∈ R2, in such a way that
V (u) =
mk
αk|u− ck|αk + V0(u)
for u in Ξk; we recall that mk > 0 and V0 ∈ C1
(
Ξk
)
. Since we proceed with a local argument, we simply
write m, α, u¯, Ξ instead ofmk, α, u¯|[0,1] Ξk, to simplify the notation. Moreover, for the sake of simplicity,
we suppose ck = 0.
We are assuming that one of the following alternatives hold true:
• α ∈ (1, 2) and u¯ ∈ Ke or in Ko;
• α = 1, u¯(0) 6= u¯(1) and u¯ ∈ Ke or Ko;
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• α = 1, u¯(0) = u¯(1) and u¯ ∈ Ko;
All the cases can be treated simultaneously; in what follows, we emphasize when a particular assump-
tion plays a role. We assume that u¯ has a collision in (0, 1), and we wish to show that this gives a
contradiction with our assumptions.
As already observed, a lot of results of the previous section still holds true in the present situation. In
what follows, we give a brief account of those we can preserve, and those we have to neglect.
All the results of Subsection 3.1 hold true, except Lemma 3.5 and the subsequent discussion. Let Tc(u¯)
be the set of the collision times of u¯. If (c, d) is a connected component of [0, 1] \ Tc(u), then u¯|(c,d) is a
classical solution of
(34) ω¯2 ¨¯u = ∇V (u¯), where ω¯2 =
∫ d
c
(V (u¯) + h)
1
2
∫ d
c
˙¯u2
.
Moreover, it holds
(35)
1
2
| ˙¯u|2 − V (u¯)
ω¯2
=
h
ω¯2
a.e. in [0, 1].
The set Tc(u¯) is discrete and finite.
Lemma 4.1. One of the following situation occurs:
(i) u¯ parametrizes a path without self-intersections at points different from the centres ck,
(ii) u¯ parametrizes a path with self-intersections at point different from the centres; in such a situation,
u¯ has at least one collision, and at a certain collision-time t1 there is a reflection:
u¯(t1 + t) = u¯(t1 − t) for every t in a neighbourhood of t1.
Remark 7. Point (ii) do not imply that, if a collision occurs, u¯ is a collision-ejection minimizer.
Proof. Assume that we are not in case (ii). Then either we are in case (i), or u¯ has a self-intersection in
a point p ∈ Ξk 6= {ck}, that is, p = u(t∗) = u(t∗∗); in this case, if u¯ has a collision, then there is not any
reflection with respect to the collision-time. Assume by contradiction that we are in this latter situation.
Let (c, d) the connected component of [0, 1] \ Tc(u) containing t∗. We know that u¯|(c,d) is a C2 solution
of (34) in (c, d). Since Ξ is compactly contained in the Hill’s region {V (u) > −h}, the energy integral
says that | ˙¯u(t)| > 0 for almost every t ∈ [0, 1]. Hence, both u˙(t∗) and u˙(t∗∗) are different from 0. One of
the following alternatives has to occur: ˙¯u(t∗) is transversal to ˙¯u(t∗∗), or ˙¯u(t∗) is tangential to ˙¯u(t∗∗) with
same or opposite direction. In the first two cases, let us define v : [0, 1]→ R2 as follows:
v(t) =
{
u¯(t) t ∈ [0, t∗] ∪ (t∗∗, 1],
u¯
(
t−t∗
t∗∗−t∗ t∗ +
(
1− t−t∗t∗∗−t∗
)
t∗∗
)
t ∈ (t∗, t∗∗].
The function v parametrizes a path with u¯([0, 1]) = v([0, 1]), but it travels along the loop connecting
u¯(t∗) and u¯(t∗∗) with the reversed orientation. This operation does not change the parity of the winding
number with respect to the pole ck, so that v stays in Ke if u¯ does, and stays in Ko if u¯ does. We point
out that v is also a local minimizer of Mh, since Mh(u) =Mh(v). On the other hand, it is immediate
to check that, unless u˙(t∗) = u˙(t∗∗) = 0, v is not of class C1 in t∗ and t∗∗. So, we have a new minimizer
ofMh in Ke or Ko, which is collision-free in an interval (a, d) ∋ t∗, and hence there should be a classical
solution of (34); but this is not possible, since v|(a,d) /∈ C1((a, d)), a contradiction.
It remains to consider the possibility that u¯ has a tangential self-intersection, with ˙¯u(t∗) = − ˙¯u(t∗∗);
this situation can be easily ruled out by the uniqueness theorem for initial value problem, taking into
account the reversibility of the first equation in (34) with respect to the involution t 7→ −t: indeed, it
turns out that u¯(t∗ + t) = u¯(t∗∗ − t), but, since Ξ ⊂⊂ {V (u) > −h}, so that ˙¯u(t) 6= 0 for almost every
t ∈ (0, 1), this is possible only if we are in case (ii) of the statement. 
Also in the planar case we pass from a global analysis of the minimizer u¯ to a local study in a
neighbourhood of a collision. This is possible because the collisions are isolated: if u¯ has a collision at
time t1, then there exist c, d ∈ [0, 1] such that c < t1 < d, and t1 is the unique collision time in [c, d]; we
can choose c and d in such a way that
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• the function I = |u¯|2 is strictly convex in (c, d);
• |u¯(c)| = |u¯(d)|; we set ρˆ := |u¯(c)|, and choose c, d so that u¯(c), u¯(d) ∈ ∂Ξ.
We set θˆ1 := θ¯(d)− θ¯(c); since equation (34) is reversible with respect to the involution t 7→ −t, it is not
restrictive to assume that θˆ1 ≥ 0. Moreover, in light of Lemma 4.1, we can assume that θˆ1 ∈ [0, 2π].
Let
K̂ :=
u ∈ H
1 ([c, d])
∣∣∣∣∣∣∣∣∣
|u(t)| 6= 0 and u(t) ∈ Ξ for every t ∈ [c, d],
u(c) = p¯1, u(d) = p¯2, and the function{
u¯(t) t ∈ [0, c) ∪ (d, 1]
u(t) t ∈ [c, d] belongs to Kl,
 ,
and let K be its closure with respect to the weak topology of H1. Let
Kε :=
{
u ∈ K : min
t∈[c,d]
|u(t)| = ε
}
,
and let
d(ε) := inf {Mh(u) : u ∈ Kε} .
Also, for any 0 < ε1 < ε2, let
Kε1,ε2 :=
{
u ∈ K : min
t∈[c,d]
|u(t)| ∈ [ε1, ε2]
}
,
and let
m(ε1, ε2) := inf {Mh(u) : u ∈ Kε1,ε2} .
It is not difficult to check that the result of the Subsection 3.2 hold true in the present situation. The
value d(0) is the infimum ofMh on the collision elements of K, and, by assumption, is achieved by u¯|[c,d];
this is the unique minimizer of Mh in K. For any ε > 0 sufficiently small, the value d(ε) is achieved by
a function uε ∈ Kε, and for any 0 < ε1 < ε2, with ε2 is sufficiently small, the value m(ε1, ε2) is achieved
by uε1,ε2 ∈ Kε1,ε2 . The function ε 7→ d(ε) is continuous in 0.
Concerning Proposition 3.9, we have to modify its statement in the following way. We recall that we
are assuming that u¯ has a collision in t1 ∈ (c, d).
Proposition 4.2. (i) Let us assume that αk ∈ (1, 2). There exists ε¯ > 0 such that, if 0 < ε1 < ε2 ≤
ε¯, then Zε1,ε2 = ∅.
(ii) Let us assume that αk = 1. Then, one of the following alternative occurs:
(a) there exists ε¯ > 0 such that, if 0 < ε1 < ε2 ≤ ε¯, then Zε1,ε2 = ∅;
(b) u¯ is a collision-ejection minimizer, with a unique collision in t1. This is possible only if
u¯(c) = u¯(d).
Theorem 1.3 follows from this proposition: indeed, in cases (i) or (ii)-(a) it is possible to argue as
in the final part of Subsection 3.2, obtaining a contradiction with the fact that u¯ has a collision. If we
are in case (ii)-(b), we observe that necessarily p¯1 = p¯2; by the uniqueness theorem for the initial value
problem, and using the reversibility of the equation (34) with respect to the time involution t 7→ −t, we
deduce that u¯ is a collision-ejection minimizer in the whole time interval [0, 1], with a unique collision.
To prove Proposition 4.2, we proceed as in Subsection 3.3. Assume that there exist two sequences
(εn), (ε¯n) converging to 0, and a sequence (un), such that 0 < εn < ε¯n, each un belongs to Kεn,ε¯n ,
min
t∈[c,d]
|un(t)| = εn and Mh(un) = m(εn, ε¯n) = d(εn).
We show that, if α ∈ (1, 2), we reach a contradiction, while if α = 1, then necessarily u¯|[c,d] is a collision-
ejection minimizer. Thanks to Lemma 3.8, Mh(un) → d(0) for n → ∞; as we are assuming that the
minimum ofMh in K is achieved over collision functions, this means that (un) is a minimizing sequence
in K. Since Mh is coercive, (un) is bounded and, up to a subsequence, it is weakly convergent to some
u˜ ∈ K; by weak lower semi-continuity, u˜ is a minimizer of Mh in K, and Lemma 3.7 implies that u˜ = u¯.
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Lemmas 3.10 and 3.11 hold true in the present case (with obvious changes). As far as Lemma 3.12,
we have to neglect point (iv) (and the parts concerning the z component, of course). However, we can
bound the variation of the angle θn both in [c, d] and in [t
−
n , t
+
n ].
Lemma 4.3. The function un is free of self-intersections in [c, d]. In particular, θ˙n(d)− θ˙n(c) ≤ 2π and
θn(t
+
n )− θn(t−n ) ≤ 2π.
Proof. The function un has no self-intersections for t ∈ [c, t−n ) ∪ (t+n , d]. The proof is the same of that
of Proposition 4.1. If un has a self-intersection on the obstacle {|u| = εn}, the monotonicity of θn on
the obstacle (point (iii) of Lemma 3.12) implies that un makes a complete wind around it. But then we
can consider the function v which parametrizes the same path of un, but reverses the orientation on the
obstacle. One hasMh(un) =Mh(v), so that v is a local minimizer ofMh with mint∈[c,d] |v(t)| = εn. By
minimality, v satisfies the energy integral and cannot approach the obstacle with velocity 0. Therefore,
it should be a minimizer which is not C1, a contradiction. 
Having proved that the variation of the angle θn is uniformly bounded, Lemma 3.13 holds true. As a
consequence, it is possible to introduce the blow-up sequence
vn(s) =
1
εn
un
(
tn + ε
α+2
2 s
)
= rn(s)e
iφn(s),
where
(36) rn(s) =
1
εn
ρ
(
tn + ε
α+2
2 s
)
and φn(s) = θn
(
tn + ε
α+2
2 s
)
.
It is possible to show that, up to a subsequence, vn → v¯ in C1loc(R), where v¯ = r¯ exp{iφ¯} is a solution of
the Kepler’ problem for s ∈ (−∞, s−) ∩ (s+,+∞) (for some s± ∈ R), has energy 0 and constant angular
momentum, equal to
√
2m/(Ω2α). Let φ¯± := φ¯(s±). As in the previous section, it is not restrictive to
assume φ¯+ − φ¯− ≥ 0, and to deduce that
(37) φ¯(+∞)− φ¯(−∞) = 2π
2− α + φ¯
+ − φ¯− ≥ 2π
2− α,
On the other hand, we know that the total variation of φn is smaller than 2π for every n: indeed, this
is a consequence of Lemma 4.3 and of the definition of vn. So, by the C1loc(R) convergence vn → v, we
deduce also that
(38) φ¯(+∞)− φ¯(−∞) ≤ 2π.
In case α ∈ (1, 2), the estimates (37) and (38) give a contradiction, and this completes the proof of point
(i) of Proposition 4.2. Otherwise, we deduce the following.
Lemma 4.4. Let α = 1. If we are not in case (ii)-(a) of Proposition 4.2, then necessarily
|φ¯+ − φ¯−| = 0.
4.1. A Levi-Civita regularization in a variational framework. We employ the well known Levi-
Civita transformation (see [15]) in order to regularize the flow in a neighbourhood of the singularity ck.
We explicitly remark that, to make a local argument of this kind useful, it is essential to know that the
collisions are isolated.
Definition 9. (Local Levi-Civita transform). For every complex-valued continuous function u, we
define the set Λ(u) of the continuous function w such that
u(t) = w2(τ(t)),
where we re-parametrize the time as
dt = |w(τ)|2 dτ.
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The symbols “ ′ ” and “∇w” denote the differentiation with respect to τ and the gradient in the Levi-
Civita space, respectively. If a path u does not collide in 0, then Λ(u) consists in two elements ±√u(t(τ)).
We perform the Levi-Civita transform for the sequence (un) previously introduced. So, it is convenient
to define
Sn :=
∫ d
c
dt
|un(t)| .
Lemma 4.5. The sequence (Sn) is bounded above and bounded below by strictly positive constants. Hence,
there exist a subsequence (still denoted (Sn)) and a positive S˜ > 0 such that
lim
n→∞
Sn = S˜.
Proof. Assume by contradiction that (Sn) is not bounded above. In the proof of point (iii) of Lemma 3.12,
we showed that ‖u˙n‖2 ≥ C3 for every n; since
∫ 1
0 V (un) ≥ Sn, (Mh(un)) is unbounded, in contradiction
with the fact that (un) is a minimizing sequence.
Now, recalling that in Ξ it results |u| ≤ dk, it is easy to check that the sequence (Sn) is also bounded
below by a positive constant. 
We define the sets Λ(un) and Λ(u¯) of the continuous functions wn and w¯ such that
un(t) = w
2
n(τ(t)), where dt = Sn|wn(τ)|2 dτ,
u¯(t) = w¯2(τ(t)), where dt = S¯|w¯(τ)|2 dτ.
Remark 8. We point out that the new time τ depends on n (we keep in mind this dependence, but we
do not write it down to simplify the notation). The time parameters are suitably normalized to work in
a common time interval: setting τ(c) = 0 for every n, the right end of the interval of definition of each
function wn is ∫ τ(d)
0
dτ =
1
Sn
∫ d
c
dt
|un(t)| = 1,
so that wn is defined over [0, 1].
For wn ∈ Λ(un), we set τ−n := τ(t−n ) and τ+n := τ(t+n ). We recall that t−n = inf{t ∈ [c, d] : |un(t)| =
εn}, t+n = sup{t ∈ [c, d] : |un(t)| = εn}. The constraint Bεn(0) corresponds, through the Levi-Civita
transformation, to the ball B√εn(0). Hence, wn satisfies
|wn(τ)| > √ρn τ ∈ [0, τ−n ) ∪ (τ+n , 1]
|wn(τ)| = √ρn τ ∈ [τ−n , τ+n ].
In polar coordinates, we write wn(τ) = κn(τ) exp{iσn(τ)}, where κn : [0, 1]→ R+ and σn : [0, 1]→ R.
For every ε1, ε2 > 0, and any u ∈ Kε1ε2 , it results Λ(u) = {±
√
u}; thus, the map
Λ+(u) : u 7→ Λ+(u) := +
√
u
is a bijective correspondence between the spaces (Kε1ε2 , dt) and (Λ+(Kε1ε2), dτ).
From now on, for every n we set wn =
√
un. Since un → u¯ uniformly in [c, d], it is possible to choose
u¯ ∈ Λ(u¯) such that wn → w¯ uniformly in [0, 1]. The next lemma establishes the relationship between the
variational properties of un and wn.
Lemma 4.6. The function wn is a minimizer of the functional
M˜(w) := 4
∫ 1
0
|w′(τ)|2 dτ
∫ 1
0
[
m+
(
V0
(
w2(τ)
)
+ h
) |w(τ)|2] dτ
in the set Λ+(Kε1,ε2) at a strictly positive level.
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Proof. Since (Kε1,ε2 , dt) and (Λ+(Kε1,ε2), dτ) are in bijective correspondence, it is sufficient to write the
factors of Mh in terms of τ and wn:
|u˙n(t)|2 dt =
∣∣∣∣2wn(τ(t))w′n(τ(t))dτdt (t)
∣∣∣∣2 dt = 4Sn |w′n(τ)|2 dτ,
(V (un(t)) + h) dt =
(
m
|wn(τ(t))|2 + V0
(
w2n(τ(t))
)
+ h
)
dt
= Sn
[
m+
(
V0
(
w2n(τ)
)
+ h
) |wn(τ)|2] dτ. 
Remark 9. The functional M˜h is another Maupertuis’ functional, with regular potential
V˜ (w) :=
(
V0
(
w2(τ)
)
+ h
) |w(τ)|2.
Its free critical points, suitably re-parametrized, are solutions of w¨ = ∇wV˜ (w) with energy m.
For every n, let
ω˜2n :=
∫ 1
0
[
m+
(
V0(w
2
n) + h
) |wn|2]
1
2
∫ 1
0 |w′n|2
.
Lemma 4.7. The sequence (ω˜2n) is bounded above and bounded below by positive constants. Hence, there
exist a subsequence (still denoted (ω˜n)) and Ω˜ > 0 such that
lim
n→∞
ω˜n = Ω˜.
Proof. It is sufficient to use the computations of Lemma 4.6, and recall that the sequences (ω2n) and (S
2
n)
are bounded from below and from above by positive constants. 
We can prove the counterpart of Lemma 3.12 for the sequence (wn).
Lemma 4.8. For every n, the function wn has the following properties:
(i) it is of class C1 ((0, 1));
(ii) the restrictions wn|[0,τ−n ) and wn|(τ+n ,1] are C2 solutions of
ω˜2nw
′′
n(τ) = ∇qn
((
V0
(
w2n(τ)
)
+ h
) |wn(τ)|2)− 2wn(τ);
(i) the energy of wn is constant in [0, 1]:
1
2
|q′n(τ)|2 −
1
ω˜2n
(
V0
(
q2n(τ)
)
+ h
) |wn(τ)|2 = m
ω˜2n
∀τ ∈ [0, 1];
(iv) the variation of the angle on the constraint tends to 0 as n→∞:
lim
n→∞
|σn(τ+n )− σn(τ−n )| = 0;
(v) The amplitude of the time interval employed by wn on the constraint tends to 0 as n→∞:
lim
n→∞
(τ+n − τ−n ) = 0.
Proof. The point (i) is obvious, the points (ii) and (iii) are consequence of the variational characterization
of wn, Lemma 4.6.
(iv) By definition, wn = κn exp{iσn} = √ρn exp{iθn/2} = √un; recalling that θn is strictly monotone
(see point (iii) of Lemma 3.12), we deduce that the variation of the angle σn on the constraint is
|σn(τ+n ) − σn(τ−n )| = 12 |θn(t+n ) − θn(t−n )|/2. Recalling the definition of the blow up sequence vn, and in
particular the (36), we observe that
|θn(t+n )− θn(t−n )| = |φn(s+n )− φn(s−n )|;
hence, passing to the limit as n→∞, we can use Lemma 4.4 to deduce
lim
n→∞ |σn(τ
+
n )− σn(τ−n )| =
1
2
lim
n→∞ |θn(t
+
n )− θn(t−n )| = |φ¯+ − φ¯−| = 0.
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(v) It is a consequence of the same property for un, Lemma 3.13:
τ+n − τ−n =
∫ τ+
n
τ−n
d τ =
∫ t+
n
t−n
dt
Sn|wn(τ(t))|2 =
t+n − t−n
Snεn
=
O(1)ε
3
2
n
Snεn
≃ ε
1
2
n
Sn
→ 0
for n→∞, where we used the boundedness of the sequence (Sn), Lemma 4.5. 
The previous result, together with the uniform convergence of wn, permits to obtain an equation for
the limit function w¯.
Lemma 4.9. The path w¯ is a classical solution of
(39) Ω˜2w¯′′(τ) = ∇w
((
V0
(
w¯2(τ)
)
+ h
) |w¯(τ)|2)− 2w¯(τ) ∀τ ∈ (0, 1).
Proof. The point (v) of the previous lemma implies that the sequences (τ−n ) and (τ
+
n ) converge to some
τ1 ∈ (0, 1), such that w¯(τ1) = 0. This instant τ1 corresponds to the unique collision time t1 ∈ (c, d) of
the function u¯. We know that wn uniformly converges to w¯ over [0, 1], and it is not difficult to see that
wn → w¯ in the C1-topology in any compact subset of [0, τ1) ∪ (τ1, 1] (one can easily follow the proof of
Proposition 3.14). Since every wn is C1, the vector wn(τ) is tangent to the circle {w ∈ C : |w| = √εn} in
the time interval [τ−n , τ
+
n ]. So, using the fact that the variation of the angle σn on the constraint tends
to 0 (we refer to point (iv) of Lemma 4.8), we deduce that
lim
τ→τ−
1
w¯′(τ) = lim
τ→τ+
1
w¯′(τ),
that is, w¯ passes trough the origin without any change of direction. As a consequence w¯ ∈ C1((0, 1)), and
it turns out to be a (weak, and by regularity strong) solution of (39). 
Conclusion of the proof of point (ii) of Proposition 4.2. We wish to show that if we are not in case (ii)-
(a), then u¯(t1 + t) = u¯(t1 − t). Let us consider the functions
w¯1(τ) = w¯(τ1 + τ), w¯2(τ) = −w¯(τ1 − τ).
They are both solutions of (39): for w¯1 this is immediate, for w¯2 it is not difficult to check, observing
that w 7→ (V0(w2) + h)|w|2 is an even function, and as a consequence w 7→ ∇w[(V0(w2) + h)|w|2] is odd.
Thanks to the regularity of (39), the uniqueness theorem for initial value problems implies that
w¯(τ1 + τ) = −w¯(τ1 − τ),
that is, recalling the definition of the Levi-Civita transform, u¯(t1 + t) = u¯(t1 − t). 
Remark 10. We proved that, if the minimum of the restriction ofMh over Kl is achieved by a collision
function u¯, then u¯ is an ejection-collision minimizer. To do this, we considered the minimizing sequence
(un), defined by means of the introduction of the obstacle problems, and then we passed to the limit in
the Levi-Civita space. Thanks to the regularity of the transformed problem, we obtained an equation
satisfied by the limit, and this implied the collision-ejection condition for the function u¯. A natural
question is the following: why did we pass to wn ∈ Λ(un) instead of considering directly a function in
Λ(u¯)? The answer is that, since |u¯(t1)| = 0, the set Λ(u¯) has not two connected components, so that it is
not so clear to give a variational characterization of an arbitrary function in Λ(u¯) (and hence to deduce
an equation for an element of this set). On the other hand, the fact that we fixed the choice wn =
√
un
and the uniform convergence of un to u¯ allows to show that the sequence (wn) converges to a uniquely
determined w¯ ∈ Λ(u¯).
Appendix: Variational principles
For the reader’s convenience, we collect here some known results (without proofs) concerning the action
and the Maupertuis functionals. We refer to [1, 11, 26, 21], and to the references therein. This part can
be skipped by the expert reader.
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In what follows, V : RN \ Σ → R is a singular potential which is smooth in the configuration space
RN \ Σ, and such that V (x)→ +∞ as dist(x,Σ)→ 0. We consider the following fixed ends problem:
(40)
{
q¨(t) = ∇V (q(t)) t ∈ (a, b),
q (a) = p1, q (b) = p2,
where the time interval [a, b] can be prescribed a priori, or not. Let
Ĥ = Ĥp1p2([a, b]) :=
{
q ∈ H1([a, b],RN \ Σ) : q(a) = p1 and q(b) = t2
}
,
and let Hp1p2([a, b]) be its closure with respect to the weak topology of H
1, that is,
H = Hp1p2([a, b]) :=
{
q ∈ H1([a, b],R3) : q(a) = p1 and q(b) = t2
}
.
Appendix A. Prescribing the time-interval: the action functional
The action functional (also called Lagrangian action) is
A[a,b] : H1([a, b],R3)→ R ∪ {+∞}, A[a,b](q) :=
∫ b
a
(
1
2
|q˙(t)|2 + V (q(t))
)
dt.
It is differentiable in Ĥ([a, b]) (seen as an affine space on H10 ) and its critical points are solution to a fixed
time-interval problem.
Theorem A.1. Let q ∈ Ĥp1p2 ([a, b]) be a critical point of A[a,b], i.e.
dA[a,b] (q) [ϕ] = 0 ∀ϕ ∈ H10 ([a, b]) .
Then q is a classical solution of
(41)
{
q¨(t) = ∇V (q(t)) t ∈ [a, b] ,
q (a) = p1, q (b) = p2.
The converse of Theorem A.1 is also true: if q ∈ C2 ((a, b)) is a collisions-free solution of (41), then q
is a critical point of A[a,b].
In the above statement, if we replace the condition q ∈ Ĥ with q ∈ H we do not obtain a classical
solution anymore, because it is possible that a critical point q has some collisions. Of course, trying
to use minimization arguments this is a major problem, as Ĥ is not weakly closed (and consequently
in general minimizing sequences do not converge in Ĥ). In general one performs the minimization in
some weakly closed set of H and then try to show that, under additional assumptions, the minimizer
is collision-free. In this direction, the following result says that, although collision minimizers are not
solution of the motion equation, their energy is constant.
Proposition A.2. If q ∈ H is a local minimizer of A[a,b], then
1
2
|q˙(t)|2 − V (q(t)) = const. for a.e. t ∈ [a, b].
Note that the energy function t 7→ |q˙(t)|2/2−V (q(t))/ω2 a priori is defined only for non-collision times.
The previous statement, which is a consequence of the extremality of q for A[a,b] with respect to time
re-parameterizations, says that if q is a minimizer of A[a,b] with a collision, then the energy function can
be extended to a constant function (almost everywhere) in the whole time interval [a, b].
Appendix B. Prescribing the energy: the Maupertuis’ Principle
Recall the definition of the Maupertuis’ functional:
Mh ([a, b]; ·) : Hp1p2 ([a, b])→ R ∪ {+∞} , Mh ([a, b]; q) :=
1
2
∫ b
a
|q˙(t)|2 dt
∫ b
a
(V (q(t)) + h) dt.
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If Mh([a, b]; q) > 0 both its factors are strictly positive and it makes sense to set
(42) ω2 :=
∫ b
a
(V (q) + h)
1
2
∫ b
a
|q˙|2
.
The Maupertuis’ functional is differentiable in Ĥ , and its critical points, suitably re-parametrized, are
solutions to a fixed energy problem.
Theorem B.1. Let q ∈ Ĥp1p2 ([a, b]) be a critical point of Mh at a positive level, that is,
dMh ([a, b]; q) [ϕ] = 0 ∀ϕ ∈ H10 ([a, b]) , and Mh ([a, b]; q) > 0;
let ω be given by (42). Then x(t) := q(ωt) is a classical solution of
(43)

x¨(t) = ∇V (x(t)) t ∈ [ aω , bω ] ,
1
2 |x˙(t)|2 − V (x(t)) = h t ∈
[
a
ω ,
b
ω
]
,
x
(
a
ω
)
= p1, x
(
b
ω
)
= p2,
while q itself is a classical solution of
(44)

ω2q¨(t) = ∇V (q(t)) t ∈ [a, b],
1
2 |q˙(t)|2 − V (q(t))ω2 = hω2 t ∈ [a, b],
q(a) = p1, q(b) = p2.
The converse of Theorem B.1 is also true: if x ∈ C2 ((a′, b′)) is a collisions-free solution of (43), setting
ω = 1/(b′ − a′) and q(t) := x(t/ω), it is not difficult to check that q is a classical solution of (44) defined
in [a′/(b′ − a′), b′/(b′ − a′)] =: [a, b] and hence a critical point of Mh ([a, b]; ·) at a strictly positive level.
Also, the identity
ω2 =
∫ b
a
(V (q) + h)
1
2
∫ b
a |q˙|2
is fulfilled. In the above statement the fact that q ∈ Ĥ automatically rules out the possibility that q has
a collision. Although collision minimizers are not true critical points of the Maupertuis’ functional in H ,
one can recover the conservation of the energy, as for minimizers of the Lagrangian action.
Proposition B.2. If q ∈ H is a local minimizer of Mh at a strictly positive level, then
1
2
|q˙(t)|2 − V (q(t))
ω2
=
h
ω2
for a.e. t ∈ [a, b].
The Jacobi metric. Solutions of the fixed energy problem (43) can be obtained, after a suitable re-
parametrization, also as non-constant critical points of the functional
Lh(q) = Lh ([a, b]; q) :=
∫ b
a
√
(V (q(t)) + h)|q˙(t)| dt,
which is defined and differentiable for those q ∈ Hp1p2 ([a, b]) such that V (q(t)) > −h for every t ∈ [a, b].
We set
Hh = H
p1p2
h ([a, b]) := {q ∈ H : V (q(t)) > −h, |q˙(t)| > 0 for every t ∈ [a, b]} ;
the domain of Lh is the closure of Hp1p2h ([a, b]) in the weak topology of H1.
Theorem B.3. Let q ∈ Hp1p2h ([a, b])∩ Ĥp1p2 ([a, b]) be a non-constant critical point of Lh ([a, b]; ·). Then
there exist a re-parametrization x of q which is a classical solution of (43) in a certain time-interval [0, T ].
The functional Lh has an important geometric meaning: the value Lh(q) is the length of the curve
parametrized by q ∈ Hh with respect to the Jacobi metric:
gij(q) := (V (q) + h) δij , where δij is the Kronecker delta.
This metric makes the Hill’s region {V (q) + h > 0} a Riemannian manifold. Since Lh is a length, it is
invariant under re-parametrization.
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Relationship between Lh andMh. It is possible to establish a correspondence between minimizers ofMh
at positive level and minimizers of Lh. For every q ∈ Hh
(45) L2h(q) =
(∫ b
a
√
(V (q) + h)|q˙|
)2
≤
∫ b
a
|q˙|2
∫ b
a
(V (q) + h) = 2Mh(q),
with equality if and only if there exists λ ∈ R such that
|q˙(t)|2 = λ (V (q(t)) + h) for almost every t ∈ [a, b].
Starting from this fact it is not difficult to show that minimizers of Mh ”are” minimizers of Lh. To be
precise:
Proposition B.4. Let q ∈ Hh ∩H be a non-constant minimizer of Mh. Then q is a minimizer of Lh
in Hh ∩ H. If q ∈ Hh ∩ H is a non-constant minimizer of Lh then, up to a re-parametrization, q is a
minimizer of Mh on Hh ∩H.
The previous proposition is crucial because, in contrast with Mh, the functional Lh is additive. This
permits to prove the following result.
Proposition B.5. Let u ∈ Hp1p2 ([a, b]) be a minimizer of Lh ([a, b]; ·), let [c, d] ⊂ [a, b]. Then u|[c,d]
is a minimizer of Lh ([c, d]; ·) in Hu(c)u(d) ([c, d]). Moreover, if u is a minimizer of Mh ([a, b]; ·) in
Hp1p2 ([a, b]), then, for any subinterval [c, d] ⊂ [a, b], the restriction u|[c,d] is a minimizer of Mh ([c, d]; ·)
in Hu(c)u(d)([c, d]).
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