The field of property testing studies algorithms that distinguish, using a small number of queries, between inputs which satisfy a given property, and those that are 'far' from satisfying the property. Testing properties that are defined in terms of monotonicity has been extensively investigated, primarily in the context of the monotonicity of a sequence of integers, or the monotonicity of a function over the Ò-dimensional hypercube ½ Ñ Ò . These works resulted in monotonicity testers whose query complexity is at most polylogarithmic in the size of the domain.
INTRODUCTION
Property testing [24, 15] deals with a relaxation of decision problems where one is to determine whether an input satisfies a particular property or is far from satisfying it. This has recently become quite an active research area; see [23, 12] for surveys on the topic.
Monotonicity is a natural property of functions on posets. can make monotone by changing its value on at most an fraction of the domain. Along with linearity and low-degree testing, monotonicity is one of the more studied properties in the context of property testing (see [10, 16, 8, 4, 2, 14, 11] ).
Virtually all previous works deal with posets È that happen to be hypercubes of different sizes and dimensions, and provide 1-sided error testers whose complexity is at most polylogarithmic in the size of the domain. For the case where È is the linear order of size AE, and Ä is large enough, there is an optimal testing algorithm which uses Ç´ÐÓ AEµ time and queries [10] . [16] . The most efficient known tester for this case has complexity Ç´Ò ´ÐÓ Ñµ´ÐÓ Ä µµ [8] . For Boolean functions, this complexity can be made independent of Ñ [8] .
Very little was known regarding lower bounds for monotonicity testing. For the case where È is the linear order of size AE, the lower bound in [11] which shows that the algorithm of [10] is tight gives the only previously known nonconstant lower bound for any monotonicity testing problem. In particular, no nonconstant lower bound was known for any poset when Ä ¼ ½ , namely, for Boolean functions. The lower bound question for the case of the Boolean hypercube, as well as for general posets, remained unresolved.
Our Results. The main objective of this work is a systematic study of the query complexity of monotonicity testing on general posets. Our results fall into three categories: reductions between testing monotonicity and other testing problems, algorithms for testing monotonicity and lower bounds.
We begin by showing that monotonicity testing of Boolean functions over general posets is equivalent to the following three testing problems. The first is that of testing if a given assignment to Boolean variables is close to one that satisfies a fixed 2-CNF formula. The second is that of testing if a set of vertices (in a fixed) graph is close to a vertex cover. Here closeness captures the number of vertices that need to be added to make the set into a vertex cover. The third problem is that of testing if a set of vertices is close to a clique, where closeness refers to the number of vertices that need to be removed to make the set into a clique. These reductions provide additional motivation for studying monotonicity over general posets.
We next present an algorithm with an Ç´ÔAE µ query complexity for testing monotonicity over general posets with AE elements, addressing an open problem posed by [8, 22] . This, in turn, yields Ç´ÔAE µ query tests for all the above equivalent properties.
We then show that no non-adaptive test which makes only a polylogarithmic number of queries exists. Our main hardness result is a lower bound of AE ª´½ ÐÓ ÐÓ AE µ queries for general Boolean non-adaptive monotonicity testing. This implies an adaptive lower bound of ª´Ð Ó AE ÐÓ ÐÓ AE µ. This addresses the open problem raised in [8, 22] , for which no previous lower bound was known. It also shows that for the above equivalent properties, monotonicity testing is the 'essential difficult part'. To achieve our lower bound, we show that there is a graph with AE vertices that can be partitioned into AE ª´Ð Ó ½ Ð Ó ÐÓ AE µ induced matchings of size¯AE . The latter result is of independent interest: graphs with a similar property were constructed by Ruzsá and Szemerédi [25] to provide a lower bound for a Turán-like theorem. Recently they have been used by Håstad and Wigderson [18] for constructing better linearity tests 1 . Motivated by conjectures in graph theory, Meshulam [21] constructed similar graphs with different parameters. Our approach is different from all of the above.
We also present lower bounds for non-adaptive monotonicity tests over the (Boolean) Ò-dimensional hypercube. We prove an ª´ÔÒµ lower bound for 1-sided error algorithms, and an ª´ÐÓ Òµ lower bound for 2-sided error algorithms.
These results imply the corresponding adaptive lower bounds of ª´ÐÓ Òµ and ª´ÐÓ ÐÓ Òµ, respectively. These are the first nontrivial lower bounds for the Boolean hypercube, for both 1-sided and 2-sided error algorithms, answering the open questions raised by the works of [16, 8, 22] . Finally, the question arises as to what other posets can be tested more efficiently than the general lower bound. We show that functions over certain types of posets have tests with a number of queries that is independent of the size of the poset. For Boolean functions, this includes posets whose Hasse diagrams are trees, posets having constant size antichains, and what we call 'top-parallel' posets. For functions with arbitrary ½ Substituting the graphs we construct for the graphs of Ruzsá and Szemerédi in [18] yields a family of linearity tests. These tests are incomparable to these of Håstad and Wigderson, they could be better or worse depending on the distance of the tested function to the closest linear function. ranges, this applies to posets with a linear number of comparable element pairs. We also prove that for posets derived from graphs with bounded separators, monotonicity testing of functions with arbitrary ranges requires only a logarithmic number of queries.
Organization. Section 2 introduces basic definitions and general tools. Section 3 shows the equivalence to testing 2-CNF, vertex cover and clique. Section 4 provides the test for general posets. Section 5 prepares the tools for the lower bound for general posets, while the specific constructions are given in Section 6. Section 7 presents the lower bounds for monotonicity testing over the hypercube. Finally, Section 8 contains efficient algorithms for several special classes of posets. Reduction from monotonicity on general graphs to monotonicity on bipartite graphs. We now prove that testing monotonicity on arbitrary graphs is equivalent to testing monotonicity on bipartite DAG's (which naturally correspond to posets). First, we show that the resulting labeling is monotone on . Indeed, is monotone after step 1. Since it is monotone, nodes in the same strongly connected component (i.e., equivalent nodes with respect to ) have the same labels. Hence, after each change in step 2, equivalent nodes still have the same labels. Suppose is monotone on before some iteration of step 2 and is not monotone after it. Then some edgé ÚÜ Ú Ý µ is violated by changing ´ÚÜµ to 1. Then ´ÚÝµ ¼ both before and after this iteration, and ÚÝ is not equivalent to ÚÜ. Since ÚÝ ÚÜ, it must be that ´ÚÝµ ½ (otherwise, ÚÝ would have changed before ÚÜ). But then the dual edgé ÚÝ ÚÜµ is violated before the iteration, giving a contradiction.
PRELIMINARIES

EQUIVALENCE OF BOOLEAN MONO-TONICITY AND OTHER PROBLEMS
Similarly, if is monotone on before some iteration of step 3 then it is monotone after it.
Secondly, the resulting labeling is negation-compliant because step 2 relabels all nodes ÚÜ with ´ÚÜµ ´ÚÜµ ¼ , and step 3 relabels all nodes with ´ÚÜµ ´ÚÜµ ½ . Finally, let be the assignment to with ´Üµ ´ÚÜµ for every literal Ü ¾ . By the remarks above, is a satisfying assignment for . It is not hard to show that ×Ø´ µ ×Ø´ Ñ Ó Ò µ.
Other testing problems equivalent to 2-CNF testing. Recall that a monotone CNF is a CNF with only positive literals. We prove that testing 2CNF is equivalent to testing monotone 2CNF. Since we have shown that 2-CNF testing is equivalent to testing Boolean monotonicity over general graphs, which is equivalent to testing Boolean monotonicity on special kind of bipartite graphs, it is enough to prove the following theorem. 
GENERAL UPPER BOUND
We present a simple 1-sided error¯-test for monotonicity (not necessarily Boolean) on bipartite graphs Thus, the test fails with probability less than 1/3.
By Theorems 6-10, monotonicity over general graphs and properties in Section 3 have 1-sided error Ç´ÔAE µ -tests. PROOF. We use Yao's principle, which says that to show a lower bound on the complexity of a randomized test, it is enough to present an input distribution on which any deterministic test with that complexity is likely to fail. Namely, we define distributions È AE on positive (monotone) and negative ( -far from monotone) inputs, respectively. Our input distribution first chooses È or AE with equal probability and then draws an input according to the chosen distribution. We show that every deterministic non-adaptive test with Õ Ó´ÔÑµ queries has error probability larger than ½ ¿ (with respect to the induced probability on inputs).
GENERAL LOWER BOUNDS
We Given a deterministic non-adaptive test that makes a set Î ¼ of Õ queries, the probability that one or more of Å 's edges have both endpoints in Î ¼ is at most Õ ¾ ´ Ñµ for both È AE . This is because the matchings are disjoint, and the vertex set Î ¼ induces at most Õ ¾ edges of . For Õ Ó´ÔÑµ, with probability more than ½ Ó´½µ no edge of Å has both endpoints in Î ¼ . Conditioned on any choice of for which Å has no such edge, the distribution of Î ¼ is identical for both AE and È : every vertex outside of Å is fixed to 1 if it is in and to 0 if it is in , and the value of every other vertex is uniform and independent over ¼ ½ . Let ´ µ denote the set of inputs consistent with query answers
For every tuple of answers , the error probability under the above conditioning (with negative inputs chosen under AE rather than AE ) is 1/2. As the probability of the condition is ½ Ó´½µ, the overall error probability without the conditioning is ½ ¾ Ó´½µ. Since negative inputs are chosen under AE , not AE , the success probability is´½ ¾ · Ó´½µµ ¡ ÈÖ µ ½ ´½ ¾ · Ó´½µµ ¡ ½ · Ó´½µ Thus, the error probability is ½ Ó´½µ. We 
CONSTRUCTION OF HARD TO TEST GRAPHS
½ Ò define a function ¼ ½ Ò ¼ ½ by ´Ü½ Ü Òµ ½ if Ü Ò ¾ · Ô Ò ¼ if Ü Ò ¾ Ô Ò ½ Ü otherwise
Ô Ò).
The total is at most Ç´Õ Ô Òµ.
2-sided lower bound.
We give a logarithmic lower bound for non-adaptive 2-sided monotonicity tests of Boolean functions over ¼ ½ Ò . This implies a non-constant (though doubly logarithmic) lower bound for adaptive testing of this property. In fact, we construct a symmetric distribution ×, such that We give a precise meaning to this intuition, proving directly that such a binomial distribution is stochastically close to a symmetric one. This allows us to replace Á with large parameter Á by symmetric random variables.
As to Á for which the parameter is small, it turns out that we can get rid of them simply by replacing them with ¼.
FAMILIES OF GRAPHS WITH EFFI-CIENT MONOTONICITY TESTS
This section describes several families of efficiently testable graphs, including graphs with few edges in the transitive closure, graphs with small width, top-parallel graphs, trees and graphs with small separators. All tests presented have 1-sided error. Hence, we only need to analyze the probability of error for functions that are far from monotone. Throughout the section, we denote the transitive closure of a graph by Ì ´ µ. PROOF OF LEMMA 25. Let be a graph of width Û and let be a Boolean labeling of Î´ µ that is -far from monotone. We will show that the number of violated edges in the transitive closure is at least ¾ AE ¾ ´¾Ûµ Ó´½µ. Since the total number of edges in the graph is at most AE ¾ ¾, the test will find a violated edge with probability at least ½ Õ ¾ ¾ ¿. ¿ Because in order to get ½ in -th coordinate we need the corresponding linear expression to be strictly positive, and to get ¼ we need it to be only non-positive (zero included). 
Tests with query complexity independent of graph size
A test for graphs with small separators
Here we consider graphs that can be broken into relatively small connected components by removing a few vertices.
Definition 3. Let Í be an infinite family of undirected graphs that is closed under taking subgraphs. We say that Í isseparable if every AE-vertex graph Í ¾ Í can be broken into connected components of size at most ¾AE ¿ by removing a subset of at most vertices, called a separator.
E.g., forests are ½-separable, bounded tree-width graphs have bounded separators and planar graphs are Ç´ÔAEµ-separable [20] . In the sequel might be a sublinear non-decreasing function of AE.
Let Î µ be a directed graph. Let Í be the undirected graph obtained from by undirecting its edges. Call -separable if Í belongs to a -separable family of graphs.
Consider a 'standard' tree structure over disjoint subgraphs of generated by inductively taking out separators. Namely, generate a rooted tree Ì where each node Ü in Ì is associated with a set of vertices Î´Üµ of . Let Î¼ be a separator for Í of size , and suppose that Í ´Î Î¼µ has Ð components.
The root Ü of Ì is associated with Î¼ (i.e., Î´Üµ Î¼) and has Ð children, one for each component. The subtrees of the children are generated recursively from their respective components by the same procedure. The recursion stops at components of size less than ÐÓ AE. The leaves are associated with vertex sets of their components. Note that the depth of the tree is Ç´ÐÓ AEµ.
Let Ö Ü¼ Ü ½ Ü Ü be the path from the root to a node Ü in Ì . Denote ¼ Î´Ü µ by È Ø ´Üµ. Namely, È Ø ´Üµ contains all vertices of associated with Ü and all vertices from separators that appear on the path from the root of Ì to Ü. For a vertex Ú ¾ Î let Ì´Úµ denote the node Ü of Ì so that Ú ¾ Î´Üµ.
We present a 1-sided error test for using the structure Ì .
TEST FOR GRAPHS WITH SMALL SEPARATORS, Ì ´ µ PROOF. Consider a violated pair´Ú Ùµ. We will prove that either Ú or Ù is bad. The claim then follows as the graph has at least AE ¾ vertex-disjoint violated pairs (by Lemma 3 This generalizes the more efficient tests for Boolean functions over tree-like graphs and bounded-width graphs for which tighter results (by ÐÓ AE factor) are obtained in lemmas 28 and 25. It also provides an alternative Ç Ô AE ÐÓ AEtest for planar graphs, which performs more queries than the general algorithm from section 4, but requires fewer label comparisons. We note that this result cannot be dramatically improved as the general monotonicity test for the line (which is 1-separable) requires ª´ÐÓ AEµ queries [11] .
