A review of the recent benchmark efforts since the First Symposium on Solution Methods for Radiative Heat Transfer in Participating Media is presented. The Symposium was first held at 1992 28th National Heat Transfer Conference and then at 1994 6th AIAA/ASME Joint Thermophysics and Heat Transfer Conference. Also presented is the continuing effort to improve the solution accuracy of the YIX method for benchmarking. The latest work is focused on multi-dimensional, gray, and nonhomogeneous participating media.
Three higher order interpolation schemes, i.e., piecewise linear, tri-linear, and tri-quadratic, are presented to improve solution accuracy in generating benchmarks with YIX method. Detail and systematic error analyses indicate that superconvergence exists for these interpolations. Significant saving in computational time and memory can be achieved with high order interpolation. This has important implications when coupling the RTE calculations with flow codes.
Alongside the interpolation error, the integration errors of the YIX method, which include distance and angular quadratures, are also examined. The use of discrete ordinates sets in the angular quadrature is studied rigorously and compared with the use of Simpson rule. The use of high order distance quadrature is discussed. The main intent of these results is to provide a verified set of solutions which can be useful as benchmarks when developing other methods. in-scattering direction, dummy argument
INTRODUCTION
Solution of radiative heat transfer in nonhomogeneous participating media has been an important research subject for many engineering and scientific applications. Most of the applications encountered in actual systems contain participating media with nonuniform radiative property distributions in the multi-dimensional geometries. Computational limitations are presently a major factor in dictating the present state-of-the-art since modeling real properties and geometries is computationally very time consuming, usually much more expensive than the flow simulations in the same system. Due to the integro-differential nature of the radiation transport, many algorithms, more than those for the Navier-Stokes equations, have been developed in the past to solve the radiation transfer equation (RTE). Although many methods, such as the discrete ordinates (S-N) method, the Monte Carlo (MC) method, the spherical harmonics method, the finite element (FE) method, the finite volume method, and the YIX method, can be applied to arbitrarily complex geometry and spectral properties in principle, little is known on their efficiency and accuracy relative to each other. [1] [2] [3] [4] [5] 21] Because of the complexity of the RTE and the wide variety of methods available, error estimation of the computations is usually unavailable, and it is not uncommon that large differences can be found in the results for the same problem using different methods. This became apparent at the first symposium on radiative heat transfer solution methods held at the National Heat Transfer Conference in 1992. [6] The symposium participants were asked to solve a three-dimensional problem consisting of a nongray mixture of spherical carbon particles and CO 2 gas contained in a rectangular enclosure. The problem was intended to model a coal-fired furnace. Despite major property and geometry simplifications made in defining the problem, larger-than-expected variations in the predictions were found. Similar situations can be found in journal publications where large differences among results are not unusual.
Therefore, it is critical to provide some benchmark solutions to the radiation transfer community. The need for benchmarks has been also reflected in a recent NSF workshop on the use of highperformance computing to solve participating media radiative heat transfer problems, in which participants were asked to identify 5 classes of highly challenging, nationally important problems relating to the use of high-performance computing in participating media radiative heat transfer. [7] One of the problems identified is the development of benchmark solutions for the RTE.
Following the first Symposium on Solution Methods for Radiative Heat Transfer in Participating Media, the YIX method has been used in a separate benchmarking effort with the MC and FE methods. [8, 9] The benchmark uses three methods to solve the radiative heat transfer within a unit cubical enclosure with nonhomogeneous participating media. With the first order accurate distance quadrature and piecewise constant integrand, the YIX solutions showed 1 to 3% difference of surface heat fluxes in cases E1 and E2 as compared with the finite element solutions on the same grid. [8, 9] Similar to the cases D1 and D3 of the Symposium problems, it is also found that the YIX solutions have bigger difference at the core region where the optical thickness is larger. [13] Since the major difference between the FE and YIX methods is the order of interpolation, it is expected that an improvement in interpolation will improve the performance of the YIX method. In this paper, several higher order interpolation schemes are presented. Because the peculiar way of the YIX method in computing the distance integrals, the additional effort in coding and CPU time and memory is very small. As it will be shown, dramatic increase in accuracy can be achieved. The development and limitation of higher order distance quadrature will be discussed.
For problems that cause ray effects in the solutions, the remedy is to increase the order of angular quadrature. [10, 11] This paper will also demonstrate the use of higher order quadrature on reducing the ray effects and discuss the advantage of using adaptive order of angular quadrature.
This paper presents a continuing effort of developing benchmark solutions for advancing the current RTE solution capabilities. The main intent of these results is to provide a verified set of solutions which can be useful as benchmarks when developing other methods.
THE PREVIOUS BENCHMARK PROBLEMS
In 1992, a group of researchers were asked to solve a series of one-and three-dimensional radiative heat transfer problems given at the First Symposium on Solution Methods for Radiative Heat Transfer in Participating Media in the 28th National Heat Transfer Conference.
[6] Figure 1 shows the results of one of the specified problems. The problem was a rectangular enclosure with mixture of CO 2 and carbon particles. The temperature of the medium was uniform. The divergent of radiative heat flux and surface heat flux were to be solved. Figure 1 presents the solutions of the surface heat flux by different methods. [6, 13, [15] [16] [17] The largest difference among the solutions is about 56%. Even using the same method -Monte Carlo, the solution by Yuen et al. was quite different from that by Farmer and Howell. [6, 17] The solutions for one-dimensional cases had similar problem, e.g., the interior heat fluxes were, in some cases, differed by as much as one order of magnitude Later, solutions by others on the same problems were also presented in an open forum at the 1993 29th National Heat Transfer Conference and the Second Symposium at the 1994 6th AIAA/ASME Joint Thermophysics and Heat Transfer Conference. [see, e.g. 20] The latter was focused on the property-induced uncertainty on the solution. However, no direct comparison of solutions by various method was available and the large solution difference problem left in the first Symposium was still not fully addressed. Two of the aforementioned first Symposium problems (cases D1 and D3) were re-solved by Hsu and Farmer. [12] The results are shown in Figure 2 . The definitions of D1 and D3 are repeated here. The boundaries are cold, gray, diffusely reflecting and emitting, and has an emissivity of 0.7. The CO 2 mole fraction is 0.21. The carbon particles have Dirac-Delta phase function with the diameter of 30 µm. The temperature of the mixture was specified by Figure 1 . The comparison of surface heat flux solutions of a three-dimensional, homogeneous, nongray, anisotropic scattering problem specified in Tong and Skocypec [6] .
and the carbon particles had the following distribution
with N o = 5 . 10 7 for D1 and 5 . 10 8 m -3 for D3 and a total pressure of 1 atm. Obviously much better comparisons than before were obtained. Average difference between the two solutions for surface heat flux is about 5%. However, the difference is still large from the standpoint of benchmarking. Two problems were also observed in the results. First, the slight decrease of the center surface heat flux of YIX solutions for case D3 indicated some inaccuracy involved in the optically thick region. The is also demonstrated by the smaller flux divergence at the volume center (see Figure 2(b) ). Second, the Monte Carlo solutions had some scatters which were evident in the Figure 2(a) . In additions to the problems, both methods used different spectral integration schemes and resolutions. The latter was considered to be the major factor caused the difference.
With consideration of the above problems and in order to clearly separate various factors causing the solution differences in the nonhomogeneous problems, it was determined to study gray, non- Figure 2 . The comparisons of Monte Carlo and YIX solutions of two nonhomogeneous, nongray, anisotropic scattering problems specified in Tong and Skocypec. [6] scattering solutions first. With knowledge of the error for the simple nonhomogeneous problems, the (isotropic and anisotropic) scattering phase functions and non-gray properties can then be added later at progressive stages.
NEW BENCHMARK PROBLEMS
A new set of benchmark problems was proposed and solved by three different methods: finite element, YIX, and Monte Carlo. [8, 9] The first problem is the case E1 given in Hsu and Farmer.
[8] The definition of case E1 is repeated here: the geometry is an unit cube with cold, black walls and it has optical thickness (τ, extinction coefficient times the side length) distribution given by
The coordinate origin lies at the center of the cube and -0.5 = (x, y, z) = 0.5 is the computational domain (Ω). The participating medium has larger optical thickness at the center than near the walls. The scattering albedo is set to zero for E1. For other cases (e.g., case E3, which will be discussed later) with scattering albedo not equal to zero, a linear anisotropic scattering (LAS) phase function, Eq. (2), is employed.
where the P 1 is the Legendre polynomial of the order 1 and ω ⋅ ′ ω represents the inner product of the in-scattering direction and incident intensity direction unit vectors. β is the coefficient of the LAS phase function. The walls are black and diffuse. For case E1, unity blackbody emissive power in the medium is given and the surface heat flux and divergence of radiative heat flux are to be solved.
Case E1 has exact, closed form solution due to the non-scattering participating medium and the cold, black wall boundary conditions. The RTE reduces to two integrals for this case. The formulations for the divergence of radiative heat flux and surface heat flux are given as
where ω = r − ′ r ( ) r − ′ r . In the above solutions, e g is the blackbody emissive power of the medium, which is given as a constant over the whole domain (Ω). After converting the volume integration into the equivalent angular and distance integrals and carrying out the distance integral analytically, equations (3) and (4) can be easily integrated to high precision with any numerical quadrature. In this case the Simpson's rule has been used. The existence of exact solution for E1 makes possible the study of various numerical integration errors (including the interpolation errors) in the YIX method for a multi-dimensional nonhomogeneous problem. The previous solutions for case E1 by three different methods are given in Table 1 along with the exact solution. The numbers inside the parentheses are the percentage errors. Comparing with the exact solution, the MC and YIX solutions have the same order of errors. This is reasonable since both methods used piecewise constant interpolation of the extinction coefficient. The error of FE solution is the smallest of the three. Especially the q s error of FE solution is about one order of magnitude smaller than the other two methods. However, a good benchmark solution should achieve three or even four digits accuracy in the three-dimensional problems. By examining all three solutions, none has the desirable accuracy.
NUMERICAL SCHEMES
As shown in Table 1 , the largest error of YIX solution occurs at the cube center and the surface center, where the optical thickness is the largest. To improve the accuracy of YIX solution, two approaches are proposed. The first improvement is to use higher order interpolation to replace the piecewise constant interpolation in the original formulation. [5] The second approach is to use high order distance quadrature instead of the first order accurate quadrature.
Interpolation Schemes
The original one-dimensional YIX quadrature, i.e., only distance quadrature involved, is briefly repeated here. Detail derivation can be found in [5, 18] .
where f(t) + f(r(t)) is the unknown at r, and λ, P i , L, Q and t i are quadrature constants, which depends on the kernel function (K), and accuracy requirement.
Since r(t) usually does not coincide with a node, some interpolation is needed. The interpolation inevitably introduces numerical error, which is different from the error introduced by the quadrature formula (5). In the following, different interpolation schemes will be given.
Piecewise Constant Interpolation (P0). The piecewise constant interpolation has been used in the original YIX method:
where r i is the cell center in which r lies. It is simple but the least accurate.
The interpolation error is O(h) with h as the grid size. In optically thick region, more integration points contribute to the summation in Equation (5) for a given node. Therefore, the interpolation introduces larger error than that in the optically thin region. This is obviously the case shown in the YIX solution of . q(0,0,0). To improve the integration accuracy, higher order interpolation will be necessary. Below, three better interpolation schemes are presented.
Piecewise Linear Interpolation (P1'). In the case of two-dimensional geometry (Figure 3 ), the f(t) can be found by linear interpolation in x and y directions using four neighboring volume node values or, equivalently, using the Taylor expansion. Note that t lies within the rectangle enclosed by the four nodes. In the general, multi-dimensional case, the f(t) can be approximated by Figure 3 . A ray emitted from a boundary element represents the distance quadrature in a particular direction in two-dimensional geometry. The f(t) can be found by the four neighboring vol-ume node values if using piecewise linear interpolation. The f(s) will have to be extrapolated.
with f(r i ) approximated by central difference. The interpolation error, the last term of equation (6) , is proportional to h 2 . Equation (6) is exact for any linear combination of x l y m z n with exponents l+m+n = 1. Note that in a cell adjacent to the boundary such as point s in Figure 3 , the same formula can be used, except now it is extrapolation and the error is expected to be larger. This affects the accuracy of q s or e s solution as will be shown later.
Piecewise Tri-linear Interpolation (P1). Eight neighboring volume nodes can be used for the Lagrangian interpolation,
where δ is the Kronecker delta. The extra terms in P1 than those in P1' will provide smoother variation of integrand f within each cell. Equation (7) is exact for any linear combination of x l y m z n with exponents l, m, n = 1, and therefore should be more accurate than Eq. (6).
Piecewise Tri-quadratic Interpolation (P2). The second order tri-quadratic interpolation is similar to the tri-linear one. Instead of linear interpolation in each direction, P2 assumes a parabolic polynomial. The result is a tri-quadratic interpolation polynomial,
η j and ζ k coefficients are similarly defined in y and z directions, respectively. There are 27 terms in total and each interpolation for point t requires 27 neighboring node values. Equation (8) is exact for any linear combination of x l y m z n with exponents l, m, n = 2.
All the interpolation schemes described above (P1', P1, and P2) can be easily applied to irregular grid spacing as well as unstructured grid. It is interesting to note that the P1' is similar to the 4-node tetrahedron element and P1 is similar to the 8-node brick element used in the finite element method.
Higher Order Distance Quadrature
The recurrence relations for integration point t i in equation (5) are derived based on the first order accurate integration. [5] To achieve higher order accuracy, assume a quadrature formula
where c a , c b , c i , and t i are to be determined. If f(t) = t n , we have
The quadrature is of order (2m+1) accurate. With m = 0, the quadrature is first order accurate, which is the original YIX quadrature given in [5] . The next higher order accurate quadrature will be m = 1. This will give the third order accurate formula. However, the overall quadrature accuracy will not be third order unless the function f is interpolated up to that order of accuracy, i.e.,
Since improvement of interpolation error is essential to the use of higher order quadrature, in this study we will only focus on the interpolation of f function. It is noted that not much accuracy with the higher order quadrature can be gained if f is discontinuous or a piecewise lower order polynomial, e.g., a combination of hot and cold walls in an enclosure. Furthermore, our numerical study shows that the current bottleneck for poor accuracy is primarily the interpolation errors. The issue of higher order distance quadrature will be addressed in the future.
RESULTS AND DISCUSSION
To examine the improvement of solution accuracy with various interpolation schemes, the same E1 case is solved again with three interpolation methods and the results are presented in Table 2 . The numbers inside the parentheses are the percentage errors. The optical thickness distribution (equation (1)) for E1 is shown in Figure 4 (a). Table 2 also presents the 27x27x27 grid results (the YIX 27 column) using P0 interpolation. The YIX 27 uses 27 times more memory and CPU time than YIX P0 in Table 1 . However, the errors are only reduced by a factor of 2 to 3. All solutions use 9x9x9 grid except the YIX 27 case. The interpolation schemes used are specified in the subscripts. The numbers inside the parentheses are the percentage errors. The YIX P1 results show nearly one order of magnitude error reduction from YIX P0 , except the surface heat flux at or close to the edge. The less accurate surface heat fluxes near or at the edges and corners are due to the fact that more extrapolations than interpolations are performed for evaluating the integrands, e.g. the value of f(s) in Figure 3 . It is intriguing to find that the P1' interpolation is less accurate than the original P0 interpolation. Specifically, it is determined that the nonsmoothness (the |x| and similar terms) of the optical thickness distribution along the coordinate axes cause the larger error in YIX P1'. However, it should be keep in mind that the τ distribution of E1 is an artificial one with only C 0 continuity. In real systems, such nonsmoothness is unlikely to occur.
In addition to the interpolation error discussed above, other errors also need to be studied carefully, especially for the multi-dimensional problems. To obtain a better understanding of all integration error. The latter is due to the distance and angular quadratures in multi-dimensional geometries. It is important to isolate other errors when studying the effect of the particular numerical error, e.g., the effect of interpolation error can be quantified only with the "exact" (or numerically close to exact) distance and angular quadratures.
Interpolation Error
The interpolation error analysis cannot be accomplished with case E1 due to the nonsmooth optical thickness distribution. Another case, F2, with the same conditions as E1 but different optical thickness distribution is used instead (see Figure 4(b) ). The optical thickness distribution of F2 is smooth and has C 3 continuity,
In studying interpolation errors, we fixed the numerical quadratures when varying interpolation schemes. A 9x9x9 grid was used. In calculating numerical integrations, 128 Simpson points are used for each fold of integrations. The quadrature is found to be accurate to 5 digits. However, in comparing the error caused by interpolations, 7 digits of the results are used. Since the same numerical integration formula has been used in all cases and therefore, as it can be proved, most numerical integration error cancels out. Since in our case the error of q s is found to be always greater than that of . q, hence, only the root-mean-square (RMS) error of q s is plotted against the grid size ( Figure 5 ) to study the effects of different interpolations. The convergence rates, i.e., the exponents of the best fitted curves, for P0, P1', P1, and P2 are 1.7, 2.2, 3.4, and 3.9, respectively. It is noted that the superconvergence exists for all the interpolation schemes used here: the convergence rates are all faster than those given by the interpolation errors which are 1 for P0, 2 for P1' and P1, and 3 for P2. Especially remarkable is the P1 interpolation: it has convergence rate of 3.4 with the interpolation error of only O(h 2 ). The use of high order interpolations has additional benefit. It is critical to maintain low memory and CPU time usage in the calculation of radiation heat transfer while improving the solution accuracy. An efficient interpolation scheme, e.g., P1, will only slightly increase the computational time and memory (compared with P0 at the same grid size) but improve accuracy in a more effective way than reducing the grid size. This is clearly shown by the YIX P1 and YIX 27 solutions in Table 2 . This fact is also important while coupling the radiation with Navier-Stokes flows, chemical reactions, etc., especially if radiation calculation consumes a significant portion of the CPU time and system memory. With larger grid size for radiation calculation than the flow grid, the additional memory requirement for RTE solution will be kept to the minimum and small compared to that required by the flow code.
Numerical Integration Error
Two parameters affect the numerical quadrature of YIX method. The first one is the integration points distribution in distance quadrature. The second parameter is the order of angular quadrature, i.e., the order of the discrete ordinates set or the number of angular quadrature points. [13, 14] The distance quadrature points, t i in equation (5), are determined by the recurrence relations. [5] The spacing of the points, which decides the accuracy of the distance quadrature, are determined by the given first integration point, t 1 . Therefore, both t 1 and the number of angular quadrature points (N w ) set the accuracy of the multi-dimensional integration of the YIX method.
In order to study the effects of different t 1 and N w combinations, exact value of τ(x,y,z) is used in the YIX solution for case F2, i.e., without interpolation. The results are shown in Figure 6 . The discrete ordinates sets are used for the angular quadrature in Figure 6 . The N w of each S-N set is N(N+2)/2. The error reduction due to higher order of S-N set is more pronounced than the use of smaller t 1 value. Or, in other word, the error is basically dominated by the order of angular quadrature in this case. Note that setting t 1 = 0.0001 in the distance quadrature is numerically close to the exact integration since the optical thickness variation in F2 is within 0.1 and 1.0. For the problems with smaller overall optical thickness, the t 1 will have more evident effect on the accuracy. Detail study on the effect of t 1 on the solution accuracy can be found in [19] . The q s error convergence rate of 1.24 for N w variation is fitted with t 1 = 0.0001, i.e., almost exact distance quadrature.
The value of N w is limited by the available S-N sets. To examine the error reduction over the broader range of N w , alternative angular quadrature rule has to be used. Here the Simpson 1/3 rule in angular directions is used to produce large angular quadrature points. The errors of using N w Simpson angular quadrature points and t 1 = 0.001 are presented in Figure 7 . Three different best fitted lines are shown. Line A is the results of t 1 = 0.001 in Figure 6 , which uses S-N angular quadratures. Line B is the RMS error of using Simpson rule in the angular quadrature and doesn't include the error of q s at the edge. Line C is the same as the line B but includes the q s error at the edge. Both lines B and C use t 1 = 0.001 in the distance quadrature. Figure 7 clearly shows the advantage of using S-N sets. It converges at a much faster rate than using the Simpson rule for the angular quadrature. This is because the discrete ordinates sets have the spherical symmetry which the Simpson rule doesn't. Therefore, for surface quantity (q s or e s ) the solution will be more accurate if S-N sets are used. The large error difference between lines B and C also demonstrate the inaccuracy of evaluating edge (or corner) quantity using the Simpson angular quadratures. However, without considering the edge q s , the Simpson angular quadrature is capable of generating benchmark solutions as long as large N w is used.
Overall Error
After each type of error being examined carefully, a typical integration parameter set is used to study the overall error. The case F2 is solved with t 1 = 0.001 and S-16 discrete ordinates set. All four interpolation schemes are used under different grid size. The result is given in Figure 8 . The piecewise constant interpolation (P0) has a rather slow convergent rate as compared with others. With much reduced gird size and memory increased by nearly a factor of 500, the error is only reduced by a factor of 9. On the other hand, the use of P1' and P1 at the largest gird size reaches about the same error as P0 at the smallest grid size. The P2 has the best overall error as expected. It is noted that the P1', P1, and P2 overall errors stay nearly the same at all other grid sizes except the largest. This is due to the fact that limited distance and angular quadrature points are used (see Figure 6 ), i.e., N w = 144 for the S-16 set. Higher order S-N sets will certainly give smaller overall error and the similar trends shown in Figure 5 . For the quadrature chosen here, it can be seen from Figure 8 that a P1' interpolation with h ~ 0.05 or a P2 interpolation with h ~ 0.1 are good choices.
In all solutions, the volume quantity ( . q or e g ) always have smaller overall error than the surface quantity (q s or e s ). The use of P2 interpolation for the 9x9x9 grid in case F2 has RMS error for q s on the order of 10 -3 (and even smaller error for . q) indicates that it is capable of generating sufficiently accurate benchmarks for other problems as well. If necessary, even higher order accuracy can be achieved with S-N set larger than S-16. 
Elimination of Ray Effects
Another previously solved benchmark problem, case E3 in [8] , is used to study the ray effects. Case E3 has the same optical thickness distribution (equation (1)) as E1, but with scattering albedo of 0.9 and β = 1 in equation (2) . One of the walls has unity emissive power, i.e., the hot wall. Radiative equilibrium is assumed in the medium and the emissive power (e g ) alongside the q s are to be solved. The radiative property distribution of case E3 provides a medium which under certain conditions can accentuate the "ray effect." [11] The ray effect is known to reduce the solution accuracy and produce anomalistic distributions in methods like the YIX and discrete ordinates methods. Figure 9 shows the emissive power distribution for case E3. The dash contour lines are MC solution and the solid ones are YIX results. The ray effect is evident in 0.1 contour of Figure 9 (a) where inadequate angular quadrature points are used. Figure 9 (a) uses S-16 as the angular quadrature with the total of 288 angular quadrature points. In Figure 9 scheme can be developed to selectively use different number of angular quadrature points in different region pending the detection of ray effect and the severity of the effect. The advantage of adaptive angular quadrature is to remove the ray effect and keep the computation time increase to a minimum. Similar adaptive angular quadrature order has been successfully applied in the nongray calculations in an earlier study. [14] However, the scheme was for the spectral integral.
CONCLUSIONS
The continuing benchmarking effort is very critical to improve our modeling capability of the radiative transfer within participating media of very complicate radiative properties. The radiative properties may be nonhomogeneous, highly anisotropic scattering, and spectrally dependent. To create and validate the benchmarks, good error estimate is essential. Also important is the error comparison among various solution methods. Significant advance has been achieved since 1992 in reducing the solution differences of the nonhomogeneous problems among three methods: the Monte Carlo, finite element, and YIX. However, more work is needed for the next benchmark development stage.
Detail and systematic error analyses for interpolations and numerical quadratures of the improved YIX method are performed for benchmark problems with nonhomogeneous radiative property distributions. Three high order interpolation schemes, piecewise linear, tri-linear, and triquadratic, are presented to improve solution accuracy in generating benchmarks by the YIX method. It is shown that the superconvergence exists for these interpolations. The angular quadrature convergence rate of the discrete ordinates sets is superior due to its spherical symmetry. On the other hand, the use of high order distance quadrature is found that, without the corresponding higher order interpolation, little benefit can be obtained.
It is demonstrated that the ray effect can be eliminated by using large number of angular quadrature points. It is hoped that an adaptive angular quadrature scheme can migrate the ray effect without significant increase of the computational time.
Overall error analysis for case F2 indicates that the insufficient angular quadrature is the limiting factor for higher solution accuracy. Nevertheless, the YIX method with the given quadrature formulae and high order interpolation can produce sufficiently accurate results to be used as benchmarks. The main intent of these new results is to provide a verified set of solutions which can be useful for developing other methods for radiative transfer.
