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1. Introduction
Well-posedness for unconstrained and constrained optimization problems was ﬁrst studied by Tykhonov [1] and Levitin
and Polyak [2], respectively. Various extensions of these well-posedness have been developed and well studied (see, e.g.,
[3–6]) The study of Levitin–Polyak well-posedness for convex scalar optimization problems with functional constrains came
from [3]. Recently, this research was extended to general constrained vector optimization problems [4], generalized varia-
tional inequality problems with functional constraints [5] and vector equilibrium problems with functional constraints [6].
In 2003, Fu [7] introduced the symmetric vector quasi-equilibrium problem (for short, (SVQEP)) and studied existence
conditions of (SVQEP). (SVQEP) is a generalization of the equilibrium problem, proposed by Blum and Oettli [8], and a
uniﬁed model of several problems, for example, vector optimization problems, problems of vector Nash equilibria, vector
variational inequalities, and vector complementarity problems. Farajzadeh [12] considered existence theorem of the solution
of symmetric vector quasi-equilibrium problems in the Hausdorff topological vector space. Chen and Gong [9] studied the
stability of the set of solutions for (SVQEP), proved a generic stability theorem and gave an existence theorem for essentially
connected components of the set of solutions for (SVQEP).
In this paper, we will introduce generalized Levitin–Polyak well-posedness for (SVQEP). The distinguishing feature of our
work lies in the use of convexity assumptions to establish well-posedness results. Convexity assumptions (with additional
compactness condition) play an important role to ensure the well-posedness of classical optimization problems (see, e.g.,
[13,14]). Then, by using the conditions of the existence theorem of the solutions to (SVQEP) in [7], we obtain suﬃcient
conditions for the generalized Levitin–Polyak well-posedness of (SVQEP). Moreover, it is shown that the results can be
reﬁned in the convex case.
The paper is organized as follows. In Section 2, we present some concepts. In Section 3, we exhibit a theorem of suﬃcient
conditions for the generalized Levitin–Polyak well-posedness of (SVQEP). In Section 4, we obtain more reﬁned results for
convex symmetric vector quasi-equilibrium problems and give examples to illustrate the results.
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Let X and Y be real locally convex Hausdorff spaces, and let C and D be nonempty subsets of X and Y , respectively. Let
Z be a real Hausdorff topological vector space, and P ⊂ Z a closed convex and pointed cone with k0 ∈ int P .
Assume that B ⊂ Z is a nonempty subset. A point b ∈ B is called a minimal point of B , if B ∩ (b − P ) = {b}. A point
b ∈ B is called a weak minimal point of B if B ∩ (b − int P ) = ∅. A point b ∈ B is called an ε-weak minimal point of B if
B ∩ (b − εk0 − int P ) = ∅. By min B , minw B and ε-minw B we denote the sets of all minimal points, weak minimal points
and ε-weak minimal points of B , respectively. Obviously, min B ⊂ minw B ⊂ ε-minw B .
Let E be a nonempty subset of X and h : E → Z be a vector-valued mapping. Consider the following vector-valued
optimization problem:
(E,h): minimize h(x), x ∈ E.
A point y ∈ E is called a (weak) minimizer of (E,h) if h(y) is a minimal point (weak minimal point) of the set h(E), namely,
for every x ∈ E ,
h(x) − h(y) /∈ −P \ {0}
(
h(x) − h(y) /∈ − int P).
The set of all (weak) minimizers of (E,h) is denoted by argmin(E,h) (argwmin(E,h)). Obviously, argmin(E,h) ⊂
argwmin(E,h).
Let S : C×D → 2C and T : C×D → 2D be two set-valued mappings and f , g : C×D → Z be two vector-valued mappings.
Fu [7] deﬁned a class of symmetric vector quasi-equilibrium problems (for short, (SVQEP)), which consist in ﬁnding (x¯, y¯) ∈
C × D such that x¯ ∈ S(x¯, y¯), y¯ ∈ T (x¯, y¯) and
f (x, y¯) − f (x¯, y¯) /∈ − int P , ∀x ∈ S(x¯, y¯),
g(x¯, y) − g(x¯, y¯) /∈ − int P , ∀y ∈ T (x¯, y¯).
We call (x¯, y¯) be a solution of (SVQEP), and denote by X0 × Y 0 the solution sets of (SVQEP).
Now we introduce the notion of generalized Levitin–Polyak well-posedness for (SVQEP).
Deﬁnition 2.1. A sequence {(xn, yn)} ⊂ C × D is called a Levitin–Polyak approximating solution sequence (in short LP se-
quence) for (SVQEP) if there exists {εn} ⊂ R1+ with εn → 0 such that
d
(
xn, S(xn, yn)
)
 εn, d
(
yn, T (xn, yn)
)
 εn (1)
and
f (x, yn) − f (xn, yn) + εnk0 /∈ − int P , ∀x ∈ S(xn, yn), (2)
g(xn, y) − g(xn, yn) + εnk0 /∈ − int P , ∀y ∈ T (xn, yn). (3)
Deﬁnition 2.2. The problem (SVQEP) is said to be generalized Levitin–Polyak well-posed (in short LP well-posed) if
(i) X0 × Y 0 = ∅;
(ii) For every LP sequence {(xn, yn)}, there exist a subsequence {(xnk , ynk )} ⊂ {(xn, yn)} and an element (x∗, y∗) ∈ X0 × Y 0
such that (xnk , ynk ) → (x∗, y∗).
Remark 2.1. (i) Generalized LP well-posedness of (SVQEP) implies the set X0 × Y 0 is compact.
(ii) It is easy to see that the notion of well-posedness of (SVQEP) generalizes the notion of type I Levitin–Polyak well-
posedness of variational inequality problem with abstract and functional constraints introduced in [10] and the notion of
generalized LP well-posedness of vector equilibrium problem introduced in [11], respectively.
Deﬁnition 2.3. Let (Z , P ) be an ordered topological vector space, let C be a nonempty convex subset of a vector space X ,
and let h : C → Z be a vector mapping.
(i) h is called P -convex if for every x1, x2 ∈ E and for every λ ∈ [0,1], one has
h
(
λx1 + (1− λ)x2
) ∈ λh(x1) + (1− λ)h(x2) − P .
(ii) h is called strictly P -convex if for every x1, x2 ∈ X with x1 = x2 and for every λ ∈ (0,1), one has
h
(
λx1 + (1− λ)x2
) ∈ λh(x1) + (1− λ)h(x2) − int P .
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Let F : X → 2Y be a set-valued mapping. F is said to be upper semi-continuous (u.s.c. for short) at x ∈ X if for any open
set U ⊃ F (x), there exists a neighborhood V of x such that
⋃
x∈V
F (x) := F (V ) ⊂ U .
If F is u.s.c. at each point of X , then F is said to be u.s.c. F is said to be lower semi-continuous (l.s.c. for short) at x ∈ X if
for any y ∈ F (x) and any neighborhood U of y, there exists a neighborhood V of x such that ∀x′ ∈ V , we have
F
(
x′
)∩ U = ∅.
F is said to be l.s.c. if F is l.s.c. at every point of X . Moreover, F is said to be continuous if F is both l.s.c. and u.s.c.
Let F : X → 2X be a set-valued mapping. A point x ∈ X is called a ﬁxed point of the set-valued mapping F if x ∈ F (x).
3. Suﬃcient conditions for generalized well-posedness of (SVQEP)
Throughout this section, let X , Y and Z be metric spaces, let the sets C ⊂ X and D ⊂ Y be nonempty, convex and
compact subsets, and let P ⊂ Z be a closed, convex pointed cone with int P = ∅.
Let {εn} ⊂ R1+ with εn → 0. Let us deﬁne set-valued mappings A : C × D → 2C , B : C × D → 2D , An : C × D → 2C ,
Bn : C × D → 2D , Ψ : C × D → 2C×D and Ψn : C × D → 2C×D by
A(x, y) =
{
u ∈ S(x, y)
∣∣∣ f (u, y) ∈ min
w
f
(
S(x, y), y
)}
, ∀(x, y) ∈ C × D,
B(x, y) =
{
v ∈ T (x, y)
∣∣∣ g(x, v) ∈ min
w
g
(
x, T (x, y)
)}
, ∀(x, y) ∈ C × D,
An(x, y) =
{
u ∈ C
∣∣∣ d(u, S(x, y)) εn, f (u, y) ∈ εn-min
w
f
(
S(x, y), y
)}
, ∀(x, y) ∈ C × D,
Bn(x, y) =
{
v ∈ D
∣∣∣ d(v, T (x, y)) εn, g(x, v) ∈ εn-min
w
g
(
x, T (x, y)
)}
, ∀(x, y) ∈ C × D,
Ψ (x, y) = (A(x, y), B(x, y)), ∀(x, y) ∈ C × D
and
Ψn(x, y) =
(
An(x, y), Bn(x, y)
)
, ∀(x, y) ∈ C × D,
respectively.
Remark 3.1. It is easy to see that a point (u, v) is a ﬁxed point of the set-valued mapping Ψ if and only if (u, v) is a
solution of (SVQEP). Moreover, by the deﬁnition of the εn-weak minimal point, the sequence {(un, vn)} is an LP sequence
for (SVQEP) if and only if each point (un, vn) is a ﬁxed point of the set-valued mapping Ψn .
Lemma 3.1. Assume that there is a sequence {(xn, yn) ∈ C × D} with (xn, yn) → (x, y). Suppose
(i) S : C × D → 2C is continuous, and for each (x, y) ∈ C × D, S(x, y) is nonempty, closed and convex;
(ii) f : C × D → Z is continuous.
Then for any un ∈ An(xn, yn), there exist an element u ∈ A(x, y) and a subsequence {unk } of {un} such that unk → u.
Proof. Let (xn, yn) → (x, y). From un ∈ An(xn, yn), we have for each n ∈ N ,
d
(
un, S(xn, yn)
)
 εn, (4)
f (un, yn) /∈ f
(
S(xn, yn), yn
)+ εnk0 + int P . (5)
It follows from (4) that there exists vn ∈ S(xn, yn) such that
d(un, vn) εn. (6)
It is easy to prove by the direct argument (see [15, Lemma 2.2]) that if for all (x, y) ∈ C ×D , S(x, y) is a compact set and the
mapping S(·,·) is upper semi-continuous, then for (xn, yn) → (x, y) and vn ∈ S(xn, yn), there exist an element u ∈ S(x, y)
and a subsequence {vnk } of {vn} such that vnk → u. Together with (6), we have there exists a subsequence {unk } of {un}
such that un → u. without lose generality, we write un → u.k
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f (u, y) /∈ f (S(x, y), y)+ int P . (7)
By contradiction let us suppose that (7) does not hold. Hence f (u, y) ∈ f (S(x, y), y) + int P . Then there exist a point
u0 ∈ S(x, y) such that
f (u, y) − f (u0, y) ∈ int P . (8)
From the continuity of the set-valued mapping S , we have that for the point u0, there exists a sequence of u′n ∈ S(xn, yn)
such that u′n → u0. Then from continuity of f ,(
f (un, yn) − f
(
u′n, yn
)− εnk0
)→ ( f (u, y) − f (u0, y)
)
.
It follows from (8) that there exists an N > 0 such that for every n > N ,
f (un, yn) − f
(
u′n, yn
)− εnk0 ∈ int P ,
which contradicts (5). The proof is completed. 
Lemma 3.2. If A(·,·) is l.s.c., then for each neighborhood U0 of 0X and (xn, yn) → (x¯, y¯), there exists an N > 0 such that A(x¯, y¯) ⊂
A(xn, yn) + U0 when n N.
Proof. If there exist a neighborhood U0 of 0X and a subsequence {(xnk , ynk )} of {(xn, yn)} that converges to the element
(x¯, y¯) such that A(x¯, y¯) ⊂ A(xnk , ynk ) + U0, then there exists an element vnk ∈ A(x¯, y¯) with
vnk /∈ A(xnk , ynk ) + U0. (9)
Since A(x, y) is compact for every (x, y) ∈ C × D , we may assume that there exists a v¯ ∈ A(x¯, y¯) such that vnk → v¯ . From
the lower semi-continuity of the set-valued mapping A, there exists a sequence of v¯nk ∈ A(xnk , ynk ) such that v¯nk → v¯ .
Therefore,
vnk ∈ v¯nk + U0 ⊂ A(xnk , ynk ) + U0
when nk is large enough, which contradicts (9). 
Theorem 3.1. Assume that
(i) S : C × D → 2C and T : C × D → 2D are continuous, and for each (x, y) ∈ C × D, S(x, y), T (x, y) are nonempty closed convex
subsets;
(ii) f , g : C × D → Z are continuous;
(iii) A : C × D → 2C and B : C × D → 2D are l.s.c.
Then (SVQEP) is generalized LP well-posed.
Proof. First of all, we need to verify that for every neighborhood U X × UY of 0X×Y , there exists a K > 0 such that
Ψn(x, y) ⊂ Ψ (x, y) + UX × UY , ∀(x, y) ∈ C × D, n K . (10)
To this end, we only need to show that there exists a K1 > 0 such that for all n K1, we have
An(x, y) ⊂ A(x, y) + UX , ∀(x, y) ∈ C × D.
Suppose to the contrary that there exist a neighborhood U X of 0X , a subsequence {Ank } of {An} and {(x′nk , y′nk ) ∈ C × D},
such that
Ank
(
x′nk , y
′
nk
) ⊂ A(x′nk , y′nk
)+ UX .
Thus, there exists a sequence {unk ∈ Ank (x′nk , y′nk )} such that
unk /∈ A
(
x′nk , y
′
nk
)+ UX . (11)
From the compactness of C and D , there is a subsequence of {(x′nk , y′nk )} converging to a point (x¯, y¯) ∈ C ×D , without loss of
generality, we denote it by (x′nk , y
′
nk
) → (x¯, y¯). According to Lemma 3.1 and unk ∈ Ank (x′nk , y′nk ), there exists a u¯ ∈ A(x¯, y¯) and
a subsequence of {unk } converging to u¯, without loss of generality, we denote it by unk → u¯. Thus, there exists an N0  0
such that
unk ∈ A(x¯, y¯) +
1
UX , ∀nk  N0.2
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A(x¯, y¯) ⊂ A(x′nk , y′nk
)+ 1
2
UX , ∀nk  N ′0.
Therefore,
unk ∈ A
(
x′nk , y
′
nk
)+ UX , ∀nk  N ′0,
which contradicts (11).
Similarly, there exists a K2 > 0 such that for all n K2,
Bn(x, y) ⊂ B(x, y) + UY , ∀(x, y) ∈ C × D.
Therefore, let K = max (K1, K2), we have (10) holds.
Suppose {(zn, ln)} is an LP sequence for (SVQEP), then (zn, ln) is a ﬁxed point of the set-valued mapping Ψn (n ∈ N).
From the compactness of C × D , there exist a subsequence {(znk , lnk )} of {(zn, ln)} and an element (u, v) ∈ C × D such
that (znk , lnk ) → (u, v). Therefore, we have that (u, v) ∈ Ψ (u, v). If not, there exist a neighborhood U1 of 0X×Y and a
neighborhood V of (u, v) such that
V ∩ (Ψ (u, v) + U1
)= ∅. (12)
Since Ψ is u.s.c. (see the proof of [7, Section 2, Theorem]), there exists a K1 > 0 such that
Ψ (znk , lnk ) ⊂ Ψ (u, v) +
1
2
U1, ∀k K1.
By (10), there exists a K ′1  K1 such that
Ψnk (znk , lnk ) ⊂ Ψ (znk , lnk ) +
1
2
U1 ⊂ Ψ (u, v) + U1, ∀k K ′1.
Thus,
(znk , lnk ) ∈ Ψnk (znk , lnk ) ⊂ Ψ (u, v) + U1, ∀k K ′1,
which contradicts (12). To conclude, the sequence {(zn, ln)} has a subsequence {(znk , lnk )} converging to (u, v) ∈ Ψ (u, v).
Thus, by the deﬁnitions of the set-valued mappings Ψ , Ψn and Remark 3.1, (SVQEP) is generalized LP well-posed. 
4. Generalized well-posedness of (SVQEP) in convex case
In this section we concentrate on the convex case. Because of the convexity assumptions, the suﬃcient conditions for
the well-posedness of (SVQEP) become fairly simple.
For a sequence of subsets Dn of Y , the inner limit lim infn Dn consists of all possible limit points of sequences {xn ∈ Dn},
whereas the outer limit limsupn Dn consists of all possible cluster points of such sequences. If limsupn Dn = D = lim infn Dn ,
then Dn converges to D in the sense of Painlevé–Kuratowski (P.K. for short), written as Dn
P .K .−→ D . See [16] for more details
on such convergence of the sequence of sets.
Lemma 4.1. Let S : C × D → 2C be a continuous set-valued mapping, and suppose that for each (x, y) ∈ C × D, S(x, y) is nonempty
closed and convex. Then for arbitrarily chosen (xn, yn) → (x, y),
S(xn, yn)
P .K .−→ S(x, y).
Proof. It follows from [19, Proposition 1.4.7] that S(x, y) ⊂ lim infn S(xn, yn) when S : C × D → 2C is lower semi-continuous.
Moreover, from [19, Proposition 1.4.8], the graph of S : C × D → 2C is closed, which means limsupn S(xn, yn) ⊂ S(x, y). 
Deﬁnition 4.1. (See [17].) For a closed convex set E ⊂ Rk , the recession cone of E is the set
0+(E) := {d ∈ Rk: a + td ∈ E, ∀a ∈ E, ∀t  0}.
It is obviously that 0+(E) = {0} if E is a bounded set.
Let α ∈ Rh and P ⊂ Rh be a pointed, closed and convex cone, the sublevel set of h : Rk → Rh at height α (denoted by hα )
is deﬁned as follows:
hα := {x ∈ Rk: α ∈ h(x) + P}.
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0+(ha) = 0+(hb).
Denote by Hh the recession cone of a generic nonempty sublevel set of the P -convex mapping h. It is clear that 0 ∈ 0+(E)
and 0 ∈ Hh .
Lemma 4.3. (See [17, Theorem 3.5].) Let En ⊂ Rk be closed convex sets, let hn,h : Rk → Rh be strictly P -convex mappings. Suppose
(i) 0+(E) ∩ Hh = {0};
(ii) En
P .K .−→ E;
(iii) hn → h with respect to the continuous convergence (i.e. hn(xn) → h(x) whenever xn → x).
Then Argmin(En,hn)
P .K .−→ Argmin(E,h).
Theorem 4.1. Assume that X = Y = Rk, Z = Rh and
(i) S : C × D → 2C and T : C × D → 2D are continuous, and for each (x, y) ∈ C × D, S(x, y), T (x, y) are nonempty closed convex
subsets;
(ii) f , g : C × D → Z are continuous;
(iii) For any ﬁxed y ∈ D, f (x, y) is strictly P -convex, for any ﬁxed x ∈ C, g(x, y) is strictly P -convex.
Then (SVQEP) is generalized LP well-posed.
Proof. Assume that (x, y) ∈ C × D and (xn, yn) ∈ C × D satisfying (xn, yn) → (x, y). Let En = S(xn, yn) and E = S(x, y).
Deﬁne vector-valued mappings hn,h : Rk → Rh as hn(x) = f (x, yn), h(x) = f (x, y), respectively. Since S(x, y) is closed for
every (x, y) and the set C is compact, the set E = S(x, y) is compact. Clearly, 0+(E) = {0}. It follows that 0+(E) ∩ Hh = {0}.
Moreover, from Lemma 4.1, the condition (ii) of Lemma 4.3 is satisﬁed. It can be easily conclude from the continuity of f
that the condition (iii) of Lemma 4.3 holds. Let
Argmin(E,h) = {u ∈ S(x, y) ∣∣ f (u, y) ∈ min f (S(x, y), y)} := A′(x, y)
and let
Argmin(En,hn) =
{
un ∈ S(xn, yn)
∣∣ f (un, yn) ∈ min f
(
S(xn, yn), yn
)} := A′(xn, yn).
In view of Lemma 4.3, we get
A′(x, y) ⊂ lim inf
n
A′(xn, yn).
Since f (·, y) is strictly P -convex for any ﬁxed point y, then f (·, y) is P -convex for any ﬁxed point y. From [18, Chapter 2,
Proposition 5.13], we have A′(x, y) = A(x, y). Thus,
A(x, y) ⊂ lim inf
n
A′(xn, yn) ⊂ lim inf
n
A(xn, yn).
Then by [19, Proposition 1.4.7], A(·,·) is l.s.c. Similarly, B(·,·) is l.s.c. Therefore, from Theorem 3.1, the conclusion holds. 
Corollary 4.1. Assume that X = Y = Rk, Z = Rh and
(i) S : C × D → 2C and T : C × D → 2D are continuous, and for each (x, y) ∈ C × D, S(x, y), T (x, y) are nonempty closed convex
subsets;
(ii) f , g : C × D → Z are strictly P -convex.
Then (SVQEP) is generalized LP well-posed.
Proof. Noticed that a strictly P -convex mapping is P -convex, and from [20, Lemma 2.1] that a P -convex mapping is con-
tinuous. 
The following example shows that the convexity assumption (iii) of Theorem 4.1 cannot be omitted.
Example 4.1. Let X = Y = Z = R , C = D = [0,4π ] and P = R1+ . For all (x, y) ∈ C ×D , let f (x, y) = sin xy and g(x, y) = cos xy.
Set-valued mappings S : C×D → 2C and T : C×D → 2D are deﬁned by: S(x, y) = [2π,4π ] and T (x, y) = [1,2], respectively.
It is clear that conditions (i) and (ii) of Theorem 4.1 are satisﬁed. However, without convexity assumption, (SVQEP) has not
W.Y. Zhang / J. Math. Anal. Appl. 387 (2012) 909–915 915any solution. Indeed, by contradiction, let us suppose that (x¯, y¯) is a solution of (SVQEP). Namely, there exists (x¯, y¯) ∈ C × D
such that x¯ ∈ S(x¯, y¯) and
f (x, y¯) − f (x¯, y¯) /∈ − int P , ∀x ∈ S(x¯, y¯).
Then
sin x¯ y¯ = −1. (13)
On the other hand, from the point (x¯, y¯) is the solution of (SVQEP), we have y¯ ∈ T (x¯, y¯) and
g(x¯, y) − g(x¯, y¯) /∈ − int P , ∀y ∈ T (x¯, y¯).
Then
cos x¯ y¯ = −1. (14)
Thus, (14) contradicts (13).
Since (SVQEP) has not any solution, the condition (i) of Deﬁnition 2.2 is not fulﬁlled. Therefore, (SVQEP) is not well-posed.
The following example shows that, in an inﬁnite-dimensional setting, the convexity assumptions are not suﬃcient for
ensuring the well-posedness.
Example 4.2. Suppose that X is a separable Hilbert space with orthonormal basis {en: n ∈ R}, C = D = X and P = R1+ . The
mapping h : X → (−∞,∞] is deﬁned as
h(x) =
∞∑
n=1
(x, en)2
n2
.
For all (x, y) ∈ X × X , let f (x, y) = h(x), g(x, y) = 0, and let S : C × D → 2C and T : C × D → 2D be deﬁned as S(x, y) = C
and T (x, y) = D , respectively. Then (SVQEP) reduces to the following scalar optimization problem, which consists of ﬁnding
x¯ ∈ X such that
h(x) − h(x¯) 0, ∀x ∈ X .
It is clear that the mapping h is convex, but (SVQEP) is not well-posed.
Acknowledgment
The author would like to thank the anonymous referee for his/her valuable comments and suggestions, which helped to improve the paper.
References
[1] A.N. Tykhonov, On the stability of the functional optimization problem, USSR Comput. Math. Math. Phys. 6 (4) (1966) 28–33.
[2] E.S. Levitin, B.T. Polyak, Convergence of minimizing sequences in conditional extremum problems, Sov. Math. Dokl. 7 (1966) 764–767.
[3] A.S. Konsulova, J.P. Revalski, Constrained convex optimization problems well-posedness and stability, Numer. Funct. Anal. Optim. 15 (1994) 889–907.
[4] X.X. Huang, X.Q. Yang, Levitin–Polyak well-posedness of constrained vector optimization problems, J. Global Optim. 37 (2007) 287–304.
[5] X.X. Huang, X.Q. Yang, Levitin–Polyak well-posedness in generalized variational inequality problems with functional constraints, J. Ind. Manag. Op-
tim. 3 (4) (2007) 671–684.
[6] S.J. Li, M.H. Li, Levitin–Polyak well-posedness of vector equilibrium problems, Math. Methods Oper. Res. 69 (2009) 125–140.
[7] J.Y. Fu, Symmetric vector quasi-equilibrium problems, J. Math. Anal. Appl. 285 (2003) 708–713.
[8] E. Blum, W. Oettli, From optimization and variational inequalities to equilibrium problems, Math. Student 63 (1994) 123–145.
[9] J.C. Chen, X.H. Gong, The stability of set of solutions for symmetric vector quasi-equilibrium problems, J. Optim. Theory Appl. 136 (2008) 359–374.
[10] X.X. Huang, X.Q. Yang, D.L. Zhu, Levitin–Polyak well-posedness of variational inequality problems with functional constraints, J. Global Optim. 44 (2009)
159–174.
[11] R. Ferrentino, Pointwise well-posedness in vector optimization and variational inequalities, Working paper, Department of Economic Sciences and
Statistics, University of Salerno-Fisciano, 2005.
[12] Ali P. Farajzadeh, On the symmetric vector quasi-equilibrium problems, J. Math. Anal. Appl. 322 (2006) 1099–1110.
[13] A. Dontchev, T. Zolezzi, Well-Posed Optimization Problems, Lecture Notes in Math., vol. 1543, Springer-Verlag, Berlin, 1993.
[14] R. Lucchetti, Convexity and Well-Posed Problems, CMS Books Math., vol. 22, Springer, New York, 2006.
[15] J.W. Nieuwenhuis, Some minimax theorems in vector-valued functions, J. Optim. Theory Appl. 40 (1983) 463–475.
[16] R.T. Rockafellar, R.J.-B. Wets, Variational Analysis, Springer-Verlag, Berlin, 1998.
[17] R.E. Lucchetti, E. Miglierina, Stability for convex vector optimization problems, Optimization 53 (5–6) (2004) 517–528.
[18] D.T. Luc, Theory of Vector Optimization, Springer-Verlag, Berlin, 1989.
[19] J.P. Aubin, H. Frankowska, Set-Valued Analysis, Birkhäuser, Boston, 1990.
[20] T. Tanino, Stability and sensitivity analysis in convex vector optimization, SIAM J. Control Optim. 26 (1988) 521–536.
