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Abstract
This research asks whether satellite imagery of metropolitan statistical areas (MSAs)
can aid in the prediction of unemployment over different time horizons. I make these
predictions using Convolutional Neural Networks (CNNs). The data consist of 1735
Landsat Analysis Ready Data (ARD) images from 1990 to 2011, each averaged
quarterly with a subject that is one of 27 MSAs. I match each quarterly image with
a known value of unemployment collected by the Bureau of Labor Statistics. Ten
training configurations use different combinations of data augmentation and image
preprocessing. I find CNN training accuracy around 10 to 20 times the accuracy
of random selection, suggesting that satellite imagery contains information about
unemployment amenable to machine learning analysis. Test accuracy at best, by
contrast, is around double the accuracy of random selection, raising concerns about
out-of-sample generalization. Two training/test set splits then explore the use of
CNN predictions as features in linear regression forecasts of unemployment. In the
random split, in two out of ten data configurations, mean-squared error is reduced.
In the time-based split (all training data before 2001, all testing data afterwards),
in eight out of ten data configurations, mean-squared error is reduced. Multiple
models are estimated with other features such as national macroeconomic data,
quarter/year fixed effects, MSA fixed effects, and unemployment lags. The MSE
reductions are corroborated by findings that the CNN prediction regressor is widely
statistically significant among both training/test splits, data configurations, and
model types.
∗B.S. Candidate in Economics and Physics, College of William and Mary. e-Mail: aca-
bate@email.wm.edu.
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1 Introduction
The inspiration for this research was the book Scale by Professor Geoffrey West (1). This
book explores the similarities in scaling laws between various systems. For example, the
number of gas stations in a city scales to the quarter power with its population, and the
heart rate of a mammal scales to the quarter with its mass. While these phenomena
could be coincidental, West contends that they arise from systems’ underlying complex
networks. I conceived the idea for this research when considering that complex networks
in an economic context might display ”symptoms” of economic health or illness. A more
robust infrastructure network, for example, might correspond to lower unemployment.
The relative robustness of infrastructure in two cities is observable via satellite imagery
of those cities. My research proposes that macroeconomically relevant features of an
complex economic network are observable in satellite imagery and that such features may
be used to predict unemployment.
Indeed, a literature exists on the use of satellite imagery in macroeconomic variable
prediction. An example of this is a 2010 study by Albert Saiz (2). The study finds that
geographic features can improve regulation-based models of supply-elasticity, where the
geographic features indicate undevelopable land. Specifically, the features are steep slopes,
water, and wetlands. The study even finds that such land constraints contribute to higher
wages – a way of compensating for more expensive housing. These geographic features,
however, are collected manually. This hinders future applications of the model to different
cities. In addition, while Saiz shows that the collected features are economically relevant,
additional features in satellite imagery may also be economically relevant – road networks,
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for example. The task of identifying and manually quantifying each economically relevant
feature is intractable. This motivates the use of techniques to automatically identify these
features and use them for prediction. Identification and use of image features are tasks
aptly suited to machine learning.
Machine learning techniques beyond regressions are new, but promising, in economic
forecasting. Indeed, they have been found more applicable to forecasting or nowcasting
than the linear regression models (3). I use a Convolutional Neural Network (CNN) to
predict unemployment from satellite imagery over various time horizons: at the current
time (nowcasting), as well as one, two, and three quarter ahead (forecasting). A CNN is
a machine learning model – a set of hypotheses about the target function we would like
to learn, and the way in which the model learns the final hypothesis. The final hypothesis
predicts a probability vector for a given image, where each probability is that of a class to
which the input could belong. Importantly, CNNs are well-suited to identifying important
features of images. CNNs have achieved state-of-the-art results in image classification.
Specifically, the Inception-V3 architecture that I use performed the best of any models
as of June 2016 in image classification on the ILSVR 2012 dataset (4). In this research,
each element of the probability vector corresponds to a value of unemployment, and the
value of an element is the predicted probability of the corresponding unemployment.
1.1 Literature Review
A 2018 study by Hyun Hak Kim and Norman R. Swanson tests the performance of machine
learning in macroeconomic forecasting (5). For benchmarks, they use an autoregressive
(AR) model, an AR model with exogenous variables, a principal components regression
(PCR) on exogenous variables, a PCR with lags of the macroeconomic variable, and a
combined bivariate autoregressive distributed lag (ADL) model. They compare these
to numerous other methods deemed ”machine learning”. These models used principal
components analysis (PCA), independent components analysis (ICA), or sparse principal
components analysis (SPCA); as well as bagging, ridge regression, LASSO, least angle
regression, elastic net, or Bayesian model averaging. They conclude, rather vaguely
given the number of models, that various combinations of these methods are useful for
different macroeconomic variable predictions over different time horizons. In predicting
unemployment, PCA, ICA, or SPCA regressions followed by shrinkage techniques tended
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to yield the lowest mean-squared forecast errors over 1, 3, and 12-month horizons. This
indicates a promising role for machine learning techniques in unemployment prediction.
The study’s input data, however, is limited to economic variables and their lags, whereas
I use satellite images as input.
Using satellite imagery, a 2018 study found that a CNN could detect the presence
of slums (6). The author uses features found by the slum-detecting CNN as regressors
when predicting slums’ Indices of Multiple Deprivation. This achieves an R2 of 0.67. In
contrast, a model constructed using manually-extracted Geographic Information System
(GIS) features predicts their Indices of Multiple Deprivation with an R2 of 0.52. A
regression including features extracted from the CNN and GIS features achieves an R2
of 0.75. These results suggest that satellite imagery cannot only be used to detect
economically relevant features like slums, but also that it can predict economic variables
based on such images. Note, however, that this very high resolution (VHR) imagery has
0.5-meter resolution with 0% cloud coverage. The imagery I used, provided by United
States Geological Survey (USGS) Landsats, has much courser resolution (about 30 meters
per pixel) with potential for cloud cover (see Section 2.1).
Regarding the detection of differences in urban scale, a 2018 paper by Lyu et al. uses
Landsat imagery and a recurrent neural network (RNN) to predict a map of urban sprawl
(7). Though not using convolutional and pooling layers to extract image features, the
authors still detect urban change in out-of-sample imagery with 89% accuracy for Beijing,
94% for New York City, 93% for Melbourne, and 89% for Munich. These results indicate
that Landsat imagery’s 30-meter resolution is suitable for detecting economic changes,
but do not indicate the imagery’s ability to predict macroeconomic variables. In addition
to examining macroeconomic forecasting, my research examines CNNs as opposed to
RNNs. Usefully, however, this paper suggests steps forward to improve performance in
my research: the authors use spectral bands of surface reflectance that they find optimal
for the temperate cities in which they are interested. As I use cities in different biomes,
I simply average the pixels of all spectral bands to produce an input image. Their work
suggests a more nuanced approach to preprocessing may be useful.
Other research done in 2017 by Albert, Kaur, and Gonzalez indeed finds CNNs able
to predict land classifications (e.g. urban vs rural), but the satellite imagery used has
1-meter resolution (8).
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Regarding economic variable prediction, a pioneering 2016 work predicts an asset
wealth index solely based on satellite imagery of African locales (9). The authors apply
a CNN pretrained on ImageNet (10) to predicting a nightlight index based on daytime
imagery. The resultant feature vector they extract from the CNN serves as a proxy for
economic activity. They train a ridge regression to predict average household asset wealth
or expenditure based on this feature vector, achieving an R2 of 0.75. Note that this study
uses high resolution (exact scale not specified) imagery not from Landsat.
Following on the previous work, 2017 research found that poverty prediction could
be applied to other continents, albeit with hyperparameter tuning to achieve similar
results (11). Notably, however, the authors find that the same technique could not be
used to predict other economic variables such as educational attainment, potable water
access, or health-related indicators. They explain that reasons could be an over-reliance
on nightlight intensity as a proxy for economic growth, or lack of relevance of the imagery
to the indicator. Intuitively, unemployment may be more correlated with wealth than
the above unpredictable economic variables (e.g. a community without schooling but
access to factory jobs is likely wealthier than the same community in a deindustrialized
setting), so if wealth is detectable from satellite imagery, there is still reason to believe
that unemployment may be. In addition, the CNN in my research learns to predict
unemployment directly instead of using a nightlight proxy.
2 Data
2.1 Satellite Imagery
The USGS freely provides Landsat imagery. I use their Analysis-Ready Data (ARD)
images, focusing on Metropolitan Statistical Areas (MSAs) over the period from 1990
to 2011. I choose to work with MSAs, as urban centers are most likely to show the
complex networks correlated with econonomic variables (1). Advantageously, ARD images
focus on fixed geographic tiles (12), whereas standard Landsat imagery have inconsistent
geographic bounds over time. More than 500 ARD tiles are available for the United
States. Another advantage of ARD is its recognition of clouds in images, allowing the
user to only select images with certain maximum percentages of cloud cover (12). Given
the date range, I aim for at least 200 images per MSA, which allows about two images
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per quarter on average. This influences my choice of maximum cloud cover percentage for
each individual MSA; where possible, however, I try for maximum 10% cloud coverage.
An ARD tile may have some entirely black sections in an image on a certain date.
These black regions correspond to sections of the fixed geographic area (ARD tile) where
the satellite did not image on that date. Ideally, over the period of a quarter, the average of
images will complete individual images’ uncovered areas. In this context, blackened areas
serve an informative purpose: in the average image, darker areas occur where fewer images
overlap during the quarter. By contrast, lighter areas occur where multiple images have
overlapped in the intra-quarter averaging. Such overlapping areas carry more information
about the quarter, because they are less subject to the noise of a single image. This
intensity differential, then, is potentially a way for the CNN to learn about the “usefulness”
of a section of image. Sections of different average intensity are visible in the diagonal
strips of the images of Figure 4.
As fore did not imagery the type of imagery, I opt for surface reflectance. This
is grayscale, reducing the burden of parameter estimation in full-training of a CNN,
compared to that of an RGB image. Surface reflectance products are captured by the
thematic mapper instruments of Landsats 4 and 5.
Figure 1: The Bulk Download Application (BDA)
I obtain the satellite imagery using the USGS EarthExplorer and Bulk Download
Application (BDA) tools (13). I create one bulk download for each MSA. The process of
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bulk downloading is shown in Figure 1. This graphical user interface (GUI) is the only
way to process bulk orders. The BDA requires a sign in, so I download one order at a time.
This has made data collection a bottleneck of this research. A bulk download returns tar
files (compressed folders) for all images of the MSA taken during the years 1990 to 2011.
Within each tar file is a GeoTIFF (unique to geographic information systems) file for each
of the spectral bands captured by the thematic mapper.
Examples of the GeoTIFF files are given below, with Baltimore City in the very lower
left:
Figure 2: For Baltimore in May 2018: The first spectral band(left); Average of seven
spectral bands(right)
Ultimately, I use 1,732 images split between training, test, and validation sets. These
images represent Atlanta, GA; Charlotte, NC; Chicago, IL; Cincinatti, OH; Dallas,
TX; Denver, CO; Detroit, MI; Houston, TX; Indianapolis, IN; Las Vegas, NV; Los
Angeles, CA; Miami, FL; Minneapolis, MN; New York City, NY; Oklahamoa City, OK;
Philadelphia, PA; Phoenix, AZ; Portland, OR; Raleigh, NC; Sacramento, CA; Salt Lake
City, UT; San Antonio, CA; San Diego, CA; St Louis, MO; Tucson, AZ; Virginia Beach,
VA; and Washington D.C.; between 1990 and 2011. I selected the most populous cities
first, where an MSA was not included if either 1) it fell near the border of an ARD tile,
or 2) it fell within the same ARD tile as another MSA. Note that these cities encompass
a variety of geographies and biomes, perhaps making training more difficult, but ensuring
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that the neural network does not overfit to one area.
2.2 Unemployment Data
I use monthly, seasonally-adjusted MSA unemployment data, provided freely by the
Bureau of Labor Statistics (14). Due to concerns about monthly availability of satellite
imagery, I average MSA unemployment data on a quarterly basis. This averaging is done
via the script “QuartMSAUnemp.py”, provided at https://github.com/AdamAbate-6/
Unemp-Sat-ML/blob/master/QuartMSAUnemp.py.
In addition, I round each value of unemployment to the nearest quarter percent. This
is because I retrain a neural network pretrained for classification, not prediction of a con-
tinuous variable. Each quarter-percent of unemployment is a “bucket”, where the neural
network aims to predict the correct unemployment bucket for an image. The original
unemployment data and the output of the QuartMSAUnemp.py script are provided at
https://github.com/AdamAbate-6/Unemp-Sat-ML/tree/master/UnemploymentData.
Ultimately, I use the following 27 percentage values of unemployment: 2.5, 2.75, 3,
3.25, 3.5, 3.75, 4, 4.25, 4.5, 4.75, 5, 5.25, 5.5, 5.75, 6, 6.25, 6.5, 6.75, 7, 7.25, 7.5, 7.75, 8,
8.25, 8.5, 8.75, and 9. These values of unemployment each corresponded to enough MSA
imagery to enable a representative training/test/validation dataset split. Any values of
unemployment above or below these listed values did not match with enough images to
create the aforementioned representative data split.
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3 Preprocessing
3.1 Overview
Figure 3: Unified Modeling Language (UML) module diagram of preprocessing. External
modules are not shown.
I have made all of the code I describe here publicly available at https://github.com/
AdamAbate-6/Unemp-Sat-ML.
The software architecture for preprocessing centers on PreConductor.py, as shown
in Figure 3. Software engineering best practices don’t recommend a high number of
dependencies in one module. In this research, however, a high number of dependencies
in PreConductor.py allow easy commenting-out of certain sequences of modules. That is,
if we only want to test unzipping and spectral averaging, all but those modules can be
prevented from running. In the future, this architecture might be improved with testing
frameworks.
In full operation, running PreConductor.py requires the user enter arguments to
specify MSA name and bulk order number. A Python call would therefore look something
like the following example:
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python PreConductor . py −m ‘ ‘New York−Newark−Jer sey City , NY−NJ−PA MSA’ ’ −b
‘ ‘977289 ’ ’
PreConductor.py uses the modules it imports in the following order: Unzip-
per.py, BandAvgExporter.py, TimeAverager.py, PicAndUnempMatcher.py, Normal-
izer.py, Cleaner.py. Note that Normalizer.py is not used by PreConductor.py in some
testing. Indeed, I ultimately use Normalizer.py separately from PreConductor.py as a
manual last preprocessing step.
3.2 Unzipping Image Files: Unzipper.py
The satellite imagery is delivered in a compressed format, so I use the Python “tarfile”
package to unzip all of these. PreConductor.py calls unzipFiles() of the Unzipper class to
accomplish this. This method also deletes the original tar files to preserve space.
3.3 Spectral Band Averaging: BandAvgExporter.py
At this point, every tar has been unzipped into a distinct folder containing a GeoTIFF
file for each of the image’s spectral bands. This module averages those spectral
bands. PreConductor.py calls executeCalculations() of the BandAvgExporter class
to start the averaging process. Within BandAvgExporter, calculateAvgAndOutput(),
obtainOutDir(), and finally exportToJpg() are called to assist with averaging and then
export the resultant spectrally-averaged GeoTIFF to a JPEG file.
3.4 Quarterly Averaging: TimeAverager.py
Each spectrally-averaged JPEG corresponds to a specific MSA and date. TimeAverager’s
responsibility is to iterate through a directory containing all of an MSA’s JPEGs,
averaging them quarterly. Note that I coded this to be extensible to different periods
for future research. PreConductor.py initiates this by calling the average() method of
TimeAverager. This method outputs the quarterly- and spectrally-averaged JPEGs to a
subdirectory of the MSA directory called periodAvgs.
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3.5 Matching Images with Unemployment: PicAndUnemp-
Matcher.py
This module matches each quarterly image within periodAvgs to the value of unemploy-
ment for that MSA and quarter. PreConductor.py initiates this by calling the match()
method of the PicAndUnempMatcher class. Note that the code of PicAndUnempMatcher
hinges on the format of the Excel file produced by QuartMSAUnemp.py. This excel file
(quart data.xlsx) contains quarterly unemployment data for each MSA. The movePic()
method in PicAndUnempMatcher (called by match()) moves the matched picture to
a directory “final”, and within that to a subdirectory whose name is the value of
unemployment that the picture is matched to. This file structure is easily convertible
to TFRecords – files easily processed in Tensorflow.
3.6 Normalizing Images: Normalizer.py
The motivation for this module is the recognition that satellite imagery of different biomes
may result in different relative intensities denoting the same economic features. The
PreConductor.py module calls the execute() method of the Normalizer class in order to
account for this phenomenon. This method iterates over every image in the file structure
produced by PicAndUnempMatcher.py. For each image, execute() internally calls the
demeanAndScale() method of Normalizer. The demeanAndScale() method substracts
the mean of the image’s pixel intensities from each pixel in the image. The intuition
behind this is that, to the neural network, a section of infrastructure will appear the
same relative to its environs in San Antonio as in New York City after demeaning. The
method also divides each pixel intensity in the image by the standard deviation of pixel
intensities in the image. The intuition here is that now no image will have substantially
more intra-image intensity variation than another, since each is scaled according to its
intra-image variation.
Demeaning and scaling also seems to emphasize economically relevant features of
images. Take, for example Figure 4:
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Figure 4: On the left, an original satellite image of Phoenix in Quarter 4, 2011. On the
right, a demeaned and scaled satellite image of Phoenix in Quarter 4, 2011.
Clearly, the demeaned and scaled image prioritizes mountain features and lakes. This
is because their pixel intensities differ so much from the mean. Note, though, that one
can see the city center of Phoenix in the center left of each image. In addition to natural
features, the demeaned and scaled image shows a road network near the city center.
Roads, after all, have very different intensities than the natural environment making up
most of the image. This is one way that normalization may aid a neural network in
identifying economic features.
3.7 Deleting Extraneous Files: Cleaner.py
This module iterates through already-processed GeoTIFF and JPEG images, deleting
them. By already-processed, I mean files not spectrally- or temporally-averaged.
4 Convolutional Neural Networks
4.1 Introduction to Artificial Neural Networks
Artificial Neural Networks (ANNs) are biologically-inspired machine learning models.
Their ultimate goal is to learn an unknown target function, matching an input (e.g.
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an image) to a correct classification (e.g. unemployment).
In discussing how this happens, refer to the example ANN diagram Figure 5. Let’s
first assume we have an ANN that has already learned a final hypothesis. This hypothesis
is represented by the weight matrix W between the input and hidden layer, and the weight
matrix W′ between the hidden and output layers. Activation functions also contribute
to the hypothesis and will be dealt with shortly. Call the input vector x, where there are
n inputs. W has m x n elements, where there are m hidden layer nodes:
x =

x1
x2
...
xn
W =

w1,1 w1,2 ... w1,n
w2,1 ...
...
wm,1 ... wm,n

In Figure 5, observe that a hidden layer node j’s input is the sum over n input nodes
of the following product: input i times the weight connecting i to j (Wi,j).
Figure 5: An example ANN (15)
Put in terms of linear algebra, the input to a hidden node j is the inner product of
the jth row of W and x, since each row of W represents the weights to a specific hidden
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node from all n input nodes. The vector input to the hidden layer, then, is given as u:
u = Wx
Importantly, this vector of inputs to the hidden layer is not the same as the
output vector of the hidden layer. The hidden layer applies an element-wise nonlinear
transformation (activation function) to the hidden layer input. Applying element-wise,
nonlinear transformations to the hidden and output layers ensures that the output is not
simply a linear combination of the inputs. Some examples are given below. Note that the
Rectified Linear Unit (ReLU) function is commonly preferred for hidden layers in modern
neural networks (16).
ReLU:
y = R(x)
0 x ≤ 0x x > 0
Hyperbolic Tangent:
y = tanh(x) =
ex − e−x
ex + e−x
Sigmoid:
y = σ(x) =
1
1 + e−x
Figure 6: From left to right: ReLU, hyperbolic tangent, and sigmoid
If we use ReLU activation on the hidden layer, then hidden layer output is y = R(u).
Following the same logic, observe that the input to, and output of the output layer are
16
given as follows, respectively:
u′ = W′y
z = σ(u′)
Here, the sigmoid is used to create the output of the output layer, as the sigmoid
produces a value between 0 and 1 for each output node. The output vector can therefore
be interpreted as a vector of probabilities, where each element is a classification, and the
element value is the probability of the input belonging to that classification.
Up to this point, we have assumed that the weights correspond to the target function.
In reality, a neural network’s purpose is to learn a target function and then make
predictions using it. Learning algorithms are an expansive topic and beyond the scope of
this primer. It is worth mentioning that gradient descent methods are among the most
popular. Their name conveys the intuition: find the slope of the error with respect to
the weights, and adjust the weights as to decrease the error. The error can be thought
of as the difference between the output vector and a target vector representing the true
values, though construction of error functions is again a vast topic out of the scope of this
section. For a more thorough introduction to the theory of learning and some algorithms,
including gradient descent, see the book Learning From Data (17).
4.2 Introduction to Convolutions and Pooling
In subsection 4.1, I explained how a neural network outputs a vector of probabilities
given an input vector. In the case of an image, however, the input vector is as long as
the product of the image’s dimensions in pixels. That is the case if the image is gray
scale, with a single number representing each pixel. If the image is RGB, three numbers
represent each pixel, so the input vector has a length of dimension times dimension times
3. A quick glance at Figure 5 tells the reader that such a high-dimensional input vector
results in a proliferation of weights to estimate. This mandates a larger training data set.
In addition, flattening the matrix of pixels that is an image into a single long vector risks
making it harder for the network to learn patterns between the pixels (a road as a series
of high intensity pixels, for instance), which are now separated through matrix flattening.
These issues motivate the concepts of convolutions and pooling, and therefore
Convolutional Neural Networks (CNNs). A convolution applies a filter (also known as a
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kernel) to the image to produce a feature map. The filter is a matrix of weights learned by
the convolutional neural network. To see how this works, consider the following diagram:
Figure 7: A convolution, courtesty of (18)
In Figure 7, the filter is applied to the blue square in the input image. Each element in
the filter is multiplied by the corresponding element in the input image: for example, the
upper-right corner elements of the filter and the blue square of the image are multiplied.
Each product is summed; here, there are 9 products to sum. This sum becomes the value
of the red element in the output, which is the feature map. The filter is then moved by a
stride. Say this stride is two. In the next stride, the filter is applied to a blue square on
the input image two elements horizontally translated from the original. When moving the
filter vertically, the translations are also done by two elements. Padding may be added
to the input image, which allows the filter to be applied even if some of its elements
are outside the dimensions of the input image. In these sections, the filter elements are
multiplied by zero to represent the lack of an image. Depending on filter size, stride, and
image padding, the resultant feature map may be as large as or smaller than the input
image. Finally, an activation function, typically ReLU, is applied to the feature map.
Importantly, most CNNs use multiple filters. For earlier convolutional layers in a
CNN, different filters might represent lines at different angles. A diagonal filter matrix,
for example, would represent a line and interact most strongly when applied to a similarly
diagonal portion of the image. For later convolutional layers, filters might represent
shapes, or even class-specific features.
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Note, however, that for each convolutional layer, we add to the architecture as many
feature maps as there are filters. This seems to contradict the original motivation, because
each new feature map has parameters (needing estimation) connecting it to the rest of
the architecture. Max-pooling is a step taken after each convolutional layer that resolves
this. Say we have just produced and applied an activation function to a feature map.
To apply max pooling to the result, we pass over the image a filter of a certain size and
stride. In Figure 8, the filter is size 2x2 with stride 2.
Figure 8: Max-pooling, courtesy of (19)
Max-pooling considers all image elements within the filter, selecting the maximum. It
assigns that maximum to a corresponding element in the resultant representation. This
representation has smaller dimensions than the input feature map – if the filter’s side
length and stride are equal, the dimensionality reduction factor is roughly the filter’s side
length. In addition to dimensionality reduction, max-pooling essentially selects the most
“relevant” aspects of an image based on intensities.
Combining multiple convolutional and pooling layers, we find a pattern as shown in
Figure 9. The convolutional layers achieve small dimensionality reduction, but proliferate
a number of feature maps. The pooling layers reduce the dimensionalities of these feature
maps. Finally, the feature maps are so low dimensional that each is flattened into a
vector, and each vector is concatenated. This vector is the input to an ANN as discussed
in subsection 4.1
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Figure 9: A sample CNN, courtesy of (20)
4.3 Inception-V3 Architecture
A discussed in the introduction, I use the Inception-V3 Architecture (4). This can be
summarized using the following table, taken from Szegedy’s work (4):
Figure 10: Table 1 in Szegedy’s 2016 work (4).
As the table shows, both convolutional and pooling layers, as discussed in
subsection 4.2, feature in Inception-V3. Interestingly, they opt for fewer pooling than
convolutional layers. The given reasons are concerns about “representational bottleneck”
– premature dimensionality compression in a very deep architecture – and increased
computational cost.
The layers labeled “3xInception”, “5xInception”, and “2xInception” are arrange-
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ments of convolutional and pooling layers stacked and performed in parallel. For example,
the 3xInception module is constructed as shown in Figure 11.
Figure 11: Figure 5 in Szegedy’s 2016 work (4)
In Figure 11, base would be the output of the preceding convolutional layer in
Figure 10, and Filter Concat would be the input to the 5xInception layer in Figure 10.
Beyond what is mentioned in Table 1 (Figure 10), an auxiliary classifier directly
backpropagates results to earlier layers, aiming to solve the vanishing gradient problem.
This problem arises from the error derivative’s construction as a chain of multiplied
derivatives when taken with respect to earlier layers’ weights. If these derivatives are less
than one, the gradient may decrease dramatically. By establishing a direct connection
from output to earlier layers via the auxiliary classifier, Szegedy et al. seek to avoid
this issue (4). Indeed, when this auxiliary classifier is batch-normalized, the main
classifier’s performance improves. For a layer, batch-normalization iterates over each
node, subtracting from its value the layer mean and dividing the difference by the layer
standard deviation.
4.4 Transfer Learning with Inception-V3
As Figure 10 shows, Inception-V3 is a very deep architecture. This means it has a large
number of parameters – on the order of millions – all of which need to be estimated by
the learning algorithm. I consider 84 datapoints per MSA (21 years, four quarters each),
and the United States has 389 MSAs (21). This means 32676 examples exist to be split
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between training and validation sets. Realistically, fewer examples exist: many MSAs
fall within common ARD tiles. Regardless, we are left with a “curse of dimensionality
problem” – there are many more parameters to estimate than examples to train on. This
problem often causes training to result in a high-variance hypothesis.
Numerous techniques exist to solve the curse of dimensionality. In regressions,
LASSO and ridge penalize parameters to reduce variance. In neural networks, the dropout
technique eliminates nodes, and therefore all connections to and from them, with a certain
probability at each training step. This is implemented in Inception-V3. CNNs may benefit
from data augmentation, whereby each original image is copied and modified slightly
while retaining the same label. Random brightness adjustments, scaling, cropping, and
rotations are examples. For this research, consider that a city has the same unemployment
rate whether it is viewed in the original satellite image or in a satellite image flipped over
some axis. All important economic features are in the same places relative to each other
– the concept of cardinal direction has simply changed.
Though data augmentation is useful, it has diminishing returns. An image rotated
100 different ways helps the CNN learn little more than an image rotated 50 different
ways. After all, the CNN will “pick out” the same relevant features in each image, even if
they are differently oriented. In fact, such excess may lead to overfitting on the training
data. Data augmentation, then, is not the cure for the curse of dimensionality. Rather,
reducing the number of parameters is.
I reduce the number of parameters to estimate via a technique known as transfer
learning. Transfer learning is the application of a pretrained neural network to a different
classification task. For this research, I use an Inception-V3 model pretrained on the
Imagenet dataset, provided by Tensorflow Hub (22). The pretraining allows the CNN to
recognize which object an image contains out of thousands of possibilities. Importantly,
Imagenet contains on the order of 10 million datapoints (10), enabling Inception-V3 to
estimate its parameters better than if attempted on this research’s dataset. An important
note is that Imagenet images have a variety of classes such as aircraft carriers, elephants,
signs, and more, but none are related to satellite imagery. A key assumption I make in
this research is that Inception-V3’s many layers learn a general representation of images
when pretrained on Imagenet. Following this, I assume that such a representation is
useful in identifying economic features in a satellite image. However, neither of these are
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guaranteed. In the conclusion, I discuss ways to bypass these assumptions with different
machine learning techniques that avoid the need for Imagenet data.
After pretraining the CNN, all the weights up to the penultimate layer are set as
unmodifiable. The task is to learn the weights connecting the penultimate and final
layers, where the final layer now corresponds to a series of unemployment “buckets”, one
of which the satellite image falls into. The final output is a softmax probability vector,
which is like a vector of sigmoid probabilities, except that the sum of the elements of a
softmax vector add to one. This reduces the number of parameters to estimate to a more
reasonable scale.
An objection may be raised about fixing weights up to the penultimate layer. Indeed,
this significantly constrains the set of hypotheses relating an image to unemployment.
This constraint, however, also reduces the number of parameters. In addition, transfer
learning on Inception-V3 has been found effective with thousands of datapoints (22) –
a scale manageable for this research. The reason is that the convolutional and pooling
layers, whose weights are fixed, learn in pretraining to identify features of images relevant
to classification, seemingly regardless of the classification task.
4.5 Configuring Training
Ten Python files each execute one of the ten training configurations I use. These are
summarized in the below table:
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File Name Preprocessing Data Augmentation Time Horizon
retrain 0 orig.py Standard None 0
retrain 0 orig flip.py Standard Flipping 0
retrain 0 norm.py Normalization None 0
retrain 0 norm flip.py Normalization Flipping 0
retrain 1 orig.py Standard None 1
retrain 1 norm.py Normalization None 1
retrain 2 orig.py Standard None 2
retrain 2 norm.py Normalization None 2
retrain 2 orig.py Standard None 3
retrain 2 norm.py Normalization None 3
Table 1: The ten training configurations of this research
In Table 1, “Normalization” indicates that every module in Figure 3 has been utilized
as specified in Section 3, including the demeaning and scaling module Normalizer.py.
“Standard” indicates that every module except Normalizer.py has been utilized as
specified in Section 3. “Flipping” indicates that 50% of the training images have been
randomly selected for duplication and horizontal flipping. “None” indicates that no
data augmentation has been performed. As explained in Results, I discontinue data
augmentation configurations after the first experiment due to its intense computational
requirements. The Time Horizon column specifies how many quarters ahead is the
unemployment value labeling an image. That is, a CNN with time horizon 1 is trained
to predict unemployment a quarter ahead, given the input image.
These retrain files are modifications of the retrain.py code provided by Tensorflow
as a time-efficient implementation of transfer learning using Inception-V3 (22). These
modified files are available at https://github.com/AdamAbate-6/Unemp-Sat-ML/tree/
master/CNNConfigs.
Training is done by batch in epochs. A batch is a subset of the training data whose
average error causes a single weight update. An epoch is a set of weight updates where
the constituent batches compose the entire training set. I run training for 2000 epochs
for un-augmented (no flipping) data. For augmented data, I run 500 epochs, as this
takes substantially longer. For time horizons 0, 1, 2, and 3, 1732, 1725, 1719, and 1717
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images, respectively, are split between training, test, and validation sets. Validation sets
are always 100 images. Testing sets are randomly sampled such that about 20% of all
images are used for testing. The rest are used in training or validation. I evaluate the
results of training by considering the percentages of correct classifications in the final
epoch of training and in the test set after training.
4.6 Regression Models
To further evaluate the success of CNN training, I test whether its predictions reduce the
test set mean-squared error (MSE) of unemployment forecasts. Note that the forecast is
of unemployment, not a change in unemployment, as the CNN outputs a prediction of
unemployment at a single time. I construct the CNN regressor as follows. For an image,
the CNN predicts a vector of 27 probabilities, each denoted P (Ui). I then sum, over each
of the 27 elements, the product of the probability and the unemployment Ui that the
probability matches:
U
(pred,h)
j,t =
27∑
i=1
P (Ui) ∗ Ui
where j is the MSA and t is the quarter to which this prediction corresponds; h is
the number of quarters before t that the image was taken.
In other words, this sum is the average of the CNN predictions. I then use this sum
as a regressor in a linear regression whose target variable is actual unemployment.
The dataset from which I draw the regressor-contributing images is the same as the
one which I use to train, test, and validate the CNN. I acknowledge this as a weakness
of this research, but if used in practice, the regressions would be used for locations whose
satellite images may or may not have been used in training the CNN. In addition, I
randomly split the regression data into 50% training set and 50% test set. This ensures
that the regressors of images used in CNN training are not unfairly distributed in order
to improve regression results. In addition, test MSE is not arbitrarily reduced with the
addition of covariates, allowing better model comparisons. Test MSE is presented in Table
4.
In addition to a first estimation and testing of these models with a random 50/50
training/test split, I estimate and test the models again with all training data coming
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before 2001, and all testing data including and after 2001. This is roughly 50/50, with
841 training examples and 799 testing examples. The practical application of forecasting
motivates this: an economist uses models trained on previous periods’ data to forecast
unemployment in future periods.
For each data configuration and resultant CNN model, I train each of the following
linear regression models. Recall that a data configuration is a combination of time horizon
(h=0, 1, 2, or 3), preprocessing (yes or no), and data augmentation (yes or no).
The class-1 models do not use CNN predictions. Their regressors are different
combinations of unemployment lags, MSA fixed effects (26-dimensional categorical
variable denoted αMSA), quarter/year fixed effects (80-dimensional categorical variable
denoted αper), and national macroeconomic variables lagged by one quarter. Percent
changes of these national variables account for the nonstationarity of their levels.
Model 1a – Unemployment lags:
U
(act)
j,t = β1U
(act)
j,t−1 + β2U
(act)
j,t−2 + β3U
(act)
j,t−3 + β4U
(act)
j,t−4 + j,t
Model 1b – Unemployment lags and MSA fixed effects:
U
(act)
j,t = αMSA + β1U
(act)
j,t−1 + β2U
(act)
j,t−2 + β3U
(act)
j,t−3 + β4U
(act)
j,t−4 + j,t
Model 1c – Unemployment lags and national variables:
U
(act)
j,t = β1U
(act)
j,t−1 + β2U
(act)
j,t−2 + β3U
(act)
j,t−3 + β4U
(act)
j,t−4+
β5∆GDPt−1 + β6∆CPIt−1 + β7FFt−1 + β8∆Payt−1 + β9∆Ct−1 + j,t
where ∆GDPt−1 is the quarterly percent GDP change, ∆CPIt−1 is the quarterly
percent Consumer Price Index change, FFt−1 is the Federal Funds rate, ∆Payt−1 is the
quarterly percent national payroll change, and ∆Ct−1 is the quarterly percent national
manufacturing capacity utilization change. Each is lagged by one quarter in order to
predict unemployment at time t with no contemporaneous information.
Model 1d – Unemployment lags, national variables, and MSA fixed effects:
U
(act)
j,t = αMSA + β1U
(act)
j,t−1 + β2U
(act)
j,t−2 + β3U
(act)
j,t−3 + β4U
(act)
j,t−4+
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β5∆GDPt−1 + β6∆CPIt−1 + β7FFt−1 + β8∆Payt−1 + β9∆Ct−1 + j,t
Model 1e – Unemployment lags and quarter/year fixed effects:
U
(act)
j,t = αper + β1U
(act)
j,t−1 + β2U
(act)
j,t−2 + β3U
(act)
j,t−3 + β4U
(act)
j,t−4 + j,t
Model 1f – Unemployment lags, quarter/year fixed effects and MSA fixed effects:
U
(act)
j,t = αper + αMSA + β1U
(act)
j,t−1 + β2U
(act)
j,t−2 + β3U
(act)
j,t−3 + β4U
(act)
j,t−4 + j,t
The class-2 models use different combinations of unemployment lags, CNN
unemployment predictions, and national variables.
Model 2a – Unemployment lags, national variables, and CNN-predicted unemploy-
ment:
U
(act)
j,t = β1U
(act)
j,t−1 + β2U
(act)
j,t−2 + β3U
(act)
j,t−3 + β4U
(act)
j,t−4 + β5U
(pred,h)
j,t +
β6∆GDPt−1 + β7∆CPIt−1 + β8FFt−1 + β9∆Payt−1 + β10∆Ct−1 + j,t
where h is the number of quarters before t at which the picture was taken. For
example, U
(pred,1)
j,t is a CNN unemployment prediction for quarter t made using an image
taken one quarter before t.
Model 2b – Unemployment lags, national variables, MSA fixed effects, and CNN-
predicted unemployment:
U
(act)
j,t = αMSA + β1U
(act)
j,t−1 + β2U
(act)
j,t−2 + β3U
(act)
j,t−3 + β4U
(act)
j,t−4 + β5U
(pred,h)
j,t +
β6∆GDPt−1 + β7∆CPIt−1 + β8FFt−1 + β9∆Payt−1 + β10∆Ct−1 + j,t
The class-3 models use different combinations of unemployment lags, CNN
unemployment predictions, and quarter/year fixed effects. This is separate from class
2 in order to test whether one of the perfectly-colinear quarter/year fixed effects and
national variables reduce MSE more.
Model 3a – Unemployment lags, quarter/year fixed effects, and CNN-predicted
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unemployment:
U
(act)
j,t = αper + β1U
(act)
j,t−1 + β2U
(act)
j,t−2 + β3U
(act)
j,t−3 + β4U
(act)
j,t−4 + β5U
(pred,h)
j,t + j,t
Model 3b – Unemployment lags, quarter/year fixed effects, MSA fixed effects, and
CNN-predicted unemployment:
U
(act)
j,t = αper + αMSA + β1U
(act)
j,t−1 + β2U
(act)
j,t−2 + β3U
(act)
j,t−3 + β4U
(act)
j,t−4 + β5U
(pred,h)
j,t + j,t
The class-4 models use different combinations of unemployment lags, CNN
unemployment predictions, and MSA fixed effects. This is to test whether CNN
predictions account for inter-MSA variance, which MSA fixed effects would otherwise
account for.
Model 4a – Unemployment lags and CNN-predicted unemployment:
U
(act)
j,t = β1U
(act)
j,t−1 + β2U
(act)
j,t−2 + β3U
(act)
j,t−3 + β1U
(act)
j,t−4 + β5U
(pred,h)
j,t + j,t
Model 4b – Unemployment lags, MSA fixed effects, and CNN-predicted unemploy-
ment:
U
(act)
j,t = αMSA + β1U
(act)
j,t−1 + β2U
(act)
j,t−2 + β3U
(act)
j,t−3 + β1U
(act)
j,t−4 + β5U
(pred,h)
j,t + j,t
5 Results
5.1 CNN Results
The accuracies reported following CNN training are given in the below table:
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File Name Training Accuracy (2000th or 500th Epoch) Final Test Accuracy
retrain 0 orig.py 58.0% 7.2%
retrain 0 orig flip.py 33.0% 6.9%
retrain 0 norm.py 56.0% 5.2%
retrain 0 norm flip.py 30.0% 4.9%
retrain 1 orig.py 58.0% 6.5%
retrain 1 norm.py 60.0% 5.6%
retrain 2 orig.py 62.0% 5.2%
retrain 2 norm.py 66.0% 6.2%
retrain 3 orig.py 65.0% 8.0%
retrain 3 norm.py 57.0% 6.6%
Table 2: Results for the ten training configurations
“Accuracy,” in Table 2, is the percentage of correctly classified images. A correct
classification occurs when the largest element of the probability vector output corresponds
to the true unemployment value for that image.
If one were to randomly assign one of the 27 values of unemployment to each image,
this would achieve an average of 3.7% accuracy. This is the context within which to view
these results.
First, training accuracies all significantly surpassed the 3.7% mark. That is, by the
end of training, the CNN had learned something about the images on which it was trained
that allowed it to predict their unemployment rates between 10 and 20 times better than
if it were to randomly guess unemployment.
Second, in all but one case, CNNs trained and tested on normalized images had the
worst test accuracy. Normalization was intended to enhance similarities between images of
different biomes and geographies, easing the CNN’s learning task by reducing inter-image
variation. This intention, however, did not hold up to testing.
Third, test-set CNN predictions substantially underperformed training-set CNN
predictions in terms of accuracy. In earlier experiments with half the number of images
and 100 training epochs for both augmented and unaugmented data, the same disparities
occurred. Indeed, testing accuracy in those experiments varied between 5.0% and 9.2%.
Such training/testing accuracy disparities could indicate overfitting, though this requires
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further research on training set and validation set performance as epochs progress.
Overfitting is something typically resolved with a less complex hypothesis set or more
data. CNNs, as discussed in the introduction, achieve state-of-the-art results in image
classification, indicating an okay hypothesis set. Instead of changing the hypothesis set,
I opted to gather more data. Doubling the number of training images does not appear
to have had any noticeable impact on testing accuracy. This, however, is an unfair
comparison, as I increased the number of training epochs to 2000 for unaugmented data,
and 500 for augmented data. This could have resulted in more overfitting, balancing out
the dataset increase. That is likely, as training accuracies in Table 2 vary between 30.0%
and 66.0%, whereas they varied between 27% and 38% in the initial experiments.
Fourth, the impacts of data augmentation are unclear. Training accuracy on
augmented datasets fall 26% below their unaugmented counterparts. This is likely due
to the disparity in number of epochs. Testing accuracy after data augmentation seems
average compared with that of unaugmented data over the same horizon, indicating two
things: first, that additional training epochs may do little to impact testing accuracy;
second, that if additional training epochs are beneficial to testing accuracy, additional
data from augmentation help offset the testing accuracy drop due to fewer epochs. Note
that data augmentation increases dataset size by a factor of 0.5, whereas there is a factor
of four difference in training epochs between augmented and unaugmented configurations.
Despite the potentially promising gains of data augmentation, training data-augmented
models to the same number of epochs as unaugmented models would have taken too long
for the available computational resources, and 500 epochs is not a fair comparison to 2000.
5.2 Regression Results – Random Train/Test Split
The relative mean-squared errors of the regressions on test data are given in the below
tables. They are split into two for ease of reading. Each column represents one of the
regression models described above. Each row represents one of the data configurations
described above. The bold value in each row corresponds to the lowest MSE for that data
configuration. By “relative MSE”, I mean the percent difference between a model and
the benchmark model (M. 1a) for a data configuration. The benchmark MSEs are given
in Table 5.
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M. 1a M. 1b M. 1c M. 1d M. 1e M. 1f
h=0, Original 0.0000 0.0938 0.4787 0.6485 0.5304 0.6478
h=0, Original, Augmented 0.0000 0.1841 0.2371 0.4370 0.3457 0.4372
h=0, Normalized 0.0000 0.0431 0.2278 0.4000 0.3850 0.5150
h=0, Normalized, Augmented 0.0000 -0.1077 0.0733 -0.0219 0.0262 -0.0671
h=1, Original 0.0000 0.0813 0.0412 0.1521 0.3004 0.2904
h=1, Normalized 0.0000 0.0435 -0.0815 -0.0135 0.3241 0.4296
h=2, Original 0.0000 0.0133 0.2439 0.3563 0.6246 0.7051
h=2, Normalized 0.0000 -0.0726 0.5160 0.4412 0.5501 0.3927
h=3, Original 0.0000 0.1626 0.2433 0.3557 0.5701 0.6679
h=3, Normalized 0.0000 0.1617 0.0320 0.1149 0.4160 0.3551
Table 3: Percentage relative test MSE for each combination of data configuration and
model, random train/test split, Part 1
M. 2a M. 2b M. 3a M. 3b M. 4a M. 4b
h=0, Original 0.5249 0.6527 0.5908 0.6677 0.0540 0.1362
h=0, Original, Augmented 0.2442 0.4372 0.3046 0.4337 0.0290 0.1927
h=0, Normalized 0.2545 0.4044 0.3897 0.5245 0.0433 0.0812
h=0, Normalized, Augmented 0.0986 -0.0038 0.0220 -0.0629 0.0218 -0.0989
h=1, Original 0.1304 0.1778 0.3593 0.3339 0.1123 0.1192
h=1, Normalized -0.0420 0.0120 0.3621 0.4516 0.0461 0.0928
h=2, Original 0.2344 0.3143 0.6491 0.7028 0.0041 -0.0389
h=2, Normalized 0.5049 0.4418 0.5388 0.3924 -0.0279 -0.0481
h=3, Original 0.3314 0.3465 0.6181 0.6702 0.1640 0.1840
h=3, Normalized 0.0388 0.1213 0.4077 0.3628 -0.0004 0.1524
Table 4: Percentage relative test MSE for each combination of data configuration and
model, random train/test split, Part 2
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M. 1a MSE
h=0, Original 1.707
h=0, Original, Augmented 1.750
h=0, Normalized 1.709
h=0, Normalized, Augmented 1.782
h=1, Original 1.720
h=1, Normalized 1.703
h=2, Original 1.803
h=2, Normalized 1.740
h=3, Original 1.769
h=3, Normalized 1.683
Table 5: The benchmark MSE value for each data configuration, bolded where benchmark
is the lowest test MSE; random train/test split
Recall that all except the class-1 models include the CNN-predicted unemployment
regressor. In two of the ten data configurations, a model including the CNN-predicted
unemployment regressor performed best. Of these two configurations, neither best-
performing models were of class 2 or 3, suggesting that neither national macroeconomic
variables nor quarter/year fixed effects improved forecasts given the presence of the
CNN-predicted unemployment regressor. One of the best-performing models with a
CNN-predicted regressor had MSA fixed effects (M. 4a), and the other did not (M. 4b).
One therefore cannot conclusively say whether CNN analysis of satellite imagery explains
inter-city unemployment variance.
In addition, of the two data configurations whose lowest-MSE model included the
CNN-predicted regressor, neither was substantially better than the benchmark. Note
that the h=3, normalized M.4a outperformed M.1a by only a thousandth of a percent. At
nearly four hundredths of a percent, M. 4b of h=2, original had more substantial gains
compared to the benchmark. Still, it is not clear whether such gains would be considered
valuable to a forecaster. After all, half of the data configurations’ M. 4a and M. 4b test
MSEs were less than five hundredths of a percent different from their M. 1b benchmark
MSEs.
Only two of ten data configurations have a lowest-MSE model including a
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CNN-predicted regressor, and the results are insubstantial gains. Nevertheless, Tables
6-8 show that the CNN-predicted regressor is broadly statistically significant. Over all
data configurations, 16 of the total 20 model 4 (a and b) regressions have 1%-level
statistically significant CNN-predicted regressors. At the 5% level, this is true for 18
of 20 regressions. More broadly, every data configuration has at least one model with
a 1%-level statistically significant CNN prediction regressor except the h=0, normalized,
and augmented configuration. This is critical – the CNN prediction of unemployment
is, in some models, significant up to (at least) three quarters ahead of the input image’s
quarter. The likely explanation is that, as we’ve seen, an input image contains economic
information about the current quarter. Unemployment in future quarters depends on
unemployment in the current (hence the success of lagged models), so a CNN’s prediction
on a current-quarter image is relevant to future quarters. In summary, not only does the
presence of a CNN prediction regressor reduce MSE in two out of ten data configurations,
this regressor is statistically significant in the MSE-optimizing models, as well as in other
models.
For all data configurations and models in Tables 6-8 where the CNN-predicted
regressor is statistically significant at any conventional level, the coefficient on this
regressor is small and positive. This indicates that the CNN consistently underestimates
unemployment in its predictions. The reason for this is unclear. One possibile explanation
is that the CNN can predict unemployment in increments of 0.25% from 2.5% to 9%, but
from 1990 to 2011, average national unemployment is 5.98% – closer to 9% than to 2.5%
(23). If the probability of each unemployment “bucket” in the CNN output vector is small,
more smaller values of unemployment may skew the weighted unemployment average (the
regressor here) down.
Referring back to Tables 3 and 4, of the eight data configurations resulting in a
lowest-MSE model that excluded the CNN prediction, none were of subtype d, e, or f, and
only one was of type c. This suggests again that neither national macroeconomic variables
nor quarter/year fixed effects improved test forecasts; in fact, they often worsened them.
Of the eight configurations, five of the lowest-MSE models were purely regressions of
unemployment on four lags of unemployment. Two lowest-MSE models were regressions
of unemployment on its lags and MSA fixed effects. Only for the h=1, normalized
configuration did the presence of national variables reduce test MSE.
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Overall, these results indicate that simpler models perform better in forecasting
unemployment over various time horizons. Specifically, unemployment lags and MSA
fixed effects are the most important. CNN predictions also are statistically significant
and slightly reduce test MSE in two configurations, but their role in the presence of MSA
fixed effects is unclear.
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Model Coefficient Estimate P > |t|
h=0, Original M. 2a 0.0424 0.0075
M. 2b 0.0433 0.0228
M. 3a 0.0528 0.0010
M. 3b 0.0488 0.0084
M. 4a 0.0647 0.0001
M. 4b 0.0739 0.0002
h=0, Original, Augmented M. 2a 0.0545 0.0248
M. 2b -0.0018 0.9590
M. 3a 0.0646 0.0132
M. 3b 0.0141 0.6955
M. 4a 0.0770 0.0031
M. 4b 0.0821 0.0237
h=0, Normalized M. 2a 0.0459 0.0011
M. 2b 0.0209 0.2282
M. 3a 0.0299 0.0236
M. 3b 0.0168 0.2867
M. 4a 0.0583 0.0002
M. 4b 0.0518 0.0074
h=0, Normalized, Augmented M. 2a 0.0516 0.0262
M. 2b 0.0424 0.2178
M. 3a 0.0436 0.0493
M. 3b 0.0365 0.2557
M. 4a 0.0381 0.1278
M. 4b 0.0202 0.5911
Table 6: Coefficients and Estimates of Statistical Significance, Random Train/Test Split,
Part 1
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Model Coefficient Estimate P > |t|
h=1, Original M. 2a 0.0525 0.0001
M. 2b 0.0534 0.0008
M. 3a 0.0479 0.0005
M. 3b 0.0538 0.0007
M. 4a 0.0687 0.0000
M. 4b 0.0830 0.0000
h=1, Normalized M. 2a 0.0465 0.0007
M. 2b 0.0361 0.0361
M. 3a 0.0332 0.0098
M. 3b 0.0220 0.1627
M. 4a 0.0580 0.0001
M. 4b 0.0623 0.0009
h=2, Original M. 2a 0.0523 0.0004
M. 2b 0.0446 0.0185
M. 3a 0.0432 0.0081
M. 3b 0.0260 0.1881
M. 4a 0.0803 0.0000
M. 4b 0.0934 0.0000
h=2, Normalized M. 2a 0.0352 0.0267
M. 2b 0.0206 0.3099
M. 3a 0.0233 0.1409
M. 3b -0.0026 0.8922
M. 4a 0.0518 0.0022
M. 4b 0.0555 0.0107
Table 7: Coefficients and Estimates of Statistical Significance, Random Train/Test Split,
Part 2
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Model Coefficient Estimate P > |t|
h=3, Original M. 2a 0.0443 0.0006
M. 2b 0.0408 0.0125
M. 3a 0.0428 0.0011
M. 3b 0.0333 0.0366
M. 4a 0.0709 0.0000
M. 4b 0.0812 0.0000
h=3, Normalized M. 2a 0.0465 0.0008
M. 2b 0.0385 0.0332
M. 3a 0.0400 0.0033
M. 3b 0.0252 0.1391
M. 4a 0.0530 0.0004
M. 4b 0.0485 0.0123
Table 8: Coefficients and Estimates of Statistical Significance, Random Train/Test Split,
Part 3
The summary statistics of Table 9 give insight into the relevance of CNN predictions
over different time horizons, as well as their relevance in the presence (or lack thereof) of
data augmentation and normalization.
First, the number of models with a statistically significant CNN-predicted regressor
peaks when forecasting unemployment one quarter ahead. For example, among
un-normalized images, the number of models with a 1%-level statistically significant
CNN-predicted regressor goes from 83.33% to 100% to 66.67% to 66.67% over the four
periods h=0 to h=3. Interestingly, at the 5% level, the number of models with a
statistically significant CNN-predicted regressor increases from h=2 to h=3. This is five
models in h=2 vs six models in h=3, however, so the increase may be an abnormality.
Likewise, the only difference between h=0, Original and h=1, Original is one model whose
CNN-predicted regressor is significant at the 5% level, but not at the 1% level. The limited
number of models obfuscates any trends in CNN-predicted regressor relevance over time.
Second, data augmentation in its two cases lead to highly irrelevant CNN-predicted
regressors. This goes against the intuitive benefits of more training data leading to
better generalization of the CNN model. The explanation, therefore, must come from
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the fewer training epochs that these augmented configurations undergo. This has already
been commented upon following Table 2, which shows the poor CNN training and test
accuracies for these augmented configurations.
Third, regardless of whether data is augmented and for all time horizons, fewer models
in data configurations with normalized images have statistically significant CNN-predicted
regressors. As hinted at by Table 2 results, this suggests that, ceteris paribus, normalized
images have economically relevant features that are less detectable by a CNN than those
of un-normalized images. This is an interesting result given the above-discussed intention
of normalization, but if one examines normalized images (see Github repository), one
finds that natural features, such as rivers and mountains, are often more intense than
features corresponding to human development. Given this finding, worse performance in
normalized images is unsurprising. These results, however, find dispute in the following
section where train/test splitting is based on time.
1% 5%
h=0, Original 83.33% 100.00%
h=0, Original, Augmented 16.67% 66.67%
h=0, Normalized 50.00% 66.67%
h=0, Normalized, Augmented 0.00% 33.33%
h=1, Original 100.00% 100.00%
h=1, Normalized 66.67% 83.33%
h=2, Original 66.67% 83.33%
h=2, Normalized 16.67% 50.00%
h=3, Original 66.67% 100.00%
h=3, Normalized 50.00% 83.33%
Table 9: Percentages of models 2a-4b whose CNN-predicted regressors are statistically
significant at the 1% and 5% levels, for each data configuration, random train/test split,
5.3 Regression Results – Time-based Train/Test Split
Here, the training and testing data are split such that every example before 2001 is for
training, and every example after and during 2001 is for testing. The results are more
auspicious for the role of the CNN-predicted covariate. While reading this section, bear
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in mind that test MSEs given are averages of squared errors from 2001 to 2011. Given
that the model was trained on 1990-2000 data, test predictions in 2001 are likely better
than test predictions in 2011, given that coefficients in the true model of unemployment
likely vary. Think of the relevance of unemployment lags in forecasting unemployment
before versus during the Great Recession, for example. The test MSEs given here, then,
tell us about the relative stabilities of true coefficients over time. Higher relative stability
of a coefficient in the true model means that its covariate’s presence likely results in lower
test squared error averaged over all the periods. The following tables give relative test
MSEs:
M. 1a M. 1b M. 1c M. 1d M. 1e M. 1f
h=0, Original 0.0000 0.1126 0.4471 0.4615 0.6578 0.4807
h=0, Original, Augmented 0.0000 0.1126 0.4471 0.4615 0.6578 0.4807
h=0, Normalized 0.0000 4.1711 0.4273 4.7475 1.4248 6.8471
h=0, Normalized, Augmented 0.0000 0.1126 0.4471 0.4615 0.6578 0.4807
h=1, Original 0.0000 0.1500 -0.3066 -0.1534 -0.1281 -0.0355
h=1, Normalized 0.0000 0.1500 -0.3066 -0.1534 -0.1281 -0.0355
h=2, Original 0.0000 0.0633 0.0303 0.0913 0.1265 0.2413
h=2, Normalized 0.0000 0.0633 0.0303 0.0913 0.1265 0.2413
h=3, Original 0.0000 0.0526 0.1208 0.2166 0.1507 0.3492
h=3, Normalized 0.0000 0.0526 0.1208 0.2166 0.1507 0.3492
Table 10: Percentage relative test MSE for each combination of data configuration and
model, time-based train/test split, Part 1
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M. 2a M. 2b M. 3a M. 3b M. 4a M. 4b
h=0, Original 0.3161 0.4391 0.5053 0.4618 -0.0573 0.0837
h=0, Original, Augmented 0.3719 0.4563 0.5594 0.4780 -0.0212 0.0987
h=0, Normalized 1.2871 4.6966 2.3859 6.8135 0.9327 4.0866
h=0, Normalized, Augmented 0.4598 0.4885 0.6517 0.4860 0.0340 0.1510
h=1, Original -0.3309 -0.1853 -0.2043 -0.0654 0.0319 0.1060
h=1, Normalized -0.3441 -0.1698 -0.1785 -0.0490 0.0030 0.1267
h=2, Original -0.0780 0.0593 0.0421 0.2050 -0.0909 0.0251
h=2, Normalized -0.0052 0.0681 0.1097 0.2192 -0.0400 0.0456
h=3, Original 0.0760 0.2162 0.1307 0.3500 -0.0525 0.0593
h=3, Normalized 0.1359 0.2248 0.1843 0.3577 -0.0114 0.0720
Table 11: Percentage relative test MSE for each combination of data configuration and
model, time-based train/test split, Part 2
M. 1a MSE
h=0, Original 1.780354
h=0, Original, Augmented 1.780354
h=0, Normalized 1.715903
h=0, Normalized, Augmented 1.780354
h=1, Original 1.894917
h=1, Normalized 1.894917
h=2, Original 2.039264
h=2, Normalized 2.039264
h=3, Original 2.079096
h=3, Normalized 2.079096
Table 12: The benchmark MSE value for each data configuration, bolded where
benchmark is the lowest test MSE; time-based train/test split
First, note that in eight of ten data configurations, the lowest-MSE model included
a CNN-predicted regressor. This is a substantial improvement over the random
train/test split, in which only two of ten configurations’ lowest-MSE models included a
CNN-predicted regressor. Observe also that the percent differences are more substantial
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in this train/test split, all being (in magnitude) more than four hundredths of a percent
different from the benchmark.
Indeed, straying heavily from the results of the random train/test split, h=1 original
and normalized minimized test MSE with M. 2a, achieving more than 3
10
% reductions
relative to the benchmarks for these two configurations. This points not only to the
importance of the CNN-predicted regressor, but also to that of one-quarter-lagged national
variables, which were insubstantial in the random train/test split. This implies that
the true coefficients on these national variables changed less following 2001 than the
coefficients on MSA fixed effects, unemployment lags, and even the CNN-predicted
regressor.
Following this reasoning, the overall greater relevance of the CNN-predicted covariate
in this train/test split likely arises from its true coefficient’s low variance from 2001 to
2011 relative to that of the unemployment lags’ true coefficients. In other words, a true
model predicting unemployment has coefficients on its covariates that vary over time, and
this variance is less for the CNN-predicted regressor than for other regressors.
Another important note is that simpler models again have lower test MSEs. For eight
of the ten data configurations, the test-MSE-minimizing model does not have MSA fixed
effects, national variables, or quarter/year fixed effects. Indeed, where a CNN-predicted
regressor reduces test MSE, six of the eight models are a regression of unemployment on
just its lags and the CNN-predicted regressor.
In the below Tables 13-15, indicators of statistical significance corroborate the
findings of Tables 6-8 for the random train/test split. Again, all statistically significant
CNN-predicted regressor coefficients are small and positive. See the previous results
subsection for a possible explanation of this.
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Model Coefficient Estimate P > |t|
h=0, Original M. 2a 0.0523 0.0002
M. 2b 0.0294 0.0854
M. 3a 0.0545 0.0001
M. 3b 0.0299 0.0705
M. 4a 0.0348 0.0113
M. 4b 0.0284 0.1147
h=0, Original, Augmented M. 2a 0.0758 0.0003
M. 2b 0.0444 0.1273
M. 3a 0.0783 0.0003
M. 3b 0.0466 0.1016
M. 4a 0.0493 0.0171
M. 4b 0.0467 0.1255
h=0, Normalized M. 2a 0.4911 0.0000
M. 2b 0.0707 0.0711
M. 3a 0.4888 0.0000
M. 3b 0.0476 0.1558
M. 4a 0.5019 0.0000
M. 4b 0.0908 0.0363
h=0, Normalized, Augmented M. 2a 0.0457 0.0200
M. 2b 0.0229 0.3813
M. 3a 0.0332 0.0814
M. 3b 0.0063 0.7988
M. 4a 0.0364 0.0644
M. 4b 0.0303 0.2720
Table 13: Coefficients and Estimates of Statistical Significance, time-based train/test
split, Part 1
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Model Coefficient Estimate P > |t|
h=1, Original M. 2a 0.0702 0.0000
M. 2b 0.0563 0.0014
M. 3a 0.0725 0.0000
M. 3b 0.0525 0.0020
M. 4a 0.0496 0.0003
M. 4b 0.0592 0.0014
h=1, Normalized M. 2a 0.0508 0.0002
M. 2b 0.0381 0.0235
M. 3a 0.0439 0.0012
M. 3b 0.0300 0.0594
M. 4a 0.0443 0.0013
M. 4b 0.0482 0.0065
h=2, Original M. 2a 0.0495 0.0002
M. 2b 0.0277 0.0969
M. 3a 0.0568 0.0001
M. 3b 0.0337 0.0419
M. 4a 0.0328 0.0124
M. 4b 0.0321 0.0671
h=2, Normalized M. 2a 0.0509 0.0003
M. 2b 0.0373 0.0382
M. 3a 0.0425 0.0024
M. 3b 0.0256 0.1341
M. 4a 0.0423 0.0026
M. 4b 0.0466 0.0137
Table 14: Coefficients and Estimates of Statistical Significance, time-based train/test
split, Part 2
43
Model Coefficient Estimate P > |t|
h=3, Original M. 2a 0.0533 0.0000
M. 2b 0.0333 0.0387
M. 3a 0.0550 0.0001
M. 3b 0.0291 0.0655
M. 4a 0.0393 0.0024
M. 4b 0.0400 0.0172
h=3, Normalized M. 2a 0.0501 0.0003
M. 2b 0.0358 0.0405
M. 3a 0.0432 0.0014
M. 3b 0.0227 0.1690
M. 4a 0.0457 0.0008
M. 4b 0.0541 0.0030
Table 15: Coefficients and Estimates of Statistical Significance, time-based train/test
split, Part 3
The summary statistics of Table 16 (time-based train/test split) corroborate and
challenge those of Table 8 (random train/test split). Again, the number of models with a
statistically significant CNN-predicted regressor peaks when forecasting unemployment
one quarter ahead. Indeed, in the time-based train/test split, this result is more
pronounced.
The results of data augmentation in this train/test split are more ambiguous. For a
time horizon h = 0, data augmentation seems to have exactly countered the negative
effects of limited training epochs – the CNN-predicted regressors are significant in
equivalent numbers of models. For a time horizon h = 1, however, data augmentation
clearly causes less relevant CNN-predicted regressors. It is unclear why data augmentation
would be successful in one time horizon and not another, especially given that this was
not the case in the random train/test split.
Lastly, Table 16 shows a more ambiguous role of normalization. Normalization does
not clearly correlate with fewer models whose CNN-predicted regressors are insignificant.
This contradicts the findings of Table 8, meriting more research. At the very least, we
44
can observe the results of Table 11: where a CNN-predicted regressor reduces the test
MSE of a data configuration, the reduction is typically larger if that configuration has
original images. Normalized images may not clearly lead to fewer relevant CNN-predicted
regressors, but the CNN-predicted regressors tend to have a lesser impact when significant
and based on normalization.
1% 5%
h=0, Original 33.33 50.00
h=0, Original, Augmented 33.33 50.00
h=0, Normalized 50.00 66.67
h=0, Normalized, Augmented 0.00 50.00
h=1, Original 100.00 100.00
h=1, Normalized 66.67 83.33
h=2, Original 33.33 66.67
h=2, Normalized 50.00 83.33
h=3, Original 50.00 83.33
h=3, Normalized 66.67 83.33
Table 16: Percentages of models 2a-4b whose CNN-predicted regressors are statistically
significant at the 1% and 5% levels, for each data configuration, time-based train/test
split
6 Conclusion
This research has found that satellite imagery contains information that is economically
relevant even on the quarterly timescale. A pretrained convolutional neural network can
use this information to predict unemployment with training accuracy between 33.0% and
66.0%, and test accuracy between 4.9% and 8.0%. These results could indicate substantial
overfitting, meriting further investigation, but are still all better than the average accuracy
of guessing unemployment.
When the averages of these predictions are used as features in regression models,
in two out of the ten data configurations for a random train/test split, a model with
the CNN average prediction regressor reduces forecasting mean-squared error (see class-4
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models). Supporting this, the CNN average prediction regressor is statistically significant
in the majority of class-4 models. Also, in at least one model in all but one data
configuration, the CNN average prediction regressor is statistically significant at the 1%
level. The findings also suggest that un-normalized images yield better results across all
time horizons.
When the averages of the CNN predictions are used as features in regression models,
in eight out of the ten data configurations for a time-based train/test split (all training
data before 2001, all testing data afterwards), a model with the CNN average prediction
regressor reduces forecasting mean-squared error. Similar statistical significance results
as in the random train/test split follow. The role of normalization is more questionable,
but on average, original images yield the greatest test MSE reductions. The role of
data augmentation cannot be deduced in either this or the random train/test split. The
time-based train/test split results also indicate that the CNN-predicted regressor has a
comparatively consistent relationship (coefficient) to unemployment forecasts in different
years.
Further steps can test whether satellite imagery might help reduce forecasting MSE
in all data configurations. Different pre-trained CNN models, for example, might yield
better accuracy. Another option is to identify MSAs in images and crop the images
to only include MSAs. Cropping could help eliminate deterministic noise (a type of
bias) due to different environments in the images. Indeed, locating MSAs is a task
suitable to CNNs. Also, given the quantity of unlabeled satellite imagery available,
convolutional deep belief networks might detect economically-relevant features without
the need for pretrained convolutional neural networks. These features could serve as
input to supervised machine learning techniques such as neural networks, support vector
machines, or simply regressions.
Ultimately, despite imperfect results, this research illustrates that convolutional
neural networks can detect economically relevant features of satellite images. Further,
this research shows that a prediction from such a neural net, used as a regressor, can
reduce test error in standard unemployment forecasting techniques.
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