Likelihood-based cross-validation is a statistical tool for selecting a density estimate based on n i.i.d. observations from the true density among a collection of candidate density estimators. General examples are the selection of a model indexing a maximum likelihood estimator, and the selection of a bandwidth indexing a nonparametric (e.g. kernel) density estimator. In this article, we establish a finite sample result for a general class of likelihood-based cross-validation procedures (as indexed by the type of sample splitting used, e.g. V-fold cross-validation). This result implies that the cross-validation selector performs asymptotically as well (w.r.t. to the Kullback-Leibler distance to the true density) as a benchmark model selector which is optimal for each given dataset and depends on the true density. Crucial conditions of our theorem are that the size of the validation sample converges to infinity, which excludes leave-one-out cross-validation, and that the candidate density estimates are bounded away from zero and infinity. We illustrate these asymptotic results and the practical performance of likelihood-based cross-validation for the purpose of bandwidth selection with a simulation study. Moreover, we use likelihood-based crossvalidation in the context of regulatory motif detection in DNA sequences.
Introduction
Density estimation arises in important and common problems in the statistical literature. As discussed below, bandwidth selection in kernel density estimation, selecting the number of components in mixture models, and variable selection in regression (e.g., logistic and linear regression with normal error), are three examples of problems that involve explicitly or implicitly some form of density estimation.
Let X 1 , . . . , X n be n independent and identically distributed (i.i.d.) random variables with distribution P and corresponding density f with respect to a dominating measure µ. Let f k (· | P n ) be an estimator of f, k = 1, . . . , K(n), where P n denotes the empirical distribution function. For example, f k (· | P n ) can be the maximum likelihood estimator of f according to a model M k , that is,
A fundamental and practical problem is the selection of ak in such a manner that fˆk(· | P n ) converges to the true density f optimally. For mixture modeling, M k could denote the mixture model with k components. In the case of variable selection in regression, M k could be a model for the conditional density of a continuous (regression with normal error) or discrete (multinomial regression) outcome Y , given a set of covariates Z, corresponding with a regression model µ k (Z) for the conditional mean E(Y | Z). Here k could index a particular set of variables in the regression model. Alternatively, in the regression context, k could index a forward selection algorithm f k (· | P n ) applied to the empirical distribution P n which stops after having selected k variables. For kernel density estimation, the parameter k could correspond to the bandwidth of the kernel density estimator.
Implicit in this selection problem is the notion of distance between two distributions. Here, we focus on the Kullback-Leibler divergence as a measure of distance between two densities. The Kullback-Leibler divergence between densities f and g is defined as DKL(f, g) = log f(x) g(x) f(x)dµ (x) and has the following two basic properties: DKL(f, g)≥0 and DKL(f, g) = 0 if and only if f = g a.s. Ideally, given P n , one seeks f k (· | P n ) that is closest to the true f. With the Kullback-Leibler criterion, one would choosẽ
= min −1 k∈{1,...,K(n)} − log(f k (x | P n ))dP (x).
This selector,k n , chooses the density closest to the true density for each given dataset. However, P is unknown. One could envisage using the empirical distribution, P n , in place of the true P but this could lead to over-fitting. Instead, we turn to cross-validation. In this setting, the learning sample X 1 , . . . , X n is split (repeatedly) at random into two sets, a training set and a validation set. A density f k is estimated for each k ∈ {1, . . . , K(n)} using out cross-validation method in spline regression. We refer to Härdle (1993) for an overview on the leave-one-out cross-validation method in kernel regression. In particular, Härdle and Marron (1985b) and Härdle and Marron (1985c) prove that leave-one-out cross-validation is asymptotically optimal for choosing the smoothing parameter in nonparametric kernel regression (see page 158, Härdle (1993) ). In the general prediction literature involving covariate and model selection cross-validation is commonly used for estimation of the risk for squared error loss (e.g., Breiman et al. (1984) , Breiman (1996) , Burman (1989) , Shao (1993) , Shao (1996) , Zhang (1993) ), Hastie et al. (2001) , Ripley (1996) , Stone (1974b) , Stone (1977) ). The main procedures include: leave-one-out cross-validation, V -fold cross-validation (i.e., random division of the learning set into V mutually exclusive and exhaustive sets), Monte Carlo cross-validation (i.e., repeated random splits of the learning set into a training and a validation set), and the bootstrap. Györfi et al. (2002) recently proved that for bounded outcomes, the single-split cross-validation for the squared error loss function is asymptotically optimal in selecting predictors based on the training sample in the same sense as in our Theorem 1 below.
Method and Results

Framework.
To formalize the cross-validated likelihood method, we introduce a binary random vector S n ∈ {0, 1} n , independent of P n . A realization of S n defines a particular split of the sample of n observations into a training sample {i ∈ {1, . . . , n} : S n,i = 0} and a validation sample {i ∈ {1, . . . , n} : S n,i = 1} where S n,i represents the index of i-th observation. Let P 1 n,Sn , P 0 n,Sn be the empirical distributions of the validation and training samples, respectively. Let the proportion p = n i=1 S n,i /n ∈ (0, 1) of observations in the validation sample be constant (but possibly depend on n).
We note that different choices of the random variable S n cover many types of crossvalidation such as V -fold cross-validation, Monte-Carlo (repeated random splits) cross-validation, and resampling (bootstrap) cross-validation. The latter corresponds with resampling n observations with replacement from the original data set and setting S n,i equal to the number of times the observation i is sampled. In this case, P 0 n,Sn , P 1 n,Sn denote the empirical distributions of the resampled observations, and the excluded observations, respectively. Our proof of Theorem 1 below straightforwardly generalizes to random p, and therefore our results apply to bootstrap cross-validation as well.
Since we use V -fold cross-validation and leave-one-out cross-validation in our simulations, we now describe these procedures in details. In V -fold cross-validation, the data set is randomly divided into V mutually exclusive and exhaustive sets (Figure 1 ), of as nearly equal size as possible. Predictors are built on training sets, error rates are computed for the validation sets, and averaged over v. V -fold CV amounts to using a random vector S n with a distribution that places mass 1/V on each of the V binary vectors s v n , v = 1, . . . , V , defined as follows. Let n V = n/V denote the integer part, or floor, of n/V . Then, for v = 1, . . . , V − 1, let s the validation sets is approximately 1/V . In leave-one-out cross-validation we have V = n and p n = 1/n. Each observation in the data set is used in turn as the validation set and the remaining n − 1 observations are used as the training set. The corresponding distribution of s n places mass 1/n on each binary vector s n = (s n,1 , . . . , s n,n ) such that i s n,i = 1.
We define the cross-validated likelihood criterion as:
where the given integral can be computed easily since it is based on an empirical c.d.f. This criterion defines a choicek given bŷ
To obtain a benchmark for the selectedk we also definẽ
and its minimizer˜k = min
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If necessary, we will also refer tok ask n(1−p) to distinguish it from the minimizerk n for the whole sample of n observations, as defined in (1), of
Finally, we define the minimum of g → − log(g(x))dP (x) among all densities g:
Theorem 1 below shows that asymptotically, the cross-validation selectork performs as well as the optimal benchmark selectork n(1−p) in the sense that the ratio (Eθ n(1−p) (k) − θ opt )/(Eθ n(1−p) (k n(1−p) ) −θ opt ) of mean conditional Kullback-Leibler distances converges to 1. We notice that Theorem 1 implies also an interesting finite sample result for the Hellinger distance between fˆk(· | P n(1−p) ) and the oracle density f˜k since the Hellinger distance is bounded by the Kullback-Leibler distance (see e.g. van der Vaart (1998), page 62):
Before we state the theorem we will present two regression examples. We refer to our simulation study in section 3 for a detailed treatment of a bandwidth selection example in kernel density estimation.
Example 1 (Regression for continuous outcome) Suppose X = (Y, Z), where Y is a continuous outcome and Z is a vector of covariates. Given a regression model
be the Gaussian regression model for the conditional density of Y , given Z:
where β k (P n ) is the corresponding least squares estimator, i.e., β k (P n ) = min
2 . In addition, we have that up till a multiplicative and additive constant
Empirical distribution of the training sample P 1 n,Sn Empirical distribution of the validation sample is the standard residual sum of squares of the predictor µ k (z |β k (P 0 n,Sn )) based on the training sample over the validation sample, averaged across all S n -specific sample splits. Consequently,k = min k −1ˆθ n(1−p) (k) denotes the squared-error loss cross-validation selector. Finally, we note that up till a multiplicative and additive constant
is the average over S n of the true conditional risk of the predictor µ k (z |β k (P 0 n,Sn )) based on the S n -specific training sample, so thatk indexes the predictor with minimal true conditional risk.
Example 2 (Logistic regression) Suppose X = (Y, Z), where Y is a Bernoulli random variable, Z is a vector of covariates. Given a regression model
is the maximum likelihood estimator according to this model, where β k (P n ) is the corresponding maximum likelihood estimator of β k . In this casê θ n(1−p) (k) equals
Finite sample result and asymptotic implications.
We will now present our main result. Theorem 1 Let X be a random variable with distribution P and corresponding density f with respect to a dominating measure. Suppose that there exist >0 and L < ∞ so that <f(X) < L and <f
For any δ>0 we have
Under the assumption that L and do not depend on n, this finite sample result has the following asymptotic implications: If
→1 in probability for n → ∞.
We note that our conditions for the asymptotic optimality statements exclude leaveone-out cross-validation, since it is required that the validation sample size np converges to infinity. Moreover, our result holds, in particular, for fixed p and it holds when p goes to zero with the sample size as long as the conditions required hold. The proof of this theorem is provided in Appendix and we discuss below the assumptions and implications of our theorem.
Remark 1. We now discuss the required condition that estimators f k (X | P n ) and the true density f(X) should be bounded away from zero and infinity. It has been shown in the literature that, in particular, if the true density is not bounded away from zero, then leaveone-out cross-validation method for bandwidth selection in density estimation can result into inconsistent estimators (Schuster and Gregory, 1981; Scott and Factor, 1981) . In practice, this condition can be arranged by simply truncating the data so that the truncated data density satisfies the assumption. To also arrange that <f k (X | P n ) < L, we should, in principle, restrict the candidate estimators to satisfy this condition for some and L. However, since candidate estimators that are not bounded away from zero will typically have large cross-validated risk (due to the fact that the log of a small number approximates minus infinity), they will not be selected. Hence, we have found that this assumption does not seem that important in practice.
Remark 2. Our results here are for selecting among a discrete set of estimators and we do not make any assumptions on the candidate estimators themselves. In the case when the class of estimators are indexed by a continuous parameter, we can discretize that parameter. This discretization can be chosen to be fine because the number of resulting candidate estimators only effects our main result on a log scale. As a consequence, from a practical and theoretical point of view the set of estimators obtained by discretization can be chosen as rich as the set of original set of estimators. For example, the discretization can be chosen so that the optimal selector among the original continuous set of estimators will be asymptotically equivalent to the optimal selector of the discretized set of estimators.
Remark 3. The technical conditions, given in equations (2) and (3), hold in practice when the benchmark selected estimator among the candidate estimators does not achieve √ n-rate of convergence. Here, we would like to also point out the difference of our results from that of Shao (1993) . Shao (1993) considers the case where the set of models used to derive the candidate estimators includes the true model, and shows that the fraction of observations in the validation set should approach 1 in order to select the true model consistently. In this case, our result of the asymptotic equivalence of the cross-validated selector and the optimal selector does not hold.
Asymptotic equivalence with the optimal benchmark selector
Theorem 1 provides a finite sample bound for the expected value ofθ n(1−p) (k) −θ n(1−p) (k), which compares the performance of the cross-validated selectork to the benchmarkk in terms of the conditional Kullback-Leibler distances.θ n(1−p) (k) based on n(1 − p) training observations. This bound is used to prove that the ratio (θ n(1−p) (k) −θ opt )/(θ n(1−p) (k) −θ opt ) converges to one in probability, or equivalentlyθ n(1−p) (k) −θ n(1−p) (k)/(θ n(1−p) (k) −θ opt ) converges to zero in probability.
However, one would like the cross-validated selectork to perform as well as a benchmark selectork n based on the whole sample of size n, rather than only n(1 − p) as above. The following is an immediate corollary of Theorem 1, which relatesθ n(1−p) (k) to that of a benchmark selector based on n observations,θ n (k n ). In this corollary, we use the notation p = p n to emphasize the dependence of the validation set proportion p on n. It shows that if p = p n converges slowly enough to zero when the sample size n converges to infinity, then, given a mild condition (4) below, the wished asymptotic optimality of the selectork follows.
Corollary 1 Suppose that there exist >0 and L < ∞ such that <f(X) < L and
If p = p n → 0, (3) holds, and for n → ∞ A sufficient condition for (4) to hold is that
for some γ>0 and random variable Z with P r(Z > a) = 1 for some a > 0.
We provide the proof of this corollary in Appendix. An important and practical issue is the impact of the cross-validation proportion p on the estimatorsθ n(1−p) (k) in relation tõ θ n (k). The following discussion provides some intuition regarding the behavior ofθ n(1−p) (k) compared toθ n (k) for a density estimator f k (· | P n ) based on the entire empirical distribution P n . One can argue that, due to the expectation w.r.t. S n in the definition ofθ n(1−p) (k), for each fixed p ∈ (0, 1), the first order linear approximation ofθ n(1−p) (k) −θ n (k) equals zero. This is formalized by the following argument. Let θ k = − log(f k (x | P ))dP (x) be the parameter corresponding with the "estimator"
for some function IC k (· | P ) of X and remainder term R k (P n , P ). Application of this expansion to log(f k (x | P 0 n,Sn ))dP (x) and taking the expectation w.r.t. S n yields
Now, we note that, the first term on the right-hand side actually equals
In words, the difference betweenθ n (k) andθ n(1−p) (k) is driven by the second order terms. Due to this fact, that is, even for a fixed p ∈ (0, 1),θ n(1−p) (k) can be viewed as an approximation ofθ n (k), one expects that the sensitivity of the likelihood cross-validation selectork(p) to the choice of p (i.e., the choice of distribution for S n ), is significantly less than it would be for single split cross-validation.
In fact, in our bandwidth selection simulation study we have the remarkable practical result that, for each choice of V defining the V -fold likelihood-based cross-validation procedure (e.g., V = 2, which corresponds with p = 0.5), (Eθ n (k) −θ opt )/(Eθ n (k n ) −θ opt ) ≈ 1 for large sample size. method is used to choose the optimal bandwidth in a density estimation problem using a gaussian kernel. The gaussian kernel density estimate for a sample x 1 , · · · , x n is given bŷ
where K(.) is the standard normal density function and b is the bandwidth of this kernel. We generated 20 replicate data sets from the standard normal distribution enforcing the compact support in the interval [−2, 2] at each of the following six samples sizes: n = 50, 100, 200, 400, 800, 1600. K(n) = 100 different bandwidth values b are generated from the interval [0.02, 2] so that the difference between any two consecutive bandwidth values is 0.02. We set the proportion of the validation set to p = 0.1 and perform 10-fold likelihood-based cross-validation to select the optimal bandwidth. For this choice of the kernel, the integral θ opt is given by
where φ(x) and Φ(x) denote the density and the cumulative distribution function of the standard normal distribution, respectively. We performed the simulations in R and used the R-function integrate() to compute θ opt andθ n(1−p) (.) with numerical integration which resulted in θ opt = 1.259241. Figure 2 shows the ratio˜θ
for each of the 20 replicate data sets at each of the six sample sizes. As predicted by Theorem 1, we observe from this plot that this ratio converges to 1 in probability as n increases . In Table 2 we report
at each sample size whereÊθ n (.) is the averagedθ n (.) over 20 replicate data sets. n 50 100 200 400 800 1600 
based on 20 replicate data sets at each of the six different sample sizes. The second row represents the standard error estimate of the ratio˜θ
over 20 replicates at each sample size.
To visualize this convergence result for a single data set as its size increases, we plot in Figure 3 the true density versus the kernel density estimate using the bandwidth selected by the likelihood-based cross-validation method.
Sensitivity to p.
In this subsection we investigate the effect of p with a simulation. We havê 
The ratios corresponding to various sample sizes are reported for 20 replicate data sets.
for a given p. For the k-th bandwidth value b k the true conditional risk based on n observations is given by˜θ
where the kernel density estimateˆf b k (x) uses all of the n observations. Then,k(p) for p ∈ {0. 05, 0.1, 0.15, 0.2, 0.25, 0.3, 0.35, 0.4, 0.45, 0 .5} are computed for 20 replicate data sets at each of the six different sample sizes: n = 50, 100, 200, 400, 800, 1600. Note that each choice of p corresponds to approximately a 1/p-fold cross validation scheme, e.g., p = 0.05 is 20-fold cross-validation and p = 0.50 is 2-fold cross-validation. Table 3 reportsˆÊ˜θ
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Application to regulatory motif detection in DNA sequences
Model selection is an important statistical topic in computational biology, in particular, in problems such as microarray gene expression clustering, regulatory motif detection, linking microarray gene expression to clinical outcomes and single nucleotide polymorphism (SNP) analysis. One of the natural applications of the likelihood-based cross-validation is the regulatory motif detection in DNA sequences. Regulatory motifs are short DNA segments (5-25 base pairs long) in the vicinity of the transcription start sites of the genes and they serve as attachment sites to transcription factors (DNA binding proteins). These elements have a crucial role in the regulation of gene expression. One of the challenging problems of computational biology is the identification of these short elements from a given set of sequences. Among the commonly used approaches is the modeling of the non-coding sequence data using a two component multinomial mixture model. In such models, the sites that do not contribute to the motif are assumed to be i.i.d with a multinomial distribution with 4 cell probabilities (corresponding to nucleotides A, C, G, T) and the sites that contribute to the motif are independent and have non-identical multinomial distributions. Such models represent the regulatory motifs by 4 by width of the motif matrix, called position weight matrix (PWM), where each column of the matrix has an independent multinomial distribution. We refer to Lawrence and Reilly (1990) and Bailey and Elkan (1994) for an introduction and overview of such models. The parameter estimation in these models is done with maximum likelihood estimation using the EM-algorithm (Dempster et al., 1977) . In practice, using these models involve various model selection issues. Typically, the widths of the regulatory motifs (i.e. number of columns in the PWM) are unknown and variants of the simple two component mixture model might be appropriate. In the following subsections, we use likelihood-based cross-validation for motif width selection in the multinomial mixture models of the non-coding DNA sequences and illustrate its good performance by both simulations and real data analysis.
Simulation study
We have performed a simulation study to assess the practical performance of the likelihoodbased cross validation in the mixture of multinomials context. The sequences are generated from a multinomial mixture model with i.i.d. background sites and a foreground site (motif site) of width 10 base pairs. Each sequence in the data set contains one copy of the motif. We estimate the model parameters using the EM-algorithm. We have tried a motif width range of [6, 15] and selected among these widths using likelihood-based cross-validation. As cross-validation schemes, we used both 2-fold (p = 0.5) and 5-fold (p = 0.2) cross validation. Results of of these simulations based on 200 replicates are summarized in Table 5 for different sample sizes. We observe that 2-fold cross-validation performs well compared to 5-fold cross validation in selecting the correct motif width. We also observe that the over-fitting of the motif width is not an issue in the sense that cross-validation does not choose too wide of a motif. In general, estimation procedure in these mixture of multinomials is a time-wise expensive step. Hence observing that 2-fold cross validation performs well compared to 5-fold cross validation suggests using 2-fold cross-validation and saving computation time.
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Data analysis
We have analyzed some of the transcription factor binding data of yeast by Simon et al. (2001) using a two component multinomial mixture model. These type of data sets are obtained with chromatin immunoprecipitation and microarray technology and are a good way of studying DNA-protein interactions and transcription regulation. Simon et al. (2001) data consist of genome-wide measurements for 9 of the transcription factors that take role in the transcription regulation of the cell cycle. For each transcription factor, we used the top 30 genes that have highest binding measurements and searched for motifs of width [6, 15] in each of them. The motif width was selected by 2-fold likelihood-based cross-validation. The selected motif width agrees well with the motif width of the consensus reported in the literature (Spellman et al., 1998) . In general, the overfitting and/or underfitting of the motif width is not larger than one base pairs. We refer to Keleş et al. (2003) for more applications of likelihood-based cross-validation in regulatory motif detection. In particular, Keleş et al. (2003) use likelihood-based cross-validation for both motif width selection and also motif structure selection.
Discussion
In this article 1) for a fixed p ∈ (0, 1), we have established asymptotic equivalence of the likelihood cross-validation selectork(p) and the benchmark selectork n(1−p) , and 2) for a sequence p = p n converging to zero slowly enough with sample size n, we showed asymptotic equivalence ofk(p n ) and the optimal selectork n . Here we use the notationk(p) to stress the dependence of the selectork on p. We also argued, and illustrated this in our simulation study, that in many applications the asymptotic performance ofk(p) for fixed p could be relatively insensitive to the choice p. Likelihood-based cross-validation has many practical applications and regulatory motif detection in DNA sequences that we used in this paper is just one of them.
Thus for each u > 0 we have
The minimum is attained at u = c(M 1 , M 2 ,δ) log(K(n))/np and is given by c(M 1 , M 2 ,δ)(log(K(n)) + 1)/np.
Similarly, ER n,k ≤c(M 1 , M 2 ,δ)(log(K(n)) + 1)/np. The final convergence in probability statement in the theorem follows from the fact that, given a sequence of random variables X 1 , X 2 , . . . , E | X n |= O(g(n)) for a positive function g(n) implies X n = O P (g(n)), which itself is a direct consequence of Markov's inequality. Here, we apply this result with X n =θ n(1−p) (k)−θ opt −(1+2δ) ˜θ n(1−p) (k) −θ opt . Our finite sample result says E(X n ) = O(log (K(n))/np) which thus implies X n = O P (log (K(n))/np).
This completes the proof of Theorem 1. 2
Proof of Corollary 1. Firstly, note that θ n(1−pn) (k) −θ opt θ n (k n ) −θ opt˜θ
