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OPTIMISTIC ROBUST OPTIMIZATION WITH APPLICATIONS TO
MACHINE LEARNING
MATTHEW NORTON†, AKIKO TAKEDA‡?, AND ALEXANDER MAFUSALOV
Abstract. Robust Optimization has traditionally taken a pessimistic, or worst-case
viewpoint of uncertainty which is motivated by a desire to find sets of optimal poli-
cies that maintain feasibility under a variety of operating conditions. In this paper, we
explore an optimistic, or best-case view of uncertainty and show that it can be a fruitful
approach. We show that these techniques can be used to address a wide variety of prob-
lems. First, we apply our methods in the context of robust linear programming, providing
a method for reducing conservatism in intuitive ways that encode economically realistic
modeling assumptions. Second, we look at problems in machine learning and find that
this approach is strongly connected to the existing literature. Specifically, we provide a
new interpretation for popular sparsity inducing non-convex regularization schemes. Ad-
ditionally, we show that successful approaches for dealing with outliers and noise can be
interpreted as optimistic robust optimization problems. Although many of the problems
resulting from our approach are non-convex, we find that DCA or DCA-like optimization
approaches can be intuitive and efficient.
1. Introduction
Robust Optimization (RO) has proven to be one of the most popular methods for dealing
with uncertainty in optimization. While taking many forms in various applications, see e.g.
Ben-Tal et al. [2009], Bertsimas et al. [2011] for a thorough review, the traditional first-
principal guiding RO is that of making pessimistic, worst-case assumptions regarding the
realized outcomes of uncertain quantities. This first principal is well motivated, particularly
given the primary goal of early RO techniques. Specifically, early RO techniques aimed
to find sets of optimal policies that maintain feasibility (in the optimization sense) under
a variety of operating conditions, see e.g. Soyster [1973], Ben-Tal and Nemirovski [2000],
Bertsimas and Sim [2004].
In this paper, we contend that the worst-case, pessimistic viewpoint is only half of the
story. Specifically, we show that a best-case, optimistic viewpoint of uncertainty can be a
fruitful approach to address a variety of problems. First, we find that this technique can
be used in robust linear programming. Often times, robust linear programs that make only
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2 OPTIMISTIC ROBUST OPTIMIZATION WITH APPLICATIONS TO MACHINE LEARNING
worst-case assumptions regarding uncertainty can prove to be overly conservative. For ex-
ample, traditional RO assumes that the decision maker is powerless the uncertainty, with
no resources available to combat or mitigate unfavorable realizations of uncertain param-
eters. We show that introducing optimistic, best-case uncertainty provides a method for
reducing this conservatism in intuitive ways that encode economically realistic modeling
assumptions, such as the availability of resources that can be used to combat or mitigate
uncertainty. Furthermore, with this approach mixed-in with additional worst-case assump-
tions, we find that solutions are still robust in the traditional sense. After introducing the
general approach in Section 2 and a general optimization strategy in Section 3, we address
robust linear programs in Section 4. Specifically, we demonstrate our methodology on
the RO model of Bertsimas and Sim [2004], numerically demonstrating the efficacy of the
approach.
Diverging from the linear programming context, we then show that the use of optimistic
uncertainty is strongly connected to the machine learning literature. Pessimistic robust
optimization has found many uses in machine learning applications, see e.g. El Ghaoui
et al. [2003], Shivaswamy et al. [2006], Globerson and Roweis [2006], Trafalis and Gilbert
[2007], Xu et al. [2009b,a], Biggio et al. [2011], Katsumata and Takeda [2015]. However,
most of these approaches take the traditional, worst-case view of uncertainty. For example,
many convex regularization schemes have been shown to be equivalent to an assumption
that data is subjected to worst-case uncertainty, e.g. see Xu et al. [2009a].
In a similar way, we show that popular techniques in machine learning can be inter-
preted as an application of an optimistic robust optimization approach with best-case
uncertainty. We specifically address two contexts. First, we show that some popular non-
convex regularizers can be interpreted through the lens of optimistic uncertainty. Sparse
optimal solutions, e.g. sparse hyperplanes, can be extremely desirable in statistical deci-
sion making problems. For example, in classification and regression, sparsity often equates
to variable selection while also helping to improve generalization. Recently, non-convex
regularization has been shown to be a popular and effective technique for inducing sparsity
in some applications. However, interpreting and understanding the exact effect that these
regularizers have on optimal policies can be challenging. We show that inclusion of these
regularizers is equivalent to assuming both best-case and worst-case data uncertainty, with
optimism and pessimism working against each other in a very specific way.
Beyond the issue of sparsity, we show that optimistic robust optimization provides a
new view of methods in robust statistics.1 First, we address the situation where data is
contaminated with outliers. We show that the effect of outliers can be intuitively addressed
by making optimistic, best-case assumptions that discount the effect of the largest errors
caused by outliers. We then show that our proposed formulation is strong connected,
sometimes equivalent, to existing methods. Next, we consider the case where data might
be contaminated by noise. It seems intuitive that one might benefit from an optimistic
1In statistics, robustness usually refers to insensitivity to outliers, different from the concept of robust
optimization assuming the data input to be uncertain and to belong to some fixed uncertainty set. There
have been a large number of works on classical robust statistics, which develop estimation methods that
are robust to outliers.
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view of the data, attempting to see through the noise. We show that an existing method
called the Total Support Vector Classifier (TSVC) from Bi and Zhang [2005] is precisely
equivalent to an optimistic robust approach.
One of the major benefits of utilizing worst-case uncertainty assumptions is that it often
yields convex, tractable reformulations. Thus, many RO problems are efficiently solvable
and the introduction of worst-case uncertainty often does not add too much computational
complexity to the nominal problem. In our paper, we find that optimistic, best-case un-
certainty can be introduced similarly, forming tractable problems that, while non-convex,
often have useful structure. Specifically, we consider a class of problems that when for-
mulated with optimistic uncertainty can be reformulated as DC (Difference of Convex)
optimization problems. Thus, we find that DC optimization methods like DCA (Dinh and
Le Thi [2014]) can be quite effective and relatively efficient.
The remainder of this paper is organized as follows. In Section 2, we introduce the
general formulation for optimistic robust optimization which contains both optimistic and
pessimistic uncertainty. We then move to gain more specificity in Section 2.2, where we
focus on problems that prove to have tractable reformulations as DC optimization problems.
Section 3 overviews solution methods, focusing on DCA. In Section 4, we illustrate the use
of our approach by modifying the popular RO model of Bertsimas and Sim [2004], while
also presenting a numerical demonstration of its benefits. In Section 5, we utilize our
approach in a machine learning context, discussing sparse non-convex regularization in
Section 5.1 and prediction in the face of outliers and noisy data in Section 5.2.
2. Optimistic Robust Optimization
In this section, we introduce the general formulation of Optimistic Robust Optimization
(ORO). First, we pose the problem with general functions and uncertainty sets. Then,
we present the linear case, while also providing a simple trick for defining uncertainty
sets that leads to tractable formulations. Of course, a wide variety of techniques can be
used to define uncertainty sets (see Ben-Tal et al. [2009], Bertsimas et al. [2011] for a
thorough treatment). Throughout this paper, however, we restrict the uncertainty sets in
our examples to those induced by a norm. Specifically, letting w ∈ Rn denote our vector,
we will make heavy use of Lp norms, denoted by ‖w‖p = (
∑
i |wi|p)
1
p for some p ≥ 1. We
will also frequently utilize a very flexible norm known as the largest-k norm (also called the
CVaR-norm from Pavlikov and Uryasev [2014], Mafusalov and Uryasev [2016] or D-norm
from Bertsimas et al. [2004]) which is given for k ∈ [1, n] by
ρk(w) =
bkc∑
i=1
|w(i)|+ (k − bkc)|w(dke)|,
where |w(1)| ≥ ... ≥ |w(n)| with superscripts denoting the ordered components of w w.r.t.
their absolute values, dke denoting the smallest integer that is greater than or equal to k,
and bkc denoting the largest integer that is less than or equal to k. This norm gives the
sum of the largest bkc components plus a part of the dke’th largest component when k is
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not an integer. The value ρk(w) also can be obtained by solving an optimization problem:
(1) ρk(w) = min
ζ
ζ +
1
k
n∑
i=1
[wi − ζ]+,
where [a]+ indicates max{0, a}. It will also be useful to note that it has dual norm ρ∗k(w) =
max{‖w‖1k , ‖w‖∞}
Additionally, we note that we approach uncertainty from the viewpoint of perturba-
tions. Thus, instead of specifying explicitly an uncertainty set surrounding our uncertain
parameter, we specify perturbations applied to our parameter, with these perturbations
belonging to some specific set. Of course, these approaches are equivalent, but we find that
the perturbation perspective is more intuitive for our purposes.
2.1. General Formulation. To introduce ORO, we begin with a general formulation.
Specifically, let w ∈ Rn be our decision variable, let Xi ∈ Rm for i = 0, ..., ` be uncertain
parameters or data, and let fi : Rn×Rm → R be functions i = 0, ..., `. Assume, then, that
we are given the nominal problem where Xi are fixed to some nominal value
2:
(2)
min
w
f0(w,X0)
s.t. fi(w,Xi) ≤ 0, i = 1, ..., `
Assume, however, that Xi is subject to uncertainty which we represent as perturbations
(or disturbances) δi ∈ Ci, where Ci ⊂ Rm is some convex set. Typically, RO assumes that
these disturbances are pessimistic, yielding the formulation:
(3)
min
w
max
δ
f0(w,X0 + δ0)
s.t. fi(w,Xi + δi) ≤ 0, i = 1, ..., `
δi ∈ Ci, i = 0, ..., `
Of course, in the context of traditional RO, the pessimistic viewpoint is well motivated.
We want solutions w that are feasible for a wide range of operating conditions, when Xi
may deviate from the nominal value. However, this can be overly pessimistic, focusing only
on the worst case. In addition, the RO framework makes the critical assumption that we
are powerless to fight back against uncertainty. Often times, however, the reality is much
more optimistic. For example, in some contexts, we may have a budget or limited set of
resources which we can use to combat uncertainty, effectively immunizing any issues which
may arise when the true Xi deviate from the nominal value. In other words, it may be
well motivated to introduce some optimism about our ability to fight back against, deal
with, or immunize some of the uncertainty that may arise when we realize the true value
of Xi. A more specific example and formulation which illustrates this motivation follows
in Section 4.
2This could represent a single measurement or guess for the value of Xi.
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For this reason, this work considers two types of uncertainty: pessimistic and optimistic.
Let δP denote the pessimistic disturbances and let δO denote the optimistic disturbances
with respective convex sets CO, CP ⊂ Rm. We consider, generally speaking, formulations
of the form:
(4)
min
w,δO
max
δP
f0(w,X0 + δ
O
0 + δ
P
0 )
s.t. fi(w,Xi + δ
O
i + δ
P
i ) ≤ 0, i = 1, ..., `
δOi ∈ COi , δPi ∈ CP , i = 0, ..., `
This formulation, and the introduction of optimistic uncertainty, allows us to encode
less conservative views of uncertainty that are potentially well motivated by realistic as-
sumptions regarding the ability of the decision maker to combat unfavorable realizations of
the uncertain Xi. In addition, the way in which optimism is included in the formulation is
optimal in the sense that one would obviously want to allocate the optimistic resources in
a way that optimally counteracts pessimistic, worst-case outcomes so as to minimize losses
(maximize profits).
As already mentioned, Section 4 provides a more specific formulation to illustrate this
point of intuition. However, as we will see in Section 5, this framework can often go beyond
this basic intuition which is primarily motivated by economic contexts. Specifically, we see
in machine learning applications that we can motivate the injection of optimism in a data-
centric context, where we connect popular methods of non-convex regularization and robust
statistics with optimistic robust optimization problems.
2.2. Linear Programming Formulation and Tractable Uncertainty Sets. To move
our problem into a context that is easier to simplify into tractable formulations, we focus
here on the specific context of Optimistic Robust Linear Programs (OR-LP) and a flexible
type of uncertainty set which leads to tractable formulations. As the paper moves forward,
we will simplify our uncertainty sets further to focus on norm-based uncertainty sets.
Typically, when forming uncertainty sets for robust optimization problems, one starts by
specifying an uncertainty set and then attempting to simplify the expression of uncertainty
so that the optimization is tractable. For example, a natural notion of uncertainty is the
norm based uncertainty. Then, using the idea of a dual norm, optimization over these sets
reduces to optimization with the dual norm. We take a similar, but arguably more flexible
approach that can also work in the other direction, where we can begin by specifying a
convex function and formulate an uncertainty set based upon this function. The use of
this other direction will become clear when we discuss regularization and applications.
Consider convex uncertainty sets C(g, z) that are uniquely defined by a positive ho-
mogenous (PH)3, convex, non-negative function g : Rn → R and positive scalar z ≥ 0.
Specifically, since g is convex, PH, and non-negative, we know from convex analysis (see
e.g. Corollary 13.2.1 of Rockafellar [2015]) that zg is the support function for some convex
set C(g, z). We can think about this in two directions. We can begin with any convex set
3A function g : Rn → R is positive homogenous if g(0) = 0 and ag(w) = g(aw) for any a > 0.
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C(g, z), and we can then solve for zg (which we know exists since the set is convex) via
the formula,
zg(w) = sup
δ∈C(g,z)
δTw .
However, we can also work in the opposite direction. Given any convex, PH, and non-
negative zg, we know that zg is the support function for some convex set. Furthermore,
we know that this convex set has a generic representation4 given by,
C(g, z) = {δ|δTx ≤ zg(x) , ∀ x ∈ Rn} .
Moving onto the OR-LP formulation, we can demonstrate the use of defining uncertainty
sets in this way. If we assume all fi from (4) are linear and that the convex sets are given
by C(gOi , z
O
i ), C(g
P
i , z
P
i ), then our OR-LP is formulated as,
(5)
min
w,δO
max
δP
wT (X0 + δ
O
0 + δ
P
0 )
s.t. wT (Xi + δ
O
i + δ
P
i ) ≤ 0, i = 1, ..., `
δOi ∈ C(gOi , zOi ), δPi ∈ C(gPi , zPi ), i = 0, ..., `
The discussion above on the support function of C(g, z) leads to the following theorem.
Theorem 1. When C(g, z) is defined with a PH, convex, non-negative g and z ≥ 0, we
can simplify the formulation (5) into the equivalent,
(6)
min
w
wTX0 + z
P
0 g
P
0 (w)− zO0 gO0 (w)
s.t. wTXi + z
P
i g
P
i (w)− zOi gOi (w) ≤ 0, i = 1, ..., `
Theorem 1, and most of the results we discuss in this paper, rely upon the positive
homogeneity of g. However, we point out in Theorem 2 that when (6) is formulated
with function g that is not PH, but is still closed and convex, it is possible to formulate an
equivalent robust formulation that is similar to (5). We relegate this result to the appendix
since we do not make heavy use of it throughout our discussion.
The formulations already presented are meant to provide a general feel for our approach.
In the following sections, we will motivate the use of optimistic uncertainty in the linear
programming context followed by a machine learning context. First, in Section 4 we show
how this approach can be applied to the popular formulation of Bertsimas and Sim [2004] for
robust linear programming. This allows us to pose optimistic uncertainty in terms that have
real economic significance. Second, in Section 5 we discuss applications of this framework
in machine learning. We show that non-convex regularization can often be presented
within this framework, providing new geometric intuition to explain its success in inducing
sparsity. We also briefly discuss the use of optimistic uncertainty for combating problematic
data sets, such as those containing outliers, making connections to methods of robust
statistics. Throughout our experiments, we utilize DCA to solve our resulting formulations.
Section 3 presents a brief overview of this procedure and comments upon its effectiveness
4See, again, Corollary 13.2.1 of Rockafellar [2015].
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in our considered examples. Overall, we find that even the simplest implementation of
DCA is both heuristically appealing and can achieve quality solutions. We then point to
work which performs more efficient, advanced variants of DCA for specific problems. It
should be noted that readers can, if desired, skip ahead to the application discussion in
Section 4-5, leaving Section 3 for last without significant issue.
3. Solution Methods
In this section, we overview efficient methods for solving the non-convex problems of
ORO. Although these methods often include solving a convex subproblem within each
iteration, reasonable solutions can often be found after very few iterations. Section 4
briefly illustrates this point within a numerical demonstration in a linear programming
setting.
In this paper, we have focused our attention on ORO problems that often reduce to
DC optimization problems. We begin by discussing OR-LP’s. The solution method we
apply, called DCA, is representative of the general methodology we apply to other ORO
problems. For the unconstrained problems mentioned in Section 5, although most do not
have an explicit DC decomposition that we are yet aware of, we know that the function is,
in fact, DC. Thus, we apply the methodology of DCA, albeit not exactly. We discuss this
general approach after discussing OR-LP’s.
3.1. Solving OR-LP’s. To solve any general OR-LP formulated as (5), we can utilize
DC optimization techniques due to the fact that (5) reduces to the DC program (6). In
general, it is useful to pose the DC algorithm as an alternating optimization approach to
the following problem where we alternate between optimizing w and δO:
(7)
min
w,δO
wTX0 + z
P
0 g
P
0 (w) + w
T δO0
s.t. wTXi + z
P
i g
P
i (w) + w
T δOi ≤ 0, i = 1, ..., k
δOi ∈ C(gOi , zOi ), i = 0, ..., k
Following the general approach outlined in Dinh and Le Thi [2014], we utilize the fol-
lowing algorithm:
(1) Initialize: Number of iterations or convergence criteria.
(2) Initialize: w equal to argmin of (7) with fixed δOi = 0 for every i = 0, ..., k.
(3) Set δˆOi ∈ argsup
δ∈C(gOi ,zOi )
wT δ for all i = 0, ..., k.
(4) Set w equal to argmin of (7) with fixed δOi = −δˆOi for every i = 0, ..., k.
(5) If not converged or iteration limit not reached, return to Step 3.
It is easy to see that this algorithm is equivalent to DCA by recognizing that, if ∂ (zg(w))
denotes the subdifferential of zg at w, then
δ ∈ ∂ (zg(w)) ⇐⇒ δ ∈ argsup
δ∈C(g,z)
wT δ ⇐⇒ zg(w) = sup
δ∈C(g,z)
wT δ .
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This fact follows easily from the definition of a support function. Therefore, we see that
Step 3 is solving for a subgradient and Step 4 is solving the original problem, but with the
concave part linearized via a subgradient. In addition, this perspective shows that it is not
necessary to solve the optimization problem in Step 3 if a subderivative of g can be found
via more efficient means, e.g. a closed form solution. This approach is also heuristically
appealing, meaning that if one had no knowledge of the convergence guarantees of DCA, the
proposed optimization method could be justified as a type of greedy, step-wise procedure.
The initial convex problem in Step 2 ignores the optimistic uncertainty, solving a robust
LP. As the algorithm progresses, we are then injecting our optimistic beliefs to relax the
conservatism of the initial robust problem.
3.2. Solving General ORO Formulations. In general, DCA is applied to DC problems
which have an exact DC decomposition. For OR-LP’s, this decomposition was easy to come
by because of the separability of the linear function, meaning that wT (X + δP + δO) =
wTX +wT δP +wT δO. However, in the general case of (4), the function f(w,X + δP + δO)
may be DC but not have an obvious DC decomposition. Nevertheless, we show here that
we can still apply the DCA methodology in an appealing way to certain DC problems that
may not have a known DC decomposition.
Considering formulation (4), let us assume that for every i = 1, ..., k, we have that
fi(w,X) = hi(w
TX) for some convex and non-decreasing hi. We then would have that
inf
δO∈C(gO,zO)
sup
δP∈C(gP ,zP )
fi(w,X + δ
P + δO) = inf
δO∈C(gO,zO)
sup
δP∈C(gP ,zP )
hi(w
T (X + δP + δO))
= inf
δO∈C(gO,zO)
sup
δP∈C(gP ,zP )
hi(w
TX + wT δP + wT δO)
= hi(w
TX + zP gP (w)− zOgO(w)) ,
where the last equality holds since hi is non-decreasing. Since hi, g
O, gP are convex, under
mild conditions5,we will have that hi(w
TX + zP gP (w) − zOgO(w)) is DC. Therefore, we
can reformulate our problem as (8) and apply the same alternating minimization algorithm
as was done for OR-LP’s, but applied to (8) instead of (7).
(8)
min
w,δO
h0(w
TX0 + z
P
0 g
P
0 (w) + w
T δO0 )
s.t. hi(w
TXi + z
P
i g
P
i (w) + w
T δOi ) ≤ 0, i = 1, ..., k
δOi ∈ C(gOi , zOi ), i = 0, ..., k
Thus, we are essentially following the same procedure as before, where we are linearizing
the concave part via subgradients and solving the resulting convex subproblems. We will
see that many of the formulations presented in further sections are special cases of (8).
Therefore, we apply this DCA-like algorithm to perform the optimization.
5See e.g. the discussion regarding composition of DC functions in Section 2 of Hartman [1959] or Chapter
4 of Tuy [1998].
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3.3. Faster Methods. In this paper, because of the generality of our formulation, we
utilize the very simple DCA procedure which requires solving a convex subproblem at
every iteration. However, it is important to note that some DC optimization problems
can be decomposed in a way such that the convex subproblem of DCA has a closed form
solution. This allows DCA to avoid the bottleneck of having to repeatedly apply a convex
optimization procedure within each iteration. A example which is related to our discussion
in Section 5.1 is the Proximal-DCA procedure utilized by Tono et al. [2017] and Gotoh
et al. [2017]. In short, these papers show that a specific class of estimation problems, when
formulated with a particular sparsity inducing non-convex regularizer, can be decomposed
so the problem is DC and, importantly, so that the solution of the convex subproblem of
DCA is equivalent to a proximal operator which has a closed form solution. Thus, even
though we find the simple DCA procedure sufficient for our purposes in general, there
are proven methods for improving the efficiency of the optimization procedure for specific
applications and formulations.
4. Optimistic Robust Linear Programming With Budgets of Uncertainty
In this section we illustrate application of optimistic robust optimization, primarily
focusing our analysis on Optimistic Robust Linear Programs (OR-LP’s) having a budget-
restricted uncertainty while also attempting to illustrate how one can intuitively introduce
optimistic uncertainty into traditional RO frameworks. The concept of a budget of uncer-
tainty was introduced by Bertsimas and Sim [2004] for constructing a type of polyhedral
uncertainty set. This uncertainty set is defined by the largest-k norm and the parameter k
indicates a level of flexibility in choosing the tradeoff between robustness and performance.
We will introduce one more parameter r as the optimistic parameter to mitigate excessive
robustness, which leads to a non-convex optimization formulation.
4.1. Ordinary Robust Linear Programming. We begin by considering the general
robust LP discussed in Bertsimas and Sim [2004]. In their problem, they begin by assuming
that there is some nominal LP given by:
(9)
min
w
wT c
s.t. wTaj ≤ bj ,∀j = 1, ...,J
l ≤ w ≤ u
In the following, we assume the uncertainty for the coefficients bj , l, u, and c to be determin-
istic. However, it does not limit the generality of the problem in the sense that uncertainty
in c can be reflected by the addition of the constraint wT c ≤ t with the objective replaced
by deterministic t and uncertainty in bj , l, or u can be treated in the same manner as
uncertainty in aj is treated.
Bertsimas and Sim [2004] assume that the given coefficients aij are only nominal val-
ues and that their true value aˆij is uncertain, specifically a symmetric random variable
distributed on the interval [aij − a¯ij , aij + a¯ij ] where a¯ij is some known maximal variation
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from the nominal value. They then take a pessimistic approach to find a policy w that
is feasible with high probability for realizations of aˆij by solving the following pessimistic,
robust LP with free parameters kj ∈ [1, n] and diagonal matrix A¯j = diag{ 1a¯1j , ..., 1a¯nj }:
(10)
min
w
wT c
s.t. sup
δPj
wT (aj + δ
P
j ) ≤ bj ,∀j = 1, ...,J
‖A¯jδPj ‖1 ≤ kj
‖A¯jδPj ‖∞ ≤ 1
l ≤ w ≤ u .
This formulation is somewhat difficult to understand. However, we can simplify to (11)
by recognizing that the uncertainty set is related to the norm ρ∗k(w) = max{‖w‖1k , ‖w‖∞}
which is the dual of the largest-k norm ρk(w) =
∑bkc
i=1 |w(i)|+ (k − bkc)|w(dke)|.
(11)
min
w
wT c
s.t. wTaj + ρkj (A¯
−1
j w) ≤ bj ,∀j = 1, ...,J
l ≤ w ≤ u
Clarifying further, we can also write the robust constraint as a sum. First, let yij = a¯ijwi
so that yj = A¯
−1
j w. Next, denote the ordered components (w.r.t. absolute value) of yj as
|y(1)j | ≥ · · · ≥ |y(n)j |. Then, finally, the robust constraint can be written as
wTaj +
bkjc∑
i=1
|y(i)j |+ (kj − bkjc)|y(dkje)j | ≤ bj .
Put simply, for a given w, this formulation protects against the worst-case kj components
of aˆj . Thus, if less than kj components of aˆj deviate from their nominal value aij , the
optimal solution w obtained via (11) will not violate the jth constraint.
Much of the motivation and discussion in Bertsimas and Sim [2004] is geared toward
achieving solutions that are less conservative than the robust policies from Ben-Tal and
Nemirovski [2000] and Soyster [1973], while still maintaining a high degree of probable
feasibility under many conditions (this is their motivation for introducing the free parameter
kj). In some sense, the entire goal is two-fold. First, to maintain a high degree of robustness.
Second, to obtain a smaller objective (in the minimizing sense) by being less conservative.
Here, we show that optimistic uncertainty can easily be used to achieve this effect. We
also do this in an intuitive way that can be directly motivated by apriori knowledge of the
actual problem.
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4.2. Price of Optimistic Robustness. The formulation from Bertsimas and Sim [2004]
protects against the worst case kj components of aˆj relative to a given solution w. Assume,
though, that we have resources so that for any plan (or decision vector) w, we can alter
rj < kj components of aˆj , for every j, so that these components are guaranteed to remain
at their nominal values aij (i.e. we have resources that can counteract or prevent harmful
deviations from the nominal value for rj components of coefficient vector aˆj).
6 Thus, we
assume that we can be optimistic about the rj worst components of each vector aˆj . This,
essentially, amounts to an assumption that resources are available to counteract a limited
set of unexpected circumstances. For example, if coefficients were to represent resource
requirements for some product, then investment in new equipment and technology, or a
change in product requirements can be used to protect against harmful deviations from
the nominal value aij . Thus, the optimistic assumption is completely realistic and can
be directly understood in terms of the real economic resources available to the decision
maker. Furthermore, if these resources were available, we would certainly want to know
what the optimal allocation strategy would be. We would want to invest in eliminating
harmful coefficient deviations of the rj coefficients that lead to maximal profit (or minimal
losses). Additionally, we will still have a level of robustness because we are assuming the
worst-case for kj − rj components of aˆj , i.e. since resources were limited, we were not able
to counteract a set of kj − rj component deviations from the nominal value.
Putting these assumptions into the formulation, we have the following OR-LP, where we
assume that rj < kj .
(12)
min
w
wT c
s.t. inf
δOj
sup
δPj
wT (aj + δ
P
j + δ
O
j ) ≤ bj ,∀j = 1, ...,J
‖A¯jδPj ‖1 ≤ kj
‖A¯jδPj ‖∞ ≤ 1
‖A¯jδOj ‖1 ≤ rj
‖A¯jδOj ‖∞ ≤ 1
l ≤ w ≤ u .
This problem then reduces to:
(13)
min
w
wT c
s.t. wTaj + ρkj (A¯j
−1
w)− ρrj (A¯j−1w) ≤ bj ,∀j = 1, ...,J
l ≤ w ≤ u .
6The more realistic interpretation is that we can use our optimistic resources to counteract deviations
from the nominal value (or the affects of such a deviation) after they have been realized. Of course, for
our formulation, this is equivalent to assuming that we can guarantee no deviation from the nominal by
applying our resources, even though this interpretation is less convincing.
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The meaning of this formulation becomes clearer when considering the following equality,
where yj is defined as before:
ρkj (A¯j
−1
w)− ρrj (A¯j−1w) =
bkjc∑
i=1
|y(i)j |+ (kj − bkjc)|y(dkje)j |
−
brjc∑
i=1
|y(i)j |+ (rj − brc)|y(drje)j |

=
bkjc∑
i=brjc+1
|y(i)j |+ (kj − bkjc)|y(dkje)j | − (rj − brjc)|y(drje)j | .
Thus, for each realized constraint vector aˆj , we assume that we can immunize rj of the
worst case coefficients aˆij , i = 1, ..., n, and we further assume the worst case for the other
kj − rj coefficients to keep us robust.
4.3. Numerical Demonstration. To demonstrate numerically the behavior of solutions
for (13) as rj changes, we analyze solutions for two data sets. First, we use the real CAPRI
data set from the NETLIB library of LP test problems which has dimension w ∈ R353,
with J = 129 inequality constraints, and 142 equality constraints.7 Second, we generate
a random LP with dimension w ∈ R250, zero equality constraints, and J = 50 inequality
constraints.8
For the CAPRI data set, we assumed that only the coefficients within each inequality
constraint were subject to variation within 2% of their nominal values. Then, for each
row j that was subject to uncertainty, we set kj as a fixed percentage of the non-zero
coefficients within that row. Similarly, we set rj as a fixed percentage of kj . Thus, let
βj denote the number of non-zero coefficients in row j and let K ∈ {0, .05, ..., .95, 1} and
R ∈ {0, .05, ..., .25} denote our percentages. We then say that we solved (13) for a pair
(K,R) when we set kj = Kβj and rj = Rkj for every row j. Thus, we solved (13) a total of
21×6 times, once for each pair (K,R), with K ∈ {0, .05, ..., .95, 1} and R ∈ {0, .05, ..., .25}.
For the synthetic data set, we sampled the coefficient matrix A ∈ R50×250 from a uniform
U(0, .5) distribution and cost coefficients c from a uniform U(0, 1) distribution, setting
b = 1. We include a non-negativity constraint w ≥ 0 with no equality constraints or
upper bounds on w. Furthermore, we assumed that coefficients A were subject to variation
within 10% of their nominal values. Similar to the CAPRI setup, we then solved (13) using
the algorithm shown in Section 3.1 a total of 150 times, once for each pair (K,R), with
K ∈ {0, .01, ..., .24} and R ∈ {0, .05, ..., .25} denoting our percentages.
7CAPRI also imposes upper and lower bounds on decision variables wi which we did not subject to
uncertainty.
8Additionally, we enforced w ≥ 0 and did not impose uncertainty on this constraint.
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Figure 1. CAPRI: Loss (Optimal value) vs.
100×K [%]
Figure 2. CAPRI: Loss (Optimal value) vs.
Avg protection over all constraints for all so-
lutions w(K,R) ( 1J
∑
(bj − aTj w(K,R))). Arrows
indicate increasing K for fixed R.
Figure 3. RANDOM: Loss (Optimal value) vs.
K
Figure 4. RANDOM: Loss (Optimal value) vs.
Avg protection over all constraints for all solu-
tions w(K,R) ( 1J
∑
(bj − aTj w(K,R))). Arrows in-
dicate increasing K for fixed R.
In Figure 1 and 3, we see how loss wT c changes with growing kj and decreases with
shrinking rj .
9 Here, we let w(K,R) denote the optimal solution to (13) when formulated
9Note that the curves in Figure 1 and 3 might be expected to be monotone. However, the only reason
they are not is because R is set as a percentage of K which is also a percentage.
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Figure 5. CAPRI: Upper chart plots loss vs. estimated P (Aˆw(K,R) > b) for all solutions w(K,R)
with R 6= 0 for all scenarios s ∈ {1, ..., 5}. Lower chart plots the same for all solutions w(K,R)
with R = 0. Ms indicates scenario multiplier.
for pair (K,R). This is the expected behavior, since we make sacrifices for robustness k
while making gains with optimism r. One would expect, though, for increases in rj to
have a large negative impact on each constraints safety margin (bj −wTaj) which provides
protection against uncertain increases in the left-hand side of the uncertain constraint.
We show, however, that this perceived downside of introducing optimistic rj > 0 is not
always the case and that for some data sets, the sacrifice in protection for increasing rj can
often be quite small. In Figure 2 and 4, for each of our optimal solutions, we plot the loss
relative to the average protection 1J
∑J
i=1(bj −wTaj). The arrows along the lines indicate
increasing kj . We see in this figure that one can decrease losses by introducing optimistic
assumptions with rj > 0 without sacrificing much protection on average.
Sometimes the average protection does not tell the full story regarding the probability
that your solution will be infeasible for the true coefficient system. In this regard, another
perceived downside of introducing optimistic rj > 0 lies in the fact that having rj > 0
will yield optimal policies w that have no protection against the worst rj coefficients.
Presumably, this lack of protection would work strongly to make w infeasible with high
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Figure 6. RANDOM: Upper chart plots loss vs. estimated P (Aˆw(K,R) > b) for all solutions
w(K,R) with R 6= 0 for all scenarios s ∈ {1, ..., 5}. Lower chart plots the same for all solutions
w(K,R) with R = 0. Ms indicates scenario multiplier.
probability. However, in Figure 5 and 6 we show that this is not necessarily the case,
particularly when your optimistic assumptions are realized, even if only in part.
Modifying the scheme of Bertsimas and Sim [2004], we plot in Figure 5 and 6 the
simulated probabilities that our solutions will fail to be feasible once Aˆ is realized. For
these experiments, we need additional notation. First, as before, let w(K,R) denote the
optimal solution to (13) when formulated for pair (K,R). Second, for solution w(K,R)
let Irj denote the set of indices of the largest rj = Rkj = RKβj components of the
vector (|a¯1jw(K,R)1 |, ..., |a¯njw(K,R)n |). Now, recall that when we solve (13) we are assuming
that aˆij are going to be sampled from the interval aˆij ∈ [aij − a¯ij , aij + a¯ij ], except for
coefficients aˆij with i ∈ Irj . For these coefficients, since R 6= 0, we have optimistically
assumed that they are deterministic with aˆij ∈ [aij − 0 · a¯ij , aij + 0 · a¯ij ], i.e. we were able
to counteract or mitigate the uncertainty by application of our budget of optimism. To
simulate the probability that w(K,R) will be infeasible for the realized coefficient matrix Aˆ,
we perform 1000 simulations, counting the number of failures to estimate P (aˆj
Tw(K,R) >
bj for any j = 1, ...,J ). In each simulation, we first sample the value of the random
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coefficients {aˆij |i /∈ Irj , j = 1, ...,J } from the worst-case symmetric distribution, which
is when P (aˆij = aij − a¯ij) = P (aˆij = aij + a¯ij) = .5 and we let the random coefficients
{aˆij |i ∈ Irj , j = 1, ...,J } stay fixed at aij . In Figure 5 and 6, the results of these simulations
are given by the points with Ms = 0 in the upper charts.
10
However, how will the probability of infeasibility be affected if our optimistic assumptions
are not fully realized? In other words, what if the actions taken to mitigate or eliminate the
uncertainty are not fully affective, such that the true coefficients {aˆij |i ∈ Irj , j = 1, ...,J }
are sampled from [aij −M · a¯ij , aij + M · a¯ij ] with 0 6= M ≤ 1 instead of staying fixed at
aij? To simulate this, we estimate failure probability in 4 additional scenarios s ∈ {1, ..., 4},
each of which specifies the size of the interval that aˆij will come from via a multiplier Ms.
Specifically, for each scenario s, we let Ms = .25s and perform the same 1000 simulations
but where we sample the value of the random coefficients {aˆij |i ∈ Irj , j = 1, ...,J } from the
worst-case symmetric distribution with P (aˆij = aij −Msa¯ij) = P (aˆij = aij +Msa¯ij) = .5.
Thus, scenario s = 1, 2, 3 indicates that we were able to partially immunize the uncertainty
and scenario s = 4 indicates that our optimistic assumptions were not realized at all and
we were not able to immunize any of the uncertainty. In Figure 5 and 6, the results of
these simulations are given by the points with Ms = .25, .5, .75, 1 in the upper charts.
If R = 0, we have made no optimistic assumptions and simulate with Ms = 1 and every
coefficient coming from the worst case distribution with P (aˆij = aij − a¯ij) = P (aˆij =
aij + a¯ij) = .5. In Figure 5 and 6, the results of these simulations are given by the points
with Ms = 1 in the lower charts. However, for fair comparison, it is needed to simulate the
probability that solutions w(K,0) will be infeasible if, by chance, some optimistic circum-
stances arose. Therefore, we perform an almost identical procedure for solutions w(K,0).
However, let I0R denote the indices of the largest rj = Rkj = RKβj components of the vec-
tor (|a¯1jw(K,0)1 |, ..., |a¯njw(K,0)n |). For each solution w(K,0), we then perform the same 1000
iteration simulation for each of 25 scenarios denoted by pairs (s,R) where s ∈ {0, ..., 3}
and R ∈ {0, .05, ..., .25}. Just as before, we set Ms to encode the varying degrees with
which some optimistic circumstance was realized (even though we did not assume that it
would happen). Additionally, we encode the occurrences of optimistic circumstances with
R ∈ {0, .05, ..., .25}. In Figure 5 and 6, the results of these simulations are given by the
points with Ms = 0, .25, .5, .75 in the lower charts.
Finally, observing Figure 5 and 6, we can see that when our optimistic assumptions
are fully realized (with Ms = 0), we can substantially decrease losses without sacrificing
feasibility by including optimistic uncertainty with rj > 0. However, in the case the Ms 6= 0
where our budget of optimism was not as affective as expected in mitigating uncertainty,
we see that there are situations where we still maintain robustness and decrease losses by
applying optimism. For example, with Ms = .25 or .5, we see that we can still maintain
feasibility while decreasing losses over the R = 0 baseline solutions. However, as Ms grows,
we see that we indeed begin to become infeasible with high probability. However, this is
not too surprising. In this case, we have made optimistic assumptions that were essentially
false, i.e. we were not able to mitigate nearly as much uncertainty as we had planned to
10The term Ms has a specific meaning which will be explained in the next paragraph.
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Figure 7. CAPRI Figure 8. RANDOM
mitigate. Also, we note that we are assuming the worst case symmetric distribution, so it is
not surprising that optimistic solutions are infeasible with high probability if Ms = 1 or .75.
4.3.1. Convergence of DCA. Here, we quickly point out one observation regarding the DCA
technique utilized to solve the non-convex optimization which was discussed in Section 3.1.
While one of the drawbacks of DCA is the need to solve a convex subproblem at every
iteration, we observed in our experiments that very few iterations were needed to reach
reasonable solutions, meaning solutions with better objective than the baseline R = 0
model. In Figure 7 and Figure 8, we plot the average change in objective value at every
iteration, averaged over all runs (K,R), for each data set. For both data sets, we see
that the first iteration11yields large improvement in the objective value, with subsequent
iterations yielding much smaller reductions in the overall objective. In general, we see that
solutions converge for CAPRI, on average, at around the 4th iteration and for RANDOM
around the 5th iteration.
5. Application to Machine Learning
In this section, we discuss application of optimistic uncertainty to various problems in
machine learning and show that the concept of “optimistic robustness” is implicitly used
in various existing classification and regression models, providing us with a new framework
for interpreting and analyzing these approaches. In Section 5.1, we discuss various non-
convex regularization strategies, showing that many of them can be shown to be equivalent
to optimistic robust optimization strategies. Our primary illustration will utilize binary
classification and support vector machines; however, our analysis can also applied to re-
gression problems. Next, in Section 5.2 we discuss the use of optimistic robustness for
dealing with data corrupted with outliers and noise. Using regression as our illustrative
11The zeroth iteration involves solving the initial convex problem with R = 0.
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guide, we show that popular techniques for dealing with such problems can be shown to be
equivalent to application of optimistic robustness. Overall, we aim to illustrate the breadth
of the proposed scheme of optimistic robustness and to motivate future studies which take
a more in-depth look into each of these important problem contexts.
5.1. Non-Convex Regularization is Optimistic Robust. Non-Convex regularization
has become a popular technique in statistics and machine learning, often due to its success
in inducing sparsity (Fan et al. [2011], Gong et al. [2013], Yin et al. [2015], Tono et al. [2017],
Gotoh et al. [2017]) and the ease with which many of these regularizers decompose into
DC functions, allowing further use of DC optimization techniques which have proven to be
relatively efficient (Tono et al. [2017], Gotoh et al. [2017], Yin et al. [2015]). In this section,
we show that non-convex regularizers naturally arise in many contexts when formulating
tractable variants of optimistic robust optimization problems. This helps us to intuitively
understand why non-convex regularization schemes induce sparsity more efficiently than
other methods, such as L1 regularization alone. Specifically, we will focus our attention on
the following examples, which have been shown to be representable as DC functions (see
Gong et al. [2013]):
• Approximate L0 norm: ‖w‖1 − ρk(w) (Tono et al. [2017], Gotoh et al. [2017])
• L1−2 norm: ‖w‖1 − ‖w‖2 (Yin et al. [2015])
• Capped L1: (θ > 0), ‖w‖1 −
∑
i[|wi| − θ]+ (Zhang [2010])
• MCP: (λ, θ > 0), λ‖w‖1 −
∑
i
{
w2i
2θ , : |wi| ≤ θλ,
λ|wi| − θλ22 , : |wi| > θλ.
(Zhang et al. [2010])
• SCAD: (λ > 0, θ > 2), λ‖w‖1 −
∑
i

0, : |wi| ≤ λ,
(|wi|−λ)2
2(θ−1) , : λ < |wi| ≤ θλ,
λ|wi| − (θ+1)λ
2
2 , : |wi| > θλ.
(Fan and Li [2001])
We first discuss the Approximate L0 norm and L1−2 norm. Specifically, we see that their
representation in the optimistic robust framework is straightforward and follows directly
from results already discussed. We then discuss separately Capped L1, MCP, and SCAD.
We isolate these examples because of their special structure. Specifically, Theorem 1, along
with most of the results discussed in this paper, rely upon the positive homogeneity of g.
However, the Capped L1, MCP, and SCAD regularizers are representable as g
P (w)−gO(w)
where gO is not PH. Is this case, we must take a slightly different approach. Although the
approach is different, we are still able to show that these non-convex regularizers intuitively
arise from application of an optimistic robust framework.
These non-convex regularizers are typically combined with various loss functions for
classification and regression. To illustrate the connection between optimistic robustness and
non-convex regularization, we focus on the binary classification problem. Specifically, we
show that the popular ν-SVC algorithm from Scho¨lkopf et al. [2000], when formulated with
non-convex regularizer, is equivalent to an unregularized optimistic robust optimization
problem which simply utilizes the ν-SVC loss function in addition to optimistic robustness
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w.r.t. the training data. Utilizing this equivalence, we can gain a clear understanding
about why such non-convex regularizers induce sparsity in certain optimization problems.
We illustrate this graphically in the context of a classification example.
5.1.1. Robust representations of non-convex regularizers: PH Case. To show that the Ap-
proximate L0 norm and L1−2 norm have equivalent representations in an optimistic robust
framework, we need only to rely upon a simple transformation. Assuming the same nota-
tion as we did in Section 2, we have that,
inf
δO∈C(gO,zO)
sup
δP∈C(gP ,zP )
wT (δP + δO) = zP gP (w)− zOgO(w) .
By defining our uncertainty sets in terms of a convex, PH, non-negative support function
g, we can transform the optimistic robust linear term into the sum of a convex term and
a concave term which, considered together, is DC.
Now, consider the case of a binary classification problem, where we have N data obser-
vations (Xi, yi) ∈ Rn × {−1,+1} with feature vectors Xi and labels yi, and we need to
determine a hyperplane (w, b) that predicts the binary label y for a new feature vector X.
The ν-SVC problem from Scho¨lkopf et al. [2000] is formulated as
(14) min
w,b,
‖w‖22 + ν+
1
N
N∑
i=1
[−yi(wTXi + b)− ]+,
where ν ∈ (0, 1] is a hyperparameter chosen apriori. The term ν + 1N
∑N
i=1[−yi(wTXi +
b)−]+ is a type of -insensitive loss. Note that the parameter ν ∈ (0, 1] equals the fraction
of data points laying on or inside the classification margin.
We first form the unregularized variant, which is simply minimizing the -insensitive loss,
and then, assuming that the feature vectors Xi are uncertain, we arrive at the optimistic
robust ν-SVC given by,
(15)
min
w,b,,δO
max
δP
ν+
1
N
N∑
i=1
[−yi(wT (Xi + δOi + δPi ) + b)− ]+
s.t. δOi ∈ C(gOi , zOi ), δPi ∈ C(gPi , zPi ), i = 1, ..., N.
We can then simplify this expression to the following tractable problem (16),
(16) min
w,b,
ν+
1
N
N∑
i=1
[−yi(wTXi + b)− + zPi gPi (w)− zOi gOi (w)]+.
Let us now assume that each feature vector is subject to the same uncertainty, meaning
gOi = g
O, zOi = z
O and gPi = g
P , zPi = z
P for all i = 1, ..., N . We can then see that
with the correct choice of convex set, non-convex regularizers arise. For example, if we
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let zO = zP = z for some z ≥ 0 and have uncertainty sets C(gO, z) = {δO|‖δO‖2 ≤ z},
C(gP , z) = {δP |‖δP ‖∞ ≤ z}, then (15) will reduce to,
min
w,b,
ν+
1
N
N∑
i=1
[−yi(wTXi + b)− + z(‖w‖1 − ‖w‖2)]+.
By using the variable γ :=  − z(‖w‖1 − ‖w‖2) instead of , we see that this problem
becomes the L1−2 norm regularized optimization problem,
(17) min
w,b,γ
νz(‖w‖1 − ‖w‖2) + νγ + 1
N
N∑
i=1
[−yi(wTXi + b)− γ]+ .
Note that this problem is identical to ν-SVC (14) but with the L2 norm regularizer replaced
with the non-convex regularizer νz(‖w‖1−‖w‖2), which is formed by the optimistic robust
policy of minimizing -insensitive loss.
Additionally, with appropriate constants and choice of uncertainty set C(gO, z) = {δO|ρ∗k(δ) ≤
z} = {δO|‖δ‖1 ≤ zk, ‖δ‖∞ ≤ z}, C(gP , z) = {δP |‖δ‖∞ ≤ z}, we have that (15) reduces to
the Approximate L0 norm regularized problem,
(18) min
w,b,γ
νz(‖w‖1 − ρk(w)) + νγ + 1
N
N∑
i=1
[−yi(wTXi + b)− γ]+ .
Note that this exact procedure can be performed for regression problems as well.12 For
example, assume we have a regression setting with feature vectors Xi with associated
targets yi ∈ R and that we utilize the regression variant of the -insensitive loss,
ν+
1
N
N∑
i=1
[|yi − (wTXi + b)| − ]+ .
Applying the same procedure where we apply the same uncertainty to each Xi and simplify,
we get a variant of the regularized ν-SVR algorithm. Specifically, ν-SVR is formulated as
(19) min
w,b,
1
2
‖w‖22 + C(ν+
1
N
N∑
i=1
[|yi − (wTXi + b)| − ]+) ,
where ν ∈ (0, 1] and C > 0 are hyperparameters chosen apriori. Applying the proposed
uncertainty to -insensitive loss, we then get the same formulation but with L2 regularizer
replaced by non-convex regularizer νz(gP (w)− gO(w)).
12Applying this procedure to other loss functions, such as the hinge loss in classification, yield similar,
non-convex regularized formulations.
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5.1.2. Robust representations of non-convex regularizers: Non-PH Case. For the Approx-
imate L0 and L1−2 norm, we were able to show that this type of regularization arose
after simple application of optimistic and pessimistic uncertainty. For Capped L1, MCP,
and SCAD, we will show these regularizers naturally arise when we apply optimistic and
pessimistic uncertainty along with an additional penalty applied directly to the optimistic
uncertainty. Specifically, we apply a penalty to the optimistic disturbances δO that dis-
courages particular choices of δO ∈ CO where CO denotes the uncertainty set. While we
maintain a binary classification context here, we note that we address the application of
this principal in a general context in Appendix B where we provide a theorem similar in
nature to Theorem 1.
Consider the following variant of (15), where COi , C
P
i are convex sets and h : Rn → R
represents a penalty which is incurred for being optimistic:
(20)
min
w,b,,δO
max
δP
ν+
1
N
N∑
i=1
[−yi(wT (Xi + δOi + δPi ) + b) + h(δOi )− ]+
s.t. δOi ∈ COi , δPi ∈ CPi , i = 1, ..., N.
To see how Capped L1, MCP, and SCAD arise out of this formulation, we only need to
apply the following identities which are proved in Appendix A. For brevity, let Mλ,θ(w)
and Sλ,θ(w) denote MCP and SCAD respectively:
• Capped L1: ‖w‖1 −
∑
i[|wi| − θ]+ = sup
‖δP ‖∞≤1
inf
‖δO‖∞≤1
wT (δP + δO) + θ‖δO‖1 .
• MCP: Mλ,θ(w) = sup
‖δP ‖∞≤λ
inf
‖δO‖∞≤λ
wT (δP + δO) + θ2‖δO‖22 .
• SCAD: Sλ,θ(w) = sup
‖δP ‖∞≤λ
inf
‖δO‖∞≤λ
wT (δP + δO) + λ‖δO‖1 + θ−12 ‖δO‖22 .
We can then illustrate the use of these identities in (20). For example, for Capped L1,
let h(δOi ) = θ‖δO‖1 and COi , CPi each equal the L∞ norm ball with radius 1. Then, we see
that (20) reduces to,
(21) min
w,b,
ν+
1
N
N∑
i=1
[−yi(wTXi + b) + ‖w‖1 −
∑
i
[|wi| − θ]+ − ]+ .
Then, just as we did in Section 5.1, letting γ :=  − (‖w‖1 −
∑
i[|wi| − θ]+) we get the
Capped L1 regularized ν-SVC:
(22) min
w,b,γ
ν(‖w‖1 −
∑
i
[|wi| − θ]+) + νγ + 1
N
N∑
i=1
[−yi(wTXi + b)− γ]+
Using this procedure, it is easy to see that similar results hold for MCP and SCAD, with
these non-convex penalty terms arising naturally out of optimistic robust optimization
problems.
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One will notice that the optimistic robust representations of Capped L1, MCP, and
SCAD are all essentially identical except for their choice of optimistic disturbance penalty
h, i.e. the way in which they penalize optimism. Specifically, we see that Capped L1
utilizes an L1 penalty with weight θ, MCP utilizes a squared L2 penalty with weight θ,
and SCAD utilizes an elastic-net penalty13 with weights λ, θ.
5.1.3. Visualizing Non-Convex Regularization. Now that we have seen that these non-
convex regularizers can be interpreted as the combination of optimistic and pessimistic
uncertainty, we can use this interpretation to help understand why these non-convex regu-
larizers induce sparsity more strongly than, say, the lone L1 norm. We utilize a visualization
to help foster intuition.
In Figure 9, we visualize in two dimensions the uncertainty set that would be around a
single feature vector X in the classification problem (18) and the effect of the competing
forces, optimism and pessimism. In this figure, the dotted lines represent three different
classification hyperplanes w1, w2, w3 that all correctly classify the illustrated data point
X. Here, w1 is our sparse hyperplane (having a single zero component) while w2, w3 are
non-sparse. The boundary of uncertainty sets C(gO, 1) = {δO|ρ∗k(δO) ≤ 1} = {δO|‖δO‖1 ≤
k, ‖δO‖∞ ≤ 1} and C(gP , 1) = {δP |‖δP ‖∞ ≤ 1} are represented by blue and red polygons
respectively.
We begin by first assuming that w1 is going to be our selected hyperplane and asking:
Given selection of w1 as the regression hyperplane, what will δ
O and δP equal? We visualize
one of the possible solutions with the blue and red arrows labeled with the number 1.
Specifically, we know that by construction of the classification problem, the pessimistic
δP will attempt to move X as close to w1 as possible. Conversely, the optimistic δ
O will
move X as far away from w1 as possible. We then see that the resulting arrows cancel out,
moving opposite each other in the direction of the normal vector w1 and its negative.
What happens, then, if we were to select either w2 or w3 as our classification hyper-
plane? For wi, we visualize this with the i
th blue and red vectors representing the resulting
optimistic δO and pessimistic δP disturbances for SVC objective. Notice here that the
construction of the uncertainty sets has a noticeable affect. In the case of the sparse w1,
because the hyperplane was parallel to the face of the L∞ uncertainty set, we had δO and
δP cancel each other out. For w2 and w3, though, this is not the case. In both scenarios,
we find that the magnitude of δP is larger than the magnitude of δO, and thus the objective
will be hurt by the pessimistic uncertainty which wins against the optimism. We can then
see that this uncertainty set, by its construction, incentivizes sparse hyperplanes. If the
hyperplane has a non-sparse dimension, then the pessimism will dominate the optimism
and hurt the objective function.
Finally, although this illustration only addressed a case from Section 5.1.1, the same
intuition can be applied to the cases discussed in Section 5.1.2. Specific penalty terms
h(δO) can be used to incentivize the selection of sparse hyperplanes. By enforcing a larger
penalty in the corner of the L∞ box and smaller penalty at the midpoint of a side (e.g.
13See Zou and Hastie [2005].
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Figure 9. Illustration of classification with regularizer ‖w‖1 − ρk(w). Dotted lines represent
three different classification hyperplanes w1, w2, w3 that all correctly classify the illustrated data
point X (the large black dot). Boundary of uncertainty sets {δO|ρ∗k(δO) ≤ 1}, {δP |‖δP ‖∞ ≤ 1}
represented by blue and red polygons. Given selection of wi as the classification hyperplane,
ith blue and red vectors represent respectively the resulting optimistic δO and pessimistic δP
disturbances for SVC objective.
with h(δO) = ‖δO‖1 as is done with Capped L1), sparse hyperplanes will be incentivized
because the optimistic disturbance will have more power (incur less of a penalty) if the
hyperplane is indeed sparse and thus the optimistic disturbance will be like the 1st blue
vector in Figure 9.
5.2. Fighting Outliers and Noisy Data with Optimism. Although an optimistic ap-
proach to uncertainty may sound unusual, it can be quite practical for real-life situations.
In this section, we show that this approach is connected to existing regression and classi-
fication approaches for dealing with data corrupted with noise or outliers.
5.2.1. Outliers. A situation in which an optimistic view of uncertainty can be useful is in
the case of training a learner on a data set with outliers. The presence of a few outliers can
have a dramatic effect on learning algorithms and there has been a great deal of research
done to address these difficulties across multiple learning tasks. For the case of regression,
see literature on classical robust statistics14 such as Rousseeuw and Leroy [1987] and the
relatively recent work of Yu et al. [2010], and for the case of classification see e.g. Xu et al.
[2006], Takeda et al. [2014], Tsyurmasto et al. [2014], Fujiwara et al. [2017].
14In statistics, robustness usually refers to insensitivity to outliers, different from the concept of robust
optimization assuming the data input to be uncertain and to belong to some fixed uncertainty set. There
have been a large number of works on classical robust statistics, which develop estimation methods that
are robust to outliers.
24 OPTIMISTIC ROBUST OPTIMIZATION WITH APPLICATIONS TO MACHINE LEARNING
We can approach this problem by taking an optimistic viewpoint of the data. After
formulating an optimistic robust model to address this problem, we will see that it is quite
similar to existing methods in robust statistics for dealing with outliers. We maintain a
regression context, however, this technique has obvious application to classification as well.
By combining Proposition 8 and Theorem 10 of Rockafellar and Uryasev [2002], we see
that for any fixed (w, b), the optimal value of
min

+
1
νN
N∑
i=1
[|yi − (wTXi + b)| − ]+
is equal to
ρνN (z) =
1
k
(
bkc∑
i=1
|z(i)|+ (k − bkc)|z(dke)|)
= max
ρ∗νN (δ)≤1
zT δ ,
where k = νN , the vector z is defined by components15 zi := yi − (wTXi + b), ∀i, and the
ordered components (w.r.t. absolute value) of z are denoted as |z(1)| ≥ · · · ≥ |z(N)|. Note
that the above problem corresponds to minimizing the -insensitive loss function term in
ν-SVR (19). Therefore, ν-SVR (19) can be reformulated as
(23)
min
w,b
max
δ
1
2
‖w‖22 +
C
N
zT δ
s.t. ‖δ‖1 ≤ νN, ‖δ‖∞ ≤ 1 ,
whose feasible set can also be written as ρ∗νN (δ) ≤ 1. Equivalently, this can be formulated
as,
min
w,b
1
2
‖w‖2 + C
N
ρνN (z).
Here, we apply the optimistic strategy to ν-SVR (23) with additional parameter 0 <
µ < ν by following a strategy similar to the one applied in OR-LP (12), yielding
min
w,b,δO
max
δP
1
2
‖w‖2 + C
N
zT (δO + δP )
s.t. ρ∗νN (δ
P ) ≤ 1, ρ∗µN (δO) ≤ 1 ,
which is equivalent to minimizing
(24)
1
2
‖w‖2 + C
N
(ρνN (z)− ρµN (z)).
By expressing ρνN (z) and ρµN (z) by optimization problems (1), we have a tractable prob-
lem for (24), though it is a non-convex optimization problem. This problem can be posed
15z depends on the variable (w, b) but we write z for simplicity of notation.
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Figure 10. Distribution of |z(i)|, ∀i. The optimistic robust model minimizes the average of the
|z(i)|’s in the blue area, ignoring the r largest errors in green (presumably caused by the outliers).
equivalently as the more interpretable problem,
min
w,b
1
2
‖w‖2 + C
N
 bkc∑
i=brc+1
|z(i)|+ (k − bkc)|z(dke)| − (r − brc)|z(dre)|
 ,
where k = νN and r = µN . Figure 10 explains the second term of this objective function.
Note that the largest bµNc errors, that is, the z(i) with i = 1, . . . , bµNc, are considered
outliers and ignored in the optimistic robust formulation.
Various non-convex regression models have been studied with the goal of ensuring robust-
ness to outliers. They are often called “robust” regression models with the Least Trimmed
Squares (LTS) of Rousseeuw and Leroy [1987] being a good representative of these models
where LTS minimizes
∑N
i=brc+1(z
(i))2. When we define zi = (yi − (wTXi + b))2 and set
ν = 1, the resulting optimistic robust model (24) equals LTS. Recent robust statistics
models (see e.g. Xu et al. [2006], Yu et al. [2010]) use truncated (or trimmed, clipped) loss
functions that are defined as min{`(Xi, yi;w, b), τ} with a threshold τ(> 0) for some convex
loss function `(·). The truncated loss function can bound the influence of any outliers on
the final result. Minimizing the truncated loss function defined with loss `(Xi, yi;w, b) can
find the same optimal solution (w, b) to OR-LP (24) with zi = `(Xi, yi;w, b) if the value τ
of the truncated model and the ratio µ of OR-LP are set appropriately.
5.2.2. Noisy Data. In this subsection, we again consider the standard binary classification
problem. A standard regularized classifier that is counterpart to the ν-SVC is the well
known C-SVM of Cortes and Vapnik [1995] which yields classifier (w, b) by solving the
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following convex optimization problem:
(25) min
w,b
C
N∑
i=1
[−yi(wTXi + b) + 1]+ + 1
2
‖w‖2.
For binary classification problems, there are existing works which take two different strate-
gies to deal with uncertainty of given data samples. One is an optimistic strategy based on
the idea that even if there is a large margin separator for the original uncorrupted inputs,
the observed noisy data may become non-separable. Bi and Zhang [2005] took the opti-
mistic strategy that tries to recover the original classifier from the corrupted training data.
On the other hand, Xu et al. [2009a], Trafalis and Gilbert [2007] took another strategy that
is pessimistic with regard to the data uncertainty. They assume that data uncertainties
and perturbations are unknown but the perturbed data are supposed to be living in some
certain sets. Their aim is to obtain classifiers which have good generalization properties
and are insensitive to bounded perturbations of the data.
Consider the optimistic situation where one must train a learning algorithm on data
that has been contaminated with noise, knowing that at test-time, the input data will not
be contaminated with such noise. In this case, it can be beneficial to train your learning
algorithm on an optimistic version of the training data, which can be accomplished via
optimistic uncertainty. In fact, it is easy to see that the technique utilized by Bi and
Zhang [2005], which yields the Total Support Vector Classifier (TSVC), is equivalent to a
special case of optimistic robust optimization. Specifically, the TSVC is given by:
(26)
min
w,b,δO
C
N∑
i=1
[−yi(wT (Xi + δOi ) + b) + 1]+ +
1
2
‖w‖2
s.t. ‖δOi ‖2 ≤ zOi , i = 1, ..., N ,
where a simple bounded uncertainty ‖δOi ‖2 ≤ zOi is assumed. The problem can be trans-
formed into a non-convex optimization minimizing the non-convex function:
C
N∑
i=1
[−yi(wTXi + b)− zOi ‖w‖+ 1]+ +
1
2
‖w‖2
with respect to (w, b) and is solved by Bi and Zhang [2005] by iteratively solving a series
of C-SVMs.
This is in contrast to the pessimistic approach of Trafalis and Gilbert [2007], which mini-
mizes the worst-case empirical error under the given model of uncertainty with formulation
given by,
(27)
min
w,b
max
δP
C
N∑
i=1
[−yi(wT (Xi + δPi ) + b) + 1]+ +
1
2
‖w‖2
s.t. ‖δPi ‖2 ≤ zPi , i = 1, ..., N .
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The problem can be transformed into a convex optimization, specifically the second-order
cone programming (SOCP) problem of minimizing the convex function:
C
N∑
i=1
[−yi(wTXi + b) + zPi ‖w‖+ 1]+ +
1
2
‖w‖2
with respect to (w, b). This problem can be efficiently solved by an interior-point method.
Moreover, Xu et al. [2009a] has shown that the regularization term ‖w‖2 naturally comes
from non-regularized robust C-SVM by assuming some specific type of uncertainty sets for
δPi , just as the non-convex regularizer ‖w‖1−‖w‖2 naturally appears in (17). Also, Norton
et al. [2017] showed that the non-convex regularization of the T-SVC naturally arises via
optimistic robustness applied to the non-regularized C-SVM. The link between regular-
ization and robustness in classification suggests that norm-based regularization essentially
builds in a robustness to sample noise whose probability level sets are symmetric.
Thus, we see that application of optimistic uncertainty is a natural consideration in the
context of making predictions with noisy training data. Indeed, we see that we can make a
direct connection between the optimistic strategy and existing methods (the TSVC). Tak-
ing into consideration the existence of the two approaches, both pessimistic and optimistic,
it would then seem natural to consider the mixed approach like that considered in Sec-
tion 5.1. Although we leave a full exploration to future work, it would seem intuitive that
the mixed strategy, via proper construction of the optimistic and pessimistic uncertainty
set, could mitigate the extreme decisions made by using a single strategy alone. Clearly,
by applying the specific mixed strategy of Section 5.1, we would achieve sparsity inducing
non-convex regularization. However, it is not clear which uncertainty sets should be chosen
to optimally combat noisy data.
Remark: One must be careful when applying both robustness and regularization simulta-
neously. In some cases, though it may not be obvious, the approaches are redundant. For
example, it can be shown via analysis of KKT conditions that
min
w,b
C
N∑
i=1
[−yi(wTXi + b) + zP ‖w‖+ 1]+ + 1
2
‖w‖2
is equivalent to
min
w,b
Cˆ
N∑
i=1
[−yi(wTXi + b) + 1]+ + 1
2
‖w‖2
for the proper choice of Cˆ if the same norm is used inside and outside of the hinge loss.16
16See, for example, Theorem 1, Theorem 2, and Corollary 1 in Norton et al. [2017].
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6. Conclusion
Robust Optimization traditionally assumes a pessimistic attitude towards uncertainty,
focusing purely on the worst-case outcome. We have attempted to provide convincing argu-
ment that it can often be beneficial to consider an optimistic attitude towards uncertainty.
This optimistic, best-case viewpoint can provide a mechanism for reducing the conservatism
of traditional, pessimistic formulations in intuitive ways that can easily be connected with
realistic motivation. For example, if the decision maker has at his disposal a set of resources
which can be used to combat, or mitigate unexpected realizations of model parameters,
then optimistic uncertainty can be utilized to represent these circumstances and suggest
optimal ways of allocating these resources (the budget of optimism). Additionally, when
mixed-in with pessimistic assumptions, we are able to obtain profitable solutions that are
still robust to sets of circumstances that go beyond our budget of optimism.
We have also attempted to provide justification for the optimistic view of uncertainty
by connecting this framework with recent developments in machine learning and statis-
tics. Focusing on regularization, we were able to show that non-convex, sparsity inducing
regularizers can sometimes be interpreted as a simple application of optimistic robust op-
timization. This new result allows us to provide a new interpretation for these non-convex
regularizers, specifically providing a geometric explanation for why these regularization
strategies indeed induce sparsity. Moving beyond regularization, we were also able to show
that popular methods for dealing with outliers and noisy training data can be viewed as
special application of the general optimistic robust framework.
Overall, we see that the optimistic view of uncertainty yields useful strategies for solving
a variety of problems with formulations that can often be solved via simple optimization
strategies (i.e. DCA). Additionally, with strong connections to proven methods in machine
learning and statistics, the optimistic view of uncertainty certainly merits attention as a
general tool to be applied in tandem with traditional robust optimization.
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Appendix A. Non-convex regularizer identites
Here, we show that Capped L1, MCP, and SCAD can be represented in a way amenable
to robust reformulations. For all cases, we rely heavily on the fact that the convex conjugate
of a convex function g is given by g∗(w) = supδ wT δ− g(δ) and, furthermore, if g is closed-
convex we have g(w) = supδ w
T δ − g∗(δ).
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A.1. Capped L1. Consider the Capped L1 penalty from Zhang [2010], which is given in
DC form by Gong et al. [2013] as,
gP (w)− gO(w) = ‖w‖1 −
∑
i
[|wi| − θ]+ ,
with parameter θ > 0. Let f(x) = [|x| − θ]+. It can be shown that the conjugate of f is
given by,
f∗(d) = sup
x
xd− f(x)
=
{
∞, : |d| > 1,
|d|θ, : |d| ≤ 1.
Since gO(w) =
∑
i f(wi) is a separable sum, we know that its conjugate is g
∗O(δ) =∑
i f
∗(δi). Using this result, we have that,
gO(w) = sup
δ
wT δ − g∗O(δ) = sup
δ
wT δ −
∑
i
f∗(δi)
= sup
δ
wT δ −
∑
i
{
∞, : |δi| > 1,
|δi|θ, : |δi| ≤ 1.
= sup
‖δ‖∞≤1
wT δ − θ‖δ‖1
= − inf
‖δ‖∞≤1
θ‖δ‖1 − wT δ
= − inf
‖δ‖∞≤1
θ‖δ‖1 + wT δ .
Since the first term ‖w‖1 = sup‖δ‖∞≤1wT δ, we can then rewrite the Capped L1 penalty
as,
gP (w)− gO(w) = ‖w‖1 −
∑
i
[|wi| − θ]+
= ‖w‖1 − sup
δ
wT δ − g∗O(δ)
= ‖w‖1 + inf‖δ‖∞≤1 θ‖δ‖1 + w
T δ
=
(
sup
‖δP ‖∞≤1
wT δP
)
+
(
inf
‖δO‖∞≤1
wT δO + θ‖δO‖1
)
= sup
‖δP ‖∞≤1
inf
‖δO‖∞≤1
wT (δP + δO) + θ‖δO‖1 .
A.2. MCP. We use a proof structure identical to the one followed for Capped L1. Consider
the MCP penalty of Zhang et al. [2010], which is given in DC form by Gong et al. [2013]
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as,
gP (w)− gO(w) = λ‖w‖1 −
∑
i
{
w2i
2θ , : |wi| ≤ θλ,
λ|wi| − θλ22 , : |wi| > θλ.
with parameters λ > 0, θ > 0. Let f(x) =
{
x2
2θ , : |x| ≤ θλ,
λ|x| − θλ22 , : |x| > θλ.
It can be shown that
the conjugate of f is given by,
f∗(d) = sup
x
xd− f(x)
=
{
∞, : |d| > λ,
d2θ
2 , : |d| ≤ λ.
Since gO(w) =
∑
i f(wi) is a separable sum, we know that its conjugate is g
∗O(δ) =∑
i f
∗(δi). Using this result, we have that,
gO(w) = sup
δ
wT δ − g∗O(δ) = sup
δ
wT δ −
∑
i
f∗(δi)
= sup
δ
wT δ −
∑
i
{
∞, : |δi| > λ,
δ2i θ
2 , : |δi| ≤ λ.
= sup
‖δ‖∞≤λ
wT δ −
∑
i
δ2i θ
2
= sup
‖δ‖∞≤λ
wT δ − θ
2
‖δ‖22
= − inf
‖δ‖∞≤λ
θ
2
‖δ‖22 − wT δ
= − inf
‖δ‖∞≤λ
θ
2
‖δ‖22 + wT δ .
Since the first term λ‖w‖1 = sup‖δ‖∞≤λwT δ, we can then rewrite the MCP penalty as,
gP (w)− gO(w) = λ‖w‖1 − sup
δ
wT δ − g∗O(δ)
= λ‖w‖1 + inf‖δ‖∞≤λ
θ
2
‖δ‖22 + wT δ
=
(
sup
‖δP ‖∞≤λ
wT δP
)
+
(
inf
‖δO‖∞≤λ
wT δO +
θ
2
‖δO‖22
)
= sup
‖δP ‖∞≤λ
inf
‖δO‖∞≤λ
wT (δP + δO) +
θ
2
‖δO‖22 .
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A.3. SCAD. We use a proof structure identical to the one followed for Capped L1 and
MCP. Consider the SCAD penalty of (Fan and Li [2001]), which is given in DC form by
Gong et al. [2013] as,
gP (w)− gO(w) = λ‖w‖1 −
∑
i

0, : |wi| ≤ λ
(|wi|−λ)2
2(θ−1) , : λ < |wi| ≤ θλ,
λ|wi| − (θ+1)λ
2
2 , : |wi| > θλ.
.
with parameters λ > 0, θ > 2. Let f(x) =

0, : |x| ≤ λ,
(|x|−λ)2
2(θ−1) , : λ < |x| ≤ θλ,
λ|x| − (θ+1)λ22 , : |x| > θλ.
. It can be
shown that the conjugate of f is given by,
f∗(d) = sup
x
xd− f(x)
=
{
∞, : |d| > λ,
d2(θ−1)
2 + λ|d|, : |d| ≤ λ.
Since gO(w) =
∑
i f(wi) is a separable sum, we know that its conjugate is g
∗O(δ) =∑
i f
∗(δi). Using this result, we have that,
gO(w) = sup
δ
wT δ − g∗O(δ) = sup
δ
wT δ −
∑
i
f∗(δi)
= sup
δ
wT δ −
∑
i
{
∞, : |δi| > λ,
δ2i (θ−1)
2 + λ|δi|, : |δi| ≤ λ.
= sup
‖δ‖∞≤λ
wT δ −
∑
i
(
δ2i (θ − 1)
2
+ λ|δi|
)
= sup
‖δ‖∞≤λ
wT δ − λ‖δ‖1 − θ − 1
2
‖δ‖22
= − inf
‖δ‖∞≤λ
λ‖δ‖1 + θ − 1
2
‖δ‖22 − wT δ
= − inf
‖δ‖∞≤λ
λ‖δ‖1 + θ − 1
2
‖δ‖22 + wT δ .
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Since the first term λ‖w‖1 = sup‖δ‖∞≤λwT δ, we can then rewrite the SCAD penalty as,
gP (w)− gO(w) = λ‖w‖1 − sup
δ
wT δ − g∗O(δ)
= λ‖w‖1 + inf‖δ‖∞≤λλ‖δ‖1 +
θ − 1
2
‖δ‖22 + wT δ
=
(
sup
‖δP ‖∞≤λ
wT δP
)
+
(
inf
‖δO‖∞≤λ
wT δO + λ‖δO‖1 + θ − 1
2
‖δO‖22
)
= sup
‖δP ‖∞≤λ
inf
‖δO‖∞≤λ
wT (δP + δO) + λ‖δO‖1 + θ − 1
2
‖δO‖22 .
Appendix B. Penalizing Disturbances
Encapsulating the general flavor of the approach wherein optimistic and pessimistic
uncertainty are included along with an additional penalty applied to optimistic disturbances,
we have the following theorem which is similar in nature to Theorem 1. For the following
theorem, recall that the convex conjugate of a convex function g is given by g∗(δ) =
supx x
T δ − g(x). If g is closed-convex, we also have the relation g(w) = supδ wT δ − g∗(δ).
Theorem 2. If gOi , g
P
i , i = 1, ..., ` are closed convex functions, then (6) can be reformulated
as,
(28)
min
w,δO
max
δP
wT (X0 + z
O
0 δ
O
0 + z
P
0 δ
P
0 ) + z
O
0 g
∗O
0 (δ
O
0 )− zP0 g∗P0 (δP0 )
s.t. wT (Xi + z
O
i δ
O
i + z
P
i δ
P
i ) + z
O
i g
∗O
i (δ
O
i )− zPi g∗Pi (δPi ) ≤ 0, i = 1, ..., `
where g∗ denotes the convex conjugate of g.
The result follows by simply letting g(w) = supδ w
T δ − g∗(δ) in (6) and making the
appropriate manipulations. Note that the emphasis of this result is that it relaxes the
assumption of positive homogeneity made in Theorem 1. Furthermore, this result relates
to the discussion in Section 5.1.2 by the fact that Capped L1, MCP, and SCAD yield
conjugates in the form of supδ w
T δ −∑i
{
∞ , : |δi| > λ,
hi(δi), : |δi| ≤ λ.
, which can be simplified to
sup‖δ‖∞≤λw
T δ −∑i hi(δi).
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