Abstract: A new method for the solution of minimization problems with simple bounds is presented. Global convergence of a general scheme requiring the approximate solution of a single linear system at each iteration is proved and a superlinear convergence rate is established without requiring the strict complementarity assumption. The algorithm proposed is based on a simple, smooth unconstrained reformulation of the bound constrained problem and may produce a sequence of points that are not feasible. Numerical results are reported.
Introduction
We are concerned with the solution of simple bound constrained minimization problems of the form min f (x), s.t.
where the objective function f is sufficiently smooth, l and u are constant vectors, and the inequalities are valid component wise. Box constrained problems arise often in the applications, and some authors even claim that any real-world unconstrained optimization problem is meaningful only if solved subject to box constraints. These facts have motivated considerable research devoted to the development of efficient and reliable solution algorithms, especially in the quadratic case. The development of such algorithms is a challenging task; in fact, on the one hand the appealing structure of the constraints urges the researchers to try to develop ad hoc minimization techniques that take full advantage of this structure; on the other hand Problem (PB) still retains the main difficulty generally associated with inequality constrained problems: the determination of the set of active constraints at the solution. In this paper we introduce a globally and superlinearly convergent algorithm that does not require strict complementarity and uses only matrix-vector products, thus being well suited for large scale case. When the dimension is small, the algorithms most widely used to solve Problem (PB) fall in the active set category. In this class of methods at each iteration we have a working set that is supposed to approximate the set of active constraints at the solution and that is iteratively updated. In general, only a single active constraint can be added or deleted to the active set at each iteration, and this can unnecessarily slow down the convergence rate, especially when dealing with large-scale problems. Note, however, that, for the special case of Problem (PB), it is possible to envisage algorithms that update the working set more efficiently [18, 23] , especially in the quadratic case [12] . Actually, a number of proposals have been made to design algorithms that quickly identify the correct active set. With regard to Problem (PB), the seminal work is [3] (see also [2] ), where it is shown that if the strict complementarity assumption holds, then it is possible, using a projection method, to add or delete to the current estimated active set many constraints at each iteration and yet find an active set in a finite number of steps. This work has motivated a lot of further studies on projection techniques, both for the general linearly constrained case and for the box constrained case (see , e.g. [6, 7, 8, 15] and [33, 34] ).
Trust region type algorithms for unconstrained optimization have been successfully extended to handle the presence of bounds on the variables. The global convergence theory thus developed is very robust [10, 22] and, under appropriate assumptions, it is possible to establish a superlinear convergencerate without requiring strict comple mentarity [22, 28, 29] . In particular in [29] an iterative technique for the solution of the trust region subproblem is developed that retains superlinear convergence. Furthermore, numerical results [11, 22, 29] show that these methods are effective. Another algorithm also based on a trust region philosophy, but in connection with a nonsmooth merit function, is proposed in [38] . A major difference between this latter algorithm and the techniques so far considered is that the iterates generated are not forced to remain feasible throughout.
We finally mention that interior point methods for the solution of Problem (PB) are currently an active field of research and that some interesting theoretical results can be obtained in this framework. In particular in [27] a local superlinearly convergent algorithm that does not require strict complementarity is proposed. Computational experience with this class of methods is still very limited (see [9, 27, 35] ).
In this paper we propose a new method for the solution of Problem (PB) that does not fit in any of the categories considered above. At each iteration k we compute estimates L k , U k of the variables that we suppose will be respectively at their lower, upper bounds at the solution and an estimate F k of the variables we believe to be free. This partition of the variables obviously suggests to perform an unconstrained minimization in the space of free variables, and this is the typical approach in active step methods. If one aims at developing a locally fast convergent method, an obvious choice for the unconstrained minimization algorithm in the subspace of free variables is the Newton method; this requires the (possibly inexact) solution of the Newton equation
where the subscripts F k attached to a vector or to a matrix denotes the subvector or the principal submatrix corresponding to the indeces in F k . There are two main problems with the direction d k so obtained. On the one hand the point x k + d k is not necessarily feasible, on the other hand, in general the algorithms based on this kind of considerations can only be shown to be superlinearly convergent if strict complementarity holds at the solution. The remedy usually adopted for the first problem is to "artificially" modify the Newton direction given by (1) so as to guarantee that x k + d k is feasible. With respect to the second issue, instead, we note that, with the exception of few recent works, [27, 29] , superlinear convergence has been proved only under the strict complementarity assumption. The solution we propose to the aforementioned problems is the following. First of all we observed that the difficulty in obtaining a superlinear convergence rate in the case of a non strictly complementary solution is due to the possible loss of curvature information that we have in the subspace of those variables that are active but with a zero multiplier. To overcome this problem we suggest to modify equation (1) by adding a "correction" term
that brings in the missing information. The correction term in (2) is simple to calculate and is eventually zero if the solution towards which the algorithm converges is strictly complementary or, more generally, if the estimates L k , U k , F k eventually coincide with the sets they approximate (i.e. if exact identification of the active constrints occurs). The local Newton type process defined by (2) is shown to be superlinearly convergent without the need of the strict complementarity assumption. However, we still have to face the first problem we mentioned above: the point x k + d k , where d k is given by (2) , may be infeasible. Contrary to what usually done, we prefer to leave the direction d k untouched, since it is well known that the Newton direction is usually very good. Instead we give the algorithm the freedom to generate infeasible points. Obviously, in this case we cannot use directly the objective function f (x) to measure progress towards optimality, as it is usually done by most of the existing algorithms. Instead, we define a very simple differentiable exact penalty function that is used to assess the quality of the points generated by the algorithm. We remark that the penalty function has an extremely simple structure and requires just a few scalar products to be evaluated, so that the overhead to use the penalty function instead of the original objective function is usually negligible. We actually believe that the possibility of developing so called "infeasible-point" algorithms for the solution of Problem (PB) is an important contributions of this paper. The only possible disadvantage of our infeasible-point approach is that in some applications the objective function f might not be defined outside the feasible set. From this point of view, it may be important to note that algorithm we propose allows the user to control the "degree of infeasibility" of the points generated. In fact, while the algorithm is intrinsically infeasible, it only generates points that are contained in an prescribed "enlargement" of the original feasible set of the type (l − α, u+ β), where α and β are n-dimensional vectors of positive constants that are user-selected. It is then obvious that, in principle, we can force the algorithm to generate points that are only "slightly" infeasible. In any case, if the function f is defined on the whole space, the possibility to violate some of the constraints may give additional, beneficial flexibility.
The algorithm described in this paper is largely based on [19] and [20] where many of the theoretical results reported here where already outlined. The main novelty here is a complete theory for a truncated scheme, suitable for large scale problems, and a rather sophisticated implementation of the resulting algorithm along with extensive numerical results. Below we summarize some relevant features of the algorithm.
(a) A complete global convergence theory is established.
(b) It is shown that our general scheme does not prevent superlinear convergence, in the sense that if a step length of one along the search direction yields superlinear convergence then, without requiring strict complementarity, the step length of one is eventually accepted.
(c) Rapid changes in the working set are allowed.
(d) The points generated by the algorithms at each iteration need not be feasible.
(e) The main computational burden per iteration is given by the approximate solution of a square linear system whose dimension is equal to the number of variables estimated to be non active.
(f) A particular truncated Newton-type algorithm is described which falls in the general scheme of point (a) and for which it is possible to establish, under the strong second order sufficient condition, but without requiring strict complementarity, a superlinear convergence rate.
(g) Numerical results and comparison with Lancelot are reported.
The paper is organized as follows. In the next section some basic definitions and assumptions are stated. In Section 3 a detailed exposition of the local algorithm and of its convergence properties are reported. Sections 4 contains the globalization scheme which is based on a suitable merit function and on a nonmonotone stabilization scheme. In particular in Section 4.1 the main properties of the differentiable merit function for problem (PB) are recalled whereas in Section 4.2the non monotone stabilization algorithm is defined. Section 5 is dedicated to the numerical experiments and comparison with LANCELOT.
If M is a n × n matrix with rows M i , i = 1, . . . , n, and if I and J are index sets such that I, J ⊆ {1, . . . , n}, we denote by M I the |I| × n submatrix of M consisting of rows M i , i ∈ I, and we denote by M I,J the |I| × |J| submatrix of M consisting of elements M i,j , i ∈ I, j ∈ J. We indicate by E the n × n identity matrix. If w is an n vector, we denote by w I the subvector with components w i , i ∈ I. Given two n−dimensional vectors w, v we denote by w • v the Hadamar product of the two vectors, namely the vector whose i−th component is w i v i and by max[w, v] the componentwise max vector. Using a non standard notation that however simplifies the presentation, we denote by w −1 the vector whose components are 1/w i . A superscript k is used to indicate iteration numbers; furthermore, we often omit the arguments and write, for example, f k instead of f (x k ). Finally by · we denote the Euclidean norm.
Problem formulation and preliminaries
For convenience we recall Problem (PB)
For simplicity we assume that the objective function f : IR n → IR is three times continuously differentiable (even if weaker assumptions can be used, see Remark 4.1) and that l i < u i for every i = 1, . . . , n. Note that −∞ and +∞ are admitted values for l i and u i respectively, i.e. we also consider the case in which some (possibly all) bounds are not present. In the sequel we indicate by F the feasible set of Problem (PB), that is:
Let α ∈ IR n and β ∈ IR n be two fixed vectors of positive constants and let x a and x b be two feasible points such that f (x a ) = f (x b ). Without loss of generality we assume that f (x a ) < f (x b ). The algorithms proposed in this paper generates, starting from x a , a sequence of points which belong to the following open set
Roughly speaking x a is the starting point, while x b determines the maximum function value which can be taken by the objective function in the points generated by the algorithm. We remark that not every point produced by the algorithm we propose is feasible; feasibility is only ensured in the limit. Note also that α and β are arbitrarily fixed before starting the algorithm and never changed during the minimization process.
To guarantee that no unbounded sequences are produced by the minimization process we introduce an assumption that has the same role of the compactness assumption on the level sets of the objective function in unconstrained optimization.
Assumption 1 The set S is bounded.
We note that this assumption (or a similar one) is needed by any standard algorithm which guarantees the existence of a limit point. Observe also that in the unconstrained case Assumption 1 is equivalent to the standard compactness hypothesis on the level sets of the objective function.
Assumption 1 is automatically satisfied in the following cases: -all the variables have finite lower and upper bounds -f (x) is radially unbounded, that is lim
For notational convenience, in this paper we consider in detail the results only for the case in which all the variables are box constrained, i.e. the case in which no l i is −∞ and no u i is +∞. The extension to the general case is trivial but cumbersome and, therefore, we omit it. With this assumption, the KKT conditions forx to solve Problem (PB) are
whereλ ∈ IR n andμ ∈ IR n are the KKT multipliers. Strict complementarity is said to hold at the KKT point (x,λ,μ) ifx i = l i impliesλ i > 0 andx i = u i impliesμ i > 0. An equivalent way to write the KKT conditions is the following one
In this case the strict complementarity assumption corresponds to having ∇f (x) i > 0 and ∇f (x) i < 0 in the second and third implications of (4). Finally, if we define the projected gradient ∇ P f (x) by
the first-order necessary conditions can also be written as
It is also possible to give second order sufficient conditions of optimality for Problem (PB). The most common is the KKT second order sufficient condition, see e.g. [2] . However, in order to prove a superlinear convergence rate without assuming strict complementarity, we shall employ a stronger condition, known as the strong second order sufficient condition. This condition has already been employed, with the same purpose, in [27, 28, 29] (see also [37] ).
Assumption 2 (SSOSC) Let (x,λ,μ) be a KKT triplet for Problem (PB). We say that the strong second order sufficient condition holds atx if
We note that the SSOSC boils down to the KKT second order sufficient condition if the strict complementarity assumption holds. In general, however, Assumption 2 is stronger than the KKT second order sufficient condition in that it requires the definite positiveness of the Hessian of the objective function on a larger region.
The local superlinearly convergent algorithm
In this section we introduce the local algorithm defined by the iteration
and we show how to build the direction d k . The calculation of d k is based on an identification technique of the set of the active constraints and on the solution of KKT-like equations for Problem (PB).
Following [21] , we can introduce the estimates L(x), U (x) and F (x) of the variables that are respectively at their lower bound, upper bound and free.
where γ 1 , γ 2 : R n → R n are continuously differentiable positive functions. The identification technique also uses two functions λ(x), µ(x) that satisfy the following properties: (i) they are continuous; (ii) if (x,λ,μ) is a KKT triplet for Problem (PB) then λ(x) =λ, and µ(x) =μ.
Such functions are called "multiplier functions", see [21] and reference therein. In particular, we use the following multiplier functions that satisfy trivially this property and additionally are twice continuously differentiable:
Note that the sets L(x), U (x) and F (x) are pairwise disjoint for every x. The following theorem shows that in fact these are good estimates, at least in the neighborhood of a KKT triplet of Problem (PB). The validity of this theorem immediately follows from Theorem 2.1 and Remark 2.1 in [21] .
Theorem 3.1 Let (x,λ,μ) be a KKT triplet for Problem (PB). Then, there exists a neighborhood Ω ofx such that, for all x ∈ Ω, we have
Moreover, if the strict complementarity assumption holds, then, for all
⊳
We observe that recently identification tecniques have been proposed that allows one to identify exactly the active constraints at the solution without requiring strict complementarity [17] . However, the direction that can be obtained by using that partition of the variables does not allow us to obtain a globally convergent algorithm, at least in the present framework.
We are now ready to specify the direction d k that we use in (5). The direction d k is obtained as an approximate solution of the following linear system:
where L k , U k and F k are given respectively by (6), (7), and (8) evaluated at the current iterate x k . From (12) we get immediately the components of
Roughly speaking the direction corresponding to indeces in
touches" the boundary of the box. By substituting (13) and (14) in (12), we see that d k F k can be found as the solution of
We can recognize here that the "correction" term introduced in (2) is given by
When |F k | is large it may be wasteful, if at all impossible to compute the solution d k F k exactly at each iteration. Then one can use only an approximate solution of system (15) and require that this solution becomes more and more accurate while approaching a solution. Essentially, the computation of d k F k is based on the use of a conjugate gradient algorithm for the minimization of the quadratic model
where we denote by
and 
where λ i minimizes φ along the direction s i , β i is chosen so as to maintain conjugacy and r i is the residual, namely r i = −∇φ(p i ). Usually the CG scheme terminates either if the residual r i is below a prescribed tolerance or if a negative curvature direction, (s i ) ′ Hs i ≤ 0, is encountered. The CG scheme that we use is derived from [25] and differs from the more standard CG algorithms outlined above in that if a negative curvature is found the algorithm does not stop, but continues to generate conjugate directions. In other words it tries to determine a good approximation of the Newton's direction even if H k is not positive definite. To this aim the CG algorithm generates also a new sequence {d i } that differs from {p i } only if a negative curvature direction s i is found. Indeed in this case the update rule is The truncated scheme is outilined below. In the description of the algorithm, we eliminated the dependencies from the iteration k when this does not produce confusion. Hence
Moreover i pos and i neg count the number of iterations where directions of positive and negative curvature respectively are generated.
Negative Curvature Conjugate Gradient Algorithm (NCCGA).
Step 0:
Step
Step 2: Compute :
Step 3: If r i+1 >tol , compute:
set i = i + 1 and go to Step 1; otherwise go to Step 4;
Step 4:
The direction obtained obtained by (13), (14), and the application of the NCCGA to system (15) is denoted by d k .
Theorem 3.2 There exist positive constants K 1 , K 2 and K 3 such that the direction d k satisfies:
Proof. Part (c) of Theorem 2.2 of [25] ensur es that there exist positive constantsK 1 andK 2 such that the direction d k F k produced by Algorithm TN satisfies:
Now, by using (19) and (20) we obtain:
Hence substituting the definition of g k we have:
which, since ∇ 2 f k is bounded, proves (17) .
As regards (18) , by using (19) we have:
from which, again using the definition of g k , we have
which, taking into account that x k remains into a compact set, implies (18) . ⊳ Now we can prove the main features of the direction d k .
Theorem 3.3 Let {x k } be a sequence of points such that x k ∈ S and such that {d k } → 0. Then, every accumulation pointx of {x k } is a KKT point. Moreover, for every x k belonging to S, d k is equal to zero if and only ifx is a KKT point of Problem (PB).
Proof. Taking into account that the number of subsets of {1, . . . , n} is finite, we can assume, without loss of generality, that the index sets L k , F k , and U k are constant, so that we can write:
By Theorem 3.2 and taking into account that d k satisfies (13), (14) and (18), passing to the limit, we getx
By (9), (10), (22) we have
Then, by the definition of the index set F , we have
so that, recalling (21) we conclude thatx is feasible.
By the definition (6) of L, and (9), we have
Analogously, by the definition (7) of U , and (10), we also have
Now, the first part of the theorem follows noting that (21)- (25) coincide with (4). As regard the second statement of the theorem, the if part is a direct consequence of the proof above, hence we have to prove only the only if part. Suppose that x k is a KKT point for Problem (PB). Since x k is feasible, we have, by (11) , for any possible choice of the positive functions
Furthermore by the first equation of (3) and (11) we have that
Hence from Theorem 3.2 we get d
The preceding theorem shows that if x k is not a KKT point then d k is not zero and hence that the algorithm (5) is well defined.
We now pass to analyze the local properties of the algorithm. We show that if convergence towards a point satisfying the strong second order sufficient condition occurs then the convergence rate is superlinear. We recall that the parameter η k was introduced in the description of the NCCGA and is the parameter that controls the accuracy of the approximate solution of the linear system (15) . Theorem 3.4 Letx be a solution of Problem (PB) satisfying the SSOSC and suppose that η k → 0. Then, there exists a neighborhood Ω ofx such that if x 0 ∈ Ω, the sequence {x k } produced by iteration (5) is well defined and converges superlinearly tox.
Proof. We observe that the direction d k used by the algorithm can also be obtained as the solution of the following linear system
This easily follows by the special structure of the matrices E L k and E U k and of the systems (26) and (12). This means that the direction d k is the same direction considered in [21] with reference to a local algorithm for the solution of inequality constrained problems of general type. Taking into account this observation, the theorem readily follows from [21, Theorem 3.1] and from classical results on truncated Newton methods [14] .
⊳ We note that we can obtain a superlinear convergence rate without assuming strict complementarity and with a very simple iterative scheme. We also remark that we do not impose feasibility at each iteration and this gives the iteration more freedom.
Globalization scheme
In this section we define a globally and superlinearly convergent algorithm for Problem (PB). The basic idea is to produce the sequence {x k } by using the iteration (5). However, far from a solution, we have to tackle the following problems:
(i) the direction obtained by system (12) may be a "bad" direction;
(ii) global convergence must be enforced by using a stabilization technique; (iii) superlinear convergence must be retained.
We introduce a general algorithm model for the solution of Problem (PB) which is based on the nonmonotone stabilization technique proposed in [26] and on a merit function P (x; ε) studied in [19] . Nonmonotone algorithms are known to be very efficient in forcing global convergence while preserving a fast convergence rate. The use of a penalty function is needed, as explained in the Introduction, since we do not force feasibility of the iterates, so that the objective function f cannot be used to gauge progress towards optimality.
To be more specific, the algorithm model is an iterative process of the form
where x 0 = x a ∈ F is the starting point defined in Section 2, d k is the search direction defined in Section 3 and α k is a stepsize. The algorithm model that we use, includes different strategies for enforcing global convergence without requiring a monotonic reduction of the merit function. This may be reasonable in many situations. For example, if the sequence { d k } goes to zero, then, by Theorem 3.2, the corresponding sequence of points {x k } is converging to a KKT point.
Then an effective criterion to control if convergence is taking place is to check whether the norm of the direction is decreasing. In this case the unit step size (α k = 1) can be accepted without computing the merit function. Otherwise, a check on the merit function value is made and the algorithm may perform a nonmonotone Armijo-type linesearch procedure [24] with P (x; ε) as merit function. A key point in establishing the properties of the algorithm is the existence of some relation between the search direction and the penalty function. We will show that a positive scalar γ exists such that
This condition is essential in proving the convergence properties of the nonmonotone stabilization scheme.
To facilitate the reader, we split the presentation of the new algorithm in two parts. In the next subsection we briefly recall the expression of the merit function, its main exactness properties and we prove that condition (28) holds for sufficiently small values of the penalty parameter. Then, in subsection 4.2 we introduce a general algorithm model for the minimization of P (x; ε) which uses the direction d k and we show that this algorithm is globally convergent to KKT points of Problem (PB).
The merit function for Problem (PB)
The merit function P is a particular case of the class of continuously differentiable exact penalty functions introduced in [19] . We report here only some of its basic features; the interested reader is referred to [19] for a more complete discussion. The penalty function makes use of the multiplier functions λ(x) and µ(x) defined in (9) and (10) and it is defined as follows
where:
and where, a(x), b(x) and c(x) are shifted barrier functions defined as (see [19] ):
where x b is the point defined in Section 2. The penalty function depends on a positive parameter ε; furthermore it is defined only in the open set S (see Section 2). We note that, on the boundary of S, at least one of the terms a i (x), b i (x) and c(x) goes to zero, and hence it can be shown that the penalty function goes to infinity there. This causes the level sets of the penalty function {x ∈ S : P (x; ε) ≤ P (x a ; ε)} to be compact. In particular, this implies that a minimization algorithm applied to the penalty function will never generate unbounded sequences. A detailed study of the properties of P (x; ε) can be found in [19] . It can be proved that, for sufficiently small values of the penalty parameter ε > 0, there is a one-to-one correspondence between (unconstrained) stationary and minimum points of the penalty function on S and KKT and minimum points of Problem (PB) with a function value smaller than f (x b ).
The properties of the penalty function outlined above clearly show that we can solve Problem (PB) by performing a single unconstrained minimization of P (x; ε), provided that ε is small enough. From this point of view another important feature of the penalty function P (x; ε) is that, in spite of the terms (29) , it is continuously differentiable in S, so that standard efficient methods for unconstrained smooth minimization can be employed. However, if one wants to develop a practical algorithm at least two important questions have two be answered. How to calculate a suitable value of ε so that, as discussed above, the unconstrained minimization of the penalty function is equivalent to the solution of Problem (PB), and which unconstrained optimization algorithm to employ for the minimization of the penalty function. In [19] a very general scheme for updating ε has been proposed that, coupled with practically any standard unconstrained minimization algorithm, allows us to solve Problem (PB). This scheme has however a drawback in that it does not exploit the structure neither of Problem (PB) nor of the minimization algorithm employed. The algorithm that we present avoids in a novel and innovative way the two drawbacks mentioned above. In particular the unconstrained minimization algorithm we use is a nonmonotone linesearch scheme which uses the search direction defined in Section 3. Since this algorithm is so tailored to the structure of the problem, we can use a rule for updating the penalty parameter different from that proposed in [19] and which, for the problem at hand, seems much more efficient from a practical point of view.
As a first step in the definition of the algorithm we have to show the relation between the direction d k defined in Section 3 and the merit function P (x; ε). To this end we set the functions that appear in (6) and (7) to the values γ 1 (x) = εc(x)a(x)/2 and γ 2 (x) = εc(x)b(x)/2, that is we have:
where ε is the penalty parameter and a(x), b(x), and c(x) are the barriers functions defined by (30) . Of course
). Now we prove that the direction d k obtained by (13), (14), and (15) solved by NCCGA with (31) and (32), satisfies condition (28) for sufficiently small values of the penalty parameter ε.
Theorem 4.1 There exists anε > 0 such that for every x k and ε such that
(ii) x k ∈ {x ∈ S : P (x; ε) ≤ P (x a ; ε)} , the following relation holds:
for some positive γ (depending on ε).
Proof. First we report the expression of the gradient 2 of P (x; ε) (see [19] ):
where ∇λ, ∇µ are the gradients of the twice continuosly multiplier functions and e ∈ R n is a vector of all ones.
The
Furthermore, analogously to the proof of Theorem 3.3, we shall assume, without loss of generality, that the index sets L k , F k , and U k are constant, so that we can write:
By (34) we can write
Recalling the definitions (29), (31), (32) , that d k satisfies (13), (14) and that Assumption 1 holds, we have, for ε k small enough
so that (36) becomes
that can be rewritten as
We now make the following readily verifiable observations.
Recalling the the definition (9) and (10) of the multiplier functions λ and µ we have also
(ii) by taking into account (17)
for some positive constantsK 1 ,K 2 ;
(iii) by using (18):
(iv) by (37):
Then, taking into account (39) and the points (i)-(v) above, we can assert that, for ε k small enough
where Q k is the symmetric matrix defined by
which, for ε k small enough, is easily seen to be a definite positive matrix with eigenvalues uniformly bounded away from zero. We now note that we can assume, without loss of generality, that the bounded quantity d k admits a limit and that, by Proposition 3.4 in [19] , x k →x ∈ F ∩ S. By (11) 
so that the term (**) is non positive. Since the quadratic term in (41) tends to a negative quantity and the term (*) tends to zero, again we have a contradiction from (41) and the proof is complete. ⊳ Theorem 4.1 states that the direction d k defined in Section 3 satisfies suitable "descent" conditions with respect to the merit function P if ε is smaller than a threshold valueε. However the valueε generally is not known in advance, and therefore has to be determinated during the minimization process.
A nonmonotone algorithm for the minimization of P (x; ε)
In this section we describe the algorithm for the solution of Proble m (PB). The algorithm is basically a nonmonotone line search algorithm [26] for the unconstrained minimization of the function P (x; ε) coupled with a simple updating scheme of the parameter ε. The function P (x; ε) is defined only in the open set S and therefore, if at the step k the trial point x k + d k lies outside this set, we first rescale the direction by an easily calculated factor so that the trial point belongs to S. This procedure is very simple and is similar to analogous procedures in interior-point methods. In the algorithm, the major computational burden at each iteration is given by the calculation of the search direction that usually requires a limited number of conjugate gradient inner iterations. We show that every limit point of the sequence produced by the algorithm is a KKT point of Problem (PB) and that if one of the limit points satisfies the SSOSC, then the whole sequence converges with a superlinear convergence rate.
In order to help the reader understand the different roles played by the merit function and by the nommonotone scheme, we first describe a simple monotone version of the algorithm.
Monotone Stabilization algorithm for Box constrained problems (MSB)
Data:
α, β ∈ R n with α, β > 0 and set x 0 = x a .
Initialization: Set k = 0 and compute P (x 0 ; ε).
Iteration:
Compute d k by (13), (14) and (15) solved by NCCGA.
and repeat Iteration. Endif
In the linesearch procedure we not only calculate the stepsize α k , but possibly also reduce the value of ε in order to fulfill the condition of Theorem 4.1.
monotone linesearch: Given ζ ∈ (0, 1) and σ ∈ (0, 1/2).
find the smallest integer from i = 0, 1, . . . such that
Otherwise (update ε) set ε = 0.5ε and
set k = 0 and restart the MSB algorithm. Endif Basically, the linesearch procedure is divided into two main parts. A first one consists in checking whether the condition of Theorem 4.1 holds. If not, the value of ε is reduced. Theorem 4.1 guarantees that after a finite number of reductions the value of ε settles down and condition (28) is always satisfied. Note also that when a reduction of ε takes place, we can restart the minimization process with x k or x a depending on which of the two gives a better value of the penalty function. If the current value of ε appears to be sufficiently small, a stepsize α k is found such that the new point x k+1 is in the set S and an Armijo condition is satisfied. We note that, thanks to the form of the constraints, it is possible to find analytically the value of α k such that l − α < x k + α k d k < u + β, and, since S is convex, any further reduction of α k maintains the new point feasible with respect to the enlarged box (l − α, u + β). The only part that must be performed iteratively is finding the value of α k such that f (x k+1 ) ≤ f (x b ).
The monotone scheme above enforces the reduction of the merit function at every step and performs a line search to determine an appropriate stepsize. This traditional approach can be improved by allowing the merit function value to increase in a controlled manner and by using a criterion based on the size of the search direction to assess the acceptability of the stepsize of one. These more refined strategies, that do not even require the evaluation of the merit function at each step, are based on [24, 26, 30, 31] and there is nowadays a wide numerical experience indicating that they are often beneficial from the computational point of view. This is even more so in the case of the minimization of penalty functions, that can easily have narrow curved valleys. We then pass to the description of this nonmonotone version of algorithm MSB. The changes with respect to the latter algorithm, although extensive, only concern the criteria for the choice of the stepsize α k . Since in this version we do not necessarily evaluate the merit function at each iteration, we introduce the new counters j, that is increased every time we evaluate the merit function, and ℓ(j), that denotes the iteration where the merit function has been evaluated.
NonMonotone Stabilization algorithm for Box constrained problems (NMSB)
, an integer N ≥ 0, and set x 0 = x a .
Initialization: Set k = 0, j = 0, ℓ(j) = 0, and δ = δ 0 . Compute P (x 0 ; ε) and set R j = P (x 0 ; ε).
Iteration:
Compute d k by (13) , (14) and (15) solved by NCCGA.
The nonmonotone linesearch procedure uses in NMSB differs from the monotone one considered before only in the fact that when performing the Armijo line search we do not enforce a decrease with respect to the current value of the merit function, P (x k ; ε), but rather with respect to a reference value R j that can be larger than P (x k ; ε). nonmonotone linesearch: Given ζ ∈ (0, 1) and σ ∈ (0, 1/2).
otherwise (update ε) set ε = 0.5ε and x 0 = x k if P (x k , ε) ≤ P (x a ; ε) x a otherwise , set k = 0 and restart the NMSB algorithm.
Note that the reference value R j is updated only when the merit function value is calculated. Before explaining in detail how the reference value R j is calculated a few more comments on the algorithm NMSB are in order. The algorithm performs two different kind of steps: normal-steps and function-steps. Normal-steps usually account for the majority of the steps, more precisely we always perform normal steps except every N iterations, where N is a nonnegative integer chosen by the user (usual values are between 5 and 20). As we told briefly at the beginning of Section 4, the main criterion of the algorithm to assess progress towards optimality is the magnitude of the search direction direction d k . In a normal-step we therefore check whether d k is smaller than a quantity that we drive to zero while the algorithm progresses. If this simple test is passed, the algorithm accepts the unit step size α k = 1 without even computing the merit function (in this event, a reduction of α is still possible to guarantee that the new point belongs to S). If, instead, the direction is not sufficiently small, the merit function is computed and a nonmonotone Armijo-type linesearch procedure is performed, proceeding essentially as in a function-step described below. Function-steps occur every N iterations and should be regarded as a safeguard. In these steps the merit function is always computed and its value is compared with the reference value R j . If the value of the merit function is smaller than the reference value the algorithm proceeds like in a normal step, i.e. the stepsize of one is accepted if the direction is sufficiently small otherwise a linesearch is performed. Otherwise, if the value of the merit function is larger than R j , that is, if it is "too large", the algorithm "backtracks" by restoring the vector of variables to the last point where the objective function was smaller than the reference value R j . To complete the description of the algorithm we only have to specify the updating rule for the reference value R j . To this end we recall that the index j is increased every time we set ℓ(j) = k, i.e. every time the penalty function is evaluated. Therefore {x ℓ(j) } is the sequence of points where the merit function is evaluated and {R j } is the sequence of reference values. The reference value is initially set to P (x 0 ; ε). Whenever a point x ℓ(j) is generated such that P (x ℓ(j) , ε) < R j , the reference value is updated by tacking into account the "memory" (i.e. a fixed number m(j) ≤m of previous values ) of the penalty function. To be precise, the updating rule for R j is the following one.
Update R j : Givenm ≥ 0, let m(j + 1) be such that
Choose the value R j+1 to satisfy
The NMSB algorithm is a very general scheme and encompasses many possible extensions of unconstrained algorithms. For example, if we setm = 0, δ 0 = 0 and N = 0, we obtain the Armijo monotone stabilization algorithm (MSB); if we setm > 0, δ 0 = 0 and N = 0, we obtain the box constrained version of the nonmonotone algorithm proposed in [24] . The following result holds. Theorem 4.2 Suppose that Assumption 1 holds. Let {x k } be the sequence generated according NMSB algorithm described above. Then: (i) after a finite number of iteration the penalty parameter ε stays fixed; (ii) there exists at least one limit point of the sequence {x k }; (iii) every limit point of the sequence {x k } is a KKT of Problem (PB); (iv) every limit pointx of the sequence {x k } is such that f (x) ≤ f (x a ). The proof of point (i) follows from standard proofs in exact penalty methods. The proof of points (ii)-(iii)-(iv), albeit conceptually very similar to that in [26] , is long and tedious and we report it in Appendix A.
In the statement of Theorem 4.2 we have stressed the properties of the algorithm in term of properties of Problem (PB). However we can equivalently see algorithm NMSB as an algorithm for the minimization of the penalty function P . From this point of view, we can also see that every accumulation point of the sequence generated by the algorithm is a stationary point of the penalty function. This easily follows by the fact every KKT point of Problem (PB) is a stationary point of P (x; ε) for every positive value of ε, see [19] .
We now pass to analyze the local properties of the algorithm. Theorem 4.3 Suppose that the sequence {x k } produced by the algorithm converges to a point x satisfying the SSOSC. Then, eventually x k+1 = x k + d k (i.e. the stepsize of one is accepted eventually) and the convergence rate is superlinear.
Proof. We first make a preliminary observations. The gradient of P is semismooth according to the definition of [32, 36] . This follows easily by the expression (34) and the fact that the composite of semismooth functions is semismooth, that the max operator is semismooth, and that smooth functions are also semismooth [32] . Moreover in the proof of Theorem 3.4, we already observe that the direction d k is the same direction considered in [21] with reference to a local algorithm for the solution of inequality constrained problems of general type. Taking into account these two observations, and the fact that eventually the penalty parameter is no longer changed (see the previous theorem) the theorem readily follows from [21, Theorem 3.2] and [16, Theorem 3.2] . ⊳ Remark 4.1 It may be interesting to note that at the beginning of the paper we made, for simplicity, the blanket assumption that f is three times continuously differentiable. However it is possible to show that to establish global convergence it is sufficient to assume continuous differentiability of the objective function while to prove the superlinear convergence rate of the algorithm it is enough to assume that the Hessian of f is semismooth. Furthermore, these differentiability assumptions are only needed on S.
Remark 4.2 In Theorem 4.3, for simplicity, we made the assumption that {x k } →x. We remark however, that it is standard to prove that if one of the limit points of the sequence {x k } generated by the algorithm satisfies the strong second order sufficient condition then the whole sequence converges to this point.
Numerical experiences
In this section we analyze the behaviour of the algorithm considered in the previous sections.
The following choices were made.
• Given a user supplied starting point x u , we generate the points x a , x b required by the algorithm in the following simple way. First project x u onto the feasible region thus obtaining a pointx. Then we generate a new feasible pointx by moving fromx along the gradient of the objective function with a prefixed stepsize and then by projecting the resulting point onto the feasible region, namelŷ
where mid is the componentwise median of the three vectors in the arguments. Finally if f (x) < f (x) we set x a =x and x b =x, otherwise we set x a =x and x b =x.
• The barrier parameters α and β are chosen according to the rule given below
The mid term in the definition of α and β makes the wideness of S proportional in a safeguarded way to the wideness of the box. The first term instead ensures that the user supplied point x u belongs to S.
• The initial value of the penalty parameter is given by
where if one of the denominators is zero, we understand that the corresponding term is +∞.
• The constant η k in inner stopping criterion of the NCCGA is
• We set the remaining parameters in NMSB to the following values N = 20,m = 20, δ 0 = 10 3 , σ = 0.5, θ = 0.5, ζ = 10 −3 .
These choices were made after some preliminary numerical tests. In particular, we tried a monotone version of the algorithm, corresponding to N = 0,m = 0, δ 0 = 0, and a version in which the linear system is solved accurately by the NCCGA scheme, corresponding to tol= 10 −5 . See Appendix C.1 for the comparative performance of these versions of NMSB.
We note that in our experience the choice of the barrier parameters α, β, and of the initial penalty parameter ε are not crucial. In particular, the updating rule for the penalty parameter allows one to easily recover from an unsuitable initial choice of ε 0 .
Regarding the stopping rule, we employed two criteria: we terminated the algorithm if either
The first conditions are the measure of the violation of the classical KKT conditions, the second one is validated by Theorem 3.3. We considered that the algorithm fails on a test problem if the maximum number of iterations (200) has been reached. All the runs were made on an IBM RISC System/6000 using Fortran90 with the default optimization compiling option. We tested the algorithm on 99 box constrained problems from the CUTE collection [4] and compared it to LANCELOT. We selected those problems from the CUTE collection with a number of variables n of at least 1000. Moreover we used some test problems from the MINPACK-2 collection [1] to further illustrate the behaviour of our algorithm. Some of the MINPACK-2 problems are also included in the CUTE collection and in this case we used this latter versions.
# PROBLEMS
We report in Table 1 the number of CUTE and MINPACK-2 problems in the three dimension ranges (small, medium, large) that we consider. We refer to Appendix B for a brief description of the test problems. Table 3 : Performance on CUTE medium problems
We compared NMSB with LANCELOT on problems from the CUTE collection. Since no preconditioner was implemented in NMSB, we used LANCELOT without any preconditioner. The results are reported in Tables 2,3 and 4 . For each problems we give the number of iterations (its), function evaluation (nf), gradient evaluations (ng), inner conjugate gradient iterations (cgits) and cpu time in seconds (time). On twelve problems the two algorithms did not converge to the same solution; these cases are indicated by a * after the problem name in the tables. The results relative to these problems are not taken into account in the two summary tables described below. We note however that in eight cases out of these twelve NMSB reaches a point with a lower function value. We summarize these results in Tables 5 and 6 for the problems where both algorithms converge to the same solution and excluding the two failures of the algorithms on the medium and large version of problem BRATU1D. In Table 5 , we report the cumulative results, i.e. the sum of its, nf, ng, cgits, time. In Table 6 we report the number of "wins", in terms of its, nf, ng, cgits and time, of NMSB and LANCELOT. We say that an algorithm wins when the measure of the performance is better than at least 5% than the other algorithm. The algorithms are "tie" if their performance with respect to a given criterion differs by at most 5%. We are aware that this "scoring" (as any other kind of global comparison measure) is questionable; on the other hand we think it is useful to give a concise idea of what the behaviour of the algorithm is. Table 4 : Performance on CUTE large problems
In our opinion, the main criterion for the comparison of two algorithm in the large scale case is the overall cputime. In turn, this time is likely to depend most on the number of conjugate gradient iterations, namely on the time spent in the solution of the linear systems.
We observe that as regards its, nf, ng, LANCELOT performs better than NMSB almost always, whereas for cgits and time we have the opposite situation. This allows us to conclude that indeed in most problems the main computational burden is due to the solution of the linear systems. Since we adopt as main performance criterion the cputime, we have that, as the dimension n increases, the performance of NMSB improves and the new algorithm outperforms LANCELOT. This is confirmed by the results reported in Table 5 , 6. There are two more observations that can be made on Table 5 . The first one, closely related to what just remarked, is that when the dimension increases the number of conjugate gradient iterations seems to increase much more slowly for NMSB than for LANCELOT. The second observation regards the results on the medium size problems. In fact, even if LANCELOT is superior with respect to all criteria other than time, NMSB, somewhat surprisingly, requires less cpu time than LANCELOT on these problems. This evidentiates that NMSB has no heavy "internal" operations and in particular that the use of the penalty function does not affect the performance of the algorithm.
In summary, Tables 5, 6 show that the NMSB algorithm is reliable and efficient and its performance is comparable and in most cases better than that of LANCELOT. More statitsics about the comparative performance of the two algorithms are reported in Appendix C.2. small  medium  large  NMSB LANCELOT  NMSB  LANCELOT  NMSB  LANCELOT  its  335  162  645  365  760  443  nf  403  162  718  365  833  443  ng  383  189  696  393  810  471  cgits  9542  6756  21707  19676  17776  30008  failures  0  0  1  1  1  1 We tested NMSB also on a test set drawn form MINPACK-2 collection for large-scale problems. These problems are finite dimensional approximation of infinite dimensional problems, and all of them are characterized by a parameter that can be easily modified so to generate problems with a different degree of difficulty. In our test we make the same parameter choices of [29] . Some of the resulting problems are indeed extremely difficult. We did not compare with LANCELOT on this set of problems since the corresponding SIF files are not available. In Table 7 we report the performance of NMSB. We see that NMSB is able to solve all the problems, thus confirming its robustness. The MSA problems appear to be more troublesome for our algorithm. However, we note that much better results can be obtained with a slightly different choice of the parameters (see Table 12 in Appendix C.1). This points to the need of a fine tuning of the parameters and possibly to their automatic adjustment. We leave this topic for future research. A Appendix A.
CUMULATIVE RESULTS
To establish Theorem 4.2, we first need some technical results. The first one concerns the level set of the merit function Ω o := {x ∈ S : P (x; ε) ≤ P (x a ; ε)}..
Proposition A.1 For every ε > 0 the set {x ∈ S : P (x; ε) ≤ P (x a ; ε)} is closed. Furthermore, there exists a compact set C such that, for every ε > 0 we have {x ∈ S : P (x; ε) ≤ P (x a ; ε)} ⊆ C ⊂ S.
The proof can be found in [19, Proposition 2.3] .
assume that Algorithm NMSB produces an infinite sequence {x k }; then:
(a) the sequence {F j } is non increasing and has a limitF ;
(b) for any index j we have
(c) {x k } remains in a compact set.
Proof. We observe first that {x k } contains a subsequence of points x ℓ(j) where the objective function is evaluated. At each of these points, we can define a new value F j+1 according to (43) . By definition, the number of previous function values, that are taken into account for determining F j+1 , increases at most by one at each j-update, that is m(j + 1) ≤ m(j) + 1. Therefore we can write:
On the other hand, the instructions of Algorithm NMSB and the condition on R j+1 ensure that:
and therefore we get, for all j:
From (44) and (45) it follows that P (x ℓ(j) ; ε) ≤ R o = F o = P (x a ; ε) and hence that x ℓ(j) ∈ Ω o for all j. Since Ω o is a compact set we have that the sequence {F j } is bounded from below so that, by (45), there existsF such that:
and this establishes (a). Property (b) follows from (44) and the fact that, for all j, F j is computed by taking the maximum over at mostm + 1 previous function values.
As regards (c) we first observe that since the level set Ω o is bounded and x ℓ(j) ∈ Ω o , there exists a number η such that x ℓ(j) ≤ η for all j. Further, the algorithm ensures that the merit function is computed at least every N iterations, that is ℓ(j + 1) ≤ ℓ(j) + N , so that, for any x k / ∈ {x ℓ(j) }, there exists an integer ν k ≤ N and a point x r ∈ {x ℓ(j) } such that
Since the points x r+i , i = 1, . . . , ν k do not belong to {x ℓ(j) }, by the test at n-step, we have
shows that the whole sequence {x k } is bounded. ⊳ Lemma A.3 Assume that Algorithm NMSB produces an infinite sequence {x k }; let {x ℓ(j) } be the sequence of points where the merit function is evaluated and let q(k) be the index defined by:
Then, there exists a sequence {x s(j) } satisfying the following conditions:
(a) F j = P (x s(j) ; ε), for j = 0, 1, . . .;
(b) for any integer k, there exist indices h k and j k such that:
Proof. Let s(j) be an index in the set {ℓ(j), ℓ(j − 1), . . . , ℓ(j − m(j))} such that:
then (a) follows from the definition of F j . Since m(j) is bounded by the integerm and ℓ(j) → ∞ for j → ∞, we have that s(j) → ∞.
Let now x k be any point produced by the algorithm and let q(k) be the index defined by (46) (thus ℓ(q(k)) is the largest index not exceeding k of an iteration that evaluates the merit function). We note that, by (46), q(h) > q(k) implies h > k.
Consider the index j k = q(k) +m + 1; by the definition of F j k , there is a point
Moreover, since q(h k ) − q(k) ≤m + 1 and the function is evaluated at least every N iterations, we have that:
Finally, by (b) of Lemma A.2 we have:
which completes the proof of assertion (b). ⊳ Lemma A.4 Assume that Algorithm NMSB produces an infinite sequence {x k }. Then, we have:
Proof. Let {x k } K denote the set (possibly empty) of points satisfying the test:
where the integer t increases with k ∈ K; when k ∈ K we set, for convenience, α k = 1. It follows from (51) that, if K is an infinite set, we have:
Let now s(j) and q(k) be the indices defined in Lemma A.3. We show by induction that, for any fixed integer i ≥ 1, we have:
(Here and in the sequel we assume that the index j is large enough to avoid the occurrence of negative subscripts.) Assume first that i = 1. If s(j) − 1 ∈ K, (53) holds with k = s(j) − 1.
Otherwise, if s(j) − 1 / ∈ K, recalling the acceptability criterion of the nonmonotone line search, we can write:
It follows that:
Therefore, if s(j) − 1 / ∈ K for an infinite subsequence, from (a) of Lemma A.2 and (57) we get α s(j)−1 g(x s(j)−1 ) T d s(j)−1 → 0, so that by condition (28) and α s(j)−1 ≤ 1 we have also α s(j)−1 d s(j)−1 → 0 for this subsequence. It can be concluded that (53) holds for i = 1. Moreover since:
by (53) and the uniform continuity of P on the compact set containing {x k }, equation (54) holds for i = 1. Assume now that (53) and (54) hold for a given i and consider the point x s(j)−i−1 . Reasoning as before, we can again distinguish the case s(j)−i−1 ∈ K, when (51) holds with k = s(j)−i−1, and the case s(j) − i − 1 / ∈ K, in which we have:
and hence:
Then, using (52), (54), (58) and recalling that the direction satisfies (28), we can assert that equation (53) holds with i replaced by i + 1. By (53) and the uniform continuity of P , it follows that also (54) is satisfied with i replaced by i + 1, which completes the induction. Let now x k be any given point produced by the algorithm. Then by Lemma A.3 there is a point
Then, we can write:
and this implies, by (53) and (59), that:
From the uniform continuity of P , it follows that
and (a) is proved.
T d k and hence we have that:
Therefore by (52), (61), (62) and (28), we can conclude that:
which establishes (b). ⊳ Finally we can prove Theorem 4.2.
Proof of Theorem 4.2. We first prove point (i). The proof is by contradiction. Suppose that ε is reduced an infinite number of times. Then, there exist subsequences {ε k } K and {x k } K such that {ε k } K ↓ 0 and (33) is violated for every k ∈ K, i.e.
∇P (x
Since {ε k } K ↓ 0 and taking into account (4.2) and the fact that, by the instructions of the NMSB algorithm, P (x k , ε) ≤ P (x a ; ε) and x k ∈ S, we can apply Theorem 4.1. But then we obtain a contradiction to Theorem 4.1 because eventually µε k becomes smaller than γ, where γ is the positive constant whose existence is proved in Theorem 4.1. Thus point (i) is proved. Let now consider points (ii),(iii),(iv). We observe now that if the algorithm terminates after a finite number of iterations, the thesis follows by Theorem 3.3 and the stopping criterion. Suppose then that the sequence {x k } is infinite. By Lemma A.2 all the points of the sequence belong to a compact set and therefore {x k } admits at least a limit point. Denote byx any such limit point, and relabel {x k } a subsequence converging tox. By (50) of Lemma A.4, we have
Then either lim k→∞ d k = 0 or there exists a subsequence {x k } K 1 of {x k } such that lim
In the first case the thesis follows by Theorem 3.3; then, let us consider the second case. In the second case we can assume without loss of generality, that there are two possibilities: (a) the sequence {α k } K 1 is such that
(b) the sequence {α k } K 1 is such that
where we took into account that R is the maximum among the lastm previous values of P . We analyse first the case (a). Since {x k } K 1 →x we have, by (63) that
But, taking into account that by (49), {P (x k ;ε)} K 1 tends to a finite value, we have that actuallȳ x ∈ S. Hence, taking into account that S is an open set, we get a contradiction from (64) and (65). Then, let us examine the case (b). By the theorem of the mean we can find, for k ∈ K 1 sufficiently large, a point u k = x k + ω k 2α k d k with ω k ∈ (0, 1) such that
Let now {x k } K 2 be a subsequence of {x k } K 1 such that lim 
But, by Step 6, we also have, for all k ∈ K 2 ,
which implies ∇P (x;ε)d < 0 which, in turn, contradicts (67) Table 9 : MINPACK-2: Problems characteristics C Appendix C.
C.1 Performance of different versions of NMSB
As we briefly told in section 5, the parameters of NMSB were set after some preliminary numerical test were performed with the aim of understanding the roles of the truncated algorithm, of the merit function (i.e. the unconstrained reformulation of (PB)) and of the nonmonotone stabilization scheme. We run a monotone versione MSB, corresponding tom = 0, δ 0 = 0, N = 0 and a nonmonotone version in which the linear system (15) is solved accurately by NCCGA, namely the tolerance in the inner stopping criterion is set to tol=10 −5 . We refer to this version as to ENMSB. For each class of dimension (small, medium, large), we report a table that contains the number of "wins" and "ties", in terms of its, nf, ng, cgits and time, of NMSB versus MSB and ENMSB. In the same table we also report the number of failures. Since the accurate solution of the linear system in the medium and large case may be too much time consuming, besides the standard maximum number of its, we set also a cputime limit at 2000 sec. In all cases in which a failure does not occur, the three versions of the algorithm converge to the same solution. We report also the cumulative results. When a failure occurs (as in the medium and large case) we exclude the problem from the comparison. The results are reported in Table 10 . From this table we see that NMSB is, on average, the best choice and its performance appears to improve as the dimension increases. In the medium case MSB is better than NMSB in terms of cumulative cgits and even if marginally in terms of time. It should be remarked however, that this anomaly is due to the bad behaviour of NMSB on only two problems: NCVXBQP2 and NCVXBQP3.
In Tables 11 and 12 we report the results on the MINPACK-2 problems. None of the three versions of the algorithm fail on these problems. In Table 11 we report the results in terms of "wins" and "tie", and the cumulative results of NMSB, ENMSB, MNB. We observe that in these cases, even if NMSB wins more times than MSB and ENMSB, from the cumulative results it turns out that MSB require significantly less time than NMSB. Again this is due to the bad behaviour of NMSB on just one of the problems namely MSA1, as can be seen from Table 12 where the detailed results of the three versions are reported.
C.2 Comparison of NMSB and LANCELOT
In Table 13 we rank the "wins" of NMSB and LANCELOT. More specifically we report how many times the percentual gains with respect to a given measure (its, nf, ng, cgits, time) lies in the range indicated. 
