ABSTRACT This paper deals with the functional observer (FO)-based fault detection and isolation problem for time-delayed linear systems. First, a new method to design the low-order FO estimating the partial states for linear systems with time-varying delay is presented. Conditions for the existence of the proposed observer and the stability of resulting error dynamics are derived. Based on the proposed observer, a novel residual generator is constructed to detect actuator faults. Furthermore, a bank of residual generators for fault isolation is also constructed for time-delayed systems. The simulation results of the numerical example demonstrate that the proposed observer-based fault diagnosis scheme works effectively.
I. INTRODUCTION
Functional observer, which is used to estimate one or multiple linear combination of the states of the dynamic system instead of the full set of the states, is a generalized class of ordinary Luenberger observer. Although Luenberger type full order observer has been well studied for many years, functional observer (FO) increasingly becomes an interesting subject for research recent years [1] - [10] . Compared with a typical full-order or reduced-order observer, the main advantages of a functional observer lie in that it enables us acquiring observers of lower order and brings more degrees of freedom in the observer structure, as well as relaxes the observability/detectability requirements of the system to less conservative conditions [1] , [2] , [5] . Functional observers have a wide range of applications in different areas such as system monitoring, observer-based control, and fault diagnosis of linear or nonlinear dynamic systems [6] , [8] - [11] .
As for fault diagnosis, it has been considered as an important aspect of system control research to ensure the safety and reliability of complex modern industrial system. As the unexpectable faults such as sudden breakdown or malfunctions in actuators, sensors or other components of the system can cause fatal performance deteriorations and possibly damages to the part of or whole system, the requirement of safety and reliability in system operations is vital [13] .
The design and analysis of fault diagnosis schemes for different classes of dynamic systems have been studied extensively over the past decades [14] - [21] . Many works mainly focus on the problem of fault detection such as fault detection problem for nonlinear systems was investigated in [16] - [18] , an iterative approach to H − /H ∞ fault detection observer design for discrete-time uncertain systems was proposed in [15] . Considerable effort also has been devoted to the development of fault detection and isolation (FDI) problem. Model-based FDI has been the main research subject due to the fact that there is no redundant hardware involved in such kind of FDI approaches [21] - [23] . The core part of model-based FDI approach is the generation of residuals which act as indicators to faults. Among the approaches available for residual generation, observer-based approach is one of the most attractive residual generation techniques [24] - [29] . The philosophy behind this kind of approach is to estimate the system state vector based on the control inputs and the measured outputs, then the residual generators are constructed to examine whether a fault has occurred in the system or not by a properly weighted output estimation error. Obviously, the residual signals are expected to be close to zero in a fault-free condition and deviate from zero in the appearance of a fault. In most studies, residual signals are generated by employing full-order state observers or filter schemes such as full-order unknown input observer based FDI schemes have been proposed for residual generation in [10] and [24] . In fact, in some applications, an estimation of the entire state vector is not necessary especially when dealing with high order complex systems. There have been many FDI schemes based on reduced-order state observers including functional observers as such residual generators have lower dynamical order and thus are easier to implement [25] - [29] . It should be noted that nearly all the existing residual generators are constructed for delay-free systems, and very little work [30] - [32] has been reported on FDI for time-delayed systems. When the system is subject to time-delay, it will be more complicated and challenging for stability analysis and control design including fault diagnosis problems, and extra effort should be made to deal with time-delay issue. This motivates the study of this work.
This paper investigates the functional observer-based fault detection and isolation problem for linear systems with time-varying delay. We firstly propose a minimum-order functional observer for time-delayed systems with a new solving method. Then a FDI scheme using this observer to detect and identify unpredictable actuator and/or component fault signals is presented.
The main contribution of this work lies in that i) it presents a new design method for functional observer whose order can be chosen as low as possible; ii) it provides an efficient methodology concerning the fault detection and isolation problem for time-delayed linear systems which has not been fully considered in existing works. This paper is organized as follows. Section II gives the problem formulation and preliminaries. Section III presents the main results. Section IV provides a numerical example showing the efficiency and high performance of proposed approach. Section V draws the conclusions of the work.
Notation: Throughout this paper, A T denotes the transpose of matrix A; A > 0 (< 0) represents that matrix A is symmetric positive definite (symmetric negative definite); I and 0 are the identity matrix and zero matrix with appropriate dimensions, respectively; the symbol * represents symmetric terms in a symmetric matrix; for any A ∈ R n×n , sym{A} = A + A T .
II. PROBLEM FORMULATION AND PRELIMINARIES
We consider the following time-delayed linear system with actuator faultṡ
where x(t) ∈ R n is the state vector, u(t) ∈ R m is the control input, y(t) ∈ R p is the measurement output; A, A h ∈ R n×n , B ∈ R n×m , C ∈ R p×n , F ∈ R n×l are known real constant matrices; f (t) = (f 1 (t), f 2 (t), . . . , f l (t)) T is the actuator fault vector and the faults f i (t), i = 1, 2, . . . , l, are linearly independent. φ(t) is the initial condition. We assume that rank(C) = p. The delay h(t) is a known time-varying delay satisfying
where h 1 , h 2 and µ are known constants, and h 12 = h 2 − h 1 will be used. For the sake of designing observer with order as low as possible for the application of fault diagnosis, we consider estimating a function of partial states rather than estimating the entire state vector. We define a functional state equation as
where z(t) ∈ R q is the vector to be estimated and L ∈ R q×n is a constant matrix given for the purpose of FDI. Without loss of generality, it is assumed that rank(C) = p and rank(L) = q. Now we adopt the following q-order time-delayed functional observer to estimate z(t)
where ζ (t) ∈ R q (1 ≤ q < n) is the state vector of the observer with the initial condition
and T ∈ R q×n are unknown observer parameters with appropriate dimensions to be determined such thatẑ(t) is an asymptotic estimate of z(t) = Lx(t) when f (t) = 0. To realize fault detection and isolation for the system (1), the residual will be generated based on the design of asymptotic functional observer (4) . In this paper, the following lemma will be used. Lemma 1: [12] Given a matrix 0 < R ∈ R n×n and a differentiable function {x(u)|u ∈ [a, b]}, the following inequality holds
III. MAIN RESULTS

A. FUNCTIONAL OBSERVER DESIGN
Let us define the error vector e(t) ∈ R q and ε(t) ∈ R q as
Thus, from system (1) and (4), the error dynamics can be written aṡ
and the estimation error vector e(t) can be expressed as
It is clear from (7) and (8) that the error e(t) asymptotically converges to zero under the faultless condition f (t) = 0 if the following Theorem holds. Theorem 1: Under faultless condition f (t) = 0,ẑ(t) is an asymptotic estimate of z(t) (i.e., e(t) → 0) if the following conditions (i) and (ii) hold.
(i) The following error dynamics is asymptotically stable.
(ii) The following constrained matrix equations are satisfied.
Proof: When no fault occurs in the system, if equations (10) , (11) are satisfied then (7) is reduced to (9) . Thus, if condition (i) and equation (12) are satisfied then e(t) → 0 asymptotically as t → 0. Thus, the Theorem 1 is verified.
The functional observer (4) is an asymptotic estimator ifẑ(t) is an asymptotic estimate of z(t) when f (t) = 0. In the sequel, the design of observer (4) for estimating a partial set of the state vector, z(t), for system (1) is reduced to the determination of the matrices N , N h , M , M h , T and H such that all the conditions in Theorem 1 are satisfied.
We introduce the auxiliary denotations as follows
By substituting T = L − HC from (12) and (13), (14) into (10), (11), we obtain
Thus (12), (15) and (16) can be written in the following matrix equation form
where
The equation (17) has a general solution if and only if the following rank condition is satisfied
If (18) is satisfied, equation (17) has the general solution which is given by
where K ∈ R q×(n+3p+2q) is an arbitrary matrix and + is the generalized inverse matrix of . Then we obtain
where s = n + 3p + 2q,
The observer design problem is now reduced to the determination of a free matrix parameter K such that Condition (i) in Theorem 1 is strictly satisfied. Now, substituting (20) and (21) into (9), we obtaiṅ
In the following, we firstly discuss the stability problem of (24), that is, condition (i) in Theorem 1 is satisfied. Based on a special Lyapunov functional approach, we derive a sufficient condition to ensure asymptotic convergence of (24) by using the LMI formulation.
Theorem 2:
The error dynamics (24) is asymptotically stable for any delays satisfying (2), if there exist symmetric positive definite matrices
and a tuning scalar α, such that the following LMI is feasible
Thus, the parameter matrix K can be computed as
Consider the following Lyapunov-Krasovskii functional equipped with the descriptor transformation
Differentiating (30) along the solution of (9) giveṡ
From Lemma 1, we obtain
−h 12
Note that
This completes the proof. Remark 1: Note that in Theorem 1, the tuning scalar α is indeed a design parameter that should be pre-selected to avoid the nonlinearity of the LMI. Indeed, we can further modify P 3 = P 2 in Theorem 1 where ∈ R q×q is the weighting parameter matrix. It can be carried out via a linear searching program. For the sake of reducing computational burden, an intelligent optimization algorithm based on the GA(Genetic Algorithm) proposed in [3] and [4] can be employed to adjust the matrix .
Remark 2: Once matrix gain K is computed from K = P −T Y , then from (13), (14) and (19) , all the observer parameters can be obtained subsequently.
Remark 3: For the sake of FDI, the matrix L can be chosen to satisfy (18) with the observer order q as low as possible.
Remark 4: We should mention that the above proposed observer has the similar structure with that in [3] , but there are several differences between the two methods. Firstly, although multiple time-varying states delays and unknown input delays were considered in [3] , the lower bound of these time-delays are all restricted to be 0, while we consider different time-delay range since the lower bound of our interval time-varying delay is not restricted to be 0. Secondly, we use VOLUME 7, 2019 different observer design method to that in [3] . Our method employs simple algebraic procedure to decouple constrained matrix equations (10)- (12) to determine the observer parameters with less computational burden. For example, by (13) , (14) and (19) , all the observer parameters can be obtained simultaneously while in [3] it needs multiple complicated computation steps to obtain observer parameters. Thirdly, note that the work in [3] employed multiple pseudo-inverses which is considered as one of important sources of numerical error generation introduced in [5] . Hence, the approach in [3] may potentially bring the numerical error in special situations. Considering the aim of FDI, our method is more convenient and suitable.
B. RESIDUAL GENERATOR FOR FAULT DETECTION
Fault detection is the first step for fault diagnosis which indicates the presence of faults. Based on the proposed delayed functional observer, a residual signal is constructed for fault detection in this subsection.
We now present a residual generator r(t) having the same structure as [26] and [27] as follows
where r(t) ∈ R is the residual for fault detection, R 1 ∈ R 1×q , R 2 ∈ R 1×p are residual parameters to be determined. The residual signal r(t) is used to examine the likelihood of faults in the system (1). Since the residual signal r(t) acts as an indicator of faults, we must ensure that the residual signal responds to the fault f (t). Thus, it is required that f (t) in (7) to be
When all the conditions in Theorem 1 and (39) are fulfilled, the residual can be described as
It can be seen that the faults can be detected if the residual expression is independent of the state vector where
Once we obtain matrix T from (19) by satisfying all the conditions in Theorem 1 and (39), we can then substitute matrix T into (41) and thus matrices R 1 and R 2 can be determined subsequently. When (41) holds, a residual signal (38) can be generated to detect faults according to the following simple logic
where c = 0, and f (t) = 0 implies a faultless condition and f (t) = 0 implies a faulty condition. It should be noted that the residual generator (38) is sensitive to all actuator faults in f (t).
C. RESIDUAL GENERATORS FOR FAULT ISOLATION
It is known that identifying the faults is an important task in system control since it provides the fault positions. The decision-maker can determine further actions dealing with the faults once it gets the information about the fault positions. In the following, our task is to present a systematic procedure to construct a bank of residual generators which is used to isolate the faults.
We will propose to design a bank of l residual generators since we assume there may be l likely faults occurring in the system. Each residual generator, for example, the ith residual generator r i (t) is designed to be insensitive to the ith fault f i (t) and sensitive to the rest of faults. Thus, when there is no fault in the system, the outputs of all the residual generators remain as zero. When a fault f i (t) occurs, the output of the ith residual generator remains as zero, meanwhile the outputs of the rest l − 1 residual generators are not zero but turn to c k = 0, where c k (k = 1, 2, . . . , i − 1, i + 1, . . . , l) is as defined in (42). Consequently, we can identify the position of the fault when a fault appears by monitoring the output values of the l residual generators or using a set of residual thresholds. Now, we will present procedures to design each residual generator in the residual bank. For this, let us rearrange and partition the fault vector f (t) and the fault identity matrix F as
where f i (t) is the ith fault, f R (t) contains the remaining l − 1 faults, F i ∈ R n×1 is the ith column of matrix F, F R ∈ R n×(l−1) is the matrix consisting of the remaining columns of F. System (1) can be rewritten aṡ
x(t) = Ax(t) + A h x(t − h(t)) + Bu(t)
Similar to Section II, we consider a functional observer for the purpose of fault isolation aṡ
are observer parameters with appropriate dimensions to be determined such thatẑ i (t) is an asymptotic estimate of function of states z i (t) = L i x(t) when f (t) = 0, where L i ∈ R q×n is a known constant matrix.
The ith residual generator r i (t) in the residuals bank which is insensitive to the fault f i (t) and sensitive to the other faults f R (t) can be proposed as
where R 1i ∈ R 1×q , R 2i ∈ R 1×p are residual parameters.
Since faults in f (t) appear independently, and similar to the residual vector generated for fault detection, parameters R 1i , R 2i should be determined such that r i (t) satisfying
where c i = 0, and f R (t) = 0 implies that, except fault f i (t) which may or may not happen, other faults do not happen, and f R (t) = 0 means that any of the other l − 1 faults can happen in the system. Denote the error vector ε i (t) = ζ i (t)−T i x(t), the following error dynamics is obtaineḋ
The estimation error vector e i (t) =ẑ i (t) − z i (t) can be expressed as
Now the residual vector (46) for fault isolation can be expressed as
where the parameters R 1i and R 2i can be found by satisfying the condition R 1i T i + R 2i C = 0.
From the above analysis, we can obtain the following two Theorems.
Theorem 3: Under faultless condition f (t) = 0,ẑ i (t) is an asymptotic estimate of z i (t) (i.e., e i (t) → 0 ) if the following conditions (i') and (ii') hold.
(i') The following error dynamics is asymptotically stable.
(ii') The following constrained matrix equations are satisfied.
Proof: It is similar to the proof of Theorem 1. Theorem 4: The residual generator r i (t) is insensitive to fault f i (t) and sensitive to faults f R (t) if
Proof: It is similar to the analysis in Subsection B. For actuator fault isolation, following the design methodology presented for the generation of residual signal r i (t), we can now proceed the design procedure to determine the observer parameters N i , N hi , M i , M hi , T i , H i such that all the conditions in Theorem 3 and Theorem 4 are satisfied.
By introducing the following denotations
(52)- (54) and (56) can now be augmented as
The equation (60) has a general solution if and only if
If (61) is satisfied, equation (60) has the general solution which is given by (n+3p+2q) is an arbitrary matrix and + i is the generalized inverse matrix of i . Then we obtain
Hereafter, the free parameter K i is designed in a way that conditions of Theorem 3 and Theorem 4 are satisfied. Once we obtain matrix T i from (62) by satisfying all the conditions in Theorem 3 and Theorem 4, and after verifying the satisfaction of condition (57), that is, T i F R = 0, we can then substitute matrix T i into (55) and thus matrices R 1i and R 2i can be determined subsequently. Now, substituting (63) and (64) into (51), we obtaiṅ
To ensure asymptotic convergence of ε i (t) as defined in (67), an asymptotic stability condition in LMI form is derived based on the same lines as in Theorem 2. The determination of matrix K i is achieved as the same time.
Theorem 5: The error dynamics (67) is asymptotically stable for any delays satisfying (2), if there exist symmetric positive definite matrices
matrices P 2 ∈ R q×q , Y ∈ R q×(n+3p+2q) and a tuning scalar α, such that the following LMI is feasiblẽ
, P 3 = αP 2 , and φ 33 , φ 44 are the the same as defined in Theorem 2. In this case, the parameter matrix K i can be computed as
of observer (45) also can be computed from (58), (59) and (62), and residual parameters R 1i and R 2i can be computed from (55). Accordingly, the generation of a residual signal which is insensitive to a actuator fault, f i (t), while sensitive to the remaining actuator faults f R (t) can be obtained. Thus fault isolation among the faulty actuators can be achieved.
Remark 5: In [31] , fault detection and isolation problem for time-delay fractional systems of order in (0, 1) with constant time-delay is considered, so the approach therein can't be applied to system (1). The work of Bedjaoui et al. [32] investigated the fault detection and isolation problem for a specific irrigation canals model using an H ∞ and unknown input observer designing for systems with multiple time-varying state delays and unknown input delays, which can also be investigated using the proposed approach in this paper by appropriate modification. In [32] , all the lower bounds of those time-delays are all restricted to 0. The observer therein is full-order and the stable conditions of error dynamics consist of a group of complex LMIs which lead to heavy computational burden. While our approach, dealing with time-varying delay whose lower bound is not restricted to be 0, is based on reduced-order functional observer and we can even choose matrix L such that the observer order as low as possible. And our stable condition of error dynamics is a simple LMI (25), so we can considerably reduce the computational burden.
The q-order functional observer design and the application to FDI of actuator faults can be developed based on the following procedure. (18) is satisfied, solve the LMI (25) and obtain matrix From (19), get T , H , N , N h , G, G h . (13) and (14), and functional observer design is completed. 4. With the obtained matrix T from (19) (58) and (59). 9. Once matrix T i is obtained from (62) and if (57) is satisfied, then R 1 i and R 2i can be computed such that (55) holds. Residual r i (t) is then constructed by (46). Based on the functional observer design methodology, the actuator faults can be detected and isolated.
FDI Algorithm
Check condition (18). If condition
K = P −T 2 Y . 2.
Compute the matrices
M = G + NH and M h = G h + N h H fromi = P −T 2 Y . 7. From (62), get T i , H i , N i , N hi , G i , G hi . 8. Compute the matrices M i = G i + N i H i and M hi = G hi + N hi H i from
IV. NUMERICAL EXAMPLE
In this section, an example will be given to demonstrate the effectiveness of the proposed functional observer-based fault diagnose approach. Let us consider the time-delayed linear systems described in (1) For illustrative purpose, let us design a time-delayed linear functional observer to estimate only the states x 4 (t) and x 1 (t).
Hence, matrix L in (3) is defined as L = 0 0 0 1 1 0 0 0 .
It is easy to check that condition (18) is satisfied. Then a 2-order time-delayed functional observer for fault detection can be designed. Furthermore, a bank of 2 residual generators for fault isolation can be constructed using the proposed observer-based FDI Algorithm.
A. FUNCTIONAL OBSERVER DESIGN
A 2-order functional observer is designed following steps 1-3 in FDI Algorithm.
The time delay h(t) is assumed to be h(t) = 0.5sin(t) + 0.6 which satisfies 0.1 ≤ h(t) ≤ 1.1 andḣ(t) ≤ 0.5. By solving LMI (25) using Matlab tool box to get K , the following parameters of observer (4) To show the performance of the designed observer, simulation results are given in Figs. 1-3 . The two functional states, z 1 (t) and z 2 (t), and their estimates,ẑ 1 (t) andẑ 2 (t), are shown in Fig. 1 and Fig. 2 , respectively. The estimation error e 1 (t) and e 2 (t) are shown in Fig. 3 . It is clear that the states of the functional observer converge to the true states of the system rapidly. 
B. RESIDUAL GENERATOR FOR FAULT DETECTION
Fault detection is carried out following steps 4-5 in FDI Algorithm. A residual r(t) with the form of (38) is constructed to detect the appearance of all faults. Condition (39) can be easily checked, that is, TF = 0. From (41), R 1 and R 2 can be computed as Simulation result is shown in Fig. 4 . From Fig. 4 , it is clear that the proposed observer-based residual generator can detect fault f 1 (t) occurring at time t = 10s immediately by changing its magnitude from 0 to 3 at the moment that the fault appears. When the fault f 1 (t) is cleared at t = 20s, the residual goes to zero as expected. Similarly, the proposed observer-based residual generator can detect fault f 2 (t) occurring at time t = 30s immediately, while when the fault f 2 (t) is cleared at t = 40s, the residual goes to zero as expected. Thus, the proposed approach can detect faults fast.
C. RESIDUAL GENERATORS FOR FAULT ISOLATION
Fault isolation is carried out following steps 6-9 in FDI Algorithm. A bank of 2 residual generators is designed to isolate 2 likely faults where each residual generator is designed using 2-order functional observer.
We denote
It can be checked that condition (61) (for i = 1, 2) is satisfied. Then by solving LMI (68) ( for i = 1, 2) to get K i (for i = 1, 2) , the parameters of two observers with the form of (45) are computed as It is easy to check that T 1 F 2 = 0 and T 2 F 1 = 0, that is, condition (57) (for i = 1, 2) is satisfied. Thus, the two residual generators with the form of (46) for fault isolation can be constructed as Simulation results are shown in Figs. 5-8. These figures show that a bank of two residual generators can effectively and timely isolate the faults in the system. To be more specific, in Fig. 5 and Fig. 6 , fault f 1 (t) happens in the system from the time 10s and clears from the time 20s. It is noted that the output of residual generator r 1 (t) remains as zero, while that of the residual generator r 2 (t) deviates from zero at t = 10s. Hence, by observing the residual outputs, we can identify that fault f 1 (t) happened in the system. Similarly, from Fig. 7 and Fig. 8 , we can accurately identify that fault f 2 (t) happened in the system. Thus, the fault diagnosis task is well achieved. Residual r 1 (t ) is insensitive to fault f 1 (t ).
FIGURE 6.
Residual r 2 (t ) triggers fault f 1 (t ).
FIGURE 7.
Residual r 2 (t ) is insensitive to fault f 2 (t ).
FIGURE 8.
Residual r 1 (t ) triggers fault f 2 (t ).
V. CONCLUSION
In this paper, we consider the functional observer-based fault detection and isolation problem for time-delayed linear systems. Firstly, a reduced-order functional observer is proposed. Then a design procedure for the generation of residual signals to detect and isolate actuator faults is presented based on the proposed observer. A numerical example is given to illustrate the good performance of the proposed fault diagnosis procedure. There remain some important and interesting research directions deserving the further research, such as fault estimation for linear and nonlinear time-delayed systems, cooperative adaptive event-triggered control for multi-agent systems with actuator failures and so on. 
