Abstract-Hashing is critical for high performance computer architecture. Hashing is used extensively in hardware applications, such as page tables, for address translation. Bit extraction and exclusive ORing hashing "methods" are two commonly used hashing functions for hardware applications. There is no study of the performance of these functions and no mention anywhere of the practical performance of the hashing functions in comparison with the theoretical performance prediction of hashing schemes. In this paper, we show that, by choosing hashing functions at random from a particular class, called H 3 , of hashing functions, the analytical performance of hashing can be achieved in practice on real-life data. Our results about the expected worst case performance of hashing are of special significance, as they provide evidence for earlier theoretical predictions.
INTRODUCTION
HASHING is a widely used technique of organizing tables. It is used in a variety of hardware applications and is critical for modern high performance computer architecture. The performance of a hashing scheme depends on two factors: 1) the collision/overflow handling method, 2) the hashing function chosen [1] .
There is not much literature on the second issue and, especially, we have not been able to find any paper dealing with the performance study of hashing functions suitable for hardware implementation. This is hardly surprising, since, even for software application, there is not much literature on the performance of hashing functions [2] . In this paper, we study the performance of hashing functions used in hardware. We first consider bit extraction and XOR methods of hashing, which are often used in practice. We compare the practical performance of these functions with the analytical results reported in the literature. We then consider a class of hashing functions called H 3 [3] . We show that, by choosing functions at random from this class of hashing functions, the analytical performance of hashing can be achieved in practice in hardware. For easy reference, we summarize below the notation used in the paper. 
BACKGROUND
We give an overview of the hardware applications of hashing, with the aim of illustrating the wide variety of its usage. This overview is not exhaustive and, for the sake of brevity, unnecessary details of the hardware are omitted.
Benhase describes the use of hash circuits and directory for data access from a storage hierarchy [4] . A similar "Hash and chain" technique, implemented in hardware to address a cache on direct-access storage devices, was used by Robinson and Taylor [5] . Bryant proposed an extendible hashing scheme for lineoriented paging stores [6] . Address translation hardware for virtual memory implementation is a widely used application of hashing. Ramamohanarao and Sacks-Davis gave a summary of the hardware implementation of the page tables using hashing [7] . The one level scheme was used in IBM system/38 [8] , [9] and in IBM RT PC [10] with bit extraction and XOR hashing functions. None of these papers mention anything about the performance of the hashing functions used. In a more recent development, Huck and Hays made simulation on real time performance of the one level scheme with XOR hashing function, and concluded that recognizable improvement was achieved using hardware hashing [11] . It is used in HP's PA-RISC machines.
PERFORMANCE OF HASHING FUNCTIONS
Let A = {0, 1, ..., a -1} be the key space and B = {0, 1, ..., m -1} the address space. For hardware applications, it is more appropriate to speak in terms of the number of bits. Let i denote the number of bits in the key and, hence, the size of the key space a is 2 i . Let j denote the number of bits in the address space and, hence, m = 2 j .
Let I be the given key set, I = {x 1 , x 2 , ..., x n }, I Ã A. There are a total of m n possible functions from I to B. There are hundreds of papers analyzing the theoretical performance of hashing schemes. Most of these analyses are under the assumption that each one of these m n mappings are equally likely. This assumption is the same as the statement that the probability of a hashing function mapping a given key to a particular location is 1/m, independent of the other outcomes. This is the theoretical model of hashing on which analytical results reported in the literature are based. One of the fears of hashing is its worst case performance when all the keys hash into the same address, resulting in O(n) search lengths. Knuth summarized it as "Finally, we need a great deal of faith in probability theory when we use hashing methods, since they are efficient only on the average, while their worst case is terrible! º Therefore, hashing would be inappropriate for certain real-time applications such as air traffic control, where people's lives are at stake" [1, p. 540].
Later, Gonnet showed that such fears of hashing are baseless, since the probability of worst case occurring is ridiculously small [12] ("ridiculously small probability" is the phrase used for events such as the probability of all the molecules of air in a room being in one half of the room at a given time). Out of all the keys in a hash table, one key has the maximum successful search length. That search length is called the llps (length of the longest probe sequence). Gonnet proposed that the expected value of llps is a better measure of the worst case of hashing and not the worst case of llps. He theo- retically showed that llps is narrowly distributed around the expected value, which is quite small. Larson extended these results for the general case when bucket size is greater than one [13] .
We now consider two commonly used types of practical hashing functions, followed by a new class of hashing functions. We are interested in studying how closely the theoretical search lengths can be achieved in practice, using real-life data. Toward this aim, we conducted a set of simulation experiments. The key sets for the experiments were obtained from real-life data files, such as the log on times from a computing system, words from UNIX dictionary, user ids from a computer system, etc. The nonnumeric data was converted into integers. We simulated double hashing and separate chaining schemes, and the results are valid for any other hashing scheme.
The experiments were conducted as follows: We fixed the number of buckets at 1,024, corresponding to j = 10 bit hash addresses. The keys are 32 bits long (i = 32). For each experiment, the number of keys (n) corresponding to the chosen bucket size (b) and load factor is determined. The corresponding number of keys from the key set are hashed using the chosen hashing function according to the hashing scheme. The count of the total number of probes required is maintained. This count, averaged per key, gives the expected value of the successful search length. The average length of the unsuccessful search is computed from the actual number of the full buckets. As each key is inserted, we update the value of the longest probe length encountered so far, which, at the end, gives llps.
PRACTICAL HASHING FUNCTIONS

Bit Extraction Hashing Functions
The hashing function consists of selecting j bits out of the i bits of the key. It is obvious that the performance of these functions is very much dependent on the key set. We experimented with two different functions. For the first function (regu), the bits chosen were positions 1 + 3k, where k = 0, º, 9, which give the j = 10 bit hash addresses. For the second function (rand), the bit positions were chosen randomly. From the results obtained, we observed that the experimental values of the search lengths are higher than the analytical results in most cases. In view of the space limitation, we only present the results of the expected length of the longest probe sequence in Table 1 . We refer the readers to [14] for complete details. The clear observation is that the search lengths and llps values obtained in experiments are far higher than the analytically predicted values. Note that each llps value is the result from a single (since the hashing function is fixed) experiment. Analytical values of expected llps were obtained from [13] .
Hashing Functions from XOR Method
In this "method," the i bit key is partitioned into j bit segments. The segments are exclusive-ORed to give the hash address. For example, we have eight bit key x = x 1 x 2 º x 8 . The four bit hash address is computed as h(x) = (x 1 ≈ x 5 )(x 2 ≈ x 6 )(x 3 ≈ x 7 )(x 4 ≈ x 8 ). It is not necessary for all the i bits to be used in XORing. We experimented with separate chaining and double hashing methods. We tried several combinations of hashing functions, such as exclusiveORing least significant 10 bits with the next 10 bits. One set of experimental llps values are shown in comparison with the analytical values in Table 2 . The successful and unsuccessful search lengths were obtained from experiments, and are not presented here (please refer to [14] for complete details). The experimental llps are higher than the analytical results, although they are in better agreement when compared to bit extraction method. Here, again, each llps value is obtained from a single experiment. The results for different data sets and hashing functions are similar in nature but not consistent. In some cases (i.e., some combinations of hashing function and data set), the experimental results agreed very closely with the analytical results. 
Hashing Functions from the Class H 3
Carter and Wegman defined the following class of hashing functions and called it H 3 [3] . Let Q denote the set of all possible i ¥ j Boolean matrices. For a given q OE Q, let q(k) be the bit string which is the kth row of the matrix q, and let x(k) denote the kth bit of x. The hashing function h q (x) : AAE B is defined as,
where ◊ denotes the bit by bit AND operation and ≈ the exclusive OR operation. The class H 3 is the set {h q |q OE Q}. The hashing functions from this class can be easily implemented in hardware. The hardware which stores the i ¥ j Boolean matrix can be organized in a bank of registers. The same hardware can realize any desired hashing function from this class and the hashing function can be changed dynamically by loading data into the bank of registers. The hashing functions from the class H 3 are essentially linear transformations from A to B [3] . To realize the analytical performance with real-life files, in practice, we need hashing functions that distribute each key randomly into the address range. The requirement we are posing is similar to the requirement of random number generation. Detailed discussion about this can be found in [15] , according to which linear congruential method of pseudorandom number generation is one of the best methods for generating pseudorandom numbers. Since the hashing functions from the class H 3 are linear transformations, we infer that the functions will distribute the keys randomly.
In order to test this inference, we repeated our experimental procedure with 500 hashing functions chosen randomly from the class H 3 . Note that our experiments were designed with this objective in mind. Table 3 presents the average successful search lengths obtained from experiments in comparison with the corresponding analytical values for a typical data set [1, p. 535] . Table 4 gives a comparison of the experimental values of expected llps with the analytical values [12] , [13] . The experimental llps averages presented for each set of table parameters are averages over 500 hashing functions. We observe from the tables that all the experimental averages are within one standard deviation from the corresponding analytical expected values. In Table 4 , the maximum of the 500 llps values in each set of experiments is shown as "maximum llps." We observe that, in most cases, the maximum value of the llps is no more than twice the expected value of llps. We also noted the range of llps values among the 500 values within which 95 percent of the llps values fell. This range is shown as "95% conf limits" in Table 4 . These results provide experimental evidence for the theoretical conclusions in [12] and [13] . In view of Knuth's statement about the worst case of hashing, we feel that our llps results are the most significant of all [1, p. 540] . Similar consistent results were obtained with other key sets of real-life files, sets of randomly generated keys, and the key set consisting of consecutive integers.
CONCLUSIONS
Our results lead us to the conclusion that, by choosing functions at random from the class H 3 , the analytical performance of hashing can be achieved, in practice, with real-life data. Unlike the bit extraction and exclusive OR hashing functions, which will be fixed for the life of the hardware, once chosen, the functions from the class H 3 can be changed dynamically. Our results about the practical performance of these hashing functions are complementary to the theoretical results obtained by Carter and Wegman [3] . Similar to pseudorandom number generation, there are some simple rules to exclude specific matrices (hashing functions) in practice, and the complete details may be found in [14] . 
