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ABSTRACT
GAZE ESTIMATION AND TRACKING FOR
ASSISTED LIVING ENVIRONMENTS
Paris Her, B.S.
Marquette University, 2021
Assisted living environments must be able to efficiently and unobtrusively
gather information on a person’s well-being. Human gaze direction provides some of
the strongest indicators of how a person behaves and interacts with their environment.
To that end, this thesis proposes a gaze tracking method that uses a neural network
regressor to estimate gaze direction from facial keypoints and integrates them over
time using various temporal methods, specifically through moving averages and a
Kalman filter. Our gaze regression model uses confidence gated units to handle
cases of keypoint occlusion and is able to estimate its own prediction uncertainty.
This approach makes it possible to understand gaze direction patterns over time,
which then can be used in the assessment of the well-being of individuals in assisted
living environments. Experimental results on a dataset collected in an assisted living
facility demonstrate that our gaze regression network performs on par with a complex,
dataset-specific baseline, while its uncertainty predictions are highly correlated with
the actual angular error of corresponding estimations. Furthermore, evaluations of
our temporal integration methods on the assisted living facility dataset and on a
publicly available gaze estimation dataset show promising results for more accurate
and stable gaze predictions.
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CHAPTER 1
INTRODUCTION

Global life expectancy has been improving steadily over the years, now surpassing 73 years, due to advancements in science and medicine [8]. As a result,
the global population aged 65 or older is expected to increase from 12% to 24% by
2050 [9]. With this increase in the elderly population, new and innovative healthcare
practices will be critically important. These practices will require cost-efficient, unobtrusive, and intelligent medical care systems. Existing techniques for automated
health evaluation provide limited information about the patient status and do not
consider all the external and uncontrollable factors that may affect these scenarios.
Currently, the methods used for monitoring the health status of older individuals
are obtrusive and require extensive expert supervision [10]. These assessments are
episodic and subjective, generally taking place at a healthcare facility and based on
physician-delivered questionnaires or self-reported outcomes. Therefore, unobtrusive
and intelligent health monitoring systems are needed to efficiently and reliably assist
physicians in the health evaluation process.
As an attempt to provide more effective health evaluation processes, methods for human behavior assessment systems rely on smart environments [5, 11, 12].
Thus, many studies have attempted to integrate recent advances in artificial intelligence, especially machine learning and computer vision, to tackle the challenges
of health status assessments, such as mobility and Instrumented Activities of Daily
Living (IADL) evaluations [13]. Ambient assisted living applications can particularly
benefit from modern computer vision algorithms, as applications on safety, well-being
assessment, and human-machine interaction demonstrate promising results [14, 15].
However, patient activity analysis to date is constrained to simple scenarios [16].
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Human gaze is a strong indicator of how a person interacts with their environment and with other people. As examples, gaze estimation has been used in humancomputer interactions [17] and to analyze social behavior and intentions among multiple different people [18, 19]. Thus, gaze estimation can provide essential information
on determining the well-being of a person. With the information from monitored
gazes, physicians can more efficiently evaluate patients. Here we present a novel system that utilizes various tracking strategies and computer vision algorithms such has
human skeleton pose estimation and regression neural networks, to estimate and track
human gaze. Our proposed method is evaluated on assisted living environment videos
that capture natural, real-world, and unconstrained interactions and movements of
elderly patients.
Our proposed gaze tracking method first takes facial keypoints as well as their
confidence levels as input. These facial keypoints and confidence values are extracted
from an off-the-shelf human skeleton pose estimation method [5]. We only utilize
the facial keypoints as they are the best indicators of gaze direction. Based on the
keypoint coordinates and their confidence levels, our regression network estimates the
apparent gaze of the corresponding subject(s) along with their prediction uncertainty.
Gaze direction is approximated by the gaze vector projected onto the image plane
centered at the head centroid, which is the midpoint of the subject’s detected facial
keypoints. Since our method also estimates the corresponding gaze uncertainty, our
model has an output layer with three units: two that regress the coordinates of the
gaze direction, and an additional unit that outputs the regression uncertainty. For
that purpose, we train a fully-connected regression neural network that learns the
gaze coordinates and prediction uncertainty.
To handle cases of low confidence levels and missing/occluded keypoints we
employ confidence gated units (CGU) first introduced in [20], which pass the confidence level through a sigmoid function that acts as a gate to adjust the relevance of
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individual facial keypoints for the overall gaze estimation problem. Since our goal is
to estimate gaze direction, our optimization and evaluation metrics are based on the
angular error between the predictions and the ground truth gaze vectors. That is,
training is performed using an uncertainty-weighed loss function adapted from [21]
modified to use cosine similarity. We train the network on top of a publicly available
dataset [22] and on our assisted living environment dataset [23] for final evaluation.
We use the Adam [24] optimizer with early stopping based on angular error on the
corresponding validation sets. Our final results are the average of 3 runs on various
combinations of different trained and tested sets.
We then employ several temporal integration methods to track the trajectory
of the subject’s gaze. We use the gaze uncertainties to adjust the initial gaze predictions from the network in the temporal method. First we utilize increasingly complex
moving average schemes. The gaze prediction uncertainties act as weights to the
moving averages. Second we employ a Kalman filter to track the angular motion of
the gaze. We use the predicted uncertainties from the neural network to determine
the observation noise for the Kalman filter.
1.1

Contributions
This work presents a temporal gaze tracking method to achieve stable human

gaze predictions based on observations from a video sequence. Moreover, we utilize
the gaze prediction uncertainties produced by a gaze regression network to adjust
the predictions of our temporal techniques and further improve the robustness of our
method. Thus, this work introduces five main contributions:
1. We extend our assisted living dataset [20] from 1, 060 frames to over 20k as well
as generating two separate annotation sets from two different annotators. We
also provide an analysis on the statistics and details of the gathered data and the
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data used for training, testing, and validation. Our experimental results show
that our proposed method improves gaze estimation and tracking in assisted
living scenarios and in a publicly available dataset [4].
2. From [20], we continue to explore and optimize the network regressor parameters on the newly extended dataset. The network relies solely on the relative
positions of facial keypoints to estimate apparent gaze direction. From the coordinates and confidence levels of the detected facial keypoints, the regression
network estimates the apparent gaze of the corresponding individuals as well as
the prediction uncertainty.
3. In cases involving unfavorable views or self-occlusion, one or more facial keypoints might not be detected with high confidence. To handle low-confidence
detections, in [20] the authors introduced the concept of Confidence Gated Units
(CGU) to induce the model to reduce the impact of detections for which a low
confidence level is provided. We continue to evaluate the performance of our
model on the extended dataset with and without the CGUs on varying average
keypoint confidences.
4. Lastly, we employ various temporal integration methods, such as moving averages and a Kalman filter, to refine the gaze predictions. Our optimal methods
uses gaze prediciton uncertainties to adjust the estimations. We compare the
performance of the Kalman filter techniques (our optimal method) with different moving average schemes that utilize past gaze estimations to adjust current
gaze predictions.
The remainder of this thesis is organized as follows. Chapter 2 discusses relevant work
similar to our approach for gaze estimation and popular gaze estimation datasets.
Chapter 3 details the necessary theoretical background and algorithms applied to
this thesis. Next, Chapter 4 introduces the assisted living environment dataset and
presents details on the data collection procedure and its statistics. Chapter 5 explores
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the experimental results of different parts of the proposed method as well as discussions on ablation studies. Finally, in Chapter 6 we present conclusions we extract
from the results of this thesis and offer suggestions for future work.
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CHAPTER 2
RELATED WORK

This chapter describes prior work related to gaze estimation datasets and
gaze estimation itself. This prior work is important in providing context on how gaze
estimation datasets have evolved, and thus leading to more complex gaze estimation
methods. It comprises three main sections. The first section discuss some widely used
gaze estimation datasets, followed by gaze detection techniques for static images and
finally ending with gaze tracking methods for video sequences. The purpose of this
chapter is to present the limitations and challenges current gaze estimation methods
face and how our method can fill these gaps.
2.1

Gaze Estimation Datasets
While previous works on gaze estimation explored geometrical approaches,

recent techniques have utilized more modern approaches based on machine learning
models. For that purpose, modern gaze detection and tracking methods are evaluated
on the following datasets described in this sections. This section discusses some of
the most widely used gaze estimation datasets in chronological order.
2.1.1

EYEDIAP
Introduced in 2014 in an attempt to provide a benchmark dataset for RGB and

RGB-D gaze estimation methods, EYEDIAP [1] is the first standard gaze detection
database with intricate and accurate measurements of gazes in a laboratory setting
with controlled lighting and environment, head-pose variation, person variation, and
types of visual target: 3D or screen. The data collection set-up is comprised of a
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Kinect camera, an HD camera (1920 × 1080) at 25fps, 5 LEDs to synchronize the
RGB-D and HD streams, a 24" flat screen tv for screen targets, and a 4cm diameter
ball for a 3D target. Shown in Fig. 2.1 is a sample configuration for one recording
session with a subject looking at the 3D floating target.

Figure 2.1: Image obtained from [1] (reproduced with permission). Sample
recording session for the EYEDIAP dataset.

The data collection sessions included 12 male and 4 female subjects, and were
performed at varying times in the day, illumination conditions, and distance to camera, comprising a total of 94 sessions. Subjects were asked to maintain eye contact
with visual targets on the screen, which comprised of uniformly shaped circles appearing in discrete, continuous, and random patterns. Head pose variation is obtained
by requesting the subject to lock gaze with the target and steadily moving their
head. The dataset does not have a proposed training, validation, and test sets as
you are able to mix and match certain qualities (illumination, person variation, pose
variation, and type of target: 3D or screen) to evaluate on your desired problem.
2.1.2

MPIIGaze
As a starting point to evaluate human gazes on more natural scenes, in 2015

Zhang et al. presented MPIIGaze [2]. This dataset contains 213, 659 images collected
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Figure 2.2: Image obtained from [1] (reproduced with permission). Sample images
from the EYEDIAP.
from 15 participants during everyday use of their laptops. Gazes are captured online
through a software that uses the subjects’ laptop camera to capture videos of the
subjects’ eyes and face. The user confirms to the software where they are looking
at. Patterns on the screen consist of grey circles with white dots in the middle. The
annotations of the gazes include eye landmark positions, the on-screen target position,
3D gaze target position with respect to the camera, estimated 3D head pose, 3D face
model, and estimated 3D coordinates of both eyes. Along with that, the authors also
include close up frontal facial images, cropped eye patch images, and a normalized
version of the dataset. The normalized dataset contains the eye patch images after
canceling scaling and rotation via perspective transformation.

Figure 2.3: Sample images from the MPIIGaze dataset [2].
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2.1.3

GazeFollow
The next dataset described here takes a step towards evaluating gazes in un-

constrained and open environments. In 2015, Recasens et al. [22] collected data
from publicly available benchmark image datasets, including but not limited to wellknown datasets such MS COCO [25], PASCAL [26], and ImageNet [27], and developed
a large-scale annotated gaze direction dataset known as GazeFollow. These images
contain individuals in various environments looking at different objects and viewpoints. The annotation process had online viewers annotate the starting and ending
point of the subjects’ gaze in the images using Amazon’s Mechanical Turk (AMT).
The dataset contains 130, 339 people in 122, 143 images with 10 annotations per gaze.
4, 782 images are used for testing and the rest are used for training and validation.

Figure 2.4: Sample images from the GazeFollow dataset [2]. Each gaze contains 10
annotations.
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2.1.4

RT-GENE
The lack of precise gaze annotations for natural gaze estimation datasets led

the authors of [28] in 2018 to record a novel dataset containing varied gazes and poses
using various tracking devices. To address the problem of inaccurate gaze annotations,
the authors measured gaze direction with motion capture systems and mobile eye
tracking glasses. The data acquisition setup is comprised of RGB-D cameras to
capture the images while subjects are wearing Pupil Labs mobile eye tracking glasses
[29]. Then markers that reflect infrared light are used to capture motion on the
cameras and movements in the eyetracking glasses.

Figure 2.5: Image obtained from [3] (reproduced with permission). The setup of the
RT-GENE dataset collection for more accurate gaze annotations.

The RT-GENE dataset contains recordings of 15 participants, 9 male and 6
female. There are 122, 531 training images and 154, 755 unlabeled images. The RTGENE dataset also provides a larger distribution of gaze angles and camera-to-subject
distances compared to previous datasets. The authors used semantic inpainting, a
generative adversarial network (GAN) based image generation approach similar to
[30], to remove the eyetracking glasses in training time to reflect real world faces.

11
2.1.5

Gaze360
The most recently published dataset of natural and unconstrained gazes de-

veloped is Gaze360 [4]. Published in 2019, Gaze360 is the largest gaze dataset in the
wild (the first 3D gaze dataset to include outdoor scenarios) with a simpler collection method than previous approaches. The setup includes a Ladybug5 360 degree
panoramic camera mounted on a tripod with the subject looking at a moving target.
The annotations are obtained with the coordinates that the Ladybug5 generates for
each image pixel, which are also used to derive the position of the subject’s feet and
eyes and its relation to the moving target. This easy setup with the camera, target
board, and laptop allowed the authors to capture a variety of subjects in indoor and
outdoor environments in a relatively simple manner.

Figure 2.6: Image obtained from [4] (reproduced with permission). The setup of the
Gaze360 dataset collection for easy and transportable gaze data collection in indoor
and outdoor environments.

Gaze360 contains 238 subjects (58% male, 42% female) in 5 indoor and 2
outdoor locations. In total the dataset is comprised of 129K training, 17K validation,
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Figure 2.7: Image samples from the Gaze360 dataset with yellow arrows are
measured ground truth annotations. Image obtained from [4] (reproduced with
permission).
and 26K testing images with annotations.
2.2

Gaze Detection
Initial methods for estimating gaze were based on geometrical approaches,

mainly due to the fact that gaze estimation datasets were limited at the time. However, geometrical approaches have been vastly outperformed by machine learning
strategies because of the introduction of the first thorough gaze estimation dataset,
EYEDIAP [1], and advances in computing power and machine learning. With that
said, the state-of-the-art works we discuss in this section are based on machine learning and computer vision techniques. In the EYEDIAP paper, the authors used adaptive linear regression to estimate head pose and direction from the eye images of the
subjects.
Several gaze estimation methods rely on saliency maps, most notably [22, 31].
The authors in [22] generate saliency maps of objects in the scene and a gaze mask,
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i.e., a probability mask detailing the likelihood of where the person is looking based
on their head and eye position, using deep convolutional neural networks (CNN) [32]
and multiplies the two together to get a final gaze direction prediction. In [31] the
authors design an algorithm to transform a saliency map into a loss map to optimize
a CNN to regress 2D gaze. Chen et al. [33] used information of the eyes to project
a saliency map onto a computer screen to determine where the viewer is looking at.
Although works utilizing saliency maps generate promising results, these methods
tend to be biased towards objects in the scene and would perform poorly in scenarios
with no other objects of interest in the frame.
In an effort to avoid the use of saliency maps, some works have relied only on
full facial images, images of the eyes, and/or coordinates of relevant facial landmarks
as inputs to a CNN [34, 35, 36, 37, 38]. Sugano et al. [39] were the first to employ
a Gaussian probability map for gaze estimation under a fixed head position. In [2],
the authors used the cropped face image of the subject to generate a head angle, and
then along with the normalized images of both eyes they feed it into a CNN model
which regresses a 2D gaze direction. Zhang et al. [34] later showed the potential of
using full face images in CNNs for regressing 3D and 2D gazes. Since eyes and face
are shown to be the best indicators of gaze direction, Mishra and Lin [40] leverage
facial information by using systematic zooms to capture important appearance cues
in the face. Furthermore, in [41] the authors are able to capture the reliability of each
individual eye and use a semi-supervised technique to train a model to learn the gaze
direction based on the eye with the highest certainty.
2.3

Gaze Tracking
With the introduction of recurrent neural networks (RNN), specifically long-

short term memory (LSTM) models [42], approaches that leverage sequential infor-
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mation from past gazes to predict a current gaze are becoming increasingly popular
[4, 43, 44]. The head and eye movements are highly correlated with the gaze movement and higher accuracy is obtained by approaches that take temporal information
into consideration [45]. Palmero et al. [43] propose a method that leverages past
images of the face, eyes, and facial landmark coordinates as 3 individual streams to
a CNN which is then concatenated and fed into a RNN to regress a single end gaze.
Later, Wang et al. [46] showed promising results of modeling gaze dynamics using a
semi-Markov approach to refine initial gaze predictions. In [4, 44], the authors employ a bi-directional LSTM, which is an LSTM that looks at forward and backward
information, to regress a central gaze.
In summary, state-of-the-art methods for gaze detection and tracking are based
on machine learning, statistical models, and computer vision techniques that focus
on head pose, eye movement, and facial landmarks. As the demand for robust gaze
predictions in natural settings increases, the need to be able to convey how confident or uncertain a prediction is becomes crucial in complex scenarios. However, as
explained in [21], conventional deep learning models are unable to estimate the uncertainty of their outputs. Classification models typically employ a softmax function
in their last layer, such that prediction scores are normalized but do not necessarily
represent uncertainty. For regression problems, usually no information on prediction
confidence is provided by the model. Hence, Bayesian deep learning approaches are
becoming an increasingly popular strategy to understand and estimate uncertainty in
deep learning models [47, 48, 49]. Under this paradigm, uncertainties are formalized
as probability distributions over model parameters and/or outputs. For the estimation of heteroscedastic uncertainty in regression models, the outputs can be modeled
as corrupted by random noise. Furthermore, the use of uncertainties has been shown
to improve gaze estimation performance in [41], where the authors adjust the final
gaze estimation based on the reliability of each individual eye. To that end, we pro-
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pose a novel method which only relies on relative facial keypoints to estimate the
gaze direction and also incorporates keypoint confidences to provide an uncertainty
for each gaze prediction. These gaze prediction uncertainties are then used in the
temporal stage to refine the gaze predictions.
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CHAPTER 3
BACKGROUND

This chapter provides an in-depth discussion of the theoretical background
of the topics covered in this thesis. In particular, this chapter explores crucial gaze
estimation techniques and engineering concepts employed in our proposed method.
The exact application of these concepts in our proposed system are discussed later in
Chapter 5.
3.1

Neural Networks
In recent years, astronomical advances in artificial intelligence were made pos-

sible by the powerful tool of deep learning, specifically deep neural networks. First
proposed in 1944 by McCullough and Pitts [50], neural networks are now a major
area of research in computer science and a foundation of all speech and image understanding models [51, 52, 53, 54, 55], as well as time series prediction and many
other prediction tasks [56, 57]. Unsurprisingly, neural networks have also become
an integral component for state-of-the-art gaze estimation methods. Gaze estimation techniques based on deep learning concepts are proven to be vastly superior to
other alternatives. The basic concepts underlying neural networks are discussed in
the coming sections.
A neural network takes a set of variables as input, we usually refer to these as
input features, and through a series of linear and non-linear computations provides an
output. Generally the desired output from this set of input features, which we refer to
as the ground truth, is known and the neural network’s main purpose is to generate an
output as close as possible to the ground truth. As shown in Figure 3.1, a simple single
neuron multiplies its input features by a set of learnable parameters named weights
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and adds learnable biases to the resulting product. These transformed variable are
then passed through a non-linear activation function to provide an estimated output.
When stacked together these neurons form the basis for a neural network. Often, we
can relate this to the biological process of how a brain works. To some extent, the
activation of neurons in a neural network mimics that of an electrical spike in neurons
in the brain when a certain signal is received. Given a set of input(s), similar to when
the brain receives a signal, both the neurons in the neural network and brain excite
relevant neurons to provide a desired output. Vertically stacked neurons are referred
to as a layer. The initial layer, which takes in the input features, is called the input
layer, while the layers in the middle and final layer are called hidden and output layers
respectively. Illustrated in Figure 3.2 is the architecture of a 3-layer neural network.
When a layer’s outputs are all connected to the next layer, we simply call these fully
connected (FC) or dense layers.

Figure 3.1: Basic structure of an unit or neuron composing a neural network.

The type of problem our neural network will tackle in our system is referred to
as a supervised learning problem, specifically a regression problem. There exists other
various types of machine learning problems such as classification, semi-supervised and
unsupervised problems, i.e., clustering. We refer the reader to [58] for more details on
different categories of machine learning problems. A regression problem consists of
methods that allow us to predict a continuous numerical outcome, such as estimating
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housing prices from the details of the house, such as the number of bathrooms and
bedrooms, age, and area in for example the Boston Housing dataset [59] . A regression
neural network is an extension of linear regression, a technique often used in statistical
analysis. Instead of applying a linear transformation from the input to the output,
neural networks introduce non-linearities in the form of activation functions to achieve
more sophisticated regression goals that better represent the uncertainties of realworld data.

Figure 3.2: Basic architecture of a fully connected neural network.

3.1.1

Activation Functions
Although there are activation functions which are linear, the most effective

activation functions are non-linear. That is because using just linear activations the
network simply becomes a matrix-vector product. The introduction of non-linearities
into the network is what distinguishes it from basic linear regression. That is, the
non-linear activation functions provide a more complex representation of the mapping
of inputs to outputs. When using non-linear activation functions, the network is able
to adapt and generalize better to complicated problems that are impossible to solve
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using linear models. There are a plethora of activation functions to choose from, but
in this thesis we discuss only the relevant ones to our proposed model: sigmoid and
ReLU.
The sigmoid function is a mathematical function that is S-shaped and is described by
σ(a) =

1
.
1 + e−a

(3.1)

Notice the steep incline in the sigmoid function for values close to 0 in Fig. 3.3. The
general use of this function is to map inputs to the range [0, 1], which corresponds
to the extremes of the sigmoid graph. Sigmoid activation functions are widely used
in classification problems precisely because the outputs are bounded between 0 and
1, compared to a linear function which has no bounds. During back-propagation in
training, for larger networks and larger absolute values, the derivative of sigmoids
becomes problematic because the function quickly saturates for input values that are
not close to zero. For this reason, rectified linear units (ReLUs) are used to alleviate
the problem. ReLUs are defined as max(0, a), where a is the input value, and hence
the derivative is 0 for negative values and 1 for all other values of a.

Figure 3.3: Graphical demonstration of the Sigmoid (left) and ReLU (right)
function.
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3.1.2

Model Training and Optimization
In a given dataset, there is generally a larger subset used for training the

model, called the Training set, then another subset for validating the trained model,
called the Validation set, and finally the remaining data as a subset called the Test
set to actually evaluate the model’s performance on unseen data.
During training, the model calculates an output given input features, and
determines the loss between the ground truth and the calculated output through a
loss (or cost) function. Oftentimes, loss functions contain a regularization parameter,
which is used to avoid overfitting, and allows the model to generalize to unseen data.
Overfitting occurs when a model learns specific patterns of the training data that
are not present on untrained data. Regularization is put in place to preclude the
model from learning noise in the training data, thus avoiding overfitting. There
are two widely used regularization techniques called L1 (also called Lasso) and L2
(also called ridge) regularization. To use regularization, we add the regularization
parameter to the loss function. For L1, we take the sum of the absolute values of the
weights, β. That is, let L be the original loss function (e.g., mean-squared error).
The the regularized loss is given by
Lr = L(y, ŷ) + γ

X

|β|,

(3.2)

where y and ŷ are the target label and the output generated by the model, and γ
determines the weight of the regularization term on the cost function. As for L2
regularization, we take the sum of the square of the weights as such
Lr = L(y, ŷ) + γ

X

β 2.

(3.3)

Since the loss function is the measure of performance for a model given a
set of parameters, during training, an optimization process is employed to adjust
the network’s learnable parameters based on the values of the loss function in order
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to improve performance. The most common method for finding the minimum of
the loss function is called gradient descent. Simply put, gradient descent uses an
iterative process to shift the weights of the model based on the calculated slope of
the loss function to reach a minimum. Neural networks use back-propagation to
calculate the derivatives of the loss function throughout the layers of the network
to ultimately determine the slope. The derivative tells in which direction gradient
descent should optimize the weights, but how much gradient descent shifts these
weights is determined based on the learning rate. As shown in Fig. 3.4, when finding
a minimum of the loss function, a larger learning rate can overshoot the parameter
update process, making the optimization process difficult to converge. Whereas when
using a smaller learning rate, the model will be able to find the minimum of the loss
function but can possibly require many more iterations.
In machine learning problems with larger datasets, using the standard gradient
descent algorithm might result in long training times and/or the computer doing
the training may not have enough memory to load all the training data, since the
algorithm has to process the whole training set to update the model’s parameters.
Therefore, a variation of gradient descent called stochastic gradient descent is used
to apply the optimization process on the training set through a series of randomly
selected subsets or mini-batches of the training data. Each iterative training session
through the entire training set is called an epoch. Generally, in practice we choose a
batch size that our machine can handle, but the learning rate and number of epochs is
a parameter that requires trial and error to achieve an optimal model. To make this
task manageable, a technique called early-stopping can be applied to the model during
training. Early-stopping checks the model’s performance after every training iteration
and terminates the training process if the model is no longer showing performance
improvement. We discuss the full details of the parameter’s explained in this section
in our proposed system in Chapter 5.
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Figure 3.4: Example of the iterative process of gradient descent to find the minimum
of the loss function. Left) larger learning rate, Right) smaller learning rate.
A neural network is an effective algorithm that aids in finding and understanding complex patterns of intricate problems. Specifically for the problem of gaze
estimation, the challenge of finding an optimal method of expressing gaze direction
from facial keypoints would be difficult to solve using deterministic, manually engineered rules, whereas a neural network allows us to learn such rules from the data.
Although the effectiveness of neural networks makes them a great starting point for
gaze estimation, we must incorporate post-processing techniques to achieve more robust and stable gaze predictions over video sequences.
3.2

Human Pose Estimation
Human pose estimation is a topic that has been gaining popularity in the

computer vision community [5, 60, 6, 61]. The availability of sophisticated neural
networks and computational power has made it possible to understand human poses
based solely on visual information. This is an essential capability to explore how
the human body works and to develop human-machine interaction techniques, with
applications in action recognition, animation, and much more [62, 63]. Human pose
estimation methods may consider 2D or 3D information, but for the purpose of our
system of working with 2D gazes on image planes, in this thesis we strictly talk about
2D human pose estimation methods, although many concepts in 2D can be extended
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to 3D. Human pose estimation is the task of localizing human keypoints (i.e., points
of interest such as joints and facial features) in images. Most human pose estimation
techniques try to detect the skeleton of the body connected by the joints as illustrated
in Fig. 3.5 and can be formulated as a regression problem.

Figure 3.5: Example of joints detected on a human skeleton pose estimation
method. Image acquired from [5].

The first significant attempt to apply deep learning methods for human joint
estimation is called DeepPose [60]. That method uses a deep neural network that
takes in full body images of subjects and utilizes a set of cascaded regression networks
to regress the skeletal joints. The backbone architecture used is called AlexNet [32].
The method initially takes in an RGB image of a subject and regresses an initial joint,
then a sub-image cropped around that predicted joint is fed back into the regression
network to refine the estimated joint position. This process is shown in Fig. 3.6. The
main contribution of [60] is to show the powerful capabilities of neural networks in
localizing human keypoint information on images.
In [6], instead of re-iterating through sub samples of the image, the authors
opt to generate a heat map of the expected location of the keypoints before refining their locations. Their method takes in as input an RGB Gaussian pyramid of
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Figure 3.6: DeepPose human joint estimation pipeline.
three levels into a multi-resolution CNN. A Gaussian pyramid essentially scales down
an image using multiple Guassian filters with different variances. A Gaussian filter
produces a weighted average of each pixel’s neighbor with the largest weight on the
center. This effect is used to smooth and blur the image, emulating the effect of
reducing its resolution. The spatial outputs from the three levels are then combined
and sent through the final layers of the network to generate the heat maps for coarse
localization. Following that, the network goes back into the multi-state CNN and
extracts relevant feature maps which are then cropped according to the coarse locations of the keypoints and inserted into a ‘Fine Heat-Map Model’ to refine the coarse
localization. Fig. 3.7 illustrates the process of the method proposed in [6].

Figure 3.7: Pose estimation pipeline of [6] using generated heatmaps to refine
keypoint estimations.
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Most human pose estimation approaches perform single-person detection and
individual pose estimation for each person in an image frame. These techniques
are sensitive to overlapping of bodies and joints, making inferences prone to higher
uncertainties and errors. The authors of [5] propose a method called OpenPose to
perform real time multi-person pose estimation. OpenPose is a bottom-up approach
based on Part Affinity Fields (PAFs), a set of 2D vector fields that contain the flow
and direction of limbs. The first part of the system takes in an RGB image which
is sent through a baseline CNN to extract feature maps. In [5], the authors use the
first ten layers of the VGG-19 model [51] as the baseline CNN. Next the feature
maps are processed through a multi-state CNN to produce the Part Affinity Fields
(PAF). Then, the PAF and feature maps are used as inputs to generate the Part
Confidence Maps (PCM). An illustration of the process is shown in Fig. 3.8. The
PCMs is essentially a 2D heat map representation of the keypoints. There are peaks
for each keypoint per person in the image and a σ that controls the spread. The PAF
is a set of 2D vectors that encapsulates the location and orientation of limbs, with
keypoints as nodes. A stronger connection between nodes represents a stronger PAF
link indicating that the two keypoints belong to the same subject. The results from
the PAFs and PCMs are then process through a greedy algorithm to extract keypoint
and keypoint locations for each person in the image.
OpenPose is the first real-time multi-person pose estimation system which
contains 2D and 3D keypoints. We utilize this pose estimation method in this thesis
to capture facial keypoint locations and their confidences, which are the inputs to our
neural network. Examples of OpenPose being used in our assisted living dataset is
shown in Fig. 3.9.
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Figure 3.8: The OpenPose pipeline consists of using feature maps of RGB images as
input to a multi-state CNN to generate Part Affinity Fields (PAF), and then taking
the feature maps and PAF to produce Part Confidence Maps (PCM). The PAF and
PCM are processed by a greedy algorithm to extract keypoints and their
connections [5].

Figure 3.9: OpenPose deployed on our assisted living dataset, MoDiPro.
3.3

Moving Averages
A moving average is a type of estimation technique that utilizes a set of pre-

vious information to determine a trend in the data to adjust or predict current and
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future data. Moving averages are often used in financial estimations, and various
time series prediction problems. Here we discuss relevant moving average techniques
utilized in our project.
The simplest form of moving averages is the simple moving average. It consist
of just an arithmetic mean over a set of previous data points to adjust a desired data
point. Simple moving averages are easy and straightforward to implement, and oftentimes sufficiently accurate, making them a reliable technique to start investigating
temporal integration problems.
Furthermore, instead of providing the same amount of weight for each previous data point, we can shift the weights on more recent data. This is called weighted
moving averages. The method is effective for situations where only some of the previous data information provides the highest contribution in adjusting the prediction,
hence putting more weight on reliable data points will result in better performance.
Various strategies can be implemented in choosing these weights for the weighted
moving average such as linear or exponential weights.
Moving averages are a simple yet effective method of adjusting predictions
based on prior information. We utilize both schemes as a baseline in our proposed
method. From the outputs of our neural network regressor we then process them
through moving average strategies. In this thesis, we consider various moving average
schemes such as simple moving averages, and weighted averages that use prediction
uncertainties as weights. The exact details of these strategies are discussed in Chapter
5. Although this estimation method is a quick solution to temporal problems, due to
the perplexing nature of tracking human gazes we will require an extensive use of a
rich and dynamic estimation technique for greater performance.
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3.4

Kalman Filter
A Kalman filter [64] is a statistical method to estimate the state of a system

based on a set of previous observations that contains uncertainty. Kalman filters are
ideal for linear dynamic systems corrupted with Gaussian noise. They have been used
in various applications such as tracking objects, navigation systems, time series predictions, and more [65, 66, 67]. The algorithm comprises two main steps: prediction
and update.
Let xt ∈ Rn represent the n-dimensional state of our system at time t, which
can contain information such as a target’s position, velocity, acceleration etc., and let
the covariance matrix of the elements in the state vector at time t be Pt Rn×n . The
element at position (i, j) of the covariance matrix represents the correlation between
the i-th state variable and j-th state variable. In the Kalman filter, we predict the
next state using
xt+1 = F · xt + Bt · ut + wt ,

(3.4)

where wt ∼ N (0, σw ) is the normally-distributed, zero-mean process noise and F is
used to project a predicted state given our current state. Bt is the control matrix and
uk is the control vector. The purpose of uk is to capture external influences on the
system and Bt is used to map control variables to state variables. In our proposed
method we do not consider any external influences and have omitted them from our
calculations. Eq. 3.5 is used to project our next state’s covariance matrix based on
the current covariance matrix.
Pt+1 = F · Pt · F T + σw .

(3.5)

At prediction, the state xt may transition to a range of states and σw captures that
uncertainty. So the predicted covariance matrix is derived from the current covariance
matrix using the transition matrix as well as incorporating external noise.
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In the update step of the Kalman filter, we use an actual measurement value
to correct the prediction of the state and covariance matrix to be used for the next
iteration. The observation model is given by
zt = H · xt + vt ,

(3.6)

where zt is our measured value based on vt ∼ N (0, σR ) which is the normallydistributed, zero-mean measurement noise that captures the uncertainty in the measured value and H, the mapping function from our sensor reading to our state variables similar to F in the previous step. Once we obtain an actual measurement about
the state of our system, we first calculate the Kalman gain, K, according to
K = Pt+1 · H T (H · Pt+1 · H T + σR )−1 .

(3.7)

The Kalman gain is used to determine how much of the measurements we will use to
update the new estimate and is derived from Eq. 3.7. Intuitively, the Kalman gain
is just the estimated error (process noise) divided by the sum of the estimated error
and measurement error (measurement noise).
A smaller Kalman gain indicates that the measured values are closer to the
predicted values. Let zt be the measured value obtained in Eq. 3.6, our new best
estimate will be x̂t+1 which is derived from the predicted value, the Kalman gain, and
the measured value using Eq. 3.8. Our new process noise covariance is now updated
as well using Eq. 3.9.
x̂t+1 = xt+1 + K · (zt − H · xt+1 ),

(3.8)

P̂t+1 = Pt+1 − K · H · Pt+1 .

(3.9)

Our new state variable and process noise covariance become our current state and
covariance for the next iteration, and the process continues in a recursive manner.
The Kalman filter is an effective tool for tracking a set of variables over time.
However, knowing the process and measurement noise is essential for the design of
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an effective Kalman filter. This often cannot be determined explicitly. One approach
is tuning the process and measurement noise covariances for optimal predictions.
The approach utilized in this thesis is the expectation-maximization algorithm. The
expectation-maximization algorithm is an estimation technique that adjusts the parameters of a model to maximize the likelihood of a dataset. Together with the
uncertainty predictions from our neural network, we are able to effectively generate
reliable process and measurement noise covariances.
3.5

Chapter Summary
This chapter provides an overview of the various techniques and methods our

proposed system uses for gaze estimation. First we describe in detail the basic component of our system: neural networks. In that section, we discuss the inner workings
and optimization of neural networks. We then continue to describe human pose estimation techniques with particular focus on the method we chose for our project:
OpenPose. Lastly, temporal integration methods for adjusting the network gaze predictions are outlined. These methods include moving averages and the Kalman filter
algorithm.
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CHAPTER 4
DATA COLLECTION ENVIRONMENT AND ANNOTATION
PROCEDURE

In this chapter, we discuss the acquisition and statistics of the assisted living
environment gaze direction dataset. We call this dataset MoDiPro. Performing health
evaluation using gazes requires techniques that can perform accurately on real-world
data. Hence, we evaluate the methods proposed in this thesis on a reliable and
extensive dataset that captures realistic assisted living scenarios. To that end, the
video sequences used in our system are collected in a real assisted living environment
at the Galliera Hospital in Genoa, Italy where elderly patients are monitored posthospitalization. Collected data span a series of months and days and at various times
throughout the day.
4.1

Dataset Acquisition
The datasets were collected in an autonomous, protected, discharge home (i.e.,

a small apartment equipped with cameras and other sensors) within the Galliera
Hospital [68]. The facility provides a test-bed for the development of general multimodal assisted living technologies [69, 70]. It has been used to carry out research
on human mobility and frailty [71], multi-target segmentation and tracking [20], and
gaze estimation [20, 23]. Our collaborators at the University of Genoa collected
a set of video data acquired from two different views of this environment showing
volunteers performing a large number of unscripted daily activities under a variety of
environmental and illumination conditions. This dataset consists of more than 200
gigabytes of raw unannotated videos that include approximately 85 hours of activities
performed by over 70 different volunteers who spent anywhere between a few minutes
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and several full days in the apartment. The following subsections discuss the data
collection environment and the annotation procedure in greater detail.
4.1.1

Assisted Living Environment
The discharge facility at the Galliera Hospital is a completely furnished apart-

ment equipped with sensors such as localization systems, RGB-D, and two conventional cameras. The apartment consists of two bedrooms. One bedroom contains
a bed and a sofa while the other has two beds, a gym, and common areas such as
kitchen and living room. The facility is designed using appropriate colors schemes,
furnishings, and decorations to convey the impression of a home environment rather
than a hospital setting [71]. The cameras, which we refer to as CAM 1 and CAM 2,
are high resolution mini-dome IP cameras, and are arranged as shown in Fig. 4.1.
To limit storage requirements while operating under real-world system constraints,
in our dataset we capture 480 × 720 pixel resolution frames at 25 frames per second.
The benefit of collecting data from this setup rather than optimizing our model on
just a general gaze dataset is that we can evaluate our model on its final application.
Videos acquired from CAM 2 shows a drastic shift in viewpoint, thus increasing the
complexity of estimating human pose and gaze. This complexity can help our model
generalize to more challenging viewpoints.
4.1.2

Gaze Annotation Software and Procedure
We generate the ground truth gaze annotations using the MATLAB(R2018)

VideoLabeler annotation tool1 . The gaze directions are annotated independently by
two annotators. Fig. 4.2 shows a screenshot of the process of manually annotating
the frames. We use this tool to capture the starting and ending coordinates of the
1

https://www.mathworks.com/help/vision/ref/videolabeler-app.html
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Figure 4.1: Images and layout of the instrumented assisted living facility; in color,
the fields of view of the video cameras.
gaze vectors at each frame and export this information as a MATLAB structure
which contains the information on the coordinates and corresponding timestamps.
We process cropped videos of 10-15 seconds. For CAM 1, we annotate 47 videos with
a total of 15, 750 frames while for CAM 2 we annotate 30 videos with 10, 750 frames,
totaling 26, 500 frames. Gazes are annotated approximately every two frames using
the annotator’s best judgment. Since the annotators manually annotated every few
frames, in annotation set 1 for CAM 1 and CAM 2, the annotations of 752 and 636
frames respectively, were manually determined by the annotator while the frames in
between the annotation intervals were interpolated by the program. For annotation
set 2, CAM 1 and CAM 2 had annotations in 877 and 773 frames that were manually
determined respectively. Ultimately, Annotation set 1 and annotation set 2 has a
total of 24, 509 and 24, 494 annotated gazes overall respectively. The discrepancy
in the number of annotated gazes comes from partially occluded facial keypoints
and/or subjects near the edge of the frame where annotators may deem there to be
a gaze or not. In an effort to obtain reliable back views (which are the hardest to
annotate) we use bodily and environmental cues as much as possible. All annotating
session per camera view took approximately 5 − 6 hours. Annotations were spread
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Figure 4.2: Screenshot of the MATLAB VideoLabeler application used for manually
labeling gaze starting and endpoints.
over a week to avoid annotation fatigue and contribute to more reliable annotations.
This labeling approach has made annotating 2D gazes fast and efficient, leading
to reliable ground truth gaze estimations. In our experimental procedures, when
mapping the annotated gazes with the keypoints from OpenPose [5] we pair the
closest head centroid coordinate with its closest starting gaze point annotation.
4.2

Dataset Analysis
To minimize dataset distribution bias and ensure a reliable and accurate sys-

tem, our model must be trained on a balanced set of data. It is therefore crucial to
know the statistics and distributions of the annotations of gaze direction. Utilizing
multiple sets, experiments, and runs of the data when training ensures the performance of the model is optimized to its potential. Here we analyze the annotation
sets, the merged set, a set with a normalized number of gazes per video, and a set of
high uncertainty variance gazes.
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4.2.1

Annotation Statistics and Comparison
The two independently annotated datasets of the MoDiPro dataset videos

used contain the gazes of 22 individuals. We generate a third set by combining
and averaging the two datasets. This third set takes the average gaze vector of the
subject(s) in the frame as the ground truth. In cases where there exist an annotation
gaze in one set but not the other, we take the existing one as the average. This set
is the main reference in our experimental analysis and is referred to as the merged
set, which contains 24, 516 gazes. Fig. 4.3 illustrates the gaze distributions of the
three annotation sets. The angle distributions are displayed from the perspective of
a viewer observing the camera frame. Specifically, gazes within the CAM 1 dataset
comprise mostly vertical gazes while CAM 2 consists of more lateral gazes. As the
camera frames shown in Fig. 4.1 indicate, subjects in CAM 1 tend to move vertically
along the path between the tables and the kitchen area. Subjects in CAM 2 are more
likely to look towards objects of interest such as the TV on the left, or sit on the sofa
directing their gazes horizontally.
To analyze the effect of having an identical number of gazes from all videos,
we extracted a subset of annotation set 1. The main purpose here is that videos with
more gazes might provide a bias for the model. Since the lowest number of gazes in
a video is 250, we proceed to discard gazes from videos until each video contained
a uniform amount of gazes. After discarding, we have 5.875 gazes from CAM 1 and
3, 750 in CAM 2. We use this set to verify the possibility of biases in the amount
gaze annotations per video. We call this set the normalized set. The results of this
experiment are discussed in Chapter 5.
Additionally, a separate set of videos that contain high prediction uncertainty
variances are used in a separate evaluation to see the impact of the prediction uncertainties. This mini dataset consists of three additional 10 − 15 second clips from
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Figure 4.3: Distribution of the annotation datasets for CAM 1 (blue) and CAM 2
(orange). Left) Annotation Set 1. Middle) Annotation Set 2. Right) Merged Set.
both camera viewpoints of 5 different people. We refer to this as the high prediction
uncertainty variance (HPUV) set. The activities performed here contains a larger
range of unfavorable positions of the body and face of the subjects, leading to higher
uncertainty variance. In CAM 1 we have 1, 191 frames with 1, 116 and 1, 128 annotated gazes in annotation sets 1 and 2, respectively. While in CAM 2 there are 1, 060
frames with 1, 060 annotated gazes in both annotation sets. As stated, this dataset
is used in only to perform an ablation study on the effect of the prediction uncertainties on the temporal integration techniques. Results of this study are discussed
in Chapter 5.
Estimating human gazes is a challenging undertaking, even for human observers. Hence, gaze annotations contain a high level of inherent uncertainty. When
annotating, gazes are largely determined from bodily cues such as head, eyes, and
hand positions. Unfavorable gazes such as occluded gazes are often annotated relying on previous gaze directions and the movement of the person. With that said,
two annotators looking at the same frame may estimate each gaze differently. In the
merged set, although the average difference in annotation was 0.08◦ , the variance was
significantly larger with a standard deviation of 23.30◦ . This variability in annotations demonstrates the intrinsic uncertainty in the problem of gaze estimation. This

37

Figure 4.4: Angular differences between Annotation Sets 1 and 2 for merged dataset.
intrinsic uncertainty imposes a limit and the expected performance of gaze estimation
models.
4.2.2

Dataset Splits and Training Details
Frames used for training are grouped by video since frames from the same

video sequence are highly correlated. We randomly select 50% of the videos from
each camera for training, 20% for validation, and 30% for testing. We perform three
separate runs for each model, and each run contains six experiments. Each experiment
is a different combination of training and testing on CAM 1, CAM 2, and on both
views. Training and testing on various combinations of views allows for a robust
model that can generalize better. Training on multiple runs accounts for the variance
within runs, and averaging this error leads to more accurate and specific performance
evaluation. In this thesis, we present three overall training sessions. Our end result
is the average of these sessions. Within a session the model is trained and tested on
various combinations of different camera views shown in Table 4.1.
Examples of the distribution of gaze directions used in each run of one experiment are shown in Fig. 4.5. In the figure, the benefit of training on multiple runs
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is evident as each run contains a varying amount of gaze directions for the training, testing, and validation sets. Table 4.2 shows the corresponding splits and their
respective number of training, testing, and validation gazes on the merged dataset.
Refer to Table 4.1 for the combinations of training and testing camera views.
4.3

Chapter Summary
The purpose of this chapter is to discuss the data acquisition procedure along

with an analysis of the gaze annotations. We detailed the discharge facility and setup
utilized for capturing real unconstrained data in assisted living scenarios for elderly
patients. We refer to this dataset as MoDiPro. We then used an annotation tool
to generate ground truth gaze coordinate. We obtain two different annotation sets
from two independent annotators. We average the gaze annotations found in these
two sets to create a new merged set. Furthermore, we also obtain a normalized gaze
annotation set which contains the same number of gazes per video. Additionally, we
have a set of videos with high prediction uncertainty variance we denote as HPUV, for
evaluating the impact of the uncertainties later on in our temporal method. Lastly,
we analyze the statistics of the annotations and training splits to provide insights
into the training stage of our system.

Table 4.1: Training and test data combinations for each experimental session.
Train
Test
CAM1 CAM2 BOTH CAM1 CAM2
Exp#0 X
X
Exp#1 X
X
Exp#2
X
X
Exp#3
X
X
Exp#4
X
X
Exp#5
X
X
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Table 4.2: The specific number of gazes used for train/test/validation splits on each
experiment per run for the merged dataset.

Exp#0
Exp#1
Exp#2
Exp#3
Exp#4
Exp#5

Train
7,152
7,152
5,051
5,051
12,203
12,203

RUN #0
Test Validation
4,328
2,960
3,072
2,960
4,328
1,953
3,072
1,953
4,328
4,913
3,072
4,913

Train
7,023
7,023
4,969
4,969
11,992
11,992

RUN #1
Test Validation
4,425
2,992
3,068
2,992
4,425
2,039
3,068
2,039
4,425
5,031
3,068
5,031

Train
7,190
7,190
5,052
5,052
12,242
12,242

RUN #2
Test Validation
4,370
2,880
3,120
2,880
4,370
1,904
3,120
1,904
4,370
4,748
3,120
4,748

Figure 4.5: Distribution of gaze angles in one experimental run for CAM 1 (blue)
and CAM 2 (orange) for the merged dataset. From top row to bottom row: Run
0-2. From left column to right column: train, test, and validation set.
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CHAPTER 5
GAZE PREDICTION AND EXPERIMENTAL ANALYSIS

This chapter discusses in further details the overall pipeline of the gaze estimation and tracking method proposed in this thesis using the background concepts
discussed earlier. Videos from the assisted living environments are used to generate a
numerical gaze direction dataset (MoDiPro). Along with the annotated spatial gaze
direction coordinates, we obtain the facial keypoints and respective confidence scores
of each person in the scene using an off-the-shelf human pose estimation method and
use them as inputs to a neural network regressor. Our regressor produces 2D gaze
predictions and prediction uncertainties. We generate gaze estimation results on annotation set 1, set 2, and ultimately report our final results on the merged set of the
two annotated sets. We perform ablation studies on the network architecture and
parameters. We further investigate the model’s performance on a normalized dataset
as well as a dataset incorporating additional keypoints. Once the initial predictions
are generated from the network regressor, we employ several temporal integration
techniques to adjust these predictions to obtain more accurate and stable final predictions. The performance of our system is measured based on angular differences in
degrees. We also study the impact of using confidence gated units [7] in our network’s
performance, as well as the effect of the prediction uncertainties in our temporal estimation methods. Lastly, we deploy our proposed method on a publicly available gaze
estimation dataset [4] to evaluate how our system generalizes to a large-scale dataset
acquired under different conditions.
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Figure 5.1: Overview of the gaze prediction pipeline. The anatomical keypoints of
all the persons in the scene are detected using OpenPose [5]. Each facial keypoint
are sent through the neural network regressor that outputs the estimations of the
apparent gaze and uncertainty of each prediction. An uncertainty-weighed Kalman
filter combines the estimates collected in the current and previous frames,
generating temporally consistent gaze estimations at each time instant.
5.1

Gaze Prediction Pipeline
Our proposed system is comprised of two parts: gaze estimation and gaze

tracking. The gaze estimation stage begins with our neural network regressor taking
in the detected facial keypoint coordinates as well as their corresponding confidence
scores. The network outputs an apparent predicted gaze coordinate and gaze prediction uncertainty. These predictions are saved in a text file which are used to evaluate
the gaze estimation network itself. We perform three separate runs and average the
runs for a final evaluation. For training splits and testing combinations please refer to
Chapter 4. In the final stage, the initial gaze estimations from the regression network
are utilized in the temporal integration methods. These temporal methods include
using moving averages and a Kalman filter to track the gaze. The full pipeline is
illustrated in Fig. 5.1.
5.1.1

Facial Keypoints Extraction
Our proposed system starts with extracted facial keypoints from raw frames

of the MoDiPro dataset. Body orientation, specifically the relative positions of facial
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landmarks are highly correlated to a person’s gaze direction. The neural network
regressor starts with the facial keypoint coordinates and confidence scores of the face
of each person in the scene, which is obtained through an off-the-shelf human pose
estimation method called OpenPose [5]. The information extracted from the pose
estimation technique includes the coordinates as well as the confidence scores of the
eyes, ears, and nose. We only utilize the facial keypoints as those are the best indicators of gaze direction. We perform a separate analysis on additional keypoints later
j
in this chapter. Let pjk,s = [xjk,s , yk,s
, cjk,s ] represent the horizontal and vertical coordi-

nates of a keypoint k and its corresponding detection confidence value, respectively
for each person j in the scene. The subscript k ∈ {n, e, a} represents the nose, eyes,
and ears features, while the subscript s ∈ {l, r, ∅} encodes the side of the feature
points. For each person j in the scene, we centralize the detected keypoints with
respect to that person’s head centroid hj = [xjh , yhj ], which is computed as the mean
coordinates of that person’s head keypoints detected in the scene. These relative
j
coordinates are then normalized based on the distance mj = [xjm , ym
] of the farthest

keypoint to the centroid. For each detected person, we form a feature vector f j ∈ R15
j
by concatenating the relative vectors p̂jk,s = [x̂jk,s , ŷk,s
, cjk,s ], where x̂jk,s =

(xjk,s −xjh )/xj

m

j
j
and ŷk,s
= (yk,s −yh )/ym
, to obtain
j

j

h
i
f j = p̂jn,∅ , p̂je,r , p̂je,l , p̂ja,r , p̂ja,l .
5.1.2

(5.1)

Network Architecture using Gated Units

Our neural network regressor approximates gaze direction by the vector g̃ j =
 j j
g̃x , g̃y , which consists of the projection onto the image plane of the unit vector
centered at the centroid hj . That is, let ρ̃j be the apparent gaze angle with respect
to the horizontal image axis. Then, g̃xj = sin(ρ̃j ), g̃yj = cos(ρ̃j ), and kg̃ j k = 1.
Since our method also estimates the corresponding gaze uncertainty σ̃ j , our model
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has an output layer with three units: two that regress the g̃xj , g̃yj vector of gaze
direction and an additional unit that outputs the regression uncertainty σ̃ j . For that
purpose, we train a fully-connected regression neural network that learns the function
[g̃ j , σ̃ j ] = g(f j ).

Figure 5.2: The Confidence Gated Unit (CGU), originally proposed in [7] adjusts
the contribution to gaze estimation of the i-th keypoint qi according to its
confidence level ci .

Frames from videos in the MoDiPro dataset contain subjects performing various activities posed in different bodily orientation and positions. In these activities,
apparent facial keypoints or other relevant bodily joints can be occluded or missing
from the frame, producing unfavorable views. In Fig. 5.3 the frames of the top row
show the different positions of a subject in a given video that corresponds to varying
uncertainty predictions. These situations lead to the occurrence of low confidence
scores in the human pose estimation method. Some of these examples include the
subject’s head facing away from the camera viewpoint meaning that the detection
of the eyes and nose are essentially absent. Other scenarios such as dark or bright
illuminations can lead to low confidence scores in the detection methods as well. As
illustrated in Fig. 5.3, although the position of the two frames in the bottom row
are similar, we achieve vastly different uncertainty predictions due to the position of
the camera and the illumination. In the cases of missing keypoints, OpenPose gener-

44
ates an output of 0 for the spatial coordinates as well as the confidence score. Since
the spatial coordinates are centralized to the head-centroid, the appearance of a 0
confidence score indicates a missing keypoint. We use our Confidence Gated Units
(CGU), first introduced in [7], to handle these situations. As described in [20] and
illustrated in Fig. 5.2, the CGUs are composed of two internal units: i) a ReLU unit
acting on an input feature qi , in our case the horizontal and vertical coordinates of
facial keypoints; and ii) a sigmoid unit to emulate the behavior of a gate according
to a confidence value ci . The CGU uses a sigmoid without a bias parameter to avoid
potential biases towards models that disregard ci . Finally, the outputs of both units
are then multiplied into an adjusted CGU output q˜i .

Figure 5.3: Estimated uncertainties shown with corresponding frame. Each row
belongs to a certain video.

j
The CGU is applied to each pair coordinate-confidence [xjk,s , cjk,s ] and [yk,s
, cjk,s ].

We centralize and standardize the input confidence scores to capture the full range
of the sigmoid function and achieve values near 0 for confidences equal to 0. The
CGUs are the first step in our network regressor acting on the horizontal and vertical
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components of the five keypoints, thus our network architecture contains 10 CGUs
as the input layer. This is followed by two fully-connected (FC) hidden layers with
10 units each. Thus the architecture has a total of 238 learnable paramteers and is
summarized as: (10 CGU, 10 FC, 10 FC, 3 Fc) as shown in Fig. 5.1. An ablation
study on the architecture and parameters is discussed in subsequent sections.
5.1.3

Network Loss and Training Strategy
Since our purpose is to achieve accurate gaze direction predictions, and not

location, we optimize our model on the angular differences between the prediction and
ground truth vectors. That is, training is performed using an uncertainty-weighed
loss function adapted from [21] modified to use cosine similarity. Let T be the set
of annotated orientation vectors g, while g̃ corresponds to the estimated orientation
produced by the network and σ̃ represents the model’s uncertainty prediction1 . Our
cost function is given by
Lcos (g, g̃) =

1 X e−σ̃ −g · g̃
log σ̃
+
.
|T | g∈T 2 ||g|| · ||g̃||
2

(5.2)

This loss function requires no additional labels for the model to learn to predict its
uncertainty. The e−σ̃ component is a numerically stable representation of 1/σ̃, which
encourages the model to output a higher σ̃ when the error is higher. On the other
hand, the regularizing component log(σ̃) helps to avoid unbounded uncertainty predictions. From a Bayesian perspective, this loss function corresponds to a von Mises
distribution [72] where the Bessel function on the normalization term is approximated
using a second-order series [73].
We train the network using only samples where at least two facial keypoints
are detected. We use the Adam [74] optimizer with early stopping based on validation
1

To simplify the notation, we omit the person-specific superscript j in this section.
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angular error on the corresponding validation sets. The weights of our model’s fullyconnected layers are initialized using the approach proposed in [75] and our CGUs
are initialized with ones. This initialization strategy for the input layer does not run
the risk of gradient explosion as no further backpropagation needs to be performed.
Furthermore, the inputs to the network should not be transformed drastically as no
other information is accessible yet. We use a L2 regularization penalty of 10−4 on the
hidden layers only.
5.1.4

Temporal Integration
The final step in our gaze tracking algorithm is to employ a temporal inte-

gration method. We explore two kinds of temporal integration methods: moving
averages and a Kalman filter. For the moving average strategies, we explore various
approaches to utilize the uncertainties as weights. For the Kalman filter, we investigate a model based on the Cartesian coordinates of the gaze direction initially, and
then devise a more effective model that tracks the angular trajectory instead.
5.1.4.1

Moving Average Schemes

We apply a moving average strategy on the raw gaze predictions that are
obtained through the regressor network to adjust the gaze predictions over time. Let
g̃t represent the gaze direction vector estimated by the neural network described above
at time t. The refined gaze estimate that incorporates information from the previous
N frames is given by
Pt−N
ĝt =

αn σ̃n ωn g̃n
,
PN
n=0 σ̃n

n=t

(5.3)

where αn are empirically defined weights, σ̃n is a function of the estimated gaze
uncertainty at time n, and the forgetting factor ωn is given by
ωn =

N −n+1
.
[N (N + 1)]/2

(5.4)
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We consider two forms for the uncertainty weights σ̃n :
σ̃n =

1
1
and σ̃n = σn .
σn
e

(5.5)

We evaluate four combinations of the parameters above. In the first method, which
we call SMA, we consider αn = 1 and σ̃n = 1 for n = 0, 1, . . . , N . Our second strategy,
deemed WMA, uses an empirically defined weight for the current frame αt = α and
identical weights for previous frames, i.e., αn = 1 − α for n = 1, 2, . . . , N . The
strategies in which the value of σ̃n is given by the functions in Eq. (5.5) are used to
incorporate the uncertainties as weights are referred to as WMA &

1
σ

and WMA &

e−σ .
5.1.4.2

Kalman Filter

Following the moving averages, we attempt to track the gaze with a Kalman
Filter. Initially we devise a filter model that tracks the Cartesian coordinates of the
gaze direction. The state vector, Xt , at time t is given by
 
xt 
 
 yt 
 
Xt =   ,
ẋ 
 t
 
ẏt

(5.6)

where xt and yt are the apparent rectangular coordinates of the gaze direction in
the horizontal and vertical coordinates at time t and ẋt and ẏt are the corresponding
velocities. We assume no acceleration in our system and normally distributed noise,
i.e,
Xt+1 = F · Xt + wt ,

(5.7)
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where wt ∼ N (0, σw ) is the zero-mean process noise and F is the system transition
matrix, which is given by


1

0

F =
0


0


0 1 0

1 0 1

.
0 1 1


0 0 1

(5.8)

Since the final coordinates of the gaze direction plays no particular role in
estimating gaze, we also develop a model solely based on angular direction. To that
end, we employ an angular Kalman filter that tracks the arc tangent of the gaze. For
the angular Kalman filter we model our state vector as
 
 ρt 
Xt =   ,
ωt

(5.9)

where ρ̃t = arctan(g̃x /g̃y ) is the apparent gaze orientation in polar coordinates at time
instant t and ωt is its corresponding angular velocity. We also model the dynamic
behavior of our system here as a constant angular velocity motion corrupted with
normally distributed noise. Hence, the transition matrix is given by


1 1
F =
.
0 1

(5.10)

Since we can directly observe the value of ρ̃t , xt , and yt based on the output of our
regressor, the observation model is given by
zt = H · xt + vt ,
where


1

0

H=
0


0

(5.11)



0

1


0


0

(5.12)
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is the observation matrix for the Cartesian filter and
 
1
H= 
0

(5.13)

is the observation matrix for the angular Kalman filter, and vt ∼ N (0, σv ) is the
zero-mean normally distributed observation noise.
The observation noise variance is a function of the gaze prediction uncertainty
σ̃. As explained in detail in our experimental results, we evaluate two strategies to
compute the observation variance: σw = 1/σ̃ and σw = e−σ̃ . The value of σv relative
to σw is empirically estimated using the Expectation-Maximization algorithm. The
estimated state x̂t = [ρ̂t , ω̂t ] is then obtained using the Kalman filter equations in
Chapter 3, and the estimated gaze in Cartesian coordinates for the angular Kalman
filter is obtained from the estimated state according to


 sin(ρ̂t ) 
ĝt = 
,
cos(ρ̂t )

(5.14)

where ρ̂t is the estimated apparent gaze in polar coordinates.
5.2

Evaluation Metrics
This section discusses the metrics we use for evaluating our proposed method’s

performance. To effectively perform gaze estimation and tracking, we need to establish an evaluation criteria. The purpose of our system is to generate an output gaze
prediction that is as close as possible to the ground truth direction. As previously
mentioned, since our goal is gaze direction and not location, we evaluate our system
based on angular error. That is, the smallest angle between the predicted and ground
truth gaze direction. We first obtain the unit vector of the gazes by dividing the gaze
vector by its norm. Since the magnitudes of the resulting vectors are always one, to
obtain the angle between the two vectors we take the arc cosine of the dot product of
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the two unit gaze vectors. Lastly, we convert this from radians to degrees to facilitate
interpretation.
5.3

Analysis and Results
As mentioned in Chapter 4 we perform our evaluation on two independent an-

notation sets of the MoDiPro dataset, as well as on the merged set. Additionally we
explore the idea of a normalized set and then incorporating more keypoints, specifically the shoulder joints. We continue with a discussion on optimizing the parameters
of the network. The performance of our network is compared to the GazeFollow model
as a baseline for gaze estimation. Furthermore, the effect of utilizing the CGUs are
examined along with an analysis of the accuracy of the estimated uncertainties. Next,
we evaluate our temporal integration methods using the moving averages as a baseline against the Kalman filter. Following that, we perform a study on the impact of
the uncertainties in the temporal methods using a high uncertainty variance subset of
the assisted living environment videos. Finally, we discuss the results of our method
when applied to the publicly available Gaze360 dataset.
5.3.1

Gaze Prediction Results
Seven different combinations of images from the MoDiPro and GazeFollow

datasets are used to train our model. Models that are not pre-trained on the GazeFollow dataset use a learning rate of 5 × 10−7 , while the fine-tuned models use a
learning rate of 3 × 10−7 . Model evaluation results are summarized in Table 5.1.
Models Net#0-2 correspond to our neural network regressor trained on the merged
dataset of CAM 1 only, CAM 2 only, and on both cameras, respectively. Net#3
corresponds to the model trained only on the GazeFollow dataset, while Net#4-6
are obtained by fine-tuning Net#3 on the three subsets of MoDiPro videos.
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Results obtained by Net#0 on CAM 2 and Net#1 on CAM 1 demonstrate
how models trained only on a camera-specific set of images perform worse for generalized cases, with significantly higher angular errors for unseen camera views. Trained
on both CAM 1 and CAM 2, the Net#2 model demonstrates a more consistent performance across camera views. We can observe a slight decrease in performance
for the camera-specific tests in CAM 1 and CAM 2 with performance differences of
0.67°and 2.57°respectively. However, the performance for the non camera-specific
tests improve dramatically by 41.67°for CAM 1 and 23.72°for CAM 2.
Lastly, error comparisons between models Net#0-2 and Net#4-6 demonstrate that pre-training the model on the GazeFollow dataset before fine-tuning on the
MoDiPro dataset produces lower mean angular errors, with an optimal performance
of 21.17°for CAM 1 and 23.56°for CAM 2. This corresponds to an overall average
error 1.91°lower than Net#2, which is not pre-trained on GazeFollow. Furthermore,
training on GazeFollow and fine-tuning on MoDiPro shows a 2.23°improvement over
Net#3, which is trained solely on GazeFollow. For camera-specific performance,
CAM 1 performs with an angular error below 20°when images from CAM 2 are not
used for training. On the other hand, predictions for CAM 2 are significantly better
Table 5.1: Mean angular error on three different random splits of train/val/test
sets for each camera across the two annotations sets and the merged annotation set.
Train
Model
GF CAM1 CAM2 CAM1
GF-Model
45.82°
Net#0
X
21.85°
Net#1
X
64.19°
Net#2
X
X
22.52°
Net#3
X
23.29°
Net#4
X
X
19.71°
Net#5
X
X
22.40°
Net#6
X
X
X
21.17°

Test
CAM2
76.55°
49.75°
23.46°
26.03°
25.90°
22.94°
23.92°
23.56°

Mean
61.18°
24.28°
24.60°
22.37°
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Table 5.2: Mean angular error on three different random splits of train/val/test sets
for each camera on the models trained on a normalized and full set of annotation
set 1.
Train
CAM1 CAM2
norm. X
dataset
X
X
X
full
X
dataset
X
X
X

Test
CAM1 CAM2 Mean
19.83° 23.70°
21.38° 23.25°
20.06° 23.51° 21.79°
19.64° 23.44°
22.05° 23.38°
20.49° 23.46° 21.98°

when training is performed using CAM 1 and/or GazeFollow images. We hypothesize
that the lens distortions present in CAM 2 images easily lead to over-fitting, thus
confirming the advantage of training on additional sets of images. Overall, Net#6
provides the best and most stable result across the two camera views as this is generalized on top of the robust GazeFollow dataset and trained with both camera views.
Hence, Net#6 is the model we use in our temporal integration methods.
5.3.2

Normalized Dataset Experiment
Since training, testing, and validation sets are performed on a set of videos and

not split by frames, to see if there are any potential biases coming from videos with
a larger number of gazes, we opt to perform a study on the model’s performance on
a normalized dataset. That is, we limit all the videos in annotation set 1 to contain
an equal number of gazes. Since the minimum number of gazes possessed in any
particular video is 125, each video in this normalized set contains only 125 gazes. This
leads to 5, 875 and 3, 750 gazes in camera 1 and 2 respectively. Training is performed
using the normalize videos after pre-training on the Gazefollow dataset and testing
is done on the full video frames. The same model architecture and setup discussed in
previous sections are used in this study. Shown in Table 5.2, the results of training on
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just CAM 1 show slight improvements over the full dataset with a 0.19°and 0.26°error
reductions on the CAM 1 and CAM 2 test sets respectively. Whereas when training
on just CAM 2 and testing on CAM 1 and CAM 2 favors that of the model trained
on the normalized set with improvements of 0.67°and 0.13°respectively. Overall the
difference in mean angular error across training from both camera views is 0.19°.
The minimal differences in performance in all experiments in this study suggests that
having an unbalanced set of gazes in the videos should not pose any detriment to the
overall system. For this reason, we opt to continue doing evaluations only on full sets
to utilize all the generated data.
5.3.3

Additional Keypoints Experiment
We also evaluate the impact of incorporating additional bodily keypoints in

the performance of our gaze regressor network. Along with the facial keypoints of the
eyes, nose, and ears, we include the keypoints corresponding to the two shoulder joints
(keypoints 2 and 5 in Fig. 5.4). We hypothesize that the position of the shoulder
joints may contain information on the direction which the person faces. When two
shoulder joints are present and relatively equidistant from the head centroid location,
the model could possibly learn to associate this with a direct frontal or backward
view. On the other hand if only one shoulder joint is present, the model could learn
that this is a horizontal gaze direction.
We evaluate the performance of a model on annotation set 1 with and without
the additional shoulder keypoint spatial coordinates and corresponding confidence
scores. In this study, the model input is modified to 14 CGUs to account for the
additional two keypoints and confidence scores. Both are optimally trained with
2, 000 epochs with a learning rate of 5e−04. Early-stopping on the validation angular
error and a checkpoint procedure is applied to save the model with the best results.
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Figure 5.4: Keypoint denotations and location.

Table 5.3: Mean angular error on three different random splits of train/val/test sets
for each camera on the models trained with and without shoulder keypoints on
annotation set 1 without finetuning on the GazeFollow dataset.

without
shoulder
keypoints
with
shoulder
keypoints

Train
CAM1 CAM2
X
X
X
X
X
X
X
X

Test
CAM1 CAM2 Mean
20.70° 39.17°
47.23° 22.90°
19.93° 23.68° 21.81°
21.78° 44.52°
76.97° 27.71°
23.42° 23.07° 23.25°

All the results in Table 5.3 correspond to the two models trained with and without
the shoulder keypoints. The training, validation, and test sets are kept constant for
each experiment to provide consistency for a fair evaluation.
When trained without the shoulder keypoints we consistently see lower angular
errors for all scenarios except with a slight improvement of 0.61°when trained on both
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camera views and tested on CAM 2 scenarios. Specifically, the largest discrepancy
is when training is done only on CAM 2 scenarios and tested on CAM 1. In that
experiment, the model trained without the shoulder keypoints is drastically better
with a 29.74°improvement. This large difference in performance demonstrates the
drawback of using additional shoulder keypoints to train from when obtained from
obscure and complex viewpoints, such as CAM 2. Moreover, the mean angular error
for the model without the shoulder keypoints demonstrate a better performance of
21.81°compared to the model trained with the keypoints of 23.25°. The degradation in
performance in mean angular error for the model trained with the keypoints suggest
that utilizing the shoulder keypoints in our dataset does not provide any benefits
overall. Further evaluations in this thesis will only consider using the dataset without
the additional keypoints.
5.3.4

Network Architecture and Parameter Ablation Study
In this section we perform ablation studies on the architecture and parameters

of the neural network regressor. Modifying a neural network for optimal performance
is a rigorous and time-consuming task. Therefore we decide to limit our study to the
effects of the number of neurons in the hidden layers, as well as the regularization
parameters. All parameter studies are performed on the merged annotation dataset
for a more general and complete understanding of the model. We pre-train all the
models in this section initially on the GazeFollow dataset for a fair assessment. These
pre-training sessions use a learning rate of 0.005 for 1, 000 epochs and early stopping
based on the validation angular error. We used a checkpoint procedure based on
validation angular error to save the best model weights. These best model weights
are then used to initialize the model when fine-tuning on the merged dataset. These
fine-tuning sessions are set up with a learning rate of 5e − 7 for 10, 000 epochs with
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early stopping based on the validation error and again a checkpoint procedure of
saving the best model weights.
The first study is on the number of neurons in the two hidden layers. In
this ablation study, we keep the L2 regularization of the layers at a constant of
0.001 while varying the number of neurons in the hidden layers. Table 5.4 shows
the final mean angular error from the two camera views trained on the three camera
scenarios. We vary the number of neurons of the two layers from 4 to 8 increasing by
2. We can observe in the test set that when the first and second layers contain 4 and
6 neurons respectively, we observe the worse performance at 24.03°. Looking at the
mean angular error as we increase the number of neurons in layer 1, we see an increase
in performance. This suggests a low number of neurons in the first layer is incapable
of performing optimal gaze estimations. Note that a common architecture of widely
used neural networks is starting with a larger number of neurons in the first layers
and then decreasing the number of neurons per layer throughout the network. On the
other hand, varying the number of neurons of the second layer does not seem to show
a definitive trend in accuracy. With that said, the best results are obtained when the
layers are built with 8 and 6 neurons in the first and second layer respectively with
an angular error of 21.93°.
Table 5.4: Final average angular error across the two camera views for different
combinations of number neurons in each hidden layer performed on the merged
dataset with a constant regularization level of 0.001. Results are shown for the
Testing and Validation set.
Test
Layer 1
4
6
8
Mean

4
23.30°
22.33°
23.07°
22.90°

6
24.03°
22.77°
21.93°
22.91°

Validation
Layer 2
8
Mean
4
22.06° 23.13° 29.76°
23.30° 22.80° 29.27°
22.41° 22.47° 28.67°
22.59°
29.23°

6
28.50°
29.35°
28.26°
28.70°

8
28.57°
30.16°
29.25°
29.33°

Mean
28.94°
29.59°
28.73°
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The next study evaluates the impact of the level of regularization in the hidden
layers. For this study, we keep the number of neurons in both of the hidden layers at
10 for a constant and fair evaluation. Again the model is fine-tuned from pre-training
on the GazeFollow dataset. We again take the final average angular error of across the
three training scenarios as the final evaluation number. Table 5.5 shows the results of
varying the regularization levels for the two hidden layers. The best performance on
the test set is obtained when we use a regularization of 10−2 for both layers, with an
angular error of 21.90°. We can notice the degradation in performance in the mean
errors as we decrease the regularization factor for both layers, with angular errors
slightly above 20°. The best performances are achieved with a higher regularization
value of 10−2 in either layer, leading to mean angular errors of 21.95°and 21.94°for
layer 1 and 2 respectively. Since the large MoDiPro dataset contains over 20k gazes,
a larger regularization level is appropriate in learning optimal gaze predictions and
not overfitting to the data. As we decrease the regularization parameter, the model
is not capable of generalizing to unseen data and thus generates lower performance
levels.
Finally, we carry out a study again on the regularization levels but this time
varying the number of neurons per layer. The same evaluation procedure and set
Table 5.5: Final average angular error across the two camera views for different
combinations of regularization level in each hidden layer performed on the merged
dataset with both layers set to 10 neurons. Results are shown for the Testing and
Validation set.
Test
Layer
Layer 1 10−2 10−3 10−4 Mean
10−2 21.90° 21.97° 21.97° 21.95°
10− 3 21.96° 22.04° 22.03° 22.01°
10−4 21.95° 22.04° 22.04° 22.01°
Mean 21.94° 22.02° 22.01°

Validation
2

10−2
28.12°
28.16°
28.17°
28.15°

10−3
28.12°
28.14°
28.14°
28.13°

10−4
28.12°
28.13°
28.14°
28.13°

Mean
28.12°
28.14°
28.15°
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Table 5.6: Final average angular error across the two camera views for different
combinations of regularization level in each hidden layer performed on the merged
dataset with layers 1 and 2 set at 8 and 6 neurons respectively. Results are shown
for the Testing and Validation set.
Test

Validation

Layer 2
Layer 1 10−2 10−3 10−4 Mean 10−2
10−2 21.73° 21.83° 21.83° 21.80° 28.15°
10−3 21.75° 21.94° 21.91° 21.87° 28.15°
10−4 21.75° 21.85° 21.85° 21.82° 28.16°
Mean 21.74° 21.87° 21.86°
28.15°

10−3
28.21°
28.26°
28.17°
28.21°

10−4
28.21°
28.26°
28.23°
28.23°

Mean
28.19°
28.22°
28.19°

up described above are used while the number of neurons in layer 1 and layer 2
is set to 8 and 6, respectively. Results indicated in Table 5.6 show that again a
larger regularization level in both hidden layers yields the best performance with
an angular error of 21.73°. Compared to the best results previously acquired, the
model here achieves at least 0.17°lower error. Similar to the optimization of the
regularization levels, we can see here that the worse performances is obtained when
using smaller regularization values. As we decrease the regularization levels, we see
the mean angular error for both layers increase above 21.80°.
5.3.5

Impact of Confidence Gated Units
This subsection explores our model’s performance with and without the con-

fidence gated units. The analysis is evaluated with the model’s performance as a
function of the average keypoint confidences. The analysis is only carried out for
samples containing all the keypoints since low average confidence scores and missing
keypoints are relatively orthogonal sources of uncertainty and must hence be assessed
independently. To evaluate the model without the CGUs, we first train a model that
replaces the first 10 CGUs from the input layer with simple ReLU units initialized
in the same way as described earlier. Following that, we evaluate the performance
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Figure 5.5: Median angle errors as a function of average keypoint confidences on
data with no missing keypoints for the models with CGUs and without CGU. The
boxes represent the 75th and 25th percentiles of the error distribution, the horizontal
red lines correspond to the median values, the whiskers represent the maximum and
minimum values, and the red crosses indicate outliers. The performance
improvement of the CGUs is more pronounced at lower confidences.
of both models (one without the CGUs and one with the CGUs) according to the
average values of the facial keypoint confidence scores. We separate the keypoint
confidence score range into eight ranges and compute the median angular error for
each range for both the models. The box plots in Fig. 5.5 show that the performance
benefits of the model with the CGUs increases as the average keypoint confidence decreases. The difference in performance increases from 1.74°in the highest confidence
bin to 3.12°in the bin with the lowest average keypoint confidences.
5.3.6

Quality of Predicted Uncertainties
This section present an analysis of the quality of the predicted uncertainties.

To evaluate the distribution of our model’s uncertainty predictions in relation to the
angular error and number of keypoints, we generate a polar plot of the corresponding
number of keypoints and angular errors with the uncertainty value. In Fig. 5.6, the
correlation between uncertainty predictions produced from our network regressor and
the corresponding angular errors is shown. For each sample in these plots, the angle
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Figure 5.6: Distribution of gaze direction (ρ̃j ) and uncertainty predictions (σ̃ j ) for
cameras 1 (left side) and 2 (right side) on the MoDiPro dataset. In the first and
third plots from left to right, the color map depicts angular error of predictions. In
the second and fourth plots from left to right, the colors represent the number of
keypoints detected by OpenPose [5] for the corresponding samples. For better
visualization, the samples are grouped into equally spaced bins.
corresponds to the predicted gaze direction g̃ j , i.e., ρ̃j = arctan(g̃yj /g̃xj ) and the radial
distance corresponds to its predicted uncertainty σ̃ j . In the first and third plots
from left to right, the associated color map shows that lower errors (dark blue) are
observed for predictions with lower uncertainty (small radial distance), with higher
errors observed as the uncertainty increases.
Since the predicted uncertainties contribute to the foundation of our temporal
integration methods, we want to explore how well calibrated our network’s prediction
uncertainties are compared with the gaze angular error. For a well calibrated network,
we should expect to see a distinct correlation with high prediction uncertainties for
greater angular errors. For that purpose, we plot the predicted uncertainties along
with the cumulative mean angle error as illustrated in Fig. 5.7. The figure shows a
high correlation between the uncertainty predictions from our model and the mean
angular error. We can observe that a significantly lower mean angular error occurs
for lower prediction uncertainties. Uncertainties lower than 0.1 are observed for 80%
of the test set, a subset for which the gaze estimations provided by our model are on
average off by only ∼ 15°.
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Predicted Uncertainty

Figure 5.7: Cumulative mean angular error according to uncertainty predicted by
our model for each sample.

Table 5.7: Comparison of mean angular errors of the moving average methods and
network predictions on annotation set 1, 2, and the merged annotation dataset.
Annotation Set 1
Annotation Set 2
Merged Annotations
Cam1 Cam2 Both Cam1 Cam2 Both Mean Std. Dev Cam1 Cam2 Both Mean
NET#6
Simple MA
Weighted MA
WMA & σ1
WMA & e(−σ)

5.3.7

21.54°
21.50°
21.40°
21.47°
21.42°

22.71°
22.59°
22.45°
22.43°
22.46°

21.98°
21.87°
21.73°
21.72°
21.72°

23.64°
23.54°
23.47°
23.52°
23.47°

25.42°
25.26°
25.22°
25.19°
25.21°

24.16°
24.11°
23.98°
24.00°
23.98°

23.24°
23.15°
23.04°
23.06°
23.04°

1.23°
1.21°
1.23°
1.22°
1.22°

21.32°
21.24°
21.16°
21.22°
21.16°

23.16°
23.11°
23.00°
23.00°
23.00°

22.37°
22.32°
22.17°
22.18°
22.17°

22.28°
22.22°
22.11°
22.13°
22.11°

Moving Average Results
Experimental results corresponding to different moving average strategies are

summarized in Table 5.7. The table shows results for the two annotation sets and the
merged annotation set as angular error. We report the mean and standard deviation
across the three scenarios across the two annotation sets and also a mean angular error
for the merged dataset. The merged dataset here consistently shows lower angular
errors throughout the raw network predictions and moving average methods. For
each moving average technique, we compute the average for the two coordinates of
the gaze direction vector separately. The values of the parameters N , αt−n , and σ̃t−n
are determined experimentally. For the Simple MA method, we observed that values
greater than N = 3 led to diminishing returns on the average angular error across
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both cameras. For Weighed MA, a value of N = 6 leads to similar behavior, whereas
for WMA &

1
σ

and WMA & WMA & e(−σ) , N = 5. An iteration over the values of α

from 0.05 with a step size of 0.05 to 0.95 was performed to find the optimal α. For
Simple MA, we found the optimal value of α = 0.85 and for the remaining methods
we use α = 0.60. As the table indicates, improvements can be seen from using
just a simple moving average from 22.28°to 22.22°for the merged data mean angular
error, and then again using weighted moving averages. The best improvements are
observed with the Weighted MA, WMA & σ1 , and WMA & e(−σ) with improvements in
the mean angular error of 0.17°, 0.15°, and 0.17°respectively from the the raw network
predictions. Significantly higher errors are observed for CAM 2 than CAM 1 due to
the distortion of the placement of the camera. The improvements in the weighted
moving average methods suggest the importance of determining reliable weights for
temporal information in refining current gaze predictions. We suspect the relatively
small improvements in these moving average techniques is influenced by the variance
in the prediction uncertainties. That is, if over a given a time window the prediction
uncertainties are relatively constant, then applying a moving average will not result
in much change. We further explore this conjecture in subsequent sections of this
chapter.
5.3.8

Kalman Filter Results
In this section we present the evaluation of the proposed Kalman filters for

temporal gaze estimation. To evaluate the performance of our uncertainty-weighed
Kalman filters described earlier in the chapter, we compare their average angular
error with the errors obtained by the moving averaging schemes and the raw network
predictions.

63
Table 5.8 includes the results for the Kalman filters compared to the other
methods for the two annotation sets and the merged set. Similar to the moving
averages, when applying the Kalman filters we consistently see lower mean angular
errors on the merged set than the separate annotation sets. When applying the
Kalman filter on the Cartesian coordinates of the gaze direction predictions, we see
a slight degradation in performance in the mean angular error compared to just the
raw network predictions. With the spatial Kalman filter using

1
σ

as the observation

generates a 0.04°decrease in performance for the mean angular error in the merged
dataset, and using e−σ̃ in this filter generates the worse results with an increase
in mean angular error of 0.19°. This decrease in performance can be attributed
to the fact that we are not explicitly accounting for the spatial location of the gaze
prediction, but rather we tailor our network outputs to regress relative gaze direction.
With that in mind, using a Kalman filter to track and refine the spatial coordinates
of our network’s gaze prediction will likely not yield any improvements on the angular
component of gaze direction. Because of the performance degradation obtained with
the Cartesian Kalman filter, further studies on the Kalman filter are performed using
the angular Kalman filter. For the angular Kalman filter, when using the inverse
of the uncertainties as the observation covariance, we observe a reduction in mean
angular error in the merged set compared to the network predictions across tests
on CAM 1, CAM 2, and both cameras with an average improvement of 1.42◦ on the
merged annotations set. Using e−σ̃ as the observation covariance further reduces
the error by 2.76◦ on the merged set. We suspect that using e−σ̃ to update the
observation covariance promotes a more significant increase in performance because
it better reflects the actual covariances learned by the network. Fig. 5.8 illustrates
the performance of the Kalman filter on a sample video from the MoDiPro dataset.
The smoothing nature of the filter moves the sporadic noisy predictions closer to the
true gaze direction.
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Table 5.8: Comparison of mean angular errors of the Kalman filters with the
moving averages and network predictions on annotation set 1, 2, and the merged
annotation dataset.
NET#6
Simple MA
Weighted MA
WMA & σ1
WMA & e(−σ)
Spa. KF & σ1
Spa. KF & e(−σ)
Ang. KF & σ1
Ang. KF & e(−σ)

5.3.9

Annotation Set 1
Annotation Set 2
Cam1 Cam2 Both Cam1 Cam2 Both

Merged Annotations
Mean Std. Dev Cam1 Cam2 Both Mean

21.54°
21.50°
21.40°
21.47°
21.42°
21.56°
21.65°
19.63°
18.35°

23.24°
23.15°
23.04°
23.06°
23.04°
23.25°
23.33°
21.03°
20.28°

22.71°
22.59°
22.45°
22.43°
22.46°
22.77°
22.76°
21.53°
19.98°

21.98°
21.87°
21.73°
21.72°
21.72°
21.99°
22.05°
20.08°
18.72°

23.64°
23.54°
23.47°
23.52°
23.47°
23.62°
23.78°
20.63°
20.53°

25.42°
25.26°
25.22°
25.19°
25.21°
25.42°
25.46°
22.91°
22.83°

24.16°
24.11°
23.98°
24.00°
23.98°
24.11°
24.26°
21.38°
21.24°

1.23°
1.21°
1.23°
1.22°
1.22°
1.43°
1.44°
1.07°
1.52°

21.32°
21.24°
21.16°
21.22°
21.16°
21.33°
21.50°
19.87°
18.46°

23.16°
23.11°
23.00°
23.00°
23.00°
23.23°
23.35°
21.71°
20.32°

22.37°
22.32°
22.17°
22.18°
22.17°
22.39°
22.53°
21.01°
19.77°

22.28°
22.22°
22.11°
22.13°
22.11°
22.32°
22.46°
20.86°
19.52°

Impact of the Uncertainties in Temporal Methods
Given the improvements in accuracy obtained when utilizing the uncertain-

ties, we further explore the impact of varying the uncertainties on the temporal
integration techniques. We hypothesize that the temporal integration methods have
a higher impact on videos with higher prediction uncertainty variances. That is, over
extended periods with low uncertainty variance, meaning that the uncertainties are
relatively constant, incorporating the uncertainties in the temporal methods is essentially equivalent to adjusting the network regressor predictions by a constant factor
thus providing no actual impact. Fig. 5.9 shows the distribution of the predicted
uncertainty variance over the videos in the merged dataset. As the figure indicates,
over 87% of the videos have an predicted uncertainty variance of 0.01 or less. This
high percentage of low predicted uncertainty variance limits the performance of the
temporal methods using the prediction uncertainties. To validate that hypothesis, we
perform an analysis of the improvement in accuracy as a function of the prediction
uncertainty variance.
Fig. 5.10 shows the average angular error of the proposed moving average
methods and angular Kalman filter over the raw network predictions on the various
annotation sets. Values lower than one indicate relative performance gains, whereas
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Figure 5.8: Sample video from the ModiPro dataset (CAM 2) showing the
smoothing effect of the Kalman filter compared to the raw predictions obtained
from the network.
values higher than one indicate performance degradation. We set the range of the
uncertainty variances from 0 (i.e., considering all the videos) to 0.01. The number
of videos towards the 0.01 uncertainty variance threshold decreases drastically, explaining the stagnant results from 0.08 to 0.01. We opt to stop the range at 0.01
as the number of videos beyond that point would not be able to show conclusive
results. The moving average schemes show no performance improvements for uncertainty variances lower than 0.005. In fact, the simple moving average (SMA) method
shows a small degradation in that range. For higher variances, the moving average
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Figure 5.9: Frequency of uncertainty variance ranges of videos as percentages.

Figure 5.10: Ratio of average angular error of temporal integration methods to
network raw predictions for different uncertainty variance ranges.
schemes show an improvement of up to 5% over the raw predictions. On the other
hand, the Kalman filter methods show up to 16% and 19% improvements at higher
uncertainty values.
Based on the previous analysis, we generated a separate set of videos with
high uncertainty variances from the assisted living environment dataset to better
understand the impact of prediction uncertainties on the temporal methods. The
average uncertainty variance in these videos is 1.2 × 10−2 compared to 3.6 × 10−3 in
the merged set. These results are shown in Table 5.9. Unlike before where results on
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the mean angular error on the merged dataset performed better, the mean angular
error across the two annotation sets outperforms the merged dataset. We know the
prediction uncertainties are highly correlated with the actual uncertainties in the gaze
estimation process. With that in mind, the better average performance across the two
individual annotation sets compared to the merged set can be attributed to the fact
that higher uncertainty variance scenarios may require averaging more annotation
sets to obtain optimal performance.
Although the performance gains provided by the moving average schemes is
higher (up to 1.18◦ and 1.00◦ on average for WMA & e−σ for the two annotation
sets and merged annotations respectively), they remain relatively modest. On the
other hand, the strategies based on the Kalman filter show average improvements of
9.67◦ and 11.35◦ for the two annotation sets and an improvement of 8.72◦ and 10.41◦
on the merged annotations for these high uncertainty variance videos. This large
improvement in performance provides strong support that high uncertainty variance
videos greatly benefit from our uncertainty-weighed temporal integration methods.
Table 5.9: Comparison of mean angular errors (degrees) of the angular Kalman
filter predictions with the moving averages and raw network predictions for high
uncertainty variance videos.

NET#6
Simple MA
Weighted MA
WMA & σ1
WMA & e(−σ)
KF & σ1
KF & e(−σ)

Annotation Set 1
Annotation Set 2
Cam1 Cam2 Both Cam1 Cam2 Both

Merged Annotations
Mean Std. Dev Cam1 Cam2 Both Mean

49.51°
48.94°
48.93°
49.14°
48.29°
38.95°
37.35°

48.50°
48.04°
47.95°
48.20°
47.32°
38.83°
37.15°

46.91°
46.32°
46.22°
46.51°
45.56°
37.45°
35.58°

47.40°
46.74°
46.78°
46.94°
46.28°
37.02°
35.44°

49.43°
49.19°
49.07°
49.34°
48.35°
39.29°
37.64°

49.13°
48.70°
48.63°
48.93°
47.89°
40.83°
39.04°

48.62°
48.36°
48.08°
48.32°
47.54°
39.45°
37.86°

1.00°
1.10°
1.08°
1.09°
1.05°
1.28°
1.27°

50.00°
49.58°
49.55°
49.78°
49.03°
40.81°
39.00°

48.34°
47.80°
47.77°
47.96°
47.21°
39.97°
38.32°

48.60°
48.24°
48.18°
48.31°
47.70°
39.99°
38.38°

48.98°
48.54°
48.50°
48.68°
47.98°
40.26°
38.57°
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5.3.10

Gaze360 Results and Analysis
In this section, we evaluate our gaze tracking approach on the publicly available

Gaze360 dataset [4]. This dataset is comprised of 3D gaze annotations. Since our
method does gaze estimation and tracking on 2D gazes, we convert these threedimensional vectors to two-dimensional vectors by eliminating the z-component of
the gaze vector and taking the projection of the 3D gaze vector onto the image plane.
These 2D vectors become our new ground truth annotations.
5.3.10.1

Dataset split and training details

The publicly available Gaze360 dataset contains 80 recordings and the 3D gaze
orientations of 238 subjects in unconstrained environments with variations in the
number of subjects per scene, indoor and outdoor locations, lighting, background,
and a wide range of head poses and distances. To date, Gaze360 is the largest
publicly available gaze dataset. Videos in the dataset consist of subjects looking at
a moving target, allowing for positions where the subject’s face is either partially
or fully occluded. That is, there are frames where the subject is facing the camera,
and others where the subject’s side profile is visible. This wide range of poses in
natural settings leads to a natural dataset of people in real-world environments and
situations. A cropped image of the subject’s head and the full image frame containing
the subject’s whole body and environment are given for each collected frame in the
dataset. For each of these images there is a ground truth gaze vector with the origin
given by the midpoint between the eyes. We refer the reader to Chapter 5 for further
information on the Gaze360 dataset collection and details.
We use the training, validation, and testing split proposed in [4]. Again, similar
to our MoDiPro analysis, we exclude frames where the pose estimation algorithm
cannot detect at least 2 facial keypoints, such that a total of 126, 812 frames are used
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Figure 5.11: Distribution of gaze directions in the Gaze360 dataset.

Predicted Uncertainty

Figure 5.12: Cumulative mean angular error as a function of the uncertainty
predicted by our model for each sample in the Gaze360 dataset.
for training, 17, 011 frames for validation, and 25, 949 frames for testing. Fig. 5.11
shows the angular gaze distribution for the frames used in our experiments. Following
our approach on the MoDiPro dataset, we fine-tune our gaze regression network pretrained on the GazeFollow dataset on the Gaze360 frames using a learning rate of
3 × 10−7 and batches with 64 samples. Training is performed for 4, 000 epochs with
early-stopping based on the validation loss.
First, we evaluate if our neural network regressor is able to provide accurate
and reliable gaze uncertainties for the Gaze360 dataset. We compare our network’s
predicted gaze uncertainties to the accuracy of the predictions on the Gaze360 dataset.
Fig. 5.12 shows how the average angular error increases as the predicted uncertainty
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Figure 5.13: Gaze vectors on images of three consecutive frames for ground truth,
raw prediction, and Kalman Filter on a sample Gaze360 subject.
increases. 80% of the Gaze360 data used in our evaluation contain predicted uncertainties of 0.15 or less. While the overall error of the raw network predictions is
31.30°, within that uncertainty range, the corresponding average angular error is less
than ∼ 25°.
The temporal integration results on the Gaze360 dataset, shown in Table 5.10,
are consistent with those for the MoDiPro dataset. The Simple MA and Weighted MA
methods show modest error reductions of 0.02◦ and 0.10◦ respectively. We observe
a 0.11◦ decrease in mean angular error when we introduce the uncertainties into
the moving average schemes. Finally, the Kalman filter methods reduce the mean
angular error by 6.59◦ and 6.85◦ in the Kalman filter with

1
σ

and e(−σ) respectively.

That is, the KF & e(−σ) method shows an average angular error of 24.45◦ , which is
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Table 5.10: Comparison of mean angular errors for the angular Kalman filter with
the moving averages

NET
Simple MA
Weighted MA
WMA & σ1
WMA & e(−σ)
KF & σ1
KF & e(−σ)

Gaze360
31.30°
31.28°
31.20°
31.19°
31.19°
24.71°
24.45°

comparable to the error obtained when only the low-uncertainty samples are taken
into consideration. This demonstrates the effectiveness of our temporal integration
technique across multiple datasets to reduce the mean angular error, particularly in
the presence of low-confidence observations. An example of gaze predictions is shown
in Fig. 5.13 for three consecutive frames from one of the Gaze360 videos. In the figure,
the ground truth is plotted along with the raw prediction as well as the prediction
obtained using the Kalman filter method using e(−σ) .
5.4

Chapter Summary
This chapter discusses the gaze estimation and tracking pipeline for the MoDiPro

dataset described in Chapter 4. We generate initial gaze direction predictions using a
neural network regressor which takes in facial keypoints and its corresponding confidence scores as inputs. We experimented on various temporal integration techniques
to refine the initial predictions. These techniques include moving averages and a
Kalman filter. We determined the best temporal technique based on the results of
evaluating on the MoDiPro dataset. Following that, we do ablation studies on the
parameters and architecture of our network and perform an analysis on the effect
of the prediction uncertainties on our temporal methods. Additionally, we employ
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our proposed system on a publicly available large-scale real-world gaze estimation
dataset, which showed promising results.
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CHAPTER 6
CONCLUSION

In this thesis, we propose a gaze estimation and tracking method specifically
for patients in an assisted living environment to help aid physicians in health evaluation processes. Gaze direction is a key indicator of a person’s actions, thus a reliable
way to monitor their behavior and ultimately their health. First we generate a gaze
dataset directly from videos captured in a real discharge facility. We develop a reliable
gaze estimation and tracking method using a Kalman filter that tracks the angular
gaze direction based on the gaze prediction and prediction uncertainties from a neural
network regressor that uses facial keypoints as inputs.
From the discharge facility detailed in 4, we collected over 2, 000 frames of data
across the two cameras with over 20k annotated gazes in total from 22 individuals. We
generate a discharge facility gaze estimation dataset called MoDiPro from videos in
the assisted living environment. We then use an off-the-shelf human pose estimation
technique to gather the facial keypoint locations and confidence scores which are used
as inputs to our neural network regressor that predicts the gaze’s 2D spatial direction
and prediction uncertainty. Furthermore, ablation studies on the network architecture
and parameters are performed as well as studies on various modifications to the
dataset to gain more insight into the network’s performance. We prepared various
modifications to the dataset such as normalizing and adding in additional keypoints
in an attempt to increase our proposed system’s performance. Although performance
levels on these varied datasets yield unfavorable results, we gain some insight to ensure
a more stable and reliable system. Along with that, ablation studies on the network
itself and on the CGUs show promising results of incorporating the confidence scores
as a prominent feature in gaze estimation. Lastly, for tracking gazes we employ
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various temporal methods such as moving averages and a Kalman filter to track the
gazes. The improvement in performance in our temporal integration methods indicate
the importance of using previous information when tracking gazes. Our performance
increase when using the high prediction uncertainty dataset illustrate the benefit of
fully utilizing the prediction uncertainties to their potential.
Current health evaluation procedures include questionnaires or self-evaluations
which can be unreliable and time consuming. For that purpose, implementations
of smart, efficient and unobtrusive health evaluation strategies have become more
popular. Since human gaze direction correlates with behavior and in turn can be
used for health evaluation, the use of reliable gaze estimation techniques can aid in
this endeavor. Current state-of-the-art gaze estimation techniques are deep learning
based, and conventional deep learning models are unable to provide an estimate of
their uncertainty much less incorporate them into a temporal method. Along with
that, gaze estimation works that depend on salient features in images are limited
to biases in the frame which shift the gaze estimation problem to analyzing the
environment.
Our experimental results show the crucial aspect of estimation uncertainties
in gaze tracking. Both our uncertainty-aware regressor and our CGUs play significant
roles in reducing gaze estimation errors, particularly in unfavorable conditions. Given
the high correlation between prediction angular errors and network prediction uncertainties, we are able to provide reliable uncertainties within an angular Kalman filter
tracking framework that refines the accuracy of our proposed system. Experimental
results on the MoDiPro dataset demonstrate the effectiveness of our method in a real
assisted living environment. Furthermore, results on the Gaze360 dataset illustrate
the generalization capability of our approach. Our proposed system is suitable for
general cases and its final application of providing human behavior diagnostics in
assisting physicians evaluate health status.
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6.1

Contributions
Our proposed system is entirely software based using a neural network re-

gressor to generate prediction uncertainties and gaze estimations which are further
improved with an angular Kalman filter. The contributions in this thesis can be
summarized as the following:
1. We extend our assisted living dataset [20] from 1, 060 frames to over 20k as
well as generating two separate annotation sets from two different annotators.
We then generate a smaller dataset from the assisted living environment videos
which contain high prediction uncertainty variances. We also provide an analysis on the statistics of the gathered data and the data used for training, testing,
and validation. Our experimental results show that our proposed method improves gaze estimation and tracking in assisted living scenarios and in a publicly
available datasets [22, 4].
2. From [20], we continue to explore and optimize the network regressor parameters on the newly extended dataset. The network relies solely on the relative
positions of facial keypoints to estimate gaze direction. From the coordinates
and confidence levels of the detected facial keypoints, the regression network
estimates the apparent gaze of the corresponding individuals as well as the
prediction uncertainty.
3. In cases involving unfavorable views or self-occlusion, one or more facial keypoints might not be detected with high confidence. To handle low-confidence
detections, in [20] the authors introduced the concept of Confidence Gated Units
(CGU) to induce the model to reduce the impact of detections for which a low
confidence level is provided. We continue to evalaute the performance of our
model on the extended dataset with and without the CGUs on varying keypoint
confidences.
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4. Lastly, we employ various temporal integration methods, such as moving averages and a Kalman filter, to track the gaze predictions. Our optimal methods
uses gaze uncertainties to adjust the estimations. We compare the performance
of the Kalman filter techniques (our optimal method) with different moving
average schemes that utilize past gaze estimations to adjust current gaze predictions.
6.2

Future Work
Although our proposed system shows promising results of utilizing gaze esti-

mation uncertainties in gaze tracking, there are still further improvements that can
be made in our system to increase robustness and the accuracy of our method.
An area of potential improvement is our network regressor. Our network
regressor outputs are based on the facial keypoints and their confidence scores. Some
ways we can compliment the facial keypoint information that is fed into our neural
network regressor could include full facial images of the subject, or providing cropped
images containing important regions of the face, in particular the eyes. Systematic
images of the face, which are then processed through a CNN could allow our network
to obtain latent information that the facial keypoints are not capable of capturing.
Along with that, instead of providing the facial keypoints with the facial images, we
can have a parallel network that works in tandem. That is, if we have a secondary
network that generates gaze estimations and uncertainties based on images of the
subject’s head, we can have a system that can further optimize itself from two sources
generating stronger and robust gaze predictions.
Next, we can also investigate more strategies to incorporate temporal information in our gaze tracking stage. Specifically, we could design a method that better
reflects the gaze estimation errors in our system to imitate that of problems corrupted
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by noise that follows a von Mises distribution [76, 77].
Finally, further improvements can be made in the tracking stage in our system.
We can further use our gaze estimation uncertainties in a more effective way compared
to a Kalman filter. This includes possibly using our uncertainties as an initial starting
point for attention-based temporal mechanisms such as transformers [55]. Attentionbased machine learning techniques are becoming widely popular in computer vision
such as image-captioning [78] , image classification [79], and image segmentation
[80] tasks. The importance of attention mechanisms in attention-based temporal
estimation techniques suggest that we can yield favorable performances if we can
generate optimal attention scores. Since our uncertainties are highly correlated with
angular error, using them in attention weighted gaze estimation methods could result
in higher accuracy.
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