This study examines the effect of agglomeration economies on productivity growth in Indonesian manufacturing industries during the first decade of this century. Productivity growth is measured at the firm level using the Färe-Primont productivity index. Each firm's productivity growth is then regressed against a set of firm and industry characteristics, including three measures of agglomeration representing the effects of specialisation, diversity and competition. The results show evidence of a positive specialisation effect and a negative diversity effect for aggregate manufacturing and sub-sectors. Further, there are mixed effects across industries suggesting that Porter's competition externalities stimulate firm productivity growth under some conditions but not others.
Introduction
The concentration of economic activities in certain regions has become a common phenomenon in both developed and developing countries. Some of the most popular examples are the high-tech industry in the Silicon Valley or the auto industry in Detroit. In a spatial perspective, this feature is often referred to as agglomeration. Agglomeration economies, or location-specific economies, are independent of a single firm, but accrue to all of the firms located in the same area. Agglomeration economies are understood to provide economic reasons for the clustering of economic activities as well as the tendency of the geographic concentration of firms to persist over time (Andersoon and Lööf 2011) .
The notion that agglomeration economies encourage spatial concentration has led to a good deal of research on the relation between agglomeration and productivity. The focus has been on whether agglomeration economies promote productivity growth. Glaeser et al. (1992) pioneered studies in this field, formulating the terminology "dynamic externalities" to explain how firms gain from external economies. The three types of dynamic externalities proposed by Glaeser et al. (1992) are Marshall-Arrow-Romer (MAR) externalities, Jacobs' externalities, and Porter's externalities, which are also referred to as specialisation, diversity, and competition, respectively. The core of the distinction among these concepts lies in the question of whether knowledge spillovers come from within the industry or from other industries, and the role of competition in influencing knowledge spillovers.
The MAR theory of spillovers deals with spillovers within an industry. Firms benefit from location and physical proximity through inter-firm exchanges of knowledge and information, reduced costs from labour pooling, and input sharing. The accumulated knowledge and experience of one firm is transmitted to other firms without appropriate compensation (Glaeser et al. 1992) .
In contrast, Jacobs ' (1969) theory of spillovers emphasises the role of diversity or variety in industries for promoting productivity growth. In a diversified area, the interchange of ideas and knowledge between firms is more frequent, so the variety of industries within a region stimulates knowledge externalities, which in turn results in local industrial productivity growth. Accordingly, regions with a diversified economic structure should perform better than specialised areas (Quigley 1998) .
Finally, in terms of competition, Jacobs (1969) and Porter (1990) agree that local competition is more conducive to productivity growth, in contrast with MAR, who believe that local monopolies are more appropriate. Porter's model emphasises the idea that local competition forces firms to improve their ideas and to accelerate the imitation process. A high level of competition provides incentives for firms to innovate through higher allocations of R&D spending (Combes 2000) . The pressure to produce creative innovation is much greater in competitive regions, which then leads to improved technological progress, and hence productivity growth.
These insights about external economies have led empirical studies on agglomeration economies and productivity growth to focus on the disagreement between the two main theories of external economies, namely specialisation (or MAR externalities) and diversity (or Jacobs' externalities). However, the two theories are not necessarily mutually exclusive or always contradictory (Beaudry and Schiffauerova 2009 ).
Our examination of the effect of agglomeration economies on productivity growth in Indonesian manufacturing industry is organised in seven sections. Following the introduction, Section 2 discusses industrial development and agglomeration in Indonesia. Section 3 provides the literature review. The analytical framework is discussed in Section 4, followed by discussion of the data and measurement of variables in Section 5. Section 6 contains the empirical analysis, and Section 7 presents conclusions.
Industrial Development and Agglomeration in Indonesia
Similar to many developing countries, Indonesia has adopted a strategy of rapid industrialisation by promoting the industries that use relatively simple technology and are labour intensive, such as textiles and garments (Felipe and Estrada 2007) , or that are resources based, such as food and beverages. Since 1967, the Government of Indonesia has implemented six industrialisation stages (Ministry of Industry Republic of Indonesia 2009), with different targets, achievements, policies and challenges. In a relatively short period, since the mid-1960s to just before the economic crisis in 1997, Indonesia has transformed from a stagnant economy dominated by the agrarian sector to one dominated by a strong manufacturing industry with its exports 1967 1969 1971 1973 1975 1977 1979 1981 1983 1985 1987 1989 1991 1993 1995 1997 1999 2001 2003 2005 2007 2009 
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Agriculture Mining Manufacturing Services driving sustained economic growth (Jacob 2005 1976 -2009 Oil Boom (1976 -1981 Oil Price Decline (1982) (1983) (1984) (1985) Oil Price Decline (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) Economic Crisis and Recovery (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) Recovery Two industries that dominated in the early stage of industrialisation, but whose contribution has steadily declined are the tobacco industry (ISIC 16) and textile industry (ISIC 17) . In contrast, the motor vehicles and transport equipment industries (ISIC 34 and 35) show the most growth, with a combined share that increased from only 5.63% from 1976-1981 to 13.40% from 2005-2009 . Similarly for the paper products industry (ISIC 21), the contribution increased from 1.2 percent in 1976-1981 to 5.79 percent in 2005-2009 .
The success of the structural transformation at the national level has been matched by substantial progress in regional and spatial industrial development. Manufacturing industry tends to be concentrated in particular regions, such as around Jakarta (the capital of Indonesia) and other major provincial capitals, for example, Surabaya, Bandung, Semarang, Palembang, Medan and Batam. The concentration of industry around major provincial capitals is a natural process, because those cities serve as the centre of economic growth, with access to markets, economic resources, and bureaucracy.
Geographically, Indonesia is an archipelagic country with around 13,000 islands. It is one of the most spatially diverse nations in terms of its natural resources, population, and the location of its economic activities (Hill et al. 2008) . In 2009, Indonesia consisted of 34 provinces and approximately 497 districts (kabupaten) and cities (kota). Table 2 describes the regional concentration of manufacturing based on provincial-level data from 1976-2009. Provinces are classified into five major groups of islands, as in Hill (1990) .
As can be seen, manufacturing production and activities are mostly concentrated in Java, although its share of value added of decreased from 86.2 percent in the early stages of industrial development to 76.62 percent by 2009. West Java, DKI Jakarta, East Java, and Banten dominated the distribution of manufacturing value added in Java, while the contribution of Central Java tended to decrease consistently. Sumatera is the second largest island for manufacturing production activity, with the major contributors being North Sumatera, Riau, South Sumatera, and Riau Islands. In Kalimantan, the manufacturing industries tend to concentrate in West Kalimantan and East Kalimantan, which are the two most developed provinces in this island. In Sulawesi, the concentration of industry is in South Sulawesi and North Sulawesi. 
Literature Review
The term "industrial district" was first introduced by Marshall (1920) . Since then, the agglomeration model has received extensive attention from scholars (Maskell and Kebir 2006) . 1 In Marshall's model the agglomeration concept relates to the spatial concentration of economic activities. However, there is no standard definition of agglomeration in the literature. Wheeler et al. (1998) states that agglomeration refers to the geographic concentration of activities. According to Krugman (1991) , industry agglomeration is formed from the existence of a demand linkage between firms, which is generated by the interaction of transportation costs with fixed costs of production. Accordingly, de Groot et al. (2009) explain that, historically, agglomeration of economic activities emerges due to the efficient and strategic advantages of settling at certain locations that have access to available resources (such as water and landscape) and the interrelated development of the trading path. Marshall (1920) identifies three sources of agglomeration economies, input sharing, labour market pooling, and knowledge spillovers. Agglomeration is also triggered by the cost of transportation (Krugman 1991) , the concentration of demand and natural advantage (Greenstone et al. 2008; Cohen and Paul 2009) , local amenities (Greenstone et al. 2008) , home market effects, and consumption and rent seeking (Rosenthal and Strange 2004) . Ohlin (1933) and Hoover (1937) expand Marshall's idea and propose a broader concept by distinguishing between localisation economies and urbanisation economies. Urbanisation economies refer to external economies in broader urban regions with more diversified economy. On the one hand, localisation economies can be viewed as external to the firm but internal to the industry in a specific region. They are also often associated with specialisation phenomena. On the other hand, the nature of urbanisation economies is that they are external to the firm, but internal to the whole region, such that they are able to provide benefits to all firms located in the region (Andersoon and Lööf 2011) . The concept of urbanisation economies is in line with the writings of Jacobs (1969) , who describes the role of diversity in spatial economies.
Most early empirical studies consider the effect of agglomeration economies upon spatial growth using aggregate-level data. Among these studies are, for example, Glaeser et al. (1992) , Henderson et al. (1995) , Ellison and Glaeser (1997) , Combes (2000) , Duranton and Puga (2004) , and Cingano and Schivardi (2004) . Since productivity contributes importantly to economic growth and agglomeration is essentially a micro-behaviour, research in this field then shifted to examining the effect of agglomeration economies on firm productivity, using firm-level data rather than aggregated data. Henderson's (2003) seminal work is one of the first empirical studies of the effects of agglomeration economies on firm-level productivity growth.
Many studies similar to Henderson (2003) have been performed to examine the effect of agglomeration economies on productivity with different cases and regions. Positive effects of MAR externalities on productivity are found in Henderson et al. (2001) , Henderson (2003) , Duranton and Puga (2001) , Lee et al. (2010) , Kuncoro (2009) , Graham and Kim (2008) , and Anderson and Lööf (2011), while negative effects are found in Batisse (2002) . Positive effects of Jacobs' externalities on productivity are mentioned in Henderson et al. (2001) and Capello (2002) , while the negative effects are found in Frenken et al. (2005) .
Meanwhile, empirical analysis of the relation between agglomeration economies and productivity growth in Indonesia has been very limited. Most previous studies use labour productivity as the main measure instead of using total factor productivity (TFP) growth. The use of TFP growth allows us to glean broader insights about the effects of agglomeration economies on productivity. Previous studies are also limited to a selection of sub-sector industries, which are not compared with the aggregate manufacturing industry. This leads to a loss of important information on the nature of agglomeration economies in the aggregate and in each sub-sector industry. This study attempts to enrich the research on agglomeration economies and productivity growth in the case of Indonesia by carrying out a level of analysis that has not been conducted previously.
Analytical Framework
Previous empirical research on agglomeration economies and firm productivity often employs the production function in which the agglomeration economies variables, firm inputs of production and other control variables are directly integrated in the model with one-stage estimation. Henderson (2003) , for example, applies the production function based on a first-order Taylor series expansion of a general production function for a plant in a particular sub-industry, region and time. The dependent variable used in this model is labour productivity (Y/L). This approach is also followed by later studies, such as Kuncoro (2009) and Lee et al. (2010) .
Rather than apply a one-stage approach, as in Henderson (2003) and other studies, this study uses a two-stage approach to estimate the impact of agglomeration economies on total factor productivity (TFP) growth. In the first stage, TFP growth is measured at the firm level using the Färe-Primont productivity index. In the second stage, each firm's productivity growth is then regressed against a set of firm and industry characteristics, including three measures of agglomeration representing the effects of specialisation, diversity and competition.
A disadvantage of the one-stage estimation method is that restrictions must be imposed on the functional form of the production function. While Henderson (2003) uses a first-order approximation to a general production function, second-order approximations, such as the translog production function, are more flexible. However, more parameters are required to be estimated and the parameters of the second-order terms are often only weakly significant and sometimes violate curvature restrictions.
The two-stage method to estimating the determinants of firm-level productivity avoids the need to specify the functional form of the production function as part of the estimation process. However, strong assumptions are made in calculating measures of productivity growth. For measures of total factor productivity growth, revenue per unit of output and expenditure per unit of input are used as weights in calculating aggregate measures of outputs and inputs. As Katayama, et al (2009) argue, this introduces systematic biases into measurement when prices deviate from average cost due to imperfect competition and economies of scale. The Färe-Primont index is utilised in this study as it provides a non-parametric measure of productivity that does not require strong assumptions about existence of competitive equilibrium.
2 Construction of the Färe-Primont productivity index is detailed in the Appendix.
The empirical model for estimating the effect of agglomeration economies on productivity growth for a firm in a specific sub-industry and region at particular time is specified as:
( 1) where is the measure of productivity growth for firm e in industry i and region j at time t.
are agglomeration economies variables of region j at time t, such that AGG consists of LQ (MAR externalities or specialisation), DIV (Jacobs externalities or diversity), and COM (Porter externalities or competition).
3 are firm and industry characteristics that include firm age (AGE), firm size (SIZE), industry concentration (CR4), and industry-level entry of firms (ENT) and industrylevel exit of firms (EXT), while is a dummy variable representing urban area (DURB). The parameters to be estimated are , , and . Finally, represents the error term.
If there are unobservable fixed effects of industry and time period that affect TFP growth, the error term structure in the above model is: (2) where and represents industry and time fixed effects, respectively. Without controlling for fixed effects, the estimation of agglomeration variables in Equation (1) is liable to bias whenever the fixed effects in Equation (2) are correlated with the observed variable.
The empirical model in Equation (1) is estimated using a panel data framework. Henderson (2003) is the first researcher to apply this method using firmlevel data in order to estimate the effect of Marshall's externalities on productivity growth. He argues that panel data allow deal with some of the selectivity issues that occur in cross-section models, and may help in dealing with endogeneity problems.
To estimate the model in Equation (1), the pooled ordinary least square (pooled-OLS) model is used, followed by the fixed effects within-group model (FEM within), random effects model (REM) and fixed effects least-squares dummy variable model (FEM LSDV). To determine whether the fixed effects model (FEM) or the random effects model (REM) is appropriate given the panel dataset available, a Hausman test is performed (Gujarati and Porter 2009 ).
Data and Measurement Variables
The data used in this study are provided by the Statistics Indonesia (Badan Pusat Statistik -BPS). Definitions of all variables used in the estimation are given in Table 3 , while summary statistics are given in Table 4 . Total factor productivity (TFP) growth is measured at the firm level using the Färe-Primont productivity index proposed by O'Donnell (2010 O'Donnell ( , 2012 . The variables representing agglomeration economies, i.e. LQ (specialisation), DIV (diversity) and COM (competition) are measured in two-digit ISIC and at the province level, which covers 22 industries and 33 provinces. Meanwhile, the dummy variable for urban and non-urban location is measured at the municipality/district level. The estimation of Equation (1) Table 5 presents the estimation results of four different models. The first model (1) is the pooled OLS or population-average model with common effects. The second model (2) employs an assumption of random-effect using the generalized least squares (GLS) (REM). The third model (3) is the fixed-effect within transformation model (FEM within), while the fourth (4) uses fixed-effect least squares dummy variables model (FEM-LSDV).
Empirical Analysis

Estimation Approach
The LSDV model allows for heterogeneity among cross-sectional units by allowing each unit or entity to have its own intercept value. The difference may be due to the special feature of firm or industry, such as managerial style, type of 4 The procedures used for cleaning the data and creating a balanced panel of firms are available from the authors on request. ISIC15  ISIC16  ISIC17  ISIC18  ISIC19  ISIC20  ISIC21  ISIC22  ISIC23  ISIC24  ISIC25  ISIC26  ISIC27  ISIC28  ISIC29  ISIC31  ISIC32  ISIC33  ISIC34  ISIC35  ISIC36  ISIC37 market, or the structure of the industry. Model (4) Hausman test for FEM: Probability ( 2 ) = 0.000  FEM 5 In addition to using FEM-LSDV, the estimation of Equation (1) is also performed using FEM (within) with Driscoll and Kraay (1998) standard errors and first order autoregression (AR1), where these approaches are commonly used to eliminate autocorrelation problems in panel data. The results using these methods are similar for key control variables and mostly match for the effects of agglomeration economies upon total factor productivity growth. The FEM-LSDV estimates control for omitted explanatory variables that are associated with particular industries or time periods and are preferred for this reason. Detailed results of the alternative estimations are available from the authors.
Note: t-statistics are shown in the parenthesis; a), b), and c) denote 1%, 5% and 10% significance level, respectively. The estimation is performed with robust standard error to control for heteroskedasticity.
To choose the appropriate model, either fixed effects or random effects, the Hausman test is employed. The overall statistic,  2 (7), has  = 0.000. This leads to strong rejection of the null hypothesis that individual effects are random, meaning that only the fixed-effects model can provide consistent estimates. To overcome heteroskedasticity problems, the estimation of the standard error in the FEM model is adjusted by the cluster-robust inference method. 6 An important issue related to the estimation of Equation 1 is the possibility of reverse causality between agglomeration economies and productivity growth, which could lead to biased estimation results. Reverse causality between agglomeration economies and productivity growth is examined using the Engle-Granger causality test following Graham et al. (2010) . Each agglomeration economies variable, specialisation (LQ), diversity (DIV) and competition (COM), is tested separately with productivity growth. The number of optimal lags for each causality test is determined to be equal to three for using the Akaike Information Criteria (AIC).
The results of the causality tests show that the F-test score for each of the agglomeration economies variables (LQ, DIV and COM)  productivity growth (TFPGr) is greater than F-table, meaning the rejection of H 0 that agglomeration economies don't cause productivity growth. Similarly, the F-test score for each productivity growth (TFPGr)  agglomeration economies (LQ, DIV and COM) is also greater than the critical value in the F-table, indicating the rejection of H 0 that productivity growth does not cause agglomeration. Thus, the Engle-Granger causality test shows that there is bi-directional causality between agglomeration economies and productivity growth, which may lead to possible bias of estimation results. The estimated coefficient for each of the agglomeration variables in Table 5 is influenced by the dynamic interdependence between agglomeration and productivity growth, rather than being a solely a direct measure of the influence of agglomeration on productivity.
Agglomeration Economies Variables
Findings from Table 5 show a positive effect of specialisation (LQ) on productivity growth, while diversity (DIV) has a negative effect on productivity growth.
7 These findings confirm the MAR theory of agglomeration, in which knowledge and 6 The estimation of panel data models is usually based on the assumption of the idiosyncratic error . In fact, this assumption is often not satisfied in application. In this case, many panel estimators still retain consistency, provided that are independent over i, but reported standard errors are incorrect. In a short panel (few T and large N), cluster-robust standard errors can be obtained under the assumption that errors are independent across N and that N. Specifically, ( ) ( ) is unrestricted, and may be heteroskedastic. The approach leads to a cluster-robust estimate of the variance-covariance matrix of the estimator (VCE) (Cameron and Trivedi 2010) . 7 A referee notes that the estimates of the agglomeration coefficients may be biased due to spatial leakages outside of the province in which the firm is located. A full spatial model would incorporate leakages across adjacent provinces. However, the island geography, difficult terrain and underdeveloped infrastructure in Indonesia make it problematic to identify adjacent provinces. information spillovers among firms, as well as intra-industry backward-forward linkages, are effectively exchanged and transmitted in the regions that contain firms concentrated in the same industry. The results provide further support for positive effects of MAR externalities on productivity that are found in Henderson et al. (2001) , Henderson (2003) , Duranton and Puga (2001) , Lee et al. (2010) , Kuncoro (2009) , Graham and Kim (2008) , and Anderson and Lööf (2011) .
The Jacobs theory of diversity encouraging productivity growth is rejected by our results. Previous studies have found mixed results, with positive effects of Jacobs' externalities on productivity mentioned in Henderson et al. (2001) and Capello (2002) and negative effects found in Frenken et al. (2005) . Notably, Indonesian manufacturing is in the early stages of development, where internal and external economies of scale are likely to be particularly important and reflected in a positive effect of specialisation rather than diversity.
The third agglomeration economy variable is competition (or Porters' externalities). Its effect on productivity growth is positive and significant at the 5 percent level, implying that for the aggregated manufacturing industry, localised competition also significantly increases firm productivity growth. It confirms that a competitive industry in the province, with firms that are small relative to the national average, has higher firm productivity growth.
Other Variables
Moving to the effects of firm characteristics on productivity growth, Table 5 provides estimation results for firm age, size, industry concentration, firm exit and firm entry. Firm age (AGE) has a negative effect on productivity growth. Teece (1986) and Winter (1987) argue that younger firms have advantages in the area of knowledge, and the use of modern technology and sophisticated machinery. However, young firms often incur teething problems and longevity is evidence that performance has been good enough to survive. In Indonesia's case, our finding supports the studies of Pitt and Lee (1981) , Hill and Kalirajan (1993), and Suyanto et al. (2009) .
In addition, firm size (SIZE) has a positive effect on productivity growth. Large firms tend to have better market access and more professional management, and are faster in responding to changes in the business environment. This finding is similar to the findings of previous research such as Pitt and Lee's (1981) on the Indonesian weaving industry. Also, Bhandari and Ray (2012) find similar results for the Indian textile industry, Fan and Scott (2003) for furniture and plastic products in Chinese industries, Cingano and Schivardi (2004) for Italian manufacturing industries, and Kalkulis (2010) for the semi-conductor and pharmaceutical industries in the U.S.
The first variable representing industry characteristics is industrial concentration (CR4), which measures the share of the top four firms nationally in each industry sub-sector. The estimation results in Table 5 show that CR4 has a negative effect on productivity growth. This result further supports Porter's arguments about the positive effect of competition on firm performance and is in line with the findings of Setiawan et al. (2012) . They find a negative relation between industrial concentration and the efficiency level in Indonesian food and beverage industries at the 5-digit ISIC level for the period from 1995 to 2006.
The two other industry characteristics included in the model are the percentage of firm exists (EXT), which has a positive effect but is not significant, and the percentage of firm entries (ENT), which has a positive effect and is significant. Entry of firms may spur established firms to increase their own productivity, but entry may also reduce sales of established and lead to the loss of economies of scale. Exit of firms from an industry can increase economies of scale for remaining firms or lessen competitive pressure. The results in Table 5 indicate that the number of firms entering the industry stimulates TFP growth for continuing firms. Thus, high rates of entry suggest a dynamic industry environment that accelerates TFP growth.
Finally, the findings in Table 5 show positive effects of urban regions (DURB) on productivity growth, indicating that firms located in urban areas tend to have higher productivity relative to firms located outside urban areas. This result is expected, as urban areas are more developed than non-urban areas and serviced by better infrastructure.
Analysis by Industry Sub-sector
The estimation results by two-digit ISIC level are presented in Table 6 . 8 As with the results for aggregated industry, estimation at the two-digit industry level is also performed using fixed-effect least squares dummy variables (LSDV). Since each industry sub-sector has specific characteristics and a specific structure, it is possible to determine whether there are differing effects of agglomeration economies on productivity growth. Most empirical studies of agglomeration economies and productivity, such those of Henderson (2003) , Kuncoro (2009) , and Andersoon and Lööf (2011) , are performed by selecting particular industries.
In general, the empirical findings for agglomeration by industry sub-sector in Table 6 are in accordance with the results for the aggregated industry in Table 5 . Specialisation (or MAR externalities) has a significant positive effect on productivity growth for all two-digit manufacturing industries, except for chemicals and chemical products industry (ISIC 24) and fabricated metal products industry (ISIC 28), in which the effects are not significant and positive and negative, respectively. Diversity (or Jacobs' externalities) negatively affects almost all manufacturing sectors, except for positive and not statistically significant effects in the chemicals and chemical products industry (ISIC 24), rubber and plastic products industry (ISIC 25) and basic metal industry (ISIC 27).
Moving to the effect that competition (or Porter's externalities) exerts on productivity growth, the findings for two-digit industry sub-sectors in Table 6 are mixed. According to Glaeser et al. (1992) , there are two different views on the effect of competition upon growth. In MAR model, local concentration is better than local competition because innovators internalise the externalities, while in Porter's model local competition is better because it accelerates imitations and improvement of innovator's ideas. From Table 6 , a positive and statistically significant effect of competition on productivity growth is found in several manufacturing industries, including the tobacco industry (ISIC 16) and machinery and equipment (ISIC 29). These results are consistent with that for aggregated manufacturing and support Porter's (1990) argument that competition stimulates firm productivity. However, a significant negative effect on productivity growth is found in textiles industry (ISIC 17), paper and paper products industry (ISIC 21), chemicals and chemical products industry (ISIC 24) and furniture industry (ISIC 36). These results are in accordance to the MAR model that local concentration favours firm productivity.
Firm size (SIZE) has a positive and statistically significant effect on productivity growth for all two-digit industry sub-sectors in Table 6 , which confirms the results of the aggregate sample of industries in Table 5 . However, the estimation results in Table 6 show that firm age (AGE) has a negative effect for only some of the industries at the two-digit level and this effect is statistically significant in only four industry sub-sectors i.e. publishing and printing industry (ISIC 22), chemical and chemical products industry (ISIC 24), basic metals industry (ISIC 27) and other transport equipment industry (ISIC 35). A positive and statistically significant effect of age on productivity growth occurs in the apparel industry (ISIC 18). Therefore, the findings at the two-digit industry level are only generally in line with the negative effect for aggregate manufacturing presented in Table 5 and the effect of age on productivity growth in a particular industry can be positive or negative, suggesting that the effect is sensitive to industry characteristics that we have not modelled directly.
The results for industry characteristic variables in Table 6 reflect only the impact of changes in these variables over time, while the results in Table 5 reflect also the much greater variation in industry characteristics across industries. Perhaps not surprisingly, a mixed pattern of results in terms of the direction and significance of these characteristics is found across industries. Industrial concentration CR4 has a negative and statistically significant effect on productivity growth in almost half of the two-digit industry sub-sectors, supporting the results for the aggregate sample in Table 5 . Exceptional industries showing a positive and statistically impact of CR4 are ISIC 21, 24, 25 and 36.
The effect of firm entry (ENT) and exit (EXT) on productivity growth also vary across industries in Table 6 . Firm exit (EXT) has a negative and significant effect on productivity growth in ISIC 15, 16, 21 and 36, but a positive and significant effect for ISIC 17, 18, 26 and 34. In contrast to the positive and significant result for the full sample in Table 5 , firm entry (ENT) has a negative and significant effect on productivity growth in 7 out of 18 industries at the two-digit industry level together with a positive and significant effect only in ISIC 16. The contrast in the effect of entry on productivity growth between the fullsample result and that for the industry sub-samples is an exception. Overall, the results for the two-digit industry sub-samples are generally consistent with the corresponding results for the full sample. Where the results are highly significant in the full sample, such as for the effects of LQ, DIV and SIZE, the corresponding coefficients in the two-digit sub-samples are of the same sign, with the odd exception, and generally statistically significant, Where the estimated coefficient has a lower t-ratio in the full sample, the pattern of signs and significance across the industry sub-samples is more mixed. With many of the variables there are arguments for either a positive or negative impact on productivity. More specific measures related to the conflicting arguments might be able to further clarify the influences, but such measures are not available for this study. Without being able to make finer distinctions, a mixed pattern of results for our measured variables across industries is not surprising.
Conclusion
Our empirical findings show evidence of a positive specialisation effect and negative diversity effect for Indonesian manufacturing, indicating that specialisation is favourable to the stimulation of productivity growth while diversity is unfavourable. These results are found to be robust to alternative estimation methods for aggregate manufacturing and to apply across separate regressions for each of 18 industry subsectors with only a few exceptions. Clearly, the geographic concentration of firms in a particular manufacturing activity increases productivity growth along the lines suggested by the Marshall-Arrow-Romer analysis of external economies. Also our findings for all firms show that firms located in urban areas have enjoyed faster productivity growth than those outside the urban areas, but we are not able to examine this phenomenon at the industry sub-sector level because many industries have too few firms located outside urban areas.
Our findings with respect to the effect of localised competition are less clearcut. Across the full sample of firms, local competition (or Porter's externalities) exerts a positive and weakly statistically significant effect on productivity growth. However, there are only two two-digit industries in which local competition exerts a positive and statistically significant influence on productivity growth, while there is a negative and statistically significant effect in three industries.
In terms of firm and industry characteristic effects on productivity growth, we find that firm size (SIZE) has a positive and statistically significant effect that is robust to alternative estimation methods for aggregate manufacturing and consistent across all 18 industry sub-sectors. The effect of both firm age (AGE) and industry concentration (CR4) are negative and statistically significant across all estimation methods for aggregate manufacturing, but the results for sub-sectors are mixed. The effects of entry and exit of firms are positive at the aggregate level, although only the entry variable is statistically significant. However, the effects are mixed for industry sub-sectors, with a preponderance of negative and statistically significant effects for entry.
The results of this study should be viewed in the context of the rapid growth of manufacturing activity in Indonesia over the sample period of the first decade of the current century. Large firms in industries operating in urban areas and in close geographical proximity to others in the same line of business have achieved particularly high rates of productivity growth. This suggests that internal and external economies have been important to learning and adoption of modern manufacturing technology that has enhanced productivity growth. Similar results have been found in other rapidly developing economies and provide important information to policy makers in these countries for guiding manufacturing development. Results for the impact of local competition, firm age and industry characteristics of concentration, entry and exit are more varied across industry sub-sectors, suggesting a need to consider policy in relation to the circumstances of the individual sub-sector.
APPENDIX The Measurement of TFP Growth
The measurement of TFP growth is performed using Färe-Primont productivity index developed by O'Donnell (2010 O'Donnell ( , 2012 . This is a relatively new index-based method for measuring productivity change. O'Donnell (2012) proposes a measurement approach which meets all the required axioms of productivity index measurement, so that the Färe-Primont productivity index of O'Donnell (2012) is categorised as a "multiplicatively-complete" productivity index. The Färe-Primont productivity index measurement proposed by O'Donnell (2010 O'Donnell ( , 2012 is adapted from the estimation of Shepard (1953) output distance functions and associated measures of productivity change. O'Donnell (2010 O'Donnell ( , 2012 explains that if In summary, the Färe-Primont index to measure and decompose the TFP growth can be written as (O'Donnell 2011a):
where denotes the TFP of firm m in period s and is the TFP of firm n in period t, the scale elasticity (η) and technology (A). From Equation A2, the first component in the right hand side represents the technical change or technical progress, the second component is output technical efficiency change, and the third component is scale efficiency change. If there is no technical inefficiency and the technology exhibits constant return to scale (CRS), the index collapses to the "Solow residual" (O'Donnell 2012).
The Measurement of Agglomeration Economies
Specialisation (MAR externalities)
As explained in Nakamura and Paul (2009) , regional specialisation is measured by location quotient (LQ), which is defined as the share of industry i's employment relative to total industry employment in a specific region j in contrast with the share of region j's employment relative to total (national) employment in industry i. In this study, industry is represented by 2-digit ISIC, which included 22 sectors and region is measured at province level, which included 33 regions. The regional specialisation index relative to national industrial composition can be written as (Nakamura and If the value of is greater than zero, it indicates a high relative level of specialisation for region j.
Diversi y ( acobs' e ernali ies)
Several index measurements can be applied to represent regional diversity. Following Duranton and Puga (2000) , regional diversity in this study is measured by the inverse of the Hirschman-Herfindahl Index (HHI) of regional specialisation. This approach is the most popular in the empirical research. Following Nakamura and Paul (2009) , the formula can be written as:
when the value of D j is equal to I (the number of industries in the industrial classification), industrial employment in region j is distributed among all industries. 
ompe i ion ( or er's e ernali ies)
and competition or Porter's externalities is written as:
