This paper describes the application of an evolutionary algorithm, Restart Covariance Matrix Adaptation Evolution Strategy (RCMA-ES) to the Generation Expansion Planning (GEP) problem. RCMA-ES is a class of continuous Evolutionary Algorithm (EA) derived from the concept of self-adaptation in evolution strategies, which adapts the covariance matrix of a multivariate normal search distribution. The original GEP problem is modified by incorporating Virtual Mapping Procedure (VMP). The GEP problem of a synthetic test systems for 6-year, 14-year and 24-year planning horizons having five types of candidate units is considered. Two different constraint-handling methods are incorporated and impact of each method has been compared. In addition, comparison and validation has also made with dynamic programming method.
INTRODUCTION
The Generation Expansion Planning (GEP) problem seeks to identify which generating units should be commissioned and when they should become available over the long-term planning horizon [1] , [2] . This GEP model is applicable for developing countries like India, where planning is coordinated by central or state government owned utilities for capacity addition. The major objectives of GEP are to minimize the total investment and the operating cost of the generating units, and to meet the demand criteria, fuel-mix ratio, and the reliability criteria. GEP is a constrained, nonlinear, discrete optimization problem. The solution for the GEP problem can be obtained, through complete enumeration in the entire planning horizon. Linear programming and Dynamic Programming (DP) were applied to solve the GEP problem [3] , [4] . The emerging techniques applied to solve GEP were reviewed in [5] . The improved Genetic Algorithm (GA) was used to solve the GEP problem in [6] . The Evolutionary Programming (EP) technique with Gaussian mutation and quadratic approximation technique was applied to solve the GEP problem [7] . The comprehensive survey of the GEP models can be found in [8] . Nine different meta-heuristic techniques were applied to solve the GEP problem [9] . The Elitist Nondominated Sorting Genetic Algorithm version II (NSGA-II) is applied to multi-objective GEP problem [10] , [11] . The environmental constraints and impact of various incentive mechanisms are considered in [12] , [13] and [14] .
The Covariance Matrix Adaptation Evolution Strategy (CMA-ES) is a robust stochastic evolutionary algorithm for difficult non-linear non-convex optimization problems [15] . The CMA-ES is typically applied to unconstrained or bounded constraint optimization problems, and it efficiently minimizes unimodal objective functions and is in particularly superior for ill-conditioned and non-separable problems [15] , [16] . Anne Auger and Nikolaus Hansen showed that increasing the population size improves the performance of the CMA-ES on multi-modal functions [17] . They suggest a CMA-ES restart strategy with successively increasing population size. In this paper, CMA-ES with restart strategy is applied for solving GEP Problem with two different constraint handling schemes namely Penalty factor less constraint handling scheme (PFL) and SelfAdaptive Penalty scheme (SAP). The paper is organized as follows: Section 2 describes the GEP problem formulation. Section 3 describes RCMA-ES implementation to the GEP problem. Section 4 explains two different constraint-handling methods; Section 5 provides test results and section 6 concludes.
GENERATION EXPANSION PLANNING PROBLEM FORMULATION
The GEP problem is equivalent to finding a set of best decision vectors over a planning horizon that minimizes the investment and operating costs under relevant constraints.
COST OBJECTIVE
The cost objective is represented by the following expression:
where,
The outage cost calculation of Eq.(6), used in Eq.(1), depends on Expected Energy Not Served (EENS). The equivalent energy function method [2] is used to calculate EENS (and also to calculate loss of load probability, LOLP, used in the constraint objective). 
where, 
4) Reliability Criterion:
The introduced units along with the existing units must satisfy a reliability criterion on loss of load probability (LOLP),
where,  is the reliability criterion, a fraction, for maximum allowable LOLP. Minimum reserve margin constraint avoids the need for a separate demand constraint.
IMPLEMENTATION TO THE GEP PROBLEM

VIRTUAL MAPPING PROCEDURE (VMP) [9]
Convergence problems were encountered when implementing the standard RCMA-ES algorithm on the GEP problem. Investigation revealed the reason pertained to the sensitivity of capacity to changes in the decision vector. To illustrate, consider the range of the decision vector lies between [0] and U max,t as given in [6] . The capacity vector is [200 450 500 1000 700]. Let a candidate solution be U 1 = [5 0 1 1 0]; then its corresponding capacity will be 2500 MW (5200 + 0450 + 1500 + 11000 + 0700). If U 1 changes to [5 0 1 2 0] (via mutation operators), then the capacity is increased from 2500 MW to 3500 MW, a difference of 1000 MW, which is a large deviation.
So VMP is introduced to improve the effectiveness of the RCMA-ES in solving the GEP problem. VMP is concerned with the solution representation; it transforms each combination of candidate units for every year into a dummy decision variable, referred to as the VMP variable. The value of the VMP variable for a specific candidate solution is the rank of that solution when all solutions are sorted in ascending order of capacity. be changed. This may take a very large number of iterations, and in general, moving from sub-optimal to optimal may take much iteration.
Since five different types of units are assumed to be available for each stage, the size of the decision vector increases by multiples of 5 as the number of stages increases. However, when using VMP, the number of decision variables obtained is a multiple of its number of stages; the size of the decision vector becomes 3 for a 3-stage problem. Thus, a size reduction of 80%, [(15-3)/15, for 3 stages] is realized. Hence, the dimensionality of the problem, in terms of the number of decision variables, is reduced, and computational time and memory requirements reduce accordingly.
RESTART CMA-ES
The RCMA-ES is a class of continuous evolutionary algorithm (EA) that generates new population members by sampling from a probability distribution that is constructed during the optimization process. The probability distribution characterizes the objective function that is being optimized. The RCMA-ES adapts the complete covariance matrix of the normal distribution used in mutation operation. RCMA-ES is computationally complex compared to the other evolutionary algorithms as it involves Eigen decomposition. The CMA-ES algorithm with restart strategy (RCMA-ES) is summarized below [15] , Restart CMA-ES Algorithm [15, 16] Step 1: Generate an initial random solution.
Step 2: Then new solution vectors X k g+1 , k = 1,..,, of generation g+1 is generated by adding a realization of a (0,( g ) 2 C g ) distributed random vector. The random vector is generated by linear transformation of z = (0, I) where I is the identity matrix. Step 3:
The covariance matrix C determines B and D, and is adapted by means of the summation of weighted center of mass differences. The step size  is adapted separately and generation count g is incremented by one.
Step 4: The RCMA-ES is stopped whenever one stopping criterion [17] as described below is met, and an independent restart is launched with the population size increased by a factor of two.  Stop if the condition number of the covariance matrix exceeds 10 14 .
Step 5: Repeat steps 2-4 until a maximum number of function evaluations are carried out.
CONSTRAINT HANDLING SCHEMES
In most of the Evolutionary optimization techniques, to handle constraints the penalty function approach is used. The difficulty of using this approach is in choosing the correct penalty factor for the particular infeasible solution, because it is unknown. The convergence of the algorithm largely depends on the value of the penalty factor chosen. Hence in this paper, two constraint handling methods such as Penalty factor-less constraint handling scheme and Self Adaptive Penalty scheme are considered.
PENALTY FACTOR-LESS (PFL) CONSTRAINT HANDLING SCHEME
In this scheme, the fitness function is calculated using following formula [19] ,
where,   is the objective function value of the worst feasible solution in the population. Thus, the fitness of an infeasible solution not only depends on the amount of constraint violation, but also on the current population. However, the fitness of a feasible solution is always fixed and is equal to its objective function value [19] .
SELF ADAPTIVE PENALTY (SAP) SCHEME
In this scheme, two different penalties are added to each individual infeasible solution in the current population [20] . The number of feasible solutions in the current population decides the amount of penalties added. If there is more number of feasible solutions, then the infeasible solutions are added with more amount of penalty with more constraint violations and vice-versa. The final fitness value is given by F(X) = d(X) + p(X), where d(X) is the distance value and p(X) is the penalty value [20] . The distance value is calculated by the formula,
where, r f = (Number of feasible individuals)/(population size), v(X) is the overall constraint violation for an infeasible solution, that is weighted mean of all the constraints. The penalty value is given by, p(X) = (1 -r f )M(X) + r f N(X) where,
TEST RESULTS
The implementation was done using MATLAB version 7.2, on a desktop PC with Intel Core i5 processor having 3.10 GHz speed and 4 GB RAM. The MATLAB code for RCMA-ES algorithm is taken from N. Hansen website [18] and necessary changes have been made to incorporate constraint handling schemes.
TEST SYSTEM DESCRIPTION
The forecasted peak demand and other data are taken from [6] . The test system with 15 existing power plants and 5 types of candidate options is considered for a 6-years, 14-years and 24-years planning horizon. The planning horizon comprises of stages with 2-year intervals. The forecasted peak demand is given in Table. A1 of the Appendix. Economic and technical data of existing plants are provided in Table. A2 of the Appendix, and data of candidate plants are given in Table. A3 of the Appendix.
PARAMETERS FOR GEP
The lower and upper bounds for reserve margin are set at 20% and 40% respectively. The salvage factor () for oil, LNG, coal, PWR, and PHWR are taken as 0.1, 0.1, 0.15, 0.2 and 0.2, respectively. Cost of EENS is set at 0.05 $/kWh. The discount rate is 8.5%. It is assumed that the date of availability of new generation is two years beyond the current date. The year k investment cost is assumed to incur in the beginning of year k; the year k maintenance cost is assumed to incur in the middle of year k and is calculated by using the equivalent energy function method [2] . The year k salvage cost is estimated at the end of the planning horizon.
PARAMETERS FOR THE RCMA-ES ALGORITHM
In RCMA-ES, the strategy parameters get adapted during evolution and the need for tuning of parameter does not arise.
The value of  was chosen as 0.25 times range of the variables.
RESULTS AND DISCUSSIONS
The impact of the two constraint handling schemes on the performance of the RCMA-ES in finding out minimum cost is tabulated in the Table. 1. Here RCMA-ES is considered with VMP technique. For comparing the performance of RCMA-ES on two different constraints handling schemes, for all the 6-year, 14-year and 24-year planning horizon, the initial population size is taken as 200. A maximum function evaluation of 15,000 is used as a stopping criterion. The overall normalized constraint violation is represented as a constraint error in the Table. 1. The best result out of the 10 simulations are taken and tabulated.
From the Table. 1, it is clear that the penalty factor less constraint handling scheme has been performing well, since constraint errors for all three planning horizons are low in this method as compared to other schemes. Even though the SAP scheme produces minimum cost value, it fails to provide the lesser constraint error. That means it struggles to produce more number of feasible solutions than the PFL scheme. Dynamic Programming Unknown* ----*2.9206 have been considered as the best and errors are calculated [9] . The minimum cost for the 6-year planning horizon with PFL scheme has been tabulated in Table. 2. Since PFL scheme provides better results, it has been used in all the planning horizons. For the purpose of comparison 50 independent test runs are made. The initial population size and maximum function evaluations are taken as 500 and 15000 respectively.
The success rate is the ratio of the number of times the optimal solution found to the number of test runs. The error is estimated as the difference between the optimal value (found using Dynamic Programming) and the obtained value (found using RCMA-ES).
In [9] , it is reported that, except Differential Evolution (DE) technique, all the other techniques, Genetic Algorithm, Evolutionary Programming, Evolutionary Strategy, Ant Colony Optimization, Particle Swarm Optimization, Tabu Search, Simulated Annealing, and Hybrid Approach have success rate less than 100%. The Hybrid approach has the maximum success rate of 90% [9] . All such techniques, suffered from the problem of parameter tuning and the results depended on parameter.
Without VMP, the optimal or near optimal solution is obtained. The success rate is 10% which is very low. Maximum error is 0.34%. In contrast, if VMP variable is used, the success rate is 100%.The results for the 14-year planning horizon without VMP and with VMP are given in the Table. 3. The initial population size and maximum function evaluations are taken as 700 and 80000 respectively which gave the constraint error zero.
The results for the 24-year planning horizon with initial population size of 1000 and maximum function evaluations of 100000 are tabulated in the Table. 4. With VMP for the 14 and 24-year planning horizon, the near optimal solution is obtained. Maximum error is 0.6% for 14-year and 0.8% for 24-year planning horizon. For 24-year problem, Dynamic Programming takes longer time due to the "Curse of Dimensionality", so the best value quoted in [9] is taken for calculating the error.
CONCLUSION
The RCMA-ES technique is applied to solve the least-cost GEP problem. Compared to other algorithms, the RCMA-ES has less user defined parameters. The representation of the solution has a major role in success rate. The optimal solution is obtained by incorporating Virtual Mapping Procedure. Two constraint handling methods are applied to the problem and it is found that Penalty factor less constraint handling scheme is performing well for the GEP problem. Table. A1. Forecasted Peak Demand [6] 
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