Abstract. We investigate two arithmetic functions naturally occurring in the study of the Euler and Carmichael quotients. The functions are related to the frequency of vanishing of the Euler and Carmichael quotients. We obtain several results concerning the relations between these functions as well as their typical and extreme values.
Introduction
In particular, we can define two group homomorphisms: 
which implies that gcd(m,
Furthermore, by [19, Corollary 4 .3], we have
Some questions about d(m) and f (m) have been studied in [19] . For example, in the proof of [19, Proposition 4.5] it has been shown that lim m→∞ d(m)/m = 0. Further, it is shown in [19, Section 4] that under the assumption of the existence of infinitely many SophieGermain primes, we have lim sup
Here, using a result and some arguments from [9] , we make these inequalities more precise as follows:
Theorem 1.1. We have:
(ii) For infinitely many integers m ≥ 1, (1)) log log log m/ log log m .
When m is square-free, it is easy to see that d(m) = f (m). Our next result is to show that this is almost always true. More precisely, according to the proof of Theorem 1.2, for sufficiently large x and for all positive integers m ≤ x outside a subset of cardinality o(x), we have
where y = log log x, and we have assumed that m has the prime factorization (1.1). Furthermore, we can replace y/ log y by y in (1.3). Indeed, it is easy to see that the set of positive integers not exceeding x and divisible by a prime in the interval [y/ log y, y) has asymptotic density 0 by considering the reciprocal sum of the primes p in the interval and using the Mertens formula
with some constant A, see [13, Equation (2.15) ]. Before we formulate our next result we need to recall that the notations U ≪ V and U = O(V ), are equivalent to |U| ≤ cV for some constant c > 0. As usual, U = o(V ) means that U/V → 0, and U ∼ V means that U/V → 1.
Recall that Linnik's Theorem asserts that there exists a positive number L, known as Linnik's constant, such that, if p(a, d) denotes the smallest prime in the arithmetic progression {a + nd : [4] that L ≤ 2 for almost all integers d. Currently, the best general estimate is L ≤ 5, due to Xylouris [25] (see also [24] for L = 5.18, which improves the previous bound L ≤ 5.5 of Heath-Brown [11] ); see also Section 6 below for further comments on the choice of L. Theorem 1.3. We have:
We remark that the co-primality assumption in Theorem 1.3 (iii) might be strong. Because Erdős [8] has shown that the set of positive integers n with gcd(n, ϕ(n)) = 1 is of asymptotic density 0. However, when the assumption in Theorem 1.3 (iii) does not hold, the situation becomes unstable. We give some examples as follows.
Theorem 1.4. We have:
(i) Let n be an odd positive integer greater than 1. Then, there does not exist an integer The closely related function
for square-free integers m ≥ 1 has been studied in [9] . For example, it is shown in [9, Theorem 5.1] that for all square-free integers m ≥ 1 we have
and for infinitely many square-free integers m ≥ 1 we have (1)) log log log m/ log log m .
2) there are infinitely many integers m ≥ 1 such that (1)) log log log m/ log log m .
Here, we want to establish a similar result for f (m), as well as a nontrivial upper bound for d(m).
We start with an observation that a modification of the argument in the proof of [9, Theorem 5.1] allows us to obtain the following improvement upon (2.1).
Lemma 2.1. For any square-free integer m > 1 and m = 6, we have
Proof. First, the case k = 1 can be checked directly, and thus we can assume that k ≥ 2. Now, suppose that m has the prime factorization (1.1) such that
In the proof of [9, Theorem 5.1] it has been showed that the desired result is true when one of the following conditions holds:
So, to complete the proof, in the sequel we assume that m is even, that is, (2.3) p 1 = 2 and p k ≤ exp log 2 log m .
If k = 2, then we must have p 2 > 3 since m = 6. In this case, we have m = 2p 2 and D(m) = 2. So, the result can also be checked directly. Now, we assume that k ≥ 3, and then m ≥ 30. Then, we deduce that
since m is even, see (2.3). Besides, also by (2.3), we have
Thus, the result follows if
Since m ≥ 30, the inequality (2.4) is implied in the following inequality
which is definitely true since p 2 ≥ 3, and we conclude the proof.
⊓ ⊔
We are now ready to prove Theorem 1.1.
Proof of Theorem 1.1. (i) We write m = nr, where r = rad (m). If r = 6, then m = 2 s 1 3 s 2 with s 1 ≥ 1 and s 2 ≥ 1. It is easy to check this case by a direct computation. In the following, we assume that r = 6.
On one hand,
where we have used the fact that δϕ(r) ≤ r (this is obvious for δ = 1, and when δ = 2, then r is even, so ϕ(r) ≤ r/2 = r/δ). On the other hand, d(m) = gcd(nr, δϕ(r)) | nD(r).
Using Lemma 2.1 (note that r = 6), we have (2.6) d(m) ≤ nr exp − log 2 log r = m exp − log 2 log r .
Using (2.5) for r ≤ √ 2m exp − log 2 log m + (log 2) 2 /4 and using (2.6) otherwise, we complete the proof.
(ii) Let ϕ k (n) be the k-th iterate of the Euler function at n. By convention, we set ϕ 0 (n) = n and ϕ 1 (n) = ϕ(n). For positive integer n, define F (n) to be the following square-free integer:
From [15, Theorem 3] , there is a set T of positive integers having asymptotic density 1, such that for t → ∞, t ∈ T , we have ϕ(tF (t)) ≥ t (1+o(1)) log log t/ log log log t .
Put m = tF (t), where we remark that gcd(t, F (t)) = 1. Then m ≥ t (1+o(1)) log log t/ log log log t , so (2.7) log m ≥ (1 + o(1)) log t log log t log log log t .
Note that the function g(x) = x log log x/ log x is increasing for large x. Applying g to both sides of (2.7), we derive (2.8) log t ≤ (1 + o(1)) log m log log log m log log m .
So, by (2.8), we have (2.9) t ≤ m (1+o(1)) log log log m/ log log m , as m → ∞ through such numbers. Besides, noting that gcd(t, F (t)) = 1 and that F (t) is square-free, for each prime factor p of F (t), by the definition of F (t), we obtain
So, we have F (t) | f (m), which together with (2.9) yields Lemma 3.1. For sufficiently large x > 0, all but O(x/ log log log x) positive integers m ≤ x have the property that for any prime power p a ≤ log log x/ log log log x, m has at least two distinct prime factors congruent to 1 modulo p a .
Now we are ready to prove Theorem 1.2. This proof follows some of the arguments in [14] .
Proof of Theorem 1.2. Let E 1 (x) be the set of positive integers m ≤ x which fail the condition of Lemma 3.1. Then we have
as x → ∞. First we show that for almost all m, d(m) does not have large prime factors. To do this, for a sufficiently large real number x we put y = log log x, and let E 2 (x) = {m ≤ x : p | d(m) for some odd prime p > y log y}.
If m ∈ E 2 (x), then p | m and p | ϕ(rad (m)). So, there is a prime factor q of m such that q ≡ 1 (mod p). Hence, m = pqn for some positive integer n. The number of such m ≤ x is ⌊x/pq⌋ ≤ x/pq. Summing this up over all primes q ≤ x congruent to 1 modulo p and then over all primes p > y log y and using the Brun-Titchmarsh theorem (see [13, Theorem 6 .6]) coupled with partial summation, we obtain
Let E 3 (x) be the set of m ≤ x having a prime divisor in the interval I = [y/ log y, y log y]. Writing m = pn, for p ∈ I and fixing p, we get that there are ⌊x/p⌋ ≤ x/p possible choices for n. Hence, using the Mertens formula (1.4) , we obtain #E 3 (x) ≤ x y/ log y≤p≤y log y 1 p = x (log log(y log y) − log log(y/ log y)) + O(x/ log y)
Now, let E 4 (x) be the set of m ≤ x which are not in E 1 (x) ∪ E 2 (x) ∪ E 3 (x) such that gcd(m, ϕ(m)) is divisible by some prime power p a > y/ log y. If p | ϕ(rad (m)), since m is not in E 2 (x), it follows that p ≤ y log y, and since m is not in E 3 (x), it follows that p < y/ log y; hence, a ≥ 2. If p ∤ ϕ(rad (m)), then we must have p 2 | m, and since m ∈ E 3 (x), we have p < y/ log y or p > y log y; so we have p 2 | m, and either a ≥ 2 or p > y log y. Thus, m has a square-full divisor d > y/ log y or d > (y log y) 2 . Fixing d, the number of such m ≤ x is ⌊x/d⌋ ≤ x/d. So, we deduce that
We see from (3.1), (3.2), (3.3) and (3.4) that for the exceptional set
we have #E(x) = o(x) as x → ∞. From now on, we assume that m ∈ [1, x] \ E(x), and assume that m has the prime factorisation as in (1.1). Looking at
Indeed, since m ∈ E 2 (x)∪E 3 (x), it follows that if p j ≥ y/ log y, then p j ∤ d(m). Further, if p j < y/ log y, then since m ∈ E 1 (x), by Lemma 3.1, we have p j | ϕ(rad (m)), and so from p r j j | gcd(m, ϕ(m)), we deduce that p r j j ≤ y/ log y because m ∈ E 4 (x), and thus p r j j divides ϕ(rad (m)) because m ∈ E 1 (x). This yields the claim.
Finally, we look at
Let
1/2 , so as in (3.4) we deduce that
. We still assume that m has the prime factorisation (1.1). For a prime factor p j < y/ log y, from the above discussion, we have p r j j ≤ y/ log y, and then p r j j | λ(m) because m ∈ E 1 (x), and so
, and thus p 2r j j ≤ y/ log y, which, together with m ∈ E 1 (x) and Lemma 3.1, implies that there exists a prime factor q of m such that p (i) Choose an odd prime p ≡ 1 (mod n 2 ). By Linnik's Theorem, the smallest such prime satisfies
By construction, we have p > n 2 . Now, take m = np.
Clearly, we have
and then noticing n 2 | λ(m), we have
So, we can construct an integer m ≪ n 2L+1 such that
(ii) We first write λ(n) = λ 1 λ 2 such that gcd(λ 1 , n) = 1 and rad (λ 2 ) | n.
We then choose an odd prime q satisfying
. By Linnik's Theorem, the smallest such prime satisfies
By construction, we can write Clearly, we get
In addition, note that
for some integer c dividing λ 1 , and so gcd(c, n) = 1.
Then,
where we use the identity
Thus, if n is even, we obtain
while if n is odd, we get
Hence, we always have f (m) = 4nλ 2 , and so
We conclude the proof by noticing that we can make m ≪ n 6L+3 . In the following, we assume that c is odd. We choose an odd prime q such that
Write q − 1 = a 2 cj. By construction, we have gcd(c, j) = 1. Now, let m = ac 2 q. Since gcd(c, j) = 1 and gcd(c, aϕ(rad (b))) = 1, it is easy to see that
As in the above, by Linnik's Theorem, we can choose Note that n > 1 and n is odd.
Write m = 2nm 1 . Note that we must have m 1 > 1. If m 1 is even, then δ = 2, and so 4 | gcd(m, δϕ(rad (m))). Thus, 4 | 2n by (5.1), which contradicts the fact that n is odd. So, m 1 must be odd.
Then it is easy to see that the integer λ(m)ϕ(rad (m))/ϕ(m) is even. So, 2 | n by (5.2) . This contradicts the fact that n is odd. Hence, such an integer m does not exist.
Similarly, by contradiction, we can also show that there is no positive integer m such that (f (m), d(m)) = (n, 4n).
(ii) We choose an odd prime ℓ such that ℓ ≡ 1 + q (mod pq).
Write ℓ − 1 = qa. By construction, we have gcd(p, a) = 1. Now, let m = p 2 qℓ. Since gcd(p, a) = 1, p | q − 1 and p 2 ∤ q − 1, it is easy to see that
As before, by Linnik's Theorem, we can choose m ≪ p(pq) L+1 .
Comments
We see from the proof of Theorem 1.3 that its bounds depend on the smallest prime in some specific arithmetic progressions and thus in many cases, the value of L can be chosen to be smaller than that implied by the general results of Xylouris [24, 25] .
For example, in Theorem 1.3 (i) the result depends on the smallest prime p ≡ 1 (mod n). We have already mentioned that [4] allows the value of L = 2 for almost all n. One however can do better with a result of Mikawa [17] that allows to take L = 32/17 for almost all n in the statement of Theorem 1.3 (i).
Furrthermore, in Theorem 1.3 (ii) the result depends on the smallest prime q ≡ 1 (mod n 2 ). The result of Baker [3] (see also [2] ), which gives a version of the Bombieri-Vinogradov theorem for square moduli, implies that for almost all n the statement of Theorem 1.3 (ii) holds with any fixed L > 2.
We also recall that there are concrete families of moduli which admit a better value of L. For example, by the result of Chang [6, Corollary 11] one can take any L > 12/5 for moduli without large prime divisors. For example, this is true for all powers of a fixed prime number.
It is also likely that one can use the above results to improve Theorems 1.3 (ii) andl 1.4 (ii) for almost all values of the parameters involved.
We remark that the additivity of the Carmichael quotients implies that for any integer k the exponential function exp(2πikC m (a)/m) is a multiplicative character of the group (Z Z/m 2 Z Z) * . For a prime m = p, this has been observed and used by Heath-Brown [12, Theorem 2] (see also [21] ) in the classical case of Fermat quotients (a p−1 − 1)/p modulo a prime p. The same approach also works for the Carmichael quotients, and combined with the Burgess bound (see [13, Theorem 12.6] ) allows to study the distribution of values C m (a), 1 ≤ a ≤ A, modulo m. One can also study their algebraic and additive properties (see [7] and [10] , respectively, for the case of Fermat quotients). Furthermore, using that the set (1.2) is a subgroup of (Z Z/m 2 Z Z) * one can obtain analogues of several other results about the distribution of its elements, in particular about the smallest element which does not belong to this set (see [5, 18, 20, 22, 23] and references therein).
