Abstract -Multiuser MIMO (MU-MIMO) is a new technology adopted in IEEE 802.11ac for enhancing downlink throughput. 802.11ac has an explicit feedback mechanism that enables very high quality channel feedback to be provided to the transmitter, but the overhead can be quite substantial.
INTRODUCTION
Multiuser MIMO (MU-MIMO) can significantly increase downlink throughput in wireless systems, but these large performance gains are possible only if the MU-MIMO beamformer (BFer) has a very accurate estimate of the channel to each of the MU-MIMO beamformees (BFees).
IEEE 802.11ac, the next-generation Wi-Fi standard (also referred to as VHT, or Very High Throughput), adopted downlink MU-MIMO (from access point to multiple stations) and an associated explicit channel feedback mechanism. The overhead associated with such feedback can be quite considerable: three or more antennas is typical for an access point (BFer), the feedback may need to be refreshed on the order of tens of milliseconds in order to operate MU-MIMO at 64-and 256-QAM data rates, and channels can be up to 160 MHz wide. 802.11ac has adopted two mechanisms to reduce that overhead:
• Frequency correlation can be exploited by performing feedback on every 2 nd or 4 th subcarrier, thereby reducing overhead by a factor of 2 or 4.
• The feedback consists of a unitary version of the channel matrix, instead of the full channel matrix, and thereby allows a lossless reduction in overhead by a factor of up to 2. Furthermore, the BFee has the option to feed back a reduced-rank version of the channel.
We propose to utilize the last remaining dimension -time -to further reduce, in a lossless manner, the feedback overhead by a theoretical factor of up to 8, but more likely 3 (using 802.11ac generic channel aging models). Instead of feeding back the full channel, each BFee device feeds back the change in the channel relative to the previous feedback instance. In addition, the number of bits needed to convey the change in the channel is minimized by using a simple lossless, variablelength compression scheme that exploits the property that small changes in the channel are expected.
All together, these techniques provide more than an order-ofmagnitude reduction in feedback overhead, and are therefore expected to be critical enablers of MU-MIMO technology.
II.
CHANNEL FEEDBACK IN 802.11ac
The channel feedback for a particular subcarrier is generated by first decomposing the channel matrix as the product of an orthonormal matrix (V) and a real diagonal matrix (S). Matrix V is then represented as a series of Givens rotations, and the parameters of the rotations are each uniformly quantized. This process is most easily illustrated for a 3x1 vector channel (three antenna BFer, single antenna BFee). The vector channel H = [h1 h2 h3] T is first normalized to yield H = S * V, where V = [v1 v2 v3] T is unit norm, and V is then decomposed into four Givens angles according to: ϕ 1 and ϕ 2 are the relative phase differences between v 1 /v 2 and v 3 , while ψ 21 and ψ 31 represent the relative amplitudes of the various components of the vector. These angles are then uniformly quantized. For the high-resolution MU feedback mode, ϕ and ψ are quantized to 9 and 7 bits, respectively. Quantization is performed to 7/5 bits for low-resolution MU, 4/2 for low-res SU feedback, and 6/4 bits for high-res SU feedback. Although two more bits are used to quantize ϕ than ψ, the quantization resolution of ϕ/ψ is the same because ϕ is in [0, 2π], whereas ψ can be limited to [0, π/2]. Note that the absolute phase of the channel is not captured, since that is not needed at the BFer. S, the channel amplitude/power, is quantized to 4 bits (1 dB steps), and is conveyed for every other subcarrier. This means that for a 3x1 channel, there are 34 feedback bits per subcarrier. Figure 1 shows the distortion achieved by Givens-based channel quantization for 2x1, 3x1, 4x1, and 6x1 configurations. For each antenna configuration, the four circles correspond to SU low-resolution, SU high-res, MU low-res, and MU highres (top to bottom). Also shown in the plot are distortion curves for a vector quantization lower bound, which cannot be exceeded by any VQ scheme. (e.g., see [1] ). From the plot, it is clear that the low-complexity 802.11ac vector quantization scheme performs quite close to optimal when the number of antennas is not large, and even for 6x1 the distortion scales with the number of bits in the same manner as the VQ lower bound while maintaining a gap of approximately 5 dB. The data points corresponding to high-resolution MU feedback (9/7 bits per ϕ/ ψ angle) -the bottom-most circle on each Givens curve -show that high-resolution MU feedback has a very small distortion level, and it is easy to see with simulation results or the analytical results in [1] that there is only a negligible difference in MU throughput with quantized channel feedback with respect to genie knowledge of the channel at the BFer. The feedback process is illustrated in Figure 2 . The MU beamformer (i.e., the AP) triggers the channel feedback process by transmitting an NDP (null data packet) announcement frame, which contains the addresses of the devices that are being probed. Immediately following the announcement is the NDP frame, which contains sounding sequences that allow each BFee device to measure the full multi-antenna channel from the BFer. The BFee device that is addressed first in the announcement frame responds with its feedback frame immediately after the NDP. After feedback is received from the first BFee, the AP (BFer) sends a poll frame to request feedback from every other BFee. This process is repeated whenever deemed necessary by the AP.
Each frame contains a 40 μsec 802.11ac preamble, and thus the short control frames (NDP Announcement, NDP, and POLL) are roughly 60 μsec each. For a 3x1 system with an 80 MHz channel (234 subcarriers), the 34 feedback bits per subcarrier correspond to 7956 total bits. This corresponds to a payload of 34 OFDM symbols (136 μsec) if the feedback is sent at MCS1 (QPSK R=1/2), and to 8 OFDM symbols at MCS7 (64-QAM R=5/6). At MCS1, this means each feedback frame is nearly 200 μsec. Assuming four BFees and accounting for the standard 16 μsec SIFS (short interframe spacing) interval between all frames, the total exchange time works out to nearly 1 msec, of which more than half is due to the actual feedback contents. Furthermore, these overheads increase with the number of BFer or BFee antennas. Going from one to two BFee antennas increases the number of bits by 50%, while going from 3 to 6 BFer antennas corresponds to a 150% increase. Tone grouping is an option (performed at the BFee's discretion) that allows feedback to only be provided for every 2 nd or 4 th subcarrier. However, the feedback overhead is considerable even with tone grouping, particularly for systems with many BFer and BFee antennas, thereby motivating the proposed work on differential feedback.
It is worth nothing that although the feedback overhead can be considerable, the latency in the feedback loop is quite minimal because the AP can send an MU beamformed packet 16 μsec after the final feedback frame is received. This bodes well for MU-MIMO performance. 
DIFFERENTIAL FEEDBACK
Because MU-MIMO is extremely sensitive to the accuracy of the BFer's CSI (channel state information), even a small change in the channel can lead to a significant reduction in downlink MU-MIMO SNRs and rates. For example, in order to achieve a per-user MU-MIMO SNR of 25 dB, it is generally required that the CSI error be smaller than -25 dBc. It is possible that the initial feedback provides the BFer with CSI error of -30 dBc due to inevitable channel estimation noise at the BFee, but after 10 milliseconds, the error has increased to an unacceptable -25 dBc level due to channel aging. This would require full sounding and feedback to be performed every 10 milliseconds using the normal CSI feedback mechanism in 802.11ac, possibly leading to a feedback overhead of 10% or larger, as discussed in the previous section.
Although CSI error of -25 dBc is sufficient to impact MU-MIMO performance and necessitates refreshing the CSI available to the BFer, the very small error level indicates a very strong correlation between the successive channel feedback instances. Differential feedback, in which the BFee only conveys the change in the channel relative to the previous feedback instance, is a natural method by which this high correlation can be exploited to reduce overhead.
The plot in Figure 3 shows the distribution of the difference of the Givens angles (ϕ/ ψ) on successive feedback instances for an 8x2 channel matrix, assuming aging (spatially white, Gaussian) of -25 dBc. It is immediately clear that the differential angles (particularly the relative amplitudes represented by the ψ's) are heavily concentrated around 0. Although the plot is for a specific antenna configuration and value of aging, such concentration occurs whenever the channel aging is limited. One possibility for a differential feedback scheme is to compute the difference between the current and previous feedback instance, and to reduce the feedback overhead by limiting the maximum magnitude of each angle, while maintaining the same quantization resolution (e.g., limiting the range of the change in ψ to [-π/8, π/8] in order to save 3 bits). This, however, has the serious drawback that the CSI will be very poor if the channel variation is large due to clipping.
Our proposed scheme allows for channel variation of an arbitrary magnitude and reduces feedback overhead by using a variable-length source code to describe the change in each Givens angle, where the source code is tuned to the expected distribution of the Givens angle change.
Although Huffman coding is the optimal prefix-free code for an arbitrary source, Huffman coding requires knowledge of the source distribution and does not necessarily lend itself to simple encoding/decoding. We alternatively provide a simple algorithm to generate approximate Huffman encoders, which are very easily encoded and decoded and show in simulations that it provides very close to Huffman performance.
Based on the observation that the distributions of the differential values are very close to exponential, we design encoders tuned to a parameterized exponential distribution where the parameter p controls the steepness of the exponential distribution (increasing p corresponds to a flatter distribution). The BFee can easily choose the parameter p and feed back its value, in addition to the compressed data.
The algorithm involves computing the xor of the previous sequence of feedback bits and the current sequence of feedback bits, and then mapping each difference (for each angle and subcarrier) to a variable-length code word. Specifically: b. Map each integer into a sequences of bits (code words) using the proposed mapping algorithm. 2. Compute the difference of S and quantize it to 3 bits with quantization granularity of 1 dB in the range [-4:1:3] dB
The range of p is 3 bits for phi and 2 bits for psi, and a separate p value is used for each column of V (i.e., a separate value for each eigenmode).
The lossless encoding of each integer value x in the range -2 b-1 , .., 2 b-1 -1 assumes highest probability for x=0 and decreasing probability with |x|. It is performed as follows:
where y denotes the largest integer not greater than y. n determines the number of leading ones in code words that start with 1 and is inversely proportional to p. A key point of this scheme is that it leads to a variable-length feedback packet, as opposed to a standard 802.11ac feedback packet for which the number of bits is a deterministic function of the antenna configuration and the chosen feedback parameters. Due to the random access nature of 802.11 and because channel feedback is not prescheduled, these variablelength packets do decrease overhead because another packet (e.g., the POLL frame to the next user) can be sent immediately after a feedback frame finishes. This is in contrast with scheduled systems such as LTE, where timefrequency resources for transmission of channel feedback are prescheduled by the base station, making it difficult to benefit from variable-length feedback. 802.11ac circumvents another common problem with differential feedback, which is the possibility of error propagation when feedback is erroneously received. Because feedback frames are normal 802.11 frames, they are encoded in the normal manner (BCC or LDPC) and are also protected with a 32-bit CRC, which enables the BFer to identify whenever erroneous feedback is received. In such cases, the BFer can repoll the BFee, or can even request that the BFee send full (nondifferential) feedback to restart the process.
Selection of the Parameter p
For all values of p, the length of the code word is a simple and known function of the input symbols. Prior to encoding the differential angles, the exact length of the encoded sequence can be calculated for all possible values of p. This can be done in parallel to the calculation of the differential angles over the subcarriers. The value of p that gives the shortest sequence should be selected, and after selection of p, the sequence of differential angles can be encoded.
IV.
SIMULATION RESULTS
In this section, we present results illustrating the MU-MIMO throughput loss due to aging and the potential savings using the proposed differential feedback method. Table 1 illustrates that channel aging of -40 dBc or -35 dBc has a relatively minimal effect on MU performance, but -30 or -25 dBc aging significantly affects throughput at even moderate SNRs (an SNR in the range 20-25 dB may be required for 64-QAM, whereas an SNR exceeding 30 dB is often required for the highest MCS -256 QAM, R=5/6 -in fading environments). These results illustrate the fact that the MU BFer must frequently receive a refreshed channel estimate in order to maintain a very high MU-MIMO throughput.
The last two tables provide the feedback overhead reduction achieved by the proposed scheme for different scenarios. The baseline for comparison is nondifferential (9, 7) feedback, which has exactly the same performance as differential feedback. The first considers a 4x1 system. With -40 dBc aging, the correlation between the previous and current channel is very high and thus the angle differences are very small, leading to short code words and the maximum reduction in feedback overhead (74%). As the channel aging power increases, the difference between the previous/current channel increases and thus longer code words must be used, and, as expected, this means the savings are reduced. However, even with -25 dBc aging, the proposed scheme saves 50% relative to the baseline.
The final table considers an 8x2 configuration with -40 and -25 dBc aging, and it is interesting to note that feedback savings for an 8x2 configuration are very similar to those for the 4x1 configuration. Also included in this table are the feedback savings for a Huffman code that was designed on the basis of the numerically computed distribution of the angle differences, and the results show that the proposed algorithm comes very close to optimal Huffman coding in terms of performance. 
SUMMARY
High data-rate downlink MU-MIMO requires that the beamforming device have very accurate channel estimates, which generally requires frequent resounding and feedback of the channel even in stationary indoor environments with only a few Hertz of Doppler. Feeding back the entire channel estimate during each feedback period is wasteful, however, because of the high correlation across feedback periods. Our proposed differential feedback scheme significantly reduces feedback overhead by allowing each user to only feed back the change in the channel relative to an earlier feedback instance.
The scheme is lossless compared to performing full feedback every period, but achieves a large overhead reduction by use of a low-complexity variable-length source code that nearly optimally exploits the fact that small changes in the channel are much more likely than large changes. Numerical results illustrate an overhead reduction of nearly four times in certain scenarios.
