Abstract. This paper is concerned with the existence of globally smooth solutions for the second boundary value problem for Monge-Ampère type equations and the application to regularity of potentials in optimal transportation. The cost functions satisfy a weak form of the condition A3, which was introduced in a recent paper with Xi-nan Ma in conjunction with interior regularity. Consequently they include the quadratic cost function case of Caffarelli and Urbas as well as the various examples in the earlier work. The approach is through the derivation of global estimates for second derivatives of solutions.
Introduction
This paper is concerned with the global regularity of solutions of the second boundary value problem for equations of Monge-Ampère type and its application to the regularity of potentials in optimal transportation problems with non-quadratic cost functions.
The Monge-Ampère equations under consideration have the general form (1.1) det{D 2 u − A(·, u, Du)} = B(·, u, Du),
where A and B are given n × n matrix and scalar valued function defined on Ω × R × R n ,
where Ω is a domain in Euclidean n-space, R n . We use (x, z, p) to denote points in Ω × R × R n so that A(x, z, p) ∈ R n × R n , B(x, z, p) ∈ R and (x, z, p) ∈ Ω × R × R n . The equation (1.1) will be elliptic, (degenerate elliptic), with respect to a solution u ∈ C 2 (Ω) whenever (1.2) D 2 u − A(·, u, Du) > 0 (≥ 0), whence also B > 0 (≥ 0).
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A particular form of (1.1) arises from the prescription of the Jacobian determinant of a mapping T u defined by
where Y is a given vector valued function on Ω × R × R n , namely (1.4) det DY (·, u, Du) = ψ(·, u, Du).
Assuming that the matrix
is non-singular, we may write (1.4) in the form (1.1), that is,
for degenerate elliptic solutions u.
The second boundary value problem for equation (1.4) is to prescribe the image
where Ω * is a given domain in R n . When Y and ψ are independent of z and ψ is separable in the sense that
(Ω), L 1 (Ω * ) respectively, then a necessary condition for the existence of an elliptic solution, for which the mapping T is a diffeomorphism, to the second boundary value problem (1.4) (1.7) is the mass balance condition (1.9)
The second boundary value problem (1.4) (1.7) arises naturally in optimal transportation. Here we are given a cost function c : R n × R n → R and the vector field Y is generated by the equation For this case global regularity of solutions was proved by Delanoë [D] , Caffarelli [C2] and Urbas [U1] , with (conditional) interior regularity shown earlier by Caffarelli [C1] . In this paper we will prove global estimates and regularity under corresponding conditions. In particular, we will assume that the cost function c ∈ C 4 (R n × R n ) satisfies the following conditions:
(A1) For each p, q ∈ R n , there exists unique y = Y (x, p), x = X(q, y) such that
Conditions A1 and A2 are precisely the same conditions in [MTW] but condition A3w is the degenerate form of condition A3 in [MTW] . As will be seen in our examples ,we do not necessarily require c to be defined on all of R n × R n and the vectors p and q in condition A1 need only lie in the ranges of c x (x, y) and c y (x, y) on Ω × Ω * .
In our paper [MTW] , we also introduced a notion of convexity of domains with respect to cost functions, namely Ω is c-convex, with respect to Ω * , if the image c y (·, y)(Ω) is convex in R n for each y ∈ Ω * , while analogously Ω * is c * -convex, with respect to Ω, if the image c x (x, ·)(Ω * ) is convex for each x in Ω. For global regularity we need to strengthen these conditions in the same way that convexity is strengthened to uniform convexity. Namely we define Ω to be uniformly c-convex, with respect to Ω * , if Ω is c-convex, with respect to Ω * , ∂Ω ∈ C 2 and there exists a positive constant δ 0 such that
for all x ∈ ∂Ω, y ∈ Ω * , unit tangent vector τ and outer unit normal γ. By pulling back with the mappings c y (·, y), we see that this is equivalent to the condition that the image domains c y (·, y)(Ω) be uniformly convex with respect to y ∈ Ω * . Similarly we call Ω * uniformly c * -convex, with respect to Ω, when c * (x, y) = c(y, x). Note that if Ω is simply connected with boundary ∂Ω ∈ C 2 , then Ω is c−convex if and only if (1.19) holds for
We can now formulate our main theorem.
Theorem 1.1. Let c be a cost function satisfying hypotheses A1, A2, A3w, with respect to bounded C 4 domains Ω, Ω * ∈ R n which are respectively uniformly c-convex, c * -convex with respect to each other. Let ψ be a positive function in C 2 (Ω × R × R n ). Then any elliptic solution u ∈ C 3 (Ω) of the second boundary value problem (1.14), (1.7) satisfies the a priori estimate
where C depends on c, ψ, Ω , Ω * and sup Ω |u|.
As we will indicate later, the smoothness assumption on the solution and the data may be reduced. Further regularity also follows from the theory of linear elliptic equations for example if c, Ω, Ω * , ψ are C ∞ then the solution u ∈ C ∞ (Ω).The dependence of the estimate (1.20) on sup Ω |u| may be removed if ψ is independent of u as in (1.8).
As a consequence of Theorem 1.1, we may conclude existence theorems for classical solutions. The classical solvability of the second boundary value problem follows readily 4
by the method of continuity if there exists some function u 0 satisfying the ellipticity condition (1.2) and the boundary condition (1.7). Otherwise we need to deform our domains through foliations determined by uniformly c and c * -convex sub-domains. A sufficient additional condition enabling this is that either Ω or Ω * is c or c * -bounded with respect to the other, where we say that Ω is c -bounded, with respect to Ω * if there exists some function ϕ ∈ C 2 (Ω), satisfying
in Ω, for all ξ ∈ R n , y ∈ Ω * , for some constant δ 1 > 0. This condition is clearly equivalent to being bounded in the usual sense in the quadratic case (1.16). As we will show later in this paper, Ω is uniformly c-convex and c-bounded, with respect to Ω * , if and only if the function ϕ can be chosen as a defining function for Ω, that is ϕ ∈ C 2 (Ω), ϕ = 0 on ∂Ω and ∇ϕ = 0 on ∂Ω. This would have been another way of extending the usual definition of uniform convexity.
Theorem 1.2. Suppose in addition to the above hypotheses that the function ψ satisfies (1.8) (1.9). Then there exists a unique (up to additive constants) elliptic solution u ∈ C 3 (Ω) of the second boundary value problem (1.14), (1.7).
From Theorem 1.2, we also obtain an existence result for classical solutions of the Monge-Kantorovich problem in optimal transportation. As above we let c ∈ C 4 (R n ×R n ) be a cost function and Ω, Ω * be two bounded domains in R n satisfying the hypotheses of Theorem 1.1. Let f > 0, ∈ C 2 (Ω), g > 0, ∈ C 2 (Ω * ) be positive densities satisfying the mass balance condition (1.9). Then the corresponding optimal transportation problem is to find a measure preserving mapping T 0 : Ω → Ω * which maximizes the cost functional
among all measure preserving mappings T from Ω to Ω * . A mapping T : Ω → Ω * is called measure preserving if it is Borel measurable and for any Borel set E ⊂ Ω * ,
(1.23)
Theorem 1.3. Under the above hypotheses, there exists a unique diffeomorphism T ∈ [C 2 (Ω)] n maximizing the functional (1.22), given by
where u is an elliptic solution of the boundary problem (1.7), (1.14)
. 5
The solution u of (1.7), (1.14) is called a potential. Note that in [MTW] and elsewhere the cost functions and potentials are the negatives of those here and the optimal transportation problem is written, (in its usual form), as a minimization problem.
The plan of this paper is as follows. In Section 2, we prove that boundary conditions of the form (1.7) are oblique with respect to functions for which the Jacobian DT is nonsingular and we estimate the obliqueness for solutions of the boundary value problem (1.14), (1.7) under hypotheses A1 and A2, (Theorem 2.1). Here the twin assumptions of Ω and Ω * being uniformly c and c * -convex with respect to each other are critical. In Section 3, we prove that second derivatives of solutions of equation (1.14) can be estimated in terms of their boundary values under hypothesis A3w, (Theorem 3.1). This estimation is already immediate from [MTW] when the non-degenerate condition A3 is satisfied. The argument is carried out for equations of the general form (1.1) (with symmetric A), in the presence of a global barrier, corresponding to (1.21), which is not necessary in the optimal transportation case (Theorem 3.2). This estimation also arises in the treatment of the classical Dirichlet problem in [T4] . The proof of the global second derivative estimates for solutions of the boundary value problem (1.14), (1.7) is completed in Section 4. Here the procedure is similar to that in [LTU] and [U1] . In Section 5, we complete the proof of the existence result, Theorem 1.2, by adapting the method of continuity [GT] . Section 6 is devoted to the applications to optimal transportation and the proof of Theorem 1.3, which implies the global regularity of the potential functions in [MTW] , under condition A3w. Finally in Section 7, we discuss our results in the light of examples, most of which are already given in [MTW] .
We are grateful to Philippe Delanoe, Gregoire Loeper and John Urbas for useful remarks.
Obliqueness
In this section, we prove that the boundary condition (1.7) implies an oblique boundary condition and estimate the obliqueness. First we recall that a boundary condition of the form
where γ denotes the unit outer normal to ∂Ω. Let us now assume that ϕ and ϕ * are C 2 defining functions for Ω and Ω * respectively, with
is an elliptic solution of the second boundary value problem (1.4), (1.7), we must have
By tangential differentiation, we obtain
for all unit tangent vectors τ , whence
At this point we observe that χ > 0 on ∂Ω since |∇ϕ * | = 0 on ∂Ω and det DT = 0. Using the ellipticity of (1.4) and letting [w ij ] denote the inverse matrix of [w ij ], we then
we have (2.10)
on ∂Ω. We obtain a further formula for β · γ, from (2.6), namely
Eliminating χ from (2.11) and (2.12), we have
We call (2.13) a formula of Urbas type, as it was proved by Urbas [U1] for the special case, c(x, y) = x · y, Y (ξ, p) = p, of the Monge-Ampère equation. Note that to prove (2.13), we only used conditions A1 and A2 and moreover (2.13) continues to hold in the generality of (1.4).
Our main task now is to estimate β · γ from below for solutions of (1.14), (1.7). For this in addition to conditions A1, A2, we also need the uniform c and c * convexity of Ω and Ω * respectively. Our approach is similar to [U1] for the special case of the MongeAmpère equation and begins by invoking the key idea from [T] for estimating double normal derivatives of solution of the Dirichlet problem. Namely we fix a point x 0 on ∂Ω where β · γ is minimized, for an elliptic solution u ∈ C 3 (Ω), and use a comparison argument to estimate γ · D(β · γ) from above. Without some concavity condition in p the quantity β · γ does not satisfy a nice differential inequality so we will get around this by considering instead the function (2.14)
for sufficiently large κ, where now the defining function ϕ * is chosen so that
near ∂Ω, for all ξ ∈ R n and some positive constant δ * 0 . Inequality (2.15) is possible by virtue of the uniform c * -convexity of Ω * , with the function ϕ * given, for example by
where a and b are positive constants and d * denotes the distance function for Ω * , [GT] .
By differentiation of equation (1.14), in the form (1.1), we obtain, for r = 1, · · · , n,
Introducing the linearized operator L,
we need to compute Lv for v given by (2.14). Setting
where G is defined by (2.9), we see that
In the ensuing calculations, we will often employ the following formulae,
as well as (1.13). Indeed, using (1.13) and (2.22), we have
for a further positive constant κ * 0 . By choosing κ sufficiently large, we can then ensure that (2.25)
near ∂Ω. Substituting into (2.20) and using (2.16), it follows that
where C is a constant depending on c, ψ, Ω and Ω * , as well as κ. 9
Next we observe that unless the defining function ϕ * extends to all of Ω * so that (2.15) is satisfied for all T u ∈ Ω * , we have no control on the neighbourhood of ∂Ω, where (2.26) holds. This is remedied by replacing G in (2.19) by a function satisfying (2.24) in all of Ω , agreeing with (2.9) near ∂Ω, for example by taking
where a 1 and K are positive constants, with a 1 sufficiently small and K >max|Du|, and for h sufficiently small, m h is the mollification of the max-function of two variables.
A suitable barrier is now provided by the uniform c-convexity of Ω which implies, analogously to the case of Ω * above, that there exists a defining function ϕ for Ω satisfying
in a fixed neighbourhood of ∂Ω, (for a constant δ 0 > 0). By appropriate choice, of say the constants a and b in (2.16), without the * , (or following the uniformly convex case in [GT, Chapter 14] ), we may obtain, by virtue of (2.21),
for a given constant K. Combining (2.26) and (2.29), and using the positivity of B, we then infer by the usual barrier argument,( which entails fixing a small enough neighbourhood of ∂Ω, [GT] ),
where again C is a constant depending on c, Ω, Ω * and ψ. From (2.28) and since x 0 is a minimum point of v on ∂Ω, we can write
where τ ≤ C. To use the information embodied in (2.31), we need to calculate
Multiplying by ϕ * t c t,i and summing over i, we obtain
by virtue of the uniform c-convexity of Ω, the c * -convexity of Ω * and (2.6). Consequently, from (2.19) and (2.31), we obtain at x 0 ,
for positive constants, C and τ 0 . Hence if β · γ ≤ τ 0 /2C, we have the lower bound (2.35)
To complete the estimation of β · γ we invoke the dual problem to estimate w ij γ i γ j at x 0 . Assuming for the moment that T u is one to one, we let u * denote the c-transform of u, defined for y = T u(x) ∈ Ω * by (2.36)
It follows that
where
and the second boundary value problem (1.14), (1.7) is equivalent to
Noting that the defining functions ϕ and ϕ * may be chosen so that ∇ϕ = γ, ∇ϕ * = γ * on ∂Ω, ∂Ω * respectively, we clearly have for x ∈ ∂Ω, y ∈ T u(x) ∈ ∂Ω * ,
Hence the quantity β * · γ * is minimized on ∂Ω * at the point y 0 = T u(x 0 ). Furthermore,
Applying now the estimate (2.35) to u * at the point y 0 ∈ ∂Ω * , we finally conclude from (2.13) the desired obliqueness estimate
on ∂Ω for some positive constant δ depending only on Ω, Ω * , c, and ψ.
The above argument clearly extends to arbitrary positive terms B (1.15). Noting also that it suffices in the above argument that T need only be one-to-one from a neighbourhood of the point x 0 to a neighbourhood of y 0 , we have the following theorem.
Theorem 2.1. Let c ∈ C 3 (R n ×R n ) be a cost function satisfying hypotheses A1, A2, with respect to bounded C 3 domains Ω, Ω * ⊂ R n , which are respectively uniformly c-convex, c * -convex with respect to each other. Let ψ be a positive function in
Then any elliptic solution u ∈ C 3 (Ω), of the second boundary value problem (1.14), (1.7)
satisfies the obliqueness estimate (2.45).
Note that T u is automatically globally one-to-one under the hypotheses of Theorem 1.2 by virtue of the change of variables formula. In the ensuing work [T4] , we consider the extension of Theorem 2.1 to the more general prescribed Jacobian equation (1.4). The main difference is that we cannot directly use the c-transform to get the complementary estimate to (2.35) Instead the quantities there are transformed using the local diffeomorphism Tu. Indeed we could also have avoided the use of duality in the proof of Theorem 2.1 by direct transformation of (2.31).
Global second derivative bounds
In this section we show that the second derivatives of elliptic solutions of equation (1.14) may be estimated in terms of their boundary values. For this estimation and the boundary estimates in the next section, it suffices to consider the general form (1.1) under the assumption that the matrix valued function
We also assume A is symmetric,which is the case for the optimal transportation equation (1.14). When (3.1) is strengthened to the condition A3 in [MTW] , that is
for some constant δ > 0, for all (x, z, p) ∈ Ω × R × R n , ξ, η ∈ R n , ξ ⊥ η, then the global second derivative estimate follows immediately from our derivation of interior estimates in [MTW] . In the general case the proof is much more complicated and we need to also assume some kind of barrier condition, namely that there exists a function ϕ ∈ C 2 (Ω)
for some positive δ > 0 and for all ξ ∈ R n , x, z, p ∈ some set U ⊂ Ω × R × R n , whose projection on Ω is Ω. In general, condition (3.1) implies some restriction on the domain Ω, but for the case of equations arising in optimal transportation, (where it corresponds to c-boundedness ), it can be avoided by a duality argument.
Our reduction to the boundary estimation follows the approach in [GT] , originating with Pogorelov, with some modification analogous to that in [LTU] . Let u ∈ C 4 (Ω) be an elliptic solution of equation (1.1), with x, u(x), Du(x) ∈ U for x ∈ Ω and ξ a unit vector in R n . Let v be the auxiliary function given by
where w ij = D ij u − A ij . By differentiation of equation (1.1), we have
where B = logB. A further differentiation yields
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Furthermore differentiating (3.4) we have
(3.8)
where we have written w ξξ = D ij wξ i ξ j . Using condition A3w in (3.6) and retaining all terms involving third derivatives, we estimate
where, as in the previous section, b
and C is a constant depending on the first and second derivatives of A and logB and sup Ω (|u| + |Du|). To apply A3w, we fix a point x ∈ Ω and choose coordinate vectors as the eigenfunctions of the matrix [w ij ] corresponding to eigenvalues 0 < λ 1 ≤ · · · ≤ λ n . Writing A ij,kl = D p k p l A ij , we then estimate
From (3.9), we obtain also (3.10)
for a further constant C. Here we use equation (3.5) to control the third derivative term arising from differentiating A kl ξ k ξ l . From (3.8) and (3.10), we obtain, after some reduction,
Now suppose v takes its maximum at a point x 0 ∈ Ω and a vector ξ, which we take to be e 1 . We need to control the first two terms on the right hand side of (3.11). To do this 14
we choose remaining coordinates so that [w ij ] is diagonal at x 0 . Then we estimate
Combining (3.11) with (3.12), we obtain the estimate, at x 0 , (3.13) Lv ≥ τ w ii + κw ii − C{τ + κ}, for either τ or κ sufficiently large. Note that when we use (3.7) in the second last line of (3.12), we improve (3.13) by retention of the term i>1 w ii (D i w 11 ) 2 on the right hand side , which corresponds to the key term in the Pogorelov argument for interior estimates [GT] .
From (3.13), we finally obtain an estimate from above for w ii (x 0 ), which we formulate in the following theorem.
Theorem 3.1. Let u ∈ C 4 (Ω) be an elliptic solution of equation (1.1) in Ω , with
x, u(x), Du(x) ∈ U , for all x ∈ Ω. Suppose the conditions A3w and (3.3) hold and B is a positive function in C 2 (Ω × R × R n ). Then we have the estimate (3.14) sup
where the constant C depends on A, B, Ω,Ω * and sup U (|z| + |p|).
Note that we only need the condition A3w to hold on the set U .
From the proof of Theorem 3.1 we obtain the corresponding estimate for equation (1.14), without the barrier condition (3.3).
Theorem 3.2. Let u ∈ C 4 (Ω) be an elliptic solution of equation (1.14) in Ω with T u(Ω) ⊂ Ω * . Suppose the cost function c satisfies hypotheses A1, A2, A3w and B is a positive function in C 2 (Ω × R × R n ). Then we have the estimate (3.14).
To prove Theorem 3.2, we take κ = 0 in the proof of Theorem 3.1, to obtain an estimate for w ii in terms of w ii , that is (3.15)
for arbitrary ε > 0, with constant C ε also depending on ε. If T is globally one-to-one, we then conclude (3.13), in the optimal transportation case, by using the dual problem (2.37), (2.38). More generally, we consider the dual function v * in place of (3.4), given by
and suppose it is maximized at a point x * 0 in Ω. Since T will now be one-to-one from a neighborhood N of x * 0 to a neighbourhood N * of y * 0 = T u(x * 0 ), we may then proceed as before, noting that in N * , v * is given by (3.4) with u replaced by its c−transform u * .
The estimate (3.14) arose from our investigation of the classical Dirichlet problem in [TW] . We remark also that from (3.16), we see that (3.3) is also not needed when n = 2.
Boundary estimates for the second derivatives
This part of our argument is similar to the treatment of the oblique boundary value problems for Monge-Ampère equations in [LTU, U3] . The paper [LTU] concerned the Neumann problem, utilizing a delicate argument which did not extend to other linear oblique boundary conditions. For nonlinear oblique conditions of the form (2.1) where the function G is uniformly convex in the gradient, the twice tangential differentiation of (2.1) yields quadratic terms in second derivatives which compensate for the deviation of β = G p from the geometric normal and permit some technical simplification for general inhomogeneous terms ψ [U3].
First we deal with the non-tangential second derivatives. Letting F ∈ C 2 (Ω × R × R n ) and v = F (·, u, Du), where u ∈ C 3 (Ω) is an elliptic solution of equation (1.1), we have from our calculation in Section 2,
where L is given by (2.17) and C is a constant depending on A, B, G, Ω and |u| 1;Ω . Now using the equation (1.1) itself, we may estimate
so that, writing M = sup Ω w ii , we have from (4.1)
Hence, if there exists a C 2 defining function ϕ satisfying (3.3) near ∂Ω, together with ϕ = 0 on ∂Ω, we obtain by the usual barrier argument, taking F = G,
on ∂Ω, so that in particular
on ∂Ω. Now for any vector ξ ∈ R n , we have (4.6)
Suppose w ξξ takes its maximum over ∂Ω and tangential ξ, |ξ| = 1 at x 0 ∈ ∂Ω and ξ = e 1 . Then from (4.5) and (4.6) and tangential differentiation of the boundary condition (2.1) we have on ∂Ω, (4.8)
Combining (2.26), (3.10), (4.1) and (4.2) and utilizing a similar barrier argument to that is Section 2, we thus obtain the third derivative estimate
Differentiating (2.1) twice in a tangential direction τ , with τ (x 0 ) = e 1 , we obtain at x 0 ,
whence we conclude from (4.9) (4.11) max
by virtue of the uniform convexity of G with respect to p. Taking account of the global estimate (3.13), we complete the proof of Theorem 1.1.
Once the second derivatives are bounded, the equation (1.1) is effectively uniformly elliptic so that from the obliqueness estimate (2.43), we obtain global C 2,α estimates from the theory of oblique boundary value problems for uniformly elliptic equations in [LT] . By the theory of linear elliptic equations with oblique boundary conditions [GT] , we then infer estimates in C 3,α (Ω) for any α < 1 from the assumed smoothness of our data. We may also have assumed that our solution u ∈ C 2 (Ω).
As in the previous section, the technicalities are simpler when condition A3w is strengthened to condition A3 and we also obtain local boundary estimates for the second derivatives. To see this we estimate the tangential second derivatives first by differentiating the equation (1.1) and boundary condition (2.1) twice with respect to a tangential vector field τ near a point y ∈ ∂Ω. We then obtain an estimate for ηD τ τ u, for an appropriately chosen cut-off function η. The mixed tangential-normal second derivatives D τ n u are estimated as above by a single tangential differentiation of (2.1) so that the double normal derivative may be obtained either from (4.5) or from the equation (1.1) itself and the estimates in Section 2 for w ij γ i γ j from below, similarly to the Dirichlet problem, see [T1] .
Proof of Theorem 1.2
To complete the proof of Theorem 1.2, we adapt the method of continuity for nonlinear oblique boundary value problem, presented in [GT] and already used in the special case (1.16) (1.17) [U1] . The situation here is much more complicated unless we know in advance that there exists a smooth function u 0 , satisfying the ellipticity condition (1.2) together with the boundary condition (1.7). Otherwise we need to consider families of subdomains. To commence the procedure, we fix a point x 0 ∈ Ω. Then for sufficiently small radius r > 0, the ball Ω 0 = B r (x 0 ) ⊂ Ω will be uniformly c-convex with respect to Ω * and the function u 0 , given by
will satisfy the ellipticity condition (1.2). Moreover the image Ω * 0 = T u 0 (Ω 0 ) will be uniformly c * -convex with respect to Ω with T u 0 a diffeomorphism from Ω 0 to Ω * 0 . To see this we observe that
so that by taking κr small enough, we can fulfill condition (1.19) on ∂Ω * 0 , with respect to x 0 ∈ Ω, for constant δ 0 = 1 κr as large as we wish. Suppose now we can foliate Ω − Ω 0 and Ω * − Ω * 0 by boundaries of c-convex and c * -convex domains, respectively. That is there exist increasing families of domains {Ω t }, {Ω on the parameter t, such that
4 , uniformly with respect to t, (iv) Ω t , Ω * t are uniformly c-convex, c * -convex with respect to Ω * , Ω, respectively. The construction of such a family is discussed at the end of this section.
Given our families of domains Ω t , Ω * t , 0 < t ≤ 1, we need to define corresponding equations. Let B be a positive function in C 2 (Ω × R n ) and f a positive function in
in Ω 0 , for some fixed constant σ > 0. We then consider the family of boundary value problems:
From our construction and the obliqueness, we see that u 0 is the unique elliptic solution of (5.4) at t = 0.
From Section 2, we also see that the boundary condition in (5.4) is equivalent to the oblique condition
To adapt the method of continuity from [GT] , we fix α ∈ (0, 1) and let Σ denote the subset of [0, 1] for which the problem (5.4) is solvable for an elliptic solution u = u t ∈ C 2,α (Ω t ), with T u invertible. We then need to show that Σ is both closed and open in [0, 1]. First we note that the boundary condition (5.4) implies a uniform bound for Du t . Integrating the equation (5.4), we then obtain uniform bounds for the quantities
so that the solutions u t will be uniformly bounded for σ > 0. Uniform estimates in C 2,1 (Ω) now follow from our a priori estimates in Section 4, which are also clearly independent of t ∈ [0, 1]. By compactness, we then infer that Σ is closed. To show Σ is open, we use the implicit function theorem and the linear theory of oblique boundary value problems, as in [GT] . The varying domains {Ω t } may be handled by means of diffeomorphisms approximating the identity, which transfer the problem (5.4) for t close to some t 0 ∈ Σ to a problem in Ω t 0 . We then conclude the solvability of (5.4) for allt ∈ [0, 1], which implies there exists a unique elliptic solution u = u σ ∈ C 3 (Ω) of the boundary value problem
for arbitrary σ > 0, with T u one-to-one. To complete the proof of Theorem 1.2,(at least when the above foliations exist), we assume that B satisfies (1.5), (1.8) and (1.9). As above we see that the integrals Ω e σu σ are uniformly bounded, with D(σu σ ) → 0 as σ → 0. Consequently σu σ → constant = 0 by (1.19) and modulo additive constants, u σ → u as σ → 0, where u is the solution of (1.14), (1.7), as required.
We may construct the family of domains {Ω t } used above, if we are given a C 4 defining function ϕ, satisfying
for all x ∈ Ω, y ∈ Ω * , ξ ∈ R n , which takes its minimum at x 0 . Note that the uniform c-convexity of Ω implies the existence of a defining function satisfying (5.7) in a neighbourhood of ∂Ω, as in (2.26). There are various ways of constructing suitable families from a global defining function, ϕ. In particular taking ϕ(x 0 ) = −1, we may choose
where ϕ t is defined by
, for some 0 < t 0 < 1 and a close to −1 to first deform to a small sub-level set of ϕ, followed by taking ϕ t = ϕ − (1 − t)a/(1 − t 0 ) for t ≥ t 0 . The domains Ω * t may be similarly constructed. If the curvatures of ∂Ω * are sufficiently large, for example Ω * is a small ball, then the existence of a defining function satisfying (5.7) follows by pulling back from a single image c y (·, y 0 )(Ω). As a byproduct, we see that if Ω is uniformly c-convex with respect to a single point y 0 ∈ Ω * , there at least exists a smooth function u 0 ∈ C 3 (Ω) satisfying the ellipticity condition (1.2).
From the above considerations, we see that the proof of Theorem 1.2 is completed in the cases where either Ω or Ω * is a small ball. The general case will then follow by 20 further use of the method of continuity if there exists a defining function satisfying (5.7) for either domain and this follows from our assumption of c or c * boundedness. Indeed if Ω is uniformly c-convex and c-bounded, with respect to Ω * , and ϕ 0 is a defining function satisfying (5.7) near ∂Ω, while ϕ 1 , < 0 in Ω, satisfies (1.21), then we may take
where, for h sufficiently small and k sufficiently large, m h is the mollification of the max-function of two variables.
It would be interesting to avoid the assumption of being c or c * bounded, (or the existence of appropriate foliations). Under certain conditions on c, c-boundedness is implied by uniform c-convexity as in the quadratic case (1.16).
Optimal Transportation
The interior regularity of solutions to the optimal transportation problem is considered in [MTW] , under conditions A1, A2, A3 and the c * − convexity of the target domain Ω * . Our approach is to first show that the Kantorovich potentials are generalized solutions of the boundary value problem (1.14), (1.7) in the sense of Aleksandrov and Bakel ′ man. The c * −convexity of Ω * is used to show the image of the generalized normal mapping lies in Ω * and condition A3 is employed to obtain a priori second derivative estimates from which the desired regularity follows. The potential functions u and v solve the dual problem of minimizing the functional for all x ∈ Ω. If u is a c−convex function, for which the mapping T given by (1.23) is measure preserving, then it follows that u is a potential and again T is the unique optimal mapping. These results hold under the hypotheses A1 and A2 and it suffices to assume the densities f, g ≥ 0, ∈ L 1 (Ω), L 1 (Ω * ), respectively, whence the mapping T is only determined almost everywhere on the set where f is positive. The reader is referred to [C3, GM, MTW, U2, V] for further details.
From the above discussion we see that the solution of the boundary value problem (1.14), (1.7) will automatically furnish a potential for the optimal transportation problem if it is c−convex. Note that ellipticity only implies that the solution is locally c−convex and we need a further argument to conclude the global property, unlike the case of quadratic cost functions and convex solutions. First we recall the concept of generalized solution introduced in [MTW] . Let u be a c−convex function on the domain Ω. The generalized normal mapping χ u is defined by The boundary condition (1.7) is satisfied in the generalized sense if (6.8) Ω * ⊂ χ u (Ω), x ∈ Ω f (x) > 0 and χ u (x) − Ω * = ∅ = 0
