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Minima distribution for global optimization
Xiaopeng Luo
Abstract This paper establishes a strict mathematical relationship between an
arbitrary continuous function on a compact set and its global minima, like the
well-known first order optimality condition for convex and differentiable functions.
By introducing a class of nascent minima distribution functions that is only related
to the target function and the given compact set, we construct a sequence that
monotonically converges to the global minima on that given compact set. Then, we
further consider some various sequences of sets where each sequence monotonically
shrinks from the original compact set to the set of all global minimizers, and the
shrink rate can be determined for continuously differentiable functions. Finally, we
provide a different way of constructing the nascent minima distribution functions.
Keywords Global optimization · Optimality condition · Minima distribution
Mathematics Subject Classification (2010) Primary 90C26 · Secondary 90C30
1 Introduction
Given a possibly highly nonlinear and non-convex continuous function f : Ω ⊂
R
n → R with the global minima f∗ and the set of all global minimizers X∗ in Ω,
we consider the optimality condition for the constrained optimization problem
min
x∈Ω
f(x), (1)
that is, what the clear relationship between f and f∗ (or X∗ ⊆ Ω)? Here, Ω is a
(not necessarily convex) compact set defined by inequalities gi(x) > 0, i = 1, · · · , r.
Generally, finding an arbitrary local minima is relatively straightforward by
using classical local algorithms; however, finding the global minima is much more
The current version of this paper only discusses the theory of minima distribution; the relevant
algorithm in the previous versions was separated and will be further expanded into a new
upcoming paper.
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difficult. According to the degree of utilization of the global prior information
coming from previous function evaluations, all the existing global algorithms could
be roughly divided into three categories. First, there are those with almost no use
of prior information. A typical representative is the so-called multistart algorithm
based on the idea of performing parallel local searches starting from multiple initial
points [2, 27, 28, 6]. It is usually effective if the number of local minimizers of a
target function is not large; however, one cannot see any overall landscape in the
multistart algorithm since there is no information exchange between those parallel
local searches. Actually, this is a common feature of the traditional random search
methods [31, 30, 34, 16] that appeared in the 1950s [1, 4, 24, 25, 20].
Second, there are those with only partial use of prior information, including
many heuristic algorithms. Central to these methods is a strategy that generates
variations of a set of candidates (often called a population), and the information
exchange among population members happens to be the focus of attention. The
best known of these are genetic algorithms (GA) [11, 17], evolution strategies (ES)
[26, 32], differential evolution (DE) [35, 22, 9, 8] and so forth [36]. DE usually
performs well for continuous optimization problems [21, 35, 9, 8] although does
not guarantee that an optimal solution is ever found. The evolution strategy of
DE takes the difference of two randomly chosen candidates to perturb an existing
candidate and accepts a new candidate under a greedy or annealing criterion [14].
Finally, there are those with full use of prior information, such as Bayesian
optimization (BO) [18, 19, 13, 33]. The BO method is to treat a target as a random
function with a prior distribution and applies Bayesian inference to update the
prior according to the previous function observations. This updated prior is used to
construct an acquisition function to determine the next candidate. The acquisition
function, which trade-offs exploration and exploitation, can be of different types,
such as probability of improvement (PI) [15], expected improvement (EI) [19, 5]
or lower confidence bound (LCB) [7]. BO is a sequential model-based approach
and the model is often obtained using a Gaussian process (GP) [13, 10, 29] which
provides a normally distributed estimation of the target function [23].
Although most global methods try to extract as much knowledge as possible
from prior information, the connection between the entire landscape of a target
function and its global minima is not yet sufficiently clear and precise. Specifically,
there is currently the lack of such an essential mathematical relationship; in con-
trast, there is a well-known relationship between a differentiable convex function
and its minima, which is established by the gradient. Suppose f is differentiable
on a convex set D, then f is convex if and only if
f(y) > f(x) +∇f(x)(y − x), ∀x, y ∈ D;
see for example Ref. [3]. And this shows that ∇f(x∗) = 0 implies that f(y) > f(x∗)
holds for all y ∈ D, i.e., x∗ is a global minimizer of f on D. The role of this essential
correlation is self-evident in convex optimization.
This paper aims to establish a similar mathematical relationship between any
continuous function f on a compact set Ω ⊂ Rn and its global minima f∗. As the
main contributions of this paper, if m(k)(x) = e
−kf(x)
∫
Ω
e−kf(t)dt
for k ∈ R, then we have
• It holds that
lim
k→∞
∫
Ω
f(x)m(k)(x)dx = f∗, (2)
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and
lim
k→∞
m(k)(x) =
{ 1
µ(X∗) , x ∈ X
∗,
0, x ∈ Ω −X∗,
(3)
where µ(X∗) is the n-dimensional Lebesgue measure of X∗ and X∗ is the set
of all global minimizers on Ω.
• If f is not a constant function on Ω, the monotonic relationship∫
Ω
f(x)m(k)(x)dx >
∫
Ω
f(x)m(k+∆k)(x)dx > f∗ (4)
holds for all k ∈ R and ∆k > 0, which implies a series of monotonous contain-
ment relationships, for examples, it holds that
Ω⊃D
(k)
f
⊃D
(k+∆k)
f
⊃X∗, where D
(k)
f
=
{
x∈Ω : f(x)6
∫
Ω
f(t)m(k)(t)dt
}
, (5)
and for all k > 0 and ∆k > 0, it holds that
Ω = D(0)0 ⊃D
(k)
0 ⊃D
(k+∆k)
0 ⊃X
∗, where D(k)0 =
{
x∈m(k)(t) > 1/µ(Ω)
}
(6)
• If x∗ is the unique global minimizer of f in Ω, then
lim
k→∞
∫
Ω
x ·m(k)(x)dx = x∗; (7)
further, if f(x−x∗) = ψ(‖x−x∗‖2) is radial and ψ is a non-decreasing function
on R+, then for all k ∈ R and ∆k > 0, it holds that∥∥∥∥
∫
Ω
(x− x∗)m(k)(x)dx
∥∥∥∥
2
>
∥∥∥∥
∫
Ω
(x− x∗)m(k+∆k)(x)dx
∥∥∥∥
2
. (8)
• Suppose f ∈ C(Ω) and Γ (k)0 = {x ∈ Ω : m
(k)(x) = 1/µ(Ω)}. If x ∈ Γ (k)0 and x
moves to x+∆x ∈ Γ (k+∆k)0 when k continuously increases to k +∆k, then
lim
∆k→0
f(x)− f(x+∆x)
∆k
=
1
k
(
f(x)−
∫
Ω
f(t)m(k)(t)dt
)
, (9)
and
lim
∆k→0
‖∆x‖
∆k
=
1
k‖∇f(x)‖
∣∣∣∣f(x)−
∫
Ω
f(t)m(k)(t)dt
∣∣∣∣ , (10)
where ‖ · ‖ is the Euclidean norm.
The remainder of the paper is organized as follows. In Sect. 2, the concept of
minima distribution (MD) and relevant conclusions are fully built by introducing
a class of nascent minima distribution functions. In Sect. 3, we consider some
various sequences of sets where each sequence monotonically shrinks from the
original compact set to the set of all global minimizers. In Sect. 4, we provide
another different way of constructing the nascent minima distribution functions.
And finally, we draw some conclusions in Sect. 5.
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2 Minima distribution
To establish a mathematical relationship between f and f∗, we hope to find an
integrable distribution function mf,Ω ∈ L(Ω) such that
f∗ =
∫
Ω
f(x)mf,Ω(x)dx and mf,Ω(x) > 0 if x ∈ X
∗, mf,Ω(x) = 0 if x ∈ Ω −X
∗.
Since the distribution mf,Ω is closely linked to the minimization of function f on
Ω, we call it a minima distribution related to f and Ω. In the following, we will
first introduce the nascent minima distribution function m(k) related to f and Ω
then define the minima distribution (MD) by a weak limit of m(k).
2.1 Nascent minima distribution function
Our motivation for introducing nascent minima distribution functions originated
with a meaningful observation. Consider the function
τ(x) =
1
f(x)− f∗ + 1
, x ∈ Ω, (11)
then τ(x) = 1 for x ∈ X∗ while 0 < τ(x) < 1 for x ∈ Ω −X∗; and then,
lim
k→∞
τk(x) =
{
1, x ∈ X∗;
0, x /∈ X∗.
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Fig. 1 One-dimensional illustration of the functions τk(x) = (f(x) − f∗ + 1)−k . The plots
show f(x) = cos(x2) + x/5 + 1, x ∈ [0, 5] in red and the relevant τk with k = 0, 1, 3, 9 in blue.
(a) f (b) τ1 (c) τ3 (d) τ9
Fig. 2 Two-dimensional illustration of the functions τk(x) = (f(x)− f∗ +1)−k . The plot (a)
shows the target function f(x) = cos(x21) + cos(x
2
2) + x1/5 + x2/5 + 2, x = (x1, x2) ∈ [0, 3.5]
2,
and the plots (b)-(d) show the relevant τk with k = 1, 3, 9.
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The evolution of τk changing with k can be clearly illustrated in Figs. 1 and 2
for 1-dimensional and 2-dimensional cases, respectively. According to the property
described above, it is reasonable to expect that
f∗ = lim
k→∞
∫
Ω
f(x)τk(x)dx∫
Ω
τk(t)dt
.
It is worth noting that the identity above depends only on the monotonicity and
nonnegativity of the function ρ(y) = 1y−f∗+1 , that is, τ(x) = ρ(f(x)). The reason
for including f∗ in the definition of τ is only to meet the nonnegativity requirement.
So we can introduce the following concept:
Definition 1 Suppose Ω ⊂ Rn is a compact set, f : Ω ⊂ Rn → R is a continuous
real function on Ω, i.e., f ∈ C(Ω), and ρ : R → R is monotonically decreasing
with ρ(f(x)) > 0 for every x ∈ Ω. For any k ∈ R, we define a nascent minima
distribution function by
m(k)(x) = m
(k)
f,Ω
(x) =
τk(x)∫
Ω
τk(t)dt
, where τ(x) = ρ(f(x)). (12)
And a typical choice of τ is the exponential-type, i.e., τ(x) = e−f(x).
Remark 1 The exponential-type definition of τ does not depend on f∗ because of
the nonnegativity of the exponential function itself. In addition, the rational-type
definition (11) can be further extended as τ(x) = 1
f(x)−f∗+p
for any p > 0, and the
arbitrariness of p could partially weaken the dependence of τ on the unknown f∗.
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Fig. 3 One-dimensional illustration of the nascent MD functions. The plots show the target
function f = cos(x2)+ x/5+ 1, x ∈ [0, 5] in red and the relevant exponential-type nascent MD
functions m(k) with k = 0, 1, 3, 9 in blue.
The nascent MD functions of varying parameters are illustrated in Figs. 3 and 4
for 1-dimensional and 2-dimensional cases, respectively. In each example, X∗ = x∗
is a single point set and m(k) gradually evolves from a uniform distribution on Ω
to the Dirac delta function δ(x− x∗); however, the construction of m(k) could be
totally not related to the point x∗. This implies a potential relationship between
f and X∗, which will be strictly established later. And X∗ ⊂ Ω could be not only
any single point, finite, or countable subset but also any measurable subset.
For any h ∈ C(Ω) and ν ∈ R, define the expectation
E
(k)
t
(
h(x+ t)
)ν
=
∫
Ω
hν(x+ t)m(k)(t)dt (13)
and denote E(k)(hν) = E(k)t
(
h(t)
)ν
to unclutter the notation.
First, we consider some relevant properties of the nascent MD functions.
6 Xiaopeng Luo
(a) f (b) m(1) (c) m(3) (d) m(9)
Fig. 4 Two-dimensional illustration of the nascent MD functions. The plot (a) shows the
target function f(x) = cos(x21) + cos(x
2
2) + x1/5 + x2/5 + 2, x = (x1, x2) ∈ [0, 3.5]
2, and the
plots (b)-(d) show the relevant exponential-type nascent MD functions m(k) with k = 1, 3, 9.
Theorem 1 The nascent minima distribution function defined in (12) satisfies:
(i) For k > 0, the maxima of m(k) is m(k)(x∗) and the set of all maximizers is X∗.
(ii) For any k ∈ R, m(k) is a probability density function (PDF) on Ω; especially,
m(0)(x) = 1/µ(Ω) is the PDF of the continuous uniform distribution on Ω, where
µ(S) =
∫
S
dt is the n-dimensional Lebesgue measure of S.
(iii) If f ∈ C1(Ω), then ∇m(k)(x) = km(k)(x)∇τ(x)/τ(x).
(iv) Suppose f ∈ C2(Ω). If x∗1, x
∗
2 ∈ X
∗ and ∇2f(x∗1) ≻ ∇
2f(x∗2) ≻ 0, then
∇2m(k)(x∗1) ≺ ∇
2m(k)(x∗2) ≺ 0,
where A ≻ 0 is a generalized inequality meaning A is a strictly positive definite
matrix, ∇2f and ∇2m(k) are the Hessian functions of f and m(k), respectively.
(v) For every k ∈ R, it holds that
d
dk
m(k)(x) = m(k)(x)
(
log(τ(x))− E(k)(log(τ))
)
.
(vi) If X∗ has zero n-dimensional Lebesgue measure, i.e., µ(X∗) = 0, then
lim
k→∞
m(k)(x) =
{
∞, x ∈ X∗;
0, x /∈ X∗.
(vii) If X∗ has nonzero n-dimensional Lebesgue measure, i.e., µ(X∗) > 0, then
lim
k→∞
m(k)(x) =
{ 1
µ(X∗)
, x ∈ X∗;
0, x /∈ X∗.
Proof Clearly, (i) and (ii) follow from the monotonicity and nonnegativity of ρ.
If f ∈ C1(Ω), then (iii) follows from
∇m(k)(x) =
∇τk(x)∫
Ω
τk(t)dt
=
kτk−1(x)∇τ(x)∫
Ω
τk(t)dt
=
km(k)(x)∇τ(x)
τ(x)
,
If f ∈ C2(Ω), for any x∗ ∈ X∗, it holds from ∇τ(x∗) = ρ′(f∗)∇f(x∗) = 0 that
∇2m(k)(x∗) = ρ′(f∗)
kτk−1(x∗)∫
Ω
τk(t)dt
∇2f(x∗),
then (iv) follows from the monotonicity of ρ, i.e., ρ′(f∗) < 0.
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For every k ∈ R, it holds from ddk τ
k(x) = τk(x) log(τ(x)) that
d
dk
m(k)(x) =
d
dk
(
τk(x)∫
Ω
τk(t)dt
)
=
τk(x) log(τ(x))
∫
Ω
τk(t)dt− τk(x)
∫
Ω
τk(t) log(τ(t))dt(∫
Ω
τk(t)dt
)2
=m(k)(x)
(
log(τ(x))−
∫
Ω
m(k)(t) log(τ(t))dt
)
=m(k)(x)
(
log(τ(x))− E(k)(log(τ))
)
,
this proves (v).
For any x′ /∈ X∗, let p = τ(x′) > 0, then there must exist an open set Ωp that
has nonzero n-dimensional Lebesgue measure such that τ(t) > p if t ∈ Ωp and
τ(t) 6 p if t /∈ Ωp, and further,
m(k)(x′) =
pk∫
Ωp
τk(t)dt+
∫
Ω−Ωp
τk(t)dt
6
1∫
Ωp
p−kτk(t)dt
,
since p−1τ(t) > 1 for any t ∈ Ωp, the limit of
∫
Ωp
p−kτk(t)dt tends to ∞ as k →∞;
thus, it holds that
lim
k→∞
m(k)(x′) = 0, ∀x′ /∈ X∗.
Otherwise, for any x′′ ∈ X∗,
m(k)(x′′) =
1∫
X∗
dt+
∫
Ω−X∗
τ−k(x′′)τk(t)dt
,
since τ−1(x′′)τ(t) < 1 for any t ∈ Ω−X∗, the limit of
∫
Ω−X∗
τ−k(x′′)τk(t)dt tends
to 0 as k →∞; thus, for any x′′ ∈ X∗, it follows that
lim
k→∞
m(k)(x′′) =
{
∞, µ(X∗) = 0,
1
µ(X∗) , µ(X
∗) > 0;
this proves (vi) and (vii), and the proof is complete. ⊓⊔
Remark 2 According to the properties (iii) and (v), it is a very natural thing to
choose the exponential-type τ ; and in this case,
∇m(k)(x) = −km(k)(x)∇f(x) and
d
dk
m(k)(x) = m(k)(x)
(
E
(k)(f)− f(x)
)
.
2.2 Monotonic convergence
An attractive property of m(k) is that
∫
Ω
f(x)m(k)(x)dx monotonically converges
to the global minima f∗ as k → ∞ for all continuous functions on a compact set
Ω without any other assumptions. This monotonic convergence strictly confirms
the role of m(k) as a link between f and f∗.
We first prove the convergence according to the continuity of f .
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Theorem 2 (convergence) If f ∈ C(Ω), then
lim
k→∞
∫
Ω
f(x)m(k)(x)dx = f∗;
moreover, if x∗ is the unique global minimizer of f in Ω, then
lim
k→∞
∫
Ω
x ·m(k)(x)dx = x∗.
Proof If f is a constant function on Ω, for every k, we have∫
Ω
f(x)m(k)(x)dx = f∗.
Now suppose that f is not a constant function on Ω. Given ǫ > 0, it follows
from the continuity of f that there exists an open set Ωǫ such that X
∗ ⊂ Ωǫ and
f(x)− f∗ < ǫ holds for all x ∈ Ωǫ; further, according to (vi) and (vii) of Theorem
1, there exists a K ∈ N such that∫
Ω−Ωǫ
m(k)(x)dx < ǫ
holds for every k > K, hence,∫
Ω
f(x)m(k)(x)dx− f∗ =
∫
Ω
(
f(x)− f∗
)
m(k)(x)dx
=
∫
Ωǫ
(
f(x)−f∗
)
m(k)(x)dx+
∫
Ω−Ωǫ
(
f(x)−f∗
)
m(k)(x)dx
<ǫ(1− ǫ) +Rf ǫ < (1 +Rf )ǫ,
where Rf = maxx∈Ω f(x)− f
∗ and k > K, which completes the proof of the first
identity; and in a similar way one can establish the second one. ⊓⊔
Now we prove the nonnegativity.
Theorem 3 (nonnegativity) For every k ∈ R, we have∫
Ω
f(x)m(k)(x)dx > f∗,
and it becomes an equality if and only if f is a constant function on Ω.
Proof According to (ii) of Theorem 1,
∫
Ω
m(k)(x)dx = 1 for every k ∈ R, so it
follows that ∫
Ω
f(x)m(k)(x)dx− f∗ =
∫
Ω
(
f(x)− f∗
)
m(k)(x)dx,
hence, ∫
Ω
f(x)m(k)(x)dx− f∗ = 0,
if and only if f is a constant function on Ω. If f is not a constant function on Ω,
there exists a domain D ⊂ Ω of nonzero measure such that f(x) − f∗ > 0 on D;
together with the nonnegativity of m(k), we have∫
Ω
(
f(x)− f∗
)
m(k)(x)dx >
∫
D
(
f(x)− f∗
)
m(k)(x)dx > 0,
and the proof is complete. ⊓⊔
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To prove the monotonicity, we need the following lemma.
Lemma 1 (Gurland’s inequality [12]) Suppose y is an arbitrary random variable
defined on a subset of R, if g and h are both non-increasing or non-decreasing, then
E
(
g(y) · h(y)
)
> E(g(y))E
(
h(y)
)
; if g is non-decreasing and h non-increasing, or vice
versa, then E
(
g(y) · h(y)
)
6 E(g(y))E
(
h(y)
)
.
Theorem 4 (monotonicity) For k ∈ R, the nascent minima distribution function
defined in (12) satisfies
d
dk
∫
Ω
f(x)m(k)(x)dx 6 0;
especially, if τ is the exponential-type e−f and f is not a constant function on Ω, then
d
dk
∫
Ω
f(x)m(k)(x)dx = −Var(k)(f) < 0,
where Var(k)(f) =
∫
Ω
(
f(x)− E(k)(f)
)2
m(k)(x)dx.
Proof According to (v) of Theorem 1, we have
m(k+∆k)(x) =m(k)(x) +
∫ k+∆k
k
dm(v)(x)
dv
dv
=m(k)(x) +
∫ k+∆k
k
m(v)(x)
(
log(τ(x))− E(v)(log(τ))
)
dv,
then there exists a ζ ∈ (k, k +∆k) such that
E
(k+∆k)(f)− E(k)(f)
∆k
=
1
∆k
∫
Ω
f(x)
(
m(k+∆k)(x)−m(k)(x)
)
dx
=
1
∆k
∫
Ω
∫ k+∆k
k
f(x)m(v)(x)
(
log(τ(x))− E(v)
(
log(τ)
))
dvdx
=
1
∆k
∫ k+∆k
k
(
E
(v)(f log(τ))− E(v)(f)E(v)( log(τ)))dv
=E(ζ)
(
f log(τ)
)
− E(ζ)(f)E(ζ)
(
log(τ)
)
,
hence, we have
dE(k)(f)
dk
= lim
∆k→0
E
(k+∆k)(f)− E(k)(f)
∆k
=E(k)
(
f log(τ)
)
−E(k)(f)E(k)
(
log(τ)
)
. (14)
Further, let y = f(x), then log(τ(x)) = log(ρ(y)), and then
E
(k)(f log(τ))− E(k)(f)E(k)( log(τ))= E(y log(ρ(y)))− E(y)E( log(ρ(y))),
since log(ρ(y)) is monotonically decreasing, it holds from Lemma 1 that
E
(
y log(ρ(y))
)
6 E(y)E
(
log(ρ(y))
)
,
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thus, we have dE
(k)(f)
dk 6 0, as claimed. Specially, if τ(x) = e
−f(x), then
E
(k)(f log(τ))− E(k)(f)E(k)( log(τ)) = −E(k)(f2)+ (E(k)(f))2,
that is,
dE(k)(f)
dk
= −
∫
Ω
(
f(x)− E(k)(f)
)2
m(k)(x)dx = −Var(k)(f),
and it is clear that Var(k)(f) > 0 if the continuous function f is not a constant
function on Ω, so the proof is complete. ⊓⊔
From the Theorems 3 and 4 it follows as an immediate corollary that
Corollary 1 For all k ∈ R and ∆k > 0, it holds that
∫
Ω
f(x)m(k)(x)dx >
∫
Ω
f(x)m(k+∆k)(x)dx > f∗;
further, if τ is the exponential-type e−f and f is not a constant function on Ω, then
∫
Ω
f(x)m(k)(x)dx >
∫
Ω
f(x)m(k+∆k)(x)dx > f∗.
Further, the following conclusion give a sufficient condition that
∫
Ω
x·m(k)(x)dx
monotonously converge to x∗.
Theorem 5 If x∗ is the unique global minimizer of f in Ω, f(x−x∗) = ψ(‖x−x∗‖2)
is radial and ψ is a non-decreasing function on R+, then
d
dk
∥∥∥∥
∫
Ω
(x− x∗)m(k)(x)dx
∥∥∥∥
2
6 0.
Proof Let r = ‖x− x∗‖2, then
d
dk
∥∥∥∥
∫
Ω
(x− x∗)m(k)(x)dx
∥∥∥∥
2
6
d
dk
∫
Ω
r ·m(k)(x)dx,
then it holds from (14) that
d
dk
∫
Ωi
r ·m(k)(x)dx = E(k)
[
r log
(
ρ(ψ(r))
)]
−E(k)(r)E(k)
[
log
(
ρ(ψ(r))
)]
,
notice that log
(
ρ(ψ(r))
)
is monotonically decreasing, the desired result follows
from Lemma 1. ⊓⊔
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2.3 Minima distribution
Now we define a minima distribution to be a weak limit mf,Ω such that the identity∫
Ω
mf,Ω(x)ϕ(x)dx = lim
k→∞
∫
Ω
m(k)(x)ϕ(x)dx
holds for every smooth function ϕ with compact support in Ω. Here are three
immediate properties of mf,Ω :
Theorem 6 The minima distribution satisfies the following properties:
(i) mf,Ω satisfies the identity
∫
Ω
mf,Ω(x)dx = 1.
(ii) If f is continuous on Ω, then f∗ =
∫
Ω
f(x)mf,Ω(x)dx.
(iii) If x∗ is the unique global minimizer of f in any Ω, then∫
Ω
x ·mf,Ω(x)dx = x
∗
∫
Ω
mf,Ω(x)dx.
A naive view of the minima distribution is that mf,Ω is the pointwise limit
mf,Ω(x) = lim
k→∞
m(k)(x)
that also reserves
∫
Ω
mf,Ω(x)dx = 1. From this view, we begin by noting that
mf,Ω(x) = 0 if x /∈ X
∗ and deduce that f(x)mf,Ω(x) = f
∗ · mf,Ω(x) for every
x ∈ Ω, then we also have
∫
Ω
f(x)mf,Ω(x)dx = f
∗
∫
Ω
mf,Ω(x)dx = f
∗, and so on.
2.4 Stability
Suppose f ∈ C2(Ω). According to the first and second order optimality conditions,
for any x∗i ∈ X
∗, it holds that
∇f(x∗i ) = 0 and ∇
2f(x∗i ) ≻ 0,
then f(x) is approximately equal to
f∗ +
1
2
(x− x∗i )
T∇2f(x∗i )(x− x
∗
i )
in a sufficiently small neighborhood Ωi of x
∗
i . So if ∇
2f(x∗1) ≻ ∇
2f(x∗2) ≻ 0, then
for the same small disturbance ∆x ∈ Rn, the change of f(x) around x∗1 will be
larger than that around x∗2. Usually, we say that x
∗
2 is more stable than x
∗
1. In the
following, we will see how the minima distribution is associated with the stability.
If µ(X∗) 6= 0, then mf,Ω can be viewed as the PDF of the uniform distribution
on X∗; if x∗ is the unique minimizer of f on Ω, then mf,Ω is exactly the Dirac
delta function δ(x − x∗); and if X∗ is a finite set, i.e., X∗ = {x∗i }
s
i=1, then mf,Ω
can be given by a linear combination of Dirac delta functions
mf,Ω(x) =
s∑
i=1
wiδ(x− x
∗
i ) with
s∑
i=1
wi = 1 and wi > 0. (15)
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According to (iv) of Theorem 1, if f ∈ C2(Ω) and ∇2f(x∗1) ≻ ∇
2f(x∗2) ≻ · · · ≻
∇2f(x∗s) ≻ 0, then for given k ∈ N, it follows that
∇2m(k)(x∗1) ≺ ∇
2m(k)(x∗2) ≺ · · · ≺ ∇
2m(k)(x∗s) ≺ 0;
and further notice that m(k)
Ω,f
is approximately equal to
m(k)(x∗i ) +
1
2
(x− x∗i )
T∇2m(k)(x∗i )(x− x
∗
i )
in a sufficiently small neighborhood Ωi of x
∗
i .
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Fig. 5 Two-dimensional illustration of the stability. The plots show the target function f =
cos(0.5x2) + 1, x ∈ [0, 5] in red and the relevant exponential-type nascent MD functions m(k)
with k = 0, 1, 3, 9 in blue.
(a) f (b) m(1) (c) m(3) (d) m(9)
Fig. 6 Two-dimensional illustration of the nascent MD functions. The plot (a) shows the
target function f(x) = cos(x21) + cos(x
2
2) + 2, x = (x1, x2) ∈ [0, 3.5]
2, and the plots (b)-(d)
show the relevant exponential-type nascent MD functions m(k) with k = 1, 3, 9.
Hence, if all points {x∗i }
s
i=1 are not on the boundary of Ω, we obtain∫
Ω1
m(k)(x)dx <
∫
Ω2
m(k)(x)dx < · · · <
∫
Ωs
m(k)(x)dx,
and further, the weight coefficients of (15) satisfy w1 < w2 < · · · < ws, as illustrated
in Figs. 5 and 6. So we have the following theorem:
Theorem 7 Suppose f ∈ C2(Ω), ∇2f(x∗1) ≻ ∇
2f(x∗2) ≻ 0 and two points x
∗
1, x
∗
2 ∈
X∗ are not on the boundary of Ω. If ξ is a random sample from a distribution with
PDF mf,Ω, then the probability that ξ takes x
∗
2 is greater than the probability that ξ
takes x∗1.
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3 Significant sets
3.1 Significant sets of m(k)
Here we will introduce several types of significant set of m(k) where each of them
monotonically shrinks from the original compact set Ω to the set of all global
minimizers X∗. Let’s define the first type of significant set of m(k) as
D
(k)
f
=
{
x ∈ Ω : f(x) 6 E(k)(f)
}
, (16)
then we have the following containment relationship:
Theorem 8 (monotonic shrinkage) Suppose Ω is a compact set and f ∈ C(Ω).
For all k ∈ R and ∆k > 0, it holds that
Ω ⊇ D
(k)
f
⊇ D
(k+∆k)
f
⊇ X∗,
where X∗ is the set of all global minimizers of f ; especially, if τ is the exponential-type
e−f and f is not a constant on Ω, it holds that Ω ⊃ D
(k)
f
⊃ D
(k+∆k)
f
⊃ X∗.
Proof It follows from Theorem 3 that for any k ∈ R,
f∗ 6 E(k)(f),
that is, X∗ ⊆ D
(k)
f
for every k ∈ R, and it becomes an equality if and only if f is
a constant function on Ω. And according to Theorem 4, for any ∆k > 0, we have
E
(k+∆k)(f) 6 E(k)(f),
if x ∈ D
(k+∆k)
f
, then
f(x) 6 E(k+∆k)(f) 6 E(k)(f),
that is, x ∈ D
(k)
f
, thus, D
(k+∆k)
f
⊆ D
(k)
f
. Moreover, if
f(x) < E(k+∆k)(f) < E(k)(f),
then D
(k+∆k)
f
⊂ D
(k)
f
, where the conditions are consistent with those in Theorem
4, and the proof is complete. ⊓⊔
Theorem 8 can also be stated in another way by replacing the f in the definition
(16) with τ . First define the second type of significant set of m(k) as
D
(k)
τ =
{
x ∈ Ω : τ(x) > E(k)(τ)
}
. (17)
It holds from (14) that
dE(k)(τ)
dk
= E(k)
(
τ log(τ)
)
− E(k)(τ)E(k)
(
log(τ)
)
;
let y = τ(x), then we have
dE(k)(τ)
dk
= E
(
y log(y)
)
− E(y)E
(
log(y)
)
,
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and it holds from Lemma 1 that
E
(
y log(y)
)
> E(y)E
(
log(y)
)
thus, dE
(k)(τ)
dk > 0, that is,
E
(k)(τ) 6 E(k∆k)(τ) 6 τ∗,
where τ∗ = τ(x∗) for any x∗ ∈ X∗. Hence, we similarly have the containment
relationship:
Theorem 9 (monotonic shrinkage) Suppose Ω is a compact set and f ∈ C(Ω).
For all k ∈ R and ∆k > 0, it holds that
Ω ⊇ D
(k)
τ ⊇ D
(k+∆k)
τ ⊇ X
∗,
where X∗ is the set of all global minimizers of f ; especially, if τ is the exponential-type
e−f and f is not a constant function on Ω, it holds that Ω ⊃ D
(k)
τ ⊃ D
(k+∆k)
τ ⊃ X
∗.
Remark 3 It is worth noting that the discriminant condition τ(x) > E(k)(τ) is
equivalent to m(k+1)(x) > m(k)(x).
Finally, we will introduce the third type of significant set of m(k) which can be
used to estimate the relevant shrink rate. Let
D
(k)
0 =
{
x ∈ Ω : m(k)(x) > m(0)(x) =
1
µ(Ω)
}
(18)
with its boundary
Γ
(k)
0 =
{
x ∈ Ω : m(k)(x) =
1
µ(Ω)
}
. (19)
According to Remark 3, the definition of D
(k)
0 is actually extended from that of
D
(k)
τ . And we also have the containment relationship:
Theorem 10 (monotonic shrinkage) Suppose Ω is a compact set and f ∈ C(Ω) is
not a constant function. For all k > 0 and ∆k > 0, it holds that
Ω = D(0)0 ⊃ D
(k)
0 ⊃ D
(k+∆k)
0 ⊃ X
∗,
where X∗ is the set of all global minimizers of f .
Proof First, it follows from m(0) = 1/µ(Ω) that Ω = D
(0)
0 ; and for any x
∗ ∈ X∗
and k > 0, it holds from
∫
Ω−X∗
τ−k(x∗)τk(t)dt < µ(Ω −X∗) that
m(k)(x∗) =
1∫
X∗
dt+
∫
Ω−X∗
τ−k(x∗)τk(t)dt
>
1
µ(X∗) + µ(Ω −X∗)
=
1
µ(Ω)
,
that is, X∗ ⊂ D(k)0 for every k > 0.
Then, for any ∆k > 0, according to Ho¨lder’s inequality, it follows that
∫
Ω
τk(t)dt <
(∫
Ω
dt
) ∆k
k+∆k
(∫
Ω
τk+∆k(t)dt
) k
k+∆k
(20)
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when f is not a constant function on Ω. If x ∈ D(k+∆k)0 , then
τk+∆k(x) >
∫
Ω
τk+∆k(t)dt∫
Ω
dt
,
together with (20), we have
τk(x)>
(∫
Ω
τk+∆k(t)dt∫
Ω
dt
) k
k+∆k
=
(∫
Ω
dt
) ∆k
k+∆k
(∫
Ω
τk+∆k(t)dt
) k
k+∆k
∫
Ω
dt
>
∫
Ω
τk(t)dt∫
Ω
dt
,
that is, x ∈ D(k)0 − Γ
(k)
0 , thus, D
(k)
0 ⊃ D
(k+∆k)
0 for any ∆k > 0, as claimed. ⊓⊔
3.2 Shrink rate of D
(k)
0
The shrinkage from D
(k)
0 to D
(k+∆k)
0 reflects exactly the difference between m
(k)
and m(k+∆k); however, the shrink rate would be slow for a large k. Now we will
consider the shrink rate.
Suppose that f ∈ C1(Ω), x ∈ Γ
(k)
0 and x moves to x
′ = x+∆x ∈ Γ
(k+∆k)
0 when
k continuously increases to k′ = k +∆k. According to the definition (19) of Γ (k)0 ,
it is clear that
m(k)(x) = m(k
′)(x′) =
1
µ(Ω)
, (21)
And it follows from (iii) of Theorem 1 that
m(k
′)(x′) =m(k
′)(x+∆x)
=m(k
′)(x) +∇m(k
′)(x) ·∆x+ o(‖∆x‖)
=m(k
′)(x) +
k′m(k
′)(x)
τ(x)
∇τ(x) ·∆x+ o(‖∆x‖), (22)
where ‖ · ‖ is the Euclidean norm. Moreover, it follows from (v) of Theorem 1 that
m(k
′)(x) =m(k+∆k)(x)
=m(k)(x) +
d
dk
m(k)(x)∆k+ o(∆k)
=m(k)(x) +m(k)(x)
(
log(τ(x))− E(k)(log(τ))
)
∆k + o(∆k). (23)
Hence, it holds from (21) - (23) that
1=
(
1+
k+∆k
τ(x)
∇τ(x)·∆x
)(
1 +Q(x)∆k+ o(∆k)
)
+ o(‖∆x‖),
where Q(x) = log(τ(x))− E(k)(log(τ)); that is,
k+∆k
τ(x)
(
1 +Q(x)∆k
)
∇τ(x)·∆x = −Q(x)∆k+ o(∆k) + o(‖∆x‖),
then we have
∆x
∆k
= −
1
k+∆k
τ(x)Q(x)
1 +Q(x)∆k
∇τ(x)
‖∇τ(x)‖2
+ o(1) + o
(
‖∆x‖
∆k
)
, (24)
and further, we can obtain the shrink rate as follows:
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Theorem 11 Suppose that f ∈ C(Ω). If x ∈ Γ (k)0 and x moves to x+∆x ∈ Γ
(k+∆k)
0
when k continuously increases to k +∆k, then the shrink rate
lim
∆k→0
‖∆x‖
∆k
=
τ(x)
k‖∇τ(x)‖
∣∣∣E(k)(log(τ))− log(τ(x))∣∣∣ , (25)
especially, if τ is the exponential-type e−f , then
lim
∆k→0
‖∆x‖
∆k
=
1
k‖∇f(x)‖
∣∣∣E(k)(f)− f(x)∣∣∣ ,
where ‖ · ‖ is the Euclidean norm.
Remark 4 So the shrink rate of m(k) is inversely proportional to k. Since
∫ ek
k
1
sds =
1, the relevant shrinkage is almost independent of k when ∆k = (e− 1)k.
From this, we can immediately obtain the following rate which can be viewed
as a bound of the relevant convergence rate.
Theorem 12 Under the assumption of Theorem 11, if x ∈ Γ
(k)
0 and x moves to
x′ = x+∆x ∈ Γ (k+∆k)0 when k continuously increases to k +∆k, then
lim
∆k→0
f(x)− f(x+∆x)
∆k
=
τ(x)
k
∇f(x)·∇τ(x)
‖∇τ(x)‖2
(
E
(k)(log(τ))− log(τ(x))
)
,
especially, if τ is the exponential-type e−f , then
lim
∆k→0
f(x)− f(x+∆x)
∆k
=
f(x)− E(k)(f)
k
.
Proof By noting that
f(x)− f(x+∆x)
∆k
= −∇f(x)·
∆x
∆k
+ o
(
‖∆x‖
∆k
)
,
together with (24), the desired conclusion follows. ⊓⊔
4 A further remark on the minima distribution
As mentioned above, the minima distribution is regarded as a weak limit of a
sequence of nascent minima distribution functions. Here we will provide another
different way of constructing the nascent minima distribution functions.
Similar to the Dirac delta function, m(k) can also be defined by a uniform
distribution sequence. For any k ∈ N0, we recursively define the sequence of sets
D
(0)
U = Ω and D
(k+1)
U =
{
x ∈ D
(k)
U : f(x) 6
1
µ(D(k)
U
)
∫
D
(k)
U
f(t)dt
}
,
where µ
(
D
(k)
U
)
=
∫
D
(k)
U
dt is the n-dimensional Lebesgue measure of D(k)
U
; then a
uniform distribution based definition can be given as
m
(k)
U
(x) =
{
1
µ(D
(k)
U
)
, x ∈ D
(k)
U
;
0, x ∈ Ω −D(k)
U
.
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And it is clear that
1
µ(D
(k)
U )
∫
D
(k)
U
f(t)dt =
∫
Ω
f(t)m
(k)
U (t)dt.
Similarly, we have the global convergence
lim
k→∞
∫
Ω
f(t)m
(k)
U (t)dt = f
∗, ∀f ∈ C(Ω),
meanwhile, limk→∞m
(k)
U (x) equals 1/µ(X
∗) for every x ∈ X∗ and equals 0 for
every x ∈ Ω −X∗; and for any k ∈ N0, we have the monotonicity∫
Ω
f(t)m
(k)
U (t)dt >
∫
Ω
f(t)m
(k+1)
U (t)dt > f
∗
if f is not a constant function on Ω, which implies Ω = D(0)
U
⊃ D
(k)
U
⊃ D
(k+1)
U
⊃
X∗. The construction of m(k)
U
also provides an intuitive way to understand the MD
theory and the definition of m(k) is not limited to all mentioned in this paper.
5 Conclusions
In this work, we built an MD theory for global minimization of continuous functions
on compact sets. In some sense, the proposed theory breaks through the existing
gradient-based theoretical framework and allows us to reconsider the non-convex
optimization. On the one hand, it can be seen as a way to understand existing
algorithms; on the other hand, it may also become a new starting point. Thus, we
are convinced that the proposed theory will have a thriving future.
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