As part of the 'immune landscape of cancer', six immune subtypes were defined which describe a categorization of tumor-immune states. A number of phenotypic variables were found to associate with immune subtypes, such as nonsilent mutation rates, regulation of immunomodulator genes, and cytokine network structures. An ensemble classifier based on XGBoost is introduced with the goal of classifying tumor samples into one of six immune subtypes. Robust performance was accomplished through feature engineering; quartile-levels, binary gene-pair features, and gene-set-pair features were computed for each sample independently. The classifier is robust to software pipeline and normalization scheme, making it applicable to any expression data format from raw count data to TPMs since the classification is essentially based on simple binary gene-gene level comparisons within a given sample. The classifier is available as an R package or part of the CRI iAtlas portal.
Introduction
In the immune landscape paper, six immune subtypes were defined which describe observed immune states found in tumor microenvironments [1] . A number of phenotypic variables were found to associate with immune subtypes, such as nonsilent mutation rates, regulation of immunomodulator genes, and cytokine network structures. These subtypes were derived from fitting a clustering model on gene set scores (signatures) computed using TCGA Pan-Cancer Atlas gene expression.
An early goal following the immune landscape paper was to enable researchers to classify any submitted gene expression data. However, even with publically available scripts that recapitulated the published results, other sources of data were leading to puzzling results that were clearly wrong.
The problem was in the methods used to compute gene signatures. Some signatures were simply averages over a set of genes for each sample. If a new data set contained expression values that were comparatively lower than TCGA Pan-Cancer expression values, the previously fit clustering model would misinterpret the inputs. Considering the many permutations of software pipelines, preprocessing, and normalization possible, the precomputed clustering model was no longer applicable. Demonstrating the inputs possible, gene expression values for CXCR4, computed using two different software pipelines on TCGA samples, are shown in Figure 1 .
Figure 1.
Gene expression values for CXCR4 quantified using Rsubread as feature counts (y-axis) compared to gene quantified using RSEM normalized as FPKM (x-axis) where each point represents one of 7,419 TCGA samples.
Using TCGA data processed in alternative software pipelines, experiments were done to attempt forcing expression distributions to match the TCGA Pan-Cancer data, but ultimately, it was unsuccessful. The classified samples compared poorly to those reported in the landscape manuscript (See Appendix 1).
Instead, a robust classification solution was created that did not depend on data distributions, statistical centers or scales. This solution was based on the prior work of top scoring pairs classifiers [2] [3] [4] [5] . [6] This type of classifier has previously been used in cancer research, classifying samples into molecular subtypes which has clear therapeutic advantages [7, 8] . Modifications in the models and algorithms have led to improved performance, these include using ensembles of classifiers, decision trees, and feature selection using powerful techniques like Bayesian statistics [9, 10] .
In 'top scoring pairs', a gene-pair ( g 1 and g 2 ) feature is generated per sample where the feature will take the value 1 if g 1 > g 2 and 0 otherwise. Attempting classification with all possible gene-pair features is inefficient, making some preliminary feature selection necessary. In this work, genes were selected using the complete set of genes that were used in the derivation of immune subtypes (485 genes).
However, since the original immune subtype work was based on the scores of gene sets, an additional feature was engineered based on gene-set-pairs. This feature takes a value between 0 and 1 which indicates the proportion of g i > g j relationships observed where g i ∊ gene-set 1 and g j ∊ gene-set 2 . Additionally, single gene features were created by binning genes, within samples, into quartiles, giving the feature a categorical value.
In summary , for each sample independently, we have features that are gene quartiles ( g 1 -75%), gene-pairs (value of 1 since g 1 > g 2 ), and gene-set-pairs (0.765 for set 1 > set 2 ). Each sample is associated with a vector of feature values.
Results
We used the XGBoost classifier [11] , with binary gene-pair, fractional gene-set-pair, and quantile features, to classify each subtype independently. Batch corrected gene expression data from the TCGA Pan-Cancer Atlas with 9,129 samples were used to train the model [1, 12] . First six binary classifiers were trained, predicting inclusion / exclusion of each subtype (In-C2 vs. Not-In-C2). The resulting scores from the six classifiers were then used to train one additional XGBoost classifier to make the 'final call'. XGBoost parameters are found in Appendix 2. A gene filtering step based on mean rank differences between groups was used, and cross validation was used to determine the number of XGBoost trees.
To reduce variance in the classification, an ensemble approach was applied. Each member of the ensemble was created by randomly sampling 80% of the available samples. The ensemble consisted of 10 classifiers for each subtype, each of which return a probability. The probabilities for each subtype classifier (C1-vs-not-C1) are averaged across the ensemble, resulting in six probabilities (C1-C6) for each input sample. This table, of one call per binary-subtype-classifier, is fed into a final XGBoost classifier that was trained on immune subtypes, to produce a final 'best call' output. See Figure 2 . [13] [14] [15] [16] . Data was downloaded from XENA Hub and NCBI GEO (GSE62944) [17, 18] . The Kallisto transcript level values were summed to gene level values, using the gencode v23 transcript map [19] .
In all cases, genes were not normalized across samples, for example by median centering. Since the classifier is based on gene-gene relationships within a sample, by performing normalization across samples, the relationship can be highly affected leading to altered results. Therefore, it is absolutely vital not to attempt any such normalization that makes use of information across samples.
Classification results are shown in Table 1 . For each subtype, the precision (TP / TP+FP) and the recall (TP / TP + FN) are listed. Also, the total accuracy across all subtypes is listed (diag TP / total samples). All data sets show accuracies above 90%. Using XGBoost, it is possible to rank the information gain of features, which in this case, are quartiles, gene-pairs, and gene-set-pairs. Information gain was summed, within subtype classifier and across ensembles, to get a single table of features per subtype. A full table is available in the github repository. Overall, the gene-set-pair features were most informative, followed by gene-pairs, with a few single-gene-quantiles also in there. Top features for each subtype are shown in Table 2 . Signature-features are found in Appendix 3. 
Discussion
The initial work used to create immune subtypes, was based on batch corrected TCGA Pan-Cancer gene expression data, which was created with the intention of allowing comparisons across tissue types.
In the 'Immune Landscape of Cancer' manuscript, gene sets were scored on a single sample basis, essentially performing dimension reduction, where 20,000+ genes were replaced with functional scores. The scoring methods were taken from a collection of literature and varied considerably, where one method might be simply taking the mean, while another used precomputed eigengenes from a WGCNA type analysis [20] . Computing the gene set scores created a new matrix (tumors by gene set scores) that was used as an input to clustering. However, the commonly used method of consensus clustering was infeasible with 10K samples due to time and memory constraints [21] . Therefore, mclust, a model based clustering method was used. Once the model is fit, it can be used to make predictions on new samples [22, 23] . Mclust models represent a mixture of gaussians and with a very long matrix with five gene sets in columns and 9K rows, it presents an ideal situation for fitting a statistical model. We concluded with a small study showing that pulled out samples did not change the model and could be predicted, confirming some robustness in the clusters.
However, it was discovered that the model was highly sensitive to the method of gene quantification. In order to call immune subtypes on new samples, a new method was required. Thus, we started working towards a scheme that would be completely independent of software pipeline, independent of expression magnitudes. This led us to looking at robust feature engineering using quantiles, gene-gene relationships, and eventually set-set relationships. The computed features were uncoupled from the magnitude of expression, and were found to be very capable of distinguishing immune subtypes.
Conclusion
A classification model has been introduced that is robust to the variation introduced by different software and statistical pipelines by engineering features derived from 'top scoring pairs' style classification. Additionally, beyond gene pairs, we also introduce gene-set-pairs and gene-quartile features that are found in the lists of most informative features. The tool is available as an R package and part of the CRI-iAtlas web app.
