Traditionally, information systems consisted of databases and files storing large amounts of data, applications programs performing useful update or reporting tasks, and user interfaces for data entry or retrieval. 
This picture is changing rapidly, partly because the software industry is maturing, making greater use of off-the-shelf components and generic solutions, and partly because of the onslaught of the information revolution. These changes have resulted in a new set of demands for information services that are integrated, open in their architecture, and global in their scope. Application domains that are driving the need for new information services include manufacturing, electronic commerce and banking, training, education, and environmental management.
Building the next generation of information systems that meet these demands poses two major challenges. The first is to develop tools and products that can bring together incompatible information sources and software. Software must operate across heterogeneous computing platforms, working in much the same way across global and public networks as it does in a local network. Access to such widely distributed resources is currently hampered not only by the presence of propriety or legacy systems, but also by the rapid expansion of information networks. Information networks accommodate a wide range of users with a broad range of needs and backgrounds. New technologies and tools must help these users to locate, retrieve, abstract, correlate, combine, and process data, to solve a variety of complex tasks.
The second challenge is to develop technologies that permit continuous enhancement and evolution of current massive investments in information sources and systems. Such technologies must offer an appropriate infrastructure that allows not only development but also evolution of distributed information systems. This infrastructure must support the conversion of large numbers of independent multivendor databases, knowledge bases, and application software into dynamic and highly connected cooperative components. These components must run over distributed information networks and address a variety of highly complex applications.
We call systems that meet these challenges cooperative information systems. 1,2 Such systems have received considerable attention and research since the early '90s-in particular, the launch of an international journal, an ongoing conference, an international foundation, and numerous meetings and workshops (see the "Support for CIS Research" sidebar). This special issue will present some of the better research, thereby promoting the topic and giving IEEE Expert readers a glimpse of the possible future of information systems.
The shape of information systems to come
What might these information systems of the future look like? Many people working in the area agree that such systems will consist of reconfigurable aggregations of disparate software components. Some components will come with their own information sources (databases, formatted or unformatted files, and the like), while others will be capable of performing useful transformations, such as translations or filtering or retrieval of information. A promising approach for building such aggregations of components is the software information agent. 2 Each agent gains associated information, expertise, or both on a specific topic by drawing on information from various sources, including other information agents. Information-agent capabilities typically include interprocess-communication mechanisms and services, such as naming, translation, information discovery, syntactic/ semantic-reconciliation, partial integration, distributed query processing, and transaction management. The agents' capabilities also include a host of other activities necessary to enable information sharing and cooperation between diverse, distributed, and incompatible information systems.
To accomplish a complex task, an information agent uses an incremental processing style, which might include dynamically and opportunistically recruiting other agents for executing tasks. This capability assumes that an information agent can invoke the functionality of other agents and that, more importantly, no a priori order of subtask execution exists.
This new computing paradigm extends the classic client-server model to a more dynamic and versatile architecture. Individual information agents help users effectively perform complicated tasks-for example, medical diagnosis, engineering design, banking decision making-efficiently using the most appropriate information and computing resources (whether processing, knowledge, or data) available in large computer networks. Moreover, the agents will be in a position to dynamically change their role in the client-server relationship: at times they will be recipients of information services from other application-supporting agents, and at other times they will be providers.
Meeting the challenges
What are the research challenges of building cooperative information systems, and what research areas will help us meet them?
First, cooperation among agents (whether organizational, human, or software agents) presupposes that they can communicate and use each others' capabilities, or interoperate.
Moreover, the cooperating agents must be able to coordinate their activities, even if the cooperating agents are distributed and coordination is offline.
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Support for CIS Research
In the early 90s, a series of workshops were launched on various aspects of cooperative information systems, sponsored by organizations such as the US National Science Foundation, the Euro- The conference and the journal embrace research activities and original work from areas that contribute to CIS, such as distributed database systems, multiagent systems, computer-supported cooperative work, and distributed environments.
In 1995, the International Foundation on CIS was formed; it includes 20 prominent CIS researchers and educators. The foundation promotes CIS research and education at the international level and has been the major sponsor of CIS conferences since 1996.
For more information about the Another research challenge is that these systems must offer state-of-the-art information services. Such services include cooperative query processing, where the system attempts to retrieve information for an intended, rather than a posed, query. For instance, if the user asks "Who won the presidential elections of 1998?" a cooperative system responds, "There were no elections," rather than a mere "No one." Moreover, information services must include generalized database-query facilities that can retrieve information from disparate sources through approximate (or similarity-based) matching, can discover generic rules that characterize a collection of raw data (data mining), and can support the creation of metadata repositories, which store descriptions of other information sources.
A final research challenge arises because both organizational and computing environments are highly volatile and change continually. Accordingly, cooperative information system technologies must grapple with the problem of change management, by having highly flexible architectures, by monitoring the organizational and computing environment to measure change, and by having builtin mechanisms for coping with it.
So, the technical challenges of building cooperative information systems fall into four broad categories: The advances that will lead to cooperative information system technologies will not come from any single research area of information technology. Knowledge-based systems, distributed systems, and database systems have each matured to the point that, although further enhancements are desirable, the greatest leverage for technological advancement should come from their integration into a seamless technology for building and managing cooperative information systems.
Databases, for example, can contribute data-management and engineering techniques, especially for distributed or heterogeneous database systems, data warehousing, and efficient implementations of information sharing. AI, on the other hand, has been traditionally preoccupied with the representation, acquisition, and use of knowledge. AI methods and techniques that are particularly relevant for cooperative information systems include data mining, distributed problem solving and multiagent systems, planning, scheduling, and negotiation. Object-oriented systems and techniques will also contribute to the development of appropriate tools and methodologies. Other related research areas include computer-supported collaborative work, distributed computing, and enterprise integration.
This special issue
We selected the three articles in this special issue from the proceedings of the first three International Conferences on Cooperative Information Systems. [3] [4] [5] The articles cover aspects of information services (see the sidebar, "In this issue"). We asked the authors to extend and update their conference sub-
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In this issue
The articles in this special issue on cooperative information systems cover these categories:
Cooperative information services
Advanced information services should provide facilities for retrieving information through a form of approximate query evaluation. Approximation involves relaxing the query so that it will retrieve a subset of the answer of the original query. In "Cooperative Answering through Controlled Query Relaxation," Terry Gaasterland presents a theoretical foundation for query relaxation. She also discusses various relaxation techniques, in the context of deductive databases and deductive query processing.
"Query-Free Information Retrieval," an outstanding application article by Peter E. Hart and Jamey Graham, describes a system that supports queryfree information retrieval from legacy databases. Hart and Graham present a completed project where the developed system has been experimentally deployed and is in use. The authors describe the AI techniques they adopted to develop the system; they illustrate its operation; and they explain how they evaluated it.
General and visionary
In "The Conceptual Basis for Mediation Services," Gio Wiederhold and Michael Genesereth articulate a compelling vision of how future information management should be done. The centerpiece of their vision consists of a generic architecture for interfacing users and application programs with information sources, such as legacy databases, knowledge bases, files, Web-based information sources, and data-generating computational processes (such as simulations). The mediation architecture consists of modules called mediators, which provide value-added information services, such as selecting relevant source material or providing statistical summaries. Communication protocols among mediators, information sources, and applications might range from as low-level as distributed messaging to as high-level as knowledge sharing. missions, and the resulting articles went through peer review.
We thank the reviewers of the articles submitted to the special issue, and the authors for their submissions and patience in following the publication demands of a special issue.
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Engineering of Complex Distributed Systems
This special track will present requirements for complex distributed systems, recent research results, and technological developments apt to be transferred into mature applications and products. Topics will include industrial applications and mature case studies; distributed and embedded computer control systems; safety-critical systems; time-related issues and services; heterogeneous processing; algorithms, optimizations, and analysis; performance metrics; reuse, reverse engineering, and legacy applications; and design methods and method integration. 
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