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ON SINGULARITY PROPERTIES OF CONVOLUTIONS OF ALGEBRAIC
MORPHISMS
ITAY GLAZER AND YOTAM I. HENDEL
Abstract. Let K be a field of characteristic zero, X and Y be smooth K-varieties, and let V be
a finite dimensional K-vector space. For two algebraic morphisms ϕ : X → V and ψ : Y → V we
define a convolution operation, ϕ ∗ ψ : X × Y → V , by ϕ ∗ ψ(x, y) = ϕ(x) + ψ(y). We then study
the singularity properties of the resulting morphism, and show that as in the case of convolution in
analysis, it has improved smoothness properties.
Explicitly, we show that for any morphism ϕ : X → V which is dominant when restricted to
each irreducible component of X, there exists N ∈ N such that for any n > N the n-th convolution
power ϕn := ϕ∗· · ·∗ϕ is a flat morphism with reduced geometric fibers of rational singularities (this
property is abbreviated (FRS) after [AA16]). By [AA, Theorem A], for K = Q, this is equivalent
to good asymptotic behavior of the size of the Z/pkZ-fibers of ϕn when ranging over both p and k.
More generally, we show that given a family of morphisms {ϕi : Xi → V } of complexity D ∈ N
(i.e, that the number of variables and the degrees of the polynomials definingXi and ϕi are bounded
by D), there exists N(D) ∈ N such that for any n > N(D), the morphism ϕ1 ∗ · · · ∗ ϕn is (FRS).
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1. Introduction
1.1. Motivation. Given functions f, g ∈ L1(Rn), their convolution is defined by (f ∗ g)(x) =∫
Rn
f(x−t)g(t)dt. It is a known phenomenon that f ∗g has better smoothness properties than both f
and g; indeed, if in addition we assume that f ∈ Ck(Rn) and g ∈ C l(Rn), then (f ∗g)′ = f ′∗g = f ∗g′
and therefore f ∗ g ∈ Ck+l(Rn). In particular, if either f or g is smooth then f ∗ g is smooth. An
interesting question is whether this phenomena has an analogue in the setting of algebraic geometry.
In this paper we attempt to give a possible answer to this question by exploring the following
operation, as proposed by A. Aizenbud and N. Avni:
Definition 1.1. Let X and Y be algebraic varieties, G an algebraic group and let ϕ : X → G and
ψ : Y → G be algebraic morphisms. We define their convolution ϕ∗ψ : X×Y → G by ϕ∗ψ(x, y) =
ϕ(x) · ψ(y). In particular, the n-th convolution power of ϕ is ϕn(x1, . . . , xn) = ϕ(x1) · . . . · ϕ(xn).
Remark 1.2. This operation is related to the classical notion of convolution in the following way.
Given a finite ring A, the above morphisms ψ and ϕ induce maps ϕA : X(A) → G(A) and ψA :
Y (A)→ G(A). By defining FϕA(t) :=
∣∣ϕ−1A (t)∣∣, we have:
FϕA∗ψA(t) =
∑
s∈G(A)
FϕA(s) · FψA(s
−1t) = FϕA ∗ FψA(t).
Recall that a morphism ϕ : X → Y between K-varieties is smooth if it is flat and the fiber ϕ−1◦ϕ(x)
is smooth for all x ∈ X(K). Analogously to the analytic situation, convolving a smooth morphism
with any morphism whose domain is a smooth variety yields a smooth morphism. More generally,
the convolution operation preserves properties of morphisms which are stable under base change
and compositions.
Proposition 1.3 (see Proposition 3.1 for a proof). Let X and Y be varieties over a field K, let
G be an algebraic group over K and let S be a property of morphisms that is preserved under base
change and compositions. If ϕ : X → G is a morphism that satisfies the property S, the natural
map iK : Y → Spec(K) has property S and ψ : Y → G is arbitrary, then ϕ ∗ ψ has property S.
A natural question is then whether any morphism ϕ : X → G becomes smooth after sufficiently
many convolution powers. Clearly, we must first ensure that ϕ becomes dominant when raised to
high enough convolution power, but even if this is indeed the case, we might have that ϕn is not
smooth for all n ∈ N, as shown in the next example.
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Example 1.4. Consider the map ϕ(x) = x2. Then dϕn(0,...,0) is not surjective for every n ∈ N, and
thus ϕn is not smooth for all n.
Although in Example 1.4 above ϕn is not smooth at (0, . . . , 0) for all n ∈ N, it has better singularity
properties as n grows. While the singular locus of ϕ is of codimension 1 and its fiber over 0 is
non-reduced, ϕ2 has reduced fibers and its singular locus is of codimension 2. For n = 3 we get that
the singular locus of ϕ3 is of codimension 3, and that the only non-smooth fiber ϕ−1(0) is reduced
and has rational singularities (for rational singularities see Definition 2.12(b)).
This motivates us to define the (FRS) property of morphisms (see Subsection 1.3 for further dis-
cussion of the (FRS) property). From now on, we assume that K is a field of characteristic zero.
Definition 1.5. Let X and Y be smooth K-varieties. We say that a morphism ϕ : X → Y is
(FRS) if it is flat and if every geometric fiber of ϕ is reduced and has rational singularities.
This property plays a key role in this paper, and as seen in the above example, although we cannot
hope to obtain smooth morphisms after sufficiently many convolution powers, we might be able
to get morphisms with the (FRS) property. It is conjectured by Aizenbud and Avni that such a
phenomenon occurs, under adequate assumptions, for a general algebraic group G:
Conjecture 1.6. Let X be a smooth, absolutely irreducible K-variety, G be a K-algebraic group and
let ϕ : X → G be a morphism such that ϕ(X) 6⊆ gH for any translation of an algebraic subgroup
H ≤ G by an element g ∈ G(K). Then there exists N ∈ N such that for any n > N , the n-th
convolution power ϕn is (FRS).
1.2. Main results. In this paper we verify Conjecture 1.6 for the case of a vector group. Namely,
we prove the following theorem:
Theorem 1.7. Let X be a smooth K-variety with absolutely irreducible components X1, . . . ,Xl,
and let V be a K-vector space of finite dimension. Then for every morphism ϕ : X → V such that
each ϕ(Xi) is not contained in any proper affine subspace of V , there exists N ∈ N such that for
any n > N the n-th convolution power ϕn is (FRS).
In fact, we are able to prove a uniform analogue of Theorem 1.7 for families of algebraic morphisms.
Definition 1.8. We call a morphism ϕ : X → Y strongly dominant if ϕ is dominant when restricted
to each absolutely irreducible component of X.
Theorem 1.9. Let K and V be as in Theorem 1.7, let Y be a K-variety, let X˜ be a family of
varieties over Y , and let ϕ˜ : X˜ → V × Y be a Y -morphism. Denote by ϕ˜y : X˜y → V the fiber of ϕ˜
at y ∈ Y . Then,
(1) The set Y ′ := {y ∈ Y : X˜y is smooth and ϕ˜y : X˜y → V is strongly dominant} is con-
structible.
(2) There exists N ∈ N such that for any n > N , and any n points y1, . . . , yn ∈ Y
′(K), the
morphism ϕ˜y1 ∗ · · · ∗ ϕ˜yn : X˜y1 × · · · × X˜yn → V is (FRS).
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Definition 1.10. An affine variety X has complexity at most D ∈ N, if X can be written as
K[X] = K[x1, . . . , xm]/〈f1, . . . , fk〉, wherem,k and the maximal degree of all polynomials, max
i
{fi},
is at most D. The notion of complexity can be similarly defined for non-affine varieties and for
morphisms (see Section 7).
As a corollary of Theorem 1.9, one can then show that given a complexity class D ∈ N, there exists
N(D) ∈ N such that the convolution of any n > N(D) morphisms of complexity at most D is
(FRS).
Corollary 1.11. Let V be a K-vector space of dimension not greater than D ∈ N. Then there exists
an integer N(D) ∈ N such that for every n > N(D) the morphism ϕ1 ∗ · · · ∗ ϕn is (FRS) for any
n strongly dominant morphisms ϕi : Xi → V of complexity at most D, from smooth K-varieties Xi
to V .
1.3. A brief discussion of the (FRS) property. The notion of rational singularities can be
regarded as a certain approximation of smoothness of varieties. Thus, we can view the (FRS)
property, which is its relative analogue, as an approximation to smoothness of morphisms. In this
sense, Theorem 1.7 supports the claim that the convolution operation improves the singularity
properties of morphisms. To explain our particular interestin the (FRS) property, we present it
from several different points of view:
(1) The number-theoretic point of view: Let X be a finite type Z-scheme such that XQ =
X ×Spec(Z) Spec(Q) is a local complete intersection. By [AA, Theorem 3.0.3] and [Gla,
Theorem 1.3], it turns out that XQ has rational singularities if and only if there exists a
positive constant C ∈ R such that for any prime p and any k ∈ N we have∣∣X(Z/pkZ)∣∣
pk·dim(XQ)
< C.(1.1)
Now, given a Z-morphism ϕ : X → Y , between finite type, reduced Z-schemes such that
ϕQ := ϕ ×Spec(Z) Spec(Q) is (FRS), then for any element y ∈ Y (Z), the fiber Xy satisfies
that (Xy)Q is a reduced, local complete intersection variety with rational singularities. By
the above arguments we see that the size of the fiber Xy(Z/p
kZ), where y ∈ Y (Z), behaves
asymptotically as if ϕ were smooth. Combining the above with Remark 1.2 allows one to
interpret the (FRS) property from a probabilistic point of view.
(2) The probabilistic point of view: Let X be a smooth finite type Z-scheme, let G be an
algebraic group over Z, let ϕ : X → G be a morphism, and let A be a finite ring. Recall we
have defined FϕA(t) = |ϕ
−1
A (t)|. We then saw that taking the size of the fiber commutes with
convolution, that is FϕnA = FϕA ∗ . . . ∗ FϕA . Now, taking the uniform probability measure
1X(A) on X(A) gives rise to a random walk on G(A) with probability distribution ϕ∗(1X(A)),
whose m-th step has the following probability distribution:
ϕ∗(1X(A))
m = ϕm∗ (1X(A) × · · · × 1X(A)) =
FϕmA
|X(A)|m
.
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Thus, for A = Z/pkZ, existence of m large enough such that ϕmQ is (FRS) would imply by
Formula 1.1 that after m steps the probability distribution of the random walk is not too far
from being uniform on G(A). Consequentially, verifying Conjecture 1.6 leads to interesting
uniform results on random walks on families of finite groups and compact p-adic groups.
Further work in this direction is in progress, and will appear in upcoming papers.
(3) The analytic point of view: There is a useful analytic characterization of the (FRS) prop-
erty of a morphism ϕ : X → Y defined over a non-Archimedean local field F of characteristic
0. Explicitly, ϕ is (FRS) if and only if for every locally constant and compactly supported
measure µX on X(F ), the pushforward ϕ∗(mX) has continuous density with respect to any
smooth non-vanishing measure mY on Y (F ) (see Theorem 2.17 or [AA16, Theorem 3.4]).
Such a characterization exists also for smooth and strongly dominant morphisms:
(a) If ϕ is strongly dominant, then ϕ∗(mX) is absolutely continuous with respect to any
smooth non-vanishing measure mY on Y (F ), and hence it has an L
1-density ([AA16,
Corollary 3.6]).
(b) If ϕ is a smooth morphism, then ϕ∗(mX) has a smooth density with respect to any
smooth non-vanishing measure mY on Y (F ) (see [AA16, Proposition 3.5]).
The above approaches to the (FRS) property have some very interesting applications. In [AA16],
Aizenbud and Avni show that for any semisimple algebraic group G over a field K of characteristic
0, the commutator map ϕ : G×G→ G via ϕ(g, h) = ghg−1h−1 becomes (FRS) after finitely many
self-convolutions (see [AA16, Theorem VIII]). As an application, they give a polynomial bound
(in N) on the number of irreducible N -dimensional representations of open compact subgroups of
G(F ), for any non-Archimedean local field F of characteristic 0 (see [AA16, Theorem A]), and the
same for arithmetic groups of higher rank (see [AA, Theorem B]).
These applications and different characterizations supply us with enough evidence that the (FRS)
property encodes valuable information, and that Conjecture 1.6 is of interest. We believe that
the case of a vector group G = V (Theorems 1.7 and 1.11) is an important step towards proving
Conjecture 1.6.
1.4. Sketch of the proof of the main result and structure of the paper. In Section 2 we
recall relevant background material: in Subsections 2.1 and 2.2 we give necessary preliminaries from
model theory, and in Subsection 2.3 we mainly review required notions from algebraic geometry and
analysis on manifolds. The definition of the (FRS) property and the statement of the equivalent
analytic criterion for the (FRS) property also appear in Subsection 2.3.
The scheme of the proof of the main result, Theorem 1.7, is as follows. Our goal is to show that
when raised to high enough convolution power, ϕ : X → AmK satisfies the analytic criterion for the
(FRS) property as given in Theorem 2.17. We first prove Proposition 3.5 to reduce our problem to
the case of a strongly dominant morphism. We then prove the theorem in the case where K = Q
in the following way. We construct a family of non-negative Schwartz measures {µp}p prime such
that µp is a measure on Qp and supp(µp) = X(Zp) for each prime p (this is Proposition 3.14). By
[AA16, Corollary 3.6], for any p, we deduce that ϕ∗(µp) is a compactly supported measure which is
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absolutely continuous with respect to the normalized Haar measure λ on Qmp and consequentially
its density lies in L1(Qmp ).
We now want to show there exists n ∈ N, such that for any prime p, the pushforward under the
n-th convolution power ϕn∗ (µp×· · ·×µp) = ϕ∗(µp)∗· · · ∗ϕ∗(µp) has continuous density with respect
to λ. This implies Theorem 1.7 for K = Q, since for any point x ∈ (X × · · · ×X)(Q) there exists
a prime p such that x ∈ supp(µp × . . . × µp), and we can then apply the analytic criterion for the
(FRS) property as given in Theorem 2.17 (see Proposition 3.16 for the precise statement). Two
main difficulties now arise:
(1) It is not true in general that every compactly supported, L1-measure on Qmp results in a
measure with continuous density after finitely many self convolutions. This means we need
to choose a measure µp that is well behaved with respect to pushing forward by ϕ.
(2) The required number of self convolutions needed for ϕ∗(µp) to become (FRS) might depend
on the prime p, while we want this number to be independent of p. Thus, we need to
construct a collection of measures {µp}p prime that behave well in a uniform manner.
We deal with these two difficulties using methods from the theory of motivic integration; in Sub-
section 3.3, we define a notion of a motivic measure on a Q-variety, based on the notion of motivic
functions in the Denef-Pas language (see [CL08, CL10, CGH14a, CGH16], or Subsection 2.1). The
Denef-Pas language allows us to obtain results over Qp, which are uniform in p for p large enough,
using specialization arguments (see e.g [CGH14a, Section 4] and Lemma 2.4), thus dealing with the
second difficulty mentioned above.
To overcome the first difficulty, we show in Theorem 4.2 that the class of motivic measures behaves
well under pushforward by algebraic morphisms. We then show that any motivic measure σ on Qmp
whose density lies in L1(Qmp ) and is compactly supported has continuous density after sufficiently
many self convolutions. We prove this by studying the decay properties of the Fourier transform
F(σ) of such motivic measures (this is Theorem 5.2). An application of the results to σ = ϕ∗(µp)
finishes the proof of Theorem 1.7 for the case K = Q.
Finally, we show in Section 6, that it is indeed enough to prove Theorem 1.7 for K = Q, thus
finishing the proof of the theorem. In Section 7, we prove the relative version of Theorem 1.7, i.e
Theorem 1.9 and as a consequence, obtain Corollary 1.11.
1.5. Conventions. Throughout the paper we use the following conventions:
• Unless explicitly stated otherwise, K is a field of characteristic 0 and F is a non-Archimedean
local field of characteristic 0 whose ring of integers is OF .
• For an integral subscheme A ⊆ X we denote by K(A) its function field.
• For a morphism ϕ : X → Y of algebraic varieties, the scheme theoretic fiber at y ∈ Y is
denoted by either ϕ−1(y) or Spec(K({y})) ×Y X.
• For a field extension K ′/K and a K-variety X (resp K-morphism ϕ : X → Y ), we denote
the base change of X (resp. ϕ) by XK ′ := X ×Spec(K) Spec(K
′) (resp. ϕK ′ : XK ′ → YK ′).
• If X is a K-variety, we set the N -fold product of X by XN := X × · · · ×X.
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• If ϕ : X → G is a morphism to an algebraic group G we denote its n-th convolution power
by ϕn := ϕ ∗ . . . ∗ ϕ.
1.6. Acknowledgement. We thank Moshe Kamenski and Raf Cluckers for enlightening conversa-
tions about the model theoretic settings. We thank Nir Avni for numerous helpful discussions, as
well as for proposing this problem together with Rami Aizenbud. A large part of this work was
carried out while visiting the mathematics department at Northwestern university, we thank them
and Nir for their hospitality. Finally we wish to thank our teacher Rami Aizenbud for answering
various questions and for helping to shape many of the ideas in this paper. We benefited from his
guidance deeply.
Both authors where partially supported by ISF grant 687/13, BSF grant 2012247 and a Minerva
foundation grant.
2. Preliminaries
In this section we review definitions and results on which we rely in this work. For this, we mostly
follow the definitions and notations of [BDOP13, Section 3], [CGH14a, Section 4], [CGH16] and
[Pas89] in Sections 2.2 and 2.3 and [AA16, Sections 3.1-3.3] and [AA] in Section 2.4.
2.1. The Denef-Pas language, definable sets and functions, motivic functions and inte-
gration. In this section, we recall the definitions of the Denef-Pas language, definable sets, definable
functions and motivic functions, and review an integration result concerning motivic functions.
2.1.1. The Denef-Pas language. The Denef-Pas language, denoted LDP, is a first order language
with three sorts of variables: the valued field sort VF, the residue field sort RF, and the value group
sort VG. The LDP language consists of the following:
• The language of rings LVal = (+,−, ·, 0, 1) for the valued field sort VF.
• The language of rings LRes = (+,−, ·, 0, 1) for the residue field sort RF.
• The language L∞Pres = LPres ∪{∞} for the value group sort VG, where ∞ is a constant, and
LPres = (+,−,≤, {≡mod n}n>0, 0, 1) is the Presburger language consisting of the language
of ordered abelian groups along with constants 0, 1 and a family of 2-relations {≡mod n}n>0
of congruence modulo n.
• A function val : VF→ VG for a valuation map.
• A function ac : VF→ RF for an angular component map.
Altogether, we write
LDP = {LVal,LRes,L
∞
Pres, val, ac}.
2.1.2. The angular component map. Let K be a complete, discretely valued field, with valuation
map val : K → Γ∪{∞}, where Γ is an ordered abelian group which we usually take to be Z. Let OK
be the ring of integers of K with maximal ideal mK = {x ∈ K : val(x) > 0}, and let kK = OK/mK
denote its residue field and Res : OK → kK be the canonical quotient map. We define the angular
component map ac : K → kK as the unique map satisfying the following:
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(1) ac(0) = 0.
(2) ac|O×K
= Res|O×K
.
(3) ac|K× is a multiplicative morphism from K
× to k×K .
2.1.3. Definable sets, definable functions and motivic functions. Any pair (F, π) of a non-Archimedean
local field F and a uniformizer π of OF has a natural LDP-structure. Let Loc be the set of all such
pairs, and LocM be the set of (F, π) ∈ Loc such that F has residue characteristic larger than M .
Usually, we just write F ∈ Loc, omitting the second term, as our results are independent of the
choice of a uniformizer.
Given a formula φ in LDP, with n1 free valued field variables, n2 free residue field variables and
n3 free value group variables we can naturally interpret it in F ∈ Loc, yielding a subset φ(F ) ⊆
Fn1 × kn2F × Z
n3 . We would like to study families of subsets of Fn1 × kn2F × Z
n3 which arise from a
fixed LDP-formula φ. To do so, we introduce the following definitions:
Definition 2.1 (See [CGH16, definitions 2.3-2.6]). Let n1, n2, n3 and M be natural numbers.
(1) A collection X = (XF )F∈LocM of subsets XF ⊆ F
n1 × kn2F × Z
n3 is called a definable set if
there is an LDP-formula φ and M
′ ∈ N such that XF = φ(F ) for every F ∈ LocM ′ .
(2) We denote by VF and RF the definable sets (F )F∈Loc and (kF )F∈Loc respectively.
(3) Let X and Y be definable sets. A definable function is a collection f = (fF )F∈LocM of
functions fF : XF → YF , such that the collection of their graphs {ΓfF }F∈LocM is a definable
set.
(4) Let X be a definable set. A collection h = (hF )F∈LocM of functions hF : XF → R is called a
motivic (or constructible) function on X, if there exists M ′ ∈ N such that for all F ∈ LocM ′
it can be written in the following way (for every x ∈ XF ):
hF (x) =
N∑
i=1
|Yi,F,x|q
αi,F (x)
F
 N ′∏
j=1
βij,F (x)
(N ′′∏
l=1
1
1− qailF
)
,
where,
• N,N ′ and N ′′ are integers and ail are non-zero integers.
• αi : X → Z and βij : X → Z are definable functions.
• Yi,F,x = {y ∈ k
ri
F : (x, y) ∈ YiF} is the fiber over x where Yi ⊆ X × RF
ri are definable
sets and ri ∈ N.
• The integer qF is the size of the residue field kF .
The set of motivic functions on a definable set X forms a ring, which we denote by C(X).
2.1.4. Integration of motivic functions. We want to show that the ring of motivic functions is pre-
served under integration. In order to do so, we first need to explain what does it mean to integrate
a motivic function.
Take {µ1,F }F∈Loc to be the family of normalized Haar measures on VF, that is (µ1,F )F (OF ) = 1
for every F ∈ Loc, and let {µ2,F}F∈Loc and {µ3,F }F∈Loc be the families of counting measures on
RF and Z respectively. Given a definable set X ⊆ VFn1 × RFn2 × Zn3 , we can consider the family
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of measures (µF )F∈Loc induced from the collection (µ
n1
1,F × µ
n2
2,F × µ
n3
3,F )F for each F ∈ Loc. We
call measures such as (µF )F∈Loc motivic measures. For other ways to obtain motivic measures,
see [CL08, Section 8], [CGH16, Section 2.3] or [CGH14b, Section 2.5]. Using (µF )F∈Loc, we can
integrate motivic functions. The following theorem shows that the ring of motivic functions is
preserved under integration with respect to any motivic measure:
Theorem 2.2 (See [CGH14a, Theorem 4.3.1] ). Let X and Y be LDP-definable sets, f be in C(X×Y )
and let µ be a motivic measure on Y . Then there exist a function g ∈ C(X) and an integer M > 0
such that for every F ∈ LocM and x0 ∈ XF , if fF (x0, y) ∈ L
1(YF ) then
gF (x) =
∫
YF
fF (x, y)dµF .
Remark 2.3. In Section 3.3 we extend the definition of motivic functions and motivic measures to
smooth algebraic Q-varieties.
2.2. Elimination of quantifiers and uniform cell decomposition. In this subsection we state
a quantifier elimination result and a uniform cell decomposition theorem for the LDP-theory TH,ac,0
which is defined below, and a Presburger cell decomposition theorem.
2.2.1. Uniform cell decomposition in TH,ac,0. Denote by TH,ac,0 the LDP-theory of Henselian valued
fields K of residue characteristic zero such that there is an angular component map ac : K → kK .
The theory TH,ac,0 has quantifier elimination (in the valued field sort), and there is a uniform cell
decomposition theorem. This allows us, using specialization arguments, to obtain uniform results
about non-Archimedean local fields with residue characteristic large enough:
Lemma 2.4 (See e.g. [BDOP13, Lemma 3.5]). Let φ be a sentence in LDP. Assume that φ holds
in all models of TH,ac,0, then there exists M =M(φ) ∈ N such that φ holds in all F ∈ LocM .
We now wish to state the uniform cell decomposition theorem. Let fi : VF
m×VF→ VF be functions
who are polynomial in their second variable, and whose coefficients are definable functions in the
first variable. The uniform cell decomposition theorem allows us to decompose an LDP-definable
set in VFm × VF into a disjoint union of smaller LDP-definable sets called cells, such that on each
cell val(fi) and ac(fi) have simpler description, which depends on one less valued field variable.
For the sake of consistency and in order to avoid confusion, we follow the definitions and notations
of [BDOP13, Section 3] and [Pas89] with only minor changes. We start with the definition of a cell:
Definition 2.5 (Cells, see [BDOP13, Definition 3.1] or [Pas89, Definition 2.9]).
(1) Let y ∈ VF and x = (x1, . . . , xm) ∈ VF
m be valued field sort variables, ξ = (ξ1, . . . , ξn) ∈
RFn be residue field sort variables and let λ ∈ Z>0. Furthermore take a definable subset
C ⊆ VFm ×RFn, and definable functions b1, b2, c : C → VF. We also denote by 1,2 the
relations <,≤ or no condition. For each ξ ∈ RFn, let A(ξ) denote the definable set
{(x, y) ∈ VFm ×VF : (x, ξ)∈C ∧ val(b1(x, ξ))1λ · val(y − c(x, ξ))2val(b2(x, ξ)) ∧ ac(y − c(x, ξ)) = ξ1} .
9
(2) Suppose that the definable sets A(ξ) are distinct; then A =
⋃
ξ∈RFn
A(ξ) is called a cell in
VFm×VF with parameters ξ and center c and we call A(ξ) a fiber of the cell A. Furthermore,
we denote by Θ(A) = (C, b1(x, ξ), b2(x, ξ), c(x, ξ), λ) the datum of the cell A.
Definition 2.6 (Uniform cell decomposition, see [BDOP13, Definition 3.2] or [Pas89, Theorem
3.2]). Let y ∈ VF and x = (x1, . . . , xm) ∈ VF
m, and take f1(x, y), . . . , fr(x, y) to be polynomials
in y whose coefficients are definable functions in x, i.e. expressions of the form
∑
k
ak(x)y
k where
each ak is a definable function. We say that a collection of valued fields F have a uniform cell
decomposition of dimension m with respect to the functions {fi}
r
i=1 if, for some positive integer N ,
there exist the following:
• A non-negative integer n and definable sets Ci ⊆ VF
m × RFn,
• Definable functions bi,1(x, ξ), bi,2(x, ξ), ci(x, ξ) and hij(x, ξ) from VF
m × RFn into VF,
• Positive integers λi,
• Non-negative integers wij ,
• Functions µi : {1, . . . , r} → {1, . . . , n}, where 1 ≤ i ≤ N and 1 ≤ j ≤ r,
such that,
• For any F ∈ F , we have Fm × F =
N⋃
i=1
Ai,F , where the cells Ai are defined by the cell data
Θ(Ai) = (Ci, bi,1, bi,2, ci, λi) for 1 ≤ i ≤ N .
• For every 1 ≤ i ≤ N and 1 ≤ j ≤ r, and all (x, y) ∈ Ai(ξ), we have
val(fj(x, y)) = val(hij(x, ξ)(y − c(x, ξ))
wij ) and ac(fj(x, y)) = ξµi(j),
where the integers wij and the maps µi do not depend on x, ξ and y.
The following uniform cell decomposition theorem was proved by Pas for the LDP language:
Theorem 2.7 (Uniform cell decomposition theorem, see [BDOP13, Theorems 3.3, 3.6] or [Pas89,
Theorems 3.1-3.2, Remark 3.3]). Let y and x = (x1, . . . , xm) be valued field sort variables, and
f1(x, y), . . . , fr(x, y) be polynomials in y whose coefficients are definable functions in x. Then,
(1) The class of all models of TH,ac,0 has uniform cell decomposition of dimension m with respect
to the functions {fi}
r
i=1.
(2) There is a constant M = M(m; f1, . . . , fr) such that LocM has uniform cell decomposition
of dimension m with respect to the functions {fi}
r
i=1.
2.2.2. Elimination of quantifiers in TH,ac,0. The following theorem is due to Denef and Pas:
Theorem 2.8 (Quantifier elimination theorem, see [BDOP13, Theorem 3.4], [CL08, Theorem 2.1.1]
or [Pas89, Theorem 4.1]). The theory TH,ac,0 admits elimination of quantifiers in the valued field
sort. More explicitly, every LDP-formula ψ(x, ξ, k) ⊆ VF
n1 × RFn2 ×VGn3 is TH,ac,0-equivalent to
a finite disjunction of formulas of the form
χ(ac(g1(x)), . . . , ac(gs(x)), ξ) ∧ θ(val(g1(x)), . . . , val(gs(x)), k)
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where χ is an LRes formula, θ is an LPres formula and gi ∈ Z[x1, . . . , xm].
Notation 2.9. Given an LDP-formula ψ, we write Ξ(ψ) = ({gj}
s
j=1, {χi}
r
i=1, {θi}
r
i=1) for its data,
where ψ is equivalent to a formula
r∨
i=1
χi(ac(g1(x)), . . . , ac(gs(x)), ξ) ∧ θi(val(g1(x)), . . . , val(gs(x)), k),
x, ξ, k, {gj}
s
j=1 are as in Theorem 2.8, {θi}
r
i=1 are L
∞
Pres-formulas and {χi}
r
i=1 are LRes-formulas.
2.2.3. Presburger cell decomposition. We conclude our discussion of cell decomposition results with
a result in the Presburger language. We begin with a definition.
Definition 2.10 (See [Clu03, Definition 1]). Let X ⊂ VGm be an LPres-definable set.
(1) We call a definable function f : X → VG linear if there is a constant γ ∈ VG and integers
ai and 0 ≤ ci < ni for i = 1, . . . ,m such that xi−ci ≡ 0 mod ni and f(x) =
m∑
i=1
ai(
xi−ci
ni
)+γ
for every x ∈ X.
(2) We call a definable function f : X → VG piecewise linear if there exists a finite partition of
X =
N⋃
i=1
Ai, such that f |Ai is linear for all i.
The following cell decomposition result will be used in the proof of Theorem 5.2:
Theorem 2.11 (Presburger cell decomposition, see [Clu03, Theorem 1]). Let X ⊆ VGm and
f : X → VG be LPres-definable. Then there exists a finite partition P of X into cells (see [Clu03,
Definition 2]), such that the restriction f |A : A→ VG is linear for each cell A ∈ P .
2.3. Resolution of singularities, rational singularities and the (FRS) property. In this
section we recall necessary notions from algebraic geometry, as well as define the (FRS) property
and state an analytic criterion for the (FRS) property.
2.3.1. Resolution of singularities, rational singularities and definition of the (FRS) property.
Definition 2.12. Let X be an algebraic variety over a field K.
(1) A resolution of singularities of X is a proper map p : X˜ → X such that X˜ is smooth and
p is a birational equivalence. A strong resolution of singularities of X is a resolution of
singularities p : X˜ → X which is an isomorphism over the smooth locus of X, denoted Xsm.
It is a theorem of Hironaka [Hir64], that any X over a field K of characteristic zero admits
a strong resolution of singularities.
(2) (See [KKMSD73, I.3 pages 50-51] or [AA16, Definition 6.1]) We say that X has rational
singularities if for any (or equivalently, for some) resolution of singularities p : X˜ → X,
the natural morphism OX → Rp∗(OX˜ ) is a quasi-isomorphism, where Rp∗(−) is the higher
direct image functor.
We now define the notion of an (FRS) map, which is the relative version (i.e. for morphisms) of
having rational singularities:
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Definition 2.13 ([AA16, Section 1.2.1, Definition II]). Let ϕ : X → Y be a morphism between
smooth varieties X and Y .
(1) We say that ϕ : X → Y is (FRS) at x ∈ X(K) if it is flat at x, and there exists an open
x ∈ U ⊆ X such that U ×Y {ϕ(x)} is reduced and has rational singularities.
(2) We say that ϕ : X → Y is (FRS) if it is flat and it is (FRS) at x for all x ∈ X(K¯).
A useful theorem is given in [Elk78], and implies in particular that the (FRS)-locus of a morphism
is open.
Theorem 2.14 (See [AA16, Theorem 6.3] or [Elk78, Theorem 4,5]). Let ϕ : X → S be a flat
morphism of finite type K-schemes and let x ∈ X be such that ϕ(x) is a rational singularity in S.
Assume that x is a rational singularity of its fiber ϕ−1(ϕ(x)), then we have the following:
(1) x is a rational singularity in X.
(2) The set
{
x ∈ X(K) : x is a rational singularity of ϕ−1(ϕ(x))
}
is open in X(K).
2.3.2. Measures on p-adic analytic varieties and an analytic criterion for the (FRS) property. Let
X be a d-dimensional smooth algebraic variety over K. We denote by ΩrX the sheaf of differential
r-forms on X and by ΩrX [X] (resp. Ω
r
X(X)) the regular r-forms (resp. rational r-forms). Given a
non-Archimedean local field F ⊃ K, then X(F ) has a structure of an F -analytic manifold.
For ω ∈ ΩtopX (X), we can define a measure |ω|F on X(F ) as follows. Let U ⊆ X(F ) be a compact
open set and let φ be an F -analytic diffeomorphism from an open subset W ⊆ F d to U . We can
write φ∗ω = gdx1 ∧ . . . ∧ dxd, for some g :W → F , and define
|ω|F (U) =
∫
W
|g|F dλ,
where | · |F is the normalized absolute value on F and λ is the normalized Haar measure on F
d
(i.e. λ(OdF ) = 1). Note that this definition is independent of the diffeomorphism φ, and that the
measure |ω|F obtained in this way is unique after fixing ω.
Definition 2.15. Let X be as above.
(1) A measure µ on X(F ) is called smooth if every point x ∈ X(F ) has an analytic neighborhood
U and an (F -analytic) diffeomorphism φ : U → OdF such that φ∗µ|U is a Haar measure on
OdF .
(2) A measure on X(F ) is called Schwartz if it is smooth and compactly supported.
(3) A measure µ on X(F ) has continuous density, if there is a smooth measure µ˜ and a contin-
uous function f : X(F ) → C such that µ = f · µ˜.
Schwartz measures and measures with continuous density can be characterized in the following way:
Proposition 2.16. [AA16, Proposition 3.3] Let X be a smooth variety over a non-Archimedean
local field F .
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(1) A measure µ on X(F ) is Schwartz if and only if it is a linear combination of measures of
the form f |ω|F , where f is a locally constant and compactly supported function on X(F ),
and ω ∈ ΩtopX (X) has no zeroes or poles in the support of f .
(2) A measure µ on X(F ) has continuous density if and only if for every point x ∈ X(F ) there
is a neighborhood U of x, a continuous function f : U → C, and ω ∈ ΩtopX (X) with no poles
in U such that µ = f |ω|F on U .
We can now state an analytic criterion which is equivalent to the (FRS) property. It is often much
easier to use this criterion (specifically the third condition) than to use Definition 2.13 directly.
Theorem 2.17. [AA16, Theorem 3.4] Let ϕ : X → Y be a map between smooth algebraic varieties
defined over a finitely generated field K of characteristic 0, and let x ∈ X(K). Then the following
conditions are equivalent:
(1) ϕ is (FRS) at x.
(2) There exists a Zariski open neighborhood x ∈ U ⊆ X such that, for any non-Archimedean
local field F ⊇ K and any Schwartz measure µ on U(F ), the measure (ϕ|U(F ))∗(µ) has
continuous density.
(3) For any finite extension K ′/K, there exists a non-Archimedean local field F ⊇ K ′ and a
non-negative Schwartz measure µ on X(F ) that does not vanish at x such that (ϕ|X(F ))∗(µ)
has continuous density.
3. Reduction of Theorem 1.7 to an analytic problem
3.1. Convolution of morphisms preserves smoothness properties. We would like to show
that the convolution operation preserves certain properties of morphisms, and in particular that it
preserves the (FRS) property (see Definition 1.5). We use the following proposition:
Proposition 3.1. Let X and Y be varieties over a field K, let G a K-algebraic group and let S
be a property of morphisms that is preserved under base change and compositions. If ψ : Y → G
is arbitrary, ϕ : X → G is a morphism that satisfies property S, and the natural map iK : Y →
Spec(K) has property S, then ϕ ∗ ψ has property S.
Proof. Since iK satisfies S and S is preserved under base change, the projection to the first coordi-
nate πG : G× Y → G satisfies S. Now consider the following fibered diagram:
X × Y
piX−→ X
↓ α ↓ ϕ
G× Y
β
−→ G
,
where α(x, y) = (ϕ ∗ ψ(x, y), y) and β(g, y) = g · ψ(y)−1. This implies that α satisfies S, and since
ϕ ∗ ψ = πG ◦ α we are done. 
Proposition 3.2 (The (FRS) property is preserved under compositions and base change). Let X,Y
and Z be smooth K-varieties, and let ϕ : X → Y be an (FRS) morphism.
13
(1) If ψ : Y → Z is (FRS), then ψ ◦ ϕ is (FRS).
(2) Consider the following base change diagram,
X ×Y Z
ϕ˜
−→ Z
↓ ↓ ψ
X
ϕ
−→ Y
where ψ : Z → Y is arbitrary. Then ϕ˜ is (FRS).
Proof.
(1) Since flatness is preserved by compositions, we have that ψ ◦ ϕ is flat. As a consequence,
for any z ∈ Z the fiber Xz := (ψ ◦ ϕ)
−1(z) is a local complete intersection scheme, and in
particular Cohen-Macauley. By the (S1 +R0)-criterion (see e.g. [Sta, Lemma 10.151.3]), in
order to show that Xz is reduced it is enough to show that Xz is generically reduced, or
equivalently, that its non-smooth locus is of codimension ≥ 1. By [Har77, III.10.2], since ψ◦ϕ
is flat, the smooth locus of Xz is equal to the set X
sm,ψ◦ϕ
z := {x ∈ Xz : ψ◦ϕ is smooth at x}.
Thus, we would like to show that Xsm,ψ◦ϕz is dense in Xz. As above, define Xy, Yz and
Xsm,ϕy , Y
sm,ψ
z for any y ∈ Y and z ∈ Z. Since ψ and ϕ are (FRS), we have that Y
sm,ψ
z is
dense in Yz and X
sm,ϕ
y is dense in Xy for any y ∈ Y . Since smoothness of morphisms is
preserved under composition, we have Xsm,ψ◦ϕz ⊇
⋃
y∈Y sm,ψz
Xsm,ϕy . Now let U be an open
set in Xz. By flatness, ϕ
−1(Y sm,ψz ) is open and dense in Xz, thus there exists y ∈ Y
sm,ψ
z
such that U ∩Xy is a non-empty open subset of Xy, and thus U ∩X
sm,ϕ
y is non empty. This
shows that Xsm,ψ◦ϕz is dense in Xz, and hence Xz is reduced. We therefore showed that
ψ ◦ ϕ is flat, with reduced fibers.
Now for z ∈ Z, let x ∈ Xz and consider the map ϕ|Xz : Xz → Yz. By our assumption,
y := ϕ(x) is a rational singularity of Yz and x is a rational singularity of Xy. Since ϕ is flat
and ϕ|Xz is a base change of ϕ, it follows that ϕ|Xz is flat as well. By Theorem 2.14, x is a
rational singularity of Xz. Hence, the fibers of ψ ◦ ϕ have rational singularities and we are
done.
(2) First, notice that the fibers of ϕ˜ are the base change of the fibers of ϕ. Indeed, for every
y ∈ Y and z ∈ Z such that ψ(z) = y, we have:
Spec(K({z})) ×Z (Z ×Y X) ≃ Spec(K({z})) ×Y X
≃ Spec(K({z})) ×Spec(K({y})) (Spec(K({y})) ×Y X) .
Since reduceness, having rational singularities and flatness are preserved under base change
(recall that char(K) = 0), we deduce that the fibers of ϕ˜ are reduced and have rational
singularities and that ϕ˜ is flat. Therefore that ϕ˜ is (FRS).

By Propositions 3.1 and 3.2 above, it is immediate that the convolution operation preserves the
(FRS) property. The same holds for dominance, flatness and smoothness.
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Corollary 3.3. Let G be an algebraic K-variety, and suppose that ϕ : X → G is (FRS) (resp.
dominant/flat/smooth) and let ψ : Y → G be any morphism. Then the morphisms ϕ∗ψ : X×Y → G
and ψ ∗ ϕ : X × Y → G are (FRS) (resp. dominant/flat/smooth).
3.2. Reduction of Theorem 1.7 to the case of strongly dominant morphisms. We want
to show that under reasonable assumptions, high enough convolution power of a given morphism
yields a morphism whose restriction to every absolutely irreducible component is dominant. This
will imply it is enough to prove Theorem 1.7 for such morphisms.
Definition 3.4. Let G be a K-algebraic group, let ϕ : X → G be a morphism of K-varieties and
let {Xi}
l
i=1 be the absolutely irreducible components of X.
(1) We say that ϕ is generating if ϕ(X) 6⊆ gH for any algebraic subgroup H ≤ G and g ∈ G(K).
(2) We say that ϕ is strongly generating if ϕ|Xi is generating for all 1 ≤ i ≤ l.
(3) We say that ϕ is strongly dominant if ϕ|Xi is dominant for all 1 ≤ i ≤ l.
Proposition 3.5. Let X be a smooth K-variety, G be a commutative K-algebraic group and ϕ :
X → G be a strongly generating morphism. Then there exists n ∈ N such that ϕn is strongly
dominant.
Proof. Assume that X is absolutely irreducible. By exchanging ϕ with its translation by g ∈ G(K),
we may assume that e ∈ ϕ(X). Set Un := Im(ϕ
n) and note that Un ⊆ Un+1 for all n ∈ N. By
dimension considerations, there exists n0 ∈ N such that Un = Um for allm,n > n0, and in particular
U2n = U2n = Un ⊆ Un
2
.
Now, since the multiplication map m : G × G → G is an open map, by Chevalley’s theorem, U2n
contains an open set in Un
2
, and thus by the irreducibility of Un
2
= m(Imϕn × Imϕn) we get that
U2n = Un
2
. Setting H := Un for n large enough, we get that H ·H = H, so H is a closed algebraic
semigroup.
Given h ∈ H(K), since Lh : H → H (left translation by h) is an injective map, by the Ax-
Grothendieck theorem ([Ax68, Gro67]) we deduce that it is also surjective (over K). As e ∈ ImLh
for all h ∈ H(K), we get that H is an algebraic group. Our assumption implies that H = G, and
hence ϕn is dominant.
We now move to prove the general case. Let {Xi}
l
i=1 be the absolutely irreducible components of
X. By the above argument, since ϕ is strongly generating there exist ni ∈ N such that ϕ
ni
|Xi×...×Xi
is dominant for all i. Set n = max
i
{ni}, we claim that ϕ
nl is strongly dominant. Indeed, all the
absolutely irreducible components of Xnl are of the form Xi1 × . . . × Xinl , where 1 ≤ ik ≤ l, and
therefore there exists some 1 ≤ j ≤ l such that Xj appears at least n times in Xi1 × . . . × Xinl .
Since dominance is preserved by convolution, and G is commutative, we are done. 
As a corollary, we get the desired reduction:
Corollary 3.6. It is enough to prove Theorem 1.7 for ϕ : X → V strongly dominant.
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3.3. Motivic measures on Q-algebraic varieties. The goal of this subsection is to define the
notion of a motivic measure on a smooth Q-algebraic variety X. This will allow us to construct
a collection of measures {µp}p prime on {X(Zp)}p which behave well with respect to pushforward
under a strongly dominant map ϕ : X → V . For such a collection {µp}p prime, we will be able to
show (in Section 5) that after sufficiently many self convolutions of ϕ∗(µp), we get a measure with
continuous density, and that the number of convolutions required does not depend on p. Using
Proposition 3.16, we will then deduce our main theorem (Theorem 1.7) for the case K = Q.
Let X be a reduced, finite type affine Z-scheme. An embedding ψ : X →֒ ANZ naturally gives rise to
an LDP-definable subset {ψ(X)(F )}F∈Loc of VF
N . This allows us to define definable subsets and
motivic functions on Q-varieties.
Definition 3.7.
(1) Let X be a finite type, affine Z-scheme.
(a) A collection {YF }F∈Loc of subsets YF ⊆ X(F ) is called a definable subset of X if there
exists an embedding ψ : X →֒ ANZ such that {ψ(YF )}F∈Loc is a definable subset of
{ψ(X)(F )}F∈Loc .
(b) A collection h = (hF )F of functions hF : X(F ) → R is called a motivic function on X,
and denoted h ∈ C(X), if there exists an embedding ψ : X →֒ ANZ and f ∈ C(ψ(X))
such that h = ψ∗(f).
(2) Let X be a finite type Z-scheme.
(a) A collection {YF }F∈Loc of subsets YF ⊆ X(F ) is called a definable subset of X if
there exists an affine cover X =
l⋃
i=1
Ui, with embeddings ψi : Ui →֒ A
Ni
Z , such that
{ψi(Ui(F ) ∩ YF )}F∈Loc is a definable subset of ψi(Ui) for all 1 ≤ i ≤ l.
(b) A collection h = (hF )F of functions hF : X(F ) → R is called a motivic function on
X if there exists an affine cover X =
l⋃
i=1
Ui, with embeddings ψi : Ui →֒ A
Ni
Z , and a
collection f1, . . . , fl where fi ∈ C(ψi(Ui)) and ψ
∗
i (fi) = h|Ui .
(3) Let X be an algebraic Q-variety.
(a) A collection {YF }F∈Loc of subsets YF ⊆ X(F ) is called a definable subset of X if there
exists a Z-model1 X˜ of X, such that {YF }F∈Loc is a definable subset of X˜. We denote
the set of definable subsets of X by D(X).
(b) A collection h = (hF )F of functions hF : X(F ) → R is called a motivic function on X,
if there exists a Z-model X˜ of X such that h ∈ C(X˜).
Remark 3.8. Note that the notions above are independent of the embedding ψ into affine space.
Given two embeddings ψ : X →֒ AN1Z and ψ
′ : X →֒ AN2Z , we have an algebraic Z-isomorphism be-
tween ψ(X) and ψ′(X), which induces a definable isomorphism {ψ(X)F }F∈Loc
∼
−→ {ψ′(X)F }F∈Loc.
Lemma 3.9. Let X be a Q-algebraic variety, let Y = {YF }F∈Loc be a collection of subsets YF ⊆
X(F ) and let h = (hF )F be a collection of functions hF : X(F ) → R.
1Recall that a Z-model of X is a Z-scheme X˜ such that X˜ ×Spec(Z) Spec(Q) ≃ X.
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(1) {YF }F∈Loc is a definable subset of X if and only if for any Z-model X˜ of X, we have that
{YF }F∈Loc is a definable subset of X˜.
(2) h = (hF )F is a motivic function on X if and only if for any Z-model X˜ of X, we have that
h ∈ C(X˜).
Proof. We prove (1), the proof for (2) is similar. For any two Z-models X˜1 and X˜2 there exists a
Q-isomorphism ϕ : X˜1×Spec(Z) Spec(Q)→ X˜2×Spec(Z) Spec(Q). Let Y = {YF }F∈Loc be a definable
subset of X˜2 and consider the collection {ϕ
−1(YF )}F∈Loc, where ϕ
−1(YF ) ⊆ X(F ). We want to
show that {ϕ−1(YF )}F∈Loc is a definable subset of X˜1. It is enough to prove for the case where X˜1
and X˜2 are affine with X˜1 →֒ A
N1
Z and X˜2 →֒ A
N2
Z . By Theorem 2.8, Y is defined by an LDP-formula
φ˜ which is a disjunction of formulas of the form
χi(ac(g1(x)), . . . , ac(gs(x))) ∧ θi(val(g1(x)), . . . , val(gs(x))),
where χi is an LRes-formula, θi is an LPres-formula and gj ∈ Z[x1, . . . , xN2 ]. Notice that if the formula
φ with data Ξ(φ) = ({gj}
s
j=1, {χi}
r
i=1, {θi}
r
i=1) (recall Notation 2.9) defines a set Z ⊆ X˜2(F ), then
the formula ϕ∗φ with data Ξ(ϕ∗φ) = ({gj ◦ϕ}
s
j=1, {χi}
r
i=1, {θi}
r
i=1) defines the set ϕ
−1(Z) ⊆ X˜1(F ).
Thus, our main candidate for a formula for {ϕ−1(YF )}F∈Loc is ϕ
∗φ.
The problem which arises is that {gj ◦ ϕ}
s
j=1 ⊂ Q[y1, . . . , yN1 ] do not necessarily have integral
coefficients. In order to solve this, define Ξ(φ′) := ({N ·gj ◦ϕ}
s
j=1, {χi}
r
i=1, {θi}
r
i=1) for N ∈ N large
enough such that N ·gj ◦ϕ ∈ Z[y1, . . . , yN1 ] for any j. Notice that for M ∈ N large enough, we have
ac(N · gj ◦ ϕ(x)) = N · ac(gj ◦ ϕ(x)) and val(N · gj ◦ ϕ(x)) = val(gj ◦ ϕ(x)) for any F ∈ LocM , so
we only need to take care of {χi}
r
i=1.
It is left to show that for any LRes-formula χ(t1, . . . , ts) there exists an LRes-formula χ
′ such
that χ′(t1, . . . , ts) = χ(N · t1, . . . , N · ts), and then we are done, by setting Ξ(φ
′′) := ({N · gj ◦
ϕ}sj=1, {χ
′
i}
r
i=1, {θi}
r
i=1), and observing that φ
′′ defines {ϕ−1(YF )}F∈Loc.
Firstly, every LRes-formula χ(t1, . . . , ts) is defined by zeros of polynomials Pj(t1, . . . , ts), and possibly
has quantifiers. Let Dj be the maximal degree in each Pj and consider the polynomials P˜j which
are obtained by replacing each monomial Mij in Pj by N
Dj−deg(Mji)Mij . Now, notice that P˜j(N ·
t1, . . . , N · ts) = N
Dj · Pj(t1, . . ., ts), and define χ
′ by replacing each Pj by P˜j in χ. It is easy to see
that χ′ satisfies χ′(t1, . . ., ts) = χ(N · t1, . . ., N · ts) and we are done. 
As a conclusion, we can pull back definable sets and motivic functions with respect to Q-morphisms.
Lemma 3.10. Let X and Y be two Q-algebraic varieties and let ϕ : X → Y be a Q-morphism.
Then for any definable subset {ZF }F∈Loc of Y we have that {ϕ
−1(ZF )}F∈Loc is a definable subset
of X and for any f ∈ C(Y ) we have f ◦ ϕ ∈ C(X).
Proof. We may assume that ϕ : X → Y is defined over S−1Z, the localization of Z by a finite set of
primes S. Since S−1Z is of finite type over Z we may choose a Z-model ϕ˜ : X˜ → Y˜ of the morphism
ϕ (which includes Z-models of X and Y ). Since in the setting of the LDP language pullbacks are
well defined, by reducing to the affine case, we have well defined pullbacks ϕ˜∗ : C(Y˜ ) → C(X˜) and
ϕ˜∗ : D(Y˜ )→ D(X˜).
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Since X˜ ×Spec(Z) Spec(Q) ≃ X and Y˜ ×Spec(Z) Spec(Q) ≃ Y , and since Q ⊂ F for any F ∈ Loc,
there are identifications X˜(F ) ≃ X(F ) and Y˜ (F ) ≃ Y (F ), under which ϕ and ϕ˜ induce the same
map X(F )→ Y (F ). This implies the lemma. 
The next lemma follows easily by reducing to the affine case and choosing a Z-model.
Lemma 3.11. Let X be a Q-algebraic variety.
(1) Any Q-subvariety Y ⊆ X is definable.
(2) D(X) is closed under intersections, unions and complements.
Definition 3.12. Let X be a smooth Q-algebraic variety. We say that a collection of measures
µ = {µF }F∈Loc on {X(F )}F∈Loc is a motivic measure on X if there exists an open affine cover
X =
l⋃
j=1
Uj , such that µF |Uj(F ) = (fj)F |ωj|F , where fj ∈ C(Uj) and ωj is a non-vanishing top form
on Uj.
Lemma 3.13. Let X be a smooth Q-algebraic variety and let µ = {µF}F∈Loc be a collection of
measures on {XF }F∈Loc. Then µ is motivic if and only if there exists an open affine cover X =
l⋃
i=j
Uj , such that µ can be written as µF :=
l∑
j=1
fj,F · |ωj|F for some fj ∈ C(Uj) and ωj non-vanishing
top forms on Uj respectively.
Proof. Let µF :=
l∑
j=1
fj,F · |ωj|F . For each j, notice that ωj |Ui∩Uj
= hji · ωi|Ui∩Uj where hji is a
non-vanishing regular function on Ui ∩ Uj. Hence we have
µF |Ui(F ) =
l∑
j=1
fj,F ·
∣∣∣ωj |Ui∩Uj ∣∣∣F =
l∑
j=1
1Ui(F )∩Uj(F )fj,F · |hji|F |ωi|F .
Since
∑
fj,F ·|hji|F is a motivic function, we see that µ is motivic. The other direction is similar. 
Proposition 3.14. Let X be a smooth Q-algebraic variety, then there exists a motivic measure
µ = {µF }F∈Loc on X, such that for every F ∈ Loc, µF is a non-negative Schwartz measure and
supp(µF ) = X(OF ).
Proof. Choose an affine open cover X =
l⋃
i=1
Ui, with embeddings ψi : Ui →֒ A
Ni
Q and non-vanishing
top forms ωi on Ui (it is possible since X is smooth). We can construct a disjoint open cover {Vi}
l
i=1
of X(OF ) by setting V1 = U1(OF ) and Vi = Ui(OF )\
i−1⋃
j=1
Uj(OF ).
Define the measure µF :=
l∑
i=1
1Vi · |ωi|F . Then by Proposition 2.16, µF is a Schwartz measure and it
is clearly non-negative and supported on X(OF ) for any F ∈ Loc. It is left to show that {µF }F∈Loc
is motivic. By Lemmas 3.11 and 3.13, it is enough to show that Ui(OF ) is a definable subset of Ui
for each i.
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Choose Z-models U˜i of Ui and ψ˜i : U˜i →֒ A
Ni
Z of ψi, and let
BNi1 (0) = {~y ∈ VF
Ni : val(yj) ≥ 0 for 0 ≤ j ≤ Ni}
be the LDP-definable set whose points over F ∈ Loc are the unit disc in F
Ni . Clearly, the set{
ψ˜i(U˜i)(F ) ∩B
Ni
1 (0)(F )
}
F∈Loc
is LDP-definable for any i. This proves the proposition. 
3.4. Reduction to an analytic problem. Our next goal is to use the equivalent characterization
of the (FRS) property given in Theorem 2.17 in order to reduce our main problem, as stated in
Theorem 1.7 (with K = Q), to an analytic question (see Proposition 3.16). To do so, we need the
following lemma:
Lemma 3.15. Let X be a smooth Q-algebraic variety and let x1, . . . , xk ∈ X(Q). Then for any
finite extension K/Q such that x1, . . . , xk ∈ X(K) there exist infinitely many prime numbers p with
ip : K →֒ Qp such that ip∗(x1), . . . , ip∗(xk) ∈ X(Zp).
Proof. Let K be such that x1, . . . , xk ∈ X(K) and let K
′ be the Galois closure of K. We can write
K ′ = Q(α) where α is a root of a monic minimal polynomial xr +
r−1∑
i=0
aix
i = q(x) ∈ Z[x]. Denote
q(x) for the reduction modulo p of q(x), then by a conclusion of Chebotarev’s density theorem, q(x)
splits in Fp for infinitely many primes p. Set
SN = {p prime : q(x) splits in Fp[x] and p > N}
where N = rmax
i
|ai|, then q(x) is separable in Fp[x] for every p ∈ SN .
Now, use Hensel’s lemma for each p ∈ SN to lift a root of q¯(x) ∈ Fp[x] to a root α
′ of q(x) in Zp.
This gives rise to an embedding ip : K
′ →֒ Qp by α 7→ α
′, where α maps to Zp as α
′ lies in Zp,
which in turn gives rise to a map ip∗ : X(K
′)→ X(Qp).
Finally, for each xi ∈ X(K) ⊂ X(K
′) take an open affine neighborhood Ui of xi and let ψ : Ui →֒
A
Ni
K ′ be a closed embedding, for some Ni ∈ N. We may write each xi ∈ Ui(K
′) ⊆ (K ′)Ni in
the form xi = (xi,1(α
′), . . . , xi,Ni(α
′)) where xi,j(α
′) =
r−1∑
t=0
bi,j,t
ci,j,t
(α′)t with bi,j,t, ci,j,t ∈ Z. Taking
N ′ = max{{|ci,j,t|}i,j,t, N}, we get that ip∗(x1), . . . , ip∗(xk) ∈ X(Zp) for all p ∈ SN ′ . 
Using Theorem 2.17 and Lemma 3.15 we can now reduce our main problem to the following.
Proposition 3.16. Let X be a smooth Q-algebraic variety, µ be a motivic measure on X as in
Proposition 3.14, and let ϕ : X → AmQ be a strongly dominant morphism. Assume that there exists
n ∈ N, such that for every large enough prime p the measure ϕn∗ (µQp × . . . × µQp) has continuous
density with respect to the normalized Haar measure on (Qp)
m. Then the map ϕn : X×. . .×X → AmQ
is (FRS).
Proof. Let x = (x1, . . . , xn) ∈ (X × . . .×X) (Q). There exists a finite extension K/Q such that
x1, . . . , xn ∈ X(K). By [AA16, Theorem 3.4], in order to show that ϕ
n is (FRS) at x it is enough
to show that for any finite extension K ′/K, there exists a non-Archimedean local field F containing
K ′ and a non-negative Schwartz measure µ on (X × . . .×X) (F ) that does not vanish at x, such
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that ϕn∗ (µ) has continuous density. Given such K
′/K, by Lemma 3.15, we can choose F = Qp
for large enough p such that K ′ →֒ Qp and ip∗(x1), . . . , ip∗(xn) ∈ X(Zp). By our assumption,
ϕn∗ (µQp × . . .×µQp) has continuous density with respect to the normalized Haar measure on (Qp)
m,
and µQp × . . .× µQp does not vanish at x, so we are done. 
4. Pushforward of a motivic measure under a strongly dominant map
In the last section we have reduced Theorem 1.7, in the case K = Q, to an analytic question on
the pushforward of motivic Schwartz measures under a strongly dominant morphism ϕ : X → AmQ
(Proposition 3.16), where X is a smooth Q-algebraic variety. In this section, we show that the
pushforward under ϕ of a motivic Schwartz measure µ = {µF }F∈Loc yields a motivic measure
{ϕ∗(µF )}F∈Loc with L
1-density with respect to the normalized Haar measure on Fm (see Corollary
4.3). This will be a conclusion of the more general Theorem 4.2, whose proof relies on the following
consequence of [CL08, Theorem 10.1.1]:
Lemma 4.1. Suppose that X and Y are smooth algebraic Q-varieties, ϕ : X → Y is a morphism
with finite fibers and let f ∈ C(X). Then the function If,F (y) =
∑
x∈ϕ−1(y) fF (x) is in C(Y ).
Proof. Let
⋃
j
Vj be an open affine cover of Y , and for each j take an open affine cover
r⋃
i=1
Uji of
ϕ−1(Vj). By the definition of a motivic function on a Q-variety, it is enough to prove the lemma for
ϕj := ϕ|ϕ−1(Vj) : ϕ
−1(Vj)→ Vj. By choosing a Z-model for the diagram consisting of X,Y, {Vj}
s
j=1,
{Uji}
r
i=1, their intersections, and the morphisms between these objects, we can assume they are
all defined over Z. Construct a definable disjoint cover of ϕ−1(Vj) by setting U
′
j1 = Uj1, and
U ′ji = Uji\
i−1⋃
k=1
Ujk, and let ϕji := ϕ|U ′ji and fji := f |U ′ji . Then we have the following:
Ifj ,F (y) =
r∑
i=1
∑
x∈ϕ−1ji (y)
fji,F (x) =
r∑
i=1
ϕji∗(fji).
Since by [CL08, Theorem 10.1.1] every summand of the RHS of the above formula is a constructible
function on Y , we are done. 
Using Lemma 4.1, we can now show the following variant of [AA16, Proposition 5.6 and Corollary
3.6]:
Theorem 4.2. Let X and Y be smooth algebraic Q-varieties, let M ∈ N, and let ϕ : X → Y be
a strongly dominant morphism. Let µX be a motivic measure on X such that µX,F is a Schwartz
measure for every F ∈ LocM , and let µY be a motivic measure on Y such that µY,F is smooth and
non-vanishing on Y (F ) for every F ∈ LocM .
(1) ϕ∗(µX) is a motivic measure, and ϕ∗(µX,F ) is absolutely continuous with respect to µY,F for
any F ∈ LocM .
(2) In particular, if Y has a non-vanishing top form ωY , then there exists g ∈ C(Y ) such that
ϕ∗(µX,F ) is absolutely continuous with respect to |ωY |F with density gF , for any F ∈ LocM .
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Proof. Since Y is smooth, by Definition 3.12 we may assume that ΩtopY/Q is free, and in particular
that Y has a non-vanishing top form ωY . Hence, it is enough prove part 2) of the theorem. By
Lemma 3.13 and the smoothness of X, we may assume that ΩtopX/Q is free and that there exists
f ∈ C(X) such that µX,F = fF |ωX |F for some top form ωX .
Denote by Xsm,ϕ the smooth locus of ϕ and by ism : X
sm,ϕ →֒ X the inclusion. Since ϕ is strongly
dominant, we have by [AA16, Corollary 3.6] that for any F ∈ LocM , the measure ϕ∗(fF |ωX |F ) is
absolutely continuous with respect to |ωY |F and has an L
1-density gF such that
gF (y) =
∫
ϕ−1(y)∩ism(Xsm,ϕ)(F )
fF (x)
∣∣∣∣ ωXϕ∗ωY |ϕ−1(y)∩ism(Xsm,ϕ)
∣∣∣∣
F
.
To finish the theorem, we need to show that g ∈ C(Y ). Let j : U →֒ Xsm,ϕ be an open dense affine
subvariety of Xsm,ϕ and set ψ := ism ◦ j : U →֒ X and ϕU := ϕ ◦ ψ : U → Y . Since ϕU is a smooth
map and ΩtopX/Q and Ω
top
Y/Q are free, ϕU factors as:
ϕU : U
ϕ˜
→ AdimX−dimYQ × Y
pi
→ Y,
where π is the projection, and ϕ˜ is an étale map. Since U is open and dense in Xsm,ϕ, we have that
ψ(U(F )) is dense in Xsm,ϕ(F ) for any F ∈ Loc. This implies∫
ϕ−1(y)∩ism(Xsm,ϕ)(F )
fF ·
∣∣∣∣ ωXϕ∗ωY |ϕ−1(y)∩ism(Xsm,ϕ)
∣∣∣∣
F
=
∫
ϕ−1(y)∩ψ(U(F ))
fF ·
∣∣∣∣ ωXϕ∗ωY
∣∣∣∣
F
=
∫
ϕ−1U (y)(F )
(f ◦ ψ)F
∣∣∣∣ ψ∗(ωX)(ϕU )∗ωY
∣∣∣∣
F
,
and therefore
ϕ∗(fF |ωX |F ) = ϕU ∗ ((f ◦ ψ)F |ψ
∗(ωX)|F ) = π∗ (ϕ˜∗ ((f ◦ ψ)F |ψ
∗(ωX)|F )) .
Now, by Lemma 3.10, we have that f ◦ψ ∈ C(U). As ϕ˜ is étale, it has finite fibers, so we can write:
ϕ˜∗ ((f ◦ ψ)F |ψ
∗(ωX)|F ) = hF |ω × ωY |F ,
where ω is a top form on AdimX−dimYQ which induces the normalized Haar measure λ = |ω|F on
F dimX−dimY , and
hF (t, y) =
∑
x∈ϕ˜−1(t,y)(F )
(f ◦ ψ)F (x)
∣∣∣∣ ψ∗(ωX)ϕ˜∗ (ω × ωY )
∣∣∣∣
F
(x).
By Lemma 4.1, we have that h = {hF }F∈Loc is in C(A
dimX−dimY
Q ×Y ). Notice that for any F ∈ LocM ,
we have (gF |ωY |F ) (y) = π∗ (hF |ω × ωY |F ) (y), that is:
gF (y) =
∫
F dimX−dimY ×{y}
hF (t, y)dλ.
Using [CGH14a, Theorem 4.3.1], we have g = {gF }F∈LocM ∈ C(Y ) and we are done. 
As a conclusion, we obtain the following result, which is the main goal of this section:
Corollary 4.3. Let X be a smooth algebraic Q-variety, ϕ : X → AmQ be a strongly dominant
morphism and µ a motivic measure on X as in Proposition 3.14. Then there exist M ∈ N and
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f ∈ C(AmQ ), such that for every p > M the measure ϕ∗(µQp) is absolutely continuous with respect to
the normalized Haar measure on Qmp with density fQp ∈ L
1.
5. Uniform bounds on decay rates of Fourier transform of motivic measures
In this section we finish the proof of Theorem 1.7 for the case k = Q:
Theorem 5.1. Let X be a smooth Q-variety and let V = AmQ be the m-dimensional affine space.
Let ϕ : X → V be a strongly generating morphism (Definition 3.4), then there exists N ∈ N such
that for any n > N , the n-th convolution power ϕn is (FRS).
Let µ be a motivic measure on X as in Proposition 3.14. We saw in Corollary 3.6 that ϕ can be
taken to be a strongly dominant morphism. We have further showed, using Proposition 3.16, that
it is enough to show that there exists n ∈ N, such that for large enough prime p, the measure
ϕn∗ (µQp × . . .×µQp) has continuous density with respect to the normalized Haar measure on (Qp)
m.
Notice that
ϕn∗ (µQp × . . .× µQp) = ϕ∗(µQp) ∗ · · · ∗ ϕ∗(µQp),
and that by Corollary 4.3, the measure {ϕ∗(µF )}F is motivic, and for any F ∈ Loc we have that
ϕ∗(µF ) is compactly supported and has L
1-density. Hence, our next goal is to show that given a
motivic measure σ = {σF }F∈Loc on VF
m such that σF is compactly supported and has L
1-density
for all F ∈ Loc, then there exists N ∈ N, such that the N -th convolution power {σNF }F∈Loc has
continuous density for any F ∈ LocM and M large enough.
Recall that the Fourier transform F(f) of an L1-function f : Qnp → C is a continuous function, and
that F ◦ F(f)(x) = f(−x). Thus, in order to show that σF ∗ · · · ∗ σF is continuous, it is enough to
show that F(σF ∗ · · · ∗ σF ) = F(σF )
N is in L1 for some N that does not depend on F ∈ Loc, but
firstly, we need to make sense of the Fourier transform of a motivic function (or measure).
In [CL10, Section 7], Cluckers and Loeser defined a class of motivic exponential functions and an
analogue of Fourier transform for this class of functions (see also [CGH14a, Section 4] and [CGH16,
Section 2]). Specializing to a non-Archimedean local field F , the Fourier transform operation can
be established as follows:
Fix a collection {ψF }F∈Loc of non-trivial additive characters by ψF (x) = exp
2pii
p
·TrkF /Fp(x) for any
x ∈ OF , where kF = OF /mF is the residue field (of characteristic p), x is the reduction modulo
mF of x and TrkF /Fp is the trace. Let 〈 , 〉 : F
m × Fm → F be the standard inner product on Fm
through which we identify Fm with (Fm)∨. Notice that ψF is trivial on mF . We denote by λF the
normalized Haar measure on Fm (i.e λ(OmF ) = 1). For f ∈ C(VF
m) we define the Fourier transform
by
F(fF )(y) =
∫
Fm
fF (x)ψF (〈y, x〉)dx.
We wish to prove the following uniform variant of [Clu04, Theorem 4.1] for the LDP-language:
Theorem 5.2. Let h ∈ C(VFm). Assume that there exist a definable set L ⊆ VFm and a natural
number M ′ such that for any F ∈ LocM ′ the set LF is compact, supp(hF ) ⊂ LF and that |hF | is
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integrable. Then there exist a real constant α < 0 and a natural number M > M ′, such that for any
F ∈ LocM
|F(hF )(y)| < d(F ) ·min{|y|
α, 1},
for some constant d(F ) which depends on F .
Corollary 5.3. Theorem 5.2 implies Theorem 5.1.
Proof. Let µ be a motivic measure on X as in Proposition 3.14. By Theorem 5.2, there exists a real
constant α < 0 such that for any F ∈ LocM
|F(ϕ∗(µF ))(y)| < d(F ) ·min{|y|
α, 1}.
Set N =
⌈
− 2α
⌉
, then we have∣∣F(ϕN∗ (µF × · · · × µF ))(y)∣∣ = |F(ϕ∗(µF )(y))|N < d(F )N ·min{|y|−2 , 1}
and in particular it is L1. Thus ϕN∗ (µF × · · · × µF ) has continuous density for any F ∈ LocM , for
some M ∈ N, and by Proposition 3.16 this implies Theorem 5.1. 
We now prove Theorem 5.2. Firstly, it is clear that F(hF ) is bounded since |F(hF )| ≤
∫
Fm |hF (x)| dx <
∞. It is enough to show, for 1 ≤ i ≤ m, that |F(hF )(y)| < Ci(F ) · |yi|
αi for some αi < 0 and
Ci(F ) > 0. We prove this by reducing to a one dimensional analogue of the problem (see Lemma
5.4) which is easier to solve (Proposition 5.5).
Lemma 5.4. Let M ′ ∈ N, and let the motivic function h ∈ C(VFm) and the definable set L ⊆ VFm
be as in Theorem 5.2. Then there exist M ∈ N and a motivic function g ∈ C(VF) such that for any
F ∈ LocM and y1, . . . , ym ∈ F we have
|F(hF )(y1, . . . , ym)| ≤ gF (ym) and lim
|ym|→∞
gF (ym) = 0.
Proof. By Theorem 2.8, the function h ∈ C(VFm) is determined by finitely many polynomials
{gj}
s
j=1 in Z[x1, . . ., xm]. Write x = (xˆ, xm) with xˆ = (x1, . . ., xm−1). By uniform cell decomposition
applied to the functions {gj}
s
j=1 (see Theorem 2.7), there exist cells Ai with cell data Θ(Ai) =
(Ci, bi,1, bi,2, ci, λi) such that F
m =
N⋃
i=1
Ai,F and Ai,F =
⋃
ξ∈krF
Ai,F (ξ), where each fiber Ai(ξ) is as in
Definition 2.5. Furthermore, for any 1 ≤ i ≤ N and 1 ≤ j ≤ s, and any (xˆ, xm) ∈ Ai(ξ), we have
val(gj,F (xˆ, xm)) = val(hij,F (xˆ, ξ)(xm − ci,F (xˆ, ξ))
wij ) and ac(gj,F (xˆ, xm)) = ξµi(j),
where µi, wij , hij are as in Definition 2.6. Hence, for y = (yˆ, ym) ∈ F
m−1 × F we have,
F(hF )(y) =
∫
Fm
hF (xˆ, xm)ψF (〈y, x〉)dxmdxˆ =
N∑
i=1
∫
Ai,F
hF (xˆ, xm)ψF (〈y, x〉)dxmdxˆ.
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Let A ∈ {A1, . . . , AN} be one of the above cells. For simplicity, we assume it has datum Θ(A) =
(C, b1, b2, c, λ), and similarly we replace µi, wij and hij with µ,wj and hj . Note that
AF =
⋃
ξ∈krF
AF (ξ) =
⋃
ξ∈krF
⋃
l∈Z
{(xˆ, xm) ∈ AF (ξ) : val(xm − c(xˆ, ξ)) = l}
=
⋃
ξ∈krF
⋃
l∈Z
{(xˆ, xm) ∈ F
m : xˆ ∈WF (l, ξ) ∧ xm ∈ BF (l, ξ, c, xˆ)},
where
B(l, ξ, c, xˆ) := {xm ∈ VF : val(xm − c(xˆ, ξ)) = l, ac(xm − c(xˆ, ξ)) = ξ1},
W (l, ξ) := {xˆ ∈ VFm−1 : (xˆ, ξ)∈C, val(b1(xˆ, ξ))1λ · l2val(b2(xˆ, ξ))},
and 1,2 are either ≤, < or no condition, as in the cell AF (recall Definition 2.5). Calculating the
integral over AF yields:∫
AF
hF (xˆ, xm)ψF (〈y, x〉)dxmdxˆ =
∑
ξ∈krF
∑
l∈Z
∫
WF (l,ξ)
∫
BF (l,ξ,c,xˆ)
hF (xˆ, xm)ψF (〈yˆ, xˆ〉+ ymxm)dxmdxˆ
(5.1)
=
∑
ξ∈krF
∑
l∈Z
∫
WF (l,ξ)
ψF (〈yˆ, xˆ〉+cF (xˆ, ξ)·ym)·
(∫
BF (l,ξ,c,xˆ)
hF (xˆ, xm) · ψF ((xm − cF (xˆ, ξ)) ym) dxm
)
dxˆ.
Note that hF (xˆ, xm) depends only on xˆ when val(xm−c(xˆ, ξ)) = l, since for any j we have
val(gj,F (xˆ, xm)) = val(hj,F (xˆ, ξ)) + wj · l and ac(gj,F (xˆ, xm)) does not depend on xm. Therefore
after a linear change of variables u := xm − c(xˆ, ξ) we can write (5.1) as:
(5.2)
∑
ξ∈krF
∑
l∈Z
∫
WF (l,ξ)
ψF (〈yˆ, xˆ〉+ cF (xˆ, ξ) · ym) · hF (xˆ, xm) ·
(∫
BF (l,ξ,0,xˆ)
ψF (u · ym) du
)
dxˆ.
Now, for every xˆ ∈ Fm−1, we have BF (l, ξ, 0, xˆ) = [ξ1]π
l + πl+1OF , where [ξ1] ∈ O
×
F is the unique
lift of ξ1 ∈ kF to OF . If we take y = (yˆ, ym) with ym such that val(ym) ≤ −val(u) − 2 = −l − 2,
then for j = −(l + val(ym) + 1) ≥ 1 we have
{u · ym : u ∈ BF (l, ξ, 0, xˆ)} = a · π
−1−j + π−jOF ,
for some a ∈ O×F . Set uym = aπ
−1−j + zπ−j where z ∈ OF depends on u, and recall that
ψF (OF ) = 1. For any ym with val(ym) ≤ −val(u)−2, we obtain
∫
BF (l,ξ,0,xˆ)
ψF (u · ym) du = 0, since
this integral is essentially a sum of a non-trivial character over a finite group:∫
BF (l,ξ,0,xˆ)
ψF (u · ym) du = ψF
(
a · π−1−j
)
·
∫
pil+1OF
ψF (z · ym) dz
= ψF
(
a · π−1−j
)
·
∣∣∣∣ 1ym
∣∣∣∣
F
·
∫
pi−jOF
ψF (z) dz
= ψF
(
a · π−1−j
)
·
∣∣∣∣ 1ym
∣∣∣∣
F
·
∑
z˜∈pi−jOF /OF
ψ˜F (z˜) = 0,
where ψ˜F is the character induced on π
−jOF/OF from ψF .
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Now, for a ∈ VF and ξ ∈ RFr define B′(a, ξ) = {(xˆ, xm) ∈ A(ξ) : val(a · (xm − c(xˆ, ξ))) ≥ −1} and
B′(a) =
⋃
ξ∈RFr
B′(a, ξ). By the above computation,
∫
AF \B
′
F (ym)
hF (xˆ, xm)ψF (〈y, x〉)dx = 0.
We get,∣∣∣∣∫
AF
hF (xˆ, xm)ψF (〈y, x〉)dx
∣∣∣∣ =
∣∣∣∣∣
∫
B′F (ym)
hF (xˆ, xm)ψF (〈y, x〉)dx
∣∣∣∣∣ ≤
∫
B′F (ym)
|hF (xˆ, xm)| dx.
Note that |h| is a motivic function, and that |hF | is integrable on B
′
F (ym) for any F ∈ LocM ′ and
any ym ∈ F . Recall we assumed there exists a definable set L such that supp(hF ) ⊂ LF for all
F ∈ LocM ′ . By Theorem 2.2, there exist a motivic function g
A ∈ C(VF) and an integer M > M ′
such that for any F ∈ LocM we have,∫
B′F (ym)
|hF (xˆ, xm)| dx =
∫
B′F (ym)∩LF
|hF (xˆ, xm)| dx = g
A
F (ym).
This implies, ∣∣∣∣∫
AF
hF (xˆ, xm)ψF (y · x)
∣∣∣∣ ≤ gAF (ym).
Now, for any F ∈ LocM , the set LF is compact, and since the measure of LF ∩ B
′
F (ym) tends to
zero as |ym| tends to infinity, we get that lim
|ym|→∞
gAF (ym) = 0. By repeating these arguments for the
other cells, and possibly enlarging M , we obtain that for any F ∈ LocM ,
|F(hF )(y)| ≤
N∑
i=1
∣∣∣∣∣
∫
Ai,F
hF (xˆ, xm)ψ(〈x, y〉)dx
∣∣∣∣∣ ≤
N∑
i=1
gAiF (ym),
where lim
|ym|→∞
(∑N
i=1 g
Ai
F (ym)
)
= 0, as required. 
The following proposition, along with Lemma 5.4, finishes the proof of Theorem 5.2. Indeed, for
g ∈ C(VF) as in Lemma 5.4, Proposition 5.5 yields constants d and α such that,
|F(hF )(y1, . . ., ym)| ≤ gF (ym) ≤ d(F ) ·min{|ym|
α, 1}.
Proposition 5.5. Let f ∈ C(VF) and suppose that lim
|y|→∞
fF (y) = 0 for any F ∈ LocM . Then there
exists a real number α < 0 such that for any F ∈ LocM ,
|fF (y)| < d(F ) ·min{|y|
α, 1},
where d(F ) > 0 is a constant that depends only on F .
Recall that fF is of the following form, where αi,βij and Yi are as in Definition 2.1:
fF (y) =
N∑
i=1
|Yi,F,y|q
αi,F (y)
F ·
 N ′∏
j=1
βij,F (y)
(N ′′∏
l=1
1
1− qailF
)
.
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By quantifier elimination (Theorem 2.8), there exist polynomials {gl}
s
l=1 ∈ Z[y] such that (recall
Notation 2.9):
(1) αi has datum Ξ(αi) = ({gl}
s
l=1, {χ
i
k(y)}
Ni
k=1, {θ
i
k(y, t)}
Ni
k=1), with t ∈ Z, y ∈ VF.
(2) βij has datum Ξ(βij) = ({gl}
s
l=1, {χ
ij
k (y)}
Nij
k=1, {θ
ij
k (y, t)}
Nij
k=1), with t ∈ Z, y ∈ VF.
(3) Yi ⊆ VF × RF
ri has datum Ξ(Yi) = ({gl}
s
l=1, {χ˜
i
k(y, η)}
Mi
k=1, {θ˜
i
k(y)}
Mi
k=1), with ri ∈ N,
η ∈ RFri , y ∈ VF.
By the uniform cell decomposition theorem, we can decompose VF as a finite disjoint union of
cells, where each cell is of the form A =
⋃
ξ∈RFr
A(ξ) with datum Θ(A) = (C, b1(ξ), b2(ξ), c(ξ), λ) for
a definable set C ⊆ RFr and definable functions b1, b2 and c from C to VF. Moreover, we have
val(gl(y)) = val(hl(ξ)(y − c(ξ))
wl) and ac(gl(y)) = ξµ(l) for all 1 ≤ l ≤ s.
Since there are finitely many cells, it is enough to prove Proposition 5.5 for f |A and any cell A. We
do the latter by proving several smaller lemmas.
Lemma 5.6. We may assume that val(gl(y)) = wl · val(y) + val(hl(ξ)) for all 1 ≤ l ≤ s.
Proof. For a given cell A, consider the definable sets L(ξ) := {y ∈ A(ξ) : val(c(ξ)) > val(y)} and
L =
⋃
ξ∈RFr
L(ξ). Since we are interested in asymptotic behavior (i.e when val(y) → −∞), it is
enough to prove the claim for f |L and each such L, but notice that for any y ∈ L we have
val(gl(y)) = val(hl(ξ)(y − c(ξ))
wl) = wl · val(y) + val(hl(ξ)).

Lemma 5.7. Each cell A has a partition A =
NA⋃
b=1
Ab such that on each Ab we have the following:
(1) The functions βij and αi can be written as compositions
αi(y) = α˜i ◦ (val(g1(y)), . . . , val(gs(y))) and βij(y) = β˜ij ◦ (val(g1(y)), . . . , val(gs(y))) ,
where α˜i and β˜ij are L
∞
Pres-definable functions from L
∞
Pres-definable subsets of Z
s to Z.
(2) |Yi,F,y| depends only on ξ (and F ). In particular, for any ξ ∈ k
r
F , the value |YiF (y)| is
constant on Ab(ξ).
Proof. We prove for αi, the proof for βij is similar. We start with constructing a partition of A
which satisfies (1). Recall that αi is defined by the formula
ψαi(y, t) =
Ni∨
k=1
χik(ac(g1(y)), . . . , ac(gs(y))) ∧ θ
i
k(val(g1(y)), . . . , val(gs(y)), t).
For simplicity we set ac(g(y)) := ac(g1(y)), . . . , ac(gs(y))), and use similar notation for val(g(y)).
Then α−1i (l
′) =
Ni⋃
k=1
{y : χik(ac(g(y)))∧θ
i
k(val(g(y)), l
′)} for any l′ ∈ Z. Let I ∈ {0, 1}Ni and consider
the set
AI = {y ∈ A : χ
i
k(ac(g(y))) = I(k), 1 ≤ k ≤ Ni}.
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If we restrict to AI , we get that αi(y) = l
′ if and only if σi(y, l
′) :=
∨
1≤k≤Ni,I(k)=1
θik(val(g(y)), l
′) is
true. Since αi is a definable function, for any y ∈ AI there is at most one l
′ such that σi(y, l
′) holds,
and thus σi(y, l
′) is a graph of a definable function. Now, note that σ˜i(z) :=
∨
1≤k≤Ni,I(k)=1
θik(z) is
an L∞Pres-formula in Z
s+1. Thus, it is a graph of a definable function into Z when restricted to the
L∞Pres-definable set {z ∈ Z
s : ∃!z′ s.t. σ˜i(z, z
′) holds}. Since σi(y, l
′) = σ˜i (val(g(y)), l
′), we get that
αi|AI is of the required form.
To prove the second property, recall that Yi is defined by the formula
ψYi =
Mi∨
k=1
χ˜ik(ac(g(y)), η) ∧ θ˜
i
k(val(g(y))).
By a process similar to before, we can find a partition A =
N˜A⋃
b=1
A˜b such that for every b each
θ˜ik(val(g(y))) is either identically true on A˜b or identically false. Moreover, on each A˜b ⊆ A, since
ac(gl(y)) = ξµ(l) for any l, the formula χ˜
i
k(ac(g(y)), η) depends only on ξ and η. This implies that
the assignment y 7→ Yi,F,y = {η ∈ k
ri
F : (η, y) ∈ Yi,F} is constant on A˜b(ξ) for any F ∈ LocM , and
thus |Yi,F (y)| is constant on A˜b(ξ) and depends only on ξ in A˜b, as required. To finish the proof,
we take {Ab}
NA
b=1 to be the joint refinement of {A˜b}
N˜A
b=1 and {AI} as constructed above. 
Recall we are trying to bound the decay rate of a motivic function f ∈ C(VF) which tends to zero at
infinity. The following lemma allows us, after further refining our cover, to give a simple description
of f on each piece.
Lemma 5.8. By further refining the cells {Ab}
NA
b=1, we can assume the restriction of f to each cell
is of the form
fF (y) =
N∑
i=1
ai(ξ) · q
t1i(ξ)+t2i·val(y)
F · Pi,ξ(val(y)) ·Qi(qF ),
where ai(ξ) are real numbers, t1i(ξ) and t2i are rational numbers, Pi,ξ ∈ Q[x] are polynomials with
coefficients that may depend on ξ, and Qi(qF ) is an expression of the form
N ′∏
l=1
1
1−q
ail
F
.
Proof. Let L(ξ) = {y ∈ A(ξ) : val(c(ξ)) > val(y)} and L =
⋃
ξ∈RFr
L(ξ) as in the proof of Lemma
5.6, set 1 ≤ b ≤ NA and consider Ab, α˜i and β˜ij , as defined in Lemma 5.7. By the Presburger
cell decomposition (Theorem 2.11), α˜i and β˜ij are piecewise linear in the sense of Definition 2.10.
Thus, we have a finite partition {Xb′} of {(val(g1(y)), . . . , val(gs(y))) : y ∈ Ab} ⊆ Z
s such that on
each Xb′ the functions α˜i and β˜ij are linear. Pulling {Xb′} back to Ab under val(g(−)), we then
obtain a partition Ab =
N ′Ab⋃
b′=1
A′b′ . By Lemmas 5.6 and 5.7, and the linearity of α˜i and β˜ij on A
′
b′ , the
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restriction fF |A′
b′,F
∩LF is a sum of terms of the following form:
|YF,y| · q
ρ
F ·
 N∏
j=1
ρj
 ·(N ′∏
l=1
1
1− qalF
)
,
where
(1) ρ =
s∑
t=1
bt ·
wt·val(y)+val(ht(ξ))−ct
nt
+ γ.
(2) ρj =
s∑
t=1
bjt ·
wt·val(y)+val(ht(ξ))−cjt
njt
+ γj .
(3) The constants bt, nt, ct, γ, bjt, njt, cjt and γj are integers.
(4) It holds that 0 ≤ ct < nt and 0 ≤ cjt < njt for all 1 ≤ t ≤ s and 1 ≤ j ≤ N and furthermore,
wt · val(y) + val(ht(ξ)) ≡ ct(modnt) and wt · val(y) + val(ht(ξ)) ≡ cjt(modnjt).
Now for a fixed F ∈ LocM and ξ ∈ k
r
F , the functions |YF,y| and ht(ξ) are constant on LF (ξ)∩A
′
b′,F (ξ).
This gives fF |LF∩A′b′,F
the required form. 
We are ready to prove Proposition 5.5:
Proof of Proposition 5.5. Fix F ∈ LocM and ξ ∈ k
r
F . By Lemma 5.8, we have a partition of VF
into cells, such that on each cell A˜ the function fF is of the form
fF (y) =
N∑
i=1
ai · q
t1i+t2i·val(y)
F · Pi(val(y))Qi(qF ),
for any y ∈ A˜ with val(c(ξ)) > val(y). Denote the above summands of fF by fi. If t = max
i
{t2i} > 0,
consider the sum
∑
i:t2i=t
fi of all terms fi such that t2i = t. We want to show this sum is zero. Since
q
t·val(y)
F 6= 0 it is enough to prove∑
i:t2i=t
ai · q
t1i
F · Pi(val(y))Qi(qF ) = 0.
Note that the above sum is polynomial in val(y), and denote it by P ′t (val(y)). If P
′
t 6≡ 0, then we
have lim
val(y)→−∞
|P ′t(val(y))| = ∞. But then lim
|y|→∞
|fF (y)|
q
t·val(y)
F
=∞ and thus lim
|y|→∞
fF (y) 6= 0, yielding a
contradiction. Thus, we can write fF in a reduced way, where max
i
{t2i} < 0. Let αA˜ :=
1
2 maxi
{t2i}.
The above argument implies that for any F ∈ LocM , any ξ ∈ k
r
F , and any y ∈ A˜ we have:
|fF (y)| < d(F, ξ) ·min{|y|
α
A˜ , 1},
for some constant d(F, ξ) > 0 that depends on ξ and F . Since there are finitely many cells A˜
(and fibers A˜(ξ)), by taking the maximum over all αA˜ above, there exists α < 0 such that for any
F ∈ LocM and y ∈ F ,
|fF (y)| < d(F ) ·min{|y|
α, 1}
for some constant d(F ) > 0. 
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6. Reduction of Theorem 1.7 to the case of Q-morphisms
In this section we complete the proof of Theorem 1.7, by reducing to the case K = Q which we
have proved in the last section (Theorem 5.1). Explicitly, we show the following:
Proposition 6.1. It is enough to prove Theorem 1.7 for K = Q and ϕ : X → V strongly dominant.
We prove the claim by a series of reductions:
Lemma 6.2. It is enough to prove Theorem 1.7 for a field K ′ which is finitely generated over Q,
and ϕ : X → V a strongly dominant K ′-morphism.
Proof. Let K be a field of characteristic 0. We have already seen in Corollary 3.6 that we may
assume that ϕ is strongly dominant. Notice that since Q ⊆ K, we have that ϕ is defined over a
finitely generated field K ′/Q. Since the (FRS) property is preserved under base change (Proposition
3.2), we are done. 
Proposition 6.3. Let K ′ and ϕ : X → V be as in Lemma 6.2. Assume there exists N ∈ N such
that the N -th convolution power ϕN is (FRS) at (x, . . ., x) for any x ∈ X(K ′). Then ϕ2N is (FRS).
Proof. We use the analytic criterion for the (FRS) property (see Theorem 2.17) to show that ϕ2N
is (FRS) at any point (x1, . . ., x2N ) ∈ X
2N (K ′). Let (x1, . . ., x2N ) ∈ X
2N (K ′), then there exists a
finite extension K ′′/K ′ such that (x1, . . ., x2N ) ∈ X
2N (K ′′). We need to show that for any finite
extension K ′′′ of K ′′, there exist K ′′′ ⊆ F ∈ Loc and a non-negative Schwartz measure µ on X2N (F )
that does not vanish at (x1, . . ., x2N ), such that ϕ
2N
∗ (µ) has continuous density.
Fix such K ′′′, and let Ui ⊂ X
N be a Zariski open neighborhoods of (xi, . . ., xi) such that ϕ
N is
(FRS) at any x ∈ Ui (it is possible by Theorem 2.14). Notice that for any K
′′′ ⊆ F ∈ Loc the set
Ui(F ) contains a set of the form Vi,F × · · · × Vi,F , where Vi,F ⊆ X(F ) is open and xi ∈ Vi,F . For
any i ∈ {1, . . ., 2N}, let µi be a non-negative Schwartz measure on X(F ) supported on Vi,F , that
does not vanish at xi. Notice that supp(µi × · · · × µi) ⊆ Ui(F ).
Since ϕN is (FRS) at (xi, . . ., xi), the measure ϕ
N
∗ (µi×· · ·×µi) has continuous density with respect
to the normalized Haar measure on V (F ) = Fm. Now, use the standard identification between
measures and functions on a locally compact group, and recall that the Fourier transform F(f) of
an L2-function f on Fm is an L2-function and that the Fourier transform F(f) of an L1-function
f : Fm → C is a continuous function. Since ϕN∗ (µi × · · · × µi) is a compactly supported measure
with continuous density, its density is L2, and hence
F
(
ϕN∗ (µi × · · · × µi)
)
= F (ϕ∗(µi) ∗ · · · ∗ ϕ∗(µi)) = F(ϕ∗µi)
N
has L2-density. This implies F (ϕ∗µi) has L
2N -density. By a generalization of Ho¨lder’s inequality,
it follows that
F ((ϕ∗µ1) ∗ · · · ∗ (ϕ∗µ2N )) =
2N∏
i=1
F(ϕ∗µi)
has L1-density, and hence (ϕ∗µ1) ∗ · · · ∗ (ϕ∗µ2N ) has continuous density. As a consequence, we get
that ϕ2N is (FRS) at (x1, . . ., x2N ). 
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Let ϕ : X → V be a strongly dominant K ′-morphism. Any finitely generated field K ′/Q is a
finite extension of some Q(t1, . . ., tn). Since X and ϕ are defined using finitely many polynomials
with coefficients in K ′, there exists f ∈ Q[t1, . . ., tn], such that X and ϕ are defined over a ring
A, which is finite over Q[t1, . . ., tn, f
−1]. Since X is smooth over the generic point Spec(K ′), by
further localizing, we may assume that X is smooth over A. We denote the resulting A-model for
the diagram ϕ by ϕA : XA → VA, i.e. X,V and ϕ are base changes of XA, VA and ϕA to Spec(K
′).
Since A is finite type over Q, the morphisms XA → Spec(A) → Spec(Q) and VA → Spec(A) →
Spec(Q) endow XA and VA with a natural structure of Q-varieties, denoted by X˜A and V˜A (and
we similarly denote ϕ˜A). Hence, X˜A (resp. V˜A) is a family of smooth Q-varieties (resp. Q-vector
spaces) over Spec(A). Notice that the convolution operation can be generalized to such Spec(A)-
families by ϕ ∗ϕ := multA ◦ (ϕ,ϕ), where multA : G×Spec(A)G→ G is the multiplication map over
Spec(A), and (ϕ,ϕ) : X×Spec(A)X → G×Spec(A)G. With the above terminology, we can now prove
the following:
Lemma 6.4. Let X˜a and V˜a be the fibers of the varieties X˜ and V˜ over a ∈ Spec(A)(Q). It is
enough to show that for every a ∈ Spec(Q) there exists na ∈ N such that ϕ˜
na
a : X˜a × · · · × X˜a → V˜a
is (FRS) at y = (x, . . ., x) for any x ∈ X˜a(Q).
Proof. Notice that ϕ˜na is the fiber of ϕ˜
n
A over a ∈ Spec(A)(Q). Let π : X˜A → Spec(A) be the
Q-structure map and consider πn : X˜nA → Spec(A), where X˜
n
A := X˜A ×Spec(A) . . . ×Spec(A) X˜A. It
follows by [AA16, Corollary 2.2], that the set
Un := {x ∈ X˜A(Q) : ϕ˜
n
pin(y) : X˜
n
pin(y) → V˜pin(y) is (FRS) at y = (x, . . ., x)}
is open for any n ∈ N. By our assumption, X˜A(Q) =
∞⋃
n=1
Un, and by the fact that the {Un}
∞
n=1
are increasing combined with quasi-compactness, there exists N ∈ N such that UN = X˜A, implying
that ϕ˜NA is (FRS) at (x, . . ., x) for any x ∈ X˜A(Q). By the last proposition, the morphism ϕ˜
2N
A is
(FRS). Since ϕ2N : X2N → V is the generic fiber of ϕ˜2NA , then ϕ
2N is (FRS) as well. 
The next lemma is the final reduction before we can prove Proposition 6.1.
Lemma 6.5. It is enough to prove Theorem 1.7 for a number field K and ϕ : X → V a strongly
dominant K-morphism.
Proof. Let a ∈ Spec(A)(Q). Then there exists a finite extension K/Q such that a ∈ Spec(A)(K).
By our assumption, there exists n ∈ N such that the morphism ϕ˜na : X˜a × · · · × X˜a → V˜a is (FRS)
and by Lemma 6.4 we are done. 
We can now finish the proof of Proposition 6.1.
Proof of Proposition 6.1. Let ϕ : X → V be a strongly dominant K-morphism, where K is a
number field. We may assume that K/Q is Galois. By restriction of scalars we obtain a Q-
morphism ResKQϕ : Res
K
Q (X)→ Res
K
Q (V ). By our assumption, Res
K
Q (ϕ)
n = ResKQ (ϕ
n) is (FRS) for
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some n ∈ N. Since the (FRS) property is preserved under base change to K, we obtain that(
(ResKQϕ)
n
)
K
=
(
(ResKQϕ)K
)n
:
(
ResKQ (X)K
)n
−→
(
ResKQ (V )K
)n
is (FRS). Finally, notice that ResKQ (X)K (resp. Res
K
Q (V )K) is a product of l := [K : Q] K-varieties
X1, . . .,Xl (resp. K-vector spaces V1, . . ., Vl), each of which is Q-isomorphic to X (resp. V ), and
that ResKQ (ϕ)
n
K can be written as,
ϕn1 × · · · × ϕ
n
l : X
n
1 × . . .X
n
l → V1 × · · · × Vl,
where each ϕi is a twist of ϕK by some Galois element σi ∈ Gal(K/Q), with ϕ1 := ϕ. This allows
us to deduce that for each i, the morphism ϕni is (FRS), and in particular ϕ
n is (FRS) as well. 
7. Convolution properties of algebraic families of morphisms - a uniform version
of Theorem 1.7
Let K be a field of characteristic 0. Our goal in this section is to prove Theorem 1.9:
Theorem 7.1 (Theorem 1.9). Let Y be a K-variety, set V = AmK , let X˜ be a family of varieties
over Y and let ϕ˜ : X˜ → V × Y be a Y -morphism. Then,
(1) The set Y ′ := {y ∈ Y : X˜y is smooth and ϕ˜y : X˜y → V is strongly dominant} is con-
structible.
(2) There exists N ∈ N such that for any n > N , and any n points y1, . . . , yn ∈ Y
′(K), the
morphism ϕ˜y1 ∗ · · · ∗ ϕ˜yn : X˜y1 × · · · × X˜yn → V is (FRS).
We first reduce to a similar statement about self convolutions:
Theorem 7.2. Let Y, V, X˜, ϕ˜ and Y ′ be as in Theorem 7.1. Then Y ′ is constructible and there
exists N ∈ N such that for any n ≥ N and any y ∈ Y ′(K), the morphism ϕny : X˜
n
y → V is (FRS).
Lemma 7.3. Theorem 7.2 implies Theorem 7.1.
Proof. Let ϕ˜, Y, V, Y ′ and N ∈ N be as in Theorem 7.2, and let y1, . . ., y2N ∈ Y
′(K). Notice that for
any 1 ≤ i ≤ 2N we have that ϕ˜Nyi is (FRS). For each i, let µi be a non-negative Schwartz measure
on X˜yi(F ) for a non-Archimedean field K ⊆ F ∈ Loc, supported on yi, such that N -th convolution
power (ϕ˜yi)∗(µi)
N has continuous density. By an argument similar to the one in Proposition 6.3,
we can deduce that F(ϕ˜yi∗(µi)) has an L
2N -density and that (ϕ˜y1)∗(µ1) ∗ · · · ∗ (ϕ˜y2N )∗(µ2N ) has
continuous density. As a consequence, we get that ϕ˜y1 ∗ · · · ∗ ϕ˜y2N is (FRS). 
We now wish to prove Theorem 7.2. We start by proving Lemmas 7.4 and 7.5 in order to deduce
that Y ′ is constructible.
Lemma 7.4. Let X˜, ϕ˜, Y, V and Y ′ be as in Theorem 7.1. Then the set Yˆ := {y ∈ Y : X˜y is smooth}
is constructible.
Proof. Let πX˜ : X˜ → Y be the structure morphism. By Chevalley’s Theorem, it is enough to
show that the set π−1
X˜
(Yˆ ) = {x ∈ X˜ : X˜pi
X˜
(x) is smooth} is constructible. Consider the following
functions from X to Z:
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(1) x 7→ dimxX˜pi
X˜
(x) := max
Xi∈Irr(X˜pi
X˜
(x))
{dimXi : x ∈ Xi}.
(2) x 7→ dimTxX˜pi
X˜
(x), assigning to each x ∈ X˜ the dimension of the Zariski tangent space of
X˜pi
X˜
(x) at x.
Let Xˆ := {x ∈ X˜ : dimTxX˜pi
X˜
(x) 6= dimxX˜pi
X˜
(x)} and notice that πX˜(Xˆ) = {y ∈ Y : X˜y is not smooth}
and that Yˆ is the complement of π
X˜
(Xˆ) in Y . By a corollary of Chevalley’s theorem, the function
dimxX˜pi
X˜
(x) is upper semi-continuous. Since dimTxX˜pi
X˜
(x) is also upper semi-continuous, it follows
that Xˆ is a constructible set. This implies that Yˆ is constructible 
Lemma 7.5. Let S be a finite type K-scheme, Z be an absolutely irreducible finite type K-scheme
and ϕ : X → Z × S be an S-morphism. Then
S˜ := {s ∈ S such that ϕs is strongly dominant}
is a constructible subset of S.
Proof. We may assume that S is irreducible. Let πX : X → S and πZ×S : Z × S → S be the
structure morphisms, and η be the generic point of S. In order to prove the lemma, it is enough
to prove that η ∈ S˜ (resp. η /∈ S˜) implies the existence of an open set U , such that U ⊆ S˜ (resp.
U ∩ S˜ = ∅). By showing this we deduce the lemma by Noetherian induction.
By [Sta, Lemma 36.22.8], we may assume that we have an affine irreducible scheme S′, a surjective
finite étale morphism ψ : S′ → S, and a fibered diagram
XS′ −→ X
↓ πXS′ ↓ πX
S′
ψ
−→ S
such that all irreducible components of the generic fiber of πXS′ are absolutely irreducible. Denote
by ϕ˜ : XS′ → Z × S
′ the corresponding base change of ϕ to S′. Since ψ is finite, we have for
any s′ ∈ S′ that ϕ˜s′ is a base change of ϕψ(s′) by a finite field extension, and hence ϕ˜s′ is strongly
dominant if and only if ϕψ(s′) is strongly dominant. Since ψ is étale, it is an open map, so we may
assume that S = S′ and that all irreducible components of Xη := π
−1
X (η) are absolutely irreducible.
By [Gro67, Proposition 9.7.8, 9.7.12] (or [AA, Theorem 3.43]), there exists an open set U ⊆ S such
that for any s ∈ U the following holds:
(1) There is a bijection Φη,s between the number of irreducible components Xη,1, . . . ,Xη,t of Xη
and the number of irreducible components of Xs.
(2) All irreducible components of Xs are absolutely irreducible.
The bijection Φη,s is constructed as follows. For each irreducible component Xη,j of Xη, we have
that Xη,j ∩Xs is an irreducible component of Xs. Under this bijection, we deduce that the set
X˜j := {x ∈ π
−1
X (U) : x ∈ j-th irreducible component of XpiX(x)}
is locally closed. For s ∈ U , the condition that ϕs is strongly dominant is equivalent to (ϕj)s :=(
ϕ|
X˜j
)
s
: (X˜j)s → Z ×Spec(K) Spec(K({s})) being dominant for any 1 ≤ j ≤ t. Hence, it is enough
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to show that the set
U˜j := {s ∈ U such that (ϕj)s is dominant},
is constructible. Notice that (ϕj)η is dominant if and only if ϕj(X˜j)η = (ϕj)η ((X˜j)η) is dense in
Z ×Spec(K) Spec(K({η})). It now follows from [Sta, Lemma 36.22.3 and 36.22.4] that we may find
an open set V ⊆ U such that,
(1) If (ϕj)η is dominant then (ϕj)s is dominant for any s ∈ V .
(2) If (ϕj)η is not dominant then (ϕj)s is not dominant for any s ∈ V .
By Noetherian induction we deduce that U˜j is constructible for any j and thus we are done. 
Combining the above lemmas, we obtain that the set
Y ′ := {y ∈ Y : X˜y is smooth, and ϕ˜y : X˜y → V is strongly dominant}
is constructible. For the proof of the second part of Theorem 7.2 we need the following lemma:
Lemma 7.6. Let ϕ : X → Y be a morphism of irreducible K-varieties and let U ⊆ X be an open
set that contains the generic fiber of ϕ. Then there exists an open set V ⊆ Y such that ϕ−1(V ) ⊆ U .
Proof. We may assume that X and Y are affine. Let ηY be the generic point of Y and ϕ
∗ : K[Y ]→
K[X] be the ring map corresponding to ϕ. The generic fiber ϕ−1(ηY ) can be written as
ϕ−1(ηY ) = {[p] ∈ Spec(K[X]) : (ϕ
∗)−1(p) = (0)}.
Let U ⊆ X be an open set containing ϕ−1(ηY ), then we can write
U = D(I) := {[p] ∈ Spec(K[X]) : I 6⊆ p}.
By Noetherianity, I is an intersection of finitely many prime ideals, so it is enough to prove the
lemma for the case where I is prime. Notice that the condition D(I) ⊇ ϕ−1(ηY ) implies that
(ϕ∗)−1(I) 6= {0}. Hence, there exists some f ∈ K[Y ] such that ϕ∗(f) = f ◦ ϕ ∈ I. But then, we
have D(f ◦ ϕ) ⊂ U , and thus D(f ◦ ϕ) = ϕ−1(D(f)), so we are done. 
We can now finish the proof of Theorem 7.2:
Proof of Theorem 7.2. Since Y ′ is a constructible subset of Y , we may write Y ′ =
l⋃
i=1
Yi, where
each Yi is a locally closed subset of Y . It is enough to prove the theorem for each Yi ⊆ Y
′. By
decomposing Yi into irreducible components Yi,1, . . ., Yi,d, it is enough to prove the theorem for the
case where Y = Y ′ and Y is irreducible. Note that, for any y ∈ Y , the fiber X˜y is smooth and
ϕ˜y : X˜y → V is a strongly dominant morphism.
Denote by ηY the generic point of Y . We first want to show the existence of an open set W ⊆ Y
and NW ∈ N such that ϕ˜
NW
y : X˜
NW
y → V is (FRS) for all y ∈ W . By generic flatness ([Gro67,
Theorem 6.9.1]), we may assume that X˜ is flat over Y . Denote by πX˜ : X˜ → Y its structure
map. By Theorem 1.7, there exists N(η) ∈ N such that the N(η)-th convolution power ϕ˜
N(η)
η is
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(FRS). Denote X˜N(η),Y := X˜ ×Y · · · ×Y X˜ and let π
N(η)
X˜
: X˜N(η),Y → Y be the corresponding (flat)
structure map. By [AA16, Corollary 2.2], the set
U := {x ∈ X˜N(η),Y (K) : ϕ˜
N(η)
pi
N(η)
X˜
(x)
: X˜
N(η)
pi
N(η)
X˜
(x)
→ V is (FRS) at x}
is open. Note that we used here the flatness of π
N(η)
X˜
. Since U contains the generic fiber
(
π
N(η)
X˜
)−1
(η),
by Lemma 7.6 we have U ⊇
(
π
N(η)
X˜
)−1
(W ) for some open W ⊆ Y , and hence ϕ˜
N(η)
y : X˜
N(η),Y
y → V
is (FRS) for any y ∈ W . We can now repeat the process for the closed subvariety Y1 := Y \W . By
Noetherian induction, we can deduce the existence of N ∈ N such that ϕNy : X˜
N
y → V is (FRS) for
any y ∈ Y as required. 
We are now ready to prove Corollary 1.11. We first introduce the notion of complexity.
Definition 7.7. Denote by CD the class of all K-schemes and K-morphisms of complexity at most
D, which is defined in the following way:
(1) An affine K-scheme X has complexity at most D (i.e X ∈ CD) if X has a closed embedding
ψX : X →֒ A
N
K with K[X] = K[x1, . . ., xN ]/〈f1, . . ., fk〉, where N, k and maxi
{deg(fi)} are
at most D.
(2) A morphism ϕ : X → Y of affine K-schemes is said to be of complexity at most D (i.e
ϕ ∈ CD), if X,Y ∈ CD with embeddings ψX : X →֒ A
N1
K and ψY : Y →֒ A
N2
K as above, such
that the polynomial map ϕ˜ : AN1K → A
N2
K induced from ϕ is of the form ϕ˜ = (ϕ˜1, . . ., ϕ˜N2),
where the degrees of {ϕ˜i}
N2
i=1 are at most D.
(3) A separated K-scheme X is in CD if it has an open affine cover X =
⋃N
i=1 Ui where
U1, ..., UN ∈ CD, such that N ≤ D, and the transition maps of the (affine) intersections
{Ui ∩ Uj}i,j are in CD.
(4) A morphism ϕ : X → Y of separated K-schemes is in CD, if there exist open affine covers
Y =
N⋃
j=1
Vj , and X =
N⋃
j=1
Nj⋃
i=1
Uij with N,Nj ≤ D for any j, and such that the following
holds for any 1 ≤ j, j′ ≤ N and 1 ≤ i, i′ ≤ Nj :
(a) ϕ(Uij) ⊆ Vj .
(b) The morphisms ϕ|Uij : Uij → Vj are in CD.
(c) The transition maps of the intersections {Ui′j′ ∩ Uij}i,i′,j,j′ are in CD.
(d) The transition maps of the intersections {Vj′ ∩ Vj}j,j′ are in CD.
(5) A K-scheme X is in CD if it has an open affine cover X =
⋃N
i=1 Ui by U1, ..., UN ∈ CD, such
that N ≤ D, and the transition maps of the intersections {Ui∩Uj} are in CD (note that the
schemes {Ui ∩ Uj} are not necessarily affine but are separated). We say that a morphism
ϕ : X → Y of K-schemes is in CD if it satisfies the same demands as in (4).
Notice that the set ZD of all affine K-schemes X ∈ CD is an algebraic family. Indeed, let X ∈ ZD
be an affine K-scheme with coordinate ring K[X] = K[x1, . . ., xm]/〈f1, . . ., fk〉 consisting of m
generators and k relations. Since the degrees and the number of variables of {fi}
k
i=1 are bounded
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by D, the set of all such schemes has a natural structure of an affine space Zm,k. We can write ZD
as a disjoint union of affine spaces ZD =
D⊔
m,k=1
Zm,k.
Let V = AmK and D > m. By a similar argument, the set of all morphisms ϕ : W → A
m
K in CD
forms an algebraic family, denoted YD. We can now prove Corollary 1.11:
Corollary 7.8. For any m < D ∈ N, there exists N(D) ∈ N such that for any n > N(D) and n
strongly dominant morphisms {ϕi : Xi → A
m
K}
n
i=1 of complexity at most D, with {Xi}
n
i=1 smooth
K-varieties, the morphism ϕ1 ∗ · · · ∗ ϕn is (FRS).
Proof. Consider the variety YD as constructed above. Let X˜ := {(w, (W,ϕ)) : w ∈W, (W,ϕ) ∈ YD}
and define ϕ˜ : X˜ → AmK × YD by
ϕ˜(w, (W,ϕ)) = (ϕ(w), (W,ϕ)) .
Note that X˜ is a YD-variety, ϕ˜ is a YD-morphism and that for any (W,ϕ) ∈ YD, the fiber ϕ˜(W,ϕ) is
just the map ϕ : W → AmK . The corollary now follows from Theorem 7.1. 
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