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 Special Issue on Recent Advances in Information Networking, Services and Security 
 
Guest Editorial 
 
Multimedia Information Networking and Security include a number of related topics such as information networking, 
communication, security and sharing services, etc., Significant attention has been paid in the past years to design 
flexible and powerful solutions to this field, as the rapid development of communication technology, utilizing network 
to realize global communications has become the trend of information exchange. Although the Internet has reached 
great success in contributing to communications between people, it has been under almost constant attack by hackers. 
Many attacks seek to exploit vulnerabilities of software systems like application programs or other computer programs. 
In other words, shared network resources also bring a variety of risks. 
This special issue aims to expose the readership to the latest research results on multimedia information networking 
and security. It is composed of 12 papers, including a number of related topics, demonstrate pioneer work, investigate 
novel solutions and discuss the future trends in this field.   
The first paper, “Extensive Design for Attack’s Recognition and Resistance of Survivable Network” by Hui Xu and 
Xiang Gu, gives a solution of attack defense of survivable network based on extentics. The basic knowledge of 
extension theory is introduced and the inspiration from it to problem in this paper is illustrated. The contradictory 
characteristic of survivability of borderless network is explained. The extension model and algorithms of recognition 
and resistance of attacks is presented. The definitions of element, including message matter-element, defense 
affair-element, node relation-element and inform mixture-element, are given. The dependent function based on lateral 
distance with the most advantage point occurs in the left common endpoint, is constructed to solve the problem and its 
properties are discussed. Finally, an application of worm’s warning by this method is illustrated. 
In the second paper, “A Graph Clustering Algorithm Providing Scalability” by Lei Huang, Jiabing Wang and Xing 
He, proposes a new scalable graph clustering method called APANC (Affinity Propagation And Normalized Cut) based 
on the current studies on the algorithms of the affinity propagation and normalized cut. During the APANC process, the 
authors firstly use the “Affinity Propagation” (AP) to preliminarily group the original data in order to reduce the 
data-scale, and then they further group the result of AP using “Normalized Cut” (NC) to get the final result. Through 
such combination, the advantages of AP in time costs and the advantages of NC in accuracy have been adopted. The 
experimental results show that even though APANC includes two clustering processes, this two-phase algorithm helps 
to reduce the experiment time compared to NC, and meanwhile, maintain the accuracy. Furthermore, the advantages of 
APANC in time costs could be greater when data scale increases. 
The third paper, “A Novel Turbo-Based Encryption Scheme Using Dynamic Puncture Mechanism” by Qian Mao and 
Chuan Qin, proposes a novel encryption method based on Turbo code. In most communication systems, information 
encryption and error correction are always independent. While joint encryption and error correction codes combine 
these two processes into one. In order to provide information encryption and error correction simultaneously, the 
authors generate a normal random sequence that controls the puncturing mechanism by a secret key in the Turbo 
encoder. The puncturing mechanism is dynamic and controlled by the secret key. On the other hand, the keycontrolled 
puncturing mechanism deletes the parity bits randomly, which ensures a high error correction capability for the Turbo 
code. When decoding, only the legal receiver can generate the same normal random sequence using the secret key, then 
classify and decrypt the received sequence correctly. While for the illegal receivers, because a wrong secret key results 
in a wrong puncturing mechanism, and the Turbo decoder is sensitive to the puncturing mechanism, they will get a 
totally wrong decoding result. Meanwhile, this coding scheme also provides good error correction capability for the 
encrypted information while it is transmitted in a noisy channel. Experimental results show that the proposed method 
performs well in terms of both security and error-immunity. 
In the fourth paper, “A Statistical Amalgamation Approach for Ontologies” by Peng Liu et al., put forward another 
way of ontology merging. After statistic machine learning on concept relations, the frequency of different ontologies 
appeared in concept relations reveals certainty factor and help to build a large-scale concept relations network including 
the statistic information and domain categories, so that the conceptions conveyed by different ontologies can be fused 
together and the merging concept space turns to be relatively objective. And the experiments results also help to 
demonstrate the feasibility of the ontology merging. 
The fifth paper, “Adaptive Ant Colony Clustering Method Applied to Finding Closely Communicating Community” 
by Yan Liu, Lian Liu and Junyong Luo, investigate community structures in networks. This paper points out that losely 
communicating community is different from the traditional community which emphasize particularly on structure or 
context. The authors’ previous method played more emphasis on the feasibility that ant colony algorithm applied to 
community detection. However the essence of closely communicating community did not be described clearly. In this 
paper, the definition of closely communicating community is put forward firstly, the four features are described and 
corresponding methods are introduced to achieve the value of features between each pair. Meanwhile, pair propinquity 
and local propinquity are put forward and used to guide ants’ decision. Based on the previous work, the closely 
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doi:10.4304/jnw.7.2.219-221communicating community detection method is improved in four aspects of adaptive adjusting, which are entropy based 
weight modulation, combining historical paths and random wandering to select next coordination, the strategy of 
forcing unloading and the adaptive change of ant’s eyesight. The value selection of parameters is discussed in the 
portion of experiments, and the results also reveal the improvement of our algorithm in adaptive adjusting. 
In the sixth paper, “Applying Stylometric Analysis Techniques to Counter Anonymity in Cyberspace” by Jianwen 
Sun et al., proposes a framework for online writeprint identification. Variable length character n-gram is used to 
represent the author’s writing style. The technique of IG seeded GA based feature selection for Ensemble (IGAE) is 
also developed to build an identification model based on individual author level features. Several specific components 
for dealing with the individual feature set are integrated to improve the performance. The proposed feature and 
technique are evaluated on a real world data set encompassing reviews posted by 50 Amazon customers. The 
experimental results show the effectiveness of the proposed framework, with accuracy over 94% for 20 authors and 
over 80% for 50 ones. Compared with the baseline technique (Support Vector Machine), a higher performance is 
achieved by using IGAE, resulting in a 2% and 8% improvement over SVM for 20 and 50 authors respectively. 
Moreover, it has been shown that IGAE is more scalable in terms of the number of authors, than author group level 
based methods. 
The seventh paper, “A Secure Mutual Authentication Protocol for Roaming in Wireless Mesh Networks” by Peng 
Xiao, Jingsha He and Yingfang Fu, proposes a new protocol based on multi-signature and three-party key agreement 
with a zone-based hierarchical network topology and prove the security properties of the protocol through formal 
analysis that is based on the strand space model after analyzing some current authentication protocols for roaming in 
wireless mesh networks. It also demonstrates the reliability and performance of the proposed protocol through network 
simulations. 
In the eighth paper, “Fake BTS Attacks of GSM System on Software Radio Platform” by Yubo Song, Kan Zhou, and 
Xi Chen, presents an implement of fake BTS based on software radio technologies. This paper also discusses two types 
of fake BTS attacks on our software radio platform. The first attack is IMSI/IMEI catch attack, which can get the 
mobile phone’s IMSI and IMEI. With this information, attacker can got the track of the man with this phone. The 
second attack is selective jamming attack. After get the IMSI and IMEI of the mobile phone, the attackers can decide 
whether the mobile phone is blocked or not. The authors will analyze the GSM protocol which is relevant to the 
interception system and later present the performance of such a system by real tests and demonstrate its feasibility. 
The ninth paper, “Lower Bounds of Differential and Linear Active S-boxes for Generalized Feistel Network with SP 
Type F-function” by Ting Cui and Chenhui Jin, studies the minimum number of differential/linear active S-boxes for a 
class of generalized Feistel cipher with SP type F-function (GFNSP for short). The authors prove that m rounds 
m-GFNSP guarantee one differential active S-box and one linear active S-box, and 2m(m≥3) rounds guarantee  1 P D +  
differential active S-boxes and  1 P L +  linear active S-boxes, where  P D  and  P L  are the differential and the linear 
branch number of the diffusion layer in F-function respectively. Hence, lower bound of the number of differential active 
S-boxes and that of linear active S-boxes for GFNSP with arbitrary round are deduced respectively, moreover, the 
previous one could be reachable for  02 3 rm ≤≤ − and 23 3 mr m ≤ ≤− as well as the latter one be reachable for 
02 2 rm ≤≤ − and  2 rm = , where  r   denotes the number of rounds. 
In the tenth paper, “Distributed Hash Tables for Peer-to-Peer Mobile Ad-hoc Networks with Security Extensions” by 
Grant P. Millar, Emmanouil A. Panaousis and Christos Politis, describes peer-to-peer distributed hash table (DHT) 
architecture entitled Reliable Overlay Based Utilisation of Services and Topology (ROBUST) firstly. This is designed 
to be efficiently applied to MANETs. Additionally, it proposes security extensions to protect the ROBUST signalling 
messages against malicious activities. This paper evaluates the ROBUST performance as well as the security extensions 
under varying levels of mobility and network sizes by building a custom DHT module for the network simulator ns-2. 
The outcome of the results show negligible overhead introduced by the extensions giving credence to their application 
in security sensitive scenarios. 
In the eleventh paper, “The Probability of Trojan Attacks on Multi-level Security Strategy based Network” by 
Lansheng Han et al., discusses that the Trojan horses’ attacks have a dependency on data path in the network and 
establishes three attacking probability models of single source node to single target node by single-path, single source 
node to single target node by multi-path and multi-source nodes to single target node by multi-path considering the 
relationship between defend ability and security levels, the paper. Furthermore, the paper describes the defend ability of 
the non-adjacent nodes with a new model. Finally the model is applied to a military network information system, and 
the results are reasonable. 
In the twelfth paper, “A Review on Cloud Computing Development” by Sugang Ma, cloud computing can provide 
critical services for business management, reducing IT costs and maintenance costs of hardware and software 
effectively. In the meanwhile, it can enable enterprises to access to professional IT solutions with less IT investment. 
Cloud computing is of great significance for the ICT industry of each country. It is now bringing enormous impact to 
the human society, especially the business world. In this paper, the basic concepts and the development of cloud 
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© 2012 ACADEMY PUBLISHERcomputing were introduced, and then the current situation and development of cloud computing research from two 
aspects of technology and business were illustrated. Finally future trends of cloud computing were discussed. 
The guest editors wish to thank Dr. Niki Pissinou for providing the opportunity to edit this special issue on Recent 
Advances in Information Networking, Services and Security, and Dr. Shiguo Lian for providing latest publishing 
information. We would also like to thank the authors for submitting their works as well as the referees who have 
critically evaluated the papers within the short stipulated time. Finally, we hope the reader will share our joy and find 
this special issue very useful. 
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Abstract—Extentics is a new discipline that studies the 
methods for dealing with contradictory problems. This 
paper gives a solution of attack defense of survivable 
network based on this theory. The basic knowledge of 
extension theory is introduced and the inspiration from it to 
our problem is illustrated. The contradictory characteristic 
of survivability of borderless network is explained. The 
extension model and algorithms of recognition and 
resistance of attacks is presented. The definitions of element, 
including message matter-element, defense affair-element, 
node relation-element and inform mixture-element, are 
given. The dependent function based on lateral distance 
with the most advantage point occurs in the left common 
endpoint, is constructed to solve the problem and its 
properties are discussed. Finally, an application of worm’s 
warning by this method is illustrated. 
 
Index Terms—survivable network; attack; defense; 
extension; worm 
 
I.  INTRODUCTION 
Network attack defense technology has been from the 
first generation of "safeguard" for the purpose, after the 
second generation of "protection & detection" for the 
purpose to today's the third generation of the "survival" 
for the purposes. The first generation of security 
technology tried to prevent attacks and intrusions on the 
network border by a variety of technical of protection or 
isolation. The second generation of network security 
technology is to detect and respond as the core, restore as 
the backing, with using many detection algorithm such as 
that of feature-based, statistics, data mining, neural 
networks, immune-based and so on. Overall, both the first 
and the second are used in a fortress model [2], their core 
idea is to shut out the intruder. But it is impossible to shut 
out the intruder completely with applications and network 
size grow, attack means more intelligent and diverse, and 
especially in the wireless network and mobile network for 
next generation. Survivability is the ability of a network 
computing system to provide essential service in the 
presence of attacks and failures and recover full services 
in a timely manner[1-2]. Different from the first and the 
second security policy which is reliant on defense and 
block, the survivability is no longer the pursuit of 
absolute security but to the quality of service including 
accuracy, continuity and no-gap of the service on the 
premise that failure and the invasion was inevitable.  
Ellison points out that a survivable system must exhibit 
four key attributes, namely resistance, recognition, 
recovery and adaptation and evolvement [2]. Resistance 
focus on preventing attacks as much as possible through 
various technologies. But not all the attacks can be 
prevented. The system needs the recognition to identify 
the attacks and dangers that can not be prevented. Once 
attacking success, the system has to take measure to 
convalescent service timely. Self-adaptation and 
evolvement makes the system avoid occurring similar 
aggressive attack once again. Clearly resistance and 
recognition is the basis of survivability of network. 
Furthermore, recognition is a prerequisite of resistance 
and the necessary link of self-adaptation.  
The survivability of network is a new research area in 
network security and is receiving more and more 
attention. But the theory neither ripens nor settles a lot of 
problems, so it lack of deep theory study and feasible 
methods [3].  Network without borders, makes the 
problem with contradictory characteristics, and that asks 
us to break through traditional methods in order to make 
it possible to analyze and control the system’s 
survivability under the condition that the information was 
not comprehensive or accurate. In this paper, we use 
extension theory which used to solve contradictory 
problems to explore the modeling and solutions of attack 
defense in survivable network and take the warning of 
worm as an application to illustrate the use of the method. 
Ⅱ.  BRIEF INTRODUCTION TO EXTENSION THEORY 
Contradictory problems are those which can not be 
solved under current conditions [4]. Extenics is a 
discipline that studies the laws and methods for 
possibilities of extension in order to solve contradictory 
problems with formalized models [5].It was established 
in 1983 by Chinese Academy of Sciences Professor Cai 
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States Nobel Prize winner Professor Simen. It is an 
emerging cross-disciplinary related with philosophy, 
mathematics and engineering. It is consisted by three 
theoretical frames: theory of base element, theory of 
extension set and extension logic. Base element used to 
describe the object of study; extension set is a creation 
after the Cantor set and fuzzy sets, it induce dependent 
function to quantified qualitative change; Extension logic 
is integration science of dialectical and formal logic. 
A.  Base Elemten 
In order to formally describe a matter, an affair 
(reactions between two pieces of matter) and relationship 
(relations between any two of matter, affair or relation) in 
real world, extension theory set up matter-element M=(W, 
C, V), affair-element A=(S, C, V) and relationship-
element R=(G, C, V) to represent them separately. Three 
of them are referred to as base element. M, A and R are 
similar in composition, composed by a triad, where W is 
a noun, the name of the matter, S is a verb, an action, G is 
a noun, the name of the relationship. A tuple (C, V) 
describes the property and its measure, it is multi-
dimensional. An element may be a property of other 
elements. If one or more property of the element itself is 
element, such element is called mixture-element. If the 
base element changes with time, they can be denoted as 
M(t), A(t) or R(t). In this paper, we create message 
matter-element (Eq. (7)), resistance affair-element (Eq. 
(8)), node relationship-element (Eq. (9)), mixture-element 
(Eq. (10)), etc.  
Base element is the logical cell of Extension [5], where 
matter, properties of the matter and the measure of 
property are considered together. It has follow properties: 
integrity, level, dynamic, relevant, and so on.  
B.  Dependent Function 
Dependent function [5] expresses the dependent degree 
that a given matter possesses a property. It makes the 
calculation of correlation without relying on subjective 
judgments, but according to value scope of property 
varying from qualitative to quantitative. This makes the 
calculation free from bias caused by subjective judgments 
[6]. 
The value of dependent function depends on distance 
and position. Distance represents space of point from an 
interval. When most advantage point x0  occurs in the 
middle of the interval, it is called distance, and when x0 
belongs to the left or right of the interval, it is called 
“lateral distance”. Position represents distance between a 
point and two intervals or between two intervals. 
Definition 1 : The distance on real axis between point 
x and a given real interval X0 = ( a , b) is defined as 
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Definition 3：Set X0 = <a , b>，X = <c , d>, 
and ，then position on real axis between point 
x and set of interval X0 and X is defined as 
X X  0






 
 

  


) , ( ) , (
) 4 (     and     ) , ( ) , (
     and     ) , ( ) , (
) , ( ) , (
) , ( ) , (
) , , (
0
0 0
0 0
0
0
0
X x X x
X x X x X x
X x X x X x
b a
b a X x X x
X x X x
X X x D
 
 
 
 
 
 
Definition 4：Set X0 = < a , b >，X = < c , d > ，
，xz is the common endpoint of X0 and X，
then 
X X  0
(1) For any x≠xz，the dependent function is as 
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(2) When the common endpoint is at the left, i.e. 
a=c=xz , the dependent function is as 
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Figure  1.   Network topology diagram 
Ⅲ.  EXTENSION DESIGN FOR ATTACK DEFENSE OF 
SURVIVAL NETWORK 
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For generality, set the network topology shown in Fig. 
1. a1, a2, …, an  are all belong to the same broadcast 
domain via node A, and dotted line indicate the unused IP. 
Node B and A link on the same router R1, but not belong 
to the same broadcast domain. Router R1 and R2 
connected together to the no-border WAN. 
The problems are as follows: 
(1) How to identify infected nodes? 
(2) If the node A was infected, how to judge whether 
the nearest nodes is infected? 
(3) If the node A was infected, how to send out early 
warning to other points? 
B.  Analysis Inspriated by Extectic 
 The core of theory about survivability of network is 
the theory of survivability of borderless system [3]. The 
borderless means: (1) each participant can not get the 
complete and accurate information of the system; (2) no 
unified regulatory organization to control its components; 
(3) each participant’s decision must rely on the 
information provided by nearly participants and each can 
not have control power outside the scope; (4) 
coordination each other under the condition of lacking 
enough cooperation. This indicates that the solution of the 
survivable network often have the following 
characteristics: (1) no enough conditions for solving 
problem; (2) conditions are uncertainty; (3) there is 
correlation between questions and questions or answers 
and answers. These characteristics indicate contradictory 
properties of the problem of survivable network. 
Inspirations can be drown from Extension theory for the 
problem on the following three aspects: 
(1) Extension theory takes advantage of things 
extensibility (combination, decomposition and scalability) 
to find the solution of the contradictory problems 
[6:26]. 
Combination, enabling a thing to be combined with 
another thing and generate new things, provides the 
possibility of solving contradiction; Decomposition, 
enabling a thing to be decomposed into several new 
things and they may have something new features, thus, 
provides the possibility of solving contradiction; 
Scalability, enabling a thing expanded or shrunk, to 
provide the possibility of solving the contradiction. 
(2) Representation of heterogeneous information. 
Attack is a process which includes a series of actions. 
Attack defense rely heavily on background knowledge. 
The influence and characteristics of the attack are usually 
shown in many aspects. So, the offensive and defensive 
knowledge is heterogeneous. At present, there is no very 
good way to present such heterogeneous information 
simple and effective. Accounting to the presentation of 
base element is rich and flexible, it will be a good choice 
to use base element for such a heterogeneous knowledge 
expression. 
 (3) It’s difficult to distinguish intrusion actions from 
normal behavior of network, especially before hurt occurs. 
Normal and abnormal is often a gradually changing 
process from quantitative to qualitative
 [7-8]. The value of 
same act in a certain range is normal, but beyond the 
range it may indicates a qualitative change from normal 
to abnormal. Therefore the classical algebra, fuzzy 
mathematics and etc. can not be particularly suitable for 
such calculation and the dependent functions of extension 
theory can better solve such problems. 
C.  Design  of Solution 
The process of solve with extension theory shows in 
Fig. 2. 
     
Figure  2.   Process of extension solving 
1)    Data collection and analysis 
Data collection provides original data by capturing 
communication packages, nodes status, network topology 
etc.. These data will produce base element data after 
being analyzed and preprocessed.   
2)    Building base  elements 
a)  Message matter-element  
 Network message is one of key original data for attack 
detection, which can be recorded by message matter-
element with features: time, protocol, source address, 
destination address, transformation flag, message size and 
so on. A multi-dimensional message matter-element is 
defined as equation (7).        
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b)   Defense affair-element  
Defense means to take measures to clear effects 
produced by attack and it is a list of action. Affair-
element is used to express it, and is defined as:  
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) 8 ( ...}    tool, mode,   address,    time, object,   subject, {
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C
S
t V C S t A




” “  
One of multi-dimensional defense affair-element is 
shown in (8’). 
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c)   Node relationships-element  
The similarity of communication between two nodes 
would indicate whether a node is favorable to be infected 
or whether a node is normal or abnormal, that is 
presented by node relationship-element. It is defined in 
(9). 
   
)) ( ( C ) ( V
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 where )), ( , , ( ) (
t R t
C
G
t V C G t R




” “
One of multi-dimensional node relationship-element 
is shown as (9’) 
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d)    Warning mixture-element 
Warning is to take measures in advance to resist the 
attack based on known attack. The warn knowledge 
include features of known attacks, status parameters of 
environment and so on. Then mixture-element is used to 
present warn action. It may be defined as follows: 
)) ( ( ) (
) 10 ( features} defense reason name attack  {
W
 where )), ( , , ( ) (
t X C t V
C
arnID H
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， ， ，
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Here, reason is a matter-element about description of 
attack, defense is an affair-element about defend action, 
features is a matter-element about features of the attack. 
3)    Extension transformation 
   In order to get more useful information to change the 
contradiction problems into solvable ones, extension 
transformation are used to produce some new elements 
from above elements，for example, M_R(t),  M_S(t), 
M_R_T(t), M_S_T(t), R_R_T_C(t) and R_T_T_C(t). 
a)   M(t) -| M_R(t)、M_S(t) 
Data packets are divided into two categories: received 
message and sent message. They have different meaning 
on attack detection. Received message matter-elements 
M_R(t) and sent message matter-elements M_S(t) can be 
obtained from message matter-element by reducing 
package matter-elements, such as (11)、(12).    
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b)   M_R(t) -| M_R_T(t)、M_S(t) -| M_S_T(t) 
Aggressive behavior often has characteristics of repeat. 
So, statistics often provides more useful information. 
Suppose matter-element of M_R_T(t) stands for number 
of received message and M_S_T(t) stands for number of 
sent message in a interval, they can be obtained from 
M_R(t) and M_S(t) by combinations of matter-element. 
M_R_T(t) and M_S_T(t) are defined as (13) 、(14) 
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 c)  R_R_T(t) -| R_R_T_C(t)、R_T_T(t) -| R_T_T_C(t) 
Different attack takes advantage of different software 
vulnerabilities. According to the feature of the 
decomposition of matter element, statistic received 
message matter-element M_R_T_C(t) and statistic sent 
message matter-element M_S_T_C(t) classified by port or 
protocol or other condition, are defined as (15) 、(16). 
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4)    Extension recognition 
Extension recognition means to detect and distinguish 
attacks by dependent function. The value of network 
normal behavior and that of abnormal behavior has 
following characteristics: 
   Has public endpoint, such as: set (a, b) and set (a, 
c), while b<c. 
  There is no obvious boundary between normal 
and abnormal. What can we determine is that the 
possibility of abnormal increases or decreases as 
the independent variable increases or decreases 
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dependent function is one when the most advantage occur 
in common left endpoint, i.e. kl (x). According to 
definition 4 (Eq. 5 )， kl (x) is as (17). 
   (17)     
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where，ρl (x,X0 )  is left lateral distance while most 
advantage occurs in common left endpoint, and Dl 
(x,X0,X ) is position under this circumstance. According 
to the definition 3 (equation (4) ), Dl (x,X0,,X ) is defined 
as 
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where, the most advantage occurs in point x0. When x0 = a, 
we have 
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Put the (3) and (18’) into (17), we have the dependent 
function expression we need as ( 19). 
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kl(x,a) has the following properties: 
·   0 ) , (   then  b,    x nd X   x If 0    a x k a l
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· -1 ) , ( then   d,  x If   a x k l  
·   -1 ) , (   then    d,  x and   X  x If    a x k l
· If x=a，kl(a,a) =1, it is maximum. 
    The curve of function k(x) is shown in Fig.3. 
 
Figure 3.  The dependent function 
The Fig. 3 shows that: dependent function k(x) ranges 
from 1 to -1; k(x) is monotonic decreasing when x in the 
interval (a,d);  k(x) is positive when x is less than b; k(x) 
is equal to 0 when x is equal to b; and then, k(x) is 
negative, and with x increasing, the absolute value of k(x) 
increasing; k(x) is -1when x is equal to d.  
Ⅳ. AN APPLICATION OF WORM WARNING 
Now we take warning of internet worm as an example 
to show the above extension method.  Internet worm is a 
kind of malicious code which spread through the network 
without user intervention. Worm may take a large number 
of resources of network or system and if its load is 
offensive, it will result in sensitive data stole, valuable 
resources deleted and so on. Since the first world’s worm 
Morris happens in 1998, worm has been one of the main 
criminal of survivable network [9-10].  
One of the characteristics of the worm is to spread. A 
warm goes through the information collection and 
detection as much as possible to find targets to spreads 
itself from one system to another system. Therefore, early 
warning is an effective way to reduce infection. Warm 
spreads with following characteristics [10-11]: (1) One-
to-many communication pattern. In order to infect 
systems as many as possible, the worm sends probe 
message to many target system at the same time. (2) 
Similar mode of communication. The same worm, the 
same work process is. Therefore, the data out from node 
infected by the same worm has a similarity in 
corresponding request, attack code, the main code of the 
worm, size of package, et al. (3) Invalid connection to 
access. They are caused by the worm when worm gathers 
information and scans vulnerabilities blindly in order to 
try to find the new victim. (4) Link Patten of 
communication. Nodes can only be infected by infected 
nodes connected to it, then as the spread of infection 
scope, the infection link forms. Based on the above 
characteristics, the following knowledge is obtained:    
K1:  Whether the node is infected can be judged by 
abnormal messages sending out from the node. The 
abnormal is reflected by a large number of connection 
requests sent out to different IP but the same destination 
port in a short period of time. 
K2:  Judging a worm node by abnormal received 
message. There are two kinds of anomalous connections: 
one is its target system does not exist, thus no response 
sent request. Another one is the target system exists but 
doesn’t provide services, at this time RST or ICMP-T3 
response message can be received. 
K3:  Determine whether the node is infected by 
similarity of communication mode between the node and 
the infected node.   
A.  Recognizing Worm(1) 
According to K1 and K2 we have: when a node is 
infected, it will send out a large number of requests from 
the same port to different destination IP; at the same time, 
will also receive many abnormal messages. 
Set: 
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Calculation is as follows:    
Step 1: To determine the abnormal possibility p1 of 
nodes by sent messages.  
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a period of  t, but the normal range is <0,5>. Now, the  △
problem is: when X0=<0,5>,X=<0,40>, and x=m, 
whether the node is normal or how much the possibility 
of infection ? For X0 and X have common left endpoint, 
and the fewer sent message, the more a node seems 
normal. The dependent function shown in (19) is chosen 
for the calculation. Sample of calculation is shown as 
table 1. 
TABLE I.   SAMPLE OF CALCULATION 
m 0.0  2.5  5.0 15.0  25.0  35.0  40.0
k(x) 1.0  0.5  0.0 -0.286  -0.571  -0.857  -1.0
Annotation: 
Set p1 presents the infection possibility, then p1=-k(x). 
(1) When p is less than zero, there is no possibility of 
infection; (2) When p is greater than zero, reflects the 
possibility of infection, and the greater p is the greater the 
possibility. This is consistent with the practical situation. 
Step 2:  To determine the abnormal possibility p2 by 
abnormal received messages  
  Similarly, we can decide the infection possibility 
according to the number of received messages n in 
R_R_T_C(t) by uses of the same dependent function. 
Step 3: Considering above two factors together 
In order to consider both factors, weight them into 
account, i.e. set infection possibility p=α1p1+α2p2, where 
p1  is infection possibility form sent messages, p2 is 
infection possibility from received messages, α1, α2 is the 
weight, respectively represent the contribution of p1 and 
p2  to the result. Consider that the number of received 
message may be less than the real ones because of the 
existence of firewall, we set α1>α2, for example, α1=0.7， 
α2=0.3 ， thus, p=0.7p1+0.3p2. Suppose that p1=0.857, 
p2=0.286, then p=0.686, which suggests the infection 
possibility of worm decided by abnormal received 
messages and sent messages. 
B.  Recognizing Worm(2) 
According to K3 we can judge whether a node is 
infected by similarity between one and an infected one. 
The similarity may be in message size, message content 
and etc.  Based on (9), the calculation is as follows: 
Step 1: To determine the possibility of infection by 
size ratio of package. 
 The possible range of volume ratio is < 0 , 1 >. Set the 
normal range is < 0, 0.85 >. If the ratio is more than 0.85, 
there is the possibility of qualitative change. Now, the 
problem is: when X0 = < 0,0.85 >, X = < 0,1>, and x = r1, 
whether the node is normal or how much the possibility 
p1 of infection ? Now we can use dependent function 
shown in (19)  to solve the problem. 
Step 2:  To determine the possibility of infection by 
content similarity. 
 The possible range of volume ratio is < 0 , 1 >. Set the 
normal range is < 0, 0.25 >. If the ratio is more than 0.25, 
there is the possibility of qualitative change. Now, the 
problem is: when X0 = < 0,0.25 >, X = < 0,1>, and x = r2, 
whether the node is normal or how much the possibility 
p1 of infection ?. The calculation is just the same as Step 
1.  
Step 3: Considering above two factors together by 
weighting them into account 
set infection possibility p=α1p1+α2p2, where p 1  is 
infection possibility from similar in size, p2 is infection 
possibility from similar in content, α1, α2 is the weight, 
respectively represent the contribution of p1 and p2 to the 
result. Consider that the similarity in content is more 
significant to judge, we set α1<α2, for example, α1 = 0.2， 
α2 = 0.8，thus, p = 0.2p1 + 0.8p2. For example, when p1 = 
0.8, p2 = 0.6, then p=0.64, which means that the infected 
possibility is  64%. 
C.  Stratege of Defense and Warning 
  Defense means to clear worm from victim and 
warning means to keep worm from system. If the attack 
may spread, early warning is a good way to avoid the 
situation from getting worse. Two cases are considered as 
follow. 
Case 1: Defend against worm actively in a broadcast 
domain. That is, once an infected node is found, 
preventive measures are taken to nodes in the same 
broadcast domain immediately and unconditionally. 
Case 2: Defense of nodes along line of route table in 
the different broadcast domain. Detail steps are as follows: 
Step 1: Establish inform mixture-element 
corresponding to infected node, as shown in the equation 
(10). 
Step 2:  Check for vulnerabilities for all the nodes 
linked with the infected node by relation-element 
(equation (9)) and route table. 
2.1  If there are vulnerabilities, defense according to 
the defense-element and make infection flag, otherwise, 
make checked marks to show the node has been checked. 
2.2  If all the ports of the router are marked or have 
flags, then mark the router to show it has been searched. 
Step 3:  Repeat step1 and step2, if no new flag 
generated at a certain period of time, end search. 
C.   Test Sample and Analysis 
Test steps are as follows: 
Step 1: worm release 
Step 2: worm identification 
Step 3: worm early warning and clearing. 
Test was carried out in the LAN with 10 nodes in 2 
network periods though routes. The software run on the 
test platform are windows 2000, SQL server 2000, and 
IIS4.0, all of them are not patched. Every 5 minutes for a 
test period. The average test results are shown in Table 2. 
TABLE II.   AVERAGE TEST RESULTS 
Warm Protcol Prot Datasize  Detected 
Rate 
Defense 
Rate 
Blaster UDP 4444 6176  85%  72.5% 
Code 
Red   TCP   80  1500  82.7%  87.2% 
Nimda UDP 69 541  90.3%  35.5% 
MSSQL UDP  1434 376  78%  78.5% 
Sasser TCP 445  15872  95.2% 64.7% 
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Abstract—Based on the current studies on the algorithms of 
the affinity propagation and normalized cut, a new scalable 
graph clustering method called APANC (Affinity 
Propagation And Normalized Cut) is proposed in this paper. 
During the APANC process, we firstly use the “Affinity 
Propagation” (AP) to preliminarily group the original data 
in order to reduce the data-scale, and then we further group 
the result of AP using “Normalized Cut” (NC) to get the 
final result. Through such combination, the advantages of 
AP in time costs and the advantages of NC in accuracy have 
been adopted. The experimental results show that even 
though APANC includes two clustering processes, this two-
phase algorithm helps to reduce the experiment time 
compared to NC, and meanwhile, maintain the accuracy. 
Furthermore, the advantages of APANC in time costs could 
be greater when data scale increases. 
Index Terms—gragh clustering; affinity propagation; 
normalized cut; image segmentation 
I.  INTRODUCTION 
Clustering is the unsupervised classification of patterns 
(observations, data items, or feature vectors) into groups 
(clusters) [1, 2]. It groups a set of data in a way that 
maximizes the similarity within clusters and minimizes 
the similarity between two different clusters [3]. Due to 
the broad usability of clustering, it has been applied in 
various situations. In recent decades, the importance and 
significance of clustering have been fully recognized and 
positively confirmed [3, 4]. 
However, at present, most of the clustering methods’ 
time complexities are relatively high [2, 4], which results 
in the huge time consumption in the processing of large-
scale data. Thus, how to shorten the time costs of 
clustering process is an important research area in pattern 
analysis, data mining and machine learning domains. 
Affinity Propagation (AP) is a clustering method 
proposed by Brendan J. Frey and Delbert Dueck [5]. This 
method iteratively exchanges real-value messages 
between data points until a high-quality set of exemplars 
and corresponding clusters gradually emerges. AP can 
save a large amount of the time of clustering process, and 
reduce the error rate of the result [5]. However, this 
method has been questioned a lot since it was proposed, 
and was criticized that its advantage in speed and accuracy 
is only available when this clustering method is used on 
large-scale dataset (>900 data points) [6, 7]. Besides, 
during our experiments, we also found that the result of 
AP is very sensitive to its parameter when we apply this 
method to image segmentation. 
Normalized cut (NC) proposed by Jianbo Shi and 
Jitendra Malik [8] is a classical image segmentation 
algorithm. This method proposes a new segmentation 
criterion called Ncut, and optimizes this criterion by 
solving a generalized eigenvalue problem. According to 
the high quality segment result of NC, in recent years, NC 
has been successfully applied to many fields, especially in 
image segmentation [3]. However, in return, NC suffers 
from the huge time consumption (time complexity: O(n
3)). 
The method proposed in this paper combines the 
advantages of the abovementioned two methods and, 
meanwhile, avoids the disadvantages of them. Through 
many experiments, we found that the proposed clustering 
algorithm APANC is able to shorten the processing time 
to one-tenth of the NC process with comparable clustering 
quality and this advantage could be even greater when 
data size grows. 
The rest of the paper is organized as follows. In section 
II, we give some brief reviews of AP and NC. Section III 
describes detail implementation of our APANC. In 
section IV, we show some experimental results. In 
section V, we draw some conclusion and introduce our 
future work. 
II.  PRELIMINARY 
APANC is a clustering method based on AP and NC. 
Therefore, before the description of our method, we 
briefly give some preliminary review of AP and NC. 
Affinity Propagation (AP) is proposed by Brendan J. 
Frey and Delbert Dueck [5]. This method takes a real-
value similarity matrix as input where the similarity S[i, k] 
(i≠k) indicates how well the data point with index k is 
suited to be the exemplar for data point i.  
In the similarity matrix S for AP, the diagonal element 
S(i, i) is defined as “preference” for point i to be chosen as 
an exemplar. In other words, a data point i with a larger 
S(i, i) is more likely to be chosen as an exemplar. Thus, if 
the value of all the diagonal elements is defined as a large 
constant, the number of groups produced by AP will also 
be a large one. 
Given the similarity matrix, AP iteratively exchanges 
real-value messages calculated from the similarity matrix 
between data points until a high-quality set of exemplars 
and corresponding clusters gradually emerges [5]. Then, 
each of the exemplars and the corresponding data points 
attached to it compose a cluster. We can see that if the 
number of data points is fixed, theoretically, the time costs 
of AP will grow linearly with the times of iteration.  
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In the result of AP, each of the clusters is composed of 
an exemplar and some data points attached to the 
exemplar. In order to study the relationship between 
exemplars and their corresponding data points, we 
applied AP to a set of two-dimensional data points, where 
negative Euclidean distance was used to measure 
similarity. And after that, we found that all of the 
exemplars are located near the “barycenters” of their 
corresponding clusters (Fig. 1), which means that each 
exemplar can represent the average of the data points 
attached to it. 
In a way, AP is very similar to k-center because both 
of AP and k-center classify data points into groups by 
searching for centers of each cluster. As we know, k-
center randomly selects k data points as initial k centers 
of clusters, which makes the result of k-center unstable 
and of poor quality. Compared with k-center, AP initially 
regards every data point as potential centers so that it can 
get higher quality clustering result while spending much 
less time than k-center when data point is greater than 
900.  
However, although AP has many advantages over k-
center, through our experiments and study, we found that 
AP still has two problems. One is that when the number 
of data points is less than 900, AP can not perform better 
than k-center. The other one is that the number of clusters 
of AP’s result is relatively high and sometimes can not 
generate appropriate number of clusters. 
 
 
Figure 1. Clustering over two-dimensional data points by Affinity 
Propagation 
 
A graph can be partitioned into two parts A and B. In 
graph theoretic language, the degree of the similarity 
between A and B is called the cut: 
 
               (1) 
where w(u, v) is the similarity between point u and v. 
Based on graph theory, Shi and Malik [8] proposed a 
normalized similarity criterion to evaluate a partition of an 
image. They call this criterion Ncut:  
 
             (2)  
 
where assoc(A, V) =                 is the total connection 
from nodes in A to all the nodes in the graph, and 
assoc(B,V) is similarly defined. The minimization of this 
criterion can be taken as a generalized eigenvalue 
problem. The eigenvector is used to generate good 
partitions of the image and the process is continued 
recursively until some stop conditions holds [8]. In this 
paper, we use an upper limit of the Ncut value as the stop 
condition, and we call this upper limit “precision”. 
Rather than focusing on local features and their 
consistencies in the image data, Normalized Cut aims at 
extracting the global impression of an image. It treats 
image segmentation as a graph partitioning problem and 
measures both the total dissimilarity between the different 
groups as well as the total similarity within the groups [8]. 
By these means, Normalized Cut can deal with the effect 
of the noise data or isolated points because the isolated 
points will never have small Ncut value (Fig. 2). 
 
Figure 2. Different cut results between traditional minimum cut and 
normalized cut 
 
NC has been successfully applied to many domains [9-
14], especially in image segmentation. However, the 
calculation for generalized eigenvalue in NC makes it a 
relatively time-consuming method (time complexity: 
O(n
3)). 
III.  PROPOSED METHOD 
Generally speaking, the APANC we’ve proposed here 
is to conduct two clustering procedures on dataset 
respectively by abovementioned AP and NC. During the 
clustering process, APANC uses AP to preliminarily 
classify the original data in order to reduce the data scale, 
and then APANC does the secondary clustering through 
the “Normalized Cut” to get the final result. The 
algorithm is shown in Fig. 3.  
In the rest part of this chapter, we will apply APANC to 
clustering two-dimensional data points.  Similarities are 
calculated using the following formula: 
 
                                        (3) 
where X(i) is the spatial location vector of each data point. 
With the definition of similarity, we can construct the 
similarity matrix as follow: 
 
∑ ∈ ∈ V j A i ij w
,
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Figure 3. Algorithm description of APANC 
 
       (4) 
 
where  p is the common preference, to which we will 
assign a value later. 
During the first clustering process, the main purpose is 
to shrink the huge size of original data set to a smaller 
one. Since the size of data might be very large, the AP, 
which is more time economical, is used in this process. 
Before we run AP, some adjustments on parameters are 
necessary since it is meaningless for time saving to run 
AP with normal iteration times. 
As we mentioned above, if the number of data points is 
fixed, theoretically, the time costs of AP will grow 
linearly with the times of iteration. Thus, before the AP 
can be used, we need to reduce the iteration times of 
message exchange to reduce the time costs. However, 
simply reducing the iteration times will make the cluster 
incomplete because of the lack of message exchange 
between some data points (Fig. 4). In another word, if we 
want to get a complete clustering result, we have to keep 
the time of message passing iteration greater than a certain 
value, and we call this certain value “necessary iteration 
time”. 
Fortunately, after many experiments, we found that 
when we amplify the value of the preference, the 
necessary iteration times can be decreased to less than 0.1 
times of previous process, which means the time costs of 
AP with a large “preferences” in the first clustering can be 
reduced to one tenth of a normal AP. Therefore, before the 
first clustering, we amplify the value of the “preference” 
(the diagonal element of S) to avoid the incomplete result 
and to reduce the time costs. However, as the price of the 
amplifying, a large “preference” will also make the 
number of clusters in AP’s result larger than we expect for 
the final result. So we need a second clustering. 
 
 
Figure 4. Incomplete clustering over two-dimensional data points by 
Affinity Propagation 
 
After the first clustering, every data point is either 
chosen as an exemplar or attached to an exemplar (Fig. 5). 
Each exemplar and the data points attached to it compose 
a cluster. After saving these messages, we abstract 
similarity information of all exemplars from original 
similarity matrix and reform them into exemplar similarity 
matrix. In the second clustering, this new similarity matrix 
will be taken as input by NC, which means that each of 
the exemplars will be a representative of its corresponding 
group. 
 
 
 
Figure 5. Clustering over two-dimensional data points after the first 
clustering 
 
In the secondary clustering, the exemplar similarity 
matrix and the precision are taken as input by NC. As we 
mentioned above, NC recursively partition the data set 
until the min Ncut value exceeds a certain upper limit, and 
we call this upper limit precision. However, when we use 
this kind of upper limit (precision) as stop condition of 
NC in APANC, we found that the clustering result is very 
sensitive to the precision because the Ncut value is always 
less than 1 and has many decimal places. As the precision 
is a parameter that we have to give when we use NC, it 
will be very hard to deal with this sensitive parameter if 
we want to get a satisfying result. 
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To solve this problem, we use another cut criterion 
proposed by Xiaobin Li and Zheng Tian [15] named 
“Ocut”, which can be seen as an extension of NC. The 
calculation formula of Ocut is as follow: 
 
      (5) 
 
where assoc(A, A) =                   , which represents the 
total connection in A, and assoc(B,B) is similarly defined. 
From the above formula we can see that Ocut will always 
be larger than 1 and can overcome the sensitivity problem.  
Since the number of exemplars that we get from the 
first clustering is much less than the number of original 
data points, consequently, the time costs of the second 
clustering will also be much less than that of using NC to 
cluster the original data. 
After the completion of NC, the exemplars are 
segmented into an ideal number of data groups (clusters). 
Then, for other data points, i.e., data points that are not 
selected as exemplars, we can group them into the groups 
where their corresponding exemplars are in according to 
the result that we got in the first clustering. At last, after 
grouping all the data points which are not exemplars, the 
final result is obtained (Fig. 6). 
 
 
 
Figure 6. Clustering over two-dimensional data points after the second 
clustering 
 
To study the time costs of APANC and prove its 
advantages, we assume that after amplifying the 
“preferences” of AP, the number of the clusters is λ times 
of the number of the original data points.  According to 
the time complexity of NC (O(n
3)), the time costs of NC 
for grouping the exemplars will be λ
3 times of the time 
costs of NC for grouping the original data points. The λ 
can be adjusted from 1 to 1/n by the “preference” we set. 
Usually, to reach the balance of the speed and quality, we 
adjust λ to about 0.4, which will make the time costs of 
grouping exemplars (second clustering) 0.4
3 = 0.064 times 
of the time costs of NC for grouping all the data points. 
Plus the time costs of the first clustering (0.1 times of AP 
for grouping all the data points) that we mentioned above, 
the total time costs will be 0.1×AP+0.064× NC, where NC 
and AP respectively represent the time costs of their 
clustering process for all the data points. 
As we described above, APANC not only takes a 
similarity matrix as input, but also needs the preferences 
and the precision as parameters. By adjusting these two 
parameters, we can control the property of the clustering 
result. For example, if we give a large preference and a 
small precision, the number of the clusters we get from the 
first clustering in APANC will increase and the data set 
which the second clustering has to segment will be larger 
and closer to the original data set. Consequently, the 
clustering result’s property will mainly be determined by 
the second clustering procedure (NC). On the contrary, if 
we reduce the preference and amplify the precision, the 
property of the clustering result will be mainly dominated 
by the first clustering procedure (AP). 
IV.  EXPERIMENTS 
To study the time costs of AP when we amplify the 
preferences, we applied AP and k-center to clustering 800 
two-dimensional data points. In this experiment, 
Euclidean-distance is used to calculate similarity. The 
measurement of similarity is as formula (3). Since the 
number of clusters increases with the preferences, we just 
plot the time costs of AP and k-center against the number 
of clusters (Fig. 7). 
 
 
 
Figure 7. Comparison of time costs of Affinity Propagation and k-center 
 
From the above experiment we can see that when the 
preferences are amplified, the time costs of AP will 
decrease while the time costs of k-center will increase. 
Because APANC consists of AP and NC, the clustering 
quality of APANC will also depend on these two methods. 
Since NC is a classical clustering method and has been 
widely accepted by many scholars, there is no need to 
discuss the clustering quality of NC here. Thus, in the next 
experiment, we want to figure out the clustering quality of 
AP in APANC. As was described above, in APANC, we 
magnified the preferences of the input matrix to reduce the 
time costs of AP. So, we devised an experiment about 
how will the clustering quality of AP change with the 
increment of the preferences.  
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In our next experiment, we defined the “square error” 
as the sum of the similarities of every data point to its 
exemplar. Then we used AP and k-center to cluster the 
same dataset (with 800 data points) and compared the 
square error of AP with that of k-center when preference 
increases. Since the number of result clusters increases 
with preferences, we just plotted the square error against 
the number of clusters instead of the preferences. The 
measurement of similarity has been described in (3). Fig. 
8 shows the square errors of Affinity Propagation and k-
center when number of result clusters increases. 
 
 
Figure 8. Comparison of square error of Affinity Propagation and k-
center 
 
In Fig. 8 we can see that the square error is always 
higher than k-center, which means that AP can always 
maintain better clustering quality even if the preference is 
magnified. Consequently, we have reason to expect good 
results from APANC. 
To further prove the clustering quality of APANC, we 
have applied our APANC to image segmentation based on 
gray value and spatial location. In our experiment, we take 
each pixel as a data point. Gray value and Euclidean-
distance are used to calculate similarity. The calculation 
formula is as follow [8]: 
       (6) 
 
where f(i) is the pixel gray value of point i, X(i) is the 
spatial location vector of point i, σI is the weight factor of 
the gray value and σX is the weight factor of the spatial 
location. Here, the weight factor expresses how 
unimportant the gray value or the spatial location is to 
affect the segmentation. Figs. 9, 10 respectively show two 
50  × 50 pictures and their segmentations achieved by 
APANC.  
In Fig. 9, the original image shows a yak standing on 
the ground. After segmentation, the original image is 
segmented to the yak, the sky and the ground. 
The original image in Fig. 10 is a portrait of a man. 
After segmentation, the original image is segmented to the 
hair, the face, the background and the shadow. To get a 
better result, we set σX  = 3200, which means spatial 
attribute is not important when we segment the portrait. 
In order to make sure our method can work as well as 
NC, we also used NC to segment the same pictures for 
comparison. Figs. 11, 12, 13, 14 respectively show four 50 
× 50 pictures and their segmentations achieved by NC and 
APANC. 
 
 
Figure 9. (a) shows the original image of size 50×50. Subplots (b) - (d) 
show the components of the segmentation produced by  APANC. 
Parameter setting: σI=256, σX=400, precision=1.93, preference=0.99995. 
 
 
Figure 10. (a) shows the original image of size 50×50. Subplots (b) - (e) 
show the components of the segmentation produced by APANC. 
Parameter setting: σI=256, σX=3200, precision=1.91, preference=0.9999. 
 
 
Figure 11. (a) shows the original image of size 50×50. Subplots (b) - (d) 
show the components of the segmentation produced by Normalized Cut. 
Subplots (e) - (g) show the components of the segmentation produced 
by APANC. Parameter setting: σI=256, σX=400. 
 
 
Figure 12. (a) shows the original image of size 50×50. Subplots (b) - (d) 
show the components of the segmentation produced by Normalized Cut. 
Subplots (e) - (g) show the components of the segmentation produced 
by APANC. Parameter setting:σI=256,σX=400. 
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Figure 13. (a) shows the original image of size 50×50. Subplots (b) - (d) 
show the components of the segmentation produced by Normalized Cut. 
Subplots (e) - (g) show the components of the segmentation produced 
by APANC. Parameter setting:σI=256,σX=400. 
 
Figure 14. (a) shows the original image of size 50×50. Subplots (b) - (e) 
show the components of the segmentation by produced Normalized Cut. 
Subplots (f) - (i) show the components of the segmentation produced by 
APANC. Parameter setting:σI=256,σX=400. 
 
In order to compare the performances of NC, AP, k-
center and APANC in time costs, we apply these three 
methods to another experiment on two-dimensional data 
points using Euclidean-distance as the similarity. The 
measurement of similarity is as formula (3). The message 
passing iteration of AP ends when the clustering result 
keeps unchanging for 10 times. The preferences of AP are 
set to the min similarity in the input matrix, and the 
preferences of AP in APANC are set to 0.95. The 
precision of NC is set to 2 and the precision of NC in 
APANC are set to 3.9. Fig. 15, 16 show the different 
changes of the time costs among AP, NC, k-center and 
APANC when the number of data points grows. (CPU: 
Intel(R) Core (TM) i5 CPU M 460 @ 1.86GHz, RAM: 
4.51GB) 
According to the results of our experiments, we can see 
that the segmentation results produced by APANC are 
acceptable, and most of the APANC’s clustering results 
are consistent with the results reached by NC. Regarding 
the time costs, APANC’s performance is much better and 
its growth rate of the time costs against the number of data 
points is also much lower than AP, NC and k-center, 
which makes this method scalable. 
 
 
 
 
Figure 15. Comparison of time costs among Normalized Cut, 
Affinity Propagation and APANC 
 
 
Figure 16. Comparison of time costs between k-center and APANC 
 
V.  CONCLUSION AND FUTURE WORK 
This paper has proposed a scalable clustering method 
named “APANC” which is based on Affinity Propagation 
and Normalized Cut. APANC firstly uses AP to classify 
the original data and then it uses NC to segment the set of 
exemplars resulted from the first clustering. At last, it 
combines the result of AP and NC to get the final result.  
Through experimental results, we can see that the 
APANC possesses both the advantages of AP and NC, 
meanwhile, it also avoids the respective shortcomings of 
AP and NC, which enable APANC to reduce the 
processing time much less than AP, and at the same time 
maintain comparable quality to NC. Furthermore, the 
advantage of APANC over time costs can be even greater 
when data scale grows, which makes APANC a scalable 
clustering method. 
However, APANC still has many aspects that need to 
be improved, such as the confusing settings of the 
“preference” of each data point. We think that we can still 
expect a large improvement if we can eliminate this 
parameter. Besides, we still can not figure out some 
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problems of AP such as the relationship between the 
preferences and the necessary iteration times, and the 
relationship between the preferences and the number of 
result clusters. We believe that by solving these problems, 
we can not only prove the advantages of AP theoretically 
but also calculate APANC’s time-complexity precisely.  
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Abstract—This paper proposes a novel encryption method 
based on Turbo code. In most communication systems, 
information encryption and error correction are always 
independent. While joint encryption and error correction 
codes combine these two processes into one. In order to 
provide information encryption and error correction 
simultaneously, we generate a normal random sequence that 
controls the puncturing mechanism by a secret key in the 
Turbo encoder. The puncturing mechanism is dynamic and 
controlled by the secret key. On the other hand, the key-
controlled puncturing mechanism deletes the parity bits 
randomly, which ensures a high error correction capability 
for the Turbo code. When decoding, only the legal receiver 
can generate the same normal random sequence using the 
secret key, then classify and decrypt the received sequence 
correctly. While for the illegal receivers, because a wrong 
secret key results in a wrong puncturing mechanism, and 
the Turbo decoder is sensitive to the puncturing mechanism, 
they will get a totally wrong decoding result. Meanwhile, 
this coding scheme also provides good error correction 
capability for the encrypted information while it is 
transmitted in a noisy channel. Experimental results show 
that the proposed method performs well in terms of both 
security and error-immunity. 
 
Index Terms—encryption, Turbo code, puncture, security, 
bit error rate 
 
 
I.  INTRODUCTION 
Cryptography is used to protect information from 
interception by illegal receivers in communication 
channels. Over the past fifty years, many typical 
encryption methods, such as DES, AES, RSA, and 
chaotic cryptography, have been proposed to provide 
high security for information communication [1-4]. 
Current encryption techniques are usually sensitive to 
noise. Therefore, a few errors in transmission may cause 
the encryption system to collapse. In order to overcome 
this problem, it is necessary to adopt error correction 
codes before transmission [5, 6]. Until now, most 
encryption systems have been designed independently 
with the error correction coding. However, if we integrate 
the encryption process with the error correction coding, 
the communication system will be more efficient, and its 
security and reliability can be ensured simultaneously. 
The gist of the joint encryption and error correction 
codes lies in the system’s security and reliability. The 
system’s security means the attacker will get different 
information when he or she decrypts the received 
sequence with the wrong secret key. And the system’s 
reliability means the encryption system has a high level 
of immunity to channel errors; that is, the error correction 
code used in the system must have a high level of error-
correcting capability. 
Some researches have been done on the secret 
communication based on error correction codes, but most 
of them need two steps for information encryption and 
error correction [7-9]. Gligoroski et al. proposed a 
scheme of joint error correction and encryption [10], but 
the error correction code in the scheme is based on hard 
decision and the error-correcting capability is low.  
Since Berrou firstly introduced the Turbo codes [11], a 
lot of researches have been done. This is because the 
Turbo codes have excellent error correction performance, 
which is near to tht Shannon limitation if the frame size is 
large enough [12-13]. Therefore it is advantageous to 
design encryption scheme using Turbo code. Cam et al. 
combined the AES encryption with Turbo code into a 
single step [14]. El-Iskandarani et al. proposed an 
encryption method based on a two-dimensional chaotic 
map, but this scheme is used only for image transmission 
[15]. Yang presented an encryption method using the 
interleaver of the Turbo code [16]. In this method, the 
interleaver is controlled by a secret key, so information 
bytes can be encrypted during Turbo encoding. But this 
scheme increases the time delay because of the 
information encryption. 
The coding rate of the normal Turbo code is 1/3. In 
order to obtain a higher coding rate, a puncturing 
mechanism is often adopted [17-18]. By periodically 
eliminating some bits from the output of the recursive 
systematic convolutional encoders of the Turbo code, a 
higher coding rate can be achieved. The performance of 
the punctured Turbo codes has been widely researched 
[19-21]. Most puncturing mechanisms delete the parity 
bits periodically. If we puncture the parity bits irregularly 
and control the puncturing algorithm with a secret key, 
the information will be encrypted during Turbo encoding. 
The key point of this dynamic puncturing mechanism is 
that the error correction capability of the Turbo code is 
ensured during the information encryption. 
This paper proposes a new encryption method based 
on a dynamic puncturing mechanism. In the following, 
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doi:10.4304/jnw.7.2.236-242Section Ⅱ provides a brief review of the normal Turbo 
code, and Section III presents the proposed encryption 
scheme. Experimental results are shown in Section IV, 
and Section V concludes. 
II.  REVIEW OF THE NORMAL TURBO CODES 
The main components of the Turbo encoder are an 
interleaver and two recursive systematic convolutional 
(RSC) encoders. To obtain a higher coding rate, the 
puncturing mechanism is adopted in the output of the two 
RSC encoders, as shown in Fig. 1.  
 
 
In the puncturing mechanism of a normal Turbo code, 
the deleted bits are usually located periodically. Fig. 2 
shows an example of a puncturing algorithm of the 
normal Turbo code. In Fig. 2, Y1i (i = 1, 2, …) is the ith 
output bit of RSC encoder1 in Fig. 1, and Y2i (i = 1, 2, …) 
is the ith output bit of RSC encoder2. The puncturing 
algorithm deletes the bits at even locations in Y1i and the 
bits at odd locations in Y2i. By this means, the parity bits 
are reduced by half, and the coding rate of the Turbo code 
is increased from 1/3 to 1/2. 
 
 
After the puncturing, the transmitting sequence is 
1 11 2 22 3 13 4 24 5 15 6 26 ,,,,,,,,,,,, XYXY XYXY XYXYL, 
where Xi (i = 1, 2, …) is the ith bit of the first output of 
the encoder, shown as Fig. 1. 
On the receiver side, the decoder uses the same 
puncturing algorithm to classify Xi,  Y1i, and Y2i in the 
received sequence, and then sends them to a Turbo 
decoder to start an iterative decoding process. 
It is clear that only parity bits can be punctured, since 
deletion of systematic bits leads to inferior performance 
for decoding. If one parity bit is reserved for every k 
information bits, the coding rate r is 
                                     
1
k
r
k
=
+
.                                    (1) 
Fig. 3 shows the Bit Error Rate (BER) performances of 
the normal Turbo codes whose coding rates are 1/2 and 
1/3 respectively, when the SNR of the Additive White 
Gaussian Noise (AWGN) channel varies from 1.0 dB to 
3.0 dB. In this experiment, the Turbo frame size is 400 
bits, and the log-maximum a posteriori (Log-MAP) 
algorithm is implemented when decoding.   
 
 
From this figure we see that when the coding rate 
increases from 1/3 to 1/2, the SNR increases about 0.8dB. 
It is proven that the asyptotic bit-error probability for a 
maximum-lilelihood decoder on the AWGN channel is 
                    
,min
0
2
max
TC
wb w
b w
rd E wn
PQ
NN
⎛⎞
⎜⎟ ≈
⎜⎟
⎝⎠
,                (2) 
where  ,min
TC
w d   is the minimum weight Turbo-Codeword 
for wight-w input, nw is the number of wight-w inputs 
resulting in a weight- ,min
TC
w d  Turbo-Codeword, and Eb/N0 
is the user bit energy to one-sided noise power spectral 
density ratio. The maximizing w in (2) is primarily 
function of the interleaver and is never equal to one, since 
a weight-one input will lead to nonremergent paths in 
both RSC encoders [22]. 
III.  PROPOSED TURBO-BASED ENCRYPTION SCHEME 
In the Turbo coding scheme, the puncturing 
mechanism of the encoder and the decoder must be 
consistent. Now we adopt a dynamic puncturing 
mechanism and use a secret key to control it, only the 
legal receiver who has the key can classify Xi, Y1i, and Y2i 
correctly with the same puncturing mechanism, and then 
decode successfully. By this means, the information will 
be encrypted. 
On the other hand, an inappropriate puncturing 
mechanism will reduce the error correction capability of 
the Turbo code. In order to ensure a good BER 
performance, the reserved parity bits should be irrelevant 
as much as possible. 
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Figure 3.    BER Curves of the Normal Turbo Codes with Different 
Coding Rates 
 
Figure 2.    An Example of the Puncturing Scheme of the Normal Turbo 
Code 
 
Figure 1.    Flowchart of a Normal Turbo Encoder 
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dynamic puncturing mechanism of the Turbo code. This 
scheme provides good security and high error correction 
capability in one coding step. The encryption and 
decryption process are described as follows. 
A.  Encryption Process 
The main procedure of encryption is shown as Fig. 4. 
The structure is similar to that of the normal Turbo 
encoder, except that the puncturing mechanism is 
controlled by a secret key.  
 
 
Suppose the length of the RSC encoder is K, the 
memory is M = K-1, and the generators of the two RSC 
encoders are G1 = [g10, g11, …, g1,K-1] and G2=[g20, g21, …, 
g2,K-1], respectively. Then the outputs of the kth input bit 
dk are:  
  kk X d = ,   (3) 
 
1
11
0
    mod2
K
ki k i
i
Yg d
−
−
=
=∑ ,   (4) 
 
1
22
0
    mod2
K
ki k i
i
Yg d
−
−
=
=∑ .   (5) 
In the present encryption scheme, the puncturing 
mechanism is controlled by a secret key; that is, different 
keys result in different puncturing schemes. On the other 
hand, in order to ensure a high error correction capability 
of the coding scheme, the coding rate varies from 1/2 to 
1/3 in our dynamic puncturing mechanism. To meet these 
goals, the following steps are implemented: 
a)  Suppose the secret key is k. 
b)  Using  k as an initial value, generate a normal 
random sequence P. The elements in the 
sequence are integers, the mean of the sequence is 
0 and the standard deviation is d. The length of 
the sequence is equal to the frame size of the 
Turbo code. 
c)  If P(i) is 0 and i is even (i = 1, 2, …), delete the 
output bit of RSC encoder1 Y1i; if P(i) is 0 and i is 
odd, delete the output bit of RSC encoder2 Y2i;  if 
P(i) is not 0, both Y1i and Y2i are reserved. 
By this process, a key-controlled dynamic puncture is 
achieved. Fig. 5 shows the flowchart of this process. 
 
 
Fig. 6 shows the puncturing scheme under the 
condition of P = 0, 0, 0, 1, 0, 0, …. Since the 4th number 
in sequence P is 1, both Y14 and Y24 are reserved after 
puncturing. While for the other parity bits, either Y1i or Y2i 
is reserved, since the corresponding element in P is 0. 
 
 
Therefore in this example, after puncturing the 
transmitting sequence is 
1 11 2 22 3 13 4 14 24 5 15 6 26 ,,,,,,,,,,,,, XYXY XYXYY XYXYL. 
Since the standard deviation d determines the quantity 
of 0s in the sequence P, the larger d is, the smaller the 
coding rate is, as shown in Tab. I. On the other hand, a 
large standard deviation means better security of the 
encryption scheme. When d = 0, the dynamic puncturing 
mechanism becomes periodic puncturing scheme of the 
normal Turbo code, the coding rate is 1/2, and the 
information can not be encrypted. Therefore, in order to 
provide high security and a high coding rate 
simultaneously, we should have a tradeoff and select a 
suitable d. 
 
 
B.  Decryption Process 
During the decryption, the receiver firstly generates the 
sequence P using the secret key k, and classifies Xi, Y1i, 
and Y2i in the received sequence according to P. Then the 
receiver sends them to a Turbo decoder, shown as Fig. 7. 
TABLE I.    
DIFFERENT STANDARD DEVIATIONS AND THEIR CODING RATES 
Standard Deviation d 0  0.25 0.3  0.4 
Coding Rate r  0.5  0.493 0.482 0.461 
 
 
Figure 5.    Flowchart of the Dynamic Puncturing Mechanism 
 
Figure 4.    Flowchart of the Encryption Process 
 
Figure 6.    An Example of the Proposed Puncturing Scheme 
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input to the first decoder (DEC1), and Xi and Y2i are input 
to the second decoder (DEC2). After that, the Turbo 
decoder will start the iterative decoding process. 
 
 
In the Turbo decoding process, the Log-MAP 
algorithm is implemented. Let us give some definitions 
firstly, as shown in Tab. II. 
 
In a Log-MAP decoding algorithm, the decoder 
decides  ˆ
k d   = 1 if P(dk = 1∣r) > P(dk = 0∣r), and 
decides  ˆ
k d   = 0 otherwise. Therefore we compute the 
Logarithm of Likelihood Ratio (LLR)  () k Ld  of the kth 
input bit dk and judge  ˆ
k d  by it.  () k Ld  is 
                  
(1 )
()l o g
(0 )
k
k
k
P d observation
Ld
P d observation
⎡⎤ =
= ⎢⎥
= ⎢⎥ ⎣⎦
,               (6) 
where  () k P d i observation = , i = 0 or 1, is the a posteriori 
probability (APP) of the input bit dk [11]. 
Furthermore, the APP can be indicated as a conditional 
probability, therefore (6) becomes 
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(0 , )
kk
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kk
m
P dS m R
Ld
P dS m R
⎡⎤ ==
⎢⎥ = ⎢⎥ ==
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∑
∑
.              (7) 
In (7),  (, ) kk Pd iS mR ==  is the joint probability of dk 
and state Sk under the condition of the received sequence 
R. This soft output from each constituent decoder is 
divided into three parts: the extrinsic output  k e L which is 
new information derived by the current stage of decoding, 
a weighted version of the systematic input  k s L , and a 
copy of the input a priori information  k a L  [23], that is 
                             ()
kkk ke s a L u LLL = ++.                        (8) 
The Turbo decoder judges the result  ˆ
k d  according to 
() k Ld  after several iterations. 
In the decoding process, if the receiver uses the wrong 
key to build sequence P, he or she will confuse Xi, Y1i, 
and Y2i, and the decoding will fail. Only a legal receiver 
can generate the right P, which is equal to that of the 
transmitter. Then he or she will extract Xi, Y1i, and Y2i 
accurately and decode successfully. By this means, a 
successful information encryption and decryption can be 
achieved. 
IV.  EXPERIMENTAL RESULTS AND ANALYSIS 
In this section, we demonstrate the security and 
reliability of the proposed encryption scheme. In the 
experiments, the input data are the numbers ranging from 
0 to 255, the channel is the AWGN, and the parameters of 
coding are listed in Tab. III. 
 
A.  Security of the Proposed Encryption Method 
The encryption method is secure if the attacker will 
obtain the wrong results when he or she uses incorrect 
keys to decode. We use the correlation value C to 
measure the similarity between the original data and the 
decrypted data. 
 
( )()
() () ∑ ∑
∑
= =
=
− −
− −
=
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i
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B B A A
B B A A
C
0
2
0
2
0 . (9) 
In (9), Ai and Bi are the values of the ith data of the 
original and decrypted sequence, respectively, A  and  B  
are the averages of the original and decrypted sequence, 
and M is the length of the information sequence. 
In the following experiments, we study the security of 
the proposed encryption scheme with different standard 
deviations of the normal random sequence P. To simulate 
the attack scenarios, we use 1000 randomly generated 
secret keys, where only the 500th one is correct. Fig. 8–
11 show the correlation results between the original input 
data and the decoded data using different keys with the 
TABLE II. 
SOME DEFINITIONS OF THE TURBO DECODER 
Symbol Definition 
 dk  the kth original information bit  
Sk  the state of the kth node of the decoder 
R  vector of all the received bits in a frame 
ˆ
k d   the kth output of the decoder after judgement
 
TABLE III. 
PARAMETERS OF THE TURBO CODE 
Item Parameter 
Generate Matrix   g = [1 1 1;1 0 1] 
Frame Size   400 bits  
Iteration Number  5 
Decoding Algorithm  Log-MAP 
 
 
Figure 7.    Flowchart of the Decryption Process 
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is 1/2, which means the standard deviation of the 
sequence  P is 0, the correlation result showes that the 
decrypted data is exactly same with the original data, no 
matter which secret key is used when decrypting, as 
shown in Fig. 8. This means the coding scheme can not 
encrypt information. With the increase of the standard 
deviation of the sequence P, the defference of the 
decrypted data with correct and the wrong keys becomes 
big. And there is only one correlation peak in the location 
of the 500th key; the rest have low correlation values, as 
shown in Fig. 9-11. This result indicates that the proposed 
encryption method has reliable security, if a proper 
coding rate is selected. 
 
 
 
 
 
 
 
 
Fig. 12-14 show some experiment results about the 
applications of our Turbo-based encryption scheme in 
image encryption. In these figures, (a) is the original 
image, and (b) is the decrypted image using a wrong key 
when the standard deviation of the sequence P is 0.3. 
From these experiment results we see that our Turbo-
based encryption scheme has good effect for the image 
encryption. 
 
 (a) The Original Image                     (b) The Encrypted Image 
Figure 12.    Experimental Results of Cameraman  
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Figure 8.    Correlation Result When Coding Rate equals 0.5 
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Figure 11.    Correlation Result When Coding Rate equals 0.461 
0 100 200 300 400 500 600 700 800 900 1000
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
Index of Secret Key
C
o
r
r
e
l
a
t
i
o
n
 
V
a
l
u
e
Figure 10.    Correlation Result When Coding Rate equals 0.482 
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Figure 9.    Correlation Result When Coding Rate equals 0.493 
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B.  BER of the Proposed Encryption Method 
The BER performance of the encryption method based 
on the error-correcting code is important. Fig. 15 shows 
the BER performances of the normal Turbo code and the 
proposed encryption code at the same coding rate when 
the SNR of the AWGN channel varies from 1.0 dB to 3.0 
dB. The coding rate in this experiment is 0.482. Fig. 15 
shows that the BER performance of the proposed 
encryption scheme is as good as that of the normal Turbo 
code, so the dynamic puncturing mechanism does not 
decrease the error correction capability of the Turbo code. 
 
Fig. 16 shows the BER performances of the proposed 
encryption scheme using different coding rates. From 
these curves, we find that a little variety of the coding 
rate does not change the BER performance obviously in 
our proposed encryption scheme. When the coding rate 
equals 1/2, the coding scheme is just the normal Turbo 
code with periodic puncturing, and the error correction 
capability is close to that of the proposed coding scheme. 
 
V.  CONCLUSIONS 
This paper proposes an encryption scheme based on 
Turbo code. The information encryption is achieved by 
means of a key-controlled dynamic puncturing 
mechanism. Experiments are carried out to show the 
security and error-immunity of the method. We can 
conclude from the results that attackers without correct 
keys will never obtain the right decrypted data, and the 
error correction capability of the proposed coding scheme 
is as good as the normal Turbo code at the same coding 
rate. 
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Abstract—As ontology is subjective and varies in different 
domains, the amount of ontologies turns out to be huge but 
with poor compatibility. Mainstream method for ontology 
integration is mostly achieved by establishing mappings 
between ontologies. In this essay, the author put forward 
another way of ontology merging. After statistic machine 
learning on concept relations, the frequency of different 
ontologies appeared in concept relations reveals certainty 
factor and help to build a large-scale concept relations 
network including the statistic information and domain 
categories, so that the conceptions conveyed by different 
ontologies can be fused together and the merging concept 
space turns to be relatively objective. And the experiments 
results also help to demonstrate the feasibility of the 
ontology merging. 
Index Terms—ontology;statistic;sample skewness;machine 
learning 
I.   PREFACE 
Ontology is famous for Gruber's definition as 
"Ontology is a defined specification of conceptual 
model"[1].The importance of Ontology is demonstrated 
in many aspects and getting generally accepted. 
Nowadays, Ontology is widely used in semantic web, 
information intelligent retrieval System, and digital 
library,etc. As knowledge varies in different domains, 
and the establishment of ontology is subjective and 
distributive, researchers in different fields usually build 
unique ontologies according to their own requirements. 
So the heterogeneity of ontologies is ubiquitous, even in 
the same field, there are many different ontologies as well 
as some mixed ontologies which are hard to know the 
exact field related. It causes the problem that there is a 
huge number of ontologies with poor compatibility. 
Currently there are over 10000 ontologies which have 
been indexed by Swoogle. 
Ontology mismatch is the direct cause of ontology 
heterogeneity. Thus the explication of these mismatching 
elements is the basic way to solve the problem of 
ontology heterogeneity. These mismatching situations 
can be divided into two levels: the mismatch on the 
linguistics level and the mismatch on the model level. 
Kitakami[2] and Visser[3] called these two levels as non-
semantic and semantic. Visser and other people 
subdivided semantic into two categories: 
conceptualization mismatch and explication mismatch[3]. 
The ontology heterogeneity problems which focus on 
linguistics level, for example: syntax error and Logical 
error etc., can be solved by conversion easily. Other 
ontology heterogeneity problems which focus on concept 
level are more complicated and hard to solve. 
Ontology heterogeneity causes serious problems. On 
the one hand, it affects the information sharing and its 
interoperability. For example, when applying Semantic 
Web[4] Service, the interactions between different 
application systems are very common and frequent, and 
then the ontology heterogeneity can be a big obstruction 
when application systems interact on information. On the 
other hand, local ontology has strong territoriality and 
subjectivity, which means, no matter how large its 
quantity is, it cannot depict the whole world with an 
objective and complete description. In this regard, it 
would deviate from objectivity when we use it as 
application guidance. In order to solve the problem of 
ontology heterogeneity, we urgently need to find out a 
good method of ontological knowledge sharing and 
ontology integrating. Nowadays the related researches are 
more active in foreign countries, but the related concepts 
of ontological knowledge sharing and ontology 
integrating are in chaos, various methods and patterns, 
lacking an acknowledged definition. The related concepts 
include ontology integration, ontology merging, ontology 
alignment, ontology mapping etc., all of which can be 
generalized as ontology reuse(see[5][6][7]). Ontology 
reuse means that the existing ontology gains knowledge 
and reuse. Now, ontology reuse has already been widely 
used among Geospatial Information Systems[4][5], 
bioinformatics[8] and other fields. 
II.  RESEARCH STATUS ON ONTOLOGY REUSE 
During these years, researchers all over the world 
have done so much to eliminate the heterogeneity mainly 
by the method of seeking and establishing one to one 
mapping. The theory study mainly focuses on integrated 
models and the researchers also develop many tools of 
ontology integrating and ontology mapping. 
Pinto believes that ontology reuse has two forms[9]: 
ontology integration and ontology merging, and he 
emphasizes that they are distinguished by subject 
domains; while Nov and Stumme claim that the two are 
equal[10]. Sowa thinks ontology integration makes 
interaction within different ontologies to achieve 
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handling mapping process. University Oldenburg put 
forward the concept that ontology can be classified into 
mapping, connection and integration[11] according to the 
integrating levels. Ontology merging is to develop an 
ontology which contains all source ontologies, while 
ontology connecting describes mapping collections of 
different ontologies[12]. Although these concepts are not 
yet settled, and with varied translations, the core 
meanings all point at ontology reuse[13][14]. 
Fernández-Breis  and Martínez-Béjar bring up 
ontology integrating collaboration framework[15], whose 
algorithm is based on feature separation and identification 
between two ontologies. The development of global 
ontology requires the experts to handle the users with the 
aid of the system according to the concept, category and 
related terms input within the system. OISs[16] is a 
formalized framework brought up by Calvanese and 
others for ontology integration system. In the framework, 
ontology is written by description logic and the mapping 
of ontologies is expressed via proper system based on 
inquires and concepts of ontology can be mapped into 
views. Madhavan brings in a framework for ontology 
mapping, which can work between models written in 
different languages, and also suitable for ontologies 
without enough information. OntoMapO is a framework 
of accessing and integrating top-level ontology. It is 
actually a service of ontology mapping, which requires 
the ontology to be in the same form to achieve mapping 
by a relatively simple meta-ontology. And Kent brings in 
IFF for ontology structure. The framework supporting 
ontology sharing is based on the information flow theory 
by Barise and Seligman. Furthermore, the essay[17] 
studies ontology integration through the grammar of 
ontology language, points out the potential semantic 
mismatches may caused during ontology integration. 
From the point of architecture of integration, the 
essay[18] focuses on the 3 ways of integration of sources 
and checks the advantages and shortcomings. And the 
essay[19] introduces the concept of ontology library 
association and shows the ways of ontology algebra. 
In the field of ontology research, machine learning is 
one of the vital technologies. Machine learning studies 
how computers can simulate or achieve human’s learning 
behavior to acquire new knowledge and skills and 
rearrange the knowledge for self-improvement. Machine 
learning is mostly applied on the auto-construction of 
ontology as well as ontology integrating and mapping. 
Also there are some tools which have lead in machine 
learning. For example, Glue[20] is one of the typical 
tools. The multi-learning modules guided by multi-
strategy learning conclude many applications of machine 
learning, from Naive Bayes and nearest-neighbor pattern 
classification to entity identification and retrieval and so 
on. Every module has been specially trained for different 
information to improve the classification accuracy and 
then all modules are connected to make prediction. 
Existing ways to solve the heterogeneity of ontology 
are mostly to seeking for one to one mapping between 
ontologies and setting up mapping. These are mainly 
focused on the items and structure, so they can only see 
the simple relations and the results of mapping are not as 
good to be with wide suitability.  Some researches pay 
attention to cases hierarchy and try to achieve mapping 
with the combination of machine learning and hand-
classified sharing samples. But the accuracy of machine 
learning and the effective of sharing samples are 
susceptible. Some others tried to mix many methods, but 
the effective and the results are difficult points. 
III.  ONTOLOGY FUSION BASED ON STATISTICAL 
MACHINE LEARNING 
We put forward a new idea to solve the ontology 
heterogeneity problem, aiming at achieving ontology 
reuse. This is basic on the statistical methods for machine 
learning. By automatically learning, it enables the 
ontology from different fields which meet certain 
specifications rapidly. Its working process is similar to 
the game Feeding Frenzy, the big fish (Matrix, we call it 
integrating concept space) continues to “eat” and “digest” 
the smaller fish (Daughter, that is, integrated ontology) 
and then gradually become bigger (as Matrix will 
gradually enrich its knowledge). We call this process as 
Ontology Fusion. Its implication includes the following 
three points:  
•  The problem of ontology fusion against ontology 
heterogeneity, is a process of ontology reusing 
and knowledge sharing. 
•  The purpose of ontology fusion is to integrate 
different ontology, which knowledge contained 
in, providing users with a description close to the 
objective concept, thereafter to achieve the 
ontology’s reusability and interoperability in the 
aspects of data access. 
•  Ontology fusion is a process on the basis of 
statistical machine learning, and the matrix is of 
special structure with integrating concept space. 
 
The integrating concept space is like a large concept 
of relationship network. It remarks every concept and 
conceptual relationship which has appeared in daughters. 
The integrating concept space can be expanding, it is 
empty at the beginning, but expands as the integrating 
concept and relationship are increasing. The sameness 
with ontology is they can be indicated in the diagram as 
several vertices (conception) and several edges which 
connect different vertices (relationship between 
conceptions); the difference is, every edge in the 
integration concept space, must record the statistical 
information on concept relation intensity. The statistical 
information on every edge includes the occurrence 
number and intensity this concept relation has appeared 
in every daughter, and the occurrence number and 
intensity it appeared in specific domain. 
Statistical information for each edge can be expressed 
as:{(S,V),[(si,vi)]i=1...n}.S represents the occurrence 
number this concept relation has appeared in all the 
daughters,V represents the relationship intensity factor 
calculated by machine learning on the basis of S,each 
(si,vi) and the global situation.si and vi stand for the 
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appeared in the domain i.[(si,vi)]i=1...n stand for the 
situation of each (si,vi) from domain 1 to domain 
n.Therefore, Some concept relationships are thick,but 
others are fine in the integration concept space ,and 
moreover, we can enter into any relationship to observe 
the thickness of it in different domains. 
    
Calculation of the intensity factor V based on penalty 
parameter 
Let F1,F2…Fn be N domains,N1,N2…Nn be N 
samples,C represents penalty parameter,Sij stands for the 
occurrence number the relationship i appeared in the 
domain j，Vij stands for the intensity factor of the 
relationship i in the domain j.Set penalty parameter of the 
domain possessing the least samples be1，Let Fj be the 
domain possessing the least samples,and then, the value 
of parameter C should make the following formula 
hold,in which 
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The formula indicates the penalty in various fields is 
inversely proportional to the number of samples, and 
then, the intensity factor is to be the following: 
Vij = Ci ×Sij 
M stands for integrating concept space, and A stands 
for ontology to be integrated. The algorithm that the 
integrating concept space as the matrix integrates a 
daughter (to be integrated ontology) is as follows. 
Algorithm. 
Input: M,A.  
Output: the concept relationship intensity factor V 
corrected by machine learning on the basis of the global 
situation and the change of matrix. 
1.∀ concept C∈A; 
2. if C⊄ M then 
creat C⊂ M 
end if; 
3.∀ relationship R∈C(the other end of relationship 
R is concept D); 
4. if D⊄ M then 
creat D⊂ M 
end if; 
5. register the statistical information of relationship 
R⊂ M; 
6. if the relationship related to C=∅ then 
return step 1; 
else 
return step 3; 
    end if. 
IV.  PERFORMANCE ANALYSIS 
Five ontologies to fusion are as follows: Ont1, Ont2, 
Ont3, Ont4 and Ont5. 
 
 
Figure 1.   Ont1 
 
Figure 2.   Ont2 
 
Figure 3.   Ont3 
 
Figure 4.   Ont4 
 
Figure 5.   Ont5 
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Figure 6.   amalgamation of ontologies  
An example of the query results is shown in Table 1. 
Now we elaborate on the method for solving ontology 
reliability differences caused by the disproportion of 
ontology number. 
Let's suppose that there are two concepts involved 
with four domains and they show four relationships. 
i=1,2,3,4 stands for four different domains. The number 
of ontology in corresponding domain is 150,2,80,20. R1, 
R2, R3,R4 stands for  four different relationships between 
two concepts ,described in Table 2. 
TABLE II.  EXAMPLE OF QUERY RESULTS 
   i 
 
relation 
1 2 3 4 
R1  8 0  0 0 
R2  70 0  80 0 
R3  0 2  0 17 
R4  3 0  0 2 
The Statistical information in Table 2 shows that the 
intensity of relationship R2 in domain 1 is 70,and the 
intensity of relationship R3 in domain 2 is only 2. 
Clearly, It is a statistical distortion typically caused by 
sample gap. The Statistical information can be adjusted 
according to calculational method of intensity factor and 
algorithm of ontology fusion. After adjustment the 
intensity information is shown in Table 3. 
TABLE I.  STATISTICAL INFORMATION BETWEEN TWO CONCEPTS 
                          Class 
Ont  Virus Lion  Duck 
Ont1  Subclass of Microbe  Null  Null 
Ont2 Null  Subclass of Carnivore 
eat Animal 
Subclass of Carnivore 
eat some Insect 
eat some Seed 
Ont3  Subclass of Microbe 
Live_on Animal  Null Null 
Ont4  Subclass of Microbe 
Live_on Plant  Null Null 
Ont5 Null  Subclass of Carnivore 
eat Herbivore 
Subclass of Herbivore 
eat some Insect 
eat some Seed 
Amalgamation of Ont 
Subclass of Microbe---3 
Live_on Animal -------1 
Live_on  Plant --------1 
Subclass of Carnivore--2 
eat Animal---------------1 
eat Herbivore-----------1 
Subclass of Carnivore--1 
Subclass of Herbivore-1 
eat some Insect--------1 
eat some Seed----------1 
outcome  Subclass of Microbe 
Live_on Animal or Plant 
Subclass of Carnivore 
eat Animal 
Subclass of Carnivore& Herbivore 
eat some Insect&Seed 
 
TABLE III.  INTENSITY INFORMATION AFTER ADJUSTMENT  
     i 
 
relation 
1 2  3 4 
R1  0.107 0  0  0 
R2  0.933 0  2  0 
R3  0 2  0  1.7 
R4  3 0  0  0.2 
 
The reliability of relation R1, R2, R3,R4 in the 
concept space is adjusted as following. 
ii i = 1 R1(s ,v ) =0.107,   
ii
0.933 , i=1
R2(s ,v )= 
2        , i=3
⎧
⎨
⎩  
ii
2        ,   i=2
R3(s ,v )= 
1.7      ,  i=4
⎧
⎨
⎩ ,     
ii
3        ,   i=1
R4(s ,v )= 
0.2      ,  i=4
⎧
⎨
⎩  
It can be seen from the result data, after adjustment 
the statistical reliability in domain 2 increases 
significantly but the statistical reliability in domain 1 is 
just the reverse, and the reliability of other domains is 
also adjusted accordingly. The method is proved to be 
effective on solving ontology reliability differences 
caused by the disproportion of ontology number. 
V.  DISCUSSION 
Features of ontology integration is firstly counting on 
relations of the concepts, after the integration of ontology 
from various sources, and finally comes to a huge 
concept space with stats and field information. This 
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mapping process and solves the problem by statistical 
method.  There are several more merits: high automation 
level without frequent human involvement; huge amount 
of sourcing ontologies with more reliable results; widely 
suitable for inter-field integration as well as separate field 
information. 
In this way, we can avoid the inconsistence of 
different ontologies on concept level generally faced by 
traditional ontology reuse. For the different meanings 
cause by different fields, our statistic study will classify it 
as different relations of concepts in the matrix or the 
same relation varies in different field. As for different 
ontology modules, statistic study will help to synthesis 
the information of granules. For those ontologies which 
employ various words to express same meaning, statistic 
study will help to build equivalent relations between the 
words. As for semantic conflicts, we’d better arrange 
consistency treatment using traditional ontology mapping 
first and then continue statistic study. Comparatively 
speaking, the consistency treatment is much easier on 
linguistic level than conceptual level. Because the 
inconsistency on linguistic level is definite, while on 
conceptual level, the inconsistency is much more 
sophisticated due to the huge volume and varied forms of 
concepts. In the following essay, ontology only refers to 
those comply with norms of OWL Lite. 
The main challenge which this paper put forward on 
the machine learning process is skewed data of the 
dataset. Because the distribution of the learning samples 
(the ontology integration), are skewed or disequilibrium, 
that is, the number of samples in different areas may have 
difference on magnitude order. When there is data 
deviation, samples cannot reflect the data distribution of 
the entire space accurately. The corresponding measures 
can be divided into two aspects: On the one hand, the 
global optimization can be adjusted. Although the data 
skew can result in difference of data intensity in 
relationship network, the more intense parts still have 
sparse regions and vice versa. In the calculation of the 
relationship strength, the local relative frequency has a 
larger effect coefficient than the absolute frequency. The 
key is to find the right parameter in mathematical model 
through the machine learning to balance those various 
factors; On the other hand, as the domain of fields which 
involved in learning of ontology are getting wider and the 
quantity is getting greater, the degree of the skewness 
will be lower. In fact, the skewness of the sample set also 
exist among search results of Google and other search 
engines which uses PageRank evaluation method. 
Through link exchange, some Web sites can get a higher 
PageRank value and raise their rankings. The PageRank 
will be distorted because of the skewness of the sample 
set when a Search Engine Spiders accesses these close 
relative websites, however, by adjustment of the 
algorithm, these interference behavior can be screened 
from under normal circumstances. This shows the 
skewness of dataset has the possibility to get an adequate 
solution. 
In the application of ontology fusion achievement, the 
integrating concept space has registered numerous 
information about conceptual relationship intensity and 
its domain information, so it is hard to express it with the 
standard OWL language. In this case, direct application 
of OWL becomes impossible, therefore special treatment 
is needed. There are mainly two ways:  One is to develop 
a type of specialized application on integrating concept 
space. This application can take full advantage of the 
prolific conceptual relationship information and the 
information of relationship intensity between different 
fields on integration concept. Thus it has stronger 
semantic understandability than traditional multiplexing 
ontology. Another one is to develop a kind of conversion 
software which can transform integrating concept space 
into ontology. Using this software, we can select and pick 
up ontology that fits OWL or RDF rules. Not only can it 
pick-up the large ontology which already include all the 
concepts, but also the local ontology which only have a 
part of concepts as well as domain ontology of certain 
fields. The converted ontology is unavoidable to lose 
some of the rich statistics which mother has originally. 
But even so, its accuracy and integrity will still exceed 
the traditional ontology reuse in most of the cases. This is 
because the conversion operation itself can use statistics 
to make a more rational choice, and since the ontology 
integration is completely automatic, it can provide much 
more samples of ontology learning than the traditional 
methods (typically, human-machine interactive methods). 
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Abstract—The investigation of community structures in
networks is an important issue in many domains and
disciplines. Closely communicating community is different
from the traditional community which emphasize particu-
larly on structure or context. Our previous method played
more emphasis on the feasibility that ant colony algorithm
applied to community detection. However the essence of
closely communicating community did not be described
clearly. In this paper, the deﬁnition of closely communicating
community is put forward ﬁrstly, the four features are
described and corresponding methods are introduced to
achieve the value of features between each pair. Meanwhile,
pair propinquity and local propinquity are put forward and
used to guide ants’ decision. Based on the previous work,
the closely communicating community detection method
is improved in four aspects of adaptive adjusting, which
are entropy based weight modulation, combining historical
paths and random wandering to select next coordination,
the strategy of forcing unloading and the adaptive change of
ant’s eyesight. The value selection of parameters is discussed
in the portion of experiments, and the results also reveal the
improvement of our algorithm in adaptive adjusting.
Index Terms—Community Detection, Ant Colony, Entropy,
Propinquity, Adaptive
I. INTRODUCTION
As we use our computational tools to communicate
with one another, the social interactions which we engage
in leave impressions in network trafﬁc and log ﬁles.
The map of communication can be extracted from a
variety of sources, such as network trafﬁc traces, Email
communication, ﬁle shares, etc.
Community structure, which is a property of complex
networks, can be described as the gathering of vertices
into groups such that there is a higher density of edges
within groups than between them [1]. The ability to ﬁnd
and analyze such groups can provide invaluable help in
understanding and visualizing the structure of networks.
Take the Email communication network as example, we
could ﬁnd different kinds of communities according to the
purpose of application, such as the community based on
content similarity, the community based on the network
structure, and the community based on the closeness of
intercourse etc.
The efﬁciency of real ants’ collective behaviors has
led number of computer scientists to create and propose
novel and successful approaches to problem solving. For
instance, modeling collective behaviors has been used in
the well known algorithmic approach Ant Colony Opti-
mization (ACO) [2]) in which pheromone trails are used.
In the same way, other ants-based clustering algorithms
have been proposed [3] [4] [5] [6].
Email has been established as an indicator of collabora-
tion and knowledge exchange. The widely usage of Email
make it tightly related to the people’s lives. As a result,
the complexity of real society inﬂuences the characters of
email network. So the Email network is a complex open
dynamic network, exhibiting a self-organizing adaptive
behavior similar to ant society.
We focus on the characters of relationship between
people in this paper and attempt to ﬁnd out the closely
communities in Email network by adopting the ant colony
cluster model to the Email social network analysis. We
improve our method [7] in the ability of adaptation [8].
As a result, the closely communicating community could
be described more clearly and quickly. In this paper,
we expand our key ideas, elaborate the four aspects of
adaptive adjusting with clear example and go into top
particulars on experiments.
The rest of the paper is organized as follows. In Section
2, related work is described. In section 3, the closely
communicating community is deﬁned and the method
for measuring relationship propinquity is proposed which
considers multipoint of views. The improvement of com-
munity detection model is described in Section 4, which
mainly expatiates in four aspects. The ﬁrst is utilizing
feature entropy to adjust the weight of each feature.
The second is the usage of ant’s memory, the third is
the strategy of forcing unloading and the fourth is the
adaptive change of ant’s eyesight. In section 5, the new
algorithm is described and three parameters for evaluation
are introduced in Section 6, based on which, we discuss
the effect of our algorithm in different scale of the
problem space, or different number of ants and alpha.
Meanwhile we compare the new algorithm used adaptive
strategy with the original method. Finally, we conclude
our work.
II. RELATED WORK
There have been many approaches and algorithms to
analyze the community structure in complex networks.
The algorithms use methods and principles of physics,
artiﬁcial intelligence, graph theory and even electrical
circuits.
One class of algorithms are to remove the edges itera-
tively that lie between communities [9]. The key is deﬁn-
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an edge lying between communities.
The second class of community detection algorithms
is designed towards the target of maximizing modularity
[10]. The modularity optimization techniques proposed
by the literature include greedy algorithm [11], simulated
annealing [12], extremal optimization [13], spectral opti-
mization [14], genetic algorithm [15].
The third class of community detection algorithms
exploit the spectral property of the Laplacian matrix [16]
or normal matrix [17]. [18] maps the graph onto a q-
Potts model with nearest-neighbors interaction. In [19],
the authors utilized the heuristic that random walk mostly
happens within the community.
And the fourth class of algorithms views the origination
of community as a progress of social interaction, in which
the vertices tend to be involved in a coherent community.
We have adopted the traditional ant clustering model in
the Email community detection problem [7]. Y.Z. Zhang
et al. [20] utilizes a dynamic process by contradicting the
network topology and the topology-based propinquity to
detect community parallelly.
III. CLOSELY COMMUNICATING COMMUNITY
Closely communicating community is different from
the traditional community which emphasize particularly
on structure or context. In this section, we give the
deﬁnition of closely communicating community and enu-
merate four features for measuring the relation between
each Email address. Then we calculate the propinquity in
two levels. The lower level is pair propinquity which is
measured within each Email address pair. The upper level
is local propinquity, which is achieved by integrating the
pair propinquities of the current Email address with all
the other ones within its local environment.
A. Closely Communicating Community Deﬁnition
In some clustering algorithms, it is an elementary
component to deﬁne the similarity or distance between a
pair of objects. With respect to the graph or network, we
need a quantity to evaluate the probability that a vertice
is involved in a coherent community. Y.Z. Zhang et al.
[20] name this quantity as propinquity, which is a term
borrowed from sociologist and refers to the physical or
psychological proximity between people. Here we adopt
this concept in the deﬁnition of Closely Communicating
Community.
1) Closely Communicating Community: is deﬁned as
a subset of nodes within a network in which relationship
between the nodes are closer than that with the rest of the
network.
Here the measurement of relationship is different from
the similarity of context and the partition of the network
structure. There are a certain number of guidelines com-
bined together for the propinquity calculation commonly
and the strategy usually different according to different
kinds of network.
B. Features of Propinquity in Email Network
Email communicating network is a special complex
network. This kind of network has large scale of par-
ticipants and large numbers of messages. If we view
the network as a graph, in which nodes represent the
email owners and edges denote the relationship among
the email owners, the number of edges will be greatly
more than that of nodes. Thus, the number of edges has
more inﬂuence on the calculus complexity. To improve the
efﬁciency of algorithm, we could reduce the computation
related to edges.
Traditional method is to omit some edges by means of
statistic and further more reduce the calculate complexity.
However, this technique will lose some underlying factors.
Here we use the other method that is measuring the
propinquity between nodes from a macroscopical view-
point by some features.
By analyzing the characters of the email network, we
bring forward four features to calculate the propinquity of
the message owners which is Messages Number, Commu-
nication Duration, Shortest Length and Share Neighbors
[7].
The Messages Number is achieved by both directions
of communication (send and receive). More frequently
communication between users implies more tightly rela-
tionship. The message number between the email users
can reveal their social action in some perspective.
The Communication Duration is achieved by the dura-
tion from the latest day to the earliest day in the messages
of a pair. Longer period of communication between users
implies more familiar relationship.
Assuming that relationship between the pair of email
users is symmetrical, the graph of the email network can
be viewed as an undirected graph, in which edge represent
either A send the message to B or B send the message to
A. The parameter Shortest Length is the shortest length
in the undirected graph between the two users. For each
pair of email owners, we count the shortest length in the
graph by Breadth-First Search (BFS).
In the real society, if the persons share more neighbors
they are often more familiar with each other. The Share
Neighbors are achieved by the number of joint set of two
users’ direct neighbors in the undirected graph.
C. Pair Propinquity
Whether a user is intimate to the other could be
reﬂected in many perspectives.We originally viewed the
four features as equally important [7]. However, if the
values of a feature are uniformly among the pairs, this
feature could not distinguish the propinquity clearly. So
the weight of each feature is different as the network is
varied. By taking all the four factors into account, we use
the formula below to achieve the ???????????????:
?(???????,???????) =
?1 ×
????𝑖𝑗
𝑀𝑎𝑥 ?𝑢? + ?2 ×
?𝑢𝑟𝑖𝑗
𝑀𝑎𝑥 ?𝑎𝑦+
?3 ×
𝑠ℎ𝑎𝑟?????𝑖𝑗
𝑀𝑎𝑥 ???? + ?4 ×
(
1 −
???𝑖𝑗
𝑀𝑎𝑥 ???
)
.
(1)
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Number, Communication Duration, Shortest Length and
the number of Share Neighbors separately. Max num is
the maximum messages number among the user pairs,
Max day is the longest period of communication among
the user pairs, Max node is the maximum number of
common friends among the user pairs, and Max len is the
longest path length among the user pairs. ?1,?2,?3,?4 are
four weights for adjusting the importance of each feature
in calculation.
D. Local Propinquity
We have formally deﬁned the major factors of the com-
munity detection model [7]. In the community detection
model, the agent represents the ant, and its purpose is
to compare the local propinquity of the object (email
address) to its surrounding environment and to decide
whether move it from the present place or keep it stay at
the position. Its behavior is simple and repetitive. Thus,
after a while, these artiﬁcial ants are able to construct
groups of familiar objects, a problem which is closely
communicating community detection.
In order to simulate the process of portage, we ﬁrstly
construct a 2-dimentional discrete continuous grid, where
the ants could move from one point to another. We use
??? to limit the bound of this grid, which is the moving
scope of the ants. Then we use local environment to limit
the scale of each ant’s eyesight, which is a sub-class of
the problem space. And ? is utilized to deﬁne the length
of local environment.
???????????????? is achieved by integrating the
????????????????? of the current Email address with
all the other ones within its local environment. The value
of ???????????????? considers two factors. The one is
how closely the current one with the other ones in its
local environment, which is achieved by the mean value of
this object’s ??????????????? in the local environment,
namely Swarm Similarity. And the other is correlative to
the appearance frequency of the closely communicating
objects of current object in its local space, namely Similar
Frequency Factor. Thus, we use ??????????????? and
?????????????????????? as two factors to measure the
???????????????? of the speciﬁc object.
???????????????? is deﬁned as follow,
?(???????) = ?(???????) × ?(???????). (2)
in which ?(???????) represents Swarm Similarity,
which is deﬁned as:
?(???????) =
???
⎧
 ⎨
 ⎩
0,
∑
𝑜𝑏𝑗𝑒𝑐𝑡𝑗∈𝑁(𝑜𝑏𝑗𝑒𝑐𝑡𝑖)
𝑝(𝑜𝑏𝑗𝑒𝑐𝑡𝑖,𝑜𝑏𝑗𝑒𝑐𝑡𝑗)
𝗼
𝑠×𝑠
⎫
 ⎬
 ⎭
(3)
and ?(???????) represents Similar Frequency Factor,
which is deﬁned as
?(???????) ∝
?2
𝑠????𝑎𝑟 + 1
∣?(???????)∣2 + 1
(4)
Here ? is the length of local environment,
?(???????) is used to denote the set of ???????’s
neighbors, ?(???????,???????) is determined by the
??????????????? between ??????? and ???????. 𝗼
is a parameter for adjusting the swarm similarity.
?𝑠????𝑎𝑟 represents how many objects in the current
local environment that are considered as the closely
communicating objects (?(???????,???????) > 𝜃). When
there are all closely communicating objects in current
local space, ?(???????) = 1. The value of swarm
similarity is immovable. However, if there are some
objects in the local space that are considered as loosely
objects, ?(???????) will depress the value of swarm
similarity. As a result, we could easily eliminate the bad
inﬂuence in some special condition. For example, at the
medium stage of clustering, some clusters have been
built and some objects are waiting for being picked up
from the variant cluster or some objects are moved into
the cluster by the ant and will be moved away. For the
certain ???????, there are so many unrelated objects that
are surrounding it, which make the swarm similarity fall
into confusion.
IV. THE ADAPTIVE IMPROVEMENT IN CLOSELY
COMMUNICATING COMMUNITY DETECTION
In this section, we focus on improving the ability for
ﬂexible modulation in order to make our method more
clearly and quickly.
A. Entropy Based Weight Modulation
1) Entropy of Features. : An introduction of entropy
and its application for adjusting weight of propinquity
features are described in this section. The approach will
be discussed in detail with an illustrative example.
As discussed above, propinquity features give many
clues in propinquity measurement. Each feature corre-
sponds to one aspect of the measurement.
Firstly, the Feature-Pair matrix ?𝐹−𝑃 is generated
from statistical step to calculate the frequency of each
feature in different pairs.
?𝐹−𝑃 =
⎛
⎜ ⎜
⎝
??11 ??12 ⋅⋅⋅ ??1?
??21 ??22 ⋅⋅⋅ ??2?
⋅⋅⋅ ⋅⋅⋅ ⋅⋅⋅ ⋅⋅⋅
???1 ???2 ⋅⋅⋅ ????
⎞
⎟ ⎟
⎠. (5)
in which each row represents a single feature and each
column represents the email pair. ???? denotes the statis-
tical value of feature ? appears in pair ?.
The motivation of this approach is, the more uniformly
a feature distributes the less information it carries to users.
In contrast, those appears evidently in closely relationship
in a communication network carry more information of
interest. Hence, entropy, which is determined by the
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network, can represent its information strength (rich or
poor). Shannon’s information entropy [21] is applied on
the Feature-Pair matrix. By deﬁnition, the entropy E can
be expressed as:
?(??) = −
? ∑
?=1
??? log2 ???. (6)
In which ??? is a normalized feature-frequency value.
??? is a entity in the Feature-Pair matrix to represent
the frequency of a feature, i.e., ??? = ????/
∑?
?=1 ????,
where ???? is the value of the feature in a ??????. To
normalize the entropy value of a feature to the range [0,1],
the base of the logarithm is chosen to be the number of
pairs. Thus equation (6) becomes:
?(??) = −
? ∑
?=1
??? log? ???. (7)
where ? = ∣?∣, ? is the set of pairs between each node
in the communication network.
Considering a simple communication example in Ta-
ble.1, There are large numbers of messages in pair 10.
Also we ﬁnd the feature 1 is more asymmetrical than
the other features. Thus, entropies of the features can be
calculated based on their distributions in each pair. The
entropies of features in the sample email network can be
calculated as 0.3633, 0.7954, 0.8036, and 0.8510.
The example shows that features uniformly distributed
around pairs have their entropies close to one. It means
that these features provide very few information for users.
From the calculation result, we could draw a conclusion
that, in this network, feature F1, contains more informa-
tion for distinguish while the distribution of F4 is uniform
and it is less helpful for propinquity measurement.
2) Adaptive Weight Modulation Method. : From the
viewpoint of entropy, less value means higher power for
distinguish and as a result determines higher value of
weight for calculation.
The propinquity measurement is invoked to identify
communication relationship with a set of desired features.
The selection of weight is dynamic, which depends upon
the inverse feature entropy, IFE, of a feature.
Let us assume 𝐼??? represents the IFE of a feature i
in the given network. Then,
𝐼??? = ????ℎ?(1−𝐸(𝐹𝑖)) . (8)
where 𝜑 denotes a function, usually linear or log function.
B. Combining Historical Paths and Random Wandering
To select a new location is the integrant action of each
ant in each iterative process. In the traditional method,
ants tend to select a coordinate randomly if there is no
object or ant. Although random wandering could help
the ants spreading their footprint over the whole grid to
ensure that all the objects could be found and processed,
it is blindness. And as a result reduce the speed of
constringency.
If we go thought the process of ﬁnding a object for
picking up or a right location for putting down, the
success ratio is so low that the ant has to repeat wandering
and wandering until it reach the right place. So if we
remember the historical paths and give the ant some
guide, it would maybe more efﬁciently. The locations
where an ant has put down some objects are likely to
be some positions that the communities formed. So when
an ant is loaded, these locations are useful for its routing.
Let the ant remember the latest ? locations where it has
successfully put down objects. When there is a new object
picked up, this ant computes local propinquities of each
historical location and selects the coordinate of maximum
local propinquities as the next moving place. If there is
object located already, the ant selects the nearest empty
coordinate to move. Then it calculates the probability of
putting down. If the probability is too low, it could not
put down the object, the ant will randomly select a new
coordinate to move.
C. The Strategy of Forcing Unloading
When ant is loaded, it is repeatedly ﬁnding a new
location and deciding whether put it down or not. In
some extreme case, if the object is so isolated and its
local propinquities are always too small to exceed the
standard for putting down, it would be loaded on the
ant continually. As a result, this ant is out of use and
is wasted.
However, the number of ants is limited, so it is nec-
essary to avoid this situation to be happened. We set a
threshold 𝜀 for deciding whether the object should be
forced uploading. In the process of each ant working, we
record its failure times of putting down current object. If
the times is bigger than 𝜀, this object is forced to put down
at the current coordinate. And the ant wanders randomly
to ﬁnd a new object to pick up.
D. The Adaptive Change of Ant’s Eyesight
Ant’s eyesight always is a ﬁx value in our original
method. When we look into the process of community
detection carefully, we found that in the early stage,
ants tend to ﬁnd single familiar object in order to form
some small cluster and at the ultimate stage, ants are
inclined to seek bigger closely communicating congeries
to accelerate the incorporate of congeries.
The length of local environment ? is the measurement
for ants’ eyesight. Andre L. Vizine [22] has use an adap-
tive strategy for adjusting neighbor radius ??(?? = (?? −
1)/2). Each ant preserves a parameter ?2
? to record its own
neighbor radius, which could be adjusted dynamically and
independently. When an ant meets a bigger cluster, it
enhances the value of ?2
? used the formula below:
If ?(??) > 𝜃 and ?2
? < ?2
max
Then ?2
? = ?2
? + ?𝑠
(9)
in which, 𝜃 is used as a threshold for local propinquity,
and ?2
max limit the maximum of neighbor radius. ?𝑠 is
used as increment value for adjustment.
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AN EXAMPLE OF EMAIL COMMUNICATION NETWORK
No Feature name Pair1 Pair2 Pair3 Pair4 Pair5 Pair6 Pair7 Pair8 Pair49 Pair10
1 Messages number 4 14 29 0 10 67 0 0 14 496
2 Shortest length 1 1 1 2 1 1 3 10 1 1
3 During days 623 222 193 0 523 606 0 0 253 600
4 Shared nodes 12 16 16 1 18 18 0 1 24 17
Figure 1. A-CCCDA Description
V. ADAPTIVE CLOSELY COMMUNICATING
COMMUNITY DETECTION ALGORITHM(A-CCCDA)
A. Algorithm Description
Based on the analysis above, we design the Email
closely communicating community detection algorithm as
bellow. In this algorithm, some adaptive adjusting factors
are taken into account.
If ant number is M and the times of recurrence is n, the
time complexity of step 5 is: ? = ?(? × ? × (𝐴??? +
?2)) and the space complexity in the algorithm is ? =
?(?2 + ? + ?) where 𝐴??? is the average number
of data objects in the local environment. In the process
of our new algorithm A-CCCDA, step 1∼4 are initial
steps and in the progress of entropy calculation, if all
the pairs are considered, the addition time complexity is
?(2(? × (? − 1)), in which ? is the size of objects.
In order to reduce the time spending, we could sampling
ﬁrstly. In the experiment we limit the size of sampling to
? × 10%.
VI. EXPERIMENT AND APPLICATION
To ﬁnd a balance point between exploration and uti-
lization is one of the key problems in algorithm study.
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of ants’ eyesight, in order to ﬁnd out the best answer.
Meanwhile, we utilize all the availability information
to put the focus on the individuals that are likely to
achieve high reasonable value, and thereby converge to
the entirely best answer.
There are many factors that inﬂuence the efﬁciency and
effect of our algorithm, for example the scale of problem,
the number of ants and the behavior of ants. Meanwhile,
all the parameters which are used in our algorithm are key
factors too. It is a very complex and difﬁcult problem to
assign excellent values of each parameter and achieve the
best answer. So in most cases it is usually decided by
experience. In this section, we have done large numbers
of experiments. On one hand, these experiments validate
the effect of our methods. On the other hand, we attempt
to give some strategy for parameter selection.
A. The Evaluating Parameters
1) The Times of Iteration: The times of iteration re-
ﬂects how long it is spent from initialization to conver-
gence. As ants usually move randomly, single execution
could not reﬂect the real efﬁciency reasonably. So the
convergence is decided according to the formation of
communities or there is no new behavior by each ant.
In each experiment below, our algorithm is repeated ten
times, the mean value is selected as the ultimate times of
iteration.
2) Global Fit: J.H. Zhang [23] has utilized GF( Global
Fit) as a standard for judging the effect of clustering.
Global Fit is deﬁned as the sum of the number of
neighbors in the local environment of each object, which
is deﬁned as
?? =
𝑁 ∑
?=1
?(???????) (10)
in which, ? is the number of objects, ?(???????) rep-
resent the set of neighbors in the local environment of
???????. The higher GF, the better clustering.
3) F-measure: F-measure is another method for judge
the effect of clustering [24]. It combines the idea of pre-
cision and recall in information procession. The precision
and recall of a cluster j relative to the speciﬁc class i are
deﬁned as:
? = ?????????(?,?) = ???/??
? = ??????(?,?) = ???/??
(11)
In which, ??? represents how many items in cluster j
are belong to class i. ?? is the number of items in cluster
j and ?? is the number of items in class i. Then the F-
measure of class i is deﬁned as:
?(?) =
2??
? + ?
(12)
For class i, each cluster has its F-measure. The highest
cluster is viewed as the mirror that could represent class i.
TABLE II.
THE GROUP OF NODES LABELED
Cluster No. The member of community
1 1 7 10 11 12 17
2 2 3 4 18 19 20
3 5
4 6 9 13 14 16
5 8
6 15
As a result, the total F-measure of current problem could
be achieved as :
?𝜆 =
∑
? (∣?∣ × ?(?))
∑
? ∣?∣
(13)
In which, ∣?∣ represents the number of items in class i.
B. Dataset
The Enron email dataset was made public by the
Federal Energy Regulatory Commission during its in-
vestigation. William Cohen from CMU has put up the
dataset on the web for researchers [25]. In order to
validate the efﬁciency and effect of our algorithm, we
selected 20 Email address carefully, and constructed the
Email communicating network as shown in Figure.2,
Meanwhile, we labeled communities in table 2 and drew
them with different colors.
Figure 2. The Email Communicating Network of 20 Nodes from Enron
Dataset
C. The Inﬂuence of Parameters on Algorithm
1) The Inﬂuence of ??? : The grid is a simulation
for ants’ working environment. The size of this grid ???
determines the degree of difﬁculty that the ants ﬁnd out
objects and the right places to unload. In our experiment,
let the problem size ? = 20,𝗼 = 0.225,? = 3,the
number of ants ? = 15, and the size of grid ??? =
{5,10,20,30,50}. Then we obtain the relationship as
shown in Figure.3. (a) shows the relationship between
??? and ??, (b) shows the relationship between ??? and
GF, and (c) shows the relationship between ??? and F-
measure.
As the result shown, when ??? is set from 15 to 20, the
algorithm behaves well in speed and effect. If ??? is too
small, objects distributed too tightly to be portaged. And
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as a result reduce the value of F-measure, which implies
that the result may not right. Whereas, if ??? is too
big, ?? increases quickly. And the dispersive distribution
means all the object are hardly be found which leads to
slowly execution and lower GF and F-measure.
2) The Inﬂuence of ? : The ant colony based com-
munity detection algorithm is a kind of parallel random
searching algorithm. The ability of adaptive is a key factor
for each ant in its working career. In the process of
community detection, the job “pick up” and “put down”
of single ant at each cycle is viewed as a local answer. All
the job of m ants at each cycle is viewed as an evolution.
If the number of ants ? is big, algorithm cover with the
whole space more easily and steadily. However, if there
are too many ants, most objects would be picked up. As
a result, the closely communicated objected could not be
put down together.
In our experiment, let the problem size ? = 20,𝗼 =
0.225,? = 3,??? = 15, ants have no memory, the
number of ants ? = {5,10,15,20}. Then we obtain
the relationship as shown in Figure.4. (a) shows the
relationship between m and ??, (b) shows the relation-
ship between m and GF, and (c) shows the relationship
between m and F-measure.
As the result shown, the relationship of m and N? is
close to linear relationship. When m=15, the algorithm
behaves well. If m continues increasing, our algorithm
tends to be stopped prematurely. This is because most
ants are loaded but could not ﬁnd right place to put the
object down, which leads to the depressing of GF and
F-measure.
3) The Inﬂuence of alpha: The calculation of rela-
tionship propinquity uses an elicitation factor alpha for
adjusting value. Meanwhile, it inﬂuences the number of
communities and the speed of constringency.
In our experiment, the problem size is 20, let ? =
3,? = 15,??? = 15, and experiments are repeated when
𝗼 = 0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9,1. Figure.5 (a)
shows the relationship between alpha and times of itera-
tion, (b) shows the relationship between alpha and global
Fit, and (c) shows the relationship between alpha and F-
measure.
As the result shown in Figure.5, when alpha is set in
0.2 to 0.3, the algorithm behaves well in speed , GF and
F-measure. The smaller alpha is, the more ?(???????) is,
some loosely connected objects may be united together.
As a result, the number of communities would be smaller
and algorithm tends to more quickly ﬁnish. Whereas, the
bigger alpha is, the less ?(???????) is. In some extreme
situation, a community may be split into some portions
and as a result more slowly convergence.
D. The Inﬂuence of Ants Behaviors
1) Memorizing Path vs. No Memory: Being as a kind
of bionic algorithm, the capacities of a single agent in ant
colony clustering are of great importance. The ability of
memory is one of these capacities.
We have done two groups of experiments aiming at
distinguishing the effect of the two algorithms. In the ﬁrst
algorithm, ants have no memory and select the location
purely randomly. And in the second algorithm, ants can
remember the latest ?locations where it has successfully
put down objects. The times of iteration are recorded and
compared when different number of ants is selected in the
two algorithms.
In our experiment, let the problem size ? = 20,𝗼 =
0.225,? = 3,??? = 15, the number of ants ? =
{5,10,15,20}. We get the result at different m value.
Then we compare N? of the two algorithms as shown in
Figure.6.
As the result shown in Figure.5, the ability of memoriz-
ing path is helpful for reduce the times of iteration when
the number of ants is 5, 10, and 15. The algorithm is
more efﬁcient. However, when we use 20 ants, the times
of iteration increases, which is because excessive ants lead
to ending prematurely.
2) Force Unloading vs. No Force Unloading: There are
two phenomena that ants could not put down the object.
The one is that the object loaded is isolated point and the
isolated object communicates with the other so loosely
that we could not ﬁnd any community to accept it. The
other is that most objects belongs to the same community
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Figure 5. The Inﬂuence of Alpha
Figure 6. Memorizing Path vs. No Memory
are loaded by ants. As a result, there are few objects in
this community are stayed in the grid, which make the
ants could not ﬁnd the right place to put the object down.
In this section, we have done two groups of experiments
aiming at distinguishing the effect of the two algorithms.
In the ﬁrst algorithm, ants are never forced to put down
anything. And in the second algorithm, ants can unload
current object according to the times of failure. The times
of iteration are recorded and compared when different
number of ants is selected in the two algorithms.
With the same setting of parameters with above exper-
iment, we compare N? of the two algorithms as shown in
Figure.7.
Figure 7. Force Unloading vs. No Force Unloading
As the result shown in Figure.6, the ability of forcing
putting down is helpful for reduce the times of iteration.
The algorithm is more efﬁcient. Even if forcing putting
down could not deal with the problem of isolate point,
it could free the ant that is loaded with the isolate
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Figure 8. Experiment result of 20 nodes network
(a) (b)
Figure 9. Experiment result of 151 nodes network
object and accordingly improve the efﬁciency of each
ant. Meanwhile, it could avoid the second phenomena
mentioned above. The result shows that forcing putting
down can make our algorithm more efﬁcient.
E. Experiment Result on Enron Dataset
We use the method mentioned above in different nu-
meral level Enron Email network and compare the result
with classical algorithm.
In the ﬁrst experiment, the problem size is 20, a
15 × 15 grid was used and the initial distribution of the
email address objects is shown in Figure.8(a). Figure.8(b)
shows the data distribution after community detection
respectively. .We found six communities in this Email
network which is consist with Table II.
In the second experiment, the problem size is extend
to 151 nodes, a 33×33 grid was used. The best instance
in ten attempts is 1160 iterations and GF=670. We ﬁnd 9
communities in the Enron Email communication network
as shown in Figure.9. (a) shows the initial distribution of
the email address objects and (b) shows the result.
VII. CONCLUSION AND FUTURE WORK
Email has become the predominant means of commu-
nication in the information society. It pervades business,
social and technical exchanges and as such it is a highly
relevant area for research on communities and social
networks.
The investigation of community structures in networks
is an important issue in many domains and disciplines.
Based on the previous work, we improve the closely
communicating community detection method in some as-
pects of adaptive adjusting, such as entropy based weight
modulation, combining historical path and random wan-
dering to select next coordination, the strategy of forcing
unloading and the adaptive change of ant’s eyesight.
The selection of parameters is always a hard work in
ant colony algorithm. We design and implement plenty of
experiments to attempt giving some strategy for parameter
selection. And the results of experiments also reveal the
improvement of our algorithm in adaptive adjusting.
While ant colony methods are convinced to be effective
for community detection, several interesting challenges
remain open. First, in this paper,we introduce a kind
of typical ant colony clustering method into the area of
social network analysis, and adopting other ant colony
algorithms to social network analysis is an important
next step. Second, while experiments have shown the
feasibility of our algorithm, a challenge is implementing
the prototype system and test our method in larger scale
of communicating network. Finally, combining other data
mining techniques with ant colony algorithm is a vital
direction that can compliment the investigation perfor-
mance.
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Abstract—Due to the ubiquitous nature and anonymity 
abuses in cyberspace, it’s difficult to make criminal identity 
tracing in cybercrime investigation. Writeprint 
identification offers a valuable tool to counter anonymity by 
applying stylometric analysis technique to help identify 
individuals based on textual traces. In this study, a 
framework for online writeprint identification is proposed. 
Variable length character n-gram is used to represent the 
author’s writing style. The technique of IG seeded GA based 
feature selection for Ensemble (IGAE) is also developed to 
build an identification model based on individual author 
level features. Several specific components for dealing with 
the individual feature set are integrated to improve the 
performance. The proposed feature and technique are 
evaluated on a real world data set encompassing reviews 
posted by 50 Amazon customers. The experimental results 
show the effectiveness of the proposed framework, with 
accuracy over 94% for 20 authors and over 80% for 50 ones. 
Compared with the baseline technique (Support Vector 
Machine), a higher performance is achieved by using IGAE, 
resulting in a 2% and 8% improvement over SVM for 20 
and 50 authors respectively. Moreover, it has been shown 
that IGAE is more scalable in terms of the number of 
authors, than author group level based methods. 
 
Index Terms—stylometric analysis, writeprint identification, 
character n-gram, ensemble learning, genetic algorithm 
I.  INTRODUCTION 
With the emergence and rapid proliferation of Internet, 
it has created a new way for exchange of information and 
opinions, as well as propaganda dissemination. A variety 
of web-based channels are developed for communication 
and information sharing, the typical channels such as 
website, email, online forum, blog, microblog, etc. 
Despite its numerous benefits, Internet has also become a 
good venue for criminal activities attributable to its 
ubiquitous nature and anonymity abuses. Criminals often 
use online messages to distribute illegal materials. 
Electronic commerce is susceptible to deception from 
easy identity change and reputation manipulation which 
have facilitated numerous forms of fraud. Moreover, 
terrorist and extremist organizations are using online 
forum as one of their major communication channels to 
support psychological warfare, fundraising, recruitment, 
coordination, and distribution of propaganda materials [1]. 
Compared to traditional crimes in real world, it’s 
difficult to trace criminal identity in cybercrime 
investigation. This is partially attributable to the abuses of 
anonymity in cyberspace. When dealing with large 
numbers of cyber users and activities, the situation is 
more complicated, and it’s impossible to meet the 
investigation requirements by making a manual tracing. 
Hence, tools providing automated criminal identification 
are necessary to counter anonymity abuses and strengthen 
the social accountability in cyberspace. 
Note that the aforementioned forms of cybercrime all 
involve text based mode of communication. Therefore, 
it's feasible to find the potential identity traces in textual 
messages left by web users. Stylometry is the statistical 
analysis of writing style by examining the characteristics 
of a piece of writing to draw conclusions on its 
authorship. Writeprint identification, characterization and 
similarity detection are three major fields of stylometric 
analysis studies. In current research we only address 
writeprint identification (also called authorship 
identification or authorship attribution in some literature) 
for online messages, which is the task of predicting the 
most likely author of a piece of textual online message 
given a predefined set of candidate authors. 
Despite significant progress in the research of online 
stylometric analysis, there are several current limitations, 
in which one of the biggest is the lack of scalability in 
terms of number of authors. This is partially because the 
selected features can’t capture the author’s writing style 
sufficiently, and the technique for stylometric analysis is 
not sufficient to deal with large scale of the authors. 
Moreover, pervious work has mostly focused on 
developing the single classifier technique. There has been 
limited emphasis on ensemble-based technique for online 
stylometric analysis. 
In this study we propose a framework for writeprint 
identification to address some of the current limitations of 
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doi:10.4304/jnw.7.2.259-266online stylometric analysis. We use the variable length 
character n-gram for representing the author’s writing 
style. An ensemble-based classification model is 
developed to improve the performance and scalability of 
writeprint identification, which is built on individual 
author level feature set type. Experiments are conducted 
on a real world data set to evaluate the effectiveness of 
the proposed feature and technique. 
The remainder is organized as follows. Section 2 
surveys the related work. Section 3 presents a framework 
for online writeprint identification using variable length 
character n-gram feature type and ensemble-based 
technique. Section 4 describes an individual author level 
feature subspacing method based on hybrid Genetic 
Algorithm (GA). Section 5 includes the performed 
experiments. Conclusions and future directions are given 
in last section. 
II.  RELATED WORK 
From a machine learning point of view, writeprint 
identification can be seen as a single-label multi-class 
text categorization problem. Three important 
characteristics of this task are stylometric features, 
feature set types, and the techniques employed to analyze 
these features. 
A.  Features 
Similar to human fingerprint, writeprint is composed 
of multiple features such as frequency of word, 
vocabulary richness, length of sentence, structural 
information, etc. These features can represent an author’s 
unique, immutable writing style and further become the 
basis of writeprint analysis [2]. Previous studies proposed 
taxonomies of features under different labels and criteria 
[3]. Among all the measures, the character n-gram 
approach has been proven to be quite useful to quantify 
the writing style [4,5]. One of the best performing 
algorithms in an authorship attribution competition was 
also based on a character n-gram representation [6]. It is 
able to capture the nuances of higher level and tolerate 
the noises such as grammatical errors or misuse of 
punctuations. Moreover, the procedure of extracting n-
grams is language-independent and requires no special 
tools, especially for Chinese where the tokenization 
procedure is not trivial [7].  
However, an important issue of using character n-gram 
is the definition of n . A large n  would better  capture 
lexical and contextual information but it would also 
capture thematic information and increase the feature 
dimensionality, while a small  n  would not be adequate to 
capture contextual information. The drawbacks of 
defining a fixed value for n  can be avoided by extracting 
variable length n-grams. And the variable approach is 
used in this study. 
B.  Feature Set Types 
Depending on whether is a single feature set applied 
across all authors, two typical feature set types are author 
group level and individual level feature set. For group 
level, there is only one set across all authors, and it is 
commonly used in most previous research [8]. For 
individual level, each author has an individual feature set, 
and it’s especially suitable for dealing with large potential 
feature space problems, such as n-gram based features. 
Typical studies can be shown in [9,10], in which a feature 
set containing the 5,000 most frequent character n-grams 
and misspelled words was created for each author, 
respectively. Since traditional machine learning 
techniques dealing with group level type, typically train a 
classifier on a single set, special techniques are required 
to handle individual level feature set type. 
C.  Techniques 
Ensemble learning is one of the typical techniques 
which could handle individual level feature set type [11]. 
Sample subspacing and feature subspacing are two 
common methods for ensemble construction, and the 
feature subspacing approach has been shown effective for 
style or pattern recognition problems. The basic idea of 
individual level feature subspacing is that it allows each 
base classifier to act as an “expert” on its particular sub 
area of feature space. For writeprint identification, limit 
work has been done by using ensemble-based technique 
on individual level feature set. In [5], an ensemble model 
based on randomly feature set subspacing was proposed 
to perform author identification, and it was shown that 
ensemble scheme was quite effective. 
Based on the success of individual level feature set and 
the corresponding ensemble technique, we propose a 
framework for writeprint identification to counter 
anonymity in cyberspace. More details are presented in 
the next section. 
III.  FRAMEWORK FOR WRITEPRINT IDENTIFICATION IN 
CYBERSPACE 
To get a better understanding, several variables are 
defined as follows.  
Giving a data set D  for stylometric analysis, there are   
I  messages and  K  authors. Let refer the i-th message as 
i m  and  the  k -th author as  k a . Each message  i m  is 
represented as a vector of character n-grams ordered by 
decreasing frequency of occurrence. Let 
{} t t g g g g G ,   , , , 3 2 1  =   be the ordered set of all 
character n-gram features extracted from D . Consider 
ij f  as the occurrence frequency of the  j -th n-gram of  t G  
in  i m . Then the message  i m   could be represented as   
{} it i i i i f f f f m , , , , 3 2 1  = .  
Let  t s G :  be a subset of  t G  ( t s ≤ ) and  k
t s G :  the subset 
of  k
t G  for author  k a . In addition, there is a corresponding 
set  k
t W  for  k a , which contains the weight information of 
features in  k
t G . Consider  ) , ( : LA G C k
t s
k  as a base classifier 
trained on  k
t s G :  using a specific learning algorithm LA . 
Then  ) ), , ( ( : Comb LA G C E k
t s
k  denotes an ensemble of such 
base classifiers for all the K   authors according to a 
combination method Comb . 
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Using the above notation, a framework for writeprint 
identification is proposed base on the previous review 
and the questions addressed in last section. As shown in 
Fig. 1, there are five steps included in this framework to 
carry out writeprint identification of online messages. 
As previously mentioned, the basic idea of the 
proposed framework is building an ensemble model 
based on individual level feature set, with each base 
classifier trained using a particular author’s features, 
allowing it to become an “expert” on identifying that 
author against others. 
A. Data Collection 
The first step is to collect a set of textual online 
messages written by a certain number of potential authors 
( I  messages  for  K   authors are included in D ). Each 
message is considered as a unit that contributes separately 
to the model trained on D . Moreover, it’s better to 
preserve a balanced distribution of training sample over 
the candidate authors to get a reliable model as well as 
good performance. 
B.  Feature Extraction 
The raw messages collected in Step 1 are in 
unstructured text format. To train a model on these 
messages, they have to be represented as a vector of 
stylometric features. As stated above, variable length 
character n-gram feature is adopted in this study. 
Consequently, an extraction component dealing with such 
feature type need be developed for a special purpose. 
Using this tool, an initial set of character n-grams with 
variable length will be extracted from D . Then, each 
message  i m  could be represented as a set of character n-
grams ordered by decreasing occurrence frequency 
{} it i i i i f f f f m , , , , 3 2 1  = . 
C.  Feature Selection on Individual Author Level 
This step aims to partition the feature space using 
feature selection method for building the ensemble-based 
writeprint identification model that will be discussed in 
next step. That means we need select one feature subset 
k
t s G :   consisting of a number of character n-grams with 
variable length for each potential author  k a . The point is 
that the selected character n-gram features in the final 
individual subset  k
t s G :   should be representative for  k a  
and discriminative against others. After the feature 
selection, an ensemble could be built on these individual 
author level feature subsets.  
As illustrated in Fig. 1, three successive procedures are 
utilized in this step: shallow selection, feature weighting, 
and feature selection for individual author. All these 
procedures will be discussed in more detail below. 
(1)  Shallow Selection for Individual Author 
For character n-gram features, there are countless 
potential features giving a data set that is not trivial. It’s 
necessary to reduce the feature space by a pre-selection 
(shallow selection). A common criterion for selecting n-
gram based features in stylometric analysis task is their 
frequency [12]. But there is no agreement on the setting 
of the minimum frequency threshold (MFT) in prior work. 
It’s typical to set MFT as a fixed number such as a 
threshold of 10 or to use the most frequent n-grams for a 
predefined number such as 1000. Another important issue 
of the variable length character n-gram approach is the 
definition of n . A large n   would better capture high 
level information, but it would also increase the feature 
dimensionality substantially and capture more thematic 
information. Moreover, it has to be underlined that the 
selection of the best n  value is dependent on language.  
Taking these into consideration, we use the MFT 
approach to select features with a minimum usage 
frequency. Unlike the previous methods, we think the 
setting of MFT is related to the author and data set. That 
means each author in a dataset would have a MFT. To an 
author, the less frequent n-grams are representative and 
discriminative if they only appear in messages written by 
that specific author but not all the ones. Moreover, it’s 
reasonable to adjust MFT according to the number of 
messages of an author giving a data set. In this paper, we 
set MFT equal to half of the number of messages to an 
author. Note that the feature is not representative if it 
distributes over a small number of messages. And we use 
only up to 5-grams which containing 1-gram, 2-grams, 3-
grams, 4-grams and 5-grams. 
After this process, a reduced set  t G  containing all the 
character n-grams not being filtered would be derived. 
Each author  k a  also gets a set  k
t G  in which the totally 
insignificant features have been eliminated. It’s easy to 
find that  t G  is a collection of the distinct elements of all 
the  K  sets  k
t G . 
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(2)  Feature Weighting for Individual Author 
Feature weighting is a technique used to estimate the 
degree of the individual feature’s discriminatory power 
by using a metric in classification problem. For 
stylometric analysis based on author group level, feature 
weighting algorithm is generally applied across all classes 
(i.e., authors in this context) for utilizing a single feature 
set that could best discriminate authorship across all 
authors. Unlike most conventional usage, this procedure 
aims to approximate the optimal degree of influence of 
individual feature at differentiating a specific author 
against all others for each author. 
Information Gain (IG) is a typical feature weighting 
algorithm used in many text categorization tasks as an 
efficient method [13]. In this paper, Shannon entropy 
measure [14] is employed as the feature weighting 
technique using symbols defined above. That is 
                   ) ( ) ( ) , ( t k k t k g a H a H g a IG − =                       (1) 
where  ) , ( t k g a IG   is the information gain for feature  t g  
across  K  authors,  ) ( k a H  ( ) ( log ) ( ) ( 2
1
k
K
k
k k a p a p a H 
=
− = ) is 
the overall entropy across K  authors  and  ) ( t k g a H  
( ) ( log ) ( ) ( 2
1
t k
K
k
t k t k g a P g a P g a H 
=
− = ) is the conditional 
entropy for  t g . 
Using IG, the major processes for feature weighting for 
individual author level are illustrated as follows: 
1) For  K  authors in data set  D  
a) Do a two-class setup (one against others) for 
author  k a . 
b) For each feature  t g  in  k
t G  
Compute  ) , ( t k g a IG   using (1) as the 
weight of  t g  for  k a  ( ) , ( t k
k
t g a IG W = ). 
  c) Repeat step b for each feature. 
2) Repeat step 1 for each author. 
After this process, The set  k
t W  containing the feature 
weight information would be derived for  k a . And there is 
a one-to-one correspondence between  k
t W  and  k
t G . 
(3)  Feature Selection for Individual Author 
Feature selection is a technique of selecting a subset of 
relevant features which helps to improve the performance 
of learning models. It also helps to alleviate the effect of 
the curse of dimensionality and enhance interpretability 
of the learning model. For ensemble learning, another 
advantage of feature selection is to encourage diversity 
among the predictions of the base classifiers by partition 
the feature space. This is essential for good ensemble 
performance. 
Filter and wrapper are two approaches for feature 
selection. GA has been used in numerous feature 
selection applications [2,15]. It uses a wrapper model 
where the accuracy is used as the evaluation criterion to 
improve the feature subset in future generations. A 
consequence of using GA in a wrapper model is that 
convergence towards an ideal solution can be slow when 
dealing with very large solution space. However, feature 
selection is considered an offline task that dose not need 
to be repeated constantly. And some heuristic information 
can be incorporated to facilitate improved accuracy and 
convergence efficiency. 
In this paper we propose an IG seeded GA based 
feature selection technique for Ensemble (IGAE). In 
IGAE, GA is employed as a feature selection technique, 
by incorporating IG heuristic, to construct an ensemble 
model for writeprint identification based on individual 
author level feature set. More details of IGAE are 
provided in the next section. 
D.  Ensemble-based Model Construction 
As illustrated in Fig. 2, based on the resulting feature 
subset  k
t s G :   for each author  k a , a base classifier 
) , ( : LA G C k
t s
k   will be built by employing a learning 
algorithm  LA . In this study, SVM is used as the LA  due 
to its performing in writeprint identification tasks. Then, 
the ensemble-based model for writeprint identification 
) ), , ( ( : Comb LA G C E k
t s
k  is constructed. Additionally, Simple 
Majority Voting (SMV) is used as the combination 
method for its simplicity and effectiveness. 
E.  Writeprint Identification 
If the performance of  ) ), , ( ( : SMV SVM G C E k
t s
k  is verified 
by testing set, it could be applied to identify the writeprint 
of new messages. 
IV.  INDIVIDUAL AUTHOR LEVEL FEATURE SELECTION 
FOR ENSEMBLE USING IGAE 
Like most hybrid GA variations, the key idea behind 
IGAE is that it incorporates the feature weights 
information produced by IG as heuristic into the GA’s 
initial population and operators (e.g., crossover and 
mutation). But unlike the conventional GA based feature 
selection for single classifier, some diversity strategies 
are utilized to facilitate convergence efficiency for such 
ensemble feature selection problem. The pseudo-code for 
IGAE is given in Fig. 3 below. 
The chromosome design, fitness function and genetic 
operators of IGAE are described in detail as follows. 
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A.  Chromosome Decoding and Initial Population 
In this study, each chromosome is decoded using a 
binary string of length equal to the number of authors K  
multiply the size of the feature set  t G . Each chromosome 
represents an ensemble solution. K   gene segments in 
each chromosome represents K  authors. Each gene may 
have values “0” or “1” indicating whether a feature is 
selected or not. 
As standard GA, the initial population of IGAE is 
randomly generated. The difference is that one 
chromosome of the initial population is randomly 
selected to recode using heuristics from  k
t G  and  k
t W . 
Two steps have to be done. Firstly, the binary string of 
the chromosome is modified according to  k
t G . That 
means the new value of a gene should be strictly 
consistent with the status of the corresponding feature of 
the corresponding author in  k
t G . Secondly, the modified 
chromosome would be improved again using the feature 
weight information from  k
t W . The basic principle is that a 
feature with an information gain less than 0.0025 (i.e., 
0025 . 0 ) , ( > t k g a IG ) should be selected according to prior 
work using IG for text feature selection [15]. 
B.  Fitness Evaluation 
As designed in [17], it’s straightforward to use the 
accuracy of the ensemble for fitness function. But this 
way is biased towards some particular integration method 
and prone to overfitting. An alternative solution is using 
diversity and individual accuracy for fitness function. 
Another motivation for this alternative is the fact that 
overfitting at the level of the individual classifiers is more 
desirable than overfitting of the ensemble itself. 
Moreover, it was shown that the feature subsets selected 
by GA have more features than other search strategies 
[18]. It also could be a good choice to add a control 
measure to control the complexity of the model. Taking 
into account all these factors, a 3-criteria fitness formula 
is given below. 
                feat No Div Acc x Fitness . ) ( × + × + = β α             (2) 
Here,  ) (x Fitness  is the fitness of an ensemble solution x  
based on a feature subspacing scheme. Acc  represents 
the average accuracy of the individual classifiers 
) , ( : SVM G C k
t s
k   built on the feature subsets  k
t s G :  
corresponding to each author  k a .  Div   is the total 
ensemble diversity that is the average of all the classifier 
pairs measured by Kappa statistic [19] in this study. 
feat No.   represents the average numbers of K  feature 
subsets  k
t s G : .  α  and  β   are two constants specified 
according to the problem. α  is used to control the 
contributes to the fitness function from Div .  β  is used to 
control the model’s complexity by setting a threshold. 
Following the definition in [18], let K  be the number 
of authors and  N  be the total number of messages. Then, 
ij N  is the number of messages identified as author i  by 
the first classifier and as author  j  by the second one,  ∗ i N  
is the number of messages identified as i   by the first 
classifier, and  i N∗  is the number of messages identified 
as i  by the second classifier. Define  1 Φ  and  2 Φ  as 
         

=
∗ ∗ =
 


 


× = Φ = Φ
K
i
i i
K
i
ij
N
N
N
N
N
N
1
2
1
1 ,        (3) 
where  1 Φ   estimates the probability that the two 
classifiers agree, and  2 Φ   is a correction term for  1 Φ , 
which estimates the probability that the two classifiers 
agree simply by chance. The pair wise diversity 
ij Kappa Div_  is then defined as follow: 
                       
2
2 1
1
_
Φ −
Φ − Φ
= ij Kappa Div                          (4)                      
C.  Genetic Operators 
As the traditional genetic operators, selection, 
crossover, and mutation are used in IGAE. Roulette-
wheel selection scheme is used to select the members 
randomly with a probability proportional to fitness. The 
crossover operator uses uniform crossover in which each 
feature of the two offspring randomly takes a value from 
one of the parents.  
Unlike the traditional mutation, the mutation operator 
in IGAE is modified to incorporate the IG heuristic into 
the mutate operation. The basic idea is to increase the 
probability of features with higher heuristic value in  k
t W  
while decreasing the probability of features with lower 
value. 
V. EXPERIMENTAL EVALUATION 
A description of the test bed, experimental design, and 
result discussion are encompassed in this section. 
A.  Test Bed Description 
The online reviews of 50 customers from Amazon's 
Top Customer Reviewers are collected as our test bed, of 
which the main characteristics are listed in TABLE I. 
JOURNAL OF NETWORKS, VOL. 7, NO. 2, FEBRUARY 2012 263
© 2012 ACADEMY PUBLISHERFigure 4.   Results of the first experiment. 
B.  Experimental Design 
Two experimental tasks are conducted to examine the 
effectiveness of the proposed approach. The first aims at 
examining the performance of variable length character 
n-gram approach in comparison with fixed length 
approach. The second task is concerning the effectiveness 
evaluation of the proposed IGAE technique. 
The first experiment uses frequency and IG to examine 
the performance of variable length character n-gram 
approach. Firstly, an initial set of 18,167 character n-
grams (including all the 91 1-grams, 3,076 2-grams, the 
5,000 most frequent 3-grams, the 5,000 most frequent 4-
grams, and the 5,000 most frequent 5-grams) is extracted 
from 600 messages of 20 authors. Then, IG is used to 
select the most significant 1,000 to 10,000 n-grams with a 
step of 1,000. The same approach is followed by fixed 
length n-grams. For example, using an initial set of 
15,000 most frequent 3-grams, we also use IG to select 
the best 1,000 to 10,000 3-grams with a step of 1,000. 
In the second experiment, we compare IGAE with a 
single classifier built on author group level feature set. 
SVM is a powerful single classifier for writeprint 
identification according to previous studies [3,20]. We 
also compare IGAE with other two typical ensemble-
based techniques on individual author level: Simple 
Random Subspacing for Ensemble (SRSE) and Simple 
GA based subspacing for Ensemble without incorporating 
heuristic such as entropy (SGAE). For SVM, standard 10-
fold cross-validation is used to validate its performance. 
For the three ensemble-based techniques, a same pre-
processing (e.g., character n-gram based feature 
extraction and shallow selection for individual author) is 
applied before feature subspacing. After that, the set  t G  
for all K  authors and  k
t G  for each one are derived. Then 
the same number of feature subspace partitions as K  
authors is obtained to construct base classifiers. In SRSE, 
half of the original features in  k
t G  are randomly selected 
for each author  k a , and it is repeated 10 times with the 
average value as the overall accuracy of SRSE. The only 
difference between IGAE and SGAE is whether to 
incorporate the information gain as a heuristic in GA. 
The original data set is divided by the ratio of 2:1 into 
two parts: the training set and test set. We use the 
LIBLINEAR algorithm [21] in Matlab7. In all 
experiments, linear kernels are used with C=1. For GA 
based methods, they are both run for 1000 iterations, with 
a population size of 50 for each generation, using a 
mutation probability of 0.5 (as proposed in [22]). The α  
and  β  in fitness function are set to 0.6 and -0.25, 
respectively. 
C.  Results Discussion 
The results of the first experiment are shown in Fig. 4. 
As can be seen, the variable length character n-gram 
approach outperforms fixed length approaches when the 
selected features are less than 6,000. But for a higher 
dimensionality, the improvement on performance began 
to decline. It could be observed that the variable length n-
gram approach even fails to compete with fixed length 
approach, especially for 3-grams, when the number of 
features is over 6,000. These results are generally 
consistent with previous study [11]. Moreover, the 
highest accuracy rate of nearly 93% illustrates that the 
variable length character n-gram vector is quite effective 
for representing an author’s writing style, and SVM is 
indeed a suitable algorithm for dealing with a high 
dimensional feature space and sparse data like this 
scenario. 
Comparative results for the proposed IGAE and 
several other techniques designed in the second 
experiment are given in TABLE II and Fig. 5. Clearly, 
IGAE achieves the best performance in all cases. And it 
is followed by SGAE, another GA based ensemble 
feature selection technique. This indicates the 
effectiveness of the GA based ensemble feature selection 
technique for application of writeprint identification. 
However, all the four techniques’ accuracy decreases 
when the number of authors increases from 20 to 50. But 
compared with other three techniques for individual 
author level, the performance of SVM drops more sharply 
as the number of authors goes from 20 to 50. For 50 
authors, IGAE obtains a great performance improvement, 
TABLE I.   
THE CHARACTERISTICS OF TEST BED 
No.  of 
authors 
Average no. of 
messages per 
author 
Average length of 
message  Time span
50  30  1,038 characters  1 year 
TABEL II. 
PERFORMANCE COMPARISON OF FOUR TECHNIQUES FOR WRITEPRINT 
IDENTIFICATION 
Techniques 
No. of authors
SVM SRSE  SGAE  IGAE 
20  92.96% 89.76% 93.19% 94.32%
30 87.75% 86.10%  89.20%  90.27%
40 80.12% 80.45%  83.55%  85.12%
50 72.41% 73.23%  78.29%  80.74%
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Figure 5.   Performance comparison of four methods. 
Figure 6.   Evolutionary processes of IGAE and SGAE. 
resulting in a 8% improvement over SVM. Consequently, 
it seems that the ensemble-based techniques for 
individual author level are more scalable than author 
group level based methods as the number of author 
increases. 
Fig. 6 shows the performance of two GA based 
techniques (IGAE and SGAE) across the 1000 
generations. As can be seen, the evolutionary process of 
IGAE converges after about 480 generations, and it is 
much faster than SGAE which is about 800 generations. 
This is due to the use of IG heuristic incorporated in the 
initial population and the mutation operator of IGAE. 
Although seeded by IG heuristic, it’s interesting to be 
found that the accuracy of IGAE declines at the 
beginning of the dozens of generations. This is the result 
of the application of replacement strategy in selection 
operator that prevents the IG seeded solution from 
dominating the whole population. But the heuristic 
carried by the IG seeded solution is gradually 
disseminated to the remaining. As a result, the IGAE is 
able to converge on an improved solution, and it is 
outperformed than SGAE. 
VI. CONCLUSIONS AND FUTURE WORK 
In this research we applied stylometric analysis 
techniques to counter anonymity in cyberspace. An 
effective framework for writeprint identification was 
presented to address the anonymity abuse problem in 
cyberspace. In this framework, variable length character 
n-gram feature was used as the representation of author’s 
writing style, and was evaluated for writeprint 
identification. Then, IGAE was also developed to build 
an ensemble model based on individual author level 
feature set. Several specific components for dealing with 
the individual based feature set type were integrated in 
this framework. The proposed features and technique 
were evaluated on a real world test bed. The experimental 
results indicated the effectiveness of the proposed 
framework. Compared with SVM (the baseline technique 
for writeprint identification), IGAE obtained a 
considerable performance improvement. Moreover, it had 
been shown that the ensemble-based technique for 
individual author level, especially IGAE had a better 
scalability than author group level based methods when 
the number of authors increases.  
Like most wrapper based feature selection problems 
using an optimal search method, it is computationally 
intensive when dealing with a large number of authors. 
Although feature selection is considered an offline task 
which does not need to be repeated constantly, it’s still 
important to improve the efficiency of the proposed 
method. We found that the efficiency of the ensemble-
based model is related to the employed base classifier. 
The training time can be significantly reduced when 
using solver type 1 of LIBLINEAR, while obtaining a 
comparable accuracy. A full examination of this 
relationship needs a separate study.  
In the future we would continue to improve the 
writeprint identification technique for online messages. 
We believe that the ensemble technique based on 
individual author level could improve the performance, 
scalability, and interpretability of online writeprint 
identification. Future research will focus on the 
optimization of the design of fitness function, in 
particular the setting of α , β , and the use of other 
measures of Div , in order to further narrow in on a key 
feature subset for each author. In addition, the 
relationship between the option of base classifier and the 
efficiency of the ensemble, together with parallel GA 
algorithm will be explored in next study to deal with the 
large number of authors. 
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Abstract—Roaming in wireless mesh networks 
(WMNs) requires that mobile nodes complete access 
authentication fast while protecting the identities of 
mobile nodes. In this paper, after analyzing some 
current authentication protocols for roaming in 
wireless mesh networks, we propose a new protocol 
based on multi-signature and three-party key 
agreement with a zone-based hierarchical network 
topology and prove the security properties of the 
protocol through formal analysis that is based on the 
strand space model. We also demonstrate the 
reliability and performance of the proposed protocol 
through network simulations.  
 
Index Terms—wireless mesh network, roaming, 
strand space model, three-party key agreement. 
 
I.  INTRODUCTION 
Wireless mesh networks (WMNs) are a new type of 
wireless network without some restrictions of Ad Hoc 
networks, wireless local area networks (WLANs), 
wireless personal area networks (WPANs) and wireless 
metropolitan area networks (WMANs) for establishing 
commercial wireless mobile networks. Since a WMN 
doesn’t usually rely on fixed infrastructure and operates 
in an open area, any user within the range of radio waves 
can access the network. Access authentication has thus 
become the first step to prevent unauthorized users from 
accessing such a network. 
The development of wireless technologies has made 
roaming a more common method of accessing wireless 
networks. Research on authentication protocols for 
roaming has thus become very important. Roaming 
requires that mobile nodes complete access authentication 
fast while protecting the identities of the mobile nodes. In 
this paper, we propose an authentication protocol for 
roaming in WMNs on top of the current 802.1x 
authentication scheme based on multi-signature and 
three-party key agreement. We also prove the security 
properties of the protocol in theory and the reliability and 
performance of the protocol through simulations. 
II.  RELATED WORK 
IEEE P802.11s™/D1.01 provides an Efficient Mesh 
Security Association (EMSA) authentication scheme 
based on the IEEE 802.11i standard [1] in which the 
802.1x scheme and four-way handshakes are adopted to 
implement access authentication and key establishment. 
However, roaming in WMNs isn’t adequately addressed 
in EMSA and, thus, EMSA cannot fully meet the 
performance and identity protection requirement for 
roaming. EMSA makes use of EAP [2], which leads to 
EAP-SIM, EAP-TLS, EAP-TTLS, PEAP, etc. In EAP-
SIM [3], key management is complicated and the 
identities of mobile nodes are not well protected. In EAP-
TLS [4], the identities of mobile nodes are not hidden and 
the protocol requires a two-round interaction between the 
foreign agent (FA) and the home agent (HA), resulting in 
a longer delay for authentication. Although EAP-TTLS [5] 
and PEAP [6] have better expansibility and flexibility, 
they require even more rounds than EAP-TLS, which 
obviously result in even longer delay. 
Im et al. proposed a secure mutual authentication 
scheme for roaming services in wireless mobile networks 
[7] in which a mobile terminal would encrypt a session 
key using the secret key shared with the HA and forward 
the message to the HA via the FA who would then attach 
its digital signature to it. After verifying the FA’s 
signature and authenticating the user’s identity by using 
the shared secret key, the HA will send a reply with its 
digital signature to the mobile terminal via the FA. 
Mutual authentication is thus completed. However, since 
it is transported in plaintext, the identity of the mobile 
terminal isn’t adequately protected. Moreover, since the 
session keys are encrypted using a secret key, once the 
secret key is compromised, all session keys become 
insecure.  
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doi:10.4304/jnw.7.2.267-274Yang et al. proposed a mesh roaming access protocol 
called EAP-MRAP [8] based on Diffie-Hellman (DH) 
key agreement. In the protocol, a mobile node encrypts its 
identity with the HA’s public key in order to hide and 
protect the identity, and the DH key exchange is 
implemented to protect the session keys. Since it is 
assumed that there exists a secure channel between the 
FA and the HA, necessary authentication of the FA is 
missing. Furthermore, master key KS is subject to attack 
since it directly appears in the network when being 
propagated from the HA to the FA. 
III.  AUTHENTICATION PROTOCOL FOR ROAMING 
We now propose a new protocol for roaming in WMNs 
with fewer rounds of interaction and higher security 
based on several technologies such as hierarchical 
network topology, multi-signature and three-party key 
agreement. 
A.  The Network Model 
A zone-based hierarchical network model for WMNs 
is shown in Fig. 1 in which the dash and the solid lines 
indicate wireless and wired links, respectively. The whole 
network consists of one backbone network, one or more 
local area networks called zones and a number of wired 
or wireless terminals. 
 
Figure 1.   Network Model 
In the backbone network, the mesh routers form a 
mesh infrastructure with self-configuring, self-healing 
and self-organizing links and there are at least two 
backbone routers that are connected to the Internet. All 
backbone routers share a single database that stores 
authorized certificates. There is an offline certificate 
authority (CA) supported by an Internet Service Provider 
(ISP) or a network carrier. The CA connects to the 
network only when it is notified of the existence of a new 
terminal user, a new zone router or a new backbone 
router. The backbone network can be built using different 
types of radio technologies including the IEEE 802.11 
technologies [9]. 
Zones are connected to the backbone network through 
border mesh routers, which enables the integration of 
existing wireless networks, such as multi-hop networks, 
Wi-Fi networks, sensor networks, cellular networks, and 
so on. In each zone, there is at least one mobile node 
called the access point (AP) that is connected to the 
backbone, such as mesh access points (MAPs) in multi-
hop networks and microwave towers in cellular networks. 
Since APs may use different radio technologies, it is 
therefore required that the backbone border routers 
support various radio technologies. There is also a 
database that stores user information, such as user ID, 
zone ID, authorized key, etc. in each zone. Terminal 
nodes can roam from one zone to another or hand off 
from one AP to another in the same or different zones. 
Conventional terminals with an Ethernet interface can 
be connected to mesh routers via Ethernet links, whether 
wired or wireless. For conventional terminals with the 
same radio technologies as mesh routers, they can 
directly communicate with the mesh routers. If different 
radio technologies are used, terminals must communicate 
with a zone’s AP that has Ethernet connections to the 
mesh routers. Especially, mesh terminals can access the 
network through mesh routers or directly meshing with 
other mesh terminals in multi-hop networks whose 
routing capabilities can provide improved connectivity 
and coverage. 
We assume that terminals in a zone network 
communicate with each other within a relatively shorter 
range and those in a backbone network communicate 
with each other with a relatively longer range. The cost of 
communication in the backbone network is higher than 
that in the zone networks. Each zone network has its own 
public essentials of DH key agreement that include a 
large prime number p and the generator g of GF(p) to be 
used to generate session keys for communication within 
the network. 
Many entities are involved in roaming, including the 
mobile node (MN), FA, HA, Gateway and the Internet 
with the network model shown in Fig. 1. In the roaming 
model shown in Fig. 2, MN, FA and HA are located in a 
zone network while the Gateway is located in the 
backbone network. We assume that there is already a 
predefined security association between MN and HA, i.e., 
MN knows HA’s public key and HA knows MN’s 
identity, certificate or secret key. We also assume that 
both MN and HA know the home zone network’s 
essentials of DH key agreement, i.e., p and g, and that FA 
and HA can get each other’s public-key certificate. 
 
Figure 2.   Roaming Model 
B.  Three-party Key Agreement 
We adopt the DH key agreement in our protocol due to 
the intractability nature of the discrete logarithm problem. 
Referring to the equation y= g
x mod p, where p is a large 
prime integer and g is the generator of GF(p), it is an NP-
complete problem to derive the value of x when all the 
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key agreement between parties A and B are as follows: 
(1)  A large prime integer p and its generator g are 
selected and published. 
(2)  Party A selects a private random integer x and party 
B selects a private random integer y. 
(3)  Party  A calculates Ya ＝ g
x mod p and party B 
calculates Yb＝g
y mod p. 
(4)  Party A and party B exchange with each other Ya and 
Yb. 
(5)  Party  A calculates K＝(Yb)
x mod p and party B 
calculates K'＝(Ya)
y mod p. 
Then, the shared secret key K＝K'= g
xy mod p. No 
attacker can deduce the value of K without x or y even 
with the knowledge of the values of Ya and Yb. 
In the case of roaming, the longest delay of network 
communication is between FA and HA since they may be 
far away from each other, thus requiring relatively longer 
propagation time for the radio waves. To reduce the 
number of interaction rounds between FA and HA, we 
propose a three-party key agreement based on the basic 
DH algorithm with only one interaction round between 
them: 
(1)  FA->MP: g
y 
(2)  MP->FA: g
x, g
xy  
(3)  FA->HA: g
x , g
y, g
xy  
(4)  HA->FA: g
xz , g
yz  
(5)  FA->MP: g
yz 
Eventually, all three parties can calculate the value of 
Ks through Ks=g
xyz while no other node can construct Ks 
without the secret key materials x, y or z. 
C.  Terms and Notations 
Table I lists the terms and notations we will use in our 
roaming authentication protocol in this paper. 
Table I.    
TERMS AND NOTATIONS 
g , q  Home zone network’s essentials of DH key 
agreement. 
user@realm 
MN’s network access identifier (NAI) in which user 
is MN’s identity and realm is the domain name to 
which MN belongs. 
IDi Identity  of  i. 
Sid  Current session identifier. 
N  A random number. 
SIGi(m)  Digital signature on the message m by i. 
ENC(k，m)  Message m encrypted with key k. 
eHA and dHA  The public and the private key of HA. 
D.  Authentication Flow 
Based on the above network model and three-party key 
agreement algorithm, we propose a new authentication 
protocol for roaming in WMNs which consists of eight 
steps as shown in Fig. 3 and illustrated in the following. 
PHASE01(MN→FA): M1=p, g, realm 
MN requests roaming service from FA, providing the 
FA with the domain name and the essentials of DH key 
agreement of its home network. 
PHASE02(FA→MN): M2=Sid, N, g
y 
After receiving M1, FA generates the current session 
identifier Sid, a random number N and a key material g
y, 
and forwards them to MN. 
 
Figure 3.   Authentication Flow 
PHASE03(MN→FA): M3=Sid, g
x, g
xy, ENC(eHA, user||N), 
SIGMN(g
x||g
xy||ENC(eHA, user||N)) 
After receiving M2, MN first calculates key materials 
g
x and g
xy=(g
y)
x and then encrypts its identity with HA’s 
public key to hide and protect its identity. Finally, it 
appends its signature to the message to authenticate itself. 
PHASE04(FA → HA): M4=M3,  g
y, N, IDFA, 
SIGFA(M3||g
y|| N ) 
After receiving M3, FA appends its signature and 
forwards the message to HA. 
PHASE05(HA→FA): M5=Sid, g
xz, g
yz, SIGHA(g
xz||g
yz ||N) 
HA first verifies FA’s signature after receiving M4 to 
confirm that FA is the legal service provider. It then 
retrieves M3 out of M4, uses its private key to decrypt it 
and verifies MN’s validity through MN’s signature 
SIGMN(). If MN is proved to be legal, HA will generate 
key materials (g
x)
z and (g
y)
z, construct M5 and forward the 
message to FA. The session key KS can be obtained by 
HA through formula KS=(g
xy)
z=g
xyz. The protocol would 
terminate should any of the above verifications fail. 
PHASE06(FA→MN):   M6=M5 
After receiving M5, FA first verifies HA’s signature on 
M4. If HA is verified to be correct, FA will forward M5 to 
MN. The session key KS can be obtained by FA through 
KS=(g
xz)
y=g
xyz. The protocol would terminate should the 
verification fail. 
PHASE07(MN→FA):   M7=RESP-RESULT 
After receiving M6, MN first verifies HA’s signature 
on M4. If HA is verified, MN forwards a response 
message to FA. The session key KS can be obtained by 
MN through KS=(g
yz)
x=g
xyz. The protocol would 
terminate should the verification fail. 
PHASE08(FA→MN):   M8=RESP-RESULT 
Finally, FA sends a response message to MN to 
complete the roaming interaction. 
IV.  ANALYSES AND COMPARISON 
We now perform security and performance analyses on 
the proposed protocol and compare the security and 
performance of several other similar protocols. 
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(1)  The identity of MN is protected, for it is inserted 
into ENC(eHA, user||N) and only HA possesses the 
decryption key dHA. 
(2)  The session key KS generated through a three-party 
DH key agreement is secure. KS doesn’t directly 
appear in the network, even in an encrypted form. 
MN, FA and HA all contribute a key material to KS, 
and have a secret key gene (x,y,z) that cannot be 
acquired by any others. According to the NP-hard 
intractability of the DH operation, even with all the 
key materials, one couldn’t construct the final 
session key if no secret key gene is known. 
(3)  Mutual authentication exists not only between MN 
and HA, but also between FA and HA, which helps 
to fight against the existence of illegal FAs and HAs. 
(4)  The secret key genes (x,y,z) and N all chosen 
randomly can effectively prevent such attacks as 
man-in-middle attacks, replay attacks, impersonation 
attacks, etc. 
(5)  Perfect Forward Secrecy (PFS): even after the 
private keys of all participants are deciphered, the 
previous session keys can still be secret. Since only 
the key materials can be decrypted with the private 
keys, it is impossible to construct the final session 
key without the secret key genes (x,y,z). 
(6)  Known Key Security (KKS): even if an attacker may 
know all the previous session keys, the protocol can 
still guarantee that the current session key is secret. 
Since session keys are generated using random key 
genes(x,y,z), previous session keys have no relations 
with the current session key. 
(7)  No Key Compromise Impersonation (Non-KCI): if a 
participant’s private key is compromised, an attack 
can only disguise as this participant rather than any 
others. Mutual authentication of all participants can 
guarantee this. 
We compare the security of several protocols in Table 
II in which EAP-MRAP is the protocol described in 
Section II and NEW is our proposed protocol. 
Table II.    
COMPARISON OF SECURITY 
  EAP-
SIM 
EAP-
TLS
EAP-
TTLS 
EAP-
MRAP NEW 
Protection of 
MN’s identity  N N Y  Y  Y 
Mutual 
authentication of 
MN and HA 
N  Y  Y  Y  Y 
Dynamic key 
establishment  N Y Y  Y  Y 
Mutual 
authentication of 
FA and HA 
N  N  N  N  Y 
Absence of 
session key in 
the network 
N N N  N  Y 
PFS(Perfect 
Forward 
Secrecy) 
N  Y  Y  Y  Y 
KKS(Known 
Key Security)  Y Y Y  Y  Y 
Non-KCI  N  Y  N  Y  Y 
 
B.  Performance 
The longest delay of network communication could 
happen between FA and HA, for they may be far away 
from each other. In our protocol, there is only one round 
of communication between FA and HA. Meanwhile, the 
calculation of modular multiplication and signature 
algorithm in a three-party DH key agreement takes a 
relatively longer time.  
We can see from Table III that the calculation delay in 
our protocol is longer than that in the other protocols. 
However, the calculation delay is usually much shorter 
compared to the communication delay, especially when 
the distance of roaming is long, such as between two 
cities. In addition, modular multiplications of MN can be 
reduced if pre-computation is adopted. 
Table III.    
COMPARISON OF PERFORMANCE 
  EAP-
SIM 
EAP-
TLS 
EAP-
TTLS 
EAP-
MRAP NEW
Total number of 
rounds 
of interaction 
4 5  >5  4  4 
Total number of 
rounds 
between FA and 
HA 
1  2  >2  1  1 
Total number of 
modular 
multiplications 
for MN 
0 2 2 3  3 
Total number of 
modular 
multiplications 
for FA 
0  0  0  0  2 
Total number of 
modular 
multiplications 
for HA 
0 2 2 2  3 
Digital signature 0  2  2  2  3 
V.  FORMAL ANALYSIS 
Formal analysis is currently one of the most effective 
ways of analyzing security protocols among which the 
strand space model [10] is probably one of the most 
effective formal analysis methods. Strand space model is 
an analyzing model for security protocols based on the 
Dolev-Yao model [11] which is built on graph theory and 
partial ordering and can be used to analyze complicated 
protocols because of its excellent expansibility. In this 
section, we formally analyze our proposed protocol with 
an extended strand space model. 
A.  Extended Strand Space Model 
In the original strand space model, message terms only 
include atomic terms, encrypted terms and joined terms. 
Since, in our protocol, we have two new operations, i.e., 
the signature and the DH operations, we will add some 
new data collections into the model. 
Definition 1. M is a collection of message terms. Term t 
is an element of M if it is an element of a collection T of 
plaintexts or a collection K of key symbols. Complex 
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follows:  
(1)  encryption operation, expressed as {M}K: M×K→M; 
(2)  join operation, expressed as M1M2: M×M→M; 
(3)  signature operation, expressed as [M]K: M×K→M; 
and  
(4)  DH operation, expressed as g
T: T×K→K. 
Note that the last two operations are newly added. 
Definition 2. A subterm relation ∠ is defined as follows, 
in which A and N are terms: 
(1)  ∠ AA ; 
(2)   ∈ kK , if  ∠ AN , then  ∠ A{ N } k, but  ∠ k{ N } k is 
disproved; 
(3)  N1∈M, if  ∠ AN , then  ∠ AN N 1 and  ∠ AN 1N; 
(4)   ∈ kK , if  ∠ AN , then  ∠ A[ N ] k; 
(5)  If  ∈ xT  and  ∠ xN , then g
x∠N, but not vice versa, 
especially  ∠ xg
x is disproved, which results from the 
NP-hard intractability of the DH operation. 
Note that the above (4) and (5) are newly added. 
Definition 3. Besides the original eight attack strands, i.e., 
M-strand, F-strand, Tee-strand, C-strand, S-strand, K-
strand, E-strand and D-strand, the following two new 
attack strands are added: 
(1)  Sig-strand: -k, -h, +[h]k, k∈K, h∈M; 
(2)  DH-strand: -x, -g
y, +g
xy. 
Definition 4. K-ideal of collection M is a collection, 
expressed as IK[h]  M, that satisfies the following 
requirements: 
(1)  h∈Ig∈M, then gh∈I and hg∈I; 
(2)  h∈Ik∈K, then {h}k∈I; 
(3)  h∈Ik∈K, then [h]k∈I. 
Note that the above (3) is newly defined. 
B.  Strand Space 
Omitting the information that has nothing to do with 
security in the protocol, the strand space of our protocol 
as depicted in Fig. 4 is marked as a P-strand Graph. 
 
Figure 4.   P-strand Graph 
(1)  M1=IDHA; 
(2)  M2=N, g
y; 
(3)  M3=g
x, g
xy,  { IDMN, N }
HA k ,  [ g
x, g
xy,  { IDMN, 
N}
HA k -1 ]
MN k ; 
(4)  M4=g
x, g
xy,  { IDMN, N }
HA k ,  [ g
x, g
xy,  { IDMN, 
N}
HA k 1 ]
MN k
 , g
y, N, IDFA, [ g
x, g
xy, {IDMN, N}
HA k , 
[ g
x, g
xy, {IDMN, N}
HA k
1 ]
MN k
 , g
y, N, IDFA 1 ]
FA k
 ; 
(5)  M5=g
xz, g
yz, [ g
xz, g
yz, N -1 ]
HA k ; 
(6)  M6=g
xz, g
yz, [ g
xz, g
yz, N 1 ]
HA k
 . 
Note that the collection Tnames denotes the collection of 
participant’s IDs. Then, TnamesT, IDMN, IDFA, IDHA ∈ 
Tnames and N, x, y, z∈T-Tnames. The collection KP denotes 
the collection of keys that an attacker has already 
obtained. Then, public keys kMN, kFA, kHA∈KP and the 
corresponding private keys 
1
MN k
 , 
1
FA k
 , 
1
HA k
   ∈ K-KP. 
There are three regular strands in the protocol:  
(1)  mn-strand is the set of strands with the trace +M1-
M2+M3-M6, which is marked as mn[IDHA, IDMN, N, 
g
x, g
y, g
xy]; 
(2)  fa-strand  is  the  set  of  strands  with  the  trace                
-M1+M2-M3+M4-M5+M6, which is marked as 
fa[IDFA, N, g
x, g
y, g
xy, g
xz, g
yz]; 
(3)  ha-strand is the set of strands with the trace -M4+M5, 
which is marked as ha[IDHA, IDMN, N, g
x, g
y, g
xy, g
xz, 
g
yz]. 
Obviously, mn-strand, fa-strand and ha-strand are not 
pairwise intersecting. 
C.  Secrecy 
Message m is secret in the strand graph G of a protocol 
if there is no strand n that meets the two conditions: n∈G 
and un_term(n)≠m. 
Proposition 1. Suppose  G is a P-strand Graph, 
IDMN,IDFA,IDHA∈Tnames, session key  S k = g
xyz，
1
MN k
 , 
1
FA k
 , 
1
HA k
 ∈K-KP and strand s∈ha[IDHA, IDM,, N, g
x, g
y, 
g
xy, g
xz, g
yz]. Let S={
1
MN k
 , 
1
FA k
 , 
1
HA k
 ,  S k } and K
*=K-S. 
Then, for every regular strand m ∈ G, 
un_term(m) *[] S K I k . 
Proof: According to the theory of K-ideal, we just need 
to prove that no legal strand is the entry of  *[]
K I S . We 
prove it here by contradiction. Suppose that a regular 
strand m is the entry of  *[] K IS . Then, one of 
1
MN k
 , 
1
FA k
 , 
1
HA k
  and  S k  will be a subterm of un_term(m). Obviously, 
there is no regular strand that takes 
1
MN k
 , 
1
FA k
  or 
1
HA k
  as 
its subterm. Therefore,  S k   must be a subterm of 
un_term(m). 
S k = g
xyz doesn’t appear in all message terms, but it can 
be gained through the DH operations: (1) (g
x)
yz; (2) (g
y)
xz; 
(3) (g
z)
xy; (4) ((g
x)
y)
z; (5) ((g
x)
z)
y; (6) ((g
y)
x)
z; (7) ((g
y)
z)
x; (8) 
((g
z)
x)
y; (9) ((g
z)
y)
x; (10) (g
xy)
z; (11) (g
xz)
y; (12) (g
yz)
x and 
(13) (g)
xyz. 
The form in which term x appears in all message terms 
is g
x, so x∠un_term(m) if and only if x∠g
x. But in our 
extended subterm, relation x∠g
x is disproved, which 
results from the NP-hard intractability of the DH 
operation. So, x∠un_term(m) proves to be wrong. For 
the same reason, y, z, xy, xz, yz and xyz are neither 
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above cannot be carried out in G. Thus, kS∠un_term(m) 
proves to be wrong. 
Therefore, no regular strand is the entry of *[] K IS . 
The proposition is proved. 
D.  Guarantee of Participants 
A protocol guarantees a participant B as the responder 
for certain data items Z : if each time B completes a run 
of the protocol as the responder using Z, which to B 
appears to be a run with A, then there is a unique run of 
the protocol with the participant A as an initiator using Z, 
which to A appears to be a run with B. 
A weaker non-injective agreement doesn’t ensure 
uniqueness, but requires that each time B completes a run 
of the protocol as the responder using Z, apparently with 
participant  A, then there is a run of the protocol with 
participant  A as an initiator using Z, apparently with 
participant B. 
We now give a weaker non-injective agreement to 
prove the guarantee of participants in our protocol. 
Lemma 1. Suppose G is a P-strand Graph, IDX∈Tnames, 
1
X k
 KP, then no term of the form [ h -1 ]
X k  can originate 
from a penetrator strand in G. 
Proof: Let S={
1
X k
 }. First, there is obviously no regular 
strand that takes 
1
X k
   as its subterm. So, 
1
X k
  cannot 
originate from any regular strand and no regular strand is 
an entry of  IK[S]. 
Suppose t=[ h -1 ]
X k  originates from a penetrator strand 
m in G. Obviously m cannot be a M-strand, F-strand, Tee-
strand, C-strand, S-strand, K-strand, E-strand, D-strand or 
DH-strand. If m is a Sig-strand, then m=-k-n [] k n  . From 
[ h -1 ]
X k ∠[] k n  and k≠
1
X k
 , we get [ h -1 ]
X k ∠n. And since n 
doesn’t originate from m, there must be another strand 
m’=…+n… that satisfies the condition m’→m, which 
means that t doesn’t originate from m and it should be 
originate from m’. 
So no term of the form [ h -1 ]
X k  can originate from a 
penetrator strand in G. 
Lemma 2. Suppose G is a P-strand Graph, [ H -1 ]
X k  
originates from a regular strand s: 
(1)  If s∈mn[IDHA, IDMN, N, g
x, g
y, g
xy], then H=g
x, g
xy, 
L, in which g
x, g
xy∈K and L∈M; 
(2)  If s∈fa[IDFA, N, g
x, g
y, g
xy, g
xz, g
yz], then H=g
x, g
xy, 
L1, L2, g
y, N, IDX, in which g
x, g
xy, g
y∈K , L1, L2∈
M, N∈T- Tnames and IDX∈Tnames; 
(3)  If  s∈ha[IDHA, IDMN, N, g
x, g
y, g
xy, g
xz, g
yz], then 
H=g
xz, g
yz, N, in which g
xz, g
yz∈K and N∈T- Tnames. 
Proof: s needs to be positive sign.  
If s is a mn-strand, then s=+M1-M2+M3-M6. At the 
moment, H= g
x, g
xy, L. 
If s is a fa-strand, then s=-M1+M2-M3+M4-M5+M6 
or s=-M1+M2-M3+M4-M5+M6. At the moment, in M4, 
H=g
x, g
xy, L1, L2, g
y, N, IDX, and M6 isn’t an originated 
term.  
If s is a ha-strand, then s=-M4+M5. At the moment, 
H= g
xz, g
yz, N. 
Lemma 3. Suppose G is a P-strand Graph, s is a regular 
strand in G: 
(1)  If [ g
x, g
xy, L -1 ]
MN k originates from s, then s ∈
mn[IDHA, IDMN, N, g
x, g
y, g
xy] and g
x, g
xy originate 
from s. 
(2)  If [ g
x, g
xy, L1, L2, g
y, N, IDX -1 ]
MN k originates from s, 
then s∈fa[IDFA, N, g
x, g
y, g
xy, g
xz, g
yz]. 
(3)  If  [ g
xz, g
yz, N -1 ]
MN k originates from s, then s∈
ha[IDHA, IDMN, N, g
x, g
y, g
xy, g
xz, g
yz] and g
xz, g
yz 
originate from s. 
Proof: It can be immediately deduced from Lemma 
2. 
Proposition 2 (Guarantee of MN and FA to HA). 
Suppose G is a P-strand Graph, IDHA≠IDMN≠IDFA, g
xz,g
yz 
uniquely originate from G, 
1
MN k
 ,
1
FA k
 ,
1
HA k
 KP. If strand r
∈ha[IDHA, IDMN, N, g
x, g
y, g
xy, g
xz, g
yz] and height(r)=2, 
then there are regular strands: 
(1)  strand  s ∈ mn[IDHA, IDMN, N, g
x, g
y, g
xy], and 
height(s)≥3; 
(2)  strand  t ∈ fa[IDFA, N, g
x, g
y, g
xy, g
xz, g
yz], and 
height(t)≥4. 
Proof: the trace of r is: -M4+M5 = - g
x, g
xy, {IDMN, 
N}
HA k , [ g
x, g
xy, {ID MN, N}
HA k 1 ]
MN k
 , g
y, N, IDFA, [ g
x, 
g
xy, {IDMN, N}
HA k , [ g
x, g
xy, {IDMN, N}
HA k
1 ]
MN k
 , g
y, N, 
IDFA 1 ]
FA k
  + g
xz, g
yz, [ g
xz, g
yz, N -1 ]
HA k .  
From Lemma 2,  [ g
x, g
xy,  { ID  MN, N }
HA k 1 ]
MN k
  
originates from a regular strand in G. From Lemma 3, 
this strand is s∈mn[IDHA, IDMN, N, g
x, g
y, g
xy], and 
height(s)≥3.  
From Lemma 2, [ g
x, g
xy, {IDMN, N}
HA k , [ g
x, g
xy, 
{IDMN, N}
HA k 1 ]
MN k
 , g
y, N, IDFA 1 ]
FA k
  originates from a 
regular strand in G. And from Lemma 3, this strand is t∈
fa[IDFA, N, g
x, g
y, g
xy, g
xz, g
yz], and height(t)≥4. 
Proposition 3 (Guarantee of HA to FA). Suppose G is a 
P-strand Graph, IDHA≠IDMN≠IDFA,  g
y,g
xy,g
yz uniquely 
originate from G, 
1
MN k
 ,
1
FA k
 ,
1
HA k
  KP. If strand t∈
fa[IDFA, N, g
x, g
y, g
xy, g
xz, g
yz] and height(t)=6, then there 
is a regular strand r∈ha[IDHA, IDMN, N, g
x, g
y, g
xy, g
xz, 
g
yz], and height(r)=2. 
Proposition 4 (Guarantee of HA to MN). Suppose G is 
a P-strand Graph, IDHA≠IDMN≠IDFA,  g
x,g
xz,g
xy uniquely 
originate from G, 
1
MN k
 ,
1
FA k
 ,
1
HA k
  KP. If strand s∈
mn[IDHA, IDMN, N, g
x, g
y, g
xy] and height(s)=4, then there 
is a regular strand r∈ha[IDHA, IDMN, N, g
x, g
y, g
xy, g
xz, 
g
yz], and height(r)=2. 
Proof: Propositions 3 and 4 can be proved in the same 
way as Proposition 2. 
VI.  SIMULATION RESULTS 
We have performed some simulations using OPNET 
10.5A under Windows XP to compare our proposed 
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and currently widely used. 
A.  Simulation Scenario 
The simulation scenario is as follows: the network 
covers an area of 300km×300km; network delay is set at 
1 microsecond based on the propagation speed of 
300,000km/s for the radio; packet loss ratio is set at 10% 
in the network according to the average level; processing 
time for authentication is not considered, for 
authentication algorithms are optional due to various 
applications. 
As shown in Fig. 5, the IP network denotes the Internet, 
foreign subnet denotes the foreign zone network while 
home subnet denotes the home zone network. Also, as 
shown in Fig. 6, mobile nodes labeled as MN01, 
MN02, … MN50 are located in the foreign zone network 
which is a part of the foreign subnet, so are the two 
foreign agents labeled as FA_0 and FA_1. And HA is 
located in the home subnet. 
 
Figure 5.   Simulation Scenario 
 
Figure 6.   Foreign Zone Network 
B.  Results and Analyses 
We carried out two groups of simulations in which the 
number of mobile nodes that request roaming service 
increases from 1 to 50 with an increment of 1. In the 
beginning of the first group, all the requesting nodes start 
randomly within 0.5 second while in the second within 1 
second. The total simulation spans 20 seconds and three 
retries are allowed if an authentication fails. Also, in all 
the simulation scenarios, one modular multiplication 
consumes about 0.15 microseconds through experiments. 
Through our simulation, we compare (1) the success 
ratio of authentication to be defined as the number of 
MNs successfully getting the roaming service divided by 
the total number of MNs requesting roaming service and 
(2) the average delay of authentication for all the MNs 
that get the roaming service. 
The simulation results are shown in Fig. 7 to Fig. 10 
based on which we can conclude the following: 
0%
20%
40%
60%
80%
100%
1 6 11 16 21 26 31 36 41 46
Scale of MNs Requesting for Roaming
S
u
c
c
e
s
s
 
R
a
t
i
o
NEW
EAP-TLS
 
Figure 7.   Success ratio of the two protocols with requests in 0.5s 
0
0.001
0.002
0.003
0.004
0.005
0.006
0.007
0.008
0.009
1 6 11 16 21 26 31 36 41 46
Scale of MNs Requesting for Roaming in 0.5s
A
v
e
r
a
g
e
 
D
e
l
a
y
(
u
n
i
t
s
:
s
e
c
o
n
d
)
NEW
EAP-TLS
 
Figure 8.   Average delay of the two protocols with requests in 0.5s 
0%
20%
40%
60%
80%
100%
1 6 11 16 21 26 31 36 41 46
Scale of MNs Requesting for Roaming in 1s
S
u
c
c
e
s
s
 
R
a
t
i
o
NEW
EAP-TLS
 
Figure 9.   Success ratio of the two protocols with requests in 1s 
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Figure 10.  Average Delay of Two Protocols with requests in 1s 
(1)  When the number of MNs requesting for roaming 
service is relatively small (<13), the success ratios of 
authentication for both protocols are the same, i.e., 
100%. In this case, there is little communication 
collision as well as packet loss. 
(2)  When the number of MNs requesting for roaming 
service increases, the success ratio of authentication 
in our protocol becomes higher than that in EAP-
TLS. The failure of authentication is caused by 
communication collision and packet loss in the 
network. 
(3)  Average delay of our protocol is much shorter than 
that of EAP-TLS. Although the calculation time of 
our protocol is longer, the communication delay is 
much shorter in our protocol than that in EAP-TLS, 
which results in lower average delay and also 
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IV.B. 
(4)  As the requesting time increases from 0.5 second to 
1 second, both protocols gain a higher success ratio 
due to less collision. However, our protocol still has 
a much better performance than EAP-TLS. 
VII.  CONCLUSION 
We presented a new authentication protocol for 
roaming in WMNs and performed formal analysis and 
simulation experiments to compare our protocol to other 
similar protocols in this paper. The analysis and 
experiments show that our protocol has a high 
performance, availability and security. However, due to 
its longer calculation delay, our protocol is less 
advantageous for short-distance roaming in WMNs and is 
therefore more suitable for a long-distance roaming. In 
our future research, we will further improve and optimize 
our protocol.  
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Abstract—The 2G GSM communication system only 
provides one-way authentication mechanism which just 
authenticate the identities of mobile users. As we know, this 
is not resistant to fake BTS attack. But for the huge cost for 
building a fake BTS before, this kind of attack were not 
really implemented before. This paper presents an 
implement of fake BTS based on software radio technologies. 
Furthermore, this paper discusses two types of fake BTS 
attacks on our software radio platform. The first attack is 
IMSI/IMEI catch attack, which can get the mobile phone’s 
IMSI and IMEI. With this information, attacker can got the 
track of the man with this phone. The second attack is 
selective jamming attack. After get the IMSI and IMEI of 
the mobile phone, the attackers can decide whether the 
mobile phone is blocked or not. We will analyze the GSM 
protocol which is relevant to the interception system and 
later present the performance of such a system by real tests 
and demonstrate its feasibility. 
Index Terms—GSM/UMTS; jamming system; IMSI-catcher 
I.   INTRODUCTION 
GSM is the most widely used cellular standard in the 
world. Over 1000 million users are using gsm mobile 
phone, mostly in Europe and Asia. The GSM system is 
based on TDMA radio access and PCM trunking. It using 
SS7 signalling with mobile-specific extensions. The 
GSM provides authentication and encryption capabilities. 
But in recent years, many security problems were 
discovered. 
The problems with GSM security are included as 
follows: 
•  Only provides access security-communications 
and signaling traffic in the fixed network are not 
protected. 
•  Does not address active attacks. 
•  Only as secure as the fixed networks to which 
they connect. 
•  Lawful interception only considered as an after-
thought 
•  Terminal identity cannot be trusted 
•  Difficult to upgrade the cryptographic 
mechanisms 
•  Lack of user visibility 
As discussed above, there attacks on GSM networks 
can divided into three types: 
•  Eavesdropping. This is the capability that the 
intruder eavesdrops signaling and data 
connections associated with other users.  
•  Impersonation of a user. This is the capability 
whereby the intruder sends signaling and/or user 
data to the network, in an attempt to make the 
network believe they originate from the target 
user. 
•  Impersonation of the network. This is the 
capability whereby the intruder sends signaling 
and/or user data to the target user, in an attempt 
to make the target user believe they originate 
from a genuine network.  
•  Man-in-the-middle. This is the capability 
whereby the intruder puts itself in between the 
target user and a genuine network and has the 
ability to eavesdrop, modify, delete, re-order, 
replay, and spoof signaling and user data 
messages exchanged between the two parties.  
•  Compromising authentication vectors in the 
network. The intruder possesses a compromised 
authentication vector, which may include 
challenge/response pairs, cipher keys and 
integrity keys. This data may have been obtained 
by compromising network nodes or by 
intercepting signaling messages on network links.  
Fake BTS equipment is necessary in these attacks. A 
fake GSM BTS system is equipment located in a 
restricted area that can act as a real BTS functions and 
broadcast BTS signal over the air and make the mobile 
phones in this area to communicate with it. As we know, 
the 2G communication system only provides one-way 
authentication mechanism which just authenticates the 
identities of mobile users. The mobile phone will hardly 
distinguish the fake one and the legal one. In the past, 
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doi:10.4304/jnw.7.2.275-281developing a BTS device is often an expensive business, 
while only the government can do this. With the 
development of the software radio technologies, we can 
write the code of signal modulation and demodulation on 
the PC and this means we can develop such kind device 
in a cheap way. We developed a software radio platform 
based on FPGA and PC which a BTS protocol stack is 
run on it. On this platform, we demonstrate two types of 
attack based on fake GSM BTS. The first attack is 
IMSI/IMEI catch attack, which can get the mobile 
phone’s IMSI and IMEI. With this information, attacker 
can got the track of the man with this phone. The second 
attack is selective jamming attack. After get the IMSI and 
IMEI of the mobile phone, the attackers can decide 
whether the mobile phone is blocked or not. Through 
comparing these IMSI numbers with a local cache we can 
decide whether to block certain mobile stations (MS). 
Our system support both GSM and UMTS networks. In a 
word, this system is much simpler and more flexible than 
former ones [2].  
This paper is described as follows. In Section II, we 
describe existing GSM jamming systems. Section III 
presents the architecture of the software radio platform. 
In Section IV, we analyze GSM protocol according to 
how we can obtain MS IMSI numbers, and propose a 
blocking method. In Section V, we show our attacks 
implement on our platform. Section VI concludes the 
paper. 
II.  BACKGROUND 
If an MS is connected to a fake base station an attacker 
could intercept all communications made by the MS, and 
act as the person being contacted. The attacker could also 
initiate communications to the MS, again impersonating 
who ever he wants. Since the base stations do not 
authenticate themselves to the MSs, all that is needed 
here for the attacker is to operate a BTS in the vicinity of 
his victim. The attacker needs to make sure that his BTS 
transmits on a beacon frequency of the victim’s provider, 
and that his BTS transmits the MCC and MNC of the 
same provider. The subscriber might notice that he is 
under an attack if the fake base station attack is continued 
long enough. Because he is no longer connected to his 
provider no call can be made to this MS, no calls by the 
MS will end up anywhere accept at the attacker, and calls 
made by the MS will not appear on bills.  
The type of fake GSM BTS attack is described in [1]. 
It uses a jamming device such as [3] to block all the 
downlink active carries in the detected area and provides 
a fake carrier. Since MS can not communicate with all the 
true carriers in that area, they will detect this fake one and 
perform self-identification for emergency calls. In other 
words, this detector uses indiscriminate frequency 
jamming to get mobile identities and blocks all MS in 
that area. 
An advanced interception system which can selectively 
jam MS is present in [2]. It is a combination of a detector 
in [1] and a selective interceptor. The detector forces the 
MS to communicate with a fake BTS system and make 
self-identification. Then the selective interceptor captures 
the MS identity through monitoring information 
exchange between MS and the fake BTS system. By 
comparing the identity with a local repository, this 
interceptor decides whether to trigger a local jamming 
device to generate interferences that disturb active 
downlink carriers. Therefore, the MS’s activity is 
controlled.  
However, a fake BTS system [2] must be made before 
user traffic flow starts which is a hard real-time constrain; 
besides there is only an instance in which the remaining 
transaction information is ciphered so the interceptor 
cannot monitor further messages. This means the 
interception system must be very complex. In addition, 
both schemes described above need as many jamming 
modules as active carriers received; therefore the cost is 
relatively high. 
III.  THE SOFTWARE RADIO PLATFORM 
We developed a software radio platform to run the 
BTS protocol stack. This interception system is mainly 
comprised of three modules: a GSM RF device, 
modulation/demodulation module and a GSM protocol 
stack which is running on AM3517 Experiment Kit.  
The GSM RF device serves as a digital base band and 
IF section of a radio communication system, it has a 
transceiver and receiver daughter board placed upon a 
mother board. The mother board implements the 
modulation/demodulation process. The data gets from 
this device is transmitted to a AM3517 Experiment Kit 
through an Ethernet interface, and the remaining work 
such as control logic, mobile management as well as 
radio resource management is done in software on the 
AM3517 Experiment Kit. Otherwise, the AM3517 
controller adjusts the power and frequency of RF device 
via USB interface. 
The architecture of our software radio platform is 
showed in figure 1. The design of RF device is shown on 
figure 2. The signaling from the air, is received by the RF 
front-end of transceiver, with the process of amplifying, 
mixing, filtering, A/D converting, and then sent to the 
FPGA on the mother board to be demodulated. The 
FPGA is responsible for demodulation and send the 
demodulated data to the AM3517。On the contrary, 
FPGA read the transmitted data from AM3517 controller, 
modulate and send it to the RF front-end where the 
signaling were D/A converted, filtered, mixed, amplified 
and sent to the air via the aerial. 
We choose the AM3517 Experiment Kit to run the 
GSM protocol stack. The operating system is linux with 
the kernel 2.6.32. The whole GSM protocol includes 
three layer: physical layer, LLC layer and the third layer. 
The third layer is also divided into three sub-layers: 
Radio Resource Layer, Mobility Management Layer and 
Call Control Layer.  
The mother board includes FPGA, which is 
responsible for modulation/demodulation process of base-
band signal. The logical architecture of the FPGA, 
includes the modulation module, demodulation module, 
frame synchronization module and Ethernet interface 
module. 
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Figure 1.   The architecture of our software radio platform 
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Figure 2.   The design of RF device 
IV.  THE ATTACK BASED ON FAKE GSM BTS 
A.  IMSI/IMEI Catcher 
The whole system is present in Fig. 3. The mobile 
phone with engineering mode in this system detects all 
true active carriers in the target area, and sorts them in 
descending mode according to "cell reselection criterion" 
parameter C2. The AM3517 Experiment Kit gets the 
carrier information list from the phone and choose one 
carrier which is not strong enough, like the sixth or the 
last one, as the fake carrier of this interception system. 
The reason why we use an existed carrier is that this 
carrier is present in the BCCH allocation (BA) lists of 
other true carriers, which is broadcasted in information 
messages. Therefore, if our fake carrier is the same as one 
of the carriers in such a list mentioned above, MS will 
connect to our fake base station automatically under 
certain circumstance. In that case, we do not need any 
jamming device and since MS must need a period of time 
to detect failure of affect carrier if jammed, the speed 
would be faster to let MS connect to our fake BS 
automatically. It would be argued that the existed carrier 
may interfere with our fake carrier because they are the 
same. However, the carrier we choose is weak enough (it 
is one of the last several in the list), according to GSM 
specification [6], if the carrier to interference power ratio 
>9dB, then MS will consider the true carrier as noise and 
connect to our fake-base station successfully under 
certain conditions. 
In order to make our fake-base station seem real to 
MS, the BCCH of our fake-base station must carry the 
same mobile country code and mobile network code as 
the local true BS. As a result, we have to prepare different 
interception systems for different operators. Moreover, 
the location area identity (LAI) of BCCH must be 
different from those existed in nearby true carriers which 
can be obtain through our detect phone, so that a location 
update procedure will be triggered if any mobile phone 
tries to connect to our fake-base station, and then we can 
get IMSI/IMEI of these phones.  
 
 
Figure 3.   IMSI Catcher: Local identity check and selective blocking  
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In this paper, we propose an attack about selective 
jamming. Briefly, its operation can be described as 
follows. 
1)  The interceptor communicates with a remote 
server to get the identity repository. In this case, real-time 
blocking will not be affected by connecting speed.  
2)  Someone may ask how IMSI numbers can 
correspond to phone numbers or people’s names. For one 
thing, we can get them from mobile switch centre (MSC). 
For the other, we can use a device demonstrated in 
section Ⅱ to get the IMSI number of a certain SIM card. 
3)  The interceptor checks obtained IMSI numbers in 
a local identity database. If they are not listed or 
privileged, the interceptor can either accept or reject these 
phones’ cell reselection request with specific reasons. On 
the contrary, the fake-base station should reject it with 
cause 13 (Roaming not allowed in this location area) [5] 
(Annex G), so the MS will switch to another BS which is 
true. 
V.  PROTOCOL ANAYLSIS 
A.  Cell Selection and Reselection 
According to [4] (Section 6.6), MS will synchronize 
to and read the BCCH information for the 6 strongest 
non-serving carriers, and at least every 5s the MS shall 
calculate the value of C1 (path loss criterion parameter) 
and C2 for the serving cell and re-calculate C1 and C2 
values for non serving cells.  
A cell reselection may take place if following 
condition is met: 
1)  The calculated value of C2 for a non-serving 
suitable cell exceeds the value of C2 for the serving cell 
for a period of 5 seconds (both cells are in the same 
location area). 
2)  The calculated value of C2 for a non-serving 
suitable cell exceeds the value of C2 for the serving cell 
by at least CELL_RESELECT_HYSTERESIS dB as 
defined by the BCCH data from the current serving cell 
for a period of 5 seconds (the two cells are in different 
location areas). 
3)  The path loss criterion (C1) for current serving cell 
falls below zero for a period of 5 seconds. This indicates 
that the path loss to the cell has become too high. 
4)  Current serving cell is barred. 
5)  MS downlink signaling failure counter (DSC) 
expires, which takes a time TF [1]. (Case 5 is used by [1] 
and [2]) 
From the conditions mentioned above we can see that 
if we can make the value of C2 for the fake-base station 
calculated by MS higher than the value of C2 for the 
serving cell by at least 
CELL_RESELECT_HYSTERESIS dB, then a cell 
reselection will happen (we can use this feather to give 
CELL_RESELECT_HYSTERESIS of our fake-base 
station a large value to prevent MS switch to other BS 
easily). In addition, since the LAI of the fake-carrier is 
different from all the true carriers, a location update 
procedure will follow, from which we can get the IMSI of 
MS. 
The calculation of the path loss criterion parameter 
C1 and the reselection criterion C2 is described in [4]. 
The path loss criterion parameter C1 used for cell 
selection and reselection is defined by: 
  C1 = (A - Max(B,0))      (1) 
where  
  A = RLA_C - RXLEV_ACCESS_MIN  (2) 
  B = MS_TXPWR_MAX_CCH – P   (3) 
except for the class 3 DCS 1 800 MS where:  
  B = MS_TXPWR_MAX_CCH + POWER 
OFFSET  –  P      (4) 
  RLA_C = received level averages    (5) 
RXLEV_ACCESS_MIN = Minimum received signal 
level at the MS required for access to the system. 
MS_TXPWR_MAX_CCH = Maximum TX power level 
an MS may use when accessing the system until 
otherwise commanded. POWER OFFSET = The power 
offset to be used in conjunction with the MS TXPWR 
MAX CCH parameter by the class 3 DCS 1 800 MS. P = 
Maximum RF output power of the MS. All values are 
expressed in dBm. The path loss criterion [7] is satisfied 
if C1 > 0. 
According to the definition of C1 above, we can see 
the closer MS is to the BS, the higher the value of C1 will 
be. Since MS will try to connect to the BS with the 
highest C1 value at power up, we can simply make the 
signal level of the fake-base station the highest in the 
target area by improve the transmit power. 
The value of C2 is defined as follows. 
  C2 = C1 + CELL_RESELECT_OFFSET - 
TEMPORARY OFFSET * H(PENALTY_TIME - T) for 
PENALTY_TIME <> 11111      (6) 
  C2 = C1 - CELL_RESELECT_OFFSET for 
PENALTY_TIME = 11111      (7) 
Where T is a timer implemented for each cell in the 
list of strongest carriers, CELL_RESELECT_OFFSET is 
used to give different priorities to different bands when 
multiband operation is used, TEMPORARY_OFFSET 
applies a negative offset to C2 for the duration of 
PENALTY_TIME after the timer T has started for that 
cell, and PENALTY_TIME is the duration for which 
TEMPORARY_OFFSET applies. 
CELL_RESELECT_OFFSET, 
TEMPORARY_OFFSET, PENALTY_TIME and 
CELL_BAR_QUALIFY are optionally broadcast on the 
BCCH of the cell. If not broadcast, the default values are 
CELL_BAR_QUALIFY = 0, and C2 = C1. 
From above and [7] we can see that cell prioritization 
can be achieved during cell reselection by the use of the 
reselection parameters optionally broadcast. Cells are 
reselected on the basis of a parameter called C2 and the 
C2 value for each cell is given a positive or negative 
offset to encourage or discourage MS to reselect that cell. 
Therefore, we can change the offset value to adjust the 
value of C2 and then change the priority of the fake-base 
station. For example, we can give a big value to 
CELL_RESELECT_OFFSET and set TEMPORARY 
OFFSET to 0 in order to improve the priority of the fake-
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the target area, we can also increase the value of C2, 
which is based on C1, to meet our demands. 
B.  Blocking Method 
To implement a location update procedure when MS 
try to connect to the fake-base station, we consider the 
following steps [6] (Section 4.4.4). 
1)  The MM sublayer within the mobile station will 
request the RR sublayer to establish a RR connection 
through an uplink RACH (random access channel), and 
then the BS allocates a four-slot SDCCH to MS using 
CCCH. 
2)  The mobile station initiates the location updating 
procedure by sending a LOCATION UPDATING 
REQUEST message to the network via a dedicated uplink 
four-slot SDCCH-i channel. 
3)  The network may initiate the identification 
procedure, e.g. if the network is unable to get the IMSI 
based on the TMSI and LAI used as identification by the 
mobile station, it will send an IDENTITY REQUEST 
message in the corresponding downlink four-slot 
SDCCH-i channel. In this scenario, MS will answer an 
IDENTITY RESPONSE via SDCCH-i. 
4)  An authentication procedure will be initiated by 
the network. 
5)  The network will initiate the ciphering mode 
setting procedure, for example, if a new TMSI has to be 
allocated. 
6)  If the location updating is accepted by the network 
a LOCATION UPDATING ACCEPT (containing new 
TMSI and LAI) message is transferred to the mobile 
station which still uses a downlink four-slot SDCCH-i 
channel. 
Taking these facts into account, if we would like to 
get the IMSI number of a mobile phone, we can let the 
fake-base station send an IDENTITY REQUEST 
message specifies the requested identification parameters 
(IMSI) in the identity type information element during 
the location update procedure, and then wait to receive an 
IDENTITY RESPONSE message from MS, which 
contains the IMSI number we want. 
 
Figure 4.   GSM TDMA 
Among the Location update steps, MS must use 
RACH to establish a connection with BS, then the BS 
allocates a SDCCH-i to MS via AGCH (access control 
channel) which is part of CCCH, and the following steps 
use this SDCCH-i to complete the procedure. Ideally, in a 
complete location update procedure, CCCH is used once, 
and downlink SDCCH-i is used at least 3 times 
(IDENTITY REQUEST, LOCATION UPDATING 
ACCEPT/REJECT, and CHANNEL RELEASE), 
therefore in order to maximize the number of MS that can 
be processed within a constant time, we must optimize 
the 8 time slots in a TDMA frame. Figure 2 shows 2 
types of TDMA combinations—combination IV and 
combination VII. Combination IV contains maximum 
CCCH of all and combination VII contains maximum 
SDCCH of all. One possible optimized case is that we 
use combination IV for slot 0 and 2, combination VII for 
other slots. Since the length of 51 TDMA frames is about 
235.38ms, there are 9 CCCH frames in combination IV. 
In a second, there are 1s/235.38ms*9*2=76.47 four-slot 
CCCH. The number of downlink SDCCH-i is 
1s/235.38ms*8*6=203.93 which can be used for 
203.93/3=67.97 times of location update procedure. So in 
a second, at most 67 MS can be processed. 
C.  Blocking Method 
In this section, we propose an interceptor to 
selectively block mobile phones. After mobiles phones 
perform location update procedure on the fake-base 
station, we can choose whether to block it according to 
their IMSI. If they are not listed in our database or 
privileged, the interceptor accepts these phones’ cell 
reselection requests. When these accepted phones want to 
make phone calls or send SMS, the fake-base station just 
reject them. As long as these phones do not disconnect 
from our fake-base station, their behaviors are 
constrained. The method to make mobile phones connect 
to our fake-base station and keep connecting to it is 
demonstrated in the last section. In addition, the fake-
base station can also send a reject message with cause 3 
(Illegal MS) [6] (Annex G: GSM specific cause values 
for mobility management), this will make the MS 
disconnect from the whole network until it leaves this 
target area and restart. On the other hand, the fake-base 
station can send a reject message with cause 11 (PLMN 
not allowed) [6] (Annex G), in that case, the MS will 
attempt to connect to the fake-base station for a number 
of times then remain the status of unconnected until it 
leaves the target area and perform another location update 
to the true BS. However, for those mobile phones which 
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message with cause 13 (Roaming not allowed in this 
location area) [6] (Annex G), so the MS will put the LAI 
in a black list for 12 hours and switch to a true base 
station, therefore the MS can make calls normally.  
It is argued that since our identity database may 
update from time to time and once a privileged user 
comes into the target area, the LAI of our fake-base 
station will be put in a black list, so if the former 
privileged user comes into this target area again within 12 
hours, he will not be captured by the fake-base station. In 
this scenario, we can change the LAI of the fake-base 
station once someone is deleted from the identity 
database. 
VI.  INTERCEPTION SYSTEM’S FEASIBILTY 
A.  Function Tests and Performance 
All realistic tests were performed in the library, 
Southeast University. We used the GSM network of 
China Mobile. There are 83 students in the reading room 
(about 95% students in our city use China Mobile) and 
some students on the second floor may be affected by our 
interception system. We used the software radio platform 
showed in figure 5 to run our implement. 
 
Figure 5.   The software radio platform 
We observe the spectrum of our fake-base station 
with a ROHED SCHWARZ FSP SPECTRUM 
ANALYZER. The frequency of the fake-base station 
turns at 947MHz, which corresponding to the ARFCN 
(Absolute Radio Frequency Channel Number) of 60. 
When MS come into the target area, the interception 
system can get their IMSI through location update 
procedure. The time elapsed between the start of the 
interception system and the first IMSI caught is 9 
seconds. 
Figure 6 shows the number of IMSI caught in one 
test. The curve was drawn by Microsoft Excel 2003, and 
it shows the data of the first 42s because there was almost 
no variation afterwards. 
In [2], the enhanced selective interceptor needs more 
than 2500 seconds to reach a 90% hit, and it has only 
150ms to check the identity of MS and trigger the 
jamming unit if needed. Obviously, our system is much 
more efficient and enjoys great flexibility. 
 
 
Figure 6.   The number of IMSI caught versus time 
Among all the MS, those which are privileged can 
connect to the true BS within 6~10 seconds and make 
phone calls successfully. However, for those unprivileged 
MS, if we make the fake-base station accept them, 
although they look normal, they can not make calls. 
B.  Expand the Target Area 
Since we cannot increase the transmit power of the 
GSM RF device unlimitedly, the bound of the target area 
within which the C2 value of our fake-base station 
remains highest is limited. However, we can make inner 
fake-base stations use new carriers. 
Obviously, peripheral fake-base stations in Figure 7 
can always get proper weak carrier from true BS. 
Nevertheless, since there may not be enough weak true 
carriers for inner fake-base stations, we can assign new 
carriers to them and broadcast these new BCCH carriers 
in the BA (BCCH Allocation) list of all the peripheral 
fake-base stations. When a mobile station enters this 
target area, it must be captured by peripheral fake-base 
stations and gets the list which indicates the BCCH 
carriers of the surrounding cells (including those fake 
ones), as a result, when the mobile station go through the 
center of the target area, it can still discover those fake-
base stations and consider them as its first choice. This 
approach also needs more than one true carrier, but at 
most times, they are not hard to get for the peripheral 
fake-base stations, and the number of new carriers for 
those inner ones can be expanded unlimitedly. 
 
 
Figure 7.   fake-base stations in a large target area 
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In this paper, we have presented a real-time 
IMSI/IMEI catcher and a selective jamming system of the 
GSM Terminals. Furthermore, we developed a low-cost 
software radio platform to implement our attacks and 
measure the performance. Unlike other Terminal 
detectors or interceptors which need as many jamming 
units as true carriers received, we do not need any 
jamming device. What’s more important, this system is 
not subject to time constrains (in [2], the jamming unit 
must start within a certain instant). This obviously 
simplifies the design and reduces the whole cost. This 
interception system can get the IMSI of MS which enter 
the target area, and block non-privileged users by means 
of the method presented in Section V-C. We have tested 
its performance in Section VI. 
The results demonstrate that our design is feasible and 
can meet real-time demands. 
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Abstract—This paper studies the minimum number of 
differential/linear active S-boxes for a class of generalized 
Feistel cipher with SP type F-function (GFNSP for short). 
We prove that m  rounds  m-GFNSP guarantee one 
differential active S-box and one linear active S-box, and 
2m(m≥3) rounds guarantee  1 P D +   differential active S-
boxes and  1 P L +  linear active S-boxes, where  P D  and  P L  
are the differential and the linear branch number of the 
diffusion layer in F-function respectively. Hence, lower 
bound of the number of differential active S-boxes and that 
of linear active S-boxes for GFNSP with arbitrary round are 
deduced respectively, moreover, the previous one could be 
reachable for 02 3 rm ≤≤ − and  23 3 mr m ≤≤ −as 
well as the latter one be reachable for 02 2 rm ≤≤ − and 
2 rm = , where r  denotes the number of rounds.  
 
Index Terms—block cipher, generalized Feistel network, 
SPN, active S-boxes 
 
I.  INTRODUCTION 
The substitution-permutation network (SPN)  is a 
fundamental block cipher model which is designed to 
implement Shannon’s suggestions of confusion and 
diffusion. And the Feistel network is also one of the most 
famous architecture for the design of block cipher. The 
Feistel structure was proposed by H. Feistel [1], and was 
adopted in DES and some other block-ciphers. Later, 
Schneier and Kelsey extended the Feistel cipher to 
generalized Feistel ciphers (GFC)[2]. Adams [3] applied 
generalized Feistel structure to the design of CAST-256. 
In this paper we’ll discuss generalized Feistel network 
employ SPN or PSN as its round function, and we want 
to provide the practical security results of these two 
models. 
Nowadays, best known methods of attacking block-
ciphers are differential cryptanalysis [4] and linear 
cryptanalysis[5]. Since they are very powerful, any 
designer should evaluate whether his new cipher can 
resist these two attacks. Kanda et al. [6] classified four 
measures to evaluate the security  of a cipher against 
differential and linear cryptanalysis as follows: 
Precise measure: The maximum average of 
differential and linear hull probabilities. 
Theoretical measure: The upper bounds of the 
maximum average of differential and linear hull 
probabilities. 
Heuristic measure: The maximum average of 
differential characteristic and linear approximation 
probabilities. 
Practical measure: The upper bounds of the 
maximum average of differential characteristic and linear 
approximation probabilities. 
Moreover, Rijmen[7] introduced differential and 
linear branch number for SPN ciphers in order to evaluate 
its ability against differential and linear attacks. These 
concepts provide measurements for the maximum 
probability of two rounds differential and linear 
characteristic. Further, this concept could be extended to 
some other structures. For example, in Kanda’s paper[8], 
he made an application of branch number to estimate the 
maximum probabilities of some consecutive rounds’ 
differential and linear characteristic by clarify the 
minimum number of active S-boxes for Feistel network. 
Later, Wu et.al. get the minimum number of active S-
boxes of 16-round 4-GFNSP [9]. As an extension, this 
paper focuses on the practical security of m-GFNSP 
models also by estimating the minimum number of active 
S-boxes, just follow Kanda and Wu’s work.  
Our paper is organized as below: 
Section2 introduces some notations and basic 
concepts. Sect.3 discusses the least number of differential 
active S-boxes of GFNSP. Sect.4 discusses the least 
number of linear active S-boxes of GFNSP parallel. 
Finally, the paper is concluded in Section 5. 
II.  PRELIMINARIES 
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Firstly, we’ll introduce some notations through this 
paper. 
⊕   denotes the bitwise XOR; +  denotes  the 
addition over real number space; and #{ } •  denotes the 
number of elements in a set.  
Then, we’ll introduce some definitions. 
Definition 1. (m-GFN)  An  m -branch generalized 
Feistel network (GFN) is defined as an iterative structure 
which employs  
12 12 2 1 ( ,,,)(,,,, , () ) mm m mk m R xx x x xx x x Fx −− =⊕     
as its round function. Here  k   denotes the round key, 
:{0,1 } {0,1 }
nn F →  and 1,, { 0 , 1 }
n
m xx ∈   . 
Definition 2. (SP network) Let 
1,,: { 0 , 1 } { 0 , 1 }
s s
t SS →    be non-linear bijections,  : P  
{0,1}
st → {0,1}
st  be a linear bijection,  1 (, ,) t kk k =    
is the round key, then the round function 
:{0,1} {0,1} {0,1}
sts t s t F ×→ of  SP  network (SPN) is 
defined by 
11 1 ( , ) ( () , , () ) tt t F xk PS x k S x k =⊕ ⊕   . 
Definition 3. (m-GFNSP) An m-GFNSP is defined 
as an m-GFN which employs a SPN as its F function.  
Definition 4. (m-GFNPS) Let  1,,: t SS    
{0,1} {0,1}
s s → be non-linear bijections, 
:{0,1 } {0,1 }
sts t P →  be a linear bijection,  {0,1}
st k ∈  is 
the round key,  11 1 ( , , ) ( ( ), , ( )) tt t Sx x S x S x =     for 
1,, { 0 , 1 }
s
t xx ∈   . Then an m-GFNPS is defined as an 
m-GFN which employ  () ( ) k Fx S P x k =⊕  as  its  F 
function. 
Now we give the links between an m-GFNPS and an 
m-GFNSP. 
Proposition 1. Let 
11 tt
PSP S P S
PSk k k E QQ Q
− =   , 
11 tt
SP SP SP
SP k k k E QQ Q
− =    where P is a linear bijection and 
1
12 1
(, , )
(,,, , ( ( ) ) )
PS
km
mm m m
Qx x
x xx xP S x k −− =⊕ ⊕
 
 
 
1
12 1
(, , )
(,,, , ( ( ) ) )
SP
km
mm m m
Qx x
x xx xS P x k −− =⊕ ⊕
 
 
 
Then 
1
SP PS EP E P
− = , where  1 (, , ) m Px x    
1 ( ( ), , ( )) m Px Px =   . 
 Proof. It’s easy to verify that 
1
1 (, , ) m Px x
−    
11
1 (( ) , ,( ) ) m Px Px
−− =    and  SP E  
1
PS PEP
− = . Hence 
1
SP PS EP E P
− = .  
                                                                         □ 
We know from Proposition 1 that an m-GFNPS has 
the same safety with an m-GFNSP under known plaintext 
attacks. Hence it is enough to study the design and 
analysis of m-GFNSP. 
Definition 5. ( bundle weight) Let  {0,1}
st x∈  be 
12 (, , ,) t x xx x =    with  {0,1}
s
i x ∈ , then the bundle 
weight  () wx  of  x is defined by 
() # {: 0 , 1 } i wx i x i t = ≠≤ ≤ . 
Definition 6. Let  :{0,1 } {0,1 }
nn f →  and 
,{ 0 , 1 }
n αβ ∈ , the differential probability and linear bias 
of  f  are defined respectively by 
()
1
#{ {0,1} : ( ) ( ) }
2
f
n
n
p
xf x f x
αβ
α β
→
=∈ ⊕ ⊕ =
 
2
1
()
1
(# { { 0 , 1 } : ( ) } 1 )
2
f
n
n xx f x
ρα β
αβ
−
→
= ∈= − ii
 
where  ab i   denotes the parity (0 or 1) of the bit-wise 
product of a and b.  
Throughout this paper, we denote by 
D α β ⎯⎯ → and 
L α β ⎯⎯ →   as the differential 
correspondence and linear correspondence of mapping f 
respectively. We denote the maximum differential 
probability and the maximum linear bias of an S-box by 
max
0,
max ( ) S pp
αβ
α β
≠
=→  and  max
,0
max ( ) S
αβ
ρ ρα β
≠
=→  
respectively. 
Definition 7. ( branch number) Let  :{0,1 }
st f  
{0,1}
st → be a linear mapping. Then the differential 
branch number and the linear branch number of f  is 
defined respectively by 
min{ ( ) ( ): ( ) 0, , {0,1} ,
0}
st
ff Dw x w y p x y x y
x
=+ → ≠ ∈
≠
and  
min{ ( ) ( ): ( ) 0, , {0,1}
,0 }
st
ff Lw x w y x y x y
y
ρ =+ → ≠ ∈
≠
. 
Definition 8. (active S-box) A differential (resp. 
linear) active S-box is defined as an S-box whose input 
difference (resp. output mask) is non-zero. 
In the following part, we just focus on the minimum 
number of differential active S-boxes and linear active S-
boxes in differential and linear characteristics 
respectively.  
III.  MINIMUM NUMBER OF DIFFERENTIAL ACTIVE S-
BOXES FOR GFNSP 
In this section, we’ll discuss how many differential 
active S-boxes will appear at least in r and 2r rounds m-
GFNSP differential characteristic chain. Our goal is to 
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clarify the minimum number of differential active S-
boxes in arbitrary rounds of m-GFNSP.  
The following lemma is trivial. 
Lemma 1. Non-trivial  differential correspondence 
of the round function for m-GFN must be 
11 1 2 1 (,, , ) ( ,, , , )
D
mm m m m αα α α α α β α −− − ⊕ ⎯⎯ →    . 
Moreover, the differential correspondence of its F-
function is 
D
m α β ⎯⎯ → , and  
11 1 2 1 (( , , , ) ( , , , , ))
D
Rm mm m m p αα α α αα β α −− − ⊕ ⎯⎯ →     
()
D
Fm p α β = ⎯⎯ → . 
Corollary 1. Let  1 t ≥  and 
11 1
12 (,, ,)
tt t
m αα α
−− −    
12 (,,, )
Dt t t
m α αα ⎯⎯ →   be a differential correspondence 
of the t-th round function for an m-GFN .Then 
11 2 2
12 3 1
tt tt t m
mm αα αα α
−+ ++ −
− == = ==   . 
Proof.  From lemma 1 we can get 
1
1
tt
m α α
− =  and 
12 2
12 3 1
tt t t m
m αα α α
++ + −
− === =     for  1 t ≥ .  
           □ 
Now we start to discuss the minimum number of 
differential active S-boxes for differential characteristic 
chains. 
Proposition 2. Non-trivial differential characteristic 
chains for r rounds m-GFNSP with rm <  may have no 
differential active S-box. 
Proof. By Lemma 1, it could be seen that the non-
trivial differential characteristic chains derive from the 
input difference ( ,0,0, ,0) α    with  0 α ≠  has  no 
differential active S-box. 
                         □ 
Theorem 1 A non-trivial differential 
characteristic of chains for m rounds m-GFNSP has at 
least one differential active S-box. 
Proof. Lemma 1 shows that for a differential 
characteristic chain 
00 0
12
11 1
12 1 2
(,,,)
(,, ,) ( , , , )
DD
m
D mm m m m m
mm
αα α
α αα α α α
−− −
⎯⎯ →⎯ ⎯ →
⎯⎯ →
  
  
, 
relevant difference correspondences of F-functions are 
00 1
1
D
mm m α αα − ⊕ ⎯⎯ → , 
11 2
1
D
mm m α αα − ⊕ ⎯⎯ → , 
  
1 m
m α
−  
1
1
Dm m
mm α α
−
− ⊕ ⎯⎯ →  . 
So the number of active S-boxes is calculated by 
01 1 () () ( )
m
mm m wa wa wa
− ++ +   . 
If 
01 1 () () ( )0
m
mm m wa wa wa
− ++ + =   , then 
01 1 0
m
mm m aa a
− === =   . Then correspondences of 
F-functions must be  
0
1 00
D
m α − ⊕ ⎯⎯ → , 
1
1 00
D
m α − ⊕ ⎯⎯ → , 
  
1
1 00
Dm
m α
−
− ⊕ ⎯⎯ → . 
Hence 
01 2 1
111 1 0
m
mmm m ααα α
−
−−− − = == ==   . 
By Corollary 1, we get 
01
1 0
i
mi m αα
−
−− ==  for 
21 im ≤ ≤− . So 
00 0 0
12 1 0 mm m αα α α −− = == = =   , 
which conflicts with our assumption that the input 
difference is non-trivial.     
                            □ 
Theorem 2. A non-trivial differential 
characteristic of chain for 2m (m≥3) rounds m-GFNSP 
has at least  1 P D +   differential active S-boxes. 
Where P D denotes the differential branch number of P 
function in the F-function. 
Proof.  Lemma 1 shows that for a differential 
characteristic chain 
00 0
12
21 21 21 2 2 2
12 1 2
(,,,)
(,, ,) ( , , , )
DD
m
D mm m m m m
mm
αα α
αα α α α α
−− −
⎯⎯ →⎯ ⎯ →
⎯⎯ →
  
  
, 
the relevant difference correspondences of F-functions 
are 
00 1
1
D
mm m α αα − ⊕ ⎯⎯ → , 
11 2
1
D
mm m α αα − ⊕ ⎯⎯ → , 
  
21 21 2
1
D mm m
mm m α αα
−−
− ⊕ ⎯⎯ → . 
By definition 7, the number of its differential active S-
boxes is  
01 2 1 () ( ) () ( )
mm m
mm mm
active
ww ww αα αα
−− =+ + ++ +   
 
        In the following, we will prove  1 P active D ≥+ . 
From the proof of Theorem 1, we know that 
12 1 ,, ,
mm m
mm m αα α
+ −    are not all 0. Now we discuss in 
two cases. 
Case 1: 
12 2 0
mm m
mm m αα α
+− = == =    and 
21 m
m α
−  
0 ≠ ; 
Case 2: 
12 2 ,, ,
mm m
mm m αα α
+ −    not all 0. 
In case 1, from 
22 21 22
1
D mm m
mm m αα α
−− −
− ⊕ ⎯⎯ →  and 
22 0
m
m α
− =  we  have 
21 22
1 0
mm
mm αα
−−
− ⊕= . Hence 
22 21
1 0
mm
mm αα
−−
− = ≠ . By Corollary 1 we get 
12 2
1 0
mm
mm αα
−−
− = ≠ . From 
11
1
D mm m
mm m α αα
−−
− ⊕ ⎯⎯ →  and 
0
m
m α =  and 
10
1
m
mm α α
−
− =  we know that 
10 1 1
1 ()( )()( )
mm m m
mm mm m P ww ww D αα αα α
−− −
− += +⊕ ≥  
since S boxes are bijiective. Hence by 
21 0
m
m α
− ≠ , we 
conclude 
102 1 ()( )( ) 1
mm
mm m P active w w w D αα α
−− ≥+ + ≥ + . 
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In case 2, there exist 0
i
m α ≠  for  some 
22 mi m ≤≤ − .From differential correspondence 
1
1
iii
mmm α αα
+
− →⊕ and the definition of branch number, 
we get
1
1 () ( )
ii i
mm m P ww D αα α
+
− +⊕ ≥  since S-boxes are 
bijiective. By Corollary 1, we obtain 
12
1
tt m
mm αα
−+ −
− = . 
Since  1 im ≥− , we may put  2 ti m =+− , obtain 
1
1
im i
mm α α
+−
− = . Hence 
11
1
1
1
1
() ( ) ( )
() ( ) ( )
() ( )
ii i m
mm m
ii i
mm m
ii i
mm m P
ww w
ww w
ww D
αα α
αα α
αα α
++ −
+
−
+
−
++
=+ +
≥+⊕ ≥
 
Moreover, if
1 0
i
m α
− ≠ , superscript  1 i − ,i , 1 i + and 
1 im +− are distinct for 3 m ≥ . Hence 
11 1 ()( )()( )
1
ii ii m
mm mm
P
active
ww ww
D
αα αα
−+ + − ≥+ ++
≥+
. 
If
1 0
i
m α
− = , by Lemma 1, 
1
1 0
D ii
mm α α
−
− ⊕ ⎯⎯ →  is 
obtained, so
1
1 0
ii
mm αα
−
− =≠, by Corollary 1, 
1
1 0
im i
mm αα
−−
− =≠ . Any case  1 P active D ≥+  can  be 
concluded.   
                   □ 
It is remarkable that non-trivial differential 
characteristic of chain for 4 rounds balanced Feistel 
network  has at least  P D   differential active S-boxes, 
detail could be found in [8]. 
Notice that for any bijective mapping, non-trivial 
input difference always leads non-trivial output 
difference. Theorem 3 can be concluded since the round 
functions are bijective. 
Theorem 3. Let  2' rm R r =+ (m≥3)with 
0' 2 rm ≤< . Then a non-trivial differential 
characteristic chain for r round m-GFNSP  includes at 
least T differential active S-boxes. Where 
(1 ) , 0 ' ;
(1 )1 , ' 2 .
P
P
DR i f r m
T
DR i f m r m
+× ≤ <
=
+×+ ≤ <
⎧
⎨
⎩
 
Moreover, let () 0 w β ≠ and
D β β ⎯⎯ → be a 
differential correspondence of F-function. Since 
differential characteristic chains for 3m-3 rounds m-
GFNSP  
( ,0, ,0 0) (0, ,0, ,0, ,0)
(0, ,0, ,0, )
(, 0 , , 0 ,,) (,, 0 , , 0 )
( 0 ,,, 0 , , 0 )
(0, ,0, , ) ( ,0, ,0)
(0, ,0, )
D
DD D
D
DD D
DD
D
ββ ββ
ββ
ββ ββ β
ββ
ββ β
β
⎯⎯ →
⎯⎯ →⎯ ⎯ →⎯ ⎯ →
⎯⎯ →
⎯⎯ →⎯ ⎯ →⎯ ⎯ →
⎯⎯ →⎯ ⎯ →
⎯⎯ →
  
  
  
  
  
  
，，
 
may have 1 differential active S-box for last 2m-3 
rounds and  1 P D +  totally. 
Hence the lower bound provided by Theorem 3 
could be reachable for 02 3 rm ≤≤ −  and 
23 3 mr m ≤ ≤− .  
IV.  MINIMUM NUMBER OF LINEAR ACTIVE S-BOXES FOR 
GFNSP 
Our goal of this section is to clarify the lower bound 
of minimum number of linear active S-boxes in arbitrary 
rounds of GFNSP. The results will be presented similar to 
above.  
Lemma 2. Non-trivial linear characteristic of the 
round function for m-GFN must be 
12 1 1 (, ,, ) ( ,,, )
L
mm m ββ β β δβ β − ⊕ ⎯⎯ →    . 
Moreover, the linear correspondence of its F-function is 
1
L
m δ β − ⎯⎯ → , and  
12 1 1
1
(( , , , ) ( , , , ))
()
mm m
Fm
ρββ β β δ β β
ρδ β
−
−
→⊕
=→
  
 
Corollary 2. Let  1 t ≥  and 
11 1
12 (,, ,)
tt t
m ββ β
−− −     
12 (,,, )
Lt t t
m β ββ ⎯⎯ →   be a linear correspondence of the 
t-th round function for an m-GFN. 
Then
12
12
tt t m
m ββ β
− +− ===   . 
Proof. It could be concluded from lemma 2. 
   □ 
Now we start to discuss the minimum number of 
linear active S-boxes for linear characteristic chains.  
Proposition 3. Non-trivial linear characteristic 
chains for r round m-GFNSP with rm <  may have no 
linear active S-box. 
Proof.  By Lemma 2, it could be seen that the non-
trivial linear characteristic chain derive from the input 
mask (0, ,0, ) β    with  0 β ≠  have no linear active S-
box.    
                                     □ 
Theorem 4. A non-trivial linear characteristic of 
chains for m round m-GFNSP has at least one linear 
active S-box. 
Proof. Lemma 2 shows that for a linear 
characteristic chain 
00 0
12
11 1
12 1 2
(,,,)
(,, ,) ( , , , )
LL
m
L mm m m m m
mm
ββ β
β ββ β β β
−− −
⎯⎯ →⎯ ⎯ →
⎯⎯ →
  
  
, 
the associated linear correspondences of F-functions are 
01 1
1
L
mm β ββ ⊕ ⎯⎯ → , 
12 2
1
L
mm β ββ ⊕ ⎯⎯ →  
,,    
1
1
L mm m
mm β ββ
− ⊕ ⎯⎯ →  
So the number of active S-boxes is 
12 () () ()
m
mm m ww w β ββ ++ +   . 
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If 
12 () () ()0
m
mm m ww w ββ β ++ +=   , then 
12 == 0
m
mm m ββ β ==   . By Corollary 2, we get 
0 0
mi
im ββ
− ==  for  11 im ≤≤ − . Notice the linear 
correspondences of F-functions in the first round must be 
01
1 0
L
m ββ ⊕ ⎯⎯ → , we get 
01
1 m β β =  since F-function is 
bijiective. Furthermore, we know 
1
1 0
m
m ββ == by 
Corollary 2. Hence 
01
1 0 m ββ == . So 
00 0
12 0 m ββ β == ==   , which conflicts with the 
assumption of that the input mask is non-trivial.   
                                                                              □ 
Theorem 5. A non-trivial linear characteristic 
chain for 2m  (m≥3) rounds m-GFNSP  has at least 
1 P L +  linear active S-boxes. Where  P L  denotes  the 
linear branch number of the P function in F-function. 
Proof.  Lemma 2 shows that for a linear 
characteristic chain 
00 0
12
21 21 21
12
22 2
12
(,,,)
(,, ,)
(,, ,)
L
m
Lm m m
m
L mm m
m
ββ β
ββ β
ββ β
−− −
⎯⎯ →
⎯⎯ →
⎯⎯ →
 
 
 
 
, 
the corresponding linear correspondences of F-functions 
are 
01 1
1
L
mm β ββ ⊕ ⎯⎯ → , 
12 2
1
L
mm β ββ ⊕ ⎯⎯ → , 
  
21 2 2
1
L mm m
mm β ββ
− ⊕ ⎯⎯ → . 
By definition 7, the number of the linear active S-boxes 
in this chain is  
11 2 '( ) ( )() ()
mm m
mm m m active w w w w ββ β β
+ =+ ++ + +   
In the following, we will prove  '1 P active L ≥+ . 
From the proof of theorem 4, we know that 
11 ,, ,
mm
mm m β ββ
−    are not all 0. Now we discuss in two 
cases. 
Case 1: 
21 0
mm
mm m ββ β
− == = =    and 
1 0 m β ≠ ; 
Case 2: 
21 ,, ,
mm
mm m β ββ
−    not all 0. 
In case 1, from 
12 2
1
L
mm β ββ ⊕ ⎯⎯ →  and 
2 0 m β =  we 
know
12
1 0
L
m ββ ⊕ ⎯⎯ → . Hence
21
1 0 m ββ =≠ . By 
Corollary 2 we get 
12
1 0
m
m ββ
+ =≠  and 
21
1
mm
m β β
+ = . 
From
11
1
L mm m
mm β ββ
++ ⊕ ⎯⎯ → , 
1 0
m
m β
+ ≠  and the 
definition of branch number we know that 
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In case 2, there exist  0
i
m β ≠ for some i with2 im ≤ ≤ . 
From 
1
1
L ii i
mm β ββ
− ⊕ ⎯⎯ →  and the definition of branch 
number, we get
1
1 () ( )
ii i
mm P ww L ββ β
− + ⊕≥  since  S-
boxes are bijiective. By Corollary 2, we 
obtain
1
1=
ii m
m ββ
+ − .  Superscript  1 i − , i and  1 im + − are 
distinct for 3 m ≥ . Hence 
11
1
1
1
1
() ( ) ( )
() ( ) ()
() ( )
ii i m
mm m
ii i
mm
ii i
mm P
ww w
ww w
ww L
ββ β
ββ β
ββ β
−+ −
−
−
++
=+ +
≥+⊕ ≥
 
Moreover, if 
1 0
i
m β
+ ≠ ,  
11 1
'
() ( ) ( ) ( )
1
ii i m i
mm m m
P
active
ww w w
L
ββ β β
−+ − + ≥+ + +
≥+
 . 
When
1 0
i
m β
+ = , we have 
1
1 0
L ii
m ββ
+ ⊕ ⎯⎯ → , so 
1
1 0
ii
m ββ
+ = ≠ . Further by Corollary 2 
1
1 0
im i
m ββ
++ =≠ , 
in any case it could be concluded 
11
'
() ( ) ( ) ( )
1
ii i m i m
mm m m
P
active
ww w w
L
ββ β β
−+ − + =+ + +
≥+
. 
                                □ 
It is remarkable that non-trivial linear characteristic 
of chain for 4 rounds balanced Feistel network  has at 
least  P L  linear active S-boxes, detail could be found in 
[8]. 
Notice that for any bijective mapping, non-trivial 
input mask always leads non-trivial output mask. 
Theorem 6 can be concluded since the round functions 
are bijective. 
Theorem 6. Let  2' rm R r =+  (m≥3) with 
0' 2 rm ≤ < . Then a non-trivial linear characteristic 
chain for r rounds m-GFNSP has at least T′ linear active 
S-boxes. Where 
(1 ) , 0 ';
(1 ) 1 , ' 2 .
P
P
LR i f r m
T
LR i f m r m
+× ≤ <
′ =
+×+ ≤ <
⎧
⎨
⎩
 
Moreover, let  () 1 w β = , and 
L β β ⎯⎯ →  be  a 
linear correspondence of F-function. Then linear 
characteristic chain for 2m rounds m-GFNSP 
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may have 1 P L +  linear active S-boxes totally as well 
as 1 without the first and the last round. Hence we may 
predicate the lower bound provided by Theorem 6 
could be reachable for 02 2 rm ≤≤ − and2m . 
V.  CONCLUSION 
In this paper, we discussed the minimum number of 
active S-boxes in differential characteristic of m-GFNSP. 
We deduced a lower bound of the number of differential 
active S-boxes and that of linear active S-boxes for 
GFNSP with arbitrary round respectively. As far as we 
know, these bounds are reachable in some cases.  
Wu et.al.[9] claimed there are  1 P D + (resp. 1 P L + ) 
differential(resp.linear) active S-boxes in 8-round 4-
GFNSP and 31 P D + (resp. 31 P L + ) differential(resp. 
linear) active S-boxes in 16-round 4-GFNSP. Compare 
with Wu’s work[9], our results seem to be more general 
but not tight enough. Hence closer lower bounds for 
arbitrary rounds are expected in further investigation. 
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Abstract—Serverless distributed computing, especially Mo-
bile Ad-hoc NETworks (MANETs) have received signiﬁ-
cant attention from the research community. Peer-to-peer
overlay networks have the potential to accommodate large-
scale, decentralised applications that can be integrated into a
MANET architecture to enable peer-to-peer communication
among different mobile peers. These overlay architectures
must be very resilient and their utilisation, reliability and
availability must satisfy the needs of mobile computing. One
must also heed the fact that the wireless nature of the
medium introduces security vulnerabilities. The aim of the
work described in this paper is twofold. First, we describe
our peer-to-peer distributed hash table (DHT) architecture
entitled Reliable Overlay Based Utilisation of Services and
Topology (ROBUST). This is designed to be efﬁciently
applied to MANETs. We additionally propose security ex-
tensions to protect the ROBUST signalling messages against
malicious activities. We evaluate the ROBUST performance
as well as the security extensions under varying levels of
mobility and network sizes by building a custom DHT
module for the network simulator ns-2. The outcome of
the results show negligible overhead introduced by the
extensions giving credence to their application in security
sensitive scenarios.
Index Terms—peer-to-peer, mobile ad-hoc networks, dis-
tributed hash tables, security
I. INTRODUCTION
The increase in computing power over time has caused
an evolution in every day personal computers and laptops
making them lightweight and portable with capabilities
to act as both routers and clients in the network. This
has spawned the creation of Mobile Ad hoc Networks
(MANETs), which encompass the peer-to-peer (P2P) ad
hoc paradigm. In MANETs all peers are able to send
and retrieve data independently as well as act as routers
(or intermediaries) for clients whom need to send data
over multiple hops as a result of the target peer being
physically further away than the maximum transmittable
range of the source peer.
The motive for using MANETs is that no additional
infrastructure is needed other than the devices them-
selves. Therefore to exploit the synergy of the peer-
to-peer paradigm of MANETs, one must look towards
an integrated solution to applications and information
sharing, such as Distributed Hash Tables (DHTs). The
motive for using DHT in MANETs is due to an extremely
quick setup time in both application and network layer
in addition to the fact that no additional infrastructure
is needed in either layer other than the devices them-
selves. DHTs allow us to ﬁnd the exact location of a party
or piece of information stored within the network, using
a piece of simple meta-data for example a name and
domain, as proposed in Peer-to-Peer Session Initiation
Protocol (P2PSIP). However the use of DHTs is not
limited to simple name resolution and their distributed
structure also allows for fast propagation and high avail-
ability of information through the network. When applied
to MANETs which have no central authority, DHTs could
provide the answer to distributed services such as DNS
(Domain Name System), P2PSIP, distributed storage and
information sharing, whilst aiding service lookup and
discovery. Last but not least, all types of data could be
stored redundantly and accessed easily and quickly by any
peer.
A. Related Work
The area of research dedicated to aid the reduction
of overhead from application layer architectures such as
DHTs has seen signiﬁcant activity in the recent past. A
great amount of said research falls within the realm
of static networks and Internet architectures, however a
moderate amount of research can also be attributed to
solutions in MANETs. We will have a overview of the
aforementioned works in this section.
The paper [1] describes an algorithm designed to create
a perfect-ring overlay in order to distribute messages
to peers within a certain overlay group. A perfect-ring
overlay is denoted as an overlay where sent messages
are unidirectional and traverse all peers within a group
once, before returning to the originator of the mes-
sage. This can be useful when peers form groups or
clusters which can be linked together in a ring struc-
ture. Whilst most DHT-overlays use a single-ring struc-
ture, the architecture proposed in [1] uses disjoint paths
and routes for connecting overlay peers whom do not
form part of the main ring. The algorithm is not reliant
on any underlying infrastructure thus the overlay can
function independently of the network layer and still be
efﬁcient. Another scientiﬁcally interesting issue is that the
topology mismatch problem where the overlay network
topology does not match that of the underlying network
causing the overlay network to stretch out over the phys-
ical network. This issue must be considered in all DHTs
designed for MANETs. In [1] the authors propose to
1
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doi:10.4304/jnw.7.2.288-299negate the problem by sending messages with very short
Time To Live (TTL) when setting up the overlay. This
creates an overlay with very strong proximity between
the peers. The size of an optimised ring transmitted by a
member of a group containing N members is O(2N) 
O(N).
The authors of [2] speciﬁcally examine cross-layer
DHT MANET protocols. The examined architectures are
Etka [3], Mobile Peer-to-peer Protocol (MPP) [4], a
Gnutella optimisation for MANETs [5], FastTrack over
AODV (Ad hoc On-demand Distance Vector) [6], and
MADPastry [7]. Amongst these architectures, Etka and
MADPastry are structured peer-to-peer overlays whilst the
rest are unstructured. The Etka [3] architecture tightly in-
tegrates the structured P2P protocol based on DHTs with
the routing architecture of MANETs by mapping logical
DHT peer IDs to their MANET IP based counterparts
causing the two separate architectures to merge into one
structure. This is achieved by integrating the Pastry DHT
with the DSR (Dynamic Source Routing) MANET multi-
hop routing protocol at the network layer. MADPastry
[7] is a DHT substrate which acts by combining the
Pastry DHT with AODV MANET routing at the network
layer. This can lower the overhead needed to maintain
the DHT. While the architecture utilises three different
routing tables (One akin to AODV’s routing table, another
akin to Pastry’s routing table, and a leafset table) the only
table requiring proactive management is that of the leaf-
set table, with peers pinging their left and right respective
leafs. The additional tables are updated by overhearing
data packets destined for other peers.
In the majority of the proposed DHTs for MANETs
published in the bibliography little thought has been given
to security considerations. Especially, in all of the papers
regarding DHT MANET protocols there is no mention
of security for the DHT signalling messages. The most
of the DHT-based P2P protocols take for granted that
the participating peers behave legitimately and abstain
from implementing major security measures. The latter
are expected to be employed by software implementations
that defend the P2P network against potential adversaries.
Adversaries within a P2P MANET network [8] are
those peers which intentionally do not follow the protocol
rules. For instance, a malicious peer might provide legit-
imate peers with erroneous lookup results or inoperative
data. In addition, as far as P2P systems inherently rely
on the relationships among the participated peers, trust
issues arise with a need to be addressed by proper security
extensions regarding signalling messages.
B. Contributions
In this paper we will describe our P2P DHT for
MANETs entitled ROBUST (Reliable Overlay Based
Utilisation of Services and Topology). ROBUST aims at
decreasing the average path length and lookup time when
sending DHT messages thereby decreasing stretch, while
decreasing the maximum path length from the accepted
O(logN) standard in DHTs designed for static networks
to O(logC)1 complexity seen in most common DHTs
used today.
In addition to the above, we will describe security
extensions for ROBUST to protect the signalling mes-
sages against cryptanalysers. These extensions include (i)
a key exchange phase where ROBUST peers exchange a
pairwise symmetric key Kpwk material with their leafset
peers as well as their super peers, (ii) a key refresh phase
where peers generate new key material and exchange it
with their leafset peers as well as their super peers, (iii)
a proximity synchronisation phase where peers that wish
to join a new cluster, to lower delay, have to accomplish
a secure handshake and exchange key material with their
new super peer and leafset peers.
C. Analysis and structure of this paper
In this paper we have ﬁrst theoretically described
the ROBUST DHT architecture as well as its security
extensions. We have explained why ROBUST DHT is a
suitable solution for MANETs and we have then discussed
the total packet overhead of the architecture mentioning
all the different packet types. To evaluate the performance
of the architecture we have developed a module2 for ns-2
(network simulator) which simulates the ROBUST DHT
and its security features for MANETs at the packet-level.
The remainder of this paper is organised as follows. In
section II we describe and discuss the Reliable Overlay
Based Utilisation of Services and Topology (ROBUST)
DHT scheme and its security extensions. In section III
we describe the different types of packets of our model
as well as the overhead introduced by these packets. In
section IV we present the performance evaluation in terms
of ns-2 simulation results. Section V concludes this paper
discussing the beneﬁts and the limitations of our solutions
as well as our plans for future.
II. PROPOSED ARCHITECTURE
Our proposed architecture is entitled ROBUST DHT
[9] which stands for Reliable Overlay Based Utilisation
of Services and Topology. The aim of the architec-
ture is to decrease the average path length and lookup
time when sending DHT messages thereby decreasing
stretch, while decreasing the maximum path length from
the O(logN) complexity seen in most common DHTs
used today, where N is the number MANET peers.
The concept central to our DHT is to use a clus-
tered hierarchical topology. This means peers will be
clustered together based on proximity in the underlying
MANET. The peers will be connected via a super peer
which keeps track of peers within the cluster and also
carries out cluster maintenance. Cluster peers will be able
to communicate with one another, however peers within
each cluster will forward their queries to their dedicated
super peer, if the destination lies outside of the cluster, the
1where N is the number of peers in the DHT and C is the number
of clusters in ROBUST DHT.
2using C++ and TCL programming languages.
2
JOURNAL OF NETWORKS, VOL. 7, NO. 2, FEBRUARY 2012 289
© 2012 ACADEMY PUBLISHERpeer will forward the query to the super peer responsible
for the destination peer, the destination peer will then
reply to the request.
At any given time we need C clusters where C =
d N
log2 Ne and N is the total number of peers in the
network. This gives us a total routing complexity of
O(log2 C) + O(1) and O(log2 C)  O(log2 N).
To address the issue of scalability and reduce any one
super peer from being bottlenecked, more clusters would
need to be factored into the DHT as the amount of peers
increases. We propose to investigate two algorithms to
increase the number of clusters. The ﬁrst of which is when
N
log2 N > 2C where C is the current number of super
peers, each cluster will split their responsible ID space
by 2. This maintains a balanced load and only creates
more overhead due to moving keys at 2C. In the second
algorithm we increase the number of clusters for every
C = N
log2 N and would need to decrease the size of each
cluster by:
100
C
 
100
( N
log2 N)
(1)
percent where C is the amount of current clusters. De-
creasing the size of each cluster would leave ID space
between each cluster, therefore each cluster would need to
be moved in order to create a seamless ID space, resulting
in a need to move a total of:
log2 N2
100

100
( N
log2 N)
(2)
data keys when the number of keys each peer is respon-
sible for is O(log2 N) keys.
When the number of peers in the DHT decreases, there
is no longer a need for so many clusters if C < N
log2 N
however to limit overhead and to maintain a threshold, the
number of clusters will only be decreased when N
log2 N <
2C. This adaptive quality means that the overlay can
maintain a lower number of total hops during lookups
and decrease lookup latency whilst still being scalable
and load balanced. When building the algorithm it has
been speciﬁcally modelled to deal with a lower number
of peers than that of DHTs created for use in massive
networks. For instance DHT’s used on the Internet can
encompass thousands of peers, we do not currently fore-
see such possibilities in MANETs due to the restrictions
of the routing protocols later discussed in this paper.
Peer proximity is central to our algorithm and we have
designed the architecture with this notion in mind. From
the start when peers join the overlay they contact the
nearest bootstrap peer, which is the nearest super peer. If
the number of peers within the cluster is less than log2 N
the peer will join that cluster after being given a peerID
by the super peer in order to maintain ID space equality. If
the the number of peers within the cluster is equal to
log2 N the super peer will forward the join request to its
closest two super peers (the ﬁrst numerically greater than
and less than its own peerID) these super peers will then
run the same algorithm until the peer has joined a cluster
with a free space. The maximum number of steps to ﬁnd
a non-full cluster is denoted as O(log2 C).
The next step is to take into account mobility. When
peers move through the physical space, they may be
closer physically to another super peer. In order to
maintain proximity a function aptly named proximity
synchronisation is proposed. This is achieved by super
peers periodically broadcasting a beacon to each of the
peers within their cluster, these peers then forward the
beacon to any peers around them with a 1 hop Time
To Live (TTL). The result of this function is that if
a peer moves closer to another super peer, it can ping
the newly discovered super peer and compare its latency
with the current super peer with which it has established
communications. If the newly discovered super peer is
closer, the peer sends a move request to the relevant
super peer, if the cluster is not full the peer leaves the
overlay with its current ID and rejoins with an ID issued
by the new super peer. This only happens periodically to
limit overhead and the problem of a peer intermittently
switching between two close super peers.
The last factor taken into account in this paper for the
proposed architecture is that of super peer election, the
super peer should be the peer whom is optimally suited
to take the role. Therefore factors such as throughput, re-
maining battery power and latency should be taken into
account. It is proposed that periodically the current super
peer will poll all of the peers within its cluster for a reli-
ability metric u every 300 seconds so that the network is
not over saturated with super peer changes. The reliability
metric is calculated as the following; u = w1t + w2b +
w3l. To allow ﬂexibility in different scenarios, wi values
are weights given to increase or decrease the impact factor
of a given metric. The values of t, b and l are measured by
some threshold denoted as [v1v2; :::; vj] where a higher
value equates to higher reliability. The data values used to
calculate the reliability metric are as follows; maximum
throughput t in bits per second, remaining battery power
b as a percentage of remaining power, and latency l which
is the average latency between the peer and every peer in
the cluster. This metric allows us to simply select the peer
with the highest reliability metric to be the super peer.
A. ROBUST Signalling
This section describes the signalling packets needed
to maintain the ROBUST DHT. The model consists of
the list of inputs followed by the computational func-
tions, followed by a practical example in the performance
evaluation section. The formulas also indicate the packet
overhead which provide insight into the efﬁciency of the
proposed architecture due to the sensitivity of MANETs
to network congestion when a high number of packets
are being exchanged. This can be evidenced by the
large number of duplicate packets sent and received by
MANET nodes on the transport layer due to expiring of
the round trip timer which is estimated using previous
sent packets. Thus, the higher the amount of packets
being routed around the MANET the higher the delay
3
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(RTT); causing even more duplicate packets.
Within the DHT, single overlay hops can be at-
tributed to multiple physical hops on the underlying
network. Thus, in a typical overlay we can denote the
upper bound on hops as DHThmax = O(log2N) where
n is equal to the total number of peers in the overlay
network. However in ROBUST we reduce this by routing
request through super peers and hence having an upper
bound on hops described as DHThmax = O(log2 C).
In the model we assume the underlying transport layer
protocol is UDP as used in OpenDHT [10] this is due to
the fact that the DHT must have access to transport infor-
mation in order make decisions such as whether to remove
a peer due to packet loss, we expect reliable transfers by
use of acknowledgement packets and sequence numbers
in the DHT and the use of round trip timers. We can
calculate the total packets (space) needed for DHT data
gathering, and overlay maintenance for each peer denoted
as:
DHTproc = DHTget(no gets) + DHTput(no puts)
+ DHTack + DHTsync(tsync) + DHTls up(tls)
+ DHTping(tping) + DHTclstr beacon(tbeacon)
+ DHTprox sync(tprox sync)
+ DHTjoin(no joins)
(3)
where the DHT functions are denoted below. First DHT
gets (data retrieval) are calculated as follows:
DHTget = 2DHTget req  DHThmax  no gets (4)
This equation has been derived based on the fact
that there are two packet types sent for one get request
(GET and GET SUCCESS) therefore the total must be
multiplied by a factor of 2, we then take into account
each overlay hop denoted as DHThmax and multiply it
for the total number of gets for the systems, in order to
get the spacial overhead. Similarly we calculate all puts
in the DHT as:
DHTput = 2DHTput req  DHThmax  no puts (5)
We then calculate the packets required for data synchro-
nisation across all peers for a particular given leafset:
DHTsync = (DHTsync vals+
DHTstr keys)  DHThmax 
T
tsync
(6)
where DHTsync vals is the synchronisation request
packet, DHTstr keys are the storage keys held at the
leafset peer for which both the requesting peer and the
leafset peer are responsible and tsync is the periodic
synchronisation interval. The function for leafset updating
is denoted as:
DHTls up = (DHTpull ls + DHTpush ls)  DHThmax 
T
tls
(7)
where DHTpull ls denotes the leafset pull
request, DHTpush ls denotes the keys of all the
leafset peers required and tls equates to the periodic
leafset update interval. We can describe the function for
peers joining the overlay as:
DHTjoin = DHTjoin req  DHThmax  C  no joins
(8)
where DHTjoin req equates to the join request
packet, which is forwarded to the nearest super peer with
a free space in the cluster C this is multiplied by the
number of peers which join the network no joins. We
can calculate all pings in the DHT as:
DHTping = DHTls peer  DHThmax 
T
tping
(9)
where DHTls peer is the leafset list for a given peer, and
tping is the periodic ping interval. When a super peer
(SP) broadcasts a cluster beacon every tbeacon time
period containing its own information to all of its 1 hop
neighbours (DHT1 hop) to determine whether the peer
has a better like to the new super peer rather than its old
super peer, we can describe this transaction as:
DHTclstr beacon = [(DHTbeacon+
+ DHTping)  DHT1 hop] 
T
tbeacon
(10)
We will now examine the Proximity synchronisation
function, which is called periodically at every tprox sync
interval and acts when a peer moves closer to another
super peer SP0 and consequently should move to the new
cluster by adopting a new ID in the DHT space in order
to reduce stretch in the overlay and delay. The overhead
of this function can be denoted as:
DHTprox sync = (DHTmove req + DHTmove rep
+ DHTpart  DHThmax
+ DHTbroad part  DHTls
+ 3DHTls up
+ 3DHTsync)  DHTmove peer
(11)
where DHTmove req is the request to join the new clus-
ter, sent from the joining peer to the super peer called
SP0. DHTmove rep is the reply from the super peer SP0
to the joining peer indicating whether there is room in
the cluster for the peer to join. DHTpart is a packet sent
from the joining peer to the super peer SP indicating
that the joining peer is leaving the cluster for which
SP is responsible. The super peer SP will then remove
the joining peer from its leafset if the peer is included
4
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information about all of the peers within the cluster for
which SP is responsible. DHTbroad part symbolises the
packets sent from SP to all of the peers within the
original leafset (DHTls) of the joining peer relaying to
them the information that the joining peer has left the
cluster. These peers will then remove the joining peer
from their leafset. DHTmove peer refers to the number of
peers with high enough mobility in order to pass the mo-
bility awareness threshold which is derived by comparing
the round trip time (RTT) found by DHTclstr beacon of
SP and SP0. We ﬁnally calculate the total number of
acknowledgement messages needed to acknowledge all
the above mentioned packets as follows:
DHTack = DHTget + DHTput + DHTsync + DHTls up
+ DHTping + DHTclstr beacon + DHTprox sync
(12)
B. Assumptions and limitations of ROBUST DHT
One limitation of the ROBUST DHT appears when
a super peer disconnects from the network. This causes
temporary instability in the DHT as a new super peer
will need to be elected. During this time DHT routing
from and to the affected cluster will be lengthened from
O(logC) to O(logN). This occurs due to peers falling
back to traditional DHT routing using their leafset peers
to route information.
Another limitation of ROBUST DHT is based on the
restrictions of MANET routing protocols, at the time
of writing IETF has two main RFCs in this area and
work is ongoing. Due to the still experimental protocols
being used in MANETs, with larger networks high de-
lay and packet loss can be expected, which invariably
affects the DHTs functionalities. We try to counter this
by making the DHT topology as close as possible to
that of the MANET in order to lower the overhead
incurred. One of the main reasons for this discrepancy is
due to frequent route changes which can cause multiple
duplicate packets and network congestion as described in
the paper [11]. This was later conﬁrmed by the authors
in [12] where using a real-world testbed implementation
of OLSR, the authors found mobility incurs a large delay
even for a small sized MANET, in this speciﬁc case the
authors used up to 5 MANET peers and experienced an
end-to-end delay of over 3 seconds due to transport layer
and interference issues.
In Fig. 1 we show an overview of the DHT architec-
ture. The box at the top of the ﬁgure represents a top down
overview of the network containing two clusters where
C1 represents cluster 1 and C2 represents cluster 2. The
dashed lines around these clusters represent the broadcast
radius for the super peers for each cluster SP1 and SP2
respectively. Each step of the diagram is explained in
detail below:
1) Peer P1 moves out of transmission range of su-
per peer SP1 and subsequently into transmission
SP1 SP2
P2 P1
P1
SP1
SP2
P1 P1
2.
1.
3.
4.
ls1 ls2 ls3 ls4 ls5 ls6
5. 5. 5. 5. 5. 5.
ls1 ls2 ls3 ls4 ls5 ls6
6. 6.
7. 7.
8.
P2
9.
10.
11.
12.
SP beacon, 1 TTL
C1
C2
C1 C2
Figure 1. An overview of the described DHT architecture.
range of super peer SP2, therefore receiving the
DHTclstr beacon packet from said super peer and
gaining knowledge of its presence.
2) P1 then compares SP1RTT with SP2RTT over
a period of 3tbeacon to conﬁrm the results with
the realisation SP2RTT < SP1RTT. P1 therefore
sends a DHTmove req packet to SP2 to ascertain
whether there is space in the cluster for the peer
to join (as previously stated clusters can must be
within size log2N with a variance of +2 peers in
order to maintain an equally distributed ID space).
3) SP2 sends P1 a DHTmove rep packet stating if
there is indeed room in the cluster and if so, sends
a new ID preﬁx for peer P1 and also the IPs of P1s
new closest predecessor (closest peer ID lower than
P1) and successor (closest peer ID higher than P1)
in the cluster.
4) If there is space for P1 to join the cluster C2, it
then sends a DHTpart packet to its previous super
peer SP1 notifying it that P1 is leaving the cluster
and subsequently removes all previous nodes from
its leafset.
5) Upon SP1 receiving the DHTpart packet, it ﬁrst
sends a DHTbroad part packet to P1s previous
leafset peers notifying them that P1 has left the
cluster, they subsequently remove the peer from all
of their DHT routing tables as does SP1.
6) P1 then sends a DHTls up packet to its predecessor
and successor nodes, they add the node to their
leafset and reply to P1 with the leafset peers which
fall within P1s leafset.
7) The leafset nodes of peer P1 learn of his existence
through the leafset update function which runs
every tls period and chooses a random existing
5
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8) The leafset peers of P1 run the DHTsync data syn-
chronisation function every tsync interval randomly
choosing a leafset peer to synchronise data values
for which both the peers are responsible. In this
way peer P1 will receive all of the data values it is
responsible for.
9) Peer P2 of cluster C1 submits a DHTget req to its
super peer SP1 whom then compares the ID lookup
stored in the request with the ID’s of all of the other
super peers in the overlay which it knows of.
10) SP1 then forwards the request to the super peer
with the closest peer ID to that of the ID stored in
the request which in this case is SP2.
11) SP2 receives the DHTget req and forwards it to the
peer within the cluster with the closest peer ID to
the ID stored in the request which is P1.
12) Peer P1 receives the request and sends the data
stored under the speciﬁed ID directly back to P2
using its IP address.
C. Security Extensions
According to ROBUST different types of signalling
messages have to be exchanged amongst peers during the
networks’ lifetime. Thus potential attackers could ﬁnd a
way to exploit security vulnerabilities which appear due
to the transmission of these messages. To give a clear
picture of how harmful the existence of malicious peers
against the ROBUST DHT can be we have derived the
maximum length of an overlay (logical) route in hops
between a source and a destination peer. This is equal to
logC+2 where C is the number of clusters in the overlay
network. Further, C = d N
log2 Ne namely the maximum
length of an overlay route is
logN   log(logN) + 2 (13)
Assuming that the probability of a peer to be malicious is
m the probability to have a secure route namely a route
that consists only of legitimate peers is equal to
Psecure route = (1   m)log N log(log N)+2 (14)
From this we can derive that the impact of the attacker
is severe even for a small fraction of malicious peers. Thus
security provisions to maintain reliable communication
under malicious activities must be provided.
To cope with external adversaries the ROBUST DHT
needs to be extended in a way that peers will exchange
cryptographic material. In this context we describe in the
following how peers as well as super peers exchange
cryptographic pairwise symmetric keys. These keys will
then be used to encrypt ROBUST signalling information
in a pairwise manner. This means that each pair of peers
(including super peers) will use a speciﬁc symmetric key
to encrypt the signalling information.
We assume that in the beginning of the networks
life, a global 128-bit symmetric AES (Advanced En-
crypted Standard) pre-shared key called a network wide
key (Knwk) has been installed in all the devices of the
mobile peers. Similarly groups of users who wish to
share data securely can use such a pre-shared key much
like common security encryption standards use today for
example Wired Equivalent Privacy (WEP) and 802.11i
pre-shared key mode (PSK). The use of Knwk defends
a MANET against man-in-middle attacks during the ex-
change of the peers’ pairwise symmetric keys. Another
way of acquiring the Knwk it could consider a secure
side channel (e.g. bluetooth) communication or physical
contact in the beginning of the network’s lifetime. It is
also worth mentioning here that the use of symmetric
rather than asymmetric cryptography is due to asymmetric
cryptographic algorithms being in the order of 1000
times slower than symmetric algorithms as well as they
introduce higher energy cost [13].
On the other hand, the reason why we do not use the
Knwk for the duration of the network’s lifetime is due
to the ample opportunities for cryptanalysers to retrieve
the key material. By exchanging pairwise symmetric keys
and refreshing at a certain interval we minimise the risk of
successful cryptanalysis activities whilst we prevent com-
promised peers to read information exchanged between
other peers assuming that there is very limited probabili-
ties a peer to be compromised before the exchange of the
pairwise symmetric keys.
The security extensions for the ROBUST signalling
messages consist of three main phases as described in
the following;
 key exchange phase: during this phase ROBUST
peers exchange their pairwise 128-bit AES symmet-
ric keys Kpwk with their leafset peers and their super
peers by sending a DHTkey exch. To this end, peers
use the Knwk to encrypt the DHTkey exch as well
as the ROBUST packet header.
 key refresh phase: the task of this phase is for
any given peer to generate new key material and
exchange with their leafset peers and super peer
by sending them a DHTkey refr every tkey refr
seconds. For the encryption and transmission of
the new keys, peers use the previous established
symmetric keys Kpwk.
 proximity synchronisation phase: during this phase
peers move closer to a new super peer SP0 and con-
sequently should move to the new cluster by adopt-
ing a new ID in the DHT space. In this case, peers
must use the Knwk to send their symmetric keys
to their new leafset peers in addition to the new
super peer. Therefore before they join the new cluster
they send a DHTpart packet to all of their previous
leafset peers and super peer.
All phases consist of a 2-way handshake between two
peers as illustrated in Fig. 2 and 3. It is worth stressing
here the following;
 Since the security extension algorithm is dis-
tributed, there is a possibility both peers that partic-
ipate in a handshake send their Kpwk to each other
at almost exactly the same time consequently having
two different Kpwk at the end of the handshake. To
6
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{Ack}Knwk
Peer 2
Figure 2. The 2-way handshake between two peers which are ex-
changing a pairwise symmetric key Kpwk during the key exchange or
proximity synchronisation phase.
{Kpwk'}Kpwk
Application Layer
Transport Layer
Peer 1
{Ack}Kpwk
Peer 2
Figure 3. The 2-way handshake between two peers which are exchang-
ing a pairwise symmetric key Kpwk during the key refresh phase.
avoid this issue, we have assumed that both peers
keep track of the exact time they send their Kpwk. If
they receive a K0
pwk from the target peer before
they receive an acknowledgement for the Kpwk they
previously sent, they will compare the send time of
the received K0
pwk with the time they sent the Kpwk
to the target node if the send time of Kpwk < K0
pwk
they will discard the key K0
pwk and use Kpwk for
encryption with the target peer following suit.
 The 2 steps in the handshake combined with a round
trip timer are adequate to guarantee that the sender of
the Kpwk will know that the other peer has received
the fKpwkgKnwk
3, when it receives the acknowl-
edgement in the second step of the handshake. If the
sender of the Kpwk does not receive the aforesaid
acknowledgement within the certain RTT (round trip
time), it resends the key packet to the target peer
assuming the original packet was dropped.
 The purpose of the key refresh is to harden the
ability of a compromised peer to reveal any pairwise
key material and information from any encrypted
signalling packets. This is based on the fact that a
compromised peer would need to overhear the key
exchange of the ﬁrst pairwise key which is encrypted
with the Knwk in addition to the subsequent keys
thereafter making it extremely hard for an attacker
even with the Knwk to decrypt refreshed Kpwk
messages.
 To satisfy conﬁdentiality for the different DHT sig-
nalling packets, as previously presented, we use one
of the Knwk; Kpwk depending on the type of the
ROBUST packet.
In Table I we summarise the different DHT signalling
packets as well as the required keys per packet type
regarding the different phases of the proposed security
3the notation fAgK means that A has been encrypted with the
cryptographic key K.
extensions. Authentication and integrity are both satis-
ﬁed by ROBUST using HMAC (Hash-based Message
Authentication Code). To this end, a hash function is
applied to the cipher-text of the message using the proper
symmetric key, depending on the DHT signalling packet
type. The receiver of the signalling checks the message
digest to verify the authenticity of the sender and to
identify whether the message was altered compared to the
one sent by the originator (due to intermediate MANET
nodes routing the packet).
D. Assumptions and limitations of the Security Extensions
One of the limitations of our work, is the use of a
common symmetric key called network wide key (Knwk)
shared amongst all the peers. Within this context, we
assume that in the beginning of the networks life a
Knwk has been installed in all the devices of the mo-
bile peers. Another way of acquiring the Knwk could
be established by peers initiating security association
amongst each other by means of secure side channel
(e.g. bluetooth) communication or physical contact in the
beginning of the network’s lifetime.
A further assumption of the security extensions for
ROBUST signalling messages is that the beacon packet
used to advertise super peers existence in order to estimate
proximity to said super peer by a normal DHT peer must
always be encrypted by the Knwk due to its broadcast
nature.
Regarding the proximity synchronisation phase we have
assumed that peers joining a cluster communicate the new
pairwise symmetric key for future transactions with their
new super peer, as well as their new leafset peers. This
is accomplished by using the Knwk, as the overhead
required to use existing secure channels4 is deemed to
outweigh the risks.
III. PERFORMANCE EVALUATION
In this section, we use simulations to verify the integrity
of the proposed model and showcase the beneﬁts of using
our proposed solution. We next use an event based sim-
ulator, customised with our implementation of ROBUST
protocol, to validate the proposed model and optimisation
solution. The authors have developed a simulator module
for the packet-level network simulator ns-2. The simulator
incorporates all DHT packets and functions needed for
a fully implemented DHT and the implementation is
based on the ROBUST DHT clustered architecture with
dynamic mobility considerations. In addition, the different
phases of the security extensions are implemented fully
in ns-2 and are utilised in order to route ROBUST
packets. Further lower layers are also simulated in the
ns-2 simulator and these characteristics are taken into
account.
The setup of our network comprises of randomly dis-
tributed peers throughout an area of 1km2. For smaller
4going through their previous super peer SP for which both the
joining peer and the SP0 have established pairwise symmetric keys.
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LIST OF REQUIRED SIGNALLING ROBUST PACKETS AND ASSOCIATED CRYPTOGRAPHIC KEYS
ROBUST packet before the key exchange phase after the key exchange phase proximity synchronisation phase
before or during the refresh phase
DHTget req Knwk Kpwk -
DHTput req Knwk Kpwk -
DHTping Knwk Kpwk -
DHTbeacon Knwk Knwk -
DHTjoin req Knwk Knwk -
DHTack Knwk Kpwk Kpwk
DHTsync vals Knwk Kpwk Kpwk
DHTstr keys Knwk Kpwk Kpwk
DHTpull ls Knwk Kpwk Kpwk
DHTpush ls Knwk Kpwk Kpwk
DHTmove req - - Kpwk
DHTmove rep - - Kpwk
DHTpart - - Kpwk
DHTbroad part - - Kpwk
DHTkey exch Knwk - Knwk
DHTkey refr Knwk Kpwk
networks such as ten peers, the peers are considerably
closer together in order to stay within transmission range
of one another. Puts and Gets (Data transmission and
retrieval) are called in the DHT at a rate of one request
per second. The number of peers simulated ranges from
ten peers to seventy peers with increments of twenty
peers. The authors speciﬁcally chose this amount of peers
to represent smaller networks and also investigate the
scalability of the aforementioned approaches. During tests
the authors found the threshold 90ms to be sufﬁcient to
allow peers to change cluster when SN RTT is less than
SN0RTT +90ms. The threshold is needed so that peers
do not move cluster when even a small delay increase
is experienced. In addition to the threshold we have also
implemented the algorithm to always take the best RTT
for the current super peer SN and the worst RTT for the
new super peer SN0 over three subsequent RTTs. This
ensures that we can guarantee the super peer SN0 to have
a better RTT than SN for a total duration of 3tbeacon. All
simulations were run for a total of 1000 seconds simu-
lation time. This was chosen in order for the DHT and
network to stabilise. In the simulation experimentations
regarding the ROBUST DHT we have assumed static
super peers. One of the limitations of our simulations are
the fact churn is not simulated per-se. This is due to the
fact the authors have decided to only simulate mobility
churn in this paper as adding churn would detract from
the goal of investigating these results. We consider two
main different scenarios in our simulations; one without
security extensions (pure ROBUST) and one with security
additions for signalling (secure ROBUST). The values for
the intervals of the different DHT functions are based
on those used in OpenDHT [10]. The list of simulation
parameters can be seen in table II.
TABLE II.
SIMULATION PARAMETERS
Network size (number of peers) 10, 30, 50, 70
Number of clusters needed (C) 4, 7, 9, 12
Percentage of mobile peers 0%, 25%, 50%
Area size 1000m x 1000m
Data packet payload size 512 bytes
MANET Routing protocol OLSR
MAC layer 802.11b
Link bandwidth 11Mbit/s
Maximum transmission range 250m
Node moving speed 1m/sec
Maximum number of overlay hops O(log2 C) + 2
Types of trafﬁc UDP (All aforementioned
DHT and security packets)
Maximum number of trafﬁc connections ls + C
Simulation time 1000 sec
DHT data distribution Random
DHT node ID distribution Random
Number of DHT get requests (no gets) 1/sec
Data synchronisation interval (tsync) 3 sec
Leafset update interval (tls) 4 sec
Neighbour ping interval (tping) 5 sec
Super peer change RTT threshold 90ms
Cluster beacon interval (tbeacon) 10 sec
Key refresh interval (tkey refr) 300 sec
Proximity synchronisation interval 60 sec
(tprox sync)
The process of packet initialisation to its deﬁnitive end
is described below.
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Figure 4. The cumulative distribution function of the DHTget req from
transmission to completion of the request for the 8 scenarios where none
of the peers are mobile.
 packets are originated from the ROBUST protocol
itself and then passed to the ROBUST sent agent
which maintains connections and keeps track of
packets RTTs using pings.
 subsequently when a RTT expires when a packet is
sent the packet is resent since it is assumed that it
has been dropped.
 the sent agent also keeps track of the packet sequence
numbers so then the packet sent down the stack to
the routing protocol (we have chosen OLSR [14]
(Optimised Link State Routing).
 the latter then computes the best route to send the
packet and forwards the packet over the intermediate
peers of the MANET until it reaches the destination.
 the destination node pushes the packet up the stack
thus it is then received by the ROBUST agent which
sends an acknowledgement packet back to the source
node and computes any information/ data stored in
the packet.
The graph in Fig. 4 shows the cumulative distribution
function of end-to-end DHTget req requests for 10-70
peers in a state with and without security when the
network has no mobility (all peers are static). One can
see from this ﬁgure that when the network is ad-hoc as
apposed to mobile ad-hoc the delay experienced when
getting data from the DHT is minimal as for 90% of all
cases the end-to-end delay is less than 100ms. We can
see that in almost all cases the security and non-security
scenarios experience roughly the same delay (within a
5ms variance) except for 70 peers where the variance is
extended to less than 20ms. The higher experienced delay
here for 70 peers without security can be attributed to a
slight variation of the distribution of peer and data IDs in
the DHT, i.e. the data IDs are distributed more evenly in
the non-security scenario creating more DHTsync packets
and higher redundancy, at the cost of slightly higher delay.
Fig. 5 demonstrates the cumulative distribution function
of end-to-end DHTget req requests for 10-70 peers in a
state with and without security when the network has 25%
mobility (25% of the peers are moving at 1m/sec). As one
would expect the delay in smaller networks (10-30 peers)
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Figure 5. The cumulative distribution function of the DHTget req from
transmission to completion of the request for the 8 scenarios with 25%
of the peers mobile.
is very small with 80% of the round trip times (RTT)
being less than 70ms due to no congestion, interference
and the fact that peers hardly move out of a 1 hop
range. When the network size is increased to 50 peers
where 13 peers are moving, we see slightly higher delay
due to broken links causing packet retransmition and more
packets being sent over the network increasing congestion
(primarily DHTprox sync packets when a node moves
cluster). We see this evidently more for 70 peers (18
moving) where the delay increases greatly. The results
here show a clear indication that adding the security
packets increases delay due to the time the peer has to
wait to establish keys before transmitting data, however
for 30 and 50 peers this is less than 50ms, whereas for
70 peers this is increased to less than 600ms. The great
difference here is due to a much higher rate of peers
moving cluster causing higher delays due to packet loss
and interference as conﬁrmed in the paper [12]. Packet
loss can cause very high delay times in get request RTT
such as those experienced here due to the dropped packet
timer implemented in ROBUST. Based on the OpenDHT
implementation [10] when a packet is sent and a round
trip timer is started with an expiry time of the RTT of
the last successfully transmitted packet to the speciﬁc
target peer, if the timer expires the packet is retransmitted
and the expiry time is doubled. Due to this the RTT
can increase exponentially when experiencing particularly
high packet loss.
The graph Fig. 6 presents the results of the cumulative
distribution function for end-to-end DHTget req requests
for 10-70 peers in a state with and without security when
the network has 50% mobility (50% of the peers are
moving at 1m/sec). In keeping with the results for 25%
mobility we can see that the smaller network sizes (10-
30) experience less than 210ms delay for 80% of the re-
quests, while this is signiﬁcantly higher than the previous
results, it is not unexpected due to the increasing volatility
of the network. In this scenario the network with 50 peers
has a sharp increase in the end-to-end delay compared
with Fig. 5 due to the aforementioned factors, mainly
resultant of peers moving more frequently. One can see
9
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Figure 6. The cumulative distribution function of the DHTget req from
transmission to completion of the request for the 8 scenarios with 50%
of the peers mobile.
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Figure 7. The end-to-end DHTget req delay for 50 peers for the
scenarios with 0%, 25% and 50% of the peers mobile with security
extensions enabled.
again the overhead of security only marginally affecting
the delay with a maximum different with 70 peers of
300ms.
One can see a sample of end-to-end delay for
DHTget req requests for 50 peers with security extensions
enabled in Fig. 7 following the trend of the previous
graphs we can clearly see that he delay for 50% of the
peers mobile is much more varied than the other two
scenarios as expected. It is interesting to note that during
the stabilisation period of 200 seconds we do not see high
delay for any of the scenarios. However when the peers
become mobile around 200 seconds the delay for a small
percentage of the DHTget req requests increases rapidly.
Fig. 8 displays the number of peers whom change
cluster due the DHTprox sync which compares the RTT of
a new super peer with that of their current super peer. We
can see a general trend here which shows that the peers
without security change cluster more times than the peers
with the security extensions enabled. If we compare this
trend to what we see in Figs. 4-6 where the end-to-end
delay for scenarios without security is lower, one can see
that the DHTprox sync actually reduces overall end-to-
end delay due to greater proximity of the overlay peers
to their physical network neighbours.
Fig. 9 represents the total number of packets received
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Figure 8. The number of peers whom change cluster due to the
DHTprox sync function for the number of peers 10-70 for all the above
mentioned scenarios.
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Figure 9. The total packet overhead for the 6 mobility and security
scenarios for each number of peers.
during the networks lifetime during each scenario for a
given number of peers. Here one can see that for each
scenario the security extensions add a noticeable number
of packets in the results, but still not enough to add any
real difference in terms of congestion. It is interesting
to note that for scenarios 10-50 peers the results are
hardly distinguishable from each other, this shows that
the threshold for DHTprox sync impacts more in the 70
peer network than all of the others due to higher RTT
delay variance.
Conﬁrming the notion in Fig. 9, in Fig. 10 one can
determine the actual real number of total security pack-
ets received during the networks lifetime to be negli-
gible, with the maximum number of security packets
received at 70 peers with 50% mobility as expected due
to DHTprox sync. One can say with clarity that adding
3600 packets to a total over 3  105 would not produce
any noticeable difference in network behaviour, on the
contrary any resulting impact from the security would
have to be delay wise, while waiting for a packet to
arrive due to the congestion caused by the total number
of packets. This is more noticeable with the security
extension as one has to wait for this procedure to complete
before transmitting secure data. The results in ﬁg. 10 do
not include duplicate packets sent, which might result
10
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mobility scenarios.
in more overall packets being sent from the security
function.
The results in Fig. 11 provide insight into the cu-
mulative packet loss experienced during the networks
lifetime for any given number of peers simulated for
each mobility scenario with and without security. One can
gather that while there is packet loss, it is not experienced
on a large scale. While the general trend shows that the
security scenarios have a slightly higher packet loss, when
compared with the total number of packets received this
amounts to less than 1 percent. The reason for such a low
packet loss can be explained by using the results from
the paper [11] as a guide. Due to frequent route change
multiple copies of a single packet can be received, this
causes a lot of duplicate packets in the network and a
phenomenon we experienced with a high impact when
simulating 70 peers with high mobility due to congestion.
IV. CONCLUSION
In this paper the authors have proposed using a
new DHT architecture entitled ROBUST in order to
share and disseminate data and information through-
out MANETs based on the P2P paradigm which both
networks share. The authors have extended this notion
to encompass security extensions in order for all DHT
transactions to be private between only those participating
in the overlay and appear encrypted to any intermediate
MANET nodes. To this end the authors have simulated
the proposed architecture and extensions in the packet-
level simulator ns-2. The results show that while there is a
slight difference in performance when applying aforemen-
tioned security extensions to the DHT, the impact of these
extensions is negligible for the overwhelming majority
of cases. It can be seen however that when increasing
the number of peers so much as 70, higher delays can
occur when many peers are moving. The authors attribute
this to a number of different phenomenon which occur
when mobility is introduced such as the transport issues
highlighted in [11] where a high variance in RTT occurs
when routes change often, leading to underestimation of
RTT for many packets causing unnecessary duplicates to
be sent, further congesting the network and increasing
delay.
The resulting contributions from this paper are impor-
tant for the future design and implementation of P2P
protocols for MANETs, especially in the cases where data
security and conﬁdentiality is of high importance. Future
work in the area of P2P for MANETs must address the
scalability issues experienced when a high number of
peers are mobile. While ROBUST goes some way to
addressing this problem with proximity synchronisation, it
is clear that a lot of the encountered discrepancies stem
from an inefﬁcient transport protocol which should be
addressed. The authors main focus of future work will be
within the area studying how mobility affects DHTs and
solutions to the problems that entails, as well as improving
the simulator by adding new transport protocols, adding
super peer election, enhancing proximity synchronisation
and investigating the effects of churn.
One can clearly see the advantages of having secure
P2P overlays in MANETs, adding much functionality to
an otherwise desolate landscape in terms of services and
information sharing while maintaining secure communi-
cation between trusted peers. The advancement of solu-
tions to the problems posed in the previously mentioned
scenarios and the continued research into future services
will ensure that MANETs do have functionality which
goes beyond that of simply acting as gateways to more
service rich architectures such as the Internet.
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Abstract—The network information system based on 
multi-level security strategy (MLSS) is adopted by many 
organizations, as it reflects features of mandatory access 
control. Meanwhile, the network has also attracted a 
growing number of Trojan horses’ attacks. Considering the 
relationship between defend ability and security levels, the 
paper discusses that the Trojan horses’ attacks have a 
dependency on data path in the network and establishes 
three attacking probability models of single source node to 
single target node by  single-path, single source node to 
single target node by multi-path and multi-source nodes to 
single target node by multi-path. Furthermore the paper 
describes the defend ability of the non-adjacent nodes with 
a new model. Finally the model is applied to a military 
network information system, and the results are reasonable. 
 
Index Terms—Trojan attacks, MLSS-based network, 
probability model, data path, network security 
I.  INTRODUCTION 
As the rapid development of computer network and 
communication technology, using open network to 
realize global communications has become the trend of 
the information management. However, the provision of 
shared network resources also brings a variety of risks 
[1]. Many organizations and agencies construct their own 
logical subnet within the open network environment, 
aimed at ensuring the internal node is not visited illegally 
[2]. 
In these logical subnets, the MLSS-based network is 
adopted by many organizations, such as high-level 
government agencies, military branches and even some 
business corporations [3]. Meanwhile, lured by the 
confidential information in the MLSS-based network, a 
growing number of Trojan horses targeted this network, 
actively explored the vulnerabilities and launched a new 
round of attacks in recent years [4]. Can the MLSS-based 
network defend the Trojan horse effectively? What is the 
possibility of nodes in different security levels attacked 
by Trojan horses once the Trojan horses invaded one 
node in the network? 
What is possibility of the nodes connected to the 
invaded node infected by the Trojan horses? Whether the 
defend ability of one node is dominated by its security 
level only? These important issues involve the interests 
of organizations, but haven’t aroused sufficient attention 
1 The project is directly supported by both National Natural 
Science Foundation of China No: 60703048 NO: 60903175, Hubei 
Natural Science Foundation No: 2007ABA313. 
yet. So far there is little research in this area [5]. 
Thus, the paper studies the relationship between the 
defend ability and security levels, and analyzes the 
probability that Trojan horse attacks nodes by the data 
path, establishes three probability models and provides a 
useful reference for MLSS-based network to prevent the 
Trojan horses. Furthermore, based on the above attacking 
probability models, the paper also describes the defend 
ability of the non-adjacent nodes which rectified the long 
believed Perspective of the MLSS-based network that the 
defend ability of one node is only dominated by its 
security level. The models in the paper can provide a 
useful reference for MLSS-based network to prevent the 
Trojan horses [6]. 
II.  MLSS-BASED NETWORKS 
In MLSS-based network, to prevent unauthorized 
access to network, network manager need to make 
security level classification on the network. Information 
of different confidentiality is limited to the nodes of 
different security levels and information of different 
confidentiality is limited to the nodes of different 
security levels [7]. 
A. The security level in MLSS-based network 
The security level consists of two parts, and is 
represented as a tuple: (security-classification, 
category-set). The category-set presents as departments 
or classes. Security-classification presents the 
confidentiality of the information in nodes, including 
general (U), covert (C), secret (S) and Top-Secret (TS). 
Besides, the partial order is defined as: 
TS S C U ≤ ≤ ≤ . 
The category-set presents as departments or classes, 
such as Intelligence Service, the Treasury, Science and 
Technology Department, etc. And the containment 
relationship is defined on it. 
Considering the development trend of MLSS-based 
network, we extend the security levels. 
{} n s s s A , , , 2 1 … =   is defined as n 
security-classification and is satisfied: 
n s s s ≤ ≤ ≤ … 2 1 . Obviously  ≤ ; A   is a partial 
ordered set.   
{} m b b b B , , , 2 1 … = is the category set contains m 
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doi:10.4304/jnw.7.2.300-304departments;  {} B C C PB ⊆ = |  is the power set of B. 
Clearly the containment relationship is also a partial 
order on set B P . Therefore,  ⊆ ; B P  constitutes a 
partial ordered set too. 
Define the Cartesian product 
{} B B P H A a H a P A ∈ ∈ = × , | ) , (   as security level 
of nodes, where  ) , ( i i H a presents security level of 
node  i v  , denoted as  ) (i ϕ . To simplify the follow-up 
algorithm involved with the security level, 
) ( ) ( i j ϕ ϕ −   is defined as the difference between the 
security levels of node  i v   and node  j v  temporarily. 
Now we define a binary relation  ≤  on set B P A× : for 
any B j j i i P A H a H a × ∈ ) , ( ), , ( , ) ( ) ( j i ϕ ϕ ≤  iff 
j i j i H H a a ⊆ ≤ & . It easily can be proved: “≤“ is a 
partial order on set  B P A× , and  ≤ × ; B P A
 
constitutes a partially ordered set too. For any two nodes 
i v ,  j v , if  ) ( ) ( j i ϕ ϕ ≤ , we call the security level of 
j v
 
is higher than that of  i v , or  j v  dominates  i v . 
This paper assumes that the system can meet the 
MLSS-based policies, and there are N nodes in the 
network. 
B.    Data flow rules in MLSS-based network 
In MLSS-based network, the data flow must abide by 
the following rules: 
(1) If no physical connection is established between 
i v  and  j v , the data cannot flow between  i v   and  j v , 
else the data flow between  i v  and  j v
 
follows rule (2), 
(3). 
(2) Iff the security level of  i v   is higher than that of 
j v ,  i v   is permitted to read data in  j v .
 
(3) Iff the security level of  j v
 
is higher than that of 
i v ,  i v  is  permitted to send data to  j v . 
The result of the implementation of the above rules is 
that the data is only permitted to flow from the node of 
low security level to the node of high security level. We 
call the node sequence with data flow the data path.   
III.  THE DEPENDENCY OF THE TROJAN HORSES’ 
ATTACKS ON THE SECURITY LEVEL IN MLSS-BASED 
NETWORK 
In the MLSS-based network, if Trojan horses want to 
gain higher control authority of the system, it must 
invade the node of higher security level, but that will be 
more difficult [8]. Usually, the Trojan horses invade on 
nodes of low security level and obtain the control 
authority, then by the data path the Trojan horses spreads 
to nodes of high security level [9].   
Next, we need to define the defend ability of nodes 
against Trojan horses and then construct the expression 
of defend ability. 
A.    The general definition of defend ability 
Suppose a node is infected by Trojan horses, the 
probability that the node can automatically remove 
Trojan horses or prevent Trojan horses from obtaining 
the data illegally is called defend ability of the node, 
denoted by  ) 1 0 ( ≤ ≤ j j q q . 
B.    The definition of two adjacent nodes’ defend ability 
When  j v
 
is infected by Trojan horses, the 
probability of being attacked by the Trojan horses is 
j q − 1 . And only when  j v  has been successfully 
attacked by the Trojan horses, can the Trojan horses gain 
the control authority of  j v  and then spread to nodes of 
higher security level by the data path.   
As the higher the security level of nodes is, the 
stronger defend ability it will be. So we construct the 
expression of the defend ability  j q
 
as followings:
 
) 1 , ) ( 1 (
) (
1
1 ≥ ≤ ≤
⋅
− = k n j
j k
q j ϕ
ϕ    ( 4 . 1 )  
Where  k  is the preventive factor, which can be 
represented by the average in-degree of nodes and also 
has relation with network topology.
  Based on the above analysis, the paper will focus on 
the establishing of the probability model that the Trojan 
horses attack nodes by the data path. To simplify our 
discuss, we only consider that Trojan horses spread 
between nodes in different security levels and along the 
data path. 
IV.  THE PROBABILITY MODEL THAT TROJAN HORSES 
LAUNCH ATTACKS ON NODES BY THE DATA PATH   
A.    Adjacent matrix of data flow in MLSS-based 
network 
Suppose  V is a node set,  E  is an edge set in the 
network. If there is data flow from  i v  to  j v , then 
E v v j i ∈ ) , ( , otherwise  E v v j i ∉ ) , ( . Suppose there 
are N nodes in the network with the security level from 
lower to higher presented as  N v v v , , , 2 1 … , we obtain 
the following adjacency matrix of data flow: 
 
Theorem 1: Assume that G   is a MLSS-based 
network with node set {} N v v v , , , 2 1 …  and 
adjacency matrix of data flowA . Then  ) , ( j i  item 
in  ) , 3 , 2 , 1 (   = l
l A  
) (
,
l
j i a  is the total number of 
= A
1,1 1,
,
,1 ,
1, ( , )
0,( , )
N
ij
ij
ij
NN N
aa
vv E
a
vv E
aa
⎡⎤
∈ ⎧ ⎪ ⎢⎥ =⎨ ⎢⎥ ∉ ⎪ ⎩ ⎢⎥ ⎣⎦
 
   
 
，
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Proof: (by mathematic induction) 
When l=1, the theorem is clearly right. Suppose the 
theorem is also right for 2 ≥ l , Now for the case of 
1 + l : As 
1 ll + =∗ AA A , thus  (1 ) ( )
,, ,
1
N
ll
ij ik kj
k
aa a
+
=
=∑ . 
Known by the induction hypothesis,  j k
l
k i a a ,
) (
,  is the 
total number of data path with the length of  1 + l   from 
i v to  j v  and  k v
  is the penultimate node. The sum of 
all  j k
l
k i a a ,
) (
,  equals  to 
) 1 (
,
+ l
j i a , is the total number of data 
paths with the length of  1 + l   from  i v   to  j v . Thus 
the theorem is right for all  l. 
B.    The probability model of a single target node 
attacked by Trojan horse from a single source node by a 
single path   
According to the above analysis, the paper only 
considers that Trojan horses spread between nodes in 
different security levels, so the difference between the 
security levels of nodes can represent the length of data 
path of the corresponding nodes. 
Now we assume that Trojan horses start from i v , and 
the path length from  i v   to  j v is  l , namely 
) ( ) ( i j l ϕ ϕ − = . 
In MLSS-based network, security level of nodes 
increases along the data path, the probability of being 
attacked in corresponding nodes should be reduced step 
by step. Thus, the probability model can be present as: 
          ∏
+
+ =
=
l i
i t
l
l
j i t k
p
) (
) (
) (
,
ϕ
ϕ 1
1 1
          ( 4 . 2 )  
C.    The probability model of a single target node being 
attacked by Trojan horses from a single source node by 
multi-path 
Suppose that  i v   has been attacked by Trojan horses, 
and there are more than one data path of length l from 
i v to  j v .   
Firstly, we obtain 
l A   based on the adjacency matrix 
A , then we can get the total number of paths 
) (
,
l
j i a
 
of 
length  l  from  i v   to  j v   according to theorem 1. 
Since the source node of each path is  i v   and the 
length is  l, according to formula (4.2), the probabilities 
of Trojan horse attacks on  j v
 
by each path are the 
same: 
∏
+
+ =
=
l i
i t
l
l
j i t k
p
) (
) (
) (
,
ϕ
ϕ 1
1 1
 
Therefore, add up the probability of each data path, 
and we get the corresponding probability model: 
      ∏
+
+ =
= =
l i
i t
l
j i l
l
j i
l
j i
l
j i t
a
k
p a P
) (
) (
) (
,
) (
,
) (
,
) (
,
ϕ
ϕ 1
1 1
     ( 4 . 3 )  
D.    The probability of a single target node being 
attacked by Trojan horses from multi-source nodes by 
multi-path  
Suppose that m   nodes in low security level are 
attacked by Trojan horses, and these nodes constitute a 
set:  { }
m s v v v V … , , = 2 1 . Now we establish the 
probability model of  j v  being attacked by the Trojan 
horses from  S V . 
Known from the previous analysis, the length of data 
path can be calculated as:
  
) ( ) ( , j i l j i ϕ ϕ − = . 
Thus, bring each source node into equation (4.3), and 
add up all the probability, then we can obtain the 
probability model: 
       
,
,
,
()
() ()
,
()1
11
ij
ij
ij
iS
il
l j
ij l
vV ti
Pa
t k
φ
φ
+
∈ =+
⎡ ⎤
= ⎢ ⎥
⎣ ⎦ ∑ ∏
    ( 4 . 4 )  
V.   THE DEFINITION OF TWO NON-ADJACENT NODES' 
DEFEND ABILITY 
Suppose nodes  i υ  and  j υ  are two non-adjacent 
nodes in the MLSS-based network, and the probability 
that  j υ  can automatically remove Trojan horses or 
prevent Trojan horses from obtaining the illegal data 
from node  i υ  is called defend ability of the node j 
relative to  i υ , denoted as  ) 1 0 ( , , ≤ ≤ i j i j q q . 
Define the probability that node  j υ  is  attacked 
successfully by  i υ  as  j i p , . Correspondingly, the 
defend ability of  j υ  relative  to  i υ , i j q ,  is  j i p , 1 − . 
Specially, if the physical link from  i υ  to  j υ  doesn’t 
exist, this means that it is impossible to attack  j υ  from 
i υ . That is to say  j i p ,  equals 0, Correspondingly, the 
defend ability of  j υ  relative  to  i υ  ,   i j q , , equals 1. 
The probability that  j υ  can be attacked from  i υ  
should be calculated in order to measure the defend 
ability. 
Thus the number of the path that could attack  j υ  
from  i υ  should be calculated. Firstly, mark l  as the 
difference of these two node,   ) ( ) ( i j l ϕ ϕ − = . 
Based on the adjacency matrix A of data flow, 
) (l A  can 
be figured out. So the number of the attack path from 
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) (
,
l
j i a . According to the adjacent nodes' 
defend ability, we get the probability that  i υ  be 
attacked by its immediate prior node  s υ  is: 
) (
= = ) ( , i k
q p i i s
1
1  
Based on above formula , the probability of the higher 
node  j υ  attacked by the Trojan horses from  i υ  by a 
single path could be calculated as: 
∏ ∏
+
+ =
+
+ =
= − =
l i
i t
l i
i t
t
l
j i kt
q p
) (
) (
) (
) (
) (
, ) (
ϕ
ϕ
ϕ
ϕ 1 1
1
1  
Thus, the probability of  j υ  attacked successfully 
launched from  i υ   by multi-path is : 
∏
+
+ =
= =
l i
i t
l
j i
l
j i
l
j i
l
j i kt
a p a P
) (
) (
) (
,
) (
,
) (
,
) (
,
ϕ
ϕ 1
1
 
So we can get the defend ability of  j υ  relative to 
i υ  is: 
        ∏
+
+ =
− = − =
l i
i t
l
j i
l
j i i j kt
a P q
) (
) (
) (
,
) (
, ,
ϕ
ϕ 1
1
1 1    ( 5 . 1 )  
VI.  TEST EXAMPLES 
The military system has the highest safety 
requirements and MLSS-based network is usually 
adopted. We take a military information system as an 
example to verify the model established in this paper. 
The network topology is shown in Figure 1:   
 
 
Figure 1. a military network topology diagram 
 
It is assumed  {} 2 1,v v Vs = , and then Trojan horses 
can spread to the other nodes: 
{} 9 8 7 6 5 4 3 , , , , , , v v v v v v v   along the data path. Here, 
we take  9 v   as an example, to calculate its probability of 
being attacked by the Trojan horse from  {} 2 1,v v Vs = .  
A.    The probability of higher level node being attacked 
By  4 9 1 2 1 = = = ) ( , ) ( ) ( ϕ ϕ ϕ , we get:
 
 
1,9 2,9 (9) (1) 3, (9) (2) 3 φφ φφ =−= =−= ll
 
We can obtain the adjacency matrix  A  from  Figure 
1. Further by MATLAB, to calculate 
) 3 ( A   and thus get: 
3 , 4
) 3 (
9 , 2
) 3 (
9 , 1 = = a a  
The average in-degree of nodes (defend factor) can be 
calculated based on Figure 1: 
3
4
9
3 2 2 1 1 2 1 0 0
=
+ + + + + + + +
= k  
Take these results into equation (4.4), we obtain the 
corresponding probability: 
=
(9) 12. 30% P  
By the same way, we can obtain the probability of 
other nodes attacked by Trojan horses and the results are 
shown in Table 1. 
 
TABLE I 
  THE PROBABILITY OF NODES ATTACKED BY TROJAN HORSE 
Source nodes  Target nodes  Probability 
v1 
v2 
v3 37.50% 
v4 75.00% 
v5 37.50% 
v6 9.38% 
v7 28.13% 
v8 28.13% 
v9 12.30% 
 
From the test we present our proposal: once some 
nodes are attacked by Trojan horses, authorities should 
strengthen the monitoring of data path by these nodes 
immediately and strengthen efforts in eliminating Trojan 
horses. Besides, we should streamline the network 
topology and remove of redundant paths to reduce the 
possible spread of Trojan horses. 
B.    The defend ability of higher level node relative to 
lower node 
According to the result in section 6.1, the defend 
ability of nodes of level 2,3,4 relative to nodes of the 
level 1 could be obtained directly. 
The defend ability of  9 υ  relative to  5 4 3 , , υ υ υ  
could be calculated as follow.   
Firstly,     2 3 9 = − = ) ( ) ( ϕ ϕ l  
Further by MATLAB, to calculate 
) 2 ( A   and thus 
could get: 
1 2 2
2
9 5
2
9 4
2
9 3 = = =
) (
,
) (
, , a , a , a  
With the result calculated above and 
3
4
= k , take 
these results into equation (5.1), we obtain the 
probability: 
% . = %, . = = , , , 31 95 63 90 5 9 4 9 3 9 q q q  
Therefore the higher level nodes’ defend ability 
relative to the non-adjacent lower lever nodes could be 
shown in table2: 
Level 1  Level 2  Level 3 
2 v  
1 v  
3 v  
4 v  
5 v
6 v  
7 v  
8 v
9 v  
Level 4 
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  THE DEFEND ABILITY OF NODES RELATIVE TO NON-ADJACENT NODES 
Target nodes  Source 
nodes  
Defend 
ability 
v6 
v1 90.62% 
v2 90.62% 
v7 
v8 
v1 71.87% 
v2 71.87% 
  v1 87.70% 
  v2 87.70% 
v9 v3  90.63% 
  v4 90.63% 
  v5 95.31% 
 
MLSS-based networks is designed to provide strict 
controlled access to data from each level and improve the 
defend ability of the entire network. However, we can 
see from the table that:  9 υ ’s defend ability relative to 
1 υ  and  2 υ  is lower than that of  6 υ ’s. Thus, the 
defend ability of one node to the lower node is related to 
not only the secure level but the number of the attack 
path. Which rectified the long believed Perspective of the 
MLSS-based network that the defend ability of one node 
is only dominated by its security level. 
VII.  SUMMARY AND FURTHER RESEARCH 
The paper analyzed the security of nodes in 
MLSS-based network, and established several 
probability models that a node in high security level 
might be attacked by Trojan horses. Furthermore the 
paper described the defend ability of the non-adjacent 
nodes with a new model. Finally, the paper chose a 
specific military network to test these models. This 
model provided strong references for Trojan defense and 
other related security assessment in MLSS-based 
network. 
As the relationship between security level and defend 
ability is not entirely clear now, the paper can only give 
an intuitive formula. Therefore, we need to conduct some 
further research on the relationship. To find the 
dependencies between them, a viable approach is to take 
the practical application into consideration, using real 
Trojan attacks as test sources. 
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Abstract—Cloud computing can provide critical services for 
business management, reducing IT costs and maintenance 
costs of hardware and software effectively. In the 
meanwhile, it can enable enterprises to access to 
professional IT solutions with less IT investment. Cloud 
computing is of great significance for the ICT industry of 
each country. It is now bringing enormous impact to the 
human society, especially the business world. In this paper, 
the basic concepts and the development of cloud computing 
were introduced, and then the current situation and 
development of cloud computing research from two aspects 
of technology and business were illustrated. Finally future 
trends of cloud computing were discussed. 
 
Index Terms—cloud computing, IBM clouds, Google clouds, 
Amazon clouds 
 
I.  INTRODUCTION 
Cloud computing refers to the logical computational 
resources (data, software) accessible via a computer 
network, rather than from a local computer. It refers to 
both the applications delivered as services over the 
Internet and the hardware and systems software in the 
datacenters that provide those services. The services 
themselves have long been referred to as Software as a 
Service (SaaS), so we use that term. The datacenter 
hardware and software is what we will call a Cloud [2].  
Cloud computing is a concept put forward by Google, 
which is a new way to play with computer and Internet. It 
is a kind of computing which is based on the internet. 
Shared information is provided to computers and other 
devices on demand, like the electricity grid. 
As a beautiful web application model, it is a paradigm 
following the transferring from mainframe to client-
server in the early 1980s.The technology infrastructure 
“in the cloud” supports details without users controlling 
over. Cloud computing describes a new consumption, 
supplement, and delivery model for IT services based on 
the Internet. It usually involves over-Internet dynamic 
scalability and virtualization resources are often provided. 
This is a by-product and easy access to remote computers 
via the Internet web site results. It aims at relatively low 
cost of the network to the calculation of multiple entities 
into one powerful computing capability with the perfect 
system, and use of SaaS, PaaS, IaaS, MSP business 
models and other advanced computing power of this 
powerful distribution to terminal users’ hands. The word 
"cloud" is used as a metaphor for the Internet, used to 
represent mobile phone networks on the basis of the past, 
and later to depict itself as an underlying infrastructure 
that represents an abstract computer network mapping of 
the Internet cloud. Cloud Computing is a core concept of 
continuous improvement through the "cloud" of 
processing power, thereby reducing the processing 
burden on the user terminal, which eventually simplified 
into a simple input and output devices, simultaneously 
enjoying  the "cloud" computing power of ability when 
needed. A typical cloud computing provider provides a 
common business online application which is accessed 
from another Web service or Web browser as software, 
and software and data are stored on the server. A 
paramount element of cloud computing is customization 
and the creation of a user-defined experience.  
Many experts are researching cloud computing. In July 
2008, HP, Inter Corporation and Yahoo! announced the 
creation of a global multi-data center, open source test 
bed, called Open Cirrus ,designed to encourage research 
into all aspects of cloud computing. In July 2010, HP 
Labs India announced a new cloud –based technology 
designed to simplify taking content and making it mobile-
enabled. Site on Mobile is designed for emerging markets 
where people are more likely to surf the net via cell 
phones than computers. The IEEE Technical Committee 
on Services Computing in IEEE Computer Society 
sponsors the IEEE International Conference on cloud 
computing (CLOUD). CLOUD 2010 was held on 2010 in 
Miami, Florida [6]. 
Years ago, grid computing became the hot issue in the 
IT world for it opens a new era of integrating resources to 
solve problems. The same idea (distributed computing) is 
shared with cloud computing. However, cloud computing 
is considered to be the technology derived from grid 
computing with different problem-dealing-aspects of 
processing but core concept unchanged. The paramount 
notion of grid computing is collecting all available 
resources to solve problems (mainly scientific ones) that 
individual computing center cannot deal with. The most 
famous case of grid computing, SETI@HOME, searches 
for extra-terrestrial intelligence using the spare resources 
from the volunteer Internet-connected computing 
computers all over the world. On the other hand, cloud 
computing aims to supply efficient, qualified services 
with part of the available large scale of computing 
resources [5]. 
In this paper, we first introduce the basic concepts and 
the development of cloud computing. The second part is 
about key technology of cloud computing, including data 
storage, data management and programming model. 
Thirdly, the article will try to explain the impact that 
cloud computing brings to the business world by offering 
the examples of three widely accepted cloud services. 
The next part is about the future challenges of cloud 
computing. Summary is concluded in the last section. 
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Cloud computing provides the most reliable and secure 
data storage center. Users no longer have to worry about 
data loss, virus attack and other problems. Because the 
world's most professional team are helping you manage 
information, and the world's most advanced data center is 
helping you save the data. The cloud computing has the 
minimum requirement on the client devices, which makes 
it useful and most convenient. In addition, you can easily 
realize sharing data and application between different 
devices. For network applications in the cloud model, 
data is only one, saved in the "cloud", on the other side. 
You only need all the electronic equipment connected to 
the Internet to simultaneously access and use the same 
data. Cloud computing provides us almost infinite 
possibility using the Internet. Personal computer or other 
electronic devices can not provide unlimited storage 
space and computing power, but in the "cloud" the other 
side, by the thousands, tens of thousands or even more 
servers composed of large clusters this can easily be 
done. Personal and individual devices is limited, but the 
potential of cloud computing is nearly limitless. In this 
part, we will introduce key technology of cloud 
computing, including data storage, data management and 
programming model. 
 
A. Data storage 
Cloud computing stores data in large scale distributed 
systems in order to provide the most reliable and secure 
data storage center. Users no longer have to worry about 
data loss, virus attack and other problems. Because the 
world's most professional team are helping you manage 
information, and the world's most advanced data center is 
helping you save the data. Cloud computing needs 
massive data storage, but also needs to meet high 
availability, high reliability and economy, etc. As a result, 
systems in cloud computing needs to support large data 
sets, process mode of write once and read many, and have 
high concurrency.  
One of the most important data storage technology of 
cloud computing is Google File System (GFS). It is 
constituted by a Master and a large block of servers. 
Master stores all the Meta data of file system including 
namespace, access controlling file block information, the 
file block location information etc. GFS file are cut into 
64MB blocks for storage. 
GFS file system uses a redundant storage means in 
order to ensure reliability of data. Each data is saved by 
more than 3 copies in the system, including two copies in 
different nodes of the same rack in order to take full 
advantage of the bandwidth within the cabinet while the 
other copy is stored in different nodes of the rack.  
After obtaining the location information of the target 
data block from the Master, the client does not read data 
through the Master but interacts the block server directly. 
B.  Data management 
Cloud computing system has to process and analysis 
large data sets as to provide high efficient service. Thus 
data management technology should manage large data 
sets with high efficiency. What’s more, how to find 
specific data in large data sets is also a key problem in 
data management [3]. The famous data management 
technology is the large-scale database system Big Table 
with the weak consistency requirements [4]. 
Data items in Big Table are arranged according to the 
order of line keyword in the dictionary. Each row is 
assigned dynamically into record tablet. Each tablet 
server node is responsible to manage for about 100 record 
tablets. Time stamp is an integer of 64 bit, which 
indicates different versions of the data. Column family is 
a collection of several columns, Big Table access 
permissions is controlled in family size for the column. 
Big Table system depends on the underlying structure of 
the cluster system, which includes a distributed cluster 
task scheduler; the GFS file system which has been 
addressed above, and a distributed lock service Chubby. 
Big Table use Chubby which is a very robust coarse-
grained lock to save the pointer of Root Tablet, and use 
one server as master server to conserve and operate 
metadata. When a client reads data, first Root Tablet 
location information and meta-data table Metadata Tablet 
location information are obtained from the Chubby 
Server, second the User Table of location information 
including the target data location information are read 
from the Metadata Tablet, and then the target data 
location information item are read from the User Table. 
Big Table’s main server not only manages the 
metadata but also is responsible to remote manage 
remotely and allocate for the Tablet Serve; Client-side 
proceeds control communication with the main server to 
obtain metadata through the programming interface, and 
proceeds data communication with the Tablet Server that 
is responsible to deal with specific read and writing 
requests[1]. 
C.  Programming model 
In order to make customer enjoy cloud computing 
service more conveniently, programming model in cloud 
computing must be very simple. Nowadays, most cloud 
computing systems Map Reduce programming model.   
Map Reduce programming framework is to support 
parallel computing. Map Reduce is not only the 
programming model that processes and brings about a 
large data set but also an efficient task scheduling model. 
It is through two simple concepts about the "Map (map)" 
and "Reduce (simplified)," that constitute the operation 
basic unit. The programmer can finish the distributed 
parallel program development who specifies the data 
processing to each block data in the Map function and 
how to regress the intermediate results of the block data 
processing in the Reduce function. When Map-Reduce 
program is running in the cluster, programmers do not 
care how to block, allocate and schedule the input data; 
even more the system will manage the node failure in 
clusters and communication between nodes. The 
implementation of a Map Reduce program requires five 
steps: inputting file, one file being assigned to many 
workers parallel, writing intermediate file (local writing), 
many Reduce workers running, outputting the final result 
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pressure on the network bandwidth and saves the time on 
writing intermediate file. If successful, it reads the data 
needed from the node where the intermediate file is with 
remote procedure call according to the location 
information of the intermediate file obtained from the 
Master. 
Public or external cloud introduces the traditional 
mainstream consciousness in which resource is 
dynamically fine-grained, on the basis of self-service 
provisioning via the Internet cloud applications through 
the network (network service), from off-site third-party 
providers who bill fine-grained basis for utility 
computing. The idea of a Private Computer Utility was 
first illustrated by Douglas Parkhill in his 1966 book 
"The Challenge of the Computer Utility". The idea was 
based on direct comparison with other industries (e.g. the 
electricity industry) and the extensive use of hybrid 
supply models to counterbalance and mitigate risks. 
Private cloud and internal cloud have been described as 
neologisms, despite that the concepts themselves pre-date 
the term cloud by 40 years. Even within modern utility 
industries, hybrid models still exist despite the formation 
of reasonably well functioning markets and the ability to 
combine multiple providers. Some vendors use the term 
to describe the product in a virtual private network cloud. 
These products provide the ability to supply some of the 
benefits of cloud computing, while reducing the number 
of defects. These products use data security, corporate 
governance, and reliability considerations, during this 
transitional period, push the operation of the services 
from a product-based industry in a competitive market-
driven [6]. 
III. BUSINESS APPLICATION 
Early in the 1960s McCarthy (John McCarthy) 
proposed the computing capacity as a kind of utility 
available to users like water and electricity. Almost all 
the modern day features of cloud computing (elastic 
provision, provided as a utility, online, illusion of infinite 
supplying), the comparison to the electricity industry and 
the use of public, private, government and community 
forms was thoroughly explored in Douglas Parkhill's, 
1966 book, "The Challenge of the Computer Utility". The 
actual term "cloud ", in which the telecommunications 
company, who until the 1990s primarily offered 
dedicated point-to-point data circuits, began offering a 
similar service and quality, but a much lower cost to 
virtual private network (VPN) services. Flow balance by 
switching use, as they see suitable, they can use their 
overall network bandwidth more efficiently. This cloud 
symbol is used to represent the cloud cut-off point 
between that which was the responsibility of the user 
from that of the supplier. The border extends to the cloud, 
including server and network infrastructure. 
The first milestone in the cloud is made by IBM to 
supply an enterprise-level Web site of the application of 
the concept in 1999. Amazon played a key role in the 
development of cloud computing by modernizing their 
data centers after the dot-com bubble, which, like most 
computer networks, were using as little as ten percent of 
their capacity at any one time j u s t  t o  m a k e  r o o m  f o r  
occasional spikes. Having found that the new cloud 
architecture brought about important internal efficiency 
improvements whereby small, fast-moving "two-pizza 
teams" could add new features quicker and easier, 
Amazon initiated a new product development effort to 
provide cloud computing to external customers and 
launched Amazon Web Service (AWS) on a utility 
computing basis in 2006.Amazon uses Elastic Compute 
Cloud (EC2) and Simple Storage Service (S3) to provide 
computing and storage services for companies. Service 
charges, including storage servers, bandwidth, CPU 
resources, and monthly fees. Cloud computing is one of 
the fastest-growing businesses for Amazon.  Google is 
the largest user in the field of cloud computing. Google’s 
search engine is just on the establishment of more than 
200 locations in the distribution of more than 100 million 
of support on the server. The number of these facilities is 
growing rapidly. Currently, Google has allowed a third 
party to run large-scale parallel applications by Google 
App Engine in the cloud computing of Google [6]. 
A. IBM clouds 
Recently, IBM keeps emphasizing their new concept 
of ‘Smart Planet’ in nearly all conferences. One major 
part of the ‘Smart Planet’ plan is the cloud computing. 
The IBM clouds (Blue Cloud) is the combination of grid 
computing and virtualization, that is to say, the Blue 
Cloud uses the technical ways of grid computing to 
integrate resources into a resource pool and then 
virtualizes the server, separates and offers resources from 
the pool due to the clients’ requests. 
‘Servers are the base of the computer systems’ is a 
sentence widely spreads in IBM. The Blue Cloud focuses 
more on the professional or enterprise markets with the 
strategy of selling or leasing specific servers, software 
and services to the various enterprise clients. 
IBM launched "change the rules of the game" of "Blue 
Cloud" computing platforms in November 2007, aimed to 
bring customers the cloud calculative platform which is 
available once purchased. It is to include a series of 
automation, self-management and self-repair 
virtualization of cloud calculative software, making 
global applications able to access distributed large server 
pool, allowing data center operation calculation in similar 
Internet environment. On August 2008, IBM announced 
that it would invest about 4 million U.S. dollars for its 
operations on cloud computing data center transformation 
in North Carolina and Tokyo, Japan. 
B. Google clouds 
Different from IBM which locates itself as an IT 
company offers services, Google always see itself as a 
company relevant and based on the Internet; different 
from the Blue Cloud, Google clouds faces mainly the 
common users of the Internet. This is why currently 
Google clouds are the best known clouds to the public. 
The core concept of Google’s clouds is to offer the 
service platform in which the software is not run on the 
clients, nor is the data stored in the clients. Google clouds 
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process is completed on the Internet servers who offer 
cloud computing services – we can see examples like 
using office software (Google Docs) only with an Internet 
explorer. Technology architecture of Google cloud 
computing platform is shown as Figure 1. 
 
Figure 1.   Technology architecture of Google cloud computing platform [1] 
In Google’s declarations, ‘The Google File System 
demonstrates the qualities essential for supporting large-
scale data processing workloads on commodity 
hardware.’ By using their cloud computing technologies, 
the computational cost has been lowered to 1/100, and the 
storage cost has been lowered to 1/30. Five characteristics 
can result in such tremendous cost reduction: 
•  In Google’s clouds, except the few managing 
nodes like GFS Masters, nearly all nodes in the 
Google cloud are symmetric. These nodes can 
store data, manage data and deal with tasks in the 
same time. So the cost of the equipment of nodes 
can be reduced by standardization and bulk 
purchases. 
•  Contributed by the data managing ways of 
distributed computing, the computing ability needs 
of individual cloud nodes is lowered so that 
expensive UNIX servers or SAN storage 
equipments are no longer essential to offer 
qualified services. 
•  Google clouds provide fault tolerance by constant 
monitoring, replicating crucial data, and fast and 
automatic recovery. Resource redundancy rate can 
be impressively decreased in such way. 
•  The cost of software in Google clouds is very low, 
because the majority of Google cloud software and 
applications are open-source or written by Google 
itself. 
C. Amazon clouds 
Amazon is considered to be the first company which 
provides cloud computing services on a large scale. 
Having reached the needs of offering sufficient accessing 
capacity, Amazon found that in much time its servers are 
partly used while the others remain free from load, and 
then began thinking of renting its idle servers to other 
companies. Of course, such renting is not in physical 
ways but on the Internet. Based on such will, Amazon 
develops a series of web services (Amazon Web Services, 
AWS), such as Amazon Elastic Block Store (EBS), 
Amazon Elastic Compute Cloud (EC2), Amazon Simple 
Storage Service (S3), etc.  
Amazon EC2 is seen as the first typical mode of cloud 
computing since it has the features of virtualization, on-
demand provisioning, and ‘pay as you go’ usage-based 
pricing. It is also proved that though Amazon EC2 might 
not be able to deal with extreme complicated scientific 
issues, it can easily satisfy the common computing or 
data managing demands of a company or an individual 
with no doubt. Different from both Blue Clouds and 
Google clouds, Amazon EC2 mainly offers service to 
neither enterprise nor personal usage but the software 
companies based on the Internet – can be seen as some 
sort of combination of Blue Clouds and Google clouds. 
Due to the strong computing ability and the mass storage 
capacity of Amazon clouds, EC2 attracts large amount of 
users and earns much money for Amazon. It is said that 
EC2 and other services play an important role in 
Amazon’s defeating its rivals like EBay Inc. 
Society and the family now has a personal computer 
which is called PC for short , of which only 30% of the 
computing power being used, or even lower, while the 
remaining 70% is actually being idle. The idle computer 
resources and computing power can be used effectively 
only through a distributed system, which can greatly 
enhance the computing power of a country. And 
computing power is a measure of national strength and 
research capabilities of a country index. Cloud computing 
is to connect the common server or personal computer to 
get functions of a super computer ,  but at lower cost. 
Cloud computing is to develop both technology and 
economy of a country, so it has a great potentiality. 
Policy makers need adequate attention to this, so as not 
to miss the opportunity. According to a market research 
report from Ovum, cloud computing must be part of the 
ICT industry policy of each country. "National Cloud" 
will provide market opportunities for local ICT industry. 
In addition, the government can manage cloud computing 
according to their own demands, with its own regulations 
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[5]. 
IV. FUTURE CHALLENGES 
A. Protocols reaching 
As a newly found technique, cloud computing has an 
incredible speed of gaining focus and developing. 
Although the market of the cloud computing is now 
blooming, there is a serious problem that has to be solved 
– a world-wide-accepted protocol is missing. A major 
selling point for cloud computing is that it offers 
significant computing capability with low rent and easy 
accessing ways. As mentioned above, the three 
representative cloud serving companies provide cloud 
computing services oriented towards different groups of 
clients. Such mechanics could run well before the 
explosive development of cloud services. In order to 
become the technique in common use, cloud computing 
needs all-accepted or dominant protocols, like the TCP/IP 
Protocols in Internet surfing, or the factual protocol of PC 
operating systems – an OS like the Microsoft Windows®. 
With such protocol, clients or APIs to the cloud will be 
standardized, which will benefit the popularization or 
spread of cloud computing and lower the costs [5] 
B. Performance Unpredictability 
Multiple Virtual Machines can share CPUs and main 
memory surprisingly well in Cloud Computing, but that 
I/O sharing is more problematic. The average memory 
bandwidth for 75 EC2 instances runs the stream memory 
benchmark. The mean bandwidth is 1355 mbytes per 
second, with a standard deviation of just 52 mbytes per 
second, less than 4% of the mean. The mean disk write 
bandwidth is nearly 55 mbytes per second with a standard 
deviation of a little over 9 mbytes per second, more than 
16% of the mean. This demonstrates the problem of I/O 
interference between virtual machines. 
Another unpredictability obstacle concerns the 
scheduling of virtual machines for some classes of batch 
processing programs, specifically for high performance 
computing. Given that high-performance computing is 
used to justify Government purchases of $100M 
supercomputer centers with 10,000 to 1,000,000 
processors, there certainly are many tasks with 
parallelism that can benefit from elastic computing. Cost 
associativity means that there is no cost penalty for using 
20 times as much computing for 1=20th the time. 
Potential applications that could benefit include those 
with very high potential financial returns, financial 
analysis, petroleum exploration, movie animation, and 
could easily justify paying a modest premium for a 20x 
speedup. One estimate is that a third of today’s server 
market is high-performance computing [2]. 
C. Data security and reliability 
In 2008, the Gartner Company released a cloud 
computing danger report in which seven latent risks are 
mentioned: privileged user access, regulatory compliance, 
data location, data segregation, recovery, investigative 
support, long-term viability. As cloud computing is the 
way that clients access the resource in other physical 
addresses, to ensure data confidentiality, integrity, and 
availability (CIA), the cloud server must provide: a tested 
encryption schema to ensure that the shared storage 
environment safeguards all data; stringent access controls 
to prevent unauthorized access to the data; and 
scheduled data backup and safe storage of the backup 
media. 
Needless to say, companies only builds their key 
databases on environments which are both secure and 
reliable. What is more, there should not be any 
restrictions to apply the cloud any time, any where with 
an Internet access. This means that the cloud provider 
should check their network connection all the time and 
might have to negotiate with the governments so that no 
restriction is added on their services. And this is also a 
reason why protocols are essential – with reached 
protocols, cloud servers are more likely to convince the 
governments, and with such protocols, the governments 
can be inspected by the whole world about the permission 
of qualified services. In a word, unless the cloud servers 
ensure the requirements mentioned above, there is no way 
for the whole worlds’ confidence, which is indispensable 
for people accepting cloud computing as a working 
manner or lifestyle [5]. 
D. The Internet of Things 
The Internet of Things is a new idea in the IT world 
which refers to the networked interconnection of everyday 
objects. In the wide-spread concept, such interconnection is 
a kind of wireless sensor network constructed in self-
configuring ways. 
One core technique of the Internet of Things is how to 
identify objects based on the information gain by the 
sensors. It is obviously impossible to store identifiable 
characteristics of everything in the sensors: if we do so, the 
sensors would become much more complicated than 
common-known sensors, they would need much more 
storage memory and processing ability, and then the cost 
would increase exponentially. The feature of cloud 
computing that it only needs simplest clients to provide input 
and receive output can let the sensors be the sensors: sensors 
gain statistics and upload to the cloud servers, then the cloud 
will deal with the statistics then return result of object 
identification to the sensor—or the client [5]. 
E.Data mining 
Data mining is the process of extracting patterns from 
data, which means analyzing data from different 
perspectives and summarizing them into useful information. 
Data mining has always been the hot issue in searching 
techniques for it can decide how fast the searching process 
could be completed or how well the searching results fit the 
origin demands of the searchers. Another useful application 
of data mining is in business cases. Researchers use data 
mining to gain underlying relationship between or growing 
tendency of statistics in order to build up suitable (usually 
mathematical) models and make wise decisions of 
investment. 
In the past, scholars are always busy finding better 
algorithms to fulfill data mining tasks with costs (mainly 
memory and time) as low as possible. But with cloud 
computing, researchers no longer need to worry about the 
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be considered infinite and the time running data mining 
programs can be considered extremely short. In other words, 
people could be able to solve those ‘impossible missions’ 
with cloud computing methods, like mining data from not 
only words or numbers but also images or even videos [5]. 
V. CONCLUSION 
Cloud computing, seen as the great network-tech 
breakthrough, might bring us to the ‘cloud society’ after the 
PCs and the Internet brought people to the ‘network society’. 
In the scheme of cloud computing, all the everyday usage of 
PCs will be transferred into the clouds (virtualized mass 
computational servers which cooperate on the Internet), all 
we need is an access to the Internet and then we do every 
work on it. Actually, we do not ‘do’ works on the access but 
require task-solving services from the cloud via the access, 
and the result is sent back on it. Undoubtedly, if such 
scheme comes true one day, the way that people live as well 
as work will be totally different then. However, cloud 
computing has been already changing the way that the 
business world runs; this is going to be discussed in this 
article. 
By analyzing the cases mentioned above, cloud 
computing can surely make the business world more 
convenient and efficient and it is even potential to bring 
about revolutionary changes to the human society, people 
would use more and more ‘Web-Based’ applications 
instead of the current ‘Desktop-Based’ ones. However, 
after all, all the stuff that cloud computing can offer is 
only a platform and some new ways for running services. 
No matter how well the platform is developed, if the 
services provided are not brilliant enough, it will surely 
end up with an eventually failure. 
PCs are welcomed by everyone not because of the 
characteristics itself but the software developed for it; the 
Internet becomes so charming because of the application 
based on it but not the direct but dull connection it offers 
by itself. So how successful will cloud computing be is 
also not decided by the techniques of itself but 
determined by the ‘accessories’ of it – the storage 
capacity, the software, the applications, all in one, the 
services it can provide [5]. 
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Abstract—Cyber attacks and malicious activities are rapidly
becoming a major threat to proper secure organization.
Many security tools may be installed in distributed systems
and monitor all events in a network. Security managers often
have to process huge numbers of alerts per day, produced by
such tools. Intrusion prediction is an important technique to
help response systems reacting properly before the network
is compromised. In this paper, we propose a framework
to predict multi-step attacks before they pose a serious
security risk. Hidden Markov Model (HMM) is used to
extract the interactions between attackers and networks.
Since alerts correlation plays a critical role in prediction,
a modulated alert severity through correlation concept is
used instead of just individual alerts and their severity.
Modulated severity generates prediction alarms for the most
interesting steps of multi-step attacks and improves the
accuracy. Our experiments on the Lincoln Laboratory 2000
data set show that our algorithm perfectly predicts multi-
step attacks before they can compromise the network.
Index Terms—Intrusion, Prediction, Response System, Cor-
relation, Hidden Markov Model
I. INTRODUCTION
Intrusion detection system (IDS) monitors network
events for detecting malicious activities or any attempt to
break into or compromise a system. IDSs often provide
poor quality alerts, which are insufﬁcient to support the
rapid identiﬁcation of ongoing anomalies or predict the
next goal or step of anomaly [13]. Also, poor quality alerts
needlessly cause the system to be declared unhealthy, pos-
sibly triggering high impact prevention responses. Thus,
designing an alert optimization component is needed [14].
There are two different approaches for alerts correlation:
1) Alert Filtering approach: In the ﬁrst, ﬁltering, the
idea is selecting just true alerts from raw alerts that are
generated by detection components. There are many tech-
niques like clustering, classiﬁcation and frequent-pattern
mining to implement ﬁltering approach. 2) Alert Severity
Modulating approach: In the second approach, the idea
is modulating the quality of alerts [2]. The Alert Filtering
approach causes false negatives in prediction but prevents
the application of high impact reactions to the network by
the response component. The Alert Severity Modulating
approach insures that we have better prediction and a
better security model for the network.
Intrusion Response System (IRS), is the next level
of security technology [3]. Its mission is running good
strategies to prevent anomaly growth and returning a
system to the healthy mode. It provides security at all
system levels, such as operating system kernel and net-
work data packets [4]. Although many IRSs have been
proposed, designing good strategies for effective response
of anomalies has always been a concern. A trade-off
between system performance degradation and maximum
security is needed [5]. According to the level or degree of
automation, intrusion response systems can be categorized
as: notiﬁcation systems, manual response systems and
automated response systems [4,6,9]. Automated response
systems try to be fully automated using decision-making
processes without human intervention. The major problem
in this approach is the possibility of executing an improper
response in case of problem. Automated response systems
can be divided into: 1) Static model: maps an alert
to a predeﬁned response. This model is easy to build
but the major weakness is that the response measures
are predictable. 2) Dynamic model: responses are based
on multiple factors such as system state, attack metrics
(frequency, severity, conﬁdence, etc.) and network policy.
In other words, the response to an attack may not be the
same depending for instance on the targeted host. One
drawback of this model is that it does not learn anything
from attack to attack, so the intelligence level remains
the same until the next upgrade. 3) Cost-sensitive: is an
interesting technique that tries to attune intrusion damage
and response cost. To measure intrusion damage, a risk
assessment component is needed. The big challenge in
cost-sensitive model is that the risk assessment must be
online and cost factor (risk index) has to be updated over
time [6,7,8,9].
In this context, our contributions include: (1) deﬁning
a framework for predicting sophisticated multi-step at-
tacks and preventing them by running appropriate sets
of responses, using HMM for reducing training time and
memory usage, (2) in contrast to previous models that
use Alert Filtering approach to correlate alerts, we have
used a novel approach named Alert Severity Modulating
to predict the most interesting steps of multi-step attacks,
and (3) our framework can be applied in a real network
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doi:10.4304/jnw.7.2.311-321to predict any kind of DDoS attacks
This paper is organized as follows: ﬁrst, we will discuss
related work and several existing methods for prediction
will be introduced. The proposed model is illustrated
in Section III. In Section IV, experimental results are
presented. Conclusion and future work will be discussed
in Section V.
II. RELATED WORK
A number of different approaches that predict multi-
step attacks have been proposed. Some researchers place
the prediction algorithm in the detection component. For
example, Feng et al. [15] believe that existing solutions
are only able to detect after an intrusion has occurred,
either partially or fully. Therefore, it is hard to block
attacks in real time. They have proposed a prediction
function, based on Dynamic Bayesian Networks looking
at system calls, with IDS concepts for predicting the goals
of intruders.
Other researchers have worked on prediction algorithms
based on detection output. In this method, detection
components are distributed across a network and send
alerts to the prediction component. Of course, there are
aggregation and correlation components, between detec-
tion and prediction components, to reduce the number of
false IDS alerts.
Yu and Frincke [2] proposed Hidden Colored Petri-
Net (HCPN) to predict intruder’s next goal. Previously,
researchers used alert correlation to extract true alerts
from alerts generated by the detection component. This is
the Alert Filtering approach to alert correlation. They have
taken a different approach. Because multi-step attacks
actions are unknown but may be partially detected and
reported as alerts, the task of alert correlation is not to
ﬁnd good alerts. All alerts can be useful in prediction.
They proposed a method to improve the quality of alerts
for prediction. Our alert optimization component has
the same features and differs from the Alert Filtering
approach.
Haslum et al [12] proposed a model based on HMM
to predict the next step of an anomaly. In this model,
distributed system attacks are simulated in four steps.
Based on observations from all IDSs in the network, the
system mode can be moved among states. Thus, each
time, prediction of the next goal can be estimated by the
probability of each state. However, this model needs to
be tested in a real network.
For modeling the interactions between attackers and
networks, our technique closely relates to [12]. Their
model is based on the output of alert aggregation that
ﬁlters alerts and selects just true alerts from raw alerts
generated by detection components. Our approach uses
the concepts of modulating the severity of alerts, like
[2]. We focus on the severity of alerts and propose a
novel algorithm to modulate alert severity by correlation
of alerts that are sent by distributed detection components.
However, their model does not predict distributed Denial
of service (DDoS) attacks while ours can.
Another distinguishing feature that separates our model
from previous models is that it can be applied to predict
multi-step attacks performed over a long period, and alerts
optimization helps us to predict DDoS attacks before it
makes a computer resource unavailable to its intended
users.
III. PROPOSED MODEL
Figure 1 illustrates the basic architecture of the pro-
posed model. The following actions would be performed
in this architecture:
 Data Gathering: the data gathering component
captures network trafﬁc and computer activity and
extracts necessary information for the detection com-
ponents
 Detection: the detection components try to detect
malicious activities and send alerts to the alerts
optimization component
 Alerts Optimization: alerts optimization modulates
the severity of alerts through correlation to get better
prediction
 Prediction: the prediction component will attempt
to make a prediction of a possible future problem
based on the alert observation
 Response: according to the result of the prediction
component and problem characteristics, the response
component can prepare an appropriate set of re-
sponses to run on the network for preventing the
problem growth and returning the system to the
healthy mode. To obtain the beneﬁts of an automated
response system, two major sections are considered:
1) Organization: in the organization section, we
try to select the best set of plans (IP block-
ing, TCP Reset, dropping packets, delete ﬁles,
killing process, run virus check, shutdown, ap-
plying patch, change all passwords, ...) [18]
based on our strategy (Conﬁdentiality, Integrity
and Availability). Our strategy relies on the
evaluation of the positive effects of the re-
sponses based on their impact on the conﬁ-
dentiality, integrity and availability metrics. We
also take into account the negative impacts on
the other resources in terms of availability. For
example, after running a response which blocks
a speciﬁc subnet, a web server under attack
is no longer at risk, but the availability of the
service has been decreased.
2) Execution: in the execution section, we have to
run our sequence of responses on the network
for preventing the problem growth and return-
ing the system to the healthy mode. Before
applying, we need to order the responses based
on positive effect and negative impact.
A. Alerts Optimization
Unfortunately, detection components generate huge
numbers of alerts. Also, in distributed systems, this prob-
lem is very complicated. As Figure 2 shows, the ﬁrst
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idea that many researchers have used is selecting true
alerts from the raw alerts and then sending these to the
prediction component (Alert Filtering approach). It causes
more false negatives in prediction and does not seem to
produce good results in practice. The second idea that
we have used is Alert Severity Modulating approach that
increases alerts severity exponentially through correlation.
By using correlation concepts among alerts, we have
modulated the alerts severity before sending these to the
prediction component.
Figure 2: Comparison of Alert Filtering approach and
Alert Severity Modulating approach.
There are many methods to improve the quality of
alerts. In this paper, we focus on severity of alerts and
propose a novel algorithm to modulate it by correlation
of alerts that are sent by distributed detection components.
Our alerts optimization has two parts:
1) Correlation: Zhu and Ghorbani [13] have proposed
a model to extract attack strategies. In this tech-
nique, an Alert Correlation Matrix (ACM) is used
to store correlation strengths of any two types of
alerts. In this section, an ACM is deﬁned. This
matrix has the correlation strength between two
types of alert and is very important in attack pre-
diction. Indicating the correlation weights in ACM
is difﬁcult and needs knowledge about all alerts,
it must be obtained by training process or deﬁned
by a security expert. Classiﬁcation of alerts is use-
ful when detection components generate numerous
alerts. However, classiﬁcation reduces precision and
causes more false negatives in prediction. Figure 3
shows the ACM. For example, w(1;2) means that
after the occurrence of alert1, alert2 has w(1;2)
probability of occurring.
Figure 3: Alert Correlation Matrix.
2) Optimization: in this section, a function is used
to increase the severity of alerts. If we use the
unmodiﬁed severity we get false negatives in pre-
diction. Thus, we need a function to increase alert
severity exponentially. This function begins with
the unmodiﬁed severity for each alert. We present
Formula 1 to calculate each alert severity.
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FN
KA
1:25  K
1  F  100
1  A;N
(1)
 N is frequency of alert.
 F is alert effect. It is extracted from the ACM.
 A is acceptable number of alert per day and
can be calculated based on Acceptable Alert
per Day (AAD) matrix.
 K is a constant parameter and can control
prediction occurrence. A large K increases the
correlation effect. In next subsection, we will
see how the alert severity directly affects the
prediction algorithm.
B. Prediction Component
As we know, IDS or detection components usually
generate a large number of alerts. Thus, the output of
IDS is a data stream. Stream data is temporally ordered,
fast changing, potentially inﬁnite and massive. There is
not enough time to store stream data and rescan the
whole data as static data [19,20,23]. There are some
techniques like clustering, classiﬁcation and frequent-
pattern mining for static data. Using these algorithms in
streaming mode presents many challenges. One challenge
is scanning static data multiple times, which is impossible
in streaming mode. Also, the big challenge in streaming
mode is that one frequent pattern may not be frequent over
time. The Hidden Markov Model (HMM) algorithm is one
of the best ways to tackle this weakness. HMM works
well dealing with streaming inputs. HMM is a statistical
Markov Model with unobserved state. As another view,
HMM is a simplest model of Dynamic Bayesian Network.
In HMM, the states are not visible but the output is
dependent on the states that are visible. It is fast and
can be useful to assess risk and predict future attacks in
intrusion detection systems [21,22].
In the following paragraphs, the elements of HMM are
described. An HMM is characterized by the following:
1) States: the system is assumed to be in one of the
following states. The states used in this paper are
similar to the states used in [11]:
 Normal: indicating that system is working well
and there is no malicious activity or any attempt
to break into the system
 Attempt: indicating that malicious activities
are attempted against the system
 Progress: indicating that intrusion has been
started and is now progressing
 Compromise: indicating that intrusion success-
fully compromised the system
We use N, A, P and C to represent them, so Si =
fs1 = N;s2 = A;s3 = P;s4 = Cg. In Figure 4,
the relationship among states is shown.
Figure 4: Hidden Markov Models states for prediction.
2) Observations: Oi = fO1;O2;O3;:::;Ong observa-
tions are real output from the system being mod-
eled. Observations cause the system model to move
among states. In this case, alerts from detection
components are our observations. We consider the
severity of alerts as observation. Each alert has three
priorities: low, medium and high. However, we do
not use the real severity for observations. After
receiving the real severity that has three levels, we
map it after alert optimization to the four priorities:
low, medium, high, very high. In Figure 2, you
can see our model to map the real severity to the
increased severity using an exponential function.
3) State Transition Probability (): the state transi-
tion probability matrix describes the probability of
moving among states.
4) Observation Transition Probability (): the ob-
servation transition probability matrix describes the
probability of moving among observations.
5) Initial State Distribution (): it describes the
probability of states when our framework starts.
We will now describe the prediction model in details.
As seen in Figure 1, all detection components send
alerts to the alert optimization component. The alert
optimization component increases the alert severity using
an exponential function. The increased severity of alerts
is sent to the prediction component as observation. For
each observation, HMM moves among states and the
probability of being in each state will be updated. The
computation needed to update the state distribution is
based on Equation 19 and 27 in [25] and algorithm 1 in
[12]. Figure 5 shows the pseudo-code of intrusion predic-
tion. First, a new alert severity has to be calculated based
on the alert information with alert severity function. Thus,
N, F and A parameters are calculated by three functions
that are indicated in lines 6, 7 and 8. N is the frequency of
alert that can be calculated by CalculateAlertFrequency
function. The Alert correlation matrix (ACM) is used
to calculate the alert effect by the CalculateAlertEffect
function, as will be explained in the next section. A is
the acceptable number of alerts per day and can be cal-
culated based on the CalculateAcceptableAlertFrequency
function. Of course, the Acceptable Alert per Day (AAD)
matrix must be initialized before running the algorithm.
After identifying the alert severity, we will try to up-
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date the current state distribution. Obs ix indicates the
observation index. For the ﬁrst observation index, some
calculation is needed, and for the next observation another
calculation [12,25]. Finally, the compromise state status
is very important for prediction. If it is over 95 percent,
it indicates that the distributed system will very likely be
compromised in a near future.
IV. EXPERIMENT RESULTS
A. Lincoln Laboratory Scenario (LLDDOS1.0)
The proposed prediction algorithm has been tested us-
ing the DARPA 2000 dataset [16]. It consists of two multi-
step attack scenarios. We have used the ﬁrst scenario
to test our model. This data set has a multi-step attack
that tries to install distributed denial of service (DDoS)
software in any computer in the target network. This
attack has 5 steps and takes about three hours. Finally,
three computers are compromised. Table I shows the 5
steps goal.
We have used the RealSecure IDS to generate an
alert log ﬁle [17]. RealSecure produces 919 alerts by
playing back the ”Inside-tcpdump” of LLDDOS1.0. Table
II shows that RealSecure with these alerts can detect the
steps. Unfortunately, the ﬁrst step can not be detected by
RealSecure.
B. Model Parameters
Before starting our framework, we have to initialize
some parameters:
 Alert optimization parameters: in this section two
matrices must be initialized: ACM and ADD. As
you see in Table III, RealSecure produces 19 types
of alerts in LLDOS1.0 and we have used these
values for the AAD parameter. To initialize ACM,
we have used [13]. These correlation weights in
ACM were obtained during the training process and
incrementally updated in this process with a formula
that depends on the number of times that these two
types of alerts have been directly correlated. The
effect column shows each alert severity obtained by
Formula 2. Alert severity used in this formula is
from [10] and is shown in Table IV. We have used
normalized columns in our algorithm.
F(Alerti) =
19 X
j=1
W(i;j)  Severityj (2)
 HMM parameters: ﬁrst, at the start of monitoring,
 = f1:0;0:0;0:0;0:0g. It means that the system is
in the normal state with 100% probability. Secondly,
we have to initialize the state transition probability.
Finally, the observation probability matrix has to be
speciﬁed.
 =
N A P C
N
A
P
C
2
6 6
4
0:999
0:001
0
0
0:001
0:984
0:001
0
0
0:015
0:984
0:001
0
0
0:015
0:999
3
7 7
5
(3)
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Step Name Time Goal
1 IP sweep 9:45 to 09:52 The attacker sends ICMP echo-requests in this sweep and listens for ICMP echo-replies to
determine which hosts are ”up”
2 Sadmind Ping 10:08 to 10:18 The hosts discovered in the previous step are probed to determine which hosts are
running the ”sadmind” remote administration tool. This tells the attacker which hosts might
be vulnerable to the exploit that he/she has
3 Break into 10:33 to 10:34 The attacker then tries to break into the hosts found to be running the sadmind service in
the previous step. Breakins via the sadmind vulnerability
4 Installation 10:50 Installation of the trojan mstream DDoS software on three hosts
5 Launch 11:27 Launching the DDoS
TABLE II.: The RealSecure Alerts Related to Each Step
Step Name Alerts
1 IP sweep No alert is generated for this step
2 Sadmind Ping Sadmind ping
3 Break into Sadmind Amslverify Overﬂow, Admind
4 Installation Rsh, MStream Zombie
5 Launch Stream DOS
TABLE III.: Acceptable Alert per Day (AAD) Matrix
ID Alert Name Acceptable Frequency
1 Sadmind Ping 10
2 TelnetTerminaltype 1000
3 Email Almail Overﬂow 10
4 Email Ehlo 1000000
5 FTP User 10
6 FTP Pass 10
7 FTP Syst 10
8 HTTP Java 1
9 HTTP Shells 1
10 Admind 1
11 Sadmind Amslverify Overﬂow 1
12 Rsh 1
13 Mstream Zombie 1
14 HTTP Cisco 1
15 SSH Detected 10
16 Email Debug 1
17 TelnetXdisplay 3
18 TelnetEnvAll 10
19 Stream DoS 1
 =
L M H V H
N
A
P
C
2
6 6
4
0:4
0:3
0:2
0:1
0:3
0:4
0:3
0:2
0:2
0:2
0:4
0:3
0:1
0:1
0:1
0:4
3
7 7
5
(4)
C. Results
Figure 6 shows the total prediction for the full duration
of the Lincoln Laboratory data set with K= 3.5. As
mentioned, our HMM is based on four states (Normal,
Attempt, Progress and Compromise). In this diagram, you
can see the four states status simultaneously when the
attacker tries to break into the hosts. Normal state shows
online prediction of the network being healthy in a near
future. In this diagram we can see when a system is
predicted not healthy in a near future. Our system adjusts
the state with attackers’ progress. When the attacker gets
appropriate results in a multi-step attack, system moves
from Normal state to the Attempt state and so on. When
the probability of Normal state is down, it means the
probability of other states are up.
As we have mentioned, this multi-step attack takes
about three hours and has ﬁve steps. You can see the
approximate time periods of all steps conducted by the
intruder (based on RealSecure IDS output): 2788-3211
sec. [4:46:23-4:53:26] (Step 2), 4377-4400 sec. [5:12:52-
5:13:15] (Step 3), 5355 sec. [5:29:10] (Step 4) and 7573
sec. [6:06:08] (Step 5). As mentioned in Table I, in the
fourth step, attacker installs the trojan mstream DDoS
software on three hosts. Eventually, in step 5 the attacker
launches the DDoS. Thus, our prediction component has
to send an alarm to the response component before step
4. Let us see how our prediction algorithm works.
The alert optimization component sends an alert with
316 JOURNAL OF NETWORKS, VOL. 7, NO. 2, FEBRUARY 2012
© 2012 ACADEMY PUBLISHERT
A
B
L
E
I
V
.
:
A
l
e
r
t
C
o
r
r
e
l
a
t
i
o
n
M
a
t
r
i
x
A
l
e
r
t
S
e
v
e
r
i
t
y
L
o
w
L
o
w
M
e
d
i
u
m
L
o
w
L
o
w
M
e
d
i
u
m
L
o
w
H
i
g
h
H
i
g
h
H
i
g
h
H
i
g
h
M
e
d
i
u
m
H
i
g
h
H
i
g
h
L
o
w
H
i
g
h
L
o
w
L
o
w
M
e
d
i
u
m
A
l
e
r
t
I
D
1
2
3
4
5
6
7
8
9
1
0
1
1
1
2
1
3
1
4
1
5
1
6
1
7
1
8
1
9
E
f
f
e
c
t
N
o
r
m
a
l
i
z
e
1
0
.
3
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
9
.
3
8
.
1
6
6
.
2
7
2
.
3
7
0
.
0
1
0
.
0
1
0
.
0
1
0
.
6
9
0
.
6
9
0
.
0
1
7
3
.
9
4
0
.
7
2
8
2
1
.
7
5
2
9
.
8
7
1
9
.
5
4
1
3
9
.
0
9
1
6
.
1
1
9
.
2
9
1
6
.
1
1
0
.
0
1
0
.
0
1
3
.
7
9
2
.
1
7
2
.
3
3
0
.
6
0
.
0
1
3
.
4
9
1
.
2
9
0
.
0
1
0
.
0
1
0
.
0
1
3
1
2
.
4
1
3
.
0
7
7
3
0
.
8
7
4
5
.
7
4
3
4
.
8
4
2
2
8
.
0
7
2
9
.
5
2
2
5
.
2
7
2
4
.
8
6
1
2
.
2
5
0
.
6
5
1
.
6
8
1
.
1
2
1
.
2
3
0
.
3
2
0
.
9
8
0
.
9
2
1
.
1
0
.
0
1
0
.
0
1
0
.
0
1
5
0
7
4
.
9
9
4
4
1
.
7
5
7
8
2
.
2
7
6
2
8
.
2
5
3
5
3
3
.
9
3
5
5
0
.
7
1
5
2
8
.
8
5
5
2
7
.
0
2
1
3
.
4
9
0
.
6
5
4
.
3
7
2
.
2
2
.
3
9
0
.
6
2
4
.
1
6
1
7
.
8
7
4
8
.
3
1
0
.
0
1
0
.
0
1
0
.
0
1
7
9
5
3
.
9
7
7
8
.
3
5
5
0
.
0
1
9
.
0
3
5
.
3
2
2
9
.
5
7
1
9
.
7
1
2
7
.
3
1
2
6
.
2
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
2
7
1
.
4
8
0
.
0
1
0
.
0
1
0
.
0
1
1
5
4
.
7
4
1
.
5
2
4
6
0
.
0
1
9
.
0
3
1
.
0
9
2
9
.
0
5
2
0
.
7
9
1
9
.
7
1
2
7
.
3
3
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
2
7
1
.
4
8
0
.
0
1
0
.
0
1
0
.
0
1
1
3
0
.
3
4
1
.
2
8
3
7
0
.
0
1
8
.
7
6
1
.
0
9
2
9
.
0
5
2
1
.
2
2
2
0
.
1
5
1
9
.
3
5
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
2
7
1
.
4
8
0
.
0
1
0
.
0
1
0
.
0
1
1
2
5
.
8
2
1
.
2
3
9
8
0
.
0
1
1
1
.
8
2
0
.
0
1
2
9
.
3
4
3
.
0
6
3
.
0
6
3
.
0
6
1
1
.
5
3
3
.
8
8
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
9
9
.
8
8
0
.
9
8
3
9
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
6
4
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
2
.
2
6
0
.
0
2
2
1
0
0
.
7
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
3
0
.
7
9
3
1
.
5
3
7
2
.
8
7
2
6
.
2
5
0
.
0
1
0
.
0
1
0
.
0
1
4
.
1
1
4
.
1
2
0
.
0
1
4
2
0
.
6
1
4
.
1
4
3
1
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
3
1
.
4
2
2
.
7
4
3
2
.
1
4
1
6
.
9
6
0
.
0
1
0
.
0
1
0
.
0
1
4
.
1
1
4
.
1
2
0
.
0
1
2
8
6
.
0
5
2
.
8
1
7
1
2
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
2
0
.
8
8
2
.
7
9
0
.
0
1
0
.
0
1
0
.
0
1
3
.
2
9
3
.
2
9
0
.
0
1
5
7
.
0
1
0
.
5
6
1
1
3
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
9
.
9
7
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
3
.
2
5
0
.
0
3
2
1
4
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
3
5
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
1
.
0
5
0
.
0
1
1
5
0
.
0
1
0
.
8
8
0
.
0
1
2
.
6
4
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
7
.
6
6
0
.
0
7
5
1
6
0
.
0
1
1
.
1
6
0
.
0
1
4
.
2
4
0
.
2
8
0
.
2
8
0
.
2
8
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
2
7
0
.
0
1
0
.
0
1
0
.
0
1
7
.
6
1
0
.
0
7
4
1
7
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
1
.
0
8
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
6
9
0
.
0
1
4
.
2
6
0
.
0
4
1
1
8
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
1
.
0
8
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
3
.
5
8
0
.
0
3
5
1
9
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
.
0
1
0
0
.
3
7
0
.
0
0
3
JOURNAL OF NETWORKS, VOL. 7, NO. 2, FEBRUARY 2012 317
© 2012 ACADEMY PUBLISHERAlert Severity Modulating approach to the prediction com-
ponent. Figure 7 illustrates the output of alert optimization
component for the full duration of the Dataset. Thus,
prediction component receives optimized alerts and each
state calculates its probability. At the start of monitoring,
the system is in the Normal state with 100% probability
and other states are zero. The sum of all values at each
time must be 100%. Our prediction is based on the
probability calculated in the Compromise state. When
the probability is over 95%, it means an intrusion is
going to happen in the near future. The ﬁrst prediction
was calculated at 4310 seconds, 67 seconds before the
attacker does all the work in third step. The second
prediction was calculated at 5323 seconds. It happened 32
seconds before the fourth step. The third prediction was
calculated at 6101, 25 minutes before the ﬁfth step. Thus,
the administrator can manually apply a set of responses
to mitigate the attack or we can connect the prediction
component to an automated intrusion response system to
do that automatically.
Also, Table V shows the total number of alerts that
are generated by RealSecure IDS until each prediction.
The initial alert severity column illustrates the initial value
related to each alert. The optimized alert severity column
shows how Formula 1 works in the alert optimization
component for each type of alert.
As we discussed before, alert optimization modulated
alert severity over time with Formula 1. There is a
constant parameter (K) in this formula for which we can
evaluate the effect on the prediction algorithm, as illus-
trated in Figure 8. In fact, K is the prediction controller.
As shown in Figure 8, there are a few predictions closely
spaced in time. Because of this close spacing, they are
considered as a region. As seen in Figure 8, when K=
2.5 there are two regions and with K= 3.5, there are three
regions within a few minutes. In Figure 8, we can see that
with K= 3.5, a prediction happens before each of step 3,
4 and 5 and the result is most interesting. For K= 2.5,
two predictions happen, the ﬁrst related to the third step
and the second related to the fourth step.
If K is big, the prediction component is more sensitive
and sends more alarms to the response component. In
this case, the response component can apply responses
more frequently. It means, there are more chances to repel
attack if we could not stop the progress of attack. We may
still want to set K to a higher value to avoid missing an
attack and to have more time to evaluate the risk index
and select more appropriately the level of response.
In the prediction view, we have two types of intrusion
response systems: Reactive and Proactive [4,24]. In the
Reactive approach, all responses are delayed until the
intrusion is detected. Since the reactive responses are
applied when an incident is detected, the system is in an
unhealthy state from before the detection of the malicious
activity until the application of the reactive responses.
Sometimes, it is difﬁcult to return the system to the
healthy state. This type of IRS is not useful for high secu-
rity. For example, suppose the attacker was successful in
accessing a database, illegally reading critical information
and after that the IDS sends an alarm about a detected
malicious activity. In this case, a reactive response is not
useful because the critical information has been disclosed.
In summary, we have designed a Proactive IRS that can
predict different kinds of DDoS attacks often minutes
before it happens.
V. CONCLUSION
In this paper, we presented an architecture to predict
intrusions and trigger good response strategies. A novel
alert correlation is used to decrease false negatives in
prediction. Our experimental results on the DARPA 2000
data set have shown that our model can perfectly predict
distributed denial of service attacks and has a poten-
tial to detect multi-step attacks missed by the detection
component. Several future research directions are worth
investigating to improve our model. First, we would like
to study how to update the ACM based on prediction
analysis results. For example, the correlation strength
between two types of alerts can be updated by receiving
hints from the prediction component. However, the ACM
should not be updated every time because the attacker
could run impractical actions in the ﬁrst step of an attack,
increase the correlation strength between two or more
alerts and consequently cause incorrect predictions.
Secondly, we want to add a risk assessment component
in our model. Risk assessment is the process of identifying
and characterizing risk. The result of risk assessment is
very important to minimize the impact on system health
when anomaly has been detected. Finally, we plan to
interface our system to live data center network data.
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Figure 7: The output of alert optimization component for the full duration of the Dataset with K= 3.5.
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Abstract - In pervasive computing environments, resources 
and services are usually provided by a variety of different 
suppliers with multiple computing devices and from 
heterogeneous networks. Accordingly, various privacy 
protection methods with lots of privacy policies were used. 
Before some meaningful interaction starts or services offers, 
a certain level of trust must be established, this trust 
establishment and communication process may involve 
privacy information exchange. Consequently, a method for 
integrate the privacy protection methods and deal with 
privacy and trust tradeoff is necessary. In this paper, we 
propose a novel trust based privacy protection method by 
using a three levels trust based privacy protection model 
(TPPM). Our main contributions include: (1) TPPM can 
integrate the various privacy protection methods and 
specify privacy policies; (2) TPPM can automatic make 
privacy disclose decision with achieving the goal of less 
privacy information loss and more trust gain during the 
trust establishment and the interaction process; (3) our 
method can be used in kinds of applications scenarios 
flexibly. Simulation results and analysis show our method 
can accomplish privacy preserving and fast trust 
establishment well. 
 
Index Terms - privacy protection; trust; pervasive 
computing; ontology; privacy loss entropy; trust gain 
entropy 
I. INTRODUCTION   
Weiser [1] described a vision for twenty-first-century 
computing in which he used the term “ubiquitous 
computing” and later termed as “pervasive computing.” 
Pervasive computing envisions an environment in which 
we are surrounded by many embedded computer devices. 
Those computing devices provide us with a mobile, 
spontaneous and dynamic way to enjoy various resources 
and service which give us tremendous freedom and 
convenience without aware of them.   
As the saying goes every coin has two sides, pervasive 
computing will exacerbate the privacy problem. Unless 
privacy is adequately protected, the progress of pervasive 
computing will be slowed down or derailed altogether, 
even places people in a monitored environment that mass 
monitors (embedded devices) surrounded with. In 
pervasive computing environment (PCE), resources and 
services are usually provided by variety of different 
suppliers with multiple computing devices and from 
heterogeneous networks. Accordingly various methods 
with lots of policies were used to protect privacy. It 
therefore becomes necessary and important to study the 
mechanism to integrate privacy protection methods and 
specify privacy policies.   
In PCE, entities (or devices) which make connections 
and interactions may know little about each other or 
without prior knowledge at the beginning of 
communication. Therefore, in many cases, before any 
meaningful interaction starts or services offers, a certain 
level of trust must be established. During the trust 
establishment process, an entity may request some 
information from other entities that probably involves 
privacy, which implies some privacy loss for the entities. 
Therefore, it is clearly that study effective privacy 
quantification and trust-privacy tradeoff mechanism are 
very necessary for privacy protection in pervasive 
computing environment.   
Taking these in mind, in this paper, we propose a novel 
trust based privacy protection method by using a three 
levels privacy protection model (TPPM). Our motivation 
is supply a privacy protection method which can be used 
in PCE with privacy protection methods integration, 
privacy polices specification and balancing privacy loss 
and trust gain during the interaction. 
The rest of this paper is organized as follows. In the 
following section, we briefly discuss some related work. 
In Section III, we exhaustive describe PPTM level by 
level. In Section IV, we introduce a novel privacy 
protection method by using TPPM. After that we do some 
simulations to analyze the performance of the TPPM in 
Section V. Finally, we conclude this paper in Section VI 
in which we also discuss some future work. 
II. RELATED WORK 
Access control which grants access permissions to an 
authorized user has become an important factor to ensure 
the security in PCE [2-4]. Automated trust negotiation 
(ATN) is a new approach to access control and 
authentication in open, flexible systems, especially in 
PCE [5], also some researches has been done for privacy 
preserving in ATN [6-8]. Though the access control 
methods and ATN can ensure the privacy information not 
be accessed from the unauthorized entities, some open 
issues still need to be addressed. In PCE, the user may be 
Manuscript received on August 1, 2010, revised on September 28,
2010 and accepted on October 20, 2010. 
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doi:10.4304/jnw.7.2.322-328willing to sacrifice some privacy to enjoy some services; 
consequently, how much privacy can the entities afford to 
lose in order to getting some services seem as an 
important issue.   
Entropy has been used to mathematically model the 
minimization of privacy loss [9-12]. In the discussion of 
privacy-trust tradeoff issue in distributed system, privacy 
is quantified by categorizing its importance used in trust 
evaluation [13]. Since trust and privacy are 
context-dependent, privacy may require that different 
trust evidence be used to make the decision as to how to 
deal with different application scenarios. Unified trust 
values or a simple trust rank is insufficient for making 
privacy disclose decision. 
Initially, ontology was introduced as a method for 
“explicit specification of a conceptualization” [14], now, 
ontology widely used in computing domain to solve the 
issues of information classification, information 
integration, policy description and so on [15-17].   
III. TRUST BASED PRIVACY PROTECTION MODEL 
In this section, we will introduce a trust based privacy 
protection model (TPPM) that includes the aggregation 
and abstract level, the privacy loss and trust gain 
quantification level, and the decision level. The 
architecture of TPPM is illustrated in Fig.1. 
A. Aggregation and Abstract Lelve 
Aggregation and abstract level is in the bottom of 
TPPM, it adopts ontology method to aggregate various 
privacy policies which are used in different privacy 
protection methods, and it also abstracts the privacy 
policies by the semantic way to create privacy policy 
ontology and privacy information ontology.   
Definition1. Trust evidence is the information which 
can offer trust for the communication parties. Tokens 
submitted and certificates exchanged during the 
authentication process or communication, and any history 
records of interaction etc all can be considered as the trust 
evidence. In our aggregate and abstract approach, we 
consider trust evidence as an attribute of the privacy 
ontology.   
Privacy policy ontology describes the category of 
privacy policies. Privacy policies are abstracted as 
privacy policy ontology with the attribute of trust 
evidences in a semantic way. As shown in Fig. 2, the 
policy of class 1.1 is abbreviated as Policy 1.1. Each 
privacy policy has its own attribute named trust evidence 
with its constraint that denotes the condition should be 
satisfied. In addition, one policy may control one or more 
piece of privacy information. We use a mapping function 
) 1 ( : 1 : ≥ → n n PI P to express the relationship between 
privacy policy and privacy information where  Pdenotes 
the privacy policy and  PI denotes privacy information. 
Applying the ontology method, we can easily integrate 
the different privacy protection methods with their 
various privacy policies that are used in PCE in a unified 
manner. For example, in an access control based privacy 
protection method, the policy “one will have the right to 
access this privacy information if and only if he passes 
the authentication” can be abstracted such that 
“authentication” as a trust attribute with its constraint 
“pass”. Similarly, the policy “trust value not low than 
0.7” in trust-based method for privacy protection can be 
described as a policy in which “trust value” is an attribute 
with the constraint “not low than 0.7”. 
We describe both the privacy policy ontology and 
privacy information ontology in the structure of a tree in 
which the root is at the top with the leaves below it. 
Accordingly, four basic properties are existed. 
Property 1. (Inheritance Property): A child has the 
inheritance relationship with its parent. As illustrated in 
Fig.2, if Policy 1 calls for the Trust evidence 5, Policy 1.1 
and Policy 1.2 will inherit this demand. 
Property 2. (Mandatory Property): The policy of a 
higher level is always enforced at the low levels. Also as 
illustrated in Fig. 2, if Policy 1 adds a new attribute, say 
Trust evidence 3, Trust evidence 3 must be included 
when Policy 1.2 is enforced. 
Privacy ontology describes the privacy information 
category with its attributes named trust evidence that is 
needed for privacy disclosure. The privacy ontology is 
illustrated in Fig.3 in which P1 represents class 1 of 
privacy information and P1.1 represents a subclass of P1 
having the inherited function from P1. 
Property 3. (Default Property): An upper-class’ default 
policy is inherited and enforced by a subclass if and only 
if the child doesn’t have the corresponding policy. In Fig. 
2, if the constraint of Policy 1.1’s conflicts with that of 
Policy1’s, Policy 1.1 won’t inherit Policy 1’s constraint. 
Property 4. (Conflict Avoiding Property): During the 
aggregate process, if two piece of privacy polices are 
conflicted, deal with that as follows. Suppose that policy 
A controls the privacy information  '' ' 12 {, , . . . .} pp p PA m and 
needs trust evidences 12 {, , . . . .} tt t T A u , while policy B 
controls the privacy information  '' '' '' 12 { , ,.... } pp p PB n needs 
trust evidences 12 { , ,.... }( ) tt t T B v vu ≤ . If p j ∃ : 
) ( ) ( P p P p B j A j ∈ ∨ ∈ let policy A controls  p j and delete 
p j from } ' ' ,.... ' ' , ' ' { 2 1 p p p P n B . 
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Figure 1. Architecture of TPPM 
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Figure 3. Privacy Ontology   
B. Privacy Loss and Trust Gain Quantification Lelve 
With privacy policy ontology and privacy ontology 
created in the aggregation and abstract level, we can 
quantify privacy loss and trust gain during trust 
establishment and interaction process based-on 
information theory conveniently.   
Definition 2. We denote the trust that the interaction 
counterpart should be achieved when disclosing one piece 
of privacy as 
a T , the trust that the counterpart has already 
been achieved before the privacy disclosure asTb  and 
the counterpart’s trust variation for the entity after the 
disclosure of privacy asTc . 
Definition 3. Conditional probability (/) 1 prob P TT ab =  
denotes the probability of achieving T a under 
conditionTb . 
Definition 4. Conditional probability (/) 2 prob PT T cb =  
denotes the probability of achieving Tc under 
conditionTb . 
Definition 5. Set {, , . . .} 12 ee e Te n denotes the trust 
evidences that are needed when disclosing one piece of 
privacy information. 
Definition 6. Entropy is a quantitative measure of 
information content and uncertainty over a probability 
distribution. 
Assume that entity A needs entity B to achieve trust 
levelTabefore disclosing to it a piece of privacy and A 
currently trusts B at levelTb . And (/) 1 prob P TT ab =  is 
the probability of entity B achieving Ta  under 
conditionTb . Then let’s consider two situations:   
If    Ta Tb ≥ , then 1 1 P =  and 10 log p = . We considered 
this situation as no privacy information loss. 
If    Ta Tb < , it means that would lead to privacy 
information loss when the information is disclosed.   
Under the second situation above, disclosing the 
privacy needs some trust evidences,  (/) 1 prob PT T ia i b i =  
represent the  th
i  trust evidence’s conditional probability 
when disclosing the privacy information. Let  pn p p ,.. 2 , 1  
denote the original values of conditional probability p i 1 . 
Then 
pn p p
pi P i .... 2 1
1 + +
=   ( pn p p k + + + = .... 2 1 )    (1)  
We use entropy  H1  to denote privacy information 
loss: 
) log 1
1
1 ( 1 P i
n
i
P i k H ∑
=
− =  ( 1
1
1 = ∑
=
n
i
P i , pn p p k + + + = .... 2 1 )   ( 2 )             
 Entropy  H1   expresses average information loss 
when disclosing a piece of privacy. A bigger  P1  
indicates less privacy information loss and a higher 
probability of achievingTawithTb .  
Privacy disclosure can lead to change to trust levels. 
We use  (/) 2 prob PT T ic i b i =  to represent the conditional 
probability of  th i  trust evidence’s trust gain variation 
when this piece of privacy is disclosed. Let '' ' ,, . . 12 pp p n  
denote the original values of conditional probability 2 P i , 
we preprocess the conditional probability as follows:   
'
2 '' ' .... 12
pi
P i
pp p n
=
++
   ( '' ' .... 12 g pp p n ++ + =  )     
(3) 
We use entropy  2 H   to denote trust gain: 
2 () log 22
1
n
P i g HP i
i
=− − ∑
=
   
( 1 2
1
n
P i
i
= ∑
=
'' ' .... 12 g pp p n ++ + = )               ( 4 )  
 Entropy  2 H expresses average trust gain by 
disclosing a piece of privacy. A bigger  2 P  indicates 
more trust gain since it indicates low uncertainty for gain 
Tc which means more trust gain when disclosing a piece 
of privacy. 
In PCE, in many cases before any meaningful 
interactions start, a certain level of trust must be 
established. Intuitionally, the entities may want to lose 
less privacy to achieve the desired trust. On the other 
hand, entities want to disclose privacy information to gain 
more trust in the trust establishment process. We use 
H to represent the relationship between privacy 
information loss  H1  and trust gain H 2 as expressed 
below: 
12 H HH α β = +   ( 1 α β += )          ( 5 )  
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The decision level is on the top of the privacy 
protection model that gives privacy discloser decision 
automatic that based on the two lower levels. This 
decision level obeys four basic rules during the decision 
process. 
Rule 1. (Default Rule): If the interaction entity’s trust 
satisfied the constraints of the trust evidences, disclose 
this privacy information. 
The default parameter is 5 . 0 = = β α  that to balance 
privacy and trust in the privacy loss and trust gain 
quantification level. 
Rule 2. (Granularity Control Rule): If the  Li level 
privacy information of privacy ontology does not 
satisfied privacy disclosure demand by privacy policy 
while  () L j j i < level privacy information satisfied, iff 
there should be disclose some privacy or the interaction 
will be ended (the user want to continue the interaction), 
allow disclose  L j level privacy information. 
Rule 3. (Minimum Privacy Rule):   
(1) If both level  Li and level () L j j i < privacy 
information of privacy ontology satisfied privacy 
disclosure demand by privacy policy, and only one piece 
of privacy information should be disclosed, deny  Li level 
privacy information disclosed. 
(2) If some privacy information satisfied the demand 
of privacy policies and not all of privacy information 
should be disclosed, disclose the privacy information 
which privacy loss entropy is less.   
(3) If the requested privacy information does not 
satisfied privacy policies and it must disclose some 
privacy information, disclose privacy with privacy loss 
entropy descending order step by step.   
Rule 4. (Parameter Selection Rule): If the user need to 
trade privacy for trust, i.e., to sacrifice privacy in order to 
achieve a certain level of trust, adjust the parameter 
as β α < . If the priority of interaction is to protect privacy, 
adjust the parameter as β α > . 
Rule 5. (Priority Rule): The priority of decision rule is 
default rule, granularity rule, and minimum privacy rule. 
The priority of minimum rule is (1), (2) and (3). If the 
privacy disclosure decision under rule 1, rule 2 and rule 3 
can not satisfied the interaction demand, use rule 4 to 
change parameters in order to achieve the interaction. 
IV. PRIVACY PROTECTION METHOD 
In PCE, use our trust based privacy protection method 
can protect privacy effectively also with fast trust 
establishment. We abstract the user and the service 
provider (or interaction entity) as privacy owner and 
privacy requester respectively. The process of our trust 
based privacy protection method is as follows.   
Step 1: The privacy requestor send privacy access 
request to the privacy owner; 
Step 2: The privacy owner check the trust evidences 
that needed for access privacy information by the TPPM. 
Step 3: The TPPM check privacy ontology and then 
notify the trust evidences that needed for privacy 
accessing to the privacy requestor; 
Step 4: The privacy requestor submit some trust 
evidences to the privacy owner; 
Step 5: The trust model do the trust evaluation based 
on the submitted trust evidences, and then transfer the 
trust evaluation result to TPPM; 
Step 6: The TPPM make privacy disclosure decision 
based on trust evaluation result. 
In fact, the process of negotiation between the trust 
evidences request and submission is complex, we simply 
illustrate this flow in Fig.4. After trust evidences 
negotiation, our TPPM will give the decision of privacy 
disclosure. 
 
1 Request 
2 Check Trust Evidence 
3 Notify Trust Evidence  3 Notify Trust Evidence 
4 Submit Trust Evidence  4 Submit Trust Evidence 
4 Submit Trust Evidence
5 Trust Evaluation Result
Trust 
Model 
6 Privacy Disclose Decision 
Trust Based 
Privacy 
Protection 
Model 
6 Privacy Disclose Decision 
Privacy 
Requestor  
Privacy 
Owner  
 
Figure 3. Process of Privacy Protection Method 
 
Notify Trust Evidences 
Need More Trust Evidences？ 
no 
Trust Evidences Submitted？ 
Start  
End  
no 
yes 
TPPM Make Decisions 
yes 
Figure 4. The Flow of Trust Evidences Negotiation 
V. SIMULATION RESULTS AND ANALYSIS 
In this section we will do some simulations to analyze 
the performance and the effect of privacy protection by 
using our method. 
We simulate our trust based privacy protection method 
by using TPPM in Location Based Service application 
scenario. In LBS application, the information that 
submitted and the query action may contain privacy. We 
consider both the information submitted and the query 
action which contain privacy as a piece of privacy 
information to understandable. In simulations, we 
compare the TPPM’s performance of privacy protection 
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establishment (described by trust gain entropy) to 
recently trust based privacy protection researches [11-13] 
(we record this as DPEP in simulations) that disclosure 
privacy under the same trust level with equally 
probability. 
The following assumptions have been made during the 
simulations. The disclosure of one piece of privacy 
information requires 3 trust evidences. The disclosure of 
privacy information is randomly chosen from privacy 
information set. The conditional probability is computed 
based on the Bayes net in which we use the random 
number between 0 and 1 as the value of conditional 
probability in the simulation. There are 10 pieces of 
privacy information in privacy information set.   
TABLE I.    
PAIRVACY LOSS ENTROPY AND TRUST GAIN ENTROPY 
 
Selecting 1 from 10    Privacy Loss Entropy 
Min   Max  Ave 
0.08  0.16  0.29 
Selecting 3 from 10    Privacy Loss Entropy 
Min 
0.43  0.64  0.84 
Ave  Max 
Selecting 5 from 10    Privacy Loss Entropy 
Min   Ave  Max 
0.76  1.05  1.35 
Selecting7 from 10    Privacy Loss Entropy 
Min   Ave  Max 
1.10 1.34  1.60 
Trust Gain Entropy 
Min  
Min  
Min  
Min  
Ave 
Ave 
Trust Gain Entropy 
Trust Gain Entropy 
Trust Gain Entropy 
Ave 
Ave  Max 
Max 
Max 
Max 
-0.41  -0.21  -0.04 
-0.66  -0.41  -0.21 
-1.27  -0.96  -0.65 
-1.81  -1.55  -1.23 
  Table 1 illustrates four cases of privacy loss entropy and 
trust gain entropy compare the extreme situation of 
TPPM (disclose privacy information with minimum 
privacy entropy and disclose privacy information with 
most trust gaining) to randomly choosing privacy 
information for disclosure with running 50 rounds.   
We can see that in the extreme situation, in order to 
protect privacy strictly TPPM can always choose the 
privacy information with minimum privacy entropy to 
disclose. In the other extreme situation that to achieve 
trust establishment fast, TPPM can disclose privacy 
information with most trust gaining. We can conclude 
that TPPM can achieve the goal of protect privacy strictly 
or fast establish trust with privacy preserving, and it has 
better performance compare to DPEP. In addition, this 
situation has a premise that this privacy discloser does 
not violate the decision rules of TPPM.   
Then we analyze the normal situations. In case 1, we 
choose the parameter  5 . 0 = = β α to balance privacy and 
trust in TPPM that compare privacy loss entropy and trust 
gain entropy to DPEP. The x-axis denotes the count of 
privacy disclose choice, e.g. “1” denotes selecting 1 piece 
of privacy from 10, “2” denotes selecting 2 pieces of 
privacy from 10 etc. We record privacy loss entropy and 
trust gain entropy in y-axis respectively which illustrated 
in Fig. 5. We can see that TPPM’s privacy loss entropy is 
less than DPEP which means better privacy preserving, 
and TPPM’s trust gain entropy is more than DPEP which 
means more trust gain by doing privacy disclosure 
decision. 
  Then we analyze the situation of the TPPM’s 
parameter selection. In case 2, we simulate the scenario 
that trade privacy for trust, i.e., to sacrifice privacy in 
order to achieve a certain level of trust. So we choose the 
parameter  6 . 0 , 4 . 0 = = β α and 7 . 0 , 3 . 0 = = β α  respectively. 
The x-axis denotes the count of privacy disclose choice 
while the y-axis denotes privacy loss entropy and trust 
gain entropy respectively in Fig.6. We can see that, the 
bigger  β   the more privacy loss and more trust gain.   
 Case 3 simulates the scenario that the priority is to 
protect privacy, so we choose the parameter 
4 . 0 , 6 . 0 = = β α and  3 . 0 , 7 . 0 = = β α  respectively. The x-axis 
still denotes the count of privacy disclose choice while 
the y-axis denotes privacy loss entropy and trust gain 
entropy respectively in Fig.7. It is clear that the bigger  α  
the less privacy loss, and with biggerα the trust gain is 
less. 
              
Figure 5. Comparison of TPPM to DPEP 
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Figure 6. The Scenario of Trade Privacy for Trust 
 
   
Figure 7. The Scenario of Privacy Protection Preferential 
Consequently, we can conclude that our TPPM has 
better performance in privacy protection and trust 
establishment compare to recently trust based privacy 
protection researches [11-13] that disclosure privacy 
under the same trust level with equally probability. And 
with parameters adjustment, TPPM can achieve privacy 
preserving and fast trust establishment well. 
VI. CONCLUSION 
Pervasive computing give us tremendous freedom and 
convenience without aware of the computing devices. 
Unless privacy is adequately protected in pervasive 
computing environment, it may places people in a 
monitored environment that mass monitors (embedded 
devices) surrounded with. In this paper, we proposed a 
trust based privacy protection method by using a three 
level trust based privacy protection model (TPPM). This 
model adopts ontology method to create privacy policy 
ontology and privacy ontology aiming at integrates 
privacy protection methods and specifies privacy polices. 
TPPM applies entropy computing mechanism to quantify 
privacy loss and trust gain before privacy disclose with the 
goal of balance privacy loss and trust gain during the 
interaction. It can make privacy disclose decision 
automatic with achieving privacy protection and fast trust 
establishment. Then we do some simulations to analyze 
the performance of TPPM. According to the simulation 
results and analysis, we can conclude that the trust based 
privacy protection method can achieve privacy preserving 
and trust establishing well.   
In the future, we will further refine our method through 
implementation and applications. And we will analyze 
the complexity and cost of our method; refine our method 
to balance privacy preservation and its additional cost. 
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Abstract—Certificate-based encryption (CBE) is a new 
public key encryption paradigm which combines traditional 
PKI-based public-key encryption (PKE) and identity-based 
encryption (IBE), and preserves some of their most 
attractive features. CBE provides an efficient implicit 
certificate mechanism and allows a periodical update of 
certificate status. It eliminates third-party queries for the 
certificate status and simplifies the certificate revocation 
problem in the traditional PKI, while it solves the key 
escrow problem and the key distribution problem inherent 
in IBE. In this paper, we propose a new generic construction 
of CBE schemes from PKE and IBE, and prove it to be 
CCA-secure in the standard model. In our construction, we 
use an efficient one-time simulation-sound adaptive NIZK 
proof system as the security enhancing building block to 
guarantee the CCA-security of the generated CBE schemes. 
When compared to the previous method, the security 
requirements of the primitive encryption schemes in our 
construction are much weaker and the performance of the 
generated CBE schemes from our construction is much 
more efficient. 
 
Index Terms—certificate-based encryption, generic 
construction, NIZK proof system, standard model 
 
I.  INTRODUCTION 
In traditional public key cryptography (PKC), a Public 
Key Infrastructure (PKI) is used to provide an assurance 
to the user about the relationship between a public key 
and the identity of the holder of the corresponding private 
key by certificates. However, the need for PKI supporting 
certificates is considered the main difficulty in the 
deployment and management of traditional PKC. To 
simplify the management of the certificates, Shamir [21] 
introduced identity-based cryptography (IBC) in which 
the public key of each user is derived directly from 
certain aspects of its identity, such as an IP address or an 
e-mail address, and the corresponding private key is 
generated by a trusted third party called Private Key 
Generator (PKG). For a long while it was an open 
problem to obtain a secure and efficient identity-based 
encryption (IBE) scheme. Until 2001, Boneh and 
Franklin [5] presented the first practical and provably 
secure IBE scheme (BF-IBE) using the bilinear pairings 
on elliptic curves. The main practical benefit of IBC lies 
in greatly reduction of need for public key certificates. 
However, the PKG can generate the private keys of all its 
users, so private key escrow becomes an inherent 
problem in IBC. Moreover, private keys must be sent to 
the users over secure channels. It makes private key 
distribution a daunting task. 
In Eurocrypt 2003, Gentry [13] introduced a new 
asymmetric encryption paradigm called certificate-based 
encryption (CBE), which combines IBE [21] and 
traditional PKI-supported public key encryption (PKE) 
while preserving some of their most attractive features. 
CBE provides an implicit certificate mechanism for a 
traditional PKI and allows a periodical update of 
certificate status. As in the traditional PKI, each user in 
CBE generates his own public/private key pair and 
requests a certificate from a CA. In CBE, a CA generates 
a certificate as in a traditional PKI and is responsible for 
pushing a fresh certificate only to the holder of the public 
key in each time period. A certificate in CBE has all the 
functionalities of a traditional PKI certificate, and is also 
acts as a partial decryption key. This additional 
functionality provides an implicit certificate so that the 
sender is not required to obtain fresh information on 
certificate status and the recipient can only decrypt the 
ciphertext using his private key along with an up-to-date 
certificate from its CA. The feature of implicit certificate 
allows us to eliminate third-party queries for the 
certificate status and simplify the public key revocation 
problem. Therefore, CBE can be used to construct an 
efficient PKI requiring fewer infrastructures. 
Furthermore, there is no key escrow problem (since the 
CA does not know the private keys of users) and key 
distribution problem (since the certificates need not be 
kept secret) in CBE. 
A.  Related Work 
Since the introduction of CBE, there are different 
variants or improvements proposed in the literature later 
on. In the original work [13], Gentry constructed the first 
construction of CBE scheme in the random oracle [4, 7]. 
Subsequently, there are different variants or improved 
schemes proposed in the literature later on [20, 12, 19, 
18]. Meanwhile, the generic method to construct CBE 
scheme from general primitives also appeared. In 2004, 
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doi:10.4304/jnw.7.2.329-336Yum and Lee [22] provided a formal equivalence 
theorem among IBE, certificate-less public-key 
encryption (CL-PKE) [1] and CBE. They showed that 
IBE implies both CBE and CL-PKE by giving a generic 
construction from IBE to those primitives. However, 
Galindo et al. [11] pointed out that a dishonest authority 
could break the security of this generic construction. In 
fact, the generic construction proposed by Yum and Lee 
is inherently flawed due to a naive use of double 
encryption without further treatments. Lu et al. [16, 17] 
solved this problem by using the Fujisaki-Okamoto 
conversions [9, 10] and gave two methods to achieve 
generic CCA-secure CBE constructions in the random 
oracle model from PKE and IBE. In 2005, Al-Riyami and 
Paterson [2] gave an analysis of Gentry’s CBE concept 
and repaired a number of problems in the original 
definition and security model for CBE. They also 
presented a generic conversion of CBE from CL-PKE 
and claimed that a secure CBE scheme could be 
constructed from any secure CL-PKE scheme using this 
conversion. Kang and Park [14] pointed out that their 
conversion was incorrect due to the flaw in their security 
proof. In [8], Dodis and Katz gave generic techniques to 
build CCA-secure multiple-encryption schemes from 
PKE schemes which are individually CCA-secure. They 
claimed that their methods can be applied to an IBE and a 
PKE (instead of two PKEs) and to build CBE schemes 
without resorting to the random oracle model. However, 
their construction encrypts the messages in parallel by the 
encryption algorithms of IBE and PKE, which results in 
long ciphertext size. Moreover, their construction 
requires that the IBE scheme and the PKE scheme are 
both CCA-secure in their own security model, and needs 
two additional cryptographic schemes (a one-time 
signature scheme and a secret sharing scheme) to 
guarantee the security of the resulting schemes. 
Therefore, their method is low efficient. 
B.  Our Contribution 
In this paper, we propose a new generic construction of 
CBE scheme which is provably CCA-secure in the 
standard model. Our generic construction is based on 
three general primitives: an IBE scheme, a PKE scheme 
and a one-time simulation-sound adaptive non-interactive 
zero-knowledge (NIZK) proof system. It constructs CBE 
scheme by combining IBE and PKE in the sequence way 
and taking the NIZK proof system as the security 
enhancing building block. When compared with the 
Dodis-Katz generic construction in [8], our generic 
construction is much more efficient. What is worth 
mentioning is that our generic construction only requires 
that the two basic building blocks (namely IBE and PKE) 
both satisfy the weak CPA-security, instead of CCA-
security as in [8]. 
C.  Paper Organization 
The rest of this paper is organized as follows: In 
section 2, we briefly review some related background 
definitions. In section 3, we present a new generic 
construction of CBE scheme and prove it to be secure in 
the standard model. In section 4, we make a comparison 
of our generic construction and the method in [8]. The 
paper is concluded in Section 5. 
II.  PRELIMINARIES 
In this section, we briefly review some background 
definitions including CBE, PKE, IBE, and one-time 
simulation-sound adaptive NIZK proof system. 
A.  Certificate-Based Encryption 
The definition and security model for certificate-based 
encryption are taken from [2], where the original 
definitions given in [13] were reconsidered. 
Definition 1. Formally, a certificate-based encryption 
(CBE) scheme Π  = (Setup,  SetKeyPair,  Certify,  Enc, 
Dec) is a tuple of five PPT algorithms: 
y  Setup is a probabilistic algorithm taking as input a 
security parameter k. It returns CA’s master-key msk and 
the public system parameters params that include the 
descriptions of a finite message space MSPC and a finite 
ciphertext space CSPC. 
y  SetKeyPair is a probabilistic algorithm taking as 
input <params>. It outputs a public/private key pair <PK, 
SK> for the user id. 
y  Certify is a deterministic certification algorithm that 
takes as input <params,  msk,  τ,  id,  PK>. It returns a 
short-lived certificate Certid,τ, which is sent to the user. 
Here  τ is a string identifying a time period, while id 
contains other information needed to certify the user, and 
PK is the user id’s public key. 
y  Enc is a probabilistic algorithm taking as inputs <τ, 
id,  PK,  M>, where M∈MSPC. It returns a ciphertext 
C∈CSPC for message M. 
y  Dec is a deterministic algorithm taking <Certid,τ, 
SK, C> as input in time period τ where SK is the user id’s 
private key. It returns either a message M or the special 
symbol ⊥ indicating a decryption failure. 
Naturally, it is required that these algorithms must 
satisfy the standard consistency constraint, that is 
∀M∈MSPC, Dec(Certid,τ, SK, C) = M where C = Enc(τ, 
id, PK, M), Certid,τ = Certify(msk, τ, id, PK), and <PK, 
SK> is a valid key-pair generated by the algorithm 
SetKeyPair. 
The adaptive chosen-ciphertext security for CBE is 
defined against two different types of adversaries. The 
Type I adversary A1 has no access to the master-key and 
models an uncertified client. The Type II adversary A2 
models an honest-but-curious certifier who possesses the 
master-key msk attacking a fixed client’s public key. The 
challenger interacts with these two types of adversaries 
by following two games: 
IND-CBE-CCA Game I: The challenger C runs Setup 
algorithm, gives params to the adversary A1 and keeps 
msk to itself.  
Phase 1. The adversary A1 interleaves certification and 
decryption queries, C handles these queries as follows: 
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that <PK, SK> is a valid key-pair. If so, it runs Certify on 
input <msk, τ, id, PK> to generate Certid,τ; else it returns 
⊥. 
y  On decryption query <τ, id, PK, SK, C>, C checks 
that <PK, SK> is a valid key-pair. If so, it runs Certify on 
input <msk,  τ,  id,  PK> to obtain Certid,τ and outputs 
Dec(Certid,τ, SK, C); else it returns ⊥. 
These queries may be asked adaptively, that is, they 
may depend on the answers to previous queries. 
Challenge. On challenge query <τ
*, id
*, PK
*, SK
*, M0, 
M1>, where M0, M1∈MSPC are of equal length, C checks 
that <PK
*,  SK
*> is a valid key-pair and <τ
*,  id
*,  PK
*, 
SK
*> was not the subject of a certification query in Phase 
1. If so, it picks a random bit b∈{0, 1}, encrypts Mb 
under the challenge public key PK
* and sends the 
resulting ciphertext C
* to A1; else it returns ⊥. 
Phase 2. As in phase 1, with the restriction that <τ
*, 
id
*, PK
*, SK
*, C
*> is not the subject of a decryption query 
and <τ
*, id
*, PK
*, SK
*> is not the subject of a certification 
query. 
Guess. The adversary A1 outputs a guess b
’∈{0, 1} 
and wins the game if b = b
’. A1’s advantage in this game 
is defined to be Adv(A1) := |2Pr[b = b
’] - 1|. 
IND-CBE-CCA Game II:  C runs Setup algorithm, 
gives params and msk to the adversary A2. C then runs 
SetKeyPair to obtain a key-pair <PK
*, SK
*> and gives 
PK
* as the challenge public key to A2.  
Phase 1. A2 issues a series of decryption queries of the 
form <τ, id, C>. On this query, C runs Certify on input 
<msk,  τ,  id,  PK
*> to obtain Certid,τ and outputs 
Dec(Certid,τ, SK
*, C); else it returns ⊥. These queries may 
be asked adaptively. 
Challenge.  On challenge query <τ
*,  id
*,  M0,  M1>, 
where  M0,  M1∈MSPC are of equal length, C picks a 
random bit b∈{0,1}, encrypts Mb under the challenge 
public key PK
* and sends the resulting ciphertext C
* to 
A2; else it returns ⊥. 
Phase 2. As in phase 1, with the restriction that <τ
*, 
id
*, C
*> is not the subject of a decryption query. 
Guess.  A2 outputs a guess b
’∈{0, 1} and wins the 
game if b = b
’. A2’s advantage in this game is defined to 
be Adv(A2) := |2Pr[b = b
’]-1|. 
Definition 2. A CBE scheme is IND-CBE-CCA secure 
if no polynomial-time adversary has non-negligible 
advantage in either IND-CBE-CCA Game I or IND-CBE-
CCA Game II defined above. 
B.  Public Key Encryption and Identity-Based Encryption 
A (standard) PKE scheme PKE = (KeyGen, Enc, Dec) 
consists of three polynomial-time algorithms: The key-
generation algorithm KeyGen takes as input security 
parameter k and outputs a user’s public/private key pair 
<upk, usk>. The probabilistic encryption algorithm Enc 
takes as input upk and a message M, and outputs a 
ciphertext C. The deterministic decryption algorithm Dec 
takes as input usk and a ciphertext C; it outputs a message 
M, or ⊥ if C is invalid. The standard and strongest notion 
of security of a PKE scheme is IND-CCA2 [3].  
An IBE scheme IBE  = (Setup,  Extract,  Enc,  Dec) 
consists of four polynomial-time algorithms: The 
probabilistic setup algorithm Setup takes as input security 
parameter k and outputs the PKG’s master key msk that is 
kept secret and the master public key mpk. The key 
generation algorithm Extract takes as input msk and a 
user’s identity id to return the user’s private key pk. The 
probabilistic encryption algorithm Enc takes as input a 
user’s identity id, the master public key mpk and a 
message M, and outputs a ciphertext C. The deterministic 
decryption algorithm Dec takes as input pk, the master 
public key mpk and and a ciphertext C; it outputs a 
message M, or ⊥ if C is invalid. The strongest notion of 
security of an IBE scheme is IND-ID-CCA [5] which is 
defined by Boneh and Franklin by extending the 
definition of IND-CCA2 of PKE to the IBE setting. 
In this paper, we will use a PKE scheme which 
satisfies the IND-CPA security and an IBE scheme which 
satisfies the IND-ID-CPA security as two basic building 
blocks of the generic construction. The security notion 
IND-CPA is weak than the security notion IND-CCA2, 
and IND-ID-CPA is weak than IND-ID-CCA. The 
concrete definitions of the security notions of PKE and 
IBE can be found in [3] and [5] respectively. 
C.  One-Time Simulation-Sound Adaptive NIZK 
In our paper, we will use an abstract notion of a one-
time simulation-sound adaptive non-interactive zero-
knowledge (NIZK) proof system as a building block. We 
refer the readers to [15] for the details about the concrete 
construction of such a NIZK proof system. Next, we 
present the definitions for adaptive NIZK proof system 
and one-time simulation-sound adaptive NIZK proof 
system which are taken from [15] directly. 
Definition 3. Assume that k is the security parameter 
and μ(k) is an unspecified negligible function. A pair of 
probabilistic polynomial-time machines (P,  V) is an 
adaptive NIZK proof system for a language L if the 
following holds: 
y  Completeness: For all x ∈ L, Pr[V(x, r, P(x, r)) =1] 
> 1- μ(|x|) where r is a random variable uniformly 
distributed in {0,1}
poly(|x|). 
y  Adaptive Soundness: For all function f: {0,1}
poly(|k|) 
→ {0,1}
k\L, Pr[V(f(r), r, P(f(r), r)) =1] < μ(k) where r is a 
random variable uniformly distributed in {0,1}
poly(|k|). 
y  Adaptive Zero-knowledge: There exists a 
probabilistic polynomial-time simulator S = (S1, S2) such 
that for all probabilistic polynomial-time function f: 
{0,1}
poly(|k|) → {0,1}
k∩L, the ensembles {f(rn), rn, P(f(rn), 
rn)}n∈N and {S
f(1
n)} n ∈N are computational 
indistinguishable, where rn is a random variable 
uniformly distributed in {0,1}
poly(|k|) and S
f(1
n) denotes the 
output from the following experiment: 
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n): Simulator S1 takes 1
n as input and 
outputs a reference string r and some state information s 
to be passed on to S2. 
(2) x ← f(r): The statement x to be proven is chosen. 
(3) π ← S1(x, r, s): Simulator S2 generates a simulated 
proof π that x ∈ L. 
(4) Output (x, r, π). 
Definition 4. Let (P, V) be an adaptive NIZK proof 
system for a language L, and S = (S1, S2) be a simulator 
for (P,  V). Then, we say that (P,  V,  S) is one-time 
simulation-sound, if no probabilistic polynomial-time 
adversary A = (A1, A2) has non-negligible probability to 
succeed in the following experiment:  
(1) (r, s) ← S1(1
n). 
(2) (x, a) ← A1(r): Adversary A1 receives the reference 
string r and outputs a statement x for which it wants to 
see a proof, and state information a for A2. 
(3) π ← S1(x, r, s). 
(4) (x
’, π
’) ← A2(x, r, π, a): Adversary A2 receives the 
simulated proofπ, and outputs a statement x
’ and a prrof 
π
’ that x
’ ∈ L. 
(5) A succeeds if x
’ ∉ L, (x
’, π
’) ≠ (x, π) and V(x
’, r, π
’) 
= 1. 
If there exists a simulator S such that (P, V, S) is one-
time simulation-sound, then the adaptive NIZK proof 
system (P,  V) is called a one-time simulation-sound 
adaptive NIZK proof system. 
Ⅲ.  AN EFFICIENT GENERIC CONSTRUCTION OF 
CERTIFICATE-BASED ENCRYPTION 
In this section, we present an efficient and generic 
construction of CBE scheme. Our generic construction 
constructs CBE scheme by combining an IND-ID-CPA 
secure IBE scheme and an IND-CPA secure PKE scheme 
in the sequence way and taking a one-time simulation-
sound adaptive NIZK proof system as a security 
enhancing building block to guarantee the IND-CBE-
CCA security of the resulting CBE scheme. 
A.  The Construction 
We now present our generic construction of the IND-
CBE-CCA secure CBE scheme. Let IBE  = (Setup, 
Extract,  Enc, Dec) be an IND-ID-CPA secure IBE 
scheme, PKE = (KeyGen, Enc, Dec) be an IND-CPA 
secure PKE scheme, and (P, V) be a one-time simulation-
sound adaptive NIZK proof system for the following NP-
language: 
L = {(C1, C2, PK1, PK2)| ∃M s.t. C1 = PKE.Enc(PK1, M) 
and C2 = PKE.Enc(PK2, M)}. 
That is, L is the language of pairs of ciphertexts and 
public keys, such that both ciphertext are encryptions of 
the same message. Then, an IND-CBE-CCA secure CBE 
scheme CBE = (Setup, SetKeyPair, Certify, Enc, Dec) 
can be constructed as follows: 
y Setup: This algorithm runs the algorithm 
IBE.Setup(k) to generate a mater key msk and the public 
system parameters params. The mater key and the public 
system parameters of the scheme CBE are set to be msk 
and params repectively. 
y SetKeyPair: This algorithm runs the algorithm 
PKE.KeyGen(k) to obtain two independent key pairs 
(PK1, SK1) and (PK2, SK2). Furthermore, it chooses a 
uniformly distributed reference string r of the correct 
length for the NIZK proof system (P, V). The public key 
of the user id is PK = (PK1, PK2, r) and the corresponding 
private key is SK = (SK1, SK2). 
y Certify:  This algorithm runs IBE.Extract(params, 
msk, τ||id||PK1) and IBE.Extract(params, msk, τ||id||PK2) 
to generate
1
, id Cert τ and
2
, id Cert τ . Then, the certificate 
Certid,τ of the user id in time period τ is set to be Certid,τ = 
(
1
, id Cert τ ,
2
, id Cert τ ). 
y Enc: In order to encrypt a plaintext M, this 
algorithm first computes c = IBE.Enc(params, τ||id||PK1, 
M). Then, it computes C1 = PKE.Enc(PK1, c) and C2 = 
PKE.Enc(PK2, c), and invokes the NIZK P upon (C1, C2, 
PK1,  PK2) with reference string r to obtain a proof π. 
Finally, it outputs the ciphertext C = (C1, C2, π). 
y Dec: In order to decrypt the ciphertext C = (C1, C2, 
π), this algorithm first runs the NIZK V to verify that π is 
an accepting proof for the statement (C1, C2, PK1, PK2) 
with reference string r. If yes, it outputs either of 
IBE.Dec(params,
1
, id Cert τ ,  PKE.Dec(SK1,  C1)) or 
IBE.Dec(params,
1
, id Cert τ , PKE.Dec(SK2, C2)). 
B.  Security 
Next is our result about the security of the proposed 
generic construction. 
Theorem 1.  Suppose that IBE is an IND-ID-CPA 
secure IBE scheme, PKE is an IND-CPA secure PKE 
scheme, and (P,  V) is a one-time simulation-sound 
adaptive NIZK proof system, then the scheme CBE is an 
IND-CBE-CCA secure CBE scheme. 
This theorem can be proved by the following two 
lemmas. 
Lemma 1. The scheme CBE is secure against the Type 
I IND-CBE-CCA adversary, provided that the scheme 
IBE i s  I N D - I D - C P A  s e c u r e  a n d  ( P,  V) is a one-time 
simulation-sound adaptive NIZK proof system. 
Proof Sketch. Let  A1 be a Type I IND-CBE-CCA 
adversary against the scheme CBE, we first define two 
following experiments which unfurl the definition of the 
IND-CBE-CCA Game I: 
Experiment
1() b ExptA :  
This experiment is defined as same as the IND-CBE-
CCA Game I. Let the guess outputted by A1 be b
’ at the 
end of the IND-CBE-CCA Game I, then
1() b A Expt = b
’. 
Thus, by the definition of the IND-CBE-CCA Game I, 
we have that 
|
1 Pr (1) =1] A [Expt -
1 Pr (0) =1] A [Expt | = Adv(A1).   # 
Experiment
1 12 (,) bb Expt
S
A : 
Setup.  The NIZK simulator S runs IBE.Setup(k) to 
generate a mater key msk and the public system 
parameters params, then outputs params to A1. 
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decryption queries, S handles these queries as follows: 
y  On certification query <τ, id, PK, SK> where PK = 
(PK1,  PK2,  r),  S runs IBE.Extract(params,  msk, 
τ||id||PK1) and IBE.Extract(params,  msk,  τ||id||PK2) to 
generate the private keys
1
, id Cert τ and
2
, id Cert τ , and returns 
Certid,τ = (
1
, id Cert τ ,
2
, id Cert τ ). 
y  On decryption query <τ, id, PK, SK, C> where PK 
= (PK1, PK2, r), SK = (SK1, SK2), and 12 (, ,) CC C π = , the 
NIZK simulator S first runs the NIZK V to verify that π 
is an accepting proof for the statement (C1, C2, PK1, PK2) 
with reference string r. If yes, it outputs either of 
IBE.Dec(params,
1
, id Cert τ ,  PKE.Dec(SK1,  C1)) or 
IBE.Dec(params,
1
, id Cert τ ,  PKE.Dec(SK2,  C2)), where 
1
, id Cert τ = IBE.Extract(params, msk, τ||id||PK1). 
Challenge. On challenge query <τ
*, id
*, PK
*, SK
*, M0, 
M1> where PK
* = (PK1
*, PK2
*, r
*), SK
* = (SK1
*, SK2
*), the 
NIZK simulator S checks that <τ
*, id
*, PK
*, SK
*> is not 
the subject of a certification query in Phase 1. If so, it 
first computes c0 = IBE.Enc(params,  τ
*||id
*||PK1
*,  M0) 
and  c1 = IBE.Enc(params,  τ
*||id
*||PK2
*,  M1). Then, it 
chooses two random bits b1, b2 ∈ {0, 1}, computes C1
* = 
PKE.Enc(PK1
*,
1 b c ) and C2
* = PKE.Enc(PK2
*,
2 b c ), and 
generates a simulated NIZK proof π
* upon (C1
*,  C2
*, 
PK1
*, PK2
*) with reference string r
* to prove the fact that 
PKE.Dec(SK1
*, C1
*) = PKE.Dec(SK2
*, C2
*). Finally, it 
outputs C
* = (C1
*, C2
*, π
*) as the challenge ciphertext to 
A1. 
Phase 2. As in Phase 1, with the restriction that <τ
*, 
id
*, PK
*, SK
*, C
*> is not the subject of a decryption query 
and <τ
*, id
*, PK
*, SK
*> is not the subject of a certification 
query. 
Guess. The adversary A1 outputs a guess b
’∈{0, 1}.  # 
Next, we show that A1’s advantage in the IND-CBE-
CCA Game I is negligible if IBE is secure against the 
IND-ID-CPA adversary, and that (P,  V) is a one-time 
simulation-sound adaptive NIZK proof system. 
From the definition of the experiment
1() b A Expt , we 
have 
Adv(A1) = |
1 Pr (1) =1] A [Expt -
1 Pr (0) =1] A [Expt |. 
Then, we have that 
Adv(A1) = |
1 Pr (1) =1] A [Expt -
1 Pr (0) =1] A [Expt | 
= |
1 Pr (1) =1] A [Expt -
1 Pr (1,1) =1]
S
A [Expt  
+
1 Pr (1,1) =1]
S
A [Expt -
1 Pr (0,1) =1]
S
A [Expt  
+
1 Pr (0,1) =1]
S
A [Expt -
1 Pr (0,0) =1]
S
A [Expt  
+
1 Pr (0,0) =1]
S
A [Expt -
1 Pr (0) =1] A [Expt | 
≤ |
1 Pr (1) =1] A [Expt -
1 Pr (1,1) =1]
S
A [Expt | 
+ |
1 Pr (1,1) =1]
S
A [Expt -
1 Pr (0,1) =1]
S
A [Expt | 
+ |
1 Pr (0,1) =1]
S
A [Expt -
1 Pr (0,0) =1]
S
A [Expt | 
+ |
1 Pr (0,0) =1]
S
A [Expt -
1 Pr (0) =1] A [Expt |. 
Firstly, from the zero-knowledge property of the NIZK 
proof system (P,  V), we have that |
1 Pr (1) =1] A [Expt -
1 Pr (1,1) =1]
S
A [Expt | and |
1 Pr (0,0) =1]
S
A [Expt -
1 Pr (0) =1] A [Expt | are both negligible. 
Next, we prove that |
1 Pr (1,1) =1]
S
A [Expt -
1 Pr (0,1) =1]
S
A [Expt | is negligible. Let B1 be an IND-ID-
CPA adversary against the scheme IBE, B1 interacts with 
the adversary A1 as follows: 
Setup.  The adversary B1 is given the public system 
parameters params by its challenger. B1 outputs params 
to the adversary A1. 
Phase 1. The adversary A1 interleaves certification and 
decryption queries, B1 handles these queries as follows: 
y  On certification query <τ, id, PK, SK> where PK = 
(PK1, PK2, r), B1 forwards <τ||id||PK1> and <τ||id||PK2> 
to the private key extract oracle provided by its 
challenger and obtains two private keys d1 and d2 
corresponding to τ||id||PK1 and τ||id||PK2 respectively. It 
then outputs Certid,τ = (d1, d2) to A1 as the certificate for 
the identity id in the time period τ.  
y  On decryption query <τ, id, PK, SK, C> where PK 
= (PK1, PK2, r), SK = (SK1, SK2), and 12 (, ,) CC C π = , B1 
first runs the NIZK V to verify that π is an accepting 
proof for the statement (C1, C2, PK1, PK2) with reference 
string  r. If yes, it first forwards <τ,  id, PK1> to its 
challenger and obtains a private key d1, then it computes 
IBE.Dec(params,  d1,  PKE.Dec(SK1,  C1)) or 
IBE.Dec(params, d1, PKE.Dec(SK2, C2)) and outputs the 
result. 
Challenge. On challenge query <τ
*, id
*, PK
*, SK
*, M0, 
M1> where PK
* = (PK1
*, PK2
*, r
*), SK
* = (SK1
*, SK2
*), B1 
checks that <τ
*, id
*,  PK
*,  SK
*> is not the subject of a 
certification query in Phase 1. If so, it outputs 
<τ
*||id
*||PK1
*, M0, M1> to its challenger and receives back 
a challenge ciphertext cb
* = IBE.Enc(params,τ
 
*||id
*||PK1
*, M b) for a random bit b∈{0,1}. Then, it 
computes  C1
* = PKE.Enc(PK1
*, c b
*) and C2
* = 
PKE.Enc(PK2
*, IBE.Enc(params,τ
 *||id
*||PK1
*, M1)), and 
runs the NIZK simulator to obtain a simulated proof π 
that C1
* and C2
* are the encryptions to the same message. 
Finally, B1 outputs C
* = (C1
*, C2
*, π
*) as the challenge 
ciphertext to A1. 
Phase 2. As in phase 1, with the restriction that <τ
*, 
id
*, PK
*, SK
*, C
*> is not the subject of a decryption query 
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*, id
*, PK
*, SK
*> is not the subject of a certification 
query. 
Guess. Finally, the adversary A1 outputs a guess 
b
’∈{0,1} for the bit b. The adversary B1 outputs this same 
bit b
’. 
Now, we estimate B1’s advantage in the above game: If 
the challenge ciphertext cb
* received by the adversary B1 
is an encryption of the message M1, then the probability 
that the output of B1 equals 1 is equal 
to
1 Pr (1,1) =1]
S
A [Expt ; Else if cb
* is an encryption of the 
message M0, then the probability that the output of B1 
equals 1 is equal to
1 Pr (0,1) =1]
S
A [Expt . It follows that 
B1’s advantage in the above game is equal to 
|
1 Pr (1,1) =1]
S
A [Expt -
1 Pr (0,1) =1]
S
A [Expt |. By the IND-
ID-CPA security of the scheme IBE, we have that 
|
1 Pr (1,1) =1]
S
A [Expt -
1 Pr (0,1) =1]
S
A [Expt | is negligible. 
Obviously, |
1 Pr (0,1) =1]
S
A [Expt -
1 Pr (0,0) =1]
S
A [Expt | 
can be proven to be negligible in the same way. 
To conclude, we have that A1’s advantage in the IND-
CBE-CCA Game I is negligible. 
This completes the proof of Lemma 1.           □ 
Lemma 2. The scheme CBE is secure against the Type 
II IND-CBE-CCA adversary, provided that the scheme 
PKE is IND-CPA secure and (P,  V) is a one-time 
simulation-sound adaptive NIZK proof system. 
Proof Sketch. Let  A2 be a Type II IND-CBE-CCA 
adversary against the scheme CBE, we first define two 
following experiments which unfurl the definition of the 
IND-CBE-CCA Game II: 
Experiment
2() b ExptA :  
This experiment is defined as same as the IND-CBE-
CCA Game II. Let the guess outputted by A2 be b
’ at the 
end of the IND-CBE-CCA Game II, then
2 () b A Expt = b
’. 
Thus, by the definition of the IND-CBE-CCA Game II, 
we have that  
|
2 Pr (1) =1] A [Expt -
2 Pr (0) =1] A [Expt | = Adv(A2).   # 
Experiment
2 12 (,) bb Expt
S
A : 
Setup. The NIZK simulator S first runs IBE.Setup(k) 
to generate a mater key msk and the public system 
parameters params, then outputs msk and params to the 
adversary  A2. Then, S chooses a simulator-generated 
reference  r
* for the public key in the IND-CBE-CCA 
secure CBE scheme CBE, runs PKE.KeyGen(k) to 
obtain two independent key pairs (PK1
*, SK1
*) and (PK2
*, 
SK2
*). Finally, S defines PK
* = (PK1
*, PK2
*, r
*) and SK
* = 
(SK1
*, SK2
*) as the public key and the private key in the 
scheme CBE, and outputs PK
* to A2. 
Phase 1. The adversary A2 issues a series of 
decryption queries. On a decryption query of the form <τ, 
id, C> where 12 (, ,) CC C π = , the NIZK simulator S first 
runs the NIZK V to verify that π is an accepting proof for 
the statement (C1, C2, PK1
*, PK2
*) with reference string 
r
*. If yes, it runs IBE.Extract(params, msk, τ||id||PK1
*) to 
generate
1
, id Cert τ , and outputs either of 
IBE.Dec(params,
1
, id Cert τ ,  PKE.Dec(SK1
*,  C1)) or 
IBE.Dec(params,
1
, id Cert τ , PKE.Dec(SK2
*, C2)). 
Challenge. On challenge query <τ
*, id
*, M0, M1>, the 
NIZK simulator S checks that <τ
*, id
*, PK
*, SK
*> is not 
the subject of a certification query in Phase 1. If so, it 
first computes c0 = IBE.Enc(params,  τ
*||id
*||PK1
*,  M0) 
and  c1 = IBE.Enc(params,  τ
*||id
*||PK2
*,  M1). Then, it 
chooses two random bits b1, b2 ∈ {0, 1}, computes C1
* = 
PKE.Enc(PK1
*,
1 b c ) and C2
* = PKE.Enc(PK2
*,
2 b c ), and 
generates a simulated NIZK proof π
* upon (C1
*,  C2
*, 
PK1
*, PK2
*) with reference string r
* to prove the fact that 
PKE.Dec(SK1
*, C1
*) = PKE.Dec(SK2
*, C2
*). Finally, it 
outputs C
* = (C1
*, C2
*, π
*) as the challenge ciphertext to 
A2. 
Phase 2. As in Phase 1, with the restriction that <τ
*, 
id
*, C
*> is not the subject of a decryption query. 
Guess. The adversary A2 outputs a guess b
’ ∈{0, 1}.  # 
Next, we show that A2’s advantage in the IND-CBE-
CCA Game II is negligible if PKE is secure against the 
IND-CPA adversary, and that (P,  V) is a one-time 
simulation-sound adaptive NIZK proof system. 
From the definition of the experiment
2 () b A Expt , we 
have 
Adv(A2) = |
2 Pr (1) =1] A [Expt -
2 Pr (0) =1] A [Expt |. 
Then, we have that 
Adv(A2) = |
2 Pr (1) =1] A [Expt -
2 Pr (0) =1] A [Expt | 
= |
2 Pr (1) =1] A [Expt -
2 Pr (1,1) =1]
S
A [Expt  
+
2 Pr (1,1) =1]
S
A [Expt -
2 Pr (0,1) =1]
S
A [Expt  
+
2 Pr (0,1) =1]
S
A [Expt -
2 Pr (0,0) =1]
S
A [Expt  
+
2 Pr (0,0) =1]
S
A [Expt -
2 Pr (0) =1] A [Expt | 
≤ |
2 Pr (1) =1] A [Expt -
2 Pr (1,1) =1]
S
A [Expt | 
+ |
2 Pr (1,1) =1]
S
A [Expt -
2 Pr (0,1) =1]
S
A [Expt | 
+ |
2 Pr (0,1) =1]
S
A [Expt -
2 Pr (0,0) =1]
S
A [Expt | 
+ |
2 Pr (0,0) =1]
S
A [Expt -
2 Pr (0) =1] A [Expt |. 
Firstly, from the zero-knowledge property of the NIZK 
proof system (P, V), we have that |
2 Pr (1) =1] A [Expt -
2 Pr (1,1) =1]
S
A [Expt | and |
2 Pr (0,0) =1]
S
A [Expt -
2 Pr (0) =1] A [Expt | are both negligible. 
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PERFORMANCE COMPARISON 
Method  Encryption  Decryption  Ciphertext 
Dodis-Katz [8] 
CCA CCA
IBE PKE Enc Enc Sign ++  
CCA CCA
IBE PKE Dec Dec Vfy ++  
CCA CCA
IBE PKE CCv k σ ++ +  
Ours 
CPA CPA CPA
IBE PKE PKE Enc Enc Enc ++ 
CPA CPA
IBE PKE Dec Dec +  
CPA CPA
PKE PKE CCπ ++  
Next, we prove that |
2 Pr (1,1) =1]
S
A [Expt -
2 Pr (0,1) =1]
S
A [Expt | is negligible. Let B2 be an IND- 
CPA adversary against the scheme PKE,  B2 interacts 
with the adversary A2 as follows: 
Setup. The adversary B2 is given a public key pk
* by 
its challenger. B2 sets PK1
* = pk
*, runs PKE.KeyGen(k) 
to obtain another key pair (PK2
*, SK2
*), and generates a 
simulator reference string r
* for the one-time simulation-
sound NIZK. Then, B2 runs IBE.Setup(k) to generate a 
mater key msk and the public system parameters params. 
Finally, B2 outputs msk, params and PK
* = (PK1
*, PK2
*, 
r
*) to A2. Note that the private key SK1
* corresponding to 
PK1
* is not known to B2. 
Phase 1. The adversary A2 issues a series of 
decryption queries. On a decryption query of the form <τ, 
id, C> where 12 (, ,) CC C π = , B2 first runs the NIZK V to 
verify that π is an accepting proof for the statement (C1, 
C2, PK1
*, PK2
*) with reference string r
*. If yes, it runs 
IBE.Extract(params, msk, τ||id||PK1
*) to generate
1
, id Cert τ , 
then outputs IBE.Dec(params,
1
, id Cert τ , PKE.Dec(SK2
*, 
C2)). 
Challenge. On challenge query <τ
*, id
*, M0, M1>, B2 
checks that <τ
*,  id
*,  PK
*,  *> is not the subject of a 
certification query in Phase 1. If so, it first computes c0 = 
IBE.Enc(params,  τ
*||id
*||PK1
*,  M0) and c1 = 
IBE.Enc(params, τ
*||id
*||PK2
*, M1), outputs <c0, c1> to its 
challenger and receives back a challenge ciphertext C1
* = 
PKE.Enc(PK1
*, c b). Then, it computes C2
* = 
PKE.Enc(PK2
*, c 1), and runs the NIZK simulator to 
obtain a simulated proof π that C1
* and C2
* are the 
encryptions to the same message. Finally, B2 outputs C
* = 
(C1
*, C2
*, π
*) as the challenge ciphertext to A2. 
Phase 2. As in Phase 1, with the restriction that <τ
*, 
id
*, C
*> is not the subject of a decryption query. 
Guess. Finally, the adversary A2 outputs a guess 
b
’∈{0,1} for the bit b. The adversary B2 outputs this same 
bit b
’. 
Now, we estimate B2’s advantage in the above game: If 
the challenge ciphertext C1
* received by the adversary B2 
is an encryption of the message M1, then the probability 
that the output of B2 equals 1 is equal 
to
2 Pr (1,1) =1]
S
A [Expt ; Else if C1
* is an encryption of the 
message M0, then the probability that the output of B2 
equals 1 is equal to
2 Pr (0,1) =1]
S
A [Expt . It follows that 
B2’s advantage in the above game is equal to 
|
2 Pr (1,1) =1]
S
A [Expt -
2 Pr (0,1) =1]
S
A [Expt |. By the IND-
CPA security of the scheme PKE, we have that 
|
2 Pr (1,1) =1]
S
A [Expt -
2 Pr (0,1) =1]
S
A [Expt | is negligible. 
Obviously, |
2 Pr (0,1) =1]
S
A [Expt -
2 Pr (0,0) =1]
S
A [Expt | 
can be proven to be negligible in the same way. 
To conclude, we have that A2’s advantage in the IND-
CBE-CCA Game II is negligible. 
This completes the proof of Lemma 2.           □ 
Ⅳ.  PERFORMANCE COMPARISON 
Table 1 shows a detailed performance comparison of 
our generic construction and the Dodis-Katz construction 
[8]. As usual, all symmetric operations (the operations of 
the secret sharing scheme in the Dodis-Katz construction, 
the operations of the NIZK proof system in our 
construction) are ignored, due to their high computational 
efficiency. In Dodis-Katz construction, the encryption 
algorithm first “splits” the message into n pieces of the 
same length by a secret sharing scheme, then encrypts 
these pieces in parallel by the encryption algorithms of 
IBE or PKE, and generates a signature of the resulting 
ciphertexts by a one-time signature scheme. In the 
following comparison, we only consider the case where n 
= 2. We denote the signing algorithm and the verification 
algorithm in the signature scheme by (Sign,  Vfy), the 
verification key and the signature by vk and σ.  
From the table, we can see that the Dodis-Katz 
construction requires that the IBE scheme and the PKE 
scheme should both satisfy the CCA-security, while our 
construction requires that these two schemes both satisfy 
the CPA-security. As we know, the computational cost of 
the encryption algorithm or the decryption algorithm in 
the CCA-secure scheme is higher than the one in the 
corresponding CPA-secure scheme, and the length of the 
ciphertext in the CCA-secure scheme is longer than the 
one in the corresponding CPA-secure scheme. Moreover, 
the Dodis-Katz construction requires a one-time signature 
scheme to guarantee the CCA-security of the resulting 
scheme. Although one-time signatures are easy to 
construct in theory, and are more efficient than those 
signatures which are existentially unforgeable under an 
adaptive chosen-message attack, they still have their 
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cryptographic hash functions have very long public keys 
and signatures, which would result in very long 
ciphertexts, and one-time signatures based on number-
theoretic assumptions yield schemes whose 
computational cost both for key generation and signing is 
more expensive [6]. Therefore, our generic construction 
is much more efficient than the Dodis-Katz construction 
either in the computational cost or the communicational 
cost, even being compared with the most efficient case of 
the Dodis-Katz construction where n = 2. 
Ⅴ.  CONCLUSION 
In this paper, we propose an efficient and generic 
construction of CBE scheme from some general 
primitives and prove it to be IND-CBE-CCA secure in 
the standard model. It constructs CBE scheme by 
combining an IND-ID-CPA secure IBE scheme and an 
IND-CPA secure PKE scheme in the sequence way and 
taking an one-time simulation-sound adaptive NIZK 
proof system as the security enhancing building block. 
When compared with the Dodis-Katz construction, our 
generic construction is much more efficient due to the 
reduced computational and communicational cost, and 
ciphertext size. The result shows that CBE scheme can be 
constructed in a more general and efficient way in the 
standard model. 
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Abstract—In electronic business environment, it is critical 
for an enterprise to assess information systems security (ISS) 
risks. In this paper we propose an evidence theory and 
rough sets based approach to objectively represent 
uncertainty inherent in the ISS risk assessment. Uncertainty 
in security risk management stems from the incompleteness 
and vagueness of the conditioning attributes that 
characterize a risk. In the hybrid approach, evidence theory 
provides a consistent approach to model experts’ beliefs and 
develop an evidential diagram to assess the ISS risk that 
contains various variables such as the IS assets, the related 
threats, and the corresponding countermeasures. While 
rough set theory is ideally suited for dealing with vague and 
incomplete information. Integrating these two approaches 
provides a way to deal with the uncertain evidence found in 
the ISS risk assessment and the uncertainty derived from 
the conflicts of evidence. In a case study, the effectiveness of 
the proposed approach is evaluated by comparing it with 
other methods.  
 
Index Terms—information systems security (ISS), evidence 
theory, rough sets 
 
I.  INTRODUCTION 
In electronic business, the reliance on information 
systems (IS) has increased in current business 
environments where a variety of transactions involving 
trading of goods and services are accomplished 
electronically [1, 2]. Increasing organizational 
dependence on the IS in e-business has led to a 
corresponding  increase in the impact of information 
systems security (ISS) abuses. Therefore, the ISS is a 
critical issue that has attracted much attention from both 
researchers and practitioners. In order to prevent security 
breaches, businesses use controls (and various 
countermeasures) to safeguard their assets from various 
patterns of threats by identifying the IS assets that are 
vulnerable to threats. But, even in the presence of 
controls, the assets are often not fully protected from 
threats because of inherent control weaknesses. Thus, the 
risk assessment is a critical step for the ISS risk 
management in e-business [3]. 
By definition, risk analysis deals with situations with 
uncertainty, i.e., with situations in which we do not have 
a complete and accurate knowledge about the state of the 
system. It is therefore very important that we be able to 
represent uncertainty in risk analysis as adequately as 
possible. In practice, the ISS risk assessment is quite 
complex and full of the uncertainty as well [4]. The 
uncertainty, existing in the risk assessment, has been the 
primary factor that influences the effectiveness of the ISS 
risk assessment to a large extent. Therefore, in order to 
deal with the incompleteness and vagueness of 
information, the uncertainty must be taken into account in 
the ISS risk assessment. However, most existing 
approaches applied to the ISS risk assessment have some 
drawbacks on handling uncertainty in the process of 
assessment. 
To address these aforementioned issues, we introduce, 
in this paper, a formal hybrid model based on evidence 
theory [5] and rough set theory [6] for the ISS risk 
assessment. The model explicates the uncertainty inherent 
in the ISS risk management. It parameterizes the 
approximate reasoning components of belief and 
plausibility and deals with the uncertainty derived from 
the conflicts of evidence.  
The rest of this paper is organized as follows: Section 
2 reviews the related works on ISS risk assessment. In the 
next section, we discuss the procedure of the hybrid 
approach for ISS risk assessment in detail. Then, the 
proposed approach is further demonstrated and validated 
in Section 4 via a case study. Finally, we summarize our 
contributions and present our further research. 
II.  LITERATURE REVIEW 
As information systems have become more complex in 
e-business, neither quantitative nor qualitative approaches 
can properly model the assessment process alone. 
Therefore, the comprehensive approaches combining 
both the quantitative and the qualitative approaches are 
needed [7, 8]. The approach using the Bayesian Networks 
(BNs) [9, 10] provides an objective and visible support 
for risk analysis. It consists of three phases: the BN 
initialization (define the structure and the set of 
conditional probability distributions), the risk monitoring, 
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doi:10.4304/jnw.7.2.337-344and the risk analysis. Using new evidence obtained from 
information system, this approach can continually 
estimate risk probability and identify the sources of risk. 
The approach based on the fuzzy comprehensive 
evaluation (FCE) [11, 12, 13] is a mathematical method 
to comprehensively evaluate the ISS risks by using fuzzy 
set theory of fuzzy mathematics. Although this approach 
is good at processing the ambiguous information by 
simulating the characteristic of human in making the 
judgment, it is not capable to provide the graphical 
relationships among various ISS risk factors using flow 
charts or diagrams. The proposed approach in this paper 
consists of the graphical representation of relevant 
constructs through an evidential diagram, which can fully 
capture the complexity of multiple controls dealing with 
one threat and also that of one control dealing with 
multiple threats. In addition, both the above approaches 
are suffering from the uncertainty derived from the 
conflicts of evidence provided by experts. In this paper, 
we propose a method of solving the evidential conflicts, 
which can reduce the uncertainty derived from the 
conflicts of evidence. 
We have introduced, in this paper, a formal model 
based on evidence theory [5] and rough set theory [6]. 
The evidence theory involves two measures of 
uncertainty (belief and plausibility). In addition to 
representing uncertainties, it allows the decision maker to 
develop an evidential diagram to assess the ISS risk that 
contains various variables such as the IS assets, the 
related threats, and the corresponding countermeasures in 
e-business. Next, the decision maker can input his or her 
judgments about the presence or absence of threats and 
the impact of countermeasures on the corresponding 
threats according to belief functions. As a part of the 
‘‘Soft Computing’’ paradigm, rough set is regarded as a 
‘‘non-invasive’’ way of formalization of uncertainty [14]. 
Unlike fuzzy set theory, or statistical analysis, a unique 
advantage of rough set is that it does not rely on other 
model assumption or external parameter. It solely utilizes 
the structure of the given data. Rough set does not require 
a priori or pre-assumed numerical value of imprecision 
but instead imprecision is expressed by quantitative 
concept of approximations. Thus it helps to characterize a 
concept in terms of elementary sets in an approximation 
space. 
III.  THE HYBRID APPROACH FOR ISS RISK ASSESSMENT 
The hybrid approach consists of four phases: (a) 
describe ISS risk characterization using rough sets, (b) 
construct the evidential diagram, (c) evidential reasoning, 
(d) evidence conflict analysis. The procedure of the 
model is given in Fig. 1. 
A.  Describe ISS Risk Characterization Using Rough Sets 
In this section, we utilize rough sets to describe the ISS 
risk characterization. 
The reason for introducing rough sets is to characterize 
a concept in terms of elementary sets in an approximation 
space. It offers knowledge representation systems, which 
combines both qualitative and quantitative components.  
 
  Information granulation or the concept of 
indiscernibility or granularity is at the heart of rough set 
theory. A finer granulation means more definable concept. 
Granularity is expressed by partition and their associated 
equivalence relations on the sets of objects, also called 
indiscernibility relations. Indiscernibility leads to the 
concept of boundary-line cases, which means that some 
elements can be classified to the concepts or its 
complements with the available information, and thus 
forms the boundary-line cases. The concept of 
indiscernibility or granularity is at the heart of rough set 
theory where objects can be similar or indiscernible in 
view of available attributes. Similarity is assumed as a 
reflexive and symmetric relation, whereas indiscernibility 
relations are transitive. Similarity is viewed as tolerance 
relation and indiscernibility is equivalence relations [15]. 
The following example is based on Sikder’s example 
in ref. [15]. In Table I, the ISS risk is represented as an 
information system which consists of a pair (U, A), where 
U is the closed universe which consists of non-empty 
finite set of objects and A is a non-empty finite set of 
attributes such that a:   for every , Va is a 
value of attribute a. An information system can be 
conceived as a decision system when we have a posteriori 
knowledge of an attribute, which can be expressed as 
distinct decision class. The knowledge system is in the 
form
a UV  aA 
  (, ) UA d  , where decision element ; it is a 
supervised learning process. 
d  A
In Table I {Probability, Loss} are the conditional 
attributes and {Priority} is the decision element. Clearly, 
the system consists of inconsistent and ambiguous 
instances. For example, although Risk2 and Risk4 have 
identical condition attribute value, the decision attribute 
value is different. Also, Risk1 and Risk3 have the same 
values of conditions with the same decision outcome. 
Now, risks with the same attributes induce a partition in 
the universe creating the basic or granular unit of 
knowledge set. IND(B) is an equivalence relation if the 
relation follows the basic properties of reflexivity, 
symmetry and transitivity. In this case we can define the 
following partitions based of the indiscernibility relations: 
Figure 1. Model Procedure. 
ISS risk 
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Analysis 
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CHARACTERIZATION OF ISS THREAT RISKS FROM APPROXIMATE 
ATTRIBUTE SPACE 
E1.1 Network connection 
control  Risks Probability  Loss  Priority 
Risk1: Deletion or 
loss of information  High Medium High 
Risk2: Breach of 
network resources  Medium Low  Low 
Risk3: Information 
abuse  High Medium High 
Risk4: Information 
leakage  Medium Low  High 
A1 Network 
security  
E1.2 Network access control 
E1.3 User authentication for 
external connections 
E1.4 Network security audit 
Figure 2. Hypothetical evidential diagram for Network security. 
 
IND({Probability})={{R1, R3}, {R2, R4}} 
IND({Loss})={{R1, R3}, {R2, R4}} 
IND({Probability, Loss})={{R1, R3}, {R2, R4}} 
The partition induced by the equivalence relations can 
used to approximate the concept of priority of the risks. 
For example, the set of risks with high priority cannot be 
defined with crisp boundary. However, some risks can be 
certainly classified as the having high priority (e.g., R1, 
R3), while some other risks are not crisply classifiable 
(R2, R4). Thus, we obtain a core concept of priority, 
which contains risks with distinct granules of attributes 
and a boundary region in which risks are not decisively 
classifiable. The upper and lower approximations for the 
risks in terms of high priority are:   ) (S A {R1, R2, R3, 
R4},   ) (S A {R1, R3}. 
Now that imprecision and vagueness can be formally 
represented in the rough set analysis module, expert 
modelers can intuitively express their vague concepts 
such as probability and loss by incorporating their 
subjective judgment. Since the decision table represents 
posteriori knowledge of an attribute for a given training 
set, it is possible to classify new risks using appropriate 
supervised learning process [15]. 
B.  Construct the Evidential Diagram 
An evidential diagram consists of assertions, evidence, 
and their interrelationships. Assertions include the main 
assertion and subassertions. The main assertion is the 
highest-level assertion; the subassertions are lower-level 
assertions. Relationships between assertions (e.g., 
between the main assertion and subassertions, and 
between higher-level subassertions and lower-level 
subassertions) need to be defined using logical 
relationships such as “and” and “or.” And evidence 
represents the information that supports or negates 
assertions [16]. 
Suppose a manager is interested in evaluating the 
network security risks. The corresponding evidential 
diagram is given in Fig. 2, in which the rounded boxes 
represent assertion nodes. And evidence nodes are 
represented by rectangular boxes in the evidential 
diagrams. Numbers in parentheses represent weights. 
Evidence nodes are connected to the corresponding 
assertion(s) that they directly pertain to. For instance, the 
evidence “E1.1 Network connection control” directly 
pertains to assertion “A1.1 Network security” and thus it 
is connected to that assertion. 
C.  Evidential Reasoning 
The evidence theory, also called the Dempster-Shafer’s 
theory, has often been applied in the reasoning under 
uncertainty [17]. 
Suppose we have a decision problem with n possible 
elements or states of nature forming a mutually exclusive 
and collectively exhaustive set. This set is called the 
frame of discernment represented by Θ. The power set of 
Θ containing all the possible subsets of Θ, represented as 
P(Θ). 
A basic belief assignment (BBA) is a function from 
P(Θ) to [0, 1] defined by: 
   

:[ mP
Am A
 

0 , 1 ]
,       (1) 
where A is an element of P(Θ). In addition, it satisfies the 
following conditions: 
  

1
AP
mA
 
  ,       (2) 
  =0.       (3)   m 
Basically, the BBA pertaining to a statement measures 
the degree of belief directly assigned to the statement 
based on the evidence. 
Given a BBA m, a belief function is defined as: 
 
 
 
:[ 0 , 1 ]
BA
Bel P
A Bel A m B



   ,       (4) 
where B is a subset of A. Bel(A) measures the total belief 
that the object is in A. In particular, we have Bel( ) = 0 
and Bel(Θ) = 1. 
Given a belief function, a plausibility function is 
defined as: 
 
 
 
:[ 0 , 1 ]
AB
Pl P
A Pl A m B



 

 ,       (5) 
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of belief function as 
  , (6)    1
c Pl A Bel A 
where  A
c is the complement of A. The plausibility 
function for a subset of elements A is defined as the 
maximum possible belief that could be assigned to A if all 
future evidence were in support of A. 
Dempster’s rule is the fundamental rule for combining 
two or more items of evidence in the belief function 
framework. For simplicity, let us illustrate Dempster’s 
rule for only two items of evidence. In general, if m1 and 
m2 are two BBAs representing two independent items of 
evidence pertaining to Θ, then the combined BBAs for a 
subset A of frame Θ using Dempster’s rule is given by 
  ,       (7)    
1
12
BCA
mA K m Bm C


 

where   12 1
BC
K mB mC



, which represents 
the renormalization constant. The second term in K 
represents the conflict. 
D.  Evidence Conflict Analysis 
Evidence driven conflict analysis is used to detect 
possible conflicts in the evidence. If a possible conflict is 
detected, we should alert the user that the model given the 
evidence may be weak or even misleading. In this way, 
conflict analysis can also be used for model revision. The 
method for evidence conflict analysis was introduced by 
Andersen et al. [18]. The procedure of evidence conflict 
analysis is given in Fig. 3. 
As a tool for detecting possible conflicts, we want a 
conflict measure which is easy to calculate and gives a 
reliable indication of a possible conflict. 
In the design of the conflict measure, it is assumed that 
   i j i e P e P  | e . Based on this assumption and 
since       j j i e P e e | j i P e P , e  , the conflict measure is 
designed to indicate a possible conflict when the joint 
probability of the evidence is less than the product of the 
probabilities of the individual pieces of evidence given 
the model. Thus, there is a possible conflict between two 
pieces of evidence   and  , if  i e j e
  , 0
) , (
) ( ) (
log 1
) ,
(
j
j
e
e P
(
) ) (
 
j i
j i
i
i
e e P
e P e P
e P
e P
     (8) 
i.e.,   and   are negatively correlated. Thus, we define 
the conflict measure as 
i e j e
  ,
) (
) ( ) (
log ) e (
e P
e P e P j i  conf  (9) 
where  } , { j i e e e  .  
The main assumption is that pieces of evidence are 
positively correlated such that  . With 
this assumption the general evidential conflict measure is 
defined as 



n
i
i e P e P
1
) ( ) (
           
) (
) (
log }) , , 1  ({ ) ( 1
e P
e P
e e e conf
n
i
i
n

   conf
} n e
     (10) 
This implies that a positive value of the conflict measure 
 indicates a possible conflict.   ) (e conf
Let  , , { 1 e e    be findings for which the conflict 
measure indicates a possible conflict. Also, let h be a 
hypothesis which could explain the findings 
(i.e., 0 }) { (   h e conf ). We compute 
              
) | (
) (
log ) ( }) {h (
e h P
h P
e e    conf conf . (11) 
If 
) (
) | (h
log ) (
e P
e P
e conf   , then h can explain away the 
conflict.  Evidence 
Once a possible conflict has been detected, the origin 
of the conflict should be determined such that it can be 
presented to the analyst or user. Tracing the source of a 
conflict amounts to computing the conflict measure 
 for  subsets . Tracing the conflict to all 
subsets of the evidence is a computationally complex 
problem as the number of subsets increases exponentially 
with the size of the evidence set. It is not always possible 
or meaningful to assume monotonicity with respect to 
conflict in subsets, i.e., no subset   with   
> 0 exists for   with  . That is, the 
monotonicity assumption states that if    is not in 
conflict, then no subset of   is in conflict. 
) ' (e conf e e  '
' e
' ' ' e e 
0 ) '  e
) ' ' (e conf
' e ( conf
' e
After identifying the evidence with conflict, we 
combine the evidence without conflict. According to ref. 
[19], if there are n items of the evidence without conflict, 
we combine the evidence n-1 times. 
No 
conf (e) > 0 
Evidential 
Reasonin
Yes 
No 
Yes 
g 
conf (e {h}) 
> 0
Combining the Evidence 
without conflict 
Figure 3. The Procedure of Evidence Conflict Analysis. 
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In order to further validate the proposed approach, we 
used it in assessing an actual company’s information 
systems. This company is a Chinese financial services 
firm providing on-line services in securities trading and 
sales. 
In this section, we first demonstrate the presented 
approach via a case study according to the procedure of 
Section 3. Then sensitivity analysis is employed to 
validate the reliability of the proposed approach. 
We invited six information system experts, two of 
which are also IT managers of the company, to assess the 
security risk of the company's information systems. Table 
II is the characterization of 15 risk factors based on one 
expert.  
TABLE II. 
CHARACTERIZATION OF ISS RISKS IN COMPANY’S INFORMATION 
SYSTEMS 
Risks Probability  Loss  Priority 
R1: Protecting against 
external and 
environmental threats 
Very Low  High  Medium 
R2: Physical entry 
controls  Medium Medium Medium 
R3: Equipment security 
level  High High High 
R4: Network 
connection control  Low Medium Low 
R5: Network access 
control  Low Very  High  Medium 
R6: User authentication 
for external connections  Medium High  High 
R7: Network security 
audit  Very Low  Very High  High 
R8: User identification 
and authentication  Low Medium Low 
R9: Host/Server access 
control  Very Low  Medium  Low 
R10: Host/Server 
intrusion protection  Low Medium Low 
R11: Application access 
control  Low  Very High  Very High
R12: Application 
security audit  Medium Medium Medium 
R13: Capability of fault 
tolerance  Low High  Medium 
R14: Data secrecy and 
integrity  Low Very  High  High 
R15: Data back-up 
policy  Medium Medium Medium 
 
For evidential reasoning, we need to quantify the risk 
priority. In this case, we have quantified the risk priority 
using the method in ref. [20]. Because of space 
limitations, we do not present the process of quantization. 
Furthermore, an evidential diagram (see Fig. 4) for the 
main assertion “ISS risk” was developed. In Fig. 4, we 
used the “and” relationship between the main assertion 
and the subassertions, which implies that the main 
assertion is true if and only if all subassertions are true. 
According to the evidential diagram, we defined the 
frame of discernment of the assertions as Θ = {very high 
risk, high risk, median risk, low risk, very low risk}, 
where A1={very high risk}, A2={high risk}, A3={medium 
risk}, A 4={low risk}, and A 5={very low risk}. With the 
exception of A1 to A5, other subsets of P(Θ), noted by U, 
represent the unknown degree of evidence.  
The BBAs for main assertion “ISS risk” are computed 
by combining the BBAs of the subassertions based on the 
structure of Fig. 4. This is done by propagating the BBAs 
through the network. Shenoy and Shafer [21] discussed 
this process in detail. The process of propagating BBAs 
in a network becomes computationally quite complex. 
However, there are several software packages available 
[22, 23] that facilitate the process. We use the tool for 
propagating uncertainty in valuation networks [22] to 
conduct the computation. The results of BBAs for main 
assertion “ISS risk” are summarized in Table III. 
Then, according to Fig. 3 and Eqs. (9) to (11), we 
identify that the evidence with conflict is E4(m4). 
As indicated earlier, 5 items of evidence without 
conflict are combined 4 times. The results of ISS risk 
assessment in this case study is shown in Fig. 5, in which 
the belief supporting A3, i.e. “ISS risk is medium”, is 
0.435. This suggests that we have the most confidence 
that the ISS risk is medium. 
TABLE III. 
BBAS FOR MAIN ASSERTION “ISS RISK” 
Experts   1 mA   2 mA   3 mA    4 mA    5 mA   mU
E1(m1) 0.032 0.183 0.300 0.251 0.202 0.032
E2(m2) 0.096 0.112 0.298 0.190 0.198 0.106
E3(m3) 0.065 0.147 0.298 0.291 0.124 0.075
E4(m4) 0.062 0.153 0.267 0.316 0.146 0.056
E5(m5) 0.053 0.126 0.339 0.208 0.163 0.111
E6(m6) 0.072 0.153 0.320 0.235 0.169 0.051
 
 
0
0.030
0.119
0.435 
0.213 
0.179
0.024
A1 A2 A3 A4  A5 U
Figure 5. Results of the ISS risk assessment. 
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In addition, we perform sensitivity analysis to 
investigate how the change of the strength of evidence 
affects the result of the ISS risk assessment. The results 
showed that the small variations in the input strengths of 
evidence do not impact significantly the beliefs of the 
main assertion. This implies that the approach is robust 
and reliable to small amounts of measurement error in 
assessing strength of evidence. 
V.  CONCLUSIONS 
In this paper, we propose a hybrid approach that 
combines the evidence theory with rough sets for ISS risk 
assessment. The approach is based on evidence theory 
and rough sets, which can effectively model the 
uncertainty involved in the assessment process in e-
business. In addition, this approach provides a method of 
solving the evidential conflicts, which can reduce the 
uncertainty derived from the conflicts of evidence 
provided by experts. Furthermore, we employed the 
sensitivity analysis to validate the reliability of the 
proposed approach and evaluated the effectiveness of the 
approach by comparing the results of risk assessment of 
the proposed approach in this paper, FCE, and BNs. 
Of course, the research has its limitations, some of 
which imply the need for additional research. First, the 
proposed approach requires domain experts’ belief inputs 
at the individual evidence level. Thus, Future research is 
needed to explore how to better elicit practitioners’ 
assessments of the strength of the evidence. Second, the 
approach should be tested in other practice situations in 
addition to the financial services firm discussed in this 
paper. 
(0.352) 
A1.1 Physical and 
environment security 
(0.235) 
A1. ISS risk 
A1.2 Network security 
(0.202) 
A1.4 Application 
security (0.281) 
A1.5 Data security and 
back-up (0.160)
E1.1.2 Physical entry controls (0.251) 
E1.1.3 Equipment security level (0.397) 
E1.2.1 Network connection control 
(0.234)
E1.2.2 Network access control (0.342) 
E1.2.3 User authentication for external 
connections (0.309)
E1.2.4 Network security audit (0.115)  &
E1.4.1 Application access control (0.472) 
E1.4.2 Application security audit (0.304) 
E1.4.3 Capability of fault tolerance 
(0.224)
E1.5.1 Data secrecy and integrity (0.559) 
E1.5.2 Data back-up policy (0.441) 
A1.3 Host/Server 
computer security 
(0.122) 
E1.3.1 User identification and 
authentication (0.387)
E1.3.2 Host/Server access control (0.358) 
E1.3.3 Host/Server intrusion protection 
(0.255)
Figure 4. Evidential diagram for the main assertion “ISS risk”. 
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Abstract—The author aims at studying the influence of 
comments and recommendation on online shopping 
behaviours. With 285 study subjects, the author used 
experimental research design to study comments and 
recommendation system on online shopping experience, 
online shopping satisfaction, online shopping intention and 
items chosen. The data is analyzed by SPSS 15.0 and 
LISREL 8.8. The results show that comments and 
recommendation influence online shopping experience, 
online shopping satisfaction and online shopping intention 
directly. Online shopping experience and online shopping 
satisfaction influence online shopping intention significantly. 
There is remarkable positive relation between online 
shopping intention and items chosen. 
 
Index Terms—comments and recommendation system, 
online shopping experience, online shopping satisfaction, 
online shopping intention 
 
I.  INTRODUCTION 
In Web 2.0 era, the Internet has played a more and 
more important role in people’s daily life. It has made the 
online shopping a common thing, beside, the consumers 
can also express their opinions conveniently on the 
website, including the quality, the price, and the style of 
the product, the service of the website and the online 
sellers and the delivery speed. The research shows that 
the potential online consumers may refer to other 
consumers’ comments and recommendation when they 
are about to shop. Our (Chen & Li 2009) research shows 
that the online comments published in the shopping 
websites’ BBS has an influence on the online consumers’ 
trust in the shopping websites. 
It is popular for online traders to set up their 
recommendation and comments system to satisfy 
people’s needs of expressing themselves, establishing 
relationships, communicating each other, and exchanging 
information or opinions. According to the comments and 
recommendation system, online retailers can not only 
influence consumers, but also can find their shortages and 
defects in all stages much more easily, and improve their 
services timely and effectively. Comments and 
recommendation system has become a part cannot be 
missed by any successful online retailer. 
However, despite the accumulated knowledge and the 
continuing investigation in this subject, the author finds 
there aren’t many researchers studying the influence 
mechanism of online shopping comments and 
recommendation system on online shopper buying 
behaviours. Some researchers paid attention to the 
influence of the comments and recommendation systems. 
But how do the comments and recommendation systems 
affect online shopper behaviours? What is the influence 
mechanism? The purpose of this paper is to research in 
the relationship between comments and recommendation 
system and online shopping behaviours. 
II LITERATURE REVIEW 
A. The classification of comments and recommendation 
Liu et al. studied about 284 Korean adult consumers 
who have the online shopping experience in the past year 
and found that: (1) When shopping online, consumers 
mainly consider the four factors of comments, the first 
factor is related to the product returned, restitution, after-
sales service, namely dissatisfaction solution factor; The 
second factor is related to the delivery time , the accuracy 
of product delivered, product packaging, namely the 
product delivery factor; The third factor is that with the 
product quality, product attributes, product design, 
namely the product attributes factor; The fourth factor is 
related to the product price, delivery costs and payment, 
namely money factor. (2) The factors associated with the 
product attributes and the after-sale dissatisfaction 
solutions are very influential on the online shopping. On 
the contrary, the product delivery factor and the money 
factor did not affect the online shopping intention.   
In my research (Chen, 2009), I studied about 1,000 
comments of consumers on BBS and virtual communities 
of shopping sites after their shopping behaviours. I 
classified the contents of comments could be divided into 
four dimensions: Service, Product and price, Self-display 
and After-sale action. Another my research (Chen, 2010) 
found out that, comment has influence on the trust in the 
consumer websites.   
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Some researchers found comments from others have 
great influences, ranging from initial purchase intention 
to final decision making. Research (Kim et al, 2004 [5]) 
indicated interactions between online shoppers plays an 
unimaginable role in consumers' choice and shopping 
tasks, and the comments would impacts purchase 
intention directly. Studies from Adamic and Ader (2003) 
[6] showed reviews and evaluation from previous 
customers can help online shopper make his/her final 
purchase decision. More important, online shoppers pay 
information from comments more trust than the ones 
from other resources (Young and Jaideep, 2007 [7], 
Bickart & Schindler, 2001 [8]). 
It is also proved by Ni Yegang in his paper after an 
empirical study that the content of the comments has a 
significant influence on the consumer trust. He arrived at 
the conclusion: "Consumers have more trust on the 
product on which comments are allowed to express.” 
Markopoulos and Kephart (2002) postulated that the 
information provided by comments and recommendation 
have greater value to consumers if the accuracy and 
timeliness of the information could be assured. 
The research of Häubl and Trifts (2000) suggested that 
comments and recommendation improved the consumer’s 
confidence in their choice, as well as reduced their search 
effort and increased the quality of both their 
consideration sets and purchase decisions. Felfernig and 
Gula (2006) concluded that subjects who interacted with 
some form of recommendation system reported more 
positive shopping outcomes than those who did not 
utilize a recommender system. Li, et al. (2006) also 
reported that the use of comments and recommendation 
had a positive impact on shopper’s behaviors. They found 
that the comments and recommendation was successful at 
recommending music of interest to the user. 
C. Consumer decision making in E-commerce 
In traditional consumer behavior domain, there are 
mainly three models which discussed about the decision 
making process. The Howard-Sheth (1972) model 
includes an input, a processing and an output component. 
Bettman’s (1979) model contains six major components, 
which include processing capacity, motivation, attention, 
information acquisition, decision processes, and 
consumption and learning processes. The Engel-
Blackwell (1978) model of consumer behavior includes 
five phases. The five phases include problem recognition, 
internal search and alternative evaluation, external search 
and alternative evaluation, purchasing processes, and 
outcomes.  
All three of the buyer behavior models presented here 
have some similarities. First, they all think that the 
process begins with the consumer’s realization of 
purchasing need. Second, they all include information 
search, internal and external search. Third, they all 
include not only the purchase decision, but the overt act 
of completing a purchase transaction as well. Finally, 
they all include the effects of learning to some degree.  
Maes, et al. (1999) developed a model that could easily 
be applied in an e-commerce context. The model included 
six stages of consumer behavior. They are need 
identification, product brokering, merchant brokering, 
negotiation, payment and delivery, and service and 
evaluation. He et al. (2003) used Maes et al.’s (1999) 
model and extended the model by adding a new phase, 
which is called the buyer coalition formation phase. This 
phase is placed between the product brokering and 
merchant brokering phases. In this research, I focus on 
the need identification stage. 
III.  RESEARCH HYPOTHESIS  
Several studies have been done on the effectiveness 
and impact of comment and recommendation in Internet 
e-commerce (Häubl and Murry, 2001; Häubl and Trifts, 
2000; Vijayasarathy and Jones, 2000; Schafer et al., 
1999). Almost all of these studies have focused on 
comments and recommendation aiding the consumer in 
selecting a specific product or selecting an online 
merchant influence. The research of Lynch et al., (2001), 
Häubl and Trifts,( 2000), Vijayasarathy and Jones( 2000) 
suggests that the application of comments and 
recommendation in certain aspects of e-commerce can be 
effective in helping online consumers by providing 
additional decision support during shopping. Although 
these studies suggest that comments and recommendation 
can be effective in helping online consumers with product 
and merchant selection decisions, there has been no 
research to assess the path of their effectiveness and 
influence in system.  
My theoretical model attempts to assess what the 
impact of comments and recommendations are, and what 
type of impact on shopping outcomes online businesses 
can realistically expect if they decide to implement such 
systems on their websites. 
Häubl and Trifts (2000) examined the effectiveness of 
comments and recommendation system in their research 
and found some promising results. They found that 
comments and recommendation system improved 
consumers’ confidence in their purchase decisions, 
increased the quality of the set of products the consumers 
considered purchasing, and improved the quality of 
purchase decisions (Häubl and Trifts, 2000). I propose 
that if the comments and recommendation system is 
effective, then it will promote the online consumer 
shopping behaviours. Since the research of Häubl and 
Trifts (2000) suggests that comments and 
recommendation system are effective at recommending 
products, I hypothesize that comments and 
recommendation system will enhance the online 
consumer buying hebaviours. Given the previous 
discussion, hypothesis one is presented as: 
Hypothesis 1: The use of comments and 
recommendation system to help online consumers will 
promote online consumer’s shopping experience. 
Shafer et al (1999) state that websites that make 
recommendations that are perceived as helpful and useful 
by its customers will increase their level of satisfaction 
with shopping at that site and the increase in their level of 
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Figure 1.   The theory model of the researchote 
satisfaction may ultimately increase their loyalty to that 
online merchant. Felfernig and Gula (2006) also found 
that participants in their study who used a recommender 
system were more satisfied with the decision making 
process. 
If online shoppers find the product suggestions helpful 
and useful, I believe that this perception of the utility of 
the product suggestions will increase their level of 
satisfaction with the website. The research of both 
Schafer et al. (1999) and Felfernig and Gula (2006) 
support this position. 
Hypothesis 2: The use of comments and 
recommendation system to help online consumers will 
promote online consumer’s online shopping satisfaction. 
The results of Hausman’s (2000) study suggest that 
consumers do shop to satisfy their desires for fun, novelty 
and variety. When consumers are satisfied with the online 
shopping, they often have positive feelings about buying 
something for themselves that they feel that they 
deserved (Hausman, 2000; Rook and Fisher, 1995; Rook, 
1987). Hausman (2000) noted that consumers shopping 
intention enhance when they satisfy with the shopping 
environment. The positive feelings that consumers get 
from buying environment would seem to logically 
contribute to their intention and outcomes of shopping. 
Rook’s (1987) study of impulse purchasing behavior, 
forty-one percent of the participants reported feeling 
satisfied with their impulse purchases. The literature 
suggests that shopping enjoyment and satisfaction can 
contribute to customer shopping intention, consequently, 
I hypothesize: 
Hypothesis 3: The use of comments and 
recommendation system to help online consumers will 
promote online consumer’s online shopping intention. 
Hypothesis 4: The online shopping experience has a 
significant positive influence on online shopping 
satisfaction. 
Hypothesis 5: The online shopping experience has a 
significant positive influence on online consumer’s online 
shopping intention. 
Hypothesis 6: The online shopping satisfaction has a 
significant positive influence on online consumer’s online 
shopping intention. 
Schafer et al. (1999) state: “The items displayed can be 
entirely selected based on the items in which a customer 
has shown an interest.” Zhang et al.’s (2006) found that 
buyer intention is an important indicator of a shopper’s 
buying items online. I believe that, besides shopping 
intention, using comments and recommendation system 
will increase an online consumer’s interest to products in 
the online merchant’s inventory that will be of interest to 
them, thereby encouraging them to buy a greater quantity 
or variety of products than they otherwise might have. 
Based on the previous discussion, Hypothesis six and 
seven are presented here as: 
Hypothesis 7: The online shopping intention has a 
significant positive influence on items chosen online. 
Hypothesis 8: The use of comments and 
recommendation system to help online consumers has a 
significant positive influence on items chosen online. 
IV. RESEARCH METHODOLOGY  
A. Research Samples  
A convenience sample of undergraduate students in 
Economic and Management School in a university was 
used for the study. Participants were randomly distributed 
between the treatment and control groups in the 
experiment.  
B. Research Design and Process 
To test the effects of comments and recommendation 
system on the need recognition phase of the buyer 
behavior model, study subjects were asked to complete a 
simulated online shopping task in a controlled 
experimental e-commerce website. There were 20 books 
on the web pages, which were published from 2008 to 
2010 and mainly about marketing management; the price 
of all of the books was around RMB 30. So the control 
variables are price, contents of books, publisher and 
publication time. There were only covers of books, 
instructions and one chapter of books on the web pages of 
the control group. Besides contents of control group, 
there were also comments and recommendation about 
books on the web pages for the treatment group. All of 
the comments and recommendation data were from the 
reader on Internet. The study subjects had 30 minutes to 
browse the books’ information and compared that 
information. After that, they were asked to fill in 4 
questionnaires next mentioned.  
C. Research Materials 
The data which depended on Likert scale survey items 
was collected using paper and pen based questionnaires. 
1. Shopping experience  
TABLE I.   
THE STATISTIC DATA OF STUDY SUBJECTS 
Group Treatment  Control  Total 
Total 147  138  285 
Male 86  75  161 
Female 61  63  124 
Mean Age  20.5  20.2  20.3 
Experience as the 
Internet browser(years) 
3.2 3.1  3.15 
Online shopping 
experience (years) 
2.1 2.0  2.05 
 
JOURNAL OF NETWORKS, VOL. 7, NO. 2, FEBRUARY 2012 347
© 2012 ACADEMY PUBLISHERThe variable “shopping experience” was measured 
using a scale adapted from Nysveen and Breivik (2005). 
The scale includes nine items measured using seven point 
Likert scales. The scale items ask the participant to rate 
their level of agreement with nine items related to their 
Shopping experience on the web pages. The statements 
relate to the subject’s attitude towards the 
recommendations, their attitude towards the books that 
were recommended to them. 
2. Satisfaction 
A measurement scale adapted from the Customer 
Satisfaction Index (CSI) was adapted for measuring the 
dependent variable “satisfaction”. It includes twelve 
items which cover the information content of the website, 
the usability of the website, and the participant’s level of 
satisfaction with the outcomes of the shopping process. 
The participants were asked to indicate their level of 
agreement using seven point Likert scales. 
3. Shopping intention 
The variable “shopping intention” was measured using 
a scale from my previous research, which was certified 
acceptable reliability and validity. It includes five items 
which also use seven point Likert scales. The study 
subjects were asked to evaluate the shopping intention 
after browsing the web pages.  
4. Items Chosen 
The participants were also asked to rent how many 
“items” they would like choose and choose those items 
on the given sheet with book names. 
V. RESEARCH RESULT 
A. The reliability of the questionnaires 
A Cronbach’s alpha score was computed for each scale 
to test the scale’s internal consistency. The result was in 
Table II. All indicated a high level of reliability. 
B. The result of variance analysis 
To test the influence of comments and 
recommendation system on the online buying behaviours, 
I used variance analysis to analyze the difference of 
shopping behaviours between the treatment group and the 
control group. The differences between the treatment and 
control groups are summarized in Table 4. For each of the 
four study variables, the group means for the treatment 
group are higher than the means of the control group. The 
different of shopping experience between them is statistic 
significant. This result supports Hypothesis 1. The 
presence of the comments and recommendation had a 
positive influence on the study participants’ perception of 
the shopping experience. In general, subjects in the 
treatment group found the books more attractive than the 
control group. 
The results for shopping satisfaction were similar to 
those for shopping experience. The mean for the control 
group was 4.18; while the treatment group’s mean were 
4.69. The different is statistic significant. Again, this 
result supports the corresponding hypothesis 2. 
The difference of shopping intention between 
treatment group and control group were significant.  The 
mean for the control group was 3.02; while the treatment 
group’s mean were 3.65. The different is statistic 
significant. Again, this result supports the corresponding 
hypothesis 3. 
Subjects in the treatment group also had more items 
chosen than those in the control group. The mean in the 
treatment group was 3.12, and a slightly lower 2.53 in the 
control group. But the different is not statistic significant. 
C. The Result of SEM 
Important goodness-of-fit indices of SEM model are 
shown as below: 
From the model indicators, the theory structure in this 
study is a good goodness-of-fit model. It is acceptable in 
statistics. Model goodness-of-fit results are very similar 
except GFI and AGFI (both of them are less than 0.7), 
and this is acceptable. RFI and NFI are less than 0.9, but 
more than 0.8, so the model goodness-of-fit results are 
relatively good. Other indicators are more than 0.9, so the 
model goodness-of-fit results are very good. 
Bentler&Chou (1987) pointed out that it was difficult to 
achieve the assumed goodness-of-fit for the model with 
many variables.  
There are 5 variables and 27 testing items in this 
model, so it is acceptable that some goodness-of-fit 
indicators cannot reach up to 0.9, and actually other 
goodness-of-fit indicators show that the goodness-of-fit 
results are very good. 
  Therefore, H1, H2, H3, H5, H6, H7 are accepted and 
H4,H8 are rejected. 
 
 
TABLE II.    
THE RESULT OF VARIANCE ANALYSIS 
Study 
Variables  
Shopping 
experience 
Shopping 
satisfaction 
Buying 
intention 
Items 
chosen 
Mean 
(Treatment 
Group) 
4.56 4.69  3.65  3.12 
Mean 
(Control 
Group) 
3.19 4.18  3.02  2.53 
F 10.82  9.63  6.78  1.24 
Sig. 0.000  0.02  0.05  0.37 
TABLE IV.    
THE GOODNESS-OF-FIT OF SEM 
χ2  χ2/df RMSEA NFI NNF
I 
CFI RFI XFI 
1557.68 1.95  0.076  0.83 0.91 0.92  0.82  0.85 
TABLE III.    
THE RELIABILITY OF QUESTIONNAIRES 
  Shopping 
experience  Satisfaction  Buying 
intention 
Cronbach’s 
alpha  0.937 0.924  0.821 
348 JOURNAL OF NETWORKS, VOL. 7, NO. 2, FEBRUARY 2012
© 2012 ACADEMY PUBLISHERFigure 4.   The result of SEM 
IV. DISCUSSION 
Overall, the results of the study are very promising. 
This research provides additional evidence that comments 
and recommender systems do influence online shopping 
behaviors and can yield positive outcomes for the firms 
that implement them.  
My research suggests that online consumers can be 
influenced by comments and recommendation system. By 
giving some related and fair information, comment and 
recommendation systems can give the shopper positive 
shopping experience and increase the level of purchasing 
satisfaction. This is obviously of great benefit to online 
businesses.  
There is positive relation between comments and 
recommendation and shopping experience, shopping 
satisfaction and shopping intention. The use of comments 
and recommendation can influence the online shopping 
experience and online shopping satisfaction. When 
shoppers are interested into some specific product, they 
want to search for more related information about that 
product. If the information is useful, effective and fair, 
they will think the experience of shopping is good, their 
shopping satisfaction can be promoted. 
Unless the other researches, there is no positive 
relation between the shopping experience and shopping 
satisfaction, which means the positive shopping 
experience is not necessarily give shopper nice attitude to 
the shoppers and increase their satisfaction. 
The positive relation between online shopping 
intention and items chosen shows that online shopping 
intention, as attitude, do influence buying behaviours.  
The use of comments and recommendation system can 
provide positive outcomes for online businesses. The 
number of items chosen per subject in the treatment 
group was greater than that of the control group. 
However, the results of the relation between comments 
and recommendation seem not so significantly positive. It 
suggests that this may be the area where the use of 
comments and recommendation system pays off the most. 
The ability to retain customers through advanced 
comments and recommendation systems cannot be too be 
extended. 
IIV. CONCLUSION 
In this research, a theoretical model of comments and 
recommendation system was developed to explain the 
concepts and factors involved in the online shopping 
process and what their relationships to one another are. 
The research discovered that comments and 
recommendation system do seem to influence online 
consumer behavior, particularly in their online shopping 
experience, their satisfaction with the online shoppers, 
shopping intention and the number of items they choose. 
The goal of this research, from the beginning, has been 
to contribute some additional knowledge about the use of 
comments and recommendation systems in online e-
commerce to our general body of knowledge about both 
intelligent systems and e-commerce. Having now 
completed this research study, it offers several 
contributions to the literature. 
Perhaps most significant is the development of an 
explanatory model which seems to provide an accurate 
picture of the relationships between the factors which 
impact the use of comments and recommendation 
systems in the online shopping process. In addition to the 
development of the model, the research also suggests that 
collaborative filtering based comments and 
recommendation systems do have a positive influence on 
the customer’s level of satisfaction with their online 
shopping experience. This is not surprising given the 
heavy use of r comments and recommendation systems 
by some well know online businesses. However, we can 
now provide some quantitative data about what the actual 
impact may be that was not previously available in the 
public domain. 
This research also illustrates and explains the impact 
that the use of comments and recommendation systems 
has on the online shopping process. Through this 
research, we have shown that the use of comments and 
recommendation systems has an impact on the online 
shopping experience. The increase of shopping 
experience would increase online shopping experience. 
As a result of this increased positive attitudes make 
stronger intention to buy and more items to buy. 
IIIV. LIMITATION AND FUTURE STUDY 
This research has a few limitations. The primary 
limitation of the study is the use of undergraduate 
students as subjects for the study. Although the use of 
students as research subjects is a common practice in the 
literature, it does not necessarily provide a complete 
picture of online shopping behavior. 
In addition to the use of undergraduate students as 
subjects, the fact that the experiment used in the study 
does not require the subject to spend any money to 
actually purchase a product is also a limiting factor. 
Shopping behaviors are likely to be somewhat different 
when an actual purchase is being made. A subject saying 
that they would be willing to purchase a particular 
product in a given situation and their willingness to 
actually spend their hard earned money may be different.  
This study examined the impact of comments and 
recommendation systems on buyer behavior. Future 
research studies based on the our theoretical model could 
compare the impact of different types of comments and 
recommendation systems on the buying process to see 
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seems to be the most effective. In addition to testing 
different types of comments and recommendation 
systems, future research with the theoretical model 
developed for this study might also examine how changes 
in product characteristics affect the impact that comments 
and recommendation systems have. In this study, we 
examined comments and recommendation systems 
impact in book. How might that change when the product 
is made up entirely of more expensive items such as 
personal computers, televisions, or even cars? Or, 
perhaps examining comments and recommendation 
systems use where the product mix is somewhat more 
diverse, such as shopping online for clothing? 
Additionally, shoppers would need to choose between 
multiple sub categories including shirts, pants, dresses, 
shoes, jackets, and various accessories. There are a 
potentially wide range of different product types and 
categories with their unique characteristics which may 
affect the implementation and use of comments and 
recommendation systems.  
Although online shopping is not likely to ever 
completely replace our real world shopping excursions, it 
continues to hold great promise for the future. Its 
convenience and ability to provide vast amounts of 
information on product features and availability can be 
used by consumers to get the most from the money they 
have to spend. 
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Abstract-There are some selfish nodes in wireless mesh 
networks multi-path inter-session network coding; and all 
selfish nodes maximize their earnings through the game. In 
this paper, a stimulus scheme is proposed which is suit for 
selfish nodes game in a multi-path inter-session network 
coding game. In the multi-path transmission, we use the 
watch dog checks the existence of selfish nodes. After selfish 
nodes are detected, we modified the multi-path protocols 
TORA. For multi-path selfish nodes, we adopt 
non-cooperation method to punish it; and that the priority 
forwarding is used to active cooperation nodes. It is proved 
that Nash equilibrium is acquired for all players to obey the 
incentive scheme honestly. Experiments verify the 
theoretical analysis. 
 
Index Terms- -game theory, TORA, multi-path inter-session 
network coding, Nash equilibrium, incentive scheme 
I.  INTRODUCTION 
The performance of wireless mesh networks is 
improved by multi-path network coding. But there are 
some rogue nodes that merely enjoy the network 
resources without contributing the needed functionality to 
the network in wireless mesh networks (WMNs)
[1]. 
Instead, it strategically selects rate to maximize its 
surplus, given the knowledge that the price is not constant. 
Clearly, the decision made by user n also depends on the 
rates selected by other users, leading to a resource 
allocation game among all users. Paper [2] has presented 
a game theoretic model to investigate the conditions for 
cooperation in wireless ad hoc networks, in the absence 
of incentive mechanisms. They have proven that these 
nodes need an incentive to cooperate. Furthermore, S. 
Marti
 [3] etc proof that the throughput of network will 
degrade 16%~32% when there are 10%~40% selfish 
nodes.  When network coding is used to improve the 
wireless networks throughput, it must impact selfish 
nodes forwarding the original packet. 
In order to improve overall system efficiency, we 
should design a scheme which can encourage more nodes 
to participate in encoding game. However, the current 
incentive methods are not suit for wireless mesh networks. 
For example, using the method of payment related to the 
authority of their needs and safety of third-party 
authentication, which does not meet the WMNs network 
environment. In WMNs, nodes cooperate with each other 
to maintain the entire network. The scheme based on 
virtual currency need to exchange large amounts of 
information, and once the network topology changes, it  
also need to re-compute the optimal compensation 
scheme, so that its application is not well in mobile ad 
hoc networks. We design an incentive strategy based on 
TORA protocol to motivate selfish nodes participate in 
encoding operations. TORA is basically an algorithm 
under reactive protocols for routing data across wireless 
mesh networks 
[4]. It is an on-demand routing protocol 
based on a directed acyclic graph (DAG). It includes 
three basic functions: creating routes, maintaining routes, 
and erasing routes. TORA maintains state on a 
per-destination basis and runs a logically separate 
instance of the algorithm for each destination. In TORA, 
it assigns directional heights to links so as to direct the 
flow of traffic from a higher source node to a lower 
destination. 
Up to now, there are some papers which used game 
theoretic methods for investigating network coding 
problems in the network as selfish decision makers
 
[5]–[9].Nevertheless, they did not study the incentive 
scheme in multi-path inter-session network coding. T.T. 
Chen
 [10] etc propose INPAC, the first incentive scheme 
for packet forwarding in wireless mesh networks using 
network coding. It is complementary to the existing work 
on incentive compatible routing in the same type of 
wireless networks. S.G. Chen 
[11] etc design an incentive 
compatible protocol to stimulate forwarding packets and 
prove that only following the protocol honestly can 
obtain maximum utility. An incentive scheme is proposed 
which is used in multi-path inter-session network coding 
game in this paper. We analyze the watch dog detect 
selfish nodes in multi-path network coding, then punish 
the rogue nodes and encourage the active nodes in this 
paper. The key contributions of this paper can be 
summarized as follows: 
As far as know we are the first to propose an incentive 
scheme in multi-path inter-session network coding using 
game. Secondly, we design an improved TORA protocol 
which suit for the multi-path inter-session network 
coding game as long as the nodes can agree on using a 
certain intersession network coding. In generally, 
reaching such equilibrium is important. Thirdly, we prove 
that the status is a Nash equilibrium only following the 
Manuscript received January 1, 2011; revised June 5, 2011;
accepted July 6, 2011. 
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doi:10.4304/jnw.7.2.351-356improved TORA protocol honestly. 
The paper is organized as follows. Section II 
describes the system model, with details on the game and 
Nash equilibrium. We design an incentive scheme to 
encourage node in network coding in section III. In 
section IV the Nash equilibrium of the incentive scheme 
is discussed and we evaluate the proposed scheme. 
Finally, section V summarizes the conclusions. 
II.    GAME THEORY AND SYSTEM MODEL 
It is easy that multiple unicasts establish competition 
between independent information flows for shared 
network resources because the wireless Mesh network 
selfish nodes as unwilling to cooperate. We make a game 
model of wireless mesh networks in this section firstly. 
Then related knowledge of the game is introduced. 
Consider the scenario depicted in Figure 1. We have 
two sources of traffic, each of which is aware of two 
paths leading to its destination node. For example, Source 
1 (positioned at s1) can send packets to destination node 
at rates  1
1 r   on path (s1, A, D, T1) and  2
1 r on path (s1, B, 
E, T1). In the same way, Source 2 (positioned at s2) can 
send packets to destination node at rates  1
2 r on path (s2, C, 
F, and T2) and  2
2 r   on path (s2, B, E, T2). The bottleneck 
link (B, E) is shared by both users s1 and s2.Under the 
current channel conditions, the path (B, E) is a link using 
network coding. The two direct side links (s1, T1) and (s2, 
T2) allow the users to perform inter-session network 
coding as we explain next. 
We suppose that it is cheaper for Source 1 to send all 
its traffic on path (s1, A, D, T1). However, notice that 
there is an opportunity for utilizing network coding on a 
path (B, E). So s1 and s2 will send their data packets to 
node B; Then node B 
1
1 r
1
1 r
2
1 r
2
1 r
2
2 r
1
2 r
1
1 r
2
1 r
2
2 r
2
2 r
1
2 r
1
2 r
 
Fig.1 Multi-path transmission in wireless mesh networks 
sends coded packets to node E. The encode node can 
mark their packets for either forwarding or network 
coding. At node B, all packets that are marked for routing 
are simply forwarded to node E  through link (B, E). 
However, the packets that are marked for network coding 
are treated differently. There is competition in multi-path 
node because the selfish pursuit of their own nodes to 
maximize the benefits, resulting in transmission rates 
continue to game. This section we introduce some 
knowledge.  
Definition 1  ：  We define a Multi-path inter-session 
network coding game, which is a tuple () C U T N i, , , , 
where: {} n N , , 1  =   is the set of selfish nodes in 
multi-path; Strategies T  is transmission different rates 
for sharing link and dedicated link. Utility includes 
dedicated link utility function (
i U1 ) and sharing link 
utility function (
i U2 ).The cost C  includes the sharing 
link cost and the dedicated link cost. 
Assumption 1: The utility function is concave, 
non-negative, increasing, and differentiable 
[12]. 
This paper has considered a simple model for network 
resource allocation: users choose the rate at which they 
want to send data, and links set prices according to the 
marginal cost of the total rate allocated. Nash equilibrium, 
also called strategic equilibrium, is a list of strategies, one 
for each player, which has the property that no player can 
unilaterally change his strategy and get a better payoff. 
The most well known form of equilibrium is the Nash 
equilibrium. 
Definition 2 (Nash Equilibrium) A non-negative rate 
vector  ( )
*
1
* , , N r r r  
∗ =  such that for each user N n∈ , 
we have  () ()⎟
⎠
⎞ ⎜
⎝
⎛ ≥ ⎟
⎠
⎞ ⎜
⎝
⎛ − − 1 * 1 * * ; ; n n n n n n r r P r r P
 
 for any 0 ≥ n r
 
. 
In Nash equilibrium
* r , no user  N n∈  can increase its 
payoff by unilaterally changing its strategy n r , and 
()
1 * −
n r denotes the vector of selected data rates for all 
users other than usern. 
Nash equilibrium represents a scenario for which no 
player has an incentive to unilaterally deviate. In a 
distributed engineering system, Nash equilibrium 
represents a stable operating point 
[13].  
Using the utility function for network optimization, 
we will also consider the delay and throughput. The 
throughput and delay are related with flow rate. The 
utility function is the most important factor of flow rate in 
end system. So the utility function include data rate. 
Definition 3  () ( )
1 ,
−
i i i r r U  is a end-to-end system 
utility function, if ( )
* * *
1 , , , , N i r r r       is a Nash 
equilibrium , if and only if N i∈ ∀ ； i i R r ∈ ∀ ，
c ri ≤ ≤ 0 ,and  () ()⎟
⎠
⎞ ⎜
⎝
⎛ > ⎟
⎠
⎞ ⎜
⎝
⎛ − − 1 * 1 * * , , i i i i i i r r U r r U ,which 
i R   is the rate of collection of all possible systems  i . 
III.    AN INCENTIVE SCHEME IN MULTIPATH 
INTER-SESSION NETWORK CODING 
We use the multi-path inter-session network coding 
transmission to improve network throughput and 
reliability. Our objective is to design a distributed 
multi-path inter-session network coding system for 
multiple unicast flows traversing wireless links. Although 
inter-session network coding has been investigated in 
paper [14], it less considered the multi-path transmission. 
In this section, we firstly analyze the assignment strategy 
of the multi-path transmission, and then introduce a 
stimulus scheme. We have proved two theorems in paper 
[15], and the detail is omitted.   
Theorem 1:    There has at least a Nash equilibrium in 
multi-path inter-session network coding game. 
After Nash equilibrium of multi-path inter-session 
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optimality case which all packets from node S1 and S2 
are completely encoded. 
Theorem 2: Let ( )
2
2
1
2
1
1
2
1 , , , r r r r r =
 
be an optimal 
solution for multi-path inter-session network coding 
game,if  () () ()
2
2
2
1
2
2
2
1
2
1
1 , min , max r r C r r r C e j j >> ⎟
⎠
⎞ ⎜
⎝
⎛ + ∑ =
 ,  we 
have
2
2
2
1 r r = .   
A. The Incentive Scheme 
We show the process of the incentive scheme in the Fig. 
2.  And IMEP is a protocol which provides reliable 
routing information and a neighbor broadcasting routing 
protocols change. 
  The main steps of the scheme are described in Fig. 3. 
The main parts in the incentive scheme are watch dog and 
punish scheme. 
Watchdog mechanism is a monitoring method used for 
wireless networks, and it is the base of many misbehavior 
detection algorithms and trust or reputation systems. The 
basic idea of watchdog is that watchdog node monitors 
whether its neighbor forwards the packets by 
overhearing. 
Each node in the WMN cannot be isolated 
environment, and it must choose rationally game 
strategies and cooperation with other nodes. Therefore, 
we can reduce the vested interests of non-cooperative 
nodes, and punish the nodes which adopt uncooperative 
strategy, as a result to encourage node cooperation 
strategy. 
 
 
Fig. 2 Flow chart for algorithm of implement 
Usually, we think that an incentive mechanism is 
enforceable which should encourage nodes in the 
multipath routing to forward received data packets. There 
are three rules in order to implement the stimulators. 
Firstly, each player which forward the data packets 
actively must be paid to compensate the cost of 
forwarding packets. Secondly, it is important which 
incentive mechanism further prevent behavior of 
dropping or dropping part of forwarding packets in 
players. Thirdly, the incentive mechanism must preserve 
the player’s claimed cost lies with in a reasonable range, 
with only slightly higher than the real cost which being 
allowed.  
According to the three rules, we design the incentive 
scheme including four main steps. The Fig.3 describes 
the four steps which the implement of incentive scheme. 
Incentive Scenario   
1 Source node send data packets along the multi-path; 
2 Data packets were encoded on the shared link; 
3 Watchdog detect selfish nodes in the network;   
4 Punish selfish nodes and encourage cooperate nodes.   
Fig. 3 The implement of incentive scheme 
Watch dog and punish mechanism are the main part 
in the incentive algorithm. The specific implementation 
of them the following:   
B. Watch Dog Detect Selfish Nodes 
This paper, we use watch dog technology in order to 
find selfish nodes. The main idea of watchdog was 
overhearing.  We implement the watchdog by 
maintaining a buffer of recently sent packets and 
comparing each overheard packet with the packet in the 
buffer to see if there is a match. If so, the packet in the 
buffer is removed and forgotten by the watchdog, since it 
has been forwarded to next node. If a packet has 
remained in the buffer for longer than a certain timeout, 
the watchdog increments a failure tally for the node 
responsible for forwarding on the packet. If the tally 
exceeds a certain threshold bandwidth, it determines that 
the node is misbehaving and sends a message to the 
source notifying it of the misbehaving node.  
When the watch dog detect selfish nodes in the 
multi-path, we set two parameters  which Tha  and  Ths 
represent the threshold of the node nature. When  ε more 
than Tha, the node is is selfish. When  ε more than Ths, 
the node is is extremely selfish. The two thresholds 
selection is closely related with network topology and 
business models, and we will discuss it in the other 
paper.Fig.4 describe the implement of watch dog. 
Watch dog detect selfish nodes 
1 When a node sends a packet to its neighbor, it also cached it 
locally. 
2 Then the node listens to its neighbor’s communication. If the 
neighbor does not forward the same packet to its next-hop 
node within a short period, it is regarded as misbehaving. 
3 By this way, a node can record the successful and failed 
forwarding history of its next-hop. 
4 We judge a node to be misbehaving when failure tally 
exceeds a certain threshold (Tha or Ths) and it sends a packet 
backward to notify the source. 
Fig. 4 The process of watch dog detect selfish nodes   
C. The Implement of Incentive Scheme in Multi-path 
Transmission 
Taking into account the WMN nodes depend on each 
other for resulting from the collaboration, we adopt a 
cycle of non-cooperation as a punishment. If a selfish 
node adopts non-cooperation policy, then the request 
node will take a non-cooperation policy to the selfish 
node after one cycle. Even if the selfish node will be 
cooperate with the request node during the punish cycle, 
No  Yes  Selfish node? 
Watch dog detect node 
Punish 
Transmission next hop 
IMEP don not forward  Forward
Multi-path transmission 
Encode data
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selfish node. The incentive scheme in multi-path network 
coding game is related with utility function. The utility 
function consists of throughput, and the cost including 
delay time. We design a utility function that the delay is 
variety when using multi-path transmission the same 
throughput. 
The system is benefit of throughput and the payment is 
delay time, so that we 
define ()( ) ( ) D c T f D T F U − = = , in this paper, T  is the 
throughput of node; D is the delay time of network and 
f is a function belong to transmit total data packets; c is 
a function with D .  
   If the selfish node refuses to cooperate, then the 
packet from the selfish node will be delay to forward 
using a punishment cycle S . As result, the utility 
functionU will be decreased. When the node encodes 
actively the packet, its packets will be forward priority. 
So that the utility function U will be improved and the 
payoff is increased. There are two punishment thresholds. 
As to the punishment cycle S ,  N U and c U is the utility 
function of the node is no cooperative and cooperate 
respectively. We can get theorem 3 by modified reference 
[16]. 
Theorem 3:    Using periodic punitive method, the 
selfish nodes is stimulated when 1 − >
c
N
U
U
S . 
Proof: if the network nodes request may be denied next, 
it can be seen as a loss of future benefit. We assume the 
probability of the interaction between nodes is  δ − 1 ，
1 0 < <δ .So that the income of the current node should 
be multiplied by the probability  δ  in the next cycle of 
periodic. It is easy to see that the return series can be 
described as formula (1) when node is always 
cooperative. 
δ
δ δ δ
−
= + + + + +
1
2 c S
c c c c
U
U U U U          ( 1) 
We define
ε D
T
Uc = . If a network node is interact with 
other nodes, it is not incorporation with other nodes by no 
cooperation strategy N .Although the selfish node obtain 
benefit  N b   using a non-cooperative strategy in this 
game, it will receive the punishment phaseT .  Assume 
that in the subsequent game process, the selfish node 
back to a cooperative strategy C, then the node gains a 
speculative return series available: 
[]
δ
δ
δ δ δ
−
+ = + + + +
+
+
1
1
2 1
S
c
N c c c
S
N
U
U U U U U     ( 2) 
If the equation (1) and (2) to compare, we can export 
equation (3) established 
δ
δ
δ −
+ >
−
+
1 1
1 S
c
N
c U
U
U
⇒ ( )
N
S
c U
U
>
−
−
+
δ
δ
1
1
1
 ( 3) 
Proceeds from the node benefits, punishment strategy 
really works. From formula (3) can be seen, when the 
fixed timeδ  , T is the greater the punishment is stricter. 
For the node is almost static and the node should interact 
with each other in the wireless mesh network, the  δ  
may be regard as 1. According to calculus L'Hospital 
rule, ( ) () 1
1
1
1
+ ≈
−
−
+
S U
U
c
S
c
δ
δ
，so theorem 3 is proved.   
We use the cycle  S to refuse to forward packets 
from the routing node as a punishment when  ε  is more 
than Tha . If  ε  is more than Ths,the node is extremely 
selfish, so that the data from the selfish node is refused to 
forward by more long cycles. 
()( ) ( ) () ( )
() ( ) ⎩
⎨
⎧
< × −
< < × −
= − = =
ε
ε
s
s a
Th D nS c T f
Th Th D S c T f
D c T f D T F U , (4) 
The detail of punish scheme is illustrated in fig.5. 
The punish scheme   
1 Detect selfish nodes using watch dog; 
2 Define the utility function of cooperate node and 
non-cooperation node respectively;   
3 If it is a selfish node, as a punishment for selfish nodes, IMEP 
protocol also need to filter out from the selfish node data 
(including data packets and control messages) 
4 The nodes which are active cooperation are set forwarding 
priority in the IMEP protocol.     
Fig. 5 The realization of punish scheme   
D. Network coding implement     
We use random linear network coding to encode and 
decode in the multi-path inter-session network coding. 
(1) Network coding construction 
Encoder module is operated using random linear 
network coding. It receives packets from the receive 
nodes and encodes these packets. This operation is 
illustrated in formula (5).The coded data packets are 
mixed data packets using a single linear mixture. In 
particular, we assume that  ij a is the encoded coefficient. 
The new data packets will be listened and encoded by the 
forwarding nodes. In addition to as the encoded payload 
an additional header is added to the output packet that 
contains information about the packets and fragments 
used for encoding. 
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(2) Decode packet in the destination 
To deliver data packets with the original form, both the 
native and coded packets will to be buffered. Each 
arriving packet is inspected by the decoder to determine 
whether this packet is required for the decoding process 
or not. If not, it is not encoded; it is forwarded to the 
u p p e r   l a y e r .                     
Otherwise, the packet is stored in the fragment buffer. 
Uuencoded packets that have been used for encoding are 
not only stored in the buffer but are also immediately 
forwarded to the upper layer. 
The decoder model will check for decoding 
possibilities when a new fragment is added to the buffer. 
If there are enough fragments to decode an encoded 
packet in destination node, and the actual decoding 
operation is triggered and the fragments which will not be 
required anymore for further decoding are removed from 
the buffer. For instance, we can decode the  k original 
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packets  ( ) i in ij i p a a a , , , , 1 … …     are received in destination node 
and the full rank matrix solvable is produced. 
Furthermore, if the result of a decoding operation just 
delivers a fragment of a plain packet, this fragment is also 
stored in the fragment buffer until the whole decoded 
packet can be delivered. 
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IV. EVALUATION AND ANALYSIS 
An incentive scheme is investigated in this paper. 
According to the definition of the Nash equilibrium in 
section II, we can prove that proposed scheme is Nash 
equilibrium in this section. 
Theorem 4: In our scheme, payments are provided to 
incent every player to forward packets. It is Nash 
equilibrium for all players to obey incentive scheme 
honestly. 
Proof: First of all, being punished because of selfish 
nodes, so the delay time is increased, in other words 
() () D c D c i i >
* .However  () ( ) () () D c T f r r U i i i i − =
−1 ,  .So 
the utility function and delay is inversely proportional, so 
reducing the effectiveness of selfish nodes. The utility 
meet to the requirements of definition 3.We 
gain () ()⎟
⎠
⎞ ⎜
⎝
⎛ > ⎟
⎠
⎞ ⎜
⎝
⎛ − − 1 * 1 * * , , i i i i i i r r U r r U
. According to 
definition 3, it is Nash equilibrium for all players to obey 
incentive scheme honestly. 
Furthermore the proposed algorithm has been 
evaluated using the network simulator 2. The experiment 
topology is wireless butterfly network. There are 10 
nodes, and the distance of two nodes is 250 meters. The 
routing is an improved TORA. The simulation time is 100 
seconds, and we use IEEE 802.11.The length of packet is 
50 packets, and send rate is 5Mbps, and the packet size is 
1024 bytes. The data flow is CBR. 
Fig.6 illustrates the comparison of WMNs throughput 
performance using CBR data flows. It is easy to see that 
the throughput is more using Th_IN based on incentive 
scheme than Th in system. It is not hard to see that the 
De_IN using incentive scheme is longer than the De in 
selfish nodes in figure 7 and it is shown that the punish 
scheme is effective.   
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       F i g .   7   The delay time of selfish nodes  
V. CONCLUSION AND FUTURE WORK 
      In this paper, we investigated the incentive scheme of 
selfish nodes in the multi-path inter-session network 
coding to improve the performance of network. The Nash 
equilibrium is proved in this game.   
      To the best of our knowledge, this works on 
cooperation in wireless mesh networks is little that takes 
the multi-path inter-session network coding game into 
account. In terms of future work, we intend to investigate 
cooperation in mobile wireless mesh networks. Mobility 
increases mutual dependencies between the nodes; so it 
gives a natural incentive for cooperation.   
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Abstract—On purpose to study and solve the mobile 
payment problems based on MPTP in China, this paper 
proposed to put forward Error Handling and Controlling 
Protocol (EHCP) and describe this protocol and the 
execution process. EHCP is aimed to perfect mobile 
payment communication mechanism and further solve 
mobile payment security issues in order to make mobile 
payment becomes more widely accepted. Messages sending 
and receiving among three parties in the payment system is 
described. Finally, the analysis illustrates that our protocol 
achieves the goals of high security, fairness and efficiency. 
 
Index Terms—mobile payment; protocol; security 
 
I.  INTRODUCTION 
Along with the development of technology of 
communication, more applications are used in the mobile 
terminals, and mobile payment is one of the most 
representative businesses. Mobile value- added business 
has developed rapidly in China, China has 700 million 
mobile user base, coupled with commercial 3G, making 
the demands increase strongly in mobile payment 
business. It is said that mobile payment is at an important 
period of development in China market. 
[1] 
On the other side, comparing with traditional 
electronic payment, mobile payment implements in a 
mobile environment. Devices in the mobile environment 
and characters of wireless network determine the error-
prone situations during the process of payment, thus 
request higher requirement of protocol in controlling and 
handling these errors. On the informed research on 
mobile payment protocols, the protocols usually taken 
into account for error handling are those who include an 
error handling sub-protocol. 
[2] [3] Protocols have not 
classified the errors markedly, but emphasize how to 
execute continuous transmission and hand errors 
monotonically and roughly. Nowadays, security issues 
have become the major constraint factor to the 
development of mobile commerce in China, thus it is 
significant and usability to propose a specific error 
handling and control protocol which can be used to 
standardize mobile payment process and integrate EHCP 
as a sub-protocol into the original protocol. 
II.   RESEARCH ON MPS AND OTHER POSSIBLE 
ERROR SITUATIONS 
The MPS (Mobile payment System) generally contains 
two parts: front-end and backstage. Three parts of the 
simple MPS functions mutually. They are terminal 
customers, vendors and operators/financial corporation. 
As is shown in the figure 1, MPS has two front-ends: one 
for the trade company, the other for customer. 
Figure 1. A general mobile payment system 
 
Customers as the user of the business, is the main 
sources of the profits from every respect of MPS 
business. The MPS has to satisfy the customers on 
security, convenience and diversity. The vendors provide 
the content of trade in order to increase the cash trading 
and focus on the problems that whether the MPS model 
can provides safe current register circumstance and 
convenient payment processing methods. The MPTP in 
china, to great extent, has already standard the payment 
process and settle down the security problems which 
don’t include the accident in special situations. Special 
problems need special solutions. 
A.  Problem of the customer 
•  Movable termination is forced to stop 
At the angle of the hardware, the mobile devices are 
power-limited, vulnerable and interrupt problems on 
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doi:10.4304/jnw.7.2.357-364account of optional movement that leads to the problems 
that the customer has to end the protocol passively. At the 
angle of the software, because of the mobile devices’ tiny 
memory space, limited calculating capacity, the 
application problem is easy to encounter with error. 
•  The customers stop the trade actively 
When using the movable termination in the public, 
customers’ secret message is easy to be stolen. When it 
happens, the customer will stop the trade. And when the 
customer discovers the mistake about the unfinished 
payment which has already been started, he will also stop 
the trade. 
•  The message is falsified 
The message falsifying on account of the customer is 
an accident when a customer input his or her payment 
data, leading to a discrepancy between both trade parties, 
resulting in stop of the trade. 
B. Problem of the vender 
•  The server is forced to shut off 
Familiar with the situation of the customer, the server 
of the customer will also face the problems such as 
hardware fault, systemic breakdown, run-time error and 
so on. 
•  The server is overload, resource-exhausted 
The payment protocol which has been started cannot 
be visited because the serves or the connection is 
overload. 
•  Account problem of the vendor 
Because the payment protocol is started by the 
customer, when the licenses gotten from the third party 
are past due, the payment will meet with error and stop. 
C.  Network and other problems 
The wireless network’s narrow bandwidth, low 
reliability, poor stability and long latency, the customer 
and vendor are forced to terminate the protocol. 
The mobile communication network is threatened by 
the hackers and computer virus. They will interrupt the 
wireless network, cause network congestion and delete or 
falsify the message, leading to the error on the protocol. 
The third party of the MPS, the trade proxy, can also 
make mistakes. But the protocol is based on the promise 
that the third party is reliable. 
 
III.  EHCP DESIGN GOALS AND ASSUMPTIONS 
A. Design goals 
As the described in PartⅡ, there are many unexpected 
circumstances occurred in the realist mobile payment 
activities, what’s more, they will not happen in every 
payment activities. However, once it happens, it will 
bring about an unsuccessful trade and potential loss to 
customers or businesses. Considering this, this article 
designed a sub-protocol Error Handling and Controlling 
Protocol (EHCP) which is based on MPTP in China, 
attempting to perfect the existing communication 
mechanism for mobile payment and communication 
protocol. 
EHCP contains two aspects, termination and 
restoration. EHCP will execute the protocol of 
termination when servers resource-exhausted, vendor 
accountant error or subjected by virus attacks. When 
other interruptions caused by mobile terminals or wireless 
network, EHCP will implement the recovery protocol. 
The reason why every transaction of MPTP is initially 
launched by customers is in order to fully reflect the 
spending limits that lie in the hands of customers, and 
eliminate customers’ concern of being cheated. So, EHCP 
should also be based on this goal. In the transaction 
process, regardless of where the error occurred, once it 
implements the recovery protocol, it must launched by 
the customer. 
In addition, EHCP is able to deal with different 
transactions between physical goods and digital goods. 
When interruption occurred in the transmission phase, for 
digital goods, customers need more evidence of not 
receiving the goods while the vendors need to prevent the 
possibility of obtaining much duplicate by a malicious 
hacker. It is much easier to deal with this circumstance 
for physical goods. On the other hand, different amount 
of consumption have different security demands on 
mobile payment. Considering about the computing 
capacity of different mobile payment devices and the 
characters of the wireless network, it is necessary to 
distinguish the process of recovery between different 
payment amount and as well as the different encryption 
techniques they used. 
B. Basic assumptions 
The operating environment of EHCP contains three 
entities, including Customer C, vendor V, and Broker B, 
and B has a credible third-party functions. Considering 
the design of the protocol, this article made the following 
assumptions: (1) MPTP itself has regularized the honesty 
of C and B, it is no need for EHCP to regularize. 
However, it is necessary to certificate the legal identity 
for both sides of transaction. (2) Broker is completely 
credible, with no exceptions. (3) Mobile terminals 
support symmetric key Cryptography and Public Key 
Cryptography for encryption and decryption. (4) Errors 
caused by the objective factors, both sides of transaction 
are subjectively hope a successful payment. Under the 
circumstance of error, the execution of EHCP can be 
initially launched by customers, and set 2 minutes time 
limit, if the customer dose not initiate the execution, 
vendor will send message to customer to improve the rate 
of the payment. (5) Network is incredible, but it is 
available when implement the EHCP. (6)Customer is 
clear or be told the reason for error occurs, enabling to 
make the correct choice whether to terminate or resume. 
(7)EHCP is used to regulate and solve the error occurred 
in the transaction phase, if it occurred in registration and 
liquidation phases, using other method. 
In addition, in order to meet the goals mentioned 
above, MPTP also needs some partly improvement. First 
of all, adding two fields named Amount_type and 
Transaction_type to the payment document Authority, 
judging the amount of transaction and type of transaction 
(physical goods or digital goods) by the value “0” or 
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AccountData which is sent by broker B. The adding field 
is used to record the payment message (mostly are 
Payword) that C has sent to V, ensuring C can ask to 
invalid the specific Payword in the record by returning 
the certificate to broker B when the protocol terminated 
or interrupted, so as to prevent losing funds form not 
receiving goods.   
 
IV.  THE IMPROVEMENT OF MPTP 
In order to meet the goals to deal transactions of digital 
goods and physical goods differently, deal transactions of 
large payment and micro payment differently, MPTP 
needs some partly improvement to match EHCP while 
together retain its strength. 
Firstly, adding two fields named Amount_type and 
Transaction_type into the Authority 
Authority: Signed[AuthorityData] 
AuthorityData: Struct 
version          Identifier 
amount_type      Identifier    //the adding field, 0 
represents micro payment while 1 represents large 
payment 
transaction_type   Identifier    //the adding field, 0 
represents physical goods while 1 represents digital goods 
… … 
It is easy to get the value of these two new fields 
according to the payment information written by 
customer when he starts a payment. Customers are 
allowed to set the threshold value of micro or large 
payment on their mobile terminal, but this threshold value 
is given in range to prevent from security risk. It should 
be noted that there is not a clear definition of micro or 
large payment in the industry at present. In this paper, 
whether one payment belongs to micro payment or large 
payment is mainly based on the customer’s acceptance 
capability. For example, a customer pays 2 yuan for 
goods, each time the payment pair9(Wi，i)that he sends 
may only worth 0.2 yuan. The customer can afford the 
loss, and this amount will be defined as micro; 
conversely, the amount will be defined as large. 
Secondly, adding a field to customer’s certificate 
AccountData which is sent by broker B. The adding field 
is used to record the payment message (mostly are 
Payword) that C has sent to V, ensuring C can ask to 
invalid the specific Payword in the record by returning 
the certificate to broker B when the protocol terminated 
or interrupted, so as to prevent losing funds form not 
receiving goods. 
AccountData: Struct 
account_id         Identifier        //the representation of 
customer’s account 
…… 
not_valid_before    Date            //valid period of 
certificate 
not_valid_after     Date            //valid period of 
certificate 
send_paychain      hashmap[T, Content]  //the adding 
field, to record the Paywords sent by C. T is the 
representation of timestamp. Content contains payment 
commitment M, W0 and (Wi，i） 
… … 
As soon as C successfully sends a Payword from client 
terminal, hashmap.put(“time”, “item”) is executed to 
update the content of certificate. Timestamp here is not 
only used as evidence to every record, but also used to 
remove some contents in this field regularly. If the 
process of payment is implemented smoothly, then the 
field send_paychain does not make any sense. However, 
considering the storage capacity of mobile device, the 
clearing of unnecessary data is requisite. 
 
V.  THE DETAILED DESIGN OF EHCP 
In this part, we will explain the processing flow of 
EHCP on macroscopic level and describe the two 
components of EHCP in detail, including the termination 
protocol and the recovery protocol.  
A. The choices of termination protocol or recovery 
protocol 
Under the circumstance of error, it is the chief issue to 
choose termination or recovery. In order to describe this 
issue, this article proposed a four-phase model based on 
his original transaction processing of MPTP. As the 
figure 2 shows, this model is of great significant to the 
design of protocol. 
 Figure 2. Simplified model of transaction process 
 
Each phase contains two aspects, sending and 
handling: 
Phase One: customer C sends payment commitment 
M, vendor V checks and handles it. 
Phase Two: customer C sends the first half part of 
Paywords, vendor V checks and handles it. 
Phase Three: vendor V sends goods, customer C 
checks and handles them. 
Phase Four: customer C sends the latter half part of 
Paywords, V checks and handles it. 
Under the circumstance of error, the following 
principles should be followed when choose termination 
protocol or recovery protocol. 
•  Only if the error occurred in Phase One or Two, 
can execute the termination protocol. 
•  No matter an error occurred in which phase, the 
recovery protocol can be executed, except the 
situation that must terminate the transaction.  
•  Under the following circumstances execute 
termination protocol only: Vendor’s account 
Expired; Information divergence caused by 
customer accidental tampering; Vendor’s server 
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only occurred in the phase of one) 
•  Any error occurred in Phase One or Two, 
termination protocol can be implemented. 
•  Customer chooses termination or recovery. 
•  Termination protocol and recovery protocol can 
not be operated at the same time in a transaction 
error. Therefore, every time EHCP runs, it is 
needed to set up boolean variables BRecovered and 
BAborted whose initial value are False to judge 
whether EHCP is implemented or not.  
B. Notations 
IDC，IDV，IDB: the identities of party C, V and B. 
They contain the contact information of customer, vendor 
and broker; 
KCV，KCB，KVB: secret keys shared by C and V, V 
and B, C and B. They are used in symmetric encryption 
algorithm; 
PKC ， PKV ， PKB: public keys in public-key 
algorithm;  
SKC ， SKV ， SKB: private keys in public-key 
algorithm; 
AC，AV: certificates issued to customer and vendor by 
broker; 
TID: the identity of transaction;  
G: name of the good; 
P: price of the good; 
N: the number of the paywords to pay for the good;  
W0: the root of the payword chain; 
(Wi，i): the payment pair; 
H
Y(X): a cryptography hash function;  
Inf: the information of the good; 
T: timestamp; 
(M)K: the message M symmetrically encrypted with 
the key K;  
SignX()={H()}SKX: the signature of X; 
A→B: A send message to B; 
M={IDV,AC,W0,n,Li,T,G,P,{{ IDV,AC,W0,n,Li,T,G,P 
}SKC,KCV}PKV}: payment commitment sent to V by C; 
I={W0,n,Li,T,G,P}: the plaintext of the payment 
information sent to V by C;  
C. The detailed design of termination protocol 
•  Error occurred in Phase One 
In some cases, errors such as vendor’s account expired, 
information divergence caused by customer accidental 
tampering and vendor’s server overloaded will prevent 
payment from going on. At this time, it is necessary to 
implement the termination protocol. Since in some cases, 
it is temporarily unable to complete transaction 
successfully. This just illustrates that EHCP itself 
contains termination protocol. 
        Owing to the error occurred in Phase One, 
implementing termination protocol will not bring about 
any loss to both sides of the transaction, it is no need to 
investigate the causes. Customer C can ask for the 
termination right from broker B. The details of the 
protocol are given below:  
    Message 1 C→B: {FAbort, TID, IDB, IDV, I, {FAbort, 
TID, IDV}SKC} 
In the message 1, FAbort is the representation of C’s 
request for termination, furthermore, {FAbort, TID, 
IDV}SKC is the evidence to show C has sent the request. 
At the exact time receives message 1, broker B will first 
check the boolean variables BRecovered and BAborted. 
(Termination protocol and recovery protocol can not be 
run concurrently when EHCP is executing. The boolean 
variables BRecovered and BAborted are needed, and initialized 
False.) B accepts the request when the value of boolean 
variables are both Fasle, and then confirms C’s 
registration by sending message 2 and message 3: 
Message 2 B → C: {FconfirmAbort, IDC, IDV, TID, 
{FconfirmAbort, IDC, IDV, TID}SKB} 
Message 3 B → V: {FconfirmAbort, IDC, IDV, TID, 
{FconfirmAbort, IDC, IDV, TID}SKB} 
FconfirmAbort is the representation that B has accepted the 
termination request. Termination protocol ends when C 
and V receive message 2 and 3. 
•  Error occurred in Phase Two 
When error occurred in Phase Two, customer maybe 
asks for termination protocol due to his subjective sense 
of insecurity. In this phase, vendor V probably has 
received the Paywords. Comparing with the former 
situation, protocol needs to consider how to ensure the 
customer’s benefit without loss when implementing 
termination protocol.  
    Message 1, 2 and 3 are sent in turn to confirm the 
termination of transaction. Then customer C asks broker 
B to invalid the paywords sent by C to prevent these 
paywords from being used to liquidate with broker by 
illegal vendors. 
Message 4 C→B: {IDB, IDC, IDV, TID, AC, W0, T} 
KCB 
Broker B decrypts C’s certificate AC  and extracts 
payment information including several combination of 
commitment M, W0 and (Wi，i), such as（M, W0,(Wi，
i) ） , （ M’, W0’,(Wi ， i)’ ） ,etc. Compare these 
information with I got in message 1, then make sure that 
which information is belong to the exact transaction to 
terminate. Compute W0’＝H
i(Wi) for i=n,n-1,…,1. If 
W0’= W0, the conclusion is that AC record the correct 
payment information. According to this information, B 
will invalid the paywords in its database. 
D. The detailed design of recovery protocol 
•  Error occurred in Phase One 
When error occurred in Phase One, implementing the 
recovery protocol is similar to the situation that customer 
C re-launch MPTP to execute a mobile payment. After C 
sent the recovery request, payment commitment M can 
only continued sending as far as the request has 
confirmed by B, and then starts a new payment. There are 
two reasons why protocol deals with the error like this, 
firstly, protocol can achieve the goal that choosing either 
termination protocol or recovery protocol error occurred. 
Secondly, B can provide the new shared session keys to 
customer C and vendor V. 
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IDV, TID}SKC, {KCV} PKB } 
In the message 5, FRecover is the representation of C’s 
request for recovery, furthermore, {FRecovery, IDV, 
TID}SKC is the evidence to show C has sent the request. 
Session key KCV used between C and V is sent to B to ask 
for a new one. At the exact time receives message 5, 
broker B will first check the boolean variables BAborted. If 
the value of BAborted is False, set the value of BRecovered to 
True, and then send message 6 and 7. 
Message 6 B → C: {FconfirmRec, IDC, IDV, TID, 
{FconfirmRec, IDC, IDV, TID}SKB, (K’CV)PKC} 
Message 7B → V: {FconfirmRec, IDC, IDV, TID, 
{FconfirmRec, IDC, IDV, TID}SKB, (K’CV)PKV} 
FconfirmAbort is the representation that B has accepted the 
recovery request. Since C and V has respectively received 
the evidence of recovery permission {FconfirmRec, IDC, IDV, 
TID}SKB and the new session key K’CV included in 
message 6 and 7, a new MPTP executes between C and 
V. 
•  Error occurred in Phase Two 
When error occurred in Phase Two, customer C has 
sent a part of Paywords, but has not received any goods 
information, therefore the chief issue in this phase needed 
to consider is how to guarantee customer’s account 
security. Considering the difference security demands 
between different amount of payment, protocol will treat 
the error discriminatingly. At this time, recovery protocol 
obeys the following process. As figure 3 shows. 
 
Figure 3. Recovery process in Phase Two 
Referring to the error handling process in Phase One, 
customer C asks broker B to implement recovery 
protocol, and obtaining the session keys between 
customer C and vendor V from B.  
Message 5 C→B: {FRecovery, IDB, IDV, TID, {FRecovery, 
IDV, TID}SKC, {KCV} PKB } 
Message 6 B → C: {FconfirmRec, IDC, IDV, TID, 
{FconfirmRec, IDC, IDV, TID}SKB, (K’CV)PKC} 
Message 7 B → V: {FconfirmRec, IDC, IDV, TID, 
{FconfirmRec, IDC, IDV, TID}SKB, (K’CV)PKV} 
According to the handling and controlling process, the 
protocol can be described as: 
IF amount_type=1 THEN 
Message 4 C→B: {IDB, IDC, IDV, TID, AC, W0, T} 
KCB 
Message 8 B→C: {IDC, IDV, TID, W0, (Wi，i), 
SignB(W0,(W1,1),…,(Wi，i)),T} KCB 
Message 9 C→V: {IDC,IDV, TID, W0, (W1,1),…(Wi，
i), {IDC,IDV, TID, W0, (W1,1), … (Wi ， i)} SKC, 
SignB(W0,(W1,1),…,(Wi，i)) } K’CV 
ELSE 
    Message 10 C→V: {IDC, IDV, TID, W0,T, (W1,1),…
(Wi，i), T1,…Ti} K’CV 
In large payment situations, broker B signs on the 
Paywords when he confirms that Paywords have been 
sent, then C sends these Paywords with signature to V by 
message 9. Vendor V verifies the validity of C’ identity 
and B’ signature, and uses these Paywords to update the 
original database. It will bring about no loss even the 
vendor does not get the last Paywords when error 
occurred. In micro-payment situation, customer 
establishes a session with vendor, informing the vendor 
that which transaction to continue and how many 
Paywords have been sent before. 
In both cases above, V checks and handles the 
information in message 9 and 10 sent by customer. After 
that, V sends message 11 to C as a response. 
Message 11 V → C: {IDC,IDV,I,T, (Wi ，
i),{IDC,IDV,I,T, (Wi，i) } SKV } K’CV 
C continues the transaction implementing before error 
occurred after getting message 11, and sends the rest 
Paywords to V. 
•  Error occurred in Phase Three 
When error occurred in Phase Three, customer initiates 
recovery protocol, the recovery protocol should be 
confirmed by B, and then C gets the new session keys 
between customer C and vendor V. In this circumstance, 
it is impossible to implement the termination protocol. 
Therefore, it is needed to judge the value of BAborted, it is 
different from the former situations. In this phase of 
transaction, the chief issues should be concern about is 
how to guarantee vendors’ benefit, because vendor has 
sent partly or the whole goods, but dose not receive the 
whole funds. There is big difference between the contents 
of communication of digital goods and the contents of 
communication of physical goods, so it is need to design 
different recovery processes. Process is shown below. 
Message 5, 6 and 7 are sent the same as above. 
Considering the contents of communication of digital 
goods and the contents of communication of physical 
goods is different, so the protocol can be shown as below: 
IF transaction_type =1 THEN 
Message 12 C→V: {IDC, IDV, TID, W0, T, j’, (W1,1),
…(Wi，i), T1,…Ti} K’CV 
    IF BRecovered=False OR j’> j   V continues to transfer 
digital goods from the (j’＋1)units  
    ELSE  exit protocol  
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    Message 13 C→V: {IDC,IDV, TID, W0,T, (W1,1),…
(Wi，i), T1,…Ti} K’CV 
Message 14 V→C: {TID, G, P, SignV(TID, G, P)} 
K’CV 
 
Figure 4: Recovery process in Phase Three 
When the trading goods is digital goods, C sends 
message 12 to V. Vendor distinguishes whether the 
information is reasonable. If so, continues to transfer 
goods from the (j’＋1)units. When the trading goods is 
physical goods, as the transaction ID is unique, as long as 
customer C provides the document to prove that C has 
paid for the Paywords, vendor sends the receipt to C. 
•  Error occurred in Phase Four 
If error occurred in Phase Four, the execution process 
of recovery protocol is as same as the process of Phase 
Two. The assumption of EHCP is based on the customer 
honesty, if the customer has received the goods without 
paying for them, which is not taken into account in this 
article. MPTP payment commitment M comes up with 
the solutions to the problem of not executing transaction 
in Phase Four, and allows vendor V to submit arbitration 
to broker B when necessary. Based on this, we can say, in 
the design of EHCP, all the assumptions that we have 
made before are reasonable. 
E. EHCP execution process 
In a macro point of view, EHCP execution process 
includes several steps as follows: 
•  Customer launches and executes EHCP when 
error occurred. 
•  Protocol executes judgments itself: which phase 
of the transaction was underway when error 
occurred. (It can be obtained by reading the last 
execution of original MPTP) 
•  Customer software reminds customer of choosing 
termination protocol or recovery protocol. 
Customer software reminds customer to get into 
recovery protocol if the judgment indicates the 
error occurred in Phase Three or Four. 
•  If customer C chooses termination protocol, then 
messages will be sent to each other among C, V 
and B. If customer C chooses recovery protocol, 
C will use the original key to start a session at 
first, ensuring the error occurred before has been 
recovered. After that, based on the phase of the 
transaction, C sends the message as we described 
before, and transmitting to the original MPTP at 
last. 
 
VI.   ANALYSIS 
A. Security Issues 
The design of EHCP is in full consideration of 
securities about transaction, money and goods, especially 
the security of digital goods. 
•  Transaction security  
In EHCP, transmission of communication content and 
party authentication are ensured by cryptological 
technique and the secret keys. Simply by the keys to 
authenticate the communication parties is not enough. 
However, certificates are issued to customers and vendors 
by broker to ensure that the identity is legal and available. 
Customer firstly conducts a conversation with vendor 
after he chooses to execute the recovery protocol. In this 
way, we ensure that original error has been solved in 
EHCP. That is to say customer and his terminal, vendor 
and its server, wireless network are all available, which 
greatly increase the possibility of implementing recovery 
protocol. In addition, a new secret key shared by C and V 
is provided which uses in the follow-up transaction in 
recovery protocol. This mechanism not only solves the 
security risk issues caused by virus or hacker which 
disrupted the original transaction, but also accords with 
the principle that one keys can not be used to achieve two 
purpose. 
•  Money security 
At the improving of MPTP, we adding a field to 
customer’s certificate named send_paychain which is sent 
by broker B. The adding field is used to record the 
payment message (mostly are commitment M, W0  and 
Paywords) that C has sent to V, ensuring C can ask to 
invalid the specific Payword in the record by returning 
the certificate to broker B when the protocol terminated 
or interrupted, so as to prevent losing funds form not 
receiving goods. 
•  Goods security 
When the trading goods are digital goods, vendor 
implements the judgment after receiving customer’s 
request to make sure: (1) the requested transaction has not 
executed recovery protocol before; (2) if this transaction 
has executed recovery protocol before, then, the starting 
point of continuous transmission requested by customer is 
after the last requested point. Only in these two cases, V 
responses C’ by sending digital goods in order to prevent 
malicious hackers illegally obtain much duplicate. In 
addition, customer can not choose termination protocol 
when the error occurred in phase three or four. This item 
guarantees the integrity of goods in a certain extent. 
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The termination protocol must be started by customer. 
It is fair for both parties in trading: (1) customer initiates 
the mobile payment, so customer has the right to choose 
termination; (2) only if the error occurred in Phase One or 
Two, can execute the termination protocol. So whether 
customer starts termination protocol or not, vendor will 
not loss anything since it does not send any digital goods 
or dispatch commitment; (3) customer can ask broker to 
invalid the Paywords sent by himself. It is fair to 
customer because he will not loss money while he can not 
get the goods; (4) broker notices both C and V to end the 
transaction when the request of termination is accept.  
        In the executing of recovery protocol, fairness is 
reflected reference to (1), (4) items above. In addition, 
although customer has the right to initiate EHCP, he can 
start the protocol only when some error occurred during 
mobile payment. It ensures the fairness of transaction 
process from another side because customer can not end a 
normal trading. 
C. Efficiency analysis 
        It costs large mount of resources of software, 
hardware, wireless networks and time to dealing with the 
error in mobile payment. Together with the weak 
computing of mobile device and limited bandwidth of 
wireless networks, it is very important to solve efficiency 
issues. 
In EHCP, treatments are carried out at terminals as 
possible to reduce online operations and reduce burden of 
wireless networks. EHCP is divided into termination 
protocol and recovery protocol. Both of these two 
protocols are divided into several phases. In order to 
reduce the communication traffic between C and V, 
customer chooses the way to deal with the error payment 
on his terminal, and then the corresponding protocol 
block is executed directly. In this way, efficiency issues 
have been resolved in a certain extent. Moreover, servers 
undertake more calculation than mobile devices 
considering the disadvantages of devices. For instance, in 
message 8, broker B signs on the Paywords that have 
been sent to V on B’s server, and then sends 
SignB(W0,(W1,1),…,(Wi，i)) to C. From message 9 we 
can see, the customer’s terminal does not do any 
treatment of the signed information, but just sends it to V. 
Decryption is completed on V’s server. 
In short, EHCP is adaptable for personal mobile 
devices from the perspective of computation, storage and 
processing speed, especially for upcoming 3G mobile 
terminal. 
VII.  CONCLUTION 
Though mobile payment security is the biggest concern 
of customer and also the most frequent commitment of 
operators, banks and the third part, what’s more, it plays 
as a key factor that constraint the widespread of mobile 
payment. The emphasis of popularizing mobile payment 
should transferred to how to improve the trust of users, 
helping them release the misgiving, achieving the 
transform of consuming mode. Considering about the 
users’ (including customers and the vendors) worry about 
the faults that are caused by these unexpected during the 
paying procession such as the power-cutting and the net-
breaking, presenting the fault-dealing mechanism of 
Mobile Payment and the control protocol EHCP has very 
positive meaning.  
Combining with the feasibility and conciseness of 
actual operation, this paper gives the detailed design of 
EHCP, and analyzes the characteristics of EHCP from 
security, fairness and efficiency. The protocol firstly 
meets the security of transaction, money and goods, 
secondly fully guarantees the fairness between customer 
and vendor when errors occurred. Finally, the efficiency 
analysis illustrates that mobile terminals and wireless 
networks can afford executing EHCP. 
        As a new electronic payment instruments, mobile 
payment is carrying people’s longing for digital life. 
From the date of birth, mobile payment is in good graces 
of all the parties in the industry. It is sure that EHCP will 
play a role in standard formulation and mobile payment 
will also have greater development in the near future. 
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Abstract—The automated warehouse is widely used in 
different kinds of corporations aiming to improve the 
storage and retrieval efficiency. In this paper, the robot 
system with RFID and vision was applied into the design of 
warehouses. Firstly, the RFID system is used to localize the 
target roughly and obtain the attributes of the target. Then 
the onboard vision system is used to recognize and locate the 
target precisely. Finally, the robot control scheme is 
designed based on the results of image processing, and the 
teaching mode and remote mode are used flexibly to assist 
robot to grasp the target. The combination of these two 
modes can not only reduce the complexity of robot control, 
but also can make full use of the results of image processing. 
Experiments demonstrate the feasibility of the proposed 
system. 
 
Index Terms—intelligent storage and retrieval systems, 
robot control, RFID, robot vision, automated warehouse 
 
I.  INTRODUCTION 
In order to improve the efficiency of storage and 
transportation of goods, the warehouse is widely used in 
different kinds of fields. The current warehouses which 
are often operated manually usually include palletizing 
robots, carton flow order picking systems, automated 
guided vehicles, rotary storage cabinets, and automated 
storage and retrieval systems (AS/RSs) [1,2]. The main 
shortcoming of the current warehouse is that the 
efficiency of its storage and retrieval systems is very low, 
which is also a bottleneck to restrict the development of 
automated warehouse. Therefore, how to improve the 
efficiency of AS/RSs, and realize intelligent control 
without manual intervention becomes a very important 
issue. 
In recent years, because of its ubiquity, radio 
frequency identification (RFID) technology has becoming 
the hotspot in the field of object location. RFID systems 
use radio transmissions to send energy to a tag which, in 
return, emits a unique identification code back to a reader 
linked to an information management system. If the RFID 
tags with unique codes are embedded in objects, the 
identification of the objects can be greatly simplified. 
Furthermore, RFID has a lot of advantages, such as 
contactless communications, long lived, high data rate, 
non line-of-sight readability, and low cost [3,4,5]. For the 
above reasons, RFID technology has been often 
employed to recognize objects for navigation, 
manipulation, etc.  
Based on the above analyses, a kind of new RFID 
based AS/RSs is proposed in this paper in order to realize 
target recognition, automatic localization and AS/RS, 
which can not only improve the precision and speed of 
the automated warehouse, but also be suitable to the 
management of modern corporation. 
II.  STRUCTURE OF AUTOMATED WAREHOUSE 
The automated warehouse is composed of four rows of 
automated shelves including 120 cargo spaces divided 
into two tunnels, an automated stacker, two storage and 
retrieval platforms, and a SK6 manipulator with six-
freedom, etc.  
SK6 produced by Yaskawa is used in the warehouse. 
The controller of SK6 is YASNAC MRCⅡ, which 
adopts interactive programming language INFORMⅡ. 
There are two programming ways: teaching and remote 
control. In this paper, we combine the two ways together 
to simplify the system design.  
The RFID system mainly includes three parts: reader, 
antenna, and RFID tag. Because of the uniqueness of the 
RFID tag, the reader can locate and track the target once 
it is attached on an RFID tag. Passive tags are used to 
attach on the target object because they are much cheaper, 
long lived, lightweight and have a smaller foot print. The 
reader can communicated with host computer through 
RS232. The CCD camera is mounted on the end of the 
arm, which can distinguish the target using color and 
shape of the object.  
The control system of the automated warehouse 
include management/monitor computer, master PLC and 
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doi:10.4304/jnw.7.2.365-369lower PLC, which are connected by Modibus and 
wireless networks and can build up a complete multi-
level computer monitoring system, as shown in Figure 1. 
The whole automated warehouse system integrated cargo 
storage, retrieval, distribution and transportation together, 
realizes intelligent operations in the whole system, and is 
an intelligent warehouse without any manual operation. 
 
III.  INTELLIGENT STORAGE AND RETRIEVAL SYSTEMS 
RFID and vision based intelligent storage and retrieval 
systems are shown in Figure 2. The system mainly 
includes two parts: RFID and vision systems. RFID 
technology is used to localize the target roughly, and 
onboard vision is used to localize the target precisely. 
A.  RFID Localization System 
Inspired by LANDMARC positioning system [6], the 
conference tags are introduced in the paper. The 
conference tags divided into 5 rows 6 columns are 
distributed on the bottom of a tray, shown in Figure 3.  
The real position of each conference tag is recorded in 
it. Furthermore, each of the considered target objects of 
the database is also attached to an RFID tag, which is 
called as target tag. When the reader detects the 
conference tag and the target tags, the robot can know the 
name and count of real targets in its detecting field, which 
can reduce the number of matching items in the database, 
and the rough position of the target can also be calculated. 
In Figure 3, the green box indicates the conference tag, 
and the red circle represents the detection range of the 
RFID antenna. The other colored shapes mean different 
targets.  
From Figure 3, we can conclude that there are 6 
conference tags and 3 targets in the detection range of 
RFID, so the rough position of the target can be 
calculated as:  
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                    (1) 
where N is the number of conference tags. 
 
B.  Robot Vision System 
When the rough position of target is determined, the 
manipulator recognizes the target using the onboard 
camera. In this paper, the color and shape information are 
used to recognize the target [7,8]. 
 (1) Target Recognition  
The video provided by camera is in RGB space. In 
order to reduce the influence of light, we transform the 
RGB space to YCbCr space which can separate the 
illumination from hue. Gaussian model is used to color 
CCD 
 Camera 
Main PLC 
Host 
Computer 
RFID 
Lower PLC 
Modibus 
Lower PLC  …… 
Terminal 
Device 
Terminal 
Device 
…… 
Robot Controller 
Robot 
Figure 1.  The control system of automated warehouse. 
Robot moves near the 
weighing platform 
Move to the vicinity 
of the target 
Grasp the target 
Success 
Failure 
Deliver to the storage 
and retrieval platform 
Calculate the rough 
position of target 
Recognize the target 
using the onboard vision 
Adjust the pose 
of the robot 
RFID 
technology 
Vision of 
robot 
Figure 2.  Flowchart of intelligent storage and retrieval. 
Figure 3.  Distribution of reference tags. 
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and the detection rate is high. For the image transformed 
to YCbCr space, the similarity degree to the target is 
calculated as:  
)] ( ) ( 5 . 0 exp[ ) (
1 m x C m x CbCr p
T − − − =
−        (2) 
where 
T CbCr x ) ( = ,  ) , ( ) ( Cr Cb x E m = = ,  Cb  and 
Cr   are the means of Cb  and Cr  , C   is the variance 
matrix and  ] ) )( [(
T m x m x E C − − = . 
Next, the similarity image is transformed to a binary 
image, and the white regions are the interesting areas 
where the target may exist. The interesting areas still 
include some other regions whose color is similar to the 
target, so the shape information is used to extract the 
target accurately. Moment function is global invariant, 
less sensitive to noise, and could be used to identify the 
target successfully whether the target is closed or not. 
Therefore, moment invariants have been widely used in 
shape recognition and identification. In this paper, Hu 
invariant moments [9,10] is used to deal with the 
interesting area image after image segmentation, and the 
nearest area is selected as the target area. 
(2) Target Tracing 
The target recognition is not very stable due to the 
image processing is influenced by sunlight. A kind of 
target tracing algorithm based on Kalman Filter is 
designed in the paper in order to forecast and trace the 
target. Kalman Filter [11,12] is used to predict the 
position of the target, and the center coordinate values, 
the area of the target, the ratio of length and width, and 
one dimension HSV histogram are used as the features of 
the target. The main process is shown as follows: 
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The experiments demonstrate that the algorithm can 
trace the target stably, and can solve the occlusion 
problem to some extent. 
C.  Robot Control System 
YASNAC MRCⅡ is used as the controller of SK6, 
which is composed of Playback Box, Main Power Switch, 
Door Lock, and Programming Pendant [13,14]. 
Teaching Programming is an important mode in robot 
control, and it is simple and can be used to plan path.  
YASNAC MRC Ⅱ  support host computer control 
function. According to different commands sent by the 
host computer, it can be divided into two classes: file data 
transmission and command transmission. 
(1) File data transmission function 
File data transmission function can realize data 
exchange between the user’s memory data stored in 
YASNAC MRCⅡ and the data stored in host computer. 
The transmission process is shown in Figure 4.  
 
(2) Command transmission 
Figure 5 shows the command (DELETE WORK-A) 
transmission process from the host computer to 
YASNAC MRCⅡ.  
 
Ⅳ.  EXPERIMENTS AND ANALYSES 
A.  Intelligent Storage and Retrieval Experiment 
Taken automated retrieval operation as an example. 
The target is placed on the rotary platform, the 
manipulator first localize the target using RFID, then 
recognize and trace the object using onboard vision, 
finally grasp the target and place on the weighing 
platform. The procedure is shown below: 
(1) The manipulator move to the stat point which is 
near the rotary platform. 
Figure 4. The transmission process of a file 
Figure 5. The transmission process of a command 
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517.968，175.50，2.24，-176.78. 
The first three data (mm) are the coordinate values of 
X, Y, and Z axis, respectively. The latter three data are 
the degrees of TX, TY, and TZ angles. 
(2) Adjust the end of the actuator to make it 
perpendicular to the rotary platform. 
The coordinate values are: 1139.372 ， 35.096 ，
567.047，39.48，87.38，41.30. 
This position should meet the requirements of object 
recognition using RFID and vision. 
(3) Delay 3 seconds. 
First the RFID is used to localize the target roughly, 
and then the target is recognized precisely using onboard 
vision. Finally, the coordinate values of the center point is 
calculated and written to the position variable P000 in 
YASNAC MRCⅡ. 
The coordinate values are: 1175.012 ， 50.227 ，
371.339，68.18，87.63，69.44. 
(4) The manipulator is adjusted slightly to be close to 
the target. 
The coordinate values are: 1185.014 ， 70.222 ，
371.341，68.18，87.63，69.42. 
(5) The manipulator grasps the object, and then delay 1 
second. 
The coordinate values are: 1185.014 ， 70.221 ，
361.341，68.18，87.63，69.42. 
(6) The manipulator moves to the top of the rotary 
platform. 
The coordinate values are: 1109.141 ， 46.776 ，
687.747，78.18，84.76，81.98. 
(7) The manipulator moves to the top of the weighing 
platform.  
The coordinate values are: 317.513 ， 1063.751 ，
687.747，78.18，84.76，152.98. 
(8) The manipulator places the object on the weighing 
platform. 
The coordinate values are: 317.652 ， 1084.249 ，
424.544，79.19，84.69，151.69. 
(9) The manipulator moves to the top of the weighing 
platform.  
The coordinate values are: 286.537 ， 990.862 ，
721.899，44.33，82.64，119.31. 
(10) The manipulator moves near the staring point, and 
the task is ended. 
The coordinate values are: 737.606 ， 26.728 ，
496.366，175.50，2.24，-176.78. 
From the experiments, we can conclude that:  
(1) The manipulator can trace the planned path 
accurately.  
(2) The host can read the data file and generate the 
command sequence correctly, and can save the data to the 
variable to control the robot grasping the target.  
(3) The teaching and remote modes are used flexibly in 
the paper, which can not only simplify the programming, 
but also can improve the flexibility of the automated 
storage and retrieval system. 
B.  Performance Evaluation 
The system is valuated mainly form the following two 
aspects: positioning accuracy and efficiency of storage 
and retrieval system.  
(1) Positioning accuracy 
Figure 6 shows the positioning error of one typical 
target in different conditions. We can see that in 
conventional pattern, the robot only used vision to 
localize the target. When the distance between robot and 
target exceeds 1.2 meters, it is difficult to distinguish the 
target. Even if the distance is below 1.2 meters, the 
positioning error is higher and fluctuates largely. While in 
our method, the robot can not only obtain the rough 
position of the target, but also the information stored in 
target tag in advance, such as color and size, which are 
both helpful to localize the target precisely. So the 
positioning precision based on multi-pattern (RFID and 
vision) is higher and the positioning system is more stable, 
too. 
 
 (2) Efficiency of storage and retrieval system 
Figure 7 shows the efficiency in different methods. We 
can conclude that our method adopts multi-mode 
information provided by RFID and vision, and can 
improve the efficiency about 50%. 
Ⅴ.  CONCLUSIONS 
The robot technology is used in the automated 
warehouse in the paper, and a kind of target recognition, 
localization and storage/retrieval scheme based on RFID 
and vision technology is proposed in order to improve the 
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368 JOURNAL OF NETWORKS, VOL. 7, NO. 2, FEBRUARY 2012
© 2012 ACADEMY PUBLISHERefficiency of AS/RSs. The experiments demonstrate the 
feasibility of the system. In the future, we will improve 
the structure of AS/RSs, design more suitable object 
recognition and localization algorithms, and build a more 
practical system for the warehouse. 
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Abstract—The Dempster-Shafer (D-S) theory is an excellent 
method  of  information  fusion.  Because  of  the  difference 
which is caused by the sensors, it is essential to deal with the 
evidence  with  a  method  of  weighed  D-S  theory.  The  new 
method  to  deal  with  data  fusion  based  on  improved  D-S 
theory has been proposed, and set up the concept of weight 
of sensor evidence itself and evidence distance based on a 
quantification of the similarity between sets to acquire the 
reliability  weight  of  the  relationship  between  evidences. 
Considering the disadvantages of the improved D-S theory, 
a  best  method  of  obtaining  evidence  weight  value  is 
presented  by  an  improved  particle  swarm  optimization 
(PSO). Compared with the compared methods, this evidence 
theory  proves  more  effective  and  advanced  by  making 
simulation test. 
 
Index Terms—D-S theory, evidence distance, weight value, 
improved PSO, robustness, information fusion 
 
I.  INTRODUCTION 
The integration of uncertain multi-sensor information 
is commonly deal by information fusion algorithm [1-2]. 
Information  often  contains  uncertainties,  which  are 
usually  related  to  physical  constrains,  detection 
algorithms, and the transmitting channel of the sensors. 
Whilst the intuitive approaches, such as Dempster-Shafer 
Fusion,  Dezert  Samarandche  Fusion,  and  Smets’ 
Transferable  Belief  Model  [3-5]  are  to  aggregate  all 
available  information,  these  approaches  do  not  always 
guarantee  optimum  results.  Acknowledging  these 
measurement  techniques  have  associated  measurement 
costs,  the  essence  is  to  derive  a  fusion  process  to 
minimize global uncertainties. 
Nowadays,  the  system  is  increasingly  relying  on 
information fusion techniques to automate processes and 
make decisions. An informed decision maker, meanwhile, 
often  relies  on  various  forms  of  data  fusion models  to 
assist him/her to  assess the  current  situations. The  D-S 
evidence  theory  is  an  excellent  method  of  information 
fusion,  its  adoption  belief  degree  function  but  not 
probability is a generous character, no request to make 
binary mutex assumption to the indetermination affairs, 
having more catholicity to the indetermination. Because 
of  the  difference  which  is  caused  by  sensors  in  the 
credibility or reliability, the important degree of the proof 
provided is different. So it is essential to deal with the 
evidence  with  a  method  of  weighed,  adapting  to  a 
weighed evidence synthetic technique [6]. In particular, 
Yager  extends  Dempster’s  rule  of  combination  by 
utilizing the normalization factor as a discounting factor 
added to the weight of ignorance [7]. Dubois and Prade 
modiﬁes  Dempster’s rule  of  combination  based  on  the 
assumption that the two sources are reliable when they 
are  not  in  conflict,  but  one  of  them  is  correct  when  a 
conﬂict occurs [8]. With a slight modification on Shafer’s 
model, Smets [9] and Murphy [10] proposed new rules of 
combination by simply removing the normalization factor 
from  Dempster’s  rule  of  combination.  People  have 
already put forward a variety of methods of weighed, Yu 
estimate  the  conﬁdence  values  and  the  corresponding 
weights  in  different  sources  by  using  the  Maximum 
Entropy based approach. The works described above do 
not distinguish between the current observation and the 
conﬁdence in it [11]. When the ground truth is available, 
e.g.,  shortly  after  current  measurements  or  from  an 
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doi:10.4304/jnw.7.2.370-376additional information channel, it can be used to make the 
weight factor become a function of time to account for 
the  sensor’s  expected  performance  change  [12].  Yao 
proposed  information  entropy  to  compute  the  weight 
evidence, and select appropriate weight value to fuse [13]. 
But up to now the study on how to obtain better weight 
value is also rarely covered in the weight D-S evidence 
theories. Presently the methods that select weight value 
currently: From the expert of fusion or the result of the 
covariance [14], but it is hard to obtain the better weight 
value  through  these  methods.  Considering  of  the 
disadvantages of the weighed D-S theory, we present a 
method  to  solve  optimization  weight  value,  and  the 
thought  of  the method is  explained, then  use improved 
PSO  algorithm  to  work  out  the  weight  value  in  the 
established  optimization  model.  Compared  with  some 
other  methods  [15],  this  evidence  theory  proves  more 
effective and advanced by making simulation. 
This article is organized as follows. Firstly, the Standard 
PSO algorithm is introduced in section 2, then analysis 
the shortcoming of SPSO and presents an improved PSO 
algorithm based on dynamical weight. In section 3, some 
basic  concepts  of  the  D-S  theory  and  the  distance 
between evidences are reviewed, meanwhile the adapted 
weighted evidence distance function is established where 
the  weight  can  be  got  by  optimizing  based  on  the 
improved  PSO.  In  section  4,  three numerical  examples 
are given to further understanding the method proposed, 
and  then  experimental  results  are  proposed  after 
comparing  with  some other methods.  Finally,  we  draw 
the conclusions. 
Ⅱ.  AN IMPROVED PARTICLE SWARM 
OPTIMIZATION   
PSO is based on two fundamental disciplines: social 
science and computer science. In addition, PSO uses the 
swarm intelligence  concept,  which  is the  property  of  a 
system,  whereby  the  collective  behaviors  of 
unsophisticated  agents  that  are  interacting  locally  with 
their  environment  create  coherent  global  functional 
patterns. Like other evolutionary algorithms, PSO uses a 
fitness  function  to  search  for  the  best  position.  Each 
particle is initialized with a random position and velocity. 
In every simulation run, the fitness function is valuated 
by  taking  the  current  position  of  the  particle  in  the 
solution  space.  The  particles  keep  track  of  two  best 
values. The first one is the best fitness value obtained so 
far  by  the  particle,  the  corresponding  position  being 
termed  as  personal  best  (pbest).  The  other  is  the  best 
fitness value achieved so far considering all the particles 
in the swarm. The location of the best fitness value in a 
whole  swarm  is  called  global  best  (gbest).  At  each run, 
there is only one gbest, and all the particles are attracted 
toward  gbest.  In  each  iteration,  particle  velocity  and 
position are updated based on pbest and gbest positions as 
follows: 
  1
1 1 2 2 ()*( ) ()*( )
id id id id
n n n n n n
best best v v c rand p x c rand g x 
         (1) 
1 1
id id id
n n n x x v
                                                             (2) 
Here, d =1, 2... D; i =1, 2... N; N, D is the number of 
design  parameters,  N  is  the  swarm  size,  and  D  is  the 
dimension.  The  acceleration  factors  c1  and  c2  in  (2) 
indicate  the  relative  attraction  toward  pbest  and  gbest, 
respectively. The functions rand1 () and rand2 () generate 
a random numbers that are uniformly distributed between 
zero and one. To assign equal weight to the relative pulls 
of pbest and gbest, each of c1 rand1 () and c2 rand2 () was 
constructed to have an average value of one by making c1 
=c2 =2. The inertia-weight parameter w controls the trade 
off between the global and local search capabilities of the 
swarm. We start with a large inertia weight of 1.0 for an 
initial  bias  toward  the  global  search  and  decrease  it 
linearly  to  a  minimum  value  of  0.4  through  different 
iterations to facilitate more local explorations [16]. 
Since the original version of PSO proposed, lots of 
work  has  been  done  to  develop  it.  According  to  the 
Standard PSO (SPSO), the weight   is a fixed parameter, 
so the algorithm easily falls into premature convergence. 
Moreover, optimal performance has great impact with  
which was found in the research from Shi and Eberhart. 
When the value of   is larger, the particles have better 
global search capability; when the value of   is smaller, 
the particles have strong part search capabilities. So this 
paper presents an improved strategy  which is based on 
Dynamical  Weight  (DW)  that  the  particles  have  the 
adaptive changes the diversity of groups to adjust their 
speed.  And the  particles  effectively  jump  out  form the 
best  local  to  avoid  premature  convergence.  In  the 
standard PSO algorithm, the particles have own thinking 
and share information and cooperate with each other in 
the process of continuous evolution, so it can be divided 
into two parts: the evolution degree of particles speed and 
the aggregation degree of particles. 
Definition  1:  ( )|( {1,2,..., }) i x t i N  denotes  ith 
particle  in  tth-generation  population,  the  particle  best 
fitness can be expressed as  i f  , individual extreme value 
records  at  presents  denotes  ( ) ibest f t ,  so  individual 
extreme value records at ( 1) t  time denotes  ( 1) ibest f t  . 
And the evolution degree of particles speed  ( ) t   can be 
represented as the followings: 
( ) ( )/ ( 1) ibest ibest t f t f t                                   (3)  
The  SPSO  mathematical model  express  the  global 
optimum  is  decided  by  the  individual  optimum  value 
decision,  and  the  current  global  optimum  is  always 
superior  to  or  at  least  equal  to  the  last  iterates  in  the 
iterative  process.  ( ) t  considered  the  particles  previous 
operation  history,  responded  the  evolution  degree  of 
particles speed. The early ( ) t  value is big, and the speed 
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iterations, the  value  ( ) t   maintains at 1. This  situation 
indicated that  the  algorithm  stagnated  or has  found the 
optimum value.  
Definition  2:  ( )|( {1,2,..., }) i x t i N  denotes  ith 
particle  in  tth-generation  population,  the  particle  best 
fitness can be expressed as  i f  , individual extreme value 
records  at  presents  denotes ( ) ibest f t ,  avg f denotes  all 
particle  average  fitness  at  present,  so  the  aggregation 
degree  of  particles  ( ) t   can  be  represented  as  the 
followings:                          
( ) ( )/ ( ) ibest avg t f t f t                                              (4) 
The global optimum is always superior to or equal to 
the  individual  current  optimum  value,  so  the  swarm 
gathers  on  a  spot  when all  particles achieve  the  global 
optimum, namely,  ( ) 1 t   . We can see the intensive of 
current particle swarm from the definition of parameters, 
meanwhile,  ( ) t   is  bigger  which  shows  particle 
distribution more concentrated. 
According to defines 1 and 2, we can clearly see the 
particle swarm optimization process. If adjusts the weight 
according  to  the  particle  velocity  evolution  degree  and 
the granule extent of polymerization, we can combine the 
weight with the particles optimization process, thus adjust 
population  diversity  by  adjusting the  weight. Therefore 
the  weight  changes  along  with  changing  the  particle 
velocity  evolution  and  aggregation  degree,  which 
situation can solve the particles premature problem from 
the mathematical model. When  ( ) t   is big the velocity 
evolution is quick, the algorithm may continue in the big 
space  to  search,  namely  the  swarm  optimizes  in  wide 
range. When  ( ) t   is small, may reduce   to cause the 
swarm searched in a small scope, thus found the optimum 
value  quickly.  When  ( ) t   is  small  the  swarm  is  quite 
scattered, not easy to fall into local optimum. The swarm 
easily to fall into local optimum with  ( ) t  increasing, at 
this moment, we will increase   to increases the swarm 
search  space,  and  improve  the  swarm  global  search 
capability.  In  conclusion,   increases with the  particle 
velocity  evolution  ( ) t   reduce  or  increases  with  the 
particles  aggregation  degree ( ) t   increases.  Therefore 
 is  decided  by  ( ) t   and ( ) t  ,  so  the  functional 
relations may express the equation below:  
0 ( ( ), ( )) 0.6* ( ) 0.1* ( ) w f t t w t t                    (5)  
Where  0  is  initial  value  of  ,  generally 
speaking, 0 0.9  ＝ ;  by  definition  we  can  see 
0 (t) 1    and0 (t) 1    , so 0 0 0.6 0.1        , 
ensure  1   the convergence requirements. 
Ⅲ.  AN IMPROVED D-S THEORY FOR UNCERTAIN 
INFORMATION FUSION  
A.  Basic of D-S Theory  
D-S  theory  is  developed  as  an  attempt  to  generalize 
probability  theory  by  introducing  a  rule  for  combining 
distinct bodies of evidence [17]. In D-S theory, a finite 
nonempty set of mutually exclusive alternatives is called 
the frame of discernment, denoted by Θ. The power set 
2
Θ is the set of all the subsets of Θ including itself. The 
basic probability assignment (BPA) reflects a degree of 
belief in a hypothesis or the degree to which the evidence 
supports  the  hypothesis.  The  BPA,  represented  by  m, 
defying  a  mapping  of  the  power  set  to  the  interval 
between 0 and 1, can be represented with the following 
equations: 
( ) 0
( ) 1
A
m
m A


  
 
 
                                                (6) 
 The quantity  ( ) m   is a measure of that portion of the 
total belief that remains unassigned after commitment of 
belief to all subsets of Θ. If  ( ) m s   , and no BPA is 
assigned to other subsets of Θ, then ( ) 1 m s    . Thus, 
the remaining BPA is assigned to Θ itself, but not to the 
negation  of  a  subset  Ψ.  This  value  of  BPA 
( ) m  represents ignorance. 
From  the  BPA,  the  upper  and  lower  bounds  of  an 
interval can be defined. The lower bound, Belief for a set 
A, is defined as the sum of all the BPAs of the proper 
subsets (B) of the set of interest (A) (B A  ). The upper 
bound, Plausibility, is the sum of all the basic probability 
assignments  of  the  sets  (B)  that  intersect  the  set  of 
interest  (A)  ( B A    ).  Formally,  they  can  be 
represented as the followings: 
( ) ( );
( ) 1 ( ) ( )
B A
A B
BEL A m B
PL A BEL A m B


 

  


                    (7)  
Obviously,  belief  function  represents  the  degree  that 
one  believes  in  A.  Plausibility  function  represents  the 
degree that one believes A is not false. It is easy to obtain 
the following conclusions:   
( ) ( ) 0;
( ) ( ) 1
B
Bel m
Bel m B
 

 
   
                                (8) 
For  all  subset  A  of  the  frame  of  discernment,  it 
holds ( ) (A) Pl A Bel  .  (A) Bel and ( ) Pl A is interpreted as 
bounds on the probability. Belief function represents the 
maximal value that all epistemic uncertainty believes the 
probability.  Plausibility  function  represents  the  highest 
plausible  value  of  the  probability.  So  we  can  get  the 
following equation. 
1
1
( ) (1 )   ( ),    
i
j i
A A j n
m A K m A A 

   
             (9)  
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1
  ( )
i
j i
A j n
K m A
    
                                 (10)  
DS  evidence  theory  has  been  widely  used  in 
uncertainty  information  fusion,  and  provides  a  strong 
theoretical basis  on  dealing  with uncertain  information. 
However,  D-S  evidence  theory  would  arrive  at 
conclusion  contrary  to  common  sense  when  high 
confliction existed in evidences. Facing the high conflict, 
many scholars put forward their own amendments to this 
disadvantage, such as Yager rule [18], Dubois-Prade rule 
[19], the average distribution rule and the weighted rule. 
However, these combination rules have disadvantages in 
robustness and effectiveness. For the above amendment 
combination rules, from the practical application point of 
view,  Haenni  pointed  out  some  problems  as  follows: 
weight distribution of designated evidence does not meet 
the  exchange  law  and  integration  law  and  the  issue  of 
complex computation in practical application. 
B.  The Distance Between Weighted Evidences  
Since  the  aim  of  this  paper  is  to  define  a  meaningful 
metric distance for BPAs, let  1 2 , w w is the corresponding 
weight  of  the  evidence 1 2 , m m  in  information  fusion, 
1 2 , m m is  two  BPAs  on  the  frame  of  discernment  Θ, 
containing n mutually  exclusive  and  exhaustive 
hypotheses [20]. The distance between 1 m and  2 m is: 
2 2
1 1 2 2 1 1 2 2 1 1 2 2
1
( , ) ( 2 , )
2
BPA d wm w m wm w m wm w m     
     
   (11)  
Where the index 1/2 is needed to normalize  BPA d  and to 
guarantee that 0 1 BPA d   ; and  1 2 , m m  
  
 is the scalar 
product defined by Eq. (12): 
          
2 2
1 2 1 2
1 1
| |
,   ( ) ( )
| |
n n
i j
i j
i j i j
A A
m m m A m A
A A  

  
 
  
      (12)  
Where  , ( ) i j A A P   for  , 1,...,2
n i j  ,  then 
2
m

is  the 
square norm of  m

:  
                             
2
, m m m  
  
                                 (13) 
C.  The New Uncertain Information Fusion 
In order to make the amended evidence overall between 
closer and the final decision is more reasonable, weighted 
evidence distance function is established, this function is 
about  evidence  weight  function.  In  this  paper,  we  will 
take  this  function  as  optimized  object.  According  to 
optimization  theory,  the  optimization  model  can  be 
represented as the followings: 
2 2
1 1
( ) min( ) min ( , )
n n
BPA BPA i j
i j
F w d d m m
 
  
 
        (14) 
It  can  be  easily  seen  that 1 i w   ,  thus,  the  weight 
shows the relative importance of the collected evidence. 
We can use traditional optimization methods to solve Eq. 
(14) such as Lagrangian multiplier. But considering real-
time  demand  for  information  fusion, and  accuracy  and 
validity  fusion  results  in  conflict  evidence,  the  more 
optimal solution based on improved PSO should be given 
to meet these requirements. For the summary of the new 
uncertain information fusion see Figure 1. 
 
Figure 1: the procedure of the new uncertain information 
fusion algorithm 
The  weight  of  evidence’  owns  reliability  i w  can  be 
acquired by the above analysis, so we can revise evidence 
theory by i w . Considering the evidence source itself has 
different importance, therefore, the revised evidence not 
be a simple average, the new evidence source probability 
assigned is defined as follows: 
1
( ) ( )
n
i i
i
mae m wm

                                         (15)  
Then, the new probability assignment is acquired, thus, 
we can combine it using D-S combination rule. 
Ⅳ. NUMERICAL EXPERIMENT 
The  new  method  have  analyzed  above,  this  section 
mainly give a numerical example to further understanding 
the  method  proposed  above.  We  use  three  groups  of 
common data to acquire the basic probability assignment, 
this  problem  is  solved  by  using  two  different  analysis 
types namely  case  1  using  D-S rules  and  case  2  using 
Yager’s rule to combine evidence at sub-system level for 
each type. We used modified PSO algorithm to solve this 
optimization problem along with D-S rule of combined 
evidence  program  in  the  developed  matlab  program  to 
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population  size=15, max 500 t  , 1 2 2.0 c c   , 0 0.9   , 
stopping convergence criterion (in terms of change in the 
objective function value) = 10
-8 for over 200 continuous 
iterations.  
Assuming  a  discernment  frame { , , } A B C   ,  source 
1 2 3 4 , , , S S S S , such that  
Data 1:  
1
2
3
4
:   ( ) 0.7    ( ) 0.1    ( ) 0.1      ( , ) 0.1
:  ( ) 0.1    ( ) 0.8    ( ) 0.05   ( , ) 0.05
:   ( ) 0.4    ( ) 0.3    ( ) 0.2   ( , ) 0.1
:  ( ) 0.4    ( ) 0.2    ( ) 0.1   ( , ) 0.3
S m A m B m C m A C
S m A m B m C m A C
S m A m B m C m A C
S m A m B m C m A C
   
   
   
   
 
Data 2:  
1
2
3
4
:   ( ) 0.8    ( ) 0.1    ( ) 0.1    
:  ( ) 0      ( ) 0.1    ( ) 0.9  
:   ( ) 0.9    ( ) 0.05    ( ) 0.05  
:  ( ) 0.9    ( ) 0.05    ( ) 0.05 
S m A m B m C
S m A m B m C
S m A m B m C
S m A m B m C
  
  
  
  
 
 
Data 3:  
1
2
3
4
:   ( ) 0.001   ( ) 0.199   ( ) 0.8    
:  ( ) 0.9      ( ) 0.05    ( ) 0.05  
:   ( ) 0.3     ( ) 0.6      ( ) 0.1  
:  ( ) 0.4    ( ) 0.4     ( ) 0.2
S m A m B m C
S m A m B m C
S m A m B m C
S m A m B m C
  
  
  
  
 
 
 
 
The results of combination are shown in Table 1 by 
three different rules, we can see that when the confliction 
between  evidences  are  relatively  small,  this  paper’s 
method is slightly better than D-S rules and Yager rules, 
which reflects the basic status of D-S evidence theory, so 
there  is  not  much  difference  among  effectiveness  of 
sensor  fusion  methods  of  linear  combination,  In  this 
paper, but if the identification object is multi-element set, 
this paper’s method makes it more reasonable and simple 
to compute.  
The numbers in the table 2 and 3 confirm our conclusion 
made  in  the  following.  We  can  see  that  when  the 
confliction  between  evidences  is  relatively  large,  the 
experimental results are much better than  Yager rules, 
and even better than the method of D-S rules. Because 
there  is  any  contradiction  among  the  evidences  from 
different sources, the Yager rule treats that contradiction 
as  coming  from  ignorance.  If  there  is  any  additional 
knowledge, then this contradiction might be resolved. So 
the Yager rule is more conservative than the D-S rule. 
Therefore,  we  have  any  reason  to  believe  that  this 
paper’s method has the best combination result between 
three algorithms. 
 And we will consider another experiment about target 
recognition,  Assuming  a  discernment  frame 
{ , , , } A B C D   ,  A=  boar,  B=  hare,  C=  vole,  D= 
unknown object. The evidence information by the eight 
sensors is shown in Table 4. 
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the  evidences  because  of  sensors  self  reason  and 
environmental factors. We will respectively combine this 
evidence  in Table 4  based  on  the  classic  DS  evidence 
theory  and  our  method,  and  the  results  are  shown  in 
Table 5. 
 
Form  Table  5,  our  method  combination  results  shows 
that  A  credibility  is  the  highest,  namely  the  result  of 
identification  is  "boar".  Intuitionally,  the  combination 
results  match  with  basic  probability  distribution  of 
identifying target by each sensor in table 4. However, DS 
rules combination results shows that A is high credible, 
and  its  credibility  is  0.9984,  that  is  to  say,  the  fusion 
results  is  close  to  the  maximum  probability  in  the 
original basic probability distribution, so the classic DS 
combination rules can not effectively solve the evidence 
conflict problem. 
In  practical  applications,  if  we  use  the  classical  DS 
combination  rule  to  combine  evidence,  which  easily 
overlook  the  field  environment  interference  to  sensors, 
would  eventually  lead  to  the  result  of  identification 
instead of credibility, is not high. And our method gets 
the  more  practical  fusion  results  by  modifying  the 
conflict  evidence  and  fusion  rules.  Moreover,  the 
improved algorithm in the time of dealing with evidence 
is  greatly  reduced,  only  a  small  percentage  for  the 
traditional DS combination rules, hence it is suitable for 
wireless sensor node with limitation function. 
In order to prove our method robustness, we consider 
two  evidence  source  combinations  by  the  classic  DS 
evidence theory and the improved algorithm. Assuming a 
discernment frame { , , } A B C   , source S1 and S2, such 
that 
Data 5:  
1 1 1 1
2 2 1 1
' ' ' '
1 1 1 1
:  ( ) 0.99,  ( ) 0.01,  ( ) 0
:   ( ) 0,  ( ) 0.01,  ( ) 0.99
:  ( ) 0.98,  ( ) 0.01,  ( ) 0.01
m m A m B m C
m m A m B m C
m m A m B m C
  
  
  
 
The results of combination are shown in Table 6 by two 
different rules. 
We can see that the evidence is high conflicting in this 
test. In these two evidence, the focal element A and the 
focal  element  C  intuitively  obtain  a  higher  support 
degree, should be approximately 50%, which should get 
more support after combination. However, combination 
based  on  DS  combination  rule  causes  that  the  focal 
element B gets almost certainly support, which is clearly 
unreasonable.  We  proposed  algorithm  by  modifying 
conflict evidence, get more reasonable results, therefore, 
the improved algorithm can effectively avoid the defects 
of  the  traditional  DS  combination  rules  when  there  is 
conflict evidence. 
If the evidence
'
1 m is substitute by 1 m , the combination 
results are shown in Table 7. 
Contrasting Table 6 and Table 7, the combination results 
based on DS combination rule have great changes when 
the  evidence 
'
1 m  is  substitute  by  1 m .  This  situation 
shows  that  DS  rules  is  sensitive  to  the  change  of  the 
focus element probability distribution, robustness is poor. 
But  the  combination  results  based  on  the  improved 
algorithm is little change, robustness is better. 
Ⅴ. CONCLUSIONS  
For  traditional  D-S  evidence  theory’s  problems  of 
high conflict between evidences, this paper proposed a 
new  method  to  solve  it.  Firstly,  we  deal  with  the 
evidence with a method of weighted D-S theory. Then an 
optimize model of obtaining sensor weights has been set 
up.  At  last,  we  use  the  improved  PSO  to  acquire  the 
reliability weight of the relationship between evidences 
to modify D-S theory. Numerical experiments show that 
this new method is more effective. 
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Abstract—Structured P2P network is highly efficient and 
low cost in resources search, but it only supports single-
keyword precise search rather than multi-keyword fuzzy 
search. This paper puts forward a novel search algorithm 
FSA-MDSM based on semantic vector matrix, in which the 
P2P node resources can be transferred into a number of 
semantic vectors which are formed into a vector matrix in 
terms of a free semantic dictionary. And according to the 
similarity of vectors semantics, the vectors are classified into 
several sub-blocks, each of which is managed by a virtual 
node. Those virtual nodes with similar semantics will cluster 
into several special subnets by the way of exchange of the 
semantic information, and a semantics routing table will be 
generated. The table can guide a node to locate target 
resource rapidly. The simulation experiments demonstrate 
that by using FSA-MDSM algorithm, a fuzzy semantic 
search can be supported efficiently in the Structured P2P 
network and its original advantage can not be lost basically. 
 
Index Terms—P2P network; Semantic routing; Semantic 
vector matrix; Fuzzy search algorithm 
 
I.  INTRODUCTION 
The centralized search algorithm in internet, such as 
Google and Baidu, have many problems in data capacity, 
searching efficiency, fault tolerance, and are not able to 
meet the user’s demand. P2P technology, a 
revolutionarily new technology, is aimed at making use 
of the massive resources on the Internet reasonably and 
efficiently. And the P2P network, one of the most fast-
growing and popular Internet applications within ten 
years, is faced with the huge challenge to provide 
efficient searching service when the users are in a large 
number and widespread distribution, the node behaviors 
are not controllable and computing capability and the 
bandwidth of networks are not uniform. So the novel 
distributed storage and searching technology based on 
P2P network has been the researching hotspot. There 
exists P2P searching schemes which are concentralized 
index searching, flooding, and DHT. As the P2P network 
based on the DHT technology become popular, the DHT 
searching have dominated searching applications. 
However, the P2P network based on the DHT technology 
can only provide the precise searching with sole keyword, 
but not support multi-key search, range search, union 
search, similarity search and other complex semantic 
search ways, which is because the Hash operation makes 
an accurate mapping relation between resource name and 
node ID. The non-structured P2P network, such as 
Gnutella, can execute complex semantic searching in 
better, but its efficiency and accuracy is very low.  
There are two major types of algorithms to solve the 
semantic search problems in structured P2P network: 
Routing mechanism improvement algorithm and the 
cache improvement algorithm. In the former algorithm, 
searching request is transmitted to certain part of the 
neighbor nodes, not all the nodes, thus the traffic will get 
greatly decreased and the results can be satisfying, such 
as Directed BFS
[1], Iterative Deepening
[2], and Random 
Walker
[3], in which the searching efficiency is improved 
and their traffic are cut down to some extent. Content 
cache which is a way copying the shared resources to 
some light-load nodes in order to lighten the heavy-load 
nodes. However, the algorithms mentioned above simply 
make some improvements with local resources to lower 
the search blindness, and it’s not enough for enhancing 
semantic searching efficiency and scope. 
To work out semantic searching problem in DHT-
Based P2P network, the paper proposed FSA-MDSM, a 
fuzzy search algorithm based on multi-dimensional 
semantic matrix. The algorithm proposed a novel 
selection means of semantic keywords and constitution 
ways of semantic vector, a new compress means for 
multi-dimension semantic matrix, and a new clustering 
means of similar semantic nodes. The algorithm can 
highly raise the efficiency and accuracy of semantic 
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search for the DHT-based P2P network, and will make 
P2P semantic search more popular in search market. 
The paper contains four main sections; the first 
illustrates the semantic vector and its similarity 
calculation, the second illustrates the design of semantic 
routing, the third proposed the FSA-MDSM algorithm, 
the last demonstrates the simulation experiments. 
II.  RELATED WORKS 
Currently, many scholars are researching semantic-
based search technology in P2P network
 [4-11]. Jianming 
Lv
[12] proposed a semantic search algorithm that can 
execute full-text information retrieval in structured P2P 
network. The new algorithm is named WonGoo, and its 
efficiency of semantic search is very high, but its search 
cost is too much. Hanhua Chen
[13] proposed a routing 
algorithm based on semantic similarity and node 
connections clustering, which realizes the content-based 
search with high efficiency. Michael W. Berry
[14] was the 
first to propose the approach that translates a shared 
resource into a semantic vector. If the semantic similarity 
between two vectors exceeds a certain threshold, the 
approach would treat it as search result. The approach 
makes structured P2P network can do fuzzy semantic 
search in effective. Using the former theory, Chunqinag 
T
[15] further proposed a new algorithm that support full-
text semantic search, named pSearch. The algorithm uses 
resource classification technique to convert the list of 
shared resources into a semantic vector matrix, and then 
make data compression for the matrix. The entire search 
request message only transmits in a specific vector space, 
which improved the efficiency and accuracy of semantic 
search. But the excellent effect of the algorithm is only 
verified in the CAN network, and the improvement effect 
in other structured P2P network is still unknown.  
Arturo Crespo
[16] proposed a new construction means 
of P2P network based on the semantic type of shared 
content, which can greatly improve the search 
performance of the semantic P2P network, but the 
method are not compatible with the current mainstream 
P2P protocol, which affects its wide application. Based 
on the contents of nodes to share resources, Alessandro 
Linari
[17] proposed the concept of semantic overlay 
networks and language statistical model, and use this 
model to describe the properties of the node and select 
the node with similar properties to do its neighbors, 
which can build a high efficient P2P network that 
supports fuzzy semantic search, but the algorithm is 
mainly effective to non-structured P2P network. Carmela 
Comito
[18] proposed a semantic overlay network based on 
data integration. The algorithm integrates shared resource 
of P2P subnet in a non-structured approach, and 
exchanging shared resource information and resource 
query information among the P2P subnets in a structured 
(DHT) approach. The algorithm achieves a highly 
efficient fuzzy semantic search, but it complicates the 
network topology. Karl Aberer
[19] thinks that the current 
Internet search mechanism should be turned to the P2P 
technology. He proposed a new information search model: 
P2P-IR, which make the structured P2P network searches 
efficiently and accurately. Christos Doulkeridis
[20] 
proposed a mode of distributed semantic P2P network 
with non-supervision, and using the mode to search 
resources form webs, but the mode did not give details of 
the experimental results. Spyros Voulgaris
[21] proposed a 
new algorithm to construct the semantic overlay network. 
The algorithm designed a protocol of positive rumor 
diffusion to cluster P2P node with similar shared resource. 
There is prior connection right among those clustering 
nodes, which can achieve high efficient semantic search 
based on resource content. Matthew Harren
[22] DHT adds 
a complex query sub-algorithm in the original DHT 
algorithm, which makes the structured P2P network 
effectively support semantic search, but the sub-algorithm 
also brings the problem of protocol compatibility. 
In a word, existing research achievements still not 
satisfactorily resolve the problems that carry out semantic 
search in structured P2P network. Based on above 
research achievements, we make many improvements to 
DHT-based P2P protocol based on semantic routing, 
which make the structured P2P network efficient in fuzzy 
semantic searching and its original advantage can not be 
lost basically. 
III.  THE COMPOSITION AND OPTIMIZATION OF SEMANTIC 
VECTOR MATRIX 
In order to compare with the semantic similarity of 
the resources, firstly, the resource characters which are 
suitable for computer processing should be extracted, and 
can be expressed in a certain semantic form. This paper 
puts forward an improved vector space model to solve 
this problem. 
According to VSM(vector space model), also known 
as lyricist bags (Bag of Words) model, the shared 
resource is considered as a vector in multi-dimensional 
vectors space and is composed of a series of terms, whose 
order of occurrence is irrelevant, but a weight value for 
each term should be set based on the usage frequency of 
the term normally. And the combination of terms and 
their weights can be used to describe the resource, so that 
the representation and the matching problem of the 
resources could be changed into the representation and 
the matching of the vectors. In addition, this paper also 
proposed a simplification algorithm to solve the problems 
in present VSM system 
A.  Semantic vector construction algorithm 
Firstly, a number of keywords in the resource can be 
extracted with the help of a semantic dictionary. For 
example, in the famous WordNet, a corresponding weight 
wi should be added to these keywords ai according to a 
certain algorithm, thus this resource is transformed into a 
number of tuples (ai, wi). {a1, a2 , ... , am} which is the set 
of keywords representing the resource content and can be 
seen as a m-dimensional coordinate system and the 
weights  w1,  w2, ..., wm is the corresponding coordinate 
values. Each resource A can be mapped in a character 
vector in this vector space. 
) ,..., , ( 2 2 1 1 m mw a w a w a A=                    (1) 
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As the appearance frequency, namely the importance 
of each keyword is different in the semantic dictionary, a 
weight should be given to each word which represents the 
importance of keywords, so that the semantic vector 
similarity calculation could be more reasonable and 
accurate. In general, the keyword weights should meet 
two basic requirements: first, reflecting the characteristics 
of the resource represented; second, making obvious 
difference among resources. Therefore, the conclusion 
can be got that the importance of keywords is 
proportional to its KF (Keyword Frequency) in a resource, 
and inversely proportional to the DF (Resource 
Frequency) in the training text library, here the resource 
mean those resources that contain the keyword. The KF 
and  DF can be combined and a weight function in a 
logarithmic form is constructed as follows. 
) 00625 . 0 log(
j
i i m
M
KF w + × =
              (2) 
In Formula 2, KFi represents the appearance 
frequency of the keyword in the current resource, M is the 
total number of resources in the training resource, mj is 
the number of resources containing the keyword, and Ki, 
0.00625 is the regulatory factor. 
Since the number of keywords extracted from 
different resources may not be the same, the length of the 
construction vector is neither the same, which will result 
in lack of comparability between the vectors. In order that 
the resource character are represented more effectively 
and are conducive to the calculation of similarity, we 
need to normalize the character vectors before calculation 
of semantic similarity. The normalization process can 
eliminate the adverse impacts of inconsistent vector 
length. And the following normalized weighting function 
is used to calculate the weight of each keyword actually. 
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      (3) 
In this way, each resource Ai can generate a m-
dimensional character vector (ai1,  ai2,…,  aim), then 
character vectors  of  n resources can form a n×m 
dimensional semantic vector space which are combined 
with the Formula 2, resulting in the following semantic 
vector matrix. 
⎥
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       (4) 
B.  The optimization algorithm of semantic vector matrix 
The biggest weakness of VSM is that since the scope 
of the vector matrix is tremendous, the calculation speed 
of semantic similarity is influenced. In addition, there 
exist multiple noise elements in vector matrix, which 
interfere the correlation of keywords, so the accuracy of 
the semantic similarity calculation is decreased. Thus this 
paper proposed an algorithm to optimize the VSM matrix. 
Firstly, do several elementary transformations to 
matrix  A, calculate its rank, and exclude all the zero 
vectors out of matrix A. Then A turn into a new matrix A', 
and calculate all character values of matrix A', and use 
anterior larger r character value to do matrix 
transformation for A', then get an similar matrix Ar of A', 
( r <λs). λ is regulation factor, which is used to adjust the 
value of the r, 0 <λ< 1. When λ takes larger value, the 
similarity between Ar and A is big, but the volume of Ar is 
not be effectively decrease, and when λ takes smaller 
value, the similarity between Ar and A is small, but the 
occupied space of Ar is decreased greatly. Before the start 
of FSA-MDSM algorithm, the semantic dictionary 
provided by WordNet is used to process every vector 
elements in Ar  last time, and exclude repeat semantic 
vectors produced by the matrix transformation. The 
expired popular words and noise element also are the 
eliminated objects. Through above processing course, the 
final optimized matrix A" is got, which is shown as 
follows. 
⎥
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⎥
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.. .......... .......... ..........
0 .... 0 ... 0
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rm rm r r r r r r
m m
m m
w a w a w a w a
w a w a w a
w a w a w a w a
A
    (5) 
The element 0 in matrix A″ denote the noise elements 
that are excluded from matrix A'. So the matrix A″ is 
more compact than matrix A', and occupy less storage 
space, which is benefit to raise the calculation velocity of 
semantic similarity and decrease the cost.  Every resource 
in matrix A″ needs m keywords to delegate itself at best, 
which can accurately denote the relativity among the 
resources and among the keywords with lower costs. 
C.  The calculation of semantic similarity 
An important content of FSA-MDSM algorithm is 
how to determine the similarity degree between two 
semantic vectors. We assume that there are two semantic 
vectors A and B, the keywords of A (including weights) 
are  a1,  a 2,...  a m , and the key words of B (including 
weights) are b1, b 2,... b n, then the similarity between two 
semantic vectors can be expressed by several collections 
of S(ai, bj) (1≤ i ≤ m, 1 ≤ j ≤ n), and a m×n semantic 
comparison matrix can be got 
⎥
⎥
⎥
⎦
⎤
⎢
⎢
⎢
⎣
⎡
=
) , ( ... ) , ( ) , (
.. ..........
) , ( ... ) , ( ) , (
) , (
2 1
1 2 1 1 1
n m m m
n
b a S b a S b a S
b a S b a S b a S
B A Fit
       (6) 
In this article, the cosine of angle between two 
semantic vectors is used to judge their similarity degrees, 
and according to the content of Fit(A,B), the following 
similarity calculation formula is derived： 
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          (7) 
In Formula 7, ai and bi are elements of semantic vectors 
A and B respectively, and each semantic vector is made 
by n elements. We can work out two semantic vector’s 
similarity degree through one-on-one interpolation 
comparison. cosф∈[0, 1], when cosф = 0, the two 
vectors are completely orthogonal, which mean there are 
not similar between two vectors; when cosф = 1, the two 
vectors are completed superposition each other, which 
means they are completely matching. Usually, when cosф 
is bigger than certain threshold, the semantic vector A and 
B are considered to be matching, which accords with the 
requirements of the fuzzy search algorithm and make up 
for the searching flaws of structured P2P network. 
To fix similarity degree among semantic vectors base 
on the change of environment, this paper puts forward 
two concepts of related coefficient to adjust the vector 
cosine formula 7. 
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The  r(A, B) in formula 8 is linear correlation 
coefficient. The flag T transform a matrix into transposed 
matrix. A and B are semantic vector matrixes. In formula 
9, the   is variance of heft; the 
2
i σ i a and j b  are average 
vector of two data sets. The m and n are dimensions of 
two vectors. The r(A,B)  or e(A,B) can be used as 
regulatory factor appending to formula 6 to adjust the 
final value of the semantic similarity. 
IV.  SEMANTIC ROUTING BASED ON VIRTUAL NODE 
In order to construct semantic routing better, the 
virtual server technique is introduced: a physical node is 
divided into several virtual nodes and each node will own 
a true P2P ID. The virtual node bears different category 
semantic information. Seen from the outside, the virtual 
node acts as a real P2P node and can communicate with 
other P2P nodes. First of all, the shared resources in a 
node are classified according to their semantics with 
some certain algorithm. Then the resources with similar 
semantics will be allocated to a virtual node. In this case, 
the shared resources in a node are allocated to several 
virtual nodes, and it is the virtual nodes that interact with 
outside nodes. In this technique, every virtual node 
represents certain interest and preference, which is 
helpful for clustering similar resources and lays a 
foundation for semantic routing. 
The semantically similar vectors in the matrix are 
classified and clustered, and each group of similar vectors 
is allocated to a virtual node which is responsible for 
communicating with the neighbor node. Through this 
communication, the similar semantic virtual-nodes can be 
further clustered, which will lead to establish a new 
routing system based on semantic similarity. The routing 
system can enhances the structured searching efficiency 
of P2P network with lower costs. 
 
Figure 1.   Structure of P2P semantic network 
Sharing resources on a physical node are allocated to 
several virtual nodes according to the similarity. To be 
more reasonable, we set two threshold values, namely, ξ 
and ξ′, with ξ < ξ′. Then we can calculate the similarity of 
the two resources based on formula 7 
(1) cosф ≤ ξ, semantic similarity of the two resources 
is little, we consider them as no-related resources 
(2)  ξ < cosф  ≤  ξ′,  semantic similarity of the two 
resources is moderate, we consider them as moderate-
related resources but not in the same category.  
(3) cosф > ξ′, semantic similarity of the two resources 
is high, we consider them as high-related resources, and 
classify them as the same category 
Non-related and moderate-related resources are 
allocated to different virtual nodes. However, there must 
be some kind of link among these virtual nodes so that 
the high-related resources can be assigned to the same 
virtual node. By doing this, we can assign the shared 
resources on one physical node to several virtual nodes, 
which can improve the semantic searching efficiency and 
accuracy. 
 To achieve semantic assigning of shared resource, we 
need to redesign some part of the operating mechanism of 
the physical nodes. Each node should have a managing 
module, a matrix module, a comparing module, a set of 
virtual nodes, Meta databases, and a vector assigning 
module. The mechanism is shown in Figure 2.  
 
 
Figure 2.   Internal structure of P2P semantic node 
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Through a specific user interface, a P2P node is able to 
manage the scope of shared resources, access authority of 
resource, and the response conditions on the search 
request. All virtual nodes in a physic node make up a 
virtual node collection. Shared resources on a physic 
node are assigned to different nodes in terms of their 
semantics similarity. The metadata database is to store all 
the semantic properties of the virtual node, file index, 
semantic vectors, access authority of resource, history 
searching information, semantics classification rules and 
so on. The semantic vector matrix module is designed for 
translating the shared resources to several semantic 
vectors, and organizes them as a semantic matrix which is 
optimized and compressed base on noumenon database 
(such as Wordnet). The comparison module is used for 
calculating the semantic similarity between vectors and 
analyzing semantic relationship of vectors. The vector 
assignment module is responsible for comparing semantic 
property of each vector with the semantic properties of 
virtual nodes base on the meta database, and decide 
which virtual node the semantic vector should be sent to. 
The management module is primarily responsible for 
managing public information, such as ID and IP of 
neighbor nodes, and shared information in meta database. 
Through the management module we can quickly 
determine whether there is matching resource on the local 
node or whether there is history searching record of target 
resource. Once a P2P node receives a searching request, 
it’s the management module will process the request 
firstly and translate the request to a semantic vector. Then 
the analyzing module will analyze the vectors and locate 
the target resources based on the analysis. For example, if 
no matching resource is found, the management module 
will provide routing information and transmit this search 
request to its neighbor nodes. 
V.  SEARCHING ALGORITHM BASED ON SEMANTIC 
ROUTING 
Too many searching requests in a P2P network may 
lead to heavy load to network. To reduce the blindness of 
searching requests, it’s necessary to get some useful 
routing guidance information. To some extent, shared 
resources on a virtual node reflect the preference of this 
node. Besides, searching requests are always closely 
related to the searching history. If a node once responded 
to a similar searching request, then it is likely to respond 
the current searching request. That’s why we can 
maintain some searching history in a virtual to provide 
routing guidance information. 
Every virtual node is managing several semantic 
properties which represent the node’s preference. And 
there is a cache table recording search history in every 
virtual node, referred to as HSR(historical search record) 
which is a scalar matrix constituted by several six-tuples. 
The structure of six-tuples is shown as follows: 
〈RN, ADDR, PID, VID, VEC, Size〉 
   RN represents the name of searched resource or a set 
of keywords. ADDR and PID respectively represent the 
IP address and ID of the node that send search request. 
VID represents the ID of the node which receives the 
search request. VEC represents the vector description of 
the search request. Size  represents what the resource’s 
size is. Through the HSR table, the node can exactly 
determine the search direction as a result of which the 
efficiency and accuracy will get improved.   
The principle of semantic clustering strategy can be 
described as follow. 
The calculator node of semantic clustering sends its 
semantic matrix and clustering message to its neighbor 
nodes; the neighbor node calculate the semantic similarity 
between the received semantic vectors and itself semantic 
vectors, and reply the semantic vectors information that 
similarity greater than certain threshold to calculator node. 
After multiple semantic-messages exchange among the 
P2P nodes, an effective semantic routing will be 
established above the P2P logical network.  
The FSA-MDSM algorithm consists of three sub-
algorithms as follow.  
 
Algorithm 1: Construction Algorithm of HSR table 
Step 1: Current node extract keywords from the RN and 
build the semantic vector ω. 
Step 2: Current node  checks its searching history. If 
there is a ω existing, it sends a response message back and 
get ready for the resource transmitting, else do Step 3. 
Step 3: Calculate the similarity between ω and Фi that is 
a collection of all nodes’ semantics. 
Step 4: If ω∈Фi , reply a response to querying node, 
and build a 6-tuples: < RN, ADDR, PID , VID ,VEC , 
Size >, then put it in HSR. When this node receives similar 
search request later, it needn’t do the same calculation 
again. 
Step 5: If ω∉Фi (1<i <n), it means there is no matching 
resources in current node, and just transmits the search 
request to other nodes. 
 
 
Algorithm 2: Updating algorithm of HSR table 
Step 1: Build new semantic vector ω base on searching 
request 
Step 2: Check the search history. If there is a similar 
vector ω´, do Step 3, else transmits the search request to 
other nodes and exit the updating algorithm. 
Step 3: Suppose  Ψ is the semantic attribution of the 
virtual node; calculate the semantic similarity of ω and ω´ 
with Ψ respectively. 
Step 4: If Sim(ω,Ψ ) > Sim(ω´,Ψ ),  replace ω´ with ω 
and build a new 6-tuple <RN, ADDR, PID, VID, VEC, 
Size> to update the HSR table. 
Step 5: If Sim(ω,Ψ ) < Sim(ω´,Ψ ), continue to use ω´ 
as a searching reference vector. 
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Algorithm 3: Nodes clustering and semantic routing 
building 
Step 1: Transform all the shared resources on physical 
nodes to semantic vectors, classify them based on 
semantic similarity and allocate them to virtual nodes. 
Step 2: Every virtual node sends its semantic 
messages to all its neighbor nodes. 
Step 3: The neighbor node calculates semantic 
similarity between its semantic matrix and the received 
semantic messages. If the similarity exceeds a specific 
threshold ξ, the neighbor node will record a 3-tuple <IP, 
ID, semantic message> for the virtual node. 
Step 4:  If the similarity is below the threshold ξ, then 
the semantic message is transmitted to other nodes. 
Step 5: Repeated execute step2 to step 4, every virtual 
node will accurately record the detailed information of 
the similar semantic nodes around it.  
Step 6: Virtual nodes further cluster several similar-
semantic node groups based on semantic similarity and 
distribution statues of nodes. 
Step 7: Build a semantic routing in the similar-
semantic nodes and groups based on distribution state of 
similar resources. 
Step 8: If a virtual node receives a search request with 
high semantic similarity (great than ξ), it must transmit 
the request to its similar semantic node-groups in which a 
widely and deeply search is executed and as many as 
possible semantic search results is responded. 
Step 9: Else the search request is transferred to other 
low-similarity nodes. 
 
Based on above algorithms, formation process of 
semantic routing is shown as figure 3. 
 
Figure 3.   Formation process of semantic routing 
Initial P2P network is composed of many discrete 
P2P nodes, and every node will run above routing 
algorithms. After a period of time, some small semantic 
node-groups are produced. With the time eclipsed, these 
small semantic node-groups will merge into some big 
semantic node-groups, and a semantic routing system is 
established among the node-groups in the course of node 
clustering. Semantic query message is prior to transmit to 
these node-groups, which will highly raise the velocity 
and depth of resource search. Through the semantic 
routing is no relation with DHT algorithm, it is very 
suitable to be used in structured P2P network. 
VI.  SIMULATIONS AND ANALYSIS 
The experiments take the VSM model, and use 
semantic vectors to represent the shared resources. 
Besides, the model also uses the cosine of the angle 
between vectors to measure the correlation of semantic 
vectors. To collect statistical data, the experiments 
randomly appoint join/leave rate of node and sending-
speed of search packet based on a certain scope. Node-
join rate basically equal node-leave rate, which can stay 
stable quantity of P2P nodes. Every node sends about 100 
searching requests on average in its survival time. We 
also do some experiments on the semantic search, which 
results in a radius of 16 hops in the circular search area. 
Experiment parameters are shown as table 1.  
TABLE I.   
SIMULATION EXPERIMENT PARAMETERS 
Parameters Value 
Maximum number of Nodes  1.3×10
4 
Length of neighbor list  40 
Average sending-speed of search packet of 
each node 
3/sec 
Maximum search radius  16 hops 
Leave/Join rate of P2P nodes  22%～30% 
Average resource number of each node  500 
Average number of vectors in a semantic 
matrix 
180 
Average degree of each node  6 
 
Simulation experiments are carried out in the PC with 
CPU P4 3.2GHz, 2G memory. The operating system is 
Fedora Linux 8.0, and the simulation software is 
P2Psim3.5 that is usual simulation software specifically 
designed for P2P network. P2Psim is powerful and easy 
to use; it also integrates Chord, CAN, Koorde and a 
dozen of other mainstream P2P protocol, and become the 
most popular simulation software in P2P research field. 
To find out whether the FSA-MDSM algorithm is 
efficient or not, we choose the structured network Chord 
and non-structured network Gnutella for a comparison. 
The content and result of these experiments are shown as 
follow  
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Figure 4.   Average path length 
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   As we can see from the figure 4, the average path of 
FSA-MDSM algorithm is the shortest of the three 
algorithms. This is all because of the unique semantic 
routing of the FSA-MDSM algorithm, which can 
effectively guide the direction of resource-search, and can 
lower the average path length. Chord algorithm takes the 
DHT technique and shared resources are maintained in 
every P2P node in a structured way. In this way, the 
search speed can get greatly improved toward single 
keyword search. The Gnutella algorithm is based on the 
non-structured network. It broadcasts the searching 
requests to search resources, which is very blind, less 
efficient, and the average path is the longest of all above 
algorithms. With nodes number gradually increasing in 
the P2P network, the average path length of three 
algorithms all go up to some degree because the 
complexity of search increases with the network’s scale 
expanding. 
 
0
5
10
15
20
25
30
35
40
45
100 200 300 400 500 600 700 800 900 1000
Running time of P2P network (Sec)
A
v
e
r
a
g
e
 
s
e
a
r
c
h
 
c
o
s
t
（
C
y
c
l
e
） FSA-MDSM Chord Gnutella
 
Figure 5.   Average search cost 
As we can see from the figure 5, in the early period, 
costs of three algorithms go straight up. After some 
cycles, when the network scale and routing system are 
getting stable, the average search cost may have a fall and 
remain stable eventually. Relatively, the average search 
cost of FSA-MDSM algorithm grows the least and 
become stable very quickly. However, the cost of 
Gnutella algorithm grows the fastest and it is the last one 
to grow stable. This disadvantage is due to its non-
structured network. 
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Figure 6.   Matching degree of target resource 
As Figure 6 can show, Chord algorithm has the 
highest resources matching degree. This is because Chord 
algorithm takes the DHT algorithm, that is, resources are 
allocated to the P2P nodes with the same ID after being 
operated by HASH. In this way, there will be an accurate 
mapping between resource name and P2P ID, which can 
improve both the efficiency and the accuracy for single 
keyword searching. Resources matching degree of 
Gnutella algorithm is the lowest because Gnutella 
algorithm is based on non-structured network and uses 
fuzzy semantics for locating resources. FSA-MDSM 
algorithm is between them in resources matching degree. 
It is higher than the Gnutella because it’s based on the 
structured network. However the accuracy decreases a bit 
because FSA-MDSM algorithm adds the semantic 
searching mechanism. 
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Figure 7.   Search velocity of resource 
We can see from the Figure 7, FSA-MDSM algorithm 
is the fastest in searching resources. Apart from the 
advantages by structured architecture, its unique semantic 
routing can effectively guide the searching direction, 
which highly improves the searching speed. Moreover, it 
uses the fuzzy semantic matching strategy which can 
easily found a lot of similar semantic resources in 
network. Therefore, the searching speed can be much 
faster than that of the Chord algorithm which uses precise 
matching strategy. Gnutella algorithm also takes the 
fuzzy semantic matching strategy and its semantic 
searching speed is a little faster than the Chord. 
VII.  CONCLUSION 
The paper analyzes structured P2P network’s 
topological characteristics and its resources access mode, 
and proposed the semantic similarity formula, clustering 
algorithm of similar semantic node, construction 
algorithm of semantic routing, and filter strategy of 
historical search information. Based on above research 
achievements, we put forward the FSA-MDSM algorithm 
for structured P2P network. The algorithm is able to 
establish a semantic routing over the P2P logical 
topology. The semantic routing can effectively direct the 
nodes to rapidly search and locate target resources. The 
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FSA-MDSM algorithm provides the capability of fuzzy 
semantic search for structured P2P network. 
The simulation experiments and the performance 
analysis demonstrate that: compared with non-structured 
P2P network, the FSA-MDSM algorithm can eliminate 
the broadcast storms, and improve the search efficiency 
as well as the accuracy. Compared with the structured 
P2P network, it can support the semantic search 
effectively. By adding a semantic routing sub-layer in 
structured P2P network, the FSA-MDSM is able to 
basically maintain the structured P2P network’s 
advantages and overcome the deficiency existing in the 
DHT-based search algorithm. In addition, it supports 
fuzzy semantic search, which is impossible in the existing 
structured P2P network. In a word, FSA-MDSM 
algorithm creates an academic foundation for developing 
new search engine in mainstream P2P network. 
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Abstract—Considering the incentive mechanism of P2P 
network nodes, this paper analyzes the mechanism 
combined with the thought of repeated game. First, it 
respectively describes the modeling conditions and processes 
for the incentive mechanism of P2P nodes based on the 
supervision game and the P2P incentive mechanism for 
identification of node information. Then it performs the 
simulations for the strategy of two models by software, and 
the simulation result shows that these two kinds of models 
are both feasible. Finally, it analyzes and compares the 
advantages and disadvantages for the two kinds of models, 
and appropriate scenes for these two models as well. 
 
Index Terms—Peer-to-Peer, Incentive Mechanism, Game 
Theory 
 
 
I.  INTRODUCTION 
With the rapid development of the Internet, Peer-to-
Peer (P2P) technology is widely used in the network, and 
every node in the P2P networks lies in the equivalent 
relationship [1]. Since P2P applications have been into 
the development of great attention, the problems of trust 
and security also need more and more attention. Most of 
the nodes contribute little to the whole network, and only 
a few nodes support resources for the whole network. 
Thus in this case, this model has no significant difference 
with the traditional C/S model, between both of which 
users lack trust and the resources are not fully used. For 
example, in the Napster, Gnutella [2], 66% of the nodes 
have no contribution to the whole system, 10% of the 
nodes provide 87% of the document resources, 20% of 
the nodes provide 98% of the share files. This shows that 
in P2P networks, there are a lot of selfish nodes, which 
prone to the following problems that are free-riding 
problem [3], the Tragedy of the Commons problem [4], 
and the unreliable service and fraud problem. Hence, it is 
of great necessary to improve the trust and security 
between network nodes, so as to reflect the advantage of 
P2P networks to maximize the use of resources advantage. 
Currently, according to the phenomenon of many lift 
and malicious nodes in P2P networks, many scholars at 
home and abroad put forward different theories for 
incentive mechanism, which are divided into the 
following kinds of incentive mechanism that are, virtual 
pay incentive mechanism [5], direct mutual incentive 
mechanism [6], credit-based incentive mechanism in [7], 
and selfless node incentive mechanism [8]. As for current 
free-riding problem in P2P file systems, the most 
effective analysis tool is the game theory [9] [10] [11] 
[12]. Whether P2P network nodes trust each other in fact, 
is a guessing behavior. That is to say, when thinking the 
other node is credible, they will interact and it is not, they 
are not interactive. And this involved interactive behavior 
is what people in the field economics says, the game [13-
20]. How to construct and quantize the incentive 
mechanism, encourage nodes directly or indirectly to 
mutual benefit, and promote nodes cooperation is a 
problem for constant study and discussion. Adopting an 
effective incentive mechanism will reduce free-riding 
generally exists in the P2P networks, and realize the 
steady operations of P2P networks, so as to improve the 
QoS of P2P network applications. 
This paper considers the situation of repeated game 
[21], in which nodes between each other are not clear 
how long the game relation between them will last, in 
other words, the situation whether any two nodes in the 
P2P networks will continue to exchange information. 
This paper analyzes the incentive mechanism of P2P 
network nodes combined with the thought of repeated 
gaming, respectively describes the modeling conditions 
and processes for the incentive mechanism of P2P nodes 
based on the supervision game and the P2P incentive 
mechanism for identification of node information. This 
paper also uses related knowledge of the game theory to 
build the trust model for P2P networks to facilitate the 
analysis of problem, and make it more visualization 
through the game analysis model of the Gambit 
simulation tool. 
 
II.  P2P GAME INCENTIVE MODEL 
A.  The Concept of Repeated Game 
Repeated game means that, the same game repeats in a 
long term and in any stage of the game, it will have a 
certain income, in which the current and future benefits 
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for the utility of the game participants are different, 
involving a discount problem. 
Definition 1: if G is a basic game, repeated T times, 
and T is limited or infinite. Such a game is called as 
repeated game, noted for . G is called as a former 
game, and each game is called as a stage game. When T 
is limited, it is limited repeated game, and when T is 
infinite, it is the infinite repeated game. 
) (T G
In repeated game , selection of participant in 
phase   is  noted  as  ,  , and then the 
combination of actions in phase t   is noted as 
=( , ,…,  ), and the total revenue for people i  
in phase t  is 
) (T G
it s t
t 1
it it S s ∈
t s s t s2 nt s
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where δ is the discount rate, and if the revenue is r , 
then the profit for the discount rate is 
r +
=
1
1
δ . 
In repeated game, participants determine their own 
strategy for the next stage, according to the bureau of 
previous participant game behavior. In game theory, it is 
known as dependent strategy, and it can be seen as one of 
trigger strategies, two famous of which are Grim Strategy 
and Tit for Tat Strategy. 
The probability of one game may not be suitable for 
study, but when the game is repeated, the probability of 
each strategy can be studied to obtain the biggest average 
revenues, described by expectation and expected revenue 
function can be used to compare the pros and cons of the 
two different mixed strategies. 
 
B.  The Incentive Mechanism of P2P nodes based on 
Supervision Game 
P2P network nodes have the characteristics of self 
organization, making a part of the network nodes appear 
selfish behavior and P2P network resource sharing not 
achieve an ideal efficiency. The proposed model 
combines with mixed strategy Nash equilibrium in game, 
puts forward an incentive mechanism based on the game 
theory, testing the selfish of network nodes and 
prompting the nodes consciously join the network. 
How to improve self-consciousness of the nodes in the 
network is what we need to discuss. Based on the game 
theory of mixed strategy Nash equilibrium to analyze and 
solve the problems, the purpose of this part is to improve 
self-consciousness of the nodes in P2P network. 
In the game, once each participant tries to guess the 
strategic choice of the other participants, the optimal 
behavior is uncertain. Participants don't want to expose 
their strategic choices to other participants, and randomly 
choose their own strategies. Mixed strategy is referred as 
participants of the game choose a strategy at a certain 
probability. Each strategy will be studied to give what 
probability to obtain the biggest average revenues, with 
description as expectations, and expected revenue 
function can be built to compare the pros and cons of two 
different mixed strategies. 
Definition 2: If  ) , , , , ( 1 n i p p p p L L =   is a mixed 
strategy, in which  ) , , ( 1 ik i i p p p L =  is  a  probability 
distribution of } , , { 1 ik i s s L i S = .   is  a 
revenue function for participant i . The expected revenue 
function for participant i can be defined as 
) , , n s L ( ) ( 1 i i s u s u =
) , , , ( )] ( ) ( ) ( [ ) , , ( 2 1 2 2 1 1 1 n i n n
S s
n i s s s u s p s p s p p p v L L L × =∑
∈
  (2) 
The game discussed here aims to improve the self-
consciousness of the P2P network nodes, reduce the 
existence of the selfish nodes, and play the advantages of 
P2P network resource sharing, regardless of whether the 
joining of the nodes will accelerate the transmission of 
malicious files in the network. In the P2P networks a 
detection mechanism is built to encourage nodes 
consciously join the networks and share resources. The 
strategy that a detection mechanism can choose is 
detection or not, and the strategy that network nodes can 
select is voluntary or not. Table I establishes a 
supervision game, in which the resources that nodes 
should share is set as , the cost of testing as  , the 
punishment for nodes without self-consciousness to join 
the network as 
a j
F , and it assumes  .  F a j + <
TABLE I.   SUPERVISION GAME 
  Nodes in P2P networks 
   Without  self-
consciousness 
With self-
consciousness 
Detectors To 
detect 
F a j F a − − − + ,   j j a − − ,  
Not to 
detect 
0 ,0  a a − ,  
 
Suppose that the mixed strategy of the detection 
mechanism is  ) 1 , ( 1 p p p − = , that is the probability 
for the detection mechanism to choose detection, and 
the probability 
p
p − 1 not to choose detection, and the 
mixed strategy for the network node is  ) 1 , ( 2 q q p − = , 
that is the probability q  for the node in the network to 
join the network without self-consciousness, the 
probability  q − 1  for the node in the network to join the 
network with self-consciousness. According to Table I 
and Formula 2, the expected revenue function for the 
detection mechanism is 
a aq jp pq F a
a q p q p q p F j a pq
p p v
+ − − + =
− − + × − + − + + − =
) (
) 1 )( 1 ( 0 ) 1 ( ) 1 ( ) (
) , ( 2 1 1
           (3)  
At the same time, the expected revenue function for 
network nodes is 
a pq F a aq
a q p q p q p F a pq
p p v
− + − =
− − − + × − + − + − − =
) (
) )( 1 )( 1 ( 0 ) 1 ( ) 1 ( ) (
) , ( 2 1 2
         (4)  
As for hybrid strategy Nash equilibrium , it is 
equal to solve the optimal problem 
) , (
*
2
*
1 p p
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With the method of calculus for extremum, the 
optimized first-order differential condition is 
⎪
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Thus the mixed strategy of Nash equilibrium for the 
supervision game is , among which  ) , (
*
2
*
1
* p p p =
) , (
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As for Formula 7, it is original to solve the 
optimization problem of detection mechanisms, but the 
optimal mixed strategy  for the given node is gained. 
And the solution of the optimization strategy for nodes 
becomes the gaining of optimal mixed strategy  for the 
detection mechanism. Here the explanation is that, the 
first assumption is the existence of optimal mixed 
strategy, and the node in the network chooses mixed 
strategy . The expected revenue function for 
 is 
     (9) 
* q
+ 1 ( )
* p
j −
) 1 , ( q q −
) 0 ,
a q − = ( ) 2
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p p v , (
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The expected revenue function for  is  ) 1 , 0 (
"
1 = p
aq a a q q p p v − = − + × = ) 1 ( 0 ) , ( 2
"
1 1                   (10) 
Then from Formula 10 and Formula 11, it can be 
gained 
aq a j a Fq − = − +                          (11) 
From the analysis above, the shared resource of mixed 
strategy of Nash equilibrium for supervision game with 
nodes is , the cost of testing is a j , and the punishment to 
the nodes joining without self-consciousness is related 
to F . Assume that  j takes a constant value, the more 
resources that the node should share ( higher), the 
heavier punishment by the testing mechanism to nodes 
join the network without self-consciousness (
a
F higher), 
and the smaller possibility    for the nodes joining in 
resource sharing for the network without self-
consciousness, so as to encourage such node consciously 
join the network  for resource sharing. 
* q
 
C.  P2P Game Incentive Mechanism of Node 
Information Identification 
P2P network nodes interact with each other and realize 
the sharing of resources. When a node makes a request to 
another node, the node will judge the response from 
another node whether it is trusted or not, so as to make a 
choice to accept or refuse. The reason is that, these nodes 
have the incentive to camouflage themselves, say the 
malicious resources (with a virus or false information) to 
be reliable resources, so as to gain higher revenue. This 
model combines the actions of the P2P networks nodes 
with the thinking of the game theory, explains the best 
strategy of nodes through the Nash equilibrium, and 
validates the analysis above using the optimal reaction 
function. 
The action of another node  is honest or deceiving, and 
the action of node   is to accept or to refuse. Table II 
provides games between node actions. 
n p
n p
TABLE II.   GAMES BETWEEN NODE ACTIONS 
 
As is shown in Table II, four basic types for the game 
are as follows. 
(Honest, Accept) :At this time whether the problem is 
big or small, the revenues of another node   are all  n p x, 
and as for node  , the probability for small problems is 
, thus the expected payment for   is 
i p
s i p H s) 1 sL ( − − − . 
(Honest, Refuse):At this time the suggestion of 
another node   to pay high is refused, the expected 
revenue of   is 
n p
n p 0 ) 1 ( × − + s sπ , and the expected 
payment of node   is  ′ i p H s sL − − − ) 1 ( . 
(Deceiving, Accept) :At this time another node  is 
always requested to pay high, and node   always accept 
suggestion of high payment. Hence, the expected revenue 
of   is 
n p
i p
n p x s x s ) 1 ( − + ′ , and the payment of node   is  i p
H . 
(Deceiving, Refuse) :At this time another node  is 
always requested to pay high, and node   always 
refuses the suggestion of high payment. Hence, the 
expected revenue of   is 0, and the payment of node   
is 
n p
i p
n p i p
H s L s ′ − − ′ − ) 1 ( . 
According to Nash theorem, there should be a Nash 
equilibrium for the game. Set the honest probability  for 
another node , the probabilityq for node to accept . 
Given the mixed strategy  for  node , the expected 
p
n p i p
q i p
  Node    i p
   Accept   ) (q Refuse ) 1 ( q −  
Another 
Node 
n p  
Honest 
) (p  
H s sL x ) 1 ( , − − −   H s sL sx ′ − − − ) 1 ( ,
Deceiving 
) 1 ( p −  
H x s x s − − + ′ , ) 1 (   H L ′ − − ′ − ) s 1 ( s , 0  
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revenue of pure strategy for the positive probability of 
another node  of is should be equal, that is  n p
) q ] ) 1 ( [ 1 x s x s q sx qx − + ′ = − + （ ,
x
x
q
′
=            (12) 
At the time x x q
≥ p
′ = , the mixed strategy of another 
node  is  . At the time
n p 0 1 ≥ x x q ′ < , the mixed 
strategy of another node  is  ,that is always 
choosing to be honest. At the time
n p 1 = p
x x q >
0 = p
′, the mixed 
strategy of another node  is  ,that is always 
choosing to be deceiving. 
n p
In turn, given the mixed strategy  for another node, 
the expected revenue of pure strategy for the positive 
probability of node  of is should be equal, that is 
p
i p
] ) 1 ( )[ 1 ( ] ) 1 ( [ ) ) 1 ( [ H s L s p H s sL p H p s sL p 1 ( ] H ′ − + ′ − − ′ − + − = − − + − −  
) (
) 1 (
H −
− ′
+ 1 (
+ 1 (
n p
H
L s
H s L s H
p
′
′ − −
=                                            (13) 
From the formula above, at that 
time , , which is obviously 
impossible to happen. This is because, at that 
time , which means that if node  
take the strategy to refuse, its actual payment is more than 
the payment when adopting the accepting strategy to 
another node (even node  conceives it), hence 
node has to always accept the suggestion of another 
node .Thus in this case, the optimal strategy of another 
node is always deceiving, namely . 
H s L s ′ − ′ < ) H
H s L s ′ − ′ < ) H
i p
n p
n p
0 < p
i p
n p
0 = p
At the time , the suggestion of 
node  to refuse another node   seeks further help that 
its expected spending is smaller than always accepting. 
Hence, the optimal strategy of another node   is  , 
that is to say, taking a mixed strategy means honest 
sometimes, deceiving sometimes, letting a node become 
unclear to distinguish. In addition, Formula 13 can be 
rewritten as
H s L s ′ − + ′ > ) 1 (
n p i p
n p 0 > p
) (
) ) 1 (
1 p
L
H
′ H s
H s
−
− ′ −
−
（
= , namely 1 < p . 
From the comprehensive analysis above, at the 
time , there is only one pure strategy 
of Nash equilibrium (Deceiving, Accept), at that 
time , there is only one mixed 
strategy of Nash equilibrium 
(
H s L s ′ − < ) H
H s L s ′ − > ) 1 H
+ ′ 1 (
+ ′ (
x
x
q
′
= ,
) (
) 1 (
1
s
s )
L H
H H
′ −
−
p
′ −
−
H s s ′ − = ) 1 ( H
=
L + ′
n p
（ ), and at that 
time , under the conditions of 
another node  being cheated, the revenues for node  
to accept or refuse are the same, and the Nash equilibrium 
becomes (Deceiving, Accept). 
i p
III.  SIMULATION RESULT AND ANALYSIS 
Combined with the analysis above, the game 
simulation software Gambit is used to the model for 
further analysis, so as to show model more intuitively. 
A.  Simulation Result for P2P node Incentive Mechanism 
based on Supervision Game 
Here, the detection mechanism is described by test, and 
P2P networks nodes is described by peer. And as for the 
detection mechanism, testing strategy is noted as T and 
non-testing strategy is noted as NT, while as for nodes, 
conscious strategy is noted as C, unconscious strategy is 
noted as NC. Then these parameters in the model are 
adjusted to verify the analysis above. 
If  j = 5, a = 9,  = 20, as shown in Figure 1, the line 
represents the self-consciousness of the nodes, and no 
matter the inspection policy for detection mechanism is 
taken or not, the self-consciousness of nodes are very 
high. 
F
 
 
Figure 1.   Self-consciousness of nodes by initial hypothesis 
Keep  j = 5 and a = 9, and reduce the punishment , 
and set F = 5. Then the self-consciousness of the nodes 
declines rapidly, and the detection mechanism plays no 
role. As shown in figure 2, the curve below represents 
self-consciousness of the nodes. 
F
Keep  j = 5 and F = 20, reduce the resources a by 
nodes to consciously contribute, and set a = 2. Then self-
consciousness of nodes sharing resources declines. As 
shown in figure 3, the curve above represents self-
consciousness of nodes, which indicates that the greater 
resources share, more self-conscious nodes become and 
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more afraid nodes become about being detected that it 
dose not join the network. 
 
 
Figure 2.   Self-consciousness of nodes when reducing the punishment 
 
 
Figure 3.   Self-consciousness of nodes when reducing the sharing 
resources 
B.  Simulation Results for P2P Game Incentive 
Mechanism of Node Information Identification 
The analysis above shows that, 
when H s L s ′ − + ′ > ) 1 ( H , the Nash equilibrium 
becomes (
) (
) 1 (
1
H s
H s
p
−
)
L
H
′
− ′ −
− =
（ ,
x
x
q
′
= ), and the 
parameters influence the Nash equilibrium for the game 
model. The probability of node  receiving  i p q  depends 
on the ratio of the normal revenue of another nodes   
and spoofed earnings, that is to say, the greater the ratio 
n p
x
x
′
 is, the more other nodes are worthy to cheat, then the 
higher probability of    to accept the suggestions to 
cheat another node  .And the honest probability for 
another node  depends on the close degree of 
i p
n p
n p
H and H r L s ′ − + ′ ) 1 ( . And the more close to node 
that doesn't matter, the more motivation another node 
have to cheat. 
i p
n p
In order to more clearly use simulation tools Gambit to 
show the analysis above, assume some of their fixed 
parameter value  3 , 1 , 6 , 2 , 5 , 75 . 0 = = ′ = ′ = = = x L H L H s
1 . 3
, 
and regulate the values to observe the changes of output 
graphics. If 1 = ′ x , 4 2 = ′ x 5 3 = ′ x
n p
and  , the results are 
shown in Figure 4, Figure 5 and Figure 6 respectively, 
where the curve above presents the tendency of  . 
As indicated in Figure 4, Figure 5 and Figure 6, 
different values of x′   play influence on the game of 
nodes, which are that, the closer x  and ′ x , the closer 
node cooperation, and when    (as shown in 
Figure 4), the greater the probability of  , the more 
likely to accept  . In this way, the results of the analysis 
above have been verified that the greater the ratio
1 . 1 ′ x 3 =
n p
i p
x
x
′
, the 
more worthy another node    not to cheat, the more 
likely to for   to accept . 
n p
i p n p
  
Figure 4.   Game between Nodes when   1 . 3 1 = ′ x
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Figure 5.   Game between Nodes when   4 2 = ′ x
 
Figure 6.   Game between Nodes when  5 3 = ′ x   
C.  Comparison Analysis of Two Incentive Mechanisms 
According to the uncertainty of the analysis of the 
nodes in P2P network, P2P node trust model for 
identification of node information combines the way of 
resource sharing between nodes with the thinking of the 
game theory, and establishes a game model between 
nodes. 
Using the supervision game, the incentive model for 
P2P nodes is mainly based on the hypothesis that a 
testing system exists in P2P networks. This testing 
system detects if the nodes consciously join the network, 
punishes the network nodes consciously not to join, 
thereby encouraging network nodes fear for the 
punishment and consciously involving in the network. 
These two incentive mechanisms are generated under 
some given conditions, and in particular conditions, the 
use of these P2P game trust model can effectively solve 
the problem of self-consciousness in the P2P network 
nodes, and establish a good P2P network environment. 
P2P trust game model can really effectively promote the 
security and stability of P2P networks, make the network 
nodes consciously added to the P2P networks, reduce the 
possibility of the node taking malicious attack behaviors, 
greatly guarantee the interests of P2P network users not 
violated, well improve the overall performance of the P2P 
networks, and promote the healthy development of P2P 
networks. Table III provides comparison analysis of these 
two incentive mechanisms. 
TABLE III.   COMPARISON OF THESE INCENTIVE MECHANISMS 
  P2P node Incentive 
Mechanism based 
on Supervision 
Game 
P2P Game 
Incentive 
Mechanism of Node 
Information 
Identification 
Problem to 
solve 
As for the betrayal 
nodes, punishment 
are performed 
against nodes, the 
penalties are 
strengthened, and 
supervisions are 
done for network 
nodes to 
consciously join the 
network 
As for disguising 
nodes, their 
payments are 
adjusted, and the 
disguise of nodes are 
reduced, in order to 
sharing resources 
consciously 
Scenario  Detection 
mechanism existing 
in networks and 
repeated game 
The disguise 
intention of nodes 
and repeated game 
Hypothesis 
conditions 
Testing system 
mechanism existing 
in networks to 
detect or not, and 
participants having 
the choice to take 
some strategy at a 
certain probability 
The disguise 
intention of nodes 
for revenues, and 
node making a 
judgment for the 
response of the 
nodes nearby to 
accept or refuse  
Simulation 
Analysis 
Assume that 
j takes a constant 
value, the more 
resources that the 
node should share 
( higher), the 
heavier punishment 
by the detection 
mechanism to nodes 
join the network 
without self-
consciousness 
(
a
F higher), and the 
smaller possibility 
 for  the  nodes 
joining in resource 
sharing for the 
network without 
self-consciousness, 
so as to encourage 
such node 
consciously join the 
network  for 
resource sharing 
* q
The more the ratio 
x
x
′
is, the more 
another node  is 
not worth to cheat, 
and the more the 
possibility of node 
to accept the 
suggestion of 
another node . 
n p
n p
i p
Advantages  Detection 
mechanism can 
effectively improve 
involvement of the 
node in self-
consciousness of 
networks 
The situation of 
cheating nodes is 
considered, more 
closely with trust 
Disadvantages  No studies on how 
to join the detection 
mechanisms in 
networks 
Limitation of the 
rigid assumptions, 
without enough 
flexibility 
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IV.  CONCLUSIONS AND FUTURE WORK 
This paper analyzes the incentive mechanism of P2P 
network nodes combined with the thought of repeated 
game, respectively describes the modeling conditions and 
processes for the incentive mechanism of P2P nodes 
based on the supervision game and the P2P incentive 
mechanism for identification of node information, and 
performs the simulations for the strategy of two models 
by software with the simulation result that these two 
kinds of models are both feasible. But there are strengths 
and weaknesses for both models, with concrete research 
results as follows. How to improve the consciousness of 
P2P nodes by using mixed strategy of Nash equilibrium 
are discussed for incentive mechanisms for P2P nodes 
based on supervision game, in order to avoid the 
existence of selfish nodes. In a network, a detection 
mechanism is established to test the nodes in P2P 
networks in an un-regular way, and urge self-
consciousness of the network nodes for sharing resources. 
The analysis result shows that, in the conditions of certain 
testing cost, the more resources should be shared by 
nodes (bigger a ), the heavier punishment for the testing 
mechanism to join the network without consciousness 
(bigger F ), the smaller probability   for the nodes in 
the network without consciousness to join network shared 
resources. 
* q
In the following work, the types of nodes will be 
discussed, in order to improve the sharing of resources 
and avoid the spread of some malicious files. 
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Abstract— On the basis of presenting the existing problems 
of the QoS multimedia services in IEEE802.16, this paper 
analyzes the disadvantage and advantage of current 
bandwidth scheduling strategy based on IEEE802.16. Then 
an improvement strategy of IEEE802.16 PMP network 
model is proposed based on existing strict priority 
scheduling strategy. Finally, through the simulation data, it 
proves that the strategy can ensure the QoS performance 
and fairness of bandwidth allocation between various 
multimedia communication services. 
 
Index Terms—IEEE802.16, PMP, Bandwidth scheduling 
strategy, QoS 
I.  INTRODUCTION 
For a long time, we mainly rely on wireline access 
technologies in order to solve "the last mile" problem, 
such as cable (Cable), digital subscriber line (xDSL), 
fiber and so on. With the rapid development of wireless 
communications technology, the broadband wireless 
access technology with a strong carrying capacity of the 
air interface operations and cross-regional characteristics 
of wireless connectivity played a dual role between the 
wireless communication technology and the access 
network t, the combination of them is perfect[1]. The 
IEEE802 Committee has set up 802.16 working group to 
develop a global uniform standard to solve the access 
problem of "the last mile" broadband Wireless 
Metropolitan Area Networks (WMAN), that is the 802.16 
standard. In the series of IEEE802.16 standards, MAC 
layer defines a more complete quality of service (QoS) 
mechanism, the MAC-layer can set different QoS 
parameters separately for each connection, including such 
indicators as rate and delay. For a better control of the 
upper and lower rows of data bandwidth allocation, 
according to the actual needs of the business dynamic 
allocation of bandwidth, four kinds of different business 
types are given by the standard, with greater flexibility. 
Though  IEEE802.16 agreement gives a relatively 
detailed definition of QoS, but the agreement did not give 
a complete definition and elaboration to the specific 
bandwidth scheduling strategy. In the basis of 
IEEE802.16 wireless networks, it’s very important of 
bandwidth scheduling strategy to guarantee the QoS of 
multimedia services. Currently, WiMAX scheduling 
strategy[2] has the main Priority Queue (PQ), the 
Throughput Fair Algorithm (FT), Maximum SNR 
(MSNR) and so on, but these algorithms can only be one 
aspect of QoS, PQ algorithm for high-priority service 
business, equity is rather poor; the level of business 
factors does not take into account by the FT algorithm, 
allocating all of the same business throughput to ensure 
fairness, but it can not satisfy the delay requirements[3]; 
MSNR algorithm schedules the user which has the largest 
noise interference to increase the system throughput, but 
it can not guarantee the QoS of the business[4]. In view 
of this, Ref.[5] and Ref.[6] proposed efficient QoS 
scheduling strategies on FPGA and OFDMA/TDD 
respectively, this paper proposed a tradition-based strict 
priority scheduling strategy to improve the program, this 
program can guarantee the QoS requirements of various 
services and bandwidth resources distributed fairness 
among a variety of business. 
II.  THE BUSINESS MODEL AND ITS QOS ASSURANCE 
Mechanisms Based On IEEE802.16 Of The PMP System 
A.  The PMP Network Architecture Based On 
IEEE802.16 
Point-to-multipoint (PMP) (Fig. 1), that is a central 
base station (BS) service multiple subscriber station (SS), 
all users received a same transmit information in a given 
frequency region. BS is the only message sender, it 
broadcasts the message to each subscriber station with a 
time-division multiplexing manner, the subscriber station 
issued its own acceptance by examining the address 
information, the subscriber stations shared uplink by the 
way of time division multiple access. 
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B.  Four Kinds Of Services Which Are Supported By 
IEEE802.16 Protocol 
Ref.[7] gives four kinds of services which are 
supported by IEEE802.16 protocol:   
1) Unsolicited Grant Service (UGS) is mainly used to 
support real-time data transmission, the size of data 
packet is fixed, the bandwidth should be sufficient to 
accommodate the size of the fixed-length data of the 
stream service. Base station (BS) in real time, carry the 
business to provide a fixed link bandwidth allocation at a 
cycle.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.1 IEEE 802.16 PMP model 
It’s typical services include Constant Bit Rate (CBR) 
of ATM, and El/T1 services above ATM, no silence 
compression of VolP. 
2) Real-time Polling Service rtPS is cyclical 、
variable-length packets of real-time Variable Bit Rate 
(VBR) service flows, such as MPEG video traffic eams. 
BS provide real-time, periodic unicast polling to rtPS 
which carry the business continuously, thus the 
connection can periodically inform the BS of its request 
for changes in the bandwidth, BS also be able to cycle to 
the sudden bandwidth assigned for the variable send 
variable-length packet. The service request overhead is 
larger than UGS , but the BS can dynamically allocate 
bandwidth on demand. 
3)Non-Real-time Polling Service, nrtPS is non-cycle, 
variable-length packets of non-real-time VBR service 
flows, such as high bandwidth FTP traffic flow. BS 
should regularly provide unicast polling opportunities to 
the business connections which carry the business in 
order to ensure that even in network congestion, the 
connection will have an opportunity to issue the request 
bandwidth. 
4) Best Effort Service BE’s characteristic is to provide 
the incomplete reliability, usually performing some error 
control and limited retransmission mechanism, the 
high-level protocol ensure its stability. A typical BE 
Service services for Internet web browsing. Subscriber 
station (SS) may make bandwidth applications any time, 
networks do not provide QoS guarantees to such 
business. 
C.  The Scheduling Mechanism To Ensure QoS of 
Business 
802.16 MAC layer QoS support is divided into three 
functions: First, create the initial service flow and 
configuration QoS parameter of the service flow; and 
dynamic manage of the business flow, including dynamic 
traffic flow to increase, change and delete; Finally, in the 
communication process of the MAC layer protocol data 
unit Protocol Data Unit (PDU) to classify and traffic flow 
based on the type distinction between priority scheduling 
[8]. QoS guaranteed service scheduling in a central place. 
The data packet is processed by MAC layer of 
connection, can support a variety of data types. Each 
connection has its own QoS parameters and scheduling 
type, so QoS control is carried out by the unit of 
connection. When the MAC-layer is carrying out traffic 
scheduling, it needs to consider the following aspects: 
1) the total available bandwidth; 
2) scheduling which is flow-related business; 
3) QoS parameters of business flow; 
4) data queue accumulation; 
5) air interface physical connection of the signal 
quality; 
6) physical layer sudden impact of the allocation of 
resources. 
In the improvement programs of this article, we 
considered the first three factors. 
The uplink and downlink scheduling strategy and 
processes[9] are shown in Fig.2. 
As for the downstream traffic flow, base stations, 
according to data from the connection buffer the arrival 
of pairs of data are connected to the connection QoS 
requirements for distribution. For uplink service flows, 
end-use of bandwidth is allocated by the base station 
according to the frame, if the base station does not 
allocate bandwidth to the terminal, the terminal will not 
be able to send upstream data. As the base station can not 
directly know the end of the buffer in the data are 
generated, so according to different business types on the 
definition of QoS requirements of different types of 
scheduling, which correspond to the different types of 
scheduling uplink bandwidth allocation. 
III.  IMPROVED SCHEDULING PROGRAM 
A.    Traditional And Strict Priority Scheduling Policy 
And Its Shortcomings 
The traditional strict priority scheduling policy in the 
order of high to low，it first send a higher priority queue 
in the packet, when the higher priority queue is empty, 
then send the lower priority queue in the packet. At 
present, resource scheduling strategy which based on 
strict priority queue are mostly divided into two phases, 
and queue the given priority queue, followed by the 
business to meet the different priority levels 
bandwidth request; the second stage is in the same 
priority among the types of businesses, according to 
the different characteristics of the business and use 
different bandwidth scheduling strategy. Shown in 
Fig.3. 
VOIP
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IP/ATM 
Network
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Station
LAN LAN
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Fig.2 The uplink and downlink scheduling strategies and process 
 
Fig.3 Scheduling queue process base on priority- resource 
 
As the first phase of the strict priority queue-based 
scheduling strategy, when the high-priority queue 
operations when the load is too high, according to the 
principles of the above schedule, the system will be the 
first to meet the operational requirements of high priority 
bandwidth request, so easy to create high-priority level 
business occupying the resources of low-priority service, 
making the bandwidth of low priority service request to 
wait a long time and eventually can not be bandwidth 
resources, resulting in "starvation" phenomenon. 
It can be seen that strict priority scheduling policy has 
some defects, it can not guarantee that outside the 
high-priority services have been a reasonable bandwidth,   
thus it can not be fair to ensure the quality of service of 
all the business. 
Ref.[10] puts forward a deficit priority queue Deficit Fair 
Priority Queue (DPFQ) algorithm, which sets the type of 
service and the priority of transmission direction, the 
allocation for each business can get the bandwidth to set 
an upper limit, and maintain a queue list of the queue list 
in BS, DFPQ can only active in the list of queue 
scheduling, which improves the fairness of the 
scheduling algorithm and overcomes the deficiencies of 
the traditional strict priority scheduling policy which 
occupied all the bandwidth. However, this algorithm is 
still based on strict priority queue, it’s more liberal to set 
the upper limit, but there is no significant improvement 
in the fairness of the system. 
B． Improvement Program 
For the defect of the traditional strict priority 
scheduling policy, this paper presented an improved 
program, after the service arrived in the program, 
according to its own QoS parameters calculates what 
bandwidth resources to reserve, allowing entered a 
different queue after accessing, and waiting for the 
allocation of earmarked resources, in the following by 
the systematic collection of the bandwidth request, 
according to the channel state and the weighting factors 
allocated bandwidth, as well as the remaining bandwidth 
when the channel at this time trouble-free business 
resource compensation, and to set aside resources for 
steps after the loop, in this way can not only prevent the 
high-priority business operations occupy the low-priority 
bandwidth lead to low-priority business "starve to death" 
situation, but also can guarantee the QoS requirements of 
each business, as well as the bandwidth resources in a 
variety of between the fairness of the distribution 
business. The improved program scheduling process is 
shown in Fig.4. 
a.    QoS Parameter Analysis 
First of all, when a new business stream arrival, BS 
can be provided according to the type of SS business, get 
a corresponding set of QoS parameter values. The QoS 
parameter set for the future of the resource reservation, as 
well as the redistribution of the remaining bandwidth to 
provide a basis in order to guarantee all the services QoS. 
As for the initiative grant service UGS, the data packet 
size of it is fixed, the base station (BS) in real time, and 
periodically carry the business to provide a fixed link 
bandwidth allocation. Thus, the distribution to the kind 
of business set aside resources for rugs, res should be 
based on QoS parameters of the business in the 
maximum sustained bandwidth determined that it’s 
reserved resource should not be larger than the maximum 
sustainable bandwidth, set it’s equal to maximum 
sustained bandwidth rmax, it’s: 
 r ugs,res=rmax..  (1) 
For real-time polling service rtps is mainly used for 
cyclical changes in the transmission of data packet size 
case. Allow to specify the desired bandwidth size of the 
SS, the service will require more than an agreement UGS 
consumption, but it can provide variable-size data 
transmission. 
Thus, according to the mandatory QoS parameters of   
the business scheduling service, the reserved bandwidth 
allocated to it rrtps, res should be retained between the 
minimum and maximum sustained bandwidth of 
bandwidth rmin between rmax, therefore, its value is set 
to 
 r rtps,res=(rmax+rmin)/2.  (2) 
For non-real-time polling service nrtps, to provide 
opportunities for periodic data transmission, BS 
periodically polling non-real-time connections, BS will 
JOURNAL OF NETWORKS, VOL. 7, NO. 2, FEBRUARY 2012 395
© 2012 ACADEMY PUBLISHER 
provide a single request for the connection time to 
request bandwidth, request/transmission policy 
(Request/Transmission Policy) settings should be 
allowed to SS using the competitive request for time to 
send bandwidth requests. Scheduling Service in 
accordance with its mandatory QoS parameters, its 
maximum delay is not considered, so this will be its 
reserved bandwidth rnrtps, res is set to equal to the 
minimum reserved bandwidth rmin, namely: 
 r nrtps,res=rmin.. (3) 
For best-effort service BE, the network does not provide 
QoS guarantees for it, so it's reserved bandwidth rBE, res 
is set to 0, namely: 
 r BE,res=0.  (4) 
 
 
Fig.4 The improved program of resource scheduling process 
b.  Admiss  Control 
By analyzing the business QoS parameters, reserved 
the bandwidth resources, the reserved bandwidth can be 
used as one of the indicators of whether the system is 
allowed to access the business. According to Ref.[11], 
we give an admission control algorithm, all connections 
have been set aside for the bandwidth Σri, res with 
reserved bandwidth required for new connections Σri, 
and less than the total system's available bandwidth rall is 
allowed access to this business, namely: 
  ∑ ri,res+ri,new<=rall..  (5) 
Otherwise, accessing is refused. 
c.  Business  Category 
Through the business of admission control access, 
according to its type of business, will enter the 
corresponding service queue, waiting for the allocation of 
bandwidth resources for scheduling. 
d.    Allocation Of Reserved Bandwidth 
The system read the appropriate operating parameters 
from a business of the queue, will be mandatory before 
the QoS parameter set according to the calculation of the 
reserved bandwidth of the value of write register, in the 
following the residual bandwidth allocation are both 
based on this, ensure the QoS needs of the business. 
After variety of business distribute the reserved 
bandwidth, BS polling according to SS, competition, 
periodic collection of bandwidth requests. 
After the collection of the bandwidth request, the 
system needs according to the channel condition to 
accept the request and allocate the remaining bandwidth. 
For trouble-free channel traffic flow to accept the 
bandwidth request, take appropriate scheduling strategy 
[12] allocated a specific amount of bandwidth to meet 
their needs; for the time being the channel of business 
failures are not allocated bandwidth, the bandwidth 
requests to meet at all, after the allocation of 
compensation. 
e.    The Allocation Of the Residual Bandwidth 
In order to provide a fair service, while guaranteeing 
the QoS performance of traffic flow after the allocation 
of the reserved bandwidth, the right channel fault-free 
traffic flow of business in accordance with the ratio of 
the weight factors (including the minimum reserve factor 
of all the businesses, priorities factor and a request for 
bandwidth factor) to allocate bandwidth. 
According to the definition of weighting factor in 
Ref.[13], the weight-based operational factor is ki, 
 k i=pi.qi.ri..  (6) 
Where, ri is the minimum reserve rate of each business 
factor, but that each business, the minimum reserve rate 
of vmin and the average reserve ratio rate of v, namely: 
 r i=vmin/v.  (7)             
The minimum reserved traffic stream speed vmin set 
the minimum rate reserved for the business. The base 
station should be based on the minimum reserved traffic 
flow rates to meet the bandwidth of the connection 
application. Namely, the channel is in the state of traffic 
flow can be assigned to the traffic stream a minimum 
bandwidth required for reservation rates, the value 
provided by the access network, the operational flow of 
the minimum reservation rate and the service flow 
channel in which the state decision. 
qi is the bandwidth request of each business factors, 
means the request for the remaining bandwidth of each 
business (it’s the bandwidth request of each business ri, 
req minus the bandwidth has been reserved for ri, res) 
and the total ratio of bandwidth of the the remaining 
requests, which allows the remaining bandwidth between 
the various services requested by the ratio of the 
bandwidth allocation to meet the fairness of the business, 
namely: 
 q i=(ri,req-ri,res)/∑
=
n
i 1
(ri,req-ri,res).  (8) 
pi is the priority of each business factor, according to 
IEEE802.16 protocol supports four kinds of business 
properties, we set: 
 p ugs>prtps>pnrtps>PBE.  (9) 
Namely, the priority factors of real-time business 
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should be larger than the non-real-time business priorities 
factor. 
According to the weight factor we have to allocate the 
remaining bandwidth of each business ri' as follows: 
 r i’=(rall-∑ri,res)ki..  (10) 
Then the business has been the overall bandwidth 
resources ri total as follows: 
 r i,total=ri’+ri,res..  (11) 
f.    The Allocation Of Compensation 
After the above steps, if the bandwidth of the system is 
left, then right channel state from the fault to no fault of 
the business in accordance with the principle of the 
remaining bandwidth for the bandwidth allocation of 
compensation to ensure the business QoS. 
IV.  SIMULATION ANALYSIS 
NS2 simulation software is used to simulate, and 
assumes that the network is running in an ideal state, 
without regarding of channel errors, attenuation and other 
factors. Simulation network topology used PMP model, 
parameter settings are as follows: the total bandwidth rall 
= 10Mb/s, frame duration ft = 15ms, various operational 
parameters are shown in Table1. 
Fairness is an important indicator of QoS performance. 
ri,total is the definition of  the bandwidth which is 
received by each business, total bandwidth of its expect 
ri,req ratio is satisfaction μi, namely: 
  μi =ri,total/ri,req,,  (12)  
the fairness indicators which are used in Ref.[14]. The 
definition of fairness index of fairness as: 
 fairness=
2
) u (n
2
) (
n
1 i
n
1 i
− ∑
∑
=
=
ui
.  (13) 
Where,  μ is the average which is each business 
bandwidth satisfaction, namely: 
  μ=(μugs+μrtps+μnrtps+μBE)/4.   (14)        
We can see from Fig.5, after the improved program is 
used, each business was to stabilize the bandwidth to 
ensure that bandwidth resources are distributed among a 
variety of business fairness. 
When the rtps business in the system increases, the 
bandwidth share obtained by a variety of business 
situation is shown in Fig.6, from Fig.6 we can see, when 
rtps increases, operations in low-priority bandwidth share 
of the increase relative to the original proposal and lower 
the slow improved program, while the high-priority 
services to obtain an increase in the bandwidth share of 
slowing down, so to ensure a low-priority business 
bandwidth.  
When the system nrtps business increases, the 
bandwidth share obtained by a variety of business 
situations as shown in Fig.7, from Fig.7 we can see, 
when nrtps business increases, the original proposal will 
lead low-priority business "starving to death", but the 
improved program avoided such a situation, thus 
ensuring the QoS requirements of various businesses. 
V.   CONCLUSIONS 
This article is based on the shortcomings of QoS 
scheduling strategy of each business in IEEE802.16 
protocol model, and based on the improved program 
achieved by predecessors, combination of PMP network 
environment of a proposed improvement program, that is 
first, allocate the reserve bandwidth through the QoS 
parameters of each business, combined with the network 
channel quality, and the bandwidth of the link request, 
re-allocate bandwidth used a weighted value, and finally 
there are the remaining cases, the bandwidth of the 
channel bandwidth, the quality of the request for recovery 
of compensation, through simulation experiments show 
that the improvement program improved operational   
 
Table1 Simulation Parameters 
Service 
type 
Time delay 
(ms) 
jittery  
(ms) 
Minimum  reserved   
traffic  rate    (Mb/s) 
Minimum reserved 
bandwidth (Mb/s) 
Maximum continuous 
bandwidth(Mb/s) 
UGS <20  0.5  2  2  2 
rtps <100  10  1.5  1.5  2.5 
nrtps <2000  100  1  1  1.8 
BE -  -  0.4  0.4  - 
 
Fig.5 The fair performance under different strategies   
Fig.6 Bandwidth share of each business as rtps business increase 
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Fi
g.7 Bandwidth share of each business as ntps business increase 
resource allocation fairness. In future studies, we will 
consider the physical layer parameter configuration 
combined with the corresponding physical layer 
modulation techniques, improve the scheduling strategy 
and ultimately ensure that all services QoS. 
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Abstract—There are many auxiliaries with high rotating 
speed in a power plant, such as pumps, fans, motors and so 
on. To warrant their safe and reliable operation, their state 
of vibration has to be monitored. But because of their 
scattered location, the traditional way of online monitoring 
with shielded cable connections is costly and work expensive 
and the precision, reliability and safety of itinerant 
measurements are unable to meet the requirements of 
customers. In this paper, a novel method of vibration 
monitoring for auxiliaries in power plants based on wireless 
sensor networks has therefore been proposed to realize 
vibration data acquisition, on-line-detection and data 
analyzing in this paper, which meets the requirements of 
auxiliaries with less expenditure and warrants safe 
operation in the long run. Due to the restrictions of energy 
and bandwidth on wireless sensor networks, how to utilize 
the limited resources to acquire available and reliable data 
from the sensor nodes becomes a hot topic. After modeling 
and analyzing on mass data by time-sequence technique, a 
reliable data collection method based on AR(P) model with 
Petri Net technique are designed in order to improve the 
whole performance of the system, prolong the lifetime of the 
network and decrease the energy consumption of the sensor 
nodes. 
 
Index Terms—wireless sensor networks, vibration, multi-
sink topological structure, data fusion, petri network, 
energy management 
I.  INTRODUCTION 
In the large thermal power plant there are a large 
number of high-speed rotating machines. In addition to 
the host generator, there are a lot of auxiliaries, such as 
turbine pump, electric pump, fans, motors and so on. The 
vibration monitoring of these auxiliaries is an important 
means to warrant safe and reliable operation of these 
auxiliaries. At present, in the general power plant the 
online turbine supervisory instrumentation is installed in 
the main equipment and the large auxiliaries, such as 
turbine pump and so on. Sensors are installed on the 
facilities and the field vibration signal is sent to the 
monitoring meter in the central control room by laying of 
shielded cable. Real-time monitoring is realized by 
monitoring the vibration of the unit. If the vibration 
signal of the measured points is too large, the contact 
signal will be emitted to forcibly shut down the 
equipment to warrant the security of the unit. Behind the 
supervisory instrumentation some plants also install the 
vibration analysis and fault diagnosis system, such as 
FFT analysis, orbital analysis, waterfall chart analysis and 
so on. The unit’s vibration causes are long-term real-time 
analyzed under different conditions, to identify the 
reasons of the unit’s vibration, to predict the unit’s 
lifespan and to determine it’s  maintenance time, that is 
lifespan estimation, which is widely used and is riper in 
power plants. However, small-scale rotating machines 
such as fans and motors are widely scattered in the plant 
in great number and are far from the central control room. 
If we adopt the above method, it means great amount of 
cable laying work and the cost is quite high. Therefore, 
generally the online long-term monitoring protective 
equipment is not installed in the field and the point 
inspection personnel in regular patrol record the data 
using the portable vibration meter. With the growing 
capacity of power plant unit and increasing automation, 
the requirement of the plant running safety performance 
is higher and higher. Ground damage and equipment 
obsolescence in many power plants caused by excessive 
vibration of fan, pump, etc lead to the serious 
consequence of the generator’s shutdown. Now more and 
more customers are aware of the seriousness of the 
problem. Therefore the online test equipment is installed 
in many new power plants and some stronger companies. 
However, people generally believe that the cost is too 
high. Some other companies increase the number of 
inspection in order to reduce the risk of equipment failure 
by the point inspection personnel in regular patrol. It 
reduces the cost, but there are its own shortcomings
 as 
follows:   
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.  Figure 1.   The scheme of the wireless sensor networks for 
vibration monitoring 
(1)Relatively portable vibration meter is less precise. It 
can only measure the amplitude, but it can not measure 
the waveform and analyze the spectrum to identify the 
problem. 
  (2)Auxiliaries are scattered in every corner of the 
power plant. Some are located at the point which 
personnel should not reach and some are located in the 
hot or dangerous area, where inspection personnel should 
not have the point inspection for their security when the 
auxiliaries are running. Therefore, the point inspection is 
of great difficulty and labor intensity.  
(3)Because vibration is a vector, vibration values 
measured in different directions are very different. Power 
plant standard of vibration measurement is required in 
45° horizontal or vertical direction. However, in practice 
it is very difficult for the inspection personnel to control 
the view direction and the data results measured by the 
different inspection personnel are different. 
For the above-mentioned reasons, there is an urgent 
need for the vibration monitoring system of low cost, 
long-term monitoring, high precision and high reliability 
to monitor the vibration of the power plant's auxiliaries. 
In order to meet the needs of the customers, this paper 
proposes a new vibration monitoring and diagnosing 
system which is very suitable for monitoring and 
diagnosing the power plant auxiliary vibration based on 
the wireless sensor networks. 
II.  THE SCHEME OF THE WIRELESS SENSOR 
NETWORKS FOR VIBRATION MONITORING 
 Vibration is an important characteristic parameter of 
the running auxiliaries in power plant and the vibration 
monitoring
[3] is an important means of the auxiliary state 
monitoring and fault diagnosis. People can obtain large 
amounts of detailed and reliable information at any time, 
place and any environmental conditions from the wireless 
sensor networks. Development of the wireless sensor 
networks technology provides a new way to monitor the 
auxiliaries’ vibration in the power plant. To build a 
wireless, distributed vibration monitoring system using 
the wireless sensor networks monitoring mode can solve 
the conflict of the data acquisition range, precision and 
monitoring costs and achieve the free expansion and 
large-scale monitoring of the system at lower cost. At the 
same time, the wireless transmission of wireless sensor 
networks can improve data collection methods of the 
monitoring process. Using the processing capacity of the 
sensor nodes, front-end data processing and data fusion 
synchronize the data collection and analysis to form the 
sensor network mode of state maintenance which has 
preliminary self-analysis and self-diagnostic capabilities. 
This can not only improves the efficiency of data 
acquisition and processing but also effectively reduces 
the communication flow between the collection points 
and the system of back-end analysis and diagnosis. The 
scheme
[4] of the wireless sensor networks for vibration 
monitoring is shown in Fig.1. 
Mesh network
[5] is a new type of the wireless sensor 
networks which only allows a node to communicate with 
its adjacent nodes of short distance, in which all nodes are 
equal. The vibration monitoring process of auxiliaries in 
power plant requires higher transmission stability and 
higher data throughput of the network. At the same time 
the number of sensor nodes is small, network mobility is 
not strong after deployment and nodes need simple and 
reliable self-organization algorithm. In view of this, the 
wireless sensor networks uses the multicast clustering 
network mode of the upper multiple base station 
nodes(sink nodes) combined with bottom mesh network. 
Sensor nodes collect the vibration signals of auxiliaries. 
Under normal conditions the sensor nodes are usually in 
sleep or park. According to actual needs, the sink node 
will wake up the sensor nodes to query vibration 
conditions on it's own initiative. Then the sensor node 
will complete data collection in collaboration and send 
back the data to the sink node. If a vibration characteristic 
parameter exceeds the threshold, the sink node will 
require the sensor nodes to uninterruptedly send vibration 
data of the auxiliary region. On the top of the monitoring 
network the multiple sink nodes’ processing capability is 
strong without regard to power supply problems because 
of cable connection of their ends. This realizes topology 
control of multiple data collection points and increases 
data transfer rate to meet the vibration test requirements 
of low-latency, high frequency sampling and high data 
throughput. The following is the specific design and 
algorithm of data gathering and fusing process for the 
above monitoring network. 
III.  SAMPLING AND COMMUNICATION SCHEDULING 
MODELING BASED ON SIMPLE PROBABILITY MODEL 
A.  Modeling of sample data 
In the above-mentioned wireless sensor networks for 
vibration monitoring, each bottom mesh network is 
corresponding to a sink node. Each sensor node in mesh 
network completes sampling and modeling collaborative 
tasks under the sink node scheduling. 
JOURNAL OF NETWORKS, VOL. 7, NO. 2, FEBRUARY 2012 401
© 2012 ACADEMY PUBLISHERAs the resources of sensor nodes that can be used are 
limited, the modeling algorithm running on the sensor 
nodes should be as simple as possible and the memory 
size to be used also should be small. Therefore, a 
relatively simple AR(P) model
[6,7] is used for modeling of 
sample data. The following is the method of sample data 
modeling. 
As the sampling data of the sensor node is a time 
series, we can use the probability model to denote the 
time series. For the limited resources of sensor nodes, we 
use the easily implemented AR(P) model to denote the 
sampling data of the sensor nodes. The form of AR(P) 
model is given as follows: 
) 1 )( , 0 ( ), ( 2
2 2 1 1 t t t p t p t t t ～NID p t X X X X δ α α ϕ ϕ ϕ ≥ + + + + = − − − "  
Where, Xt is the sampling data at moment t, φ the 
regression coefficient, αt a white noise sequence, which 
obeys the standard normal distribution. P-order model, 
denoted by AR(P), uses a linear combination of the front 
P sampling data and a random white noise to predict data 
at the moment t. 
AR(P) model can be used for prediction. For example, 
for AR(1) model, it can be for k-step forward prediction 
with 95% confidence level at moment t given as follows: 
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Where, Xt(k) can be recursively calculated by formula 
(1), to make P=1. 
Using the P-order AR(P) model to model, N sampling 
values X1,X2,…,XN are to be collected by sensor nodes of 
the mesh network and then through least squares 
calculate the coefficients φ1,φ2,…, φP. order: 
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Then the formula (1) can be expressed as Y=Aθ+ε and 
the coefficient matrix θ can be calculated through least 
squares method: 
θ=(A
rA)
-1A
rY                               (2) 
The task of formula (2) is divided into multiple sub-
tasks and each node implements one of them. Order 
At=(Xt,Xt-1,…,Xt-p+1)
r, which denotes the sample 
sequence of length p at cut-off time t. Pay attention to 
At+1=Push(Drop(At),Xt+1). That is first to remove the 
sample Xt-p+1, second to add the new sample data Xt+1 and 
then to get the transpose matrix A
r of matrix A, which is 
given as follows: A
r=(Ap,Ap+1,…,AN-1). 
In order to calculate the formula (2), we conduct 
respectively the following calculation: 
1
1
1
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The formula (3) and (4) decompose the large matrix 
operation of the formula (2) into the vector operations of 
the length P without taking up much storage space. In 
practice, the value of P is usually not very large, for 
example, P=5, many actual sequences can be fitted. 
In order to maintain energy balance
[8,9] of sensor nodes 
in the wireless sensor networks, the above calculation 
task is divided into several sub-tasks in accordance with 
the amount of residual energy of each node in the mesh 
network. The sub-tasks for each node to be completed is 
sampling within a specified time limited by task, 
calculating the partial sum of formula (3) and (4) with the 
sampling data and returning the above two partial sums to 
the sink node. Finally the sink node completes the 
formula (2) calculation. Task partitioning and scheduling 
is also completed by the sink node. 
B. Sample data modeling algorithm 
As the AR(P) model supposes the time series with 
mean 0, the modeling algorithms of the sample data is 
first to estimate the mean of the time series, then is the 
sample value minus the estimated value of the mean at 
the sensor node, that is 0 average processing. The 
algorithm includes two parts, which is executed in the 
sink node and in the sensor nodes of the mesh network. 
The used symbols are given as follows: 
M: The number of the sensor nodes involved in the 
computation within the mesh network.  
Poweri:  Residual energy of the node i.  
N: The total number of samples. 
Ni: The number of samples assigned to the node i. 
Li: The start time of the designated node i’s sampling. 
μt: The calculated sample mean at the moment t. 
Tm: The sampling time that the sink node needs to 
calculate the initial average value. 
Xj: The sampling value at the moment j. 
P: The orders of AR(P) model. 
ARAi: The calculated partial value of A
rA at the node i in 
formula 3. 
ARYi: The calculated partial value of A
rY at the node i in 
formula 4. 
Ai: The vector Ak in formula (3) and (4) at node i. 
Si: The sum of the sensor node i’s sampling value that is 
used to calculate the average value. 
The modeling algorithm of the sample data is designed as 
follows: 
Algorithm 1: Modeling algorithm within the wireless 
sensor networks.  
Input: N sample data 
Output: The matrix θ of AR(P) model and the variance δ
2 
of the white noise sequence. 
1) The sink node performs the following calculations: 
} { ; / ) ( ) 1 ( t j T t X X m j
t j T t
j t
m
< < − ∑ =
≤ ≤ −
μ  
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//Assign the number of the sampling data according to the 
sensor node’s residual energy and the numbe of the 
sampling data is at least P+1. 
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//Calculate the start time of the sensor node’s sampling. 
(4) The sink node informs the results of these steps to the 
sensor nodes involved in the computation within the 
mesh network and then enters the sleep status. 
(5)In accordance with the scheduling program, the sink 
node will return into the work state and receive the result 
when a sensor node within the mesh network returns the 
result of the subtask. When all the subtasks are finished, 
the following calculations are performed: 
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//According to the returned partial sums of the sensor 
nodes calculate the mean. 
(10)The sink node informs the sensor nodes the 
parameter θ within the mesh network and receives their 
returned residual values ε
2 and Poweri; 
m
m
i
i / ) ( ) 11 (
1
2 2 ∑ =
=
ε σα  
//Calculate the variance of the white noise sequence in the 
AR(P) model. 
2)  Algorithm executed in the sensor nodes within the 
mesh network 
According to the scheduling scheme of the sink node, 
in the time interval ti=[Li,Li+Ni], the sensor node i 
performs the following steps: 
Step 1 Calculate the modeling sub-tasks assigned to the 
sensor node i: 
a)ARAi=ARYi=0; 
b)While(ti≤Li+p-1) 
c)Begin 
d)    ; ] [ μ − =
i t i i X t A  
//The first P sampling data is processed with zero mean 
e)    ti= ti+1; 
f)End 
g)Si=0; 
h)While(ti≤Li+Ni) 
End o
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Step 2 The sensor node i returns ARAi, ARYi and Si to 
the sink node and then turns into sleep status; 
Step 3 According to the scheduling program, when the 
sink node sends the parameter matrix the sensor node i 
will be waked up; 
Step 4 The sensor node i calculate and return εi and 
Poweri; 
k
p N L
N L k
k N L i X X
i i
i i
i i ∑ − =
− +
− + =
+
1
ϕ ε  
C.  Algorithm of sampling and communication scheduling 
Through the sample data modeling algorithm, each 
sink node establishes the AR(P) model on the sampling 
data of the monitoring target. With the AR(P) model and 
the user-specified precision the sensor nodes are 
dynamically woken up to sample and transmit the data so 
as to minimize the energy consumption. The basic idea of 
vibration sampling and time scheduling algorithm is 
given as follows: With the AR(P) model prediction 
capability, we can predict the future data and dynamically 
adjust the sampling time interval according to the 
historical data and the user's precision requirement. If the 
predicted value can meet the precision requirement, we 
need not start the actual sampling and data transmission 
of the sensor nodes and can properly extend the sensor 
nodes’ sleep time
[10,11,12]. If the prediction error is over 
the precision range, on the one hand we need the real 
sampling and data transmission, on the other hand, we 
must properly adjust the AR(P) model. 
For AR(P) model, the l-step forward prediction value 
at the moment t can be calculated by the following 
formula: 
) ( ) (
1
k l X l X
P
k
t k t − ∑ =
=
ϕ  
The corresponding 1-α confidence interval is given as 
follows: 
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where, (z 1-α/2), G ,G 1,  is standard normal
 distribution function,G  is called Green Function.
φφ φ −
=
== ∑
   According to the above sampling and scheduling model 
the sampling and scheduling algorithm is designed as 
follows. In the algorithm, when a sensor node within the 
mesh network is awakened, it first samples, checks the 
error between the predicted value calculated by the 
formula (5) and the current sampling value, and then 
determines the next sampling time, whether to transmit 
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Wireless Network Hardware 
.  Figure 2    Logic diagram of WSN with the data fusion layer 
data and adjust the model, etc according to the above 
error. The involved symbols of the sampling and time 
scheduling algorithm are given as follows: 
T: The initial sampling period 
t0: The start time of the sensor node’s sampling  
len: Specify the number of a sensor node’s samples. 
t: The current time 
T1: The sampling period after adjustment. 
Xt: The predicted value at the moment t. 
xt: The sampling value at the moment t. 
error_bound: The threshold allowed by the error. 
n_error: The number of errors which exceed the threshold 
within the sampling period developed by the system. 
Algorithm 2 The vibration sampling and communication 
scheduling algorithm of the wireless sensor networks. 
1)T1=T; 
 //The initial sampling period of the sensor node 
2)After each time interval T1, the sensor node will be 
waked up. Suppose the current time is t, the following 
steps are excuted by the sensor node: 
3)If (t<t0+len*T) 
//The current time is still within the specified sampling 
time 
4)Begin 
5)  If |Xt-xt|>error_bound 
6)  Begin 
7)    n_error++; 
8)    if n_error>threshold of the system 
9)        T1=max(T,T1-T/2); 
//Shorten the sampling period and obtain the more 
accurate sampling data. 
10)        return xt; // Return the real sample data. 
11)  End 
12)  Else 
13)     T1=T1+T/2;  //Increase the sampling period. 
14)End 
15)Else   
//The specified sampling task has been completed. 
16)  Go to the sleep mode 
IV.  DESIGN OF DATA FUSION PROCESS 
A.  The concepts involved 
In the wireless sensor networks of vibration, the nodes 
generally sample and send different types of data with the 
same fixed period. Data are pooled to the sink node and 
the related calculations are conducted. If the sensor data 
change violently and their law can not be forecast in this 
acquisition strategy, the sink node will receive a lot of 
duplicate data, with a lot of overhead of the network 
bandwidth and energy consumption. 
In this paper, the data to be sent are divided into two 
types according to their characteristics: the real-time data 
and non real-time data. The real-time data and non real-
time data are defined as follows: 
Definition 4.1.1 Real-time data 
Real-time data are strictly ensured in the period of the 
acquisition and transmission. During monitoring real-
time vibration data with the wireless sensor networks, the 
sensor node must get the collected data in each sampling 
cycle and deliver them to the sink node within the 
prescribed time, otherwise the useful information will be 
lost. The feature of such data changing is that the data 
may change very suddenly and greatly with small inertia. 
Only if all the collected data are sent to the sink node in 
time to the best of the wireless sensor networks, the 
accurate description of monitoring information is not to 
be lost. 
Definition 4.1.2 Non-real-time data 
The characteristic of this type of data is the small rate 
of data change, that is the data change slowly or do not 
change basically. When special circumstances occur in 
the control environment, for the non-real-time data, the 
data change characteristics will change and it is need to 
send the original non-real time data as the real-time data. 
B.  Design of data fusion layer 
The normal vibration sensor nodes’ energy supply and 
information processing capability are highly limited in 
the wireless sensor networks of vibration. The sink node 
as shown in Fig 1 obtained additional supplies of energy 
with cable connected to the base station and it can also 
rely on back-end server of the base station to make up for 
its lack of processing capacity. 
At present, the nodes of the wireless sensor networks 
mostly use the low-power single-chip processor and do 
not do too much judging and handling of the collected 
data. The collected data will be only sent to the sink node 
in a multi-hop manner through the nodes’ own wireless 
communication protocol modules and the data analysis 
and processing work is completed fully by the Sink node. 
The wireless sensor networks can be divided into the 
sensing application layer
[13,14] and the data 
communication layer in the logical structure. The sensing 
application layer implements the sensor data acquisition 
and sends the collected data to the data communication 
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Figure 3. Petri network of non-real-time data reduction in data fusion 
layer 
layer. The data communications layer sends all the data 
from the sensing application layer to the sink node. 
The proposed vibration monitoring system based on 
the wireless sensor networks introduces the data fusion 
layer to further reduce the data traffic and nodes’ energy 
consumption in the wireless sensor networks to extend 
the network lifetime.in this paper. Fig 2 shows the logic 
structure of the wireless sensor networks with the data 
fusion layer. After the program in the sensing application 
layer collects the sensor data, it will pass the sensor data 
to the data infusion layer. In the data fusion layer, non-
real-time data are reduced and ultimately only the real-
time sensor data and the changed non-real-time sensor 
data are sent to the data communication layer. The sink 
node uses its back-end server to restore a complete 
change of non-real-time data with the known sampling 
period and sampling point. With such data collection and 
transmission strategies we will greatly reduce the data 
traffic and nodes’ energy consumption in the wireless 
sensor networks to extend the network lifetime. 
C. Realization of data fusion algorithm 
  In the data fusion layer, the reduction processing 
algorithm of non-real-time data with the petri 
network
[15,16,17]is shown in Fig. 3, in which the state 
elements set P is shown in Table 1, transition set T is 
shown in Table 2. 
The main goals of this paper is to only send the data 
which can reflect changes of the monitored region by 
reducing the transmission of unnecessary collected data, 
which reduces network data traffic and the overall energy 
consumption of the wireless sensor networks to extend 
the nodes’ survival time. The data reduction target is the 
non-real-time data. So the last collected non-real-time 
data β of the same type is temporarily stored in the data 
fusion layer. Each non-real-time data α to be sent 
compares with the prior stored and last collected data β 
and then their difference δ is obtained. When the 
difference  δ of the acquisition is less than the change 
threshold Δ1, it is considered that the data collected and 
the last collected are the same, there is no need to send it 
to the sink node and it is not to be sent. 
When  δ is greater than or equal to Δ2 it means the 
change rate of monitored data has exceeded non-real-time 
change threshold and it is needed to send the data with 
the real-time data processing method. 
When the change value of the non-real time data is sent 
to the sink node with its own recorded sampling period of 
the non-real-time data in the node, the interpolation and 
restoration of non-real-time data changes collected in the 
sensor node are done. 
For the sink node, restoring such a non-real-time data 
is also required to synchronize with the sampling time 
points of the node in addition to the sampling period. The 
time synchronization issues discussed in detail are not 
within the scope of this paper. Therefore in the designed 
algorithm, the approximate time synchronization is used 
with an acceptable error. In normal operation of wireless 
sensor nodes, the sink node receives the sensor data 
packet information and makes the acquisition time 
synchronization at the same time.  
The synchronization is divided into two specific 
situations: The first situation, the sink node each time 
receives the sensor data packets from a sensor node and 
the sampling time points are synchronized. The second 
situation, when the monitoring sensor information in the 
wireless sensor networks has few changes, the sensor 
nodes send few sensor data packets, which also bring 
problems: the network itself can not determine the 
survival of the node. In order to ensure that the node will 
not become a "dummy node" when monitoring data never 
changes, the synchronization time-out counter Timersend, 
and its corresponding threshold Tsend are set in the node. 
When Timersend exceeds the threshold Tsend, the sensor 
data are forcedly sent a time to synchronize the sampling 
TABLE II.    
COLLECTION OF STATE TRANSITION 
T Description 
T1 Calculate  δ=|α-β| 
T2 Timersend is reset to zero 
T3  Change non-real-time data to real-time data 
T4 Data  α is sent to the data communication layer 
T5  β<=α 
T6  β<=α 
T7 Detect  if  Timersend exceeds the threshold Tsend 
T8 Timersend<=0 
T9 Data  β is sent to the data communication layer 
T10 Timersend is normally counted 
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transmission, we can make the multiple relationships of 
the send cycle threshold Tsend and the collection threshold 
Tcollect in the setting: Tcollect*n=Tsend. 
D. Analysis of the data fusion algorithm performance 
Suppose: 
1 (, , , , ) ; ,0 , 1 , , ( 6 ) si i m Af a L a i k m k s L n εω ++ == =  
Where, As denotes the data packet to be sent, ai+1～ai+m 
the collected data of a node at m-consecutive time, ai+1 
the benchmark for the similarity judgments. Define each 
m data as a fusion unit, ε denotes the standard of data 
similarity verification
[18,19], ω the size of alarm threshold, 
f the data fusion algorithm. In addition: 
(, ) ( 7 ) ss s e n d Num g A T =  
1
(8)
n
s
s
Num Num
=
=∑  
Where Nums denotes the times of sending data after 
the data packet processed in As,  Num the total times of 
sending data in the sample space. The function g is   the 
aggregation classification algorithm for the data packets 
in As, for example, which data packet to be merged and 
which data packet to be piggybacked. 
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If the current similar benchmark is an-2, then known 
from formula (10) the probability of sending data packet 
in this current fusion unit is given as follows: 
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Formula (11) can be simplified as follows: 
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    Formula (12) shows that there is the sent data if there is 
data not similar to the data benchmark, which from the 
negative side proves the correctness of the above 
algorithm model and the data state division in this paper. 
At the same time formula (12) also shows that there is no 
relationship between the probability of sending data and 
the size of m and the probability of sending data is only 
related to the judgment benchmark an and the maximum 
similarity error ε. 
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From the central limit theorem, we can obtain the 
following formulas: 
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      Given any point in the sample space, the sending 
probability of the data in the fusion unit can be calculated 
from formula (13) and (15) if the mean, variance and the 
maximum similar error ε are known. Using the 
continuous 4998 raw data of a node, by the MATLAB 
simulation the mean and variance can be obtained as 
follows: μ=41.8483, σ=2.2264. If T=40,41,42 and ε=0.5 
or 1, transform the sample into the standard normal 
distribution, look up the table and the following results in 
table 3 can be calculated. 
It can be seen that the sending probability of the point 
near the mean is smaller than that of the point far from 
the mean. At the same time the probability of not sending 
data packet becomes larger with the restriction relaxation 
of ε, which is fully consistent with the above model and 
algorithm design requirements. If this algorithm is not 
used, each packet of data is to be sent and the probability 
is 1. Using this algorithm, if the sending probability of a 
point is 0.5, then it can be approximately understood that 
50% of the data packets will not be sent in the entire 
sample, which can save nearly 50% of the sending 
energy. 
V.  CONCLUSION 
The above method of vibration monitoring based on 
the wireless sensor networks is a novel method of 
monitoring. Its main feature is wireless and online. The 
multi-sink topological structure of WSN can improve the 
transmission efficiency of multi-hop network to meet the 
vibration test requirements of low-latency, high 
TABLE III.    
CALCULATING THE SENDING PROBABILITY AROUND THE MEAN 
T  ε  P 
40 1  0.93 
40 0.5  0.94 
41 1  0.89 
41 0.5  0.99 
42 1  0.87 
42 0.5  0.96 
406 JOURNAL OF NETWORKS, VOL. 7, NO. 2, FEBRUARY 2012
© 2012 ACADEMY PUBLISHERfrequency sampling and high data throughput, in which 
only the data which can reflect changes of the monitored 
region is sent with the reduction of non-real-time data to 
reduce the transmission of unnecessary collected data, 
which reduces network data traffic and the overall energy 
consumption of the wireless sensor networks to extend 
nodes’ survival time. In this paper, the vibration 
measurement is limited to auxiliaries of rotating 
machinery in the power plant and it can be gradually 
applied to the host vibration monitoring after we 
accumulate some experience. It thus has wide prospects 
of application. 
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