Methods which calculate state feedback matrices explicitly for uncontrollable systems are considered in this paper. They are based on the well-known method of the entire eigenstructure assignment. The use of a particular similarity transformation exposes certain intrinsic properties of the closed loop w-eigenvectors together with their companion z-vectors. The methods are extended further to deal with multi-input control systems. Existence of eigenvectors solution is established. A differentiation property of the z-vectors is proved for the repeated eigenvalues assignment case. Two examples are worked out in detail.
Introduction
A study by [1] on eigenvalue assignment for single-input linear systems is followed in this paper. It is based on the well-known entire eigenstructure assignment method [2] - [4] . A survey on the entire eigenstructure method has been conducted by [5] , and used by [6] for control system design. An algorithmic approach to eigenvalue assignment has been conducted by [7] , besides, partial assignment using orthogonality relations by [8] . In addition, studies regarding existence, uniqueness, and numerical solution have been conducted by [9] .
As required by this method, the w-eigenvectors and companion z-vectors are extracted out of the null space of an augmented n n m × + matrix . Basically, the method in [1] deals with a transformed system representation. It also avoids manipulating null spaces. Instead, it relies on explicit determination of the closed loop w-eigenvectors and the companion z-vectors of the transformed system. The determination process is systematic and conceptually simple. The components of the w-eigenvectors depend explicitly on the assigned eigenvalues and on the coefficients of the charac-teristic equation. The companion z-vectors turn out to be straightforward, being the open loop characteristic equation evaluated at the closed loop eigenvalues to be assigned.
The procedure in [1] has been applied to single-input controllable systems. In this paper, the method is revisited and shown to apply to uncontrollable systems equally well. Besides, the method has also been extended to deal with a particular case of multi-input systems. To achieve this, the transformation matrices have been modified accordingly to suit the uncontrollable case and the multi-input case. The case of repeated eigenvalues is also revisited, proving the facts established by demonstration in [1] . Furthermore, existence of the solution of the assigned closed loop eigenvectors is also proved.
For the single-input and multi-input cases, the study shows that calculations of the needed w-eigenvectors and the z-vectors are based on lower order matrices specifying the controllable part and the uncontrollable part of the system. Such approach simplifies the design process, and provides numerical advantages.
Finally, the two examples are worked out in Section 8 to illustrate the ease of use of the assignment process.
Basis of the Method
Consider the linear time-invariant system given by
where 
Such setup as in (2.3) is associated in the control literature with the entire eigenstructure assignment method (see [2] [3]).
It is assumed that the open loop characteristic equation is given by ( )
In the development of the explicit methods, a state transformation T is used where x Tp = , and as has been shown in [1] , the T matrix needed is 
A similar transformation will be used in this paper, together with the following rearrangement of (2.3) as
Such rearrangement is preferable in order to avoid a mixture pluses and minuses in the resulting formulae.
The Uncontrollable Case
The design procedure outlined in [1] applies to controllable systems only. It will now be extended to the case of uncontrollable systems. It turns out that the same explicit w-eigenvectors and z-vectors determination still applies with the added advantage of manipulating lower order matrices and vectors. A transformation matrix T different from that in (2.5) should be used since that of (2.5) will not be invertible due to the uncontrollability of the system. The modified T assumes the following form.
where q is the number of controllable eigenvalues and N is any nxn q − matrix chosen to guarantee the nonsingularity of T. With this particular transformation the partitioned G and H matrices will assume the following forms. 
where c G and q H will retain the forms of (2.7) but of reduced dimension, that is 
where q n < , c G is a× matrix representing the controllable part of the system, u G and 2 G are n q n q − × − and q n q × − matrices respectively which depend on the particular choice of N . Although matrix u G is not unique (depending on N ), its eigenvalues are unique being equal to the uncontrollable eigenvalues.
Solutions by Decomposition of the Eigenvectors
It will now be shown that the calculation complexity can be eased through decomposing the closed loop eigenvectors into two vector parts. By doing so, reduced order matrices are dealt with, resulting in vector parts of di- where ic W and iu W are 1 q × and 1 n q − × vectors respectively. According to (2.8) , and dealing with the transformed system, we solve [ ] ( )
The arbitrariness in ic W is due to the arbitrariness in choosing i z and in whatever arbitrariness is available in the null space of u i G I λ − . This second choice is a must when using the entire eigenstructure assignment method. If iu W is a zero vector then the W matrix of the n closed loop eigenvectors will be singular. Obviously this should be avoided as
implies an invertible W matrix. It is worth mentioning that an eigenvector corresponding to an uncontrollable eigenvalue can be tailored out of the two possible ones stemming from the two choices.
Finally, having obtained n independent eigenvectors 
A Multi-Input Case
The explicit nature of the method can be extended to a multi-input case. This is possible in the case where matrices A and B have a particular structure which results in the following augmented matrix 
G T AT I H T B A I
A
where 1 
The following proof is straightforward, achieved by substituting generalized matrix forms for the w-eigenvectors and z-vectors in (5. Λ either specifies a single eigenvalue, in which case we get m independent eigenvectors to choose from, or it specifies m distinct eigenvalues in which case we get a single eigenvector corresponding to an eigenvalue. Besides, a real-element i Λ can be used to assign complex eigenvalues whenever the number m caters for that. The extension of the assignment to multi-input uncontrollable systems is also straightforward. The number of the uncontrollable eigenvalues should be an integer multiple of m in this case. If their number is n mg − then matrices T, G, and H assume the following forms. 
I G G T AT H T B A I
The same theory developed in Section 4 still applies. The uncontrollable eigenvalues are those of u G .
2 G will be a g n g × − zero matrix, and u G will be diagonal or a Jordan form if matrix N is a basis of the span of the uncontrollable subspsce.
Repeated Eigenvalues
In [1] , it has been demonstrated that the z-vectors associated with the repeated eigenvalues can be obtained by successive differentiation of the basic z-vector .It remains to prove this property irrespective of the transformation used.
Consider the general setup of the entire eigenstructure assignment as formulated in ( Confirming what has been demonstrated in [1] . Such differential properties regarding the w-eigenvectors and z-vectors are pertinent to the vectors irrespective of the transformation used. 
Existence of the Solution
For the solution of ic W , using (7.1) ( ) 
Examples
Example 1 An uncontrollable system has the following system matrices The system is unstable having eigenvalues 1, −1, −2, and −3. It is required to assign the eigenvalues −3, −4, −5, and of course to reassign the uncontrollable eigenvalue −2.
The similarity transformation used is 
