[1] In light of the increasing number of drifting buoys in the ocean and recent advances in the realism of ocean general circulation models toward oceanic forecasting, the problem of assimilation of Lagrangian observations data in Eulerian models is investigated. A new and general rigorous approach is developed based on optimal interpolation (OI) methods, which takes into account directly the Lagrangian nature of the observations. An idealized version of this general formulation is tested in the framework of identical twin experiments using a reduced gravity, quasi-geostrophic model. An extensive study is conducted to quantify the effectiveness of Lagrangian data assimilation as a function of the number of drifters, the frequency of assimilation, and the uncertainties associated with the forcing functions driving the ocean model. The performance of the Lagrangian assimilation technique is also compared to that of conventional methods of assimilating drifters as moving current meters, and assimilation of Eulerian data, such as fixed-point velocities. Overall, the results are very favorable for the assimilation of Lagrangian observations to improve the Eulerian velocity field in ocean models. The results of our assimilation twin experiments imply an optimal sampling frequency for oceanic Lagrangian instruments in the range of 20-50% of the Lagrangian integral timescale of the flow field. 
Introduction
[2] In the last decade, deployment of drifting buoys has increased drastically and the data density is expected to increase in the coming years . Lagrangian data are important for global ocean exploration because of their extensive horizontal coverage. Historically, they have been used primarily to compute statistical properties of the circulation, such as mean flow structure, secondorder statistics, and transport properties [Davis, 1991; Owens, 1991; Swenson and Niiler, 1996; Bauer et al., 1998; Lavender et al., 2000; Poulain, 2001; Fratantoni, 2001; Zhang et al., 2001] . Oceanic Lagrangian data stimulated development of novel methods to address issues of Lagrangian mixing and transport using tools based on dynamical system theory [Wiggins, 1992; Poje and Haller, 1999; Coulliette and Wiggins, 2000] . Lagrangian data are used in statistical modeling of particle motion [Thomson, 1986; Griffa et al., 1995; Griffa, 1996; Falco et al., 2000] , for assimilating into Lagrangian stochastic models [Ö zgök-men et al., 2000 Castellari et al., 2001; Piterbarg, 2001] and for estimating Eulerian velocity fields [Toner et al., 2001a [Toner et al., , 2001b . Presently, and even more so in the future, the increasing data density will allow their use not only in statistical studies, but also in prediction studies, for which they provide real-time measurements to complement numerical ocean circulation models. In particular, given recent advances in the realism of ocean general circulation models [Smith et al., 2000; Stammer and Chassignet, 2000] , assimilation of the information provided by Lagrangian instruments into ocean general circulation models for forecasting ocean velocity fields, is an important, timely, and challenging research problem.
[3] Lagrangian instruments are floating buoys designed to move with the current and to communicate their position at discrete intervals of time Át. Here, the focus is on instruments that provide real-time information via satellite, because they are directly relevant to the nowcasting/forecasting problem. These include near-surface drifters, and profiling floats moving in the subsurface at a certain reference level and resurfacing every Át to communicate. In addition to the position, Lagrangian instruments also provide other types of information depending on the specific type of instruments, such as temperature and salinity profiles. All these data can be used for assimilation in numerical models. In this study, we focus on the assimilation of float positions into a numerical model for improving nowcasts of the Eulerian velocity field.
[4] There is a number of open issues connected with the assimilation of float positions. A central problem common to all Lagrangian data is that there is a nonlinear relationship between the observed variables, the positions r, and the model variables to be modified, the Eulerian velocities u. This nonlinear functional, r = H(u), directly enters in the assimilation scheme, introducing significant difficulties in the formulation. When the time interval Át between successive position measurements is small with respect to the Lagrangian integral timescale T L (typically on the order of 1 -3 days for the ocean surface and 7 -10 days for subsurface) [e.g., Griffa, 1996] , this problem can be circumvented by approximating u as finite difference of successive positions, u % Ár/Át [Ishikawa et al., 1996; Hernandez et al., 1995] . This approach, to which we will refer as ''pseudo-Lagrangian,'' corresponds to the use of Lagrangian instruments as ''moving current meters.'' In many cases, Át is a sizable fraction of T L , and this approach is expected to be inaccurate. In those cases, the Lagrangian nature of data needs to be directly addressed.
[5] In this paper, the assimilation of drifter positions in ocean models to improve velocity information is addressed by introducing a new formulation and conducting a comprehensive study to determine its performance.
[6] The formulation is introduced in the framework of the optimal interpolation (OI) method, and it addresses the difficulty introduced by the nonlinear relationship H(u) taking directly into account the Lagrangian nature of the observations. The formulation is general and can in principle account for information about the extended float path. As a first step, though, a simplified algorithm is introduced where only two successive positions are considered at each given time. This simplified algorithm is extensively tested numerically. Conceptually, the position increments of the floats during each assimilation time interval Át are forecasted using the model, and the model Eulerian velocity field is modified in order to minimize the difference between observed and forecasted positions. The algorithm is tested using the classical ''twin experiment'' approach, and double-gyre circulations from a quasi-geostrophic reduced gravity model. Synthetic surface drifters are released in the ''control'' ocean and their positions are assimilated in the ''assimilation'' ocean. The dependence of the difference between Eulerian circulations in control and assimilation oceans on the various parameters of the problem, e.g., the sampling interval Át, the wind forcing driving the models, and the number and launch positions of the drifters, are investigated and the robustness of the results is studied. The performance of assimilating drifter positions is also compared to the conventional technique of assimilating the drifter data as moving current meters, and assimilation of stationary current meter data.
[7] A reduced gravity, instead of a multilayer approach is preferred in this study for simplicity because multiple layers do not only interact in a complex manner, but they also require implementation of specific assimilation techniques to project surface information with fluid depth [Chin et al., 2002] . Also, the quasi-geostrophic formulation has only one prognostic variable, i.e., the potential vorticity. Hence, this model is considerably simpler than primitive equation models, for the purpose of exploring the feasibility of Lagrangian data assimilation in Eulerian models. In primitive equation models, in fact, assimilated velocities have to be consistent with the other dynamical variables, such as density, in order to properly modify the solution without introducing spurious noise. Multilayer and multivariate dynamics are outside the scope of this initial feasibility study, and will be topics of future investigation.
[8] The assimilation of drifter trajectories in an ocean general circulation model was also investigated by Kamachi and O'Brien [1995] . The primary differences of the present study and that by Kamachi and O'Brien [1995] are as follows. Kamachi and O'Brien [1995] use an adjoint method and a variational formalism with a cost function measuring the distance between the trajectories of the model simulated drifters and the observed drifters. Generally, adjoint methods require significant coding, computation time, and need to be adapted for individual ocean models. Here, we present a technique that is not only highly portable, but also computationally very efficient. Second, we demonstrate that the difference in effectiveness between pseudo-Lagrangian and fully Lagrangian assimilation is only a function of the assimilation period Át scaled by Lagrangian decorrelation timescale T L , and this difference is quantified. As experiments have been performed for a single Át by Kamachi and O'Brien [1995] , they do not isolate exactly when the Lagrangian assimilation is more effective than classical techniques, and when it is not necessary to try to incorporate Lagrangian considerations in assimilation schemes.
[9] The paper is organized as follows. The mathematical background and the Lagrangian assimilation formulation are introduced in section 2. The numerical model and the experimental setup are discussed in section 3. The results are presented and discussed in section 4. A summary is provided in section 5 together with some remarks for future studies.
General Formulation for Lagrangian Data Assimilation
[10] The data assimilation problem can be approached in many different ways [Bennett, 1992; Ghil and MalanotteRizzoli, 1991] . In particular, three main approaches can be recognized on the basis of the relative importance which an investigator assigns to a model and observations. If it is required that the assimilated field satisfies the model equations, exactly or approximately, one readily arrives at the control theory set up, which in turn leads to multiple forward and backward integrations of the original and adjoint equations. The observations are used to ''correct'' the model parameters, initial and boundary conditions, etc. This approach is hard to apply to nonlinear systems and is computationally expensive. However, when these difficulties are overcome, the method is very efficient, e.g. the review and references therein by Evensen et al. [1998] .
[11] The second approach is the Kalman filter method, in which the assimilated field is not required to be the global solution of the model equations anymore, but instead the equations are used as a physically reasonable interpolator between sequential observations. There are also some computational difficulties, which have been effectively attacked lately [Cane et al., 1996; Chin et al., 1999] . As for the Lagrangian data assimilation, the Kalman filter was used by Carter [1989] for assimilating ''RAFOS'' floats in a simple shallow water model of the Gulf Stream.
[12] Finally, if the model and observations are treated as partners with equal rights, then the problem is to find a best (linear) combinations of them as the true field representation. Analytically and computationally, this is the simplest assimilation method, so we choose it for the present work. The Lagrangian data assimilation problem is a difficult one and it is quite reasonable to start with a simple method to establish a benchmark for implementing more sophisticated approaches.
[13] A theoretical basis for an OI of model output and observations is the following relationship based on general Bayesian theory [e.g., Lorenc, 2000] :
where u a is the model velocity vector after assimilation, u b is the model velocity vector before assimilation, y is the vector of observations, H(u b ) is the functional that relates model state variables to the observations, R o is the observation error covariance matrix, R b is the covariance matrix of the model uncertainty, superscript T stands for transposition, and, finally
is the derivative of the model-to-observation functional (sensitivity matrix). We interpret ''vectors'' u a and u b as assimilated and model Eulerian vector fields on a given grid during run time T ob , respectively, and y as observed position increments computed from a set of particle trajectories observed during the same time T ob .
[14] Equation (1) is optimal under the following conditions:
1. The prior distribution of the true velocity vector u is Gaussian with mean u b and covariance R b . Thus, we suppose that a model gives an unbiased estimate of the real velocity field with Gaussian error characterized by R b . 2. The distribution of the observation vector y is Gaussian with mean H(u) and covariance R o . Hence, it is supposed that the observations are also unbiased and their error is characterized by R o . This error is determined by instrument accuracy and resolution.
3. The functional H(u) is linear, which implies that G is constant.
[15] In the discussed problem, the conjecture (listed in third condition above) is not true in general, even though it might approximately hold locally. Thus, in the considered case, (1) is not optimal. Nevertheless, we choose to pursue (1), because in nonlinear stochastic problems the optimal solution is almost never available and the hope is that the solution optimal in the linear case would perform in an acceptable way also in the nonlinear case. There is a full analogy between (1) and formulas for the extended Kalman filter (EKF) [Carter, 1989] . Although the EKF is not the optimal nonlinear filtering method, it is widely used in assimilation applications.
Assimilation Algorithm
[16] Consider M Lagrangian particles released at the same time t = 0 from different positions r 1 0 , r 2 0 , . . ., r M 0 on the plane or isopycnic surface. Their motion is covered by the following system of 2M equations:
where u(t, r) is a Eulerian velocity field, and v m (t) = dr m /dt is the horizontal Lagrangian velocity of the m-th particle.
Assume that the trajectories are observed with some errors in discrete moments nÁt, n = 1, 2, . . ., N and denote observations by r m o (n), while the corresponding quantities obtained from the model for the same initial conditions are denoted by r m b (n).
[17] Introduce finite difference Lagrangian velocity obtained from the position increments for observations and model, respectively
and let u ij (n) = u(nÁt, ih, jh) be the Eulerian velocity values on a grid with step h at moment n. Let
where Du/Dr is the matrix of velocity spatial gradients and kÁk is a matrix norm. Assume
Condition (4) is true if the frequency of measurements is high enough to resolve the spatial gradients of the current. In this study, we mostly consider and evaluate the simplest assimilation formula. This formula can be obtained from the general relations (1) and (2) accounting for only zerothorder terms in . The description of a possible generalization of this formula is given in section 2.3, where the assimilation formula (15) accounts for the first-order terms in . A detailed derivation of (5) and (15) from (1) and (2) is given in Appendix A.
[18] The zeroth-order simplest assimilation formula is (5) come from approximating the delta function appearing in this derivative by the Gauss function.
[19] Notice that the simplified expression (5) takes into account only one assimilation time step Át, or equivalently only two successive data points. Conceptually, then, it does not fully introduce the information on particle paths. Rather, it converts the position information into Lagrangian velocity information v, i.e., velocity averaged along particle trajectories during the time Át. v b is computed in the model by generating trajectories during Át and using the two end points. The simplified algorithm (5), which is the focus of the present paper, can be considered as a first step in the implementation of the general formulation (1) and (2). Possible generalizations to multistep algorithms, including more extended path informations, are discussed in Appendix A and in section 2.3, where an explicit formula for the two time step algorithm is given.
''Pseudo-Lagrangian'' Assimilation
[20] Now we compare the assimilation formula (5) with ''pseudo-Lagrangian'' assimilation. The pseudo-Lagrangian formulation is simpler than the fully Lagrangian formulation, since it assumes that the observed and model variables are the same. In the pseudo-Lagrangian assimilation, trajectories and Lagrangian velocities are not computed using the model, but rather the model Eulerian velocity u b is directly used. In the limit of small Át, Lagrangian and Eulerian velocities indeed coincide, and therefore the pseudo-Lagrangian assimilation is expected to provide similar results with respect to the full Lagrangian assimilation. For finite Át, though, the differences between the two methods are expected to be relevant. In the pseudo-Lagrangian assimilation, the functional H is linear and G is constant in the OI formulation. In other words, the difference between the observed Lagrangian velocity v o and the Eulerian model velocity u b appears directly in the correction term in (1). [21] In the following, we compare the procedure (5) written in vector form
with the local pseudo-Lagrangian procedure,
is the Eulerian velocity at the drifter position found by interpolating grid velocities. For the sake of simplicity assume that the observations are almost perfect (a % 1), and that for a given grid point (i, j) only one observed trajectory is passing through this point, while other drifters are far enough from this grid point. The latter means
where the subscript m is referred to the observed trajectory. Thus, (8) and (9) become
where v ij o (n) and v ij b (n) are observed (real) and modeled Lagrangian velocities respectively at the point (i, j) at moment n. The ratio r of the assimilation error for (10) and (11) becomes
By neglecting the Eulerian velocity time derivative one can obtain the following decomposition
where
the ratio of the assimilation errors from fully Lagrangian and pseudo-Lagrangian methods becomes
This quantity will be used in the comparison of fully Lagrangian and pseudo-Lagrangian assimilation schemes presented in section 4.6.
Extensions of the Assimilation Algorithm
[22] The goal of this paper is a comprehensive investigation of the simplest assimilation algorithm (5). This algorithm is local, in both time and space, in the sense that it uses only the observations made at the same time moment and the nearest observations in space. Locality in time comes from neglecting terms of order e in (1) and (2) or, equivalently, the matrix G is replaced by a diagonal matrix with the same diagonal elements. Locality in space is due to the assumption of diagonality of the covariance matrices involved in (1). Thus, more sophisticated and potentially more powerful assimilation procedures can be obtained by accounting for the terms of higher order in e and incorporating spatial correlations to the model and/or observation errors. In particular, still assuming uncorrelated errors, but replacing G in (1) and (2) by a two-diagonal matrix, we get the following two-step assimilation algorithm (see Appendix A)
where terms of order O(a À1) are omitted and
is essentially the same gradient matrix as in (13), but taken at the position of m-th drifter at the moment n. This procedure involves trajectories observations at the moments n À 2, n À 1, n as well as the model velocity gradients along the observed trajectories.
[23] In general, there is no essential analytical difficulties in constructing multistep assimilation procedures since we have developed a general assimilation formula (A19) with all the quantities well defined and the general expression (A14) for the entries of the most important matrix G. Another class of assimilation procedures can be obtained by introducing space correlations to the modeled error. If the introduced correlation scale is d, then the corresponding algorithm involves observations within radius d of the assimilation point. Explicit procedures can be developed on the base of expressions for entries of the matrices involved in (1) (see (A3), (A4), and (A7) in Appendix A). Detailed derivation and investigation of nonlocal interpolation procedures is beyond the scope of this paper and will be a subject of further research.
The Numerical Model and Experimental Setup
[24] The quasi-geostrophic reduced gravity model equations are:
where q is the potential vorticity defined by
Here, y is the geostrophic stream function, f 0 is the Coriolis frequency at a reference latitude, b is the meridional gradient of the Coriolis frequency,
0 is the reduced gravity, H is the active layer depth, w E is the Ekman velocity field proportional to the wind stress curl, n is the horizontal eddy viscosity, r is the interfacial friction coefficient and
@y 2 is the horizontal Laplacian operator.
[25] A nondimensionalized form of the prognostic equation (16) is advanced in time using a predictor-corrector type of leapfrog method [Gazdag, 1976] . The Jacobian operator J y; q ð Þ ¼ @y @x @q @y À @q @x @y @y is computed using the formulation proposed by Arakawa [1966] that conserves kinetic energy and enstrophy, and satisfies the antisymmetry property J(y, q) = ÀJ(q, y). The diagnostic equation (17) is inverted using a Gauss -Seidel iteration technique.
[26] The model is configured in a square domain of 2000 Â 2000 km 2 and centered at 30°N. The equilibrium layer thickness is taken as 1000 m, and the stratification is such that the Rossby radius of deformation is approximately 42 km, typical of midlatitude circulation. An idealized doublegyre configuration is adopted for the experiments, since this is probably the best-known setup in ocean modeling since the study by Holland [1978] and the dynamics of which, Sverdrup gyres, western boundary currents, midlatitude jet and mesoscale eddies, are familiar to oceanographers. The wind forcing, sinusoidally varying with latitude, drives subtropical and subpolar gyres of equivalent strength of 30 Sv along the western boundary. The eddy viscosity coefficient is taken as n = 200 m 2 s À1 such that the viscous boundary layer scale (n/b) 1/3 is larger than the grid spacing of 20 km. No normal flow and free-slip conditions are applied along all boundaries. The parameters of the numerical model are summarized in Table 1 .
Identical Twin Experiments and Assimilation Implementation
[27] In order to exactly quantify the performance of the data assimilation scheme, the identical twin experiment approach is used (Figure 1) . First, the model is integrated for 20 years until the Rossby waves cross the basin, enhance the western boundary current and the midlatitude jet, and the model energetics reach a statistically steady state. Synthetic surface drifters are then launched in the model and advected with the model velocity field using a fourthorder Runge -Kutta scheme with the same time step of 1.6 hours used for the model integration. Therefore, the exact Eulerian velocity field, or the so-called ''control'', generating the ''observed data'' or positions of drifters, is known in this approach.
[28] The drifter data are then assimilated into another model run, the so-called ''assimilation'' run, which has one of these two characteristics: (1) has the same parameters as the control case but starts from a different initial conditions during the statistically steady state, which simulates the effect of not knowing the exact state of the ocean in reality, or (2) is subject to a different wind stress forcing, which allows us to explore the impact of not knowing the exact forcing functions acting on the ocean. A third experiment, the so-called ''no-assimilation'' run, depicts the state of the model evolution without assimilation of drifter data.
[29] In all the experiments, the assimilation of the drifter positions is performed using the algorithm (5). We recall that this algorithm is obtained under the following assumptions: (1) the model error is spatially uncorrelated and (2) the sensitivity matrix G equation (2) is approximated using a linear, zeroth-order expansion of r(u), so that the velocity gradient does not enter in G. It is worth mentioning that in equation (5), a certain degree of smoothing is maintained, even in absence of error structure, by the Gaussian function approximation to the delta function in G(A8). Also, it can be expected that for the quasi-geostrophic equation, smoothing is provided by the elliptic equation (17), so that the error correlation function is expected to play a somewhat less important role than in the case of assimilation in primitive equation models.
[30] From the practical point of view, the assimilation (5) , as a function of the difference between forecast (C) and observation (B) using (5). From the modified u a (t 0 ) field, first the modified relative vorticity, and then y(t 0 ) is computed inverting the finite difference matrix representation of (17). The model is then advanced forward again, starting from t 0 to t 0 + Át, using the modified y. The parameter a defined in (7) [31] The success of the assimilation in the experiments is evaluated both qualitatively and quantitatively. Qualitatively, the stream function patterns of the control, assimilation and no assimilation runs are visually compared at different times. Quantitatively, two different overall measurements of the difference between control and assimilation have been considered and evaluated during the experiment time evolutions: 
where Eru and Ery define the RMS of the velocity and stream function difference between control (''c'') and assimilation (''a'') runs normalized by the corresponding RMS values of the control. Note that Eru is a stricter measure than Ery because it is based on the velocity that corresponds to the gradient of the stream function. In the following, only the behavior of Eru is shown for simplicity. The behavior of Ery is qualitatively similar, and the values are typically smaller, approximately by a factor of 1.6.
Results
[32] In this section, a series of experiments is presented, following the approach described above and aimed at quantifying the efficiency of the Lagrangian assimilation method. A base experiment, EXP-BASE, which will be used as a benchmark, is presented first and described in detail. The robustness of the results of EXP-BASE is then tested by varying the parameters of the problem: the sampling period Át, the wind forcing, the number and the initial positions of the drifters. These parameters are changed in a realistic range in order to provide guidance for applications in the real ocean.
[33] A quantitative comparison between the performance of the full Lagrangian formulation (5) with respect to the ''pseudo-Lagrangian'' scheme (9), which approximates the Lagrangian velocity Ár/Át using the Eulerian velocity at the drifter position is carried out. Finally, a comparison between assimilation of Lagrangian data and assimilation of Eulerian data, such as those provided by current meters, is presented.
The Base Experiment
[34] The basic characteristics of the benchmark experiment, EXP-BASE, are summarized in Table 2 . A cluster of 25 drifters are released in the energetic western central region corresponding to the meandering jet and to the recirculations, in a box of 600 Â 600 km (see Figure 3a) . A set of 25 drifters has been chosen in order to have a number of Lagrangian data comparable to the number realistically available in the real ocean. WOCE/ARGO planned density is of the order of 1 float per 5°Â 5°, hence roughly in the neighborhood of 20 floats total over our domain of 2000 Â 2000 km 2 . Also, we anticipate that, as shown in section 4.4, the assimilation results do not change drastically for higher data density up to 200 drifters. The control solution is nonlinear and nonstationary, with the RMS velocity of the order of 10 cm s À1 and the surface Lagrangian timescale of the order of T L % 10 days (estimated as e-folding timescale). With respect to the real ocean, the model is characterized by longer timescales, similar to the Lagrangian timescales of the subsurface ocean. This is not surprising, given the simplified dynamics and the steady forcing [Garraffo et al., 2001; Berloff and McWilliams, 2002] .
[35] The initial conditions for the assimilation and no assimilation runs are identical (Figures 3c and 3d ), but different from that for the control run (Figure 3b) as described in the identical twin experiment setup ( Figure  1 ). All model parameters are identical in the control, assimilation and no assimilation runs.
[36] At t > 0, the assimilation of the drifter positions starts, with a sampling period Át = 1.6 hours, which corresponds to the time step of the model, so that the assimilation is performed at each model time step. We anticipate that the results are also very similar for longer Át, approximately up to 2 days, as discussed in detail in section 4.2. The spaghetti diagrams of the drifters are shown Figure 2 . Schematic illustration of the assimilation algorithm. Given the drifter positions at t = t 0 (A) and t = t 0 + Át (B), the model forecast at t = t 0 + Át is improved from (C) to (D) by modifying the model Eulerian circulation field at t = t 0 within a circle of influence (model grid layout is shown in the background) using algorithm (5), which acts to minimize the distance between positions (B) and (C). The drifter position data are given at discrete time interval Át, whereas the model simulated drifters can follow paths as shown between forecasted and corrected positions, (AC) and (AD), respectively. in Figures 3a, 3e , 3i, and 3m (trajectories are shown from t = 70 days to t = 90 days). During the simulation, most of the drifters remain in the western central region, trapped in the main circulation gyres. The transport stream functions demonstrate that the assimilation of drifter positions is highly effective after 10 days, leading to a quick convergence of the assimilation toward the control (Figures 3b-3d and 3j -3l). This first phase is followed by a slower but continuous convergence. After the first few months, some of the drifters might leave the highly energetic region, and reduce the efficiency of the assimilation. As a compromise, we choose to stop the simulation at t = 90 days. The patterns of control and assimilation runs are nearly identical at t = 90 days (Figures 3n and 3o) , while the no assimilation run appears completely different (Figure 3p ). The error between control and assimilation runs at t = 90 days is Eru % 20% (Table 3) . Overall, the results are highly satisfactory.
[37] In order to investigate that the rapid transition of assimilation run from no assimilation to control flow is independent of the specific realization, three other experiments have been performed starting from different initial flow patterns. The results are similar to that described above, with a difference of at most 10% in Eru. Therefore, the generality of the EXP-BASE results is confirmed.
Sensitivity to the Sampling Period Át
[38] In the real ocean, the sampling period of the Lagrangian instruments can vary widely, typically ranging from a few minutes to a few days for drifters in the upper ocean, and from 8 hours to 1-2 weeks for SOFAR, RAFOS and profiling floats in the subsurface. Given the wide range of Át, it is important to understand the sensitivity of the results to its changes.
[39] A series of experiments has been performed maintaining the same configuration as in EXP-BASE, but changing the value of the sampling period Át ( Table 2 ). The convergence characteristics are shown in Figure 4a , in which Eru is plotted for 90 days for experiments with Át = 2, 5, and 10 days (dashed lines). For comparison, Eru corresponding to the no assimilation experiment is also displayed (solid line), which shows that the normalized RMS error between the no assimilation and the control cases maintains values between 95% and 120% during the observation period of 90 days. In contrast, Eru in all assimilation runs decreases very quickly in the first 10 days, and then it keeps decreasing at a slower rate. The best results are obtained using Át = 2 days, and the convergence characteristics deteriorate gradually for longer sampling periods.
[40] A summary of the results for 1.6 hours Át 20 days is provided in Figure 4b , where the values of Eru computed at t = 90 days are plotted (dashed line with ''*''). For reference, the value of T L % 10 days is marked. As it can be seen, Eru remains low for Át in the range between 1.6 hours and 2 days, with values of less than 24%. At closer inspection a minimum can be observed, corresponding to Át % 2 days. This minimum, even though not very pronounced, appears to be significant since it is present also in the simulations performed with different initial conditions. The reasons for its occurrence will be discussed in the following. For Át > 2 days, the error starts to increase, reaching values of Eru % 61% for Át = 5 days, Eru % 75% for Át = 10 days and Eru % 97% for Át = 20 days.
[41] The error for Át > 2 days can be reduced by repeating the assimilation procedure (Figure 2 ) for each time interval Át more than once, using (5) to minimize the distance between points (C) and (B), and then (D) and (B), and so on. A priori indication that such an iterative process can be effective is given by the theoretical error estimate for the one-step procedure derived in section 2.3,
where D is given by (13). As it can be seen, the error (19) can converge to zero for finite Át provided that the model velocity gradient is sufficiently similar to the truth gradient.
The convergence of the model to the truth can be accelerated by iterating the process.
[42] This iterative procedure has been tested in a number of experiments, and it has been proven to be effective for Át > 2 days. The results obtained with two iterations appear to be optimal in most cases, and they are shown in Figure 4b (solid line with ''o''). The error Eru for Át = 5 days is reduced from 61% to 38%, and at Át = 10 days from 75% to 65%. For Át = 20 days, despite the reduction, the error value remains high (%87%). This can be expected given that the content of information on the velocity is highly degraded for Át > T L . The other noticeable feature of Figure  4b is the evident delay between the two lines. The optimal sampling period is increased from 2 days with one iteration to 3 days with two iterations, and the optimal range (to obtain an error less than 20%) is enlarged from Át < 2 to Át < 3 days. In the following, for Át > 2 days, we will always refer to results obtained with 2 iterations of assimilation.
[43] The presence of the minimum error in Figure 4b can be explained, at least qualitatively, in the following way. The assimilation procedure introduces a small numerical error, related to the computation of the flow field y from the corrected velocity u a . The size of the numerical error has been evaluated in a series of preliminary runs where control and assimilation were started from the same initial condition. In these experiments, the assimilation runs appear to diverge slightly from the control. The assimilation error after 10 days is Eru % 10% for Át = 1.6 hours, whereas Eru % 0.8% for Át = 2 days, due to the fact that the assimilation is performed more frequently for Át = 1.6 hours. The phase mismatch between the data from control run and the fields from the simulation with assimilation leads to constant injection of high frequency noise that is amplified by the nonlinear flow. We believe that this same mechanism is also responsible for the observed minimum in the present experiments.
[44] In order to gain more insight on the results, the behavior of Eru as function of time and the patterns of the solutions at t = 90 days are considered (Figures 4 and 5) . Three selected solutions are shown, obtained using Át = 2, 5, and 10 days. As it can be seen, the solution pattern for Át = 2 days (Figure 5b ), corresponding to the minimum error (Eru % 18%) in Figure 4b , is nearly identical to the control (Figure 5a ). For Át = 5 days (Figure 5c ), the pattern is still quite similar to the control and the error maintains relatively low (Eru % 38%). For Át = 10 days (Figure 5d ), the error is higher (Eru % 65%), but there is still a clear improvement with respect to the no-assimilation (Figure 3p) , with the solution resembling the average between control and no-assimilation. This is an indication that the global error Eru is a quite strict measure of the assimilation results.
[45] The present results can be used to suggest recommended values for Át in the ocean, using appropriate scaling by T L . In the model, optimal performances are obtained for Át % T L /5. For the ocean surface, with T L % 1-3 days, this implies Át % 5-15 hours, while for the subsurface with T L % 7 -10 days, Át % 1.5-2 days. For higher Át, the error is still limited and the solution is still close to the control up to Át % T L /2, i.e., %0.5 -1.5 days for the surface and %3.5 -5 days for the subsurface.
Sensitivity to Model Forcing
[46] With the objective of exploring the efficiency of the assimilation technique in the case when the knowledge of forcing driving oceanic circulation (in addition to the knowledge of the initial conditions) is poor, an experiment denoted EXP-FORCE1 has been performed ( Table 2) . In this experiment, 20 years of spin-up is conducted using a wind forcing having the same structure as that in EXP-BASE, but an amplitude 50% higher such that Sverdrup gyres attain a transport of 45 Sv along the western boundary. The assimilation and no-assimilation runs have then been initialized using this spin-up, and this high wind forcing is maintained throughout the observation period, whereas the wind forcing acting on the control ocean is kept the same as in EXP-BASE (generating gyres with strengths of 30 Sv). The same drifter trajectories are considered as before (Figures 3a, 3e, 3i , and 3m) and their positions are assimilated using Át = 2 days. Since the difference in the wind forcing between assimilation and control runs is quite substantial, we expect that the results will provide an extremely challenging test for the effective-ness of the assimilation algorithm. An observation period of 180 days is considered anticipating a slower convergence in this experiment.
[47] Snapshots of the solutions for control, assimilation and no-assimilation runs at t = 90 and 180 days are shown in Figure 6 . The patterns of the assimilation run indicate a clear convergence toward the control. At t = 90 days, the assimilation solution (Figure 6b ) looks like an average between control and no assimilation (Figures 6a and 6c) , while at t = 180 days the resemblance to the control is much more clear (Figures 6d and 6e) . In regions where there is drifter information, the assimilation run has lost all its memory, while in the other regions the pattern is still similar to the no-assimilation run. The corresponding Eru values are 72% and 65% at t = 90 days and t = 180 days, respectively. These values appear high, but as demonstrated above, Eru is a quite strict measure of error. Also, it should be noted that this experimental run is characterized by a considerably higher energy, due to the higher forcing maintained throughout the simulation. The slow convergence is expected given that in this case the wind works ''against'' the assimilation, i.e., it tends to drive the assimilation run away from the control.
[48] In the previous experiment, the assimilation of drifter data is able to reduce significantly the energy level despite the high wind forcing, therefore acting as a dissipative mechanism. For assimilation of real drifter data in ocean circulation models, however, one would also encounter the opposite scenario. Garraffo et al. [2001] found that the Lagrangian integral timescale of real drifters in the North Atlantic Ocean is typically 2 times smaller than that of synthetic drifters released in the flow field from a realistic high-resolution Miami Isopycnic Ocean Model. Some ocean circulation models tend to be less energetic than the real ocean, in part due to errors in wind forcing (e.g., use of climatological versus daily winds). Therefore, another experiment is carried out (EXP-FORCE2), in which drifter data from EXP-BASE are assimilated into a model run driven by 50% smaller wind forcing (i.e., the strength of the Sverdrup circulation is about 15 Sv). Due to weak wind forcing, the midlatitude jet in this experiment is stable, and the flow field is steady (Figure 7a ) such that assimilation experiment at t = 0 is the same as no-assimilation case at all times. Once the assimilation of drifters positions is carried out, both the intensity and location of the mesocale eddy activity is reproduced successfully, and the velocity error Figure 5 . Transport stream function (ci: 10 Sv) at t = 90 days for (a) control run, (b) assimilation run using Át = 2 days (Eru % 18%), (c) assimilation run using Át = 5 days (Eru % 38%), and (d) assimilation run using Át = 10 days (Eru % 65%) in EXP-BASE. [49] These results indicate that the drifter assimilation is effective in the presence of large errors in the wind forcing driving the ocean circulation model.
Sensitivity to the Number of Drifters
[50] Seven experiments, in addition to EXP-BASE, have been performed with 9, 16, 36, 49, 100, 144, and 196 drifters homogeneously released in the energetic western midlatitude jet region (Figure 3a) , while keeping other model parameters same as those in EXP-BASE (Table 2) . The velocity error Eru at t = 90 days is plotted as a function of the number of drifters in Figure 8 , which shows the asymptoting behavior of error as the number of drifters is increased. The error is about Eru = 11% with 196 drifters, but only two percentage points higher with 100 drifters. Visually, the difference in the flow field between assimilation and control cases is not noticeable when the number of drifters exceeds 25. There is significant increase in error only when the number of drifters is reduced to 9. However, many features of the mesoscale eddy field in the control experiment are reproduced well with 16 and even with 9 drifters in the assimilation run (Figure 9 ). This result indicates that the assimilation is effective even with a limited number of instruments, and it is quite encouraging, especially considering that the total basin size is 2000 Â 2000 km 2 .
Sensitivity to the Initial Distribution of Drifters
[51] In order to explore the impact of the launch location of the drifters on the assimilation error, 6 experiments are conducted, in which 25 drifters distributed over the same area as in EXP-BASE are moved around the domain according to the kinetic energy distribution (EXP-DRIFT-25b -g) as shown in Figure 10 (upper panel). EXP-BASE is identical to EXP-DRIFT-a. Also, an experiment is carried out, in which 25 drifters are launched homogeneously over the entire domain (EXP-DRIFT-25h). The error Eru at t = 90 days is then plotted as a function of the average kinetic energy of these subdomains normalized by that of the entire domain in Figure 10 (lower panel). This figure shows the general trend of better assimilation performance when the drifters are released in energetic regions. The importance of effectively sampling the energetic regions in assimilation problems has been pointed out in a number of previous studies [MalanotteRizzoli and Holland, 1988] . Notice that, despite the clear general trend, a considerable scatter can be seen in the results of Figure 10 (lower panel). This appears to be indicative of the sensitivity of Lagrangian motion to the detailed characteristics of the flow field, suggesting that other factors than the initial launching position play an important role, such as for instance dispersion and data voids occurring during the drifter history. The comprehensive investigation of optimal sampling for Lagrangian data assimilation described in this study is a difficult task beyond the scope of the present study. A recent paper by Poje et al. [2002] provides detailed considerations for drifter launch strategies to reconstruct Eulerian model flow fields using a least squares minimization of the difference between model and drifter velocities, as described by Toner et al. [2001a Toner et al. [ , 2001b .
[52] For applications in the real ocean, the results generally indicate the importance of the initial sampling strategy and suggest that a sampling targeted at high-energy regions is likely to be more efficient than a homogeneous sampling. Also, the results suggest that the assimilation can be highly effective even with a relatively low data density, provided that the drifters are concentrated in the energetic regions. It should be pointed out, however, that the residence time of the drifters in the energetic structures might be significantly different in the model and in the real ocean. In the model, drifters released in the western recirculation tend to be trapped for a relatively long time (on the order of months), whereas in the real ocean (especially at the surface) drifters tend to be advected away from the energetic regions much quicker. As a consequence, the sampling problem in the ocean is certainly more complex, and probably implies repeated samplings in order to maintain a certain data density in the regions of interest.
Comparison With ''Pseudo-Lagrangian'' Assimilation
[53] A series of experiments has been performed in order to compare the results obtained with the Lagrangian assimilation with results from the pseudo-Lagrangian assimilation (section 2.2). To this end, the experiments discussed in sections 4.1 and 4.2, corresponding to the EXP-BASE configuration with various Át, have been repeated using the pseudo-Lagrangian assimilation (EXP-PSEUDO) (see Table 2 ). In these experiments a bilinear spatial interpolation is used to find the Eulerian velocity at the drifter position. The pseudo-Lagrangian assimilation, as already noted in the Introduction, is often used in the assimilation of Lagrangian data [Ishikawa et al., 1996] , so that the comparison is of interest for practical applications.
[54] A guidance to the comparison is already given by the theoretical results of section 2.3, where error estimates for the two formulations are computed. For the pseudoLagrangian assimilation (9), the error computed over a time interval Át and for a given grid point is expressed by
with D given by (13). Expression (20) indicates that the error is always finite as long as D o u o is finite, i.e., Át and Áu o are finite. This suggests the existence of a bias that prevents the convergence of the assimilation to the control. This is not the case for the fully Lagrangian error (19), as discussed in section 4.2.
[55] The significance of the theoretical estimates (19) and (20) have been tested considering a set of experiments, in which the assimilation run starts from the same initial conditions as the control. According to (19) and (20), the Lagrangian assimilation should have zero error, while the pseudo-Lagrangian assimilation should have a finite error (proportional to Át). The experiments confirm that the Lagrangian error is indeed significantly smaller than the pseudo-Lagrangian error, especially for sizable Át. As an example, for 10 day experiments, the Lagrangian Eru % 0.8% using Át = 2 days (nonzero due to numerical noise discussed above), while the pseudo-Lagrangian error is significantly higher (more than 1 order of magnitude), Eru pseudo % 11%.
[56] When the assimilation is performed starting from a different initial condition than the control, (19) and (20) do not provide direct indications on which scheme performs better, at least at initial times. The comparison between the EXP-BASE and the EXP-PSEUDO results shows that the Lagrangian assimilation performs better in all the considered cases. A typical example (for Át = 3 days) of error evolution for Lagrangian and pseudo-Lagrangian assimilation schemes is shown in Figure 11a , which indicates that the error associated with the Lagrangian scheme is less than that for the pseudo-Lagrangian scheme and the difference increases in time. The value of the difference, or equivalently of the ratio r(14) between Lagrangian and pseudoLagrangian errors, appears to change with Át.
[57] A normalized error difference is defined as
and the dependence of ÁEr, computed at t = 90 days, on Át is depicted in Figure 11b . When Át is very small (few hours to 1 day) the relative error ÁEr is small, showing that the two assimilation methods are giving similar results. For small sampling period, the approximation made by the pseudo-Lagrangian method (Lagrangian velocity approximated by Eulerian velocity) is valid, so the two methods are improving the velocity forecast with the same efficiency. ÁEr shows positive and increasing values for increasing Át up to Át = 3 days, i.e., % T L /3. Here ÁEr reaches its maximum, ÁEr % 130%, indicating that the pseudo-Lagrangian error is more than the double of the Lagrangian error. For Át > 3 days, ÁEr starts to decrease. There is an optimal range, 2 days < ÁEr < 5 days where ÁEr > 60%, showing that the direct use of the drifter position leads to a great improvement of the assimilation with respect to the more traditional pseudoLagrangian method. For Át % T L , ÁEr reduces, even though it is still positive and significant, ÁEr % 20%. This is likely to be due to the fact that the Lagrangian assimilation converges more efficiently to the control once the model reaches a condition that is relatively similar to it (20). For Át % T L , the model solution maintains quite distant from the control and this effect plays a less significant role. Finally, for Át ) T L , ÁEr tends to zero as both Lagrangian and pseudo-Lagrangian errors reach approximately 90%. [58] In summary, the results indicate that the pseudoLagrangian assimilation is subject to a bias, which is intimately related to the basic approximation of the Lagrangian velocity as Eulerian velocity. This is an unwanted property for an assimilation scheme. The Lagrangian velocity is not affected by this bias, and therefore is preferable in general. For practical applications, the Lagrangian assimilation provides significantly better results than the pseudoLagrangian assimilation in all cases, especially in the optimal range T L /5 < Át < T L /2.
Comparison With Current Meter Assimilation
[59] A last series of experiments have been performed in order to compare the assimilation of drifter data to the assimilation of Eulerian velocity data at fixed points. The goal is to investigate how effective are the Lagrangian data compared to current meter data in correcting the velocity field, and to provide suggestions for monitoring and sampling strategies.
[60] Two experiments have been performed, in which ''current meter'' measurements, instead of drifter measurements, are assimilated. The experiments, EXP-EUL-25 and EXP-EUL-9 (Table 2) , have the same configuration as EXP-BASE and EXP-DRIF-9 respectively, and are characterized by 25 and 9 current meters located in the central western region, with positions corresponding to the drifter initial conditions (Figures 3a and 7c) . The assimilation of the Eulerian velocity is performed using the same local approximation as in the Lagrangian assimilation. In the case of current meters located at grid points, the algorithm is given by:
The results are shown in Figure 12 for Át = 2 days, with snapshots of the assimilation at t = 90 days to be compared with the control and no assimilation in Figures 3n and 3p .
Other Át values have also been considered and a trend of Eru(Át) qualitatively similar to the one in Figure 4 has been found, even though the error increases more slowly at increasing Át. This is because the Eulerian velocity measurements are instantaneous and do not deteriorate with increasing Át as in the Lagrangian case.
[61] The results with 25 current meters (EXP-EUL-25) show a good qualitative resemblance with the control. Compared to the results with 25 drifters (EXP-MAIN) (Figure 3o ), the stream function field from day 90, EXP-EUL-25 appears more similar to the no assimilation case, especially in regions where there are no measurements, and the error is significantly higher (41% instead than 18%). The normalized error difference between the fully Lagrangian method and the assimilation of current meter data was computed and ÁEr Eul = 103% (marked in Figure 11b by ''*'') showing that the relative improvement with respect to the pseudo-Lagrangian case is greater.
[62] This is even more evident when the number of instruments is decreased, as in EXP-EUL-9. In this case the stream function appears modified only in a few areas and it is characterized by a high error (Eru % 67%). By comparison the results with 9 drifters (EXP-DRIF-9) (Figure 7d ) appear much smoother and closer to the control (Eru % 50%). This is likely to be due to the fact that the Lagrangian instruments are moving and give informations in space and time, while current meters yield informations only at fixed points, leading to error accumulation in regions with no data.
[63] In summary, the results indicate that the assimilation of Lagrangian data is more effective than the assimilation of current meter data, especially in the case of low instrument density. One remark, already made earlier, is that in the ocean the residence time of Lagrangian instruments in energetic regions might be lower than in the model, so that the use of fixed instruments may be more convenient in some key areas. ces in the realism of ocean general circulation models toward oceanic forecasting, the problem of assimilation of positions of Lagrangian instruments in Eulerian models is investigated. A general formulation specifically written for the position variables is introduced, and a simplified algorithm has been derived and tested numerically. This algorithm is characterized by an approximation of the sensitivity matrix, G = dH/du(2), based on a zeroth-order expansion of the position increments Á r, so that the velocity gradient is not explicitly included. Only one assimilation time step Át, or equivalently two successive data points, are considered so that the assimilation is written in terms of Lagrangian velocity v, i.e., velocity averaged along particle trajectories during Át. Even though the simplified algorithm is the focus of the present paper, higher-order generalizations, able to include the full path information in the assimilation, are also discussed, and a two time step algorithm is explicitly derived.
Summary and Concluding Remarks
[65] We emphasize that the algorithm (5) introduced in this paper is not only highly portable, and easy to code, it is also computationally highly efficient. Therefore, this technique presents significant advantages in implementation and computational efficiency with respect to the alternative approach used by Kamachi and O'Brien [1995] , who relied on an adjoint model, which requires significant coding for each ocean model, and additional integration time.
[66] Note that the Lagrangian assimilation, even in the one-step approximation, is different from the pseudoLagrangian approximation often used in the literature. In the Lagrangian assimilation, the position increments Ár of the floats during Át are forecasted by the model, and the model Eulerian velocity is corrected considering the difference between forecasted and observed increments (or equivalently between forecasted and observed Lagrangian velocities v = Ár/Át). In the pseudo-Lagrangian case, instead, Ár is not forecasted by the model and the correction term depends on the difference between Eulerian model velocities u b and observed Lagrangian velocities v o . The two approaches are expected to coincide only in the limit of small Át, when Lagrangian and Eulerian velocities coincide.
[67] The Lagrangian assimilation algorithm has been tested using the twin experiment approach with a reduced gravity, quasi-geostrophic model using a double-gyre configuration. A base experiment has been tested first, in which 25 drifters launched in the western central region of the control run are assimilated in the assimilation run, characterized by a different initial condition. The assimilation is highly effective, showing a significant convergence toward the control in the first 3 months. The stream function patterns of the solutions are nearly identical, while the error computed as RMS velocity of the difference is Eru % 20% at 90 days. The robustness of these results has been tested by varying a number of parameters, such as the sampling period Át, the wind forcing, and the drifter number and initial conditions. The parameters are varied in a realistic range, so that the results can provide guidance for ocean applications. A list of the errors for all the test simulations is summarized in Table 3 .
[68] The primary new contribution of this study to improve our understanding of how to better utilize Lagrangian nature of drifter data in ocean models is that it is shown that the difference in effectiveness between pseudo-Lagrangian and fully Lagrangian assimilation is only a function of the assimilation period Át scaled by the Lagrangian decorrelation timescale T L , and quantified this difference. The results at varying Át show the existence of an optimal range, Át % T L /5, with Eru (90 days) < 20%. For the ocean surface, using appropriate scaling by T L , this corresponds to Át % 5-15 hours, while for the subsurface Át % 1.5-2 days. Even for longer Át, the assimilation remains effective, with Eru % 38% for Át % T L /2 (0.5 -1.5 days for the surface, 3.5-7 days for subsurface) and Eru % 65% for Át % T L . For Át > T L , the information content on the Eulerian velocity that can be obtained from the positions degrades and the assimilations loses its effectiveness. This result complements those by Kamachi and O'Brien [1995] , who conducted experiments using a single Át, in that we isolate when the Lagrangian assimilation is more effective than classical techniques, and when it is not necessary to try to incorporate Lagrangian considerations in assimilation schemes.
[69] The impact of the uncertainties in the oceanic forcing functions on the assimilation is investigated by forcing the assimilation run by winds of different intensity than that in the control. The results are encouraging. The method is able to correct the model forecast in both cases when the wind forcing is over estimated or under estimated. Varying the number of drifters and their initial sampling shows that the assimilation is effective even with a small number of drifters (9 drifters for a basin of 2000 Â 2000 km 2 ), provided that they are concentrated in the energetic regions. When the drifters are released in high-energy regions (meandering jet, recirculation regions), and their residence time in those regions is high, the success of the assimilation is guaranteed. In the real ocean, the sampling strategy might be more complex, including repeated samplings, given that the residence time in the energetic structures is likely to be smaller than in the model, so that other factors may be important like dispersion and data voids.
[70] The results obtained with the Lagrangian assimilation have then been compared with other assimilation methods. Regarding the pseudo-Lagrangian assimilation, it has been found that it is affected by a bias, directly related to its basic assumption. In practical applications, the Lagrangian assimilation provides better results in all the tested cases, and especially in the optimal range Át T L /2. The assimilation of current meters (fixed-point velocity instruments), instead of drifters, has also been tested. It is found that the Lagrangian assimilation is more effective, especially for low density values, since Lagrangian instruments tend to provide a smoother and more homogeneous coverage avoiding error accumulation in regions of data voids.
[71] In summary, the results are very positive and indicate the high potential of using Lagrangian data for assimilation in Eulerian models. The present results can be considered as a first step in the investigation, since they are obtained using the simplest one-step local algorithm and they are applied to the quasi-geostropic dynamics. Future work is planned to generalize the present work considering more complex algorithms to compute G and applying the methodology to the more complete primitive equation models. Regarding the use of multistep algorithm, allowing the more complete use of path information, an important issue will be to verify whether or not the increased values of the Lagrangian data will compensate the increased complexity in the assimilation algorithm, and how many successive steps will be optimal to consider, in relation also to the intrinsic Lagrangian timescale of the processes. Also, realistic problems associated with specific instruments will be considered. As an example, in the case of profiling floats, the position information is expected to depend not only on the motion experienced at the reference level but also on the drift experienced during the ascendant motion. This implies that the information on the velocity at the reference level are contaminated by vertical shear. How to take into account this contamination and possibly remove it is an important open issue for Lagrangian assimilation applications.
Appendix A: Derivation of Assimilation Formulas
[72] The derivation of (5) from (1) and (2) 
where the double primes mean model and observational errors, respectively. The rows in these matrices correspond to the same velocity components. More exactly, the first row refers to the zonal component and the second row to the meridional component. The defined 2 Â 2 matrices are used to build matrices G, R b , and R o respectively included in (1). Matrix
appearing in (1) Integrating the last equation with the zero initial conditions we obtain (A9) and (A10). with 2K Â 2K entries given by
and D m (n) is the matrix of velocity gradients (multiplied by Át/2) at the position of the mth particle at moment n. Condition (A22) allows to easily find the inverse matrix L
À1
up to the first order in D by using the perturbation theory arguments. With (A15) and (A16) in mind, this results in (15).
