This paper explores applications of several traditional and latest decomposition methods for approximating solutions of linear and nonlinear partial differential equations in multiphysical computations. Differences and similarities between concerned ADI and LOD strategies are discussed and analyzed. Eikonal transformation based splitting realizations are introduced for solving highly oscillatory paraxial Helmholtz problems on micro and macro scaled domains. It is found that modern decomposition algorithms developed achieve not only anticipated accuracy and efficiency, but also stabilities. Therefore required high reliability is ensured throughout multiphysical and multiscaled computations.
INTRODUCTION
Assume that its semidiscretization of (1.1) yields the following system (1.2) where AB  BA in general, and approximates u on D. Let v(t 0 ) = v 0 be an initial vector given. Then for arbitrary τ > 0, the exact solution of (1.2) can be provided by the variation-of-constant formula [2] , By the same token we have
The integral equations lead to the alternating direction implicit (ADI) method where (1.3) and w is an approximation of v. Integrals ψ 1 , ψ 2 can be evaluated exactly in many cases, say, when ψ is a constant vector. In the particular case if φ is a nonlinear function of u, that is, (1.1), (1.2) are semilinear, then the only additional effort needed is to employ suitable numerical quadratures for (1.3). Suitable iterative procedures may then be required for the ADI solution [8] . 
Combining the two aforementioned ADI equations and reassigning 2τ as τ, we obtain the following one-step ADI formula, (1.4) where and is known as the PeacemanRachford splitting operator. The ADI decomposition procedure can be conveniently extended for solving high dimensional problems [4, 8] .
On the other hand, the solution of (1.2) can also be expressed as
Recall a standard first order exponential splitting, Thus, an application of the [1/1] Padé approximant to the matrix exponentials leads immediately to the local one-dimensional, or LOD, method [6] : Although each of the above offers a second order Crank-Nicolson method in its respective direction, their consecutive application, (1.5), is of first order accuracy due to the limitation of the particular exponential splitting utilized [1, 6, 8] .
Connections Between ADI and LOD Methods are visible. To see this, recall the ADI scheme (1.4) . Apply the formula twice we acquire that where Therefore,
approximants of e τA , e τB respectively, the above can be viewed as an approximation of
( 1.6) where Equation (1.6) can be further comprised to a symmetric form via
Both (1.6) and (1.7) can be viewed as repeated applications of LOD strategies, though the latter involves a Strang splitting operator [6, 8] . The decompositions are extremely useful in parallel, distributed and statistical computations.
DECOMPOSITIONS FOR HIGHLY OSCILLATORY SOLUTIONS
Consider a slowly varying envelope approximation of the light beam [3] . A commonly used paraxial wave model is the Helmholtz equation,
where E is the electric field function of the light wave within a narrow cone, z is the beam propagation direction, x, y are transverse directions perpendicular to the light, κ 0 is the wavenumber in free space, l 0 is the reference refractive index and l(x, y, z) is the cross section index profile [9] . The solution of (2.1) is highly oscillatory when κ = κ 0 l 0 is large. Consider a standard initial condition,
where G 0 is sufficiently smooth, together with homogeneous Dirichlet boundary conditions.
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We look for a Gaussian beam solution of (2.1) in the form of
where φ(x, y, z) and ψ(x, y, z) are sufficiently smooth real functions, φ ≠ 0,
Now, a substitution of (2.3) into (2.1) yields the following pair of nonlinear differential equations, Based on the decomposition formula (1.4), an ADI approximation of (2.6) is
where Iρ is the ρ  ρ identity matrix, and are dimensional CFL numbers, and for i, j = 1, 2,..., n, σ = 0, 1, 2, . . . , 
,
, ,
where  stands for a standard Kronecker product, then
It can be shown that for the oscillation-free ADI method (2.7) we have 
A DOMAIN SPLITTING APPROXIMATION
Domain splitting strategies are different from traditional domain decomposition. They offer a straightforward way in multiphysical computations and are important to many applications involving singular or near singular phenomena [7, 9] . For instance, in the event of the highly oscillatory wave Further, in light of the symmetry of E in the transverse direction, we assume that
(3.4)
. Since g(E) is independent of r, a semi-discretization approach for (3.2), (3.3) yields the following semidiscretized system (3.5) (3.6) where k ≥ 1 is a small integer for which 0 < k~h < r and (k + 1)h ≥ r.
Values of E 0 and E n + 1 can be determined via the initial condition and (3.4), respectively.
On the other hand, continuing differentiations of (3.2) yield (3.7)
By the same token, from (3.3) we acquire that (3.8)
Substitute (3.7), (3.8) into (3.5), (3.6), respectively. Simplify. We obtain the following fourth order decomposed compact scheme:
.
We acquire from (3.9), (3.10) readily the following compact decomposition algorithm for the numerical solution of the paraxial wave problem (3.1), (3.11) where
( ), involved in muitiphysical problems, new convergence, stability results can be significantly differently from those for conventional nonsingular problems, and must be carefully investigated. An implicit adaptive decomposition scheme may not assume automatically a numerical stability in general.
A modified compact algorithm for the numerical solution of paraxial Helmholtz equation (3.1) is introduced under the concept of domain splitting based on the multiscale feature of the optical application. A fourth order accuracy in the transverse direction is achieved for the highly oscillatory component of the numerical solution on radially symmetric electric fields. The computational method, benefitted from a domain splitting design, is simple in structure and unconditionally stable. The new algorithm takes advantages from both compactness and decomposition, and provides far more details of the solution of (3.1) within the micro focusing region in the electromagnetical field. This contributes to not only a better understanding of the optical system concerned, but also improvements of engineering technologies. Similar decomposition strategies can be extended for investigations involving nonuniform or adaptive transverse meshes.
