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CHAPTER 1. INTRODUCTION TO MAGNETIC SUPERCONDUCTORS 
I.l Introduction 
The recent discovery of superconductivity in the quartemary intermetallic compounds 
RNizBzC (R = Sc, Y, Lu, Tm, Er, Ho, or Th) [Nagarajan, 1994] [Cava, 1994] [Ku, 1994] 
[Sarrao, 1994] has received great attention because not only of high superconducting 
transition temperature (Tc) but also of their variety of exotic physical properties. The TcS of 
these quaternary compounds are among the highest for intermetallic boride systems known to 
date. The TcS range from =16.5 K for R = Lu to = 15.6, 15, 11, 10.5, 8, and 6 K for Y, Sc, 
Tm, Er, Ho, and Th, respectively. Of more importance is that this system is the first truly 
quartemary intermetallic class of magnetic superconductors. This gives rise to the possibility 
of new phenomena similar to those seen in the high-Tc copper-oxide superconductors. 
[Bednorz, 1986] 
The LuNi2B2C compound has a ThCr2Si2-type crystal structure with additional carbon 
atoms in each R layer (Fig. 1.1). Adding of C atoms between boron - boron bonds results in 
the expansion of the c-axis lattice parameter and the contraction of the a-axis lattice parameter 
as indicated by comparing the lattice parameters of the ThCr2Si2-type compound YC02B2 with 
those of LuNi2B2C. [Villars, 1991] As a result, the new LuNi2B2C structure, even though it is 
a three dimensionally connected framework, can be viewed as a layered system, reminiscent of 
2 
LuC 
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Figure 1.1 The ciystal structure of LuNi2B2C showing LuC planes and Ni2B2 tetrahedral 
layers (after [Siegrist, 1994]). 
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the high-Tc oxide superconductors. As can be seen in Fig. 1.1, the LuC layers alternate with 
Ni2B2 layers with a 1; 1 ratio. The LuC and Ni2B2 layers are bonded together by C atoms, 
forming cages for the Lu atoms. Most of the rare-earth elements can be substituted in the Lu 
site. The a-axis lattice parameter decreases and the c-axis lattice parameter increases with 
substitution of smaller size lanthanide ions, resulting in a small lanthanide contraction in 
volume. 
Electronic band structure calculations performed on LuNi2B2C show that the Fermi 
energy coincides with the peak of a predominantly Ni 3d band density of states. [Mattheiss, 
1994] [Pickett, 1994] They also suggest that despite their layered structure, these 
borocarbide compounds are electronically three dimensional and are more similar to 
conventional intermetallic superconductors than to the cuprate high-Tc superconductors. 
1.2 Magnetism and Superconductivity 
1.2.1 Historical Review 
Although both magnetism and superconductivity are important and common collective 
phenomena of solids, most elements, alloys and compounds do not show the two phenomena 
in the same material at the same time. Considering the large number of either 
superconducting or magnetic substances, this mutual exclusion is clearly not merely 
accidental, but has a deeper reason, reflecting the antagonistic nature of the two phenomena 
except possibly in the heavy fermion superconductors and high-Tc cuprates. 
4 
The first person to notice this, and to discuss the possible reasons for it was Ginzburg. 
[Ginzburg, 1957] He considered the interaction of the magnetic induction B = |aoM, due to 
magnetization of the magnetic ions, with the superconducting state and pointed out that, for 
most cases, the magnetic induction would be higher than the (thermodynamic) critical field of 
the superconductor (at his time only type-I superconductors were considered). Thus, 
superconductivity would not coexist with ferromagnetism unless special geometries, like thin 
films, were considered. 
The first experiments addressing this question were carried out by Matthias ei al. 
[Matthias, 1958] They introduced magnetic impurities into superconductors in order to 
obtain materials that would show both phenomena. These experiments showed that the 
antagonistic nature between the two phenomena went beyond the electromagnetic coupling 
considered by Ginzburg. In fact, very small amounts of magnetic impurities were found to 
destroy the superconducting state, and Matthias and co-workers suggested this to be a result 
of the exchange interaction between the conduction electrons and the localized magnetic 
moments. This led Abrikosov and Gor'kov to develop their ground breaking theory of 
magnetic impurities in superconductors. [Abrikosov, 1961] 
These initial investigations left the experimentalists with the challenge of finding 
materials where the two phenomena happen at the same time in one compound and the 
theorist with an equally interesting challenge to describe how the two would mutually interact. 
In the early stages of research on "magnetic" superconductivity, the investigations were made 
difficult by the absence of materials where the phenomena could be properly studied, due to 
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the inhomogeneous distribution of the doped magnetic impurities. The discovery in the mid-
seventies of the ternary superconductors containing a regular lattice of magnetic ions, like 
RMoeSs [Fischer, 1975], RMosSeg [Shelton, 1976] and RRh4B4 [Matthias, 1977] changed 
this situation. With these compounds considerable progress has been made in our 
understanding of the interplay of magnetism with superconductivity. After a short summary 
of theoretical magnetic pair breaking of superconductivity, the experimental results obtained 
after the discovery of ternary superconductors will be presented in the next sections. 
1.2.2 Multiple Pair Breaking Theory 
The suppression of Tc by magnetic impurities in superconductors was considered by 
Abrikosov and Gor'kov (AG) [Abrikosov, 1961], using Green function techniques, and this 
work later became the basis for numerous investigations of pair breaking phenomena in 
superconductors. In the scattering process of a Cooper pair by a magnetic impurity, which 
tends to lift the degeneracy of the singlet Cooper pair, the superconductivity will be destroyed 
when the scattering time is becomes of the order h/A, A being the superconducting gap 
parameter. They showed that the critical temperature is given by the expression, 
ln(l/t) = 4^(1/2 + p/2t) - «P(l/2), (1.1) 
where T is the digamma function, t = T/Tco, and Tc and T^o are the superconducting critical 
temperatures of the superconductor with and without impurities, repectively. p is known as 
the pair breaking parameter and is given by 
6 
P = (KTjeo)'' =XN(0) J(J+l)/8kBTcO , (1.2) 
where N(0) is the density of states at the Fermi level, x is the concentration of magnetic 
impurities, I is exchange constant between conduction electrons and magnetic moments, J is 
total angular momentum of magnetic ion, gj is the Lande g factor, and ks is Boltzman's 
constant. 
The upper critical field Hc2 is affected strongly not only by the external field but also 
by the internal field produced by the magnetic impurities. The destruction of 
superconductivity by a magnetic field results from the interaction of the field with both the 
conduction electron orbits and the spins. For most cases, Hc2 is determined essentially by the 
orbital interaction, which is also responsible for the Meissner effect and the vortex lattice in 
type-II superconductors. In this case, Hc2(T) is well-known to be nearly parabolic in T. In a 
superconductor containing magnetic moments, the theory has to include both the magnetic 
scattering and the polarization effects due to the exchange interaction. The effect of an 
exchange interaction, in its most simple form, can be expressed in terms of an effective 
exchange field Hex given by [Fischer, 1979] 
where S, is the spin of a local moment, N is the number of local moments, s the spin of the 
conduction electrons, ge = 2 is the gyromagnetic ratio of the conduction electrons and M(H,T) 
Hex = (l/N)2l(S, • s) 
_ (gj - 1)1 
gjgc NPB 
M(H,T), (1.3) 
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is the magnetization. Fulde and Maki [Fulde, 1966] worked out the theory for the critical 
field of a pramagnetic superconductor taking into account these various pairbreaking effects. 
The results can be written as [Fischer, 1972] 
ln(l/0 = r/2 + !/4/(Xso-U/7] 
X + VzQi + /n + Xm + V2(Xso - ^) +17)/^] 
+ [!/2-!/4/(?WO-U/7] 
X 4'[!/2 + 'AQi + m + K+V2(K-K)-17)/^ ] 
-^('/2), (1.4) 
7 = [a' {h + m + h-j" - Va (Ko - K ff . 
In this equation, we have used h = 0.281 Hc2(T)/H*c2(0), =" 0.281Hex(T)/H*c2(0) and m = 
0.281M(H,T)/H*c2(0) where H*c2(0) is upper critical field at T = 0 without magnetic 
impurities, a is the Maki parameter given by V2 H*c2(0)/Hpo with paramagnetic upper critical 
field limit Hpo. Xso is the spin-orbit scattering parameter and the magnetic scattering 
parameter. An important result, obtained by Fulde and Maki, is that for a dirty 
superconductor (superconducting coherence length ^ > mean fi-ee path of conduction 
electrons I), in the limit of strong spin-orbit scattering, Eq. (1.4) reduces to the equation for 
the suppression of TC, Eq. (1.1), with the pair breaking parameter p given by the sum of the 
various contributions, 
P = + {H + M) + {(A^LX^O){H + HIF . (1.5) 
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The first term on the right hand side describes the magnetic scattering, the second the orbital 
pair breaking due to the external field and the magnetization, and the last term the polarization 
effects due to both the external field and the effective exchange field. 
1.3 Magnetic Superconductor Ternary Compounds 
The importance of the discovery of superconducting ternary compounds containing 
magnetic rare earth atoms is that these compounds display long range magnetic ordering and 
superconducting features in one compound at the same time, which enables researchers to 
observe not only the predicted properties but also many new phenomena. The three families of 
compounds studied extensively in the 70's and 80's were the Chevrel phases RMOgSg and 
RMogSeg and the ternary rhodium borides RRh4B4. The characteristic properties of these 
materials are: 
a. They contain an ordered lattice of magnetic rare earth atoms. 
b. Their crystal structure is of the cluster type, leading to a separation of the 
conduction electrons from the rare earth 4f-electrons. As a result, the exchange 
interaction between the two is low and superconductivity is possible, in spite of the 
high concentration of magnetic atoms. 
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1.3.1 The Chevrel Compounds RMogSo and RMogSeg 
The special properties of these materials can be understood to a first approximation by 
considering their crystal structure, which is shown in Fig. 1.2. This structure may be viewed 
as a slightly rhombohedrally deformed CsCl structure where the R atoms replace the Cs atoms 
and a pseudomolecule MogSg substitutes for CI. The latter is approximately a cube with the S 
atoms on the corner and the Mo atoms at the face center. The latter atoms thus form a 
slightly deformed octahedron, often referred to as a cluster. [Yvon, 1979] [Chevrel, 1982] 
RMogSg and RMogSeg compounds with almost all the naturally occurring rare-earth 
elements R have been synthesized, and nearly all of them are superconducting. Most of them 
also order magnetically at a temperature T^, below the superconducting transition 
temperature. One of them, HoMogSg, becomes ferromagnetic at a temperature T^, and just 
below that temperature, at Tj2, the superconducting state is destroyed, a phenomenon referred 
to as re-entrant superconductivity. [Ishikawa, 1977a] Several other compounds order 
antiferromagnetically without destruction of the superconducting state. [Ishikawa, 1977b] 
However, the onset of the antiferromagnetic order is reflected in the superconducting 
properties as, e.g., anomalies in the upper critical field. Tables 1.1 and 1.2 give an overview 
of the superconducting and magnetic transition temperatures in this class of compounds. 
1.3.2 The Ternary Rhodium Borides. RRh4B4 
The ternary rhodium borides, v^th the general formula RRh4B4, have been studied 
extensively in relation to the interplay of superconductivity and magnetism. The crystal 
10 
Figure 1.2 The crystal structure ofRMoeXg (X = S, Se) compounds. Left: One MoeXg unit. 
Right: Stacking of the MoeXg units and the R atoms (after [Yvon, 1979]). 
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TABLE 1.1 
Superconducting and magnetic transition temperature of RMogSg compounds. [Fischer, 1978] 
[Ishikawa, 1982] 
Compound Tc,(K) TC2(K) TM(K) Magnetic order Ref 
CeMoeSg 2.3 AF [Pelizzone, 1977] 
PrMoeSg 4.0 
NdMoeSg 3.5 0.3 AF [Alekseevski, 1985] 
SmMoeSg 2.9 
EuMoeSg 12 (at 0.3 AF complex [Quezel, 1984] 
12 kbar) 
GdMoeSg 1.6 0.84 AF [Majkrzak, 1979] 
TbMoeSg 2.1 1.05 AF [Thomlinson, 1981] 
DyMoeSg 2.1 0.4 AF [Moncton, 1978] 
HoMoeSg 2.2 0.79 0.75 F oscillatory [Ishikawa, 1977a] 
ErMoeSg 2.2 0.2 AF [Thomlinson, 1981] 
TmMoeSg 2 
YbMofiSg 9 [Bonville, 1980] 
LuMoeSg 2 
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TABLE 1.2 
Superconducting and magnetic transition temperature of RMogSe^ compounds [Shelton, 
1976] 
Compound Tc,(K) Tm(K) Magnetic order Ref 
CeMoeScg 
PrMoeSeg 9.0 
NdMoeSeg 8.2 2.3 [Alekseevskii, 1985] 
SmMoeSeg 6.8 
EuMoeSeg 
GdMoeSeg 5.6 0.75 AF [Maple, 1980] 
TbMoeSeg 5.7 
DyMoeSeg 5.8 
HoMoeSeg 5.6 0.53 F oscillatory [Lynn, 1984] 
ErMoeSeg 6.2 1.1 AF complex [Lynn, 1978] 
TmMoeSeg 6.3 
YbMoeSeg 5.8 
LuMoeSeg 6.2 
structure of these compounds has been shown to be of the CeCo4B4 type. [Vandenberg, 1977] 
This is a primitive tetragonal structure shown in Fig. 1.3. As in the Chevrel phases the R 
atoms form a regular nerwork and the transition metal atoms can, to a certain extent, be 
considered extended clusters. The temaiy compounds could initially be made with all the rare 
earths except La, Ce, Pr and Eu. Later on, the compounds with Ce and Pr were synthesized 
under pressure. [Kumagai, 1987] The superconducting and magnetic transition temperatures 
are given in Table 1.3. Three compounds show coexistence of superconductivity and 
antiferromagnetism; NdRh4B4, SmRh4B4, and TmRh4B4. Coexistence is possibly also realized 
in PrRh4B4. One compound, ErRh4B4, shows re-entrant behavior similar to that in HoMogSjj. 
Finally, four compounds, GdRh4B4, TbRh4B4, DyRh4B4, and 110^464, are ferromagnetic and 
do not display superconductivity. 
14 
RERh4B4 
Or e  ® R h  *6 
Figure 1.3 Representation of the CeCo4B4 crystal structure (after [Woolf, 1979]). 
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TABLE 1.3 
Superconducting and magnetic transition temperatures of primitive tetragonal IUlh4B4 
compounds [Maple, 1982] 
Compound Tc.(K) TC2(K) TM(K) Magnetic order Ref 
CeRh4B4 0.29 [Kumagai, 1987] 
PrRh4B4 4.6 1.6 [Kumagai, 1987] 
NdRh4B4 5.3 1.31 
0.89 
AF complex [Majkrzak, 1982] 
SmRh4B4 2.7 0.87 AF 
GdRh4B4 5.8 F 
XbRli4B4 7.4 F 
DyRh4B4 10.7 F 
HoRh4B4 6.7 F 
ErRh4B4 8.7 0.75 0.9 F or oscillatory [Sinha, 1982] 
TmRh4B4 9.8 0.4 AF complex [Majkrzak, 1983] 
LuRh4B4 11.5 
16 
CHAPTER 2. CRYSTAL GROWTH AND CRYSTALLINE ELECTRIC FIELD 
2.1 Growth of Single Crystal RNi2B2C 
2.1.1 Flux Method of Single Crystal Growth 
The availability of single crystals has several advantages in research on the physical 
and chemical properties of intermetallic (and other) compounds. A generally higher level of 
purity is obtained in single crystals, and, more importantly, many macroscopic and 
(particularly) microscopic probes can only be effectively utilized with single crystal materials. 
The most important and simplest technique for crystal growth is growth from a pure 
melt of the substance desired. Whereas there are numerous experimental techniques available, 
for example zone melting, crystal pulling and Bridgeman cooling, such techniques are 
generally limited to cases when the material is congruently melting and has a low vapor 
presure over the melt. One technique which can be used to grow congruently and 
incongruently melting compounds is the growth of single crystals from molten metal fluxes. 
There are several advantages of this particular technique. First, materials can be grown well 
below their melting or decomposition temperatures, and this often produces materials with 
fewer defects and much less thermal strain than the other methods do. Second, molten metals 
offer a clean enviroment for growth, since the molten metal flux often removes gaseous 
impurities which do not subsequently appear in the crystal. In this respect, a molten metal flux 
can act like a good vacuum. Third, it can be done with simple equipment. This enables single 
crystal growth without large capital equipment expenditure. 
There are, to be sure, a number of disadvantages to the technique. The first and 
foremost, also common to the other techniques, is that it is not always an applicable melthod: 
an appropriate metal flux from which the desired compound will crystallize may not be found. 
[Fisk, 1989] [Canfield, 1992] In addition, difficulties are encountered with some flux choices, 
when the flux, or some component of it, enters the crystal as an impurity or forms a new 
compound that acts as an unwanted parasitic or second phase. A further problem having to 
do with the actual growth is that flux inclusion often occurs depending on the growth 
conditions. The flux growth method may also suffer from contamination from the container. 
Finding a container to hold the melt at the temperature desired can be difficult, as secondary 
reactions often occur which one does not immediately expect. 
2.1.2 Experimental Technique 
There are several general techniques for the growth of single crystals from metallic 
fluxes depending on the required operating temperatures or the method of extracting the 
crystals from the flux. For temperatures below 1200 °C, sealing of the crucible in a quartz 
ampule is advantageous, since it provides a protective environment for the sample growth, 
contains volatile materials and allows for an extremely simple removal of the crystals from the 
flux via centrifugal forces; spinning off the flux. [Fisk, 1989] [Canfield, 1992] The starting 
materials are placed in a crucible inert to the melt, with materials having the higher melting 
temperatures on the bottom. As the low melting materials melt they flow over the higher 
melting materials and start incorporating them into the melt. The crucible itself is placed in a 
sealed evacuated quartz ampoule and slightly elevated off the bottom of the tube by shards of 
quartz. Finally, there is a plug of quartz wool above the crucible that acts as the filter during 
flux removal. After the crystals are grown, but at temperatures still above the melting point of 
the flux, the ampoule is taken out of the fiimace, inverted in the cup of a centrifijge and 
quickly spun. This forces the still liquid flux through the quartz wool and leaves the crystals 
in the crucible. There are other methods of removing crystals from the flux such as chemically 
etching the solid flux from the crystals and mechanically removing the crystals from the solid 
flux. These will not be discussed any more in this thesis since these methods were not used 
for growth of single crystals of borocarbide compounds (see [Fisk, 1989] [Canfield, 1992] for 
more detailed explanations of those methods). 
For temperatures over 1200 °C or volumes greater than 5 ml, sealing the materials in 
quartz is no longer practical, and protective atmospheres must be provided in other ways. In 
this case, a tube fiimace equipped with a tube through which inert gas is flowing is used. 
Mullite tubes can be used to at least 1500 °C, which is the upper temperature limit of 
operation of SiC element furnaces. The schematic diagram of the tube fiimace used to grow 
the crystals RNi2B2C (R = Gd, Tb, Dy, Ho, Er, Tm, Lu, Y) is shown in Fig. 2.1. A 5 ml 
alumina crucible is used as a container of the flux and crystals, and tungsten wire with 
diameter of 0.03 " is used for suspension of the crucibles. After the crystals are grown, the 5 
ml crucible is sealed in another quartz tube with another 5 ml crucible, filled with quartz wool 
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Figure 2.1 Schematic diagram of vertical tube furnace with flowing argon gas. The exit 
can conveniently be exhaused through a bubbler, allowing monitoring of flow rate. 
as a catcher of the flux and heated to the desired spin off temperature (1200 °C). Then the 
spinning off method mentioned above is used to remove the flux from the crystals. 
2.1.3 Growth of RNi2B2C fR = Gd. Tb. Dv. Ho. Er. Tm. Lu. Y) Crystals 
For the growth of single crystals of RNi2B2C compounds, there are three major 
technical choices made with the general knowledge of the crystal growth described above. 
NiaB is chosen as a metal flux to provide the optimum environment for the crystal growth. 
The tube fiimace with flowing argon gas, as shown in Fig. 2.1, is used for maintaining the 
proper crystal growth temperature, and the flux is removed by spinning the crucible in a sealed 
quartz tube. The details of the RNi2B2C crystal growth are described below. 
NijB was chosen as a flux for several reasons. First, it has a melting point (~ 1100 ° 
C) that is well below the decomposition temperature of RNijBjC (> 1500 °C). Second, it 
introduces no new elements to the quaternary melt and therefore reduces the possibility of 
impurity phases. Third, based on studies of annealed polycrystalline samples [Cava, 1994] it 
seemed clear that, at least over a limited dilution range, RNijBjC grew out of NijB during 
arc-melting and subsequent annealing. 
The growth of large crystals was optimized by using the following steps. RNijBjC is 
first prepared in polycrystalline form by arc-melting a mixture of rare-earth elements (Ames 
Lab: 99.99%), Ni (99.99%), B (99.5%), and C (99.99%) under argon gas on a water-cooled 
copper hearth. An excess of 5 wt. % of B over that required for stoichiometry was added to 
the stoichiometric mixture to compensate the loss of mass during arc-melting. The 
polycrystalline button, wrapped with Ta foil, is sealed in a quartz tube under a partial pressure 
of Ar and then annealed at 1050 °C overnight to encourage the further formation of the 
RNijBjC phase. The powder X-ray diffraction pattern of such an annealed sample shows that 
the sample consists primarily of the RNi2B2C phase. Weak diffraction peaks associated with 
the impurity phases RNLBC and Ni2B are also found. A piece of the annealed button of mass 
7-9 g is then placed on the top of an equal mass of NijB pieces inside a 5 ml alumina crucible 
(for YNi2B2C, a 2:1 ratio of Ni2B:YNi2B2C is preferred). This is a reversal of the rule of 
materials having the higher melting points on the bottom in a crucible, described in a previous 
section. These are put into a vertical tube fiimace under flowing high purity (99.9%) argon 
and heated according to the time and temperature schedule shown in Fig. 2.2. The purpose of 
the initial soak at 200 °C is to flush the oxygen from the system. The sample is then heated 
to 1490 °C. The slow heating from 1475 °C to 1490 °C allows the NijB flux to incorporate 
as much of the RNijBjC as possible and serves to homogenize the melt. In addition, since the 
vertical tube fiimace used has a maximum temperature of 1500 °C, this slow ramp prevents 
overshooting the maximum temperature. The crystals grow during the cooling step from 
1490 °C to 1200 °C over 60 hours. The furnace is then shut off and allowed to cool to room 
temperature over approximate twelve hours. The plate-like crystals are then removed from 
the excess flux by spinning off the remelted flux at 1200 °C. Crystals as large as 700 mg (7 
mm X 7 mm x 0.5 mm) can be grown. The large surface of the plates is normal to the 
crystallographic c-axis. Cooling for longer times has not significantly increased ciystal size 
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Figure 2.2 Temperature and time schedule for the growth of single crystals of RNi2B2C. The 
starting sample is a button of stoichiometric polycrystalline RNi2B2C prepared by are-melting, 
and placed in an AI2O3 crucible with an equal mass of Ni2B. 
and growth of crystals larger than 1 gram will probably require either larger crucibles or a 
different growth method. 
Not all of the original polycrystalline RNijBjC button is incorporated into the melt 
during the growth process. When the growth cycle is completed, part of the button is still 
above the surface of the flux. Some of the flux has wicked up into this part of the original 
button and has led to greatly enhanced grain growth of relatively large, highly intergrown 
crystals. The presence of this partially reacted button seems to be important since growths 
using smaller mass ratios of RNijBjC to NijB generally yield smaller crystals. We find that 
flux-grown crystals nucleate on two different types of sites: nucleation on the partially 
reacted RNijBjC button that is in contact with the flux, and nucleation on the surface of the 
AljOj crucible, well removed from the unreacted part of the RNijBjC button. In general, the 
crystals that nucleate on the crucible are the larger, better formed ones. 
Powder X-ray diffraction patterns [Fig. 2.3] of pulverized single crystals show the 
crystals to be single phase (only the most intense (2,1,1) line ofNijB was seen and is due to 
small amounts of flux remaining on the surface of the crystal). The other peaks seen in the 
initial polycrystalline arc-melted sample as second phases are no longer present in the powder 
X-ray diffraction patterns of the crushed single crystal. It should be noted here that separate 
magnetic measurements of Ni2B do not reveal any phase transitions for 2 K < T < 300 K and 
show Ni2B to be a Pauli paramagnet over this whole temperature range. Neutron scattering 
measurements show that the crystals grown using this method are of high quality with a small 
mosaic spread of less than 0.1°. 
24 
YNi.BX 
10 20 30 40 50 
2 e (deg) 
60 70 
Figure 2.3 Powder x-ray diffraction pattern of pulverized single crystals of YNi2B2C. 
ray pattern is indexed with a tetragonal crystal structure with lattice parameters a = b 
and c ~ 10.55 A. 
The X 
= 3.54 
2.2 Crystalline Electric Field Effects 
When magnetic ions are present in a crystal lattice, the ions experience an electric field 
generated by the electrostatic charges of the surrounding atoms. The degeneracy of their 
azimuthal angular momentum quantum state energies is removed by the electrostatic field due 
to the neighboring charges. This change in the orbital part of the electronic wavefianctions of 
the atom cause a change in the ground state wavefiinction, and the magnitude and possibly the 
direction of the magnetic moment. 
There are two general types of situations arising fi-om the interaction between the 
crystalline electric field (CEF) and the electronic orbitals of an ion, depending on the relative 
strengths of the spin-orbit and CEF interactions. While in transition metals, characterized by 
an unfilled 3d shell, the electronic band width (W^,) is much larger than the spin-orbit coupling 
(Ajpo), the opposite is true in lathanide elements, characterized by an unfilled 4f shell. Since 
Wci measures the degree of localization of the magnetic moment in space and A^p^, gives the 
relative importance of spin and orbital moments through the effect of CEF, the ground state of 
a given rare-earth compound can be conveniently described by subsequent application of the 
CEF to the Hund's rule ground state. The intermultiplet splittings from Hund's rule ground 
state for the 4f elements studied in this thesis are much larger than the CEF splittings. For 
example, the intermultiplet splitting of Ho"^^ ion having total angular momentum quantum 
number J = 8 is of order 10^ K, thus only leaving the lowest multiplet of relevance in the 
temperature range below 500 K. For this reason, the CEF effects can be taken as a 
perturbation on the appropriate free-ion wave functions and energy levels in the rare-earth 
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intermetallic compounds. Then the problem becomes that of finding the perturbing 
Hamiltonian and its matix elements. The energy levels in the crystalline field can be found 
fi-om standard perturbation theory. 
Usually, the size and sign of the ciystal field in ionic crystals is attributed to the 
electronegativity of the atoms surrounding the magnetic ion. This charge distribution 
determines the asphericity of the 4f-electron charge cloud, w^hich adjusts itself to its electronic 
surroundings. In intermetallic compounds, the simple point charge model should be modified 
since it neglects the finite extent of charges on the ions, the overlap of the magnetic ions' wave 
fiinctions with those of neighboring ions, and the complex effects of screening of the magnetic 
electrons by the outer electron shells of the magnetic ion. However, it serves as a first 
approximation to illustrate the principles involved as will be seen for the HoNi2B2C 
compound. 
2.2.1 Crystalline Electric Field Potential 
The ciystalline electric potential V(r, 0, <[)) due to the surrounding point charges qj at 
Rj is given by 
V(r,e,(|)) - V _5i 
(2.1) 
Iq,- i P°(cosco) 
j n=0 K • 
ri >r, 
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where the P° are Legendre Polynomials and to is the angle between two vectors r and R in 
terms of their polar angle (0, <j)) and (0j, <t)j). Using the spherical harmonic addition theorem, 
[Griffith, 1961] Eq. 2.1 becomes 
V(r.e,« = X qj t ^  
j n=0 
n=0 a 
where the are tesseral harmonics [Hutchings, 1964] and 7^^ is defined for k charges q,- as 
Y = y q (2 3) 
(2n + l)^^ rp ^ 
This is a very convenient form in which to write the potential. Next the matrix elements of the 
perturbing Hamitonian between free-ion states should be calculated, which will be 
diagonalized to give the CEF levels and the corresponding eigenstates. In general, the 
potential function must reflect the point symmetry of the lattice site in question; that is, it must 
be invariant under the operations of the point symmetry. The number of terms occurring in 
the expansion of the potential is limited by the symmetry of the CEF. The less symmetric the 
site, the more potential terms occur in the expansion. The nonvanishing Ys for different point 
groups are listed in reference [Prather, 1961], 
If the magnetic ion has charge q, at (r/, 0,, (j),), then the perturbing crystalline potential 
energy will be 
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W c E F = X q ,  V ( r , , 0 , , < ! ) , ) ,  
I 
where the summation is over the magnetic electrons in unfilled shells as the crystalline field 
effects closed shells only in a high order of perturbation. The crystalline field perturbing 
Hamiltaonian operator, Hcef, will be formed from this by applying the usual rules, x —> Xop, 
y Yop, etc. That is, the Hamiltonian operator will simply be the classical potential energy 
K cEF = WcEF = - |e| ^ V(Xi, y^, ) , 
i 
where q, = - le|. 
2.2.2 Stevens' Operator Equivalents Method 
The matrix elements of the given CEF potential can be calculated by direct integration 
of the perturbed Hamiltonian in terms of the free-ion wave functions. [Bleaney, 1953] The 
free-ion wave functions are expanded into determinental product states involving single 
electron wave functions (p(r/, 0^, ()>/) on which the corresponding terms V(x,, y,, 2,) in the CEF 
Hamiltonian act. The matrix elements, expressed in polar coordinates, therefore, reduce 
to sums of terms of the form 
j(p*(r,.,e,.,(|),.) r"Z„„(i;.,e,,<|),.)(p(i;.,e,,()),.) dr . 
A useful check on all calculations may be made using the fact that the number and types of the 
resulting energy levels can be found by group theoretical methods. 
29 
Stevens showed that there is an immediate correspondence between CEF potential 
V(x,, y,, z,) of Eq. 2.2 and Stevens' operator equivalents, which can be used for the evaluation 
of the marix elements. [Stevens, 1952] [Bleaney, 1953] This is by far the most convenient 
method for evaluating the matrix elements of the crystalline potential between coupled wave 
fiinctions specified by one particular value of angular momentum J, (or L). It eliminates the 
need to go back to single electron wave functions each time by the use of an operator 
equivalent to consisting of angular momentum operators which act on the angular part of 
the wave function in the coupled system; this is really an application of the Wigner-Eckart 
theorem. [Edmonds, 1957] 
The operator equivalent Hamiltonian is often written 
"CF = X i [a: (r-) 9.] o: 
" (2.4) 
= S i b:o: 
n m=0 
where ^r"^ is the expectation value of r" of a 4f electron, 6„ is the Stevens multiplicative 
factor and O" are Stevens equivalent operators. The theoretical calculations of ^r"^ for rare-
earth ions can be found in [Freeman, 1962]. If we compare the above equation with the CEF 
potential Eq. 2.2, which is expressed in terms of tesseral harmonics, we have the 
correspondence 
A"" = constant Y„„ , n t nm ' (2.5) 
which means that the A" reflect the geometrical arrangement of the surrounding ions. 
In order to have an intuitive idea on the Stevens equivalent operator, it is necessary to 
see how the CEF Hamiltonian, expressed in cartesian coordinates, can be converted into the 
operator form of CEF Hamiltonian. The detailed method is described by references [Stevens, 
1952] and [Beaney, 1953] and the rules for determining the operator equivalent to the 
cartesian Hamiltonian are given by [Stevens, 1952]. Some simple examples are 
r XZ2o(x„y„z,)- X(3z? - C) = aj(r')[3J', - J(J + 1)] = CL,{ r )o l ,  
i 
I 
X^44(x„y„z , )  oc  -  6x~y -  +  y1 )  =  p j ( r ' ' )  {  [J^  +  j ; ' ]  =  p j ( r ' ) o : | ,  
} 
where = Jx ± /Jy and the multiplication factor aj is a numerical constant depending on J (or 
L and S), which is denoted by Pj for fourth degree terms, and Yj for the sixth degree terms. 
Therefore the matrix elements of the sum ]^(3zf - r^") between coupled states |LSJJz) are 
i 
equal to those of ttj ^r'^ 0° between the angular part of the coupled wave functions; i.e. 
LSJJ. X(3zf - r;)LSJJ,^ = aj(r')(LSJj;|02 |lSJJ,) 
The matrix elements of Stevens equivalent operator 0™ up to sixth degree, which is enough to 
describe the CEF Hamiltonian for 4f electron ions, are listed for various J values in 
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[Hutchings, 1964]. The operator 0° consists of diagonal elements and O" (m 9^ 0) consists 
of oflF-diagonal elements depending on the m values. 
2.2.3 Estimation of B° 
For the tetragonal point symmetiy (I4/mmm) of an R ion in the RNi2B2C compounds, 
five nonzero terms occur in the CEF Hamiltonian, [Prather, 1961] 
^^cef = + b:o: + b:o: + b°o: + b^o^ , 
where the B" will be used as adjustable parameters to fit experimentally observable 
quantities, such as magnetization, susceptibility, specific heat, and inelastic neutron scattering. 
Especially the B° is of particular importance, as the B^O" term in ^fcEF is dominant in many 
cases and the field direction in which the susceptibility is largest is determined by the sign of 
Bj. It should be noted that since B" = a, (r")A2, the sign of B" depends only on the 
Stevens multiplication factor aj within a series of isostructural compounds because in such an 
isostructural series the magnitude of A" will vary little and the sign of A',' will remain 
unchanged. Thus an initial estimation of the value of B" is important in analyzing the 
anisotropic magnetization in a CEF scheme. 
Wang [Wang, 1971] and Boutron [Boutron, 1973] showed that only O" and 
terms among the terms in the CEF potential contribute to the Weiss temperatures in single 
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crystals. From the expansion of x(T) as a power series of 1/T, the principal paramagnetic 
Weiss temperatures due to the crystal field potential can be written as 
K ©z = -T (2J - 1)(2J + 3) 
ks^x = tv(b°-b'0(2j-1)(2j + 3). 
where z is along the c-axis and x is along the a or b-axis in the tetragonal structure. Thus the 
value of can be calculated from the difference between 6z and 0x,y using the expression 
(0z - qxv) 
3(2J-l)(2J + 3) ^ 
where B? = 0 in RNi2B2C compounds. The above equation is derived based on the 
assumption of uncoupled ions, i.e. no exchange interaction between rare earth ions. The 
effects of the exchange interaction between rare earth ions will be examined in Chapter 6 for 
HoNizBzC. 
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CHAPTER 3. SUPERCONDUCTING PROPERTIES OF 
SINGLE CRYSTAL YNizBzC 
3.1 Introduction 
Single crystals of YNi2B2C have been grown via high-temperature flux growth, using 
Ni2B as a solvent as described in Chapter 2. Magnetization measurements have been carried 
out over a large portion of the magnetic field-temperature plane on single crystals of YNi2B2C 
for field applied parallel to the c-axis (H||c) and perpendicular to c-axis (H±c) in order to 
determine the temperature dependence of the upper critical magnetic field Hc2, and its 
anisotropy. From these data, the thermodynamic critical field. He, the Ginzburg-Landau (GL) 
parameter, K, the penetration depth, X, and the coherence distance, have been evaluated. 
Specific heat measurement of another single crystal YNi2B2C was also carried out to find out 
the electron-phonon coupling strength and superconducting energy gap. 
3.2 Experimental Details 
Two different crystals of respective masses 1.5 mg and 2.0 mg have been measured in 
a Quantum Design SQUID magnetometer. The results of magnetization measurements are 
the same for these two crystals. The data presented here are from the crystal with mass of 1.5 
mg and dimensions of about 1.0 x 1.5 x 0.2 mm. A three centimeter scan length was chosen 
in the magnetization measurements to reduce field variability to less than 0.05%. In the region 
of thermodynamic reversibility, the scan length does not matter, but if irreversibility is present, 
magnetic field inhomogeneity can cause the sample to undergo significant minor hysteresis 
loops during a scan, which complicates the interpretation of the data. In an external field of H 
= 2 G, both the zero field cooled (ZFC) and field cooled (FC) magnetizations have been 
measured to determine Tc for H||c and H±c. The FC magnetization measurements were 
performed on warming after cooling the sample in the applied magnetic field. 
3.3 Superconducting State Properties 
3.3.1 Low Field (H  =  2  G)  Measurement 
Magnetization as a function of T, at a constant field of 2 G, shows a transition 
temperature onset of Tc = 15.5 K and a transition width (10% and 90% difference in signal) of 
about 2 K as shown in Fig. 3.1. Assuming that the superconducting volume fraction is the 
same for the two field orientations H||c and Hlc, the magnetic screening (ZFC) fraction is 
estimated to be 100% and demagnetization factors Due = 0.664 and Dj^c = 0.168 for this 
crystal, where a small difference of the sample dimensions in the ab-plane is ignored. Since 
the demagnetization factors are purely dependent on sample geometry, we estimated the 
demagnetization factors to be Due = 0,62 and D^^c = 0.19 from the ellipsoidal approximation of 
the sample with the dimensions given above. The good agreement from the two methods 
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Figure 3.1 Superconducting transition as seen in magnetization M versus temperature T data 
for both ZFC and FCW processes for a single crystal of YNi2B2C under an applied field of 2 
G, with the field parallel to (a) the c-axis and (b) the a-b plane. 
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indicates 100% superconductivity of the sample studied here. The data reported below are 
not corrected by the demagnetization factors because these effects are small at higher 
magnetic fields. 
3.3.2 Reversible Magnetization below Tc 
Figures 3.2 and 3.3 show plots of magnetization as a function of temperature and field, 
respectively. As shown in Fig. 3.2, unlike high Tc superconductors, there is no crossing point 
in the M(T) plots at different fields in the range below Tc, which can be interpreted by two-
dimensional fluctuation effects. [Welp, 1989] [Kes, 1991] [Bulaevskii, 1992] Instead, theM 
vs. T curve shifts uniformly to lower temperature with increasing applied field. This behavior 
is similar to that of most low Tc superconductors. [Marking, 1993] On the other hand, 
looking at the full range of data up to 47iM = - 60 G as shown in Fig. 3.2(a), it seems that the 
slope of the M vs. T curves gradually decreases with increasing field. In this region, the data 
are similar to those for high Tc superconductors. [Welp, 1989] [Kes, 1991] [Bulaevskii, 1992] 
Looking at the more limited scale up to 47cM = - 12 G of Fig. 3.2(b), however, the data are 
nearly linear in T and have the similar slopes for a wide region of field. 
In the region close to Hc2(T), the Ginzburg-Landau (GL) theory [Tinkham, 1980] 
predicts a constant slope of dHca/dT («= dM/dT) near Tc. Hence, a linear extrapolation of all 
the data in Fig. 3.2(b) to M = 0 can be used to determine Hc2(T) directly for the region near Tc 
as suggested by the GL relation, [Tinkham, 1980] 
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Figure 3.2 Reversible magnetization M versus temperature T data for tiie field parallel to the 
c-axis. (a) Data taken at 2.5 kG intervals ranging fi-om 5 kG to 20 kG ranging up to 47iM = 
-60 G; (b) data shown in expanded scale up to 4jiM = - 12 G. 
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Figure 3.3 Magnetization M versus applied field H curves at 3, 5, 7, 9, 11, 13 K for the field 
parallel to the c-axis. (a) A normal plot, (b) a semi-log plot to show the InH dependence of M 
in the intermediate field range. 
.4.m= '"-f-"' , (3.1) {2K ' -DP,  
where K is the GL parameter and PA is a constant which is 1.16 for the triangular vortex 
lattice. [Tinkham, 1980] Values of Hc2(T), determined by extrapolating the M vs. T data to M 
= 0 as shown in Fig. 3.2(b), are plotted as the open circles in Fig. 3.4. The values of Hc2(T) 
estimated by this method are higher than that from the M vs. H data as discussed below. A 
possible reason could be that dM/dT in Fig. 3.2(b) is slightly temperature dependent whereas 
Eq. (3.1) predicts that dM/dT is independent of temperature near Tc. Alternatively, one can 
linearly extrapolate the M(H) data in Fig. 3.3 to M = 0 to obtain Hc2(T). Values of Hc2(T) 
determined by this method are shown as the solid triangles in Fig. 3.4. 
For Hci « H « HC2, where Hd is the lower critical field, and in the London limit,, the 
magnetization can be written as [Kogan, 1988] [Kogan, 1993] [Hao, 1991] 
-47rM= ln^^& (3.2) 
where <|)o is the flux quantum, X^y, is the penetration depth in the ab plane, and is a 
phenomenological parameter with a value close to 1. [Kogan, 1988] [Korgan, 1993] [Hao, 
1991] Thus the equilibrium magnetization data should be proportional to l|lnH|| in the 
absence of vortex fluctuations and in the London regime. This logarithmic field dependence 
of magnetization can be clearly seen in the intermediate field regionThe results for Hc2(T) have 
been plotted as the open diamonds in Fig. 3.4, where the parameter T| has been chosen as 1 in 
order to give the best agreement with the other methods. As shown in Fig. 3.4, based on the 
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Figure 3.4 Upper critical field Hc2 versus temperature T determined from the M vs. H plots as 
the solid triangles, from the M vs. InH plots as the open diamonds, and from the M vs. T plots 
as the open circles. 
M vs. H data, both the GL and London limit methods agree fairly well in the estimation of 
HC2(T). Importantly, values of (dHca/dT)!^ = - 0.32 T/K are the same for the various 
approaches. 
In order to see the anisotropy in Hc2(T), the reversible magnetization of a different 
crystal was measured for both H||c and H±c. Values of Hc2 are determined by a linear 
extrapolation of the M vs. T data to M = 0 as described above. A plot of these Hc2 data for 
both H||c and H±c for temperatures down to 4 K are shown in Fig. 3.5. Within the accuracy 
of the data, H02 is the same for the two field directions. It should be noted that a careful look 
at Fig. 3.5 shows a small positive curvature to the Hc2 versus T plot, contrary to the 
predictions of Werthamer et al. [Werthamer, 1966], which is worthy of fiirther study. 
3.3.3 Superconducting Parameters 
Based on the GL relation [Eq. (3.1)], the London limit result [Eq. (3.2)] and experimental 
data, the characteristic superconducting parameters, X, K, and ^ can be derived. The GL 
parameter K is estimated to be 14-15, indicating that YNi2B2C is a type II superconductor. 
Using the approach by Werthamer, Helfand, and Hohenberg (WHH), [Werthamer, 1966] 
Hc2(0) = 0.69 Tc(dHc2/dT)^, which yields Hc2(0) = 32 kG, using dHc2/dTlT = -0.32 T/K 
C C 
determined above. The coherence length ^ then can be derived fi-om Hc2(0) = to be 
100 A and the penetration depth X can be derived from K = X/^ to be 1500 A. The lower 
critical field Hci(O) can be derived from Hci= (InK + 0,5) to be 230 G. This Hd 
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Figure 3.5 Superconducting upper critical field Hc2 versus temperature T determined from the 
reversible superconducting diamagnetization data in a crystal YNi2B2C of mass 14 mg. 
value is consistent with the upper limit of Hoi determined from the virgin magnetization curve 
at 3 K. The value of Tc = 14.5 K is obtained by extrapolating the Hc2 vs. T data linearly to Hc2 
= 0. This Tc value is the midpoint temperature in the superconducting transition and 1 K 
lower than the onset Tc as shown in Fig. 3.1. 
The thermodynamic critical field Hc(T) can be estimated by integrating the M(H) 
curves, using 
In this procedure, small errors may be introduced since the average values of M have been 
taken as the equilibrium M at the low fields, where the magnetization is not completely 
reversible. The correction for the low field region is estimated by extrapolating an M vs. H 
curve to H = 0 and adding this term to the area. Values of Hc(T) derived by this method are 
shown as the open circles in Fig. 3.6. 
An alternative way to estimate He is to apply the GL relation Hc2 = V2 kHC. Based on 
the values of Hc2 estimated fi-om the M vs. T curve. He was obtained and is plotted as the solid 
triangles in Fig. 3.6. There is a good agreement between two methods, especially for the 
region near Tc because the GL theory is more appropriate in this region. The slope of He, 
"(dHc/T).^, can be derived to be 150 G/K near Tc. Fitting the He vs. T data to He(T) = Heo[l -
(T/Tc)^] gives Hco = 1.7 kG. Again, the GL parameter K can be evaluated by K = Hc2/(V2 Hco) 
= 13.3 for HC2 = 32 kG. The K value here is in good agreement with the one estimated 
directly from the GL theory as mentioned above. 
(3.3) 
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Figure 3.6 Thermodynamic critical field he, determined from the free energy density (open 
circles) and the GL relation (solid triangles), versus temperature T. The solid line is a fit of 
the relation Hc(T) = Hco [1-(T/Tc)^] to the data. 
3.4 Specific Heat Measurement 
Figure 3.7 shows the specific heat divided by temperature C/T as a function of for 
YNi2B2C in zero applied field (solid circles). A clear anomaly appears at Tc. Balancing the 
normal state (Sn) and superconducting state (S,) entropies, [Ss(Tc) = Sn(Tc)], defines a value of 
Tc = 14.9 K. Application of a 50 kG field (open squares) suppresses superconductivity. 
These high field data can be fit at low temperatures to C/T = y + PT^ from which we obtain y 
= 18.7 ± 0.5 mJ/mol and P = 0.13 mJ/mole K"*. The Debye temperature 6d = 447 K is 
\ 2n*  _1_ 
'd 
determined using the relation j3 = NR-—^-, [Gopal, 1966] where N is the number of 
5 d r  
atoms per formula unit and R is the molar gas constant. The relation y  = k^£ (E f)  k s  /3 can be 
used to evaluate the density of states at the Fermi level [j9(Ef)] to be = 8.1 states/eV cell. This 
value of^(EF) is almost 1.7 times larger than predicted from theoretical band structure 
calculations (= 4.8 states/eV cell). [Pickett, 1994] [Mattheiss, 1994] The strength of the 
electron-phonon coupling, X, is estimated to be 0.7 using the relation between experimental 
Yexp and theoretical Ybstr, Yexp = Ybstr (1 + X.). The value of y is more than three times larger than 
estimated from critical field and normal state susceptibility measurements on LaPt2B2C (Tc = 
11 K) [Cava, 1994b] but comparable to the electronic specific heat of VsSi (y = 21 mJ/mo! 
K^), [Kunzler, 1966] which has a Tc = 17 K. From y and the zero field data we 
46 
yni^b^c 
cn 
50 
/ • 3^ 
• . ° 
0 
4 
L 
• _d° 
• 0° 
•-nd° 
-I 1 I I L___L L 
0 100 200 
• OT 
• 5T 
J L 
300 400 
t ^ ( k ^ )  
Figure 3.7 Specific heat divided by temperature C/T vs. for YNi2B2C in zero applied 
magnetic field (solid circles) and in a 5 T field (open squares). 
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can calculate AC/YTcIt^ = 1.77, which is larger than the BCS value of 1.43, indicating that 
YNi2B2C is a modestly strong coupled superconductor. 
On the basis of purely thermodynamic arguments, [Gladstone, 1969] the 
thermodynamic critical field Hc(T) can be calculated by integrating the entropy difference 
between the normal and superconducting states using the relation 
with V the volume of the sample. Results of this calculation are shown in Fig. 3.8 and 
compared to values in Fig. 3.6 obtained from magnetization measurements of He2(T) on single 
crystal YNi2B2C and the relationship Hc(T) = (^2 k)"'HC2(T). Agreement between the two 
independent measurements is rather good. Deviation of Hc(T), determined from the specific 
heat data, from a purely quadratic temperature dependence is at most -0.7 % at T = 10 K. 
This relatively small diviation, compared to - 4% expected for a BCS superconductor, 
[Gladstone, 1969] also is consistent with moderately strong coupling. The slope of Hc(T) 
near Tc is - 324 G/K. Using this value, together with Hc(0) = 2480 G and Tc = 14.9 K, gives 
an estimate [Gladstone, 1969] of the ratio of superconducting energy gap A at T =0 to Tci 
From this relation, we find that A(0)/kbtc = 1.95, i.e. 2A(0) = 58 K and 2A(0)/ RbTc = 3.90 
while the BCS prediction is 3.52. It is interesting to compare this experimental ratio of the 
t t *c *c 
- [ (T / Hc(0)) dHc(T) / dT ] |t_^ = A(0) / ksTc (3.4) 
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Figure 3.8 Thermodynamic critical field of YNijBiC, He, as a function of temperature. 
Values shown by solid squares were determined by integrating the entropy difference between 
the normal and superconducting states, using the data in Fig. 3.7. Open symbols are from Fig. 
3.6. The solid curve is a plot of Hc(T) = Hc(0) [1-(T/Tc)^], with Hc(0) = 2480 G and Tc = 14.9 
K. 
gap to Tc with the specific jump at Tc divided by the normal state specific heat, YTc, both of 
which provide a measure of strong coupling effects. Strong coupling theory predicts 
[Leggett, 1975] that the experimental value of A(0)/kBTc should be equal to 
1.76[(AC/7TC)/1.43]''^, where 1.76 and 1.43 are BCS values for A(0)/kBTc and AC/yTc, 
respectively. Taking the measured AC/yic = 1.77, we find that strong coupling theory 
predicts A(0)/kBTc = 1.96. This value is identical, within the experimental uncertainty, to that 
derived fi-om Eq. (3.4) 
3.5 Normal State Magnetization 
Figure 3.9 shows the magnetizaton (M) of YNi2B2C single crystal versus applied 
magnetic field (H) for H||c at a few temperatures shown in the plot. The magnetization 
increases linearly with H for H > 1 T at each temperature. Extrapolation of the linear M(H) 
data for 1 T < H < 5 T to H = 0 at each temperature gives the non-zero magnetizations 
Mo(T), as shown in Fig. 3.10. For H±c, similar M(H) curves at the same temperatures as in 
Fig.3.9 are observed (not shown). The Mo values for E[±c, determined by the same way as 
for H||c, are smaller and less temperature dependent than those for H||c as shown in Fig. 3.10. 
The origin of Mo is likely a small amount (equivalent to = 13 ppm of metallic Fe) of 
ferromagnetic impurities, with an anisotropic saturation magnetization. The rapid increase of 
Mo for H|lc at T < 50 K is, at the moment, attributed to paramagnetic impurities, which 
saturate at low temperatures. 
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Figure 3.9 Magnetization (M) of YNi2B2C single crystal for H||c versus applied magnetic 
field at temperatures 20, 100, 200, and 300 K. 
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Figure 3.10 Saturation magnetization Mo of YNi2B2C, determined by extrapolating the linear 
M(H) in Fig. 3.9 to zero magnetic field (see text), versus temperature for H|lc (open circles) 
and BU.C (closed circles). The solid lines are fits of Mo = a + pT to the data at T > 100 K, 
with a = 0.2 G cm^/mole, P = -4.7 x 10"' G cm^/mole K for H||c and a = 0.11 G cmVmole, p 
= -9.1 X 10'^ G cm^/mole K for Hlc. The dotted line is a guide to the eye. 
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The temperature dependent magnetic susceptibility % = M/¥i, measured for H||c (Xne) 
and H±c (x^c) with H = 10 kG is plotted in Fig. 3.11, which includes also the powder average 
Xavg(T) (= 2Xj^c/3 + Xiic/3) and the difference, - Xii=- The % values in Fig. 3.11 for both 
magnetic field orientations have been corrected for the contributions of ferromagnetic 
impurities by subtracting respective Mo(T) from the measured M(T), and then dividing by H. 
For the analysis of the x values, we can estimate the several contributions to the measured 
one, including the diamagnetism of the core electrons, x""-. the Van Vleck type 
paramagnetism, x^, and the conduction electron spin susceptibility, x""'', i e. X ~ X""' + 
X"'. Since x"' = |-Ib^ J •S(E) df/dE dE where f([E) is Fermi distribution function and the x"""* and 
X^ are assumed independent of temperature, the temperature dependence of x"' can occur in 
the approximation 
^(E) = ^(Ep) + d5(E) 
^E 
(E -Ep)  +  -I afl'(E) 
e=eo 2! dE' 
(E -Ep) -  +  (3.5) 
e=ef 
The first term, the constant density of states at EF, gives the well-known Pauli susceptibility 
[x''""'' ~ ^(Ep)]. The second term, which is an odd function of energy near Ef, gives zero 
contribution to x""'- The third term in Eq. 3.5 will contribute to the temperature dependence 
in x"', leading to 
= MbAE,)  +  71-nl d£-(E) 
dE' 
{KTf  . (3.6) 
e=ef 
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Figure 3.11 Magnetic susceptibility x of YNi2B2C single crystal versus temperature for HUc 
(Xiic) and HXc (%^c). The powder average is 2x^3 + Xiic/3. The solid line is a fit of % = a + 
PT^ to the average x(T) data at T > 100 K, resulting in a = 2.1 x 10"^ cm^/mole and (3 = 2.1 x 
10"'" cm^/mole K^. 
Fitting the expression % = a + PX^ to the x(T) at T > 100 K in Fig. 3.11, we estimate = 
2.1 X 10^ cm^/mole and a negative curvature of £(E) near E = Ep of 
aE" 
= -S.2x 10^ 
E=EF 
/eV\ 
To compare with the electronic band structure calculation, we estimate x'"", 
based on a standard table, [Selwood, 1956] to be -0.36 x 10"^ cmVmole. If x"' and x""' are 
assumed isotropic, the powder average of Xj.c - Xiic [~ - Xiic)/3] will give a lower limit of 
= 0.4 X 10"^ cm^/mole so that the contribution of x^ to x"' is almost compensated by 
Xcore upper limit for the powder average x^^"'' is then = 2.1 x 10"^ cm^/mole. 
Comparing this value with the electronic band structure calculation result ^(Ep) = 4.8/eV cell 
= 1.53 X 10"* cmVmole], [Pickett, 1944] [Mattheiss, 1994] the Stoner enhancement 
factor (ti) is found to be = 0.4, where x''""'' = x''^''( 1 "H)- The x^'""'" value can also be 
compared to the Sommerfeld parameter y, leading to the Wilson ration (x'''''"'V|iB^)/(3Y/Jt^kB^) 
= 0.82 from which we can infer that electron-phonon interaction is stronger than the exchange 
interaction between electrons. 
The Sommerfeld parameter y and x''""'' are used to compare YNi2B2C with other 
superconducting materials on a log-log plot of the superconducting transition temperature Tc 
versus the linear electronic specific heat coefficient y in Fig. 3.12. The T^ and y of YNi2B2C 
place this compound in the region associated with electron-phonon mediated 
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Figure 3.12 Superconducting transition temperature Tc versus Sommerfeld constant y for 
various superconductors showing that YNi2B2C falls in the region associated with electron-
phonon mediated superconductivity (after [Batlogg, 1988]). 
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superconductivity. In particular, the moderate Tc and the measured y place YNi2B2C amongst 
the A15 compounds in this plot. 
3.6 Summary and Conclusions 
Magnetization measurements for the field parallel to the c-axis indicate that YNi2B2C 
is a type-II superconductor with onset Tc of 15.5 K and a GL parameter K of 14 ~ 15. All 
reversible magnetic properties including the critical fields, the coherence length, and the 
penetration depth, can be well understood by both the GL theory and London model. The 
thermodynamic critical field He obtained fi-om the fi-ee energy density agrees well with that 
from the GL theory. Studies of anisotropic superconducting magnetization properties for 
YNi2B2C by magnetization measurements for H||c and Hi.c show that Hc2(T) is isotropic. 
Specific heat measurements on single crystals of YNi2B2C show modestly strong 
electron-phonon coupling effects. Parameters characterizing the specific heat and 
superconductivity of YNi2B2C are in line with those of A15 superconductors having 
comparable TcS and suggest that the pairing mechanism is conventional. 
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CHAPTER 4. ELECTRONIC AND MAGNETIC PROPERTIES OF 
SINGLE CRYSTAL TmNizBzC 
4.1 Introduction 
As seen in Chapter 3, the superconducting transition temperature (Tc) of the 
borocarbide quaternary compound, YNi2B2C (Tc = 15 K) is high compared with intermetallic 
boride systems known to date, including Tc = 12 K in the RRh4B4 (R = Y, rare earth element) 
system. [Matthias, 1977] [Vandenberg, 1977] Of more interest is the interplay between 
superconductivity and magnetism of the magnetic Tm^^ ion sublattice in TmNi2B2C. There is 
strong evidence for the coexistence of superconductivity and local magnetic moment ordering 
below T(, in the (Tm,Er,Ho)Ni2B2C compounds from electrical resistivity of polycrystalline 
sample. [Eisaki, 1994] The same measurements on polycrystalline samples of TmNi2B2C in 
applied fields show a continuous recovery of resistivity toward the normal state and the start 
of a suppression in fo"" temperatures above 2 K. [Eisaki, 1994] Such features in Hg2 are 
consistent with the development of AF order near the temperature at which the value of Hc2 
shows a local minimum. [Fischer, 1990] 
As described in Chapter 3, for the YNijBjC crystal, the Ginzburg-Landau (GL) and 
London theories describe the data fairly well and the GL parameter K was found to be around 
14-15, thus indicating a type II superconductor. It is interesting to study the magnetization 
and superconductivity in TmNijBjC because this sample contains a magnetic sublattice, and 
possible magnetic ordering (Tm < 2 K) occurs far below the observed Tc (= 10.5 K). Thus 
the TmNi2B2C compound is a good candidate for studying the effect of the magnetic 
sublattice on the superconductivity as described in Chapter 2 with small effects of magnetic 
ordering. 
4.2. Experimental Details 
Single crystals of TmNi2B2C have been grown via the high temperature flux method 
described in detail in Chapter 2. A 12 mg single crystal, with dimensions of roughly 2 x 2 x 
0.35 mm, was selected for magnetization study. Specific heat measurement of single crystal 
TmNi2B2C was performed on our crystal by Movshovich et al. at Los Alamos National 
Laboratory, to probe the nature of the magnetic ordering and coexistence of magnetic order 
and superconductivity. The specific heat above 1.5 K was measured using a standard decay 
method and lower temperature measurements were made using a semi adiabatic technique 
which is described in detail elsewhere. [Movshovich, 1994] Temperature and field dependent 
static magnetization data were measured using a Quantum Design SQUID magnetometer. 
The field-cooled (FCW) and zero-field-cooled (ZFC) data in the superconducting state were 
obtained on warming after the magnet was quenched. 
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4.3 Normal State Properties 
4.3.1 Specific Heat Measurement 
Figure 4.1 shows the specific heat divided by temperature C/T as a flinction of for 
TmNi2B2C in zero applied field. The temperature dependence and magnitude of C/T for 
TmNi2B2C differ qualitatively from those of YNi2B2C, as shown in Fig. 3.6. In particular, C/T 
is approximately independent of temperature above Tc = 10.5 K and there is a pronounced 
upturn in C/T below about 5 K. The solid line in Fig 4.1 is a fit to the data at T > Tc of the 
relation C(T) = 7T + pT^ + Csch(T), where Csch(T) is a two-level Schottky term. 
f AT- \-
CS.H(T) = R AE go exp(AE/kBT) 
g, [1 + (go/g,)-exp(AE/kBT)]-
where go and gi are the degeneracies of the ground and excited states, AE is energy gap 
between them and R is the molar gas constant. This fit gives 7= 35 mJ/mol K^, 0d = 320 K, 
where the Schottky contribution is assumed to arise from two crystalline electric field levels 
having equal degeneracies and split by AE = 39 K. 
The upturn in C/T near 5 K corresponds closely to the appearance of a weak 
maximum or shoulder in Hc2(T), which is associated with the approach to magnetic ordering. 
[Eisaki, 1994] To explore this possibility, the specific heat measurement was extended to 
lower temperatures. Figure 4.2 shows heat capacity data between 0.1 and 1.8 K. A phase 
transition is clearly resolved at (1.52 ± 0.05) K, which is the onset of the sharp drop in C(T). 
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Figure 4.1 Specific heat divided by temperature C/T vs. for TmNi.B.C. The solid cun^e is 
a fit of the data above Te to the form C(T) = ^ + Cs.(T) where Cs.(T) .s a Schottky 
term. 
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Figure 4.2 Specific heat as a function of temperature for TmNi2B2C for 0.1 K < T < 1.8 K. 
Inset: C(T)/T vs. for 0.1 K < T < 1.0 K. 
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Numerical integration of C/T over the measured temperature range results in a value 
for the released entropy of 4.8 J/mol K at T = 1.8 K. Including the high temperature tail of 
heat capacity above 1.8 K and the contribution from the linear term extrapolated to T = 0 (for 
consideration of two dimensional magnetic interactions, see [Movshovich, 1994]) increases 
this value toward 5.76 J/mol K = R ln2 expected from ordering in a doubly degenerate ground 
state. This interpretation is subject to some uncertainty. In tetragonal symmetry, crystalline 
electric fields split the Hund's Rule ground state of Tm^^ into three doublets and seven 
singlets. It is possible that the magnetic transition temperature of 1.5 K is greater than the 
splitting between a ground state singlet and a very low lying singlet. In this case the entropy 
also would reach R ln2 near Tn. 
4.3.2 Magnetic Anisotropy 
The magnetic susceptibilities, x = M/H, as a function of temperature for 12 K < T < 
300 K in an applied field of 10 kG, are plotted in Fig. 4.3(a) for both field orientations. It is 
noted that the M(H) data for T > 10 K are linear in H for fields less than 10 kG (see Fig. 4.4). 
An anisotropy, with larger M(T) for H||c than for H±c, exists in the whole temperature range 
between the two orientations, which increases as the temperature decreases. Figure 4.3(b) 
shows the 1/% versus T data together with a calculated powder averaged one (Xavg ~ 
XHII^S). The data above - 200 K for both field orientations show a Curie-Weiss behavior, 
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Figure 4.3. (a) Magnetic susceptibility x versus temperature for a single crystal of TmNi2B2C 
in an applied magnetic field H = 10 kG for ELLc (squares) and for H||c (circles), (b) 1/% from 
the data in (a) and the powder average, 1/Xavg= /3+X||c/3) (triangles), versus 
temperature. 
where C is the Curie constant, 0 is the Weiss temperature, N is the number of Tm"*"^ ions and 
UgH-is the effective magnetic moment per formula unit. From the slope of l/x(T) for 200 K < 
T < 300 K, of the Tm"^^ ion is found to be (7.63 ± 0.02) i^B and (7.51 ± 0.03) lig for HJ.C 
and Hl|c, respectively. These values are both in good agreement with the theoretical value of 
p,gg.= 7.57 iXg for the Hund's Rule ground state of the isolated Tm^^ ion. The Weiss 
temperatures are found to be 0j^ = (-36.0 ± 0.6) K and B,, = (20.8 ± 0.3) K for H±c and Hllc, 
respectively. Below ~ 150 K, the l/x(T) data start to deviate from the linear T dependence in 
opposite ways for the two applied field directions as can be seen in Fig. 4.3(b), indicating 
changes in the values with decreasing T in this low temperature range. In Fig. 4.3(b), the 
powder averaged susceptibility shows a linear l/x^vg vs. T behavior to much lower 
temperatures (~ 2 K), effectively concealing any sign of the underlying anisotropy. The 
effective moment of this powder average is = (7.54 ± 0.02) lig- slightly lower than the 
value Meff = 7.7 iig measured on a powder sample, [Eisaki, 1994] and the Weiss temperature is 
®avg~ (-11.6 ± 0.4) K. The observation of free-ion-like behavior in l/Xavg(T) is common even 
in systems where large anisotropy is present due to crystalline electric field (CEF) effects, as 
observed, for example, in most of the RRh4B4 compounds (R = rare-earth elements) [Dunlap, 
1984] as well as in HoNi2B2C [Canfield, 1994] and the other RNi2B2C (R = Er and Dy) 
compounds. [Cho, 1995b, c] which is also presented in subsequent Chapters. 
The anisotropic magnetization of single crystal TmNi2B2C most likely comes mainly 
from the CEF splitting of the J = 6 ground multiplet of the Tm^^ jgn. As described in Chapter 
2, initial estimation of the CEF parameter 5? can be estimated from the difference A6 = 0^^ - 0|| 
of Weiss temperature (0) between the two magnetic field orientations (H||c and HJ-c). Using 
the above values of 0j^ and 0||, the value of is found to be (-1.15 ± 0.02) K for TmNi2B2C. 
This Bl for TmNijBjC is derived based on the assumption of uncoupled ions. It should serve 
as a starting point for more detailed CEF calculations. In general, the magnetic easy axis 
depends on the sign of 5°, as illustrated in the hexagonal RC05 and R2C017 [Greedan, 1973] 
and tetragonal RRh4B4 [Dunlap, 1984] compounds. Based on the observed anisotropy in the 
relative magnitudes of Mjc for H||c and Mj^c for H±c shown in Fig. 4.3, the negative sign of 5° 
for TmNijBjC indicates that the c-axis is the magnetic easy axis in TmNi2B2C. This predicted 
easy axis for TmNi2B2C is in accord with the direction of the ordered moments found from 
recent neutron diffraction experiments. [Stassis] 
4.3.3 Magnetization above Tn 
Typical M(H) isotherm data for TmNi2B2C are shown in Figs. 4.4(a) for H±c and 
4.4(b) for H||c at several different temperatures. For both field orientations, the magnetization 
is linear in the applied field H for temperatures above 50 K. While weak nonlinearity develops 
with decreasing T for Hie, the M(H) data for Hjjc show strongly nonlinear behavior below 
10 K, leading to a saturation of the Tm"^^ magnetic moments at T = 2 K for H > 20 kG. This 
saturation moment is close to 4.6 fig for H = 50 kG, significantly smaller than the value of 
7.57 fig for an isolated free Tm"^^ ion. This is likely due to CEF effects because the ground 
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Figure 4.4. Magnetization M versus applied magnetic field for a single crystal of TmNijBjC; 
(a) HJLc, (b) H))c. Note that the magnitude of the magnetization at T = 2 K, 6 K, and 10 K is 
scaled by a factor of 0.5 for clarity. 
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Figure 4.5. Magnetization divided by applied magnetic field (M/H) versus temperature for a 
single crystal of TmNijBjC with H = 1 kG and HUc. ZFC (circles) and FCW (squares) data 
are shown. The dotted line is a Curie-Weiss fit to the data between 11 K and 80 K. Inset: 
Expanded plot of the data below 15 K. 
state of the ion in a tetragonal CEF is expected to be an admixture of the azimuthal 
angular momentum eigenstates of J = 6. The M(H) data at T = 2 K and 6 K (below Tg) for 
both H±c and H||c will be discussed again in Section 4.4.2. 
Figure 4.5 shows the M(T)/H data as a function of temperature (4 K < T < 80 K) for 
H||c and H = 1 kG. Above T = 10.5 K, M(T)/H shows Curie-Weiss behavior due to the 
paramagnetic Tm"^^ moments. Below T = 10.5 K, an additional diamagnetic signal reduces the 
paramagnetic signal. Below T = 7 K, the data become field history dependent with the ZFC 
M(T)/H data being lower than the FCW M(T)/H data. This behavior is consistent with the 
existence of type II superconductivity below T^ = 10.5 K, with reversible behavior between 7 
K and T^. Therefore, the sharp peak in Fig. 4.5 at T = 10.5 K is considered as the onset of 
superconductivity. This interpretation is also consistent with resistivity measurements on a 
polycrystalline sample in external magnetic field where the resistivity starts to drop near the 
same temperature for similar field values. [Eisaki, 1994] 
The M(T) has been measured for 2 K < T < 80 K for both B[||c and H±c with several 
different fields between 1 kG and 15 kG (not shown). For H||c, the M(T)/H data are 
independent of H for 11 K < T < 80 K and can be fitted by the equation, 
X,^iT){= M(T)/ H) = ;to, yielding C = (2.33 ± 0.05) x 10"^ cm^ K/g, 7.72 
1 —'U 
Hfl/Tm, 6 = (-1.73 ± 0.1) K and Xo = (5.1 ± 0.2) x 10'^ cmVg (see dotted line in Fig. 4.5). 
This form of Xiic(T) will be used for the subtraction of the paramagnetic contribution from the 
observed M(T,H) data to examine the field dependence of superconducting magnetization M^, 
i.e. M5||(T,H) = M(T,H) - X||c(T)H. For Hi.c, the M(T)/H data are field-dependent. Therefore, 
for HJ-c, Mj^g(T) due to the Tm"^^ ions was calculated at each field by fitting the data for 11 K 
< T < 80 K to a Curie-Weiss form, plus a constant, and subtracting the resultant Mj^^(T) from 
M(T,H), giving Msj^(T,H) in a similar manner as for M5||(T,H). It should be noted that we 
expect such subtractions to be more accurate for T = Tc than for T « Tc since the Tm^^ 
magnetization contribution will, in reality, have a more complex form than a simple Curie-
Weiss temperature dependence, primarily due to saturation effects and the small splitting of 
the lowest lying CEP levels as pointed out in the above discussion of the specific heat data. 
4.4 Superconducting Properties 
4.4.1 Low Field (H= 10 G) Superconducting Transition 
The magnetization versus temperature data in Figs. 4.6(a) and 4.6(b) show the flux 
expulsion (FCW) and magnetic shielding (ZFC) effects for BLLc and Hl|c in a TmNijBjC 
crystal for an external magnetic field H =10 G. These plots show a sharp superconducting 
transition with transition onset at 11 K, transition temperature (midpoint) T^ = 10.8 K, and 
transition width (10% to 90% of fiill diamagnetic signal) of about 0.4 K. The FCW values for 
both directions at 2 K are 80% (40%) of perfect superconducting flux expulsion values for 
H±c (H||c) and the ZFC ones are 150% (420%) without correction for demagnetization 
effects, indicating bulk superconductivity of the sample. In the Meissner state, as long as the 
sample size is much larger than the London penetration depth and H « H^, where H^, is the 
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Figure 4.6. Superconducting state volume magnetization M versus temperature for a single 
crystal of TmNi2B2C in an applied magnetic field of 10 G: (a) H±c; (b) H)|c. Both ZFC 
(open circles) and FCW (filled circles) data are shown for each orientation of H. 
lower critical field, one has -47iM/H = V^/(l-D), where is the superconducting volume 
fraction and D is the demagnetization factor. If is assumed to be one and independent of 
field orientation, one obtains D||j = 0.76 and = 0.12 for this ciystal. The D values can be 
independently estimated from the sample geometry. If an ellipsoid of revolution is used to 
approximate our sample shape with the dimensions given in Section 4.2, we calculate = 
0.72 and = 0.14, which are in good agreement with those found above. This agreement 
indicates that Vn, = 1, i.e., that our crystal is fully superconducting. The data below are not 
corrected for the demagnetization factors because the demagnetization effects in the high field 
data are negligible. 
4.4.2 Superconducting State Magnetization 
After subtracting the paramagnetic magnetization of the Tm"*^^ ions from the observed 
M(H,T) data, as described in Section 4.3.3, the diamagnetic superconducting component of 
the magnetization is obtained and is plotted in Figs. 4.7 and 4.8 for H±c and Hl|c, 
respectively. For clarity only the data in the reversible region are presented here. As shown 
in Fig. 4.7(a) with the full scale of 47cMj = -100 G, there are clear onsets of diamagnetism for 
ail fields shown in the plot, indicating high sample quality and negligible superconducting 
fluctuation effects which are commonly seen in high T^. cuprate superconductors. [Lee, 1989] 
[Kes, 1991] The diamagnetic magnetization curve shifts to lower temperature and the slopes 
of the Mj versus T curves seem to gradually decrease as the applied field is increased. This is 
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similar to the behavior of most conventional superconductors including YNijBjC (see Chapter 
3). [Xu, 1994] The expanded plot in Fig. 4.7(b) shows that the data are nearly linear in T near 
Tj and have nearly the same slope for a wide region of field. As shown in Fig. 4.8, a similar 
linear behavior is also observed for H|lc in the reversible superconducting region except for H 
= 10 kG. The broadened M(T) for H = 10 kG may be due to superconducting critical 
fluctuation effects because the fluctuation regime broadens with applied magnetic field as 
observed in the high-Tc superconductor YBa2Cu307.5. [Salamon, 1988] The upturns with 
decreasing T, seen in Fig. 4.7(b) for Hlc = 13 and 15 kG, are believed to come from 
inaccuracy in our subtraction of the Tm^^ sublattice contribution to M(H,T). This inaccuracy 
is likely due mainly to the CEF splitting of J = 6 multiplet because the properties of the lowest 
lying CEF levels become more important as the temperature decreases. This is in agreement 
with the specific heat data above which indicate that two nearly degenerate ground singlets 
occur with an energy splitting of less than 2 K, with the next higher level above 35 K. [Cho, e] 
In the reversible (H,T) region near ^^e Ginzburg-Landau (GL) theory predicts 
[Tinkham, 1980] a linear dependence of Ms on T near T^ as described in Chapter 3, Eq. 3.1. 
This linear behavior of Ms is observed for the reversible data in Figs. 4.7(b) and 4.8. 
Extrapolating these linear dependencies to M^ = 0 yields Hg2(T) = H. The values 
determined here are plotted in Fig. 4.10 below as open symbols. 
For fields higher than those shown in Figs. 4.7 and 4.8, M^ is difficult to extract 
directly from the observed M(H,T) data because becomes very small compared with the 
contribution of the Tm^' ions. Therefore, we have determined Hci from plots of the point-by-
point derivative of M with respect to H (= AM/AH) from the data in Fig. 4.4; examples of 
such AM/AH versus H data at T = 2 K and 6 K for H±c and H||c are plotted in Figs. 4.9(a) 
and 4.9(b), respectively. They show clear slope changes for both field orientations at 
consistent with Eq. (3.1), where AM/AH for H < 11^.2 is larger than AM/AH for H > 
The upper and lower limits of Hg2 are given by the construction and arrows shown in Fig. 4.9. 
4.4.3 Temperature Dependence of the Upper Critical Field rH^('T')1 
The results for Hj2(T) from Ms(T), Figs. 4.7 and 4.8, and AM/AH, such as in Fig. 4.9, have 
been plotted in Fig. 4.10 for H||c and H±c. The values of for HXc from vs. T and 
from AM/AH agree well in the temperature range of overlap, 7 K < T < 9 K. The H°2(T) 
data increase almost lineariy with decreasing T for T > 6 K, saturate for 3 K < T < 6 K and 
decrease on fiirther cooling. In other words, H"2(T) shows a broad maximum near 4 K and 
appears to be suppressed as T approaches Tn = 1.5 K. For Hl|c, the data also exhibit 
a linear increase with decreasing T, but they deviate from the linear behavior at higher T (= 8 
K) than for HXc. These Hc2(T) data are in qualitative agreement with Hc2(T) data from 
magnetoresistance measurements on a single crystal grown by the same method as the one 
studied here. [Naugle] Significant anisotropy in Hc2(T) starts to develop below 8 K and 
becomes nearly two times larger than H^, below 6 K. Several characteristic features in 
HC2(T) of TmNi2B2C can be pointed out here. First, the overall anisotropy in Hc2(T), i.e. 
> H^,, is consistent with the magnetic anisotropy, x^uc ^ XHXC the normal state (Fig. 4.3), 
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indicating that the conventional magnetic pairbreaidng mechanism contributes to this observed 
anisotropy. (see Chapter 1) Second, for both H||c and H±c, Hc2(T) is suppressed as T 
approaches Tn with a broad maximum above Tn, which is common in antiferromagnetic 
superconductors [Fischer, 1990] and consistent with resistivity measurements on 
polycrystalline TmNijBjC. [Eisaki, 1994] Thus the suppression of 11^2 below 6 K is attributed 
to the interplay between the magnetism of the Tm"^^ ions and superconductivity. The broad 
maxima in Hc2(T) in TmNi2B2C contrast with the sharp anomalies in RMoeSg (R = Tb and Gd) 
near Tn. [Ishikawa, 1978] [Fischer, 1979] However, the Hc2(T) in TmNi2B2C is similar to the 
HC2(T) in the ternary superconductor ErMosSg. [Ishikawa, 1977] It is likely that the round 
maximum and subsequent decrease in Hc2 of TmNi2B2C with decreasing T are not directly 
related to the AF ordering at Tn = 1.5 K but to the increasing Tm sublattice magnetization at 
Hc2 with decreasing temperature. 
4.4.4 Superconducting Parameters 
From the H^2(T) data in Fig. 4.10, dH°2 /dT for Hlc and dH^, / dT for H||c near T^, 
were determined to be (-3.6 ± 0.2) kG/K and (-2.8 ± 0.2) kG/K, respectively. Using Eq. 
(3.1), the K values were derived to be = 7.7 ± 0.4 for Hlc and = 6.3 ± 0.3 for H||c; 
thus TmNijBjC is a type II superconductor. Using the relation Hg2(^) ~ -0.69Tg(dHg2/^T)T, 
[Werthamer, 1966] the extrapolated H^2(®) estimated to be (27.2 ± 1.5) kG for H±c and 
(21.2 ± 1.5) kG for H||c. The coherence length ^ is then found from Hg2(0) ~ to be 
(110 ± 3) A and (124 ± 5) A and the extrapolated penetration depth A.(0) to be (850 ± 60) A 
and (780 ± 70) A for H±c and H||c, respectively. The anisotropy factor y, defined as y = 
't, ), is 1.29 ± 0.16, close to one, in spite of the large anisotropy in the 
paramagnetic normal state susceptibility above T^. This value indicates that TmNijBjC is a 
nearly isotropic superconductor like YNi2B2C, [Xu, 1994] (see Chapter 3) in contrast to the 
highly anisotropic copper oxide superconductors with 7 values of - 4-55. [Farrell, 1988] 
[Farrell, 1989] These estimates ignore the effect of the AF ordering at Tn = 1.5 K and 
therefore should be treated as first estimates of these values. For example, Hc2(0) for H||c is 
expected, from Fig. 4.10, to be much smaller than the above estimate. The superconducting 
parameters will be summarized in Chapter 9 for comparison with other RNi2B2C (R = Y and 
Er) compounds. 
4.5 Summary and Conclusions 
The 12 mg single crystal of TmNi^BjC used in this study gives a sharp 
superconducting transition at T^ = 10.8 K (midpoint) for H = 10 G. The x(T) above T^ shows 
an anisotropy in the normal state with the larger magnetization for H||c than for H±c. 
Although the slopes of 1// versus T for both orientations are very close to the free ion 
prediction at high temperatures (T > 150 K), deviations develop below - 150 K, attributed to 
CEF effects. On the other hand, the powder averaged Xavg(^) shows a Curie-Weiss law with 
an effective moment near the free ion value over the whole temperature range 2 K to 300 K 
and with 9avg= (-11.6 ± 0.4) K. Most of these anisotropic features can be understood 
qualitatively as CEF effects. 
In the superconducting state, the GL theory describes the data well in the reversible 
region H = Hc2(T). The superconducting parameters are similar to those of YNi2B2C in 
Chapter 3. The anisotropy factor near T^ is found to be y = 1.29 ± 0,16, showing that 
TmNijBjC is a nearly isotropic superconductor in this temperature regime in spite of the 
magnetic anisotropy in the normal state. This is attributed both to the weak overlap of the 
conduction electrons with the Tm"^^ local magnetic moments and to the relatively large 
difference between T^. and T^, where the ratio T^/T^ =1.5/11. Above H ~ 10 kG, the 
nonlinear behavior of the M(H) data, due to the Tm"^^ ions, causes difficulties in determining 
Hg2(T) using the GL theory. The derivative of M(H) with respect to H (= AM/AH) exhibits a 
clear slope change at Hg2' allowing the determination of Hg2(T^) for H > 10 kG, which is 
in nice agreement with the Hg2(''^) dependencies determined by GL theory and the M(T) data 
in the overlapping temperature range. For T < 6 K, Hc2(T) is more anisotropic than near Tc(H 
= 0) = 10.5 K: = 2H!^2 . The observed sign of the anisotropy ^^e same sign 
as M"^ - suggesting that the depression of Hc2 increases monotonically with the Tm 
sublattice magnetization. The H<,2 values for both H±c and H||c appear to decrease as T 
decreases below ~ 5 K, which is an indication that the maximum in Hc2(T) of TmNi2B2C is 
related to the increasing Tm sublattice magnetization at Hc2 with decreasing temperature, 
rather than AF fluctuations above Tjj. Identification of the magnetic state below T^ and more 
81 
measurements down to and below Tn will be needed to explain more clearly the anomalous 
behavior in Hc2(T). 
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CHAPTER 5. MAGNETISM AND SUPERCONDUCTIVITY IN 
SINGLE CRYSTAL ErNijBzC 
5.1. Introduction 
In the previous Chapters, the anisotropy in the magnetic field (H) dependent 
superconducting properties was studied in YNi2B2C [Xu, 1994] and TmNijBjC [Cho, 1995a] 
crystals by analyzing the magnetization M data. These studies indicated that Hc2(T) was 
isotropic for YNi2B2C and that Ho2(T) became quite anisotropic in TmNi2B2C for 2 K < T < 6 
K. Neutron diffraction measurements have been widely performed to investigate the nature of 
the magnetic ordering of RNi2B2C compounds. For ErNi2B2C, the Er"^^ magnetic moments 
order below 6 K in a transversely polarized planar sinusoidal structure. [Zarestky, 1995] 
[Sinha, 1995] In the case of magnetic superconductors such as RRh4B4, the influence of the 
magnetic ordering of the R sublattice on superconductivity was found to be remarkable. In 
this respect ErNi2B2C should be studied very carefully in conjunction with the other magnetic 
superconducting compounds. [Fischer, 1990] To this end, the detailed study of the 
anisotropic magnetization, magnetoresistivity, and heat capacity of ErNi2B2C will be 
presented. The data show anisotropies in the normal state as well as superconducting state for 
H||c and Hlc. 
5.2 Experimental Details 
A crystal of mass 12 mg with clean surfaces was selected for magnetization 
measurements. A rectangular parallelepiped crystal with dimensions 4 mm x 1 mm x 0.17 mm 
for magnetoresistance measurements was cut out of a larger crystal using a wire saw. The 
temperature and magnetic field (H) dependencies of the static magnetization were measured 
using a Quantum Design SQUED magnetometer. A Linear Research Inc. LR400 Four-Wire 
AC Resistance Bridge was used in conjunction with the T and H environmental control of the 
SQUID magnetometer to measure the in-plane four-probe resistivity as a function of 
temperature, field, and crystal orientation relative to the field. Gold wires with 0.003 in 
diameter were attached to the surface of the crystal with Epotek H20E silver epoxy. The 
contact resistance was less than 1 Q and no indications of Joule heating were detected upon 
varying the current density by a factor of 30. The resistivity data presented in this Chapter 
were measured with current density of ~ 1.76 A/cm^. The specific heat of a crystal of mass = 
20 mg was measured from 2 K to 20 K by Beyermann el a!, at University of California, 
Riverside. A thermal relaxation technique [Bachman, 1972] was used with the sample 
attached to a thermometer/heater diamond platform by a small amount of Apiezon grease. 
The specific heat data were corrected for an additive term due to the addenda, the 
contribution of which was determined by a separate measurement, and the accuracy of these 
measurements is about 1%. 
5.3. Normal State Properties 
5.3 • 1. Specific Heat Measurement 
Figure 5.1 displays the temperature dependent specific heat data, Cp(T) for 2 K < T < 
20 K. There is a clear lambda-shaped anomaly with a peak at (5.85 ± 0.15) K that can be 
associated with the transition of the Er sublattice fi"om paramagnetism to antiferromagnetic 
order. [Zarestky, 1995] [Sinha, 1995] Another measurement on a different crystal (not 
shown) yielded the same Tn as for the first crystal, to within the error bars. These 
measurements were carried out in zero applied field (H). The electronic and lattice terms of 
the specific heat for LuNi2B2C are also plotted as the solid curve in Fig. 5.1 using Cp(T) = 7T 
+ PT^ where Y = 20 mJ/mol-K^ and P = 0.27 mJ/mol-K''. [Carter, 1994] For temperatures 
higher than 11 K, the Cp(T) data for ErNi2B2C increase with increasing temperature at a much 
faster rate than would be anticipated fi-om the above y and P values. This is probably due to a 
Schottky anomaly associated with crystalline electric field (CEF) levels split from the ground 
state by roughly 50 - 60 K. Due to this low lying Schottky anomaly it is difficult to evaluate 
the entropy associated with the magnetic phase transition at 6 K precisely. The magnetic 
entropy at 6 K is 10.5 J/mol-K which can be likely associated with four-fold degenerate state 
ordering at 6 K. The negative slope of Cp(T) from Tn up to = 10 K is indicative of 
pretransitional magnetic fluctuations, which would cause a reduction in the magnetic ordering 
entropy at Tn and increase the value of the above estimated degeneracy. There is a small 
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Figure 5.1. Specific heat (Cp) of ErNi2B2C versus temperature (open circles). The 
approximate electronic and lattice contributions to the specific heat of ErNi2B2C are shown by 
the solid curve, using Cp(T) = 77 + pT^ with 7 = 20 mJ/mole and P = 0.27 mJ/mole K'' 
fi-om [Carter, 1994]. 
feature at T^. = 10.5 K, but due to the large magnetic background the superconducting phase 
transition at 10.5 K is not clearly observed in the specific heat data. The origin of the 
apparent low temperature shoulder in the data at T = 2.2 K is unknown. 
5.3.2 Magnetic Anisotropics 
Typical magnetization M versus applied magnetic field H isotherm data for single 
crystal ErNijBjC are shown in Fig. 5.2(a) for H||c and Fig. 5.2(b) for H±c at several different 
temperatures. For both H||c and BLLc, the magnetizations (M|| and Mj^, respectively) are linear 
in H for T > 50 K. For T < 50 K, Mj remains linear in H down to 10 K and there is almost no 
change in slope (dM||/dH). On the other hand, Mj^(H) becomes highly nonlinear for decreasing 
T and also becomes significantly larger than M||. This indicates that the magnetic anisotropy 
increases as T decreases and that the Er^^ ion moments lie mainly along the plane normal to c 
at low T. 
Figure 5.3(a) shows the temperature dependent anisotropic magnetization divided by 
applied magnetic field (M/H) of ErNijBjC with H = 15 kG±c and ||c for 2 K < T < 300 K; the 
inset shows an expanded plot of the data below 10 K. At the lowest temperatures, a large 
anisotropy is evident, with a much larger magnetization for HJ.c than for H||c . This 
anisotropy becomes smaller as the temperature increases and changes sign at ~ 150 K, so that 
M is slightly smaller for Hlc than for H||c above 150 K. The change of sign can also be seen 
in M(H) isotherm data. Comparison of the slopes of M(H) in Fig. 5.2 for both H||c and HJLc 
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at T = 50, 150, and 300 K shows that Mj < Mj^ for T = 50 K, Mj = for T = 150 K, and M|| 
> Mj^for T = 300 K. Figure 5.3(a) also shows that M||(T) has a non-monotonic temperature 
dependence below = 50 K and has a broad maximum around 30 K. As will be discussed later, 
this broad maximum reflects the occurrence of CEF levels split from the ground state by 
roughly 40 K - 50 K. The sharp drop of Mj^(T) at Tn = 4 K for H = 15 kG results from 
antiferromagnetic ordering of the Er"*^^ ions, where this value of T^ is suppressed from the T^, 
= 6 K value in zero applied field. This suppression of Tfj with HJ.C will be discussed in detail 
below. 
Figure 5.3(b) shows the inverse of the magnetization divided by applied magnetic field 
versus T for the data in Fig. 5.3(a), together with a calculated powder averaged one: 
M3vg(T)/H = 2-MJL(T)/3H + M||(T)/3H. For all three cases, the data show Curie-Weiss 
behavior, 
— = ^ 
H (T-0) 3kB(T-0)' 
for the high temperature region 200 K < T < 300 K. Fitting Eq. (5.1) to the data for T > 200 
K in Fig. 5.3(b) yields (9.30 ± 0.05) i^b, (9.50 ± 0.05) fig, and (9.40 ± 0.05) lUgfor H±c, 
H||c, and the powder average, respectively. These values are all close to the theoretical value 
of 9.59 Hgfor the Hund's Rule ground state of the isolated Er"^^ ion. The Weiss 
temperatures are found to be 0j^ = (-7.4 ± 0.6) K, = (-5.7 ± 0.7) K, and (-6.8 ± 0.8) K for 
HJ.C, H||c, and the powder average, respectively. 
Figure 5.3 also shows that a large deviation from the high temperature Curie-Weiss 
behavior of the Er"^^ ions occurs below 100 K for E[||c, indicating that their magnetic state 
changes dramatically below this temperature. In contrast, the 1/Xavg vs. T data are linear over 
the much wider temperature range, 10 K < T < 300 K, effectively concealing this anisotropy. 
Similar anisotropics of x(T) and the free-ion-like Curie constant of l/Xavg(T) have been 
observed TmNi2B2C (see Chapter 4) and are also attributed to crystalline electric field (CEF) 
effects. For the tetragonal point symmetry (I4/mmm) of an R ion in the RNijBjC compounds, 
the difference (A0 = - 6(|) of the Weiss temperature between H||c and H±c can be used to 
determine the CEF parameter B° for ErNi2B2C as discussed in Chapter 2 and used for 
TmNi2B2C in Chapter 4. By using the above values = (-7.4 ± 0.6) K, 0|| = (-5.7 ± 0.7) K, 
and J = 15/2 for the Er^^ ion in ErNi2B2C, we obtain ~ (-0.022 ± 0.017) K. The value of 
B\ derived here can be used as a starting value for a more detailed analysis of the anisotropic 
X(T) which also takes the rare earth ion exchange interactions into account. 
The effects of CEF splitting of the ground state J = 15/2 multiplet are also manifest in 
the low temperature specific heat (Cp) data for ErNi2B2C. As discussed above, the specific 
heat shows an AF transition at T^ == 5.9 K and a magnetic entropy at 6.0 K of 10.5 J/mol-K 
which can be consistent with either a three- or four-fold degenerate state ordering at 5.9 K. 
In addition to this low temperature multiplet, the rapid increase in the specific heat data for 11 
K < T < 20 K is consistent with another CEF level situated at 50 - 60 K, giving rise to a 
Schottky anomaly with a peak at 20 - 30 K. Having CEF levels at T = 50 - 60 K is also 
consistent with the low field, temperature dependent magnetization [M(T)] data for H||c 
which show a broad maximum at T = 30 K. For HoNijBjC, [Canfield, 1994] the broad 
maximum in M(T) for H||c appears around 80 K. Detailed calculations [Cho, 1995d] (see 
Chapter 6) of the CEF energy levels in HoNi2B2C show that several levels split by ~ 100 K 
from the ground state are responsible for the broad maximum in M(T). This then is consistent 
with the above speculation that CEF levels split by 50 K - 60 K from the ground state are 
responsible for the above features in Cp(T) and M(T) for ErNi2B2C. 
5.3.3 Magnetization below Tn 
The high field magnetization data for H±c are plotted in Fig. 5.4. At T = 2 K the M(H) data, 
taken with increasing H, exhibit a metamagnetic transition near 12 kG for H±c. The magnetic 
moment in this region is = 3.5 Hg per formula unit. A second field- induced transition to a 
nearly saturated magnetic state is seen for H = 20 kG, where the saturation magnetic moment 
at 50 kG is 8.4 [ig per Er, which is 93% of the saturation moment of a free Er^^ ion. In 
addition to these two easily observed field-induced transitions, ErNi2B2C also shows two 
weak field-induced transitions at T = 2 K for H - 1 kG and 7 kG, appearing as small 
inflections in the M(H) data. These latter two transitions disappear by T = 4.5 K and are of 
unknown origin. For T = 4.5 K there is a change in slope in the M(H) data for H ~ 12 kG. 
This may be a broadened form of the metamagnetic phase transition seen at this field at T = 2 
K or may be a transition out of the AF ordered state associated with suppressing T,^ to below 
92 
CO 
LU 
=L 
ErNi2B2C 
T = 2K Q O 
,0 10 K 
H|lc, T = 2K 
10 20 30 40 
Magnetic Field (l<G) 
Figure 5.4. Magnetization M versus applied magnetic field for an ErNi2B2C crystal at 
indicated temperatures for ELLc and H||c. 
4.5 K. This latter hypothesis is consistent with Fig. 5.3 and neutron diffraction data collected 
in applied fields. [Zarestky, 1995] [Sinha, 1995] From Fig. 5.4, no obvious field-induced 
transitions are seen at 2 K for H||c and H < 50 kG. 
5.3.4 Electrical Transport Measurement 
The temperature dependence of the in-plane resistivity (pab) for 2K < T < 400 K is 
shown in Fig. 5.5. The high quality of the single crystal can be seen by the large value of the 
residual resistivity ratio, p3b(400K)/p3b(10K)= 18, and by the absolute resistivity value just 
above Tc, 3.5 |i£2-cm, which is lower than the values previously reported for polycrystalline 
samples. [Eisaki, 1994] For comparison, the average temperature coefficient of resistivity 
dpab/dT = 0.15 ^iQ-cm/K for 50 < T < 400 K, which is much smaller than dp/dT for 
polycrystalline LuNijBjC, but comparable to that for polycrystalline TmNijBjC. [Cava, 1994] 
The overall temperature dependence of p^,, appears to be slightly nonlinear. The shape of 
pab(T), i.e. the negative curvature from = 150 K to our high temperature limit of400 K, is 
reminiscent of the p(T) of the A-15 structure compounds like NbjSn. [Cohen, 1967] There, 
the saturation of p with increasing T was attributed to a strong electron-phonon interaction 
which decreased the mean free path to interatomic distances at high T. Specific heat 
measurements performed on LuNijBjC [Kim, 1995] [Carter, 1995] and YNi2B2C 
[Movshovich, 1994] (see Chapter 3) gave linear heat capacity coefficients y = 11-19 
mJ/mole-K^. From this y and the pab(400 K) value in Fig. 5.5, the electron relaxation time (t) 
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Electrical resistivity in the ab plane versus temperature for an ErNijBjC 
in the Drude model of free electrons is estimated to be (7.9 ± 2) x 10"'® sec using a = neVme 
where a (=l/p) is the electric conductivity, n the conduction electron number density, e the 
electron charge and me the electron mass. Using the reported Fermi velocity (vp^ = Vpy = 2.12 
X lO' cm/sec) from band structure calculations, [Pickett, 1994] the mean free path {t = vpx x 
t) at T = 400 K is calculated to be (1.7 ± 0.4) A which is comparable with the interatomic 
distance (1.5 ~ 3 A), and consistent with the above scenario. 
5.4 Superconducting State Properties 
5.4.1 Superconducting Transition 
The superconducting transitions as measured by low-field (H = 10 G) magnetization 
and zero-field resistivity measurements are plotted in Figs. 5.6(a) and 5.6(b), respectively. 
From Fig. 5.6(a), the onset of the superconducting diamagnetism appears at T = 10.5 K and 
90% of the full diamagnetic magnetization is reached at T = 10 K. The resistivity data in Fig. 
5.6(b) show a superconducting onset at a higher temperature of 11.3 K and zero resistivity at 
T = 10.5 K. A comparison of the two measurements shows that the zero resistivity 
temperature corresponds to the onset temperature of the superconducting magnetization, 
implying that the initial decrease of resistivity with decreasing temperature in the ErNijBjC 
crystal may be due to some sort of filamentary superconductivity. When using electrical 
resistivity data, zero resistivity will henceforth be used as the criterion to determine Tc. 
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5.4.2 Superconducting State Magnetization 
The M/H versus T data for 2 K < T < 11 K are shown in Figs. 5.7(a) and 5.7(b) for 
several values of HJ.c and H||c, respectively. For Hlc the data follow a Curie-Weiss 
temperature dependence at higher temperatures and gradually show a negative deviation from 
this as temperature is lowered. For HJ.c = 2 kG, this happens near 10 K and for H±c = 5 kG, 
this happens at approximately 8 K. We believe that this negative deviation from the Curie-
Weiss law is due to the onset of superconductivity (see Fig. 5.6). Since the magnetization of 
the Er"^^ sublattice for H±c is large compared with the superconducting magnetization in the 
fields used, the determination of from the M(T) data for this field direction is not definitive. 
For H|lc, the can be determined more clearly than for BLic due to the smaller background 
magnetization of the Er^^ sublattice, but this extraction of Tc(H) is only definitive for H < 8 
kG. As will be shown below, these values of (for H less than 5 kG for H±c and less than 
10 kG for H||c) agree well with values determined from magnetoresistance data taken under 
identical field conditions. 
The antiferromagnetic transition temperature, T^j, can be determined from the 
maximum in d(MT)/HdT. [Fisher, 1962] Using this criterion, T^ = 6.0 K for H±c = 2 kG, 
which is in agreement with the specific heat data shown in Fig. 5.1 and with magnetic neutron 
diffraction results at H = 0. [Zarestky, 1995] [Sinha, 1995] As can be seen in Fig. 5.7(a), T^j 
decreases with increasing H for H±c. For H||c, the temperature dependent magnetization is 
significantly different than for HJ-c. The AF ordering of the Er^^ ions is manifested by a small 
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idnk in the superconducting diamagnetic M(T) data. Furthermore, in contrast to Tfg(H) for 
H±c, Tpj is seen to be nearly independent of H for H < 15 kG. These dependencies of TN(H) 
for H||c and H±c, determined from the data in Fig. 5.7, are plotted as the filled symbols in 
Fig. 5.8. 
5.4.3 Magnetoresistivitv in the Superconducting State 
Magnetoresistivity pab(H,T) measurements for HJ.c [Fig. 5.9(a)] and H||c [Fig. 5.9(b)] 
show large anisotropics. For H±c, T^. decreases with increasing H as expected and there is no 
change in the zero-resistance state near Tfj = 6 K (see Fig. 5.8) for H < 8 kG. For 8.5 kG < H 
< 10 kG, has decreased to = Tfg, the transition width increases significantly, and the effect 
of the AF ordering on superconductivity appears as a small kink within the superconducting 
transition temperature region. Re-entrant behavior is not found at any field for H±c. The 
effect of AF ordering on the normal state resistivity is also displayed for H = 15 kG and 18 kG 
as a slope change (marked by vertical arrows) due to the reduction of spin-disorder scattering 
of conduction electrons. A decrease of T^ with increasing field can be clearly seen in Fig. 
5.9(a). 
The pab(T,H) data for HUc in Fig. 5.9(b) show a decrease of Tc with increasing field 
similar to, but slower than, the decrease for Hlc in Fig. 5.9(a) for H < 10 kG. At H = 11 kG, 
the resistivity reaches zero at 6.6 K and a small nonzero resistivity reappears at 6 K. The 
resistivity returns to zero below 5 K and remains zero to 2 K, the lowest temperature 
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attainable. This re-entrant behavior of the magnetoresistivity manifests itself more clearly at H 
= 12 kG; zero resistance is seen between 6.4 K and 6.0 K, nonzero resistance between 6.0 K 
and 4.6 K, and zero resistance again below 4.6 K. For H > 13 kG, the effect of AF ordering 
can be seen as an S-shaped feature in Pab(T) near 6 K which smears out as the field increases 
above 15 kG. For H = 20 kG (above H^j), the normal state resistivity shows slope changes at 
two different temperatures. The first drop of resistivity at 6 K is attributed to the AF ordering 
of the Er+3 magnetic sublattice and the second one near 3 K is of unknown origin. 
The Neel temperature T^ can be determined from the resistivity data as the 
temperature of the local maximum in pab(T,H) for H < Hg2 and the onset temperature of slope 
change in pab(T,H) for H > H^2- For the H||c data shown in Fig 5.9(b), these criteria evolve 
into each other smoothly. The TN(H) dependencies for H||c and H±c found from the data in 
Fig. 5.9 are plotted in Fig. 5.8, where good agreement with the respective TN(H) 
dependencies found from the M(H,T) measurements is seen. 
In order to better understand the re-entrant superconducting behavior seen for the 
intermediate fields in Fig. 5.9(b), we measured the resistivity versus field isotherms between 5 
K and 7 K for both H±c (Fig. 5.10(a)) and H|lc (Fig. 5.10(b)). The temperature dependent 
upper critical magnetic field, Hc2(T), determined from these isotherms (as well as He2(T) data 
from Figs. 5.7 and 5.9) are plotted in Fig. 5.11. For H±c, the resistivity remains near zero for 
H < 8 kG and becomes non-zero between 8 kG and 9 kG for the five temperatures between 5 
K and 6 K shown. The resistivity data at 9 kG increase with T from 5 K to 6 K, which means 
that the magnetic field at which non-zero resistivity starts to appear, defined here as Hg2(T), is 
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between 8 kG and 9 kG and continuously decreases from 5 K to 6 K (see Fig. 5.11). Thus 
there is no local minimum in H^jCT) between 5 K and 6 K, which is consistent with the 
measurements of resistivity versus temperature. In other words, the lack of re-entrant 
superconductivity for H±c precludes a local minimum in Hj.2(T). Figure 5.10(b) shows the 
resistivity versus field for HUc at seven different temperatures near Tfj. In contrast to H±c, 
the Hg2(T) for H||c is not a monotonic function of temperature between 5 K and 7 K. The 
Hg2(T) data decrease from 11.5 kG at 5 K to 11 kG at 5.5 K and then remain almost constant 
up to 5.8 K. The Hj2(T) then increases to between 11 kG and 12 kG at 5.9 K and reaches a 
maximum of 12 kG at 6 K. Above 6 K, Hg2(T) decreases monotonicaliy with temperature 
with Hg2(7 K) being between 9 kG and 10 kG (see Fig. 5.11). Thus, these pab(H,T) data for 5 
K < T < 7 K show clear evidence of a local minimum in Hg2(T) just below T^j, consistent with 
the re-entrant behavior in the pab(T) data in Fig. 5.9. 
The variation of the normal state resistivity as a function of temperature at 15 kG for 
H±c [Fig. 5.10(a)] and at 20 kG for H||c [Fig. 5.10(b)], i.e. above Hg2, can be qualitatively 
explained by magnetic scattering of conduction electrons. The variation of resistivity at 20 kG 
(Apab = Pab(6 K) - p3b(5 K)) for H||c is about 0.3 [iQ-cm which is much larger than that for 
H±c (Apjb^ 0.1 ^^2-cm). For H||c, long range AF ordering occurs at 6 K and lowers the 
resistivity due to the reduction of the magnetic scattering. On the other hand, T^j for H±c is 
shifted down to 4 K at H = 15 kG (see Fig. 5.8), resulting in no reduction of magnetic 
scattering in the temperature region examined. 
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The magnetoresistivity of ErNi2B2C at 2 K is plotted in Figs. 5.12(a) and 5.12(b) for 
Hllc and H±c for fields up to H = 50 kG, respectively. For H|lc, the sharp increase of 
resistivity at H = 15 kG is the transition from the superconducting state to the normal state, 
i.e. Hj2(2 K) = 15 kG. For Hie, the critical field is seen to be Hj2(2 K) = 12.3 kG. The 
pab(H) data for ELLc show clear hysteresis between increasing and decreasing fields near 
indicating a first order superconducting transition, and also above Hg2- HXc, the 
value coincides with the field at which the metamagnetic transition occurs (see Fig. 5.4), 
suggesting that the metamagnetic state is detrimental to superconductivity. The second 
higher-field hysteretic region for H±c is associated with the magnetic transition to the field-
induced nearly saturated paramagnetic state which is therefore apparently also first order. 
Above ~ 20 kG [inset to Fig. 5.12(b)], the negative slope of the magnetoresistivity is 
presumably due to a reduction in spin-disorder scattering as magnetic saturation is 
approached. 
5.4.4 Superconducting State Anisotropv (Tn and 
The field dependencies of Tjj in single crystal ErNi2B2C for H±c and H||c are plotted 
in Fig. 5.8. While T^ for Hl|c is field independent, T^^ for H±c decreases as the field increases 
and becomes less than 2 K at H = 20 kG. These observations are consistent with the neutron 
scattering measurements on single crystal ErNi2B2C [Zarestky, 1995] which show that the 
intensities of the magnetic satellite peaks decrease with increasing field at 5.5 K and vanish at 
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10 kG for ELLc, whereas the magnetic intensities are independent of field for Hl|c. For H±c, 
TN(H) can be fitted by the empirical expression = TQ - AH^ with Tg = 6.0 K and A = 8.3 x 
10'® K/G^, as shown by the solid curve in Fig. 5.8. Such a field dependence of is not 
unique in ErNi2B2C and similar behaviors have been in the compound NdRh2Si2, [Ivanov, 
1993] which has a tetragonal (I4/mmm) structure and a collinear antiferromagnetic AFI-type 
structure. For ErNi2B2C, Tj^ is suppressed more rapidly for the field direction that couples 
more easily to the magnetic sublattice, i.e. for the low temperature easy axis. It should be 
noted that measurements on polycrystalline samples would yield broadened magnetic phase 
transitions since the data would be an average over all crystallographic orientations. 
Figure 5.11 shows Hc2 versus T for both field orientations based on the three different 
types of measurements, M vs. T, pabvs. H, and p^b vs. T. The H^2 values from the three 
different methods agree nicely in the overlapping temperature and field regions. While the 
overall magnitude and temperature dependencies of Hj.2(T) are qualitatively consistent with 
those determined from p vs. T for a polycrystal sample [Eisaki, 1994], Fig. 5.11 exhibits 
interesting anisotropy between H|lc and H±c, which shows larger Hg2 for H||c than for H±c. 
This overall anisotropy is consistent with the magnetic anisotropy in the normal 
state at low T (see Figs. 5.2 and 5.3), implying that magnetic pairbreaking due to the Er^"^ 
sublattice magnetization is suppressing Hg2(T) from what it would have been in the absence of 
the local moments. Possibly more conspicuous than the overall anisotropy of the 
in Fig. 5.11 is the remarkable anisotropy in temperature dependence between H|lc and H±c. 
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Additional magnetic pair breaking due to changes in magnetic scattering near an AF 
phase transition have been discussed by several researchers. [Fischer, 1990] [Ramakrishnan, 
1981] [Machida, 1980] Indeed, there is a remarkable qualitative agreement between the form 
of HC2(T) for H||c and the previous predictions of Machida et al. [Machida, 1980] for RMogSg 
compounds. The striking aspect of Fig. 5.11 is that the cusp seen in Hc2(T) at 6 K for H||c is 
absent for H-Lc. This is probably due to the fact that this feature is associated with T^, which 
is relatively field independent for H||c and highly field dependent for H±c. For example, 
HJ2(T = 6 K) for H±c is approximately 8 kG (Fig. 5.8). By 8 kG, T^j for H±c is suppressed 
to approximately 5.5 K (Fig. 5.8). This reduction in Tn with H may be responsible for the 
broadened, plateau-like feature at = 6 K seen in the Hp2 data for Hlc. 
5.4.5 Superconducting Parameters 
From the HJ2(T) data in Fig. 5.11, the (dHc2/dT)|T^ values are determined to be (-1.98 
± 0.08) kG/K and (-2.6 ± 0.2) kG/K for Hie and Hl|c, respectively. Using the relation He2(®) 
= -0.69T^(dH(.2/dT)|T^, [Werthamer, 1966] the extrapolated Hg2(®) estimated to be (14.7 ± 
0.7) kG and (19.1 ± 1.5) kG, respectively. Of course, these extrapolated values of Hj2(0) 
ignore the existence of the AF ordering below T^, and its influence on Hc2. Both the 
anisotropy of (dHc2/dT)|T^ in ErNi2B2C and the smaller magnitude of (dHc2/dT)|T^ in ErNi2B2C 
compared to that (- 3.2 kG/K) in YNi2B2C evidently reflect the effects of the Er"^^ sublattice 
magnetization. The (extrapolated) superconducting coherence length is found to be 
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^ /2;rH^2(0) = (150 ± 4) A and (131 ± 6) A for H±c and H||c, respectively. The 
anisotropy factor, defined as y = {-jf' V, ) I ("#" Ir^), is (1.30 ± 0.17) and is close to one, in 
spite of the large anisotropy in the paramagnetic normal state susceptibility above T^,. Using 
dM, I 
"df" T = (15 ± 3) G/K from Fig. 5.7 and the Ginzburg-Landau (GL) relation. 
H,,(T) - H 
Q.K-  -  l ) / 3 ,  
4;rMs = " (5.2) 
where K is the GL parameter and = 1.16 is a constant, Kc is estimated to be 8.8 ± 1.2 for 
H||c, which means that ErNi2B2C is a type II superconductor. For H±c, the background 
magnetization from the Er"^^ sublattice is too large for to be determined, so that we 
could not obtain the Kjb value (see Fig. 5.7). Using k- = the penetration depth X, is 
estimated to be (1160 ± 210) A for B[||c. The superconducting parameters are summarized in 
Chapter 9 for comparison with those for YNi2B2C and TmNi2B2C. 
5.5. Summary and Conclusions 
ErNi2B2C crystals were grown by a flux method and examined thoroughly by specific 
heat, magnetization, and resistivity measurements in both the superconducting and normal 
states. These crystals show T^ = 10.5 K (onset of diamagnetism and zero resistivity) and long 
range antiferromagnetic ordering at T^j = 5.9 K, with coexistence of superconductivity and 
I l l  
antiferromagnetism below Tn in low applied magnetic fields. The specific heat measurements 
show a lambda-shaped anomaly near 5.9 K corresponding to the known AF ordering 
transition. [Zarestky, 1995] [Sinha, 1995] The entropy at 6 K is consistent with the ordering 
of either a three- or four-fold degenerate state, although the observed pretransitional increase 
in Cp(T), indicative of fluctuation effects, would increase this estimated degeneracy. The 
rapid increase of Cp for temperatures above 11 K indicates that CEF levels are split off from 
the ground states by - 50 K. A splitting of CEF levels by -50 K is also supported by the 
existence of the broad maximum in M||c near 30 K. 
Our measurement of the anisotropy in the normal state magnetic susceptibility shows a 
change of the easy axis direction from parallel to the c-axis for T > 150 K to normal to the c-
axis (easy plane) for T < 150. Although this anisotropy evidently comes from the CEF 
splitting of the ground state J = 15/2 multiplet of Er"^^, the easy axis direction of the Er^^ 
moments does not follow the general behavior where the sign of 5° plays the key role in 
determining the easy axis direction, which is seen in most anisotropic magnetic compounds 
containing rare-earth elements. The value of 5? of ErNijBjC is estimated to be (-0.022 ± 
0.017) K from the magnetization data for H±c and H||c. While this value of .6° ErNi2B2C 
is not definitive, the magnitude of 5° is much smaller than those in the compounds mentioned 
before (RC05 and RzCon [Greedan, 1973] and RRh4B4 [Dunlap, 1984]) and the sign is found 
to be negative within the measurement errors. Thus the negative sign may explain the 
anisotropy in the high temperature region (T > 150 K), with the higher order terms in the CEF 
Hamiltonian overriding its importance at lower temperatures. This will be discussed in more 
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detail in Chapter 9 together with (Tm,Ho)Ni2B2C. Another anisotropy seen in the low 
temperature M(T,H) data is the anisotropic field dependence of Tn. Tn is found to be 
approximately field independent (Tn = 6 K) for Hjlc, but for H±c Tn is suppressed as from 
Tn = 6 K for H = 0 to below 2 K for H = 20 kG. 
Electrical resistivity p^b measurements have been carried out for 2 K < T < 400 K for 
current flowing in the ab plane. The high temperature resistivity shows a negative curvature 
for T > 150 K. Since the pab value at 400 K indicates a very short mean free path of- 1.7 A, 
the negative curvature in Pab(T) suggests saturation as previously observed in, e.g.. A-15 
compounds. The low temperature magnetoresistivity data yielded the detailed field 
dependencies of Tn and Tc. These Tn(H) data agree well with the field dependent Tn data 
determined from the M(T,H) data described above. The Hc2(T) data show anisotropy not 
only in magnitude but also in temperature dependence. Hc2 for H||c is larger than Hc2 for Hlc 
at all temperatures. This is consistent with the normal state M(T,Hlc) > M(T,H||c) observed 
in this temperature range. Perhaps of greater interest is the anisotropic temperature 
dependence of Hc2. For H||c there is a well defined cusp in Hc2 at Tn = 6 K, while for H±c 
there is only a broad plateau-like feature between 5 K and 6 K. This anisotropy in the 
temperature dependence of Hc2 is thought to arise from the anisotropic field dependence of 
Tn. Evidently, for H||c the relative field independence of Tn leads to a well defined cusp in 
Hc2 associated with the AF ordering, while for H±c the field dependence of Tn leads to a 
broad feature in Hc2 near Tn(H). The Hc2(T) for H||c, with the cusp, is strikingly similar to 
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HC2(T) calculated for the antiferromagnetic superconductor RMoeSe. [Machida, 1980] Given 
the availability of high quality single crystals and the easily accessible superconducting and 
magnetic phase transition temperatures, ErNi2B2C should be of great use to test future 
theoretical predictions of the interplay between superconductivity and local moment 
magnetism. 
114 
CHAPTER 6. MAGNETISM AND SUPERCONDUCTIVITY IN 
SINGLE CRYSTAL HoNizBzC 
6.1 Introduction 
As described in Chapter 1, the rare earths are in well defined R-C planes that are 
separated by well defined Ni2B2 slabs. This raises the possibility that these materials might act 
as an intermediate system between the three-dimensional cluster compounds such as RRh4B4 
or RMoeSg and the quasi-two-dimensional cuprate high temperature superconductors such as 
the RBa2Cu307 materials, where in all 3 cases there is little interaction between the rare earth 
magnetic moments and the superconducting current carriers. Indeed, recent magnetic 
susceptibility measurements on polycrystalline samples indicate magnetic order below Tc for R 
= Tm, Ho and Er members of the RNi2B2C series. [Eisaki, 1994] The higher magnetic 
ordering temperature of HoNi2B2C in combination with the lower Tc gives rise to the 
possibility of strong interaction between superconductivity and magnetic order. The ratio 
Tc/Tn for HoNi2B2C in zero applied field is = 1.6 as compared with = 6.6 for TmNi2B2C. 
Indeed, initial results of Hc2 vs. temperature determined resistively [Eisaki, 1994] indicate that 
HoNi2B2C has a non-monotonic temperature dependence of Hc2 with a minimum near 5 K. 
These considerations, as well as the availability of large single crystals which allow for the 
study of magnetic anisotropies, have led to the following study of the specific heat and 
temperature and field dependent anisotropic magnetization of HoNi2B2C. 
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6.2 Experimental Details 
Magnetization measurements were carried out on HoNi2B2C crystals with masses 10.1 
and 2.5 mg using a Quantum Design SQUID magnetometer. Since these data were found to 
depend on the temperature/field history of the sample, a brief description of the 
temperature/field profiles used to examine these samples is given here. Zero-field-cooled to 2 
K data [ZFC(2K)] were taken as follows: The sample was cooled in a field of less than 1 G to 
2 K, at which point the measuring field was applied and data were collected upon warming to 
4 K. The sample was then warmed to 20 K, the field was reduced to below 1 G again and the 
sample was cooled to 4.5 K at which point the measurement field was again applied and the 
rest of the data set was collected on warming. This process avoids possible field cooling for 
data above 4 K due to a nuance of temperature control in the Quantum Design SQUID. 
Zero-field-cooling to other temperatures [such as ZFC(6K)] simply denotes the temperature 
to which the sample was cooled in zero field before the application of the measurement field. 
Data are then taken either on subsequent warming or cooling. This is necessary to probe the 
superconducting regions that, for certain applied fields, have normal states both at higher and 
lower temperatures than the temperature cooled to. For field cooled (FC) runs, the 
measurement field was applied when the sample was in the normal state and subsequently 
cooled in the measuring field. None of the magnetization data are corrected for 
demagnetization factors. 
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The specific heat measurements were performed on our crystal by Hundley et al. at 
Los Alamos National Laboratory from 1.5 to 20 K in a small sample mass calorimeter that 
employs a thermal relaxation measurement technique. [Bachmann, 1972] 
6.3 Normal State Magnetic Properties 
6.3.1 Specific Heat Measurement 
Figure 6.1 presents zero applied field specific heat (Cp) data for HoNi2B2C. While the 
peak associated with magnetic ordering is clearly seen at 5.0 K, the high temperature tail of 
the magnetic transition makes it difficult to resolve the change in specific heat that would be 
associated with the superconducting transition temperature Tc= 8.0 K. This is not surprising 
because the high temperature tail of the specific heat anomaly associated with the magnetic 
order at 5 K is still much larger than the jump in specific heat associated with the 
superconducting transition in either YNi2B2C or TmNi2B2C. [Movshovich, 1994] (see Chapter 
3 and 4) A similar Cp(T) was also observed for ErNi2B2C in Chapter 5. Also plotted in Fig. 
6.1 is d(xT)/dT for the H = 2 kG, H±c data, which will be described in detail later. As 
anticipated [Fisher, 1962] the temperature dependence of d(xT)/dT is qualitatively the same as 
that of the specific heat close to Tn-
The other distinct features in the Cp data are the two shoulders in the specific heat 
seen at 5.5 K and 6.0 K shown in Fig. 6.1(b). These features also weakly manifest themselves 
in the d(xT)/dT data. Based only on the specific heat and high field magnetization data, it 
might be tempting to dismiss these small features as second phase effects, but, as will be 
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Figure 6.1: (a) Specific heat (Cp) of HoNi2B2C vs temperature shown by open squares and 
d(xT)/dT for 2 kG applied perpendicular to the c-axis of HoNi2B2C shown by open circles, 
(b) Expanded scale to show features at 5.5 and 6.0 K. 
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discussed later, anomalies associated with these two temperature also manifest themselves in 
the low-field, temperature dependent magnetization measurements of the superconducting 
state, indicating that these features can be associated with the bulk sample. In addition, recent 
temperature dependent neutron diffraction experiments on single crystals of HoNi2"B2C show 
that magnetic satellites associated with an incommensurate, modulated magnetic structure 
begin to develop between 6 K and 5 K. [Goldman, 1994] This incommensurate, modulated 
structure is suddenly replaced by a simple antiferromagnetic structure below 5 K. The 
temperature dependencies of the magnetic scattering from the incommensurate and simple 
antiferromagnetic structures are consistent with the three features seen in Fig. 6.1. Finally, 
temperature dependent neutron diffraction experiments on HoNi2"B2C powders rule out the 
possibility that the two smaller features in Fig. 6.1 are due to magnetic ordering of an 
unidentified second phase. [Vogt] 
By determining the entropy associated with the magnetic ordering transition at 5 K we 
can determine the nature of the CEF ground state in HoNi2B2C. The three contributions to Cp 
are Cp= 7T + PT^ + Cm(T), where the y and P terms are the electronic and phonon 
contributions respectively, and Cm is the magnetic contribution. To determine Cm from the 
measured data we must first determine y and P, but due to the magnetic contribution from the 
5 K transition that is clearly present in the Cp data at all measured temperatures (1.5 to 20 K) 
it is impossible to determine these parameters from the data of HoNi2B2C. Useful estimates of 
y and P can be made from the specific heat measurements on other members of the RNi2B2C 
system. Based on Cp measurements of LuNi2B2C, [Carter, 1994] y~ 20 mJ/mole-K^ and P ~ 
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0.27 mJ/moIe-K" (0d = 350 K) are assumed for HoNi2B2C. These values lead to a non­
magnetic background that varies monotonically from 0.02 J/mole-K at T = 1 K to 0.26 
J/mole-K at T = 7 K (see Fig. 6.1(b) for comparison). The magnetic entropy for HoNi2B2C as 
estimated with these parameters nearly saturates to 9.1 J/mole-K at 20 K. This value gives a 
minimum number of magnetic states associated to the magnetic ordering with a triplet ground 
state (S = RIn3 = 9.13 J/mol-K). In tetragonal symmetry, the Ho'^ J = 8 ground state is 
expected to split into nine singlets and four doublets due to CEF interactions. Hence, the total 
entropy associated with the 5 K feature suggests that a closely spaced doublet and singlet are 
involved in this magnetic transition. Further, the other eleven CEF levels must be spaced well 
above the two nearly degenerate ground state levels. This is consistent with the large CEF-
induced anisotropy that is evident in the magnetic susceptibility measurements. This level 
scheme will be reexamined in a detailed CEF calculation later. 
6.3.2 Magnetization versus Magnetic Field Isotherms below Tn 
In order to better understand the nature of the ordered state magnetism below Tn, several 
isothermal M versus H measurements were carried out for three different orientations of 
magnetic field within a plane normal to the c-axis: H||[100], H|l[110], and between them. 
Figure 6.2 shows M versus H data at T = 2 K for the three orientations of magnetic field. 
There is a hysteretic phase transition between 3.5 kG and 5.5 kG, a second transition between 
7 kG and 12 kG depending on the magnetic field direction and a third one near 13 kG. M 
versus H data at 3 K, 4 K, and 4.5 K indicate that there are weak temperature dependencies 
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Figure 6.2. Magnetization M of HoNizBaC versus magnetic field at T = 2 K for three different 
orientations of the applied magnetic field within a plane normal to the c-axis (Hl|[100], 
H||[l 10], and H between them). 
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associated with these transitions. In addition, an anisotropy in magnetization for fields above 
20 kG is found within the plane normal to the c-axis despite the tetragonal symmetry of the 
Ho^' site in HoNi2B2C. For H||[100] and H||[l 10], the saturated magnetic moment is = 7.2 Hb 
and == 9.8 |j.b corresponding to 72 % and 98 % of the Hund's rule ground state value for the 
isolated Ho^^ ion, respectively. The preliminary M/H versus T data (see below) together with 
the M(H) isotherm data suggest that the magnetic structure below Tn is complex in nature and 
may well be non-collinear. 
6.3.3 Anisotropic Field Dependence of the Magnetic Ordering Temperature 
Figure 6.3 shows M(T)/H data for HoNi2B2C with the field applied parallel to the 
[100] axis. These data dramatically demonstrate that a series of magnetic phase transitions 
occur as a function of temperature in this material. The lowest applied field shown is 1 kG 
(open circles). This field is above Hc2 for the temperature range of interest and allows us to 
measure the response of the Ho sublattice. For H = 1 kG two transitions can be easily seen in 
the data: an initial shoulder in the magnetization data starting at 5.5 K followed by a sharp 
drop centered near 5.1 K. By 4 kG applied field (open triangles pointing down) the shoulder 
is centered at 4.95 K and the sharp drop is centered at 4.4 K. The data for 4.75 kG are 
consistent with the M vs. H data at 2 K presented in the previous section, which show that for 
fields between 4 and 5 kG the sample undergoes a meta-magnetic transition. The highest 
applied field data shown in Fig. 6.3 are for H = 7 kG (open hexagons). These data show only 
one broad shoulder centered at 3.4 K. 
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Figure 6.3 Magnetization of HoNi2B2C divided by applied magnetic field M/H versus 
temperature for several diflFerent applied magnetic fields. The indicated fields are applied 
parallel to the [100] direction. 
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Figure 6.4 shows the M(T)/H data for H = 6 icG for the field applied along three 
different crystallographic directions. At this field there is a moderate anisotropy between the 
[100] and [110] directions as well as a strong anisotropy between these two directions and the 
[001] direction. In addition to the clear feature seen near 4.3 or 4.9 K in the [100] and [110] 
data, respectively, another transition near 6.0 K is apparent. This transition manifests itself in 
the susceptibility data as a divergence of the two data sets for temperatures below 6 K. There 
is a small, but significant, change of slope in both data sets at approximately 6 K that is 
responsible for this separation at lower temperatures. As will be shown, this feature manifests 
itself more clearly in first derivatives of the data. 
Figure 6.5 shows the field dependencies of the magnetic ordering temperatures as 
determined fi'om the d(xT)/dT data for the applied field in the tetragonal a-b plane. Since the 
d(xT)/dT data showed a nice agreement with specific heat data near the magnetic transition 
temperature at 5 K, we used the features in d(xT)/dT data for identifying the phase transition 
temperatures. For the field applied along the [100] and [110] directions there is little change 
in the temperature of the highest (6.0 K transition) and a suppression of the two lower 
temperature transitions. Up to 4 kG the suppression of the lower two transitions is isotropic. 
At 4 kG the lowest temperature transition for H applied along the [110] direction (circles) is 
no longer detected. For H||[100] (squares) the lowest temperature transition is detected for 
fields as large as 4.75 kG (also see Fig. 6.3). For fields higher than 5 kG only the 6.0 K and 
the next lower temperature transition are detected. This is consistent with a meta-magnetic 
transition occurring between 4 and 5 kG for the field applied in the tetragonal plane. The 
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Figure 6.4 Temperature dependent magnetization M of HoNi2B2C for H - 6 kG applied 
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critical field for this meta-magnetic phase transition is anisotropic, varying between 4 and 5 
kG at 2 K for Bl|l[110] and ||[100], respectively. 
For the magnetic field applied along the [001] direction (parallel to the c-axis) there is 
virtually no field dependence of either the 5.5 or 5.1 K transitions for the fields studied. This 
is consistent with there being little magnetic response to applied fields in this direction. 
6.3.4 Normal State Magnetic Anisotropv 
Figure 6.6 shows the anisotropic magnetic susceptibility {= M/H) of HoNi2B2C for 2 K 
< T < 300 K for both H||c and H±c with H = 10 kG. The anisotropy, with larger 
magnetization for HJLc than for H[(c, seen in Fig. 6.6 for low temperature, persists up to 
300K, but becomes less pronounced as temperature increases. The sharp drop of M(T) near 5 
K corresponds to the antiferromagnetic ordering found in the specific heat measurement. The 
anisotropy in general, as well as the broad maximum seen at T = 80 K for H|lc, can be 
associated with CEF effects as already seen in ErNi2B2C in the previous Chapter. The inverse 
magnetic susceptibility x"' = (M/H)"' of another HoNijBjC crystal is plotted from 10 K to 350 
K in Fig. 6.7(a) for both HUc and H±c with H = 1 kG. Figure 6.7(a), as in Fig. 6.6, shows 
highly anisotropic magnetic behavior with a much larger M for HJ.C than for H|lc, and shows 
that there is an easy plane for the Ho"^"' magnetic moments which is normal to c. A broad 
maximum in M(T) occurs for H||c at T = 80 K. While Curie-Weiss behavior is observed for 
both curves above 250 K, deviations from this behavior develop below 250 K. The X''(T) for 
H||c below 100 K indicates that the magnetic state of the Ho^^ ion changes dramatically below 
127 
0.800 
0.600 
O) 
c*r* 
E 
o 
o 
X 
0.400 -
HLLC 
0.200 
0.000 
0 50 100 160 200 250 300 
temperature (K) 
HoNLBX H = 10KG 
50 100 150 200 250 300 
temperature (K) 
Figure 6.6 Anisotropic magnetization divided by applied magnetic field M/H for H = 10 IcG 
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Figure 6.7 Inverse of the anisotropic magnetization divided by applied magnetic field, 
(M/H)"', versus temperature for crystals of (a) HoNizBaC and (b) Luo.976Hoo,o24Ni2B2C. The 
lines in (a) are Curie-Weiss fits to the data above 250 K. The solid curves in (b) are 
crystalline electric field (CEF) calculations described in the text. 
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this T. By fitting a Curie-Weiss law [x = C/(T - 0), C = Njacfr^/SIcb] to the data above 250 K, 
the effective magnetic moments and Weiss temperatures are found to be = (10.34 ± 
0.02) Hb, 6,1 = (-33.5 ± 0.5) K for H||c and = (10.67 ± 0.03) 0^= (8.5 ± 0.7) K for 
BLLc. The values of are similar to the free-ion value of 10.63 iig- Figure 6.7(b) shows 
X"'(T) of Luo.976Hoo o24Ni2B2C for both H||c and Hi.c wdth H = 1 kG, where Curie-Weiss 
behavior is again seen above 250 K. This composition x = 0.024 in Lui.j^Ho^NijBjC was 
2 2 
determined by requiring that the powder average of |j,eff above 250 K be close to [Jefr = 
(10.63 i^b)^ for the free Ho^^ ion. The anisotropic and 0 values above 250 K were then 
found to be |ieff,II= (10.58 ± 0.02) |ig, 0|| = (-35.0 ± 0.7) K and , = (10.63 ± 0.03) jig, 0JL = 
(20.0 ± 1.0) K for H||c and H±c, respectively. The difference in 0|| between the two 
compounds [A0|| = (-1.5 ± 0.9 K)] is much less than the difference in 0j^ [A0j^ = (11.5 ± 1.2) 
K], 
6.4 Crystalline Electric Field Effects 
6.4.1 Anisotropic Exchange Coupling Constant between Ho"^^ Ions 
Comparisons of Figs. 6.7(a) and 6.7(b) and of the above respective Weiss 
temperatures indicate that the main contribution to the observed % anisotropy in HoNijBjC 
comes from a CEF splitting of the ground J = 8 multiplet of the Ho^^ ion. The exchange 
interaction between Ho^^ ions is evidently responsible for the A0 values because the exchange 
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interaction is expected to be negligible in Lug 976H00 024Ni2B2C compared to that in HoNi2B2C 
due to the dilute concentration of Ho^^ ions in the former compound, whereas the CEF effects 
should be nearly the same in the two crystals. The observation that is larger than A0|i 
indicates that the exchange interaction is anisotropic. We therefore write the exchange 
Hamiltonian as 
-SJiwrs;+X;'S;)+ju^S;, (6.1) 
<i.j> 
where x, y, and z correspond to the crystallographic a, b, and c axes, J", and are 
respectively the exchange interaction constants with the Ho^"^ moments parallel and 
perpendicular to the c-axis, and the sum is over nearest-neighbor Ho pairs. 
At high T, a series expansion of x in 1/T including exchange effects between Ho^' ions 
leads to the following expressions for 1/% for Hl|c and HJ-c, [Boutron, 1973] 
cl 3 " 5 ') 
and (6.2) 
X. C\ 3 " 10 -J 
where C is the free ion Curie constant, and are the exchange constants defined in Eq. 
(6.1), c is the fraction of Ho"^^ ions in the R sites, and Jex and B" are in temperature units. 
Equations (6.2) have the form of Curie-Weiss laws, with 
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ex 
(2J-l)(2J + 3) „o 
: "•< 
and (6.3) 
J(J+l),j. , (2J-l)(2J + 3)„o S± = -C J „ +  7 7  0 2  
Equations (6.3) show that 0|| and 6^^ depend only on the exchange coupling constants J", and 
and on the first CEF parameter . Substituting the above values of 0||, 6j^ and c into Eqs. 
(6.3), one obtains = (-0.06 ± 0.05) K and = (0.50 ± 0.06) K. The signs and magnitudes 
of J", and indicate that the exchange interaction between Ho^^ ions is relatively strong 
and ferromagnetic when the Ho^^ magnetic moments are normal to c. This result is consistent 
with the neutron diffraction measurements [Goldman, 1994] [Grigereit, 1994] which show 
that the magnetic structure below Tnj = 5 K consists of ferromagnetic sheets normal to c, with 
the ordered moment in the ab plane, which are coupled antiferromagnetically. From Eqs. 
(6.3), the value of is found to be (0.66 ± 0.05) K. The positive BS reinforces the 
exchange anisotropy. 
6.4.2 Determination of Stevens Coefficients B|^ 
In order to obtain accurate fits to M(H,T) data over extended H and T ranges, one 
needs to include the influence of all five of the Steven's operator terms in the CEF 
Hamiltonian in tetragonal symmetry (see Chapter 2). The anisotropic X '(T) data for 
Luo 976Hoo o24Ni2B2C in Fig. 6.7(b) have been fitted using a nonlinear least square fitting 
routine to obtain the B"' values. The initial B° value used was the one estimated above. 
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whereas a random set of the other fourB™ parameters was initially assumed. Other initial 
starting parameters resulted in similar sets of final parameters B". The resulting calculated 
X''(T), plotted in Fig. 6.7(b), shows good agreement with the observed X '(T). The CEF 
parameters obtained for HoNi2B2C are B" = 0.397 K, B° = -3.07 x 10'^ K, B^ = 3.69 x 10'^ 
K, B° = -2.16X 10'^ K, and B^ = -6.67 x lO"' K. 
6.4.3 CEF Theory Fits to the Anisotropic MfH) Isotherms 
To check our CEF scheme, the above B" parameters were used to calculate the 
magnetization (Mcef) as a function of applied field H at several different temperatures for 0 < 
H < 50 kG. Mcef(H) for H||[100] at T = 2, 10, 50, and 100 K and for H|l[l 10] at T = 2 K are 
plotted as solid curves in Fig. 8, together with the observed M(H) at each T as symbols. The 
Mcef(H) curves agree well with the M(H) data except at T = 2 K since HoNi2B2C exhibits AF 
order below 6 K and shows two anisotropic field-induced transitions for H±c at H = 5 kG and 
H = 8 kG at 2 K as described in detail in previous Section 6.3.2. However, the M(H) data at 
T = 2 K for both orientations (H||[100] and H||[110]) at fields larger than 30 kG, above the 
second transition, are in good agreement with the calculated Mcef(H), and saturate to 71% 
and 98% of the flill magnetization of an isolated Ho^^ ion, respectively. This is consistent 
with HoNi2B2C being in a saturated paramagnetic state for H±c >30 kG. 
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Figure 6.8 Magnetization M versus applied magnetic field H at the indicated temperatures for 
Hl|[100] (open symbols) and for Hli[l 10] (closed symbols) in single crystal HoNijBjC. The 
solid curves are CEF calculations described in the text. 
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6.4.4 CEF Level Scheme 
The calculated CEF level scheme is shown in Fig. 6.9. Four levels occur below 10 K 
(Group L), consisting of a singlet ground state (r4), a doublet first excited state (Fs), and then 
another singlet state (Fi). A large gap of about 90 K separates the four low-lying levels from 
the next excited states (Group M), and another gap of around 60 K separates the Group M 
levels from the final set of levels (Group H). This energy level scheme is in qualitative 
agreement with the observed magnetic entropy at 6.0 K as seen in Section 6.3.1 which 
requires at least a closely spaced doublet and singlet in low energy levels and an excited state 
well above these levels. The eigenfijnction of the ground singlet level is found to be 
r4 = -0.116516> + 0.697412> - 0.6974|-2> + 0.1165|-6>. 
The first excited doublet states, lying 4.4 K above the ground state, are given by 
Fj = 0.2413|±5> - 0.73251±1> + 0.63411 + 3> - 0.056| + 7> 
and the next excited state is a singlet, lying 9.6 K above the ground state, given by 
n = 0.0398|8> - 0.459614> + 0.7578|0> - 0.4596|-4> + 0.0398|-8>. 
Among the four Group L levels, the r4 singlet ground state and the Fi singlet excited 
state have no local magnetic moment in zero field, whereas the F5 doublet has a small 
(isotropic) local moment of ± 0.5 |1b in the limit of zero field. In the presence of an applied 
magnetic field H, all four energies change, leading to a nonzero magnetization of each 
perturbed eigenstate which depends on the magnetic field orientation, (see Fig. 6.11) 
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Figure 6.9 Crystalline electric field energy levels for ions in HoNijBjC. 
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6.4.5 Anisotropic Magnetic Response of CEF Levels 
Figures 6.10(a) and (b) show the field dependence of eigen-energies of each level in 
Group L for Hl|c and H±c, respectively. For H||c, the energies of the two singlets (r4 and Fi) 
in Group L vary quadratically with applied field, which is in accord with the non-magnetic 
character of the singlets for H = 0 and show linear dependencies of magnetic moment on the 
applied field. The energies of the two doublet (F5) states split linearly in opposite directions 
for small fields, which means that each state has a moment at H = 0 but with opposite signs. 
For Hlc two singlet levels show quadratic changes of energy with respect to the applied 
magnetic field for H < 5 kG, which indicates that no magnetic moment exists in each level for 
H = 0, and that a linear change of magnetic moment of each level occurs for H < 5 kG. For H 
> 20 kG, the energies of all four levels change almost linearly, leading to the constant 
saturated magnetic moments. The field-dependent expectation values of the magnetization 
<Mi> of the Group L levels are plotted in Fig. 6.11. Figure 6.11 demonstrates that the 
magnetic response of the each eigenstate in Group L is highly anisotropic, resulting in larger 
magnetization for H±c than for H||c, as seen in Fig. 6.6. 
By thermally populating the energy levels in Fig. 6.10 or Fig. 6.11, we calculated the 
temperature dependencies of the magnetization of each CEF level as plotted in Fig. 6.12. It 
shows that for H||c, the contribution of Group H to the total McefCT) is small below ~ 50 K 
compared with those of the other two Groups. The contribution to M^efCT) of Group M 
increases with T and becomes comparable with that of Group L near 40 K and larger than that 
of the latter for T > 40 K, resulting in the broad maximum around 75 K in the total Mcef(T), 
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as observed in Fig. 6.6. Thus the broad maximum near T = 80 K in M(T) of HoNijBjC for 
Hl|c is a reflection of the energy gap of ~ 90 K between the low lying levels in Group L and 
the next higher levels in Group M. For H±c, the contributions to Mcef(T) of Groups M and 
H are negligible and independent of T below 100 K while the contribution from Group L 
shows a Curie-Weiss temperature dependence. Most of the temperature dependence of M(T) 
for HXc below 100 K comes from the temperature dependent population of the singlet ground 
state (r4) in Group L. 
6.5 Superconducting Properties 
6.5.1 Superconducting Magnetization in Low Field (20 G) 
Figure 6.13(a) shows the temperature dependent, anisotropic magnetic susceptibility 
of HoNi2B2C for an applied field of 20 G for H||c and Hlc as well as for a field of 2 kG for 
H±c. Both the anisotropy of the magnetization and the coexistence of superconductivity and 
antiferromagnetism are illustrated in this figure. The data can be broken into three 
temperature regimes: T>8K, 5K<T<8K, and T < 5 K. For T > 8 K there is a striking 
anisotropy in the induced moment between the two directions of applied field. For H±c, the 
data show a Curie-Weiss-like temperature dependence and for H||c, the data show a much 
smaller, paramagnetic response which is consistent with the magnetic anisotropy, seen in 
section 6.3.4. The susceptibility of a polycrystalline sample can be estimated by the average of 
the anisotropic magnetic susceptibilities [(2/3) Xhic + (1/3) XhhJ, a fit to which of Curie Weiss 
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form C/(T-6) with C = N|ieff^/3kB, from 10 K to 20 K gives an effective moment, jieff= 10.41 
(XB, and a paramagnetic Curie temperature, 0 = -0.8 K. This value of |acff compares well with 
the effective moment of the free Ho"^^ ion, Hcff = 10.60 |iB as well as with previously reported 
values for polycrystalline samples. [Eisaki, 1994] 
In the second temperature regime, 5 K < T < 8 K, both directions of applied field 
show a drop in the magnetization toward diamagnetism with decreasing temperature. The 
onset of diamagnetism measured for H||c (Tc = 8.0 K) is consistent with the values of Tc 
determined resistively. [Cava, 1994a] For H±c, the magnetization remains paramagnetic, but 
there is a distinct drop in signal at Tc. Indeed, if the normal state susceptibility is subtracted 
from the H±c magnetization, the data for H||c and H±c are remarkably similar. Such a 
subtraction is shown in Fig. 6.13(b). 
At T = 5 K there is an antiferromagnetic transition, the magnetic signature of which 
can be seen in the Hlc data for an applied field of 2 kG shown by filled circles in Fig. 6.13. 
As will be shown, this field suppresses Tc to well below Tn = 5 K. The magnetic ordering of 
the Ho sublattice manifests itself as a sharp feature in the superconducting state magnetization 
data for both applied field directions. For T < 5 K the H||c diamagnetic signal increases 
suddenly by a factor of almost 40 and saturates [inset of Fig. 6.13(a)], while for H±c the 
signal becomes diamagnetic and also saturates. This dramatic feature in the magnetic 
susceptibility seems to be associated with the onset of antiferromagnetic order of the local Ho 
moments. The two step nature of the diamagnetic signal associated with the superconducting 
state is striking. 
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6.5.2 Superconducting Magnetization in Moderate Field below H.? 
Figures 6.13(a) and 6.13(b) clearly indicate that superconductivity and 
antiferromagnetism coexist below 5 K in small applied fields. In order to flirther examine the 
interactions between magnetism and superconductivity in HoNi2B2C, a series of M vs. T runs 
at constant applied field were performed for both H|lc and HXc. Figures 6.14(a) and 6.14(b) 
show representative data for Hie for fields of200 G, where the superconductivity is 
apparent, and 2 kG, where the superconductivity has been suppressed to below 2 K. In this 
direction of applied field there is the large, intrinsic temperature dependent magnetization 
associated with the Ho local moments, but there is still a significant diamagnetic component to 
the M(T)/H vs. T data shown for 200 G. 
By comparing the M(T)/H data at H = 200 G and 2 kG in Figs. 6.14(a) and 6.14(b) 
three superconducting transition temperatures can be determined for HoNi2B2C at H = 200 G 
and HXc. The 2 kG curve, shown by filled circles, represents the normal state susceptibility 
since at 2 kG applied field Td is suppressed to below 2 K. The ZFC (2 K) H = 200 G data, 
shown by open squares, start to fall below the H = 2 kG data for T < 4.6 K. In addition there 
is a significant difference between the FC data, shown by open circles, and the ZFC (2 K) H = 
200 G data for temperatures below this temperature. This then gives the lower limit of Tc? = 
4.6 K for H-Lc with H = 200 G. This is a lower limit due to questions of reversibility when 
comparing the ZFC (2 K) and FC curves. Upon further warming the 200 G data again deviate 
from the 2 kG data for temperatures between 5.3 K and 7.2 K. This is consistent with a 
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re-entering of the superconducting region at Tc2 = 5.4 K and leaving it again at Tci = 7.2 K. 
The fact that there is no apparent difference between the FCW and ZFC (2 K) data (open 
circles and open squares respectively) for temperatures above 4.6 K, and specifically for 
temperatures between 5.4 and 7.2 K, is significant. It is evidence that the sample has been in 
the normal state for temperatures between the lower (T < 4.6 K) and upper (5.3 K < T < 7.2 
K) superconducting regions. 
To further examine the nature of the magnetization in the upper superconducting 
region, ZFC(6 K) data, shown by filled triangles, are also shown in Fig. 6.14(b). The 
significant difference between the ZFC(2 K) or FCW data and the ZFC(6 K) data is further 
evidence that the upper region is indeed superconducting. The temperature difference 
between where the FCW data and the ZFC(6 K) data diverge and where the FCW and 2 kG 
data diverge is probably due to a region of reversibility. Critical temperatures for which the 
applied field is Hc2 are determined by taking the extremal temperature at which low field data 
sets diverge from the normal state data set. In this case, the temperatures used to construct 
the HC2 VS. T plot are those taken from the divergence of the ZFC(2 K) or FCW data from the 
2 kG data. This method of defining Hc2(T) will give a lower limit of Hc2(T) values due to the 
reversibility of the magnetization. 
In a similar manner. Fig. 6.15 shows representative data for H|lc with H = 500 G and 
10 kG. The applied field of H = 10 kG is in excess of Hc2(2 K) and the M(T)/H vs. T data are 
representative of the paramagnetic background of the sample (filled circles). This background 
varies slightly from sample to sample and is likely due to four components: an intrinsic 
paramagnetic signal, a signal due to small amounts of flux on the surface of the crystal, a 
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signal from fine-grain HoNi2B2C adhering to the surface of the crystal, and a signal due to 
slight misalignment of the crystallographic c-axis with the applied field. At 500 G applied 
field the ZFC(2 K) M(T)/H vs. T plot (open squares) differs dramatically from the H = 10 kG 
one. The data can qualitatively be thought of as a superposition of the small paramagnetic 
background shown for the 10 kG run and a highly non-monotonic, diamagnetic signal. The 
temperature dependence of this diamagnetic component can be thought of as being due to 
cutting across the Hc2 vs. T phase diagram at fields large enough to cause the sample to 
become normal near Tn= 5 K, therefore giving rise to three superconducting transition 
temperatures Td = 7.3 K, Tc2 = 5.4 K, and T^s = 4.3 K. It should be noted that there are also 
two features in the H = 500 G magnetization for temperatures close to T = 5.5 K and 6.0 K. 
These are the temperatures at which anomalies are seen in the specific heat data shown in Fig. 
6.1. The fact that these features are seen in the superconducting state but not in the normal 
state indicates that these features are associated with the electrons that condense into the 
superconducting state. This, then, also supports the conjecture that these features are 
associated with an intrinsic, bulk effect. 
6.5.3 Temperature Dependence of 
Figure 6.16 shows the Hc2 vs. T data extracted from M(T) runs similar to those shown 
in Figs. 6.14 and 6.15. The existence of a deep, well defined minimum in Hc2 at 5 K for both 
directions of applied field is the most dramatic feature of this figure. Both the H||c (open 
squares) and H±c (filled diamonds) data show evidence of superconductivity at 5 K for H = 
20 G. However, for an applied field of200 G the H±c magnetization data clearly show 
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evidence of an intermediate temperature normal state near T = 5 K (Fig. 6.14), while the H|lc 
data show indications of just barely having an intermediate normal state. For applied fields 
higher than 500 G it is difficult to determine whether there is an upper superconducting region 
between 5 K and 8 K for HXc, while for Hl|c it is clear that the superconductivity persists in 
the upper region to applied fields greater than 1 kG for T = 6 K. 
The Hc2(T) data presented in Fig. 6.16 are quantitatively remarkable but not 
qualitatively unprecedented. This is because in earlier antiferromagnetic superconductors such 
as ErMoeSg, [Fischer, 1990] [Ishikawa, 1977] [Fischer, 1979] peaks in Hc2(T) for 
temperatures higher than Tn followed by local minima in Hc2(T) at Tn have been observed, but 
never with such high magnetic ordering temperatures or such deep local minima at Tn. 
Indeed, based upon a comparison of the HUc and H±c data in Fig. 6.16, there is a strong 
tendency toward reentering the normal state at exceptionally low applied fields for HXc. It 
seems clear fi-om this figure that for fields not much larger than 20 G there will be an 
intermediate normal state between the two superconducting states for Hie. 
Qualitatively, the form of the temperature dependence of Hc2 can be associated with 
the magnetization of the rare earth sublattice suppressing the bare Hc2. For the case of 
ErMoeSg, Hc2(T) has been quantitatively fit [Fischer, 1990] [Ishikawa, 1977] [Fischer, 1979] 
by, 
H,.(T) cc H:3(T) - M(H,,,T) - AM-(H,,,T) (6.4) 
where Hc2*(T) is the bare Hc2, i.e. the Hc2(T) that the system would have in the absence of the 
local Ho moments, M(H,T) is the temperature and field dependent magnetization of the local 
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moment lattice, and A, for the purposes of this discussion, can be treated as a fitting 
parameter. In light of Eq. (6.4), the fact that the Hc2(T) for H||c has higher values for all 
temperatures than for HJLc is easily understood by virtue of the anisotropy of the 
magnetization; since there is a much smaller magnetization for H||c, Hc2(T) is closer to the 
bare Hc2*(T) value. There is, though, great difficulty in explaining how, based upon Eq. (6.4), 
Hc2(T) for H|lc acquires its form; i.e. why isn't the Hc2(T) for HUc simply the bare Hc2* (T)? 
Because the magnetization for Hl|c is essentially zero and temperature independent for the 
applied fields in question, any deviations from the bare Hc2'(T) must be due to terms other 
than those simply proportional to M(H,T). The existence of the well defined suppression of 
the superconducting region in the vicinity of 5 K for H||c cannot be accounted for by terms 
solely proportional to powers of the magnetization. One possible source of such extra term is 
magnetic fluctuations of the R ions. 
6.6 Summary and Conclusions 
Temperature dependent magnetization measurements on single crystals of HoNi2B2C 
show a striking anisotropy in the normal state magnetic susceptibility. Below 20 K, the 
susceptibility is much larger for HJ.c than for Hljc, indicating that the Ho"^^ ion magnetic 
moments lie predominately in the a-b plane. This anisotropy evidently results from large 
splittings between the crystalline electric field levels, which lead to XY behavior of the Ho^"' 
magnetic moment. This reduction of the J-multiplet degeneracy is consistent with the reduced 
magnetic entropy associated with the magnetic transition at Tn = 5.0 K found in our specific 
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heat measurements: AS = Rln3, as opposed to the Rlnl7 that would be associated with the fiill 
J = 8 multiplet for the free Ho^^ ion. Remarkably, this anisotropy is also observed at low 
fields (H < 1 kG) in the superconducting state. In addition, while in the superconducting 
state, a dramatic signature of antiferromagnetic ordering at Tn = 5 K is seen in the 
temperature dependent, low field, magnetization at fixed field. 
Hc2(T) has been determined by analysis of M vs. T at constant H data and it is in 
qualitative agreement with that found by resistivity measurements. [Eisaki, 1984] While some 
effect of the normal state magnetization anisotropy can be seen in Hc2 vs. T for the respective 
field directions, it is the lack of a much larger anisotropy in the Hc2(T), which might have been 
anticipated from the very large anisotropy of the Ho sublattice magnetization, that will require 
carefiil theoretical attention. In order to explain the observed Hc2(T) data, terms in addition to 
powers of M(T,H) will have to be considered. One possible such term could incorporate the 
effects of magnetic fluctuations near Tn based on detailed understanding of the normal state 
magnetic interactions. 
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CHAPTER 7. ONSET OF SUPERCONDUCTIVITY IN THE ANTIFERRO-
MAGNETICALLY ORDERED STATE OF SINGLE CRYSTAL DyNizBjC. 
7.1 Introduction 
The superconducting transition temperatures for single crystal samples of RNi2B2C are 
Tc == 16.0, 15.0, 10.8, 10.5, and 8.5 K for R = Lu, Y, Tm, Er, and Ho, respectively. [Cho, 
1995a, b, and e] [Canfield, 1994] Superconductivity coexists with antiferromagnetic (AF) 
order for R = Tm, Er, and Ho for temperatures below the Neel temperatures Tn = 1.5, 5.85, 
and 6.0 K, respectively. Similar values of Tc and Tn have been found for polyciystalline 
samples. [Cava, 1994] [Eisaki, 1994] In virtually all magnetic superconductors except heavy 
fermion superconductors, when there is a coexistence of AF ordering and superconductivity, 
Tc > Tn. (In the case of heavy fermion superconductors, the moments remaining on the 
ordering 4f sites are greatly reduced through hybridization with the conduction electrons. 
This class of magnetic superconductors is considered to be fundamentally different from the 
magnetic superconductors discussed in this Thesis). The only local moment systems that have 
Tc < T N are solid solutions such as the R(IrxRhi.x)4B4 system where Tn = 2.7 K and Tc = 1.4 K 
for R = Ho and x = 0.7. [Fischer, 1990] [Ku, 1980] [Woolf, 1983] This reversal of Tc and Tn 
only occurs for 0.6 < x < 0.8 in this alloy. Compounds exhibiting Tc < Tn are anticipated to 
be rare since the stronger the conduction electron - local moment coupling (such as would be 
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required for a higher Tn), the greater the anticipated suppression of Tc through magnetic 
pairbreaking. [Fischer, 1990] In this Chapter we report the discovery of superconductivity in 
single crystal DyNi2B2C below a Tc = (6.2 ± 0.1) K that is well below the Tn = 10.3 K. This 
is the first such member of the RNi2B2C family with Tc < Tn, and appears to be the first 
crystallographically ordered compound, outside the heavy fermion family, exhibiting Tc < Tn. 
7.2 Experimental Details 
Single crystals of DyNi2B2C were grown fi-om Ni2B flux (see Chapter 2) using high 
purity elements: B (99.9%), Ni (99.99%), C (99.99%), and Dy (99.99%). The crystals grow 
in the form of plates with the crystallographic c-axis perpendicular to the largest plate surface. 
The static magnetization M was measured using a Quantum Design SQUID magnetometer. 
The ac susceptibility Xac was measured using a Lakeshore ac susceptometer with frequency ~ 
125 Hz, Hdc = 0 and Hac = 0.125 G. The four-lead electrical resistivity pab was measured on a 
plate-like crystal with the current flowing in the basal ab-plane using a Linear Research, LR 
400, ac resistance bridge operating at 15.9 Hz. 
Figure 7.1 shows the powder X-ray diffraction pattern of a crushed single crystal of 
DyNi2B2C. The diffraction peaks index well to the tetragonal unit cell reported [Siegrist, 
1994] for DyNi2B2C with lattice parameters a = 3.534 A and c = 10.484 A. The only peak 
that is not indexed to DyNi2B2C is the weak peak at 20 = 45.85°, attributed to the (211) peak 
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Figure 7.1 Powder X-ray diffraction pattern of crushed DyNi2B2C single crystal. The peaks 
are indexed to a tetragonal unit cell with lattice parameters a = 3.534 A and c = 10.484 A. A 
weak peak at 26 = 45.8° is attributed to the Ni2B flux. 
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of the NiaB flux. [JCPDS-Intemational Center for Diffraction, Powder Data File Card Number 
25-576] 
7.3 Experimental Data 
7.3.1 Normal State Magnetic Anisotropv 
Figure 7.2 displays the temperature dependent magnetic susceptibility x(T) (=M(T)/H) 
of DyNi2B2C with a magnetic field H = 1 kG applied parallel (B[||c) and perpendicular (HJ.c) 
to the c-axis. Magnetic neutron diffraction measurements [Dervenagas, 1995] indicate that 
the sharp feature at Tn = 10.3 K in Fig. 7.2 should be attributed to the onset of AF order. The 
large anisotropy seen between H±c and H||c at low T is a feature common to the RNi2B2C 
materials for R = Tm, Er, and Ho. The inset to Fig. 7.2 shows x '(T) for both directions of 
applied field as well as for the polycrystalline average of the Xiic and data: Xpoiy = Xiic/3 + 
2Xic/3. The Xpoiy(T) data can be fitted by a Curie-Weiss law % = C/(T - 0) for 20 < T < 350 K, 
giving an effective moment |iefr= 9.85 i^b and 0 = (1 ± 2) K. This value of |ieiris slightly 
lower than the theoretical value of 10.63 Pb for the J = 15/2 Hund's rule ground state of Dy^\ 
A similarly suppressed |iefr is found for HoNi2B2C crystals. [Canfield, 1994] (see Chapter 6) 
The anisotropic x(T) data can also be fitted by a Curie-Weiss form for H||c for 230 K < T < 
375 K giving |aefr= 10.4 |Ib and 0 = - 82 K and for H±c for 200 < T < 325 K giving Hcfr = 9.8 
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and 0 = 25 K. This anisotropy is evidently due to the CEF effect on the Dy^^ ions as seen 
in other RNiaBaC (R = Tm, Er, and Ho) compounds. From the difference of A0 = 0^^ - 0||, the 
CEF parameter B" is found to be (1.42 ± 0.15) K which is largest among the RNi2B2C series 
studied here. 
7.3.2 Transport Measurement and Upper Critical Field. H^CT) 
Figure 7.3(a) shows the electrical resistivity of DyNi2B2C v^dth the current flowing in 
the basal plane. There is a sharp loss of scattering associated with the antiferromagnetic phase 
transition at Tn = 10.3 K, followed by a superconducting phase transition with an onset 
temperature of 6.4 K and a zero resistivity temperature of 6.0 K. The room temperature 
resistivity of this sample is 55 |ii2-cm, and the residual resistivity ratio is R(300 K)/R(7 K) = 
27. This ratio indicates that the single crystal has a high degree of perfection. Figure 7.3(b) 
shows the resistivity for temperatures near and below Tc for Hl|c. For these applied fields (H 
< 5 IcG), Tn is only weakly field dependent, decreasing to Tn = 10.0 K for H = 5 kG (not 
shown). As can be seen from Fig. 7.3(b), Tc is suppressed and the width of the 
superconducting transition is increased with increasing applied magnetic field. 
Figure 7.4 shows Hc2(T) data taken from the magnetoresistivity data shown in Fig. 
7.3(b) for H±c and from other similar measurements for H||c. Three values of Tc(H) for each 
H were defined as the midpoint of the resistivity transition, and the extrapolations of a line 
through the data showing the maximum slope in the transition region to the normal state 
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resistivity and superconducting zero resistivity. The upper and lower values of Tc(H) give the 
corresponding upper and lower values of Hc2(T). A slight anisotropy develops as temperature 
decreases in the upper values of Hc2 and no anisotropy within experimental error is found in 
the lower values of Hc2. It is clear that the superconducting transition width increases with 
increasing magnetic field and shows anisotropic behavior, i.e. a larger width for H|lc than for 
H±c. As can be seen, Hc2(T) increases nearly linearly with decreasing T fi-om zero at Tc to ~ 
5 kG near 2 K. No local minimum or other structure is seen in Hc2(T), which is consistent 
with Tc < Tn. This is in contrast to the local extrema in Hc2(T) seen for TmNi2B2C, [Cho, 
1995] (Chapter 4) ErNi2B2C [Cho, 1995] (Chapter 5) and HoNi2B2C, [Canfield, 1994] 
(Chapter 6) where Tc > Tn-
7.3.3 DC and AC Magnetic Measurements 
Figure 7.5(a) shows the static volume magnetization of DyNi2B2C as a function of 
temperature for H||c. As can be seen in Fig. 7.2, for this field direction there is only a weak 
paramagnetic contribution from the Dy sublattice. The onset of a superconducting 
magnetization is seen at 6.1 K and becomes independent of T below 4 K. At 2 K the FCW 
flux expulsion magnetization is 10% of the ideal value of H/4k and the ZFC shielding fraction 
is almost 300%. If the crystal is fully superconducting, the latter value indicates a 
demagnetization factor of 0.66, consistent with that (= 0.68) calculated for an ellipsoid of 
revolution with the sample dimensions. 
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Figure 7.5 Temperature dependent magnetic properties of DyNi2B2C; (a) dc magnetization 
M with HXc = 10 G; zero-field-cooled ZFC data and field-cooled/warming FCW data; (b) dc 
magnetization M of a powdered single crystal with H = 10 G: ZFC and FCW data; and (c) 
real (circles) and imaginary (squares) parts of the ac susceptibility of the same single crystal 
used in 5(a) with Hac = 0.125 G at a frequency of 125 Hz. 
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To further confirm that the superconductivity in DyNi2B2C is a bulk rather than a 
surface effect, the static magnetization of a powder sample made by crushing a single crystal 
DyNi2B2C was measured [Fig. 7.5(b)]. The Tn is seen at = 10.3 K. In addition, a clear onset 
of a superconducting transition is seen at 5.9 K (see inset). Due to the contribution from the 
paramagnetic Dy sublattice, the measured magnetization does not become diamagnetic until 
somewhat lower temperatures. At 2 K the diamagnetic M/H for the field cooled measurement 
is 60% of -1/471 and the zero field cooled shielding fi-action is 140% which is close to the 
value (150%) anticipated from the powder average demagnetization factor. The 
polycrystalline data in Fig. 7.5(b) and the single crystal data shown in Fig. 7.5(a) show a 
markedly different temperature dependence of the diamagnetism. For the polycrystalline 
sample there is an onset of superconductivity at 5.9 K followed by a shallow increase of the 
diamagnetic magnetization on cooling to 4 K, below which there is a rapid increase of 
diamagnetism. For the single crystal sample there is a much more uniform and rapid increase 
on cooling below 6.1 K which is nearly complete by 4 K. 
Figure 7.5(c) shows the ac susceptibility for Hadlc taken on the same single crystal 
sample that was used to provide the data shown in Fig. 7.5(a). The real part of the 
susceptibility shows a clear onset of diamagnetism below 6.3 K. In addition, below 6.3 K 
there is an increase in the imaginary part. Both of these features are consistent with a Tc of 
6.3 K. 
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7.4 Discussion and Conclusions 
Figures 7.2 - 7.5 clearly indicate the existence of a bulk antiferromagnetic transition at 
Tn = 10.3 K and a bulk superconducting transition at Tc = (6.2 ± 0.1) K in single crystal 
DyNi2B2C. The latter result is in conflict with an earlier report [Eisaki, 1994] on a 
polycrystalline sample of DyNi2B2C that showed no superconductivity above 2 K. One 
possible explanation for this difference is that there may be some residual strain in the 
polycrystalline samples leading to an extrinsic suppression of Tc. As shown in Figs. 7.5(a) and 
7.5(b), a broadening and suppression of the majority of the superconducting transition 
occurred in our powdered single crystal sample. Another conspicuous difference between the 
polycrystalline and single crystal samples is the value of the residual resistivity po at T > Tc: 
for the single crystal sample po(7 K) = 2 |iQ-cm (Fig. 7.3), while for the polycrystalline 
sample [Eisaki, 1994] po > 20 |aQ-cm. This difference in po may indicate that DyNi2B2C 
shows a variability in composition and/or in the degree of crystallographic ordering; such 
variabilities could strongly affect Tc as in A-15 compounds such as NbsGe. [Gavaler, 1973] 
[Sweedler, 1974] 
In conclusion, temperature dependent electrical resistivity, static magnetization, and ac 
susceptibility measurements have revealed the onset of bulk superconductivity in single crystal 
at Tc = (6.2 ± 0.1) K, which is significantly lower than the antiferromagnetic ordering (Neel) 
temperature of Tn = 10.3 K. DyNi2B2C is the first member of the RNi2B2C series to exhibit 
Tc < Tn and also appears to be the first crystallographically ordered compound outside of the 
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heavy fermion family to show this order of transition temperatures. Since Tc < Tn for 
DyNi2B2C and Tc > Tn for (Ho,Er,Tm)Ni2B2C, a study of the crossover of Tc and Tn in, e.g. 
(Hoi.xDyx)Ni2B2C solid solution should be very interesting. 
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CHAPTER 8. MAGNETIC PROPERTIES OF SINGLE CRYSTAL GdNijBaC 
8.1 Introduction 
As part of our research effort on the physical properties of single crystal RNi2B2C (R = 
Gd-Tm,Lu and Y) compounds, GdNi2B2C single crystals have been grown and studied. 
GdNi2B2C is a non-superconducting member of the RNi2B2C family. Members of this family 
have superconducting transitions at approximately 16, 15, 11, 10.5, and 8.5 K for R = Lu, Y, 
Tm, Er and Ho, respectively. Large anisotropies are found in the temperature dependent 
normal state magnetization for R = Dy, Ho, Er, and Tm members of this series. These 
anisotropies are mainly due to the effects of crystalline electric field (CEF) splittings of the J 
multiplets of the rare earth ions. GdNi2B2C offers the chance of examining the local moment 
magnetism without significant CEF effects, since Gd^'^ is an S-state ion (L = 0). If 
anisotropies are found they will primarily reflect anisotropic coupling of the local moments, 
not CEF effects. 
In addition to interest in the pure Gd compound, (Ri.xGdx)Ni2B2C series have been 
used to examine the detailed nature of the suppression of Tc with moment bearing impurity. 
[Massalami, 1994] In order to better understand the effects of Gd substitution, a detailed 
knowledge of the magnetic properties of pure GdNi2B2C is needed. In this Chapter static 
magnetization and electrical resistivity measurements on GdNi2B2C single crystals will be 
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presented. For reference we also report magnetization measurements on single crystal 
GdBjCz. 
8.2 Experimental Details 
Single crystals of GdNi2B2C were grown out of Ni2B flux as described in Chapter 2. 
The crystals of GdB2C2 were grown in the same way from a melt of GdNi2B2C : Ni2B that 
was 1 ; 0.7 by weight. Whereas GdNi2B2C crystals grow in plates with the crystallographic c-
axis perpendicular to the face of the plate, GdB2C2 grows in a more three dimensional 
morphology and is readily distinguishable from the GdNi2B2C plates. Powder X-ray 
diffraction on crushed single crystals of each compound gave patterns consistent with reported 
lattice parameters. [Siegrist, 1994] [Sakai, 1981] 
The temperature and field dependent static magnetization measurements were carried 
out in a Quantum Design SQUID magnetometer. Temperature dependent electrical resistivity 
measurements were taken on a single crystal using a conventional four-probe configuration 
with the current in the basal plane of the sample as described in detail in Chapter 5. Platinum 
wires were attached to the sample with a conducting silver epoxy yielding a contact resistance 
of less than li^. A Linear Research, LR-400, ac resistance bridge was used to excite and 
detect the sample voltage. The room temperature resistance of the sample was 1.76 mil and 
the sample dimensions were approximately: 1.0 mm x 1.4 mm x 0.3 mm. Due to 
irregularities in the sample shape which lead to uncertainties in the precise measurement of the 
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sample dimensions, the room temperature resistivity of 74 |iQ-cm is considered to be 
approximate. For this reason temperature dependent resistivity will be plotted as normalized 
resistivity. 
8.3 Data and Analysis 
Figure 8.1 displays inverse susceptibility (= [M(T)/H]"') vs. temperature data for a 
single crystal of GdNi2B2C for the applied field parallel to the crystallographic c-axis (H|lc) 
and for the applied field perpendicular to the crystallographic c-axis (HJ.c). Fitting the high 
temperature data, 100 K < T < 300 K, to a Curie-Weiss law: x = C/(T-0), where C = 
N|icff^/3kB, gives |icff = 8.1 Hb and 0 = -1 K. The effective moment is close to the theoretical 
value of (j-eff = 7.94 hb for isolated Gd""^. At lower temperatures the data deviate from a 
Curie-Weiss law and a slight anisotropy develops. For 30 K < T < 60 K H||c leads to |icff = 
8.3 ^B and 0 = -6 K and H±c leads to Hcff= 8.3 |iB and 0 = -2 K. 
Figure 8.2 displays the low temperature M(T)/H data for H|lc and HJLc with H = 1 kG 
for T < 60 K. There is a clear transition near 20 K seen for both directions of applied field. 
For H||c there is an additional clear feature seen near 14 K. There is no feature seen for either 
direction of applied field for temperatures above 20 K or below 14 K. It should be noted that 
the lack of a higher temperature transition is in disagreement with an earlier measurement on 
powder samples of GdNi2B2C. [Massalami, 1994] As shall be shown subsequently, the earlier 
report of a transition at 45 K [Massalami, 1994] is probably due to contamination by GdB2C2. 
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Figure 8.1 Inverse of tiie temperature dependent magnetization (M) of GdNi2B2C divided by 
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versus temperature for the applied field perpendicular (open circles) and parallel (open 
diamonds) to the ciystallographic c-axis. 
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Figure 8.3 displays d(MT)/HdT vs. temperature for the data shown in Fig. 8.2. The 
two features clearly seen in the M(T)/H data for H|lc data are even more pronounced in the 
d(MT)/HdT data at the same temperatures of 20 K and 14 K. For H-Lc two features are also 
seen in d(MT)/HdT data at the same temperatures. It is worth noting that the discontinuity at 
14 K seen in the HJ-c data is of opposite sign and approximately one half amplitude to that 
seen in the H||c data. This difference leads to the 14 K feature virtually disappearing in a 
polycrystalline average of the data: Mavg = (1/3)M|| + (2/3)Mj^. Figure 8.4 is a plot of the 
polycrystalline average of the magnetization data for Hl|c and H±c. In addition, data 
collected on a sample of ground single crystal are also shown. In both cases the 14 K feature 
cannot be readily detected. 
In the heavier rare earth members of the RNi2B2C series the low temperature, 
magnetically ordered state can be easily changed with the application of modest magnetic 
fields. M vs. H data for HoNi2B2C and ErNi2B2C show dramatic metamagnetic transitions for 
fields less than 50 kG. In order to get a better understanding of the low temperature magnetic 
states of GdNi2B2C, M vs. H data were collected at 5 K for H||c and HJLc. These data are 
shown in Fig. 8.5(a). For H||c there is a transition near 34 kG, while for H±c there is a 
transition near 18 kG. These transitions can be seen more clearly in Fig. 8.5(b) where the data 
are plotted as M(T)/H vs. H. The data are for increasing and decreasing fields and show no 
noticeable hysteresis for field steps of 2 kG. At 50 kG the H±c data in Fig. 8.5(a) are just 
under 3|iB/Gd and show no indication of saturation. These data are consistent with 
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magnetization data reported on polycrystailine samples [Giordanego] which saturate at just 
slightly over the theoretical value of 7 iie/Gd for fields above 120 kG. 
Figures 8.6(a) and 8.6(b) illustrate how the temperature dependent magnetization 
changes as a Sanction of applied field. For Hi.c [Fig. 8.6(a)] there is a change in the 5 K 
magnetization between 10 and 20 kG while for H||c [Fig. 8.6(b)] there is a change between 20 
and 40 kG. This is in agreement with the data shown in Fig. 8.5. Figure 8.6(c) presents the 
M(T)/H data for H = 40 kG. The HJ.C data remain slightly larger than the H||c data for the 
whole temperature range shown and there is no significant anisotropy in temperature 
dependence. The ordering temperature is slightly suppressed by the application of the 40 kG 
field, dropping to 18 K from the 20 K seen for applied fields of 1 kG. 
Figure 8.7 is a plot of the temperature dependent resistivity in zero applied field. The 
logarithmic derivative of the temperature dependent resistivity is also plotted to emphasize 
the transition temperatures. The sample has a room temperature resistivity of approximately 
74 |U.Q-cm with the current flowing in the basal plane. The residual resistivity ratio (RRR) of 
the sample is almost 20, indicating that the single crystal has relatively few extrinsic scattering 
mechanisms. Two transitions can be seen in the data, the first at 20 K and the second at 14 K. 
This is consistent with the low field magnetization data shown in Figs. 8.2 and 8.3. There is 
no indication of superconductivity down to 2 K, the lowest measured temperature, and there 
is no indication of any fijrther magnetic transitions below 14 K. 
In order to better understand an earlier report of a magnetic phase transition in 
GdNi2B2C at 45 K, [Massalami, 1994] we undertook a search for other compounds that might 
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form from somewhat different solvent to solute ratios. We found that for a somewhat higher 
GdNi2B2C : Ni2B ratio single crystals of GdBaCa can be grown. The temperature dependent 
magnetization of a single crystal of GdB2C2 is shown in Fig. 8.8. There is a clear 
antiferromagnetic transition at 47 K, which is in agreement the ordering temperature of 47.5 K 
given in earlier reports on polycrystalline samples of GdB2C2. [Sakai, 1981] [Sakai, 1982] 
This ordering temperature is close to the 45 K temperature reported for magnetic ordering in 
a powder sample of GdNi2B2C. [Massalami, 1994] It is likely that a GdB2C2 impurity phase 
is responsible for this observed ordering. 
8.4 Discussion 
The data presented in Figs. 8.2, 8.5 and 8.6 reveal a well defined anisotropy in 
GdNi2B2C. Compared to RNi2B2C samples for R = Dy, Ho, Er, and Tm the anisotropy is 
relatively small, but in these samples the primary source of magnetic anisotropy is thought to 
be CEF eflfects. For example, the CEF effects in HoNi2B2C lead to the Ho moments being 
confined close to or in the basal plane over a broad temperature range, (see Chapter 6) This 
manifests itself as a dramatic anisotropy for temperatures below 100 K. Similar anisotropies 
are seen for R = Dy, and Er. In the case of GdNi2B2C, the small anisotropy is likely to be 
primarily due to anisotropic coupling of the Gd moments associated with the full, unsplit, J = 
7/2 multiplet. Given these differences in anisotropy between R = Gd and R = Dy and Er it is 
noteworthy that the initial magnetic order (14 < T < 20 K) seen in GdNi2B2C seems to involve 
ordering of the Gd moments perpendicular to the c-axis (see Fig. 8.2). This is the same 
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direction of ordered moment seen in the R = Dy and Er compounds. While a fiill description 
of the magnetic structure of GdNi2B2C awaits either neutron diffraction (which would be 
difficult without isotopically pure Gd) or magnetic X-ray scattering, the lack of CEF 
anisotropy in the GdNi2B2C gives rise to the anticipation that the nature of the magnetic order 
will reflect details of the electronic susceptibility x(q), perhaps showing ordering along a 
wavevector associated with a maximum in x(q)- [Rhee] Such maxima are thought to be 
responsible for the a* modulations seen in ErNi2B2C and HoNi2B2C. [Goldman, 1994] 
[Zarestky, 1995] 
In small applied magnetic fields there are two phase transitions observed in the 
anisotropic M(T) data as well as in the p(T) data for GdNi2B2C. We propose that the 20 K 
transition is a paramagnetic to antiferromagnetic phase transition and that the 14 K transition 
is a spin re-orientation transition. An antiferromagnetic phase transition at 20 K is consistent 
with the sharp change in anisotropic and polycrystalline magnetization as well as the loss of 
electronic scattering seen on cooling through 20 K. A spin re-orientation transition at 14 K is 
also consistent with magnetization and resistivity data. Specifically it explains why there is 
such a dramatic change in the anisotropic M(T) data but such a small effect in the 
polycrystalline average and powder data. If the M K transition is associated with the 
magnetically ordering structure simply changing its orientation with respect to the 
crystallographic unit cell, then there would be significant changes in the anisotropic 
magnetization but little change to the powder average. 
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8.5 Summary and Conclusions 
Field and temperature dependent magnetization measurements on single crystal 
GdNiaBjC reveal a weakly anisotropic magnetization and two magnetic phase transitions at 
low temperature. There is a paramagnetic to antiferromagnetic ordering on cooling through 
20 K and a second transition at 14 K that we infer to be a spin reorientation transition because 
it manifests itself clearly in the anisotropic magnetization, but the signatures of which are 
averaged out in powder data or in the polycrystalline average of the anisotropic M(T) data. 
Both of these phase transitions also manifest themselves in the temperature dependent 
electrical resistivity. No other phase transitions are found over the temperature range 2 K -
300 K. Specifically there is no 45 K phase transition in pure GdNi2B2C. 
There is a metamagnetic phase transition in GdNi2B2C for fields below 50 kG. For 
H±c it occurs at 18 kG and for Hl|c it occurs at 34 kG. For fields above these values there is 
only one magnetic phase transition detected in the M(T) data. 
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CHAPTER 9. SYSTEMATIC CHANGES OF PHYSICAL PROPERTIES WITH R 
IN SINGLE CRYSTAL RNizBjC COMPOUNDS 
9.1 Normal State Anisotropy 
Associated with the crystalline electric field, the RNi2B2C compounds (R = Dy, Ho, 
Er, and Tm) show large anisotropy in the normal state magnetization. The magnetization for 
H-Lc (Mj^c) is larger than for H||c (M||c) for R = Dy and Ho and Mj^c < M||c for R = Tm. For R 
= Er, there is a crossover near T = 150 K, i.e. > Myc for T < 150 K and Mj^c < Muc for T > 
150 K. As mentioned in Chapter 2, the easy magnetization direction can be anticipated from 
the sign of the CEF parameter B". The values of B" for each compound are estimated 
through the difference of Weiss temperatures for H||c and for H±c for R = Dy, Er, and Tm 
and by fitting the experimental magnetization data to the CEF model for R = Ho. These 
values are found to be (-1.15 ± 0.2) K, (-0.022 ± 0.017) K, 0.397 K and (1.42 ± 0.15) K for 
Tm, Er, Ho, and Dy, respectively. 
In the point charge model of the CEF, (see Chapter 2) the parameter B° can be 
written as 
B° = < r^ > • A° • ttj 
where all terms above are defined as in Chapter 2. The values of <r^> for Dy"^^, Ho'^^ Er"^^, 
and Tm*^ were calculated in the Hartree-Fock approximation by Freeman and Watson. 
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Table 9.1 Values for Crystalline Electric Field Calculation. < r^ > from [Freeman, 1962] and 
aj from [Hutchings, 1964], All values are normalized to the values of Ho"^^. 
<r^> OCj 8° (CEF) (Exp) easy axis from M(H,T) 
easy axis 
from neut. diff. 
Dy^' 1.04 -2.86 2.97 3.6+0.4 H±c Hlc 
Ho^^ 1 -1 1 1 Hlc Hlc 
Er*  ^ 0.95 1.14 -1.08 .0.05±0.04 Hlc forT< 150K Hlc 
H||cforT> 150K 
Tm^  ^ 0.91 4.5 -4.1 -2.9±0.5 H||c 
[Dervenagas, 1994] 
[Goldman, 1994] [Grigereit, 1994] 
[Zarestky, 1995] [Sinha, 1995] 
[Stassis] 
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[Freeman, 1962] The values normalized to the value of <r^> for Ho^^ are listed in Table 9.1. 
The ttj values from [Hutchings, 1964], normalized to the aj of Ho^^ are also listed. 
Assuming that A" is constant within an isostructural series, the theoretical and experimental 
estimations of B", both normalized to the Ho"^^ values, are also presented for comparison. 
Within the experimental error the point charge CEF model predicts the sign of B° correctly, 
according to the easy axis as observed in magnetization measurements. However, the 
normalized experimental magnitude of B" seems not to be in agreement with the theoretical 
prediction. Even if we take into account the exchange effects between rare-earth moments 
with an assumption that this interaction for Dy^^, Er^^, and Tm"^^ is qualitatively the same as in 
Ho^^, the situation does not become better. Especially, the case for Er""^ is very far from the 
theoretical calculation not only in the magnitude of B° but also in the easy axis direction. 
Whereas the easy magnetization direction changes from H±c for Dy^^ and Ho^'^ to H||c for 
Tm^^ as predicted by the CEF scheme, the easy axis direction for Er"^^ is found to cross over 
from H||c for T > 150 K to H±c for T < 150 K. While the direction of the easy axis, in 
general, depends upon the sign of B", as in the hexagonal RC05 and R2C017 [Greedan, 1973] 
and tetragonal RRh4B4 [Dunlap, 1984] series of compounds, and also as seen in 
(Dy,Ho,Tm)Ni2B2C, this correlation is expected only when B^O" is the dominant term in the 
CEF Hamiltonian, as in most cases mentioned above. In ErNi2B2C, the magnitude of B° is 
much smaller than either of those for (Dy,Ho,Tm)Ni2B2C, so it is likely that the higher order 
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terms in the CEF Hamiltonian cause the crossover in the M||c and Mj^c versus T curves near 
150 K shown in Fig. 5.3. 
9.2 Variation of Tc and Tn with R in RNijBjC Crystals 
Figure 9.1 shows the Tc values (normalized to Te = 16 K of LuNi2B2C) for single 
crystals of RNi2B2C (R = Dy, Ho, Er, Tm and Lu), Lui-xGdxNiaBjC and Yi.xHOxNi2B2C 
versus de Gennes factor DG h (gj-l)^J(J+l), where gj is the Lande factor and J is the total 
angular momentum of the Hund's rule ground state. The three different series of 
compounds show quite different dependencies of Tc on de Gennes factor. For 
Lui.xGdxNi2B2C, which is considered to be free from CEF effects, the suppression of Tc is 
much faster than the other two series of compounds shown in Fig. 9.1, except for TmNi2B2C. 
The series Yi.xH0xNi2B2C shows a smooth systematic change of Tc between Tco of YNi2B2C 
and Tc of HoNi2B2C. The TcS of the pure compounds do not lie on the same (universal) curve 
as predicted by Abrikosov-Gor'kov (AG) theory, although there is an overall decrease in Tc 
with de Gennes factor in qualitative agreement with the AG theory. 
In AG theory (Eq. 1.1), which quantitatively describes the magnetic impurity effect in 
superconductors, the initial reduction of Tc due to magnetic pair breaking is given as 
i = 1 - - dg , 
T,o 2 Sk^ T^ o 
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Figure 9.1 Superconducting transition temperature (Tc) versus de Gennes factor (gj-l)^J(J+l) 
for single crystals of RNi2B2C (R = Lu, Tm, Er, Ho, and Dy), Lui.xGdxNi2B2C, and 
Y i.xHoxNi2B2C. TcS for each of the two pseudo-quaternary series of compounds are 
normalized to the Tc = Tco of the LuNi2B2C and YNi2B2C non-magnetic host material. 
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where c is the concentration of magnetic impurity, *^'(4) = 4.96 is a derivative of digamma 
function evaluated at 1/2, N(0) is the density of states at the Fermi level and I is the exchange 
constant between the local and conduction electron spins. The different initial slopes in Fig. 
9.1 suggest that the product N(0)I^ is dependent on R for these compounds. The N(0) of all 
the RNi2B2C compounds should be very similar to the N(0) of LuNi2B2C, differing only by the 
filling of the 4f levels which was shown not to contribute to the conduction band. [Pickett, 
1994] [Mattheiss, 1994] The density of states at the Fermi level can be estimated to be 7/eV 
f u. from the measured Y= 19 mJ/mole for YNi2B2C [Movshovich, 1994] (Chapter 3), and 
for LuNi2B2C, [Carter, 1994] which is larger than the value of = 4.8/eV f u. from electronic 
band calculations. [Mattheiss, 1994] Measurements of pressure dependence of Tc were 
carried out on single crystal RNi2B2C (R = Y, Ho, Er and Tm) and interpreted as a result of 
variation of the density of states within the Ni 3d band, without dramatic change of electronic 
structure in the compounds. [Alleno, 1994] Using the approximate initial slope of reduction 
of Tc with de Gennes factor in Fig. 9.1 for Lui.xGdxNi2B2C, and Yi.xHOxNi2B2C, the exchange 
constant is found to be I = 12.9 mJ and 8.2 mJ, respectively. If we draw straight lines from 
Tc/Tco = 1 to Tc/Tco of the Tm, Er, and Dy RNi2B2C compounds, the exchange constants are 
estimated to be = 13 meV, 9.6 meV, and 7.5 meV, respectively. 
Another possible explanation for the different suppressions of Tc seen in Fig. 9.1 is 
that the different reductions of Tc are affected by the CEF splittings of the Hund's rule ground 
states. Fulde et al. [Fulde, 1972] showed that the crystal field effects on the magnetic 
moments can lead to a slower reduction of Tc than predicted by AG theory. In addition, we 
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suspect that the two dimensionality of the rare-earth sublattice in (Dy,Ho,Er)Ni2B2C may play 
a significant role in determining Tc since the magnetic moments in (Dy,Ho,Er)Ni2B2C stay in 
the basal plane contrary to the Gd and Tm moments in GdNi2B2C and TmNi2B2C, 
respectively. 
When rare earth ions with localized magnetic moments are present in metals, an 
indirect exchange via interactions with the conduction electrons can be responsible for the 
magnetic interaction between the magnetic moments. In the RKKY model [Rudermann, 
1954] [Kasuya, 1956] [Yosida, 1957], the Tn is written as [Kirchmayr, 1979] 
T„ - ing,-l)'J(J + l) 
KbEF 
where n is the conduction electron density. The Neel temperature (TN) of RNi2B2C is plotted 
versus (gj-l)^J(J+l) and (gj-l)^J(J+l) in Figs. 9.2 and 9.3, respectively. As seen in Fig. 9.2, 
the Tn follows well de Gennes scaling for most R except for R = Er, indicating that the 
indirect RKKY interaction between rare-earth magnetic ions is mainly responsible for the 
magnetic ordering for RNi2B2C. In this case, ciystal field effects on Tn are not apparent, 
although the CEF significantly affects Tc as seen in Fig. 9. land also anisotropy of normal 
state. The small CEF effect on Tn is in contrast to the case of RRh4B4 in which a large 
deviation of Tn fi"om de Gennes scaling was observed due to the CEF effect. [Maple, 1981] 
One significant difference between the (Ho,Tb,Dy)Ni2B2C and (Ho,Tb,Dy)Rh4B4 materials is 
that while the ordered moments of the RRh4B4 compounds are along the c-axis, the moments 
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Figure 9.2 Antiferromagnetic ordering temperature (TN) for RNi2B2C (R = Y, Lu, Tm, Er, 
Ho, Dy, Tb, and Gd) versus de Gennes factor (gj-l)^J(J+l). Tiie error bar for HoNi2B2C is 
due to complex magnetic ordering (see Chapter 6). 
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Figure 9.3 Antiferromagnetic ordering temperature (TN) for RNi2B2C crystals (R - Y, Lu, 
Tm, Er, Ho, Dy, Tb, and Gd) versus the square of the exchange constant, times the de 
Gennes factor, (gj-l)^J(J+l). 
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in the RNi2B2C are in the basal plane where the effects of CEF anisotropies on Tn are 
expected to be much smaller. [Lines, 1975] 
In Fig. 9.3, the different exchange constant values determined above from AG theory 
for each RNi2B2C compound are used for rare-earth elements except R = Tb. There are two 
symbols for Tb depending upon the exchange constant values: closed symbols for I of Dy and 
open symbols for I of Gd. The largest deviation from the de Gennes scaling of Tn (dotted 
line) occurs either at R = Dy or Tb. Similar deviations of Tn from the de Gennes scaling was 
observed already in other magnetic superconductors, such as RRh4B4 and R2Fe3Si5 where Tn 
is highest for Dy and for Tb, respectively. [Maple, 1981] [Braun, 1981] Such behavior of Tn 
was in part explained in terms of CEF effects. [Noakes, 1982] Further study will be necessary 
to clarify the dependencies of Tc and Tn on R in the RNi2B2C series. 
9.3 Behavior of Hcz(T) 
The Hc2 versus temperature plots for R = Y and Dy and for R = Tm, Er, and Ho are 
shown together in Figs. 9.4 and 9.5, respectively. The Hc2(T) curves are seen to present 
significantly different temperature dependent behaviors. As a non-magnetic superconductor, 
YNi2B2C shows an isotropic Hc2 value, i.e. Hc2 is the same for the two orientations of field, 
H±c and H||c. The Hc2 is approximately linear in T near Tc as predicted by Ginzburg-Landau 
theory but shows a positive curvature as the applied magnetic field increases. This implies 
that neither spin orbit scattering nor Pauli paramagnetic limiting plays a dominant role in 
determining the Hc2 values at high fields and at low temperatures. Similar positive curvature 
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of Hc2 was also observed in a specific heat measurement of LuNi2B2C. [Kim, 1994], The Hc2 
of the DyNi2B2C compound is seen to be isotropic like YNi2B2C with the criterion of Tc as a 
temperature of zero resistance. In addition, the linear increase of Hc2 with decreasing T, even 
including the possibly slight positive curvature, is very similar to the Hc2 behavior of YNi2B2C. 
However, the value of ||dHc2/dT|T^|| = (1.2 ± 0.2) kG/K is significantly smaller than the value 
of = 3.2 kG/K for YNi2B2C and still less than for the (Tm,Er)Ni2B2C compounds. 
For the other magnetic superconductors, (Ho,Er,Tm)Ni2B2C, there are significant 
anisotropies in Hc2(T) for all three members. The superconducting anisotropies are consistent 
with the normal state anisotropies, i.e. Hc2 for the normal state easy magnetic axis is smaller 
than Hc2 for the hard axis. This means that the conventional magnetic pair breaking 
mechanism is responsible for the observed anisotropies in Hc2. However, the magnitude and 
temperature dependencies of Hc2 are quite different for all three materials. For HoNi2B2C, the 
effects of the magnetic sublattice on Hc2 is most significant among the RNi2B2C series. The 
suppression of Hc2 near Tn is quite dramatic, implying a strong influence of magnetic 
fluctuations above Tn. The Hc2 values become very small but not zero at Tn in single ciystal 
samples, contrary to the observation of zero field re-entrance in a resistivity measurement of a 
polycrystalline sample. [Eisaki, 1994] 
The overall magnitude of Hc2 for HoNi2B2C is much smaller than for ErNi2B2C, which 
has higher Tc and similar Tn. A direct comparison of these two compounds is interesting. In 
addition to the large diflFerence in the magnitudes of the Hc2 values, the suppression of Hc2 
near Tn also has a much different shape. For HoNi2B2C, this decrease in Hc2 appears to be 
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"deep" since the local maximum just above TNis only at about 2 kG. In the case of ErNijBjC, 
the local minimum in for B[||c is somewhat more than 1 kG lower than the local maximum 
of 12 kG above T^. Thus, the magnitude of the suppression of Hc2 for B[||c at Tn is similar to 
that in HoNi2B2C at TN, although the percentage decrease is much smaller in ErNi2B2C. This 
raises the question of whether the minimum in Hc2 for HoNijBjC is truly anomalously deep, or 
simply a manifestation of a smaller TyTfj ratio leading to a smaller near T^. Another basic 
difference between ErNi2B2C and HoNi2B2C is that HoNi2B2C has an incommensurate 
magnetic ordering with c- and a-modulation [Goldman, 1994] [Lynn, 1994] between 6 K and 
5 K that might lead to an enhancement of magnetic pair breaking in HoNi2B2C that is absent 
inErNi2B2C. [Zarestky, 1995] [Sinha, 1995] 
For TmNi2B2C, which has relatively small Tn/T^ =1.5/10.5 compared with 
(Ho,Er)Ni2B2C, significant anisotropy in Hc2(T) starts to develop below 8 K and Hc2 for H±c 
becomes nearly two times larger than Hc2 for H||c below 6 K. This anisotropy in Hc2 below 6 
K is significantly larger compared with those of (Ho,Er)Ni2B2C, although the magnetic 
anisotropy in the normal state of TmNi2B2C is less than in (Ho,Er)Ni2B2C. It seems that the 
anisotropy in Hc2 (T > Tn) increases as the ratio Tn/Tc decreases. Hc2(T) is suppressed as T 
approaches Tn with a broad maximum above Tn for both Hl|c and Hlc as seen in most 
antiferromagnetic superconductors, [Fischer, 1990] attributed to the interplay between the 
magnetism of the Tm^^ ions and superconductivity. However, the broad maximum in Hc2(T) 
in TmNi2B2C is in contrast with the sharp anomalies in (Ho,Er)Ni2B2C near Tn. It is likely 
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that the broad maximum and suppression of He2 in TmNi2B2C have different origins from 
those in (Ho,Er)Ni2B2C. As mentioned in Chapter 4, the behavior of Hc2(T) in TmNi2B2C is 
quite similar to the Hc2(T) in the ternary superconductor ErMoeSg. [Ishikawa, 1977] This 
indicates that the maximum in Hc2(T) and the decrease of H02 at low temperatures are not 
related to the magnetic ordering but to the gradual polarization of the spins by the effective 
exchange field. 
The calculated superconducting parameters from the previous Chapters are 
summarized in Table 9.2 for RNi2B2C (R = Y, Tm, and Er) for comparison. For 
(Tm,Er)Ni2B2C, the respective magnetic ordering temperatures of 1.5 K and 6 K are ignored 
and the values in the table, which were extrapolated from T = Tc, can be much different from 
the actual values. GL parameter (K) values for all three compounds indicate that the RNi2B2C 
compounds are typical type-Il superconductors, irrespective of whether the R elements are 
magnetic or non-magnetic. The anisotropy factors (y) are close to one for R = Er and Tm, 
even though there is large anisotropy in the normal state magnetization. 
Table 9.2. Superconducting parameters for magnetic fields parallel and perpendicular to the c-axis in crystals 
of TmNi2B2C, ErNi2B2C, and YNi2B2C. The values of X(0), ^(0), and Hc2(0) are extrapolated to T = 0 from 
near Tc, and can be significantly different from the actual values in (Tm,Er)Ni2B2C due to the subsequent 
antiferromagnetic ordering at lower temperatures. 
dH,2/dTlT-^ 
(T/K) 
k 7 Hc2(0)* 
(kG) 
^(0)* 
(A) 
^(0)* 
(A) 
Ref. 
YNi2B2C - -0.32 - 14.5 1.0 - 32 - 110 - 1500 [Chapter 3] 
TmNi2B2C H||c - 0.28 ± 0.02 6.3 ±0.3 1.29 ±0.16 21.2± 1.5 124 ±5 780 ± 70 [Chapter 4] 
Hlc - 0.36 ± 0.02 7.7 ± 0.4 27.2 ± 1.5 110±3 850 ± 60 
ErNijBjC H||c - 0.26 ± 0.02 8.8 ± 1.2 1.31 ±0.17 19.1 ± 1.5 1 3 1 ± 6  1160 ±210 [Chapter 5] 
Hlc -0.20 ±0.01 14.7 ±0.7 150 ±4 
k: GL parameter. 
y: Anisotropy factor, defined as ). 
Coherence length. 
X: Penetration depth. 
•: Extrapolated to T = 0 from just below T^. 
201 
CHAPTER 10. CONCLUSIONS 
Our growth of single crystals of RNi2B2C (R = Y, Lu-Gd) just after the discovery of 
the quaternary borocarbide superconductors has contributed much to the characterization of 
their intrinsic anisotropic normal and superconducting state properties. The single crystals of 
RNi2B2C compounds are found to be very important because of their high purity since the 
polycrystalline samples showed phenomena which are believed not to be intrinsic. For 
example, the zero-field reentrant behavior near Tn in a resistivity measurement of 
polycrystalline HoNi2B2C is not observed by us in many as-grown single crystal samples. A 
zero-field reentrant behavior in single crystal samples has been observed under high pressure, 
[Uwatoko] which indicates that extrinsic mechanical stresses, inevitably introduced during the 
sample preparation process, is likely responsible for the zero-field re-entrant behavior seen in 
polycrystalline samples. Another example is our discovery of superconductivity at Tc = 6 K in 
single crystal DyNi2B2C, which is reported not to be superconducting above 2 K in the form 
of polycrystalline samples. [Cava, 1994] 
Of great interest is that the compounds studied in this Thesis show a coexistence of 
superconductivity and magnetic ordering below easily accessible temperatures. The 
superconducting transition temperatures (Tc) range from = 6 K for DyNi2B2C to = 16.5 K for 
LuNi2B2C and antiferromagnetic ordering temperature (Tn) from 1.5 K for TmNi2B2C to 20 K 
for GdNi2B2C. Due to the wide ranges of Tc and Tn with Tc > Tn for (Tm,Er,Ho)Ni2B2C and 
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Tn > Tc for DyNi2B2C, the RNi2B2C compounds offer a good opportunity to observe a variety 
of interesting phenomena. Especially, the DyNi2B2C compound is the first crystallographically 
ordered magnetic superconductor which shows the onset of superconductivity in a 
magnetically ordered state. Because most of the RNi2B2C compounds contain rare earth 
magnetic moments, the superconducting properties are strongly affected by these moments 
which are characterized via normal state magnetic measurements. Therefore, the study of 
normal state magnetism is very important in understanding the superconducting properties. 
For several of the compounds which contain a magnetic sublattice, highly anisotropic 
magnetization above Tc is found. For (Dy,Ho)Ni2B2C, the magnetization for H±c (Mj^c) is 
larger than for H||c (M||c), whereas for TmNi2B2C, M^c > M||c for T > Tc. For ErNi2B2C, a 
crossover of the easy magnetization direction is observed from M|ic > Mj^c for T > 150 K to 
Mj^c > Mile for T < 150 K. The magnetic anisotropics in the RNi2B2C compounds are 
consistent with the predictions of a point-charge CEF model, in which the internal electric 
field produced by the ionic charges in lattice sites of given crystal symmetry around the 
magnetic ion determines the magnetic and electronic state of the ion. A detailed calculation of 
CEF effects on the magnetization of HoNi2B2C shows that the CEF eigenstates are 
admixtures of the Ho^^ J = 8 azimuthal angular momentum eigenstates, resulting in a non­
magnetic singlet ground state. Associated with the observed anisotropy in the magnetization, 
the field dependence of Tn also shows anisotropic behavior. Whereas the Tn values of 
(Er,Ho)Ni2B2C are independent of applied magnetic field for H||c, TN decreases from TN (H = 
0) to below 2 K with increasing field for H±c. The Tns of the RNi2B2C members in zero 
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applied field generally scale with the de Gennes (DG) factor, indicating that the RKKY 
interaction between the magnetic moments is responsible for the ordering. However, the 
observed scaling of Tn with DG factor is in contrast to other magnetic superconductors such 
as RRh4B4, in which the CEF potential plays an important role in the observed non-DG scaling 
of Tn. The reasons that the effects of the CEF on Tn in the RNi2B2C compounds are small 
still remain to be determined, especially considering, for example, the non-magnetic ground 
state in HoNi2B2C. This is also related to the fundamental question of how AF ordering arises 
in a compound with a non-magnetic ground state. 
The effects of the rare earth magnetic moments and magnetic ordering on 
superconductivity are clearly evident in the upper critical field (Hc2) versus temperature 
curves. As a non-magnetic superconductor, YNi2B2C, which is shown to be conventional 
electron-phonon mediated superconductor, also shows isotropic Hc2(T) behavior and follows 
Ginzburg-Landau theory near Tc. However, with decreasing temperature, the Hc2(T) curve 
does not show the typical parabolic negative curvature but rather slight positive curvature. A 
similar behavior of Hc2(T) is observed in DyNi2B2C. For (Tm,Er,Ho)Ni2B2C, Hc2 is quite 
anisotropic in temperature dependent behavior as well as in magnitude for H||c and H±c. It is 
found that the Hc2 values for H parallel to the easy magnetization axis is smaller than for H 
parallel to the hard magnetization axis, implying that the conventional magnetic pair breaking 
mechanism is the main source of the Hc2 anisotropy. Whereas all the Hc2(T) curves for the 
three magnetic superconductors show maxima above Tn, a rapid drop of Hc2 near Tn, 
resulting in a local minimum in the Hc2(T) curve, is observed in (Er,Ho)Ni2B2C and a broad 
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and gradual decrease of Hc2as T approaches Tn is observed in TmNi2B2C. From the shape of 
the Hc2(T) curve, the suppression of superconductivity in TniNi2B2C is believed to come from 
the exchange interaction between magnetic moments and polarized conduction electron spins. 
The local minima of Hc2 near Tn in (Er,Ho)Ni2B2C are similar to those seen previously for 
other AF superconductors and are attributed to AF spin fluctuations and a resultant 
pseudogap near the Fermi energy. 
205 
BIBLIOGRAPHY 
Abrokosov, A. A. and L. P. Gor'kov, Sov. Phys. JETP 12, 1243. (1961). 
Alekseevskii, N. E., G. Wolf, V. N. Narozhnyi, A. S. Rudenko, and H. Hohlfeld, Sov. Phys. 
JETP ^,617 (1985). 
Alleno, E., J. J. Neumeier, J. D. Thompson, P. C. Canfield, and B. K. Cho, Physica C 242. 
169 (1995). 
Bachman, R., F. J. DiSalvo, Jr., T. H. Geballe, R. L. Greene, R. E. Howard, C. N. King, H. C. 
Kirsch, K. N. Lee, R. E. Schwall, H. U. Thomas, and R. B. Zubeck, Rev. Sci. Instrum. 
205 (1972). 
Batlogg, B., in: Magnetisms of High Temperature Superconductivity, eds. H. Kamimura and 
A. Oshiyama, (Springer-Verlag, Berlin, 1989) p. 324. 
Bednorz, J. G. and K. A. Muller, Z. Phys. B M, 189 (1986). 
Bleaney, B. and K. W. H. Stevens, Rept. Progr. Phys. 16, 108 (1953). 
Bonville, P., J. A. Hodges, P. Imbert, G. Jehanno, R. Chevrel, and M. Sergent, Rev. Phys. 
Appl. 15, 1139(1980). 
Boutron, Pierre, Phys. Rev. B 7, 3226 (1973). 
Braun, H. F., C. U. Segre, F. Acker, M. Rosenberg, and S. P. Deppe, J. Magn. Magn. Mater., 
25, 117(1981). 
Bulaevskii, L. N., M. Ledvij, and V. G. Kogan, Phys. Rev. Lett. 3773 (1992). 
Canfield, P. C. and Z. Fisk, Phil. Mag. B 1117 (1992). 
Canfield, P. C., B. K. Cho, D. C. Johnston, D. K. Finnemore, and M. F. Hundley, Physica C 
230, 397 (1994). 
Canfield, P. C., B. K. Cho, and K. W. Dennis, unpublished (1995). 
206 
Carter, S. A., B. Batlogg, R. J. Cava, J. J. Krajewski, W. F. Peck, Jr., and H. Takagi, Phys. 
Rev. B 50, 4216 (1994). 
Cava, R. J., J. J. Krajewski, T. Siegrist, H. W. Zandbergen, and W. F. Peck, Jr., Nature 367. 
148 (1994a). 
Cava, R. J., H. Takaki, H. W. Zandbergen, J. J. Krajewski, W. F. Peck, Jr., T. Siegrist, B. 
Batlogg, R. B. van Dover, R. J. Felder, K. Mizuhashi, J. O. Lee, H. Eisaki, and S. Uchida, 
Nature 362, 252 (1994b). 
Chevrel, R., and M. Sergent, in: Superconductivity in Ternary Compounds Topics in 
Current Physics 32, eds. 0. Fischer and M. B. Maple (Springer, Berlin 1982). 
Cho, B. K., Ming Xu, P. C. Canfield, L. L. Miller, and D. C. Johnston, Phys Rev. B (in press) 
(1995a). 
Cho, B. K., P. C. Canfield, L. L. Miller, and D. C. Johnston, Phys. Rev B (in press) (1995b). 
Cho, B. K., B. N. Harmon, D. C. Johnston, and P. C. Canfield, unpublished (1995c). 
Cho, B. K., P. C. Canfield, and D. C. Johnston, Phys. Rev. B (in press) (1995d). 
Cho, B. K., D. C. Johnston, and P. C. Canfield, unpublished (1995e). 
Cohen, R. W., G. D. Cody, and John J. Halloran, Phys. Rev. Lett. 9, 840 (1967). 
Dervenagas, P., J. Zarestky, C. Stassis, A. I. Goldman, P. C. Canfield, and B. K. Cho, Physica 
B (in press) (1995). 
Dunlap, B. D., L. N. Hall, F. Behroozi, G. W. Crabtree, and D. G. Niarchos, Phys. Rev. B 29, 
6244(1984). 
Edmonds, A. R., Angular Momentum in Quantum Mechanics, (Princeton Univ. Press, 
Princeton, New Jersey, 1957) p. 73 
Eisaki, H., H. Takagi, R. J. Cava, B. Batlogg, J. J. Krajewski, W. F. Peck, Jr., K. Mizuhashi, 
J. O. Lee, and S. Uchida, Phys. Rev. B 50, 647 (1994). 
Farrell, D. E., C. M. Williams, S. A. Wolf, N. P. Bansal, and V. G. Kogan, Phys. Rev. Lett. 
2805 (1988) 
207 
Farrell, D. E., S. Bonham, J. Foster, Y. C. Chang, P. Z. Jiang, K. G. Vandervoort, D. J. Lam, 
and V. G. Kogan, Phys. Rev. Lett. 63, 782 (1989). 
Fischer, 0., Helv. Phys. Acta 45. 229 (1972). 
Fischer, 0., M. Decroux, A Treyvaud, R. Chevrel, and M. Sargent, Solid State Conunun. 17, 
721 (1975). 
Fischer, 0., Appl. Phys. 16, 1 (1978). 
Fischer, 0., M. Ishikawa, M. Pelizzone, and A. Treyvaud, J. Phys. (France) C5-40. 89 (1979). 
Fischer, 0., for a review, see, in Ferromagnetic Materials, Vol. 5, edited by K. H. J. 
Buschow and E. P. Wohlfarth (North Holland, Amsterdam, 1990), p. 465. 
Fisher, M. E., Phil. Mag. 7,1731 (1962). 
Fisk, Z., J. P. Remeika, in: Handbook on the Physics and Chemistry of Rare Earths, Vol 12, 
edited by K. A. Gschneidner, Jr. and L. Eyring, p. 53 
Freeman, A. J., and R. E. Watson, Phys. Rev. 127. 2058 (1962). 
Fulde, P., and K. Maki, Phys. Rev. 141. 275 (1961). 
1 
Fulde, P., and L Peschel, Adv. Phys. 21, 89 (1972). 
Giordanego, B., M. El Massalami, S. L. Bud'ko, E. M. Baggio-Saitovitch, J. Voiron, A. 
Sulpice, (preprint) (1995). 
Ginzburg, V. L., Sov. Phys. JETP 4, 153 (1957). 
Gladstone, G., M. A. Jensen, and J. R. SchriefFer, in; Superconductivity, Vol. 2, ed. R. D. 
Parks (Marcel Dekker, New York, 1969) p. 665. 
Gopal, E. S. R., Specific Heats at Low Temperatures, (Plenum Press, New York, 1966) p.31. 
Greedan, J. E. and V. U. S. Rao, J. Solid State Chem. 6 ,  387 (1973). 
Griffith, J. S., The Theory of Transition-Metal Ions, (Cambridge Univ. Press, London and 
New York, 1961). 
Grigereit, T. E., J. W. Lynn, Q. Huang, A. Santoro, R. J. Cava, J. J. Krajewski, and W. F. 
Peck, Jr., Phys. Rev. Lett. 73, 2756 (1994). 
208 
Goldman, A. L, C. Stassis, P. C. Canfield, J. Zarestky, P. Dervenagas, B. K. Cho, D. C. 
Johnston, and B. Stemlieb, Phys. Rev. B 9668 (1994). 
Hao, Z. and J. R. Clem, Phys. Rev. Lett. 2371 (1991). 
Hutchings, M. T., in: Advances in Research and Application, Solid State Physics, Vol. 16, 
edited by Frederick Seitz and David Tumbull (Academic Press, New York and London, 
1964), p. 227, and references therein. 
Ishikawa, M. and 0. Fischer, Solid State Commun. 23, 37 (1977a). 
Ishikawa, M. and 0. Fischer, Solid State Commun. 24, 747 (1977b). 
Ishikawa, M. and J. Muller, Solid State Commun. 22, 761 (1978). 
Ishikawa, M., 0. Fischer, and J. Muller, in; Superconductivity in Ternary Compounds II, 
Topics in Current Physics 34, eds. M. B. Maple and 0. Fischer (Springer, Berlin, 1982) p. 
143. 
Ivanov, v., L. Vinokurova, A. Szytula, and A. Zygmunt, J. Alloys Comp. 191. 159 (1993). 
Kasuya, T., Progr. Theor. Phys. (Kyoto) 16, 45 (1956). 
Kes, P. H., C. J. Van der Beek, M. P. Maley, M. E. McHenry, D. A. Huse, M. J. V. Menken, 
and A. A. Menovskii, Phys. Rev. Lett. 2383 (1991). 
Kim, J. S., W. W. Kim, and G. R. Stewart, Phys. Rev. B 50, 3485 (1994). 
Kirchmayr, H. R., and C. A. Poldy, in: Handbook on the Physics and Chemistry of Rare 
Earth, Vol. 2, eds. K. A. Gschneidner, Jr. and L. Eyring, p. 55. 
Kogan, V. G., M. M. Fang, and S. Mitra, Phys. Rev. B 38, 11958 (1988). 
Kogan, V. G., M. Ledvij, A. Yu. Simonov, J. H. Cho, and D. C. Johnston, Phys. Rev. Lett. 
70, 1870(1993). 
Ku, H. C., F. Acker, and B.T. Matthias, Phys. Lett. 7^ 399 (1980). 
Ku, H. C., C. C. Lai, Y. B. You, J. H. Shieh, and W. Y. Guan, Phys. Rev. B 50, 351 (1994). 
Kumagai, K., T. Ooyama, H. Nakajima, and M. Shimotomai, Physica B 148. 133 (1987). 
209 
Kunzler, J. E., J. P. Maita, H. J. Levinstein, and E. O. Ryder, Phys. Rev. 143. 390 (1966). 
Lee, W. C., R. A. Klemm, and D. C. Johnston, Phys. Rev. Lett. 63, 1012 (1989). 
Leggett, A. J., Rev. Mod. Phys. 47, 331 (1975). 
Lines, M. E., Phys. Rev. B12, 3766 (1975). 
Lynn, J. W., D. E. Moncton, G. Shirane, W. Thomlinson, J. Eckert, and R. N. Shelton, J. 
Appl. Phys. 49, 1389 (1978). 
Lynn, J. W., J. A. Gotaas, R. W. Erwin, R. A. Ferrell, J. K. Bhattachaijee, R. N. Shelton, and 
P. Klavins, Phys. Rev. Lett. 52, 133 (1984). 
Machida, K., Kazuo Nokura, and Takeo Matsubara, Phys. Rev. B 22, 2307 (1980). 
Majkrzak, C. P., G. Shirane, W. Thomlinson, M. Ishikawa, 0. Fischer, and D. E. Moncton, 
Solid State Commun. 31, 773 (1979). 
Majkrzak, C. F., D. E. Cox, G. Shirane, H. A. Mook, H. C. Hamaker, H. B. MacKay, Z. Fisk 
and M. B. Maple, Phys. Rev. B 26, 245 (1982). 
Majkrzak, C. F., S. K. Satija, G. Shirane, H. C. Hamaker, Z. Fisk and M. B. Maple, Phys. 
Rev. B 27, 2889 (1983). 
Maple, M. B., L. D. Woolf, C. F. Majkrzak, G. Shirane, T. Thomlinson, and D. E. Moncton, 
Phys. Lett. A 77, 487 (1980). 
Maple, M. B., in; Ternary Superconductors, eds. G. K. Shenoy, B. D. Dunlap, and F. Y. 
Fradin (North-Holland, Amsterdam, 1981) p. 131. 
Maple, M. B., H. C. Hamaker, and L. D. Woolf, in; Superconductivity in Ternary 
Compounds JI, Topics in Current Physics 34, eds. M. B. Maple and 0. Fischer (Springer, 
Berlin 1982) p. 97. 
Marking, G., H. F. Franzen, J. E. Ostenson, M. M. Ling, D. K. Finnemore, and F. C. Laabs, 
Phys. Rev. B 16630 (1993). 
Massalami, M. El, S.L. Bud'ko, B. Giordanengo, M.B. Fontes, J.C. Mondragon, and E.M. 
Baggio-Saitovitch, Physica C 235-24. 2563 (1994). 
Massalami, M. El, S.L. Bud'ko, B. Giordanengo, M.B. Fontes, J.C. Mondragon, E.M. 
Baggio-Saitovitch, (preprint) (1995). 
210 
Matthias, B. T., H. Suhl, and E. Corenzwit, Phys. Rev. Lett, i, 92 (1958). 
Matthias, B. T., E. Corenzwit, J. M. Vandenberg, and H. E. Barz, Proc. Natl. Acad. Sci. USA 
74, 1334(1977). 
Moncton, D. E., G. Shirane, W. Thomlinson, M. Ishikawa, and 0. Fischer, Phys. Rev. Lett. 
41, 1133 (1978). 
Movshovich, R., M. F. Hundley, J. D. Thomson, P. C. Canfield, B. K. Cho, and A. V. 
Chubukov, Physica C 222, 381 (1994). 
Nagarajan, R., C. Mazumdar, Z. Hossain, S. K. Dhar, K. V. Gopalakrishnan, L. G. Gupta, C. 
Godart, B. D. Padalia, and R. Vijayaraghavan, Phys. Rev. Lett. 72, 274 (1994); (E), Phys. 
Rev. Lett. 73, 211 (1994). 
Naugle, D. G., K. D. D. Rathnayaka, A. K. Ghatnagar, P. C. Canfield, and B. K. Cho, 
unpublished. 
Noakes, D. R. and G.K. Shenoy, Phys. Lett. 91A, 35 (1982). 
Pelizzone, M., A. Treyvaud, P. Spitzli, and 0. Fischer, J. Low Temp. Phys. 29, 453 (1977). 
Prather, J. L., U. S. National Bureau of Standards Monograph No. 19 (1961). 
Quezel, S., P. Burlet, E. Roudaut, J. Rossat-Mignod, A. Benoit, J. Flouquet, O. Pena, R. 
Horyn, R. Chevrel, and M. Sergent, Proc. Joumees Materiaux Supraconducteurs Rennes, 
Ann. Chim. (France) 1984-9. 1057 (1984). 
Ramakrishnan, T. V. and C. M. Varma, Phys. Rev. B 24, 137 (1981). 
Rhee, J. Y., X. Wang, and B. N. Harmon, Phys. Rev. B, (in press) (1995). 
Rudermann, M. A. and C. Kittel, Phys. Rev., 96, 99 (1954). 
Sakai, T., G. Adachi, and J. Shiokawa, Solid State Commun. 445 (1981). 
Sakai, T., G. Adachi, and J. Shiokawa, J. Less-Common Metals, M, 107 (1982). 
Salamon, M. B., S. E. Inderhees, J. P. Rice, B. Z. Pazol, D. M. Ginsberg, and Nigel 
Goldenfeld, Phys. Rev. B 38, 885 (1988). 
2 1 1  
Sarrao, J. L., M. C. de Andrade, J. Herrmann, S. H. Han, Z. Fisk, M. B. Maple, and R. J. 
Cava, Physica C 229, 65 (1994). 
Shelton, R. N., R. W. McCallum, and H. Adrian, Phys. Lett. A56, 213 (1976). 
Selwood, P. W., Magnetochemistry, (Interscience, New York, 1956), 2"^ edition, p. 78. 
Siegrist, T., H. W. Zandbergen, R. J. Cava, J. J. Krajewski, and W. F. Peck, Jr., Nature 367. 
254(1994). 
Sinha, S. K., G. W. Grabtree, D. G. Hinks, and H. A. Mook, Phys. Rev. Lett. 48, 950 (1982). 
Sinha, S. K., J. W. Lynn, T. E. Grigereit, Z. Hossain, L. C. Gupta, R. Nagarajan, and C. 
Godart, Phys. Rev. B 51, 681 (1995). 
Stassis, C. et al, unpublished (1995). 
Stevens, K. W. H., Proc. Phys. Soc. (London) M5, 209 (1952). 
Thomlinson, W., G. Shirane, D. E. Moncton, M. Ishikawa, and 0. Fischer, Phys. Rev. B 23, 
4455 (1981). 
Tinkham, M., Introduction to Superconductivity, (Krieger Publishing Co., Malabar, Florida, 
1980). 
Uwatoko, Y., G. Oomi, P. C. Canfield, B. K. Cho, unpulished (1995). 
Vandenberg, J. M. and B. T. Matthias, Proc. Natl. Acad. Sci. USA 74, 1336 (1977). 
Villars, P. and L. D. Calvert, in; Pearson's Handbook of Crystallographic Data for 
Intermetallic Phases, Vol. 1-4 (ASM International, Materials Park, 1991). 
Vogt, T., C, Stassis, A. Goldman, P. Canfield, and B. K. Cho, unpublished (1995). 
Wang, Y. L., Phys. Lett. 35A, 383 (1971). 
Welp, U., W. K. Kwok, G. W. Crabtree, K. G. Vandervoot, and J. Z. Liu, Phys. Rev. Lett. 
1908 (1989). 
Werthamer, N. R., E. Helfand, and P. C. Hohenberg, Phys. Rev. 147. 295 (1966). 
212 
Woolf, L. D., D. C. Johnston, H. B. McKay, R. W. McCallum and M. B. Maple, J. Low 
Temp. Phys. 35, 651 (1979). 
Woolf, L. D., S. E. Lambert, M. B. Maple, F. Acker, H. C. Ku, W. Odoni, and H .R. Ott, J. 
Low Temp. Phys. 117 (1983). 
Xu, X., P. C. Canfield, J. E. Ostenson, D. K. Finnemore, B. K. Cho, Z. R. Wang, and D. C. 
Johnston, Physica C 227, 321 (1994); M. Xu, B. K. Cho, P. C. Canfield, D. K. 
Finnemore, D. C. Johnston, and D. E. Farrell, Physica C 235-240. 2533 (1994). 
Yosida, K., Phys. Rev., m 893 (1957). 
Yvon, K., in; Current Topics in Materials Sciences, Vol. 3, ed. E. Kaldis (Elsevier, 
Amsterdam, 1979) p. 53. 
Zarestky, J., C. Stassis, A. I. Goldman, P. C. Canfield, P. Dervenagas, B. K. Cho, and D. C. 
Johnston, Phys. Rev. B 678 (1995). 
ACKNOWLEDGMENTS 
I would like to express my deepest appreciation to my advisor Professor D. C. 
Johnston for his guidance, stimulating discussions, and support for this study. I also extend 
my appreciation to co-advisor Professor P. C. Canfield. Being an open-minded and a good 
friend, he shares valuable discussions and excitement of discover^' with me throughout this 
work. 
I wish to express my thanks to B. N. Harmon for many valuable discussions on physics 
and computer programming. 1 am debted to many professors and colleagues in our 
department and Ames Laboratory for their encouragement, help, and collaborations, especially 
Professors D. K. Finnemore, K. A. Gschneidner, C. Stassis, A. 1. Goldman, R. W. McCallum, 
Dr. L. L. Miller and K. W. Dennis. 1 am also indebted to my friends and colleagues 
nationwide. 
I am deeply appreciative to my parents, parents-in-law and my brothers and sisters for 
their consistent assistance. I wish to express my special appreciation to my wife, Misook Cho, 
daughter. Alarm Cho, and son, Albert Cho. Without their encouragement and patience this 
work could never have been possible. 
This work was performed at Ames Laboratory under Contract No. W-7405-Eng-82 with the 
U. S. Department of Energy. The United States government has assigned the DOE Report 
number IS-T 1745 to this thesis. 
