Abstract-The symmetric rank-k update (SYRK) is a level-3 BLAS routine commonly used by many Data Mining/Machine Learning(DM/ML) algorithms such as regression, dimensionality reduction algorithms like PCA, matrix factorization and k-mean clustering. This paper presents a comprehensive analysis of the SYRK routine under popular dense linear algebra libraries such as OpenBLAS, Intel MKL, and BLIS particularly focusing on edge cases of dense matrices (thin or fat shapes) that are common in DM/ML applications. Our work identifies some performance issues of the SYRK routine in multi-threaded shared memory environments for edge cases and discuss matrix dependent modifications for performance improvement.
I. INTRODUCTION
The two prominent challenges in DM/ML domain are improving (a) the quality of the results and (b) ability to handle big datasets. In the latter case, researchers look at novel ways to develop approximation algorithms that attempt to look at the subset of the samples or the features, at a compromise of some quality of the solution. Since most of the DM/ML algorithms are based on stochastic convergence, establishing the expected convergence of these approximation algorithms is always challenging. Also, these algorithms come with heavy assumptions about the distribution of the underlying data and the number of hyper-parameters. It requires a deep DM/ML expertise to reproduce the algorithmic results on a different dataset. This is a consistent bottleneck toward the applicability of algorithms in the real world.
To overcome this problem, HPC researchers are investing in parallel and distributed algorithms on shared and distributed This manuscript has been authored by UT-Battelle, LLC under Contract No. DE-AC05-00OR22725 with the U.S. Department of Energy. The United States Government retains and the publisher, by accepting the article for publication, acknowledges that the United States Government retains a non-exclusive, paidup, irrevocable, world-wide license to publish or reproduce the published form of this manuscript, or allow others to do so, for United States Government purposes. The Department of Energy will provide public access to these results of federally sponsored research in accordance with the DOE Public Access Plan (http://energy.gov/downloads/doe-public-access-plan). memory, extreme threaded and throughput devices like GPUs to build computationally expensive DM/ML algorithms with less hyper-parameters that still handle huge volumes of scientific [1] and internet data. There are some recent attempts on various hyper-parameter free DM/ML algorithms in the HPC community such as NMF [2] , [3] , [4] , SVM [5] , Graph Algorithms [6] and Convolutional Neural Networks [7] using dense Basic Linear Algebra Subprograms(BLAS) for matrix operations. In general, the BLAS operations are fine-tuned for the specific architecture for common matrices that are assumed to be square where the number of rows and columns are nearly same. However, these fine tunings fail for the following edge cases (where an m × k matrix is thin or fat) degrading the performance:
• Case m k (thin): These are classical cases of machine learning, where input data contains billions of samples having hundreds of features (e.g., the profile information of customers). Typically an enterprise will have millions of customers and collect numerous features such as name, age, sex, address, phone number, etc.
• Case m k (fat): There are scientific experimental use cases where it is very expensive to conduct repeated trials, particularly when a single trial generates terabytes of data. Neutron scattering and molecular dynamics experiments often belong to this category.
In this paper, we primarily look at the Symmetric Rank k Update (SYRK) algorithm. Given a matrix C of size m × m, update C with a symmetric rank k matrix (C = αAA T +βC). Many ML algorithms such as Regression, SVM, PCA, and KMeans use a SYRK kernel. A detailed list of these types of algorithms can be found at [8] .
The main contributions of this paper are the benchmarking and investigation of the performance and scalability of the Double precision SYRK (DSYRK) algorithm in Level-3 BLAS library implementations for thin and fat dense matrices (called edge cases) in multicore shared memory environments. We consider only the cases where the matrix fits in the main 978-1-5386-9242-4/18/$31.00 c 2018 IEEE memory. We additionally give a detailed analysis of the reasons the matrix block pack algorithm gives poor performance on fat matrices as well as potential modifications to mitigate the issue.
II. RELATED WORK
Researchers have been studying the performance of matrix operations using Level-3 BLAS implementations in parallel environments. Studies such as [9] , [10] focus on square matrices and/or square blocking factors that could be optimal for a large subset of input data, but not necessarily for edge cases where the matrices are thin or fat. However, their approaches to hardware-based tuning and performance observations can be useful in the development of our experiments.
The particular strategy used in [10] involved leveraging the Block Packed Format, which resulted in a dramatic performance increase due to increased flexibility in the register blocking factor of the default underlying Level-2 BLAS routines. The introduction of replacements for factorization routines based on the Level-2 BLAS routines POTF2 and PPTF2 for cases of symmetric positive-definite matrix-matrix operations improved the dependent Level-3 BLAS routines of a Cholesky factorization. Tarca [11] showed that the performance in Cholesky and related algorithms varied greatly when different pivoting strategies were used and demonstrated under certain pivoting strategies, the more indefinite a matrix, the more pivots are required. He claims an ideal strategy would be to allow the algorithm to change pivoting strategies based on matrix characteristics and hardware architecture, and flexibility in choosing block size, based on architecture and matrix shapes.
Early work in the area of dense linear algebra (DLA) optimization has shown that low-level storage strategies like multilevel blocking in LU and Gram-Schmidt algorithms can increase efficiency, and is transferable both to other problems and other architectures [12] . Other works have shown that optimizing a particular Level-3 BLAS routine like GEMM can transfer well to related routines like SYRK and TRSM. In [13] , the authors optimized a GEMM routine and introduced two parameters called r and c to adjust the blocking dimensions, depending on the cache size and layout. By adding these parameters, the optimized routine was portable across different architectures, and its performance was comparable to handtuned versions. Additionally, this method was shown to be transferable to other GEMM-based routines like DTRSM.
Goto and Geijn [14] described how the application of techniques used to develop a fast implementation of GEMM can be carried over to improve the performance of related Level-3 BLAS routines such as SYMM and SYRK. The authors call for the abstraction of "building blocks" to reduce the redundant packing operations. Since a number of constant values used by Level-3 BLAS are set at build time, determining the task granularity at runtime depends on increased parameterization of hybrid algorithms for DLA solvers, specifically the parameterization of the underlying Level-2 BLAS routines to change or override the constants. Coupled with performance metrics of the specific algorithm (either from a database of benchmarks or from runtime analysis from a previous run), a dynamic scheduler can offload tasks to appropriate or optimal compute devices. Because modern GPUs support double precision (slower than single precision), tasks can be offloaded to the single precision unit, while using an iterative refinement technique on the double precision unit to test for accuracy. Using such a strategy for Cholesky and LU to overlap communication and computation, a speedup of 100 was achieved by adding 4 GPUs to a 4-core CPU [15] . A redesign of the xSYRK routine for Cholesky factorization to introduce data persistence, dynamic scheduling and limit the scheduling to the lower diagonal via block index reordering resulted in a speedup of 54 for single precision and 27 for double precision using 4 GPUs [16] .
Double precision Level-3 BLAS operations such as DGEMM, DSYMM, DHEMM, DSYRK, DTRMM and DTRSM [17] are commonly used in scientific computing applications. The objective of our research is to investigate the scalability characteristics of the DSYRK algorithm in popular BLAS libraries on shared memory multicore for edge cases. We have designed and performed sets of experiments which is described in the following sections.
III. EXPERIMENTAL DESIGN AND RESULTS
The purpose of the experiments was to identify the performance of SYRK for a range of matrix sizes, shapes, and thread distributions and their impact on performance using common DLA libraries.
A. Design
For our experiments, we used three dense linear algebra libraries: OpenBLAS 0.3.0 [18] , [19] , Intel MKL 2017 [20] , and BLIS 0.2.2 [21] in a shared memory multicore environment. We conducted two sets of experiments. The first set of experiments performed AA T operations using the DSYRK algorithm on a range of matrices -fat, square and thin. We wanted the different shapes to be comparable, so the matrices were chosen such that the number of floating point operations were nearly identical across different cases. We considered a square matrix m×k as 8192×8192 and reshaped as fat matrices by gradually decreasing m and a corresponding increase of k. Similarly, for thin matrices, we decreased k, the column dimension. This set of runs was repeated five times, with core count 1, 10, and 20, using each of the three libraries. The core counts were chosen due to the compute node having two sockets with 10 cores each. The objective of these experiments was to investigate the impact of matrix shape on performance.
The second set of experiments picked three representative matrix shapes (for fat, square, and thin) and varied the core count from 1 to 20. The three matrices were: 8192 × 8192 (square), 65536 × 128 (thin), and 256 × 8388608 (fat). With this set of experiments, we wanted to investigate the scalability characteristics of different matrix shapes.
We
cores/processor, 20 cores total and 128 GB RAM). L1, L2, and L3 cache sizes are 32 KB, 256 KB and 25600 KB respectively. Figure 1 shows the performance of DSYRK on one core for the range of computationally equivalent multiplications. If the matrix multiplication is compute bound, as is generally assumed, the performance should remain steady as the matrix shape changes. However, there is a degradation in performance as the matrix shape deviates from the square. This degradation is more severe for the fat matrices. The 128 wide matrix achieves 90% the GFLOPS of the square, while the 128 tall matrix only achieves 60%. Figure 2 shows the same run on 10 cores. The same pattern of performance degradation occurs here, but the degradation is more pronounced. The 128 wide matrix has dropped to 80% of the square, and the 128 tall matrix has dropped to 30%. This increases even further when twenty cores are used in Figure 3 . OpenBLAS and BLIS perform roughly the same. Intel MKL in general performs worse than the other two with the major exception of very fat matrices on ten and twenty cores. It appears Intel MKL makes some change when m < 512 as there is a distinct jump in performance below that threshold. Figure 4 shows the GFLOPS of DSYRK on the three matrix shapes as the number of cores increases from one to twenty. The square and thin matrices show a linear performance increase with increasing cores, with the thin matrix increasing at a lower rate. The fat matrix with Intel MKL is also linear, albeit at an even lower rate than the thin or square matrices. However, the fat matrix on OpenBLAS and BLIS has a markedly sub-linear performance curve. Beyond ten cores there is little to no performance change.
B. Results
Three broad trends can be identified from both of these experiments:
• Performance of non-square matrices is worse than square matrices.
• Fat matrices perform worse than thin matrices.
• The difference between square and non-square performance increases with a higher number of cores. It is also important to note the magnitude of the performance degradation. A very fat matrix can result in performance under 20% of the square matrix.
IV. ANALYSIS
For further investigation of the scalability issues we profiled SYRK using the Intel VTune profiling tool. We then analyzed the BLIS implementation of SYRK.
A. Profiling DSYRK using Intel VTune
We used Intel VTune Amplifier 2017 [22] to investigate the delay related to memory shifting between cache and DRAM. Our primary interest was in VTune's Memory Bound and LLC Miss (Last-Level Cache miss) parameters. Intel defines memory bound as the fraction of time where pipelines could be stalled due to the high demand of load or store instructions [22] . LLC is the last and longest-latency level in the memory hierarchy before main memory -in our case, L3 cache. Any memory requests that are not in the LLC must be serviced by local or remote DRAM, with significant latency.
In Figure 5a , we observed that while running on a single core, a fat matrix (500 x 3,996,000) analysis reports it to be 27.2% memory bound, which is much higher than the almost square matrix (9,000 x 12,357). As the number of cores increases, so does the percentage gap. The results in Figure  5b show that SYRK the fat matrix needs to fetch data from DRAM instead of L3 cache an order of magnitude more times.
These figures show that the gap in performance between fat and square matrices can be at least partially attributed to issues with memory access. BLAS libraries use the block pack algorithm in order to reduce memory access times and improve scalability so this is a logical next place to explore.
B. Block Pack Algorithm Analysis
SYRK in BLIS (and OpenBLAS) is a specialization of the GEMM (GEneral Matrix Multiplication) algorithm where some multiplications are skipped as the output matrix is known to be symmetric. For clarity, the GEMM algorithm is described in this paper. GEMM is implemented by block pack matrix multiplication [23] , described in Algorithm 1 and shown in Figure 6 . It starts with an A matrix to be multiplied by a B matrix. In order to make use of cache and vector instructions, blocks of A and B are repackaged so that the values in the block are beside each other in memory. A andB are created at an appropriate size to fit into the L2 and L3 caches, respectively. Slices ofÂ (of size m r × k c ) and slices ofB (of size k c × n r ) are taken in loops 4 and 5; these are sized to fit into the L1 cache. The slices are then multiplied together in a vectorized assembly function known as the kernel or micro-kernel and added to the corresponding section (of size m r ×n r ) in the output matrix. The idea behind the sizing of the blocks is that for the entirety of loops 4 and 5, no data needs to be transferred from DRAM.B should remain Fig. 1 : The GFLOPS of DSYRK using OpenBLAS, BLIS, and MKL on a range of matrices of shape m by k using one core.
Fig. 2:
The GFLOPS of DSYRK using OpenBLAS, BLIS, and MKL on a range of matrices of shape m by k using ten cores.
in L3 cache while slices are taken of it, and likewise forÂ and L2 cache. All but one of the loops can be multi-threaded. If the second loop were to be parallelized then there would be multipleBs in the same column being multiplied at the same time. This would necessitate thread blocking as multiple threads try to write to the same section of the output matrix.
Most dense linear algebra (DLA) libraries do not allow the block sizes or the threading scheme to be changed. BLIS, however, does allow these parameters to be modified. Thus, it was used to discover how changing the parameters affects performance.
The most significant difference between SYRK with a square matrix and with a fat matrix occurs when creating thê B block. The default size ofB is 256 by 4096 in BLIS for our architecture (Ivy Bridge). However, as the transposed fat matrix, B, has far fewer than 4096 columns, this results in a much smallerB. As the size of the block was chosen so that it fills the L3 cache, this results in poor L3 utilization for the fat matrix case. Presumably then, increasing the number of rows ofB, k c , could mitigate this low L3 cache usage. The downside to this is increasing k c increases the size of the slices sent to the micro-kernel. This makes the slices too large to fit into the L1 cache as they were intended to do. There is another way to increase L3 cache utilization -parallelize the first loop. This leads to multipleB blocks at the same time (instead of serially). However, it is important note that this does not increase the size of the (now multiple)Bs' memory size in L3. The first loop splits B into columns with one for each thread. TheBs each now have an even smaller number of columns, and the multipleBs add up to the same size as the previous singleB. However, eachB has its ownÂ (or more depending on the parallelization of the third loop) and Fig. 3 : The GFLOPS of DSYRK using OpenBLAS, BLIS, and MKL on a range of matrices of shape m by k using twenty cores. this is where the extra utilization actually comes from. As a side note, even though there are multipleBs as in a multithreaded second loop, they are in separate columns and so do not contend for the same section of the output matrix. Figure 7 shows the effects of varying bothB row size, k c , and the threading for the loops. The numbers for each threading scheme represent the parallelization of loops 1, 3, 4, and 5 in that order. The default threading scheme in BLIS is {1 10 2 1}. Changing the row size ofB gives a substantial improvement, especially for the default threading. Increasing the parallelization gives an even better improvement. Notice that as the outer loop threading helps fill up the L3 cache, largerB row size does not improve computation time nearly as much.
It is difficult to determine how much of the L3 cache is being used on a processor. Instead, we can estimate it based on the size and number ofÂs andBs that are in use at any one time. The first loop parallelization is the number ofBs; the third loop parallelization is the number ofÂs perB. The size of the blocks is determined by m c , k c , and n c in addition to the limitations imposed by m and k. In both the fat and thin cases, this optimization results in increased L3 cache usage. These changes are tweaks to an algorithm that was not designed for fat matrices and do not solve the underlying problem. Increasing theB row size quickly leads to massive slices that no longer fit into L1 cache. Over threading the outer loop also leads to reduced performance as Figure 7 shows for 20 threads in the outer loop. One major problem that cannot be fixed without reworking the algorithm is thatB is supposed to be large -much larger thanÂ, and fill a significant portion of the L3 cache. This is simply cannot be done for fat matrices 
VI. CONCLUSION AND FUTURE WORK
We first benchmarked the SYRK algorithm on matrices of different shapes using common linear algebra libraries. As illustrated in Figure 1, Figure 2 , and Figure 3 , performance issues exist when using the SYRK routine on fat and thin matrices, and the issue is persistent across multiple DLA libraries. Additionally, we showed in Figure 4 that the performance issues with fat and thin matrices increase as the number of cores is increased. The results shown in Figures 5a and 5b identified the problem to be related to cache use. Modifying the parameters of SYRK to reduce the cache usage problem resulted in performance improvements as shown in Figure 7 and Table I .
We conclude that the performance of SYRK in current shared memory libraries depends on the matrix shape. This is especially noticeable in the case of fat matrices. We see three major directions for our future work:
• Determine how to predict the performance of a block shape and threading. This would allow dense linear algebra libraries to automatically change the parameters to the optimum for a specific matrix.
• Expand the benchmarking to GPUs, other CPU architectures, and other BLAS routines.
