In this paper, an efficient reliability method is proposed. The Asymptotic Sampling (AS) and Weighted Simulation (WS) are two main basic tools of the presented method. In AS, the standard deviation of the distributions are amplified at several levels to find an adequate number of failed samples, then by using a simple regression technique, the reliability index is determined. The WS is another method which uses the uniform distribution for sampling, where the information about the distributions of the variables is taken into account through the weight indexes. The WS provides interesting flexibility where a sample generated for a specific standard deviation can be used as a sample for another standard deviation without having to reevaluate the limit state function. In AS the deviations of variables are scaled in each step, where one can use the flexibility of the WS to decrease the required calls of limit state function. Using this technique results in a new efficient method so-called Asymptotic Weighted Simulation (AWS). In addition, using the strengths of both AS and WS can be considered another superiority of the hybrid version. Performance of the presented method is investigated by solving several mathematical and engineering examples.
Introduction
Failures in industrial systems may result in catastrophic consequences. In order to design safe systems and prevent severe consequences, the engineers have to deal with the arising uncertainties [1, 2] . The uncertainty comprises of different types, including physical, statistical, and model uncertainties [3] . For instance, some variations may occur in the forces acting on the structure during its lifetime. These variabilities are usually quantified by the probabilistic distributions. Accordingly, the safety or failure state of the structures can be represented by the probabilistic models. Structural safety requires the probability of failure to become extremely small [4] . The reliability methods and their applications have attracted a great deal of interest due to their important role in systems safety [5, 6] .
The failure probability of the systems can be stated in the form of the following multiple integral: 
 
fX are the limit state function and the joint probability density function (PDF) of X , respectively. The negative values for the limit state function represent the failure set [7] . The reliability index (  ) is defined as:
In this equation,  
.
  is the inverse standardized Gaussian distribution function. When the number of random variables increases or the failure regions have complicated shapes, the evaluation of Eq. (1) becomes extremely difficult [7] . Therefore, various numerical and computational approximate methods are introduced by researchers as outlined in the following:
Hasofer and Lind in their groundbreaking article [8] , by definition of the reliability problem in standard Gaussian space, established the first-order reliability method (FORM). In this paper, by using Rosenblatttransformation, the correlated non-Gaussian variables X were transformed to uncorrelated Gaussian variables U with zero mean and unit variance. For simplifying the integration, a linear approximation (the first order Taylor expansion) was utilized. By maximizing the probability density function (PDF)
within the failure domain, FORM are available in [7] .
The mathematical definition of failure probability given in Eq. (1) can be rewritten in the following form:
  Considering a large collection of samples ( m ), the failure probability can be estimated as [9] :
As seen, the new suggested form for calculating the failure probability, known as the Monte-Carlo Simulation (MCS), is not involved with the aforementioned difficulties of integration. However, it should be noted that for achieving accurate estimations, especially for small values of , f P the number of samples must be sufficiently large. For the sake of computationally cost saving, various strategies were proposed that artificially produce more samples than the primary distribution functions. For instance, the Importance Sampling method was suggested, in which the failure probability was estimated using the following formulation:
where   Y hx is a positive weighting function. An ideal weighting function requires a foreknowledge of failure probability, while this probability is usually unknown. Bucher proposed a fast procedure which utilizes results from the simulation for adapting   Y hX to the specific problem [10] .
In 2009, Bucher also developed an efficient MC based simulation method, so-called Asymptotic Sampling (AS) [11] . This method provides an accurate estimation of the failure probability with sensible low computational cost. In Asymptotic sampling, by producing samples with scaled distributions in several levels and fitting a regression, the reliability index was calculated through an extrapolation. On the other hand, in 2012, Rashki et al. introduced an approximate method in which by generating a small number of uniformly distributed samples and multiplying the probability density as a weighted index at each sample, the failure probability was calculated [12] . Since this Weighted Simulation (WS) method utilized the uniform distribution, so it was independent of the standard deviation of the variables and it is taken into account by weight indexes. This is a substantial point which means that the samples produced for a specific standard deviation can be utilized for another sampling with different deviation, which was desired in AS. This paper presents a hybrid framework for incorporating the advantages of WS in the AS to decrease the number of sample evaluation and also entering the advantages of AS into the WS, thereby achieving an efficient method.
In recent years, many techniques have been developed for optimal design of structures and systems [13, 14] . These methods usually require a significant number of analysis [15, 16] . Especially when the reliability-based design optimization (RBDO) is considered, the amount of computations may grow greatly [17, 18] . The huge amount of computations may dissuade engineers to design reliable systems due to limitations in computing resources. Therefore proposing such efficient reliability and sampling methods would make an important contribution to this field.
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The rest of this paper is organized as follows, in section 2, the AS and WS methods are briefly reviewed.
After providing the necessary background, a new hybrid method is developed in Section 3. In Section 4, different numerical experiments are chosen to examine the efficiency of the new method. Finally, the conclusions are drawn in Section 5.
Background theory
The proposed method is based on Asymptotic Sampling (AS) and Weighted Simulation (WS) method, and these are described in the following subsections.
Asymptotic sampling
As mentioned before, an important strategy to increase the efficiency of reliability sampling is to produce more samples in the failure domain. AS attempts to increase the chance of dropping samples in the failure domain by increasing the standard deviations, however, it should be noted that some increment of the deviations may result in the invalidity of the calculated failure probability. In AS, this issue is resolved through a certain asymptotic behavior of the failure probability in the independent and identically distributed (i.i.d.) Gaussian space [11, 19] . Using the asymptotic behavior also results in reliability assessment with fewer samples. Assuming a linear limit state function as:
the variance of   Y g x  will be:
If the standard deviations of all variables are scaled to 1 f , the variance of Y will be changed to:
  (9) and the safety index for an arbitrary standard deviation (  ) can be stated as follows:
According to Eq. (10), the following ratio is independent of the value of f [20] :
As proven in [19] , the Eq. (11) for nonlinear cases is true only when f approaches infinity, as shown in the following equation:
This asymptotic property of the safety index is employed to construct a regression model as:
Where the coefficients A and B can easily be determined by a regression analysis based on samplings with different deviations. This formulation ensures the convergence of
The pseudo-code of AS is provided in the following. 
Weighted simulation method
In WS, after the generation of the samples using the uniform random distribution and evaluation of the limit state function, the probability of failure is approximated by:
where the weight indexes ( k W ) are calculated via the following relationship:
in which s is the number of random variables and j f is the PDF of the jth variable.
The pseudo-code of the WS method is provided in the following. The following explanations further clarify the steps of the pseudo-code. i) In order to find the region of sampling, the intervals must be determined. Two techniques have been suggested for this purpose [12] . The first technique determines the maximum and minimum values of samples using the corresponding samples boundaries of an MCS with the PDF of the variables.
ii) The samples are distributed uniformly within the intervals calculated in the previous step.
iii) The weight index of each sample is calculated by Eq. (15).
iv) The limit state for each of the samples is evaluated and g I is calculated.
v) The failure probability is approximated using Eq. (14).
An efficient asymptotic weighted sampling method
As mentioned in Section 2.2, the WS method utilizes the uniform distribution instead of other probabilistic distributions. This feature provides flexibility for WS, and by modifying the weight indexes the generated samples can be adapted with different distributions, instead of generating new samples and re-evaluation of the limit state function. Sometimes the limit state functions are complex and the evaluation of samples is computationally expensive. From this point of view, the flexibility feature of WS is attractive. On the other hand, as mentioned in Section 2.1, AS has a loop in which several samplings with different scaled standard deviations are generated and evaluated. Employing the flexibility feature of WS makes it possible to use the samples generated in the previous levels for the next levels of the loop.
Indeed, the AWS utilizes the WS for sampling and making support points of AS, where applying the flexibility feature, decreases the number of generated samples in next levels. The steps of this new hybrid method, known as the asymptotic weighted sampling (AWS), is designed and provided in the following: 
calculate the weight indexes using Eq. (15) xi) estimate the failure probability by Eq. (14) and compute
. vi, vii) Only the newly generated samples are evaluated and the number of failed samples are counted.
Other steps are identical to the steps of the AS and WS methods provided in Sections 2. Fig. 4 displays the Flowchart of the proposed method.
Numerical experiments
To examine the performance of the proposed method, several problems are solved and the results are 
Example 1: a mathematical example with a small failure probability
The first example is a challenging mathematical example with a small failure probability 13 1 The regression curve and support points of the algorithms are plotted in Fig. 8 . This figure not only shows the better accuracy of the proposed methods, but it also indicates the quicker access of the hybrid methods ( 7 th level) compared to the AS method (10 th level).
Example 2: Hypothetical limit state
The explicit nonlinear equation given in Eq. (18) is selected as the limit state function of the second example [22] .
Where, 1 X and 2 X are independent and have standard normal distributions. The failure probability is 0.00937 and the reliability index is 2.35 [22] . According to Fig. 9a , this function has a higher nonlinearity in the safe region and the limit state is linear. As it can be seen from 
Example 3: A conical structure under compressive axial load and bending moment
In this example, the buckling reliability of a conical structure is studied. The perspective view and different variables of this structure are demonstrated in Fig. 11 . As it can be seen, the structure is subjected to a compressive axial load P, and a bending moment M. The mechanical and geometrical variables are independent and follow a normal distribution as presented in Table 3 .
The failure of this structure can happen by buckling due to instability or loss of strength. According to the analysis, only the buckling mode will be analyzed [23] . The buckling criterion is as [24] :
where, 
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The variables are defined in Table 3 . The failure probability of this engineering example is The results of different methods for approximately equal NFE are given in Table 4 . As can be seen, by considering 1300 NFE  , unlike the asymptotic methods, MCS and WS could not find any failed samples. However, the AWS methods could estimate the reliability index with RMSE s less than 0.8 .
By increasing the
NFE to 12000 , the WS estimated the failure probability with good accuracy, the AWS-1 and 2 methods, averagely also estimated the exact result.
By considering 10000 N  , the sensitivity of CV , RMSE and NFE of the asymptotic methods to s N and 0 N are provided in Fig. 12 . The average value of CV for AWS-1 and 2 are about 1.9 , while this value for AS is 8.2 and the minimum value of AS is equal to 3.4 , which is higher than the maximum CV of the introduced methods. The maximum value for the RMSE of AWS-1 and 2 are 0.17 and 0.18, respectively, which are less than the minimum of AS ( 0.48 RMSE  ). As expected, the value of NFE increases by increasing the number of support points. NFE of the AS is almost three to four times more than the that of the proposed methods. In comparison of the two versions of the AWS, it can be seen that
NFEs of the second version are slightly less than that of the first version ( 0.2%) .
Example 4: The roof truss problem
This example is a well-known problem studied in literature [25, 26] . The geometry details and loading of the roof truss are illustrated in Fig. 13 , As can be seen, the compression bars and top boom (red members) are reinforced, but the tension bars and the bottom boom (blue members) are made of steel. A uniformly distributed load q is assigned to roof truss which is transformed into nodal loads /4 p ql  . The perpendicular deflection of the peak node (C) is limited to 3cm , so the limit state function can be constructed by Eq. (22):
where C  can be obtained by:
in which, the l , A and E are the length, area and module of elasticity of the members, and the c and s subscriptions are related to concrete and steel members, respectively. The details of random variables are provided in Table 5 . Using MCS with one hundred million samples, the failure probability is obtained as 0. The statistical results by considering three set of experiments with almost 110 , 300 and 3000 NFE are provided in Table 6 . According to the experiments, in first set, the asymptotic methods have estimated the reliability index, while neither MCS nor WS could obtain the failed sample. The RMSE and CV of the proposed methods are also better than those of the AS. Increasing the NFE to 300 evaluations, have enabled the WS to estimate the reliability index, where AS and WS have been outperformed by AWS-1 and 2 in terms of RMSE and CV . In the third set, because of the higher number of samples for the low reliability index, the MCS outperformed other methods. However, the results of the other methods are also acceptable and AWS-1 obtained the second place of this set.
Since the failure probability of this example is relatively high, therefore N is considered as 500 to perform the parameter study of the methods. According to Fig. 14 , the CV and RMSE of the AS method are 0.17 and 6.5% , while these values for AWS-1 are 0.24 and 8.8% , and for AWS-2 these are 0.24 and 9.0%, respectively. It must be noted that NFE of the AWS-1 and AWS-2 are respectively, 1110 , while for AS, it is 2419 , which is almost two times more than that of the proposed methods.
Concluding remarks
This paper proposed a new hybrid reliability method for approximating the reliability index, in which the Weighted Simulation (WS) has been accompanied by Asymptotic Sampling (AS). The WS provides a means that only by adjusting the weight indexes, it can make samples of a specific standard deviation compatible with another standard deviation. On the other hand, AS is an efficient sampling method, which estimates the reliability index using the Monte Carlo Sampling (MCS) with differently scaled deviations. It has been found that the AS method is a suitable approach to apply the above-mentioned feature of the WS. This property has made the AS an appropriate tool to find rare failure probabilities efficiently. Moreover, in comparison to the MCS, the WS estimates the failure probability by generating less number of samples. The algorithm of the new method has been designed and two versions are considered. In theory, the second version seems to be computationally more economical; however, it should be noted that the first version is simpler than the second one. In order to verify the capabilities of the proposed method, several experiments have been conducted. This study shows that the proposed method meaningfully reduced the number of state function evaluations (e.g. two to five times, dependent on the problem and parameter setting) in comparison to the standard AS. It also mostly outperformed the AS method. When the WS method is unable to find the failure samples, the hybrid method is capable to find. The results also indicated the computational efficiency of the proposed method. It should be mentioned that the proposed method is very useful specifically when the failure probability is low, a large number of samples are needed (e.g. for MCS), and the evaluation of the limit state function is computationally expensive. In such cases, it can estimate the reliability index of the problem by using fewer evaluations and providing an acceptable accuracy. Figures   Fig. 1 . Regression concepts of the Asymptotic sampling Fig. 2 . Illustration of the Asymptotic Sampling for three levels Fig. 3 . The schematics of sampling by the proposed method for a 2D problem in three levels Table 3 Random variables for Example 3
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