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Abstract: Estimation of the bulk optical properties of turbid samples from spatially 
resolved reflectance measurements remains challenging, as the relation between the 
bulk optical properties and the acquired spatially resolved reflectance profiles is 
influenced by wavelength-dependent properties of the measurement system. The 
resulting measurement noise is apparent in the estimation of the bulk optical 
properties. In this study, a constrained inverse metamodeling approach is proposed 
to overcome these problems. First, a metamodel has been trained on a set of 
intralipid phantoms covering a wide range of optical properties to link the acquired 
spatially resolved reflectance profiles to the respective combinations of bulk optical 
properties (absorption coefficient and reduced scattering coefficient). In this 
metamodel, the wavelength (500 – 1700 nm) is considered as a third input parameter 
for the model to account for the wavelength dependent effects introduced by the 
measurement system. Secondly, a smoothness constraint on the reduced scattering 
coefficient spectra was implemented in the iterative inverse estimation procedure to 
robustify it against measurement noise and increase the reliability of the obtained 
bulk absorption and reduced scattering coefficient spectra. As the estimated values in 
some regions may be more reliable than others, the difference between simulated 
and measured values as a function of the evaluated absorption and scattering 
coefficients was combined in a 2D cost function. This cost function was used as a 
weight in the fitting procedure to find the parameters of the µs’ function giving the 
lowest cost over all the wavelengths together. In accordance with previous research, 
an exponential function was considered to represent the µs’ spectra of intralipid 
phantoms. The fitting procedure also provides an absorption coefficient spectrum 
which is in accordance with the measurements and the estimated parameters of the 
exponential function. This robust inverse estimation algorithm was validated on an 
independent set of intralipid® phantoms and its performance was also compared to 
that of a classical single-wavelength inverse estimation algorithm. While its 
performance in estimating µa was comparable (R² of 0.844 vs. 0.862), it resulted in a 
large improvement in the estimation of µs’ (R² of 0.987 vs. 0.681). The change in 
performance is more apparent in the improvement of RMSE of µs’, which decreases 
from 10.36 cm-1 to 2.10 cm-1. The SRS profiles change more sensitively as a 
function of µa. As a result, there is a large range of µs’ and a small range of µa 
resulting in a good fit between measurement and simulation. The robust inverse 
estimator incorporates information over the different wavelengths, to increase the 
accuracy of µs’estimations and robustify the estimation process. 
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1. Introduction 
Visible and Near-Infrared (Vis/NIR) spectroscopy is widely used in the biomedical domain 
(e.g., early cancer detection) [1,2] and in the food and agricultural domain (quality assessment 
of fruits and vegetables, determining moisture content in food, fat content in meat, etc.)  [1-3]. 
Optical measurements on biological tissues are challenging due to the presence of multiple 
layers (e.g., a skin around the fruit flesh, a skin over the subcutaneous tissue) and their high 
turbidity due to multiple scattering by the structured tissues [1-9]. In turbid media, light 
undergoes many directional changes as it interacts with the tissue.  
The interaction of light with illuminated samples typically involves two important 
phenomena: scattering by physical microstructures with a refractive index which is different 
from the surrounding medium (e.g. cells, cell organelles, fat globules, air pores, fibers, starch 
granules, etc.), and absorption by chemical molecules. As spectra acquired from these samples 
are the result of both scattering and absorption, they can be used to detect changes in both the 
microstructure and chemical composition. As both scattering and absorption phenomena 
influence the diffuse reflectance spectra, a combination of multiple acquisitions has been 
suggested as a means to effectively separate these properties. The multiple acquisitions can 
differ in the distance from the point of illumination (Spatially Resolved Spectroscopy or SRS) 
[10-13], in the time after illumination with a short laser pulse (Time Resolved Spectroscopy) 
[14-16] or in frequency (Frequency Resolved Spectroscopy) [17-18]. From these three 
methods, SRS is the most cost-efficient and robust [1,2], and can be easily implemented in a 
dedicated reflectance probe design where multiple detector fibers are positioned at different 
distances from the illumination fiber(s). Accordingly, this technique is very suitable for on-
line measurements on highly scattering media such as biological tissues and fluids. The design 
of this probe could be optimized in function of the sample type by changing the number and 
diameter of the detection fibers, number and diameter of the illumination fibers, source-
detector distances, etc [19].  
Light propagation models are necessary to translate the bulk optical properties (BOP) of a 
tissue into the corresponding optical measurements. Likewise, inverse light propagation 
models are required to deduce the optical properties from these measurements. When BOP are 
estimated, the absorption properties are represented by the absorption coefficient µa, while the 
scattering properties are summarized into an anisotropy factor g and scattering coefficient µs, 
both often combined into a single reduced scattering coefficient µs’ = µs∙(1-g) [1,2]. A 
powerful light propagation methodology is the Monte Carlo (MC) method, that has the 
potential of simulating the light propagation in multi-layered, complex structures. The 
drawback of this methodology is, however, that its stochastic nature can destabilize the 
inverse estimation process if the effects are not sufficiently averaged out by tracing a large 
number of photons. However, tracing a sufficiently large number of photons, typically > 106, 
requires long computation times. This makes this method less suitable for use in an iterative 
estimation scheme.  
Stochastic data-based surrogate models, which are referred to as ‘metamodels’, have been 
proposed to reduce this computational cost and enable tasks such as visualization, design 
space exploration, sensitivity analysis and optimization [20-21]. Such surrogate models are 
typically used to solve forward problems [21], where the metamodel serves as a high-way 
bridge between the design space (input parameters) and the performance space (output 
parameters). Stochastic data-based surrogate models could either be built on MC simulations 
or on SRS measurements [22]. Building themetamodels on MC simulations would provide 
high flexibility. However, generating a data-base requires long computation times.  
Altough MC simulations are capable of providing a valid theoretical reflectance profile as 
a function of the BOP, the geometrical relation between the sample and the detection system 
(e.g., imaging or probe) still needs to be implemented separately [9]. Generally, the efficiency 
of the detection system depends on both the wavelength and the entrance angle of the detected 
photons. As a result, identical BOP at different wavelengths can results in different measured 
SRS profiles. Accounting for these effects in theoretical light propagation modeling (e.g. MC 
simulations) is very challenging as the wavelength-dependent properties of the detection 
system cannot be easily characterized. Creating a direct link between the BOP and actual SRS 
measurements seriously simplifies and robustifies the estimation procedure as both the light 
propagation characteristics, as well as the measurement geometry is accounted for in a single 
model. Nevertheless, the SRS measurements need to cover the entire search space of 
absorption and scattering properties which is relevant for the specific application of the 
system. In order to meet these demands, optical phantoms can be designed by mixing a 
scattering agent with a specific absorber and a dilution agent (reference). The wavelength-
dependent absorption and scattering properties of the optical phantom are the primary design 
factors. 
Solving the reverse problem - retrieving the BOP from measurements - is more focused 
on exploring the search space as efficiently as possible. This is done by an iterative estimation 
of the BOP, for which the spatially resolved reflectance profiles simulated with the 
metamodels match best with the measured profiles. Due to the complexity of the light 
propagation model, the separation of the BOP (absorption and scattering coefficients) is 
usually performed in a wavelength-by-wavelength manner, considering a measured spectrum 
as a set of x uncorrelated variables. At each individual wavelength, the set of BOP is sought, 
for which the light propagation model provides simulated values which agree best with the 
measured ones [24]. As the detector noise on each of the considered measurements cannot be 
removed, the estimation procedure can become unstable, resulting in a suboptimal separation 
of the BOP. In other words, the noise on the multiple measurements accumulates in the 
estimated absorption and scattering coefficients, especially at the major NIR absorption bands 
where the acquired transmitted or reflected intensities are lower [25]. This is not so 
problematic when the BOP of different product types are compared [24], or when the major 
variability is studied within a product type [26]. However, it becomes an essential problem 
when the obtained BOP are used to derive microstructural information or predict the 
concentration of absorbing constituents. 
As biological tissues are highly polydisperse, the scattering coefficient is expected to be 
smooth in function of the wavelength  [24-26]. This can be established by studying the BOP 
of polydisperse particles in an absorbing medium and evaluating the effect of the wavelength 
on the scattering efficiency [27]. This prior knowledge could be exploited to robustify the 
inverse estimation and increase the reliability of the obtained absorption and scattering 
coefficient spectra. Several researchers have proposed to apply a spectrally constrained 
approach to improve the robustness of the fitting procedures [10,28-33]. For example, it was 
proposed to fit an exponential function to the scattering coefficient spectra and a linear 
combination of the µa -spectra of the pure sample components to the absorption coefficient 
spectra [10,35]. This approach works well when the scattering particles are sufficiently small 
(Rayleigh scattering), while each constituent of interest represents a significant share in the 
sample’s µa spectrum (high concentration and/or high molecular absorption) [33,35]. 
Nevertheless, the fitting operations were performed after applying the inverse light 
propagation model to separate the BOP wavelength-by-wavelength. As a result, any subtle 
absorption information identified as scattering due to a slightly unstable separation will be 
removed from the data by the fitting procedure. On the other hand, if some scattering 
information is erroneously contributed to the absorption coefficient, it may still be recognized 
as an additional absorption peak when fitting the pure absorption coefficient spectra of the 
potential sample components. 
Therefore, the objective of this study was to robustify the extraction of the bulk 
absorption and reduced scattering coefficient (µs’) spectra from optical measurements, by 
including expert knowledge on the scattering coefficient spectra. Moreover, information from 
adjacent wavelengths is taken into account in the BOP estimation at a certain wavelength in 
order to obtain a smooth µs’-function in the end. Finally, this approach is validated on an 
independent test set of simulated profiles and its performance is compared to that of a 
traditional wavelength-by-wavelength iterative inversion of the metamodel. 
2. Materials and methods 
2.1 Optical characterization of liquid phantoms 
Fourty-two liquid calibration phantoms and 9 validation phantoms were prepared as aqueous 
mixtures of Intralipid® 20% (batch 10FH1726, Fresenius Kabi, Germany), serving as scatterer 
and Naphtol Blue Black (Sigma-Aldrich, Missouri, USA) 5 mM stock solution, acting as 
absorber in the range around 618 nm. The absorption coefficient μa and the reduced scattering 
coefficient μs’ were estimated from double integrating sphere (DIS) and unscattered 
transmittance measurements [23]. This resulted in a profile of BOP as a function of the 
wavelength (550 nm – 1700 nm, step size of 5 nm).  
The SRS setup consists of two 600 µm fibers (Romack, Williamsburg, USA), positioned 
at a center-to-center distance varying from 1.1 mm  to 4 mm in steps of 0.1 mm (30 different 
distances). The first fiber serves as an illumination fiber and is connected to an Avalight 10 W 
halogen light source (Avantes, Eerbeek, Netherlands). The second fiber is used for detection 
and is mounted on a motorized Thorlabs 25 mm XYZ-translation stage (Thorlabs, New 
Jersey, USA). A spatially resolved diffuse reflectance profile is obtained by moving the 
detection fiber, thus obtaining reflectance measurements at different source-detector distances. 
An optical switch is present between the illumination fiber and the light source, in order to 
automatically switch between sample and system reference measurements. The latter is done 
by coupling the light source directly to the detector through an OD 3 neutral density filter 
(Qioptiq Limited, Luxembourg). 
Both the sample and system reference profiles are measured with a Zeis Corona 
Vis/NIR 1.7 diode array spectrophotometer (Carl Zeiss, Jena, Germany) with a spectral range 
between 400 and 1700 nm. The tip of the illumination fiber and detection fiber are 
consistently positioned just below the upper surface of the liquid phantom. Before measuring 
the actual sample, a similar measurement is performed with both fibers positioned at the 
entrance of an integrating sphere (AvaSphere-50, Avantes, Eerbeek, The Netherlands) to 
obtain a white reference measurement. The entrance port of the integrating sphere is equipped 
with a baffle to prevent detection of the light which only experienced single reflection on the 
bottom of the sphere. 
Every measurement is repeated 3 times. These three measurements are executed in direct 
succession, to obtain an estimate of the variability introduced by the measurement set-up.   
2.2 Forward light propagation model 
A Stochastic Kriging surrogate model has been developed using the ooDACE toolbox [36-38], 
which is a versatile Matlab toolbox that implements the popular Gaussian Process based 
Kriging surrogate models. As 3 replicate measurements were available for each Intralipid 
phantom, information was available on the measurement noise as a function of the BOP. The 
toolbox uses the mean fiber scores (mean diffuse reflectance values of the detection fibers) 
and the intrinsic covariance matrix, representing the variance of the output values. More 
details on the use of Stochastic Kriging surrogate models for inverse BOP estimation can be 
found in [22].  
As a result, the Stochastic Kriging surrogate model links the absorption coefficient µa and 
the reduced scattering coefficient µs’ to a spatially resolved reflectance profile. In principle, 
the link between a set of BOP (µa and µs’) and the respective SRS reflectance profile is 
independent of the wavelength. However, the angular collection efficiency of the system 
(detection fiber + spectrophotometer) depends on the refractive index of both the tissue and 
the fiber material and the numerical aperture and angular efficiency of the sensor. As these 
properties are typically dependent on the radiation wavelength, this needs to be accounted for 
in the model. Therefore, wavelength is a third input parameter of the metamodel, guaranteeing 
that the wavelength-dependent characteristics of the measurement set-up are correctly 
incorporated into the model.  
Two sets of liquid phantoms have been developed, to obtain a a calibration and validation 
set. The calibration samples were used to construct the metamodel, while the validation set 
was adopted to evaluate the model performance.  The large number of phantoms, combined 
with the large wavelength range over which the measurements have been performed, resulted 
in a large set of BOP that could be used for training the metamodels. Nevertheless, not all the 
wavelengths of the calibration samples were considered. Moreover, as the BOP at neigbouring 
wavelengths of the same sample are strongly intercorrelated, while the BOP of different 
phantoms can overlap, only 20% of the BOP were selected from the calibration database to 
train the model. This was done to reduce the time needed for the construction of the 
metamodels without reducing their performance. The datapoints were chosen as such that they 
follow the most evenly sparsed distribution, resulting in better metamodeling performance 
[36-38]. Because of the strongly intercorrelated effects, this large omission will not cause any 
problems [22].  
2.3 Inverse light propagation model 
In a classical inverse estimation of BOP, an optimization procedure is used to find the set of 
BOP for which the simulated diffuse reflectance values at different distances most closely 
match the values measured for the fibers postioned at different source-detector distances [22]. 
The optimization is typically a wavelength-by-wavelength approach where the cost function is 
minimized for each individual wavelength. Generally, the sum of the squared relative errors is 
used as the cost function F which needs to be minimized [22]:  
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When F approaches zero, the simulated profile approaches the measured one . Ii,meas and 
Ii,sim respectively represent the measured and simulated intensity at log10-scale for the ith fiber, 
and N is the number of detection fibers. The log-transformation of the cost function is usefull 
to obtain a more robust convergence in the optimization process. 
Compared to µa, an absolute change in µs’ has a much smaller impact on the change in 
diffuse reflectance at a particular distance [22]. As a result, a relatively large range of µs’-
values results in a similar value for the cost function. As one can see from Fig. 1, by strictly 
minimizing this cost function at each wavelength individually, a noisy µs’ spectrum is 
obtained, especially if measurement noise is significant [22]. This phenomenon is also 
reflected in a sub-optimal µa spectrum. 
 
Fig. 1: Estimated µs’ spectrum, using a point-by-point approach, resulting in a noisy profile. 
The µs’-spectra are expected to follow a smooth pattern as function of the radiation 
wavelength [24-26]. This expert knowledge could be exploited to robustify the inverse 
estimation and increase the reliability of the obtained bulk µa -and µs’-spectra. Therefore, an 
alternative optimization is suggested, where the cost function is minimized for the entire range 
of wavelengths simultaneously. This approach consist of the following steps: 
First, a grid search is performed for every wavelength independently. This involves 
evaluation of the cost function from Eq. (1) for the simulated spatially resolved reflectance 
profiles corresponding to all combinations of 721 µs’ values equally spaced on a logarithmic 
scale over the valid range of the metamodel (2.50 cm-1 to 158.50 cm-1) and (initially) 8 µa 
values equally spaced on a logarithmic scale over the valid range of the metamodel (0.01 cm-1 
to 31.60 cm-1). Only 8 µa values are initially evaluated, since this number will be increased 
when required (Fig. 2). This results in the initial evaluation of the forward metamodel and the 
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calculation of the metamodel for 721x8 different combinations of BOP. The number of 
evaluated µa -coefficients is then iteratively increased, until the cost function does not change 
significantly as a function of µa. This is determinded by setting a threshold value, which in 
this case is defined as 100.2. This concept is illustrated in Fig. 2: as long as the difference in 
cost function at two consecutive points is larger than 100.2, the algorithm will evaluate the cost 
function for an extra 8 intermediate µa -values. As a result, the density of evaluated µa values 
increases, as the cost function converges towards a (local) minimum. Consequently, at the end 
of the procedure, a large number ( > 8) of µa values is evaluated for each µs’ value. The exact 
number varies as a function of the cost function complexity (Fig. 2). The resulting cost 
function in Fig. 2 illustrates the large reduction in the number of BOP combinations that need 
to be evaluated by the algorithm, ensuing a better computational performance. Lowering the 
threshold value (lower than 100.2) improves the accuracy of the methodology: more µa values 
will be evaluated, and the methodology will converge more closely towards an accurate µa. 
Increasing the number of µs’ values will also improve the accuracy, but the impact of 
obtaining more µa values is larger with the current treshold value. However, it is 
recommended prioritize computation performance in this initial stage, as the BOP of a large 
set of phantoms need to be evaluated. 
 
Fig. 2: Generating the initial cost function: for a large number of µs’ – 721 intervals – and a 
gradually increasing number of µa values. The value of the cost function is illustrated on a 
logarithmic scale on the colorbar. 
In the second step, the µa value giving the lowest value for the cost function is retained 
for each combination of wavelength and evaluated µs’, together with the corresponding cost. 
This results in a 2D cost function and 2D µa function. The 2D cost function (Fig. 3) is then 
used as a weight in the fitting procedure to find the parameters of a smooth, parametric µs’ 
function which corresponds to the lowest cumulative cost over all wavelengths together. By 
entering the selected µs’ values for every wavelength into the 2D µa function the 
corresponding µa values can be obtained. In this way, a µa spectrum is retrieved which is in 
accordance with the measurements and the estimated parameters of the smooth, parametric µs’ 
function. Moreover, the optimizer minimizes the sum of the cost functions over all the 
wavelengths, while imposing a parametric function on the µs’-profile. While this concept 
could work for any smooth, parametric µs’ function, an exponential function was considered 
in this study, as this has been reported to resemble well the µs’ spectrum of intralipid 
phantoms [23]:  
 1 2 3'( ) exp( )sµ p p p      (2) 
 
Fig. 3: Mechanism of the inverse estimator: at each wavelength, a (µa,µs’) combination is 
found which provides the best match between measurement and simulation (top). In the 
bottom figure these are all superposed to one single matrix. The unconstrained scattering 
profile connecting the best matches per wavelength (red line) is very jumpy, while the 
exponential function minizing the global cost function (black line) seems to be more realistic.  
The colorbars represent the local cost on a logarithmic scale. 
In Eq. (2), λ is the wavelength, expressed in nanometers. The variables p1, p2 and p3 are 
the fitting parameters, used to describe the exponential µs’ function. The 2D cost function for 
a specific phantom sample is illustrated in Fig. 3. The minimum cost at each individual 
wavelength is indicated by the bold red line, representing the noisy µs’ spectrum that would be 
obtained with the classical wavelength-by-wavelength approach. The goal of the proposed 
approach is to find the set of parameters (p1, p2, p3), minimizing the global cost function, i.e. 
the sum of all the costs at the different wavelengths.  
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The Nelder-Mead algorithm is a popular nonlinear optimization method [22], which is 
used here to minimize the global cost. It uses N+1 vertices in N dimensions, forming a 
triangle in 2 dimensions or a tetrahedron in 3 dimensions. The method approximates a local 
optimum of a problem when the objective function varies smoothly. The methodology 
evaluates the objective function at all N+1 points and generates a new test position by 
extrapolating the behavior of the objective function measured at each of the N+1 points 
arranged as a simplex. The algorithm then chooses to replace one of these test points with the 
new test point and starts over. The process is repeated with 8 starting points, which are evenly 
distributed over the search space. Therefore, even though the objective function is not strictly 
convex, at least one of the starting points will lead to the correct answer – the BOP providing 
fiber scores similar/identical to the measured ones. This procedure has been implemented in 
Matlab (v2010a, The MathWorks Inc., Natick, Massachusetts). 
2.4 Validation of inverse estimator 
The robust inverse estimator described in section 2.3 was evaluated on the 42 phantoms of the 
calibration set and the 9 phantoms of the independent test set. The inverse estimation is 
repeated with a point-by-point approach, where the algorithm retrieves the combination of 
BOP at each wavelength resulting in the lowest value for the local cost function. The local 
cost function is described by Eq. (1), and is identical to the one used in the robust estimator. 
The BOP that have been found can be compared to the ones that were retrieved with the 
reference DIS methododology. The performance of both methodologies is quantified by 
computing the Root Mean Square Error of Prediction (RMSE) and the determination 
coefficient R². These parameters are an indication of how good the results of the inverse 
estimators – both with and without expert knowledge or spectral assumptions – correspond to 
the original BOP. 
2.5 Wavelength-dependency  
As described in section 2.2., the metamodel links µa, µs’ and λ to the SRS profiles, the signal 
measured at the 30 different source-detector distances. As this metamodel was trained on 
intralipid phantoms, there is a strong correlation between the wavelength and µa values in the 
NIR range due to the dominant absorption by water in this range. The variation in the 1380-
1700 nm wavelength range was limited to such an extent that it has been omitted from the 
inverse estimation procedure, because any inverse estimation would automatically result into 
µa values situated into this small range. Another problem inherent to this set of intralipid 
phantoms, is that µa and µs’ are negatively correlated at larger wavelengths. Strongly 
scattering optical phantoms contain more intralipid, and thus less water, lowering µa from 
900-1700 nm. Although it is possible to use the metamodel outside the boundaries of the 
calibration set, Kriging metamodels do not function well for extrapolating data. Therefore, the 
results outside the calibration range are not reliable. Furthermore, it has been reported before 
that the µs’-spectra for intralipid phantoms typically follow an exponential decay with 
increasing wavelength. As a result, one might argue that this would result in an inherent bias 
in the estimation of µs’-profiles.  
The first issue could be solved in two ways: in the first approach, the wavelength 
dependency in the relation between the BOP and the acquired spatially resolved reflectance 
profiles should be eliminated, such that the metamodels are only function of the BOP, while 
they are valid for all wavelengths. The second approach would involve developping a much 
larger calibration set with different types of absorbers, active in different wavelength ranges, 
and different type of scatterers such that there is minimal correlation between the wavelength 
and the BOP values. This would, however, increase the required number of phantoms at least 
with a factor 5 to 10. Both solutions are very difficult to realize in practice and were therefore 
outside the scope of this study.  
The second issue can be tested by generating arbitrary SRS-profiles with the metamodel 
and adding a realistic noise level to these profile. The goal of a Kriging interpolator is to 
estimate function values for data that are not available in the calibration set. It is a statistical 
model that produces the most likely output value as a function of the BOP, as well as the 
uncertainty associated with those estimates. This uncertainty estimation is in first instance 
defined by the variance of the SRS profiles in the calibration set corresponding to the same 
BOP. Twenty-two independent µs’ spectra have been combined with twenty-two arbitrary µa 
spectra. The µs’ spectra are the result of superposing randomly generated 3rd order 
polynomials onto spectra of the calibration set. The µa spectra are obtained by the 
superposition of a random linear trend on the spectra of the calibration set. In order to limit the 
total computation time, an arbitrary selection was made, resulting in twenty-two noisy SRS-
profiles. The purpose of implementing these randomly generated polynomials is (1) to make 
sure the estimation procedure does not introduce an exponential decay bias, present in the 
optical phantoms used for developing the metamodel. Another important reason is (2) to 
demonstrate the applicability of the methodology on systems with more complex µs’-profiles 
[41]. These simulated SRS profiles were then evaluated with the inverse estimation algorithm 
to see how accurately the corresponding BOP spectra could be retrieved. Since the function of 
Eq. (2) will no longer be suitable to describe the µs’-profiles in the test set, the exponential 
function has been expanded with a polynomial of the 3th degree. As a result, the optimizer 
will try to find the parameters of the following smooth – yet more complex - µs’ function by 
minimizing the global cost function Eq. (3) over all wavelengths: 
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3. Results and discussion 
3.1. Bulk optical properties of liquid phantoms 
The combinations of BOP estimated from DIS measurements for the liquid phantoms are 
illustrated in Fig. 4 (calibration set and validation set). The measurements were originally 
obtained in the wavelength range of 400 and 1800 nm, and were selectively trimmed (550 – 
1700 nm) to prevent significant detector noise. The optical phantoms have originally been 
developed to ensure an optimal coverage of the search space of BOP. The µa coefficients are 
situated within values of 10-2 and 35 cm-1, while the µs’-values are in the range of 1 - 102 cm-1 
(Fig. 4). This wide range was considered to obtain a metamodel which is suitable for a wide 
range of applications. 
 Fig. 4: (top left) original µs’ and µa of the optical phantoms used for calibration (top right) 
trimmed µs’ and µa of the optical phantoms used for calibration (bottom left) µs’ and µa of the 
optical phantoms used for validation 
 The range of the µa and µs’ coefficients at every wavelength for the validation set are 
mostly situated within the boundaries of the calibration set (Fig. 4). From Fig. 5, it can be seen 
that the range of the µa values is limited for wavelengths larger than 1380 nm. As a result,  the 
developed forward metamodel is only applicable for a limited range of µa coefficients in that 
wavelength range. The µa spectra of biological tissues in this wavelength range are dominated 
by water, and will most likely fall within this range. The inverse estimation procedure was 
only tested up to 1380 nm, to avoid any ambiguity due to this limited range (see Fig. 5). 
  
Fig. 5: Boundaries of µs’-and µa: limits of the phantom calibration set (500 nm – 1700 nm). 
3.2. Results of the inverse estimation on the calibration and validation set 
The SRS measurements on the 42 phantoms of the calibration set, have been used to develop a 
metamodel, linking the inputs (µa, µs’ and λ) to the SRS signals. The inverse estimation 
procedure, explained in paragraph 2.3 and Fig. 3, has been tested on these 42 calibration 
phantoms and on the 9 validation phantoms which had not been used for building the 
metamodel.  
In Fig. 6 the estimated BOP are plotted as a function of the reference BOP for the 
validation set. As mentioned higher, wavelengths larger than 1380 nm have not been included 
in the analysis. The data have been displayed in a single scatter plot, providing a summary of 
the performance of the estimation procedure over all phantoms. As one can see from Fig. 6, 
the estimated µs’-profiles are in close agreement with the original measurements. This results 
in an R²-value of 0.987 and an RMSE of 2.10 cm-1. The error on the estimated µa-profiles is 
larger, resulting in an R²-value of 0.847 and an RMSE of 2.33 cm-1 .  
 
Fig. 6: Scatter plots of estimated versus reference µs’ (left) and µa (right) values for the 
validation set, using the robust inverse estimator. The red line represents the 1:1 line.  
An overview of the results using the robust inverse estimator, both for the validation and 
calibration set, can be found in Table 1. One can see in Table 1 that the error in estimation of 
µa, increases from 0.719 cm-1 in the calibration, to 2.330 cm-1 in the validation process. Since 
the information grid is developed with equally spaced µa and µs’ values on a log10-scale, the 
results are better capable of converging towards the actual result for smaller µa values (e.g., a 
deviation of 0.1 results in a different error if µa equals to –2, compared to a µa of 1). The 
reasoning for this approach, is that a larger error is acceptable for larger BOP, as long as the 
relative error remains constant. The relative error in µa is more or less constant, visualized in 
the trend of Fig. 6. However, due to the larger absorption values found in the validation set 
(Fig.4), the average absolute error increases. 
To investigate the added value of the presented methodology, the BOP have been 
estimated a second time, using a point-by-point approach. In this case, the algorithm searches 
for the combination of BOP that results in the smallest cost function value at each wavelength. 
Since no expert knowledge is used for establishing the BOP-profiles, these can be noisy, as 
previously illustrated in Fig. 1. This noisiness is clearly visible in Fig. 7. A large number of 
estimated µs’ values for the validation set are randomly scattered around the target line (red 
line in Fig. 7). This results in an R² value of 0.681 and an  RMSE of 10.361 cm-1. The general 
trend of the µs’ estimations remains visible in Fig. 7. However, the variation of the estimations 
around the 1:1 line increases, resulting in a rise of RMSE. After comparison with these results, 
it is clear that the presented inverse estimator is very robust for the estimation of the µs’ 
values. The estimated µa values are of similar accuracy as those obtained with the robust 
inverse estimation procedure (Fig. 6). The corresponding R² value of 0.862 and an RMSE of 
2.22 cm-1 are even slightly better.  
 
Fig. 7: Scatter plots of estimated versus reference µs’ (left) and µa (right) values for 
the validation set, using the point-by-point inverse estimator.The red line represents 
the 1:1 line. 
An overview of the results using the point-by-point inverse estimator, both for the 
validation and calibration set, can be found in Table 1. Even though the robust inverse 
estimator does not result in an improved R² or RMSE for µa, the improvements in the 
estimation of µs’ is very clear. 
Table 1. Statistics of inverse estimation of calibration and validation set using both 
the robust estimator and the point-by-point inverse estimator 
 
R² RMSE [cm-1] 
   Robust estimator 
 
Calibration set: 
  
µa 0.910  0.719  
µs’ 0.987  2.200  
   Validation set: 
  
µa 0.847  2.330  
µs’ 0.987  2.102  
 
Point-by-point approach 
 
Calibration set: 
  
µa 0.900  0.758  
µs’ 0.741  9.864  
   Validation set: 
  
µa 0.862 2.220 
µs’ 0.681 10.361  
   
Although the estimation of the µs’-profiles produces better results with the robust inverse 
estimator, the estimation of µa did not improve. To investigate this in more detail, the 
estimated BOP spectra for all phantoms were plotted together with their corresponding 
reference BOP spectra, as obtained from DIS. Here, we focus on phantoms 32 and 33 of the 
calibration set, as these are quite characteristics for the problems which were identified in this 
way. In Fig. 8, the estimated and reference BOP of phantom 33 are illustrated. The estimation 
is clearly successful for the µs’-coefficient spectrum. However, small artefacts can be 
observed in the estimated µa spectrum. The general trends are captured by the estimator, but 
the estimated profile is not as smooth as the one obtained from DIS. An first explanation can 
be found in a shift from noisy µs’ spectra, to (extra) noise in the µa spectra. However, because 
of the different sensitivity, this noise is less emphatic. Secondly, the discretization process 
during the generation of the information grid causes approximation errors, which can be 
reduced by lowering the threshold value in the development process of the information grid. 
The number of evaluated µa -coefficients is iteratively increased, until the cost function does 
not change significantly as a function of µa. This means that the accuracy of µa is limited, due 
to limitations that have been set to achieve computational performance. 
 Fig. 8: Overlay of the estimated and reference µs’ (left) and µa (right) profiles for phantom 33 
of the calibration set 
As illustrated in Fig. 9, the estimation of the BOP for phantom 32 of the calibration set is 
even more problematic. This phantom had the same intralipid concentration as phantom 33, 
resulting in the same scattering properties, which are also estimated correctly by the 
algorithm. However, the estimation of the µa values is less succesful. In the 1050–1300 nm 
wavelength range, the algorithm suggests that the µa values are systematically higher than 
those obtained from the DIS measurements on this phantom. At around 1200 nm, the retrieved 
µa exceeds the boundaries illustrated in Fig. 5, indicating a local problem in retrieving the 
correct BOP. The robust estimator is still capable of retrieving a correct µs’ spectrum, because 
it can use information over the entire wavelength range. The BOP estimates from DIS 
measurements for this phantom are illustrated in Fig. 10 together with the error margins on 
these estimates computed from the 3 replicate measurements on the same phantom.  
 
Fig. 9: Inverse estimation of the µs’ (left) and µa (right) profiles of the phantom 32, using the 
robust inverse estimator.  
It should be noted that the uncertainty on the BOP estimates from DIS is the highest in 
the 1050 – 1300 nm wavelength range. Although the stochastic Kriging algorithm takes this 
uncertainty on the BOP into account in the development of the metamodel - by increasing the 
margins of the interpolator in this wavelength range - this high uncertainty on the input values 
has a negative impact on the reliability of the metamodel in this range.  
 
Fig. 10: Average BOP spectra estimated from DIS measurements for phantom 32 with error 
bars indicating the variation in the estimated values obtained from the 3 replicate 
measurements.  
3.3. Results of the inverse estimation on the wavelength dependency test 
Fig. 11 illustrates the BOP values estimated by the robust estimator on the virtual phantoms of 
the wavelength dependency test, as described in section 2.5. The estimated µs’ values are in 
close agreement with the original ones, resulting in an R² value of 0.984 and an RMSE of 0.76 
cm-1. In the case of the µa, the R² is 0.985 and the RMSE is 0.10 cm-1. These results are 
considerably better than those obtained for the calibration and validation set, since the 
estimation procedure is run on virtual phantoms, using simulation-based SRS profiles (with 
realistic noise). 
The estimated µs’-spectra in Fig. 11 display a systematic bias. This can be explained by 
the robustness of the algorithm, used to optimize the global cost function. A more elaborate 
µs’ function is used [Eq. (4)], however the optimizer is encouraged to describe the polynomial 
using low fitting parameters. This improves the computational efficiency of the algorithm, but 
can result in sub-optimal result (when a local minimum is found). 
The point-by-point estimator, as proposed in [22], was also evaluated on these virtual 
phantoms of the wavelength dependency test. As can be seen from Fig. 12, the 
correspondence of the estimated µs’ values do not fit as well with the designed values (R² = 
0.809, RMSE = 3.24 cm-1). The estimation of the µa values is significantly worse with an R² of 
0.846 and an RMSE of 1.52 cm-1. The low R² value can be attributed to the presence of some 
outliers, where the point-by-point estimator found the best fit to the spatially resolved 
reflectance profile for these combinations of BOP. Such outliers were not observed in Fig. 11, 
indicating that the inverse estimator proposed in this study is more robust and can avoid these 
deviating estimates.  
 Fig. 11: Inverse estimation of the µs’ (left) and µa (right) coefficient values for the virtual 
phantoms of the wavelength dependency test, using the robust inverse estimator.  
 
Fig. 12: Inverse estimation of µs’ (left) and absortion (right) coefficient values for the virtual 
phantoms of the wavelength dependency test, using the point-by-point inverse estimator. 
4. Discussion 
Although the validation was successful, it should be noted that the approach followed in this 
study still has some limitations which can be tackled in future research. Moreover, the 
efficiency of the process to develop the 2D cost function and to perform the inverse estimation 
procedure can be futher improved. This will allow the methodology to choose the set of BOP 
– evaluated in the generation of the information grid – more selectively, and hence improve 
the accuracy, while limiting the computation of redundant information. 
However, this current approach will be perfectly suited for the final goal of this robust 
inverse estimator. In that study, 30 source-detector distances are availaible and are used for 
the inverse estimation procedure. The final goal is to evaluate the effect of different fiber 
configurations on the inverse estimation procedure, a relevant section of the information grid 
(e.g. 2D cost function) can be used to quickly generate a profile corresponding to a specific 
sensor design (i.e. a selection of specific fibers). This will allow a very fast inverse estimation 
for different sensor configurations, which in a later phase can be used to develop a 
computationally efficient sensor design algorithm.  
A more important problem that needs to be addressed in future research, is the 
characterization of the BOP with the DIS reference methodology. Although the uncertainty on 
the BOP values obtained from DIS is taken into account by the Kriging model, a higher 
uncertainty still has a negative impact on the accuracy of the model. Therefore, more accurate 
estimates for the input BOP values would allow to build a more accurate inverse estimator. 
DIS measurements are a usefull tool to estimate the BOP of samples, but should serve as a 
control tool, rather then as input for a databased model. If that issue is not resolved, the 
accuracy of the robust inverse estimator can not outperform the accuracy of DIS estimations. 
Furthermore, it is important to remark that the estimation procedure to obtain the DIS results 
is executed wavelength-by-wavelength. Consequently, the estimated BOP profiles are 
subdued to noise, which will influence any estimator that attempts to remove this wavelength 
dependency. 
5. Conclusions 
A computationally efficient method has been proposed for estimating BOP values from 
spatially resolved reflectance measurements. This estimator aims at retrieving smooth µs’-
spectra from noisy SRS signals by means of a metamodel which describes the spatially 
resolved reflectance profile as a function of the µa, the µs’ and the wavelength. The 
wavelength is used as an input to characterize the wavelength dependent effects in the 
measurement system. This metamodel is then used in an inverse estimation procedure 
minimizing a 2D cost function, which quantifies the match between the simulated and 
measured SRS profile as a function of the reduced scattering coefficient and the wavelength. 
This cost function allows to constrain the estimated µs’ spectrum to a smooth parametric 
function, while still maximizing the resemblance between simulations and measurements.  
This robust inverse estimation algorithm was validated on an independent set of 
intralipid® phantoms and its performance was also compared to that of a classical single-
wavelength inverse estimation algorithm. While its performance in estimating µa was 
comparable (R² of 0.844 vs. 0.862), it resulted in a large improvement in the estimation of µs’ 
(R² of 0.987 vs. 0.681). The change in performance is more apparent in the improvement of 
RMSE of µs’, which decreases from 10.36 cm-1 to 2.10 cm-1. The robust inverse estimator 
incorporates information over the different wavelengths, to increase the accuracy of 
µs’estimations and robustify the estimation process. 
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