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We present a measurement of the mass difference between top (t) and anti-top (t̄) quarks using
tt̄ candidate events reconstructed in the final state with one lepton and multiple jets. We use
the full data set of Tevatron
√
s = 1.96 TeV proton-antiproton collisions recorded by the CDF
II detector, corresponding to an integrated luminosity of 8.7 fb−1. We estimate event-by-event
the mass difference to construct templates for top pair signal events and background events. The
resulting mass difference distribution in data compared to signal and background templates using
a likelihood fit yields ∆Mtop = Mt − Mt̄ = −1.95 ± 1.11 (stat) ± 0.59 (syst) GeV/c2 and is in
agreement with the standard model prediction of no mass difference.
PACS numbers: 14.65.Ha, 13.85.Ni, 13.85.Qk, 12.15.Ff
The laws of the standard model of particle
physics (SM) are invariant under the simultaneous trans-
formations of charge conjugation, parity, and time rever-
sal (CPT). Conservation of CPT is, therefore, fundamen-
tal and provides one of the most important constraints
on the SM. However, examining any possibility of CPT
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†With visitors from aIstituto Nazionale di Fisica Nucleare, Sezione
di Cagliari, 09042 Monserrato (Cagliari), Italy, bUniversity of Cal-
ifornia Irvine, Irvine, CA 92697, USA, cUniversity of California
Santa Barbara, Santa Barbara, CA 93106, USA, dUniversity of
California Santa Cruz, Santa Cruz, CA 95064, USA, eInstitute of
Physics, Academy of Sciences of the Czech Republic, 182 21, Czech
Republic, fCERN, CH-1211 Geneva, Switzerland, gCornell Univer-
sity, Ithaca, NY 14853, USA, hUniversity of Cyprus, Nicosia CY-
1678, Cyprus, iOffice of Science, U.S. Department of Energy, Wash-
ington, DC 20585, USA, jUniversity College Dublin, Dublin 4, Ire-
land, kETH, 8092 Zürich, Switzerland, lUniversity of Fukui, Fukui
City, Fukui Prefecture, Japan 910-0017, mUniversidad Iberoamer-
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violation is important, as there are well-motivated ex-
tensions of the SM allowing for CPT symmetry break-
ing [1]. In CPT-conserving models, particles and their
anti-particles must have identical masses and widths.
Thus, any mass difference between a particle and its
anti-particle would indicate a violation of CPT. CPT in-
variance has been tested for many elementary particles
such as leptons and hadrons [2, 3], but not in the bare
quark except for the top quark [4]. For all quarks except
the top quark, direct mass measurements of bare quark
are nearly impossible because the quark hadronization
time scale is approximately an order of magnitude less
than the quark decay time. After hadronization occurs,
only the masses of hadrons are observable and give, at
best, only an approximate estimate of the constituent
quarks’ masses. On the other hand, as the lifetime of the
top quark is of the order of 10−24 seconds, it decays be-
fore hadronizing and a precision measurement of its mass
and of the difference between the quark and anti-quark
masses can be made.
Since the top quark discovery, close to three thousands
of tt̄ candidate events have been collected per experiment
at the Tevatron pp̄ collider. This sample makes measur-
ing the top-quark mass (Mtop) possible to an accuracy
of approximately 0.5% (Mtop = 173.2± 0.9 GeV/c2) [5]
and the mass difference (∆Mtop = Mt − Mt̄) between t
and t̄ quarks to a comparable precision. The D0 collab-
oration performed several measurements of ∆Mtop us-
ing matrix element analyses [6, 7]. The most recent
D0 result, based on a 3.6 fb−1 data sample, reports
∆Mtop = 0.8 ± 1.9 GeV/c2, consistent with zero as pre-
dicted in the SM. The CDF collaboration performed a
measurement using a 5.6 fb−1 data sample [8] and found
∆Mtop = −3.3 ± 1.7 GeV/c2 which is also consistent
with zero to within two standard deviations. To date,
the most precise measurement is performed by the CMS
collaboration, ∆Mtop = −0.44± 0.53 GeV/c2 [9].
This paper reports on the final CDF measurement of
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∆Mtop based on the full Run II data set corresponding to
an integrated luminosity of 8.7 fb−1. We reconstruct the
mass difference between t and t̄ quarks in each data event
and compare its distribution with template distributions
derived from Monte Carlo (MC) model simulations to
estimate ∆Mtop. This is an update of a previous mea-
surement that used a subset of the present data [8]. In
addition to the larger data sample, we improve the jet
energy calibration by applying an artificial neural net-
work to achieve better jet energy resolution [10], as in a
recent measurement of Mtop [11]. We also increase the
size of the control samples and re-examine the systematic
uncertainties.
In the SM, t and t̄ quarks decay almost exclusively
into a W boson and a bottom quark (t → bW+ and
t̄ → b̄W−) [12]. The case where one W boson decays
to a charged lepton (electron or muon) and a neutrino
(W+ → ℓ+ν or W− → ℓ−ν̄ including the cascade decay
of W → τν and τ → ℓν) and the other to a pair of jets,
defines the lepton+jets channel. To select tt̄ candidate
events in this channel, we require one electron (muon)
with ET > 20 GeV (pT > 20 GeV/c) and pseudorapidity
|η| < 1.1 [13]. We also require large missing transverse
energy [14] (6ET > 20 GeV) and at least four jets. Jets
are reconstructed applying a cone algorithm with radius
∆R =
√
(∆η)2 + (∆φ)2 = 0.4 [15]. Besides the stan-
dard jet energy scale corrections [16], we use an artifi-
cial neural network that includes additional information
to the calorimeter one, such as jet momentum from the
charged particles inside the jet [10]. This additional in-
formation improves the resolution on the reconstructed
jet variables, resulting in approximately a 10% improve-
ment in statistical precision. Jets originating from b
quarks are identified (tagged) using a secondary vertex
tagging algorithm [17]. In order to optimize the back-
ground reduction and to improve the statistical power of
the measurement, we divide the sample of tt̄ candidates
into subsamples with zero (0-tag), one (1-tag), and two
or more (2-tag) b-tagged jets.
For the 0-tag events, we require exactly four tight
jets (transverse energy ET > 20 GeV and |η| < 2.0). In
case of the 1-tag and 2-tag events, three tight jets and one
or more loose jets (ET > 12 GeV and |η| < 2.4) are re-
quired. To reduce background contributions to the 0-tag
or 1-tag samples, we require the scalar sum of transverse
energies in the event, HT = E
lepton





to exceed 250 GeV. The HT requirement is not applied
to the 2-tag events because of the small background con-
tribution in this subsample. We divide the 1-tag and
2-tag samples into subsamples based on the number of
tight jets. We denote as tight subsample the sample re-
quiring exactly four tight jets and loose subsample the
sample consisting of the remaining events. This results
in five subsamples: 0-tag, 1-tagL, 1-tagT, 2-tagL, and 2-
tagT, where T and L denote tight and loose subsamples,
respectively.
The primary sources of background contributions are
W+jets and QCD multijet processes. To estimate the
contribution of each process, we use a combination of
data- and MC-based techniques described in Ref. [18, 19].
For the Z+jets, diboson, single top quark, and tt̄ events
we normalize the number of simulated events using their
theoretical cross sections [20–22]. We use the data-driven
techniques described in Ref. [23] to estimate the QCD
multijet background. The W+jets background shape is
modeled using MC generated samples but the number of
events is derived from the data sample by subtracting all
other contributions, including the tt̄ signal, from the data
events. Table I summarizes the data sample composition.
The distribution of HT is shown in Fig. 1 for data with 0-
tag and one or more b-tag (Tagged) with the predictions
from our signal and background models.
We assume that all selected events are lepton+jets
tt̄ events and reconstruct ∆Mtop, event-by-event, using
a special-purpose kinematic fitter [8]. Measured four-
vectors of the lepton and jets are corrected for known ef-
fects as described in Ref. [16], and appropriate resolutions
are assigned. The unclustered transverse energy (UT ) is
estimated as a sum of all transverse energy in the calo-
rimeters that is not associated with the primary lepton
or with one of the leading four jets. It is used to cal-
culate the neutrino transverse momentum. The longi-
tudinal momentum of the neutrino is a free parameter
which is effectively determined by the constraint on the
invariant mass of the leptonically-decaying W boson. To













+ (Mjj −MW )2/Γ2W + (Mℓν −MW )2/Γ2W
+ {Mbjj − (Mave.top + dmreco/2)}2/Γ2t
+ {Mbℓν − (Mave.top − dmreco/2)}2/Γ2t , (1)
where dmreco is obtained at the lowest χ
2 and rep-
resents the reconstructed mass difference between the
hadronically- and leptonically-decaying top quarks,
Mbjj − Mbℓν . In Eq. (1), we constrain the lepton pT
and the four leading jets pT to their measured values
and uncertainties (σi). We also constrain UT in the sec-
ond term of Eq. 1. In the remaining terms, we constrain
the W boson mass (MW ) to MW=80.4 GeV/c
2 [24] and
the average of t and t̄ masses to Mave.top =172.5 GeV/c
2.
The quantities Mjj ,Mℓν,Mbjj , and Mbℓν refer to the in-
variant masses of the particles denoted in the subscripts.
The total widths of the W boson, ΓW = 2.1 GeV, and of
the top quark, Γt = 1.5 GeV, are taken from Ref. [12].
We assume that the total widths of the t and t̄ quarks are
equal. Determining the reconstructed mass difference of
t and t̄, ∆mrecot , requires the identification of the particle
type (t or t̄), which is achieved using the electric charge
of the lepton (Qlepton), ∆m
reco
t = −Qlepton · dmreco. In
the events with a positive (negative) lepton, t (t̄) decays
leptonically and t̄ (t) decays hadronically. Because of the
different resolutions of the jets, lepton, and unclustered
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TABLE I: Expected and observed numbers of signal and background events assuming a tt̄ production cross section σtt̄ =
7.45 pb and Mtop = 172.5 GeV/c
2.
0-tag 1-tagL 1-tagT 2-tagL 2-tagT
W+jets 778±219 197±69 114±42 11.4±4.9 8.0±3.4
Z+jets 55.7±4.9 10.3±1.2 6.7±0.8 0.8±0.2 0.5±0.1
Single top 5.1±0.4 11.7±1.0 7.2±0.6 2.2±0.2 1.7±0.2
Diboson 63.9±5.9 11.7±1.5 9.0±1.2 0.9±0.2 0.9±0.2
QCD multijet 133±107 31.7±1.2 20.9±16.9 4.3±4.3 2.9±3.5
Total background 1038±244 262±70 158±45 19.5±6.5 14.0±5.0
tt̄ signal 620±83 694±87 847±105 188±29 294±45
Expected 1658±257 957±111 1005±114 208±30 308±45
Observed 1712 919 1018 214 286
 (GeV)TH



















































FIG. 1: HT distribution for zero b-tagged (0-tag) events and one or more b-tagged (Tagged) events.
energy, the distribution of reconstructed mass from the
hadronic top quark is different with that of the leptonic
top quark. To improve the resolution of the ∆mrecot , and
allow using the appropriate distribution in the hadronic-
to-leptonic and in the leptonic-to-hadronic mass differ-
ence, we divide each subsample into the two new sub-
samples based on the lepton charge. We then have ten
subsamples in total.
Assuming that the leading four jets in any event come
from the four final quarks of the tt̄ lepton+jets decay at
the hard scattering level, there are 12, 6, and 2 possible
jet-to-quark assignments for 0-tag, 1-tag, and 2-tag sam-
ples, respectively. The χ2 minimization is performed for
each jet-to-quark assignment, and ∆mrecot is taken from
the assignment that yields the lowest χ2 (χ2min). The b-
tagged (zero b-tag) events with χ2min > 9.0 (χ
2
min > 3.0)
are rejected due to the poorly reconstructed kinemat-
ical properties. To increase the statistical power of
the measurement, we employ an additional observable,
∆m
reco(2)
t , which corresponds to the 2nd lowest χ
2 in
the jet-to-quark combinatorics. Although it has a poorer
sensitivity, ∆m
reco(2)
t provides additional information on
∆Mtop and reduces the statistical uncertainty by ap-
proximately 10%. We use two observables (∆mrecot and
∆m
reco(2)
t ) simultaneously for the measurement.
Using madgraph [25], we generate tt̄ signal samples
with ∆Mtop between −20 GeV/c2 and 20 GeV/c2 in
2 GeV/c2 intervals. Parton showering of the signal events
is simulated with pythia [26], and the CDF II detector
is simulated using a geant-based software package [27].
We estimate the probability density functions (PDFs)
of signal and background using the kernel density es-
timation [28, 29]. We construct the two dimensional
PDFs that account for the correlation between ∆mrecot
and ∆m
reco(2)
t . First, at discrete values of ∆Mtop from
−20 GeV/c2 to 20 GeV/c2, we estimate the PDFs for
the observables from the above-mentioned madgraph tt̄
samples. We interpolate the MC distributions to find
PDFs for arbitrary values of ∆Mtop using the local poly-
nomial smoothing method [30]. Then, we fit the signal
and background PDFs to the unbinned distributions ob-
served in the data using a maximum likelihood fit [31].
Separate likelihoods are built for the ten subsamples, and
the overall likelihood is obtained by multiplying them to-
gether. References [11, 28] provide detailed information
about this technique.
We calibrate the method using the fully simulated MC
experiments. We perform 3000 simulated experiments for
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b and b̄ jets asymmetry 0.38
Higher-Order effect 0.16
Jet energy scale 0.07
Parton distribution functions 0.12
b-jet energy scale 0.05
Background shape 0.20
Gluon fusion fraction 0.05
Initial and final state radiation 0.10
Finite Monte Carlo samples 0.07
Lepton energy scale 0.06
Multiple hadron interaction 0.05
Color reconnection 0.23
Total systematic uncertainty 0.59
each of eleven equally-spaced ∆Mtop values ranging from
−10 GeV/c2 to 10 GeV/c2. The fit estimates and their
uncertainties in the simulated experiments are found to
be unbiased.
We examine a variety of systematic effects that could
affect the ∆Mtop measurement. To estimate the system-
atic uncertainties, we compare the results from simulated
experiments in which we vary relevant parameters within
one standard deviation. We estimate the systematic un-
certainties in the assumptions of Mtop = 172.5 GeV/c
2
and ∆Mtop = 0.0 GeV/c
2. All systematic uncertain-
ties are summarized in Table II. The dominant source of
systematic uncertainty is attributed to a possible differ-
ence in the detector response between b and b̄ jets. To
estimate this effect, we select a bb̄ sample by requiring
exactly two b-tagged jets per event using a sample trig-
gered on jet (ET > 20 GeV). In addition, one b-tagged
jet is required to contain a soft muon from leptonic de-
cay so that the charge tendency of the b quark associated
with the jet can be estimated. The energy scale of b and
b̄ influenced jet events in data is compared with di-jet
MC events in which we estimate the pT imbalance (pT
of b influenced jets minus pT of b̄ influenced jets dev-
ided by average pT ) difference between the data and the
MC events and obtain −0.44 ± 0.40%. To calculate the
pT imbalance difference from b and b̄ jets, we estimate
the fraction of the b quark flavors associated with same
charge of the soft muons. We obtain the pT imbalance
difference to be −0.73 ± 0.67% with considering incor-
rect charge events anti-correlately. We perform simu-
lated experiments by varying the b and b̄ energy within
their pT imbalance difference. The possible difference
of calorimeter responses between c and c̄ jets can be a
source of systematic uncertainty. With an assumption of
same asymmetry between b and b̄ jets as c and c̄ jets,
we obtain a tiny uncertainty, 0.03 GeV/c2, which is ne-
glected. We estimate the signal modeling uncertainty
by using simulated experiments with events generated
with madgraph and pythia. We also estimate a par-
ton showering uncertainty by applying different shower-
ing models (pythia and herwig [32]) to a sample gen-
erated with alpgen [33]. Higher-order effects are esti-
mated using mc@nlo generator [34]. The background
shape systematic uncertainty accounts for the variation
of the background composition as well as the overall
background fraction. We also consider changes in the
shapes by varying the Q2 used in the calculation of hard
scattering and showering. The color reconnection sys-
tematic uncertainty [35] is evaluated using the samples
with and without color reconnection effects in pythia
tunes [36]. We use two samples with angular ordering
for jet showers (tune A − Pro and tune ACR − Pro),
same as the nominal samples of ∆Mtop measurement.
We also have a cross check using the other two samples
with pT ordering for jet showers and new underlying-
event model (Perugia0 and PerugiaNOCR) and find
a similar uncertainty. We vary the parameters of par-
ton distribution functions to account for systematic ef-
fects. The jet energy scale uncertainty, the dominant
uncertainty in most of the Mtop measurements, is par-
tially canceled in the t and t̄ mass difference. Other
sources of systematic effects, including uncertainties in
gluon radiation, multiple hadron interaction, finite size of
MC samples, b-jet energy scale, and lepton energy scale,
give small contributions. Because we assume the average
Mtop to be 172.5 GeV/c
2, the Mtop dependence can be
a possible source of systematic uncertainty. We perform
the simulated experiments using different tt̄ signal sam-
ples of Mtop from 170.0 GeV/c
2 to 175.0 GeV/c2 with
0.5 GeV/c2 steps. All samples have ∆Mtop = 0 GeV/c
2.
We find the measured ∆Mtop values, 0.01± 0.08 GeV/c2
in the fit, are consistent with zero. The total systematic
uncertainty of 0.59 GeV/c2 is calculated as a quadrature
sum of the listed uncertainties. The details of systematic
uncertainty evaluations are in Ref [5, 19, 28].
The resulting mass difference is
∆Mtop = −1.95± 1.11 (stat)± 0.59 (syst) GeV/c2.
Figure 2 shows the observed distributions of the observ-
ables used for the ∆Mtop measurement. The density es-
timates for tt̄ signal events with ∆Mtop = 0 GeV/c
2 and
for background events are overlaid.
In conclusion, we examine the mass difference between
t and t̄ quarks in the lepton+jets channel using CDF
II data corresponding to an integrated luminosity of
8.7 fb−1 from pp̄ collisions at
√
s = 1.96 TeV. We measure
the mass difference to be ∆Mtop = Mt −Mt̄ = −1.95±
1.11 (stat)± 0.59 (syst) GeV/c2 = −1.95± 1.26 GeV/c2.
This result is consistent with ∆Mtop = 0 GeV/c
2 and
conservation of CPT symmetry.
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FIG. 2: Distributions of ∆mrecot and ∆m
reco(2)
t used to extract ∆Mtop for zero b-tagged (0-tag) events and one or more b-
tagged (Tagged) events. The data are overlaid with predictions from the kernel density estimation probability distributions
assuming ∆Mtop = 0 GeV/c
2. The fitted number of signal and background events are used.
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[26] T. Sjöstrand, S. Mrenna, and P. Skands, J. High Energy
Phys. 05 (2006) 026.
[27] E. A. Gerchtein and M. Paulini, ECONF C0303241,
TUMT005 (2003); R. Brun and F. Carminati, CERN
Program Library LongWriteup Report No. W5013, 1994.
[28] T. Aaltonen et al. (CDF Collaboration), Phys. Rev. D
79, 092005 (2009).
[29] K. Cranmer, Comput. Phys. Commun. 136 198 (2001).
[30] C. Loader, Local Regression and Likelihood (Springer,
New York, 1999).
[31] R. Barlow, Nucl. Instrum. Methods Phys. Res. Sect. A
297 496 (1990).
[32] G. Corcella, I. G. Knowles, G. Marchesini, S. Moretti,
K. Odagiri, P. Richardson, M. H. Seymour, and
B. R. Webber, J. High Energy Phys. 01 (2001) 010.
[33] M. L. Mangano, F. Piccinini, A. D. Polosa, M. Moretti,
and R. Pittau, J. High Energy Phys. 07 (2003) 001.
[34] S. Frixione and B. R. Webber, J. High Energy Phys. 06
(2002) 029.
[35] P. Z. Skands and D. Wicke, Eur. Phys. J. C 52, 133
(2007).
[36] P. Z. Skands, Phys. Rev. D 82, 074018 (2010).
