Directional ellipticity on special domains: weak Maximum and
  Phragm\`en-Lindel\"of principles by Dolcetta, Italo Capuzzo & Vitolo, Antonio
Directional ellipticity on special domains: weak Maximum and
Phragme`n-Lindelo¨f principles
Italo Capuzzo Dolcetta1, Antonio Vitolo2
1 Dipartimento di Matematica, Sapienza Universita` di Roma, 00185 Roma, ITALY
2 Dipartimento di Ingegneria Civile, Universita` di Salerno, 84084 Fisciano (SA), ITALY, and
Istituto Nazionale di Alta Matematica, INdAM - GNAMPA
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1 Introduction
The aim of this paper is to show that the weak Maximum Principle for F in Ω, that is
u ∈ USC(Ω), F (x, u,Du,D2u) ≥ 0 in Ω, u ≤ 0 on ∂Ω implies u ≤ 0 in Ω (MP)
holds for a large class of degenerate elliptic nonlinear mappings F and unbounded domains Ω of
Rn whose geometry is related to the direction of ellipticity.
1
ar
X
iv
:1
90
2.
01
29
6v
1 
 [m
ath
.A
P]
  4
 Fe
b 2
01
9
In the above, Ω is an open connected subset of Rn, USC(Ω) denotes the set of upper semicontin-
uous functions on Ω and Sn is the set of the n× n real symmetric matrices with the usual partial
ordering X ≤ Y meaning that Y −X is positive semidefinite.
For u ∈ C2(Ω), Du and D2u denoting, respectively, the gradient and the Hessian of the function
u, the differential inequality in (MP) has the classical pointwise meaning.
On the other hand, for upper semicontinuous u the partial differential inequality has to be under-
stood in the viscosity sense, see [14], [9].
We start describing the assumptions on the elliptic operator F , whose directions of strict ellipticity
are related to the bounded directions of the domain Ω (pages 1 to 3), which will be all collected
in condition (SC)U,Ω. Next, we discuss a few examples of elliptic operators satisfying condition
(SC)U,Ω, which are not necessarily uniformly elliptic in Ω (page 4 to 5). Next, we present the main
results (pages 5 to 8), and finally a comparison with the existing literature (pages 8 to 9).
Here F = F (x, s, p,X) is a real-valued mapping defined in Ω × R × Rn × Sn which is assumed to
satisfy
F is continuous from Ω× R× Rn × Sn into R , (1.1)
the monotonicity conditions
F is degenerate elliptic, that is F (x, s, p, Y ) ≥ F (x, s, p,X) if Y ≥ X (1.2)
and
F (x, s, p,X) ≤ F (x, r, p,X) if s > r (1.3)
as well as
F (x, 0, 0, O) = 0 ∀x ∈ Ω (1.4)
where O is the zero-matrix.
In order to single out the class of domains Ω that we consider it is convenient to decompose Rn
as the direct sum Rn = U
⊕
U⊥, where U is a k-dimensional subspace and U⊥ is its orthogonal
complement. We shall denote for later purpose by P and Q the projection matrices on U and U⊥,
respectively.
We will assume then that the open connected set Ω satisfies the following condition
Ω ⊆ {x ∈ Rn : a ≤ x · νh ≤ a+ dh, h = 1, . . . , k} := C for some a ∈ R, dh > 0 , (1.5)
where {ν1, . . . , νk} is an orthonormal system for the subspace U .
Domains such as C, which we will sometimes refer to as (n−k)-infinite cylinders, with 1 ≤ k ≤ n−1,
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for n ≥ 2, are infinite parallelepipeds whose k-dimensional orthogonal section is a k-parallelepiped
of edges dh, h = 1, . . . , k.
In particular, a (n − 1)-infinite cylinder is a slab, bounded in one direction and unbounded in all
the remaining orthogonal directions.
It is worth pointing out here that such a domain Ω is typically unbounded, perhaps of infinite
Lebesgue measure |Ω|, but it does satisfy the measure-geometric condition (G), used in [7] to
obtain an improved form of the Alexandrov-Bakelman-Pucci ABP estimate, namely:
there exist R ∈ R+, σ, τ ∈ (0, 1) such that, for each y ∈ Ω, there is a ball By = {x ∈ Rn :
|x − y0| < Ry}, with Ry ≤ R, providing the inequality |By\Ωy,τ | ≥ σ|By|, where Ωy,τ is the
connected component of Ω ∩By,τ containing y, and By,τ = {x ∈ Rn : |x− y0| < Ry/τ}.
The above condition, first introduced in [3], requires, roughly speaking, that there is enough bound-
ary near every point in Ω allowing so to carry the information on the sign of u from the boundary
to the interior of the domain. It is therefore satisfied for example by unbounded domains of finite
measure with R = C(n)|Ω| 1n and also for a large class of unbounded domains with possibly infinite
Lebesgue measure such as infinite cylinders, which we will be dealing with, or also perforated planes
R2per = R2 \
⋃
(i,j)∈Z2
Br(i, j)
where Br(i, j) is the disc of radius r < 1 centered at (i, j).
Observe that supy∈R2per dist(y, ∂R
2
per) < +∞, as for all domains satisfying condition (G). On the
other hand, this fails to hold on cones, which therefore do not satisfy (G) .
It should also be stressed that no regularity assumption is made on the boundary ∂Ω so that the
classical approach to establish comparison properties based on the construction of smooth barrier
functions is not applicable in our general framework.
The next assumption is that there exists some ν ∈ {ν1, . . . , νk} such that
F (x, 0, p,X + tν ⊗ ν)− F (x, 0, p,X) ≥ λ(x)t for all t > 0 (1.6)
where λ is a continuous, strictly positive function such that lim infx→∞ λ(x) > 0.
Condition (1.6) involves just the projection matrix ν ⊗ ν over the one dimensional subspace of U
spanned by the vector ν. This strict ellipticity condition on F related to the geometry of Ω will
play a crucial role in our results.
We will assume moreover that there exist Λ1 > 0 and a continuous function Λ(x) ≥ 0 such that
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Λ(x) ≤ Λ1|x| and
F (x, 0, 0, X + tQ)− F (x, 0, 0, X) ≤ Λ(x) t for all t > 0, as |x| → ∞ (1.7)
where Q is the orthogonal projection matrix onto the subspace U⊥. As for the behavior of F with
respect to the p variable we assume that
|F (x, 0, p,X)− F (x, 0, q,X)| ≤ γ(x)|p− q| for all p, q ∈ Rn (1.8)
with γ(x) continuous, bounded and such that γ(x)λ(x) is bounded above in Ω by some constant Γ ≥ 0.
We will refer collectively to conditions (1.1), (1.2), (1.3), (1.4), (1.6), (1.7), (1.8) as the structure
condition on F , labelled (SC)U,Ω.
Observe that both ν ⊗ ν and Q belong to Sn and are positive semidefinite. It is also worth noting
that conditions (1.6) and (1.7), requiring, respectively, a control from below only with respect to
a single direction ν ∈ U and a control from above in the orthogonal directions, comprise a much
weaker condition on F than uniform ellipticity.
The latter one would indeed require a uniform control of the difference quotients both from below
and from above with respect to all possible increments with positive semidefinite matrices.
Consider for simplicity the case U = {x = (x1, ..., xn) ∈ Rn : xk+1 = · · · = xn = 0} and Ω = {x ∈
Rn : 0 ≤ xh ≤ d, h = 1, . . . , k}, where d > 0. A very basic example of an F satisfying (SC)U,Ω is
given by the linear operator
F (x, u,Du,D2u) =
k∑
i=1
∂2u
∂x2i
+ |x|
n∑
i=k+1
∂2u
∂x2i
+
n∑
j=1
bj(x)
∂u
∂xj
+ c(x)u (1.9)
with bi(x) and c(x) continuous functions such that∣∣∣∣∣∑
i
b2i (x)
∣∣∣∣∣
1/2
≤ γ <∞, c(x) ≤ 0. (1.10)
In fact, F (x, s, p,X) = Tr(AX) + b · p+ cs, where
A =
(
Ik 0
0 |x| In−k
)
, b = (b1, . . . , bn),
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which of course satisfies (1.1), (1.2) and (1.4).
Next, (1.3) is ensured by the sign condition on c(x) in (1.10). Moreover, looking at the above matrix
A(x), it is immediate to check that F is uniformly elliptic with respect to any direction of U , so
verifying (1.6). On the other hand, the differential quotients with respect to matrix increments
related to the orhogonal directions xk+1, . . . , xn are O(|x|), which imply (1.7). The assumption
(1.10) on bi(x) provides (1.8). Hence we conclude that actually F in (1.9) satisfies (SC)U,Ω.
Relevant nonlinear examples are provided by fully nonlinear operators of Bellman-Isaacs type
F (x, u,Du,D2u) = sup
α
inf
β
Lαβu, (1.11)
where
Lαβu =
n∑
i,j=1
aαβij
∂2u
∂xixj
+
n∑
i=1
bαβi
∂u
∂xi
+ cαβu
with constant coefficients depending α and β running in some sets of indexes A,B.
If Aαβ = [aαβij ] is positive semidefinite for all α, β and
n∑
i,j=1
aαβij ν
h
i ν
h
j ≥ λ, h = 1, . . . , k,
n∑
i,j=1
aαβij ν
h
i ν
h
j a
αβ
ij ν
h
i ν
h
j ≤ Λ|x|, h = k + 1, . . . , n
|bαβi | ≤ γ, cαβ ≤ 0,
where {ν1, . . . , νk} is an orthonormal basis of U , then F satisfies our assumptions in any domain
Ω contained in a (n− k)-infinite cylinder like (1.5).
Our results concerning the validity of (MP) are stated in the following theorems:
Theorem 1. Let Ω be a domain of Rn satisfying condition (1.5) and assume that F satisfies
(SC)U,Ω. Then (MP) holds for any u ∈ USC(Ω) such that u+0 = o(|x|) as |x| → ∞.
The function u+0 in the statement is defined by
u+0 (x) =
{
u+(x) ≡ max(u(x), 0) if x ∈ Ω
0 if x 6∈ Ω
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and condition u+0 (x) = o(|x|) as |x| → ∞ is understood as
lim sup
x∈Ω
x→∞
u+0 (x)
|x| = 0.
The use of u+0 is convenient for a unified statement of our results which are valid both for bounded
and unbounded Ω, with the obvious exception of Theorem 5 below on Phragme`n-Lindelo¨f principles.
Note that some restriction on the behaviour of u at infinity is unavoidable. Observe in this respect
that, in the 1-infinite cylinder C1 = R × (0, pi)2 ⊂ R3, the function u(x1, x2, x3) = ex1 sinx2 sinx3
solves the degenerate Dirichlet problem
∂2u
∂x21
+
∂2u
∂x22
= 0 in C1, u(x1, x2, x3) = 0 on ∂C1
and u(x1, x2, x3) > 0 in C1, implying the failure of (MP).
The above condition u+(x) = o(|x|) at infinity is in accordance, by the way, with the assumption
of Ishii in [18, Section 7], where a comparison principle in unbounded domains is obtained under
the assumption of at most linear growth of the solutions at infinity.
Let us consider now the degenerate elliptic operator
Lu = λ1(x)
∂2u
∂x21
+ λ2(x)
∂2u
∂x22
+ λ3(x)
∂2u
∂x23
where λi(x) are continuous functions such that λi(x) > 0, i = 1, 2, 3, such λi(x) ≤ Λ1|x|, in the
1-infinite cylinders
C1 = R× (0, pi)2, C2 = (0, pi)× R× (0, pi), C3 = (0, pi)2 × R,
which have xi as unbounded direction. Therefore, according to Theorem 1, provided
inf
Ci
λj(x) > 0 for j 6= i
and u+(x) = o(|x|), this operator satisfies (MP) in all domains contained in C1 as well in C2 and
in C3. As a further application, noting that the intersection C1 ∩C2 ∩C3 is the cube (0, pi)3, where
L is uniformly elliptic, we infer that (MP) holds also in all domains contained in C1 ∪ C2 ∪ C3.
More generally, below we are going to show a consequence of Theorem 1, which supports this claim
as a particular case.
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As above, let {ν1, . . . , νn} an orthonormal basis of Rn, and let Ck be (n− 1)-cylinders having one
of νi, i = 1, . . . , n as axis. We consider lattice domains which are finite union of 1-infinite cylinders.
See Fig.1 below.
Figure 1: Spatial lattice
Our approach to prove this claim makes use of the strong Maximum Principle, according to which a
subsolution of a uniformly elliptic equation cannot have a non-negative maximum inside the domain
unless it is constant. See [15] for linear elliptic operators and [2], [1] for different approaches in the
nonlinear case.
This explains why in the next result the uniform ellipticity will be assumed in the nodes where two
or more cylinders intersect each other, which is not guaranteed by the one-directional ellipticity with
respect to orthogonal directions occurring in the nodes as regions belonging to 1-infinite cylinders
with different axes.
Corollary 2. Suppose Ω to be a domain contained in a lattice domain R of 1-infinite cylinders
C with axes ν in an orthonormal basis {ν1, . . . , νn} of Rn. Letting U be the (n − 1)- dimensional
subspace orthogonal to the axis ν, we also suppose that F satisfies the structure condition (SC)U,C
in each C ⊂ R.
Let also N be the union of points belonging to more than one cylinder. If in addition F is uniformly
elliptic in N , then (MP) holds in Ω, provided u+0 (x) = o(|x|) as |x| → ∞.
The next result can be seen as a quantitative form of Theorem 1 above, it is an L∞ version of the
ABP estimate.
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Theorem 3. Let Ω be a domain of Rn satisfying condition (1.5) and assume that F satisfies
(SC)U,Ω. If u ∈ USC(Ω) satisfies u+0 (x) = o(|x|) as |x| → ∞ and
F (x, u,Du,D2u) ≥ f(x) in Ω
where f/λ is continuous and bounded from below, then for all h = 1, . . . , k
sup
Ω
u ≤ sup
∂Ω
u+ +
e1+dh Γ
1 + dh Γ
∥∥∥∥f−λ
∥∥∥∥
∞
d2h (1.12)
where f−(x) = −min(f(x), 0).
The next result is about bounded functions u in the so-called narrow domains, that is when (1.5)
is fulfilled with at least one dh sufficiently small. In this case we may assume that F is just
nondecreasing with respect to the variable s:
Theorem 4. Let Ω be a domain of Rn satisfying condition (1.5) and assume that F satisfies
(SC)U,Ω with (1.3) replaced by the weaker condition
F (x, s, p,M)− F (x, r, p,M) ≤ c(x) (s− r) if s > r (1.13)
for some continuous function c(x) > 0. Assume also that c(x)λ(x) ≤ K < +∞ in Ω with λ as in
(1.6). Then (MP) holds for u ∈ USC(Ω), u bounded above, provided d2K is small enough, where
d = minh dh in (1.5).
The above result is often used as an intermediate step in the proof of Theorem 5 below concerning
the validity of (MP) for unbounded solutions with exponential growth at infinity.
Theorem 5. Let Ω be a domain of Rn satisfying condition (1.5) and assume that F satisfies
(SC)U,Ω. In addition, assume that there exists a positive number ρ such that
Λ(x)
λ(x) ≤ ρ <∞.
Then, for any fixed β0 > 0 there exists a positive constant d = d(n, λ,Λ, γ, β0) such that if dh ≤ d
for some h = 1, . . . , k, then (MP) holds for functions u such that u+0 (x) = O(e
β0|x|) as |x| → ∞.
Conversely, for any fixed d0 > 0, supposing dh ≤ d0 for all h = 1, . . . , k, there exists a positive
constant β = β(n, λ,Λ, γ, d0) such that (MP) holds for functions u such that u
+
0 (x) = O(e
β|x|) as
|x| → ∞.
Note that the growth control (1.7) in the directions of U⊥ is essential in order to have the maximum
principle for subsolutions growing at infinity more than polynomially, as the following example
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shows.
Indeed, u(x1, x2) = x
2
2 sinx1 is a solution of
∂2u
∂x21
+
1
2
x22
∂2u
∂x22
= 0
in the cylinder C = (0, pi)× R ⊂ R2, u = 0 on ∂Ω but u is strictly positive in C .
Maximum and Phragme`n-Lindelo¨f principles are extensively dealt with in the book of Protter and
Weinberger [20] for classical solutions of linear uniformly elliptic operator. A first Maximum Prin-
ciple for strong solutions in nonsmooth domains of cylindrical type was proved by Cabre´ [7] using a
measure-geometric condition, which originates from a work of Berestycki, Nirenberg and Varadhan
[3]. Such a condition was generalized in [8] and [22] to include a larger class of domains like coni-
cally and parabolically shaped domains, and extended to the fully nonlinear setting in the viscosity
sense in [13]. Results on the weak MP in cylindrical domains have been also established by Busca [6].
Further results on (MP) in unbounded domains with superlinear gradient terms as well as Phragme`n-
Lindelo¨f principles have been obtained in [1] and in [11] for the natural quadratic growth in the
gradient. For further Phragme`n-Lindelo¨f principles see also [21].
More recently, maximum principles in domains of cylindrical type as well as global Ho¨lder estimates
have been shown for degenerate or singular elliptic operators of p-Laplacian type have been proved
in [5], [4], based on the results of [17]. Different maximum principles for subsolutions which may
be unbounded at finite points and their application to removable singularities issues for degenerate
elliptic operators of different type, like partial sums of eigenvalues, have been stated in [16] and
[24].
The most closely related paper to our present work is [12], where maximum and Phragme`n-Lindelo¨f
principles for viscosity subsolutions in domains of cylindrical type Ω which are bounded just in one
single direction, called (n− 1)-infinite cylinders, assuming a strict ellipticity in the bounded direc-
tion and a bound from above on the difference quotients of F with respect to the increments of the
matrix variables in the orthogonal directions. Existence results in such domains can be found in
[19].
In the present paper, a weaker control is assumed on the differential quotients of F , which have
no more to be bounded in the unbounded directions (at most linear growth with respect to x is
admissible). Moreover, the case of more bounded directions is considered, covering the case of
(n − k)-infinite cylinders with 1 < k < n. The advantage of this sort of multidimensional bound-
edness lies in the possibility of assuming the control on the differential quotients with respect to
less directions, more precisely (n − k) with k > 1 instead of (n − 1). On the other hand, the role
of strict ellipticity in more than one direction is pointed out in particular by considering domains
which are union of 1-infinite cylinders.
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2 The weak Maximum Principle via one-directional strict elliptic-
ity
This section is devoted to the proof of Theorem 1 concerning the validity of the weak Maximum
Principle in domains contained in (n− k)-infinite cylindrical domains.
The next simple observation exploits a useful consequence of condition (1.4) and the growth con-
dition (1.7) with respect to the so-to-say unbounded directions:
lim sup
ε→0+
F (xε, 0, 0,
ε
|xε| Q) ≤ 0 for any sequencexε ∈ Ω such that limε→0+ |xε| = +∞ (2.1)
Indeed, if xε ∈ Ω is such a sequence, an immediate consequence (1.7) with X = O and t = ε|xε| is
that
F (xε, 0, 0,
ε
|xε| Q) = F (xε, 0, 0,
ε
|xε| Q)− F (xε, 0, 0, O) ≤ Λ1 ε
Proof of Theorem 1 We may assume that U = Rk × {0}n−k so that U⊥ = {0}k ×Rn−k and
P =
(
Ik 0
0 0n−k
)
, Q =
(
0k 0
0 In−k
)
,
0k and Ik being the k × k zero and identity matrices, respectively.
We may also assume that
√
x21 + · · ·+ x2k ≤ d for some d ∈ R+ for all x = (x1, . . . , xn) ∈ Ω.
Arguing by contradiction, suppose that u(x) has a positive value M > 0 at some point x ∈ Ω. For
ε > 0 we consider the function
uε(x) = u(x)− εϕ(x) (2.2)
where ϕ(x) =
√
x2k+1 + · · ·+ x2n + 1. Since u(x) = o(|x|) as |x| → ∞, then uε(x) ≤ 0 for |x| large
enough. So there exists a bounded domain Ωε ⊂ Ω such that uε(x) ≤ 0 for x 6∈ Ωε, and
Mε ≡ sup
Ω
uε = max
Ωε
uε = u(xε) ≥ M
2
. (2.3)
Since uε ≤ 0 on ∂Ωε then xε ∈ Ωε. On the other hand, since u = uε + εϕ(x) is a subsolution, then
uε satisfies the differential inequality
F (x, uε + εϕ(x), Duε + εDϕ(x), D
2uε + εD
2ϕ(x)) ≥ 0 . (2.4)
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Let νh ≡ ν = ν ′ × 0n−k be the direction of uniform ellipticity in U , with ν ′ = (ν ′1, . . . , ν ′k), and d
the corresponding dh in (1.5).
We consider, for α > 0 to be chosen in the sequel, the function
hε(x) = Mε(1 + e
−αd)−Mεeα(x′−x′ε)−αd, (2.5)
where x′ = ν1x1 + · · ·+ νkxk and xε is the maximum point of (2.3).
Note that hε(xε) = Mε = uε(xε) and
hε ≥Mεe−2αd ≥ M
2
e−2αd in Ω. (2.6)
Modulo the addition of some number cε ≥ 0, we can make hε + cε touch uε from above at a point
xε ∈ Ωε. Therefore hε(x) + cε + εϕ can be used as a test function for the subsolution u, and will
satisfy the inequality
F (xε, hε(xε) + cε + εϕ(xε), Dhε(xε) + εDϕ(xε), D
2hε(xε) + εD
2ϕ(xε)) ≥ 0. (2.7)
Since hε(xε) + cε + εϕ(xε) > 0 then by monotonicity condition (1.3)
F (xε, 0, Dhε(xε) + εDϕ(xε), D
2hε(xε) + εD
2ϕ(xε)) ≥ 0 . (2.8)
Computing the derivatives
Dhε(xε) = −αMεeα(x′ε−x′ε)−αd ν,
D2hε(xε) = −α2Mεeα(x′ε−x′ε)−αd ν ⊗ ν,
and observing that
Mεe
α(x1−xε,1)−αd ≥ M
2
e−2αd,
from (1.6) and (1.8) we get
F (xε, 0, Dhε(xε) + εDϕ(xε), D
2hε(xε) + εD
2ϕ(xε))
≤F (xε, 0, εDϕ(xε), εD2ϕ(xε))− αMεeα(x′−x′ε)−αd(λ(xε)α− γ(xε))
≤F (xε, 0, εDϕ(xε), εD2ϕ(xε))− Cαλ(xε)
(
α− γ(xε)
λ(xε)
) (2.9)
with C = 12 Me
−2αd > 0.
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From (2.8) and (2.9), taking into account that γλ ≤ Γ, it follows that
0 ≤ F (xε, 0, εDϕ(xε), εD2ϕ(xε))− Cαλ(xε) (α− Γ)
≤ F (xε, 0, εDϕ(xε), εD2ϕ(xε))− 12 Cα2λ(xε)
(2.10)
choosing α > 2Γ.
Now we consider the two possible cases:
(i) {xε} bounded; (ii) {xε} unbounded.
In case (i), we can extract a subsequence converging to x ∈ Ω. In fact, we may esclude that
x ∈ ∂Ω, where u ≤ 0, since by construction, using the upper semicontinuity of u, we have
u(x) ≥ lim
ε→0
u(xε) ≥ M
2
> 0.
Recalling that F (x, 0, 0, 0) = 0, by the continuity of F we have
lim
ε→0
F (xε, 0, εDϕ(xε), εD
2ϕ(xε)) = 0,
so that, also using the continuity of λ, from (2.10) as ε→ 0 we get the following contradiction:
1
2 Cα
2λ(x) ≤ 0, (2.11)
whereas λ(x) > 0 by assumption, and this concludes the proof in case (i).
In case (ii), where xε is unbounded, we take a subsequence such that |xε| → ∞ as ε → 0.
Computing the derivatives of ϕ(x), we get
|Dϕ(x)| ≤ 1, D2ϕ(x) ≤ Q
ϕ(x)
. (2.12)
From this, using (1.8) and degenerate ellipticity, we get
F (xε, 0, εDϕ(xε), εD
2ϕ(xε)) ≤ F (xε, 0, 0, ε Qϕ(xε)) + ε sup
Ω
γ(x) (2.13)
so that, using (2.1),
lim sup
ε→0
F (xε, 0, εDϕ(xε), εD
2ϕ(xε)) ≤ 0.
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Finally, letting ε→ 0+, we estimate (2.10) with (2.13), so we again obtain a contradiction:
lim inf
ε→0
λ(xε) ≤ 0,
whereas lim infx→∞ λ(x) > 0 by assumption, concluding the proof.
Here below we see how Corollary 2 follows from Theorem 1.
Proof of Corollary 2. For sake of clarity, and without loss of generality, we illustrate the proof
in the case n = 2 with the union R of two 1-infinite cylinders of axes (1, 0) and (0, 1). Suppose
F [u] ≥ 0 in Ω and u ≤ 0 on ∂Ω. We may also suppose, eventually passing to u+0 , that Ω = R,
u ≥ 0 in R and u = 0 on ∂R. To be more direct, we refer to Figure 2 below.
Figure 2: Crossing strips
By the weak Maximum Principle of Theorem 1, the maximum of u on each half-stripHi, i = 1, . . . , 4,
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is achieved on the boundary of the central rectangle N as well as the maximum on N itself, so that
the maximum M on the whole R is on ∂N .
Again looking at Figure 2, we suppose that M is attained on the side AB. Considering the
cylindrical domain T1 (shaded area) obtained from S1 with the addition of the triangle ABE, then
again by the weak Maximum Principle there is a maximum point P on at least one of sides AE and
BE. But P ∈ N , where F is assumed to be uniformly elliptic. Therefore, by the strong Maximum
Principle, u has to be constant in R, and this constant has to be necessarily zero, as it was to be
shown. 
A comparison principle between upper semicontinuous subsolutions u and smooth supersolutions
v follows immediately from Theorem 1 and Corollary 2 above. Here is the result:
Corollary 6. Assume on F and Ω the same conditions as in Theorem 1 or Corollary 2. If
u ∈ USC(Ω) and v ∈ C2(Ω) ∩ LSC(Ω) satisfy
F (x, v,Dv,D2v) ≤ F (x, u,Du,D2u) in Ω
and (u− v)+(x) = o(|x|) as |x| → ∞, then
u ≤ v on ∂Ω implies u ≤ v in Ω
To prove this, it is enough to observe that the operator G defined as
G(x, s, p,M) = F (x, s+ v(x), p+Dv(x),M +D2v(x))− F (x, v(x), Dv(x), D2v(x))
fulfills all the assumptions of Theorem 1, noting that the statement is equivalent to the maximum
principle for the subsolution u− v of equation G(x,w,Dw,D2w) = 0. 
3 The weak Maximum Principle in narrow domains
To deal with the (MP) in narrow domains we need the L∞ estimate of Theorem 3, a sort of
quantitative version of (MP), which can be deduced from Theorem 1. Here below we show a proof
of this result.
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Proof of Theorem 3. Let u ∈ USC(Ω) be a viscosity solution of the inequality F (x, u,Du,D2u) ≥
f(x) in Ω. Conditions (1.4), (1.3) and some viscosity calculus show that u+ = max(u, 0) satisfies
F (x, 0, Du+, D2u+) ≥ −f−(x) . (3.1)
We may assume that the direction ν in the ellipticity condition (1.6) is the positive direction of
the x1 axis and that 0 ≤ x1 ≤ dh for x ∈ Ω.
Suppose temporarily that dh = 1 and consider the auxiliary function
w(x) = u+(x) + C1e
αx1 − sup
∂Ω
u+ − C1eα
where C1 and α are positive constants to be chosen in the sequel.
The structure condition (SC)U,Ω yields
F (x, 0, Dw,D2w) ≥ F (x, 0, Du+, D2u+)− γ(x)C1αeαx1 + λ(x)C1α2eαx1
≥ −f−(x) + αC1(αλ(x)− γ(x)) in Ω
Choosing α = 1 + Γ with Γ as in (1.8) and C1 =
1
1+Γ supΩ
f−
λ we obtain
F (x, 0, Dw,D2w) ≥ 0 in Ω, w ≤ 0 on ∂Ω .
By Theorem 1 we conclude that w ≤ 0 in Ω, which implies
u(x) ≤ u+(x) + C1eαx1 ≤ sup
∂Ω
u+ +
e1+Γ
1 + Γ
sup
Ω
f−
λ
proving (1.12) in the case d = 1.
For an arbitrary dh > 0, we consider the rescaled variable y = x/dh and the operator G defined by
G(y, s, p,M) = d2h F (dh y, s, d
−1
h p, d
−2
h M)
A simple computation shows that the function v(y) = u(dh y), where u satisfies (3.1) is a viscosity
solution of
G(y, v(y), Dv(y), D2v(y)) ≥ d2h f(dhy)
for y ∈ d−1h Ω ⊂ (0, 1)× Rn−1.
Since G satisfies the same conditions as F we may the apply the result for the case dh = 1 to
v(y) = u(x) and conclude the proof. 
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We are now in position to state and give the simple proof based on the result of Theorem 3 of
(MP) in narrow domains; that is, domains satisfying condition (1.5) with some small dh, as stated
in Theorem 4.
Proof of Theorem 4. Let u be as in (MP). As already observed F (x, u,Du,D2u) ≥ 0 implies
F (x, u+, Du+, D2u+) ≥ 0 and so, by (SC)U,Ω ,
F (x, 0, Du+, D2u+) ≥ F (x, u+, Du+, D2u+)− cu+ ≥ −cu+.
By the assumptions on u(x) and c(x)λ(x) , bounded above, Theorem (3) applies with f = −c u+ yielding
sup
Ω
u ≤ e
1+dΓ
1 + dΓ
d2 sup
Ω
c(x)u+(x)
λ(x)
≤ e
1+dΓ
1 + dΓ
d2K sup
Ω
u+
since u+ = 0 on ∂Ω. From this estimate the statement immediately follows if d is small enough. 
Remark 1. It is worth observing that the same conclusion holds true for any d such that dh ≤ d
for all h = 1, . . . , k, provided that supΩ c(x) is small enough. This fact is well-known for the case
of uniformly elliptic linear operators of the form Tr(A(x)D2u) + c(x)u if c+ is small enough with
respect to the ellipticity constant of the matrix A; see for instance [6], [23].
4 Phragme`n-Lindelo¨f principles
As in the proof of Theorem 3, here we will use the fact that subsolutions of the equation F (x, u,Du,D2u) =
0 are in turn solutions of the differential inequality
F (x, 0, Du+, D2u+) ≥ 0 (4.1)
Proof of Theorem 5.
We may suppose ν1, . . . , νk are the positive directions E1, . . . , Ek along x1, . . . , xk so that the
orthogonal subspace is generated by the positive directions along xk+1, . . . , xn, and P , Q are as in
the proof of Theorem 1.
Suppose that Ω is contained in a (n − k)-infinite cylinder as defined in (1.5) with νh = Eh,
h = 1, . . . , k.
Let us fix h. Our aim is to prove that for sufficiently small dh > 0 and viscosity solutions u ∈
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USC(Ω) of the differential inequality (4.1) such that u(x) ≤ 0 on ∂Ω and u(x) = O(eβ0|x|) for a
suitable β0 > 0, we have in turn u ≤ 0 in Ω.
Let x = (y, z) ∈ Rk × Rn−k, r = |z| = (x2k+1 + · · ·+ x2n) 12 and set
v(x) = sinαyh e
βϕ(r), ϕ(r) =
√
r2 + 1
where β > β0 and α > β will be chosen as follows . Computing Dv(x) we get
Dv(x) =

...
0
α cosαyh e
βϕ(r)
0
...
v(x) e−βϕ(r) ddz e
βϕ(r)

where
e−βϕ(r)
∣∣∣∣ ddreβϕ(r)
∣∣∣∣ = βϕ′(r) = β rϕ(r) ,
from which
e−βϕ|Dv(x)| ≤ α+ β . (4.2)
Computing D2v(xc), where xc = ( pi2α , . . . ,
pi
2α , x
′′), we find
e−βϕ(r)D2v(xc) =

0 0 . . . 0
... −α2 ... ...
0
... 0 0
0 0 . . . e−βϕ(r)Dzzeβϕ(r)
 ,
where e−βϕ(r)Dzzeβϕ(r) is a positive definite (n− k)× (n− k) real matrix, having eigenvalues
β
(
β(ϕ′(r))2 + ϕ′′(r)
)
= β
(
β
r2
ϕ2(r)
+
1
ϕ3(r)
)
and
βϕ′(r)
r
=
β
ϕ(r)
with multiplicity 1 and n− k − 1, respectively (here k < n). It follows that
e−βϕ(r)D2v(xc) ≤ −α2Ph + β(β + 1)Q, (4.3)
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where Ph is the orthogonal projection on xh.
For our purpose, we will choose α > 0 large enough in order that
− 1
2
α2 + 2ρβ(β + 1) + Γ(α+ β) ≤ 0 , (4.4)
where ρ > 0 is an upper bound for Λ(x)/λ(x), by assumptions.
Note that from (4.3) by continuity there exists d0 ∈ (0, piα) such that for xh ∈ ( pi2α − d02 , pi2α + d02 ) we
have
e−βϕ(r)D2v(x) ≤ −1
2
α2Ph + 2β(β + 1)Q (4.5)
for all x ∈ S ≡ (0, d1)× · · · × ( pi2α − d2 , pi2α + d2)× · · · × (0, dk)× Rn−k.
Next we set
w(x) = u+(x)− cRv(x), x ∈ ΩR = Ω ∩BR(0)
where
cR =
supx∈∂ΩR u
+(x)
eβR cos(αd2)
.
Since Ω ⊂ S, assuming u ≤ 0 on ∂Ω, we have w ≤ 0 on ∂ΩR.
On the other hand, using (SC)U,Ω and (4.5), from (4.4) we get
F (x, 0, Dw,D2w) = F (x, 0, Du+ − cRDv,D2u+ − cRD2v)
≥ F (x, 0, Du+ − cRDv,D2u+ + cReβϕ(12 α2Ph − 2β(β + 1)Q))
≥ F (x, 0, Du+, D2u+)
+ cRe
βϕ
(
1
2 λα
2 − 2Λβ(β + 1)− γ(α+ β)) ≥ 0 .
Hence Theorem 1 yields w ≤ 0 in the bounded domain ΩR, namely
u(x) ≤ cRv(x) =
sup∂ΩR u
+
eβR cos(αd2)
v(x) .
Finally, consider an arbitrary x ∈ Ω, and choose R > 0 big enough in order that x ∈ ΩR. Letting
R→∞ in the above, since sup∂ΩR u+ = O(eβ0R) and β > β0, then u(x) ≤ 0.
The counterpart, that is the validity of the Phragme`n-Lindelo¨f principle with a suitable exponential
growth for a fixed thickness d0 > 0 of bounded orthogonal sections, is proved analogously. 
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