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Una de las principales crticas que se hacen a los algo
ritmos de clasicacion de imagenes digitales en el caso
no supervisado es que la mayora de ellos no tienen
en cuenta la informacion del entorno que rodeaba a
un pixel  Por este motivo en este trabajo se presenta
una va para obtener una clasicacion difusa que tiene
en cuenta esta informacion 
El objetivo de este trabajo sera el de obtener una cla
sicacion difusa no supervisada que tenga en cuenta el
entorno y la situacion de cada pixel  Para obtener es
ta clasicacion difusa primero se modelizara la imagen
digital como un grafo difuso  De la coloracion de este
grafo difuso se obtendra una clasicacion ntida que
nos permitira determinar las principales regiones ho
mogeneas de la imagen esto dara lugar a una posterior
clasicacion difusa de la imagen digital 
Este trabajo esta dividido de la siguiente forma en la
seccion  se introduce el grafo difuso de pixels asociado
a la imagen digital  En la seccion 	 se presenta el
algoritmo estricto de coloracion  Este algoritmo tiene
algunos problemas computacionales y por este motivo
se presenta en la seccion 
 el algoritmo de coloracion
relajado  Esta coloracion dara lugar a una clasicacion
difusa seccion  
 Grafo difuso de pixels
Una imagen puede entenderse como un mapa de pun
tos pixels cada uno de los cuales esta caracterizado
por una serie de medidas como pueden ser intensidad
del blanco rojo azul altitud etc 
Matematicamente se llamara P al conjunto de pixels
P  fv  i  j  i   f       rg j   f       sgg
de una imagen I   Cada pixel es caracterizado por b
medidas numericas  La imagen I puede ser caracteri











  i  j   P

Dada una imagen I  un problema estandar de clasi
cacion ntida es el de la busqueda de una buena parti
cion del conjunto de pixels en regiones  Estas regiones
seran consideradas como candidatos para una nueva
clase en el caso en el que la region sea lo suciente
mente homogenea  As pues en primer lugar se tratara
de determinar una familia de pixels fA
 
       A
c
g de
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Debido a las propiedades de adyacencia entre pixels en
una imagen se modelizara la imagen I como un gra
fo planar difuso cuyos nodos son pixels descritos por
medio de sus coordenadas cartesianas i   f       rg y
j   f       sg 
El grafo sera planar en el sentido de que dos pixels






 no pueden ser conectados si
ji  i
 
j  jj  j
 
j    Consecuentemente dos pixels
podran ser adyacentes solamente si ellos comparten
una coordenada siendo la otra contigua 
La primera denicion de grafo difuso fue propuesta por
Kaufmann en  desde las relaciones difusas intro
ducida por Zadeh en 
  Aunque Rosenfeld introdujo
en 	 otra denicion elaborada incluyendo nodos di
fusos y aristas difusos en este captulo se tratara con





E un grafo difuso donde V es el conjunto
de nodos y

E el conjunto de aristas difusos caracteri


























 M representa el nivel de inten
sidad de una arista fv  v
 
g para cada v  v
 
  V   En este
sentido un grafo difuso puede ser tambien denotado
como

G  V   







verican que el nivel de in
tensidad de la arista fv  v
 
g es menor que el nivel de
intensidad de la arista fu  u
 
g  El conjuntoM permite
la graduacion literal del conjunto de aristas por ejem
plo si M  fn  l  hg las aristas pueden ser graduados
como nulo n bajo l o alto h 
Un grafo difuso

G puede ser considerado como una ge
neralizacion del grafo G ya que tomandoM  f  g







 if fv  v
 
g   E




Denici on  Dada la imagen I  y una distancia d

































Teniendo en cuenta la topologa de
g
GI los pixels del
grafo difuso pueden ser tambien caracterizados por el





















 i  j   f       rgf       sg
As pues el conjunto de aristas que modeliza la imagen
queda denido como sigue
El proceso de coloracion propuesto en este captulo es
tara basado en esta representacion alternativa de aho
ra en adelante se identicara el grafo difuso de pixels
g









 grafo de pixels difuso
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EL grafo de pixels difuso puede verse en la gura 
  	 

  	 
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Figura  Grafo difuso de pixels del ejemplo  
 Algoritmo estricto de Coloracion
Una ccoloracion de un grafo G  V E ver  es
una funcion
C  V  f       c g
que verica que Cv  Cv
 
 si fv  v
 
g   E  Una c
coloracion induce una clasicacion ntida del conjunto
de nodos V  asociando a cada color una clase
V
C
k  fv   V  Cv  kg k   f       c g
Una coloracion binaria de un grafo G  V E es un
caso particular de una coloracion
col  V  f  g
El objetivo que se persigue es obtener una clasicacion
del conjunto de pixels por medio de una ccoloracion
C del grafo difuso de pixels
g
GI el pixel i  j   P
estara clasicado como k   f       cg si su color es
Ci  j  k 
El problema de coloracion de un grafo difuso puede
verse en   Se dene la familia de G

 a los gra










Los valores del parametro  seran seleccionados de for
ma que un sucesivo proceso de coloracion binario sera
aplicado a algunos subgrafos parciales difusos de
g
GI 
La primera coloracion binaria analiza el conjunto de
pixels P clasicando cada pixel como  o   La segun
da coloracion binaria es aplicada por separado a cada
subgrafo generado por aquellos pixels coloreados como
 obteniendo as las clases  y  y para el subgrafo
generado por aquellos pixels coloreados como  para
obtener las clases  y  
Este proceso jerarquico de coloracion binaria es repeti
do en el proceso de coloracion estricto  En este sentido
una ccoloracion C sera denida en
g
GI Si por ejem
plo Ci  j   al ser  la representacion binaria de
 el pixel i  j sera coloreado tres veces como   y 
respectivamente en este caso se necesitan tres proce
sos binarios de coloracion jando en cada uno de ellos
el primer segundo y tercer dgito de la representacion
binaria del color 
 Procedimiento de coloraci on binaria
El procedimiento de coloracion binaria clasica dos pi
xels adyacentes como  y  si solo si la distancia ente
ellos es mayor o igual que un valor prejado   Esta
es una aproximacion alternativa al problema de clasi
cacion clasico ya que en la aproximacion clasica dos
pixels seran clasicados en la misma clase si son simi
lares sin tener en cuenta si son adyacentes o no 
Formalmente para denir el primer procedimiento de













es el conjunto de todos los pares de pixels
adyacentes con distancia d menor que  
Sea col  P  f  g una coloracion binaria de
G

  Teniendo en cuenta la topologa del grafo difu
so de pixels la primera coloracion binaria puede ser
obtenida asignando color arbitrario  o  a un
pixel concreto y deniendo un orden en el cual cada
pixel sera coloreado si se supone por ejemplo que el
primer pixel es el    en la parte superior izquierda
de la imagen los pixels seran coloreados desde la iz
quierda hasta la derecha y de arriba a abajo con un
valor de  jo 
Dado un pixel coloreado i  j los pixels adyacentes
i  j y i  j son coloreados el pixel i  j
puede ser coloreado desde el pixel i   j y desde el
pixel i  j    Una restriccion natural es que ambos
colores deben ser iguales en otro caso el pixel sera
denotado como inconsistente 
Denici on  Dado el conjunto de pixels P un cua
drado es un subconjunto de cuatro pixels
sqi  j  fi  j i   j i  j   i   j  g
siendo i   f       r  g y j   f       s g
Denotaremos entonces por PS el conjunto de todos los
cuadrados 





  un cuadrado sqi  j   PS es consis
tente a nivel  si  dado un color arbitrario coli  j  el
anterior procedimiento de coloracion binaria asigna el
mismo color al pixel i  j  tanto si en coloreado
desde el pixel i  j o desde el pixel i  j En otro
caso se dira que el cuadrado de pixels es inconsistente
En el ejemplo   el pixel sq   es inconsistente al
nivel   	 pero consistente al nivel   	 





 es consistente al nivel  si todos
los cuadrados sqi  j   PS son consistentes al nivel

Existen dos valores extremos que garantizan la consis
tencia de todos los cuadrados









Si se ja un valor    entonces toda la imagen
es considerada como una clase unica coli  j 
col   i  j   P  









En el caso    la imagen parece un tablero de
ajedrez siendo todos los pixels adyacentes clasi
cados como  y 
coli  j 

col   si i j es impar
 col   en otro caso
En este sentido solamente el intervalo    debera
ser considerado  Determinar un nivel  intermedio
apropiado no es una cuestion trivial 
Dado un nivel  los cuadrados inconsistentes







 que devuelve  si ese cuadra
do es consistente y  si no lo es 
Se puede notar que esta funcion binaria es muy impor
tante as que se debera escoger un valor apropiado
para   Esta eleccion dara lugar a la coloracion bina







no depende del color particular del pixel i  j 
El grafo difuso del ejemplo   es inconsistente al nivel
  	 pero es consistente al nivel   
 
La coloracion que se propone en este articulo esta ba
sada en sucesivas coloraciones binarias para diferen
tes niveles consistentes que van decreciendo por este
motivo nos interesa empezar con el maximo valor 


que hace que el grafo difuso de pixels sea consistente 





  el nivel de consistencia  denotado como


  es el maximo valor       para el cual el grafo
difuso es consistente
La existencia de este nivel de consistencia esta siem
pre asegurada al menos mientras la imagen contenga
un numero nito de pixels  Si alguna inconsistencia
es detectada para algun valor de  dado puede ser
introducido un procedimiento decreciente para encon
trar un valor 

menor que asegure la consistencia 
Este procedimiento sera inicializado con 

  
En el ejemplo   el cuadrado sq   es inconsistente
al nivel     
 ya que col    col  	 
col   pero col  	  col  	 y col  	   
col    Este cuadrado no puede ser consistente para
un nivel      
  Para    sin embargo el
cuadrado sq   es inconsistente para cualquier valor
de        De hecho puede ser chequeado que si
   el grafo difuso de pixels es consistente siendo







se busca entre aquellos cuadrados
inconsistentes sqi  j Si este cuadrado es inconsisten
te al nivel  se puede computar el maximo valor 
 
para el cual este cuadrado sera consistente por medio
de una nueva funcion newalpha que sera evaluada pa
ra cada cuadrado 















En este ejemplo todos los pixels han sido coloreados
al principio despues se ha buscado el valor 

que
asegura la consistencia  As pues se tiene a los pixels
clasicados en las clases  o   Se debera ahora
proceder a conseguir un color mas preciso para ambas
clases la clase  debe a su vez ser divida en la clase
 o   Esto sera realizado de forma separada
activando alternativamente solo una de las clases que
ya estan coloreadas en una etapa anterior 
De la misma forma se procedera en las posteriores
etapas de forma que el anterior proceso de colora
cion binaria es aplicado a aquellos pixels activados
es decir un subconjunto de pixels P
 
 P   Este
subconjunto de pixels P
 
puede ser caracterizado por
una matriz act tal que acti  j   i  j   P
 
y
acti  j   i  j   P
 
 
Se puede computar el intervalo    para los pixels





  act  En el caso en que
no existan dos pixels adyacentes activados el proceso
debera parar 
De nuevo se puede observar que un cuadrado dado pue
de ser consistente para un valor  pero inconsistente
para otro valor 
 
   Aqu un procedimiento decre
ciente repetido para el conjunto de cuadrados de pixels
PS encontrara el nuevo valor 

asegurando que to
dos los cuadrados son hechos consistentes en la nueva
coloracion 
La siguiente funcion consislevel es el nucleo de nues
tro algoritmo esta funcion sera evaluada iterativa
mente obteniendo as el nivel de consistencia 

para
la familia de pixels que han sido activados  Los inputs
del procedimiento consislevel son los pixels del gra




 y la matriz act  Esta funcion
evalua el nivel de consistencia 

act para un subcon
junto de pixels activados P
 
 P   Hay que observar





 el nivel de consistencia del grafo
difuso de pixels 
Siguiendo un orden estandar en los pixels activados
el nivel 

act asegura un procedimiento de colora
cion binaria valido col que permite determinar el color
coli   j con dos opciones
 coli  j i  j   P tal que acti  j  acti 






   coli  j i  j   P tal que acti  j  acti 






Analogamente se determina coli  j  







  coli  j i  j   P tal que acti  jacti  j













  act  col  Este pro
ceso calcula la coloracion binaria de los pixels acti
vados en el nivel   Este procedimiento se inicializa
coli  j   i  j   P  
Volviendo de nuevo al ejemplo   y a la asignacion
acti  j   i  j   P y   

  el procedi
miento bincol computa la coloracion binaria vista en
la gura  
Despues de una primera etapa los pixels coloreados
son clasicados en dos clases  y  dependiendo de
cual es la distancia considerada entre pixels adyacen
tes 
 Algoritmo estricto de coloraci on
El proceso de clasicacion inducido por la coloracion
binaria puede ser redenido aplicado a cada matriz
act para clasicar pixels de la clase  de la siguiente
forma
   
   
   
Figura  Primera coloracion binaria del grafo de pi
xels difuso del ejemplo  
acti  j 

 i  j   P  coli  j  
 en otro caso
El procedimiento bincol es entonces aplicado con el




  act  Los pixels ac
tivados seran clasicados de nuevo como  o  dando
lugar a las clases  y  
Analogamente las clases  y  son denidas cuando
este segundo proceso de coloracion es repetido para
la clase  de forma que cuatro clases son obtenidas
   y  
Los pixels clasicados pueden ser identicados por la
funcion
C  P  f      	g
donde Ci  j es el numero entero asociado con el
numero binario de la clase 
El mismo procedimiento de coloracion puede ser suce
sivamente aplicado a cada familia de pixels pertene
cientes a la misma clase de color siempre y cuando
existan pixels adyacentes con al menos dos distancias





  act    As si este pro
ceso de coloracion es sucesivamente aplicado t veces
obtendremos 
t
clases a lo sumo 
En el caso en que se anada un nuevo nivel de clasica
cion incrementando el parametro t es porque exis





















   este numero de pares sera denota
do por adp  En otro caso el proceso de coloracion






Este procedimiento de clasicacion puede verse como
un metodo jerarquico divisible   Estos metodos de
clasicacion empiezan con un cluster que contiene a
todos los elementos y en cada paso se dividen las cla
ses obteniendo mayor numero de clases en la siguiente
iteracion  Si el proceso lo dejasemos correr nalmente





  	 
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Figura 	 Coloracion del grafo difuso de pixels del
ejemplo  
 Algoritmo relajado de coloracion
Cuando se trabaja con imagenes digitales de tamano
medio o alto el numero de inconsistencias en relacion
con el tamano de la imagen suele ser muy pequeno  Sin
embargo puede ocurrir que cuando se busca en el pro
ceso de decrecimiento el valor 

act este sea el valor
  Consecuentemente los pixels no son clasicados 
Para paliar este problema se propone relajar las res
tricciones de consistencia dando lugar as a un nuevo
procedimiento de coloracion binaria permitiendo algu
nas inconsistencias por ejemplo un   de cuadrados
inconsistentes  La complejidad computacional queda
resuelta jando un pequeno numero de iteraciones 

o  por ejemplo 
Denotamos por incratio como el porcentaje de in
consistencias del proceso de coloracion binario es de
cir el numero de pixels inconsistentes divididos por
r  s   Como se puede observar si permitimos
valores grandes de incratio el valor de  que necesi
tamos no decrecera mucho y necesitaremos por tanto
un numero de clases pequeno  Por otro lado a ma
yor valor de incratio mayor numero de pixels seran
coloreados erroneamente 
As pues se buscara un valor de compromiso entre
estas dos situaciones  Esta solucion de compromiso
debe tener en cualquier caso ratios de inconsistencia
pequenos por ejemplo del orden de  de forma que
un porcentaje muy pequeno de pixels seran coloreados
de forma equivocada en el caso de que la imagen sea
grande esa clasicacion erronea no podra ser percibida
por el ojo humano  Cada pixel inconsistente debera
entonces ser aislado de forma que su inconsistencia no
induzca mas inconsistencias en los pixels adyacentes 
Sea col una coloracion binaria  Inicialmente
coli  j   i  j   P  y entonces se procedera a
asignar nuevos colores a cada pixel  El orden con el
que los pixels seran de nuevo coloreados sera el mismo
que tenamos en el algoritmo estricto de coloracion de
izquierda a derecha y de arriba a abajo 
En el proceso de coloracion de la primera la desde la
izquierda hasta la derecha no se produciran inconsis
tencias as como el proceso de coloracion vertical de
las columnas desde la primera  Las inconsistencias si
existen apareceran cuando exista un cuadrado sqi  j
tal que el pixel i    j   sea coloreado de forma
distinta si se hace desde el pixel i    j que si se
hiciese desde el pixel i  j   Denotaremos por ninc
al numero total de pixels inconsistentes 
Para que el proceso de coloracion funcione correcta
mente dado un pixel activado i  j   P  es muy im
portante distinguir entre aquellos que todava no han
sido coloreados acti  j   y aquellos que han sido
coloreados acti  j    Inicialmente acti  j  
para todos los pixels activados i  j 
As pues para cada pixel activado i  j   P  se puede
asociar el valor acti  j   si este pixel no ha sido
coloreado todava y acti  j   en otro caso  Inicial
mente acti  j   para todos los pixels activados 
Una vez que un pixel i  j es coloreado acti  j  
si es consistente siempre al actual nivel  en otro
caso acti  j    como se ha mencionado anterior
mente estos pixels inconsistentes deben ser aislados
para que no contaminen a los pixels adyacentes 
Se distinguiran los pixels activados acti  j   de
los no activados acti  j   en el primer caso caso
acti  j   si no han sido coloreados y acti  j 
 cuando lo sean consistentemente y acti  j  
en otro caso  Como se ha mencionado anteriormente
estos pixels inconsistentes deben ser aislados para que
no contaminen a los pixels adyacentes 
Un pixel inconsistente puede ser arbitrariamente co
loreado  Iteraciones posteriores suavizaran los efectos
de esta coloracion arbitraria 
Para detener el crecimiento exponencial de las itera
ciones del algoritmo estricto el numero de iteraciones
t debe estar acotado en este sentido se tiene un con




En cada iteracion el valor de  se escoge teniendo en
cuenta los diferentes valores de las distancias entre pi
xels  Por otra parte el parametro it
M
deber ser elegido
teniendo en cuenta muchos factores  Empricamente
as como para mejorar la visualizacion de los resulta
dos un valor razonable es it
M
 
Una vez se ha jado el valor de it
M
 diferentes valo
res de  pueden ser elegidos  Denotamos por 
t
 con
t   f       it
M
g la familia de esos valores  El pro
cedimiento vecalpha devuelve eso valores en el vector

 





A partir de los algoritmos introducidos anteriormente
se tiene una clasicacion ntida  Sean C
 




clases de dicha clasicacion 
Denici on  Dada una clase C
k
Diremos que re
gion R  P  P es homogenea respecto a dicha clase
si i  j   R  i  j   C
k
y ademas esta rodeada de
pixels que no pertenecen a C
k
De esta forma se obtienen las diferentes regiones ho
mogeneas dentro de la imagen digital  Denotaremos
por NREG al numero de regiones identicadas por
ese proceso de clasicacion 
Ejemplo  Sea P  I una imagen digital  de ta
mano x Una vez hecha la clasicacion utilizando
cuatro colores  tenemos cuatro clases	       	 A
continuacion se ve el grafo asociado a dicha clasica
cion
      	
      
     	 	
      
Figura 
 Regiones homogeneas de la red de pixels
Como puede verse la region R  f          g
es una region homogenea respecto a la clase  En esta
red de pixels se distinguen diez regiones homogeneas
Las regiones homogeneas aqu obtenidas son fruto de
una coloracion de un grafo difuso que representa una
imagen digital  Sin embargo cuando la red de pixels
es grande la forma de representar los datos es esencial
para el posterior desarrollo de la clasicacion 
Para representar las diversas regiones homogeneas se
usara una nueva imagen digital donde cada region es
representada por un color que resuma las principales
caractersticas espectrales de la region ver  
Una vez hecho esto cada region quedara representa
da por un color que presenta la vaguedad de la region
denida  Esta representacion difusa de las regiones
homogeneas puede dar lugar segun sea el interes del
estudio a una clasicacion difusa de la imagen digital
sin mas que aplicar algoritmos de clasicacion difusa
de datos como los algoritmos vistos en  o a la ob
tencion de funciones de pertenencia para las distintas
regiones homogeneas mediante funciones de verosimi
litud a cada region que han sido determinadas en la
imagen teniendo en cuenta el entorno de cada pixel 
Aplicando este algoritmo a mas de  imagenes digita
les se observa que con pocos colores se obtiene una cla
sicacion buena de las diversas regiones homogeneas 
Si el numero de colores es sucientemente grande se
tendran tantas regiones homogeneas como se tienen
en la fotografa original  Una vez que se tiene una
buena informacion acerca del numero de clases y sus
caractersticas se esta en disposicion de realizar una
clasicacion difusa ver  	 
 
 Conclusiones Finales
Los principales algoritmos no supervisados que abor
dan el problema de la clasicacion no tienen en cuenta
el entorno que rodea a cada pixel haciendo imposi
ble la clasicacion correcta en determinados casos  La
clasicacion que aqu se propone tiene en cuenta las
disimilitudes entre pixels adyacentes para una clasi
cacion ntida inicial  En este trabajo se ha hecho
hincapie en la fase de la determinacion de regiones ho
mogeneas de la imagen digital por este motivo esta
propuesta debe ser entendida como una pieza de un
algoritmo mucho mas complejo en que se aborden te
mas que aqu se tratan de pasada como la determina
cion de la adecuada funcion de pertenencia numero de
clases difusas que obtienen una buena representacion
de los datos procesos de agregacion de la informacion
   etc 
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