We consider equations involving the one-dimensional p-Laplacian
Introduction
(and their finite difference analogues) have been extensively studied since early s. Several different approaches such as variational methods, bifurcation theory, lower and upper solutions method and quadrature arguments have been successfully applied to show the existence of multiple solutions. See Brown 
where p is the p-Laplace operator for p ∈ (, ∞). They assumed that the nonlinearity f is a continuous function on R, f () ≥ , and there exist  < a 
In the special case that p =  and N = , Brown and Budin [] applied the quadrature arguments to get the following more detailed results.
Of course the natural question is whether or not the similar results still hold for the corresponding problem involving the one-dimensional p-Laplacian
We shall answer these questions in the affirmative if p ∈ (, ]. More precisely, we get the following theorem.
Theorem . Let p ∈ (, ] and let (H), (H), (H) hold. Assume that
, there exists a solution (λ, u) of (.), and λ  is the least eigenvalue of BVP
where
We shall apply the time map method to show how changes of the sign of f (·) lead to multiple positive solutions of (.) for sufficiently large λ.
In the following, we extend f so that f (u) >  for all u < , then all the solutions of (.) are positive on (, ).
Preliminaries
To prove our main results, we use the uniqueness results due to Reichel and Walter [] on the initial value problem Then the initial value problem
has a unique local solution.
Proof (H) implies that f is locally Lipschitzian. This together with the assumption f (ρ) =  and using [, (iii) and (v) in the case (β) of Theorem ] yields that (.) has a unique solution in some neighborhood of a.
Lemma . Let g : R → R be continuous. Let u be a solution of the equation
Proof Since g is independent of t, both u(x  -t) and u(x  + t) satisfy the initial value problem
By Lemmas . and ., (.) has a unique solution defined on t ∈ (, min{x  ,  -x  }). Therefore, (.) is true.
Lemma . Let (λ, u) be a positive solution of the problem
with u ∞ = ρ ∈ S and λ > . Let x  ∈ (, ) be such that u (x  ) = . Then We may assume that x  < x  . The other case can be treated in a similar way.
If u(t) ≡ u(x  ) in the interval (x  , x  ), then Lemma . yields that
This contradicts the boundary conditions u() = u() = . Therefore, u(t) ≡ u(x  ) in any subinterval of (, ). So, there exists x * ∈ (x  , x  ), such that
Obviously,
Multiplying both sides of the equation in (.) by u and integrating from t to x  , we get that
and subsequently,
This contradicts the facts that ρ ∈ S and u(x * ) < ρ. Therefore,
Similarly, we can prove that
(c) Suppose on the contrary that there existsx ∈ (,   ) with u (x) = . Then
This together with (.) implies that
This contradicts the facts that ρ ∈ S and u(x) < ρ. http://www.boundaryvalueproblems.com/content/2013/1/125
Proof of the main results
To prove Theorem ., we need the following preliminary results.
Lemma . For any ρ ∈ S, there exists a unique
Proof By Lemma ., (λ, u) is a positive solution of (.), (.) if and only if (λ, u) is a positive solution of
, we obtain
Hence λ (if exists) is uniquely determined by ρ.
If ρ ∈ S, we define λ(ρ) by (. Lemma . Let (H) and (H ) hold, and let p ∈ (, ∞). Then
where λ  is the least eigenvalue of (.). http://www.boundaryvalueproblems.com/content/2013/1/125
Proof We only deal with lim ρ→ λ(ρ)
. The other one can be treated by the same method.
To this end, we divide the proof into two cases. Case . We show that f  = ∞ implies lim ρ→ λ(ρ) = . In this case, for any M > , there is a positive number R such that f (w) > Mw p- for
Case . We show that f  = m for some m ∈ (, ∞) implies that
(.) http://www.boundaryvalueproblems.com/content/2013/1/125
Since S is open, α i / ∈ S and so there exists k :  < k < α i such that
Clearly k must be a local maximum for F and so
where ξ ∈ (α i , ρ) and η ∈ (k, u)
Hence
-/p is a nondecreasing sequence of measurable functions. Therefore, by the monotone convergence theorem and the assumption p ≥ , it follows that
Suppose next that f (α i ) = . Then F (α i ) = . Since
, where η ∈ (u, α i ),
