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Abstract
The rapid development of technology in the electrical sector within the last 20 years has
led to growing electric power needs through the increased number of electrical appli-
ances and automation of tasks. In contrary, reduction of the overall energy consumption
as well as efficient energy management are needed, in order to reduce global warming
and meet the global climate protection goals. These requirements have led to the recent
adoption of smart-meters and smart-grids, as well as to the rise of Non-Intrusive Load
Monitoring.
Non-Intrusive Load Monitoring aims to extract the energy consumption of indi-
vidual electrical appliances through disaggregation of the total power consumption as
measured by a single smart meter at the inlet of a household. Therefore, Non-Intrusive
Load Monitoring is a highly under-determined problem which aims to estimate multi-
ple variables from a single observation, thus is impossible to be solved analytical. In
order to find accurate estimates of the unknown variables three fundamentally different
approaches, namely deep-learning, pattern matching and single-channel source separa-
tion, have been investigated in the literature in order to solve the Non-Intrusive Load
Monitoring problem.
While Non-Intrusive Load Monitoring has multiple areas of application, including
energy reduction through consumer awareness, load scheduling for energy cost opti-
mization or reduction of peak demands, the focus of this thesis is especially on the per-
formance of the disaggregation algorithm, the key part of the Non-Intrusive Load Moni-
toring architecture. In detail, optimizations are proposed for all three architectures, while
the focus lies on deep-learning based approaches. Furthermore, the transferability capa-
bility of the deep-learning based approach is investigated and a NILM specific transfer
architecture is proposed. The main contribution of the thesis is threefold.
First, with Non-Intrusive Load Monitoring being a time-series problem incorpora-
tion of temporal information is crucial for accurate modelling of the appliance signatures
I
and the change of signatures over time. Therefore, previously published architectures
based on deep-learning have focused on utilizing regression models which intrinsically
incorporating temporal information. In this work, the idea of incorporating temporal in-
formation is extended especially through modelling temporal patterns of appliances not
only in the regression stage, but also in the input feature vector, i.e. by using fractional
calculus, feature concatenation or high-frequency double Fourier integral signatures. Ad-
ditionally, multi variance matching is utilized for Non-Intrusive Load Monitoring in or-
der to have additional degrees of freedom for a pattern matching based solution.
Second, with Non-Intrusive Load Monitoring systems expected to operate in real-
time as well as being low-cost applications, computational complexity as well as storage
limitations must be considered. Therefore, in this thesis an approximation for frequency
domain features is presented in order to account for a reduction in computational com-
plexity. Furthermore, investigations of reduced sampling frequencies and their impact on
disaggregation performance has been evaluated. Additionally, different elastic matching
techniques have been compared in order to account for reduction of training times and
utilization of models without trainable parameters.
Third, in order to fully utilize Non-Intrusive Load Monitoring techniques accurate
transfer models, i.e. models which are trained on one data domain and tested on a dif-
ferent data domain, are needed. In this context it is crucial to transfer time-variant and
manufacturer dependent appliance signatures to manufacturer invariant signatures, in
order to assure accurate transfer modelling. Therefore, a transfer learning architecture
specifically adapted to the needs of Non-Intrusive Load Monitoring is presented.
Overall, this thesis contributes to the topic of Non-Intrusive Load Monitoring im-
proving the performance of the disaggregation stage while comparing three fundamen-
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With the development of technology and the increasing usage of electrical appliances and
automated services, the electrical energy needs have been growing steadily for the last
century with an annual growth of approximately 3.4% in the last decade [1]. However,
the rate of change of the electrical energy needs is strongly varying between countries and
continents and heavily depends on their state of industrial and economical development





Figure 1.1.: Global energy consumption between 1995 and 2018 for different continents (normal-
ized to the year 1995 for each continent) [2].
As illustrated in Figure 1.1, continents which completed their industrial develop-
1
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ment before 1995 and now consist of mostly fully developed countries, i.e. Europe and
North America, show a significantly smaller growth in electrical energy consumption
(20-40% between 1995 and 2018) than Africa, Asia and Latin America (110-400% between
1995 and 2018) [2]. Furthermore, not only the total energy consumption but also the dis-
tribution of energy consumption per sector are of interest. For further insights, detailed













Figure 1.2.: Global electrical energy consumption per sector for the year 2017 [3].
As can be seen in Figure 1.2 the combined residential and commercial electrical en-
ergy consumption accounts for almost half of the total electrical energy consumption (for
the year 2017) [3], with the other half attributed to the sectors industry, transport and
others. More specifically, nowadays residential buildings accounts already for roughly
36% of the total electrical demand in the United States and 25% in the European Union
[4], [5].
Furthermore, studies indicate that detailed analysis and real-time feedback of resi-
dential energy consumption can lead up-to 20% savings in energy consumption through
detection of faulty devices and poor operational strategies [6], [7]. Therefore in the last
decades extensive research in smart grids, smart systems and demand management was
carried out and different optimization techniques have been developed to reduce residen-
tial energy consumption [8]. To make use of those techniques accurate and fine-grained
monitoring of electrical energy consumption is needed [9]. In detail, the systematic re-
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view conducted by [10] states that even reporting the real-time aggregated consumption
to households has an effect on their consumer behaviour, while according to [11] the
largest improvements in terms of energy savings can be made when monitoring energy
consumption on device level. Therefore, the analysis of energy on device level should
be performed through energy disaggregation, i.e. the extraction of energy consumption
on appliance level based on one or multiple measures from smart meters. Conversely, in
most of nowadays households energy consumption is monitored via monthly aggregated
measurements and thus does not provide the required real-time feedback information to

















Figure 1.3.: Energy feedback for households and power generation through smart-metering (cur-
rent technology drawn in solid and arising technology drawn in dashed).
Figure 1.3 shows the block diagram of nowadays energy distribution structure con-
sisting of power generation, consumer households, power transmission and network op-
erators with power flowing unidirectional from the power generation side via the power
transmission towards the consumer households. Additionally, Figure 1.3 includes the
elements (dashed) of a smart energy distribution structure, which is typically referred to
as smart grid or smart energy management [12] including an additional energy storage,
extended transmissions and metering structure similar to the proposed architecture in
[13]. Specifically, there is not only unidirectional power flow from the power generation
to the consumer side, but bidirectional power flow in and out of the storage. Further-
more, there is bidirectional flow of information from the consumer side towards the net-
work operator and the power generation. Moreover, energy monitoring is not done via
a monthly aggregated measures, but is carried out in approximately real-time [14]. The
3
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instantaneous feedback of a high-frequency smart meter has multiple advantages for the
power generation side as well as for the power consumption side. Regarding the power
generation it enables easily manageable power factor correction and fault detection, al-
lowing energy companies to operate their power plants more efficiently [15]. As regards
the consumers, load feedback in combination with the modelling of human behaviour,
automated planning of in-home load scheduling and external information (e.g. energy
pricing) can lead to significant savings in energy [16].
1.1. Problem Statement
With the ability to provide real-time information through smart-metering and determin-
ing detailed household energy consumption, consumer privacy concerns are arising and
energy data protection becomes prominent [17], [18]. To address these issues, energy
monitoring must be carried out cost effective and under consideration of privacy con-
cerns, e.g. through Load Monitoring (LM). Recent studies have shown that households
are usually bad at estimating individual power consumption (e.g. overrating small ap-
pliances consumption and underrating the amount of energy for heating) [19]. Therefore,
monitoring the energy consumption per appliance is needed to give adequate feedback
to the users and raise awareness for potential energy savings. Furthermore, detailed in-
formation about energy consumption per household/building is required, thus splitting
the total energy consumption down to device level is necessary as well.
Non-Intrusive Load Monitoring aims to extract the appliance energy consumption
values based on the measurements conducted by a single smart meter at the inlet of a
household or building [20]. As NILM tries to extract several variables from a single ob-
servation it is practically impossible to be solved analytically. Therefore, several methods
have been evaluated in the literature to solve the NILM problem including deep learn-
ing based approaches [21], pattern matching based approaches [22] as well as approaches
that are based on single channel source separation [23]. As each of these three approaches
is evaluated for different databases, under different pre-processing scenarios and while
utilizing different accuracy metrics’, it is not clear which are the significant advantages
and disadvantages of each approach and which of them results into the highest disaggre-
gation accuracy.
Furthermore, the device structure of households is fundamentally changing and
ever more electronic appliances, e.g. Personal Computers (PCs), Laptops or multi-media
4
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devices, as well as continuous loads, e.g. switched mode power supplies, controlled air
conditioning or controlled electric heating systems, are employed. As a consequence the
disaggregation architectures need to be constantly adapted accordingly, as previously
proposed architectures for one- or multi-state devices might not be applicable for latest
electronic devices. In this context, the problem of NILM remains a relevant problem to be
investigated, especially when considering the varying nature of the electrical appliance
structure of a household. For that reason, the three fundamental approaches of energy
disaggregation have been evaluated and compared in this work. The focus has been es-
pecially on the time varying nature and the temporal patterns of devices as well as their
harmonic content in order to account for the change of appliance structure and improve
the performance of the disaggregation algorithm. Publicly available databases and com-
monly used disaggregation metrics have been utilized in order to report results that make
comparison between approaches possible, while an evaluation on different data domains
has been presented in the context of transfer learning.
Last, assuming accurate disaggregation of the aggregated energy signal, the ex-
tracted information can be used for several purposes from which load scheduling [24]
and home activity monitoring [25] are the most relevant ones. In detail, load schedul-
ing is used to reduce peak loads and thus improve grid stability or better utilize locally
generated energy, e.g. through photovoltaic. Conversely, home activity monitoring ad-
dresses several aspects including occupancy estimation or estimation of socio-economic
information. Despite the benefits of utilizing the information provided by the energy sig-
nals, the question of consumer privacy arises and is still an open research question even
though several approaches for consumer privacy protection have been evaluated [17],
[26].
1.2. Approach
In this work the focus is especially on the performance of predictor within the energy dis-
aggregation architecture as well as on the comparison of the three fundamentally differ-
ent approaches to address the NILM problem, namely deep learning, pattern matching
and single channel source separation. First, a generalized high-level energy disaggre-
gation architecture is introduced and subsequently adapted for each of the three disag-
gregation approaches, discussing approaches from the literature as well as presenting
proposed optimizations respectively. Second, as the electrical household infrastructure
changes towards ever more electronic and continuous appliances the focus of the pro-
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posed optimizations is especially on incorporating temporal information as well as uti-
lizing the harmonic content of current and voltage signals respectively, in order to capture
the strongly time varying nature of these appliances. Third, with the roll-out of smart me-
tering devices it is crucial to have accurate transfer models for the energy disaggregation
task, where training and testing is executed on different data domains, thus a transfer
model explicitly adapted to the needs of NILM is proposed.
As NILM is a time series problem which tries to disaggregate highly time varying
electrical appliances, the accurate modelling of temporal information is crucial in order
to achieve high disaggregation accuracies. Previously published architectures try to in-
corporate the temporal information within the disaggregation architecture, i.e. through
utilizing Hidden Markov Models or Long Short Term Memory based architectures. Con-
versely, in this work the focus is mainly on including the temporal information within
the input feature vector. In this context techniques like feature concatenation and frac-
tional calculus are utilized showing improvements for low-frequency based architectures
and especially when considering non-linear appliances and appliances with transient be-
haviour.
Since NILM aims to model electrical appliances, the utilization of frequency content
is a common method to accurately describe the appliance signatures in the frequency
domain and thus have physical representation of the appliance structure. In this con-
text low-frequency and high-frequency approaches have been previously proposed and
in this work an optimization based on zero crossing in the electrical signal is presented
for low-frequency based approaches, while a full representation combining current and
voltage harmonics is proposed for high-frequencies respectively. Both approaches show
improvements, especially when it comes to capturing transients within the appliances
signatures. Moreover, the high-frequency based solutions are prominent for further im-
provements due to the wider range of frequency techniques that can be applied.
When it comes to real world applications of NILM, especially the aspect of transfer
capability is crucial, i.e. if an algorithm can be efficiently trained on one data domain (e.g.
during the development of the smart meter) and is able to achieve good disaggregation
results on another data domain (e.g. within the consumer household). In this context an
architecture with specific focus on the needs of NILM is presented, taking into account
the representation of an appliance in the frequency domain, the different state changes
of an appliance as well as the probabilities of different appliance states. The proposed




The contributions within the thesis are threefold: first new possibilities of including tem-
poral information into the energy disaggregation architecture have been presented for
deep learning and pattern matching based solutions. Second, the utilization for harmonic
content and frequency domain features has been studied for low- and high-frequency
based approaches respectively. Third, an architecture specifically designed for transfer
learning in NILM was presented. In the following more detailed explanations for each of
the three topics are presented.
The main contributions for incorporating temporal information in the energy disaggre-
gation based architecture are as follows:
1. Feature concatenation has been proposed in order to incorporate temporal informa-
tion from preceding and succeeding feature vectors at the input of a deep learning
architecture. Furthermore, the optimal number of preceding and succeeding fea-
ture vectors has been found for several different appliance types.
2. An architecture based on fractional calculus has been proposed. Especially frac-
tional calculus was utilized in order to incorporate the non-local properties of the
fractional derivatives to improve the modelling of devices with strongly time vary-
ing behaviour and interconnected devices.
3. Multi-Variance-Matching was utilized in order to have an additional degree of free-
dom when matching the active power sequences of two frames, namely having the
opportunity to skip samples and not being restricted to match the sequences at their
first and last sample respectively.
The main contributions for utilizing the harmonic content of the energy signal in the
Non-Intrusive Load Monitoring task are as follows:
1. An extension to the zero crossing rate feature was proposed utilizing multiple lay-
ers of zero crossings. It was shown that the architecture can capture the informa-
tion similarly to other frequency based methods and was directly compared to the
Karhunen–Loève Transform.
2. A high-frequency topology based on double Fourier integral analysis has been pro-
posed utilizing the full spectrum of voltage and current harmonics while trans-
ferring them to a two-dimensional representation making them suitable for being
processed by a two-dimensional CNN architecture.
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The main contributions regarding the transfer learning architecture are as follows:
1. The aspects of transfer learning were discussed in light of Non-Intrusive Load Mon-
itoring specifically discussing the needs of creating manufacture independent sig-
natures for an arbitrary electric device. Three key aspect when trying to address the
transfer capability of an Non-Intrusive Load Monitoring architecture have been ex-
tracted, namely scaling of different power values, temporal shifts and normalized
state probabilities.
2. A transfer learning architecture especially designed for the needs of Non-Intrusive
Load Monitoring has been proposed and evaluated on a common transferability
setup previously studied in the literature.
As part of this Ph.D. the following peer-reviewed journals and conferences have
been published between the year 2018 and 2021 building the foundation for the pro-
posed optimizations in this thesis. Therefore, especially the proposed optimization for
deep learning (Section 3.3), pattern matching (Section 4.3), single channel source separa-
tion (Section 5.3) and transferability (Section 6.3) are mainly abstracted from the below
articles:
• P. A. Schirmer, I. Mporas, and M. Paraskevas, “Energy Disaggregation Using Elastic
Matching Algorithms,” Entropy, vol. 22, no. 1, p. 71, 2020, doi: 10.3390/e22010071.
• P. A. Schirmer and I. Mporas, “Statistical and Electrical Features Evaluation for
Electrical Appliances Energy Disaggregation,” Sustainability, vol. 11, no. 11, p.
3222, 2019, doi: 10.3390/su11113222.
• P. A. Schirmer and I. Mporas, “Improving Energy Disaggregation Performance Us-
ing Appliance-Driven Sampling Rates,” in 2019 27th European Signal Processing
Conference (EUSIPCO), 2019, pp. 1–5.
• P. A. Schirmer and I. Mporas, “Energy Disaggregation from Low Sampling Fre-
quency Measurements Using Multi-Layer Zero Crossing Rate,” in ICASSP 2020 -
2020 IEEE International Conference on Acoustics, Speech and Signal Processing
(ICASSP), Barcelona, Spain, Apr. 2020 - Aug. 2020, pp. 3777–3781.
• P. A. Schirmer and I. Mporas, “Energy Disaggregation Using Fractional Calculus,”
in ICASSP 2020 - 2020 IEEE International Conference on Acoustics, Speech and Sig-
nal Processing (ICASSP), Barcelona, Spain, Apr. 2020 - Aug. 2020, pp. 3257–3261.
8
CHAPTER 1. INTRODUCTION
• P. A. Schirmer and I. Mporas, “Integration of Temporal Contextual Information for
Robust Energy Disaggregation,” in 2019 IEEE 38th International Performance Com-
puting and Communications Conference (IPCCC), 2019, pp. 1–6.
• P. A. Schirmer, I. Mporas, and A. Sheikh-Akbari, “Robust energy disaggregation
using appliance-specific temporal contextual information,” EURASIP Journal on
Advances in Signal Processing, vol. 2020, no. 1, p. 394, 2020, doi: 10.1186/s13634-
020-0664-y.
• P. A. Schirmer, I. Mporas, and A. Sheikh-Akbari, “Energy Disaggregation Using
Two-Stage Fusion of Binary Device Detectors,” Energies, vol. 13, no. 9, p. 2148,
2020, doi: 10.3390/en13092148.
• P. A. Schirmer, I. Mporas, and M. Paraskevas, “Evaluation of Regression Algorithms
and Features on the Energy Disaggregation Task,” in 2019 10th International Con-
ference on Information, Intelligence, Systems and Applications (IISA), 2019, pp.
1–4.
• P. A. Schirmer and I. Mporas, Multivariate Non-Negative Matrix Factorization with
Application to Energy Disaggregation,” in 2021 46th IEEE International Conference
on Acoustics, Speech and Signal Processing (ICASSP), Toronto, Canada, 2021 (ac-
cepted to be published).
Furthermore, related works and additional contributions have been published in:
• P. A. Schirmer, I. Mporas, "On the non-intrusive extraction of residents’ privacy-
and security-sensitive information from energy smart meters.", Neural Computing
and Applications (2021).
• P. A. Schirmer, C. Geiger and I. Mporas, "Reducing Grid Distortions Utilizing En-
ergy Demand Prediction and Local Storages," in IEEE Access, doi: 10.1109/AC-
CESS.2021.3053200
• P. A. Schirmer, I. Mporas and A. Sheikh-Akbari, Identification of TV Channel Watch-
ing from Smart Meter Data Using Energy Disaggregation”, arXiv: 2007.00326
• P. A. Schirmer and D. Glose, “Optimal Interleaved Modulation for DC-Link Loss
Optimization in Six-Phase Drives,” in 2019 IEEE 13th International Conference on




• P. A. Schirmer, I. Mporas and I. Potamitis, “Evaluation of Regression Algorithms
in Residential Energy Consumption Prediction” In Proc. of 3rd European Conf. on
Electrical Engineering and Computer Science, EECS 2019.
• P. A. Schirmer, C. Geiger and I. Mporas, “Residential Energy Consumption Pre-
diction Using Inter-Household Energy Data and Socioeconomic Information,” in
2020 28th European Signal Processing Conference (EUSIPCO), Amsterdam, Nether-
lands, 2020.
1.4. Organization
The rest of this work is organized as follows: Chapter 2 of this work will present an
overview about NILM, including a detailed description about the topic itself as well as
its mathematical description. Additionally, smart metering and data acquisition tech-
niques for NILM are discussed and different features and device signatures are illus-
trated. Moreover, the most common performance metrics’ for NILM as well as an overview
about the publicly available databases to evaluate NILM methods is provided.
In Chapter 3, NILM approaches based on deep learning are described. Specifically,
an introduction to supervised and unsupervised learning for NILM is given and the
state-of-the-art for deep learning NILM methods is presented. In detail, a super-state
Hidden Markov Model (HMM), a Bayesian Bi-Long-Short-Term-Memory (BiLSTM) and
a causal dilated Convolutional Neural Network (CNN) are presented. Furthermore, the
proposed optimizations for deep learning based NILM are presented for both low- and
high-frequency approaches respectively, including the integration of temporal contextual
information and Double Fourier Integral Analysis (DFIA). A discussion of the results is
presented at the end of Chapter 3.
In Chapter 4, NILM approaches based on pattern matching are described. Specif-
ically, an introduction to pattern matching techniques for NILM is given and the state-
of-the-art for pattern matching based NILM is presented. In detail, a Dynamic Time
Warping (DTW) approach and a Graph Signal Processing (GSP) approach are presented.
Furthermore, the proposed optimizations for pattern matching are introduced, especially
focusing on the advantages of elastic matching. A discussion of the results is presented
at the end of Chapter 4.
In Chapter 5, NILM approaches based on single-channel source separation are de-
scribed. Specifically, an introduction to single-channel source separation for NILM is
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given and the state-of-the-art for source separation based NILM approaches is presented.
In detail, Discriminative Disaggregation Sparse Coding (DDSC), Non-negative Matrix
Factorization (NMF) and Non-negative Tensor Factorization (NTF) are presented. Fur-
thermore, the proposed optimizations, including multivariate NMF, are presented and
the results are discussed.
In Chapter 6, transferability approaches for NILM are described. Specifically, a gen-
eral introduction to transfer learning for NILM is given. In detail, the state-of-the-art
deep learning approach based on sequence-to-point (s2p) learning is presented. Further-
more, the optimizations utilizing the Karhunen-Loeve Expansion (KLE) transform and
fractional calculus are presented and the results are discussed accordingly. A summary
in Chapter 7 concludes this work and gives an outlook for future research.
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Chapter 2.
NILM an Overview
Before discussing the more advanced optimizations within the scope of energy disag-
gregation, a short introduction for NILM is provided in Section 2.1. In Section 2.2, the
aspects of smart metering and data acquisition are discussed in detail. Furthermore, a
brief overview of features and device signatures is presented in Section 2.3 followed by
the mathematical description of the NILM problem in Section 2.4. Moreover, a discussion
on different accuracy metrics’ is given in Section 2.5 and a summary of different energy
dataset with usage for NILM is given in Section 2.6.
2.1. Introduction to NILM
Load Monitoring (LM) is the task of extracting electrical energy consumption at appli-
ance level based on one or multiple measurements, in other words to identify the onsets
(switch-on times) and offsets (switch-off times) of appliances. The concept of LM is illus-






t1 t2 t3 t4
Figure 2.1.: Conceptual block diagram of electrical appliance identification task.
Figure 2.2 presents the generalized categorization of the most widely used approaches
for solving the LM problem and can be briefly split into Intrusive Load Monitoring (ILM),
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Figure 2.2.: Classification of load monitoring techniques with focus on NILM.
The term ILM is used in the literature to define the measurement of electrical en-
ergy consumption with one sensor per device and thus has no need for a disaggre-
gation algorithm. However, the intrusive approach has the drawback of higher cost
through wiring issues, data acquisition and wired/wireless communication caused by
the increased number of sensors [27]. Furthermore, the problematic retrofitting capa-
bility makes ILM an almost infeasible approach for existing households and buildings.
Contrary, the term NILM is used to define the task of identifying the signatures of the
individual electrical appliances by using only the aggregated signal and applying disag-
gregation algorithms. The goal of NILM is to separate multivariate loads with different
electrical properties (resistive, inductive, capacitive or electronic [28], [29]) and working
routines (always on, one-state, multi-state, non-linear and continuous [30]) operating at
the same time. Other methods include approaches which are not exclusively limited to
energy measures, but utilize other metering architectures (e.g. sound or light sensors) to
identify electrical appliances accordingly [31]. The NILM approach can further be split
into three fundamental approaches for appliance identification, namely deep learning,
pattern matching and single-channel source separation.
As regards NILM approaches based on deep learning, the methods are mainly based
on the extraction of features, which will be used either for training a Machine Learning
(ML) algorithm (e.g. Support Vector Machines (SVMs) [32], Artificial Neural Networks
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(ANNs) [33], Decision Trees (DTs) [34], Hidden Markov Models (HMMs) and their vari-
ants [35]–[37] and K-Nearest Neighbours (KNNs) [38]) or defining a set of rules or thresh-
olds [39]–[42]. However, latest research in deep learning and big data lead to a significant
increase in data-driven approaches using large scale datasets (e.g. AMPds [43]). Accord-
ingly approaches based on Convolutional Neural Networks (CNNs) [44]–[46], Recurrent
Neural Networks (RNNs) [47], [48] and Long Short Time Memory (LSTM) [47], [49] have
been proposed in the literature, while in some papers denoising Auto Encoders (dAEs)
[50] and Gate Recurrent Units (GRUs) [46] have been used as well. Additionally, latest
research has focused on Generative Adversarial Networks (GANs) [51] and bidirectional
Transformers in order to incorporate self-attention mechanisms and further improve the
performance of the disaggregation algorithm [52]. Moreover, the appliance identification
task mostly requires training of the classifier and hence can be categorised as a super-
vised or unsupervised approach (e.g. unsupervised ML algorithms as k-Means, Mean-
Shift-Clustering [53] or dAEs utilizing a multi-environment event detector [54]).
In addition to the above mentioned deep-learning based NILM solutions, approaches
using template matching have been proposed. More specifically, in [55] dynamic time
warping (DTW) was used to detect transient signatures for NILM and a weighted DTW
was proposed and evaluated for different sampling frequencies. In [56] a hybrid detec-
tion approach utilizing FHMMs and DTW-based iterative subsequence clustering was in-
troduced for generating sub-sequences to refine initial estimates provided by the FHMM.
In [57] load disaggregation was performed using subsequence searching by utilizing
DTW and iteratively disaggregate one appliance at a time in order of decreasing energy
consumption of the appliances, i.e. the appliance with the highest energy consumption
being disaggregated first. In [58] a DTW-based pattern matching approach was proposed
and its performance was compared to HMMs and DTs [22].
As regards NILM approaches based on single channel source separation the NILM
problem is formulated as an optimization procedure [59]. The assumption is based on
the extraction of the individual power consumption signatures from the aggregated sig-
nal by utilizing constraints (e.g. sparseness [60], contextual figures [61] or probabilistic
features [27]) on the optimization algorithm. The most widely used algorithms are Inde-
pendent Component Analysis (ICA) [15], [62], Non-Negative Matrix Factorization (NMF)
or Non-Negative Tensor Factorization (NTF) [23], [59] and the Sparse Component Anal-
ysis (SCA) [63], [64]. In contrast to appliance identification algorithms without source
separation methods are unsupervised by the nature of the algorithm, but also require a
priori knowledge due to the limitation of measuring only the aggregated signal, making
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them semi-unsupervised [27].
2.2. Smart Meters and Data Acquisition
To address the limitation of NILM of only having the aggregated energy consumption of
a building or household available the consumed energy must be measured in approxi-
mately real-time [20]. Therefore, to measure energy consumption with high resolution in
the order of seconds and minutes smart meters are utilized. A smart meter, also referred
to as a smart plug, is a device used for measuring power/energy consumption of elec-
trical appliances with high resolution. Therefore smart meters measure the voltage-drop
over the device/circuit and the current flowing through the device/circuit with an arbi-
trary sampling frequency fs which usually varies from 1/60 Hz to 30 kHz [65]. Higher
sampling frequencies are usually preferred, since they contain more detailed information
about the energy consumption, however they increase the amount of data and the cost of
hardware [66]. To address these limitations several techniques considering efficient high-
frequency data recording as well as data compression have been proposed. In detail, the
work in [67] proposes a measurement architecture connecting an array of Analogue Dig-
ital Converters via one single bus to the micro controller, while the approach presented
in [68] showed that the careful selection of file formats and encoding schemes can save
up-to 73% of storage space. Conversely, with the sampling rate in the order of seconds
data handling for several months/years becomes feasible without any additional opti-
mizations and hardware costs are relatively low.
In detail, smart meters measure the voltage between line and neutral (VLN) and the
current flowing through the device (IL). Correspondingly the voltage and current of







Figure 2.3.: Block diagram of a single-phase smart meter with additional services.
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From left to right Figure 2.3 displays: the one phase power-line interface for any
common application, the measurement of voltage/current, and the services provided by
the smart meter. In terms of power-line interface there are one-phase and multi-phase
smart meters, while the metering structure is more expensive with multi-phase due to
the increased number of sensors and the correlation of the phases [69]. What concerns
measurement techniques for the current two different architectures are being utilized,
namely Electromagnetic Interference (EMI) via a current transducer or direct measure-
ment via a shunt-resistor [70]. The voltage is almost always measured through a stan-
dard voltage-probe. Finally, services provided by the smart meter can be either realized
in hardware inside the smart meter or (more often) in form of any external signal pro-
cessing on a server, where the raw current and voltage measurements are processed in
the cloud [71].
2.3. Features and Device Signatures
In order to efficiently disaggregate appliances from the aggregated consumption, the def-
inition of device signatures is crucial. In the context of this thesis a device signature repre-
sents the operational nature of the appliance, an thus its electrical properties. According
to [20] devices can be categorized into there distinct categories:
• One-State appliances that only have two distinct states of operations, thus on/off
behaviour (e.g. lamps, kettles, toasters, etc.)
• Multi-State appliances that have a finite set of operating states and can be repre-
sented as a Finite State Machine (FSM) (e.g. washing machine, dryer, dishwasher,
etc.)
• Continuous appliances that have an infinite amount of power states and operate in
a power range Dp = [0, ..., pmax] (e.g. light dimmers, voltage source inverters (VSI),
fully controlled air conditioning, etc.)
In addition to these three appliance types, a fourth type is introduced in [12] and
is referred to as ’always-on’. These appliances stay always in their on state after initially
being switched on (e.g. hard wired smoke detectors or hard wired phones), until they are
switched off again. However, as these appliances usually have a low and constant power
consumption, they can be treated as a constant offset to the disaggregation problem and
are thus not further considered. Conversely, an additional fourth type is introduced,
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similar as in [72], and referred to as non-linear appliances characterized by their strong
statistical variation of power consumption without fixed states (e.g. electronic devices
like laptops, personal computers, LCD screens, etc.). A graphical example of each of the













Figure 2.4.: Illustration of four device types with different operational behaviour.
To efficiently disaggregate the aggregated signal to appliance level the appliance sig-
natures of one-dimensional power signal need to be transferred to a sequence of multidi-
mensional feature vectors uniquely characterizing the appliance behaviour. The features
extracted from the aggregated energy measurements strongly depend on the sampling
frequency. Therefore, either low-frequency features (macroscopic also referred to steady-
state) or high-frequency features (microscopic also referred to transient) are used [73].
Steady-State features are mainly active and reactive power and a set of statistical low-
frequency features computed from the active or reactive power (e.g. mean, median, vari-
ance or energy) [74]. Contrary, transient features are limited by the sampling frequency of
the respective database and features, e.g. current harmonics, Total Harmonic Distortion
(THD) or transient energy are computed [11], [39] to disaggregate energy consumption at
device level. In this context the ranking of several low- and high-frequency features has
been investigated. In detail, the approach in [72] evaluates statistical and electrical low
frequency features, while the approach in [75] evaluates high-frequency start-up events
extracting 36 different features. Furthermore, [76] focuses on switching transients of up to
250 kHz, while [77] investigates the signatures of continuous and non-linear appliances
especially considering switched mode power supplies. According to the above explana-
tions, features can briefly be grouped into low-, medium-, high- and ultra-high frequency
as shown in Table 2.1, where the most widely used features per category are listed.
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Table 2.1.: Feature categorization according to sampling frequency































2.4. NILM Problem Formulation
Energy disaggregation can be formulated as the task of determining the power consump-
tion on device level based on the measurements of one sensor, within time windows.
Specifically, for a set of M-1 known devices each consuming power pm with 1  m  M,
the aggregated power pagg measured by the sensor will be:









where e = pM is noise generated by one or more unknown devices and f (·) is the ag-
gregation function. In NILM the goal is to find precise estimations p̂m of the power con-
sumption of each device m using an estimation method f 1(·) with minimal estimation
error and p̂M = ê, i.e.,









As Equation 2.2 is practically impossible to solve analytically, most energy disaggre-
gation methodologies are based on the segmentation of the aggregated signal into frames
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and estimation of the power consumption on device level within each frame utilizing ei-
ther deep learning based models, pattern matching or single-channel blind source separa-
tion. In order to provide more distinct information to the disaggregation function f (·) 1
usually each frame of the active power signal, ptagg, is transferred to a higher dimensional
feature representation Xtagg = v(ptagg), where v(·) is a feature mapping function. Accord-
ingly the disaggregation problem from Equation 2.2 can be reformulated on frame level
as in Equation 2.3.
P̂t = { p̂t1 , p̂
t






































Figure 2.5.: Baseline NILM architecture including, smart metering, pre-processing, framing, fea-
ture extraction, disaggregation and post-processing.
As illustrated in Figure 2.5 the baseline system consists of smart metering of the
aggregated signal (pagg), pre-processing (p
0
agg), framing (ptagg), feature extraction (Xtagg),
disaggregation and post-processing giving an estimation of the appliances’ power con-
sumption for each frame (P̂t = { p̂t1 , p̂
t
2 , ..., p̂
t
M 1, ê
t}). For the rest of this thesis the ar-
chitecture illustrated in Figure 2.5 will be considered as baseline system and adaptations
and optimizations of this baseline system will be presented accordingly.
2.5. Performance Metrics
As NILM was introduced roughly 30 years ago a wide variety of different performance
metrics has been proposed in literature so far. Considering the latest trends in NILM only
a few of these metrics became widely established performance measures for nowadays
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NILM approaches, these metrics are listed in Table 2.2. In detail Table 2.2 includes, next
to the performance metric, a short description and the definition of variables for each
metric. Furthermore, if the metric was introduced as part of the performance evaluation
in NILM, the according publication where it was initially proposed was included. An
extensive overview for all metrics used to measure performance in NILM can be found
in [78].
Table 2.2.: Most widely used performance metric to compare NILM setups
Name REF Metric Variables/Description
Event-based (Event Detection)
Classification Accuracy - ACC = TP+TNTP+TN+FP+FN Accuracy is the number of correctly assigned matches com-
pared to the total of all possible matches (True positives




[79] ITP = Â
T
t=1 | p̂tm ptm|
Nm To account for different number of states the inaccurate true
positives normalize each appliance to its maximum num-
ber of states
Accurate True-Positive [79] ATP = 1  ITP The accurate true positive are defined according to the in-
accurate positives resulting to 100% ground-truth
Precision [79] PR = TPTP+FN Precision is the proportion of relevant instances that were
reported of being relevant against all the instances that
were relevant
Recall [79] RC = TPTP+FN Recall is the proportion of relevant instances that were re-
ported as being relevant against the truly relevant instances










t=1( p̂tm   ptm)2 The root-mean-square error gives the difference between
the ground-truth and estimated power consumption
Mean Absolute Error - MAE = 1T Â
T
t=1 | p̂tm   ptm| The disaggregation error is the normalized error between
estimated power consumption and ground-truth
Sum of Absolute Error - SAE = |E Ê|E The sum of the absolute error is the normalized difference
between actual energy E and predicted energy Ê
Estimated Energy
Fraction Index






The estimated energy fraction index provides the estimated
fraction of energy consumed
Actual Energy Fraction
Index






The actual energy fraction index provides the actual frac-
tion of energy consumed








The estimation accuracy is used to evaluate overall perfor-
mance of the NILM disaggregation algorithm
Estimation Accuracy
(Device level)
[80] EmACC = 1 
ÂTt=1 | p̂tm ptm|
2 ÂTt=1 |ptm|
The estimation accuracy can be modified to measure indi-
vidual device performance
Disaggregation Error [59] DE = ÂMm=1
1
2 kpm   p̂mk
2
2 Total disaggregation error as commonly used for source
separation approaches
Specifically the performance metrics in Table 2.2 can be split into metrics for event-
based NILM approaches (classification) including the classification Accuracy (ACC), the
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Inaccurate True-Positives (ITPs), Accurate True-Positives (ATP), the Precision (PR), the
Recall (RC) and the F-Measure (F1), as well as metrics’ for state-based approaches which
perform energy disaggregation (regression) including Mean-Average-Error (MAE), Root-
Mean-Square-Error (RMSE), Estimated Energy Fraction Index (EEFI), Actual Energy Frac-
tion Index (AEFI) and Estimation Accuracy (EACC). Considering event-based NILM met-
rics these can be further split into metrics for detection on device level e.g. PR or RC,
namely if a device is ON/OFF, and metrics for detection on state level to account for
multi-state devices e.g. ITP or ATP.
To evaluate event-based NILM approaches many researchers use ACC to measure
how well an algorithm can predict ON/Off states of specific appliances. However, since
there are appliances that either run very rarely or are almost always ON using ACC as a
metric can lead to misleading performances [79], [81]. Therefore the F-Measure is used
to evaluate the prediction of these appliances more accurately. However the F-Measure
is not rigorously defined for multi-state appliances and considers only ON/OFF states.
Therefore PR and RC are redefined taking into account the number of states of each de-
vice through calculating the IPTs and ATPs respectively. Moreover, to evaluate how well
a NILM approach can disaggregate the aggregated signal on device level a set of state-
based performance metrics have been proposed in the literature as well. RMSE is widely
used in the NILM community taking the difference between the estimated power con-
sumption p̂tm and the actual consumption ptm for each time frame t. However, RMSE
makes the comparison between different NILM approaches rather difficult as the mea-
sure is not normalized [81]. To address this issue a set of normalized performance metrics
have been proposed with EACC introduced by [80] being the most widely used metric.
Specifically, EACC measures how well the energy has been disaggregated (including a
double counting for errors) and maps the difference between the estimated consump-
tion and the ground-truth to a disaggregation accuracy making it a suitable choice for
comparing different NILM methods with each other.
2.6. Datasets
To ensure uniform comparison and standardization for energy disaggregation as well
as comparability between publications and researchers respectively, selecting standard-
ized performance metrics and the usage of public datasets is crucial [82]. Furthermore,
the combination of public datasets and performance metrics, enables cross-comparison
of proposed methods (e.g. filtering techniques, selected features, classifiers) between re-
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searchers, helping to promote the overall academic outcome.
With rising interest in NILM techniques and load disaggregation in the last 20 years,
the monitoring of energy consumption for creation of publicly available datasets was
only started within the last ten years [82]. Therefore, all existing datasets offer good rep-
resentation of existing housing structures and environments, and therefore are suitable
for state-of-the-art investigation. However, changes in electrical household appliances
are apparent, e.g. more continuous devices (controlled AC and switched power sup-
plies) or strongly non-linear devices are getting established [83]. It follows, that given
datasets might not be an accurate description in the near future. To give the reader an
overview about existing datasets that are suitable for NILM Table 2.3 introduces the most
widely used datasets for aggregated signal measurements with corresponding ground
truth, which is mainly abstracted from [78]. In detail the columns in Table 2.3 list the
year and country in which the database was recorded, the number of houses and devices
’#-houses/devices’, the monitoring duration, the measurement approach, the measured
features and the sampling resolution separately for device level and aggregated data.
Table 2.3.: Overview of considered publicly available datasets and their properties (SB=’State-
Based’, EB=’Event-Based’, V=’Voltage’, I=’Current’, P=’Active Power’, Q=’Reactive Power’,
S=’Apparent Power’, O=’Optional’, EE=’Electric Energy’, Agg=’Aggregated’, App=’Appliance’)
Name Year Country #-houses #- devices Duration Approach
Measured Features Resolution
V I P Q S O Agg App
REDD 2011 US 6 9-24 2-4 weeks SB X X X - - - 15kHz 1/3Hz
BLUED 2012 US 1 30 1 week EB/SB X X X X - - 12kHz 1Hz
ECO 2014 Swiss 6 7-12 8 months SB X X X X - j 1Hz 1Hz
UK-DALE 2014 UK 5 5-40 655 days SB X X X X X - 16kHz 6 sec
Dataport 2013 US 1400 70 4 years SB - - X - - - 1min 1 min
Smart 2012 US 8 25 3 months SB - - X - X - 1Hz 1Hz
RAE 2016 Canada 1 24 72 days SB X X X X X PF, fs 1Hz 1Hz
iAWE 2013 India 1 33 74 days SB X X X X X fs, j 1Hz 1Hz
IHEPCDC 2013 France 1 9 4 years SB X X X X X - 1min 1 min
REFIT 2014 UK 2 9 2 years SB - - X - - PF 8sec 8sec
AMPd 2013 Canada 1 19 2 years SB X X X X X PF, Fs 1min 1min
COMBED 2014 India 1 200 1 month SB X - X - - - 30sec 30sec
DRED 2015 Holland 1 9 6 months SB - - X - - - 1Hz 1Hz
SustDataED 2016 Portugal - 17 10 days EB/SB X X X X - - 12.8kHz 0.5Hz
EEUD 2017 Canada 23 - 1 year SB - - X - - - 1m 1 min
BLOND 2018 Germany 1 53 50-230 days SB X X - - - - 50-250kHz 6.4-50kHz
RBSAM 2014 US 101 6 27 months EB - - - - - EE - 15 min
HES 2012 UK 250 23 1-12 months EB - - - - - EE - 2-5 min
Tracebace 2012 Germany 158 43 6 years SB - - X - - - - 0.1Hz
GREEND 2014 Austria 8 9 6 months SB - - X - - - - 1Hz
ACS-F1/2 2011/13 Swiss - 10 (15) 2 hours SB X X X X X j - 0.1Hz
PLAID 2014 US 55 11 - - X X - - - - - 30kHz
WHITED 2016 Germany - 110 - - X X - - - - - 44.1kHz
LILAC 2018 Germany - 15 - - X X - - - - - 50kHz
CREAM 2020 Germany - 2 - - X X - - - - - 6.4kHz
HFED 2015 India - 15 - - - - - - - EMI - 5MHz
COOLL 2016 France - 12 - - X X - - - - - 100kHz
Table 2.3 provides a list of 27 databases with a huge variety concerning countries,
sampling frequencies, devices and monitoring duration respectively. Out of these 27
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databases 16 databases (REDD [80], BLUED [84], ECO [85], UK-DALE [86], Dataport
[87], Smart [88], RAE [89], iAWE [90], IHEPCDC [91], REFIT [92], AMPd [43], COMBED
[93], DRED [94], SustDataED [95], EEUD [96] and BLOND [97]) can be used for training
state-based NILM systems as they include both aggregated power consumption as well
as consumption on device level, while five of them (RBSAM [98], HES [99], Tracebace
[100], GREEND [101], ACS-F1/2 [74]) only include power consumption on appliance
level hence are not suitable for testing NILM approaches. Furthermore there is a set
of six (PLAID [102], WHITED [103], LILAC [104], CREAM [105], HFED [106], COOLL
[107]) additional databases that are consisting of transient appliance signatures and can
only be used for extracting features, create transient appliance models or design edge
detectors. Especially, CREAM enables the extraction of internal operation states, which
could potentially be used to improve the modelling of complex devices. Moreover, the
databases can be categorized according to high/low sampling frequencies including five
database, namely REDD, UK-DALE, BLUED, BLOND and SustDataED, having high fre-
quency measures of raw current and voltage for the aggregated data. However, the
BLOND database is, to the best of the author’s knowledge, the only database provid-
ing high frequency measure for the individual appliance consumption hence providing
high frequent ground truth data making it suitable for testing disaggregation approaches
with different sampling frequencies. As regards features all databases contain the active
power as dominating feature, with one exception of the BLOND database, as all features
can be calculated for the BLOND database as it contains voltage and current with high
sampling frequencies, and voltage, current and reactive power as secondary features.
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Chapter 3.
NILM based on Deep Learning
In this Chapter deep learning based NILM approaches will be discussed. In detail, in
Section 3.1 an introduction to learning methods will be provided with more detailed de-
scriptions of supervised and unsupervised learning methods for NILM in Section 3.1.1
and Section 3.1.2. Furthermore, state-of-the-art deep learning based NILM approaches
are presented in Section 3.2, with a super-state HMM approach presented in Section 3.2.1,
a Bayesian BiLSTM approach presented in Section 3.2.2 and a causal gate dilated CNN
presented in Section 3.2.3. Moreover, the proposed optimizations are discussed in Section
3.3, with low-frequency approaches being presented in Section 3.3.1 and high-frequency
approaches being presented in Section 3.3.2. A discussion including results from the lit-
erature as well as results from the proposed optimizations are provided in Section 3.4.
3.1. Introduction to Learning Methods
In this Section an introduction to supervised and unsupervised learning methods will be
given. In detail, for the supervised learning a brief introduction to weight updating and
the calculation of the output of a single artificial neuron is given in order to introduce
notation for Section 3.2.2 and Section 3.2.3. Furthermore, for unsupervised learning a
brief introduction to Factorial Hidden Markov Models (FHMMs) is given in order to
provide notation for Section 3.2.1.
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3.1.1. Supervised Learning
Approaches for supervised learning of NILM require a training set of labelled samples
{(Xnagg, pn)}, with n = 1, ..., N, where Xnagg 2 RF is the nth input sample of a F dimen-
sional feature vector of the aggregated signal and pn is the appliance power consumption
of one device for the nth sample respectively. For supervised learning, inputs Xagg and
appliance consumption values p are used to train a model, e.g. a regression model r(·), to
capture the relation between inputs (aggregated signal) and targets (appliance consump-
tion) r : Xagg ! p. In order to illustrate the principle of the back-propagation algorithm
and the updating of the neurons weights lets consider a single artificial neuron with index
j, input vector x 2 RF, weights wij, transfer function Â, activation function j, threshold
qj and output sj as illustrated in Figure 3.1. It must be noted that the subscript 0agg0 is















Figure 3.1.: Artificial neuron for deep neural network.
As illustrated in Figure 3.1 the artificial neuron takes as input a F dimensional vector






In order to optimize the output of the neuron the weights are adapted using an error
function, calculating the distance between the neurons output sj and the ground-truth
value p as formulated in Equation 3.2.
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(pi   si)2 (3.2)
To update the weights gradient descent is used in order to follow the steepest path











In order to find the difference of the weights Dwij for the next iteration step the
partial derivative of E, ∂E∂wij , is multiplied with a constant factor the so called learning rate





The weight of the iteration step n+ 1 can then be written using the difference weights
Dwij as calculated in Equation 3.4 and the weights of the previous iteration at time step n
as in Equation 3.5.
wn+1ij = w
n
ij + Dwij (3.5)
Finally the weights are updated as long the error function E decreases, as long as
the partial derivative of E is larger than a certain error margin e, namely ∂E∂wij > e.
3.1.2. Unsupervised Learning
Unlike supervised approaches, unsupervised approaches for NILM try to achieve load
disaggregation without the need of the ground-truth power consumption and thus with-
out utilization of priori knowledge. In detail, the unsupervised approaches rely on clus-
tering of the aggregated power signal pagg in order to find the best representation of com-
binations of per appliance power signals pm, m = 1, ..., M, that describes the aggregated
observation pagg. For this purpose several unsupervised approaches have been proposed
including clustering in the P-Q plane utilizing k-Means or hierarchical clustering algo-
rithms [108]. Furthermore, Hidden Markov Models (HMMs) and its variants were also
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explored in order to disaggregate the aggregated power signal. A typical HMM model
can be defined as follows:
lH = (S, O, A, B, p0) (3.6)
where S = {s1, ..., sK} is a set of possible states, O = {o1, ..., oN} is a set of observations,
A 2 RKxK is the transition matrix describing the state changes from time step t   1 to
t, B 2 RKxN is the emission matrix describing the observation probabilities for seeing
a particular observation at time step t and p0 2 RN are the initial state probabilities.
Specifically, the elements of the transition matrix A, Âi aij = 1, and emission matrix B,
Âi bij = 1, can be written as in Equation 3.7 and Equation 3.8.
aij = P(St = j|St 1 = i) (3.7)
bij = P(Ot = j|St = i) (3.8)
Lets consider a set of M appliances with N states each, thus the total number of
HMM states (super states) would be K = NM, assuming same number of states for each
appliance [36]. In order to reduce the complexity, it is assumed that the aggregated power
of a time step t, ptagg, depends on a linear combination of several appliances, resulting in
a Factorial Hidden Markov Model (FHMM) modelling a set of M appliances with M
Markov chains instead with K states [36]. In detail the unsupervised approach of [79]
uses a FHMM as illustrated in Figure 3.2.
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Figure 3.2.: Illustration of FHMM for a set of M appliances
For the FHMM in Figure 3.2 the model considers multiple independent hidden
states for each time instance t. In detail for an input sequence of the observed aggregated
power signal ptagg the FHMM finds the optimal sequence of states zm, m = 1, ..., M, for a
set of M appliances. Based on the approach of [79], several optimizations and extension
regarding the FHMM concept have been proposed. In detail, the work in [37] presents
a combination of additive and difference FHMMs in order to overcome the difficulty
of finding global minima in the state sequence. Extensions to multi-state devices have
been presented in [109] proposing Hierarchical Dirichlets Process Hidden Semi-Markov
Model (HDP-HSMM) using complex data. Latest papers focused on optimization of the
Viterbi algorithm in order to reduce the complexity when considering a large number of
appliances M and number of super states K [36].
3.2. State of the Art
In order to give insight into the latest trends for deep learning based NILM approaches
the following three approaches will be discussed. First, the sparse HMM approach from
[36], which is utilizing a super-state HMM and optimizes the solution by proposing a
sparse representation of the Viterbi algorithm (Section 3.2.1). Second, the BiLSTM ap-
proach from [110], which is proposing an optimization on the forward and backward
path as well as an optimal hyper-parameter tuning using Bayesian optimization (Sec-
tion 3.2.2). Third, the CNN approach from [21], which is proposing a gate dilated CNN
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that is considering a causal implementation of the common s2p implementation (Section
3.2.3).
3.2.1. Super-State HMM based NILM
As discussed in Section 3.1.2 HMMs and especially FHMMs are a natural solution for
the NILM problem, but facing the issue of time and space complexity through the expo-
nential growth of super-states with increasing number of appliances [36]. In detail, the
proposed super-state HMM from [36] proposes a solution that is based on the sparsity of
the transition and emission matrices and performs a sparse Viterbi algorithm in order to
solve the HMM. Therefore, the sub-metered data is first analysed and Probability Mass
Functions (PMFs) are build from the load priors, which are used to create one super-state
HMM. The super-state HMM is then solved using the proposed sparse Viterbi algorithm.
The proposed solution is illustrated in Figure 3.3.MAKONIN et al.: EXPLOITING HMM SPARSITY TO PERFORM ONLINE REAL-TIME NILM 2577
Fig. 1. Block diagram of our disaggregator.
a triple of loads). However, he limited the number of inter-
nal load states to only two (ON or OFF). Zeifman reported
the accuracy of VAST to an average of 90.2% on 9 (simple
ON/OFF) loads. Such an approach would require the approx-
imation of a many-state load (e.g., the dishwasher) to be a
simple ON/OFF load; however, the majority of modern appli-
ances are many-state. Zeifman used triples of loads to avoid
one large sparse transitions matrix, but his transitions matrices
could still have zero-probability elements and sparsity in the
emission matrix was not dealt with.
Like Zeifman, we take advantage of matrix sparsity, but in
a different way. Unlike Zeifman, we can disaggregate loads
with complex multi-state power signatures – not just ON/OFF
loads. Additionally, we have provided a more efficient and
simple method to do so.
D. Semi-Supervised and Unsupervised Learning
Parson [15] used a variant of the difference FHMM from
Kolter and Jaakkola [10]. They proposed a disaggregator that
would train generic appliance models to specific appliance
models. This method shows promise for disaggregating a small
number of cyclical type appliances such as fridges and freez-
ers. It requires a lengthly training window making it more
suited for running off-line.
To have their solution run online, they have focused on
using a cloud computing based solution [15] to perform algo-
rithm execution, which could result in data privacy concerns
amongst consumers. While they have demonstrated that there
is promise in being able to take general appliance models
and actively tune them, this method is limited to cyclical
appliances – which has practical limits. Additionally, this algo-
rithm still needs a form of priors which is referred to as
a general appliance model. Loads that are more complex,
such as HVAC systems, operate quite differently based on
make/model and efficiency. Such complexity means that it
would not be possible to have a general appliance model for all
HVAC systems, unlike fridges and freezers that operate very
similarly regardless of the make/model and efficiency level.
Our solution, which needs priors, can disaggregate multi-state
appliances. We believe this is a more practical solution that
can be implemented in houses now to assist homeowners in
realizing energy savings.
Recently, Johnson and Willsky [16] considered using the
factorial variant of a hidden semi-Markov model (HSMM)
because they provided a means of representing state dura-
tions in a load model. Although the authors claimed this was
unsupervised learning, they were incorrect [15] because they
used labeled data to build the appliance models from the same
dataset used to test. Rather than having their algorithm run on
the entire dataset, they hand-picked a number of specific seg-
ments for testing and evaluation – this does not constitute a
real-world scenario. Our evaluations test on the entire dataset.
One of our main goals is to achieve high accuracy scores.
We believe disaggregators with active tuning (unsupervised
learning) may not work best for occupants. It is our opinion
the disaggregator would take too long to learn what loads are
in a house. Long learning times cause occupants to lose confi-
dence in the disaggregator’s ability to work properly because
of incorrect results. However, these problems provide direction
and motivation for future work.
III. METHODOLOGY
Our disaggregator (Figure 1) first analyzes the sub-metered
data from load priors and creates a probability mass function
for each. Load states are then determined by quantizing the
probability mass function (PMF) further. Each of the load’s
states is then combined to create a super-state HMM. The
super-state HMM is very sparse, and matrices are compressed
to take advantage of this. Once the super-state HMM is built,
there is no need for further sub-metering. The act of model
building creates a super-state HMM. We then take the last
times observation and the current observation and use our
sparse Viterbi algorithm to disaggregate the state of each load
and estimate load consumption. The compression technique we
use provides a computationally efficient way to perform exact
inference in a way that is both space and time optimized to
alleviate the state exponentiality problem HMMs have.
A. Nomenclature
A - the transition matrix (K!K)
B - the emission matrix (K!N)
K - the number of whole-house states (or super-states)
K(m) - the number of states for the m-th appliance
kt - the super-state at time t
k(m)t - the m-th appliance state at time t
M - the number of loads/appliances
N - the number of possible observations
P0 - initial prior probabilities vector t
Pt - the posterior probability vector at time t
PMF - probability mass function
Pr[·] - the probability of
pYm(·) - the PMF of the m-th appliance
S - the super-state
T - the length of time
X - the hidden load/appliance state
Figure 3.3.: P oposed super-state HMM utilizing the proposed sparse Viterbi algorithm from [36].
In detail, lets consider a set of M tim -dependent device signatures X = {x1, x2, ..., xM}
with m being the load index, and lets assume that X is from a set of discrete measure-
ments X 2 {0, 1, ..., Lmax} where Lmax is the maximum possible load state. The PMF





Pr(xm = l), if l 2 {0, 1, ..., Lmax}
0, oth rwise
(3.9)
where Pr(xm = l) is the probability that the load value of the mth device is l.
Lets consider a HMM as described in Section 3.1.2 where S is now a set of super-







state of the mth appliance for the tth time-step. Let xtagg, i.e. xtagg = Â
M
m=1 y(ztm), be the
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observed aggregated consumption with y(·) being the mapping of the appliance state to
the appliance consumption, e.g. active power, current draw, etc.. As most appliances
have less than the maximum number of Lmax states, the load model in [36] is described
for a quantized set of Km bins for the mth device, with the first bin corresponding to the
OFF state and the other bins being centred around the PMF, i.e.:
pxm(l) = Pr(y(x
t
m) = l) l 2 {0, 1, ..., Lmax} (3.10)
As described in [36] the quantized super-states can be indexed linearly in terms of
the indices of the quantized internal states k1, k2, ..., kM as follows:









Therefore, individual load states indices km can be iteratively extracted from k by
taking the remainder of the division of k by partial products ’mi=1 Ki, starting with km
[36]. The sparsity of the matrices A and B can then be exploited utilizing the sparse
Viterbi algorithm as presented in [36] and in Algorithm 1.
Algorithm 1 Sparse-Viterbi l = (·)
Input: K, A, B, p0, xt 1agg , xtagg
Output: kt
Viterbi Step 1:
1: Pt 1  {}, Pt  {}
2: for (j, pb) 2 B(xt 1agg ) do
3: Pt 1(j) p0(j) · pb
4: end for
Viterbi Step 2:
5: Pt 1  {}, Pt  {}
6: for (j, pb) 2 B(xtagg) do
7: for (i, pa) 2 A(j) do
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where the current super-state kt = argmax(Pt) is returned for each sliding window of







where ktm is the index of the estimated appliance state and x
peak
m the maximum value of
the PMF.
The results for the sparse Viterbi algorithm and its impacts on time- and space-
complexity are illustrated in Figure 3.4.
2580 IEEE TRANSACTIONS ON SMART GRID, VOL. 7, NO. 6, NOVEMBER 2016
TABLE II
TIME AND SPACE COMPLEXITY RESULTS USING DATA FROM AMPDS: UN/COMPRESSED HMMS AND BASIC/SPARSE VITERBI ALGORITHMS
Fig. 2. Space complexities (left) and time (right) complexities for comparing standard HMM space and Viterbi algorithm time with their sparse implementations
as the number of super-states increases. Test used AMPds disaggregating from 1 to 19 loads. A graphical depiction of Table II.
assumed to be the location of the corresponding PMF peak,
i.e., y(x̂(m)t ) = y(m)peak[k
(m)
t ], where k
(m)
t is the index of the
decoded quantized internal state of appliance m at time t. To

















IV. ALGORITHM COMPLEXITY AND EFFICIENCY
Table II and Figure 2 summarizes the discussion below. We
did not test more then 19 loads as AMPds [12] only has 19
sub-meters.
A. Space Complexity
As the number of loads to disaggregate increases, the num-
ber of super-states K grows exponentially, and so too do the
dimensions of P0, A, B, and Viterbi algorithm path vectors Pt.
However, in the case of load disaggregation these vectors and
matrices are very sparse. In fact, so sparse that using an HMM
with full super-state space is a practical option. The theoret-
ical sparsity of B is clear from its definition. Since for each















each row of B should contain exactly one non-zero element
(and that element is equal to 1). However, with quantization,
Figure 3.4.: Time and space complexity for super-state HMM utilizing the sparse Viterbi algorithm
(left: space complexity, right: time complexity) [36].
As illustrated in Figure 3.4 the approximated space complexity is in the order of
O(k
p
k · log2K2) and the time complexity is approximately in the orde of O(k · log2K2)
with k being the sum of the states of all loads Âm Km [36]. For detailed explanations of
the approxi ations of the complexities for time and space, as well as the extensive ex-
perimental protocols and results, the interested reader is referred to [36]. For a summary
of the results and a comparison with the proposed op imizations the reader is referred to
Section 3.4 of this work.
3.2.2. Bayesian BiLSTM based NILM
Next to HMMs, LSTM are another natural choice for solving the NILM problem due
to their ability of accurately modelling temporal information for one dimensional time-
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series’. Therefore, several LSTM based NILM approaches have been proposed, e.g. deep
recurrent LSTM in [49], adaptive bidirectional LSTM in [111] or regularized LSTM in
[112]. However, a problem with these approaches is to find the optimal LSTM network
structure, namely the optimal number of hidden layers including their free parameters,
i.e. number of nodes per layer, activation functions, etc.. This problem is addressed in
[110] where a bidirectional LSTM (BiLSTM) is proposed, which is parametrized with its
optimal configuration using Bayesian optimization.
In detail, the approach in [110] tries to model the regression function r(·) using a
neural network as described in Equation 3.13 and Equation 3.14 (the notation is based on































where tanH is the explicit choice of the activation function j, utm being a state vector
describing all hidden layer responses for mth appliance and the tth input frame and vm
is a set of additional weights linearly combining the weights of the hidden layers for the
mth appliance respectively.
In order to capture the time dependent information, for both previous and future
values, the approach in [110] considers dependencies on the forward- and backward-
pass of the LSTM. This is in fact necessary as electrical appliances show a non-causal
nature, thus a state at frame index t does not only depend on the previous index t   1,
but also influences the future states at index t + 1. Therefore, the proposed model in
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As electrical appliances do not only show short-term temporal characteristics, but
also extended operational characteristics, the above descriptions are implemented in
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b) LSTM Cell
Figure 3.5.: BiLSTM recurrent regression model in a) and respective memory cell in b)
As illustrated in Figure 3.5 the LSTM cell consist of four parts, namely the input gate
(i(·)), the forget gate ( f (·)), the cell candidate (g(·)) and the output gate (o(·)). Each of the
four gates takes as input one frame of the aggregated signal ptagg as well as the hidden
state information h(t   1). The output of each cell for the frame t is then calculated
using the cell state c(t  1), the hidden state h(t  1) and the input frame ptagg as shown
in Figure 3.5. Detailed description of the calculation of the LSTM output can be found
in [110]. However, the problem remains to find the optimal configuration for the LSTM,
thus the optimal number of layers and nodes as well as the choice of different activation
functions and input dimensionality. Therefore, a Bayesian optimization is proposed in
[110].
Lets consider a certain number of parameter configurations pi and a set of multi-
ples of these configurations P1:N = {p1, p2, ..., pN}, where N is the number of different
configurations. Then an improvement functions I(·) is introduced in [110] considering
the evaluation of different model configurations p. The improvement function is given
in Equation 3.17.
I(pagg, pm, P) = max{0, Emin   E(pagg, pm, P)} (3.17)
where E(pagg, pm, P) is an error function evaluating the performance of the model based
on the configuration P, the input pagg and a desired targets pm being the ground-truth
appliance signals and Emin being the minimum error respectively.
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Assuming a probabilistic framework under exploitation of the Bayesian rule the
work in [110] assumes a Gaussian distribution of the error function P(E) and describes
the error probability P(E|P1:N) for the set of configurations P1:N as described in Equation
3.18.
P(E|P1:N) µ P(P1:N |E) · P(E) (3.18)
Assuming Gaussian distribution the process can be described by a set of means µ(p)




k(p1, p1) · · · k(p1, pN)
... . . . · · ·
k(pN , p1) · · · k(pN , pN)
3
775 (3.19)
where k(·) is a kernel function. The goal of the optimization is to find a new configuration
p⇤ increasing the improvement function as described in Equation 3.17. After finding such
a configuration the initial set of configurations will be extended to P1:N+1 including p⇤.






where b = [k(pN+1, p1), ..., k(pN+1, pN)]. A detailed derivation of Equations 3.17 - 3.20
can be found in [110] and proofs of the distribution as well as the extension of the set
of configurations in [113]. Again the experimental results as well as a comparison with
other proposed approaches and the proposed optimizations of Section 3.3 can be found
in Section 3.4.
3.2.3. Gate-Dilated CNN based NILM
As with many NILM approaches, similar with the approach presented in Section 3.2.2,
the principle of causality is not considered and thus these approaches are not real-time
capable. Therefore, the work presented in [21] describes a causal gate-dilated CNN in
order to address the issue of real-time capability as well as modelling of temporal pat-
terns.
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In detail, the proposed architecture only considers previous time samples pagg(t 
w) of the aggregated power signal pagg in order to disaggregate the power sample at
time instance t. However, this requires input frames with relatively large dimensionality
in order to capture the temporal behaviour and thus would results into very deep struc-
tures with a large amount of trainable parameters or very long filters [21]. Therefore, the
approach presented in [21] utilizes convolutional gate-dilated layers with increasing dila-
tion factor between input layer and output layer. Considering a dilated causal x(n) as the






ck · x(n W · k) (3.21)
thus the size of the output is M · (N   1) + 1, for a set of N parameters. By this means
the approach in [21] achieves large receptive fields with a limited number of parameters.
The block diagram as well as the dilation architecture is illustrated in Figure 3.6.
Dense







Fig. 2: WaveNILM network structure
duration, location, etc. We chose to focus on AMPds2 [13],
a low frequency dataset (1 minute sampling), taken from one
house in Canada over two years. The measurement includes
the aggregate signals and specific data from 20 sub-meters.
Each measurement contains current, apparent power, active
power, and reactive power. AMPds2 is an extension of a
previous dataset known as AMPds [15], which contained the
same measurements, but only for the first year.
Deferrable loads were defined by [6] as large loads that
the user could choose to run at lower levels or at off-peak
hours. Successfully disaggregating these appliances is of sig-
nificant importance to both users, in reducing power cost,
and to suppliers, in helping to prevent brownouts by reducing
peak time power consumption (known as peak shaving [16]).
In AMPds2 these appliances are the HVAC system, the heat
pump, the wall oven, the clothes dryer, and the dishwasher.
When disaggregating only a subset of all loads, the aggregate
signal contains many signals from other loads, as well as the
desired signals. We consider these signals from other loads to
be the measurement noise (with respect to the desired loads)
and consider both noisy and denoised cases. In the noisy case,
the inputs are actual aggregate measurements wheareas in the
denoised case the inputs are the sum of all target appliance
measurements (ground truth signals). On average, a given ag-
gregate reading in AMPds contains about 60% noise when
trying to disaggregate deferrable loads [6].
Other work using AMPds or AMPds2 uses only denoised
scenarios [9] or achieves significantly inferior results [4]. For
these reasons, we consider [6], which is based on a sparse
super-state HMM (SSHMM), to be the current state-of-the-
art for AMPds and use it for comparison with WaveNILM. At
the time of its publication, AMPds2 had not yet been avail-
able, meaning [6] was based on AMPds. To ensure a fair
comparison with [6], WaveNILM was trained and tested on
the same data and scenarios as [6], and the results on the full
AMPds2 dataset are reported separately.
We suggest four possible inputs, as collected in AMPds2:
current (I), active/real power (P ), reactive power (Q), and
apparent power (S). For each scenario we compare the per-
formance of each input used individually, as well as using a
combination of two inputs (P and Q), and finally using all
four inputs. Household power cost is based, in general, only
on active power P . For this reason, whenever P was avail-
able in the scenario, it was used as the output unless other-
wise needed for comparison to previous work. In order to
explore the effect of using multiple inputs while still main-
taining comparability to previous work, we run various com-
binations of the parameters of each experiment.
3.2. Training and testing
Training was performed on one day samples (1440 time-
steps) with a batch size of 50 samples. Data was normalized
by the next power of 2 to the maximum of the aggregate
data. This can be thought of as scaling the entire meter range
to [0, 1]. Because the receptive field of WaveNILM is 512
samples, disaggregating the present measurement requires
the 511 previous samples. To avoid training the network on
incomplete data, loss was computed for samples 512-1440.
This required creating overlap in the training samples so that
all available data was used for both training and testing.
Training was conducted using 90% of the data and testing
on the remaining 10%. Full disaggregation and deferrable
load scenarios were trained for as many as 500 and 300
epochs, respectively, allowing for longer training on the more
complex problem.
3.3. Metrics
Because waveNILM is a regression network, we focus on the
error in disaggregated power, as opposed to the state of the
appliances. A common metric for evaluating disaggregated
power, is Estimated Accuracy, defined by Johnson and Will-














where bsk(t) is the predicted power level of appliance k at time
t, sk(t) is the ground truth, and T and K are the total time
and the number of appliances, respectively. The above ex-
pression yields total estimated accuracy; if needed, the sum-
mation over k can be removed creating an appliance-specific
estimation accuracy [18].
4. RESULTS
4.1. Different input signals
We studied the performance of WaveNILM with a variety of
input signals. When using only one input, the same electrical
quantity was used as the output. When using several inputs,
we choose active power P or current I as the output. In or-
der to study the significance of input and output signals we
compare partial-disaggregation on the deferrable loads with
real aggregate input (noisy case), as well as the full 20-load
disaggregation.







Fig. 1: Causal standard (left) and dilated (right) convolution stacks.
Both have 4 layers, each with filter length 2. The dilation factor is
increased by a factor of 2 with each layer. Colored nodes represent
how output is calculated. Choices of colour simply differentiate one
network from another and have no other significant meaning.
disaggregat the current sample. In practical applications this
means significant delay in disaggr gation, effectively prevent-
ing real-time use. Our solution is causal, as well as computa-
tionally efficient, allowing for true on-line disaggregation.
Other solutions for NILM, such as HMMs, require model-
ing the probl m in a certain manner, limiting the ability to eas-
ily adapt the solution to changes in the model or the data. We
will demonstrate that performance can be greatly improved
by using additional input measurements, a change that would
require significant adaptation to [6] and other HMM based
NILM solutions. The structur w propose referred to as
WaveNILM, requires no significant alterations whether using
one or many input signals. This approach was recently ex-
plor in neural networks [4] and in mixed-integer linear pro-
gramming [9], demonstrating improved performance when
using reactive power along with the standard active power.
WaveNILM builds on this, examining the benefits of addi-
t onal input signals while achieving significantly better disag-
gregation performance than these earlier works and maintain-
ing causality.
2. PROPOSED SOLUTION
2.1. Dilated causal convolutional neural networks
Maintaining causality is important in NILM as it allows for
disaggregated data to be made available to users in real-time.
This is especially true in a dynamically priced power grid,
where a user might turn on a high energy appliance at a time
where power is expensive. If given a real-time notification,
the user may choose to defer the task to a later time, saving
money and reducing load on the network at peak time [10].
Causal convolutional neural networks (CNNs) differ from
standard CNNs by using only samples from previous time-
steps to calculate the current output. A stack of standard
causal convolution layer requires long filters or very deep
structures in order to achieve sufficiently large receptive
fields. One way to address this problem is dilated causal con-
volution, as introduced in WaveNet [11]. In a dilated causal
convolution with x[n] as the input, dilation factor M and




ck · x[n M · k]. (3)
Note that receptive field of y is of size M · (N   1) + 1,
even though it only has N parameters. By stacking dilated
causal convolutions with increasing dilation factors we can
achieve large receptive fields with a limited number of pa-
rameters while still maintaining causality, sampling rate, and
using all available inputs. Fig. 1 provides a visualization of
dilated convolu ion stacks.
2.2. Proposed network structure
The basic building block of WaveNILM is a gated version
of the dilated causal convolutional layer, also inspired by
WaveNet [11]. Samples from the current and past time steps
are used as input to the dilated casual convolutions. Then, the
output of each convolutional layer is used as an input to both
a sigmoid activation (the relevance estimator or “gate”) and
a rectified li ear activation (the regressor). The two activa-
tion values are then multiplied, and used as the output of the
block. Each block output is then duplicated, one part being
used as an input to the next layer, while the other (the “skip
connection”) skips all subsequent convolutions and is used
i the fin l layers of WaveNILM. Each of these layers also
contains a dropout of 10%.
In order to determine the appropriate architecture of
WaveNILM, we first examined the size of the receptive
field, which relates to the length of meaningful temporal
relationships in the data. We found the appropriate length
to be 512 samples, which is approximately 8.5 hours with
1-minute sampling. We then examined various possibilities
for the number of layers and the layer size (number of filters)
to arrive at the WaveNILM model architecture. In the final
configurati n (Fig. 2),the inputs are first fed into a 512-node
time-distributed fully connected layer (with no connections
between separate time samples), followed by a stack of 9
gated building blocks with 512, 256, 256, 128, 128, 256,
256, 256, 512 filters each. Skip connections from each layer
of the stack are then concatenated, followed by another fully
connected layer with tanh activation used as the output mask.
Because WaveNILM uses multiple inputs, we multiply the
mask only by the input relating to the quantity we wish to
disaggregate. In total, WaveNILM contains approximately
3,250,000 trainable parameters, though this can vary slightly
depending on input and output dimensionality.
3. EXPERIMENTAL SETUP
3.1. Data
There are many different datasets for NILM, e.g. [12–14] and
more, with varying properties such as sampling frequency,
b) C usal a dilated CNN
Figure 3.6.: WaveNILM in a) and Causal ta dard (left) and dil ted (r ght) convolution stacks in
b)
As ill strated in Figure 3.6b the dilated CNN leads to an architecture with a larger
temporal coverage, i.e. more receptive fields at t input layer, while having th same
number of trainable parameters. Similar as in Sections 3.2.1 and 3.2.2 the results as well as
a comparison with the proposed optimizations of Section 3.3 will b presented in Section
3.4.
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3.3. Proposed Optimizations
As discussed in Section 3.2 recently proposed deep learning based NILM approaches
have been focusing on improving the modelling of temporal information through uti-
lizing time dependencies of Markov chains as in HMMs [36], through utilizing memory
cells as in LSTM [110] or through incorporating larger receptive fields by utilizing gate di-
lation in CNNs as in [21]. This Section will be discussing the proposed optimizations for
low- and high-frequency approaches, which also mainly aim to improve the device mod-
elling and especially the incorporation of temporal information in the NILM architecture.
Specifically, in Section 3.3.1 low-frequency based optimizations will be presented, while
in Section 3.3.2 a high-frequency approach will be discussed respectively.
3.3.1. Low-Frequency Approaches
Since real-time capability, as well as storage-size are an issue for NILM systems [36] most
proposed NILM architectures focus on low sampling frequencies as described in Section
3.2. Therefore, four different low-frequency optimizations are presented. First, an opti-
mization of the optimal per device sampling frequency is presented in Section 3.3.1.1. In
this approach the sampling frequency is adapted separately for each device in order to
filter the active power signal in the time domain and achieve optimal disaggregation ac-
curacies for each device. Second, an approximation for frequency content with reduced
execution times is presented in Section 3.3.1.2. In this approach the motivation is to ap-
proximate the frequency coefficients by a simple counting of zero crossings for multi-
ple layers in order to incorporate harmonic information while reducing execution times.
Third and fourth, optimization approaches for incorporating temporal information into
low-frequency architectures are discussed in Section 3.3.1.3 and in Section 3.3.1.4. In these
approaches the idea is to incorporate the time varying nature of the appliance signatures
into the input feature vector of the regression algorithm and thus better address the needs
of NILM which is intrinsically a time series problem.
3.3.1.1. Optimal Sampling Times
As discussed in [36] real-time capability and thus storage size and execution time are
crucial for NILM systems. As both data storage as well as execution time are directly
affected by the amount of data and thus by the sampling frequency an optimization of
the latter seems desirable. However, to the best of the author’s knowledge no evaluation
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was carried out if there is an optimal sampling frequency for NILM or if optimal sam-
pling frequencies might be device dependent [114]. In order to determine the best set of
frequencies for the M devices in a specific set of training samples Xtrain( fs, Q) and their
corresponding ground-truth labels Ytrain( fs, Q) the optimal device dependent frequency
f ms can be determined as in Equation 3.22. Additional optimal device dependent thresh-
olds are optimized as in Equation 3.23. Specifically, in Equation 3.22 and in Equation
3.23 f ms,opt is the optimal frequency and Qmopt is the optimal threshold for the mth device re-
spectively. Furthermore, r(·) is an arbitrary regression model, e.g. KNN, ANN or SVM,
and PF(·) is a performance metric (e.g. ACC or RMSE) measuring performance on the
training samples Ytrain and Xtrain.
f ms,opt = argmax
fs




Accordingly, the optimal set of extracted frequencies Fs = f 1,...,Ms,opt and thresholds
Q = q1,...,Ms,opt are device dependent and further are functions of the chosen performance
metric. In detail, classification accuracy (ACC) can be chosen to identify working patterns
and time dependent device behaviour. Estimation accuracy (EACC) [80] and RMSE can be
chosen in order to assign energy to a set of devices identifying the distribution of energy
within a household under consideration of the per device power at each instant in time
[85].
Specifically, selecting the optimal device dependent sampling frequency affects the
devices’ power consumption signature in the time domain as well as the device’s repre-
sentation in the feature space. A characteristic example of different sampling periods Ts
on the aggregated active power pagg is illustrated in Figure 3.7. As illustrated in Figure
3.7 transient events, mainly large peaks with short duration caused by appliances as ket-
tles or boilers, are getting eliminated when increasing the sampling period (see area 1 in
Figure 3.7). Conversely, devices with steady-state working routines, for example fridges
or freezers, are not affected by the down-sampling as illustrated in area 2 in Figure 3.7.
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Figure 3.7.: Example of the influence of down-sampling on power consumption signatures in the
aggregated signal.
In order to evaluate the influence of the sampling frequency on the disaggrega-
tion performance, the proposed approach was evaluated according to the experimental
protocols using the datasets, the classifiers and features, as presented in Table 3.1. The
parametrization and optimization of all free parameters is given in the appendix in Table
A.1.
Table 3.1.: Experimental protocols optimal sampling times including choice of data, classifiers
and features.
Protocol Name Dataset House Apps Classifier Features Dim
1 ’Baseline’ REDD 1-6 All KNN P 10
2 ’Optimal’ REDD 1-6 All KNN P 10
3 ’Baseline’ ECO 1,2,4-6 All KNN P 10
4 ’Optimal’ ECO 1,2,4-6 All KNN P 10
5 ’Baseline’ UK-DALE 1-5 All KNN P 10
6 ’Optimal’ UK-DALE 1-5 All KNN P 10
The results for the experimental protocols presented in Table 3.1 are tabulated in
Table 3.2. In Table 3.2 the column ’Baseline’ gives the per dataset performances for the
base sample frequency and the column ’Optimal’ gives the per dataset performance for
the specific optimal sampling frequency respectively.
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Table 3.2.: Energy disaggregation performance in terms of ACC, EACC and RMSE values for dif-
ferent datasets using the sampling frequency of the dataset (’Baseline’) and the optimal device
dependent sampling frequency (’Optimal’). Best performances are shown in bold.
Dataset
ACC EACC RMSE
Baseline Optimal Baseline Optimal Baseline Optimal
ECO-1 86.8% 87.4% 60.3% 67.0% 10.6 9.5
ECO-2 89.3% 89.9% 54.6% 59.4% 10.0 9.3
ECO-4 82.5% 83.8% 61.7% 64.0% 37.0 36.1
ECO-5 90.0% 90.6% 68.9% 69.9% 17.5 17.0
ECO-6 91.9% 92.2% 68.0% 70.4% 9.0 8.7
UK-DALE-1 97.8% 97.9% 74.7% 77.6% 4.4 4.0
UK-DALE-2 90.5% 91.0% 66.5% 67.8% 18.3 17.6
UK-DALE-3 96.9% 97.2% 52.5% 58.9% 45.0 42.3
UK-DALE-4 89.4% 90.6% 56.7% 59.9% 24.4 23.2
UK-DALE-5 89.6% 90.7% 64.4% 67.5% 11.5 11.0
REDD-1 92.0% 92.6% 62.2% 68.7% 13.4 12.5
REDD-2 97.5% 97.5% 71.9% 73.0% 7.0 6.6
REDD-3 91.6% 92.4% 62.1% 67.6% 15.1 13.8
REDD-4 91.9% 92.5% 68.0% 69.6% 8.1 7.7
REDD-5 87.7% 89.4% 55.9% 57.9% 27.3 25.6
REDD-6 93.7% 94.4% 68.4% 71.1% 23.4 21.6
As tabulated in Table 3.2 choosing the optimal device sampling frequency improves
classification accuracy, estimation accuracy and root-mean-square-error in all evaluated
dataset when selecting the optimal sampling frequency for each device. The improve-
ments are up-to 1.7% for ACC values, up-to 6.7% for EACC values and up-to 11.5% for
RMSE values. Furthermore, as illustrated in Figure 3.8 a reduction of the sampling fre-
quency maximizes both the EACC and the RMSE for the majority of the evaluated devices.
In detail, in Figure 3.8 there are two groups of devices, one with noticeable change of
EACC and RMSE scores with respect to different sampling frequency values, namely the
dryer, washing machine (WM), freezer and fridge and one with no significant improve-
ment, such as the kettle, stereo, laptop and the ghost-devices. In specific, the improve-
ments for the fridge and the freezer are most likely due to their iterative working routine
being unchanged for days or weeks, since they are never manually turned off completely.
Specifically, for this type of device down-sampling does not disrupt the appliance sig-
nature in either time-domain or feature space, but it eliminates other appliances with
transient operational states working in parallel and thus increases the detection accuracy.
More generally, the reduction of the sampling frequency improves detection accuracy for
medium power consumption devices with iterative working routines, since their appli-
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ance signatures become more prominent in the feature space through a reduction of other
devices working in parallel. Furthermore, the washing-machine or the dryer show im-
provements for a similar reason, namely the fact that these devices operate in cycles, i.e.
repeated washing or heating cycles. Conversely, to the fridge or the freezer these oper-
ating cycles are in the order of hours, thus only marginal down-sampling does not affect
disaggregation performance. In contrast, considering devices without significant tempo-
ral patterns or single transient events, e.g. electronic devices, the kettle, the boiler or the
ghost power, no significant improvement was found. The sampling frequency dependent



































































Figure 3.8.: EACC (solid) and RMSE (square markers) scores for eight devices of the ECO database
for different sampling period values.
As illustrated in Figure 3.8 both EACC and RMSE values are functions of the sam-
pling period. In detail, there is an absolute performance increase for the devices in
the left column, reporting increasing estimation accuracies and decreasing root-mean-
square-error values, and a performance decrease for appliances in the right column. Fur-
thermore, similar devices, e.g. fridge and freezer, are reporting similar patterns with an
optimal sampling period at approximately Ts,opt = 10s, while the same holds for the dryer
and the washing machine with an optimal sampling period at approximately Ts,opt = 5s.
Specifically, the larger optimal sampling period for fridge and freezer is probably due to
their longer working routine (only manual shut-down) while dryers and washing ma-
chines operate in the order of hours. Furthermore, all devices show drastic performance
decrease with over-excessive down-sampling.
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3.3.1.2. Multi-Layer Zero Crossing Rates
As next to time domain features also frequency domain features have been used, e.g.
specific current and voltage harmonics and the Total Harmonic Distortion (THD), a set
of low frequency representation for frequency domain features has been proposed, from
which the Karhunen–Loève Transform (KLE) is the most utilized one [115], [116]. How-
ever, the KLE transform has the drawback of high computational cost through estimation
of the center frequency, thus a low frequency representation based on Multi-Layer Zero
Crossing Rates (MLZCRs) is presented [117]. In order to introduce accurate mathematical
definition the KLE as well as the MLZCR are developed from one frame of the aggregated
power signal ptagg.
Lets considers an aggregated smart-meter signal pagg(t) 8t : t 2 {1, ..., T} and let
ptagg = [p(i), p(i + 1), ..., p(i + L  1)] be a frame of length L where p(i) is the ith sample
of pagg. Furthermore, let Ñ (Ñ < L) be the order of the Auto-Correlation Matrix (ACM)
used to separate ptagg into its Subspace Components (SCs). The ACM YPP of signal ptagg




RPP(0) . . . RPP(Ñ   1)
... . . .
...
RPP(Ñ   1) . . . RPP
3
775 (3.24)
where RPP(t) with 0 < t < (Ñ  1) is the auto-correlation function of the signal ptagg and
t is a positive integer indicating the frame index. By applying eigenvector decomposition
YPP can be decomposed into Ñ mutually orthonormal eigenvectors Q = [q0, q1, . . . , qÑ 1].













where p̃tagg 2 RÑ is the KLE-transformed signal of ptagg and the uncorrelated SCs of ptagg
are defined as pi = qTi p
t
aggqi, where pi can be approximated by the coefficients of a Finite
Impulse Response (FIR) filter [116].
The Zero Crossing Rate (ZCR) is the rate of sign-changes along a signal frame ptagg =
[p(i), p(i + 1), ..., p(i + N)], i.e., the rate at which the signal changes from positive to zero
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where p̄ is the mean value of the frame ptagg and 1R<0 is the indicator function.
Lets introduce the MLZCR as an extension of the ZCR in order to calculate crossings
of ptagg for multiple amplitude layers. In fact lets assume that the number of layers, Z,
is predefined. The layers can either be linearly or non-linearly spaced between the max-
imum and minimum amplitude values of ptagg. For the case of linear spacing, which is


















pmax · (l   1)
Z  1
l = {1, . . . , Z}
(3.28)
where pmax is the maximum value of the frame ptagg and plDC is the DC-component of l
th
layer respectively.
As can be seen from Equation 3.28 the coefficient of each MLZCR layer is a measure-
ment of the ripples of the signal at the corresponding amplitude level. Specifically, the
MLZCR coefficients are an implicit measurement of the frequency content of the signal in
each amplitude level separately for each frame. In detail, the amplitude of the rippling,
which is proportional to the amplitude of sinusoidal components in Fourier analysis, is
captured by the adjacent layers with similar zero crossing rates. Furthermore, the ac-
curacy of the measurement of the ripples is proportional to the number of layers, since
more layers will result to a smaller amplitude quantization step. To visually compare
KLE features with the proposed MLZCR features a frame ptagg of N=16 samples (switch-
ing transition of a 125 W lamp) from the REDD-2 [80] dataset with the KLE and MLZCR
features are illustrated in Figure 3.9.
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Figure 3.9.: A frame (a) of the REDD-2 dataset [80] with KLE (b) and MLZCR (c) features. KLE
has Ñ = 15 SCs and MLZCR has Z = 45 zero crossing layers.
As can be seen in Figure 3.9b KLE features represent the sinusoidal decomposition of
the signal ptagg into its SCs, e.g. A0 at fc = 0 capturing the DC value of the frame ptagg and
A1 at fc ⇡ p8 the switching transition of the lamp. MLZCR features, as shown in Figure
3.9c, capture the ripples at the corresponding amplitude level, i.e. the DC component of



























Figure 3.10.: Block diagram of NILM architecture using KLE and MLZCR as low frequency fea-
tures for capturing frequency content.
The proposed approach was evaluated according to the experimental protocols us-
ing the datasets, the classifiers and features, as presented in Table 3.3. The parametriza-
tion of the free parameters, namely the number of eigenvectors Ñ and the number of zero
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crossing layers Z, was done via grid search on a bootstrap dataset, the results are illus-
trated in Figure A.1 in Section A.1 of the appendix. Specifically, the optimal number of
SCs was found to be Ñ = 10 and the number of zero crossing layers Z = 30 respectively.
Additionally, the free parameters of the RF regression model are optimized using grid
search, the results are tabulated in Table A.1 in Section A.2 of the appendix.
Table 3.3.: Experimental protocols for KLE and MLZCR including choice of data, classifiers and
features.
Protocol Name Dataset House Apps Classifier Features Dim
#1 ’P’ REDD 1-4,6 All RF ptagg 20
#2 ’P+MLZCR’ REDD 1-4,6 All RF ptagg, MLZCRtagg 50
#3 ’P+KLE’ REDD 1-4,6 All RF ptagg, KLEtagg 50
#4 ’ALL’ REDD 1-4,6 All RF ptagg, MLZCRtagg, KLEtagg 80
The results for the experimental protocols presented in Table 3.3 are tabulated in
Table 3.4.
Table 3.4.: Energy disaggregation performance in terms of EACC for different datasets out of the
REDD database. Best performances are shown in bold.
Dataset P P+MLZCR P+KLE ALL
REDD-1 70.60% 75.29% 77.50% 79.52%
REDD-2 79.35% 81.55% 84.84% 87.19%
REDD-3 65.85% 70.06% 72.67% 73.44%
REDD-4 71.79% 74.67% 75.47% 75.80%
REDD-6 80.64% 82.57% 84.54% 86.56%
AVG 73.65% 76.83% 79.00% 80.50%
As can be seen in Table 3.4 utilizing KLE features or MLZCR features in combination
with active power samples leads to an improvement in the energy disaggregation perfor-
mance when being compared to the baseline protocol (P) in all evaluated datasets as
well as in average. In detail, the combination of active power samples and KLE features
(’P+KLE’) outperformed the combination of active power samples and MLZCR features
(’P+MLZCR’) by approximately 2% in average. However, when combining active power
samples with KLE and MLZCR based features (’ALL’) further improvement by +1.5%
in average was observed, illustrating that KLE and MLZCR features carry complemen-
tary information. When considering MLZCR features the highest performance improve-
ments were observed either in the datasets with many appliances or in those including
non-linear appliances namely the REDD-1 (+4.7%), REDD-3 (+4.2%) and REDD-4 (2.9%).
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This is due to the increasing number of amplitude oscillations with increasing number of
appliances. This is especially relevant for non-linear appliances as active power samples
are having a significant amount of ripples, which are captured by the MLZCR features.
Next to the improvements in disaggregation performance, both KLE and MLZCR
were introduced as frequency content descriptors for low sampling frequencies. Specifi-
cally, the main reason of using low sampling frequency in the NILM problem are trans-
mission and storage limitations, in order to meet the requirements for low cost smart-
meters hardware. Therefore, computational cost of implemented algorithms is an issue
as computationally heavy algorithms will require more powerful microprocessors and
thus increase hardware costs. Taking this into account, the execution times per sample
for P, KLE (Ñ = 10) and MLZCR (Z = 10) were calculated on a Intel i7 7700k CPU with
64GB of RAM and are shown in Figure 3.11a. In Figure 3.11b the execution times for


















Figure 3.11.: Execution time (ms) per sample for three different feature extraction methods (a).
Execution time of KLE for different values of SCs and execution times of MLZCR for different
values of layers (b).
As illustrated in Figure 3.11a the computational cost for the optimal number of lay-
ers (Z = 30) for the MLZCR based features is roughly 1.5 times higher compared to
the the baseline protocol using active power (P), while for the optimal number of SC
Ñ = 10 (KLE) the cost is roughly 10 times the execution time of the baseline system
(P) when using the active power samples. Furthermore, after measuring the execution
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time of MLZCR and KLE features for different values of layers and SCs respectively the
MLZCR execution time is almost constant, thus almost independent of the number of
layers, while the execution time of KLE is highly proportional to the number of SCs and
thus significantly increases with the number of SCs as shown in Figure 3.11b. Therefore,
it was shown that utilization of MLZCR based features leads to a significant reduction of
execution times compared to KLE features, while only having a slightly reduced impact
on the performance of the disaggregation.
3.3.1.3. Fractional Calculus Features
Next to real-time capability capturing the temporal patterns and time dependent device
signatures is crucial for accurate energy disaggregation. Therefore, previously proposed
approaches have used deep learning models which are able to capture temporal informa-
tion, i.e. HMMs, LSTM or RNNs [36], [46], [47], in order to capture the time dependencies
of the NILM signals. Conversely, capturing the temporal information within the input
feature vector was not previously considered. Therefore, fractional calculus features will
be utilized as discussed in [118].
Given an energy consumption signal p(t) 8t : t 2 {1, ..., T} the extension of deriva-
tion to a non-integer order is given by the fundamental operator t0 Dat where [t0, t] is the
time window of the operation and a 2 R is the fractional order [119]. Therefore the































G(j + 1)G(a  j + 1)
(3.30)
An example of fractional derivation of an aggregated signal pagg(t) of three ideal
lamps (3 pulses) is illustrated in Fig. 3.12. The three lamps have power consumption P1 =
100W, P2 = 60W and P3 = 40W during their ON states. In Figure 3.12 the fractional order
a = 0 corresponds to the original signal (D0 p(t) = p(t)), the order a = 1 corresponds to
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the first derivative of the signal (D1 p(t) = dp(t)dt ) and the order a = 0.5 corresponds to the










Figure 3.12.: Example of a power signal p(t), its derivative dp(t)dt and its intermediate fractional
derivative D0.5 p(t) at a = 0.5.
Lets consider the time instant t0. As illustrated in Figure 3.12 the function
dp(t0)
dt only
depends on p(t0 ± h) with h being an infinitesimal small region around t0 thus integer
calculus is referred to as a local operator [121]. Conversely, D0.5 p(t0) depends on the
previous values of p(t) (D0.5 p(t0) = f (p(t : t0))) thus it is not locally defined. Therefore,
fractional calculus operators have implicitly a memory of past events and can incorporate
temporal information [121]. In detail, P1 (100W) and P2 + P3 (60W+40W=100W) cannot be
distinguished using the active power signal p(t) or its derivative dp(t)dt , as both p(t) and
dp(t)
dt are local operators. However, the signals become distinguishable using the non-
local properties of fractional calculus e.g. D0.5 p(t0). Similarly, the non-local properties
of fractional calculus have been utilized in edge detection for image recognition [122] or
modelling of network traffic [123]. The block diagram of the proposed architecture is
illustrated in Figure 3.13.
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Figure 3.13.: Block diagram of NILM architecture using fractional calculus.
The proposed approach was evaluated according to the experimental protocols us-
ing the datasets, the classifiers and features, as presented in Table 3.5. The parametriza-
tion of the free parameters for the RNN are given in the appendix in Section A.2 in Table
A.1.
Table 3.5.: Experimental protocols for fractional calculus including choice of data, classifiers and
features.
Protocol Name Dataset House Apps Classifier Features Dim
#1 ’BL (raw)’ REDD 1-4,6 All RNN ptagg 10
#2 ’FC (raw)’ REDD 1-4,6 All RNN Dan ptagg with an = [0.1, ..., 1] 100
#3 ’BL+FC (raw)’ REDD 1-4,6 All RNN Dan ptagg with an = [0, ..., 1] 25
#4 ’BL (stat)’ REDD 1-4,6 All RNN
mean, max, min, rms, energy, median,
per25, per75, peak2rms, range, std, zcr
variance, skewness, kurtosis
15
#5 ’FC (stat)’ REDD 1-4,6 All RNN Dan Xtagg with an = [0.1, ..., 1] 150
#6 ’BL+FC (stat)’ REDD 1-4,6 All RNN Dan Xtagg with an = [0, ..., 1] 165
The results for the experimental protocols presented in Table 3.5 are tabulated in
Table 3.6.
Table 3.6.: Energy disaggregation performance in terms of EACC for different dataset out of the
REDD database. Best performances are shown in bold.
Dataset BL (raw) FC (raw) BL+FC (raw) BL (stat) FC (stat) BL+FC (stat)
REDD-1 78.0% 78.7% 79.8% 80.1% 81.2% 81.6%
REDD-2 86.0% 85.5% 87.2% 88.8% 89.0% 90.3%
REDD-3 72.1% 72.9% 74.3% 73.3% 74.8% 75.6%
REDD-4 75.9% 76.3% 76.9% 76.4% 76.7% 77.8%
REDD-6 88.8% 88.5% 89.6% 89.9% 90.0% 90.6%
AVG 80.2% 80.4% 81.6% 81.7% 82.3% 83.2%
As can be seen in Table 3.6 the proposed NILM approach based on fractional calcu-
lus features (FC) outperforms the baseline (BL) approach in almost all evaluated datasets
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as well as in average. In detail, the advantage of using fractional calculus can be observed
for both raw active power features and for statistical features and is owed to the temporal
information incorporated in the fractional calculus features as illustrated in Figure 3.12.
Furthermore, the combination of non-fractional and fractional based features further im-
proves the NILM accuracy both for raw as well as for statistical features.
To further evaluate the proposed NILM approach, comparison with the highest re-
ported accuracy [21] found in the literature is performed. In particular, the WaveNILM
approach presented in [21] was evaluated on the AMPds2 dataset. As the software imple-
mentation and the experimental setup is publicly available on GitHub identical repetition
of experiments and direct comparison is possible. Therefore, the experimental setup of
[21] was repeated incorporating fractional calculus based features as discussed before.
The results for all loads and deferrable loads are tabulated in Table 3.7. The column ‘in-
put signal’ shows the signals used to train the CNN, with the proposed method using
the signal as well as its fractional representation, while ‘OUT’ is the disaggregation tar-
get. It must be noted that two of the results presented in [21] could not be reproduced and
the accuracy achieved when repeating experiments using the provided code is indicated
with 0⇤0 in Table 3.7.
Table 3.7.: Energy disaggregation performance (EACC) for different input/output signals for the
AMPds2 dataset (noisy). Best performances are shown in bold.
Input Signal
All loads Deferrable loads
WaveNILM Proposed WaveNILM Proposed
I (OUT: I) 85.6% 86.8% 92.0% 92.6%
P (OUT: P) 82.6% 86.0% 90.9% 91.7%
Q (OUT: Q) 91.1% 93.2% 94.4% 96.2%
S (OUT: S) 86.7% 86.9% 88.9% 91.4%
P/Q (OUT: P) 87.5% 88.9% 93.9% 94.7%
All (OUT: P) 88.4% 89.3% 91.2%⇤ 92.4%
All (OUT: I) 90.2% 90.8% 91.6%⇤ 92.7%
As can be seen in Table 3.7 the proposed methodology outperforms the WaveNILM
architecture for all combinations of input and output signals. In detail, the highest im-
provement was 3.4% (P (OUT: P)) for ’all loads’ and 2.5% (S (OUT: S)) for ’deferrable
loads’. Moreover the greatest absolute improvement in disaggregating the active power
signal was 0.9% for ’all loads’ and 0.8% for ’deferrable loads’ resulting in a total disag-
gregation accuracy of 89.3% and 94.7% respectively.
49
CHAPTER 3. NILM BASED ON DEEP LEARNING
3.3.1.4. Concatenation Approaches
Next to the proposed optimization based on fractional calculus features in Section 3.3.1.3
an additional optimization based on concatenation of features is proposed in order in-
corporate temporal information. The proposed methodology uses a two-stage disaggre-
gation scheme, with the first stage performing power consumption estimation for each
device by extending the baseline NILM architecture to using Temporal Contextual Infor-
mation (TCI) [124] and the second stage fusing the estimation results of each device using
a regression model [125]. The block diagram of the proposed two-stage NILM architec-





























































Figure 3.14.: Block diagram of the NILM architecture using device-dependent TCI
Similarly to the baseline NILM the aggregated power consumption signal pagg is
initially pre-processed and a feature vector Xtagg, Xtagg 2 RL⇥F, is extracted for every
frame ptagg, with 1  t  T, where T is the total number of frames, L is the frame length
and F is the feature dimension. During stage I the feature vectors are expanded to Cm
using their N adjacent ones, thus creating a temporal contextual window w of length







agg , ..., Xtagg, ..., X
t+Nmopt
agg ] (3.31)
where TCIm is the temporal contextual information expansion function for the mth device
and Cmt is the expansion for the mth device and the tth frame. The TCI expansion is per-
formed separately for each device m using its optimal temporal contextual information
wopt = {wmopt}, with wopt being calculated off-line on a bootstrap training dataset. The
expanded feature vector Cm of each device m is then processed by a regression model
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m = r(Cm) (3.32)
The power consumption estimations, p̂0m, for the mth device from stage I are fused
with the original feature vector, Xtagg, in order to calculate enhanced estimations of the






Specifically, in the second stage M regression models are receiving as input the
power consumption estimates P̂0 2 RM of all devices from stage I as well as the ini-
tial feature vector Xtagg combined in one feature vector X
0
agg. In detail, the use of the




M}, allows the second stage regression model to
learn correlation between devices power consumption signatures. Therefore, the pro-
posed methodology combines the integration of temporal contextual information with
the device specific operation of each of the M appliances. In both stages I and II the
regression models of the M devices operate in parallel and separately for each device.
The proposed approach was evaluated according to the experimental protocols us-
ing the datasets, the classifiers and features, as presented in Table 3.8. The parametriza-
tion of the free parameters for the ANN classifier are given in Table A.1 in Section A.2 of
the appendix.
Table 3.8.: Experimental protocols for the TCI architecture including choice of data, classifiers and
features.
Protocol Name Dataset House Apps Classifier Features Dim
#1 ’BL’ REDD/ECO/iAWE 1-4,6 All ANN Xtagg F
#2 ’TCI I’ REDD/ECO/iAWE 1-4,6 All ANN [Xt Nwagg , ..., Xtagg, ..., X
t+Nw
agg ] (2w + 1)F
#3 ’TCI I opt’ REDD/ECO/iAWE 1-4,6 All ANN [X
t Nmopt
agg , ..., Xtagg, ..., X
t+Nmopt
agg ] -
#4 ’TCI II’ REDD/ECO/iAWE 1-4,6 All ANN [Xt Nwagg , ..., Xtagg, ..., X
t+Nw
agg ] (2w + 1)F
#5 ’TCI II opt’ REDD/ECO/iAWE 1-4,6 All ANN [X
t Nmopt
agg , ..., Xtagg, ..., X
t+Nmopt
agg ] -
The results for the experimental protocols presented in Table 3.8 are tabulated in
Table 3.9 and Table 3.10. The NILM architecture incorporating temporal contextual infor-
mation was evaluated for different lengths of temporal contextual windows. The experi-
mental results of the TCI architecture (i.e. the output of stage I in Figure 3.14) for different
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temporal contextual window lengths w, with same w for all devices and 1  w  6, are
shown in Table 3.9. In the first column (w=1) the performance without TCI is tabulated,
while in the last column (wopt) the optimal length for the temporal contextual window
separately for each device was used.
Table 3.9.: Energy disaggregation performance in terms of estimation accuracy (EACC) for the
first stage of the proposed methods and different temporal contextual window lengths w. Best
performances are shown in bold.
Dataset w=1 w=3 w=5 w=7 w=9 w=11 w=13 wopt
ECO-1 70.0% 70.6% 70.6% 72.8% 72.0 % 71.2% 71.1% 74.2%
ECO-2 75.0% 76.0% 76.0% 76.1% 77.3% 76.1% 75.1% 79.5%
ECO-4 79.7% 79.9% 80.0% 80.1% 81.1% 80.2% 79.2% 83.3%
ECO-5 84.5% 84.6% 84.6% 85.7% 86.8% 85.8% 84.9% 87.9%
ECO-6 80.8% 81.1% 81.3% 81.5% 81.4% 80.7% 79.7% 82.3%
REDD-1 69.2% 69.2% 71.2% 70.2% 69.4% 69.6% 69.7% 72.7%
REDD-2 73.8% 75.9% 76.9% 76.9% 76.0% 75.9% 74.9% 78.2%
REDD-3 62.5% 62.5% 63.7% 63.6% 63.0% 63.1% 62.8% 64.6%
REDD-4 70.7% 71.0% 71.3% 73.5% 73.8% 72.9% 72.1% 74.3%
REDD-6 77.9% 78.9% 79.1% 79.1% 79.0% 78.1% 77.1% 80.7%
iAWE 63.1% 63.8% 65.9% 66.1% 67.9% 68.9% 67.7% 70.4%
As can be seen in Table 3.9, the use of TCI improves energy disaggregation per-
formance across all evaluated datasets when compared to the baseline NILM system
(w=1). For using constant lengths of concatenation across all devices, i.e. w=3 up to
w=13, the best performing setup varies from w=5 to w=11 depending on the dataset.
In general the datasets with optimal w, w  5, mostly consist of one/multi-state de-
vices, while datasets with higher optimal TCI lengths w   9 are dominated by devices of
non-linear/continuous type. Furthermore, the NILM performance using TCI is further
improved when the optimal temporal contextual window length is used separately for
each device (wopt). Specifically, the use of an optimized w value for each device instead
of a flat value for all devices improves the performance from 0.5% (REDD-4) up to 2.2%
(ECO-2/REDD-1), in terms of absolute improvement. Moreover, the use of device de-
pendent TCI was found to improve the performance across all evaluated datasets and
especially in the datasets with approximately equal energy consumption distribution of
the appliances types, like datasets ECO-2 and REDD-1.
The results of the proposed NILM architecture are tabulated in Table 3.10. For the
purpose of direct comparison of the one- and two-stage architecture using TCI, the same
training and test subset division was used in all evaluated datasets. The best achieved
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performance of the TCI approach for each of the evaluated datasets shown in Table 3.9 is
repeated in Table 3.10 as well (column ’TCI I’).
Table 3.10.: Energy disaggregation performance in terms of estimation accuracy (EACC) for the
second stage of the proposed methods and different temporal contextual window lengths w. In
detail, ’BL’ denotes the baseline protocol and ’TCI I’ denotes the performance reported in the first
stage. Best performances are shown in bold.
Dataset BL TCI I w=1 w=3 w=5 w=7 w=9 w=11 w=13 wopt
ECO-1 70.0% 72.8% 70.6% 72.7% 73.2% 73.7% 67.6% 67.1% 67.5% 76.1%
ECO-2 75.0% 77.3% 75.1% 76.6% 76.5% 76.4% 79.9% 76.1% 76.9% 84.1%
ECO-4 79.7% 81.1% 82.3% 83.1% 82.9% 83.4% 83.2% 82.9% 82.1% 86.4%
ECO-5 84.5% 86.8% 87.3% 87.3% 87.4% 87.3% 89.8% 87.4% 87.6% 89.9%
ECO-6 80.8% 81.5% 81.1% 82.0% 80.7% 80.5% 80.5% 80.4% 80.3% 82.8%
REDD-1 69.2% 71.2% 70.0% 72.9% 73.6% 69.2% 70.1% 69.4% 67.2% 73.9%
REDD-2 73.8% 76.9% 74.3% 74.4% 77.9% 76.4% 75.3% 71.9% 73.0% 80.1%
REDD-3 62.5% 63.7% 66.6% 68.7% 68.9% 67.1% 63.2% 62.8% 60.8% 69.7%
REDD-4 70.7% 73.8% 73.9% 73.2% 74.3% 74.7% 73.0% 73.1% 72.9% 76.3%
REDD-6 77.9% 79.1% 78.5% 79.2% 79.1% 77.4% 77.5% 77.7% 76.7% 81.3%
iAWE 63.1% 68.9% 63.9% 64.0% 66.3% 64.7% 66.9% 71.4% 64.1% 73.1%
As can been seen in Table 3.10 the proposed two-stage architecture outperforms
the one-stage architecture in all evaluated datasets. In detail, the highest performance
improvement, when considering temporal contextual windows of same length for all
devices, was observed in the REDD-3 dataset (+5.2% for w=5) followed by the REDD-
2/ECO-5 dataset (+3.0%, for w=5). Conversely, the smallest improvement was found
in the REDD-6 dataset (+0.1%, for w=3). Moreover, the best energy disaggregation per-
formance for ten out of eleven datasets was observed for temporal contextual window
lengths between 3  w  11, with the majority of the datasets having an optimal tem-
poral contextual window length between 5  w  9. Specifically, for the ECO database,
which only consists of 6-9 appliances per dataset, the two-stage NILM methodology re-
ports an improvement of 0.5%-3.0%, while the REDD database (with 10-18 appliances per
dataset) reports an improvement of 0.1%-5.2%. Furthermore, when considering the opti-
mal temporal contextual window length per device (‘wopt’) the two-stage NILM architec-
ture reports an additional performance increase. In particular, the highest performance
improvement was observed in the ECO-2 and ECO-4 datasets (+5.2% and +3.0%), while
the lowest improvement was observed in ECO-5 dataset (+0.1%), when compared to the
one-stage TCI NILM. Moreover, when compared to the baseline NILM architecture the
highest performance improvement is +10.0% (iAWE) and the lowest one is +2.0% (ECO-
6).
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Next to performance evaluation on dataset level, analysis of the proposed two-stage
NILM methodology on device level was performed. In Table 3.11 the energy disaggre-
gation improvement in terms of absolute increase of device estimation accuracy (EmACC)
as well as the corresponding optimal temporal contextual window length per device are
tabulated. In detail, the first column in Table 3.11 denotes the appliance type with A and B
being one/multi-state appliances without and with start-up transient, C being non-linear
devices and D being continuous devices.
Table 3.11.: Energy disaggregation performance increase for each device in terms of estimation
accuracy EmACC when using the optimal temporal contextual window length w per device.
Type Appliance
ECO REDD iAWE
1 2 4 5 6 1 2 3 4 6 1
D Air conditioner - - - - - - - - 1.4 (3) 9.7 (11) 26.5 (9)
A Air exhaust - 0.0 (1) - - - - - - - - -
A/B/C Bathroom-Gfi - - - - - 0.9 (13) - 13.1 (3) 0.1 (11) 2.4 (3) -
A Coffee Maker - - - 1.8 (3) 0.2 (3) - - - - - -
B Dishwasher - - - - - 4.8 (5) 4.9 (5) 0.0 (1) 3.6 (13) 0.5 (3) -
A Disposal - - - - - - 0.5 (3) 0.0 (1) - - -
A Dryer 0.6 (7) - - - - - - - - - -
A Electric heat - - - - - 1.9 (3) - - 0.0 (1) - -
C Electronics - - - - - - - 4.3 (11) - 10.5 (7) -
C Entertainment - 2.3 (5) 1.8 (7) 1.2 (7) 3.2 (3) - - - - - -
B Freezer 3.4 (5) 3.4 (9) 0.4 (7) - - - - - - - -
B Fridge 2.8 (5) 2.8 (5) 17.1 (5) 0.6 (3) 5.1 (3) 4.8 (11) 5.6 (5) 3.5 (13) - 2.0 (3) 0.6 (5)
B Furnace - - - - - - - 60.8 (11) 5.4 (13) - -
Ghost 1.1 (3) 2.9 (3) 1.0 (3) 1.0 (9) 0.3 (11) - 0.8 (3) 0.0 (1) 0.1 (11) 0.0 (1) 0.4 (3)
A Iron - - - - - - - - - - 0.0 (1)
A Kettle 3.4 (7) - - - 2.4 (3) - - - - - -
A/B/C Kitchen - - 0.0 (1) - - 6.1 (7) 8.4 (5) 7.7 (3) 2.8 (5) 14.2 (3) -
A Lamp - 0.2 (5) 32.2 (13) - - 0.1 (3) - - - - -
C Laptop - 12.7 (9) - - - - - - - - 1.1 (7)
B Lighting - - - - - 17.8 (7) 4.9 (5) 8.4 (7) 2.0 (7) 5.8 (9) -
A/B Microwave - - 0.5 (9) 0.0 (1) - 5.7 (7) 0.7 (3) 9.6 (5) - - -
B/C Out-Unknown - - - - - - - 4.6 (7) 1.1 (9) 3.0 (11) -
A Oven - - - - - 0.0 (1) - - - - -
C PC + printer - - - 2.3 (5) 3.3 (13) - - - - - -
C Stereo - 1.9 (7) 0.2 (7) - - - - - - - -
A Stove - - - - - - 7.6 (3) - 6.6 (7) 9.4 (3) -
C TV - 0.9 (9) - - - - - - - - 0.4 (13)
B Washer-Dryer - - - - - 7.2 (7) 5.7 (11) 14.1 (7) 17.4 (7) - -
A WM 0.0 (1) - - - - - - - - - 0.0 (1)
D Watermotor - - - - - - - - - - 44.7 (11)
As can be seen in Table 3.11 appliances belonging to type A, i.e. single or multi-
state appliances with their power consumption signature not varying in time, like air
exhaust, disposal, electric heat, iron, lamp, are not significantly benefiting from the two-
stage NILM architecture. Specifically, the energy disaggregation improvement for type A
devices ranges between 0.0%-3.4% with average improvement of 1.6%. Conversely, type
B appliances with significant peak-power at the beginning of their power signature, like
dishwasher, freezer, fridge and washer-dryer were found to benefit from the proposed
methodology with the energy disaggregation improvement for type B appliances rang-
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ing between 0.4%-17.8% with average improvement of 8.6%. Furthermore, for type C
appliances (e.g. electronic devices, entertainment, laptops), the power signature is usu-
ally strongly varying with time and the temporal contextual information is capturing
well the dynamic characteristics of the appliances. In detail, the energy disaggregation
improvement for type C appliances ranges between 0.2%-12.7% with average improve-
ment of 3.8%. Last, regarding type D appliances (e.g. air-conditioner or watermotor)
their power signature appears in the form of an exponential rise or decay including sig-
nificant power-peaks at the onset of their signature. Therefore, due to their slowly but
strongly time varying behaviour their amplitude variation can be captured by temporal
contextual information and misclassification with multi-state appliances of the similar
consumption amplitude levels can be reduced. The energy disaggregation improvement
for type D devices ranging between 1.4%-44.7% with average improvement of 28.6%. The
effect of the two-stage temporal contextual information NILM methodology on each of
the four appliance types is summarized in Table 3.12.
Table 3.12.: Average EACC improvement and temporal contextual window length for four appli-
ance types (A,B,C and D).
Appliance Type Average window length w Average improvement
A (One-State/Multi-State without Power-Peak) 2.92 1.6%
B (One-State/Multi-State with Power-Peak) 7.38 8.6%
C (Non-Linear) 8.30 3.8%
D (Continuous) 9.00 28.6%
As can be seen in Table 3.12, the energy disaggregation performance in type D ap-
pliances improves by almost 30%, followed by type B appliances reporting performance
improvements by almost 10%. Additionally, the optimal average length of the temporal
contextual window for appliance types D and B was found to be w=9.00 and w=7.38, re-
spectively. For the case of non-linear appliances (type C) the performance improvement
is almost 4%, with an average length of the temporal contextual window of w = 8.30,
which is most probably owed to the non-repetitive micro-patterns within non-linear ap-
pliances. Furthermore, the two-stage architecture improves the detection of continuous
or non-linear appliances as they can be highly related to the daily routine of the users/-
consumers or even be related/dependent to each other as for example in the case of TV
and entertainment appliances which are usually interconnected. For such devices, with
inter-device dependencies or daily routine patterns, the apriori knowledge of the power
consumption of other devices they operate together can be beneficial for the estimation
of their power consumption. Such devices can benefit from the two stages of the pro-
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posed architecture in which estimates of the power consumption of the other appliances
calculated from stage I are used as input. Furthermore, detection of devices with power
spikes, i.e. peaks that appear during the switching on of electrical motors, e.g. in fridges
or freezers, was found to benefit from the two stages of the proposed methodology.
3.3.2. High-Frequency Approaches
Next to low-frequency approaches, as described in Section 3.2 as well as in Section 3.3.1,
also high-frequency approaches have been proposed in the literature. Specifically, high-
frequency approaches offer the advantage of enhanced information through higher sam-
pling frequencies and especially the opportunity for high-frequency representations in
the time-frequency domain [126] or to utilize deep CNNs to work as feature extraction
engines and extract features of the raw voltage and current measurements [127]. There-
fore, in Section 3.3.2.1 spectrogram analysis is reviewed and an optimization based on
Double Fourier Integral Analysis (DFIA) is proposed in Section 3.3.2.2 respectively. In
detail DFIA is utilized to overcome the downside of spectrograms which are only able
to utilize one feature, i.e. either voltage or current, while DFIA is applicable for utiliz-
ing two different time series’. Furthermore, also coupling effects between voltage and
current can be covered by DFIA which is not possible when using spectrograms.
3.3.2.1. Spectrogram based Analysis
Let iagg(t) be the discrete-time signal after A/D conversion with sampling period Ts of the
aggregated current, continuously measured by a smart meter with t 2 N0, i.e. starting
at time t = 0. The signal is decomposed into consecutive segments (frames) of length W
samples each, to perform short-time analysis (successive frames might be overlapping in
time or not). Given an arbitrary frame itagg of iagg, with itagg = [i(t0), i(t0 + 1), ..., i(t0 +










with columns ĩt,lagg 2 CNx1 being the N-point Discrete Fourier Transforms (DFT) of blocks
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with 1  k  N   1, it,lagg 2 RN⇥1 being the l-th subframe and j being the complex
operator. For the last subframe l = L either zero padding is applied to fill in the miss-
ing samples up to N, or these last samples are ignored resulting in one less subframe.
Therefore, the spectrogram of each frame t of the aggregated current signal iagg will be
S(itagg) 2 CN⇥L, which is a time (L columns) vs. frequency (N rows) representation of the
frame itagg. Similarly, the spectrogram of frame vtagg of the aggregated voltage signal vagg
will be S(vtagg) 2 CN⇥L. It is noted that the spectrogram matrices, S(itagg) and S(vtagg),
consist of complex number values (as a result of DFT) and thus when applied as input to
a classifier usually the magnitude and/or the angle values of the spectrogram matrices
are used [126].
3.3.2.2. Double Fourier Integral Analysis
While in spectrogram analysis one discrete-time signal is considered, DFIA assumes two
different time-dependent variables [128]. Let iagg(t) and vagg(t) be the aggregated current
and the aggregated voltage signals, continuously measured by a smart meter. The two
signals are periodic towards the period of the power line frequency fel = wel/2p and are
time-aligned (time synchronous acquisition and in parallel A/D conversion), thus when
each signal is segmented to frames of length W1 samples for any arbitrary frame itagg of
iagg, with itagg = [i(t0), i(t0 + 1), ..., i(t0 + W   1)] there is also a frame vtagg of vagg, with
vtagg = [v(t0), v(t0 + 1), ..., v(t0 +W  1)]. In DFIA an output function f (·) is defined [128]
by the cyclically varying signals itagg and vtagg, i.e. f (vtagg, itagg), which in our case is the
instantaneous power ptx,y = itagg(x) · vtagg(y) with 1  x, y W and Pt 2 RW⇥W being the
instantaneous power two-dimensional representation on a V-I plane for the t-th frame as
illustrated in Figure 3.15a.
1please denote that different from the rest of the thesis W will denote the frame length instead of L in order
to avoid confusion with the indices of the high-frequency coefficients.
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a) Instantaneous power 2-d representation b) DFIA magnitude
Figure 3.15.: a) Instantaneous power two-dimensional representation and b) DFIA magnitude
with the y-axis being the voltage direction and the x-axis being the current direction
As shown in Figure 3.15 each V-I instantaneous power frame, Pt, contains the cur-
rent and voltage trajectories in x/y directions. From Fourier series theory [128] any time
varying periodic function of two variables, i.e. f (iagg, vagg), can be written as a sum of
harmonic components, i.e.








[A0l · cos(lvagg) + B0l · sin(liagg)]
| {z }
















[Aklcos(kvagg + liagg) + Bklsin(kvagg + liagg)]
| {z }
sideband harmonics
where k is the index variable for the voltage and l is the index variable for the current.
As can be seen Equation 3.36 can be decomposed into four terms: DC-component, funda-
mental component and baseband harmonics, carrier harmonics and sideband harmonics.
The DC-component describes the transferred DC power (k, l = 0). The fundamental com-
ponent and baseband harmonics are the AC power (l = 1) and the low frequency current
harmonics (l > 1). The carrier harmonics (in this case voltage is considered as a carrier,
as it is fixed by the grid, similar as a modulation wave) for voltage distortions (k  1). The
sideband harmonics, which are ensembles of sums and differences of current and voltage
waveforms, and can be found at frequencies f = fel · k ± fel · l.
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The overall harmonic current and voltage fingerprint of a frame Pt is described by
the coefficients akl and bkl , in contrast to the spectrograms S(itagg) and S(vtagg), which
contain only fundamental components and baseband harmonics of the current or the
voltage signal. For the purpose of energy disaggregation, the double Fourier transform
is calculated for each Pt frame, i.e.














with 1  k < K and 1  l < L being index variables. The magnitude and/or phase of
each unit cell Ft 2 CW⇥W is then used as input to a machine learning model for classifica-
tion or regression. The coefficients ak,l and bk,l represent the real and complex coefficients
for the k, l-th index of the unit cell Pt. The two-dimensional magnitudes Ak,l and phase
angle Fk,l of the harmonic components can then be written using the coefficients ak,l and
jbk,l :









with A 2 RW⇥W and F 2 RW⇥W .
The DFIA magnitude of the instantaneous power two-dimensional representation
of Figure 3.15a is illustrated in Figure 3.15b. Specifically, the current/voltage harmon-
ics (baseband/carrier harmonics) can be found along the x/y-axis with the fundamen-
tal component at k, l = 1 and fel = 50Hz and the DC component at k, l = 0 and
fel = 0Hz, while odd order harmonics can be found in both current and voltage di-
rection for k, l = {3, 5, 7, ...} thus fk,l = {150Hz, 250Hz, 350Hz, ...}. Furthermore, it can
be seen that harmonics are decaying significantly faster in voltage direction (y-axis) than
in current direction (x-axis), accurately capturing the time-domain behaviour as also ob-
served in Figure 3.15a. Moreover, sideband harmonics can be seen, especially in the
current direction, appearing at f = fel · k + fel · l, e.g. for k = 1 and l = {1, 3, 5, ...}
at f1,l = {100Hz, 200Hz, 300Hz, ...}. The block diagram of the proposed architecture is
illustrated in Figure 3.16.
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Figure 3.16.: Proposed high frequency CNN architecture utilizing DFIA.
The proposed approach was evaluated according to the experimental protocols us-
ing the datasets, the classifiers and features, as presented in Table 3.13. It must be noted
that the size of the DFIA was resized in order to meet the size of the voltage and current
spectrograms. The parametrization and optimization of all free parameters is given in
the Appendix A.2. Specifically, the parametrization of the high-frequency CNN in terms
of number of filters and kernel size is given in Table A.1. Additionally, the complete
high-frequency structure is tabulated in Table A.2.
Table 3.13.: Experimental protocols for DFIA including choice of data, classifiers and features.
Protocol Name Dataset House Apps Classifier Features Dim
#1 ’I’ UK-DALE 1 BO,WM,KL,FR,TL, DW, MW, KT CNN S(itagg) N ⇥L
#2 ’V’ UK-DALE 1 BO,WM,KL,FR,TL, DW, MW, KT CNN S(vtagg) N ⇥L
#3 ’V-I’ UK-DALE 1 BO,WM,KL,FR,TL, DW, MW, KT CNN S(itagg), S(vtagg) N ⇥L
#4 ’DFA’ UK-DALE 1 BO,WM,KL,FR,TL, DW, MW, KT CNN A N ⇥L
#5 ’DFF’ UK-DALE 1 BO,WM,KL,FR,TL, DW, MW, KT CNN F N ⇥L
#6 ’DFA F’ UK-DALE 1 BO,WM,KL,FR,TL, DW, MW, KT CNN A, F N ⇥L
In detail, for all evaluations the 1st-7th December 2014 (7 days) of the HF data was
chosen (32 GB compressed stored data size) as it contains simultaneous activity of up
to 12 appliances. Specifically, the first six days have been used for training and the last
day for testing. The results for the experimental protocols presented in Table 3.13 are
tabulated in Table 3.14.
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Table 3.14.: Energy disaggregation performance in terms of EACC for different appliances using
different experimental protocols. Specifically, EmACC has been used for evaluation on device level.
Best performances are shown in bold.
App I V V-I DFA DFF DFA F
BO 80.6% 71.9% 84.9% 88.1% 88.0% 88.9%
WM 77.8% 65.2% 74.6% 77.9% 76.7% 79.2%
KL 64.6% 63.1% 65.0% 81.5% 81.1% 81.7%
FR 86.3% 72.4% 85.6% 88.5% 88.9% 91.2%
TL 78.1% 62.9% 79.5% 85.0% 84.8% 87.5%
DW 67.0% 62.5% 70.0% 71.4% 66.7% 75.8%
MW 65.7% 59.0% 70.2% 71.4% 70.5% 73.9%
KT 81.7% 60.9% 83.5% 86.1% 76.8% 92.5%
AVG 76.2% 65.2% 77.3% 82.0% 80.3% 84.5%
As can be seen in Table 3.14 the proposed DFIA (column ‘DFA F’) outperforms the
spectrogram-based approaches (‘I’, ‘V’ and ‘V-I’) in all experimental protocols and for all
appliances. Specifically, for spectrogram-based approaches average performance varies
between 65.2-77.3% depending on if voltage spectrograms, current spectrograms or their
combination are utilized as input to the CNN. Voltage spectrograms perform significantly
worse comparing to current spectrograms, due to the fact that the grid voltage intrinsi-
cally does not carry much information as it is only influenced through coupling effects
during time of large current draw. Combining current and voltage spectrograms has led
to a performance improvement of +1.1% when being compared to current spectrogram
only. DFIA approach (‘DFA F’) improved NILM accuracy comparing to ‘V-I’ spectro-
grams from +3.7% (BO) up to +16.7% (KL) and the average improvement was +7.2%,
which is owed to its better representation of devices through their harmonic spectrum.
It is worth mentioning that both the magnitude DFIA (‘DFA’) and phase DFIA (‘DFF’)
setups also significantly outperform all spectrogram-based NILMs across all evaluated
devices.
3.4. Discussion
To accurately benchmark the performance of different deep-learning based NILM ap-
proaches performance evaluation has to be carried out under conditions that can be easily
reproduced by other researchers, thus publicly available databases and common perfor-
mance metrics must be used. In detail, comparability within NILM is assured through
the wide acceptance of a small set of databases, i.e. REDD, AMPds, UK-Dale and REFIT
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as well as the EACC and the MAE metric to measure disaggregation performance. There-
fore, Table 3.15 lists the most recent NILM disaggregation results for the REDD, AMPds
and UK-DALE database using the EACC and MAE metric. It must be noted that Table 3.15
is not even close to a complete listing of all performances, but only provides a selected
sub-set of best performing approaches.
Table 3.15.: Comparison of energy disaggregation performance for deep learning in terms of EACC
and MAE for different approaches and datasets. Best performances are shown in bold.
NILM Method Classifier Publication Year Dataset Appliances Metric Performance
Fractional NILM RNN [118] 2020 REDD-1/2/3/4/6 all loads EACC 83.2%
MLZCR RF [117] 2020 REDD-1/2/3/4/6 all loads EACC 80.5%
SIQCP HMM [129] 2016 REDD-2 WM, DW, FR, MW, KT EACC 86.4%
Two Stage RF [130] 2020 REDD-2 WM, DW, FR, MW, KT EACC 93.4%
Sparse HMM HMM [36] 2015 REDD-2 WM, DW, FR, MW, KT EACC 94.8%
F-HDP-HSMM HMM [109] 2013 REDD-2 WM, DW, FR, MW, KT EACC 84.8%
Fractional NILM CNN [118] 2020 AMPds all loads EACC 89.3%
WaveNILM CNN [21] 2019 AMPds all loads EACC 88.4%
Bayesian BiLSTM LSTM [110] 2019 AMPds DR, DW, HO, WO MAE 31.1
DNN-HMM FHMM [35] 2019 AMPds DR, DW, HO, WO MAE 153.6
DFIA CNN - 2020 UK-DALE-1 WM, DW, FR, MW, KT MAE 2.6
Concatenated CNN CNN [126] 2019 UK-DALE-1 WM, DW, FR, MW, KT MAE 3.6
In detail, as illustrated in Table 3.15, approaches based on the REDD-2 dataset have
been mainly evaluated for the five most common appliances, so called deferrable loads
[109]. Specifically, for this setup the proposed sparse HMM approach presented in Sec-
tion 3.2.1 and proposed in [36] outperformed all other methods achieving 94.8% in terms
of disaggregation accuracy, followed by the two-stage classification approach presented
in [130] reporting 93.4%. However, it must be noted that the approach in [36] down-
sampled the data to 1 min intervals, thus reducing data and smoothing transients in the
signal, while the work in [130] used unprocessed data making one to one comparison
not possible. Conversely, when utilizing all houses of the REDD database, excluding
house five as proposed in [131], the fractional NILM as presented in Section 3.3.1.3 out-
performed the MLZCR as presented in Section 3.3.1.2 with 83.2% and 80.5% respectively.
Furthermore, the fractional NILM approach outperforms the waveNILM approach pre-
sented in Section 3.2.3 and proposed in [21] by 0.9% achieving 89.3% disaggregation ac-
curacy for all loads. The Bayesian BiLSTM approach presented in Section 3.2.2 signif-
icantly outperformed the hybrid DNN-HMM approach proposed in [35] with an MAE
value of 31.1 compared to an MAE value of 153.6. Moreover, considering high-frequency
approaches the proposed DFIA approach presented in Section 3.3.2.2 outperforms the
state-of-the-art concatenated CNN approach proposed in [126], reporting an MAE im-
provement of 1.0.
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To summarize, each of the state-of-the-art methods in Section 3.2 and the proposed
optimizations presented in Section 3.3 has its own merits and flaws. Specifically, while
the fractional NILM [118], the waveNILM [21], the concatenated CNN [126] and the DFIA
achieve the highest performances they are also extensive in terms of their computational
cost. Conversely, the MLZCR [117] approach and sparse super-state HMM [36] are op-
timized for computation times, with the sparse HMM achieving the highest accuracy
for the deferrable loads. Conversely, the sparse HMM approach is not suitable for tran-
sient modelling or non-linear or continuous devices due to the discrete modelling of the
HMM states. Additionally, the importance of incorporating temporal information has
to be mentioned, as the best performing approaches for both state-of-the-art methods as
well as proposed optimizations are focusing on accurately modelling the temporal be-
haviour of the appliance signatures.
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Chapter 4.
NILM based on Pattern Matching
Next to deep learning based approaches for NILM, pattern matching based approaches,
i.e. DTW [55], [132] or GSP [133], have been proposed. In detail, in Section 4.1 an intro-
duction to elastic matching techniques for NILM will be provided, with more detailed
descriptions of DTW and GSP in Section 4.2.1 and in Section 4.2.2 respectively, as part
of the state-of-the-art description in Section 4.2. Moreover, the proposed optimizations
are discussed in Section 4.3 including an general introduction to elastic matching tech-
niques in Section 4.1 and a proposed optimization based on elastic matching techniques
in Section 4.3. A discussion including both results from the literature as well as from the
proposed optimizations will be provided in Section 4.4.
4.1. Introduction to Elastic Matching Techniques
Considering the aggregated power consumption signal pagg(t)8t : t 2 {1, · · · , T} ac-
quired by a smart meter let pa = [p(i), p(i + 1), ..., p(i + N   1)] be a sequence of length
N where p(i) is the ith sample of pagg and let pb = [p(j), p(j + 1), ..., p(j + M   1)] be
a second sequence of length M where p(j) is the jth sample of pagg, with N < M and
N, M ⌧ T. Furthermore, let D(pa, pb) = [d(pna , pmb )]i,j 2 R
N⇥M be an arbitrary cost
matrix, where d(·) is a distance metric e.g., Euclidean distance, Manhattan distance or
Kullback–Leibler (KL) distance and hA, D(pa, pb)i being the inner product of matrix A
with the cost matrix D(pa, pb), where A is an alignment matrix with An,m being the align-
ment score between the nth and the mth element of pa and pb respectively. Therefore, five
different elastic matching approaches, namely DTW, GAK, sDTW, MVM and ACS are
presented below.
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Based on the above, using the cost matrix D(pa, pb) and the different alignment ma-
trices A, DTW(pa, pb) is the minimum accumulated cost between pa and pb for all possi-
ble warping paths in the (N, M) search space. Accordingly the minimum cost is defined
as in Equation 4.1 and the recursive update rule for finding the optimal warping path is
given in Equation 4.2 [134], [135].
DTW(pa, pb) = min
A2An,m
hA, D(pa, pb)i (4.1)
D(n, m) = d(pna , p
m





D(n  1, m  1)
D(n, m  1)
(4.2)
where D(n, m) = ÂLk=1 d(pna , pmb ) is the accumulated cost associated with any warping
path a = (a1, a2, . . . , ak, . . . , al) from (i, j) to (i + N, j + M) with path-length L and point
ak = (nk, mk) 2 {i, i + 1, · · · , i + N   1}{j, j + 1, · · · , j + M  1}. Furthermore the initial
conditions for the accumulated cost are set as follows: D(0, 0) = 0, D(n, 0) = • for n > 0
and D(0, m) = • for m > 0.
Extending the previous definition of DTW the Global Alignment (GA) kernel is de-
fined as the exponential soft-minimum of all alignments distances and can be written as




where g > 0 is the smoothing parameter of the kernel. Compared to DTW, kgGA incorpo-
rates the whole spectrum of costs hA, D(pa, pb)i and thus provides a richer representation
than the absolute minimum of set A, as considered by DTW [136].
As described in [135] Equation 4.1 and Equation 4.3 can be computed using a single
algorithm. The generalized ming operator, with the smoothing parameter g   0 can be
written as in Equation 4.4 and is referred to as soft Dynamic Time Warping (sDTW) dtwg.
dtwg = ming{hA, D(pa, pb)i A 2 An,m} (4.4)




mininai g = 0
 glog Âni=1 e ai/g g > 0
(4.5)
where the original DTW score is recovered by setting g = 0, while for g > 0 a scaled
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version of GAK can be written as dtwg =  g log k
g
GA.
In contrast to DTW, sDTW and GAK, MVM tries not to find the optimal alignment
between the two sequences pa and pb, but also considers the alignment of subsequences.
Thus MVM tries to find a subsequence p0a of length N such that pb best matches p
0
a. To
formally describe MVM the difference matrix R 2 RN⇥M between the two sequences pa
and pb and is defined as follows [137]:
R = (rnm) = (pna   p
m
b ) (4.6)
Furthermore, rnm is treated as a directed graph with the following links [137]:
rnm $ rkl where k  n = 1 and m + 1  m + N  M (4.7)
Using Equation 4.6 and Equation 4.7 the least-value path in terms of the linkcost and
















(rnm)2 i f k = n + 1
min(pathcost(n, m), pathcost(n  1, k) + linkcost(r(n 1)k, rnm))
i f 2  i  M, n  k  n + N  M, k + 1  j  k + 1 + (N  M)
• otherwise
(4.9)
Moreover, next to above elastic matching algorithms All Common Subsequences
(ACS) as proposed in [138] defines the number of all common subsequences acs(pa, pb),
of any two sequences pa and pb by using dynamic programming. Specifically let N(n, m)
be the number of common subsequences then:
N(n, m) = N(n  1, m  1) · 2, i f pna = p
m
b (4.10)
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and consequently acs(pa, pb) = N(|pa|, |pb|).
4.2. State of the Art
Considering pattern matching techniques two different approaches have been evaluated
for NILM. First DTW based approaches, in this context the transient approach presented
in [55], will be described in Section 4.2.1. Second, approaches based on GSP, for which
the approach in [133] will be described in Section 4.2.2.
4.2.1. Dynamic Time Warping
Based on the one-dimensional notation of DTW described in Section 4.1 the discussed
approach of transient DTW in [55] is based on multi-dimensional time-series, thus the
notation of Section 4.1 is extended accordingly. Therefore, let Xa = [x1a , x2a , ..., xFa ] 2 RF⇥T




b ] 2 R
F⇥T the extension to multi-dimensional signals with F 2 N
being the feature dimensionality. In order to calculate the local cost between the matrices
Xa and Xb the vector Lp-norm is used and the local cost function D(·) is reformulated as
in Equation 4.12.
D(Xa(i), Xb(j)) = kXa(i), Xb(j)kp (4.12)
where k·k represents the vector Lp-norm with p   1 and Xa(i), Xb(j) are the ith and jth
sample of Xa, Xb respectively.
Based on the above notation of the multi-dimensional DTW the approach in [55] pro-
poses the template matching based on transient signal behaviour. Therefore, let Pta and Qta
be a known transient of active and reactive power and let Psb and Q
s
b be an unknown tran-
sient, where the superscript t and s represent "template" and "sample" respectively. In de-
tail, each transient can be expressed in vector form, i.e. Pta = [Pta(1), Pta(2), ..., Pta(L)] 2 RL,
where L is the length of the transient frame [55]. Furthermore, the Transient Power Wave-
form (TPW) template representing the known transient a is referred to as Ta, and the TPW
sample for the unknown transient b is referred to as Tb, where the Ta and Tb are composed
of the active and/or reactive TPW time series’. Moreover, the set of known transients will
be denoted as Sa [55].
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Based on the notation of sets of known and unknown transients, the nearest neigh-
bour technique is utilized in [55] to find the closest match of an unknown transients Tb





where Da,b(Ta, Tb) is the multi-dimensional distance measure representing the integrated
distance between Ta and Tb. Especially, the work in [55] proposes three different calcula-
tion methods for Da,b(Ta, Tb).
First, the templates Ta and Tb are expressed as two-dimensional time series, concate-
nated in parallel as described in Equation 4.14a and Equation 4.14b respectively.
Ta = (Pta, Q
t
a) (4.14a)
Tb = (Psb , Q
s
b) (4.14b)
Second, Ta and Tb are expressed as one-dimensional time series’, concatenated in













The third scheme aims to decouple the active and reactive transient power signa-
tures, thus Ta and Tb are expressed as described in Equation 4.16a and Equation 4.16b
respectively.
Ta = {Pta, Q
t
a} (4.16a)
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Consequently, the integrated distance of the signatures are weighted using weights
wp and wq for active and reactive power signatures respectively. The updated distance
measure is described in Equation 4.17.
Da,b(Ca, Cb) = wT · da,b (4.17)




T, whose elements are dpa,b = DTW(P
s




a, Qtb), are defined
as in [55]. Again the experimental results as well as a comparison with other proposed
approaches and the proposed optimizations of Section 4.3 can be found in Section 4.4.
4.2.2. Graph Signal Processing
Next to DTW based approaches as proposed in [139] an approach based on unsupervised
clustering and Graph Signal Processing (GSP) is discussed. In detail, GSP is utilized in
order to refine clusters and perform feature matching on rising and falling edges of the
aggregated signal [139]. Specifically, based on a set of aggregated measurements pagg a
graph G = {V, A}, consisting of vertices V and edges is defined. In detail, each node
vi 2 V corresponds to one measurement of the aggregated signal pagg, and the structure
of the graph, namely the combinations of vertices and edges, can be described by an





where r is the scaling factor and d(xi, xi) is an arbitrary distance measure, e.g. Euclidean
distance or Manhattan distance. The graph signal will then be described by the variable









Aij(sj   si)2 (4.19)
where s is the smoothness parameter. In detail, it can be shown that sTDLs, where DL is
the graph Laplacian operator [142] as given in Equation 4.19:
DL = D  A (4.20)
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and D is a diagonal matrix with non-zero entries Dii = Âj Aij. In order to find the








The solution of the above problem can be written in closed form as described in




where (·)# denotes the pseudo-inverse of a matrix and s⇤ is the solution of the smoothness
solution. The solution for solving the NILM problem based on unsupervised GSP, as















,⇧ ✓P , ✓N G
Figure 4.1.: Proposed architecture for unsupervised GSP based on clustering and feature matching
[139].
In detail, the proposed architecture includes five steps, namely smart metering, edge
detection, initial clustering, refined clustering and feature matching [139]. Specifically,
during edge detection the difference of the aggregated signal is calculated, Dptagg =
pt+1agg   ptagg, and an initial threshold q0 is used to find initial events, which are stored
in a set of initial events P. During initial clustering a graph is built based on the events in
P, associating each Dptagg to a note element of the graph vi if |Dptagg| > q0. The adjacent
matrix A is calculated respectively considering the distance between two events Dpiagg
and Dpjagg. The graph signal will then be defined by setting s1 to 1 if Dptagg > q0 and -1
if otherwise and elements of the set P are clustered to the first graph signal if they are
similar to s1. Consequently, this procedure is continued till P is an empty set and all
events are associated to a graph [139].
Let Ci be one of these cluster, with µi and si being the mean value and standard de-
viation of the cluster respectively. The quality of a cluster is then defined by the Relative
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where Ris is used as a quality measure for cluster Ci and consequently defines two new
thresholds qN and qP for the worst cluster of negative and positive elements respectively.
The set of events P is then redefined as in Equation 4.24.
P = Dpagg 2 ( •, qN) [ (qP, •) (4.24)
Based on the new thresholds qN and qP and the refined set of events P the clusters
are refined in stage two of the proposed approach in [139]. Specifically, based on the
new set of events a new graph is created to cluster the events and the RSD value is re-
evaluated for each cluster. Furthermore, if the quality of a cluster is too low it is getting
removed from the set of events P and the scaling factor r of the adjacent matrix A is
reduced by one half [139].
Based on the final clustering output, which contains the same number of increasing
and decreasing power edges, thus positive and negative clusters, each positive cluster
CP is getting paired with a negative cluster CN . For this pairing both magnitude differ-
ences as well as time differences between negative and positive edges are exploited [139].
Especially, to find an optimal pair for each positive candidate cPi 2 CP in cNi 2 CN , let
F denote a set of possible candidates out of CN . Specifically, let FM be a set of magni-
tude differences between cPi and each element in F and let FT be the corresponding time
intervals respectively [139].
Based on the above, two graphs can be formed, one with respect to magnitudes
GM = {VM, AM} and one with respect to time intervals GT = {VT, AT}. The adjacent











In the feature matching the global smoothness of both graphs is calculated sepa-
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rately, obtaining the solutions s⇤M and s
⇤
T respectively, and the optimization procedure for
each element in s⇤M and s
⇤






where i is a running index over all elements of s⇤M and s
⇤
T and w1 and w2 are weighting
coefficient describing the trade-off between magnitudes and time differences with w1 +
w2 = 1. The solution of Equation 4.27 returns the best decreasing edge cNi for each
increasing edge cPi . Each disaggregated event can then be labelled by comparing the
disaggregated signature with a database of existing signatures.
Again the experimental results as well as a comparison with other proposed ap-
proaches and the proposed optimizations of Section 4.3 can be found in Section 4.4.
4.3. Proposed Optimizations
Pattern matching techniques usually suffer from not being able to apply time shifts be-
tween the reference signature and the signature to be disaggregated and are thus having
issues to disaggregate signature which cannot be exactly found in the reference signa-
ture database. Therefore, the elastic matching techniques presented in Section 4.1 are
evaluated for an elastic matching NILM architecture in order to incorporate additional
degrees of freedom, i.e. not having to match the first and the last sample of the testing
and reference signature. Furthermore, the optimal free parameters of the elastic matching
algorithms are presented.
In the proposed approach the minimization is performed using a database of power
consumption signatures built from frames of the aggregated signal pagg and their corre-
sponding ground-truth information for each appliance, providing estimates p̂m for each
pm. The block diagram of the proposed NILM architecture is illustrated in Figure 4.2.
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Figure 4.2.: Block diagram of the proposed non-intrusive load monitoring architecture using elas-
tic matching and a set of reference signatures.
As illustrated in Figure 4.2 the proposed approach consists of three steps, namely
pre-processing, framing and template matching using an elastic matching algorithm. Ad-
ditionally, a database of reference signatures W is needed in order to perform elastic
matching. The reference signatures are recorded during a training phase monitoring the
energy consumption of each of the M devices, pm, as well as the aggregated consumption,
pagg. The acquired measurements (M+1 time-synchronous signals) are then preprocessed
using a filter to remove outliers and static noise from the smart meters, frame blocked in
frames wmn , wmn 2 RL, of constant length L = ||w|| with 1  n  N being the number of
frames and grouped, i.e., every stored aggregated energy consumption frame (reference
frame) is stored together with the corresponding time-synchronous energy consumption
frames of each of the M devices, into a table Wn, Wn 2 R(M+1)xL. Finally, all tables Wn
are stored in a database W : Wn, 1  n  N. During disaggregation only the aggregated
signal pagg is measured from a (central/main) smart meter and is initially preprocessed
and frame blocked in frames ptagg of the same constant length L = ||w||, with t being the
number of the frame of the aggregated signal during operation. Each frame ptagg is then
compared against all aggregated power consumption reference frames wnagg stored in the
database W using an elastic matching algorithm g(·). The best matching reference frame
is then used for numerical estimation, p̂m, of the power consumption of each of the M
devices as described in Equation 4.28 and Equation 4.29.
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where k(t) is an index for selecting the optimal signature out of the signature database
W. The proposed approach was evaluated according to the experimental protocols us-
ing the datasets, the classifiers and features, as presented in Table 4.1. The parametriza-
tion and optimization of all free parameters is given in Appendix A.3. Specifically, the
framelength was optimized in Table A.3, and was found to be 15 samples. Addition-
ally, different restrictions on the warping path as well as different distance measure have
been evaluated in Table A.4 and Table A.5 respectively. It was found that restrictions on
the warping path do not lead to an improvement of disaggregation accuracy, and that
disaggregation accuracy is almost independent of the distance measure, thus Euclidean
distance was chosen as distance measure.
Table 4.1.: Experimental protocols for elastic matching including choice of data, classifiers and
features.
Protocol Name Dataset House Apps Classifier Features Dim (L)
1 ’DTW’ REDD 1-4,6 ALL DTW Xtagg 15
2 ’sDTW’ REDD 1-4,6 ALL sDTW Xtagg 15
3 ’MVM’ REDD 1-4,6 ALL MVM Xtagg 15
4 ’GAK’ REDD 1-4,6 ALL GAK Xtagg 15
5 ’ACS’ REDD 1-4,6 ALL ACS Xtagg 15
The results for the experimental protocols presented in Table 4.1 are tabulated in
Table 3.14. Specifically 10-fold cross validation was used for evaluation, with 90% of the
data being used for building the signature database and 10% of the data for evaluating the
proposed elastic matching-based NILM architecture. The evaluation results are tabulated
in Table 4.2.
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Table 4.2.: Energy disaggregation performance in terms of EACC for different datasets of the REDD
database using different elastic matching algorithms (average results are provided with and with-
out considering REDD-5). Best performances are shown in bold.
Dataset
Elastic Matching Algorithm
DTW sDTW MVM GAK ACS
REDD-1 73.01% 74.24% 75.12% 74.33% 62.63%
REDD-2 81.58% 84.65% 87.58% 76.45% 71.79%
REDD-3 71.67% 72.03% 73.55% 72.70% 63.96%
REDD-4 80.59% 81.84% 83.00% 81.81% 79.17%
REDD-5 80.02% 80.19% 82.13% 75.75% 63.72%
REDD-6 82.24% 80.72% 84.18% 82.00% 75.14%
AVG1 6 78.19% 78.95% 80.93% 77.17% 69.40%
AVG1,2,3,4,6 77.82% 78.70% 80.69% 77.46% 70.54%
As can be seen in Table 4.2 MVM outperforms all other evaluated elastic matching
algorithms across all datasets as well as on average. In detail, utilizing MVM increased
the disaggregation accuracy by approximately 2.7% resulting in an absolute average dis-
aggregation accuracy of 80.93%. Furthermore, sDTW offered a slight improvement with
respect to the DTW baseline system with a performance increase of 0.8% and a total disag-
gregation accuracy of 78.95%. Moreover, GAK’s average performance was slightly lower
than the baseline DTW (-1.0%), with the REDD-2 and REDD-5 datasets performing sig-
nificantly lower than DTW. ACS reported significantly lower disaggregation accuracies
than DTW across all houses as well as in average. This is probably due to the fact that
ACS forces matching of sub-sequences and has neither a soft a margin as sDTW/GAK
nor can it skip outliers like MVM [144]. It is worth mentioning that the energy disaggre-
gation accuracy of the REDD-5 dataset is above 80% for both DTW and MVM despite the
limited amount of available data for this household.
Furthermore, results on the device level are presented for house two of the REDD
database. REDD-2 was chosen as all appliances were metered over the whole recording
period and there are no gaps in the measurements. For the purpose of direct comparison
with previous studies we additionally tested our proposed methodology on five selected
loads from the REDD database, so called deferrable loads, defined in [109]. These loads,
namely the refrigerator, the lighting, the dishwasher, the microwave and the furnace (not
available in REDD-2), were proposed as they contain a significant amount of the total
consumed energy and were used in previous publications [36], [109].
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Table 4.3.: Energy disaggregation performance on device level in terms of EmACC for the REDD-2
dataset using different elastic matching algorithms. Best performances are shown in bold.
Appliance Energy
All Loads Deferrable Loads
DTW sDTW MVM GAK ACS DTW sDTW MVM GAK ACS
kitchen 2.68% 48.84% 49.34% 59.96% 54.99% 54.51% - - - - -
lighting 11.55% 66.23% 69.72% 74.58% 25.95% 52.13% 72.12% 81.33% 82.59% 74.29% 80.26%
stove 0.63% 70.60% 75.51% 36.39% 21.37% 38.45% - - - - -
microwave 6.63% 85.09% 85.32% 85.80% 83.33% 59.18% 89.11% 89.32% 89.59% 90.16% 71.54%
washer 0.93% 89.03% 89.77% 88.59% 88.99% 81.73% - - - - -
kitchen 4.48% 74.81% 69.90% 72.94% 52.31% 37.60% - - - - -
refrigerator 34.48% 82.71% 82.70% 84.89% 79.18% 81.18% 93.24% 94.49% 95.21% 93.85% 93.17%
dishwasher 3.91% 81.94% 82.61% 82.52% 77.27% 47.07% 87.25% 86.77% 89.01% 88.21% 80.38%
disposal 0.03% 82.51% 81.22% 81.06% 76.31% 33.10% - - - - -
ghost 34.98% 85.25% 88.94% 90.96% 85.20% 78.41% - - - - -
AVG 100.00% 81.58% 84.65% 87.58% 76.45% 71.79% 88.95% 90.85% 91.86% 89.85% 86.24%
As can be seen in Table 4.3 DTW in general offers good performance for appliances
with one/multi-state behaviour, e.g. refrigerator, microwave or dishwasher, and per-
forms poorly for device operating for long duration and without many state changes, e.g.
lighting or kitchen-outlets, which is is in agreement with the evaluation results in [58].
Furthermore, MVM was found to improve the disaggregation accuracy of appliances
with long operational duration due to its ability of matching sub-sequences without be-
ing restricted in aligning the corresponding first and last sample of the two sequences as
in the case of DTW alignment. Moreover, as stated in [145] MVM allows the skipping
of possible outliers in the test frame ptagg and thus is able to handle higher noise levels
compared to DTW. In detail, when utilizing MVM lighting and kitchen-outlets showed
the largest improvements with 10.5% and 8.3%, respectively. Last, the detection of ghost
power, which usually appears in the aggregated signal and has a high variance due to
possibly several unknown devices working in parallel, was further improved achieving
disaggregation accuracy of 90.96%.
4.4. Discussion
Similarly, as in Section 3.4, the state-of-the-art results presented in Section 4.2 and the
proposed optimizations presented in Section 4.3 are combined in Table 4.4. Additionally,
compared to Section 3.4, results are presented for the BLUED dataset and in terms of F1
scores.
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Table 4.4.: Comparison of energy disaggregation performance for pattern matching in terms of
EACC and MAE for different approaches and datasets.
NILM Method Classifier Publication Year Dataset Appliances Metric Performance
Priori NILM (PBN) matching [146] 2019 REDD all loads EACC 84.0%
Priori unbiased NILM (PUN) matching [115] 2016 REDD all loads EACC 81.0%
Unsupervised Clustering fuzzy clustering [147] 2019 REDD all loads EACC 80.6%
Elastic Matching MVM [22] 2020 REDD all loads EACC 80.9%
Unsupervised GSP GSP [139] 2018 REDD-2 MW, KO(x2), SO, FR, DW, LI EACC 77.2%
Elastic Matching MVM [22] 2020 REDD-2 MW, KO(x2), SO, FR, DW, LI EACC 80.6%
Transient DTW DTW [55] 2017 BLUED
3, 8, 11, 23, 27, 29
31, 34, 47, 52, 55, 56, 58
F1 89.2%
Minkowski hierach. clustering [148] 2017 BLUED
3, 8, 11, 23, 27, 29
31, 34, 47, 52, 55, 56, 58
F1 83.3%
Elastic Matching DTW [22] 2020 REDD-1,2,6 all F1 89.2%
DTW DTW [132] 2014 REDD-1,2,6 all F1 86.2%
In detail, as illustrated in Table 4.4, approaches evaluated on the complete REDD
databases report performances of 84.0% for the PBN approach [146] based on matching
of KLE features, while the MVM approach in [22] reports performances of 80.9%. Ad-
ditionally, the unsupervised clustering approach based on fuzzy clustering presented in
[147] reports performances of 80.6%. Furthermore, for approaches evaluated on 7 appli-
ances of the REDD-2 dataset, namely microwave (MW), kitchen outlets (KO), stove (SO),
fridge (FR), dishwasher (DW) and lighting (LI), the unsupervised GSP presented in [139]
reports performances of 77.2% and is outperformed by the MVM approach reporting
performances of 80.6% (calculated as the weighted average from Table 4.3). Moreover,
some approaches report performance based on F1 measures. Specifically, the approach
in [55] is evaluated on the BLUED dataset using high-frequency in order to capture tran-
sient behaviour utilizing active and reactive power features reporting performances of
89.2% compared to the approach in [148] based on hierarchical clustering reporting per-
formances of 86.2%. Similarly, the DTW approach presented in [132] reports F1 perfor-
mance of 86.2% averaged for all loads of REDD-1,2,6 and is outperformed by the MVM
approach reporting performances of 89.2% on the same setup.
To summarize, approaches based on pattern matching show relatively constant per-
formance for different numbers of appliances. However, each approach has its own ad-
vantages and disadvantages. Specifically, the approach in [146] outperforms all other
approaches utilizing all house and appliances of the REDD database, but is computation-
ally expensive due to the feature extraction stage based on KLE features and especially
the related extraction of center frequencies [118], the same holds for the related unbiased
approach presented in [115]. Conversely, the elastic matching approach presented in [22]
has low execution times, but relies on reference data consisting of aggregated and appli-
ance signals [22]. Conversely, the approach in [139] need significantly less data to build
77
CHAPTER 4. NILM BASED ON PATTERN MATCHING
corresponding graphs for appliance detection, and is based on a semi-unsupervised ap-
proach, but performs 3.4% worse than the elastic matching approach [22]. Moreover, all
three approaches [55], [132], [148] reporting event based accuracy using F1 scores show-
ing good performance around 80-90%. However, a comparison with the disaggregation
based approaches measuring performance using the the EACC metric is not possible, as a
setup based on event detection is much simpler than a setup based on regression.
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Chapter 5.
NILM based on Single-Channel Source
Separation
Next to deep learning and pattern matching based NILM, single-channel source sep-
aration has been utilized in order to solve the NILM problem. Specifically, Indepen-
dent Component Analysis (ICA) [62], Non-Negative Matrix/Tensor Factorization (NM-
F/NTF) [23], [59], [149] as well as Sparse Coding Analysis (SCA) [150], [151] and Integer
Linear Programming (ILP) [152] have been proposed in the literature. In detail, in Sec-
tion 5.1 a brief introduction to single-channel source separation for NILM is provided.
Furthermore, three state-of-the-art approaches, based on SCA, NMF and NTF are dis-
cussed in Section 5.2. Moreover, the proposed optimizations are discussed in Section
5.3. A discussion including both results from the literature as well as from the proposed
optimizations are provided in Section 5.4.
5.1. Introduction to Single-Channel Source Separation
According to [64] NILM can be interpreted as a single-channel source separation prob-
lem, where the goal is to extract individual appliance signals from the aggregated signal.
Recalling the formulation of Equation 2.1 the aggregated signal can be written as a func-
tion of time dependent device signals as in Equation 5.1 for a noise free scenario.
pagg(t) = f (p1(t), p2(t), ..., pM 1(t), pM(t)) (5.1)
where t 2 {1, ..., T} denotes the sample-time and f (·) is a general aggregation function
of M devices consuming active power P = {p1, p2, ..., pM}. Assuming f (·) to be a linear
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aggregation function with constant weighting coefficients wm = 1, Equation 5.1 can be










In order to turn Equation 5.2 into the form of a single-channel source separation
problem pagg and pm need to be reshaped into matrix form, such that matrices of size
Pagg 2 RL⇥d and Pm 2 RL⇥d are created, where L is the frame-length, e.g. one day,
of samples and d is the number of frames, e.g. the number of days. Using the above






Based on the above notation, single-channel source separation tries to build a model
for each signal Pm based on a set of bases (e.g. a dictionary) and activations (e.g. on/off
switchings) during the training process, i.e.:
Pm ⇡WmHm (5.4)
where Wm 2 RL⇥r is a matrix of r bases vectors modelling the signal and Hm 2 Rr⇥d is
d-dimensional set of activations. More general, the goal is to achieve minimum recon-
struction error and divergence for W and H as described in Equation 5.5 and Equation
5.6.
E(W, H) = kP WHk2 = Â
ij






  Pij + (WH)ij) (5.6)
as proposed in [153] and discussed in [154]. Based on these dictionaries Wm and acti-
vations Hm proposed NILM approaches try to find activations Ĥm and thus estimated
consumption values P̂m for a test set of the aggregated signal Pagg with minimal estima-
tion error as described in Equation 5.8
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5.2. State of the Art
Considering single-channel source separation techniques three different approaches have
been utilized for NILM. First, SCA based approaches have been evaluated using several
different constraints and variations of the optimization procedure, i.e. deep represen-
tations [151], extraction of powerlets [155] or co-sparse coding [150]. In this work the
basic principles of SCA will be presented based on the work in [64] and the deep sparse
coding approach of [151] is presented in Section 5.2.1. Second, NMF based approaches
have been introduced utilizing additional constraints, e.g. sum-to-M [59] or independent
variation [156]. Especially the approach in [59] will be discussed in Section 5.2.2. Third,
an extension of NMF, namely NTF will was discussed in [23] and will be presented in
Section 5.2.3.
5.2.1. Sparse Coding for NILM
Based on the notation of bases and activations, Wm and Hm, the Discriminative Disaggre-
gation Sparse Coding (DDSC) in [64] is based on the non-negative representations of the
matrices Wm 2 RL⇥r+ and Hm 2 R
r⇥d
+ for each of the appliances. The pre-training and
thus the modelling of the bases and activations is done under the constraint of sparsity










where the columns of Wm 2 RL⇥r+ represent an r basis (dictionary), the columns of
Hm 2 Rr⇥d+ represent the activations of this dictionary, the regularization parameter
b represents the sparseness degree presented in the solution and k·kF represents the
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Frobenius norm [64]. The disaggregation is then performed by estimating the activations



























where Ĥ1:M = [Ĥ1, Ĥ2, ..., ĤM]. In order to find the optimal values for the activations Ĥ1:M
the values for W1:M are recalculated and updated accordingly as described in Equation
5.11.
W⇤1:M  W1:M   h((P1:M  W1:M Ĥ1:M)Ĥ
T





where W⇤1:M is the updated value of W1:M, Ĥ
opt
1:M is the optimal value of Ĥ1:M and h is the
learning rate. Based on the above, the appliance predictions can be written in terms of
the bases Wm and the optimized activations Ĥm as in Equation 5.12.
P̂m = f 1W̃,H(Pagg) = WmĤm (5.12)
Based on the approach proposed in [64] and the notation in Equation 5.9 - 5.12,
the approach in [151] extends the notation of Equation 5.9 to a deeper representation as







Figure 5.1.: DDSC model based on shallow sparse coding in a) and deep sparse coding in b)
As illustrated in Figure 6.2 the DDSC, which is a shallow learning problem, can be
reformulated as a deep sparse coding problem. For that specific problem F layers of
bases are introduced, resulting into an F-linear problem, which cannot be collapsed into
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a single level problem, thus there is no equivalence ’i=Fi=1 Wi 6= W [151]. The L-layer






In fact, as discussed in [151] there are two different approaches to solve the deep
sparse coding problem, namely a greedy solution which is based on shallow learning
and only considers unidirectional flow of information between the layers and an exact
solution based on alternation minimization considering bidirectional flow of information.
In this work, only the greedy solution is presented, while the exact solution can be found
in [151]. Specifically, the greedy solution is based on substitution. Therefore, lets redefine
the activations of the first layer as based on F  1 deep layers, H1 = ’Fi=2 Wi H, such that
the problem can be reformulated as in Equation 5.14 [151].
Pagg = W1H1 (5.14)
As in the reformulated problem in Equation 5.14 the coefficients of H1 are not sparse
[151]. Due to the notation of H1 = ’Fi=2 Wi · H, the learning problem can be rephrased as
in Equation 5.15 and solved by alternating minimization of the bases and activations as
















Similarly, as in Equation 5.12, the substitution can be iteratively continued for all F
layers (Equation 5.17) and solved by alternating minimization as described in Equation
5.16a and Equation 5.16b.
HF 1 = WF H (5.17)
83
CHAPTER 5. NILM BASED ON SINGLE-CHANNEL SOURCE SEPARATION
Based on the above substitutions and alternating minimizations the solution for the











+ b kHk1 (5.18)
Again the experimental results as well as a comparison with other proposed ap-
proaches and the proposed optimizations of Section 5.3 can be found in Section 5.4.
5.2.2. Non-Negative Matrix Factorization for NILM
Based on the notation of bases and activations, W and H, the NMF approach proposed







where Pagg 2 RL⇥d is the aggregated power, and W and H is the decomposition of bases
(appliance signatures) and activations. As discussed in [59] appliance activations are
relatively sparse, e.g. appliances change their state only a few times every day, thus
employing a sparsity constraint on Equation 5.19 is a natural choice for solving the NMF






F + b||H||1 (5.20)
where kHk1 = Â
r
j=1 Hj is the L1 norm imposing the sparsity constraint on the activation
matrix H and the coefficient b controls the level of sparsity [59]. As discussed in [59]
imposing sparsity allows to learn over-complete representations, thus having more ba-
sis functions than the dimensionality of the data in the dictionary. However, there is a
clear exchange of utilizing over-complete representations and the capturing of transient
information as discussed in [59]. Therefore, additional constraints were imposed on the
optimization problem, i.e. the sum-to-M (S2M) constraint proposed in [59]. Specifically,
the S2M constraint imposes, next to the non-negativity constraint, the grouping issues,
thus it models the bases W and activations H as groups of bases and activations for a set
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In detail, the effect of the proposed sum-to-M constraint is twofold [59]. First, the
elements of the activation matrix hij are the probabilities of a device being represented via
some bases of the signature matrix W. Therefore, the summation over the probabilities
for the activations of one device, e.g. Hi, are enforced to be one in order to assure that each
device is being represented by a linear combination of bases Wi and the summation over
the activation columns is equal to the number of appliances M. As only the summation
of activations over all bases is equal to one, i.e. Âj hij = 1 and not only one base is non-
zero, the testing set does not have to exactly match the the training set [59]. Second,
according to [59] the sum-to-M constraint "eliminates the adverse effect of correlation
between bases of different devices due to its grouping structure. In other words, for
calculating the activation coefficients for each device (i.e., Hi), the algorithm only looks
at the bases corresponding to that specific device (i.e., Wi) and not all the bases in the
signature matrix". This assures that highly correlated devices, e.g. fridge and freezer, are
only estimated using their corresponding bases and are not estimated using bases from















+ b kU  QHk2F (5.22)
where b is a small weight to impose S2M and sparsity, U 2 RM⇥d is a matrix of unity
elements and Q 2 RM⇥r is a matrix composed out of ones and zeros in order to enforce
the summation of the activation separately for each of the M devices. The exact creation
for the Q matrix is described in detail in [59]. In order to solve Equation 5.22 using regular
solvers matrix augmentation is performed as described in [59], resulting into Equation
5.23.
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The estimates of the activations as calculated by Equation 5.23 can be used to esti-
mate the appliance signals as formulated in Equation 5.24.
P̂m = WmĤm (5.24)
Again the experimental results as well as a comparison with other proposed ap-
proaches and the proposed optimizations of Section 5.3 can be found in Section 5.4.
5.2.3. Non-Negative Tensor Factorization for NILM
DDSC or NMF approaches as discussed in Section 5.2.1 and Section 5.2.2 have the draw-
back that they train models independently for each device and do not consider inter-
actions between devices [23]. To overcome this issue non-negative tensor factorization,
considering a global source model with all M devices, was proposed in [23]. In detail the
consumption values of all M appliances is modelled as a third-order tensor P 2 RL⇥d⇥M,
where each frontal slice of the third-order tensor is a matrix of appliance power con-
sumption Pm 2 RL⇥d [23], where L and d are defined as frame-length and number of
days, similarly as for the DDSC and NMF approach.
In order to learn the device signatures across all three domains of the tensor, ten-
sor factorization is applied in [23]. In detail, to enforce non-negativity the PARAFAC
decomposition [157] is utilized to decompose P into three factors, A 2 RL⇥r, B 2 Rd⇥r
and C 2 RM⇥r, where r 2 N is the number of bases vectors. The appliance power
consumption in its matrix representation, namely the mth frontal slice of P, can then be
approximated as in Equation 5.25 [23].
Pm ⇡ ADmBT (5.25)
where Dm is a diagonal matrix based on the mth row of C. Based on the notation of
Equation 5.25 the aggregated consumption can be re-written as in Equation 5.26 [23].
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However, in NILM the task is to break-down the energy consumption from an un-
seen aggregated signal. Therefore, let Ptestagg 2 RL⇥d
0
denote such a signal with d0 being an
arbitrary number of test days. Utilizing non-negative matrix factorization in a matrix of
bases W 2 RL⇥r and a matrix of activations H 2 Rr⇥d
0
as well as the previously learned
model parameters A and D, a similar expression as in Equation 5.26 can be found for the






where H⇤ is a re-adjusted activations matrix. In order to solve the factorization problem
the minimization problem in Equation 5.28 is solved under the consideration of the non-















In order to incorporate the parameters learned by the PARAFAC algorithm [157],
W⇤ was initialized using A at the beginning of the minimization, while H⇤ was cho-
sen random positive respectively. The minimization is then performed similar to the
NMF or DDSC algorithms presented previously, namely alternating iteratively with fixed
(ÂMm=1 Dm)H⇤ for optimization of W⇤ and fixed W⇤(Â
M
m=1 Dm) for optimization of H⇤
[23]. As discussed in Section 5.2.1 and in [151] incorporating sparsity is important as at
least the appliance activations H̃ are sparse, thus in [23] sparsity constraints are added
such that the degree of sparsity of W⇤ and H⇤ are close to the model parameters as learned









where x 2 RF is a vector with dimensionality F. The block diagram of the complete
approach presented in [23] is illustrated in Figure 5.2.
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m = 1, ...,M
Figure 5.2.: Illustration of the STMF approach. Left: source modelling using the multi-way array
representation and the corresponding decomposition. Right: signal disaggregation step using the
information provided by the previous step.
For detailed explanations and derivations of the NTF approach the interested reader
is referred to [23] and [154]. Again the experimental results as well as a comparison with
other proposed approaches and the proposed optimizations of Section 5.3 can be found
in Section 5.4.
5.3. Proposed Optimizations
As latest NILM approaches focused on utilizing multivariate data, i.e. using multiple fea-
tures like active and reactive power, an extension of Equation 5.19 to multivariate data
is desirable. Especially, deep learning based approach as well as pattern matching based
approaches have shown a significant increase in performance when not only utilizing ac-
tive power but also low-frequency statistical features [72] or high-frequency features [75]
accordingly. However, as the architecture of source separation algorithms is usually not
suitable to incorporate multiple features a multivariate approach for matrix factorization
is proposed.
Based on the notation of Pagg (Equation 5.3 in Section 5.1) let Xagg 2 RL⇥d⇥F be the
extension of Pagg to its multi-dimensional representation, where F is the number of fea-
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where Xtagg is the tth frame of Xagg , W 2 RL⇥(d·M)⇥F is the multivariate dictionary matrix
and H 2 R(d·M)⇥F is a set of activations for each feature. A graphical illustration of the
minimization problem is illustrated in Figure 5.3.
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Figure 5.3.: Graphical representation of the proposed multivariate NMF optimization problem.
Moreover, as can be seen from Equation 5.30 as well as in Figure 5.3 the proposed
solution is not in the shape of a standard NMF problem, thus cannot be solve solved
using convex optimization. Therefore, the minimization problem from Equation 5.30 is
















where xtagg = [Xt1 , X
t
2 , ..., X
t
F] 2 R
(L·F) is the reshaped frame of Xtagg, with Xti denoting
the ith feature of Xtagg, and W
0
= [W1, W2, ..., WF] as well as H
0
= [h1, h2, ..., hF] are the
reshaped dictionary and activations respectively. In order to formulate the minimization
problem for a set of M devices imposing the sparsity constraint from Equation 5.19 as



























where b is a small weight to impose S2M, U 2 RM⇥d is a matrix of unity elements and
Q 2 RM⇥d is a matrix of ones and zeros in order to enforce the summation over the M
appliances as discussed in [59]. In order to solve Equation 5.32 matrix augmentation is
used as described in [59], resulting in Equation 5.33.
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where Ĥ01:M are the estimates for the activation of the M appliances. Based on the activa-






where x̂nm is the estimate for the mth appliances and the nth feature. The complete archi-












Figure 5.4.: Block diagram of the proposed multivariate weighted NMF architecture.
Based on the discussions above two different experimental protocols are formed.
The first one serving as baseline system and utilizing a conventional NMF as presented
in [59] and the second utilizing multivariate features as described above. The proposed
protocols including their features, dimensionality and evaluation data are tabulated in
Table 5.1.
Table 5.1.: Experimental protocols for multivariate NMF including choice of data, classifiers and
features. It must be noted that ’MNMF’ refers to the proposed multivariate NMF.
Protocol Name Dataset Year Apps Classifier Features Dim (LxF)
#1 ’NMF’ AMPds 1 all NMF I 1440 x 1
#2 ’MNMF’ AMPds 1 all NMF P,Q,S,I 1440 x 4
Considering the model parametrization, the setup from [59] was followed in order
to assure one-to-one comparability. Therefore, the frame length was chosen to be one
day, i.e. L=1440 samples, with no overlap between respective frames and the sparsity
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parameter was set to b=0.01. The proposed experimental protocols from Table 5.1 were
evaluated for four different performance metrics for all appliances of the AMPds dataset.
The results are tabulated in Table 5.1.
Table 5.2.: Energy disaggregation results for the multivariate NMF for four different performance
metrics. Best performances are shown in bold.
Protocols RMSE MAE SAE DE
#1 0.808 0.136 0.179 0.234
#2 0.770 0.111 0.171 0.223
As tabulated in Table 5.2, the proposed multivariate NMF (#2) approach outper-
forms the baseline NMF (#1) for all evaluated performance metrics. In detail, the highest
performance improvement is found for the MAE and RMSE improving performance by
18.3% and 4.7% respectively.
Additionally to using all 20 loads, five selected loads, namely the HVAC system
(FRE), the heat pump (HPE), the wall oven (WOE), the cloth dryer (CDE) and the dish-
washer (DWE), were chosen for disaggregation on a subset of appliances. Specifically
the setup for [59] was followed in order to assure exact comparison and the results are
tabulated in Table 5.3.
Table 5.3.: Ground truth energy (GRT) and performance in terms of SAE for five selected load for
one day as proposed in [59]. Best performances are shown in bold.
App GRT S2M-NMF [59] Elastic Net [59] DDSC [158] #2
DWE 0 0 0 0 0
FRE 15.7 0.154 1.000 1.000 0.068
HPE 41.1 0.104 0.006 0.075 0.152
WOE 1.2 0.000 0.005 0.215 0.000
CDE 5.0 0.549 0.005 0.007 0
AVG 63.0 0.150 0.254 0.303 0.116
As can be seen in Table 5.3 the proposed approach outperformed all other approaches
reporting 0.116 in terms of SAE improving the baseline approach from [59] reporting
0.150, while disaggregating 63.0% of the total consumed energy.
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5.4. Discussion
Similarly, as in Section 3.4 and in Section 4.4, the state-of-the-art results presented in
Section 5.2 and the proposed optimizations presented in Section 5.3 are combined in Table
5.4. Additionally, compared to Section 3.4 and Section 4.4, results are presented for the
REDD and AMPds datasets and in terms of EACC, DE and SAE scores.
Table 5.4.: Comparison of energy disaggregation performance for source separation in terms of
EACC, SAE and MAE for different approaches and datasets.
NILM Method Classifier Publication Year Dataset Appliances Metric Performance
Greedy Deep SC DDSC [151] 2017 REDD-1/2/3/4/6 all loads EACC 62.6%
Exact Deep SC DDSC [151] 2017 REDD-1/2/3/4/6 all loads EACC 66.1%
General SC DDSC [158] 2010 REDD-1/2/3/4/6 all loads EACC 56.4%
Discriminating SC DDSC [158] 2010 REDD-1/2/3/4/6 all loads EACC 59.3%
Powerlets-PED DL [155] 2015 REDD-1/2/3/4/6 all loads EACC 72.0%
Tensor Factorization NTF [23] 2014 REDD-1/2/3/4/6 all loads DE 0.070
Tensor Factorization DDSC [23] 2014 REDD-1/2/3/4/6 all loads DE 0.096
S2M NMF [59] 2017 AMPds all loads DE 0.880
Sparse Coding DDSC [59] 2017 AMPds all loads DE 1.989
Elastic Net Net [59] 2017 AMPds all loads DE 1.671
S2M NMF [59] 2017 AMPds def. loads SAE 0.150
Sparse Coding DDSC [59] 2017 AMPds def. loads SAE 0.303
S2M MNMF - 2020 AMPds def. loads SAE 0.116
In detail, as tabulated in Table 5.4 approaches evaluated on the REDD dataset and
using EACC as performance metric report performances up to 72.0% for the powerlets
approach [155], while the exact solution for sparse coding [151] reports a performance of
66.1% respectively. Additionally, general sparse coding as well as discriminative sparse
coding report lower performance between 56.4% and 59.3%. Furthermore, tensor factor-
ization was compared with discriminative disaggregation sparse coding reporting im-
proved performance of 0.070 compared to 0.096 in terms of DE. When considering dis-
aggregation based on the AMPds dataset especially matrix factorization with additional
constraints [59], i.e. S2M, have been evaluated reporting improved performances (0.880)
compared to DDSC (1.989) and approaches based on elastic nets (1.671) in terms of DE.
Moreover, the matrix factorization has been extended using multiple features further im-
proving disaggregation accuracy in terms of SAE.
To summarize, source separation approaches show strongly varying performances
across different approaches, which is contrary to the previously discussed approaches
based on deep-learning (Section 3.4) and pattern matching (Section 4.4) showing con-
stantly high performances across all evaluated approaches. Specifically, source sepa-
ration approaches have reported significantly lower performances compared to deep-
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learning and pattern matching based solution, i.e. reporting a maximum of 72.0% in
terms of EACC when using all loads of REDD-1/2/3/4/6 whereas deep learning has re-
ported performances up to 83.0% and pattern matching reported performances of even
84.0%. However, despite the reduced performances source-separation approaches have
the advantages of not relying on trainable parameters and are able to find estimates for
very long time sequences, i.e. up to one day as presented in [59], making them highly
efficient in terms of computational cost.
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Chapter 6.
Transferability Approaches for NILM
All of the above approaches, namely deep learning based approaches as presented in Sec-
tion 3, pattern matching based approaches as presented in Section 4 and single-channel
source separation based approaches as presented in Section 5, have mostly been evalu-
ated on the same dataset. Specifically, datasets have been divided into training, testing
and validation splits, thus evaluation has been performed on the same data domain.
However, as ground-truth appliance signals are expensive to obtain, the transferability
ability of a NILM architecture is crucial [159]. Specifically, an introduction to transfer-
ability in NILM architectures is given in Section 6.1 defining transferability in the context
of NILM and providing a general discussion on feature invariance for NILM. Further-
more, the state-of-the-art transferability architectures are described in Section 6.2, while
the proposed optimization is described in Section 6.3. Consequently, a discussion of the
result for state-of-the-art approaches and the proposed optimizations is provided in Sec-
tion 6.4.
6.1. Introduction to Transfer Learning for NILM
As transferability approaches are a relatively recent direction within the area of NILM,
only few approaches have been discussed in the literature [46], [159], [160]. Specifically,
most of the proposed approaches investigate previously published architectures in terms
of their transferability capability and evaluate their performance on cross domain learn-
ing [159]. However, in order to achieve high performances for transfer NILM systems,
the architecture and input feature vectors must be specifically optimized for NILM in
order to enable accurate cross domain learning. The qualitative description of such an
94
CHAPTER 6. TRANSFERABILITY APPROACHES FOR NILM











































































































































































Figure 6.1.: Comparison of two different appliances for two different brands respectively a) fridge
and b) washing machine.
Let’s consider two different devices, namely a fridge (Figure 6.1a) and a washing
machine (Figure 6.1b), for two different manufactures (e.g. Bosch and Siemens) each.
First, considering the time domain signal for both fridges it can be clearly seen that their
power consumption values are different even though they operate in the same state, e.g.
fridge one consumes 75 W (Figure 6.1a (i)) in steady-state while fridge two consumes 100
W (Figure 6.1a (ii)), thus a difference in scaling along the y-direction is observed. Similar
observations can be made for the washing machine (Figure 6.1b (i)-(ii)). Second, there
are possible shifts along the time axis, e.g. on/off transitions of the fridge or the washing
machine might not be time aligned. Third, the state probabilities are very different for
the same device for each brand, e.g. fridge one has by far longer off durations than fridge
two. Based on the above the following three aspects must be considered, for an accurate
modelling of cross domain learning in NILM:
• Different scaling in y-direction through different power consumption values of the
same device operating in the same state, but from different manufactures.
• Time shifts along x-direction through different temporal patterns in different house-
holds, e.g. different on/off switchings.
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• Different state probabilities through different utilization approaches of the same
device in different households
To account for these three aspects, the following three approaches are proposed in
order to efficiently model the differences of the same appliances from different manufac-
tures. First, let’s assume that similar devices from different manufactures are based on
very similar electrical circuits. This assumption is reasonable as most devices, e.g. fridges
or washing machines, have the same electrical components, e.g. single-phase electrical
motor in case of a fridge, and these components only vary in size, e.g. according to the
volume of the fridge. From power electronics theory we know that the output waveforms
in the frequency domain only depends on electrical architecture and scale with the funda-
mental component of the current [128]. Therefore, in order to accurately capture different
scaling’s along the y-direction the appliances power consumption should be transferred
into the frequency domain and normalized to its fundamental component. The effect
of normalization in the frequency domain can be seen in Figure 6.1a (iii/iv) and Figure
6.1b (iii/iv) for the fridge and washing machine respectively. Figure 6.1a (iii/iv) and Fig-
ure 6.1b (iii/iv) illustrate that the harmonics of two different brands of the same device
are much closer after normalization. Second, time shifts along the x-direction should be
accounted through incorporating temporal information in the architecture. Several dif-
ferent approaches have been proposed in literature, including LSTM architectures [110],
temporal concatenation [125], gate dilated CNNs [21], as well as fractional calculus [118].
Third, as discussed before, a similar device from a different manufacture might show
different state probabilities. This is illustrated in Figure 6.1a (v) and Figure 6.1b (v) for
the fridges and washing machines respectively. However, these differences are mostly
caused by the user, who is defining the ration of on/off states, e.g. how often a washing
machine is used per week. Conversely, once a device is started the internal active states
only depend on the device itself, e.g. a washing machines runs through a cycle of wash,
rinse and spin [36]. Therefore, state probabilities should only consider active states as
they are device dependent and not user dependent. An example of the effect of not con-
sidering inactive states is illustrated in Figure 6.1a (vi) and Figure 6.1b (vi), illustrating
that active states are much closer when not considering inactive states.
6.2. State of the Art
Considering transferability approaches for NILM mainly two different approaches have
been proposed, namely approaches based on Gated Recurrent Units (GRUs) [46] and
96
CHAPTER 6. TRANSFERABILITY APPROACHES FOR NILM
CNNs [46], [159], [161]. Additionally, an approach on current/voltage-trajectories with
dedicated feature colouring and usage of image-processing deep learning models has
been proposed in [160]. However, the approach is only evaluated on appliances signals
and not on the aggregated signal, thus will not further be considered. Similarly, the
approach presented in in [162] evaluates cross-dataset, mixed-dataset as well as intra-
data set performance on 36 spectral and temporal features on devices level utilizing the
WHITED, PLAID, BLUED and UK-DALE dataset. Specifically, the comparison of GRUs
and CNNs as presented in [46] will be discussed in Section 6.2.1, while the CNN based
approach enabling cross domain transfer learning presented in [159] will be discussed in
Section 6.2.2 respectively.
6.2.1. Transferability of Neural Networks
Specifically, the approach in [46] proposed two different neural network structures for
processing the temporal data in the NILM tasks, namely a GRU and a CNN based solu-
tion. Specifically, the proposed network structure addresses the following four issues of
previously published NILM architectures. First, the two networks are proposed as two-
branch networks in order to capture both the appliance state, i.e. if an appliance is work-
ing or not, as well as the actual power consumption. Therefore, the proposed architecture
is able to both estimate the appliance state (classification problem) as well as disaggre-
gated the total power consumption to appliance level (regression problem). In detail, the
state estimates are fed back in order to enhance the estimators of the regression stage as
illustrated in Figure 6.2. Second, through its network structure including temporal infor-
mation as well as through batch normalization the architecture is designed for successful
transfer learning [46]. Third, the proposed network structure aims to reduce complexity,
especially through using a reduced layer setup and utilization of GRU instead of LSTM
layers. In detail, the GRU network contains 4,861 parameters, of which 4,757 are train-
able and 104 are hyper-parameters [46]. Conversely, the CNN network based on one-
dimensional convolutions consists of 28,696,641 parameters, out of which 28,696,385 are
trainable and 256 are hyper-parameters [46]. Forth, the approach is based on noisy data
and introduces data balancing in order to avoid bias through lack of appliance activa-
tions, i.e. some appliances are off most of the time (e.g. washing machines, dishwashers,
microwaves, etc.). The proposed architectures are illustrated in Figure 6.2.
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Fig. 1. Proposed GRU Network Architecture.
AND estimate the contribution to the total load of a specific appli-
ance. Our approach addresses these problems inseparably with flow
of information from the classification part of the network to the load
estimation part. This is in contrast to previous work that focused on
binary classification of appliance state (ex. [19, 20, 21]) or estima-
tion of appliance load mainly (ex. [22, 18]).
(b) The proposed architectures are designed to facilitate success-
ful transfer learning between very distinct datasets.
(c) Our proposed networks represent a significant reduction in
complexity (the number of trainable parameters) compared to pre-
vious approaches [18, 19, 20, 21, 22], even though our proposed
networks are tested on arguably more challenging real datasets.
(d) We do not make use of synthetic data and perform both train-
ing and testing on balanced data to avoid the issue of bias due to lack
of appliance activations, which is a feature of many NILM datasets.
In order to demonstrate transferability, we resort to three
datasets, namely UK REFIT [17] and UK-DALE [16], which we
expect to have similar appliances, as well as US REDD [9], whose
appliances are different in terms of electrical signatures, as com-
pared to UK appliances.
2. PROPOSED NETWORK ARCHITECTURES
We introduce two networks, both of which are suited to processing
temporal data: (1) a Gated Recurrent Unit (GRU) architecture, as
shown in Figure 1, and (2) a Convolutional Neural Network (CNN)
architecture, as shown in Figure 2. Both architectures remain pur-
posely simple with a two-branch layout, with the side branch con-
sidering state estimation and feeding it back to the main branch to
assist with consumption estimation.
It is worth noting that prior work has generally focused on ei-
ther state or consumption estimation, using a single-branch network
[20, 21, 22], or attempting to rebuild the signal hence generating
both state and consumption as an output [18, 19, 23, 24]. In the lat-
ter, an autoencoder network is used where the network takes in an
aggregate window and attempts to rebuild the target appliance sig-
nal only; these network types require a large amount of labelled data
and generally make use of synthetic data. In addition, each of our
networks differs from the literature, by training on fewer epochs or
by having many less trainable parameters.
The GRU is a variant of the LSTM unit, especially designed
for time series data to handle the vanishing gradient problem of net-
works. As such, they are designed, as LSTM, to ‘remember’ pat-
terns within data, but are more computationally efficient. GRUs
Fig. 2. Proposed CNN Network Architecture.
have fewer parameters and thus may train faster or need less data
to generalize. Therefore, a GRU is more suited to online learning
and processing than the LSTM unit. The specific variation used in
this work is the original version, proposed in [28], using an NVidia
CUDA Deep Neural Network library (CuDNN) accelerated version
and implemented in Keras (CuDNNGRU). The GRU network con-
tains 4,861 parameters, out of which 4,757 are trainable and 104
non-trainable, i.e., hyper-parameters.
The proposed CNN consists of Conv1D (Keras) layers. 1D
convolutional layers look at sub-samples of the input window and
decide if the sub-sample is valuable. The CNN network contains
28,696,641 parameters, out of which 28,696,385 are trainable, and
256 non-trainable, hyper-parameters.
In both proposed networks, we make use of the ReLU func-
tion [29] as the network activation. This activation is monotonic and
half rectified, that is, any negative values are assigned to zero. This
has the advantage of not generating vanishing gradients, exploding
gradients or saturation. However, ReLU activations can cause dead
neurons; we therefore use dropout to help mitigate the effect of dead
neurons which may have been generated during training. Both pro-
posed networks also use sigmoid activations for the state estimation
and linear activations for the power estimation. The sigmoid func-
tion is used as it only outputs between 0 and 1, thus ideal for the
probability that the appliance is on or off; in our networks, we as-
sume a value greater than 0.5 to be on and anything below to be
off. Linear activations can be any value and therefore are the best
when estimating power. Both networks are implemented using the
TensorFlow wrapper library Keras using Python3.
3. TRAINING OF PROPOSED NETWORKS
We train the proposed networks using REDD and REFIT datasets,
both containing sub-metered data. Note that sampling rates in these
two datasets are different. To account for this, we pre-processed all
data down to 1 second (using forward filling), then back to uniform
8 second intervals. Data was standardised by subtracting the mean,
then dividing by the standard deviation.
We train on houses, except House 2, in both REDD and REFIT
datasets, for the entire duration of the respective datasets. Testing is
then performed on unseen House 2 in REDD and House 2 in RE-
FIT, as well as UK-DALE House 1. The latter was used as it was
monitored for the longest period of time. Details of houses used for
training each appliance model are shown in Table 2.
An example of a typical day within each of the datasets is shown
in Figure 3. It can be seen that the aggregate of the REDD dataset
typically has very few appliance activations and a low noise level.
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Fig. 1. Proposed GRU Network Architecture.
AND estimate the contribution to the total load of a specific appli-
ance. Our approach addresses these problems inseparably with flow
of information from the classification part of the network to the load
estimation part. This is in contrast to previous work that focused on
binary classification of appliance state (ex. [19, 20, 21]) or estima-
tion of appliance load mainly (ex. [22, 18]).
(b) The proposed architectures are designed to facilitate success-
ful transfer learning between very distinct datasets.
(c) Our prop sed networks represent a significan reduction in
complexity (the number of trainable parameters) compared to pre-
vious approaches [18, 19, 20, 21, 22], even though our proposed
networks are tested on arguably more challenging real datasets.
(d) We do not make use of synthetic data and perform both train-
ing and testing on balanced data to avoid the issue of bias due to lack
of appliance activations, which is a feature of many NILM datasets.
In order to demonstrate transferability, we resort to three
datasets, namely UK REFIT [17] and UK-DALE [16], which we
expect to have similar appliances, as well as US REDD [9], whose
appliances are different in terms of electrical signatures, as com-
pared to UK appliances.
2. PROPOSED NETWORK ARCHITECTURES
We introduce two networks, both of which are suited to processing
temporal data: (1) a Gated Recurrent Unit (GRU) architecture, as
shown in Figure 1, and (2) a C nvolutio al Neural Network (CNN)
architecture, as show in Figure 2. Both architectures remain pur-
posely simple with a two-branch layout, wit the side branch con-
sidering state estimation and feeding it back to the main branch to
assist with consumption estimation.
It is worth noting that prior work has generally focused on ei-
ther state or consumption estimation, using a single-branch network
[20, 21, 22], or attempting to rebuild the signal hence generating
both state d consumption as an output [18, 19, 23, 24]. In the lat-
ter, an autoencoder ne work is used where the network takes in an
aggregate window and attempts to rebuil the targ t appliance sig-
nal only; these network types require a large amount of labelled data
and generally make use of synthetic data. In addition, each of our
networks differs from the literature, by training on fewer epochs or
by having many less trainable parameters.
The GRU is a variant of the LSTM unit, especially designed
for time series data to handle the vanishing gradient problem of net-
works. As such, they are designed, as LSTM, to ‘remember’ pat-
terns within data, but are more computationally efficient. GRUs
Fig. 2. Proposed CNN Network Architecture.
have fewer parameters and thus may train faster or need less data
to gene al ze. Therefo e, a GRU is more suited to online learning
and processing than the LSTM unit. The specific variation used in
this work is the original version, proposed in [28], using an NVidia
CUDA Deep Neural Network library (CuDNN) accelerated version
and implemented in Keras (CuDNNGRU). The GRU network con-
tains 4,861 parameters, out of which 4,757 are trainable and 104
non-trainable, i.e., hyper-parameters.
The proposed CNN consists of Conv1D (Keras) layers. 1D
convolutional layers look at sub-samples of the input window and
decide if the sub-sampl is val able. The CNN etwork contains
28,696,641 parameters, out of which 28,696,385 are trainable, and
256 non-trainable, hyper-parameters.
In both proposed networks, we make use of the ReLU func-
tion [29] as the network activation. This activation is monotonic and
half rectified, that is, any negative values are assigned to zero. This
has the advantage of not generating vanishing gradients, exploding
gradients or saturation. However, ReLU activations can cause dead
neurons; we therefore us dropout to help mitigate the effect of dead
neurons which may have been gene at d during tr ining. Both pro-
posed networks also use sigmoid activations for the state estimation
and linear activations for the power estimation. The sigmoid func-
tion is used as it only outputs between 0 and 1, thus ideal for the
probability that the appliance is on or off; in our networks, we as-
sume a value greater than 0.5 to be on and anything below to be
off. Linear activations can be any value and therefore are the best
when estimating power. Both networks are implemented using the
TensorFlow wrapper library Keras using Python3.
3. TRAINING OF PROPOSED NETWORKS
We train the proposed networks using REDD and REFIT datasets,
both containing sub-metered data. Note that sampling rates in these
two datasets are different. To account for this, we pre-processed all
data down to 1 second (using forward filling), then back to uniform
8 second i t rvals. Data was standardised by subtracting the mean,
then div ding by the standard deviation.
We tr in on houses, except House 2, in both REDD and REFIT
datasets, for the entire duration of the respective datasets. Testing is
then performed on unseen House 2 in REDD and House 2 in RE-
FIT, as well as UK-DALE House 1. The latter was used as it was
monitored for the longest period of time. Details of houses used for
training each appliance model are shown in Table 2.
An example of a typical day within each of the datasets is shown
in Figure 3. It can be seen that the aggregate of the REDD dataset
typically has very few appliance activations and a low noise level.
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As illustrated in Figure 6.2 e ch of the two architectur s consists of a two b anch
layout onsideri g state activations as well as actu l power values to consider the clas-
sification problem and regression problem simult neous. Specifically, ReLU is used for
all activations (except for t e last layer of state and power stimation), as it is mo oto ic
increasing, thus setting negative values to zero, having the advantag s of not g n rating
vanishing or exploding gradients [46]. Conversely, for th l st stage in e state esti-
mation branch sigmoid activations are use in order to have binary estimates, i.e. an
appli nces is eith r working or not, while in the power estimation branch linear activa-
tions are used, in order to generate power values betw en 0 and axim m value pmax.
Furthermore, dropo t layers are used in order to account for dead neurons [46]. Again
the experimental results as well as a comparison with other proposed approaches and
the proposed optimizations of Section 6.3 can be found in Section 6.4.
6.2.2. Cro s Domain Tr nsfer L arning
The approach presented in [159] proposes a CNN architecture that is specifically opti-
mized for transferability learning in NILM and focuses on finding data invariant fea-
tures in order to enable cross domain learning. In detail, the architecture is based on
sequence-to-point (s2p) learning trying to model the unknown, possibly non-linear re-
lationship, between the aggregated active power pagg and the ground-truth appliance
signals pm [159]. The advantage of the s2p methods is to have one single prediction for
every time step instead of having an averaged prediction for a specific time window
[159]. Furthermore, in order to normalize data from different datasets and data domains,
mean-variance normalization is utilized and both aggregated signals and appliance sig-
nals are normalized accordingly. Based on the above, the work in [159] formalizes the
loss function for the learning model as described in Equation 6.1.
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where t is the frame number, b L2 c is the mid-point of the frame and q is a set of parameters
for the model.
Specifically, based on the above learning function two different approaches will
be considered, namely Appliance Transfer Learning (ATL) and Cross domain Transfer
Learning (CTL). First, ATL discusses if features learnt by one appliance (e.g. a kettle)
can be transferred to another appliance (e.g. a microwave), especially through similar
patterns in their switching behaviour. Second, CTL discusses if different data domains,
i.e. data from different households or even countries, can be utilized to build a model for
the same appliance. In detail, the architecture was investigated in terms of its transfer
capability, namely how well a model performs when being trained on one data domain
and being tested on another one. For both of the approaches the architecture illustrated
in Figure 6.3 serves as baseline model [159].
Figure 6.3.: Architecture for the sequence-to-point learning.
Again the experimental results as well as a comparison with other proposed ap-
proaches and the proposed optimizations of Section 6.3 can be found in Section 6.4.
6.3. Proposed Optimizations
Based on the discussion in Section 6.1, the motivation for a transfer architecture that is
explicitly adapted to NILM is to account for a scaling of different power values, consid-
ering time shifts between appliances and to consider different state probabilities based
on different operating routines. Therefore, the proposed architecture includes fractional
calculus to account for time shifts, normalized KLE to account for scaling of power values
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and state correction using only active states in the post-processing.
In detail, the architecture illustrated in Figure 6.4 consists of framing, calculation of
fractional power values, frequency transformation using KLE including normalization,
CNN regression for each target device m in order to estimate the corresponding power
consumption p̂m, and post-processing using state corrections. Detailed mathematical de-




















































































Figure 6.4.: Block diagram of the proposed transferability NILM setup.
Recalling the proposed fractional extension of the energy consumption signal pagg
the fractional derivative can be written according to Gruenwald-Letnikov [120] as dis-















Considering now a set of K fractional components ak with k 2 1, ..., K the fractional
power signal can be written as Dak pagg. In order to transform each of the fractional power
signal Dak pagg to their frequency representation the KLE was used similar as in [115]. For
simplicity let Pa denote one frame t of the fractional aggregated power signal Dak pagg
with frame length L. Specifically, let Ñ with (Ñ < L) be the order of the ACM used to
separate each frame of the fractional signal Pa into its subspace components. The ACM
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where RPP(t) with 0 < t < (Ñ  1) is the auto-correlation function of the signal Pa and n
is a positive integer indicating the sample time. By applying eigenvector decomposition
YPP can be decomposed into Ñ mutually orthonormal eigenvectors Q = [q0, q1, . . . , qÑ 1].
Moreover since Q is unitary (i.e., QTQ = QQT = I), the KLE transform and its inverse
can be written as in Equation 6.4 and Equation 6.5 for each fractional component a.
P̃a = QTPa (6.4)





where P̃a 2 RÑ is the KLE-transformed signal of P̃a and the uncorrelated SCs of P̃a are
defined as pi = qTi Paqi, where pi can be approximated by the coefficients of FIR filter
[116]. According to [115] it is reasonable to assume each SC has approximately a sinu-
soidal shape, thus P̃a can be written in terms of magnitudes Aa 2 RÑ , and phase angles
Fa 2 RÑ . Therefore, for each fractional component a a KLE transform was applied re-
sulting in a time-frequency representation of K time-slices and Ñ frequency components.
Each of the angles and magnitudes is normalized using batch normalization as discussed
in Section 6.1.
In order to take into consideration that the same appliance type might have different
on/off probabilities, which might depend on outer parameter e.g. user behaviour, only
the on states of the appliance predictions are modified in the post-processing. In detail, an
appliance is considered as being switched on, if the prediction of its active power value
p̂m is above a certain threshold q. In order to determine the active device states, fuzzy
c-means were used similar as in [163]. Therefore, if the initial prediction of the regression







where p̂0 is the initial prediction of the regression model, e an appliance specific error
margin and znm is the cluster-center of nth state of the mth appliance as determined by the





p̂0 , if p̂0  e





CHAPTER 6. TRANSFERABILITY APPROACHES FOR NILM
where znminm is the nth state of the mth appliance fulfilling the minimum condition in Equa-
tion 6.6. As can be seen in Equation 6.7 only active device states are post-processed ac-
cording to the discussions in Section 6.1.
The proposed approach was evaluated according to the experimental protocols us-
ing the datasets, the classifiers and features, as presented in Table 6.1. The parametriza-
tion and optimization of all free parameters is given in the Appendix A.2. Specifically,
the parametrization of the low frequency CNN in terms of number of fractional compo-
nents and SCs is given in Table A.6. Additionally, the complete low frequency structure
is tabulated in Table A.7, while hyper-parameters are given in Table A.8.
Table 6.1.: Experimental protocols for transfer NILM including choice of data, classifiers, features
and post-processing as described in Equation 6.7.
Protocol Dataset Apps Classifier Features Dim L ⇥ K Post
#1 REDD/REFIT MW, FR, DW, WM, KT CNN pagg 64 (256) 0
#2 REDD/REFIT MW, FR, DW, WM, KT CNN A 32x8 (128x8) 0
#3 REDD/REFIT MW, FR, DW, WM, KT CNN F 32x8 (128x8) 0
#4 REDD/REFIT MW, FR, DW, WM, KT CNN [A, F] 64x8 (256x8) 0
#5 REDD/REFIT MW, FR, DW, WM, KT CNN [A, F, pagg] 64x8x2 (256x8x2) 0
#5 REDD/REFIT MW, FR, DW, WM, KT CNN [A, F, pagg] 64x8x2 (256x8x2) 1
Furthermore, the data split of the transferability setup and the different experimen-
tal protocols presented in Table 6.1 was based on the five evaluate appliances (MW, FR,
DW, WM, KT), in order for all appliances to appear in the training, validation and testing
data. The splits are tabulated in Table 6.2, separately for the REDD and REFIT dataset.
Table 6.2.: Data splits for REDD and REFIT dataset
Dataset Training Validation Testing
REDD 3,4,6 1 2
REFIT 5,9,11 3 2
The results for the experimental protocols presented in Table 6.1, utilizing the data
splits from Table 6.2, are tabulated in Table 6.3 and Table 6.4.
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Table 6.3.: Disaggregation results in terms of MAE for the REDD database using four appliances
and the transferability setup. Best performances are shown in bold.
App #1 #2 #3 #4 #5 #6
MW 11.83 7.90 11.32 7.51 8.26 7.82
FR 33.59 40.37 56.04 34.98 31.84 30.68
DW 19.36 15.94 19.50 14.31 8.64 8.01
WM 2.32 2.68 2.89 2.66 2.31 2.13
AVG 16.78 16.72 22.44 14.87 12.76 12.16
Table 6.4.: Disaggregation results in terms of MAE for the REFIT database using five appliances
and the transferability setup. Best performances are shown in bold.
App #1 #2 #3 #4 #5 #6
MW 6.96 5.87 6.12 4.81 4.33 4.11
FR 35.28 33.63 42.56 31.71 28.16 27.32
DW 101.45 66.75 81.23 64.01 61.68 57.14
WM 35.21 20.53 28.30 23.13 18.11 18.16
KT 24.51 23.71 25.50 20.12 17.82 15.31
AVG 40.68 30.10 36.74 28.76 26.02 24.40
As can be seen in Table 6.3 and in Table 6.4 the MAE is being reduced along the
experimental protocols, with exception of protocol #3, similar as for the conventional dis-
aggregation setup. In detail, the average MAE is reduced from 16.8 to 12.2 for the REDD
database, while a reduction from 40.7 to 24.4 is observed for REFIT respectively. In de-
tail, the most significant reductions of MAE are observed for the DW and FR in the REDD
database (55.4% and 30.2%) and for the DW and WM in the REFIT database (48.6% and
39.2%). Moreover, to assure exact comparison with the previously published literature,
the following results are recalculated using the data splits from [161] for REDD and [159]
for REFIT. To assure fair comparison protocol #5 is used and post-processing or state-
correction is omitted as neither [161] nor [159] use a knowledge based post-processing
after the regression stage. The results are tabulated in Table 6.5.
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Table 6.5.: Disaggregation results comparison in terms of MAE and SAE for the REDD and REFIT




#5 [161] #5 [159]
MAE SAE MAE SAE MAE SAE MAE SAE
MW 25.47 0.09 28.20 0.06 10.74 0.19 12.66 0.17
FR 25.20 0.07 28.10 0.18 18.37 0.10 20.02 0.33
DW 20.28 0.34 20.05 0.57 11.56 0.24 12.26 0.26
WM 9.77 0.15 18.42 0.28 15.23 0.91 16.85 2.61
KT - - - - 5.41 0.11 6.83 0.13
AVG 20.18 0.16 23.69 0.27 12.26 0.31 13.72 0.70
As can be seen in Table 6.5 the proposed approach outperforms the approaches
from [159] on average reducing the MAE and SAE values by 3.4 and 0.11 for REDD and
1.46 and 0.39 for REFIT respectively. These reductions being equal to 13.1% and 40.7%
for REDD and 10.6% and 55.7% for REFIT. Again, the most significant performance im-
provement can be found for the FR, WM and DW. It must be noted that there are three
instances where the proposed approach only reaches roughly equal performance for one
of the performance measures, namely for the MW and DW in the REDD database and
for the MW in the REFIT database. In detail, for the MW in the REDD database the
MAE is improved (+2.73), while the SAE is slightly reduced (-0.03). This indicates that
the proposed approach probably assigns less energy (worse SAE), but with a higher ac-
curacy (better MAE), thus having a better false positive rate compared to [159]. A very
similar observation can be made for the MW setup of the REFIT database showing an im-
provement of MAE (+1.92) and a reduction of SAE (-0.02). Conversely, for the DW in the
REDD database the MAE values are almost equal with a significantly better SAE value for
the proposed approach, indicating that the approach in [159] has a higher false-negative
rate.
6.4. Discussion
The results for the state-of-the-art transfer approaches presented in Section 6.2, the pro-
posed transfer optimization presented in Section 6.3 and additional transfer approaches
proposed in the literature are compared in Table 6.6. However, it must be mentioned
that due to the relatively new area of transfer learning for NILM approaches cannot be
exactly compared as there is no established splitting of data into training-, validation-,
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and testing-data. Therefore, the reader is referred to the exact setup of each publication
respectively.
Table 6.6.: Comparison of energy disaggregation performance for transferability approaches in
terms of EACC and MAE for different classifiers and datasets. Best performances are shown in
bold.
NILM Method Classifier Publication Year Dataset Appliances Metric Performance
S2P CNN [161] 2018 REDD MW,FR,DW,WM MAE 23.69
Proposed CNN - 2020 REDD MW,FR,DW,WM MAE 20.18
NN Trans CNN [46] 2019 REDD MW,FR,DW MAE 65.84
NN Trans GRU [46] 2019 REDD MW,FR,DW MAE 85.00
CTL CNN [159] 2019 REFIT MW,FR,DW,WM,KT MAE 13.72
Proposed CNN - 2020 REFIT MW,FR,DW,WM,KT MAE 12.26
NN Trans CNN [46] 2019 REFIT MW,FR,DW,WM MAE 49.70
NN Trans GRU [46] 2019 REFIT MW,FR,DW,WM MAE 51.81
S2P CNN [161] 2018 UK-DALE MW,FR,DW,WM,KT MAE 15.47
S2SS GAN [164] 2020 UK-DALE MW,FR,DW,WM,KT MAE 7.84
In detail, as tabulated in Table 6.6 most transferability approaches are based on CNN
structures in order to learn the activation profiles of each appliance within the convolu-
tional layers as discussed in [159]. Furthermore, also the work presented in [46] indicates
that CNNs outperform simpler architectures such as GRUs, but result into longer training
times due to a higher number of trainable parameters. Moreover, the approach presented
in [164] proposes a conditional Generative Adversarial Network (GAN) with sequence-
to-subsequence (S2SS) learning overcoming convergence issues for long input sequences,
further improving the area of transfer learning for NILM.
Specifically, the approaches evaluated on the three/four appliances of the REDD
dataset report MAE values ranging from 20.2 up to 85.0 with the proposed approach in
Section 6.3 outperforming the s2p based approach from [161] with an MAE value of 20.2
compared to 23.7 respectively. Conversely, the approaches presented in [46] show signif-
icantly worse result for only three appliances. However, the data split of [46] is different
so exact comparison is not possible Similarly, the proposed approach from Section 6.3
outperforms the CTL approach presented in [159] reporting MAE values of 12.3 and 13.7
respectively. Again the CNN and GRU approaches from [46] show increased MAE values
reporting 49.7 and 51.8 respectively. However, it must be noted that in [159] datasets have
been specifically selected out of the REFIT database in order to train the models, while
[46] uses all house without further data selection. Last, result calculated on the UK-DALE
dataset show performances in terms of MAE of 15.5 and 7.8 for CNN and GAN based ap-
proaches respectively, but with the approach presented in [164] using significantly more
training data which could explain the drastic improvement in performance.
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To summarize, approaches trying to address the problem of transfer learning still
show results that highly depend on the selection of data (training, validation and test-
ing). However, approaches for transfer learning should be independent of the data, thus
the ideal transfer model should give identical result for different training dataset. There-
fore, as discussed in Section 6.1, the goal of a transfer learning approaches is to convert
the time series input to a feature vector that is independent of specific time instances and
only depends on the physical characteristics of the device. Within this context especially
data normalization is crucial as it allows data usage from different domains, i.e. differ-
ent houses or datasets, without influencing its impact on the regression model. In this
context, the approach in [159] utilizes normalization based on mean values and standard
deviation, while the proposed approach in Section 6.3 uses additional batch normaliza-
tion for normalization of harmonic spectra.
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Chapter 7.
Conclusion and Outlook
Non-intrusive load monitoring is an effective approach to monitor device operation and
power consumption by just observing the aggregated energy consumption signal. Com-
pared to any other monitoring approach, i.e. intrusive load monitoring, it has the ad-
vantage of reduced costs for hardware through the installation of only one sensor at the
inlet of the consumer household. Based on the disaggregated power consumption sig-
nals optimization approaches, i.e. load scheduling for reduction of energy cost or grid
distortion as well as fault detection of electrical devices, can be implemented. This thesis
focused on the improvement of the disaggregation performance of the aggregated energy
consumption signal.
The basis of precise energy disaggregation is the accurate approximation of the in-
verse of the aggregation function f 1(·) as discussed in Section 2.4. As f 1(·) cannot be
written in closed form, three different solutions, namely deep-learning, pattern matching
and single channel source separation, have been discussed for state-of-the-art approaches
as well as for the proposed optimizations. Specifically, the results are based on the dis-
cussions in Section 2, using the appliance categorizations and feature extraction (Section
2.3), the publicly available datasets (Section 2.6) and the different metrics for evaluating
disaggregation performance (Section 2.5).
First, considering deep learning based NILM it was shown that approaches can
be fundamentally split into low- and high-frequency based approaches. In detail, low-
frequency approaches are dominated by HMMs (including their variants), LSTM and
CNNs, while high-frequency solutions are mainly based on CNN architectures respec-
tively. Furthermore, it was shown that state-of-the-art architectures trying to capture
the temporal characteristics of the NILM problem are significantly outperforming ap-
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proaches without usage of temporal information. Moreover, it was pointed out that with
an increasing number of appliances the complexity of the NILM problem is exponentially
increasing, thus model complexity needs to be addressed, i.e. through optimization of the
solver or reduction of the input dimensionality. Regarding the proposed optimization for
low-frequency approaches the contribution of the thesis is twofold. First, optimizations
on data size reduction and feature dimensionality reduction have been proposed through
reduction of the sampling frequency and the introduction of Multi-Layer-Zero-Crossing-
Rates for efficiently capturing the frequency content of a frame. Specifically, it was shown
that a reduction of sampling frequency during the testing phase can lead to a potential in-
crease in disaggregation accuracy, while utilizing MLZCR leads to a significant reduction
in execution times. Second, incorporating temporal information was achieved through
concatenation of feature vectors as well as calculation of the fractional derivatives lead-
ing to increases in disaggregation accuracy. This goes along with the results previously
proposed in the literature stating the need for architectures utilizing temporal informa-
tion. Considering optimization based on high-frequency an accurate features description
in terms of current and voltage harmonics, as well as their combinations, was proposed
based on the calculation of two-dimensional frequency spectra, significantly improving
disaggregation results. It can be concluded that the utilization of temporal information
is crucial to improve the disaggregation accuracy of the NILM architecture. In detail,
it is important not only to capture temporal information within the regression stage of
a NILM architecture, e.g. by using HMMs or LSTM based models, but also to include
additionally temporal information in the input feature vector, e.g. by using feature con-
catenation or fractional calculus. Furthermore, incorporating multivariate features, espe-
cially high-frequency features which are able to accurately describe the harmonic content
of current and voltage signals, usually leads to an increase in performance. However,
utilizing high-frequency signals also potentially increases the execution time due to the
higher feature dimensionality and increased amount of data.
Second, considering pattern matching based NILM an in-depth comparison of dif-
ferent elastic matching techniques was presented, being the first extended evaluation on
pattern matching. Specifically, the contribution is twofold. First, it was shown that the
NILM problem can be addressed by utilizing a, compared to the previously discussed
deep-learning based approaches, much simpler approach based on feature matching and
distance measures without the need of a model with trainable parameters. Second, it
was shown that removing restrictions on the warping path, i.e. removing fixed start
and end points of a time series’ when performing elastic matching, and thus incorporat-
108
CHAPTER 7. CONCLUSION AND OUTLOOK
ing temporal information, can improve disaggregation performance. In general, it can
be concluded that pattern matching techniques are an adequate solution for the NILM
problem achieving slightly worse disaggregation accuracies compared to deep learning
based approaches. Furthermore, especially elastic matching techniques are beneficial for
NILM architecture due to their additional degrees of freedom, but are a heavily under-
researched topic for NILM especially when being compared to deep learning based ar-
chitectures.
Third, considering single channel source separation based NILM a detailed compar-
ison of the three major architecture, namely discriminative disaggregation sparse coding,
non-negative matrix factorization and non-negative tensor factorization, has been pre-
sented. It was illustrated that source separation approaches mainly suffer from not being
able to utilize multivariate data, e.g. they cannot utilize several features as input vector
contrary to deep learning or pattern matching based approaches. Accordingly, an exten-
sion to multivariate matrix factorization was proposed further improving the disaggrega-
tion performance. In conclusion, it was shown that source separation approach perform
significantly worse compared to deep learning and pattern matching based approaches,
which is most likely attributed to their restrictions in terms of feature dimensionality and
capability of modelling transient information.
As discussed above each of the three approaches, namely deep-learning, pattern
matching and single-channel source separation, has its own advantages. However, each
of the three approaches also comes with limitations from which some cannot be overcome
as they are related to the architecture itself. First, deep-learning based architectures suffer
from high computational costs as well as the need for large amounts of training data in
order to converge and give accurate disaggregation results. Even though this questions
has been partially addressed in the state-of-the-art approaches as well as in the proposed
architectures, computational burdens are still high, especially for the best performing
architectures based on CNNs. Second, while pattern-matching techniques do not rely
on large amounts of data and dot not have any trainable parameter, thus do not suffer
from high computational complexity, they have high requirements in terms of storage
for saving a set of reference signatures. Furthermore, the transferability capability of pat-
tern matching based architectures is limited due to their fixed set of reference signatures.
Third, while the NILM problem is intrinsically a single-channel source separation prob-
lem, the proposed architectures based on single channel source separation have not been
able to come close to the performance of deep learning or pattern matching nor be able
outperform them. Specifically, the lack of integration of temporal contextual information
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as well as the restrictions in terms of using multi-dimensional data, are significant down-
sides of the approach in general. To compactly compare the three methods for solving
the NILM problem the two most significant advantages and disadvantages are tabulated
in Table 7.1.
Table 7.1.: Comparison of advantages and disadvantages for NILM methods. For each method
the two most relevant advantages and disadvantages are extracted.
Advantages Disadvantages
Deep Learning
very high disaggregation accuracy high computational cost
capability of transfer learning large set of free parameters
Pattern Matching
reduced training/computational cost restricted transfer capability
high disaggregation accuracies high storage requirements for reference signatures
Source Separation
low computational cost low disaggregation accuracies
capability of modelling long term patterns restricted transfer capability
Additionally to the investigation of possible solutions of the NILM problem within
the same data domain, most recent evaluations have started investigating transferabil-
ity approaches. Regarding transfer learning for NILM the contribution of this thesis is
twofold. First, the specific requirements for transferability of NILM are discussed in or-
der to transfer the time-variant appliance specific signatures to a set of signatures that do
not depend on the brand of the device. Second, the proposed feature transformations are
mathematically described and an architecture for transferability in NILM systems is pro-
posed. However, transfer learning is still a very recent direction within the area of NILM,
thus disaggregation performance is significantly lower compared to NILM architectures
evaluated on the same data domain.
The discussions within this thesis demonstrated that state-of-the-art NILM approaches
based on deep-learning and pattern matching have reached very high performances
when being evaluated on the same data domain. Further studies, however, might be nec-
essary in order to gain more knowledge about extraction of invariant features especially
in order to improve the transfer capability of NILM architectures. The following sugges-
tions might be useful for the interested researcher and hopefully create new ideas:
First, as NILM is a time-series problem the accurate modelling of temporal informa-
tion is crucial for high performance of the disaggregator as outlined in the state-of-the-art
approaches as well as in the proposed optimizations. Specifically, the combined usage of
features capturing temporal information, e.g. fractional calculus based features (Section
3.3.1.3) or a concatenation of feature vectors (Section 3.3.1.4), with an deep learning model
intrinsically capturing temporal information, e.g. HMMs as in Section 3.2.1 or LSTM as
in Section 3.2.2, might be a promising direction to further increase performance.
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Second, as transfer learning for NILM is expected to reach significant impact as it is
crucial for real-world implementation of NILM systems the following two topics should
be addressed. First, according to the discussions in Section 6.1 the temporal characteris-
tics of each device have to be transformed in such a way that they can be representative
for one appliance, but do not differ for the same appliance from different manufactures.
Second, in order to quantitatively measure if the performance improvement for a trans-
ferability approach is actually related to the improved capturing of invariant appliance
signatures or rather can be attributed to a general improvement, i.e. an increase in per-
formance that would also be noticeable for a conventional NILM setup, additional per-
formance metrics must be introduced. Regarding this issues a first preprint has appeared
during the writing of this thesis [165].
Third, as each of the three main approaches for NILM (deep-learning, pattern match-
ing and source separation) has its very own advantages and disadvantages the combi-
nation of a hybrid approach might be worth considering. Specifically, a combination
of pattern matching and deep-learning might be considered as deep-learning based ap-
proaches suffer from high computational complexity and need for large amounts of train-






A.1. Parametrization KLE and MLZCR








Figure A.1.: Parameter tuning of the number of SCs Ñ for KLE and the number of zero crossing
layers Z for MLZCR with respect to EACC as performance measure. Optimal values are found for
Ñ = 10 and Z = 30.
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A.2. Parametrization Regression Models
Table A.1.: Parametrization results in terms of EACC for six different regression models, namely
Deep Neural Networks (DNNs), Recurrent Neural Networks (RNNs), Convolutional Neural
Networks (CNNs), Random Forest (RFs), K-Nearest-Neighbours (KNNs) and Support Vector
Machines (SVMs). For detailed explanations the interested reader is referred to the original pub-
lications [72], [118], [166]. Best results are shown in bold.
Deep Neural Network (DNN)
Nodes/ Layers 4 8 16 32 64 128
1 80.42% 87.54% 87.85% 83.73% 86.38% 81.67%
2 70.09% 86.39% 86.92% 87.50% 82.68% 83.62%
3 80.40% 86.70% 87.86% 88.71% 88.39% 84.20%
4 75.40% 87.95% 87.02% 87.15% 85.32% x
Recurrent Neural Network (RNN) with fixed delays (20)
Nodes/ Layers 2 4 8 16 32 64
1 78.80% 81.30% 81.90% 81.50% 77.10% x
2 79.80% 81.10% 84.20% 84.00% 82.68% x
3 80.60% 82.30% 83.80% 80.30% 78.20% x
4 63.00% 82.30% 83.60% 79.50% 76.10% x
Convolutional Neural Network (CNN)
Kernel/ Filters 2 4 8 16 32 64
1 61.30% 79.50% 76.40% 73.90% 73.40% x
2 63.60% 70.20% 80.50% 74.00% 79.40% x
3 79.90% 76.40% 82.30% 67.30% 77.80% x
4 68.10% 67.80% 64.70% 61.10% 76.10% x
5 71.00% 61.00% 53.20% 60.40% 63.70% x
Random Forest (RF)
Trees 8 16 32 64 128 256
85.45% 85.31% 85.47% 85.42% 85.44% 85.42%
K-Nearest-Neighbours (KNN)
K 1 2 3 4 5 6
82.15% 82.74% 82.68% 83.05% 83.26% 82.42%
Support Vector Machine (SVM)
Kernel Linear Gaussian Rbf Pol-2 Pol-3 Pol-4
55.02% 72.33% 76.29% 59.24% 63.58% 67.83%
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Table A.2.: Optimal high-frequency CNN Structure for NILM utilizing spectrograms and DFIA.
All free CNN parameters have been optimized on a bootstrap dataset, with CNN layer grid search
optimization tabulated in Table A.1.
Nr. Layer Nr. Layer
1 Input 9 BatchNormalization
2 Conv2d(filters=8,kernels=3,padding=’same’,strides=1) 10 Relu
3 BatchNormalization 11 Maxpool(4)
4 Relu 12 Flatten
5 Conv2d(filters=8,kernels=3,padding=’same’,strides=1) 13 Dense(256)
6 BatchNormalization 14 Relu
7 Relu 15 Dense(1)
8 Conv2d(filters=8,kernels=3,padding=’same’,strides=1) 16 Linear activation
A.3. Parametrization Elastic Matching
Table A.3.: Energy disaggregation performance in terms of estimation accuracy (EACC) for differ-
ent frame lengths using DTW as classifier [22]. Best performances are shown in bold.
Dataset
Framelength L
10 25 50 100 200 500
REDD-1 74.41% 76.73% 73.96% 62.76% 63.60% 60.37%
REDD-2 81.88% 82.31% 81.37% 79.42% 75.32% 69.34%
REDD-3 71.36% 71.80% 71.43% 72.83% 71.81% 72.37%
REDD-4 83.28% 84.10% 83.39% 84.56% 84.78% 78.65%
REDD-5 77.71% 79.56% 81.25% 78.22% 64.43% 34.29%
REDD-6 83.42% 83.13% 82.97% 83.69% 83.20% 82.24%
AVG 78.67% 79.61% 79.06% 76.91% 73.86% 66.21%
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Table A.4.: Energy disaggregation performance in terms of estimation accuracy (EACC) for differ-
ent restrictions on the DTW warping-path [22]. Best performances are shown in bold.
Dataset
Restrictions on DTW
None Sakoe [134] Itakura [167]
REDD-1 76.73% 74.31% 74.20%
REDD-2 82.31% 79.53% 81.38%
REDD-3 71.80% 69.88% 71.59%
REDD-4 84.10% 77.28% 77.97%
REDD-5 79.56% 74.01% 76.82%
REDD-6 83.13% 61.66% 60.60%
AVG 79.61% 72.78% 73.76%
Table A.5.: Energy disaggregation performance in terms of EACC for different distance metrics’
using DTW [22]. The different distance measures are given in Equation A.1 - Equation A.4 for
two multi-dimensional time series’ Pa 2 RN⇥F and Pb 2 RN⇥F with feature dimensionality F.
Best performances are shown in bold.
Dataset
Distance Metric
Euclidean (A.1) Manhattan (A.2) Square (A.3) Kullback–Leibler (A.4)
REDD-1 76.73% 76.73% 76.68% 76.51%
REDD-2 82.31% 82.31% 82.19% 81.95%
REDD-3 71.80% 71.80% 71.57% 71.39%
REDD-4 84.10% 84.10% 83.40% 83.49%
REDD-5 79.56% 79.56% 80.51% 80.14%
REDD-6 83.13% 83.13% 82.28% 82.54%

















































A.4. Parametrization Transferability NILM
Table A.6.: Parameter optimization of the CNN model with different numbers of SCs (Ñ) and
fractional components K. Best performances are shown in bold.
SCs Ñ
Number of fractional components K
2 4 8 16 32
1 88.0% 88.5% 88.7% 87.8% 86.1%
2 88.0% 88.9% 88.6% 87.0% 86.7%
3 87.8% 87.8% 89.0% 88.4% 86.2%
4 88.9% 88.5% 87.9% 87.5% 85.7%
5 87.8% 88.4% 87.6% 88.1% 84.3%
Table A.7.: Optimal HF CNN Structure for transferability NILM similar as proposed in [159].
Nr. Layer Nr. Layer
1 Input 10 Relu
2 Conv2d(filters=30,kernel=10,padding=’same’,strides=1) 11 Conv2d(filters=50,kernel=5,padding=’same’,strides=1)
3 BatchNormalization 12 BatchNormalization
4 Relu 13 Relu
5 Conv2d(filters=30,kernel=8,padding=’same’,strides=1) 14 Conv2d(filters=50,kernel=5,padding=’same’,strides=1)
6 BatchNormalization 15 Flatten
7 Relu 16 Dense(1024)
8 Conv2d(filters=40,kernel=6,padding=’same’,strides=1) 17 Dense(1)
9 BatchNormalization 18 Linear activation
Table A.8.: Hyper-parameters of the CNN model and parameters of the Adam solver, similar as
proposed in [159].
Parameter Value
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