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Luana Ruiz, Fernando Gama and Alejandro Ribeiro
Abstract—Graph processes exhibit a temporal structure de-
termined by the sequence index and and a spatial structure
determined by the graph support. To learn from graph processes,
an information processing architecture must then be able to
exploit both underlying structures. We introduce Graph Recur-
rent Neural Networks (GRNNs) as a general learning framework
that achieves this goal by leveraging the notion of a recurrent
hidden state together with graph signal processing (GSP). In
the GRNN, the number of learnable parameters is independent
of the length of the sequence and of the size of the graph,
guaranteeing scalability. We prove that GRNNs are permutation
equivariant and that they are stable to perturbations of the
underlying graph support. To address the problem of vanishing
gradients, we also put forward gated GRNNs with three different
gating mechanisms: time, node and edge gates. In numerical
experiments involving both synthetic and real datasets, time-
gated GRNNs are shown to improve upon GRNNs in problems
with long term dependencies, while node and edge gates help
encode long range dependencies present in the graph. The
numerical results also show that GRNNs outperform GNNs and
RNNs, highlighting the importance of taking both the temporal
and graph structures of a graph process into account.
Index Terms—graph recurrent neural networks, graph convo-
lutions, gating, stability, graph signal processing
I. INTRODUCTION
Graph neural networks (GNNs) [2]–[4] are a popular in-
formation processing architecture in graph signal processing
(GSP), having found applications in problems such as rec-
ommender systems [5] and robot path planning [6]. Their
popularity is largely explained by state-of-the-art performances
achieved in several learning tasks [7] which, in turn, are related
to invariance and stability properties that they inherit from
graph convolutions [8]. At the same time, GNNs are somewhat
limited in that they are designed to process data with only
one type of structure—the graph. This creates a gap for an
important class of GSP problems involving graph signals that
can also change with time, which we call graph processes.
Graph processes contain a time dimension, reflected by the
indices of the sequence, and a fixed graph structure, which
is inherent to graph signals [9], [10]. They have been used
to model data such as weather variables on weather station
networks [11] and seismic wave readings on a network of
seismographs [12]. In problems involving sequences where
the data elements are Euclidean, recurrent neural networks
(RNNs) tend to be the architecture of choice, as they lever-
age recurrence to model the time dependencies present in
sequential data [13]–[15]. For graph processes, this motivates
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retaining the same recurrence relation but replacing the input-
to-state and state-to-state linear transformations of the RNN
by linear graph filters, which allows taking both the temporal
and the graph structure of graph processes into account.
Implementations of such a graph recurrent architecture
can be found in the literature, usually focusing on either a
particular type of graph [16] (undirected) or problem [17]
(traffic forecasting). However, the basic construction of a
graph recurrent neural network (GRNN) and its fundamental
properties have not yet been investigated in detail. In this
paper, we propose to do so by using GSP to come up with
a unified framework for GRNNs. We write graph operations
in terms of a generic graph shift operator (GSO), making for
a more general architecture and drawing attention away from
specific matrix representations, e.g. the random walk matrix
used to define the architecture in [17] or the graph Laplacian
used to define the architecture in [16]. We also introduce a
convolutional parametrization of the input-to-state and state-
to-state operations in Section III which, while not novel,
guarantees equivariance to node relabelings and makes the
number of parameters independent of the size of the graph [5].
In Section IV, one of our main contributions is then proving
that, like GNNs, GRNNs also exhibit stability to relative
perturbations of the underlying graph. This means that changes
in the output caused by changes in the graph are bounded
by the size of the perturbation [8], with the key difference
that in GRNNs this stability deteriorates with the length of
the sequence [cf. Theorems 1 and 2]. Another important
contribution is the introduction of generic input and forget gate
operators that we break down in three gating strategies—time,
node and edge gating—, all of which interact with the graph
in different ways (Section V). In the numerical experiments
in Section VI, time gates prove useful for encoding long
term temporal dependencies, while node and edge gates help
encode long range spatial dependencies on the graph. Note
that these contributions have broad applicability as they extend
to all architectures fitting the GRNN framework, e.g. the
aforementioned [16], [17].
Related work on learning problems involving graph pro-
cesses also includes [18] and [19], which, like [17], have an
emphasis on traffic forecasting. The gated attention networks
(GaANs) from [18] replace the linear transformations of
the RNN by graph attention networks (GANs) [20], making
for an architecture that is not convolutional and hence has
different properties than GRNNs. Meanwhile, the architecture
introduced in [19] stacks GNNs and gated CNNs to learn
spatiotemporal dependencies and is therefore not recurrent.
Other somewhat related works include the gated graph se-
quence neural networks [21] and the recurrent formulation in
[22]. The architecture in [21] learns sequential representations
from graphs, but not from graph signals or processes. This is a
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fundamental difference since in learning from graphs the graph
is seen as data, while in learning from graph signals the graph
is given (i.e., a hyperparameter of the learning architecture).
The work in [22] uses recurrence as a means of re-introducing
the input at every layer to capture multiple types of diffusion,
but does not consider data consisting of temporal sequences.
We point out that neural network architectures designed to
predict dynamic graphs [23] or to process signals supported
on them [24], [25] are tangential to our work, as, coherent
with the GSP working assumption for graph processes [9],
[10], we only consider fixed graphs. Finally, while what we
call time and node gating strategies have been used in [16]–
[19], [21], we not only introduce edge gating but also provide
an interpretation of all three gating strategies with respect to
the underlying graph.
The remaining sections of this paper are organized as fol-
lows. Section II goes over RNNs and graph signal processing.
Following the introduction of the GRNN framework in Section
III, in Section IV we analyze GRNN stability and, in Section
V, introduce Gated GRNNs. In Section VI, we evaluate
the performance of all GRNN architectures, as well as the
architectures from [16], [17], in a synthetic k-step prediction
experiment and in three real-world experiments: earthquake
epicenter estimation, traffic forecasting and epidemic tracking.
Concluding remarks are presented in Section VII.
II. RECURRENT NEURAL NETWORKS AND GRAPH DATA
Instrumental to the design of GRNNs are the concept of
traditional RNNs as models of sequential data and the theory
of graph signal processing. We thus discuss how RNNs can be
used to process sequential data (Section II-A), and follow with
an overview of graph signals, graph convolutions and graph
processes (Section II-B). Note that the bias terms are omitted
in Section II-A to unburden the notation.
A. Recurrent Neural Networks (RNNs)
Let {xt}t∈N0 be a sequence of N -dimensional data points
xt ∈ RN . A recurrent neural network (RNN) learns to extract
information from this sequence in the form of a hidden state
variable zt ∈ RN . The states zt are learned from the sequence
{xt}t∈N0 using a nonlinear map that takes the current data
point xt and the previous hidden state zt−1 as inputs, and
outputs the updated hidden state zt. This map is parametrized
as
zt = σ (Axt + Bzt−1) (1)
where A ∈ RN×N and B ∈ RN×N are linear operators and
σ : R→ R is a pointwise nonlinearity, i.e. [σ(x)]i = σ([x]i),
see [7, Fig. 10.13] for a computational graph. We point out
that, while it is not necessary for zt and xt to share the same
dimensions (in most realizations of RNNs, they often do not),
we assume so here for ease of exposition.
The sequence {xt} is typically accompanied by a target
representation Y , which can be seen as a more appropriate
representation of {xt} for the task at hand. The elements of Y
could be, e.g., a single value y ∈ Y to summarize information
from the entire sequence, like a sentiment describing a tweet
[26]; or, they could be another sequence {yt}t∈N0 , yt ∈ RM ,
which is the case in automatic speech recognition [27]. RNNs
estimate Y by applying a second nonlinear map, Φ : RN →
RM , to the hidden state. When the target representation is a
sequence, this map is parametrized as
Φ(zt) = ρ (Czt) (2)
where C ∈ RM×N is the linear output map and ρ : R →
R is the pointwise nonlinearity used to compute the output,
[ρ(x)]i = ρ([x]i). In cases where a single output value y is
associated with the sequence {xt}, we can estimate y from
the state at the end T of the sequence, Φ(zT ) = ρ (CzT ).
Given a training set {({xt},Y)} comprised of several
sequences {xt} and their associated representations Y , the
optimal linear maps A, B and C are obtained by minimizing
some loss function L(Φ(zt),Y) (or L(Φ(zT ),Y)) over the
training set. This learning framework makes the hidden state
adaptable to the task at hand, exploiting the available training
examples to determine which pieces of sequential information
are relevant to store in the hidden state zt.
Key to the success of RNNs is the fact that the number
of parameters (entries) in the linear operators A, B and C
do not depend on the time index t. In other words, the same
linear operators are applied throughout the entire sequence.
This parameter-sharing scheme across the time-dimension has
two main advantages: it keeps the number of parameters under
control and, simultaneously, allows learning from sequences of
variable length. This is consistent with our recurrent approx-
imation model for the hidden state, where each learned state
only depends on the current input and on the previous state.
Regardless of the start time t0, as long as the current value of
the input and of the previous state are the same, the updated
state will always be the same.
B. Graph data
In upcoming sections, our focus will be on adapting RNNs
to process graph data. Let G = (V, E ,W) be a graph, where
V = {1, . . . , N} is the set of nodes, E ⊆ N × N is the
set of edges and W : E → R is a weight function assigning
proximity weights to the edges in E . We say that a data sample
x is a graph signal [28], [29] if its entries are related through
the graph G. To be precise, each node n ∈ V is assigned
an entry [x]n = xn, and the entries xi and xj are presumed
related if there is an edge between them. The strength of this
relationship is usually measured by the edge weight.
To provide a better interpretation of the relationship between
the signal x and the graph G, we define the graph shift operator
(GSO) S ∈ RN×N as a matrix that encodes the sparsity pattern
of G by requiring that entries [S]ij = sij be nonzero only if
i = j or (j, i) ∈ E . The value sij reflects the influence that
the components of the signal at nodes i and j exert on one
another. Examples of GSOs include the adjacency matrix [28],
the Laplacian matrix [29], the random walk matrix [30] and
their normalizations. By construction, the GSO can be used
to define Sx as the elementary linear and local map between
graph signals. We say that this map is local because the ith
IEEE TRANSACTIONS ON SIGNAL PROCESSING (SUBMITTED) 3
entry of the output, [Sx]i, is a linear combination of the signal
components in the one-hop neighborhood of i. Explicitly,
[Sx]i =
N∑
j=1
[S]ij [x]j =
∑
j∈Ni
sijxj . (3)
where Ni = {j ∈ N : (j, i) ∈ E} denotes the set of immediate
neighbors of i. The second equality follows from the fact that
[S]ij = 0 for all j /∈ Ni. In a sense, we can view the operation
Sx as a shift (or diffusion) of the signal on the graph, where
the value of the signal at each node is updated as a linear
combination of signal values at neighboring nodes.
The notion of graph shifts can be used to define graph
convolutions analogous to time convolutions. Formally, we
define the graph convolution as a weighted sum of shifted
versions of the signal [31], [32],
A(S)x =
K−1∑
k=0
akS
kx. (4)
Note that, since Skx = S(Sk−1x), repeated applications of
the linear map S entail successive exchanges with neighboring
nodes; this means that the graph convolution can be computed
as a series of local operations. Also note that the operation
Skx produces a summary of the information contained in the
k-hop neighborhood of each node. For 0 ≤ k ≤ K − 1, the
filter coefficients (or filter taps) a = [a0, a1, . . . , aK−1] ∈ RK
assign different importances to the information located in each
k-hop neighborhood. Following the graph signal processing
terminology, A(S) ∈ RN×N is called a linear shift-invariant
graph filter (LSI-GF) [33], which reinforces the analogy with
time-invariant filters and the convolution operation.
In what follows, the data sequences that we consider will
be graph processes. A graph process is a sequence {xt}t∈N0
of signals xt ∈ RN supported on the graph G. Alternatively,
a graph process can also be seen as a time-varying graph
signal where the values of the signal at each node change
over time [34], [35]. While traditional RNNs (Section II-A)
successfully exploit the sequential structure of data, they fail to
account for other structures that may be present in xt; however,
as substantiated by the remarkable performance achieved by
CNNs [36]–[38] and GNNs [2]–[4], exploiting the data’s
spatial structure is of paramount importance.
III. GRAPH RECURRENT NEURAL NETWORKS
As previously noted in Section II-A, RNNs are systems
which exploit recurrence to learn dependencies in sequences
of variable length with a number of parameters that is indepen-
dent of time. However, the number of parameters still depends
on the dimension N , which not only prevents RNNs from
scaling to inputs with large dimensions but, more importantly,
hinders their ability to account for other structures inherent
to the data. Accounting for structure is desirable first because
when we parametrize operations in terms of the structure of the
data, we are effectively adding a constraint to the optimization
problem, shrinking the feasible set and making it easier to find
close-to-optimal solutions; and second, because it allows us
to leverage repeating and/or symmetrical motifs in the data to
extract shared features and simplify model parametrization. In
the case of graph processes, we will thus adapt the operations
performed by RNNs to take the graph structure into account.
We assume that the state zt ∈ RN is itself a graph signal,
so that each entry [zt]n is a nodal hidden state. The updated
state can then be calculated by parametrizing the linear maps
A and B by the graph shift operator S, yielding
zt = σ
(
A(S)xt + B(S)zt−1
)
(5)
where we have omitted the bias term to unburden the notation.
We call this generic architecture the graph recurrent neural
network (GRNN). Note that the computational graph for
obtaining (5) is analogous to the one in [7, Fig. 10.13] but
replacing the linear transforms by graph filters. Although
A(S) and B(S) can be arbitrary functions of S [39], we
opt for the graph convolution, (4) so that there are only K
parameters to learn for each filter (a = [a0, . . . , aK−1] ∈ RK
and b = [b0, . . . , bK−1] ∈ RK). This allows computations to
be done locally and, like in GNNs, ensures that the number
of parameters is independent of the size of the graph. Other
advantages of graph convolutions are that they are permutation
equivariant and stable to graph perturbations [8], a fact that
we use to derive a stability result for GRNNs in Section IV.
To estimate the target representation Y , we can once again
leverage the fact that the hidden state zt is a graph signal
and use a GNN Φ(zt; S) [4] to compute the estimate Yˆ . In
cases where yt is itself a graph signal (e.g., in regression or
forecasting), Φ can be a simple one-layer graph filter followed
by an activation function ρ,
yˆt = ρ (C(S)zt) (6)
where we parametrize the filter C(S) as a graph convolution
(4) with K filter taps (c ∈ RK) to make sure that the number
of parameters of the architecture (5)-(6) is independent of the
size of the graph. If yt has dimension M 6= N then C(S) must
be followed by an additional operation mapping N dimensions
to M dimensions (a fully connected layer—perceptron—, for
instance), in which case the number of parameters of C(S)
will necessarily depend on N and M . Finally, if yt is a single
value y representing the entire sequence {xt}Tt=1, we compute
it from the last state alone as yˆ = ρ(C(S)zT ).
Making the hidden state zt a graph signal has several
advantages. First, it adds interpretability to the value of this
signal with respect to the underlying graph support. For
instance, we could analyze the frequency content of the hidden
state and compare it with the frequency content of the graph
process xt. Second, it allows the computation of zt to be done
in an entirely local fashion, involving only repeated exchanges
with the one-hop neighbors of each node. Making zt a graph
signal, however, also implies that we can no longer tune the
size of the hidden state which is now fixed at N . The size
of the hidden state is a fundamental hyperparameter in the
design of RNNs since it controls the description capability of
the hidden state. This can be overcome by introducing graph
signal tensors where, instead of a single scalar, a vector of
features is assigned to each node.
A graph signal tensor is a function X : V → RF that
assigns a vector of dimension F to each node. Each entry of
IEEE TRANSACTIONS ON SIGNAL PROCESSING (SUBMITTED) 4
a1 a2 a3
+ +
+ +
z-1
x[t]
z[t-1]
a0
++
++
z[t]
b2 b3b0
σ
a4
+
+
+
b4b1
Figure 1. State computation in a graph recurrent neural network with K = 5. Gray blocks with graphs on the inside stand for graph shifts,
blue blocks for linear weights, the red block for a pointwise nonlinearity and the green block for a time delay.
this vector is a feature. The signal tensor can be represented
as a N×F matrix X, where each column xf ∈ RN is a graph
signal corresponding to the values of feature f in all nodes.
The graph convolution operation (4) must be extended
accordingly, so as to carry out a local, linear transformation
mapping the F input features in X ∈ RN×F to the G
output features Y ∈ RN×G. This map is implemented by
a bank of FG graph filters of order K, with filter taps
given by afg = [afg0 , . . . , a
fg
K−1]. The graph convolution
AS : RN×F → RN×G becomes [cf. (4)],
Y = AS(X) =
K−1∑
k=0
SkXAk (7)
where Ak ∈ RF×G is a matrix satisfying [Ak]fg = afgk . We
can see that, for the convolution to be local on the graph,
the operations that modify X on the left have to respect the
sparsity of the graph, while those that modify it on the right
can be arbitrary linear operations. The right operations have
the role of mixing the features within a single node, using the
same linear combination –parameter sharing– across all nodes.
Given a sequence of graph signal tensors {Xt}, Xt ∈
RN×F , we can rewrite equation (5) to obtain H-feature hidden
state tensors Zt ∈ RN×H ,
Zt = σ
(
AS(Xt) + BS(Zt−1)
)
(8)
where the filter taps are Ak ∈ RF×H and Bk ∈ RH×H , k =
0, . . . ,K − 1. Assuming that the target representation is also
a graph signal tensor, it can be generalized as Yt ∈ RY×G,
which we calculate as
Yt = ρ
(
CS(Zt)
)
(9)
with filter taps Ck ∈ RG×H , k = 0, . . . ,K − 1.
By using graph signal tensors to describe the hidden state,
we retrieve the ability to tune its descriptive power through
the value of H . Additionally, note that the output Yt can
be computed straight from the individual hidden state feature
values at each node, minimizing the communication cost. To
achieve this, it suffices to make CS a graph convolution (7)
with K = 1, in which case no neighborhood exchanges take
place. This architecture only requires node communications at
updates of the hidden state Zt.
IV. STABILITY OF GRNNS
The performance of GRNNs (and of graph filters in general)
depends on the underlying graph support. If the graph changes,
or if it is not estimated accurately, the output of the GRNN
can be different than expected. In what follows, we obtain an
upper bound on the changes at the output of a GRNN caused
by perturbations of the underlying graph. We use this result to
quantify how adaptable GRNNs are to time-varying scenarios
and transfer learning [40]. We focus on single-feature GRNNs
(5)-(6) for simplicity, but results for the multi-feature case
carry out similarly [8].
Let S be the GSO of a given graph, and let S˜ be the GSO
of the graph resulting from a perturbation of this graph. Let
us first consider the case of node relabelings, in which S˜ =
PTSP. The matrix P is a permutation matrix P ∈ P with
P = {P ∈ {0, 1}N×N : P1 = 1,PT1 = 1}. (10)
If the perturbed graph is simply a permutation of the original
graph, then the output of the GRNN running on the permuted
graph is the permutation of the output of the GRNN running
on the original graph.
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Proposition 1. Let S be a GSO and S˜ = PTSP be a
permutation of this GSO, for some permutation matrix P ∈ P .
Let xt be a graph signal and x˜t = PTxt the permuted version
of the signal. Then, it holds that
z˜t = σ(A(S˜)x˜t + B(S˜)z˜t−1) = PTzt (11)
y˜t = ρ(C(S˜)z˜t) = P
Tyt for all t. (12)
Proof. Refer to Appendix A.
Proposition 1 states that GRNNs are independent of any
chosen node labeling. Note that this result holds irrespective
of whether we know the value of P or not. It also indicates
that GRNNs are able to exploit the internal symmetries of
graph processes in the course of learning. This means that
by learning how to process a signal on a given part of the
graph, GRNNs are also learning to process it in all other
parts of the graph that are topologically symmetric. The
permutation equivariance property can thus be seen as an
implicit mechanism of data augmentation.
When considering more general perturbations S˜ ∈ RN×N ,
Proposition 1 suggests that distances should be measured
modulo permutations. In order to do so, we introduce the
notion of relative perturbation in Definition 1.
Definition 1 (Relative perturbation matrices). Given GSOs
S and S˜, we define the set of relative perturbation matrices
modulo permutation as
E(S, S˜) =
{
E∈RN×N : PTS˜P = S + ES + SET,P ∈ P
}
.
(13)
We define the distance between two graphs described by S
and S˜ respectively as
d(S, S˜) = min
E∈E(S,Sˆ)
‖E‖. (14)
Notice that if S˜ is a permutation of S, then d(S, S˜) = 0.
To understand the effect of graph perturbations on the output
of GRNNs, we first look at their effect on graph convolutions
(4). In particular, we leverage the graph Fourier transform
(GFT) [41] to analyze the spectral representations of the
convolved graph signals. Let S = VΛVH be the eigende-
composition of the GSO S, where V = [v1, . . . ,vN ] is the
orthogonal matrix of eigenvectors, and Λ = diag(λ1, . . . , λN )
is the diagonal matrix of eigenvalues λn. The GFT of a signal
is computed by projecting the signal on the graph’s eigenvector
basis. The GFT of a convolved graph signal is thus
VHA(S)x = VH
K−1∑
k=0
akVΛ
kVHx = A(Λ)
(
VHx
)
(15)
where A(Λ) is a diagonal matrix such that [A(Λ)]n =∑K−1
k=0 akλ
k
n = a(λn). We refer to the function a(λ) as the
frequency response of the filter, given by
a(λ) =
K−1∑
k=0
akλ
k. (16)
For a given graph, this frequency response gets instantiated on
the graph’s eigenvalues {λn} as A(Λ), determining the spe-
cific effect that the filter has on the input due to the underlying
support (15). Note, however, that the general expression of the
frequency response (16) only depends on the filter taps {ak},
which are independent of the graph.
The results here derived are for graph filters with integral
Lipschitz frequency response.
Definition 2 (Integral Lipschitz filters). Given a set of filter
taps {ak}, we say that the filter A(S) [cf. (4)] is integral
Lipschitz if there exists C such that its frequency response
a(λ) [cf. (16)] satisfies
|a(λ2)− a(λ1)| ≤ C |λ2 − λ1||λ1 + λ2|/2 (17)
for all λ1, λ2 ∈ R.
Integral Lipschitz filters also satisfy |λa′(λ)| ≤ C, where
a′(λ) is the derivative of a(λ). This condition is reminiscent
of the scale invariance of wavelet transforms [42, Chapter 7].
Under the following assumptions, we prove that GRNNs
built from integral Lipschitz filters are stable to relative
perturbations in Theorem 1.
AS1. The filters A, B and C of the GRNN (5)-(6) are integral
Lipschitz [cf. (17)] with constants CA, CB and CC and
normalized filter height ‖A‖ = ‖B‖ = ‖C‖ = 1, respectively.
AS2. The pointwise nonlinearities σ and ρ (5)-(6) are normal-
ized Lipschitz, i.e. |σ(b) − σ(a)| ≤ |b − a| for all a, b ∈ R,
and satisfy σ(0) = ρ(0) = 0.
AS3. The initial hidden state is identically zero, i.e. z0 = 0.
AS4. The inputs xt satisfy ‖xt‖ ≤ ‖x‖ = 1 for every t.
Theorem 1 (Stability of GRNNs). Consider two graphs with
N nodes represented by the GSOs S = VΛVH and S˜. Let
E = UMUH ∈ E(S, S˜) be a relative perturbation matrix [cf.
(13)] such that [cf. (14)]
d(S, S˜) ≤ ‖E‖ ≤ ε. (18)
Let yt and y˜t be the outputs of GRNNs (5)-(6) running on S
and S˜ respectively, and satisfying AS1 through AS4. Then, it
holds that
min
P∈P
‖yt −PTy˜t‖ ≤ C(1 +
√
Nδ)(t2 + 3t)ε +O(ε2) (19)
where C is the maximum filter constant,
C = max{CA, CB, CC}
and δ = (‖U − V‖ + 1)2 − 1 measures the eigenvector
misalignment between the GSO S and the error matrix E.
Proof. Refer to Appendix B.
Theorem 1 states that, for a graph process of length t = T ,
the output of a GRNN is Lipschitz stable to relative graph
perturbations [cf. Def. 1] with constant C(1 +
√
Nδ)(T 2 +
3T ). We see that the stability of a GRNN depends on the
Lipschitz filter constant C. While this is a design parameter
that could be set at a fixed value, it is usually learned from data
through the filter taps of A, B and C. The term (1 + δ
√
N)
measures the eigenvector misalignment and is a property of
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the graph perturbation. Unlike C, it cannot be controlled by
design. Finally, the stability of GRNNs depends polynomially
on the length T of the process, with T 2 +3T . The linear term
arises from sequential applications of the filters A, B and C,
and the square term is a result of the recurrence on zt. We note
that T can be controlled by restraining the length of the graph
processes that we consider, or by splitting them in multiple
shorter processes.
V. GATED GRNN ARCHITECTURES
One problem that can arise from long sequences is that
of vanishing (exploding) gradients. Traditional RNN archi-
tectures suffer from this problem when the input sequence
contains long term dependencies [43], [44]. The same holds
for GRNNs when the eigenvalues of B(S) are smaller (or
larger) than 1. RNN architectures typically address problems
associated with long term dependencies by the addition of time
gating mechanisms [7, Chapter 10], which can be naturally
extended to GRNNs (Sec. V-A).
When dealing with graph processes, we may also encounter
what we call the problem of vanishing gradients in space
(in contrast with the aforementioned problem of vanishing
gradients in time). Even if the eigenvalues of B(S) are well-
behaved, some nodes or paths of the graph might get assigned
more importance than others in long range exchanges, leading
to spatial imbalances that make it challenging to encode cer-
tain graph spatial dependencies. This problem can be explained
by the fact that the matrix multiplications by B(S) are actually
multiplications by powers of S. As an example, consider a
graph where some components have higher connectivities than
others. For large t, the matrix entries associated with nodes
belonging to highly connected components will get densely
populated, overshadowing other local, sparser structures of
these components and making it harder to distinguish long
range processes that are local on the graph. While in GNNs
long range graph dependencies have been addressed by the
use of Lanczos filtering methods [45], [46], or by computing
the spectral response of graph convolutions in Krylov form
[47], these techniques require calculating a basis that depends
on both the graph and the signal, and, as such, are costly to
translate to GRNNs dealing with signals that change over time.
To attenuate these issues, we propose to add a more compre-
hensive gating mechanism to GRNNs. Similarly to the gates
employed in traditional RNNs, the gates that we consider are
operators acting on the current input and previous state to
control how much of the input should be taken into account
and how much past information should be remembered (or
forgotten) in the computation of the new state. These gating
operators are updated at every step of the sequence and,
as such, they are able to create multiple dependency paths
between states and inputs in both time and space. This allows
for both short and long term dependencies to be encoded by the
model without getting assigned exponentially smaller or larger
weights. Adding gating to GRNNs yields the Gated GRNN
(GGRNN), in which Zt is computed as
Zt = σ
(
Qˆ {AS(Xt)}+ Qˇ {BS(Zt−1)}
)
(20)
and where Qˆ : RN×H → RN×H stands for the input gate
operator and Qˇ : RN×H → RN×H for the forget gate operator.
Depending on the choice of gating strategy, which we will
discuss in the following subsections, Qˆ and Qˇ take on different
forms. What they all have in common is that their parameters
are themselves calculated as the output of GRNNs. The GRNN
used to calculate the input gate has input gate state Zˆt ∈
RN×Hˆ given by
Zˆt = σˆ
(
AˆS(Xt) + BˆS(Zˆt−1)
)
(21)
and the GRNN used to calculate the forget gate has forget gate
state Zˇt ∈ RN×Hˇ ,
Zˇt = σˇ
(
AˇS(Xt) + BˇS(Zˇt−1)
)
(22)
where AˆS, BˆS, AˇS and BˇS are graph convolutions [cf. (7)]
with filter taps Aˆk ∈ RF×Hˆ , Bˆk ∈ RHˆ×Hˆ , Aˇk ∈ RF×Hˇ and
Bˇk ∈ RHˇ×Hˇ .
To tackle the different time and spatial imbalance scenarios
described in this section, we envision three gating strategies:
time (Sec. V-A), node (Sec. V-B) and edge gating (Sec. V-C).
A. Time gating
In the Time Gated GRNN (t-GGRNN), the input and forget
gate operators Qˆ and Qˇ take form
Qˆ {AS(Xt)} = qˆtAS(Xt)
Qˇ {BS(Zt)} = qˇtBS(Zt)
(23)
with qˆt ∈ [0, 1] and qˇt ∈ [0, 1] computed as
qˆt = sigmoid(cˆ
Tvec(Zˆt))
qˇt = sigmoid(cˇ
Tvec(Zˇt))
(24)
and where cˆ ∈ RHˆN and cˇ ∈ RHˇN are learnable parameters.
Time gating addresses the problem of vanishing gradients in
time by learning scalar gates between 0 and 1 and multiplying
the input and state variables by these gates, thus compensating
for imbalanced gradient paths associated with eigenvalues that
are too small or too large. We refer to this strategy as time
gating because it only acts on time dependencies, shutting
down the whole input and/or the whole previous state at each
time instant as needed, without discriminating between nodes.
Here, note that the number of parameters necessary to map
the state to the input and forget gates are dependent on the
size of the graph, because all of the graph signal components
must be mapped onto scalar variables.
The basic architecture of a t-GGRNN resembles that of
the Long Short-Term Memory units (LSTMs) used to process
regular data sequences [7, Chapter 10], with the difference
that LSTMs have an output gate in addition to the input
and forget gates. The input and forget gates of a LSTM are
calculated in the same way qˆt and qˇt in (24) would be if we
considered the directed cycle graph. Another common gated
architecture for regular data are Gated Recurrent Units (GRUs)
[7, Chapter 10], which are even simpler than LSTMs where
only one gating variable ut ∈ [0, 1] acts as the forget gate of
LSTMs, and where the input gate is replaced by 1− ut. The
GRU architecture can be readily extended to t-GGRNNs.
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B. Node gating
In some cases, having the input and forget gates of a
gated GRNN be scalars is limiting because the short/long
term time interactions of the graph process might vary across
nodes. This is especially true of graph processes that are, in
reality, some unknown composition of processes happening
independently at each node and/or on multiple, possibly non-
disjoint, subgraphs of the original graph. In the Node Gated
GRNN (n-GGRNN), we address this by defining the input gate
and forget gate operators Qˆ and Qˇ as
Qˆ {AS(Xt)} = diag(qˆt)AS(Xt)
Qˇ {BS(Zt)} = diag(qˇt)BS(Zt)
(25)
with parameters qˆt ∈ [0, 1]N and qˇt ∈ [0, 1]N given by
qˆt = sigmoid
(
CˆS(Zˆt)
)
qˇt = sigmoid
(CˇS(Zˇt)) (26)
and where, now, the learnable parameters are the filter taps of
the graph convolutions CˆS and CˇS, given by Cˆk ∈ R1×Hˆ and
Cˇk ∈ R1×Hˇ .
In the n-GGRNN, the gates qˆt and qˇt are reshaped as
the diagonal matrices diag(qˆt) and diag(qˇt), which then
multiply the input and state variables. The multiplication by
diag(qˆt) and diag(qˇt) has the role of applying a separate
scalar input and forget gate (both taking values between 0
and 1) to each node. This allows addressing the problem of
vanishing gradients in space by controlling the importance
of the input and of the state at the node level and partially
shutting down nodes whose signal components can effectively
behave as noise in the exchanges involved in some learning
tasks. Besides adding flexibility to the gated architecture, n-
GGRNNs have the advantage that their number of parameters
is independent of the size of the graph, which could not be
said about the t-GGRNNs from the previous subsection.
An interesting observation is that the composition of node
gating with a graph convolution can be interpreted as the
application of a node-varying graph filter [48], which, instead
of weighing powers of S by scalars as in the LSI-GF [cf.
(4)], multiplies them by diagonal matrices assigning a different
weight to each node. From an implementation standpoint,
this is important because it allows simplifying the operations
involved in the n-GGRNN.
C. Edge gating
In node gating, we control long range graph dependencies
by assigning a gate to each node after local exchanges have
occurred. In edge gating, the gates act within these local
exchanges, controlling the amount of information that is
transmitted across edges of the graph. The input and forget
gate operators take form
Qˆ {AS(Xt)} = ASQˆt(Xt)
Qˇ {BS(Zt)} = BSQˇt(Zt)
(27)
where the shift operators that parametrize the input-to-state
and state-to-state convolutions are now S  Qˆt and S  Qˇt
respectively, with Qˆt, Qˇt ∈ [0, 1]N×N . Qˆt and Qˇt are
calculated as
[Qˆt]ij = sigmoid
(
cˆT[δTi ZˆtCˆ||δTj ZˆtCˆ]T
)
[Qˇt]ij = sigmoid
(
cˇT[δTi ZˇtCˇ||δTj ZˇtCˇ]T
) (28)
where δi stands for the one-hot column vector with [δi]i = 1
and || is the horizontal concatenation operation. The learnable
parameters are Cˆ ∈ RHˆ×Hˆ′ , cˆ ∈ R2Hˆ′×1, Cˇ ∈ RHˇ×Hˇ′
and cˇ ∈ R2Hˇ′×1, and Hˆ ′ and Hˇ ′ are arbitrary numbers of
intermediate features.
Effectively, Qˆt and Qˇt scale the weight of each edge by a
value between 0 and 1. When this value is 0, the edge exchange
is completely shut off, which can be helpful in GRNNs running
on graphs with noisy or spurious edges, e.g. graphs built
from sample covariance matrices. Note that each edge input
gate [Qˆt]ij and forget gate [Qˇt]ij is computed individually,
avoiding unnecessary computations for pairs (i, j) that do not
correspond to edges of the graph.
In practice, the computations carried out in equation (28)
are implemented as Graph Attention Networks (GANs) [20],
whose attention coefficients play the role of [Qˆt]ij and [Qˇt]ij .
Specifically tailored to graphs, GATs are attention mechanisms
that generate meaningful representations of graph signals by
incorporating the importance of a node’s features to its neigh-
bors in the extraction of subsequent features. This importance
is learned in the form of attention coefficients between nodes
i and j that are connected by an edge, and is calculated by
applying a linear transformation and a nonlinearity to the their
concatenated features. Following normalization (either by a
nonlinearity such as the sigmoid or by some other normalizing
operation), the attention coefficients of GATs taking in Zˆt and
Zˇt are well-suited implementations of the input and forget
edge gates [Qˆt]ij and [Qˇt]ij .
Similarly to how the composition of node gating with a
graph convolution could be interpreted as a node-varying graph
filter, composing edge gating with LSI-GFs can be seen as a
particular implementation of an edge-varying graph filter [39],
[49], [50]. Edge-varying graph filters are such that each edge
is parametrized independently in multiplications by the GSO,
which is precisely what happens when edge gates are applied
to S in the input-to-state and state-to-state convolutions.
D. Stability
Since the parameters of the gate operators Qˆ and Qˇ are
themselves the outputs of GRNNs, it is natural to ask whether
the stability result from Theorem 1 carries over to the gated
GRNN in (20). In order to analyze its stability without
focusing on a specific type of gating, we will describe the
parameters of Qˆ and Qˇ as θˆ and θˇ, and the architectures used
to predict these parameters from the state variables zˆt (21)
and zˇt (22) as generic models ΦˆS and ΦˇS (the subscript S
indicates that the graph is a hyperparameter). Strictly speaking,
the parameters of the input and forget gates are obtained as
θˆ = ΦˆS(zˆt) and θˇ = ΦˇS(zˇt), and we can write Qˆ = Qˆθˆ
and Qˇ = Qˇθˇ. Note that the generic architectures ΦˆS and ΦˇS
can always be particularized to different gating mechanisms.
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In the case of time gating, ΦˆS and ΦˇS are fully connected
layers and θˆ, θˇ are scalars [cf. (24)]; in node gating, ΦˆS and
ΦˇS are GNNs and θˆ, θˇ are vectors [cf. (26)]; and, in edge
gating, ΦˆS and ΦˇS are the attention mechanism of a GAN
and θˆ, θˇ are matrices [cf. (28)].
To prove stability of gated GRNNs, we also need the
following assumptions on the gate operators Qˆ, Qˇ and on the
parameter learning models ΦˆS, ΦˇS.
AS5. In the induced operator norm, Qˆ = Qˆθˆ and Qˇ = Qˇθˇ
are Q-Lipschitz with respect to θˆ and θˇ, i.e.
‖Qˆ
θˆ
(1) − Qˆ
θˆ
(2)‖ ≤ Q‖θˆ(1) − θˆ(2)‖.
AS6. The models ΦˆS and ΦˇS are φ1-Lipschitz functions of
zˆt and zˇt, i.e. ‖ΦˆS(zˆ(1)t )− ΦˆS(zˆ(2)t )‖ ≤ φ1‖zˆ(1)t − zˆ(2)t ‖.
AS 7. In the induced operator norm, ΦˆS and ΦˇS are φ2-
Lipschitz with respect to the graph, i.e. ‖ΦˆS(1) − ΦˆS(2)‖ ≤
φ2‖S(1) − S(2)‖.
AS5 is important because it allows expressing the norm of
the difference operator in terms of the norm difference of the
operators’ parameters. It is also worth noting that assumptions
AS6 and AS7 are not too restrictive, as we discuss in more
detail in Remark 1.
Theorem 2 (Stability of Gated GRNNs). Consider two graphs
with N nodes represented by the GSOs S = VΛVH and S˜.
Let E = UMUH ∈ E(S, S˜) be a relative perturbation matrix
[cf. (13)] such that [cf. (14)]
d(S, S˜) ≤ ‖E‖ ≤ ε. (29)
Let yt and y˜t be the outputs of gated GRNNs [cf. (20) and
(6)] with F = H = 1 feature running on S and S˜ respectively,
and satisfying AS1 through AS7. Then, it holds that
min
P∈P
‖yt −PTy˜t‖ ≤ C(1 + δ
√
N)(3t+ t2)ε
+Q
(
φ2 + φ1C(1 + δ
√
N)
)
t3ε
+Qφ1C(1 + δ
√
N)t4ε+O(ε2)
(30)
where C is the maximum filter constant,
C = max{CA, CB, CAˆ, CBˆ, CAˇ, CBˇ, CC}
and δ = (‖U − V‖ + 1)2 − 1 measures the eigenvector
misalignment between the GSO S and the error matrix E.
We observe that the stability constant of gated GRNNs is
equal to the stability constant of the non-gated GRNN [cf.
Theorem 1] plus a term that depends on the third and fourth
powers of t. This is because the parameters of the input and
forget gates are generated by GRNNs, which add two more
recurrence relationships to the architecture. Regardless of the
gating mechanism (time, node or edge gates), this additional
term can be adjusted by tuning Q and, especially, φ1 and φ2,
which are specific to the architectures Φˆ and Φˇ.
Remark 1. Fully connected and convolutional layers with
most conventional activation functions are Lipschitz stable to
input perturbations [51], so AS6 is generally satisfied for all
types of gating (in edge gating, the most common attention
mechanism is a multi-layer perceptron [20]). In time gating,
the fully connected layers that make up Φˆ and Φˇ do not
depend on S, so AS7 is also satisfied automatically. Since
in node gating Φˆ and Φˇ are GNNs, AS7 is guaranteed by
[8, Theorem 4] as long as the graph convolutions are integral
Lipschitz [cf. Definition 2] and the activation functions are
normalized Lipschitz [cf. Assumption 2]. Finally, we can
expect AS7 to hold for edge gating at least in cases where
the edges of the graph are preserved, since the attention
coefficients only depend on there being an edge between
two nodes, but not on the edge weight. Also note that edge
preservation is enforced by the definition of the minimum
relative perturbation matrix, which measures how close two
graphs are to being permutations of one another [cf. (14)].
VI. NUMERICAL EXPERIMENTS
In this section, we present a series of numerical experiments
where the GRNN is compared with GNNs and RNNs, and
where the advantages of time, node and edge gating are
analyzed. In the first four experiments (subsections VI-A,
VI-B, VI-C, VI-D), we use synthetic data to simulate the
problem of k-step prediction, where, given instantaneous ob-
servations of a synthetic graph process, the goal is to predict
the graph signals observed k steps ahead. In each subsection, a
different type of process is considered to assess the advantages
of various gating strategies in different scenarios. The fifth
experiment (subsection VI-E) uses earthquake data from New
Zealand’s Geonet database [52] to predict the region of origin
of each earthquake registered between June 17, 2019 and
July 17, 2019. The data consists of seismograph readings
from a network of N = 59 seismographs immediately before
each earthquake, and all earthquakes are assigned a class
corresponding to one out of C = 11 regions. In subsection
VI-F, we use real traffic data measured by N = 207 speed
sensors to perform traffic forecasting in the Los Angeles
metropolitan area. This data was collected between March and
June 2012 and is aggregated in the METR-LA dataset [53],
which is commonly used for benchmark in traffic forecasting.
In the last experiment (subsection VI-G), we use real 2013
data from a high school in Marseilles to build a friendship
network with N = 134 nodes where we simulate the spread
of an infectious disease using the SIR (Susceptible-Infected-
Recovered) model. Different GRNN models are then trained
to solve a binary node classification problem aiming to predict
which nodes of the network will be infected in 8 days.
In the experiments of subsections VI-E through VI-G,
we also include comparisons with other gated graph recur-
rent architectures from the literature, namely the DCRNN
[17] and the GCRN [16]. Both of them use a node gating
mechanism and slight variations of their architectures can
be obtained by particularizing the GSO in equation (20) to
S = diag(A1)A + diag(AT1)AT (the random walk matrix)
and S = I − D−1/2AD−1/2 (the normalized Laplacian)
respectively. Note that, because the GSO of the GCRN is the
normalized Laplacian, this architecture can only be applied
to problems where the graph is undirected, which is why
we do not include it in the earthquake epicenter estimation
experiment of subsection VI-E.
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(a) (b) (c)
Figure 2. 5-step prediction using a GNN, a GRNN and a RNN. (a) Training rRMSE evolution over 1000 training steps. (b) Average test
rRMSEs for 5 graphs and 5 data realizations, using a 10,000-sample training dataset. (c) Average test rRMSEs for 5 graphs and 5 data
realizations, using a 5,000-sample training dataset.
Unless otherwise noted, the GSO is the adjacency matrix
(except for the DCRNN and the GCRN), the recurrent archi-
tectures have a single recurrent layer and the state nonlinearity
σ is always the tanh function. The nonlinearities of the GNNs
with which we compare our architectures are also the tanh.
All models are trained using the ADAM algorithm [54] with
decaying factors β1 = 0.9 and β2 = 0.999. We will denote
the number of input features by FX and the number of state
features by FZ, and the number of filter taps in AS and BS
by KX and KZ respectively. When CS is a multi-layer GNN,
or when comparing against a GNN architecture, the number
of features outputted by layer ` of the GNN is F`, and the
number of filter taps of this layer is K`. When applicable, we
denote the number of output features by FY.
A. k-step prediction: GRNN vs. GNN vs. RNN
Let G be an SBM graph with N = 80 nodes, c = 5
communities, intra-community probability pcici = 0.8 and
inter-community probability pcicj = 0.2. We write a noisy
diffusion process on this graph as
xt = Sxt−1 + wt (31)
where xt ∈ RN is a graph signal, S ∈ RN×N is the GSO
and wt ∈ RN is a zero-mean Gaussian noise with temporal
variance ξ2 = 0.01 and spatial variance (across nodes) η2 =
0.01. The problem of k-step prediction consists of estimating
xt+k,xt+k+1,xt+k+2, . . . from xt,xt+1,xt+2, . . ..
We simulate this process for many values of x0 and over
multiple time steps, feeding the generated data to three neural
network models trained to predict the diffused graph signals
k = 5 steps ahead. These models are a GRNN, a GNN and a
RNN. Using different amounts of training data, our goal is to
compare how well these architectures generalize on the test set.
The GRNN architecture takes in single-feature input sequences
(FX = 1) and consists of one recurrent layer with FZ = 5
state features and KX = KZ = 5 filter taps for both the
input-to-state and the state-to-state filters. The state features
are mapped to the output using a 1-layer GNN with K1 = 1
and F1 = FY = 1, adding up to 155 parameters. The GNN
architecture takes in individual samples xt from the sequence
to predict the sample k steps ahead xt+k, and is made up of 2
graph convolutional layers with FX = 1, F1 = 8, F2 = FY =
1 and K1 = K2 = 10, totaling 160 parameters. Finally, the
RNN has one layer and both the input and the output have
N features (Fin = Fout = N ), corresponding to the nodes of
the graph; the state has FZ = 1 features, and the number of
parameters is equal to 160. The fact that all architectures have
roughly the same number of parameters is not a coincidence,
and was intended to make sure that comparisons are fair.
All architectures were trained by optimizing the L1 loss
over 10 epochs with learning rate 10−3. In the first set of
experiments, the size of the training, validation and test sets
were 10000, 2400 and 200 sample sequences respectively, and
training was done in batches of 100. The average relative root
mean square error (rRMSE) on the test set for 25 Monte-
Carlo simulations (corresponding to 5 different graphs and
5 different dataset realizations) are presented in Figure 2b,
while the average training rRMSE for each architecture versus
the number of training steps is presented in Figure 2a. The
GRNN outperforms the GNN in almost 3 p.p., but the GRNN
and RNN achieve roughly the same performance. This makes
sense, considering that the solution space searched by the
GRNN is a subset of that searched by the RNN. On the other
hand, Figure 2a shows that the GRNN architecture explores
this solution space more efficiently and, consequently, trains
faster. This observation is corroborated by the results obtained
in the second set of experiments, where the size of the training
and validation sets was cut by half. As seen in Figure 2c, when
less training data is available the advantages of the additional
structure carried by GRNNs are more perceptible, with the
GRNN outperforming the RNN in over 10 percentage points
even though their number of parameters is exactly the same.
B. k-step prediction: AR(1) process and time gating
In this experiment, G is a SBM graph with N = 20 nodes,
c = 2 communities, intra-community probability pcici = 0.8
and inter-community probability pcicj = 0.2. The graph
process is an AR(1) process with parameter 0 < α ≤ 1,
xt = αxt−1 + wt (32)
where wt ∈ RN is a zero-mean Gaussian noise with temporal
variance ξ2 = 0.01 and spatial variance η2 = 0.01. When α
is close to 0, this process is weakly correlated in time; when
α ≈ 1, xt ≈ xt−1 and the process is strongly correlated.
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Figure 3. Relative RMSE improvement of t-GGRNN over GRNN on
AR diffusion process [cf. (32)] for various values of α.
To assess the advantages of time gating [cf. equation (23)]
in processes with different levels of temporal correlation, we
simulate the k-step prediction problem for k = 10 and a range
of values of α between 0 and 1. The architectures that we
compare are a time-gated GRNN and a conventional GRNN
with FX = 1, FZ = 10 and KX = KZ = 4. In both GRNNs,
the state is mapped to the output using a 1-layer GNN with
F1 = FY = 1 and Kout = 1. The GRNN and the time-gated
GRNN are trained by optimizing the L1 loss on 10000 training
samples over 10 epochs, with learning rate 10−3 and batch size
100. The number of samples in the validation and test sets are
2400 and 200 respectively, and we report results for 25 Monte
Carlo simulations corresponding to 5 different graphs and 5
different datasets per graph.
The relative RMSE improvement of the time-gated GRNN
over the basic GRNN is presented in Figure 3 for multiple
values of α. We observe that, for small α, the GRNN achieves
lower RMSE than the t-GGRNN on average, but, as α in-
creases, its performance improves relative to the GRNN. This
can be explained by the fact that, when α is large, there is
memory within the process, i.e., within xt. Because of this
“built-in memory”, the state zt is less important than the
instantaneous input xt. The forget gate Gˇt thus helps tune
this importance, partially shutting off zt and making it easier
to learn long term dependencies from the process itself.
C. k-step prediction: graph diffusion and node gating
Consider an SBM graph G with N = 20 nodes, C = 2
communities, and inter-community and intra-community prob-
abilities pcicj = 0.8 and pcici = 0.1. In this experiment, we
simulate a graph diffusion process where the GSO S ∈ RN×N
is exponentiated by α ∈ (0, 1],
xt = S
αxt−1 + wt (33)
and where wt ∈ RN a zero-mean Gaussian with temporal
variance ξ2 = 0.01 and spatial variance η2 = 0.01. The role
of α is to control the process’ “spatial correlation”. The idea
is that, the closer α is to 1, the more correlated the process is
across nodes connected by edges of the graph.
Figure 4. Relative RMSE improvement of n-GGRNN over GRNN on
graph diffusion process [cf. (33)] for various values of α.
To assess the advantages of node gating in spatially cor-
related graph processes, we simulate this process for a range
of values of α and train a GRNN and a node-gated GRNN
to predict the diffused signals k = 10 steps ahead. Both
the GRNN and n-GGRNN take in input sequences with
FX = 1 input feature and have FZ = 10 state features and
KX = KZ = 4 filter taps. The state features are mapped
to the output using a 1-layer GNN with F1 = FY = 1 and
K1 = 1. The GRNN and the node-gated GRNN are trained
by optimizing the L1 loss on 10000 training samples over
10 epochs, with learning rate 10−3 and batch size 100. The
number of samples in the validation and test sets are 2400 and
200 respectively, and we report results for 25 Monte Carlo
simulations (5 graphs and 5 datasets per graph).
The average relative RMSE improvement of the node gated
architecture over the basic GRNN architecture are shown in
Figure 4 for α in the range [0.005, 0.01, 0.1, 0.2, 0.5, 1]. When
α is closer to 0, the state zt is more informative than xt, and
we see the effect of the input gate shutting off the input; when
α is closer to 1, the input xt is more informative, and it is
now the forget gate that shuts off the state. In the mid-range,
the effects of both gates are combined, yielding the largest
performance improvements of the n-GGRNN over the GRNN.
D. k-step prediction: covariance graphs and edge gating
In this experiment, the graph G is a n-nearest-neighbor
covariance graph with N = 20 nodes, and the diffusion
process is a simple graph diffusion given by
xt = Sxt−1 + wt (34)
where wt ∈ RN a zero-mean Gaussian with temporal variance
ξ2 = 0.01 and spatial variance η2 = 0.01. The GSO S is the
sample covariance of the x0 in the training set, which consist
of 10000 samples taken from a multivariate normal with mean
µ = 1 and true covariance matrix [Σ]ii = 3, [Σ]ij = 1 for
1 ≤ i, j ≤ 20, i 6= j. This procedure yields complete graphs
and so, to assess the effects of edge gating in graphs with
different levels of connectivity, we set each node’s maximum
number of neighbors to n, varying n between 5 and 20.
IEEE TRANSACTIONS ON SIGNAL PROCESSING (SUBMITTED) 11
Figure 5. Relative RMSE improvement of e-GGRNN over GRNN on
covariance graphs with 5, 10, 15 and 20 nearest neighbors.
The architectures we compare are an edge-gated GRNN and
a basic GRNN, both with FX = 1, FZ = 10, KX = KZ = 4
and followed by an output GNN with one layer, KY = 1 and
F1 = FY = 1. These architectures are trained by optimizing
the L1 loss on 10000 training samples over 10 epochs, with
learning rate 10−3 and batch size 100. The number of samples
in the validation and test sets are 2400 and 200 respectively,
and we report results for 25 Monte Carlo realizations (5 graphs
and 5 datasets per graph).
The relative RMSE improvement of the e-GRNN over the
GRNN is presented in Figure 5 for each value of n. When n
is small, the e-GGRNN produces a larger relative test RMSE
than the non-gated GRNN on average, but as n increases this
behavior gradually shifts and the effects of edge gating can
be perceived. In particular, we observe that for n = 15 and
n = 20 the edge-gated GRNN outperforms the GRNN.
E. Earthquake epicenter estimation
In this problem, we use seismic wave data from the
Geonet database [52] to predict the region of origin of 2289
earthquakes registered between June 17, 2019 and July 17,
2019 in New Zealand. The graph G is a 3-nearest neighbor
directed network constructed from the coordinates of N = 59
seismographs, and the input data consists of 10s, 20s and
30s seismic wave readings sampled at 2 Hz and registered
immediately before the seisms. The prediction space Y are the
C = 11 geographic regions of New Zealand, each of which is
matched with a class label.
Two experimental scenarios are considered. In the first,
we compare GRNNs with RNNs and GNNs to analyze the
advantages of GRNNs in a real-world setting. In the second,
the basic GRNN architecture is compared with time, node and
edge-gated GRNNs, and with the gated DCRNN architecture
from [17] to assess the advantages of gating. The hyperparam-
eters of these architectures are presented in Table I for the 10s,
20s and 30s cases, and were set to ensure roughly the same
number of parameters in the inner layers of these architectures
(except for the time, node, and edge-gated architectures, which
have one additional GRNN per gate). In all experiments, we
report the average test accuracy of 10 Monte Carlo simulations
Number of parameters in the 10s case
GNN 1 layer, FX = 20, F1 = 6,K1 = 3
RNN 1 layer, FX = 1, FZ = 6
GRNN w/o gates FX = 1, FZ = 8,KX = 5,KZ = 5
Number of parameters in the 20s case
GNN 1 layer, FX = 40, F1 = 8,K1 = 4
RNN 1 layer, FX = 1, FZ = 20
All GRNNs + [17] FX = 1, FZ = 16,KX = 5,KZ = 5
Number of parameters in the 30s case
All GRNNs + [17] FX = 1, FZ = 32,KX = 5,KZ = 5
Table I: Number of parameters of the GNN, RNN and all
GRNN architectures in the earthquake epicenter estimation
experiment for 10s, 20s, and 30s-long seismic waves.
GNN RNN GRNN
10s mean
13.4% 11.1% 13.8%
±1.8% ±8.3% ±2.7%
max 16.2% 27.9% 19.2%
20s mean
12.9% 8.4% 14.1%
±2.0% ±3.8% ±3.1%
max 15.7% 15.3% 19.7%
Table II: Average earthquake region prediction accuracy (%)
achieved by the GNN, RNN, and GRNN for 10s and 20s-long
seismic waves.
using 1648 earthquakes for training, 412 for validation and
229 for testing, and optimize the cross-entropy loss over 40
epochs with learning rate 5 × 10−5 and batch size 50. The
cross-entropy loss was adjusted for class imbalance by adding
class weights inversely proportional to the class sizes.
1) GRNN vs. GNN vs. RNN: The average and maximum
test accuracy achieved by the GRNN, the GNN and the RNN
are reported in Table II for both the 10s and 20s input signals.
Note that, in the 10s case, the GRNN outperforms the RNN
on average, but achieves virtually the same performance as
the GNN. Also note that while the RNN has best overall
accuracy for one of the data splits, it has the largest variance.
A possible reason for this inconsistent performance is the fact
that the exchanges of node feature information in the RNN do
not always match the communication structure defined by the
edges of the seismograph network. When we swap the input
data for longer sequences (the 20s waves), the GRNN is able
to retain the same performance as in the 10s case. Meanwhile,
the accuracy of both the GNN and the RNN degrades. In the
case of the GNN, the drop in accuracy is expected as the input
sequence has doubled in length and the GNN is not recurrent.
In the case of the RNN, it corroborates the observation made in
subsection VI-A that, even if the RNN has more representative
power than the GRNN, it searches the representation space
less efficiently because it lacks structural information about
the graph. This presents a disadvantage in “harder”, real-world
problems, where there is a limited amount of training data, i.e.,
where data cannot be synthetically generated.
2) Gating: The average and maximum test accuracy
achieved by the non-gated GRNN, the time, node and edge-
gated GRNNs, and the DCRNN from [17] are reported in
Table II for both the 20s and 30s seismic waves. In the 20s
case, all architectures achieve roughly the same performance
on average, and only the edge-gated GRNN and the DCRNN
achieve a better overall performance than the GRNN in their
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GRNN t-GRNN n-GRNN e-GRNN [17]
20s mean
14.9% 14.3% 13.7% 15.4% 15.6%
±2.8% ±1.7% ±2.4% ±3.6% ±2.7%
max 19.7% 16.2% 17.9% 21.0% 20.1%
30s mean
16.1% 15.4% 15.7% 19.7% 15.3%
±4.5% ±4.7% ±2.4% ±5.3% ±2.2%
max 25.3% 27.9% 19.2% 32.2% 19.2%
Table III: Average earthquake region prediction accuracy (%)
achieved by the GRNN, t-GGRNN, n-GGRNN, e-GGRNN
and DCRNN [17] for 20s and 30s-long seismic waves.
best data splits. On the other hand, in the 30s case the e-GRNN
is clearly best, outperforming the GRNN in over 3 p.p. and
classifying more than a third of the earthquakes in the test set
correctly in the best data split. The time-gated and the node-
gated GRNN do not improve upon the non-gated GRNN on
average, but the node-gated GRNN exhibits a smaller variance.
We observe the same pattern for the DCRNN, which uses the
random walk matrix as the GSO and also contains node gates.
These results show that the choice of GSO has no significant
effect in performance. They also agree with intuition—the
more a gating strategy encodes the graph structure, and the
more degrees of freedom it has, the better it should perform
with respect to the non-gated GRNN.
F. Traffic forecasting in Los Angeles
The goal of this experiment is to optimize the GRNN
architecture and its gated variations to predict traffic speeds
using the METR-LA dataset [53], which is a commonly used
dataset for benchmark in traffic forecasting. For this reason, we
also compare our architectures with the DCRNN from [17] and
the GCRN from [16]. The METR-LA dataset is a collection
of speed readings measured between March and June 2012
by N = 207 speed radars in the Los Angeles metropolitan
area, and aggregated in 5-minute windows. The speed sensors
are connected through an undirected geometric graph with N
nodes, which measures their pairwise road network distance.
In our experiments, we use 20% of the data split provided
by [17], which utilizes 70% of the data for training, 10% for
validation and 20% for testing1. All simulated architectures
consist of L = 1 recurrent layer with FX = 1 input feature,
FZ = 24 state features and KX = KZ = 5 filter taps. The
state features are mapped to the output using a 1-layer GNN
with K = 1 and F1 = FY = 1 to predict the traffic speeds. We
optimize the L1 loss over 40 epochs, with learning rate 0.01
and batch size 400. The rRMSEs achieved on the test set by
each architecture are presented in Table IV. All architectures
achieve roughly the same performance, except for the time-
gated GRNN, which has the worst performance by and large.
This shows that time gating can be somewhat contrived for
big graphs and graph processes with large spatial correlation,
which is the case of traffic data. On the other hand, no spatial
gating mechanism or graph recurrent architecture seems to
be better than the other in this problem in particular. Edge
and node gated architectures achieve similar test error and do
not improve upon the GRNN. The node gated architectures,
1Available at https://github.com/liyaguang/DCRNN.
GRNN t-GRNN n-GRNN e-GRNN [17] [16]
26.38% 33.55% 26.39% 26.95% 26.67% 26.25%
Table IV: Relative RMSE (%) achieved on the test set by the
GRNN, t-GGRNN, n-GGRNN, e-GGRNN, DCRNN [17] and
GCRN [16] on the METR-LA dataset.
including the n-GRNN, DCRNN [17] and GCRN [16], are
also pretty much equivalent, showing that the choice of GSO
(adjacency, Laplacian or random walk matrix) has no bearing
on each architecture’s performance in this problem.
G. Epidemic tracking on a friendship network
In this experiment, we compare GRNNs, gated GRNNs
and the gated graph recurrent architectures from [17] and
[16] in a binary node classification problem modeling the
spread of an epidemic on a high school friendship network.
The graph is an unweighted and undirected 134-node network
built from real data collected at a high school in Marseilles,
France, in December 2013 [55]. The friendships are reported
as directed links, but we symmetrize the network to model the
spread of the disease in both directions if there is a contact
between friends. To make sure the graph is connected, we also
remove all of its isolated nodes. As for the epidemic data, it
is generated by using the SIR model to simulate the spread
of an infectious disease on the friendship network [56]. The
disease is first recorded on day t = 0, when each individual
node is infected with probability pseed = 0.05. On the days
that follow, an infected student can then spread the disease to
their susceptible friends with probability pinf = 0.3 each day.
Infected students become immune after 4 days, at which point
they can no longer spread or contract the disease.
Given the state of each node at some point in time (sus-
ceptible, infected or recovered), the binary node classification
problem is to predict whether each node in the network will
have the disease (i.e., be infected) k = 8 days ahead. We train
6 models to solve this problem: a GRNN; time, node and
edge-gated GRNNs; the DCRNN [17]; and the GCRN [16].
All contain L = 1 recurrent layer with FX = 1 input feature,
FZ = 12 state features and KX = KZ = 5 filter taps. The
state features are mapped to the output using a 1-layer GNN
with K = 1 and F1 = FY = 2 features corresponding to the
number of classes, followed by a softmax layer. The models
are trained by optimizing the F1-score over 10 training epochs,
with learning rate 5 × 10−4 and batch size 100. We report
results for 10 Monte-Carlo realizations split between 1000
samples for training, 120 for validation and 200 for testing.
The average F1-score, precision and recall achieved by
each architecture on the test set are presented in Table V.
We observe that the time and node-gated GRNNs and the
GCRN [16], which is also a node-gated architecture, achieve
a F1-score that is ∼ 2 p.p. higher than the F1-score of the
GRNN. Meanwhile, the edge-gated GRNN and the DCRNN
[17] perform worse than the GRNN. The better performance
of the node-gated architectures (except for the DCRNN) could
be explained by the fact that node gating allows stopping infor-
mation flows from nodes that have reached the recovered state
and that, as such, do not affect disease transmission. However,
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F1-score Precision Recall
GRNN 0.782± 0.044 0.803± 0.004 0.958± 0.076
t-GRNN 0.805± 0.003 0.802± 0.004 1.000± 0.000
n-GRNN 0.800± 0.014 0.802± 0.004 0.990± 0.030
e-GRNN 0.682± 0.247 0.841± 0.079 0.838± 0.325
[17] 0.745± 0.179 0.821± 0.060 0.920± 0.240
[16] 0.805± 0.003 0.802± 0.004 0.999± 0.004
Table V: F1-score, precision and recall achieved by the GRNN,
t-GGRNN, n-GGRNN, e-GGRNN, DCRNN [17] and GCRN
[16] on the epidemic modeling problem.
this is only true for the n-GRNN and the GCRN [16], which
use the normalized adjacency and the normalized Laplacian
respectively as their GSOs. In the case of the DCRNN, the
benefit of node gating is cancelled by the fact that its GSO
—the random walk matrix— penalizes the weights of edges
associated with nodes with high degrees. This makes it harder
to model the spread of the disease along these edges with graph
convolutions, given that disease transmission is stochastic and
only depends on there being an edge between two students, but
not on the edge weight. A possible explanation for the good
performance of the time-gated GRNN is the fact that, after a
few time steps, the nodal states become more homogeneous:
susceptible nodes give room to infected nodes at first, which
later become recovered. As for the edge-gated GRNN, its
worse performance with respect to other gating strategies can
be related to the fact that stopping information flows from
inactive nodes might require gating a large number of edges,
which is more difficult than gating a few nodes (node gating)
or the entire exchange (time gating). Finally, note that the t-
GRNN, the n-GRNN and the GCRN [16] also achieve the
highest recall among all architectures and therefore minimize
false negatives, which is especially important when monitoring
the spread of an infectious disease.
VII. CONCLUSIONS
We have introduced a GSP-oriented GRNN framework tai-
lored to learning problems involving graph processes. Merging
the recurrent architecture of RNNs with graph convolutional
layers, GRNNs are able to take both the sequential structure of
data and the underlying graph topology into account. We have
shown that GRNNs are Lipschitz stable to graph perturbations
with a Lipschitz constant that is polynomial on the length
of the graph processes considered. The GRNN architecture
was also extended to include three gating strategies: (i) time
gating, which enables encoding long term time dependencies
without assigning them exponentially smaller/larger weights;
(ii) node gating, in which each node has a gate and the graph
structure is leveraged to control spatial dependencies on the
graph; and (iii) edge gating, which achieves the same purpose
but by assigning gates to edges instead. The advantages of
these architectures were demonstrated in both synthetic and
real-world problems, where they were also compared with
gated graph recurrent architectures from the literature —the
DCRNN and the GCRN— that fit the GRNN framework
discussed in Sections III and V. We observe that GRNN
architectures outperform GNNs and RNNs in both settings
and are more general than the architectures from [16], [17].
We also note that the different gating strategies can sensibly
improve GRNN performance in problems with long term
temporal dependencies and long range spatial dependencies
on the graph.
APPENDIX A
PROOF OF PROPOSITION 1
Proof of Proposition 1. Since the permutation matrix P ∈ P
is orthogonal, we have PTP = PPT, which implies
S˜k = (PTSP)k = PTSkP. (35)
Writing A(S˜) as in (4), we get
A(S˜) = PTA(S)P (36)
and so applying A(S˜) to x˜ = PTx yields
A(S˜)x˜ = PTA(S)PPTx = PTA(S)x. (37)
Graph convolutions are thus permutation equivariant. Using
(5), we can then write z˜t as
z˜t = σ(A(S˜)x˜t + B(S˜)z˜t−1) (38)
= σ(PTA(S)xt + P
TB(S)zt−1) (39)
= PTσ(A(S)xt + B(S)zt−1) = PTzt (40)
where the second-to-last equality follows from the fact that σ
is pointwise and hence permutation equivariant. Since ρ is also
pointwise, by a similar reasoning we have y˜t = ρ(C(S˜)z˜t) =
PTρ(C(S)zt) = P
Tyt.
APPENDIX B
PROOF OF THEOREM 1
Lemma 1. Let S = VΛVH and S˜ be graph shift operators.
Let E = UMUH ∈ E(S, S˜) be a relative perturbation matrix
[cf. Definition 1] whose norm is such that
d(S, S˜) ≤ ‖E‖ ≤ ε.
For an integral Lipschitz filter [cf. Definition 2] with integral
Lipschitz constant C, the operator distance modulo permuta-
tion between filters H(S) and H(S˜) satisfies
‖H(S)−H(S˜)‖P ≤ 2C
(
1 + δ
√
N
)
ε+O(ε2) (41)
with δ := (‖U−V‖2 + 1)2 − 1 standing for the eigenvector
misalignment between shift operator S and error matrix E.
Proof. See [8, Theorem 3].
Proof of Theorem 1. Without loss of generality, assume P =
I in (14) and write S˜ = S+ES+SET, A˜ = A(S˜), B˜ = B(S˜)
and C˜ = C(S˜). From (6), we can write
‖yt − y˜t‖ = ‖ρ(Czt)− ρ(C˜z˜t)‖ ≤ ‖Czt − C˜z˜t‖ (42)
since ρ(·) is normalized Lipschitz. Adding and subtracting Cz˜
on the right-hand side of (42), and using both the triangle and
Cauchy-Schwarz inequalities, we get
‖yt − y˜t‖ ≤ ‖C‖‖zt − z˜t‖+ ‖C− C˜‖‖z˜t‖. (43)
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The norm of C is assumed bounded, and Lemma 1 gives a
bound to ‖C− C˜‖. Using (5), we can write
‖zt − z˜t‖ = ‖σ(Axt + Bzt−1)− σ(A˜xt + B˜z˜t−1)‖ (44)
≤ ‖Axt + Bzt−1 − (A˜xt + B˜z˜t−1)‖ (45)
≤ ‖A− A˜‖‖xt‖+ ‖Bzt−1 − B˜z˜t−1‖ (46)
where the first inequality follows from the fact that σ(·) is
also normalized Lipschitz and the second from the triangle
and Cauchy-Schwarz inequalities respectively. The norm dif-
ference ‖A − A˜‖ is bounded by Lemma 1 and ‖xt‖ ≤ ‖x‖
for all t, so we move onto deriving a bound for the second
summand of (46). We rewrite it as
‖Bzt−1+Bz˜t−1 −Bz˜t−1 − B˜z˜t−1‖
≤ ‖B‖‖zt−1 − z˜t−1‖+ ‖B− B˜‖‖z˜t−1‖
(47)
which results in a recurrence relationship between ‖zt − z˜t‖
and ‖zt−1 − z˜t−1‖. Expanding this recurrence, we obtain
‖zt − z˜t‖ ≤
t−1∑
i=0
‖B‖i‖A− A˜‖‖x‖
+ ‖B‖t‖z0 − z˜0‖+ ‖B− B˜‖
t∑
i=1
‖z˜t−i‖
≤
t−1∑
i=0
‖B‖i‖A− A˜‖‖x‖+ ‖B− B˜‖
t−1∑
i=0
‖z˜i‖
where the second inequality follows from z0 = z˜0. Now it
suffices to bound ‖zi‖ for any given i > 0. Writing zt as in
(5) and observing that, because σ(·) is normalized Lipschitz
and σ(0) = 0, |σ(x)| < |x|, we can use the triangle and
Cauchy-Schwarz inequalities to write
‖zi‖ ≤ ‖A‖‖xi‖+ ‖B‖‖zi−1‖ ≤ . . .
≤
i−1∑
j=0
‖B‖j‖A‖‖x‖+ ‖B‖i‖z0‖ (48)
for i > 0. Substituting this in (47), we get
‖zt − z˜t‖ ≤ ‖A− A˜‖‖x‖
t−1∑
i=0
‖B‖i
+ ‖B− B˜‖
(
‖A˜‖‖x‖
t−1∑
i=1
i−1∑
j=0
‖B˜‖j + ‖z0‖
t−1∑
i=0
‖B˜‖i
)
.
(49)
Finally, substituting equations (47) and (49) in (43) gives
‖yt − y˜t‖ ≤ ‖C‖
[
‖A− A˜‖‖x‖
t−1∑
i=0
‖B‖i
+ ‖B− B˜‖
(
‖A˜‖‖x‖
t−1∑
i=1
i−1∑
j=0
‖B˜‖j + ‖z0‖
t−1∑
i=0
‖B˜‖i
)]
+ ‖C− C˜‖
[ t−1∑
i=0
‖B˜‖i‖A˜‖‖x‖+ ‖B˜‖t‖z0‖
]
.
This expression can be simplified by applying Lemma 1 to
the norm differences ‖A− A˜‖, ‖B− B˜‖ and ‖C− C˜‖, and
by recalling that ‖A‖ = ‖B‖ = ‖C‖ = 1, ‖x‖ = 1 and
z0 = 0. Denoting C = max{CA, CB, CC} the maximum
filter Lipschitz constant, we recover (19) with P = I,
‖yt − y˜t‖ ≤ C(1 +
√
Nδ)(t2 + 3t)ε +O(ε2) (50)
which completes the proof.
APPENDIX C
PROOF OF THEOREM 2
Proof of Theorem 2. Without loss of generality, we will as-
sume P = I in (14) and write S˜ = S+ES+SET, A˜ = A(S˜),
˜ˆ
A = Aˆ(S˜), ˜ˇA = Aˇ(S˜), B˜ = B(S˜), ˜ˆB = Bˆ(S˜), ˜ˇB = Bˇ(S˜)
and C˜ = C(S˜). We also denote the input and forget gate
operators whose parameters θˆ and θˇ have been perturbed by
Qˆ˜ˆ
θ
=
˜ˆQ and Qˇ˜ˇθ =
˜ˇQ.
By the same reasoning used in equations (42) and (43) of
the proof of Theorem 1, we start by bounding ‖yt − y˜t‖ as
‖yt − y˜t‖ ≤ ‖C‖‖zt − z˜t‖+ ‖C− C˜‖‖z˜t‖. (51)
Using (20) and AS2, we can write
‖zt − z˜t‖ = ‖σ(Qˆ(Axt) + Qˇ(Bzt−1))
− σ( ˜ˆQ(A˜xt) + ˜ˇQ(B˜z˜t−1))‖
≤ ‖Qˆ(Axt)− ˜ˆQ(A˜xt)‖
+ ‖Qˇ(Bzt−1)− ˜ˇQ(B˜z˜t−1)‖
(52)
where the bound follows from the triangle inequality. Focusing
on the first term on the right-hand side of (52), we apply the
triangle once again to get
‖Qˆ(Axt)− ˜ˆQ(A˜xt)‖ = . . .
= ‖Qˆ(Axt) + ˜ˆQ(Axt)− ˜ˆQ(Axt)− ˜ˆQ(A˜xt)‖
≤ ‖Qˆ(Axt)− ˜ˆQ(Axt)‖+ ‖ ˜ˆQ(Axt)− ˜ˆQ(A˜xt)‖.
(53)
Using the Cauchy-Schwarz inequality and AS5,
‖Qˆ(Axt)− ˜ˆQ(Axt)‖ ≤ ‖Qˆ − ˜ˆQ‖‖A‖‖xt‖
≤ Q‖ΦˆS(zˆt)− ΦˆS˜(˜ˆzt)‖‖A‖‖xt‖
(54)
and, adding and subtracting ΦˆS˜(zˆt) to ‖ΦˆS(zˆt) − ΦˆS˜(˜ˆzt)‖
and applying the triangle inequality,
‖ΦˆS(zˆt)− ΦˆS˜(˜ˆzt)‖ ≤ . . .
≤ ‖ΦˆS(zˆt)− ΦˆS˜(zˆt)‖+ ‖ΦˆS˜(zˆt)− ΦˆS˜(˜ˆzt)‖
≤ φ2ε‖zˆt‖+ φ1‖zˆt − ˜ˆzt‖
(55)
where the second inequality follows from AS6 and AS7.
To bound the second term on the right-hand side of (53),
we use the fact that the gate operator is additive. Explicitly,
‖ ˜ˆQ(Axt)− ˜ˆQ(A˜xt)‖ = ‖ ˜ˆQ(Axt − A˜xt)‖
≤ ‖A− A˜‖‖xt‖
(56)
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where we have used the Cauchy-Schwarz inequality and the
fact that ‖ ˜ˆQ‖ ≤ 1. Putting together equations (54), (55) and
(56), we arrive at a bound for ‖Qˆ(Axt)− ˜ˆQ(A˜xt)‖,
‖Qˆ(Axt)− ˜ˆQ(A˜xt)‖ ≤ Qφ2ε‖zˆt‖
+Qφ1‖zˆt − ˜ˆzt‖+ ‖A− A˜‖
(57)
where we have additionally used Assumptions AS1 and AS4
to bound ‖A‖ and ‖xt‖.
We add and subtract ˜ˇQ(Bzt−1) to the right-hand side of
(52) and use the triangle inequality to get
‖Qˇ(Bzt−1)− ˜ˇQ(B˜z˜t−1)‖ ≤ . . .
≤ ‖Qˇ(Bzt−1)− ˜ˇQ(Bzt−1)‖
+ ‖ ˜ˇQ(Bzt−1)− ˜ˇQ(B˜z˜t−1)‖.
Using the Cauchy-Schwarz inequality and AS5,
‖Qˇ(Bzt−1)− ˜ˇQ(Bzt−1)‖ ≤ . . .
≤ ‖Qˇ − ˜ˇQ‖‖B‖‖zt−1‖
≤ Q‖ΦˇS(zˇt)− ΦˇS˜(˜ˇzt)‖‖B‖‖zt−1‖
(58)
and adding and subtracting ΦˇS˜(zˇt) in ‖ΦˇS(zˇt)− ΦˇS˜(˜ˇzt)‖,
‖ΦˇS(zˇt)− ΦˇS˜(˜ˇzt)‖ ≤ φ2ε‖zˇt‖+ φ1‖zˇt − ˜ˇzt‖. (59)
To bound ‖ ˜ˇQ(Bzt−1) − ˜ˇQ(B˜z˜t−1)‖, we use the fact that
the gating operator is additive and bounded by 1 to write
‖ ˜ˇQ(Bzt−1)− ˜ˇQ(B˜z˜t−1)‖ = ‖ ˜ˇQ(Bzt−1 − B˜z˜t−1)‖
≤ ‖ ˜ˇQ‖‖Bzt−1 − B˜z˜t−1‖
≤ ‖Bzt−1 − B˜z˜t−1‖
(60)
where the first inequality follows from Cauchy-Schwarz. Fi-
nally, adding and subtracting B˜zt−1 to ‖Bzt−1−B˜z˜t−1‖ and
applying the triangle and Cauchy-Schwarz inequalities, we get
‖Bzt−1 − B˜z˜t−1‖ ≤ ‖B− B˜‖‖zt−1‖+ ‖B˜‖‖zt−1 − z˜t−1‖.
(61)
Putting together equations (58) through (61), we arrive at a
bound for ‖Qˇ(Bzt−1)− ˜ˇQ(B˜z˜t−1)‖,
‖Qˇ(Bzt−1)− ˜ˇQ(B˜z˜t−1)‖ ≤ Qφ2ε‖zˇt‖‖zt−1‖
+Qφ1‖zˇt − ˜ˇzt‖‖zt−1‖+ ‖B− B˜‖‖zt−1‖
+ ‖zt−1 − z˜t−1‖.
(62)
Plugging (57) and (62) back in (52), we then see that the
upper bound for ‖zt − z˜t‖ satisfies a recurrence relationship.
Explicitly,
‖zt − z˜t‖ ≤ ‖zt−1 − z˜t−1‖+Qφ2ε‖zˆt‖
+Qφ1‖zˆt − ˜ˆzt‖+ ‖A− A˜‖
+ ‖zt−1‖Q(φ2ε‖zˇt‖+ φ1‖zˇt − ˜ˇzt‖)
+ ‖zt−1‖‖B− B˜‖.
(63)
Note that, because the GRNN used to compute the input gate
state zˆt is not gated, we can use equations (48) and (49) to
bound the second and third terms on the right-hand side, which
only depend on ‖zˆt‖ and ‖zˆt− ˜ˆzt‖. We also know bounds for
‖zˇt‖ and ‖zˇt− ˜ˇzt‖, but the last two terms of (63) also depend
on ‖zt−1‖. To bound this term, we use (20) to write
‖zi‖ = ‖σ(Qˆ(Axi) + Qˇ(Bzi−1))‖
≤ ‖Qˆ(Axi) + Qˇ(Bzi−1)‖
≤ ‖A‖‖xi‖+ ‖B‖‖zi−1‖
where the first inequality follows from AS2 and the second
from the Cauchy-Schwarz inequality and the fact that the
gate operator norms are bounded by 1. We conclude that the
addition of gate operators has no effect on this bound and thus
‖zi‖ can be bounded as in (48).
Substituting (48) and (49) in (63), we solve the recurrence
for ‖zt − z˜t‖ and use Lemma 1 to obtain
‖zt − z˜t‖ ≤ C ′(1 + δ
√
N)(t+ t2)ε
+Q
(
φ2 + φ1C
′(1 + δ
√
N)
)
t3ε
+Qφ1C
′(1 + δ
√
N)t4ε+O(ε2)
(64)
where we have used C ′ = max{CA, CB, CAˆ, CBˆ, CAˇ, CBˇ}
and z0 = 0 [cf. AS3]. Plugging (64) and (49) into (51) and
using Lemma 1 once again, we arrive at the theorem’s main
result,
‖yt − y˜t‖ ≤ C(1 + δ
√
N)(3t+ t2)ε
+Q
(
φ2 + φ1C(1 + δ
√
N)
)
t3ε
+Qφ1C(1 + δ
√
N)t4ε+O(ε2)
(65)
where C = max{C ′, CC}.
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