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1. INTRODUCTION 
In [I] Jones and Ames introduced a concept of (nonlinear) superposition 
for ordinary and partial differential equations. 
The purpose of the present paper is to investigate the superposition possi- 
bilities for ordinary differential equations of order p 3 2. 
The first theorem of this paper (Theorem 1 of Section 3.1) implies that 
(for the class of ordinary differential equations considered) linear superposi- 
tion is the only kind of superposition which is possible. However, the dif- 
ferential equations for which this superposition is possible may be nonlinear 
(cf., Chap. 5). 
In Theorems 2, 3,4, and 5 we shall deal with some consequences of Theo- 
rem 1. 
In Chap. 5, we shall discuss some examples and applications of the theorems 
of this paper. 
2. PRELIMINARIES 
2.1. The Differential Equation 
In this section we shall specify the class of differential equations to be 
investigated in this paper. 
Let a and b be constants with - co < a < b < co and let p and q be 
integers, p > 2, q = p - 1. The set V is defined by 
I/’ = ((6 .%I , Xl s-e., x,J : a < t < b, - co < xi < co ( j = 0, l,..., 4)). 
Throughout this paper we assume that f is a function satisfying condition 
(2.1): 
f is a real-valued function, defined and continuous on the set V. 
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We shall deal with the differential equation 
u(P)(t) =f[t, u(t), Uyt),..., z@(t)], (2.2) 
~(j)(t) denoting the jth derivative of the function u(t). 
The function M(t, y, 5) is defined by 
M(t, y, 5) = maxiI f(t, y, xl ,..., TJ : I xj I < 5’ (j = 1, 2, . . . . ~7)) 
(for a<t<b, -co<<y<co and O<{<CO). In Chap. 3 we shall 
assume that the function M satisfies 
:‘2 5-P . M(t, y, 5) = 0 (2.3) 
(foralltandywitha<t<& -co<y<co). 
Thus (for instance), condition (2.3) is amply satisfied iff(t, y, x1 ,..., xQ) is 
a bounded function of (x1 ,..., XJ for any fixed t and y. 
In Section 3.2 and Chap. 4, we shall assume that f satisfies [in addition 
to (2.3)] 
p& 5-l . f (t, x0 ,..., xq-l , 5) = 0 (2.4) 
(for all t and xj with u < t < 6, - CO < Xj < CO, j = 0, l,..., 4 - 1). 
Many differential equations of type (2.2), encountered in applied mathe- 
matics, satisfy (2.3) or even (2.3) and (2.4) (cf. e.g., Section 5.2, for Eq. (2.2), 
where f does not satisfy (2.3), cf. Section 5.1 .A). 
2.2. Connecting Functions 
In this section we shall introduce a (nonlinear) superposition principle 
for the differential Eq. (2.2) which is based on the subsequent definition of a 
connecting function (cf. [l]). 
Let n be an integer 3 1 and E a subset of 
WY Yl 3 Yz ?*-9YJ : a < t < b, - co < yi < co (i = 1, 2 ,..., n)} 
satisfying conditions (2.5), (2.6): 
E is an open set, (2.5) 
for any to E (a, b) the set 
((~1 9 ~2 v-sm) : (to ,YI ,...,~,a) E El 
I 
(2.6) 
is nonempty and connected. 
DEFINITION 1. F is a connecting function of order D for the differential 
Eq. (2.2) if the following conditions A, B, and C are fulfilled: 
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(-4) F is a real-valued function defined on E with continuous partial 
derivatives of order p. 
(B) None of the derivatives (a/+J F(t, ~7~ ,..., ~1~) (i = 1, 2,..., H) vanishes 
identically on E. 
(C) Whenever ul(t), uz(t),..., Un(t) are functions satisfying (2.2) for 
t E some interval (ui , b,) C (a, b) and [t, ui(t),..., u,(t)] E E for a, ‘< t < b, , 
then 
u(t) = F[t, &),..., u&)1 
is also a solution to (2.2) for a, < t < b, . 
From this definition it is clear that the existence of a (nonlinear) connecting 
function implies the possibility of (nonlinear) superposition. 
DEFINITION 2. A connecting function F is linear if 
m Yl >..., Yn) = y(t) + i %W * Yi , (2.7) 
i=l 
y(t), %(t),..., an(t) denoting functions defined on (a, b) which do not depend 
on y1 ,-.., yn . 
DEFINITION 3. F is a linear connecting function with constant coejicients 
if F is a connecting function satisfying 
F(t, y1 ,..., Yn) = y(t) + f % ‘Yi 9 
i=l 
(2.8) 
01~ ,01~ ,..., M~ denoting real constants and y(t) denoting a iixed function defined 
on (a, b). 
2.3. Outline of the Following Chapters 
In Section 3.1 we shall show that any connecting function for the differen- 
tial Eq. (2.2), where f  satisfies (2.3), is linear. In Section 3.2 we shall show that 
any connecting function for (2.2), where f  satisfies (2.3), as well as (2.4), is a 
linear connecting function with constant coefficients. 
In Chap. 4 (Theorems 3, 4), we shall investigate what conditions on f  are 
necessary and sufficient in order that (2.2) h as a linear connecting function 
with constant coefficients. From Theorem 4 it is then deduced (cf. Theorem 5) 
which differential Eq. (2.2), where f  satisfies (2.3) and (2.4), have a connecting 
function of order n > 1. 
In Section 5.1 we present some counterexamples which show that the 
conditions (2.3), (2.4), respectively, imposed on f  in the theorems of Chap. 3, 
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cannot be omitted. In 5.2 we deal with the connecting functions for Duffing’s 
equation. In 5.3 we mention some problems appearing in other areas of 
mathematics which are related to the topics of this paper. 
3. THE FoRal OF THE CONNECTING FUNCTIONS 
3.1. The Differential Equation (2.2), Where f  Satisfies (2.3) 
We shall prove the following theorem: 
THEOREM 1. Let f  satisfy (2.1), (2.3) and let F be a connecting function for 
the diferential Eq. (2.2). Then F is a linear connecting function. 
Proof. Let F(t,.yl ,..., y,J be a connecting function for (2.2). We shall 
show that F is linear. 
(4 Let (to ,yl ,.-, y,J be a fixed point of E. Let xi,i (i = 1, 2 ,..., n; 
j = 1, 2 ,..., q) be arbitrary real numbers. In view of (2.1), (2.5) (cf., e.g., [2]) 
there are numbers a, , 6, with a < a, < to < b, < b and functions q(t),..., 
u,(t) satisfying 
+l) = yi , 
ukj)(t,) = -Ti,j (j = 1, 2v.4) , 
up’(t) = f(t, ut(t),u~‘(t),...,u$‘(t)) (al < t < b,) , (i = 1, 2 ,..., n), I 
(3.1) 
where the points [t, q(t),..., u,(t)] remain in E for a, < t < b, . 
The function u(t) is defined by 
u(t) = W, ul(%.., 4th al < t < b, . (3.2) 
Since F is a connecting function (cf. Definition l), the function u(t) satisfies: 
u(p)(t) = f  (t, u(t), u(l)(t),.,., u’“‘(t)), a1 < t -c b, . (3.3) 
Using (3.2), we shall express [in (B)] the derivatives O(t) (1 < r < p) in 
the partial derivatives ofF and the derivatives of q(t), u,(t),..., u,(t). In (C) we 
we shall substitute the expressions obtained for zP(t) into formula (3.3). 
Using the resultant formula and (2.3) we then prove (in (D)) that F is linear. 
(B) We define It,(t) = t (for a, < t < b,). Hence [cf. (3.211, 
u(t) = Q&), u&>,..., fin(t)]. Applying the chain rule for a function of 
several variables (cf. [3]), we get for 1 < r <p 
409/30/I-14 
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(for a, < t < b,), where the summation extends over all (n + 1) by I matrices 
A = [a(i,j)]; the entries a(i,j) (i = 0, l,..., n; j = 1, 2 ,..., r) of which are 
integers 2 0 satisfying 
(3.4a) 
The exponents b(i) are defined by 
b(i) = i a(i, j), (34 
j==l 
and the operators Di , D by 
D,F= $F, 
t 
Du, = % UC (i = 0, I,..., n). 
It may be shown that the coefficients /?(A) appearing in (3.4) satisfy 
P(A) > 0 
(cf. [31)- 
Taking t = to in (3.4), we get (for 1 < r <p) 
zP’(t,) = ; 6(A) . fi fi (Dhi(tO))o(i~~), (3.6) 
idJ j=1 
where 
6(A) = P(A) . @ D:‘“) Qo . ~1 s..., yn). 
Since DL,(t,) = 1, Dh,,(t,,) = 0 (2 < j < p), and Dki(t,J = Xi,j 
(1 < i < n, 1 <j < Q), formula (3.6) for 1 < t < Q and for r = p is equi- 
valent to (3.Q (3.10), respectively: 
where 
zqt,) = P, (1 < r d 4)) (34 
P,. = P&J = c 6(A) . fi fi (JF&‘(~*~), (3.9) 
A i=l j-1 
the summation in (3.9) being for all matrices A = [a($ j)], the entries a(i, j) 
of which are integers > 0 satisfying (3.4a) with 
~(0, 2) = ~(0, 3) = ... = ~(0, r) = 0. 
u(P)&,) = P + Q + R, (3.10) 
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where P, Q and R are defined by (3.1 l), (3.12), (3.13), respectively: 
P = P(X,,j) = 1 S(A) . fi IQ (Xi,j)ofi’j)y 
‘4 .= 
(3.11) 
where A = [u(i, j)] and the integers a(;, j) > 0 (i = 0, I,..., n; j = 1, 2 ,..., $) 
are subject to the constraints: 
u(0, j) = a(i, p) = 0 (1 djbP,O,<i<n), 
(3.11a) 
Q = Q(Q) = c S(A) fi fI (Xi,i)a(iJ), 
A i-1 j-1 
(3.12) 
where A = [u(i, j)] and the integers u(i, j) > 0 (i = 0, l,..., n; j = 1,2 ,..., p) 
are subject to 
40, 1) > 0, u(0, j) = u(i, p) = 0 (2<j<p,O,<i<74, 
i 
(3.12a) 
R = c 6(A) . D%&,), (3.13) 
A 
where A = [u(i, j)] and the integers a(i, j) vanish with the exception of one 
of the integers u(i,p) (i = 1, 2 ,..., n) which equals 1 and is denoted by 
a@, PI- 
From (3.13), (3.1) it follows that 
R = R(x,.j) = 1 s(A) ‘f(t, , Yk , Xk.1 ,..., xk,,)* 
A 
(3.14) 
(C) Substituting the expressions (3.8), (3.10) for the derivatives u(~)(&,) 
in formula (3.3), we obtain the equality 
p(xi,j) + Q(G.i) + R(xi.i) =fLtO 3 u(tO)s pl(xi,j)9**-, pa(xi.j>l~ 
Consequently, 
I P(xL,)I G I Q(xi.dI + I R(xi,j)l + If[to 7 ~cJ, f’l(~i.j)r***, P&~,.i)ll * (3.15) 
Using (3.19, (2.3) we shall show that P = 0. 
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Let Eiej (i = I, 2 ,..., n; j = 1, 2,..., q) be fixed real numbers and let 5 be a 
variable > 1. Applying (3.15) with siSj = 5’ [i,j, we get 
I P(SiEf.j)l G I Q(C’Ei.i)l + I R(5’ti.j)l 
+ lf[t” ? 44Jl Pl(S’Ei.i)Y-7 P,(SjEi.j)ll . (3.16) 
In view of (3.11), (3.11a), we have 
p(5j5i,i> = 5” . p(5i,j)* (3.17) 
From (3.12), (3.12 a , and (3.9) it follows that there is a number w > 1 (not ) 
depending on l) such that 
I Q(ti5i,j)l < w ’ 5”~ (3.18) 
I P&j&J < w . 5’ (1 < r < q), (3.19) 
I P4k.s I < w * 5’ (1 e r < 4, 1 < k < n). (3.20) 
In view of (3.16), (3.17), (3.18), (3.14), (3.19), we obtain the inequality 
where the numbers x,,. satisfy / x,. 1 < w . e (1 < Y < q). 
Defming 
NY, 5) = m=4lf(t,, Y, x1 ,..., xq)l : I x, I d ~5’ (1 < r d q)}, 
we get from (3.21), (3.20) the inequality 
(3.22) 
5” . I q?-i.i)l < CfJ . (3.23) 
Since w > 1, we have [cf. (X22)] 
MY, 5) < ma+Vo , Y, &x1 ,..., x,>i : I -5 I < w’l’ (1 d r < 4)) 
= w&l 3 Y, 4, 
where 111 is the function appearing in (2.3). In view of (2.3) it follows that 
5-P - N(y, 1) --f 0 for 5 + 0~). Dividing both sides of (3.23) by {P, we thus get 
I wi.Jl G w . 5-l + o(1) + o(1) = o(1) (for 5 + cc). 
Hence, P(f& = 0. It follows that the polynomial P(Q) vanishes identically. 
m 
of B(A) 
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Since P = 0, the coefficients 6(A) in formula (3.11) vanish. In view 
+ 0, we may conclude [cf. (3.7)] that 
( 1 h DP’ wll > Yl ,..., m) = 0, (3.24) 
provided the exponents b(i) are defined by (3.5) and the a(i, j) 
(i = 0, l,..., n; j = 1, 2 ,..., p) are integers > 0 satisfying (3.1 la). 
As is easily verified any second order derivative D,D,F(t, , yi ,..., y,J 
(k, m = 1, 2 ,..., n) is of the form appearing at the left side of the equality 
(3.24). Consequently, 
&kmJ , y1 ,***, m) = 0 (h, m = 1, 2 ,..., n). (3.25) 
From (2.9, (2.6) it follows that E,, = {(yl ,ys ,..., yJ : (t,, ,yi ,..., yn,) EE} 
is an open connected subset of the n-dimensional Cartesian space R, . The 
function F,,(y, , ya ,..., yJ = F(t,, , y1 ,..., yJ is defined and two times con- 
tinuously differentiable on E,, with vanishing derivatives of order 2 [cf. (3.25)]. 
It follows (cf. e.g. [4]) that F,,(y, , yz ,..., y,J is a linear function of the varia- 
bles yi . Consequently, F(t, yi ,..., y,J satisfies (2.7) and the theorem is 
proved. 
3.2. The Da&rential Equation (2.2), Where f  Satisfies (2.3), (2.4) 
In this section we shall give a stronger version of Theorem 1 assuming that 
condition (2.4) is satisfied. 
THEOREM 2. Let f satisfy (2.1), (2.3), (2.4), and let F be a connecting func- 
tion fm the differential Eq. (2.2). Then F is a linear connecting function with 
constant coeficients. 
Proof. Let F denote a connecting function for (2.2). By virtue of Theo- 
rem 1, F is linear, i.e., 
WY1 ,.a., Yn) = y(t) + i 4) ‘Yi * 
i=l 
(3.26) 
Let k be an integer with 1 < K < n. We shall show that the function ak(t) 
is constant on (a, b). 
(A) Since (3.26) holds for all (t,yl ,..., yJ E the open set E, and F has a 
continuous derivative of order p with respect to t (cf. condition A in Section 
2.2), the functions q(t), y(t) are also p times continuously differentiable on 
(a, 4. 
L-3 kl 3 Yl ,..., y,J be a fixed point of E and let xisi = 0 [i = 1, 2 ,..., n; 
j = 1, 2 ,..., q; (i, j) # (k, q)], x~,~ = 5, 5 denoting a real variable :> 0. 
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We now proceed exactly as in part A of the proof of Theorem 1 [cf. (3. l), 
(3.2), (3.3)]. In order to use (3.3), we need an appropriate expression for 
u(‘)(t) (a, < t < b, , 1 < Y <p). Using (3.2), (3.26) and Leibniz’ theorem, 
we obtain (for 1 < Y < p) 
u’“(t) = D’F(& zqt),..., un(t)) 
= D’ $) + i aa(t) . q(t) 
i=l 1 
In view of (3.1) and the above definition of xi,), we thus get 
u’*‘(t,) = i yi * D*ct&,) + 5 * 4hJ + D”rPo), 
i-1 
u’=‘(t,) = i yi . D%&) + p . 5 . Da,&,) 
i-l 
+ D=~ki), 
I!& denoting the Kronecker delta. 
(B) From (3.3) it follows that 
1-l * u’P’(t,) = 1-l -f[t, , I&), 14(l)(to),..., u’“‘(t,)]. 
Substituting the expression (3.29) for u@)(t,,) in (3.30), we get 
P . D+(h) + 5-l .f(h , ylc , CL., 0, 5) * c&) + O(P) 
= 5-l -f[t, , l&J, u(l)(to),..., u’“‘(to)]. 
In view of (2.4) this yields 
P . Da&,,) = p-2 5-lf[to , z&J, P(tJ,..., u’*‘(t,)]. 
(3.27) 
(3.28) 
(3.29) 
(3.30) 
(3.31) 
SUPERPOSITION FOR ORDINARY DIFFERENTIAL EQUATIONS 215 
(1) Assume ak(tO) = 0. Then u(j)(ts) is independent of 5 [for 1 <j < 4; 
cf. (3.27), (3.28)]. Hence, the limit at the right side of (3.31) equals zero. It 
follows that Dak(t,,) = 0. 
(2) Assume a,(&) # 0. Then 
[cf. (3.27), (3.28), (2.4)]. Consequently, [cf. (3.31)] Dak(t,,) = 0. 
Since Dak(tJ = 0 and to denotes an arbitrary point E(Q, b), it follows that 
ak(t) is constant on (a, b). Hence, F is of the form (2.8). 
4. CONDITIONSON~WHICHARENECESSARY ANDSUFFICIRNTFORTHEEXISTRNCE 
OF A CONNECTING FUNCTION 
4.1. Connecting Functions of Order n > 1 
In this section we study the differential equations of type (2.2) [where f 
satisfies (2.111 for which a linear connecting function F with constant coef- 
ficients exists. 
Let 12 > 1 and let the function F be defined by 
W,Y~ ,..., yn) = y(t) + i ai ‘Yi 
i=l 
(4.1) 
[for (4 yl ,..., yJ E the set E of Section 2.21, where none of the constants as 
vanishes and the function y(t) is defined and p times continuously differen- 
tiable on (a, b). 
We have the following theorem: 
THJZORJXM 3. Let f satish, (2.1). Then the function F defined by (4.1) is a 
connecfing function for the d@mntiul equutim (2.2) if, and only if, f satisjks 
the following fun&ma1 equation 
f (c y(t) + Fl 4 *Yi , P’(t) + i$l ai - Xi.1 ,..., P’(t) + i ai - ca 
i=l ) 
= P’(t) + i ai *f (6 Yi , xi.1 ,..., XY,~) (4.2) 
i=l 
Vor (CYl ,***, yn) E E, - CO < x,,~ < co (i = 1, 2 ,..., n; j = 1, 2 ,..., q)]. 
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Proof. (A) Let F [defined by (4.1)] b e a connecting function. We shall 
show that (4.2) is satisfied. 
Let (to , y1 ,..., m) be a fixed point of E and let xi,j (; = 1, 2 ,..., n; 
j = 1, 2,..., 4) be arbitrary real numbers. We now proceed exactly as in 
part A of the proof of Theorem 1 [cf. (3.1), (3.2), (3.3)]. We have [cf. (3.2), 
W)l 
n 
u(t) = y(t) t c % . %(t) 
i=l 
and, consequently, 
(a1 < t < bl) (4.3) 
&)(t) = p(t) + 5 OLi * ul”(t> (0 < r < p, a, < t < b,). (4.4) 
i=l 
Substituting the expression (4.4) for ufr)(t) into (3.3), we get 
J+)(t) + i CQ . u?‘(t) 
i=l 
=f[ t, y(O)(t) + f OIi ’ U$O’(t),...j y(a)(t) + i OIi . u!“‘(t) . 
i=l i=l 1 
Using (3.1) we obtain for t = to : 
It follows that (4.2) is satisfied. 
(B) Let (4.2) hold. Assume that ul(t), us(t),..., Qt) are functions satis- 
fying (2.2) for a, < t < b, , where a < a, < b, < b and [t, u,(t),..., un(t)] E E 
(for a, < t < b,). We define u(t) by (4.3). Using (4.4), (4.2) it follows readily 
that u(t) satisfies (2.2) for a, < t < b, , which completes the proof of the 
theorem. 
4.2. Connecting Functions of Order n > 2; E = (a, b) x R, 
In this section we assume n > 2 and 
E = (a, b) x R, 
= WY, ,-**, y,J : a -=c t -=c b, - 00 < yi < co (i = 1, 2 ,..., n)}. 
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We shall fix which equations of type (2.2) have a connecting function of the 
form (4.1). 
THEOREM 4. Let f  satisfy (2.1) and let n > 2, E = (a, b) x R, . Then the 
function F [dejkzed by (4. l)] is a connecting function for the d@rential equation 
(2.2) ;f, and only if, f  is linear with respect to 4, x1 ,..., x, , i.e., 
f ( t ,  X0 )*a* ,  X*) S h ( t )  + C h , ( t )  ’ Xj 
(4.5) 
j=O 
for some functions h(t), h,(t) defined on (a, b), and 
y’“‘(t) = 
i 
1 - i Ui) * A(t) + i h,(t) *y(i)(t) (4.6) 
i=l j=O 
(for a < t < b). 
Proof. (A) Let f  satisfy (2.1), (4.5) and let F [cf. (4.1)] satisfy (4.6). In 
order to prove that F is a connecting function for the differential equation 
(2.2), we only have to show that condition (4.2) is satisfied (cf. Theorem 3). 
With yi = xi.0 (i = 1, 2 ,..., n) Re have [cf. (4.5), (4.6)] 
s A(t) + i hj(t) .[p(t) + i apii] 
j=O i=l 
zz y(P)(t) + i OIi - [i h3(t) x’i,j + A(t)] 
i=l j=O 
= y’P’(t) + ~ OTi . f  (t, yi ) ~i,l )...) ~i.q). 
i=l 
Hence, condition (4.2) is fulfilled and F is a connecting function. 
(B) Let F [cf. (4.1)] be a connecting function for the Eq. (2.2). By virtue 
of Theorem 3 f  satisfies the functional Eq. (4.2). Using (4.2) we shall show 
(in B.l.) that f  is linear with respect to x0, x1 ,..., x, . In B.2. we shall prove 
that (4.6) holds. 
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B.l. Let Ii , 71~ denote variables E (- co, cc) (for j = 0, l,..., 4) and let t 
be a fixed number in (a, b). We define 
a = al, B = % 7 yj = y”‘(t) (0 <i < s), 
p = y(q) + f Lyi -f(t, 0 )...) 0). 
i=3 
Applying (4.2) with 
Yl = 50 9 Y2 = 70 * yi = 0 (2 < i < n) 
.Tl,i = t j  , x2.j = 7i * Xi,j = 0 (2<i<n,l <j<p), 
we obtain 
f(c afo +&o + Yo ****9 4, + 87, + 3/A 
= fx *f(t, fo ****, f*b) + B -f(c 70 ,..-v 7J + CL’ (4.7) 
Using the vector notation 
x = (fo , fl 3.*-Y f*,), Y = (70 > 71 *--*, 7JI c = (3/o 9 3/l >.**9 n) 
and defining 
g(x) = g(f0 , 51 ,-**, fq,) =f(c fo f-*.9 fJ 
formula (4.7) may be written as 
(4.8) 
da + PY + 4 = %7(x) + MY) + CL’ (4.9) 
Let 6 = /3 . a--l {in view of (Ye # 0 [cf. (4.1)], we have OL # O}. Since 
g(ax + py + c) = g(a * (x + SY) + B .o + c) = c&x + SY) + MO) + P 
[cf. (4.911 we get in view of (4.9) 
4x + SY) + MO) + P = %f(x) + MY) + t-h 
and consequently 
.& + SY) = g(x) + %(Y) - %W 
We define the function G by 
‘34 = g(x) -g(O). 
Hence, (4.10) yields 
(4.10) 
(4.11) 
G(x + Sy) = G(x) + SG(y). (4.12) 
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Applying (4.12) with x = u, y = 6-l . v and x = 0, y = 6-l * V, respectively, 
we obtain the formulas 
Consequently, 
G(u + w) = G(u) + SG(S-’ * w), 
G(o) = G(0) + SG(S-l . w). 
G(u + w) = G(u) + G(o) - G(0). 
In view of G(0) = 0 [cf. (4.1 l)] we have 
G(u + w) = G(u) + G(w), 
which is Cauchy-Abel’s functional equation (cf. [5]). By virtue of the 
continuity of G [cf. (4.1 l), (4.8), (2.1)] it follows (cf. [5]) that G(x) is a linear 
homogeneous function of the variables 5, , 5; ,..., & . Using (4.1 l), (4.8) we 
immediately obtain (4.5). 
B.2. We shall show that (4.6) is fulfilled. Formula (4.2) with 
yi = x,,~ = 0 (i = 1, 2 ,..., n; j = 1, 2 ,..., q) yields in view of (4.5) 
h(t) + i qt) . p’(t) = y(P)(t) + f CQ . h(t), a<t<b. 
i=o i-l 
Hence, (4.6) is satisfied. This completes the proof of Theorem 4. 
Using Theorems 2, 4, it may be tixed which differential equations (2.2), 
where f satisfies (2.1), (2.3), (2.4), have a connecting function: 
THEOREM 5. Letf satisfy (2.1), (2.3), (2.4), and let n >, 2, E = (a, b) x R,. 
Then the daJ&m?ntMl Eq. (2.2) h as a connecting function if, and only if, 
f (t, %J ,**a, x,) is linear with respect to the variables x0 , x1 ,..., x, [i.e. if, and only 
if, f  sat;sfes (4.5)]. 
Proof. (A) Let F b e a connecting function for (2.2). In view of Theo- 
rem 2, F is a function of type (2.8). It follows from the conditions A, B (cf. 
Section 2.2, Definition l), respectively, that y(t) [appearing in (2.8)] has a 
continuous derivative of order p and that the coefficients 0~~ [i = 1, 2,..., n; 
cf. (2.8)] don’t vanish. Hence, the conditions imposed on y(t), 0~~ in (4.1) are 
satisfied and we may apply Theorem 4. It follows that (4.5) is satisfied. 
(B) Let f  satisfy (4.5). Let CQ , % ,..., CX, be arbitrary non vanishing num- 
bers with 
(4.13) 
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F(t, Yl ,...,y,) I55 5 ai y, 
i=l 
(4.14) 
Hence, F is of the form (4.1) [with y(t) = 0] and condition (4.6) is fulfilled. 
In view of Theorem 4, we may conclude that F is a connecting function for 
(2.2). This completes the proof of the theorem. 
5. EXAMPLES AND CONCLUDING REMARKS 
5.1. Counterexamples 
(A) The following example shows that condition (2.3) cannot be omitted 
in Theorem 1 (Section 3.1). 
P = 2, a=--, b = co, f(t, X0) Xl) = - (x1)2, and n = 2, 
E = (a, b) x R, , W y1 , YA = logkxp(d + exdyd. 
f fails to satisfy (2.3) and F is a nonlinear connecting function for the dif- 
ferential Eq. (2.2). 
Using the method of [l], similar counterexamples may be constructed 
for p > 2. 
(B) The following example shows that condition (2.4) in Theorem 2 
(Section 3.2) is indispensable. 
P = 2, a = 0, b = 00, fk x0 3 Xl) = 0 (for 0 < t, x0 < I), 
f(t, x0 ) x1) = t-1 . (2X, - t-1 . x0 log X0) . log X0 (for 0 < t, 1 d x0) 
and 
n = 1, E = {(t, y) : 0 < t, 1 < r}, W, Y) = exp(t) . Y. 
f fails to satisfy (2.4) and F may be shown to be a linear connecting function 
for Eq. (2.2) with a nonconstant coefficient. 
(C) The following two examples show that neither the condition n > 2, 
nor the condition E = (a, b) x R, may be omitted in the theorems of Section 
4.2. 
(1) p > 2, a = - co, b = co, f(t, x0 ,..., x,,) = 0 (for x0 = 0), 
f(t, so ,..., x,) = x0 . sin(2rr . 210g / X0 I) (for x0 # 0) 
and 
n = 1, E = (a, b) x R, , F(t, y) = 2 . y. 
(2) P 3 2, a=---, b = 00, f(4 %I ,***> 4 = I x0 I 
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and 
n 3 2, E = {(t, ~1 ,-.., m> : a < t < b, 0 < yi (i = 1, 2 ,..., n)}, 
F(t, Yl ,***, m) =y1 +ye + ... +E * 
5.2. Dufing’s Equation 
An an illustration of the above we investigate whether there exist connecting 
functions for Duffing’s equation without damping term (cf. [6]): 
u”(t) + u(t) + Q . [u(t)13 = R . cos wt (5-l) 
(w, Q and R denoting real constants), which is an equation of type (2.2) with 
p = 2 and f satisfying (2.1), (2.3) (2.4). Let - co < a < b < co, n > 1, 
E = (a, b) x R, . 
(A) Assume n > 2. From Theorem 5 it follows that Eq. (5.1) has a 
connecting function if, and only if, Q = 0. 
Let Q = 0. Then (cf. Theorems 2, 4) any connecting function is of the 
form (4.1), where y(t) satisfies (4.6) with 
h(t) = R cos wt, h,(t) = - 1, h,(t) = 0. 
(B) Assume n = 1. In view of Theorem 2, any (possible) connecting 
function F is of the form 
F(t, Y) = a . Y + y(t), (5.2) 
OL denoting a constant # 0. From Theorem 3 it follows that a function F 
satisfying (5.2) is a connecting function for (5.1) if, and only if, 
- [my + r(t)] -Q . by + r(t)13 + R ~0s wt 
=y”(t)+ar.[-y-Qy3+Rcoswt] (5.3) 
for a < t < b, - CO < y < 00. A little calculation shows that (5.3) is equi- 
valent to 
Q+” - 1) . y3 + 3Q+(t) . y2 + 3Q4r(t)l” -y 
+ W’(t) + y(t) + Q[r(t)13 + (a - 1) R cos wt} = 0 (5.4) 
for a < t < b, - co < y < co. For fixed t the left member of (5.4) is a 
polynomial of degree < 3 in the variable y, vanishing for - co < y < ~0. 
Consequently, (5.4) holds if, and only if, the coefficients of this polynomial 
vanish for a < t < b. 
222 SPIJKER 
(1) Let Q = 0. It follows that F [cf. (5.2)] is a connecting function if, 
and only if, y”(t) + y(t) = (1 - a) R cos wt (a < t < b). 
(2) Let Q f 0. Then F [cf. (5.2)] . 1s a connecting function if, and only if, 
a=fl, y(t)rO, ((Y-l)R=O. Hence, for RfO we only have the 
trivial connecting function F(t, y) = y, while for R = 0 we also have the 
connecting function F(t, y) = - y. 
5.3. Remarks 
(A) There is some analogy between Theorem 1 (Section 3.1) and the 
Theorems in [7], [8] on the most general transformation that converts a 
given linear differential equation in an equation of the same type: for tt = 1, 
E = (a, b) x R, , and the linear second order differential equation of the 
type considered in [8]; Theorem 1 follows from the theorem in [8]. 
(B) Let n be an integer > 2. Assume (2.2) is an equation which has been 
shown (by the methods of Chap. 4 or otherwise) to have no connecting func- 
tion of order n. It then follows that (2.2) cannot be transformed into a linear 
equation by the method of [l]. 
(C) In [9] M’ 1 le e used connecting functions of the form (4.14), (4.13) 
for solving (numerically) two-point boundary-value problems for linear 
nonhomogeneous differential equations. 
The existence (and knowledge) of suitable connecting functions for non- 
linear differential equations may lead (as in [9] for linear equations) to a 
method for solving nonlinear boundary value problems. 
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