Keeping as much information about data as possible allows for exploration of possible structure without apriori knowledge. We will show examples of this Exploratory Data Analysis approach championed by Tukey and developed at AT&T and Bell labs. The labs and follow-up developers such as R. Gentleman and R. Ihaka 1 have made high quality software available (S,R,xgobi,ggobi) that makes even visualisation of high dimensional data highly effective. We finish the presentation with a small example of how visualisation has helped us improve a method for estimating the bias in coin tossing.
Statistics is not just statistics
Often outsiders think of statistics as the boiling down of large data sets to one or two number summaries. Such compression rarely works unless the data are distributed according to a simple parametric family such as a normal, gamma or Poisson. In real experiments the data come in the form of large matrices. Often we need to look at the data to understand what information the matrix contains and how to compress it. We will show examples of such datamapping setups. This presentation can only be considered a brief introduction into a well developed field that has filled entire books (Wilkinson 2 , Chambers et al. 3 , Cleveland 4, 5 ).
One dimensional data
As stated previously, if the data come from a nice parametric family, a few numbers suffice to capture all the information in the vector, but evaluating how well the data fit the parametric model is a preliminary hurdle. As was shown in Lauritzen 6 there are good summary statistics for such evaluation. However visual inspection of the fit conveys more details on the data.
Distribution evaluation
Histograms are not very useful as they do not provide us with a good visual evaluation of a distribution. It is hard to differentiate between a bell shaped curve and a symmetric heavy tailed distribution. We will show in an example how more sophisticated plots enable immediate recognition of departures from the distributional forms under study.
Random Matrix Data
We chose a simple random matrix type of data for this illustration. Take the QR decompostion of a matrix filled with uniform, independent, identically distributed entries, the decomposition is performed through a simple Grahm-Schmidt algorithm. We fill a 1000×1000 data matrix with random numbers from a Uniform(-1,1). We then find the QR decomposition of the matrix and multiply Q by √ 1000, as we follow the columns the data become more and more normal. Histograms rarely show normality although they can be used for detecting multimodalities. A more sophisticated plot is a qqplot that plots the quantiles of the observed distribution versus the theoretical quantiles of a target distribution. In our comparisons below, we use the Normal as our reference distribution. If the data are normal as in the bottom of Figure 1, we can see that the points follow the diagonal line perfectly. In general considering residuals from the theoretical or expected values allows for more precise visual evaluations. These pictures were generated with the qqnorm command in R, which is the best software for visualising data. R has a large Exploratory Data Analysis (EDA) component provided by the AT&T labs under the guidance of the master of data visualization, John Tukey, who invented the term EDA, stem and leaf plots, boxplots, projection pursuit, and many more brilliant visualisation wonders 7 . 
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As soon as the size of the data sets exceed a hundred or so points, the overlay of points hides the actual distributional density of a bivariate distribution, the upper part of Figure 2 shows on the left the overlay that occurs with an ordinary scatterplot and two ways of avoiding it, the first using a sunflower plot which adds petals to the points according to how many overlaid instances occur(sunflowerplot). In the case of this data the improvement only occurs on the outer layer of the cloud, a better plot is provided by hexagonal binning (hexbin) which provides a two dimensional equivalent to a histogram with hexagonal bins. Usually we are interested in the relation between the two variables that are plotted. The lower part of Figure 2 shows multivariate scatterplots of several variables measured on three groups of diabetes patients and healthy subjects. This matrix of plots was generated by the pairs command in R, with the upper right hand panels showing a smooth curve fit to the data as well, and the lower left hand plots showing the symmetric plots with the points labeled according to their diabetic phenotype. The variables are named along the relevant diagonal, thus the third plot in the second row shows a scatterplot with steady on the horizontal axis and glufast(glucose after fasting) on the vertical axis. We see the smooth curve shows us that after the initial drop glufast stays constant. The symmetric plot shows us that the patients with low glufast are all in group 1 (overt diabetic).
Boxplots
When comparing a continuous variable and a categorical variable, the most useful visualisation technique is the boxplot. Here we will show an examples where we summarize measurements on genes that are differentially expressed in T-cells of three different kinds; see the details of the study done using microarrays in Holmes et al. 8 . We ranked the genes by their adjusted p-value. We find about 160 interesting genes (continuous variables) which differentiate between three groups of T-cells (categorical variable with 3 levels: Effector, Memory and Naive). For biologists working with microarrays this is The dreaded laundry list: we need to visualise the information contained in this table of 160 genes. Here are boxplots of three such genes, but as we cannot look at all 160 boxplots, it is better to use the angles between the medians in the three classes and plot them around a circle. Here we didn't standardise the data by reducing all the measurements to have variance 1 as we would have if they had been measured on very different scales. 
More than two dimensions
When a scatterplot is not possible because the data have too many variables, we have to choose clever ways of creating 'maps' of the data that will show up the features that we are most interested in. Sometimes these features are known ahead of time as in the case of the diabetes data where there is a natural grouping of the patients. We want to find a mapping that separates out the three groups of patients. In the second study, we have categorical data we want to seriate, and we need to discover an underlying hidden gradient. Figure 6 shows the display for the diabetes data, we can see that the groups are well separated in this planar map.
Counts and Categorical Variables
Contingency table data containing cross-tabulated counts of categorical variables can be visualised by using the chisquare distances between rows or columns and a generalized singular value decomposition called correspondence analysis 9 which has proved invaluable for finding hidden rankings (called ordinations) or clusters of multicategory count data.
As an example we take data analysed by Cox and Brandwood 10 who wanted to seriate Plato's works using the proportion of sentence endings in a given book, with a given stress pattern. We propose the use of correspondence analysis on the table of frequencies of sentence endings (for a detailed analysis see Charnomordic and Holmes 11 ). The first 10 profiles (as percentages) look as follows:
Rep Laws Crit Phil Pol Soph Tim UUUUU 1.1 2.4 3.3 2.5 1.7 2.8 2.4 -UUUU 1.6 3.8 2.0 2.8 2.5 3.6 3.9 U-UUU 1.7 1.9 2.0 2.1 3.1 3.4 6.0 UU-UU 1.9 2.6 1.3 2.6 2.6 2.6 1.8 UUU-U 2. The eigenvalue decomposition (called the scree plot) of the chisquare distance matrix (see 11 ) shows that two axes out of a possible 6 (the matrix is of rank 6) will provide a summary of 85% of the departure from independence. This justifies the use of a planar representation to provide a good visual summary of the data. We can see from the plot that there is a seriation that in most cases follows a parabola or arch 12 from Laws on one extreme being the latest work and Republica being the earliest among those studied. Figure 9: Hierarchical Clustering Heatmap Clustering can be particularly useful in the visual evaluation of a model. By clustering both the observed data and the simulated data we can try to detect their differences. If the observed data appear on the fringe of the data simulated according to the model, the chances are the model is wrong.
Multidimensional Scaling
Visualisation of Tree Stability
We can often use these visualisation techniques in a confirmatory context. For instance, the bootstrap 26 is a popular nonparametric resampling scheme that provides useful approximations to sampling distributions of estimators, even multivariate ones. In the clustering study shown in Figure 9 , we estimated the hierarchical clustering of the patients given a set of relevant genes. We can resample the genes many times, say 100 times in this example, and compare the bootstrap trees to the original tree using a distance between trees 27 . We have 101 by 101 matrix of distances between the bootstrapped tree and the original one that can tell us what small perturbations of the data would do to the estimated trees.
As in the case of European cities above, we use the matrix of distances and search for a low dimensional space in which to embed the objects in such a way as to reproduce as faithfully as possible the distances between objects using MDS 28 . In order to appreciate the quality of the approximation, we consider the plot of eigenvalues of the distance matrix. This is called a screeplot 17 and is always a necessary preliminary precaution as the main reason of instability in all these techniques based on eigendecomposition comes from choosing to split two very close eigenvalues, retaining one and rejecting the other. This is the first plane provided by the MDS algorithm. A histogram of these distances would have just shown a bimodality in the distances, those that are near to the original tree (that is in the upper lefthand group) and those that are far. Here we see the structure of the groupings of the trees into a distinctive pattern. We followed up on this map of the data by characterising the groups by which genes were absent in these resamples.
Dynamical bias in the coin toss:
visualisation gives the answer
Here we will give an example of an analysis of a physical experiment where visualisation proved the key to improving the data analysis and estimation of the fundamental parameter of interest. Coin-tossing is a basic example of a random phenomenon. Naturally tossed coins obey the laws of mechanics (we neglect air resistance) and their flight is determined by their initial conditions. Joe Keller carried out a study 29 of the physics assuming that the coin spins about an axis through its plane. Then, the initial upward velocity and the rate of spin determine the final outcome. Keller showed that in the limit of large initial velocity and large rate of spin, a vigorous flip, caught in the hand without bouncing, lands heads half the time.
Diaconis, Holmes and Montgomery (2004)
30
(DHM) take precession into account: the fact that real flips often precess a fair amount changes the conclusions of Keller's work.
Consider first a coin starting heads up and hit exactly in the center so it goes up without turning like a pizza. We call such a flip a "total cheat coin", because it always comes up the way it started.
For such a toss, the angular momentum vector < ψ < π We wanted to use Theorems 1 and 2 to find out what is the empirical distribution of ψ when real people toss coins. Thus we could be able to decide whether coin tossing is fair. Our empirical study used a highspeed slow motion camera. The projection of a circle onto the plane of the camera is an ellipse. Using image analysis techniques we fit the ellipses to the images of the tossed coin. A simple function of the lengths of the major and minor axes gives the normal to the coin in three-space. As explained, these normals spin in a circle about the angular momentum vector which stays fixed during the coin's flight. This gives an estimate of ψ.
Slow Motion Photography
We used a high-speed slow motion camera to record fifty coin flips. We found it best to film at about 600 frames per second.
In contrast, the slow motion feature on standard camcorders shoot at about 60 frames per second. This is much too slow to give any useful data. A circular disc projected onto a plane results in an ellipse. From each ellipse the major and minor axis were determined. From these, as described below, the normal to the coin in three dimensions can be estimated. The sequence of (a) coin images (b) coins with fitted ellipses can be viewed by the reader at http://www-stat.stanford.edu/~susan/coins/ .
At this stage, for each flip, we have a sequence of fitted normal vectors in three dimensions, centered at the coin's center of gravity. According to the theory, these normals lie on a circle centered at the fixed angular momentum vector. The radius of this circle thus gives an estimate of the angle ψ associated to the flip. Of course, the circles can be fit from just a few points. We used about 20 points/flip and again checked visually to see if these looked as if they lay on a circle.
The plane of the camera is fixed throughout. In spatial coordinates (X 1 , X 2 , X 3 ), the (X 1 , X 2 , 0) plane will be identified with the camera plane and the line (0, 0, X 3 ) is the orthogonal to the camera plane. At a fixed time, the coin is in a fixed position in 3-space. We observe, and can accurately estimate, the major and minor axes of the elliptical projection of the coin on the plane. Without loss of generality we assume the coin has radius 1. Let B involves a choice of ± sign which we will deal with in a moment. Throughout, we assume that the coin has been parallel translated so that its center lines up with the center of the ellipse. for some choice of signs i = ±1. Once the normals are obtained we can visualize them in three dimensions using ggobi 21 .
library(Rggobi) load('n27s.save') ggobi(n27s) load('n27u.save') ggobi(n27u)
When the normals were represented in three dimensional space with ggobi, we obtained a very disappointing picture. The indeterminacy in the signs introduced into the normal coordinates leads to data that does not lie nicely on a circle as it should. We used the interactive feature of ggobi to explore the projections but they did not lie in a plane, let alone lie on a circle. The visualisation of the data enabled us to test various fixes to the sign indeterminacy which scrambled the coordinates. The solution was found once we had the idea of incorporating the time ordering in the labelling of the points. Then we found the choice of signs by continuity, choosing (at each time frame) the choice of eight sign patterns that makes the inner product of the current normal and previous normal as close as possible to a constant, while keeping the curvature continuous. Unscrambled by appropriate choice of signs, all lie clearly around the circle. Our theory implies that these points lie in a plane in three dimensional space. We fit the plane using least squares. The distance between the plane and the origin gives us d from which we can find ψ = cos −1 (d).
Visualisation suggests a better method of estimation
However we also noted that once unscrambled, the data gave us a revelation as to another method of measuring angular momentum. We note that there are several visible triplets of points, (88,121,137) and (86,119,135) for instance, which actually correspond to images that are exactly a flip apart and thus are in Berry phase 31 . We will explain how this provides another estimation method for the angular momentum. We can see that points are coupled together after they have completed a rotation. By comparing these images we will be able to measure the precession even better. 
Frame 48
Frame 68 Frame 88 Figure 16 : Berry Phase. These images are separated by exactly one coin flip.
The results
Of our 50 flips, 27 gave useful final results. From the measured values of ψ, the probability p(ψ) was calculated from Theorem 2. The estimated probabilitites range from 0.500 to 0.545. The 27 probabilities are displayed in a stem and leaf plot. The first row of this plot shows the values 0.500,0.500,0.501,. . . indicating occurrences of flips for which p(ψ) took on these value. The next-to-last row shows no occurrences between 0.540 and 0.545. The last row shows the single outlying value 0.545. Following this are the five number summary, the mean and the standard deviation. The stem and leaf visualisation is the one used by all statisticians when deciding on how to grade students The mean of the probabilities is 0.508. We have rounded this up to the 0.51 quoted in DHM.
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