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Interference effects and Huygens’ principle in transverse magnetic focusing of
electrons and holes
Samuel Bladwell1 and Oleg P. Sushkov1
1School of Physics, University of New South Wales, Sydney 2052, Australia
Interference effects form a fundamental pillar of quantum mechanics. In this paper, we examine
the interference in spin-orbit coupled transverse magnetic focusing, where a weak magnetic field
is used to focus charge carries over mesoscopic scales. We determine a semi-classical form for the
Green’s function in a weak magnetic field, for the case of both spin-less and spin-orbit coupled
charge carriers. The obtained forms for the Greens’ function are independent of particle dispersion
and are thus applicable to a wide variety of systems.
PACS numbers: 72.25.Dc, 71.70.Ej, 73.23.Ad
I. INTRODUCTION
Transverse magnetic focusing (TMF) is an experimen-
tal technique involving the focusing of charge carriers
from a source to a detector over a scale of microns via
a weak magnetic field. This experimental technique is
the direct translation of charge mass spectroscopy to
the solid state. A typical setup is presented in Fig. 1.
The technique was proposed by Sharvin for studies of
detector source
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FIG. 1: Focusing in a weak magnetic field.
the Fermi surface in metals1. See also Refs.2,3 and a re-
view paper4. More recently the technique was applied to
two-dimensional (2D) semiconductor heterostructures5–9
and to graphene10. In the case of semiconductors usually
quantum point contacts (QPCs) are used as the source
and the detector. TMF is of a special importance for
hole doped 2D semiconductor heterostructures due to the
strong spin-orbit interaction; hole trajectories for distinct
spin polarizations are different resulting in a double peak
in the magnetic focusing spectrum6,11–15. Hence, “dou-
ble” focusing is a method for studying the spin-orbit in-
teraction, complementary to Shubnikov de Haas oscilla-
tions.
Usually TMF is considered in a classical regime, where
after the spin-splitting of the trajectory is taken into ac-
count the analysis of the orbital dynamics is purely classi-
cal. Some orbital quantum interference effects have been
considered for edge states with multiple specular reflec-
tions off the boundary, see Fig. 2, Refs.5,11,14,15. While
this classical approximation is well justified for metals,
the approximation is less appropriate for semiconductors,
since the typical Fermi wavelength in semiconductor het-
erostructures, λF ∼ 50 − 100nm, is not small compared
to the typical geometric size, L ∼ 1 − 2µm. As a result
interference effects are significant, and they can substan-
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FIG. 2: The edge state in a magnetic field.
tially alter the double focusing picture.
In this paper we consider orbital interference effects in
the TMF geometry shown in Fig. 1. The developed tech-
nique is quite general, results are naturally articulated in
terms of the Huygens’ principle. The wave function at
the position of the detector R is expressed in terms of
the wave function at the source r,
ψ(R) =
∫
Φ
K(R− r)ψ(r)dr (1)
The integration is performed over the wavefront Φ of the
wave emitted from the source. In this work we find the
kernel K(r). Since we consider 2D heterostructures the
kernel K has dimension 1/[r], generally K is a matrix in
spin space. Analogous to optics the kernel K is propor-
tional to the Green’s function. Specifically, we consider
the three following situations; (i) TMF in the absence
of spin orbit interactions (SOI), (ii) TMF with linear in
momentum Rashba SOI, and (iii) TMF with cubic in
momentum Rashba SOI. Addressing issues (ii) and (iii)
we assume that the SOI interaction is sufficiently strong
to provide adiabatic spin dynamics, this is the limit of
practical importance for double focusing. The adiabatic
transport of spin means that spin influences the interfer-
ence picture only via the Berry phase. In Section II we
consider the interference picture without any SOI, and in
Section III we consider the interference with account of
Rashba SOI. Finally Section IV presents discussion and
some specific numerical examples.
II. QUANTUM INTERFERENCE IN TMF
WITHOUT SOI
We start from semiclassical analysis which gives a
physical insight in the problem and is similar to that
2of Ref.5. Let a pointlike source be located at the coor-
dinate origin and let λ be the wavelength and rc be the
cyclotron radius. Then at a distance r within the range
λ≪ r≪ rc the magnetic field is irrelevant, and the form
of the Huygens kernel is
K(r) = a
eikr√
r
, (2)
where a is a constant. We remind that in the 3D case
K(r) = a e
ikr
r , where a =
k
2πi is independent of the par-
ticle dispersion16. The dimension of the 3D Huygens’
Kernel is 1/r2. Applying the method of Ref.16 to the 2D
case we find that the coefficient in Eq.(2) is
a =
√
k
2π
e−iπ/4 . (3)
Analogous to the 3D case, the coefficient is independent
of the particle dispersion.
Now consider a point-like detector located at (0, L);
see Panel a in Fig. 3. In this geometry the magnetic field
is important. A peculiarity of TMF is that classically
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FIG. 3: Panel a: Two arc trajectories in magnetic field con-
necting the source and the detector are shown by solid blue
and red lines. Blue and red dashed lines are tangential to the
corresponding trajectories at the point of injection. Panel
b illustrates that the longer trajectory (red) has a caustic:
trajectories with slightly different injection angles always in-
tersect. Panel c illustrates that the shorter trajectory (blue)
does not have a caustic: trajectories with slightly different
injection angles do not intersect.
there are always two trajectories connecting the source
and the detector, so the picture is not like that in Fig. 1,
the correct picture is shown in Fig. 3a. In this figure we
exaggerate the difference between the “blue” and “red”
trajectories. Each trajectory is an arc of the cyclotron
circle with radius rc. The injection angle θ is related to
the source - detector distance L,
L = 2rc cos θ . (4)
This equation has two solutions, positive θ and negative
θ corresponding to the blue and red trajectories in Fig. 3a
respectively.
The action along a classical trajectory is S =
∫
p · dl,
where p is canonical momentum. The action is not gauge
invariant and hereafter we choose the vector potential as
A = (0,−Bx, 0) , (5)
where B is the magnetic field. Hereafter we set ~ = 1.
The relation between the kinematic momentum k and
the canonical momentum p is
k = p− eA . (6)
The energy of the particle is determined by the kinematic
momentum, ǫ = ǫk. The absolute value of the kinematic
momentum is equal to the Fermi momentum, k = kF ,
where the Fermi momentum is determined by the con-
dition ǫF = ǫk. The cyclotron radius and the kinematic
momentum are related by the Onsager relation
rc =
k
eB
. (7)
Note that all the relations presented above are indepen-
dent of the form of the dispersion ǫk. Hence our analysis
is equally applicable to a semiconductor with quadratic
dispersion, a semiconductor with nonquadratic disper-
sion, or to graphene.
Evaluation of the wave function phase along the arc
trajectory is straightforward,∫
k · dl = krc(π − 2θ) (8)∫
eA · dl = −krc
2
[π − 2θ − sin 2θ]
S =
∫
p · dl =
∫
(k + eA) · dl = krc
2
[π − 2θ + sin 2θ] .
Here θ is the injection angle, see Fig. 3a. Clearly this
calculation assumes that
ν = krc ≫ 1 (9)
There is an additional contribution of −π/2 to the phase,
due to the presence of a caustic, as illustrated in panels b
and c of Fig. 3. A caustic is a point where the trajectory
is not uniquely defined, and there is a classical singularity
in the intensity. For a bundle of “red” trajectories, close
to the negative solution of Eq. 4, where θ → −|θ| ± δθ,
δθ ≪ |θ|, there is a crossing point corresponding to the
caustic, shown by the dashed lines in Fig. 3b. Hence,
there is a −π/2 addition to (8), see e.g. Ref16,
S(−|θ|)→ ν
2
[π + 2|θ| − sin 2|θ|]− π/2 (10)
On the other hand a bundle composed of blue trajectories
close to the positive solution of Eq. 4, θ → +|θ| ± δθ,
shown by dashed lines in Fig. 3c, does not cross. Hence16
S(+|θ|) = ν
2
[π − 2|θ|+ sin 2|θ|] . (11)
Eqs. (10) and (11) determine phases of the semiclassical
wave functions. Finally, we note that a bundle of trajec-
tories with an angular spread of δθ at the source will have
a final spread at the detector of δy. This final spread can
be determined via the Jacobian,
J =
∣∣∣∣dLdθ cos θ
∣∣∣∣
−1
=
1
rc| sin 2θ| . (12)
3Multiplying by this to ensure conservation of flux, the
Huygens kernel for particle propagation from source to
detector reads
K(L, 0) = a
√
J
2
(
eiS(−|θ|) + eiS(+|θ|)
)
(13)
= ei
pikν
2 −i
pi
4
√
k
πrc| sin 2θ| sin
[ν
2
(2|θ| − sin 2|θ|) + π
4
]
.
Here a is given by Eq.(3). The normalization of (13)
comes from Eq.(2). The total probability flux calculated
with (2) near the source is k/2. The total flux calculated
with kernel (13) is the same
∫ 2rc
0
|K(L, 0)|2 cos θdL = k/2 . (14)
We stress that (13) is independent of the particle disper-
sion.
For small angles, θ ≪ 1, Eq.(13) can be rewritten as
K(L, 0) ≈ ei piν2 −ipi2
√
k
2πrc|θ| sin
[
2
3
ν|θ|3 + π/4
]
. (15)
According to Eq.(4) the angle θ is related to the detuning
from the edge of the classical shade.
θ ≈
√−y
rc
y = L− 2rc . (16)
This equation has meaning only for negative detuning,
y < 0. Positive detuning, y > 0, corresponds to the
classically forbidden region. In this “shade” region, the
intensity is zero. Eq.(13) rewritten in terms of
y =
y
rc/ν2/3
(17)
reads
K = ei
pi(ν−1)
2
ν2/3√
2rc
{
1√
π|y|1/4 sin
[
2
3
(−y)3/2 + π/4
]}
.(18)
The expression in curly brackets in Eq.(18) is the asymp-
totic expansion of the Airy function. Therefore, we con-
jecture that the general form of the Huygens kernel valid
in both the “bright” and “dark” regions is
K(L) = ei
pi(ν−1)
2
ν2/3√
2rc
Ai(y) . (19)
Eqs.(13) and (19) represent the first major result of our
work. The phase factors in these Eqs. depend on the
gauge, but the rest is gauge invariant. We stress again
that both Eqs. are independent of the particle disper-
sion and equally applicable to semiconductors, graphene,
etc. According to (19) the typical spatial scale of the
interference pattern in TMF is
∆y
2rc
∼ 1
ν2/3
. (20)
Eq.(19) assumes that the magnetic field is fixed but the
distance between the source and the detector is variable.
In a typical experimental situation the distance is fixed,
but the magnetic field is variable. It is instructive to
rewrite (19) in terms of the focusing field, B0,
K = ei
pi(ν−1)
2
ν2/3√
2rc
Ai
(
2(B −B0)
B0/ν2/3
)
(21)
B0 =
2k
eL
.
In the derivation of (19) we made a logical leap from
Eq.(18) to Eq.(19). We will now close the gap with a
formal derivation of the Green’s function for quadratic
dispersion. Note that while the Huygens’ kernel is not
equal to the Green’s function, it is proportional to it.
The Hamiltonian and the spectrum reads
H =
pi2
2m
= ωc
(
a†a+
1
2
)
a = i
π−√
2B
, a† = −i π−√
2B
ǫn = ωc(n+ 1/2) . (22)
Here ωc = eB/m is the cyclotron frequency. Eigenstates
in the gauge (5) are well known
ψ = eikyyχn(x− x0) (23)
x0 = −ky
B
.
Here χn are harmonic oscillator eigenfunctions. Hence
the Green’s function for propagation of an electron/hole
with energy ǫ ≈ ǫn from y = 0 to y = L, see Fig.3, during
time t = T/2 is
G =
∫
dǫ
2π
∑
ky,n
eikyL
χ2n(−x0)
ǫ− ǫ0 + i0e
iǫt
∝ e−iǫnT/2
∫
dky
2π
eikyLχ2n(−x0) . (24)
To evaluate the Green’s function we use the semiclassical
approximation for the oscillator wave function
χn(x) ≈ 1
p(x)
cosS(x) (25)
S(x) =
∫ x
0
p(x′)dx′
p(x) =
√
2mǫn −m2ω2cx2 .
4The ky-integration in the propagator (24) is performed
by the stationary phase method∫
dkye
ikyLχ2n(−x0) ∝
∫
dxeiBxL cos2 S(x) (26)
∝
∫
dxeiBxL cos2 S(x)→ 1
2
∫
dxeiBxLe−2iS(x)
At small x′ = x− x0, the wave function phase is
S(x) =
∫ x′
0
p(x′)dx′ ≈ kx′ − B
2x′3
6k
= Brcx
′ − Bx
′3
6rc
and the integral at x = 0 in (26) is transformed into∫
dkye
ikyLχ2n(−x0)
∝
∫
dx0 cos
(
(BL− 2Brc)x0 + Bx
3
0
3rc
)
=
∫
dx0 cos
(
Byx0 +
Bx30
3rc
)
∝
∫
dξ cos
(
yξ +
ξ3
3
)
y =
y
rc/(krc)2/3
(27)
The replaced integration variable in (27) is ξ =
(krc)
1/3x0/rc. Expression in Eq.(27) is the integral repre-
sentation of the Airy function. This calculation confirms
that the Huygens’ kernel (19) is proportional to the Airy
function.
III. SPIN-ORBIT COUPLED SYSTEMS
In this section we consider SOIs with given winding
numbers. We can express the Hamiltonian as15
HSOI = iγn
2
kn−σ+ + h.c. (28)
Here n is the winding number, k is the particle momen-
tum, k± = kx±iky, and σ± = σx±iσy, are the Pauli ma-
trices describing the effective spin 1/2. For electron sys-
tems, these matrices represent the electron spin, while for
holes which have internal angular momentum J = 3/2,
the matrices describe the two level heavy hole subsystem
Jz = ±3/2. We consider the cases n = 1, the linear
Rashba interaction17; and n = 3, the qubic Rashba in-
teraction. The coefficients γn in both cases are real.
The SOI is equivalent to a momentum dependent ef-
fective Zeeman in-plane magnetic field, B(k).
HSOI = −Bk · σ . (29)
For a particle moving along a circular trajectory Eq.(28)
results in the following effective magnetic field
Bk = γnkn(− sinnϕ, cosnϕ, 0) (30)
k = k(cosϕ, sinϕ, 0) ,
where ϕ is the axial angle in k-space. Here we consider
only the case of sufficiently strong SOI, |B| ≫ ωc, so the
spin dynamics are adiabatic, spin is always parallel or
antiparallel to the local direction of the effective magnetic
field, B(k). The physical meaning of the winding number
is evident in this limit, it is the number of spin rotations
for one full revolution of the particle in a magnetic field.
In the adiabatic approximation the orbital dynamics
of the particle are described by the Hamiltonian12,15
H = ǫk ± |Bk| , (31)
where ǫk is spin independent part of the dispersion. We
remind that k is given by Eq.(6). Eq.(31) results in classi-
cal double focusing. The separation between two classical
focusing points is15
∆L
2rc
≈ γnk
n
F
ǫF
. (32)
It is instructive to estimate the ratio of the classical sep-
aration to the distance between the interference fringes
(20).
∆L
∆y
∼ γnk
n
F
ǫF
ν2/3 ∼ |B|/ωc
2ν1/3
. (33)
Even within the validity of the spin-adiabatic approxi-
mation, |B|/ωc ≫ 1, the ratio (33) can be about unity,
∆L
∆y ∼ 1, the quantum and the classical scales are compa-
rable. Nevertheless in this work for simplicity we consider
the case ∆L∆y ≫ 1, the SOI is so strong that there are two
well separated classical peaks with interference fringes on
each peak.
In the adiabatic limit there are two Fermi surfaces de-
termined by the equation
ǫF = ǫk ± |Bk| (34)
We assume that ǫk is independent of the direction of k,
hence Eq.(34) results in two circular Fermi surfaces with
Fermi momenta k±. Corresponding cyclotron radii are
rc,± =
k±
eB
(35)
In typical experimental systems, ǫk is not quite isotropic,
higher order corrections lead to anisotropies. In this work
we neglect the dispersion anisotropy effects.
There are two classical trajectories focused at different
points. In Fig. 4 the spin of these trajectories is indicated
by coloured arrows, the picture corresponds to the wind-
ing number n = 1. We consider the interference picture
near one of the classical peaks, k = k+, rc = rc,+ (the
trajectory with “magenta” spin in Fig. 4). The analysis
of Section II is fully applicable in this case. However, we
must also account for the effects of spin dynamics. To il-
lustrate the spin dynamics in Fig. 5 we redraw Fig.3a
with two interfering trajectories, but now present the
spin-orbit coupled case with n = 1. There are two effects
5detector source
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FIG. 4: Two spin-orbit split classical trajectories. The
coloured arrows show the spin. This is the case of the winding
number n = 1.
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FIG. 5: Two interfering trajectories corresponding to ǫF =
ǫk − |Bk| The colored arrows show the spin. To avoid “over-
crowding” on the blue trajectory we show spin only at one
point. This is the case of the winding number n = 1.
related to the spin, (i) projection of the source/detector
spin state on the spin eigenstate of the trajectory, (ii)
Berry phase accumulated along the trajectory.
The spin eigenstate of the Hamiltonian (28),(29) reads
χ =
(−ise−inϕ/2
einϕ/2
)
, (36)
where ϕ varies along the trajectory π − θ > ϕ > θ, see
Eq.(30) and Fig. 5. Here s = ±1, the energy is ǫ =
ǫk ∓ |Bk|, so Fig. 5 corresponds to s = +1. Hence the
eigenspinor at the source is
χi =
1√
2
(−ise−inθ/2
einθ/2
)
, (37)
and the eigenspinor at the detector is
χf =
1√
2
(−ise−in(π−θ)/2
ein(π−θ)/2
)
=
1√
2
e−inπ/2
(−iseinθ/2
−e−inθ/2
)
.(38)
The Huygens’ kernel is determined by taking the outer
product of the initial and final eigenspinors, χfχ
†
i , and
hence is a matrix, with Eq.(13) replaced by
Ksfi =
1
2
ei
pi(νs−1−n)
2
√
ks
πrcs| sin 2θ|
(
sin
[
ν
2 (2|θ| − sin 2|θ|)− n|θ|+ π4
] −is sin [ν2 (2|θ| − sin 2|θ|) + π4 ]
−is sin [ ν2 (2|θ| − sin 2|θ|) + π4 ] − sin [ν2 (2|θ| − sin 2|θ|) + n|θ|+ π4 ]
)
(39)
Naturally the kernel depends on the index s = ±1 enumerating classical trajectories. The semiclassical parameter ν
is defined similarly to Eq.(9), νs = ksrcs. Finally, using the same logic as in Section II we rewrite (39) as
Ksfi = e
ipi(νs−1−n)2
ν
2/3
s
2
√
2rcs
(
Ai(ys + n/ν
1/3
s ) −isAi(ys)
−isAi(ys) −Ai(ys − n/ν1/3s )
)
= ei
pi(νs−1−n)
2
ν
2/3
s
2
√
2rcs
[
(σz − isσx)Ai(ys) +
n
ν
1/3
s
Ai′(ys)
]
. (40)
Here ys is defined by Eq.(17) with rc → rcs, ν → νs;
Ai′ is derivative of the Airy function. The Berry phase
e−inπ/2 in the prefactor and the spin structure (σz−isσx)
in the leading semiclassical term are very simple, they
immediately follow from Fig.4 without any calculation.
The subleading semiclassical term ∼ n/ν3/2s is enhanced
by the winding number, thus it is especially important
for n = 3. In a realistic experiment ν cannot be large,
ν . 100, hence 3/ν1/3 > 0.6.
IV. DISCUSSION
Equations (1), (13), (19), and (40) solve the problem
of the quantum interference in transverse magnetic fo-
cusing. If the source and the detector are quantum point
contacts, they can be modelled by standing waves in the
y-direction15.
ψs = χs sin
(πy
W
)
0 < y < W
ψd = χd sin
(
π(y − L)
W
)
L < y < L+W . (41)
Here W is the width of the channel and χs, χd are spin
functions of the source/detector. Evidently the aperture
6cannot be smaller than half of the wave length,W > λ/2.
According to the Huygens’ principle the signal observed
in the TMF experiment is
I ∝
∑
s=±1
∣∣∣∣
∫
ψ†d(y2)K
s(y2 − y1)ψs(y1)dy1dy2
∣∣∣∣
2
. (42)
The integration is performed over the apertures of the
source and the detector.
Let us consider two examples with experimentally rea-
sonable parameters. First we address the case without
SOI. Let the Fermi momentum be k = 0.1nm−1, which
corresponds to the wavelength λ ≈ 63nm and the num-
ber density n = 1.6 1011cm−2. The distance between
the source and the detector is L = 2000nm, and the
corresponding value of the magnetic field at the classi-
cal edge of the bright region is B0 = 66mT . Interfer-
ence patterns obtained with Eqs.(42),(41) and apertures
W = 30nm ≈ λ/2 and W = 60nm ≈ λ are plotted in
Fig. 6. We note that the “Airy” kernel is perfectly accu-
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FIG. 6: Interference patterns versus focusing magnetic field
for two values of the quantum point contact apertures W .
The spin orbit interaction is zero and the separation between
the source and the detector is 2000nm. The black dashed
curves are obtained with the semiclassical kernel (13) and the
red curves are obtained with the full “Airy” kernel (21).
rate to describe the transition from the “bright” region
to the “dark” one. The semiclassical approximation in-
correctly transfers some spectral weight from the “dark”
region to the first bright fringe. On the other hand the
“Airy” approximation fails deeper in the “bright” region
because the condition, θ ≪ 1, is not valid in this re-
gion. At the same time the semiclassical approximation
is perfectly valid in the “bright” region. The difference
becomes significant by the 3rd-4th interference fringe.
Now we turn to the case of strong SOI with the wind-
ing number n = 3. Let the smaller Fermi momentum be
k− = 0.1nm
−1 (λ ≈ 63nm) and the larger Fermi mo-
mentum k+ = 0.14nm
−1 (λ ≈ 45nm). The correspond-
ing density is n = 2.4 1011cm−2. The distance between
the source and the detector is L = 2000nm. The corre-
sponding magnetic field at the classical edge of the bright
region for k− is B0 = 66mT , while for k+, B0− = 92mT .
In our calculation we assume that the source produces
unpolarized holes, so in Eq.(42) we average over polariza-
tions. Interference patterns obtained with Eqs.(42),(41)
and apertures W = 30nm and W = 60nm are plotted in
Fig. 7. Similar to the case without SOI the semiclassical
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FIG. 7: Interference patterns versus focusing magnetic field
for two values of the quantum point contact apertures W .
The spin orbit interaction is so strong that there are two spin
orbit split focusing peaks. The separation between the source
and the detector is 2000nm. The black dashed curves are
obtained with the semiclassical kernel (39) and the red curves
are obtained with the full “Airy” kernel (40). This figure
corresponds to the unpolarized source/detector
approximation incorrectly transfers some spectral weight
from the “dark” region to the first bright fringe. It is
worth noting that the smearing of the interference pic-
ture in Fig.7 compared to Fig.6 is due to the spin phase
factor contribution n/ν1/3 in the arguments of the Airy
functions in Eq.(40). The smearing is most significant for
unpolarized holes. The assumption of fully unpolarized
source/detector in the case of a strong Rashba interaction
is not well justified. As an alternative limit one can con-
sider the source/detector as fully polarized by the Rashba
interaction. In this case the intensity is proportional to
the sum of the matrix elements of the matrix (40) with
appropriate coefficients. Plots of the intensity in this case
are presented in Fig.8. The interference picture is sensi-
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FIG. 8: Interference patterns versus focusing magnetic field
for two values of the quantum point contact apertures W .
The spin orbit interaction is so strong that there are two spin
orbit split focusing peaks. The separation between the source
and the detector is 2000nm. This figure corresponds to a fully
polarized source/detector.
tive to polarizations, and exploration of interference from
polarized QPCs could prove experimentally interesting.
In conclusion, we have derived the Huygens’ kernels for
the Huygens principle in transverse magnetic focusing of
electrons/holes in two dimensional heterostructures. The
derived technique reduces the focusing problem to eval-
uations of a simple integral. The developed technique is
very general and can be applied to a system with prac-
tically any kind of spin orbit interaction with cylindrical
symmetry. Specifically we have considered the case of no
7spin orbit interaction, and of strong spin orbit interac-
tions of Rashba type with given spin winding number.
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