Abstract
Introduction
The objective of machine vision is to detect any change or pattern in an image with respect to time in a specific region of interest. Usually case video surveillance systems use a scene change module for reducing an image before any further processing [1] , [2] . Scene change detections are used in industries, security surveillance systems, sports, warehouses etc. to sense whether an object is present in the image or not, and to detect the approximate localities of the change. In a conventional punctual method, which is mostly used in video surveillance systems [3] , analysis is performed on foreground images and requires continuous background updates. As a result, sufficient processing effort is required, especially if the whole detection procedure is fire-wired in a stand-alone surveillance devise/module. The biggest boundary condition in most of the change detection algorithms in practice is the use of a threshold parameter to validate whether the scene has actually changed.
The concept of histograms has been focused in Fast Scene Change Detection algorithm [6] . Here, the images are assumed to be captured in RGB color mode. Histograms of three color layers of every successive image are taken.
The successive images are compared using a correlation coefficient method for the detection of a scene change and the localization of the event/change. In the correlation coefficient method, the use of t-distribution causes the median strips to be significantly smaller.
Following completion of the background research, we were motivated to develop a scene change detection algorithm that brings down the significance of any kind of threshold parameter and takes less time to do the overall processing. We experimented with the use of ANOVA (Analysis Of Variance) as the tool for measuring the overall change and the localities of impact. The outline of the computation process and experimental outcomes are presented in this paper.
Algorithm and Computational Process
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The first thing to be noticed is that algorithm does not deal with only two images; rather, it compares all of the consecutive images taken.
Every RGB color coded image has 3 color layer matrices. These matrices are initially processed individually. Eventually the comparison outcomes of these 3 layers are combined to obtain the final change impact. The image is partitioned into a number of same sized rectangular clusters, as depicted in Figure 1 . Consequently, the color layer matrices are also partitioned to represent the clusters. All the images are clustered in the same manner. Clusters are identified with a horizontal position index, h and a vertical position index, v. The (h,v) cluster of the new image is compared to the (h,v) clusters of the previous images. This is done so that an approximate localization of change can be determined. 
Image Preparation and Analysis
The images were captured by using NIKON Coolpix 4300 digital camera with frame-rate 5fps and resolution 568x426. Figure 2 shows the sequence of changes in red color layer cluster 1, 1 , as captured from images taken by the camera. For every cluster, the histograms of the 3 color layer matrices are taken. For example, figure 3 details the corresponding histograms for cluster 1 Total number of elements in each histogram:
. Mean within the histograms of cluster n:
Mean of all the histograms of all clusters, in one ANOVA stream:
Sum of squares of variation within histograms:
( ) 
A similarity result is obtained from the p-value which is determined from the cumulative distribution function of F-distribution [8] for the degrees of freedom DF between , DF within
Optimization of Parameters
. A p-value near zero means there has been a significant change in the cluster and as the p-value nears 1, it can be derived that there has been practically no change in that cluster of the image.
As all the previously fed clusters' histograms are being considered with every new image, to optimize the calculation, the computation module stores certain figures and values. These are:
image is fed into the ANOVA processing streams the computation is as follows: 
Combining the Results
After analyses with ANOVA, every cluster will have 3 comparative results for 3 color matrices. To obtain a combined outcome, the algorithm considers the least of the 3 matched values.
In clusters of position (h,v) the following parameters are used to verify the similarity in images in a sequence: 
Detecting Change in the Scene
The averages of the combined similarity from all the clusters are taken as a measure of the change in the whole scene.
This is the similarity value of the new image as a whole. Less CM value indicates significant scene change.
A typical example is given in Figure 4 (a-g) where the camera is tracking (from outside a glass window) the person moving inside a room. The person's movement leads to a change in CM (Eqn (14): In this case 0.1792).
(a) (b) (c)
(g) Figure 4 . The whole image sequence with the consecutive similarity in the 16 clusters.
The total similarity found for the above sequence of seven images (shown in figure 4 .a -4.g) can be shown in the table 1. The parameters in ANOVA are redefined in every frame. As the algorithm is not dependent on pixel by pixel analysis, ANOVA performs quite faster (typically, it refreshes in every 20-30 seconds).
