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ABSTRACT
In any emergency situation, it is paramount that communication be established between those
aﬀected by an emergency and the emergency responders. This communication is typically
initiated by contacting an emergency service number such as 9-1-1 which will then notify
the appropriate responders. The communication link relies heavily on the use of the public
telephone network. If an emergency situation causes damage to, or otherwise interrupts,
the public telephone network then those aﬀected by the emergency are unable to call for
help or warn others. A backup emergency response communication system is required to
restore communication in areas where the public telephone network is inoperable. The use
of unmanned aerial vehicles is proposed to act as mobile base stations and route wireless
communication to the nearest working public telephone network access point. This thesis
performs an analysis based on wireless attributes associated with communication in this
type of network such as channel capacity, network density and propagation delay.
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CHAPTER 1
INTRODUCTION
In any emergency situation, it is crucial that emergency services and responders be contacted
as soon as possible in order to minimize loss of life and property. Typically, contacting
emergency services is as easy as using a telephone to call an emergency number such as
9-1-1 for the United States or 9-9-9 for the United Kingdom. An operator will pickup and
contact the appropriate emergency responders depending on the needs of the caller. The
key requirement is the ability to communicate with the emergency number. This is done
through the use of the public telephone network.
In the past, most homes were equipped with land-line phones that provided a direct
physical connection to the public telephone network. This connection could easily be
damaged or destroyed during emergencies such as natural disasters and would prevent
people from calling for help. With the advent of wireless mobile phones, damage to the
connections became more rare. For wireless phones, connections in an area rely on a cell
tower to provide a stable link to the public telephone network. It is still possible for cell
towers to become damaged or inoperable and so it is required that a response system be
in place that can restore communication during times when connection to the telephone
network becomes interrupted.

1.1
1.1.1

Background

Emergency Response Communication

Emergency Response Communication is a component of communication focusing on the
communication between emergency responders during emergency situations. The main
categories of emergency responders can be classified as Fire and Rescue, Emergency
Medical Services (EMS), and Police. Each of these services focus on diﬀerent tasks during
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an emergency and currently use their own wireless communication frequencies and channels.
This separation of communication between responder services can cause confusion and
misinformation that could lead to loss of life. In order to counter this problem, congress
and the FCC have created the Spectrum Act [4] that reserves the 700 MHz frequency band
specifically for communication between emergency responders. Interoperability between
emergency responders allows for the most up-to-date information to always be present.
This reserved frequency band would also allow for more than just voice to be sent along
communication links. Broadband data including pictures, videos, and other important
information can be sent to emergency responders before they arrive at a location. The more
detailed information that is accessible to emergency responders, the better they will be able
to respond to a situation.
Fire and Rescue responders are responsible for fighting fires and conducting rescue
operations. These operations can range from rescuing people from burning buildings to
responding to car accidents. Emergency Medical Services focus on preserving life. These
responders will attempt to keep a person alive until they can deliver them to a more equipped
environment, such as a hospital. Police are responsible for protecting life and enforcing
laws. They respond to calls that involve any sort of crime.

1.1.2

Wireless Communication

Wireless communication is an ongoing topic of research that focuses on eﬃcient and stable
wireless connections between multiple users. There are multiple branches of wireless
communication but this thesis will focus mainly on ad hoc networks and their use for
emergency response communication. In its most basic form, ad hoc networks are composed
of devices that communicate without any predetermined infrastructure. Each user, or node,
in the network acts as both a client and a router. In this way, messages travel along the
network hopping between nodes until it reaches its destination. Each intermediate node
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forwards the information onto the next node. Since only the sender of the message and
the intended receiver have the encryption keys, the message can be forwarded without
intermediate nodes being able to read the message.
There are two main types of ad hoc networks, proactive (table-driven) and reactive
(on-demand). Both types of networks have advantages and disadvantages but the key
diﬀerence is in how they form paths. For proactive routing protocols, paths between nodes
are constantly updated and stored in a routing table. When a message needs to be sent, the
path is ascertained from the routing table and the message is sent along that path. Proactive
protocols requires the least amount of time to send and receive the message but at the cost
of increased overhead traﬃc caused by constantly updating the routing table. For reactive
protocols, the paths between nodes are only determined when a message needs to be sent.
This type of protocol is slightly slower but saves bandwidth since there is no routing table
required to be updated.
Due to it’s dynamic nature, ad hoc networks are perfect for UAV networks since they
can enter or leave the network at any time. Ad hoc networks sense this change in the overall
network and will adjust routing paths in order to avoid communication interruption within
the network.

1.1.3

Unmanned Aerial Vehicles

UAVs are devices capable of both controlled and autonomous flight. As it’s name suggests,
UAVs are controlled without the aid of an on-board human operator. For controlled flight,
signals are received and processed by an on-board microcontroller which then forwards the
appropriate signals to the motor’s electronic speed controllers. For autonomous flight, signals are received by sensors attached to the UAV and then processed by the microcontroller
before forwarding the required signals to the motor’s electronic speed controllers.
UAVs are designed to replace humans in tasks that are considered too ”dull, dirty, or
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dangerous” [5]. As improvements in technology have made IC chips and other equipment
smaller, UAVs have become more suited to nimbler and more precise tasks. Typically,
UAVs are thought of as military technology but recently have started to have applications
in civilian life as well. UAVs can be used for taking videos or photos, for remote sensing,
or even for package delivery [6].
While each UAV design is diﬀerent, each follow a similar pattern. The basic parts
that every UAV must have to achieve flight are the microcontroller, the electronic speed
controllers (ESCs) and the motors. Other equipments such as sensors, antennas and GPS
can be included for additional functions. The microcontroller is the brains of the machine; it
processes inputs and sends the appropriate signals as outputs to maintain and control flight.
Brushless DC electric motors are typically used with UAVs as their power-to-weight ratio
is complimentary to the weight requirements needed to achieve flight.

1.2 Problem Statement
In order to save lives and best respond to any emergency, it is imperative that communication
be established between those aﬀected by the emergency and the emergency responders. With
the onset of wireless mobile phones, this has become much easier to accomplish since those
aﬀected by emergency situations are able to call emergency services without needing to find
a fixed land-line. A problem still exists when the access points (cell towers or base stations)
become damaged or destroyed during the emergency situations, causing communication to
become impossible. When this happens, mobile phones become unable to send or receive
calls, eﬀectively isolating them from communicating with emergency responders.
One solution to this problem is to employ the use of a mobile base station. Mobile
base stations act as a faux mobile cell tower that can route calls through a satellite link.
Typical these mobile base stations are large antennas maneuvered by trucks that are driven
to the aﬀected area. Ground-based mobile base stations are limited to driving on roads and
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are therefore inherently slow. In addition, emergency situations can damage roads making
response times even slower. There is a need for a way to restore communication more
quickly in order to minimize damage to life and property.
The main objectives of this thesis are to:
1. develop an adaptive connectivity algorithm for an UAV network.
2. analyze goodput and energy eﬃciency for an UAV network.
3. evaluate the eﬀect of reuse distance and signal to interference plus noise ratio (SINR)
on an UAV network.
4. investigate security concerns within an UAV network.

1.3

System Model

UAV
Link to ground station
Object of Interest

Radio range of a UAV

Ground station

Figure 1.1: A sample network of 7 UAVs and a ground station where UAVs form a
communication link between the target of interest and the ground station via single or
multi-hop communication.
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The use of an UAV ad hoc network to act as mobile base stations is proposed. Each UAV
in the network would provide coverage for a certain area while also maintaining connection
with the rest of the network (either through single or multi-hop communication). Depending
on the size of the aﬀected area and the number of users aﬀected, a designated number of
UAVs would be deployed to that area. The network will also need to form a connection to
the nearest working mobile access point and begin routing calls through that point. The
UAV network will continue operation until a more permanent solution can be put in place
to restore communication to the aﬀected area.
The design of the system would include deployment centers that act as warehouses. The
deployment centers would house the UAVs until needed and deploy the appropriate number
to the aﬀected area. This number is determined based on the coverage area needed and
the number of users aﬀected. As the area and users increase, the number of UAVs needed
would also increase proportionally. These warehouses also serve as recharge, repair, and
upgrade shops for the UAVs. Battery life is a problem associated with UAV longevity.
Batteries are inherently transient and therefore will need to be replaced or recharged after a
certain amount of time in operation. One solution to this problem is to cycle out UAVs as
their batteries run low. The UAVs are able to fly back to the deployment center and swap
batteries before returning to the designated area to continue operation. Since the UAVs are
assumed to be deployed at the same time, a way to cycle out the UAVs eﬀectively would
need to be determined in order to prevent all of the UAVs from leaving the area at the same
time.

1.4 Thesis Outline
Chapter 2 develops an adaptive connectivity algorithm that prevents collisions within the
network while maintaining connectivity through the use of dynamic power scaling and is
based on ”Enhancing Connectivity for Communication and Control in Unmanned Aerial
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Vehicle Ad hoc Networks”[1] that was presented in IEEE Radio and Wireless Week (IEEE
RWW) 2015.
Chapter 3 presents a performance analysis on the goodput and energy eﬃciency within
an UAV ad hoc network. This chapter is based oﬀ of ”Performance Evaluation of Unmanned
Aerial Vehicle Ad hoc Network”[2] that was presented in IEEE Southeastcon 2015.
Chapter 4 discusses and analyses the eﬀects of signal to interference plus noise ratio
(SINR) and reuse distance on channel capacity. This work is based oﬀ of ”UAV-assisted
Broadband Network for Emergency Response Communication” [3] that was presented in
IEEE Global Conference on Signal and Information Processing (IEEE GlobalSIP) 2015.
Chapter 5 lists and considers the constraints of an UAV network. The available ad hoc
communication protocols for UAV networks as well as security issues are also presented.
Chapter 6 concludes the thesis by presenting an overview of results shown in each
chapter as well as discussing the impact of each. Future works are suggested for continued
research on this topic.
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CHAPTER 2
ENHANCING CONNECTIVITY FOR COMMUNICATION AND CONTROL IN
UNMANNED AERIAL VEHICLE NETWORKS
UAVs working autonomously must be able to sense their surroundings and prevent collisions
with other UAVs in the network as well as other objects. At the same time, the connection
to the network must be maintained to allow for continual flow of data between nodes. The
research presented describes an adaptive connectivity algorithm for use in autonomous UAV
ad hoc networks. The purpose of this algorithm is to prevent collisions between UAVs while
also preventing an interruption in connection caused by the dynamic movement of each node.
The work in this chapter is based oﬀ of the published paper ”Enhancing Connectivity for
Communication and Control in Unmanned Aerial Vehicle Ad hoc Networks”[1] that was
presented in IEEE Radio and Wireless Week (IEEE RWW) 2015 and portions of material
have been copied verbatim.

2.1 Introduction
UAV networks are not only envisioned for military applications to provide battlefield assistance, target detection, tracking and sensing target areas, but also are considered for
civilian applications for monitoring areas that are not easily accessible (such as in disaster situations). Performance of UAV networks depend on connectivity among UAVs and
connectivity between UAV and ground stations since reliable connectivity for single hop or
multi-hop communication is very important to forward time-critical information.
Recent related works concerning the network connectivity in UAV networks include
[7, 8, 9, 10, 11, 12]. The work in [7] has considered connectivity based mobility using
heuristic approach for next direction for a given UAV. The authors in [8] have analyzed
the performance of UAV communication networks with directional antennas to maximize
the throughput and minimize the end-to-end delay. Similarly, Teacy, et al. in [9] have
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integrated an on-line learning procedure and flight path within the network to adapt to the
radio propagation characteristics of an UAV network. Han et al. in [10] have proposed an
approach to improve connectivity using location and movement of UAVs. The authors in
[11] have presented network connectivity in UAV and ground mobile ad hoc networks. The
UAV fleet area coverage with network connectivity constraints has been presented in [12].
Note that the connectivity in UAV networks is directly related to the density of UAVs,
velocity of UAVs, angle of arrival, and transmission range/power used by UAVs and none
of these existing works in the literature consider the joint eﬀect of these essential parameters
in UAV networks.
The goal in this setup is to enhance the connectivity in UAV mobile ad hoc networks
where the transmission range/power of each UAV is adapted based on its local information
(density of UAVs, relative velocity of the UAVs, transmission range/power, and angle of
arrival).
The remainder of the chapter is organized as follows: A system model is presented in
Section 2.2 followed by the connectivity analysis in Section 2.3. The algorithm is presented
in Section 2.4 followed by the simulation results in Section 2.5. Finally, the chapter is
concluded in Section 2.6.

2.2

System Model

In this section, consider a network of UAVs equipped with cameras/sensors for sensing, GPS
unit, and with wireless devices (a transceiver with omnidirectional antenna) for networking
and transferring information to another UAV or a ground station using single-hop or multihop communication as shown in Fig. 1.1. The aim of this network is to sense for monitoring
certain area to provide an overall image where the sensing area is likely not known a priori
(i.e., changes dynamically). In this setup, our main goal is to investigate the network
connectivity based on the density of UAVs, relative velocity of the UAVs, transmission
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range/power, and angle of arrival.

2.3

Adaptive Connectivity Analysis

In an UAV network, once two UAVs are within the communication range, whether or
not they are reachable after certain time t can be checked by using their velocities, their
accelerations and the time interval. For a given UAV with its initial velocity ⃗v (0), the
instantaneous velocity ⃗v (t) at time t is defined as
∫

t

⃗v (t) = ⃗v (0) +

a(y)dy

(2.1)

0

where a(y) is the acceleration of a UAV at time y. Using (2.1), the distance traveled
by a UAV for an interval [0, t] is
∫

t

D(t) =

⃗v (y)dy

(2.2)

0

Thus, using (2.2) for a time interval [0, t], the distances traveled by any UAV can be
calculated. Consider i and j UAVs calculate Di (t) and D j (t) using (2.1). Then the distance
between the UAVs i and j for the interval [0, t], where UAV i is following j and initial
separation distance was z, is given by

De = I (i, j)[Di (t) − D j (t)] + z,

I (i, j) ∈ {1, −1}

(2.3)

where if Di (t) > D j (t), I (i, j) = −1, otherwise I (i, j) = 1. Note that the distance
traveled by the ground/base station D(t) = 0 as it is fixed. After time t, UAVs to be able
to reach wirelessly and UAVs not to crash with others, the following condition (for both
longitude and latitude) should be satisfied

Sd ≤ De ≤ min{{R(n)}∀n } ≤ R

(2.4)
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where Sd is the safety separation distance between UAVs. The transmission range R
can be computed as [13]
√
R=

Pt G c
Pr 4π f

(2.5)

where Pt is transmit power, G is an eﬀective gain, Pr is received power, c = 3×108 m/s is
velocity of light, and f is frequency used to communicate. Maximum allowed transmission
power (i.e., Pt = Pmax ) for a given band f can be used to calculate the maximum transmission
range R. If Sd ≤ De in (2.4) is not satisfied, UAVs must repel each other, otherwise they are
close enough to crash into each other. If De ≤ min{{R(n)}∀n } ≤ R is not satisfied, UAVs
would not be able to communicate with each other using single-hop communication. In
both cases, UAVs change their directions and/or speeds to avoid a collision and maintain
a communication link with each other. In this case, UAV n computes resultant vector by
adding a unit vector in direction θ n (t) to unit vector

⃗vn (t)
||⃗vn (t)||

and the angle of the resultant

vector is the new direction of a given UAV n, θ n (t + 1) based on the angle of arrival. Each
UAV determines the new direction based on current position of the UAV and angle of arrival
from other UAVs. The angle of arrival can be computed with the help of Fig. 2.1. The
dashed parallel lines represents isoplanes for two UAVs, and θ 1 is the angle for UAV 1 in
Fig. 2.1. The distance dT,1 can be expressed as

dT,1 = d 1 cos θ 1

(2.6)

This distance can be expressed as the distance that light travels in τ seconds as

dT,1 = cτ

(2.7)

Note that the propagation delay τ for a signal between source and destination can be
expressed as τ =

m
fs ,

where m is the delay in samples and f s is the sample frequency. Then
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the angle of arrival θ 1 with respect to perpendicular distance of isoplanes is given by

θ 1 = cos

−1

[

cm
d1 f s

]
(2.8)

The given UAV can repeat this process for angle of arrivals for other UAVs and find
θ n , for n = 1, 2, 3.... As mentioned, each UAV knows its current direction (e.g., from an
on-board GPS module) and thus once the given UAV has information about angle of arrival
and direction of other UAVs, it can choose the safe direction to avoid any collision.
UAVs communicate with each other using common control channels and thus each
UAV can estimate actual number of UAVs (Ne ) that are communicating with the given
UAV currently. The total number of UAVs that can be present around a given UAV for a
given maximum transmission range R and number possible parallel paths Pp in space can
be computed as Nt =

RPp
Sd .

Thus, an UAV could estimate a normalized UAV density as

K=

Ne
Nt

(2.9)

Then, based on the estimated normalized UAV density, each UAV can adapt its transmission
range as [14]
√






R ln(R)

R = min  R(1 − K ),
+ αR 
(2.10)

K




where 0 < α < 1 is a constant. For instance, when a given UAV has no neighbors
(i.e., K = 0), it adapts its transmit range to the maximum allowed range using (2.10). Once
the transmission range is estimated by a given UAV, it is mapped with a suitable transmit
power using signal propagation model (2.5). Note that the successful probability (Ps ) for
connectivity can be obtained by taking a ratio of number of UAVs who satisfy (2.4) to total
number of UAVs.
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dT,1
UAV1

d1
UAV0

Figure 2.1: Angle of Arrival Calculation for two UAVs.

2.4 The Algorithm
Based on the analysis presented, a formal algorithm is presented as Algorithm 1.

2.5

Numerical Results and Discussion

In order to illustrate the performance of the proposed approach, an UAV mobile network
of N = 10 UAVs was simulated where each UAV is assumed to be configured with a
fixed transmission range of 200 meters (scenario S1) and with an adapted transmission
range ≤ 1000 meters (scenario S2). Initial speed of the UAV was 3 m/s. The variation of
successful probability vs. the simulation time was plotted for both scenarios S1 and S2 as
shown in Fig. 2.2 (a). It was noted that the successful probability dropped suddenly below
20% in scenario S1 where transmission range was fixed to 200 meters. This happens because
UAVs fly around and they may not have suﬃcient transmission range/power to communicate
with other UAVs while avoiding collision with others. Whereas the successful probability
has never dropped below 80% in scenario S2 where variable transmission range/power is
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Algorithm 1 Adaptive Connectivity for UAVs
1: Input: initial velocities ⃗vn (0), maximum allowed transmit power Pmax , current direction θ n (t),

and safety distance Sd .
2: Output: Adapted transmission range in (2.10), new direction of UAV n: θ n (t + 1), and the

probability of successful connectivity.
3: Initialize a counter: counter = 0;
4: for each sensing time interval, t do
5:
6:

for each UAV n do
if UAV n is connected to base station (BS) by single-hop (i.e., condition (2.4) is satisfied)
then

7:

Estimate the new location after time t based on the current velocity and transmit range.

8:

if UAV n will still be connected to BS based on estimated location in step 7, then continue
with the current settings for UAV n. Increment the counter by 1.

9:

otherwise Adapt the transmission range using (2.10) and change the direction of a given
UAV n towards BS with the help of angle of arrival, and GOTO Step 6. end if.

10:

else if UAV n is not connected to BS then

11:

Check if it has neighboring UAVs. If not, adapt transmission range using (2.10) and check
if it can reach other UAVs. If yes, continue with existing settings and increment the counter
by 1.

12:

Check if at least one neighbor exists, estimate location and check if it is reachable after t
time. If not, change the direction and transmit range, and GOTO step 10. end if.

13:

end for

14:

Successful probability Ps =

15: end for

counter
N ;
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Figure 2.2: The change in probability of successful connectivity after a given time. At time
= 400, a UAV moves in such a way that it is no longer within communication range of the
rest of the network. The adaptive connectivity algorithm is able to increase transmission
power in order to minimize loss of connectivity. The static scenario is unable to adapt and
therefore has a much lower probability of connectivity when such an event occurs.
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used by each UAV. It is worth noting that when direction and transmission rage is adjusted
based on the interaction with other UAVs, each UAV was able to adapt its direction and
transmission range to reach other UAVs.
The variation of connectivity with respect to the number of UAVs for a given area was
then plotted. As expected, connectivity increased with the number of UAVs in both static
and adaptive scenarios but the proposed adaptive approach outperforms the static one as in
Fig. 2.2 (b).

2.6 Chapter Summary
This chapter has presented an analysis for enhancing connectivity in UAV networks using
density, angle of arrival, velocity, and transmission range/power used by UAVs. The
performance of the proposed approach has been evaluated using numerical results obtained
from simulations. The results have shown that the connectivity for UAV network is improved
significantly when the proposed adaptive approach is used.
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CHAPTER 3
PERFORMANCE EVALUATION OF
UNMANNED AERIAL VEHICLE AD HOC NETWORKS
Within an UAV ad hoc network, performance metrics must be known. The research presented in this chapter shows the results of increasing the number of UAVs in the network and
their eﬀect on the total transmission range of the network and the worst case propagation delay. The eﬀect of available transmission time on goodput per unit energy (energy eﬃciency)
and datarate are also compared. This work is based oﬀ of the published paper ”Performance
Evaluation of Unmanned Aerial Vehicle Ad hoc Network”[2] that was presented in IEEE
Southeastcon 2015 and portions of material have been copied verbatim.

3.1 Introduction
UAVs are emerging for diﬀerent applications in many fields [15, 16, 17, 5]. In addition, these
technologies can be implemented with diﬀerent technologies to enhance their capabilities
[14, 18, 19, 20, 21, 22, 23, 24, 25, 26]. and UAVs can be used for everything from
reconnaissance in military uses to photography in the civilian world. These UAVs are
equipped with a microcontroller for processing inputs and can be externally controlled via
remote control if desired. UAVs can also be equipped with wireless transceivers to allow
for communication with other UAVs or with units on the ground. If multiple UAVs are
communicating with each other, they can form an ad hoc network. An ad hoc network allows
for data to be collected at one node within the network and sent to any other node within
the network [27, 28]. Data is routed through the network and the path taken depends on the
routing protocol used. In [29] the pros and cons of diﬀerent routing protocols are discussed;
they consider two kinds of routing protocols: proactive and reactive. Proactive routing
protocols require that each UAV within the network knows the shortest path to any other
UAV within the network. This data is stored into a table and is updated frequently. By having
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to update shortest paths within a network periodically, proactive routing protocols require
a large amount of protocol overhead. This means that a large amount of data is needed
to be sent by the network regularly to maintain connectivity, thus reducing the amount of
available bandwidth within the network. Reactive protocols only require that paths be found
when data needs to be sent which means that there is minimized protocol overhead. While
reactive protocols do require a large amount of protocol overhead, knowing paths ahead of
time allows for a low end-to-end delay time for sending data. Reactive routing protocols
do not have this advantage. When choosing a routing protocol, a tradeoﬀ must be made
between delay time and available bandwidth.
In an UAV network all nodes are connected to a ground station via single or multihop communication. The goal of this network is to relay information from mobile UAV
nodes back to the stationary ground node. This type of technology can be used in disaster
situations where continuous updates are needed but rescue workers cannot reach the target
area in a timely manner (due to debris or other obstacles). UAVs would be able to fly over
the target area and relay information (pictures, videos, etc.) back to the rescue workers to
keep them updated. For an UAV network to be useful in the described situation, it must
maintain both connection and throughput between individual UAVs within the network.
A typical ad hoc routing protocol works well for 2-dimensional stationary networks.
A new routing protocol was proposed in [30] that would work well in a 3-dimensional
heterogeneous network where communication is needed between highly mobile aerial and
ground nodes. The authors consider hierarchical clustering where similar nodes are grouped
into clusters. These clusters are then grouped into levels. Within these levels, a cluster head
is appointed to facilitate communication between levels. This organization of the network
allows for reduced bandwidth as only the cluster heads need to worry about communicating
with other clusters.
Besides for routing, throughput is also extremely important in UAV networks. The
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authors of [31] examine the eﬀects of lossy links on throughput and energy consumption
within a network. The paper mentions that lossy links can have a huge impact on throughput
— in some cases reducing network throughput by up to half. The eﬀects of lossy links
on energy consumption was seen as less significant as compared to throughput. In [32], a
Load-Carry-and-Deliver (LCAD) model is created for use in UAV networks where delaytolerant bulk data needs to be sent. An analysis is done to show how the LCAD model
performs as compared to multi-hop transfer of data. An in-depth throughput analysis for
802.11 multi-hop networks with regards to hidden nodes is done in [33]. Optimum node
density is analyzed in [34] for mobile ad hoc networks relating to transmission power. It
was seen that there is no optimal node density for ad hoc networks. Instead, it was noted
that as node mobility increases, the number of nodes should also increase to achieve the
highest throughput.
The goal of this chapter is to analyze the eﬀect of network size on throughput, energy
consumption and transmission range. While throughput and energy consumption have been
studied in the referenced papers, none of them have taken into account how the size of the
network would aﬀect the various parameters. Simulations are done to show a graphical
representation of the results.
The remainder of the chapter is organized as follows: A system model is presented in
Section 3.2 which describes what our analysis will be based oﬀ of. Section 3.3 consists of
a performance analysis. Simulation results are shown in Section 3.4 and we conclude the
paper in Section 3.5.

3.2 System Model and Problem Formulation
In this section, a network is considered consisting of UAVs equipped with cameras/sensors
for sensing, GPS unit, and with a wireless device (a transceiver with omnidirectional
antenna) for networking and transferring information to another UAV or a ground station
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using single-hop or multi-hop communication as shown in Fig. 1.1. We have considered a
disaster situation where rescue workers are not able to reach a target area in a timely manner.
This network of UAVs is able to configure itself in such a way that it creates a temporary
link between a ground station and the target area. This temporary link provides a crucial
data link to rescue workers as they approach the target area.
In this section, using this system model, the goal is to look into how throughput is
aﬀected by network size, energy consumption and transmission range.

3.3

Performance Analysis

If goodput is considered to be the total amount of useful data transmitted from one node
to another over a certain period of time, the goodput can be calculated using the following
equation:
G=

(d − h) × Np
(1 − p f )
T

[bps]

(3.1)

This equation takes the useful information (d data bits) and subtract out the h header bits.
This is then multiplied by Np number of packets and divided by the total transmission time
T. Consider P f to be the probability of failure. The goodput diﬀers from the throughput
as throughput considers all data, not just the useful information. Goodput is a better
measurement as it does not consider the network overhead. For UAV ad hoc networks,
the data being transmitted by the network is broken into two sections; the data being sent
between UAVs for network control and coordination, and the data being sent and received
from the intended users.
Eq.(3.1) shows the total network goodput. If goodput per UAV is required then it is
needed that all of the UAVs in the network are taken into account. In this type of network,
all users are considered to be equal and share bandwidth evenly. Eq.(3.2) shows the goodput
per UAV by dividing the total network goodput by the number of UAVs. Nuav represents
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the number of UAVs using the same channel within the network.
Gp =

G
Nuav

[bps]

(3.2)

Each UAV in the network will need to use a certain amount of energy to achieve the specified
goodput. That energy is represented as E. An equation can be created to represent the
amount of goodput achievable per unit energy by dividing goodput per UAV, G p , by the
needed energy E.

Ge =

Gp
E

[bps/J]

(3.3)

Looking back to the example of using an UAV network in a disaster situation, it is important
to know the maximum possible transmission range for the network. This is achievable
when each UAV is put into a straight line. Each individual UAV in the network will have
a max transmission range. That transmission range might vary from UAV to UAV. The
transmission range between any two UAVs needs to be the smaller transmission range
achievable between those two UAVs. From Fig.3.1, it can be seen that there are three UAVs
in the network. To get the transmission range of the network, the transmission range of
UAV 1, T1 , must be added to the smaller of the two transmission ranges between UAV 1 and
UAV 2. That sum is then added to the smaller of the two transmission ranges between UAV
2 and UAV 3 and then added the transmission range of UAV 3. This total sum gives us the
total network transmission range, which we will define as Tr . Eq.(3.4) shows how this can
be defined mathematically. The first and last transmission ranges, T1 and Tn respectively,
must be added to the sum of all the intermediate transmission ranges, Ai . The equation for
Ai can be seen in (3.5) and will sum for all UAVs in the network, NU AV .
Tr = T1 + Tn +

N∑
U AV

Ai

(3.4)

i=1

where the value of Ai is computed as
Ai = min{Ti, Ti+1 }

(3.5)
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Figure 3.1: A network of 3 UAVs showing transmission range and distance between UAVs
where distance between UAVs can be computed using GPS locations. Note that the distance
between them depends on relative velocity and direction of travel.

3.4

Performance Evaluation and Numerical Results

Using eq.(3.1), a one megabit data packet being sent over various time periods is simulated.
Time periods ranging from one second to sixty seconds at one second intervals is used. Fig.
3.2 shows the needed data rate to send that one megabit data packet over the specified time
period. From the graph, it can be seen that as the amount of available time increases, the
needed datarate decreases.
Using eq.(4.3) the maximum network transmission range versus the number of UAVs
in the network is simulated. This simulation considers that the UAVs are all at the same
altitude and that the maximum transmission range between any two UAVs is the shortest
Fig. 3.3 shows max network transmission range as a function of the number of UAVs in the
network. The furthest possible transmission range is considered by simulating the UAVs in
a straight line at maximum range from each other. The result is a linear graph showing that
as the number of UAVs in the network increases, the maximum possible transmission range
increases as well.
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Figure 3.2: Datarate needed to transmit a given amount of data vs. the total available
transmission time.
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Figure 3.3: Total transmission range of the network vs. the number of UAVs in the network.
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Figure 3.4: Worst case propagation delay of the network vs. the number of UAVs in the
network.
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Figure 3.5: Amount of data sent successfully (goodput) vs. the probability of a packet
failing to reach the destination.
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Figure 3.6: Goodput per unit energy vs. the number of UAVs in the network.
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Considering the same model as the transmission range graph, the eﬀect on propagation
delay is plotted. Fig. 3.4 plots propagation delay as a function of the number of UAVs in the
network. As the number of UAVs in the network increases, the propagation delay increases
exponentially since each new UAV adds a new point of possible failure.
As mentioned, as more UAVs enter the network, there are more points of possible
failure. Fig. 3.5 shows a one megabit packet being sent through a UAV network with
varying probabilities of failure. Adding additional UAVs to the network increases the
amount of possible points of failure. This probability of failure can range anywhere from
0% to 100%. It can be seen that at 100% probability of failure, no data is transmitted and
at 0% probability of failure, all of the data is transmitted.
This chapter has shown the relationship between network size, transmission range and
propagation delay. Each UAV in the network will require a certain amount of energy to
send data. By summing the energy used by each UAV the total energy consumption of the
network can be known. The aﬀect of increasing the number of UAVs in the network on
energy eﬃciency is also of interest.
Fig. 3.6 shows the eﬀect of an increased transmission time on goodput per unit energy.
It can be seen that as the number of available transmission time in the network increases,
the goodput per unit energy decreases exponentially. This is to be expected since as the
transmission time available in the network increases, the total available data being sent per
unit time decreases. This means that the amount of energy needed per unit time will also
decrease. Two scenarios were presented on the graph; one scenario is analysis of a single
UAV in the network while the second scenario is of 10 UAVs in the network. Increasing
the number of UAVs decreases the available bandwidth for each UAV (shared bandwithd).
This means that less data will be sent per unit time resulting in less energy spent per unit
time.
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3.5 Chapter Summary
An analysis for throughput of UAV ad hoc networks with regards to network size has been
performed. Numerical results obtained from simulations have shown that the performance
of the network depends on the number of UAVs in the networks, the transmission range of
UAVs and their energy consumptions. It has been shown that as the amount of available
transmission time increases, the amount of datarate needed to send a specified amount of
data decreases exponentially. With the knowledge of the needed data rate for a specified
time and data size, transmission range and propagation delay were then investigated. It is
shown that as the number of UAVs in the network increases, the total transmission range
increases but so does the propagation delay. Diﬀerent probabilities of failure are then
considered. It was shown that probability of failure has a linear correlation with the amount
of data received. The last simulation shows the goodput over time of the network per unit
energy for each UAV in the network. If the number of UAVs in the network increases, the
amount of throughput available to each UAV decreases, which in turn decreases goodput
per unit energy for each UAV. From Fig.3.6 it can be seen that the goodput per unit energy
for 10 UAVs in the network is lower than when only one UAV is in the network.
The simulations performed in this chapter can be used to analyze and to add a more
detailed explanation of what factors most aﬀect a UAV network. Future research includes
showing the eﬀect of diﬀerent routing protocols (proactive vs reactive) on the throughput
along with the number of UAVs and transmission ranges of UAVs.
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CHAPTER 4
UAV-ASSISTED BROADBAND NETWORK FOR EMERGENCY AND PUBLIC
SAFETY COMMUNICATIONS
The work in this chapter is based oﬀ of ”UAV-assisted Broadband Network for Emergency
and Public Safety Communications” [3] that was presented in IEEE Global Conference on
Signal and Information Processing (IEEE GlobalSIP) 2015 and portions of material have
been copied verbatim.
Communication during emergency situations is crucial to saving lives. Rescue workers
at an emergency scene need to be able to coordinate and communicate eﬀectively. Despite
the vast improvements in personal communication networks, public safety communication
has been lacking. A recent bill from Congress and the FCC has provided the groundwork
for the creation of a nationwide broadband public safety communication network. This
advancement in technology will allow rescue workers to receive critical information updates
in all forms of media (e.g., video, text and voice). A problem arises when a communication
tower is destroyed; this network will no longer function for that area. A solution must
be created to temporarily cover the partially or completely destroyed network’s or tower’s
assigned area to restore their connectivity and to connect them to the global network.
In this chapter, an UAV network that can be used to route broadband data similar to
a communication tower for when the main network is unusable is designed. Using a
global geolocation map, the optimal/suﬃcient number of UAVs can be sent out quickly
to the geolocation of a destroyed tower and route traﬃc accordingly. UAVs also have the
advantage of being airborne, allowing for better line of sight with ground users. Simulation
results show that the proposed design has better performance in terms of channel capacity
and throughput when signal strength is lower.
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4.1 Introduction
Public safety communication (PSC) is extremely vital during emergency situations [35, 36].
When a disaster occurs, it is important that first responders are able to communicate
and coordinate to prevent loss of life and confusion at the scene. An increase in the
advancement for personal communication technology such as 3G and LTE has been seen but
unfortunately, this same technology has not been implemented for PSC. Adding to this, most
PSC departments (Fire and Rescue, Emergency Medical Services, Police) communicate
using their own separate networks. Even within these separate networks, interference can
cause communication problems. These various problems have led to the FCC and Congress
passing the Spectrum Act which aims to build a unified broadband communication network
specifically for use by public safety operators [4, 37, 38]. The Spectrum Act assigns the
700MHz frequency band for use by public safety operators as well as creating the First
Responder Network Authority (FirstNet). FirstNet is in charge of overseeing the creation
of the nationwide public safety broadband communication network. This new broadband
network should allow for better coordination between diﬀerent public safety departments as
well as allow for voice, video, pictures, and other data to be sent and received. The ability to
send other forms of data (other than voice) allows for rescue workers to be better prepared
when they arrive at an emergency scene. Things such as floor plans, civilian information
and other data can be known beforehand.
The most likely configuration of the infrastructure of this network will consist of communication towers strategically placed throughout the nation to allow for total coverage.
The problem with this type of statically placed network is that if a tower is destroyed or otherwise made unusable, how do you recover quickly? Constant coverage and communication
is vital for public safety and cannot aﬀord downtime. One approach to solve this problem
would be to implement cognitive radio with software defined radio [21, 39, 40, 41, 42, 43].
Cognitive radio allows devices to senses the frequency bands and determine if they are
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Figure 4.1: Typical scenario of cellular network with controller, disaster response center
and disaster aﬀected area.
being used or interfered with. If the standard communication frequency is being blocked,
cognitive radio allows the device to scan for another suitable frequency. When a suitable
frequency is found, it can communicate on that frequency. Another proposed solution is
to form wireless mesh networks with devices in the aﬀected area [44, 45]. Smaller mesh
networks between first responders can be formed allowing direct communication between
them. This network can also relay information to a bigger area mesh network consisting
of diﬀerent PSC departments. This bigger area mesh network be used to monitor each
department and make actions accordingly. All of these approaches assume that every first
responder in the area will be deployed with their technology. If any of the PSC or departments do not have the technology, their solution will not work. Instead of focusing on the
users of the network, this chapter will focus on quickly and eﬃciently repairing the network
which is not considered in the existing works. In this chapter, the goal is to design a disaster

41
response communication network to reconnect (completely or partially) destroyed areas to
the backbone communication networks using UAVs equipped with both cognitive radio and
base station like capabilities with heterogeneous broadband networking features.
The remainder of this chapter is organized as follows: Section 4.2 describes the system
model and problem statement where a solution for how to quickly provide communication
when a tower is destroyed is proposed. Section 4.3 presents analysis followed by simulation
results in Section 4.4. Section 4.5 concludes the chapter.

4.2

System Model

Disaster R esponse
C enter 1

C ellular systems
controller and database

Disaster R esponse
C enter 2

C ellular network and disaster affected area

Figure 4.2: Destroyed communication tower being covered by a network of 5 UAVs where
these UAVs communicate with each other and nearby towers to be able to restore communication to the aﬀected area.
A disaster situation where multiple public safety departments have been called to
the area is considered. Rescue workers need to be able to communicate with workers in
their department as well as with other departments. The use of the broadband network
described in the introduction would allow for this. With the infrastructure for this network
in place, two diﬀerent problems are considered that could arise at the rescue area. The first
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problem that could happen is that the infrastructure could be destroyed during the disaster
and make communication on the network unavailable. The rescue workers in the field
would be unable to communicate with each other and with other departments. This loss of
communication can lead to ineﬃciency and loss of life. The second problem is that outside
interference could make communication on the standard frequency unavailable. Again,
communication is being blocked but this time the network is still available but unreachable
due to interference. In both problems, communication through the broadband network is
not possible due to outside influence. A solution to both of these problems is needed.
Adding multiple database centers to the infrastructure of the new public safety broadband network is proposed. Each database center would be responsible for a certain area
around itself and monitoring the status of communication towers within that area. These
database centers should be strategically placed to allow for eﬃcient coverage of a large area.
Communication towers should have the ability to scan the communication frequency and
determine if interference is present. If interference is present, a signal should be sent back to
the database requesting UAV support. Along these same lines, the communication towers
should also periodically send a heartbeat packet to the database centers. The heartbeat
packet would mean that the tower is operating correctly. If the heartbeat packets fails to
be sent within a certain threshold time, the tower will be considered destroyed and will
result in UAVs being sent to the tower. In both scenarios, UAVs are sent to the area to
support the tower. In the case of interference, the UAVs should be able to communicate
using a diﬀerent frequency to allow traﬃc to be routed to the nearest working tower. For
both scenarios, the number of UAVs depends on the coverage area of both the individual
UAVs and the unusable communication tower. The number of UAVs needed to fill the
coverage area of the tower is known as a packing problem [46]. Optimization must be done
to determine how to eﬃciently place the UAVs with minimal overlap while still filling the
desired area. To avoid inter-cell interference [47], UAVs choose their frequency based on
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the index F = [(i + 1)x + y] mod Cs for a given center cell’s location (x, y) where cluster
size Cs = i 2 + i + 1.
In this chapter, the goal is to cast a problem to design a UAV network to reconnect
completely or partially destroyed communication networks where UAVs are equipped with
both cognitive radio capability and base station with heterogeneous networking features.

4.3

Analysis

Several factors need to be considered to optimize this solution including response time,
propagation delay and channel capacity. Each database center will have knowledge of the
location of each tower within range as well as the status. From this location, the distance
to each tower can also be found. If the distance to a tower, D is known and the velocity of
a UAV, V , is also known the total flight time to a location can be found. This flight time
is crucial to determine if a UAV should be sent from one disaster response center or from
another center.
TFlight =

D
V

(4.1)

The flight time from a database center to a destroyed tower was shown in eq. (4.1). This
can be added together with the activation time of the UAV and the setup time to determine
the total response time.
TResponse = TActivation + TFlight + TSensing + TSetup

(4.2)

The time it takes for the database to acknowledge that a tower is oﬄine as well as the
time it takes for the UAV to turn on is represented by TActivation . It is shown in eq. (4.1) that
TFlight is the flight time to the location. Once the UAV reaches the target location, the time
it takes for the UAV network to tune to right frequency using cognitive radio is TSensing and
to orient itself as well as establish a connection to the existing network and begin routing
communication is represented by TSetup . The cell frequency has to be replaced by the UAV
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network by following the non-overlapping frequency allocation scheme to avoid inter-cell
interference. This response time can be used to determine which database center to request
UAVs from when there multiple disaster response locations. The obvious choice would
be to send UAVs from the closer response center with the exception being if the nearest
response center has not suﬃcient UAVs or has already sent out all of its available UAVs. In
this case, the next closest response center would need to be chosen.
Sometimes a daisy chain of UAVs needs to be created to form a link to the nearest
communication tower. Such a scenario could occur if a remote tower becomes destroyed
and there is secondary tower for the area. A line of UAVs could be used to eﬀectively
route information to the nearest tower. Consider N number of UAVs, the max linear
coverage distance can be defined by eq. (4.3) Tr is the max linear coverage distance of
the UAV network. T1 is the transmission radius of the first UAV in the chain and TN
is the transmission radius of the N th UAV. Each intermediate UAV can have their own
transmission radius and so it is important to consider the minimum transmission range
between any two UAVs. The equation states that the total linear transmission coverage is
given by the transmission radius of the f ir st UAV plus transmission radius of the N th UAV
plus the sum of the minimum transmission range of each of the intermediary UAV hops.
In this way, the number of UAVs needed to form a chain from one area to another and the
needed transmission ranges of each can be found.

Tr = T1 + TN +

N−1
∑

min{Ti, Ti+1 }

(4.3)

i=1

It should also be noted that diﬀerent frequencies will aﬀect the maximum achievable
transmission range attainable by the UAVs. It is shown in eq. 4.4 and in Fig. 4.4 as the
frequency increases, the maximum possible transmission range will decrease. The typical
operating frequency for modern cell phones range from 900 MHz to 2100 MHz. The graph
provided shows that increasing the operating frequency results in a decreased maximum
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transmission range.

d max

c
=
4π f

√

Pt
Pr

(4.4)

When multiple UAVs replace destroyed cell tower(s), there will be multi-hop communications to fill the gap. The channel capacity (bps/Hz) [48] per UAV is given as
(
) −1
B RD
C=
log2 (1 + γ k )
K R

(4.5)

where B is the channel bandwidth in hertz, K is the number of sub-channels for UAVs, RD
denotes the reuse distance (between nearest co-channels in the networks), R denotes the
distance between two nodes, and γk is the signal-to-interference-plus-noise ratio (SINR).
The SINR is given as
γk =

Pt .R−α α+1
K
= σ s2 /σn2
B.N0

where Pt is the transmit power, α path loss exponent, σ s2 is the variance of the received
signal (when it is independent and identically distributed or i.i.d.) with zero mean, and
N0 = σn2 is the noise variance (that corrupts the received signal assumed to be the Additive
White Gaussian Noise (AWGN) and i.i.d.).
Given multiple UAVs in a network, the worst case propagation delay can be calculated.
The absolute worst case propagation delay will occur when a message needs to be sent from
one side of the network to the other that hops in between all UAVs in the network. Pd is the
worst case propagation delay, N is the number of UAV hops, Td is the propagation delay
between the kth UAV and the k + 1th UAV. The sum of all of the propagation delay hops
will give you the worst case propagation delay of the network.

Pd =

N−1
∑

Td (k, k + 1)

(4.6)

k=1

Consider that the total of PJ packets of BpJ bits/packet are transmitted through UAV
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networks. Then the throughput for N-hop UAV network is given by
θ=

BpJ .PJ
B
∑
Pd
∀i (PJ + K − 1 + i)pi

(4.7)

where pi is the probability of packet transmission for a given duration. This probability
depends on average packet error rate p which is p = 1 − (1 − pb ) pBJ for average bit-error-rate
(BER). The pb , for quadrature phase shift keying (QPSK) and Gaussian approximation of
interference, is
1
pb = er f c
2

(√

γk
2

)
(4.8)

where er f c(.) is the complementary error function.

rj
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Figure 4.3: Overlap of two UAVs’ transmission ranges.
Since there is a reuse distance in cellular UAV network, the system throughput is
(

RD
Θ=θ
R

) −1
(4.9)

Each communication tower will have a set transmission range that needs to be covered
by one or more UAVs if the tower is destroyed. The most optimal packing configuration
that covers all of the area with limited overlap between UAVs will results in roughly 20.9%
overlap [49]. Since signal quality tends to dissipate toward the edge of the transmission
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range, the overlap is acceptable. The radius of each UAV transmission range is defined as
r and ci − c j

2

as the 2-norm distance from one UAV to another. The overlap of the two

transmission areas can be defined as the subtraction of the radii and the 2-norm distance as
shown in Fig. 4.3.
O = ri + r j − ci − c j

2

≥0

(4.10)

The goal is to reduce the overlap distance and find optimal number of UAVs needed to
connect the disconnected network. If the total coverage area of the communication tower
is defined as At and the coverage area of the UAVs as Au , then the minimum number of
UAVs needed to cover the area would be defined as a fraction of At over Au multiplied
by the packing density, ρ p =

O
r i +r j .

It is known that the percent of overlap for an optimal

packing configuration is roughly 20.9%, so the packing density should be one plus the
overlap percentage or 120.9%.
N=

At
ρp
Au

(4.11)

4.4 Performance Evaluation and Results
To corroborate theoretical analysis, first the number of UAVs (that are needed to connect
the destroyed area with the rest of the network) for a given cell of a given transmission range
of 1000 meters is plotted as shown in Fig. 4.5. The equation given in (4.11) shows that the
total coverage area divided by the UAV coverage area and then multiplied by the optimal
packing density gives us the number of UAVs needed. This will allow the response center
to decide how many UAVs to send to a designated area to reconnect the destroyed area to
the backhaul network.
From Fig. 4.5, as expected, it is observed that total number of UAVs decreases with
their increasing transmission range. When a UAV is capable to cover entire destroyed cell
area, then only one UAV is needed. However, to cover a given destroyed cell of 1 km, 2
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Figure 4.4: Assume a transmission power, Pt , of 2 watts and a threshold received power,
Pr , of -90dBm (10−12 watts). The frequency range listed is from 900 MHz to 2100 MHz
which is the typical cell phone operating frequencies. Note that increasing the transmission
frequency results in a decreased max obtainable transmission range.
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Figure 4.5: Given 1 km transmission range of a original cell tower, the amount of UAVs
needed are shown based on their respective transmission range.
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UAVs are needed when they have their transmission range from 600 m to 900 m.
Next, the variation of channel capacity versus the diﬀerent SINR values for

RD
R

= 4,

path loss exponent α = 2 and diﬀerent K values is plotted as shown in Fig. 4.6. From Fig.
4.6, it is observed that as K increases (which maximizes the frequency reuse distance) the
channel capacity decreases for high SINR. For higher K, the channel capacity is higher as
multiple UAVs are close by from users with high transmit power (hence the SINR) compared
to 1 hop network with large distance where it is diﬃcult to receive enough power (resulting
in weak SINR).
Similarly, the variation of channel capacity versus the diﬀerent

RD
R

values for SINR

γk = 10dB, path loss exponent α = 4 and diﬀerent K values was plotted as shown in Fig.
4.7. From Fig. 4.7, it was observed that the multi-hop UAV network achieves larger channel
capacity than 1-hop network. The reason is that the received SINR increases with number
of UAVs or K since the distance between the transmitter and receiver becomes shorter and
received power becomes stronger.

4.5 Chapter Summary
In this chapter, an UAV-assisted wireless network to connect the disconnected network
which is destroyed by natural or man-made disasters was designed and analyzed. In the
proposed work, cloud based distributed database centers monitor the overall network and
provide feedback to the emergency response centers when needed. When a communication
tower is determined to be inoperable, emergency response centers deploy UAVs to establish
the network on the fly by implementing suitable UAV packing to find the optimal number
of UAVs and by providing geolocation to route the UAVs to the target location to recover
communications in the aﬀected area. The numerical results suggested that there are significant improvement in channel capacity and throughput after deploying UAV network to
reconnect the destroyed network even in low SINR region. The optimal number of needed
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UAVs for a given communication tower based on the coverage area of both the tower and
the UAVs is also shown. It was noted that a tradeoﬀ must be made between coverage area
and propagation delay when deploying UAV networks for public safety communications.
Future work includes looking into the number of users that can be covered by each UAV
and how to handle if multiple UAVs are needed to cover the same area to provide suﬃcient
wireless users.
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CHAPTER 5
ROUTING SECURITY IN UAV-SUPPORTED MOBILE
NETWORKS FOR DISASTER RESPONSE
COMMUNICATION
During a disaster situation, communication between emergency responders is critical for
relaying important information and sustaining an eﬃcient rescue operation. Often during
these disaster situations, communication infrastructure becomes damaged and made unusable. Without communication infrastructure responders are unable to transmit important
information back to their headquarters. One possible solution is to make use of UAVs to
act as mobile base stations that are capable of temporarily restoring vital communication
to users. UAVs can be equipped with sensors and other important equipment that allow
them to navigate autonomously to a disaster location and begin routing communication
traﬃc. Such UAVs could provide communication between emergency responders as well as
provide limited public communication channels as well. In this chapter, the diﬀerent types
of routing protocols that can be used in mobile ad hoc networks as well the diﬀerent types
of attacks that can occur will be discussed. Proposed solutions to preventing these attacks
are presented with a focus on security of the overall network.

5.1 Introduction
Disasters can strike at any time, causing damage to an area. When a disaster occurs,
emergency responders are called to this damaged area to quickly bring relief and restore order. These emergency responders require communication and coordination to best respond
to an emergency situation. Since emergency responders are typically mobile, wireless
connections are used to establish this communication and assist with coordination.
For cellular communication, a wireless connection to the public telephone network
is established through the local cell tower. During a disaster, these towers can become
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damaged and made unusable. If this occurs, wireless communications that rely on these
towers and on the public telephone network will not work. Without access to the public
telephone network, emergency responders are limited to local communication (if peer-topeer communication is available). In order to solve this issue, UAV Ad hoc networks
can be used to restore communication with the public telephone network [50, 51, 52].
UAVs can form a mesh network (peer-to-peer) in the aﬀected area and span to the nearest
cell tower communication range. Once set up, the UAVs can act as mobile base stations
and start routing traﬃc to and from the cell tower. The use of these UAV mobile base
stations would allow for emergency responders to continue using public cellphone network
for communication even if the local cell towers are damaged or destroyed. UAVs are a
temporary solution to restoring communication due to the fact that the power source is
limited. A more permanent network must be set up as soon as possible. The UAV network
would be used to restore communication quickly while a more permanent network can be
moved into place.
Emergency responders are typically thought of in three departments: Fire and Rescue,
Emergency Medical Services, and Police. Each of these departments maintain their own
communication channels and protocols, which means that coordination between the diﬀerent
emergency departments is diﬃcult. The Federal Communications Commission (FCC) and
Congress have recently passed the Spectrum Act [4], which paves the path for designing a
combined communication network specifically for use by emergency responders. This new
combined communication network would allow for all emergency responders, no matter
the department, to communicate and coordinate eﬀectively. The Spectrum Act reserves
the 700MHz frequency band for communication among these responders. In addition to
reserving the 700MHz frequency band for emergency responders, the Spectrum Act also
creates the First Responder Network Authority (FirstNet). FirstNet is tasked with creating
a nationwide Public Safety broadband communication network that to link communication
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for all emergency responders. This nationwide network would allow for more than just
voice to be sent over the coordinated network. Multimedia messages such as video, pictures
and other data would be able to be sent and received. The ability to send broadband data
other than just voice would better prepare responders for emergency situations before they
arrive at an aﬀected area. The proposed UAV Ad hoc network should be able to integrate
in with a broadband network and send the same necessary data.
The previous work mentioned had focused on the structure and communication range
metrics associated within a UAV ad hoc network. For this chapter the security challenges
related to UAV ad hoc networks as well as how to prevent most types of attacks will be
investigated. The rest of the chapter is organized as follows: Section 5.2 discusses the
necessary constraints in UAV ad hoc networks. Section 5.3 will go into detail about the
system model and how UAV Ad hoc networks can be used to restore communication during
disaster scenarios. In Section 5.4 the diﬀerent communication protocols available for ad
hoc networks are considered. Section 5.5 focuses on the available security techniques for ad
hoc networks as well as the advantages and disadvantages of each. The research challenges
are discussed in Section 5.6. The chapter concludes in Section 5.7 and wraps up with future
works.

5.2

UAV Ad hoc Network Contraints

There are a number of factors that must be considered when dealing with UAV ad hoc
networks as compared with traditional ad hoc networks. As shown in [53], these diﬀerent
features are node connectivity, node density, energy constraints, node mobility, and delay
constraints. Each of these factors aﬀect a UAV ad hoc network diﬀerently than would be
considered in traditional ad hoc networks due to the mobile and aerial nature of UAVs.
• Node Connectivity: For UAV ad hoc networks, it cannot be considered that the
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connection between two nodes will be constant or consistent. Depending on the
mobility of each node and the interference at it’s location, the connection between
two nodes can be degraded or even severed. If this occurs, the connection must be
reestablished either through single or multi-hop communication. If a node leaves the
network, then protocols must detect this quickly and update any routing schemes to
reflect this change.
• Node Density: As compared to traditional ad hoc networks, the node density of UAV
ad hoc networks is much less. Each UAV is able to have a much greater coverage
area due to it’s three-dimensional nature and ability to quickly change positions.
Since UAVs are aerial vehicles, they are able to configure themselves in a much more
eﬃcient way so as to cover the greatest possible area. As long as communication
exists between each of the nodes within the network, UAV networks are capable of
maintaining low node density.
• Energy Constraints: UAV ad hoc networks rely on the UAV itself for power. Usually
a single battery provides power for both the movement and control of the UAV as well
as the communication equipment. Due to this shared power source, the life time of
a UAV node is limited. When the power of one node becomes drained, the network
must reconfigure itself to adapt to the loss of a node.
• Node Mobility: Each node within this type of network is a UAV. This means that
the node is capable of quickly moving from one place to another. While other types
of ad hoc networks, such as vehicular ad hoc networks, share this same feature, they
do so while assuming a two-dimensional plane. For UAV ad hoc networks, the node
are capable of moving in three-dimensional space. This extra movement means that
it is more common for nodes to quickly leave and enter the network. Communication
between nodes must be quick so that data is not sent to a node that is leaving the
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network.
• Delay Constraints: Building on the last constraint, nodes must be able to send
data quickly in order to prevent having to resend data if a node leaves the network.
Another reason data must be sent and received quickly is due to the fact that UAV
ad hoc networks also talk to neighbor nodes to regularly update positional data. If
neighbor nodes did not update position data frequently, nodes could collide.

Public
Telephone
Network
Figure 5.1: Unmanned Aerial Vehicle (UAV) ad hoc network connecting and routing
communication between two disjointed cell towers. Such a network can connect users
and devices cutoﬀ from the Public Telephone Network due to a damaged or destroyed cell
towers.

5.3

System Model

UAVs are flying vehicles that are either controlled remotely or controlled autonomously;
for this chapter, the UAVs will be considered to be controlled autonomously. Autonomous
flight is achievable through the use of various sensors and equipment on the UAV itself;
these sensors and equipment includes GPS, magnetometer, gyroscope, and accelerometer
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all controlled and managed by a microcontroller. The microcontroller reads data from
each of the sensors and adjusts it’s current position, velocity and direction in order to
maintain a stable flight path. The UAV network would be given a location to fly to and it
would automatically determine the best path and avoid obstacles en route to the location.
Once at the location, multiple UAVs would form an ad hoc network and begin routing
communication data through to the nearest cell tower.
When a network is able to be formed between multiple devices without the use of a
preexisting infrastructure, this is called an ad hoc network. UAVs are able to form these
ad hoc networks between themselves to extend their eﬀective range or to cover more area.
If equipped with the necessary equipment, a UAV ad hoc network could route cell phone
communication over large distances (depending on the size of the UAV network). The
network would form a connection between the nearest cell tower and the desired location
allowing all cell phone communication in the area to be routed through the connected
tower. This can be very useful during disaster situations as communication infrastructure
can become damaged or destroyed.

5.3.1

Scenario

Consider a disaster scenario (such as an earthquake or tornado) where damage to the local
cell tower has occurred. This cell tower is no longer able to send or receive information from
mobile users. As emergency responders arrive at the location, they are unable to connect
with their headquarters or dispatcher to request equipment or other necessities; hospitals
can not be contacted to determine if they have space for more patients. A solution is needed
to restore mobile communication quickly after a cell tower becomes unusable in order to
restore communuication. Traditional systems are able to bring in a temporary system (such
as a generator and mobile base station) but it takes time, especially if damage to the driving
infrastructure occurred. The proposed system discussed earlier would be able to restore
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communication as soon as possible. UAVs benefit from the ability to fly to the location.
Flying to a location means that UAVs can avoid obstacles and terrestrial damage that might
have occurred. This aerial ability also means that a direction path from the takeoﬀ location
to the destination can be followed. The following subsections will discuss the system in
detail.

5.3.2

UAV Mobile Base Stations

Each UAV acts as a mobile base station. By forming an ad hoc networks with other UAV
base stations, the range of coverage can be extended to virtually any area. This area covered
by these UAVs would route traﬃc through the UAV network to the closest working cell
tower. From there, the communication is routed to the public telephone network and on
to the requested destination. Since UAVs are battery powered, the individual nodes within
the network can only exist temporarily before they must be replaced or recharged. One
such solution to this is to rotate out depleted nodes with fresh UAVs. A more practical
solution is to deploy a more permanent system (such as a static ground based network) that
can be directly connected to the public telephone network). Airborne vehicles are able to
reach a location much quicker than ground-based counterparts and therefore are beneficial
for immediate response. The ideal system would deploy both UAV and ground nodes with
ground nodes being a more permanent communication system (until the cell tower can be
repaired). The UAV network would aim to restore communication as quickly as possible so
as to minimize damage to life and property while the ground network would take over as
soon as it is able.

5.3.3

Deployment Centers

Using certain criteria and metrics, deployment centers would be positioned throughout an
area. Each deployment center is responsible for it’s own sub-area. Inside these centers
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are housed multiple UAVs that can act as mobile base stations. The UAVs are housed
and maintained until they are needed. When a disaster occurs and damages part of the
communication network, a signal is sent to the deployment center and activates the necessary
number of UAVs. This number is based on the number of communication devices predicted
to be in the area as well as the total area needed to be covered. These UAVs then fly out to the
disaster aﬀected area and form mesh networks to restore communication and reconnect it
with the existing communication network. Since UAVs are battery operated, they are only a
temporary fix for the destroyed communication infrastructure. The advantage of this system
is that they are much quicker than the more permanent land based counterparts. Deployment
centers house the UAVs until they are needed. Updates to the UAVs and maintenance are
also done. Charging of batteries, etc. Deployment centers are strategically placed based
on certain metrics. When a disaster is detected, UAVs would be deployed to the are to
restore communication. Diﬀerent metrics can be seen in [51]. After a more permanent
communication system is set up, the UAVs would return to the deployment center to await
further instruction and recharge.

5.4

Routing Protocols for Mobile Ad Hoc Networks

There are many types of ad hoc routing protocols used for mobile networks. In this chapter
the focus will be on Proactive, Reactive, and hybrid protocols. The benefits, challenges
and uses of each type of protocol will be listed. Proactive and Reactive protocols each
have benefits and challenges that are opposite of each other while hybrid protocols take
the benefits of both networks. UAV networks must have a trade oﬀ with these protocols.
UAVs require that data sent through the network have a low end-to-end delay in order to
counter any changes in the node architecture that can occur. At the same time, power and
bandwidth are limited for this type of network. A protocol for a UAV network must be
chosen such that it works best for the required task. Proactive protocols work best for
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maximizing connectivity and minimizing propagation delay while reactive protocols work
best for minimizing energy consumption and bandwidth usage.

Routing Protocols for
Mobile Ad hoc
Networks

Proactive
(Table-Driven)

OLSR

DVR

Reactive
(On-Demand)

AODV

DSR

Hybrid

TORA

ZRP

Figure 5.2: The groupings of diﬀerent types of Mobile Ad hoc Networks

5.4.1

Proactive Routing

Proactive Routing protocols frequently update their routing tables to have the most up to
date information about routes to any node on the network. These types of protocols will be
able to always know the quickest path to any node but are not able to react to restructuring
of the network. These networks also have a lot of overhead traﬃc as the routing tables
must be constantly updated if they wish to maintain the best path to any node within the
network. For UAV networks, the quickest path to any node must be known in order to
maintain connectivity with the network. The protocol used must be able to react and know
if any node leaves or enters the network.
• Optimized Link State Routing (OLSR): Optimized Link State Routing or OLSR
is a proactive routing protocol used in mobile ad hoc networks. In this type of
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Reactive
Routing
Protocols
Delay Time

Proactive
Routing
Protocols

Amount of Overhead Traffic Generated

Figure 5.3: Increasing the amount of overhead traﬃc (the control signals and other path
information) results in the delay time associated with sending a message from one point of
the network to the other to decrease.
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routing, each node within the network creates a set of neighbor nodes to use as
multi-point relays. These relays are used to forward control traﬃc to other nodes
within the network. Since only the multi-point relays forward control traﬃc, this
reduces (optimizes) the amount of control traﬃc that gets sent within the network.
The key benefit of OLSR over other types of routing protocols is that it reduces the
traﬃc associated with proactive routing protocols while still maintaining the most
up-to-date routing paths to any node within the network.
• Distance Vector Routing (DVR): Distance Vector Routing is another type of routing
protocol where each node does within the network does not know the fastest path to
any other node within the network. Instead, these nodes keep a table of the distance
and direction to all of it’s neighbor nodes. When a message needs to be sent over
multiple nodes, the initial node sends it to the closest neighbor node in the correct
direction. This next nodes in the path do the same thing until the destination is
reached. Since only the distance and direction to each neighbor node is needed, this
further reduces the amount of control traﬃc that is sent in this type of protocol (as
compared to OLSR).

5.4.2

Reactive Routing

In Reactive Routing, the path to any node within the network is not known until it is needed.
The path is discovered by flooding the network with queries to determine a suitable path.
Since paths are only discovered based on when they are needed. This type of protocol
typically takes longer to send messages than proactive routing protocols. This disadvantage
is countered with the fact that very little overhead is needed for reactive routing protocols.
For UAV networks, computing power and bandwidth is limited as multiple nodes exist in
any network. In this way, reactive protocols save on both bandwidth and energy eﬃciency.
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• Ad hoc On-Demand Distance Vector (AODV): Ad hoc On-Demand Distance Vector
routing uses three diﬀerent types of messages when determining a route: Route
Requests (RREQs), Route Replies (RREPs), and Route Errors (RERRs). Route
Requests are initially sent to flood the network and wait for a reply to determine a
viable route. If a Route Reply is received, the network knows that the destination can
be reached though that particular route. Route Errors notify the network if a break
in the active route occurs. There messages only need to be used when a direct link
(single hop link) cannot be established between two nodes. This type of routing is
used in Zigbee networks.
• Dynamic Source Routing (DSR): This protocol is similar to AODV, but uses source
routing instead of routing tables. In source routing, the path through the network is
sent from the source of the message. This is diﬀerent from a routing table in which
each node updates the best path from one node to another. Source routing follows
only the path specified by the source. This type of routing prevents attacks by making
it more diﬃcult to reroute the message during transmission. There are two major
phases for this protocol, Route Discovery and Route Maintenance. Route Replies are
sent when a message reaches it’s destination.
• Temporally Ordered Routing Algorithm (TORA): Temporally Ordered Routing
Algorithm is a flat, non-hierarchical routing algorithm. It consists of three major
phases: Route Creation, Route Maintenance, and Route Erasure. A route is initially
created in Route Creation. This route is monitored and maintained in Route Maintenance. When a route is finished and no longer needed, it is forgotten in Route Erasure.
Based oﬀ of these phases a Directed Acyclic Graph at the destination is formed. This
graph is used to represent the route from any point to the destination.
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5.4.3

Hybrid Routing

Hybrid routing protocols are able to benefit from both previous types of protocols. This
subsection will focus solely on the Zone Routing Protocol and show how it takes the best
of both proactive and reactive protocols.
• Zone Routing Protocol (ZRP): This type of routing is designed to speed up delivery
and reduce overhead by selecting the most eﬃcient type of protocol to use at any
point in the route from one node to another. Establishes zones based on needs and
availability. Diﬀerent zones are created within the network that run diﬀerent types
of routing protocols based on location and need. If one part of the network benefits
greatly from a reactive protocol while another benefits from a proactive protocol,
those two zones can run the necessary routing protocol and still work with each other.

5.5 Security in UAV Ad hoc Networks
Security in ad hoc networks is diﬃcult due to the fact that each node is considered both a
router and a client. Each node must decide if it trusts the other nodes in the network. As
nodes join or leave a network or as nodes move within the network, the network topology
changes and route are shifted. This makes securing the network a challenge. For UAV
networks, the nodes are even more mobile. UAVs move in and out of the network much
more quickly than traditional ad hoc networks. There are other features that also cause
UAV ad hoc networks to be vulnerable to attacks as well and can be found more in depth in
[54, 55]

5.5.1 Confidentiality, Integrity, Availability Triad
Security for any network can be broken into three diﬀerent areas: Confidentiality, Integrity
and Availability. This is called the C.I.A. triad. For UAV networks, the same approach can
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be applied as it is required that the data being sent between nodes needs to be as secure as
possible. For multi-hop communication is is important that intermediate hops are not able
to read the data being forwarded. Attackers can gain access to the network if this triad is
not followed. Each part of this triad is explained below with examples pertaining to UAV
ad hoc networks. Further information on the types of attacks regarding each of these can
be found in [56].
• Confidentiality: In security, confidentiality means that unauthorized users should not
have access to important or sensitive data. At the same time, authorized users should
be able to access this data. In UAV ad hoc networks, this means that attackers should
not have access to data being transmitted. Since data is sent wirelessly, attackers will
be able to pick up data being transmitted if they are within range. In order to combat
this wireless challenge, data should be encrypted in such a way that even if attackers
are able to collect the data, they are unable to decrypt it.
• Integrity: The integrity of data should be maintained. For example if data is sent
between two nodes, attackers should not be able to modify the data without the
legitimate users being aware. Encryption of the data should be set up such that
any modification to the data being transmitted would be instantly recognized at the
receiving node.
• Availability: Availability of the data and network should be near consistent. Attacks
focusing on causing disruption to the network should be resolved quickly as to minimize down time of the network. This is especially important for UAV ad hoc network
as any disruption to the network could cause a catastrophic failure.
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5.5.2

Routing Attacks

There are many diﬀerent types of attacks that can occur in an ad hoc network. A few selected
attacks are listed below with more in-depth discussion located in [57, 58, 59, 60, 61, 62]
• Wormhole Attacks: Wormhole attacks work by creating a link between two nodes
within an ad hoc network. This link can occur between two nodes that are not
typically close to each other (in other words, more than a single hop away). The
wormhole receives data from the source node and passes it onto the destination.
Since the destination receives data through the wormhole, it assumes that the source
is now one hop away. The routing table is updated and will now see the source
as a neighbor node. An attacker can do two things with this wormhole: denial of
service and eavesdropping. By routing the information from source to destination,
an attacker is able to also see all the information being sent. If the attacker also has
the cryptographic keys of the network, then they would be able to read the encrypted
data as well. The second type of disruption that a wormhole attack can generate is
a denial-of-service attack. By switching the wormhole on and oﬀ periodically, the
routing tables in the network would need to be updated. The overhead traﬃc caused
by the updating of the routing tables would slow the network tremendously.
• Blackhole Attacks: In this type of attacks a malicious node enters the network. By
sending out routing information to neighbor nodes and pretending to have the best
routing path to any node, the attacker node is able to trick all neighbor nodes to
route information to itself. Once the data is received, the attacker node drops packets
instead of forwarding them to the appropriate destination node. This type of attack
prevents data from being sent through the network as all of it is instead routed to the
attacker node.
• Rushing Attacks: A Rushing Attack works similar to a wormhole attack. Two
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Attacker

Wormhole Route

Figure 5.4: A wormhole attack where an attacker node routes data to another part of the
network while eavesdropping on the information. This attacker node can be turned on and
oﬀ to cause havoc with the routing table in the network.
attacker nodes work together and enter an ad hoc network. These nodes form are
assumed to have a dedicated path between each other and span from one part of the
network to the another. Since a dedicated path exists between the two attacker nodes,
this path is assumed to be fastest and is used over other multi-hop paths. Data sent
through the attacker nodes can then be read and forwarded or the data can be dropped
(preventing the network from communicating).
• Link Spoofing Attacks: In Link spoofing, an attacker broadcasts to the rest of the
network that it has a one-hop connection to non-neighbor nodes. This means that
neighbor nodes attempting to reach that distant node through the fake link will send
data to the attacker node to forward on the data. The attacker node can then drop the
data to disrupt data flow within the network or it can forward the data after reading
or modifying it.
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• Node Spoofing Attacks: When an attacker node pretends to be another legitimate
node, it is called a spoofing attack. An attacker gains information about a specific
node within the network and takes on it’s credentials. The attacker is then able to
enter the network with the stolen creditials. When a message is trying to be sent to
the legitimate node, it will instead be sent to the attacker node, allowing the attacker
to read the data.
• Flooding Attacks: Attacker nodes can attempt to send junk data into the network to
waste bandwidth. The attacker sends the junk data into the network and tries to keep
it moving between nodes for as long as it can. The more junk data that is sent through
the network, the more bandwidth that is wasted and unable to be used for legitimate
messages.
• Replay Attacks: In replay attacks, legitimate data is detected by the attacker node
and is retransmitted over and over to use up bandwidth. Since the data is legitimate,
it is diﬃcult to determine if the original source node is sending the message again or
if the resent data is an attack.
• Byzantine Attacks: By injecting multiple attacker nodes into the network, an attacker
can cause havoc by individually telling the attacker nodes to do a number of diﬀerent
smaller attacks. These attacker nodes can randomly drop packets or route packets
through longer paths. The goal of this type of attack is to disrupt packet flow and
eﬃciency throughout the network.

5.5.3

UAV Ad hoc Networks Security Solutions

All of these diﬀerent types of attacks can be present in UAV ad hoc networks since the
same routing protocols are used as traditional ad hoc networks. UAVs are aerial vehicles
and it should be easy to spot an attacker flying within the network but attackers can spoof
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their location data and hide somewhere on the ground while broadcasting. In order to
prevent certain types of attacks, various papers have suggested using diﬀerent techniques
[63]. For things like flooding attacks, where nodes are bombarded with packets from an
attacker node, legitimate nodes should monitor the transmission rate of each neighbor node.
If the transmission rate increases above a certain threshold, then the node is blacklisted
and all communication from it is ignored. For attacks that use spoofing, nodes should
use cryptography with GPS and time stamp information. Each time a message is sent, the
location of the node as well as the time is sent with it. Attackers are still able to spoof the
location data, but it would be very diﬃcult to update the location data in real time since UAV
ad hoc networks are extremely mobile and constantly moving. This same type of approach
can be used for wormhole and Byzantine attackers. By knowing the location of each node
within the network based oﬀ of GPS readings, it would be diﬃcult for attackers to spoof a
realistic location while still convincing the network to route data through the attacker node
due to the mobility of a UAV ad hoc network.

5.6 Research Challenges
UAV ad hoc networks can provide a fast and eﬀective temporary communication network
for scenarios where access to the wireless cell tower is not available. While the scenario
presented in this chapter focused on communication in disaster situations, the UAVs can be
made to multitask. When equipped with camera and other critical sensors, the UAVs can
work together with emergency responders to allow responders to have a better overview of
a disaster area. Search and rescue operations can be carried out with the UAVs all while
still acting as mobile base stations. As the UAVs fly over an area, using equipped cameras
a virtual map can be created and be made accessible to responders. Further research in this
area can be very beneficial to this type of network.
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5.7 Chapter Summary
An overview of diﬀerent routing techniques that can be used in mobile ad hoc networks
were presented. Security challenges were address concerning UAV ad hoc networks as well
as possible solutions to prevent most types of network attacks. These types of techniques
can be applied to the proposed UAV communication network and the network be used in
disaster situations where the local cell tower is damaged or destroyed. Research challenges
were discussed with respect to future work that can be done in this field of research, mostly
focusing on how to eﬃciently use UAV mobile base stations. UAV ad hoc networks can
be deployed much quicker than traditional, ground-based ad hoc networks and can act as a
temporary communication link between users and the public telephone network. This UAV
network is able to rapidly restore communication to areas where the cell tower is unusable
while still providing a stable communication platform for emergency responders.
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CHAPTER 6
DISCUSSION, CONCLUSION, AND FUTURE WORK
The adaptivity algorithm described in chapter 2 was shown to increase the probability of
a successful connection between nodes for the simulation time in Figure 2.2. Specifically,
there is an abrupt loss in communication that happens at the 400 second mark that simulates
a change in the network architecture (such as a single UAV leaving the network). The
designed algorithm is able to adapt to this change in the network and only suﬀers a minor
loss in probability of connectivity while the static network has a large loss in probability of
connectivity. The adaptivity algorithm presented in this chapter shows a large improvement
over a static scenario for UAV ad hoc networks.
The eﬀects of an increased transmission time and an increased number of UAVs are
shown in chapter 3. Two of those figures (3.3 and 3.4) show the eﬀect of an increasing
number of UAVs on transmission range and propagation delay. As the number of UAVs
increase in a network, the worst case propagation delay will increase since the number of
hops will increase. A similar eﬀect can be seen for transmission range; an increase in the
number of UAVs leads to an increase the the overall transmission range (the distance a
message can be sent) of the the network. Other results for this chapter include figures (3.2
and 3.6) which show the eﬀect of an increased transmission time on the needed datarate and
goodput per unit energy. Both of these show similar results since an increase in available
transmission time means that less information or energy needs to be expended per second.
Increasing the total transmission time will results in less datarate and less goodput per
energy needed.
The main feature of chapter 4 is on the change in channel capacity when increasing
signal to interference plus noise ratio (SINR) and increasing the reuse distance. By increasing the SINR, the channel capacity increases to a certain threshold (channel capacity cannot
increase past the Shannnon-Hartly limit). In a cellular communication system, the reuse
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distance ratio is defined by the distance between nodes divided by the reuse distance. By
increasing the reuse distance, the channel capacity will decrease due to the fact that your
reuse cells start to overlap each other causing interference (thereby decreasing SINR).
An integrated UAV ad hoc network for emergency response communication was designed, analyzed, and evaluated. Results detailing the performance of the network were
presented with specific focus on datarate, channel capacity, propagation delay and transmission range. The work presented supports the ground work for future research in this
area.
Restoring communication as quickly as possible and informing emergency responders
of an emergency situation is of utmost importance for minimizing loss of life and property.
The system presented integrates in with existing cellular technologies while having the
advantage of unmanned flight which reduces the travel time to the destination. As such,
this system will restore communication in areas where the telephone network is damaged
and inoperable while autonomously controlling itself.

6.1 Future Work
The work presented in this thesis has focused on analyzing performance dealing with an
UAV ad hoc network for emergency response communication. As FirstNet is rolled out
across the United States, it would be beneficial to consider integration of this UAV network
with the FirstNet channels and equipment to allow for integrated support of the system.
Another area of research is in the cost analysis of such a system. It is expected that
such a system will yield a decrease in loss of life as the system will restore communication
faster than ground-based communication response systems. This decrease in loss of life
can be compared with the cost of such a system.
The battery life of each UAV also needs to be considered. The system is only viable as
long as the UAVs are able to stay airborne and route communication data. Since batteries
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are inherently transient, a solution is required to keep the system function for long periods
of time. One suggestion is to cycle out UAVs as their batteries drain.
Assuming that some all-terrain robots can be developed to act as mobile base stations,
the analysis done in this thesis can also be applied to such a system. An all-terrain vehicles
would be unaﬀected by certain levels of obstructions and therefore would have similar
response times to UAV implementations.
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