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SUMMARY
This dissertation presents an investigation of the behavior of time-reversal
focusing in soils. A basic study of time-reversal using a linear finite-difference time-
domain (FDTD) model of the soil is presented. Initial numerical models show time-
reversal focusing to be effective in elastic media, including when a large number of
scattering objects were present in the medium. When scattering objects are present,
time-reversal focusing demonstrates superior focusing ability when compared to other
excitation methods such as uniform excitation or time-delay focusing.
The numerical studies are followed by multiple investigations of experimental time-
reversal focusing performed in sand. Time-reversal focusing effectiveness is evaluated
first for experimental conditions similar to the numerical model, with multiple near-
surface scattering objects present in the medium. Time-reversal focusing is shown to
be effective in the experimental context as well. Further experiments examine time-
reversal focusing in the more extreme case where the entire ballistic wave is blocked,
and the only energy reaching the focus point is reflected from scattering objects in
the medium.
Time-reversal focusing is effective in focusing the remaining energy to the focus
location which was in a shadowed region behind the large barrier that blocked the
ballistic wave. A comparison to other focusing methods demonstrates that under these
conditions, most focusing attempts with traditional methods will fail completely while
time-reversal focusing does not. Additional configurations of time-reversal focusing
examine its effectiveness when scattering is caused by an asymmetrical surface layers.
The impact of an asymmetrical or non-uniform excitation array is also examined for
time-reversal focusing in the presence of scattering objects.
xx
An investigation of the effects of scattering object geometry is undertaken to exam-
ine the effect scattering object shape, orientation, and number of scattering objects
on focusing resolution in time-reversal focusing. Scattering object field density is
found to have a strong, but diminishing effect on focusing resolution as the scattering
object field density increased. Loss of surface wave energy available for focusing due
to mode-conversion is found to be correlated with the density of the scattering object
field.
Soil is a complicated non-linear medium which normally behaves in a quasi-linear
fashion for the range of amplitudes in which the earlier experiments were performed.
The impact of the weak non-linear nature of the soil on time-reversal focusing is ex-
amined through a study of time-reversal focusing behavior for a variety of amplitudes
that generate different levels of non-linearity in the soil. This study of nonlinearity is
coupled with a study of the impact of noise on time-reversal focusing. It appears that
both non-linearity and noise have an impact on time-reversal focusing effectiveness.
Further, the loss from these mechanisms seems to be interrelated. Noise seems to




Time-reversal focusing is a powerful technique that allows propagating waves to be
focused to a particular location, even in the presence of clutter. Time-reversal focusing
is most useful when it is difficult or impossible to characterize the clutter and wave
propagation speed in an area of examination. While other focusing methods require
some knowledge of the propagation medium characteristics such as propagation speed,
time reversal does not require this information. Because of it’s insensitivity to clutter
and inhomogeneity, elastic-wave time reversal shows great promise for application to
the detection of buried objects.
Time-reversal phenomena have been examined in several studies. Primarily, these
papers have focused on time reversal in inhomogeneous media in the ultrasound
regime. The medium in most of these analyses is a fluid, and therefore does not
support shear waves as in buried object detection. The underlying principles that are
demonstrated in these studies indicate that time-reversal focusing should be effective
in the detection of buried targets.
1.1 Historical Overview
Time-reversal focusing for inhomogeneous media was first proposed as a broadband
acoustical analog to the optical phase conjugated mirror [4]. An optical phase con-
jugated mirror is a single-frequency device that records data on an array of sensors,
conjugates the phase of this data, and re-transmits it. This phase conjugation in
frequency is equivalent to reversing the signal in time. For optical devices, this must
be performed for each frequency since optical sensing devices are generally narrow-
band sensors. The time-reversal method for acoustic waves differs in that the entire
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process is often completed in the time domain, thanks to the relatively broadband
capabilities of acoustic sensors. Instead of performing phase conjugation on recorded
data, the entire time record of a received signal is reversed in time (t ⇒ −t) and then
re-transmitted.
Fink et al. first developed time-reversal focusing in inhomogeneous media using the
concept of a time-reversal mirror (TRM). The development of this process stems from
basic wave propagation theory. The governing wave equation for acoustic pressure






where p (~r, t) represents acoustic pressure in space and time, and c (~r) is the wave
speed as a function of position.
This equation is valid for the case in which there are no external forces present
on the medium. It also assumes that the medium is lossless with respect to wave
propagation. The assumption of a lossless medium is not physical, but if the losses
are very small, the additional terms in the equation have a negligible effect and can
be ignored.
An examination of the wave equation shows that there are only second order
time derivatives present. Because of the lack of odd order time derivatives, if there
is a solution to this equation p (~r, t), then p (~r,−t) must also be a solution to this
equation. Experimentally, it is impossible to record a signal for an infinite duration
before time-reversing the signal. This requirement of an infinitely long signal may be
relaxed if all energy in the spatial region of interest is small outside of this some finite
time interval, (0, T ). In this case, a signal is recorded over the (0, T ) interval and
then time reversed. After being time reversed, this time-limited signal, p (~r, T − t)
should be almost exactly equal to p (~r,−t).
In order to record the signals to be time reversed, a 3-D surface is constructed
around a location of interest, usually a source location (Figure 1). This surface
2
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Outward propagating waves
Figure 1: The time-reversal cavity: a 3-D surface surrounding the source location.
All waves that impinge on the surface of the TRC are recorded, time reversed and
re-transmitted. They will then focus at the source location.
is known as a time-reversal cavity (TRC) [5, 6]. All waves that impinge on the
interior of the 3-D surface are recorded. If these waves are time reversed (t ⇒ −t)
and simultaneously transmitted from their respective locations on the 3-D surface,
they will focus back to the original source location [7]. This result seems somewhat
intuitive, but would be difficult or impossible to realize in the form of an experiment
because it is difficult to receive and then transmit a continuum of signals on the
3-D surface. In addition to this difficulty, it should be noted that even if all the
propagating waves are recorded on the surface of the cavity, the time-reversed signal
will not be an exact solution since evanescent waves attenuate too rapidly to be
accurately recorded or reproduced any distance from the source, and therefore cannot
be time reversed.
A 3-D TRC is not trivial to construct. In fact, such a cavity is impractical for most
time-reversal focusing applications - particularly in elastic materials. This leads to
the development of the time-reversal mirror (TRM)[5]. The TRM is a simplification
of the 3-D TRC that can be feasibly implemented. The TRM (Figure 2) is a 1 or 2-D
array of sources/sensors that can record and transmit acoustic signals. The TRM is
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the realized portion of the more ideal TRC. The TRM exhibits limitations that are
commonly associated with classical time-delay focusing techniques. [5]:
• Diffraction effects create a limit, proportional to wavelength, beyond which the
spot size cannot be further reduced.
• Unlike the enclosed TRC, the TRM has a finite aperture, which causes increased
spot size at the focal point. The focusing resolution is proportional to the
angular aperture size of the TRM.
• As in classical focusing techniques, grating lobes may be introduced for frequen-
cies where the spacing between TRM array elements is greater than λ/2, where
λ is the wavelength at the frequency of interest. Further, if the dimensions
of the recording face of the transducers themselves are greater than λ/2, the
resolution of the array is reduced due to averaging of the incident field across
the face of the transducer.
Even with these limitations, the TRM provides a robust method for focusing
acoustic waves. In [6], Wu, et al. demonstrate the effectiveness of time reversal in
focusing ultrasonic pressure waves on solid targets in a fluid. This study demonstrates
the usefulness of time-reversal focusing in applications to lithotripsy. The challenge
in lithotripsy is to focus energy through various types of body tissue to the location
of a kidney stone. The experiments are conducted in water with large piezoelectric
transducer arrays (64 – 128 transducers) over a frequency range of 1 – 3.5 MHz.
The physical setup is similar to that depicted in Figure 2. In order to introduce
variations in sound speed, aberrating layers of rubber or silicone are introduced into
the background medium. The targets used in the study are vertical metal wires 0.7
– 1.5 mm in diameter, or actual kidney stones suspended in water. Comparisons are
made between time-delay focusing and the time-reversal focusing techniques. Time-
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Figure 2: Time reversal using the time-reversal mirror (TRM). 1. A uniform exci-
tation wavefront is launched from the array, and travels through the inhomogeneous
layer to arrive at the target. 2. Waves are reflected from the target and travel back
through the inhomogeneous layer to arrive at the TRM. 3. The reflected waves are
recorded on the TRM, time reversed and re-transmitted. They propagate through
the inhomogeneous layer and focus on the target.
distances to a known target in order to calculate time delays such that the pulses from
all the array elements arrive simultaneously. The authors of [6] demonstrate that time-
delay focusing is unable to provide optimal focusing to an arbitrary location due to
discrepancies in the assumed and actual sound speeds. Time reversal, however, is able
to focus on the target much more effectively without requiring a priori knowledge of
the wave speeds in the medium.
In addition to the advantage of not requiring a priori knowledge of the medium
characteristics, time reversal can be used in an iterative sense to select the most
highly reflective target in a medium. Each time that time reversal is performed, the
time-reversed signal recorded during the previous iteration is used as the excitation.
In this way, the signature from other scattering objects is reduced while improving
the response at the location of the largest scatterer. This is especially useful in
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applications such as lithotripsy where generally the object of interest is the largest
stone (kidney stone, gall stone, etc.).
In their initial research, Fink et al. consider time-reversal focusing in a fluid
medium[4, 5, 6]. Since fluid media only support pressure waves, a logical extension of
the study of time reversal is to examine its effectiveness in an elastic medium. Elas-
tic media support a variety of wave types, including Rayleigh surface waves. While
wave propagation in elastic media differs from that in fluids, the underlying wave




= (λ + 2µ) (∇ (∇ · ~u)) − µ (∇× (∇× ~u)) (2)
where ~u is displacement, λ and µ are the Lamé constants of the medium and ρs is
the density. This equation demonstrates the lack of odd-order time derivatives, just
as in Equation 1.
The investigation of time-reversal focusing of Rayleigh waves in elastic solids was
first motivated by the detection of surface and subsurface flaws in a solid [1, 8].
Such detection techniques are useful in developing advanced non-destructive testing
methods. In experiments performed by Ing et al.[1], a solid duralumin plate serves
as the propagation medium and piezoelectric transducers are coupled to the plate
through a plexiglass wedge (Figure 3). The background medium is homogenous and
the experiments are performed in the ultrasonic frequency regime. These experiments
verify that for elastic waves directly coupled to a homogeneous solid, time-reversal
focusing using a TRM in pulse-echo mode is an effective method for detecting surface
and subsurface flaws.
In addition to the experimental setup formed by Ing, there is another common
configuration used in non-destructive testing. Pressure waves are generated in a fluid,
usually water, and propagate through the fluid to reach a solid medium (Figure 4).
In this case, mode conversion at the liquid-solid interface [9] generates elastic waves
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Figure 3: Setup for experiments performed by Ing, et al. [1] using a piezoelectric
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Figure 4: TRM setup incorporating a liquid-solid interface. The transducers are
located in the fluid medium while the target is inside the solid medium.
interact with a target or scattering object in the medium. These reflected waves arrive
at the liquid-solid interface where pressure waves are generated that travel back to
the TRM where they are recorded. These waves are used to create the time-reversal
signals that focus at the location of the target.
Theoretical calculations of the behavior of time reversal through a liquid-solid
interface indicate that time-reversal performs well across this interface [7]. It should
be noted for this experiment however that SH polarized shear waves1 are not time-
reversible since they are completely reflected inside the solid. This does create a
1Refer to [9] for a thorough explanation of elastic wave mechanics
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small degradation of the focusing ability, but given that the wave type of interest, the
Rayleigh wave, is a P-SV polarization wave, this effect is insignificant. Experimen-
tal results confirm the predicted effectiveness of time reversal through a liquid-solid
interface [8].
The solid objects considered in the experiments are defect-containing titanium
plates. In addition to the self-focusing that occurs through iteration of the time-
reversal method, this work demonstrates a reduced level of speckle noise in the back-
ground as the iterative time-reversal focusing becomes stronger. The ability to reduce
signatures from background clutter is an important quality of time reversal, and iter-
ative time reversal in particular. Other experiments with similar configurations [10]
confirm the results of [8].
Most of the experiments presented thus far concentrate on time-reversal focusing
in homogeneous media. In [8], time-reversal is shown to improve results over clas-
sical focusing techniques by reducing speckle noise created by microstructural level
inhomogeneities. Returning to experiments in water, Derode et al. [2] created an ex-
periment incorporating a high number of discrete scattering objects (Figure 5). The
resultant inhomogeneity leads to high-order scattering of the excitation wavefront.
Specifically, the experiment is configured such that a TRM and a target location are
separated by a layer of scatterers. Two scattering scenarios are created. The first is
a random set of multiple parallel thin steel rods. The rods are 0.8 mm in diameter
and cover 3.9% of the surface area within the defined region where scattering objects
may be placed. The second scenario uses small glass spheres of 1.5 mm diameter
distributed in an agar gel layer. The volume fraction of the scatterer region occupied
by the spheres is 5.9%.
The initial goal of these experiments is to demonstrate that time reversal is robust
enough to achieve strong focusing even in the presence of high-order scattering. The
8
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Figure 5: The experimental setup used by Derode et al. [2] incorporating a layer
of discrete scattering objects. In the first half of the experiment a source is placed
at the target location. The received signals are time-reversed and re-transmitted by
the TRM. After passing through the scattering layer, the waves focus to the target
location.
results demonstrate however, that high-order scattering can improve focusing reso-
lution beyond the level observed in a homogeneous material. This super-resolution
effect is caused by the multi-pathing that occurs in the inhomogeneous medium.
As the incident wave propagates through the scattering layer, it is reflected off
multiple scattering objects before arriving at the target location. These multiple
bounces cause the incident wave to subtend a greater arc angle upon arrival at the
target than if arriving directly from the TRM transducer array. This greater arc
angle causes a TRM to have an effective aperture that is significantly larger than the
physical aperture [11].
Classical diffraction limits indicate that the spot size of a focus point is limited by
the aperture of the TRM. From classical focusing, the minimum spot size of a focus




. The experimental results from [2] indicate that in the presence





effect has been called super-resolution, for its ability to resolve a focal point beyond
the diffraction limit.
The notion of super-resolution in time reversal has also been examined from a
theoretical standpoint in [11, 12]. Blomgren, et al. [12] treat the inhomogeneous
background as a random distribution of inhomogeneity with a standard deviation from
the mean material properties. Through this statistical description of inhomogeneity
and a system of simplifying assumptions, they derive a relationship between the
effective aperture and the level of inhomogeneity in the medium. By determining
the size of the effective aperture through observation of the focal point spot size, the
level of inhomogeneity can be determined. While this theoretical relationship can be
demonstrated through numerical simulations, a statistical distribution is significantly
different from the larger-scale discrete inhomogeneities presented in [2] and other
physical experiments.
The experiments performed thus far in acoustic time reversal were performed
in both fluid and solid background media. Liquid-solid interfaces have also been
explored. In fluid media, homogeneous backgrounds have been augmented with scat-
tering objects to create high-order scattering of incident waves. In the solid media
explored thus far, any inhomogeneity is the result of microstructural variations, which
are much smaller than a wavelength.
These experiments provide a solid foundation in the investigation of acoustic time
reversal, but the experimental cases that have been examined are still significantly
different from those encountered in the buried object detection problem. For buried
targets, the frequency range of interest is typically centered around 400 - 1000 Hz, and
the detection problem must be carried out in an elastic solid background medium.
Inhomogeneity may be encountered by the addition of hard solid objects, such as
10
rocks or other near-surface scatterers, by voids in the medium, or variations in the
background material properties.
In ultrasonic target detection, the targets are typically located by a reflection
off the target that arrives back at the location of a measurement array or TRM. In
the buried object detection scheme proposed here, results are commonly evaluated
by scanning over a surface and looking for structures that have been excited into
resonance, usually indicating a potential target. The unique nature of the buried
target detection problem encourages further study of time-reversal focusing behavior
in configurations that are applicable to the detection of buried targets.
1.2 Contribution of Research
The work presented in this document investigates the performance of time-reversal fo-
cusing in soils, with a particular emphasis on the detection of buried targets. Because
of the common inhomogeneity and scattering in soil media, focusing methods offer an
attractive way to deliver high amplitude signals to a desired location. Time-reversal
focusing is an appealing way to deliver these signals because it can provide tight and
accurate focusing even in the presence of inhomogeneity.
While time-reversal focusing has been studied extensively in fluids, and even in
some solid media, studying the phenomenon in soil entails a significantly different
analysis. Only limited-scale studies in any type of granular media have been per-
formed [13], indicating a need for further study. The complexity of wave propagation
in soil goes beyond that of many common fluids or elastic media. Soil is a complicated
non-linear particulate medium in which many interparticle forces along with specific
physical characteristics define the behavior of waves supported in the medium [14].
In order to exploit the advantages of time-reversal focusing in soil, it must be studied
in this medium. This includes an understanding of how signal amplitude affects non-
linearity in soil. Experimental examinations of soil compared to numerical models
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and analytical formulations have found that soil behaves in a nearly-linear way for
small amplitude displacements.
Evaluation of time-reversal focusing in soils is approached through numerical mod-
elling and through experimental work designed to evaluate the behavior of time re-
versal in soils under various conditions. Experiments examine the effectiveness of
time-reversal focusing in the presence of a variety of scattering conditions combined
with nearly-linear wave propagation. The effects of mode-conversion of surface-bound
waves on time-reversal focusing are also examined. In addition, the non-linear nature
of the soil also affords the opportunity to study the effects of non-linearity on the
time-reversal process and these effects are also studied.
1.3 Outline
This first chapter has summarized the historical investigations of time-reversal fo-
cusing, and how the research in this document will further investigate time-reversal
focusing in soils, with an emphasis on application to the detection of buried targets.
Chapter 2 begins with an introduction to the problem of buried landmine detection,
and an introduction to the experimental methods that have been developed in order to
study buried object detection. The basic theory and implementation of time-reversal
focusing are also introduced. Finally, a finite-difference time-domain numerical model
is introduced. While the basic model has been previously documented in the literature
[15], an additional component has been added to allow for the computation of power
exiting the solution space. This addition to the model is described and validated.
Chapter 3 presents the results of a set of experiments designed to study time-
reversal focusing in the presence of simple clutter. Time-reversal focusing’s effec-
tiveness is compared to other excitation methods. Numerical simulations using the
finite-difference time-domain model provide an initial investigation of time-reversal
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focusing. Experimental time-reversal focusing performed in the laboratory investi-
gates time-reversal focusing behavior in the physical medium of soil, and includes an
investigation of the effect of scattering objects on time-reversal focusing. Chapter
4 extends the investigations of time-reversal focusing in cluttered media to an ex-
treme case where the primary incident “ballistic” wave is blocked by large scattering
objects. Experimental results evaluate the effectiveness of time-reversal focusing in
comparison to other focusing methods in this extreme case. New experimental meth-
ods are also introduced that yield faster experimental completion times and improved
signal-to-noise ratios for experimental data.
Chapters 5 and 6 continue the experimental investigation of time-reversal focusing
behavior under a variety of experimental conditions. Chapter 5 presents time-reversal
focusing for large asymmetrical surface layers, which drastically alter the propagation
direction of an incident wave. Chapter 6 evaluates time-reversal focusing in compari-
son to other excitation methods for the case where the scattering objects are present
in the medium and the excitation array is no longer a regularly spaced array. The
application of the non-uniform array is extrapolated to the case of semi-autonomous
sensors and excitation sources for use in a buried object detection scenario where a
uniform excitation array may not be feasible. To this point, much of the research pre-
sented evaluates time-reversal focusing for various scattering conditions. Chapter 7
evaluates the effect of the scattering object geometry on time-reversal focusing. Par-
ticular emphasis is placed on the impact of mode-conversion of surface-bound elastic
waves into non-surface-bound waves. The effect of the number of scattering objects,
as well as their shape and orientation is evaluated in this chapter.
Chapter 8 examines the effects of noise and non-linearity on time-reversal focusing.
Soil has a complicated structure which behaves as a non-linear medium for sufficiently
large excitation amplitudes. Noise is also inherent in any experimental measurement.
This noise plays a particularly important role for a non-linear medium such as soil
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where high amplitude drive signals will force the medium to behave in a non-linear
manner. The effects of noise on time-reversal focusing are also evaluated, especially
with respect to the relationship between signal-to-noise ratio and non-linear effects.
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CHAPTER II
INVESTIGATIVE METHODS: ELASTIC WAVE
PROPAGATION IN SOLIDS
2.1 The Landmine Detection Problem
A landmine detection system (Figure 6), under development at the Georgia Institute
of Technology, functions by exciting elastic waves that propagate through the soil[3].
A feature of this system is a non-contact or lightly-contacting sensor that is used to
measure ground motion, making it possible to sense motion directly above a landmine.
While multiple wave types are generated by the system’s excitation signal, the wave
of primary importance in detecting landmines is the Rayleigh surface wave. This
wave propagates near the surface along the boundary between the air and the soil
and interacts with objects buried in the medium. For most objects, this interaction is
observed as scattering of the Rayleigh wavefront off of the object. When the buried
object is a landmine, due to it’s structure, and the depth at which it is usually buried,
the Rayleigh wave may excite a resonance in the layer of soil between the surface and
the flexible top of a landmine. These resonances enhance the surface displacements
and are the primary detection cue for buried landmines[3].
Scattering from clutter objects in the medium causes the Rayleigh wave to become
disorganized. If a large number of objects are present, the scattering can interfere
with the Rayleigh wave to the point that it no longer effectively illuminates the buried
landmine. Any resonance that is excited will be difficult to detect in the presence of
the numerous scattered waves reflecting from objects in the medium. By applying
time-reversal focusing methods to seismic detection techniques, energy can be focused
to a specific location within the medium, irrespective of the presence of clutter or wave
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Figure 6: Schematic of the elastic wave landmine detection system using a non-
contacting sensor. [3]
velocity gradients. This allows one to focus energy to a certain spot in order to excite
a resonance in any target that may be present there.
2.2 Basic Time Reversal Theory
The governing wave equation for elastic waves in solids serves as the starting point




= (λ + 2µ) (∇ (∇ · ~u)) − µ (∇× (∇× ~u)) (3)
where ~u is displacement, λ and µ are the Lamé constants of the medium and ρs is
the density. This equation is valid for the case for which there are no external forces
(body forces) present on the medium. It also assumes that the medium is lossless with
respect to wave propagation. The assumption of a lossless medium is not physical,
but if the losses are very small, the additional terms in the equation have a negligible
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effect and can be ignored.
As was mentioned in Chapter 1, examination of the wave equation shows that
there are only second-order time derivatives present. Because of the lack of odd-order
time derivatives, if there is a solution to this equation ~u (~r, t), then ~u (~r,−t) must also
be a solution to this equation. Because experimentally it is necessary to work with
time reversal in a causal fashion, a finite time duration must be selected over which
the equation will be considered. The formulation ~u (~r, T − t) over the interval (0, T )
satisfies the causality requirement. If all energy in the spatial region of interest is
small outside of this time interval, then this solution should be almost exactly equal
to ~u (~r,−t).
As in the case of a fluid, a time-reversal cavity is constructed around a location of
interest, usually a source location. All waves impinging on this surface are recorded,
time-reversed, and re-transmitted. Classical time-reversal focusing further simplifies
this to a time-reversal mirror (TRM) where only a portion of the time-reversal cavity
is realized. The TRM concept is well documented in the literature [4].
In the case of elastic surface waves, the principal wave mode of interest is the
Rayleigh wave, a surface wave that decays exponentially with depth. Though some
energy is lost from mode conversion and from scattering objects in the soil, most
of the Rayleigh wave’s energy remains near the surface. Given that landmines are
buried near the surface and the energy in the Rayleigh wave is concentrated in that
region, the landmine detection problem is approached here as a quasi-2-D problem.
To construct a TRM, receivers are realized as a simple array. The array subtends
some angle of the 3-D surface that would be necessary to surround the focus point.
This array is much more practical to implement than a time-reversal cavity, but it is
subject to the limitations of array techniques. The number and spacing of the array
elements will have effects on grating lobes. The spot size of the focus point is also








Figure 7: Geometry of the implementation of time-reversal focusing.
The TRM concept has been verified in the ultrasound regime for fluid and elastic
media[1, 7].
2.3 The Time-Reversal Focusing Method
2.3.1 Implementation
For the experimental implementation of time-reversal focusing, elastic wave sources
are located in an array Sn = (xSn , ySn |n = 1, 2, . . . N) (Figure 7). First, consider the
effect of time-reversal from a single source, Sn.
Step 1: Transmit an excitation signal, ǫ (t) from source Sn.
Step 2: Receive a signal, fn(t), at the desired focusing location, R. Propagation
through the medium is described by a Greens function, G (Sn, R, t) such that,
fn (t) = ǫ (t) ∗ G (Sn, R, t) . (4)
Step 3: Time-reverse the received signal: f(t) ⇒ f(−t).
Step 4: Transmit the time-reversed signal, f(−t), from Sn. Then the recorded
signal at any location ~r on the surface will be,
Un (~r, t) = [ǫ(−t) ∗ G (Sn, R,−t)] ∗ G (Sn, ~r, t) . (5)
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Recalling the associative property of convolution, Un (~r, t) then is the cross cor-
relation of the two Greens’ functions convolved with the time-reversed excitation
function, ǫ (−t) . In the special case when ~r = R, this becomes the autocorrelation
function. This yields a mathematical explanation for the observed focusing of the sig-
nal that occurs at R. This process can be extended to include additional transmitters
in the array such that,




[ǫ(−t) ∗ G (Sn, R,−t)] ∗ G (Sn, ~r, t) . (6)
In the experimental implementation of this method, Step 1 - Step 3 are per-
formed once for each transmitter Sn in the array. Step 4 is performed simultaneously
for all transmitters S1...N .
Traditional time-reversal focusing using a TRM requires that either a source be
located at the desired focus location (R) or that an excitation be launched from
the transducer array. In the latter case, after the excitation is launched from the
transducer array, reflections off a target at the focal location act as a passive source.
These reflections are recorded at the TRM, time-reversed and retransmitted. In the
landmine or buried target detection problem, the signal reflected off a target is often
not strong enough to be significantly above the noise floor. This makes it impractical
to use reflected signals as a source for time-reversal focusing. Further, in the case of
landmine detection, it would be unwise to place a seismic source at a location where
a landmine is believed to be buried.
While the time-reversal focusing method used in the experiments (Figure 7) is
similar to the concept of a TRM, there is noteworthy difference. A TRM relies on
reciprocity of the propagation from the source to the focus point, Gn (R,Sn, t) =
Gn (Sn, R, t). Applying reciprocity to U(~r, t) will yield the autocorrelation function
for the case of ~r = R. In the case of an anisotropic propagation medium, reciprocity
may not be valid, and the traditional TRM implementation could fail to yield the
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autocorrelation function for the special case of ~r = R.
2.3.2 Excitation Methods
To investigate the relative effectiveness of time-reversal focusing in elastic media,
time-reversal excitation methods will be compared to time-delay focusing methods.
Uniform excitation of the transducer array will also be used to serve as a baseline
measurement to demonstrate the improvement of each focusing method over a non-
focused excitation method.
The results are presented with respect to a differentiated Gaussian pulse excitation
(Equations 7, 8), with center frequency, ωc, and time delay, td. When collecting the
experimental data, the excitation signal is a chirp, ǫ (t), described by (Equation 9)
where A1, A2, Pa, P , tp, f1, and f2 are constants which define amplitude, amplitude
change rate, frequency change rate, total length of the chirp, and frequency range
of the chirp, respectively. For the excitation used in the experiments, those values
are: A1 = 1, A2 = 0.25, Pa = 0.15, P = 0.75, tp = 3.596 s, f1 = 30 Hz, and
f2 = 2 kHz. The signal is quiescent for 0.5 s for a total duration of 4.096 s. The
specific characteristics of the excitation chirp were determined empirically to yield an
acceptable signal level, while maintaining an excitation amplitude that is sufficiently
linear [3, 16].
In the numerical results, the differentiated Gaussian pulse is used to collect the
data. In the experimental results, a chirp signal is used since it is a more effective
signal for building up a sufficient signal to noise ratio without exiting large ampli-
tude signals [16]. After collecting the data, U(~r, t), the chirp signal is removed via
deconvolution and the data is convolved with a differentiated Gaussian pulse yield-
ing D(~r, t). This exchange of the chirp signal for the differentiated Gaussian pulse
is best described mathematically in the frequency domain (Equation 10), where F
and F−1 are the standard Fourier and Inverse Fourier transforms respectively [17].
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Care should be taken that the frequency range of the Gaussian pulse is chosen to
be within the frequency range of the initial chirp signal such that the pulse contains
useful information over the entire frequency range of interest.

































D (~r, t) = F−1
{F {U(~r, t)}
F {ǫ(t)} F {γ(t)}
}
(10)
Uniform excitation: All sources are excited with identical differentiated Gaussian
pulses. This excitation method is simple to create, and requires no a priori knowledge
of the physical characteristics of the medium. Without any clutter, pulses leave each
source at the same time and form wavefront that travels away from the sources in a
uniform manner. In the presence of clutter, the wave front may be scattered, reducing
the uniformity of the excitation throughout the medium.
Time-delayed focusing: Here the pulses are time-delayed such that all pulses
arrive at a focus location at the same time. Ideally, this method focuses energy to a
specific point, creating a larger excitation at the focal point, but this effect is sensitive
to variations in wave propagation speed. Calculation of the time-delays for each pulse
requires knowledge of the propagation speed throughout the entire medium. When
the Rayleigh wave speed is known, along with the distance from source Sn to the
target, the time delays can be calculated such that all the pulses arrive at the same
time.
Time-reversal focusing: Separate measurements are performed in which a pulse
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is propagated from one of the sources, recorded at the focal point and then time-
reversed (t ⇒ −t). The time-reversed signals are then transmitted from their cor-
responding source locations (Figure 7). Unlike time-delayed focusing, time-reversal
requires no knowledge of the propagation speed in the medium.
2.4 The Numerical Model
A numerical model is constructed and used to compare time-reversal to other methods
of excitation [18]. The numerical technique used to create the model is the three-
dimensional finite-difference time-domain (FDTD) method. A first-order particle-
velocity and mechanical-stress formation for the elastic wave fields is developed and
then discretized from its continuous differential form. The solution space is then
divided into a grid composed of individual cubes known as unit cells (Figure 8a).
Each of the elastic wave stresses and velocities are located at discrete spatial points
in the three dimensional grid. Using the finite differences between field quantities in
adjacent unit cells, the field quantities are computed at each discrete time step. The
solution space is surrounded on all four sides and the bottom by a perfectly matched
layer (PML) that absorbs all outgoing waves (Figure 8b). This prevents reflections
from the edges of the grid, which makes the solution space appear as an infinite
half-space. The top surface of the grid is terminated using a free surface boundary
condition, which approximates an air-soil interface. A detailed description of the basic
model can be found in [15]. Beyond the basic model described in [15], a method of
computationally calculating the power flowing through any surface (Poynting vector)
within the simulation has been added to the model and is described in this section.
Numerous authors have previously addressed the analytical computation of the
wave fields [19, 20, 9, 21, 22], and the power contained in each of the elastic wave
modes as they propagate through a medium [23]. These treatments each assume a
simple uniform propagation medium that is free from inhomogeneity or scattering
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(b) The solution space for the FDTD simulation: composed of unit cells.
The center is the area of the simulation while the edges are terminated by a
perfectly matched layer (PML).
Figure 8: Finite-difference time-domain model construction
objects. For scattering objects and layering profiles with irregular geometries, an
analytical solution becomes intractable. The power of the FDTD algorithm lies in its
ability to model the elaborate elastic wave fields that may exist in such a complicated
medium. The addition of the Poynting vector calculator to such a broadly applicable
algorithm allows for a more detailed exploration of the effects of inhomogeneity in
the propagation medium.
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2.4.1 Essential Elements of the Three-Dimensional Numerical Model
To create the numerical model using FDTD, a first-order particle-velocity and me-
chanical - stress formation for the elastic wave fields is developed and then discretized
from its continuous differential form. The first -order system of equations contains
nine linearly independent equations that completely describe the three velocity com-















































































































where µ and λ are the Lamé constants and ρ is the density. Together these three
quantities describe the material’s physical properties.
The continuous equations can be converted to a discrete form that closely approx-
imates the continuous equations. The solution space is divided into a grid composed
of individual cubes known as unit cells (Figure 8a). Each of the elastic wave stresses
and velocities are located at discrete spatial points in the three dimensional grid. Us-
ing the finite differences between field quantities in adjacent unit cells, Equations 11
- 19 are re-arranged and discretized. These equations are used to compute the field
quantities at discrete spatial and time steps. The discretized equations all follow a
similar form. For the sake of brevity, only the discretized form of Equations 11 and











































In the equations above, V and T are the velocity and stress field values analogous
to v and τ in the continuous equations. These values are evaluated at discrete points
in space and time. The time values are noted by l and the spatial location by the
coordinates i, j, and k. While the i,j, k indices define the FDTD cell of any field
value, the field components are offset in space within the FDTD grid. Table 1 shows
the physical location of each field component within the FDTD grid.






xz are known at all the spatial locations
in the grid, Equation 20 can be re-arranged to yield V l−0.5x ,
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Coordinate
Component x y z t
Vx i∆x (j − 0.5)∆y (k − 0.5)∆z (l + 0.5)∆t
Vy (i + 0.5)∆x j∆y (k − 0.5)∆z (l + 0.5)∆t
Vz (i + 0.5)∆x (j − 0.5)∆y k∆z (l + 0.5)∆t
Txx (i + 0.5)∆x (j − 0.5)∆y (k − 0.5)∆z l∆t
Tyy (i + 0.5)∆x (j − 0.5)∆y (k − 0.5)∆z l∆t
Tzz (i + 0.5)∆x (j − 0.5)∆y (k − 0.5)∆z l∆t
Tyz (i + 0.5)∆x j∆y k∆z l∆t
Txz i∆x (j − 0.5)∆y k∆z l∆t
Txy i∆x j∆y (k − 0.5)∆z l∆t
Table 1: Field component positions of the (i, j, k) cell in the FDTD grid at timestep
l.
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In a similar manner, Equation 21 is re-arranged to yield T l+1xx ,





















Following the form described above, the remaining continuous equations are dis-
cretized and re-arranged such that each of the field components are known at discrete
spatial and temporal locations within the FDTD grid.
The edges of the computational space are terminated on four sides and the bottom
by a perfectly matched layer (PML) that absorbs all outgoing waves (Figure 8b). This
prevents reflections from the edges of the grid, which makes the solution space appear
as an infinite half-space. The top surface of the grid is terminated using a free surface
boundary condition, which approximates an air-soil interface.
2.4.2 Computational Method for Calculating the Poynting Vector of Elas-
tic Waves in FDTD
The definition for the acoustic Poynting vector, describing power density in watts/m2)
is given by [24],
P = −V · T = x̂ (−VxTxx − VyTyx − VzTzx) +
ŷ (−VxTxy − VyTyy − VzTzy) +
ẑ (−VxTxz − VyTyz − VzTzz) +
(24)
where Vn is velocity in the n̂ direction, and Tij uses the customary notation to denote
the stress along the i plane, in the j direction.
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An examination of the FDTD model (Figure 8) reveals that all the field quantities
required in order to compute the Poynting vector are known.1 Due to the staggered
spatial grid and the temporal leap-frog scheme of the FDTD algorithm, field values
are located at different points in time and space. Figure 8a shows the spatial layout
of the field components. Due to the temporal staggering in the FDTD algorithm,
the stress and velocity components are also offset in time[15]. In order to compute
the Poynting vector for a particular cell in the FDTD grid, the components must be
spatially and temporally averaged to co-locate the field values.
The spatial averaging is addressed first. Examining the FDTD grid and its orien-
tation with respect to the free surface boundary, the location of the components Txx,
Tyy, and Tzz appears to be the best spatial location to co-locate all the field values. Ex-
amining the location of these components in Figure 1, the spatial location at which all
field quantities should be located is [(i + 0.5)∆x, (j − 0.5)∆y, (k − 0.5)∆z, (l + 0.5)∆t].
Known field values can be averaged in order to determine the field values at the same
location in time and space. Table 2 shows how the field values are averaged to spa-
tially co-locate the field values.
After completing the spatial averaging, temporal averaging must be accounted
for. As noted in the description of the FDTD model[15], the T and V components
are not only offset in space, but also in time due to temporal staggering of the FDTD
update equations. The values of T are known at integer timesteps, l, but V values
are known one-half timestep apart, at timesteps l + 0.5, i.e., T l∆t and V (l+0.5)∆t are
known where l is any timestep. In order to compute P, all values of T and V must
be evaluated at the same points in time. Since the computation for each component
of the Poynting vector is similar, temporal averaging will be demonstrated only for
P · x̂,
1For isotropic materials, Tij = Tji
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Txx Txx(i, j, k)
Tyy Tyy(i, j, k)










Table 2: Field components averaged to co-locate all field values at
[(i + 0.5)∆x, (j − 0.5)∆y, (k − 0.5)∆z, (l + 0.5)∆t] in the FDTD grid.
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P · x̂ = −x̂ (VxTxx + VyTyx + VzTzx) . (25)
The time t = (l + 0.5)∆t is taken as the time at which all the field quantities will
be evaluated to compute P · x̂. From the FDTD update equations (Equations 22 -
















z are known. The stresses at
the desired time, t = (l + 0.5)∆t can be computed by simple time averaging,
T l+0.5xx =





















yz , can be found in a similar manner.
Because of the intensive memory requirements to store all field values throughout
the entire grid, the stresses, Tnn are not simultaneously stored at t = (l)∆t, and
t = (l + 1)∆t. In order to compute the Poynting vector, P is computed twice. P1
is evaluated before the new stresses are computed when the stresses are known at
t = (l)∆t. The stresses at t = (l + 1)∆t are computed, using the velocities known at
t = (l +0.5)∆t. Then, P2 is computed using these new stresses at t = (l +1)∆t. The
flow diagram in Figure 9 illustrates the procedure.
Now that the temporal and spatial averaging procedures have been developed,
the update equations for P1x and P2x are presented. These equations are valid for all
locations that are not near the edges of the FDTD grid.
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(V l+0.5x (i,j,k)+V l+0.5x (i+1,j,k))
2
]
T lxx(i, j, k)
+
[

























(V l+0.5x (i,j,k)+V l+0.5x (i+1,j,k))
2
]
T l+1xx (i, j, k)
+
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(V l+0.5y (i,j,k)+V l+0.5y (i,j,k−1))
2
]
T tyy(i, j, k)
+
[




































(V l+0.5z (i,j,k)+V l+0.5y (i,j−1,k))
2
]
T lzz(i, j, k)
)
(33)
P2y, P2z, and P · ŷ, P · ẑ are computed in the same manner as P2x and P · x̂.
2.4.3 Boundaries
The update equations developed for P · x̂, P · ŷ, P · ẑ are easily computed away from
the edges of the grid where spatial averaging is simple to compute. The edges of
the grid, however, require special treatment because spatial averaging is not possible
when there are no physical field values stored beyond the edge of the FDTD grid.
Treatment of the edges that terminate in the PML is simple. The PML is a layer
of FDTD cells that attenuate waves as they propagate through it. For this reason,
calculation of the power passing through a surface inside the PML would reveal little
about the physical characteristics of the medium. Any surface on which the Poynting
vector is calculated should be sufficiently far from the PML to avoid spatial averaging
that includes the PML cells.
Waves bound to the surface, and therefore propagating immediately adjacent to
the free surface boundary are of primary interest in many investigations of elastic
wave behavior. Special treatment of the free surface boundary is required in the
FDTD algorithm [15]. Due to the spatial averaging that is required for computation
of the Poynting vector, the special updates for the Vn and Tnn values are not sufficient
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to compute the Poynting vector. Additional special updates are required to calculate
the Poynting vector adjacent to the free surface. By the definition of a free surface,
no energy will propagate through the surface, so P · ẑ will be zero on the surface.
Therefore, the special updates only need to be computed for P · x̂ and P · ŷ.
Because of the location of the free surface boundary with respect to Vz, spatial
averaging is not possible. Normally, Vz would be computed as,
Vz[(i + 0.5)∆x, (j − 0.5)∆y, (k − 0.5)∆z] =
Vz(i, j, k) + Vz(i, j − 1, k)
2
. (34)
By definition of the free surface boundary,
Txz(x, y, z = 0) = 0 (35)
Tyz(x, y, z = 0) = 0 (36)
Tzz(x, y, z = 0) = 0. (37)
Note from Equation 29 that when Vz|z=0 it is multiplied by Txz|z=0, which by
definition must equal zero on a free surface. So, the entire term in Equation 29 need
not be computed on the free surface boundary. Similarly, from Equation 30, Vz|z=0
is multiplied by Tyz|z=0 = 0.
2.5 Validation of Numerical Results
In order to verify the functionality of the Poynting vector calculator, a simple problem
was modelled, in which the analytical solution may be calculated. The analytical
solution used for comparison is that of the power radiated from a circular disk source
that excites only the normal stress, τzz. The numerical solution is computed in the
frequency domain for a disk that is small compared to a wavelength.
The analytical solution is obtained by using a Fourier transform method to gener-
ate an integral equation. This equation is solved using numerical integration [25, 23].
Analytical results for a specific set of material parameters are available [23] and will
serve as a basis for comparison to the numerical results.
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3 are used where
σ is Poisson’s ratio, and µm =
√
c11/c44 where c11 and c44 are the compressional and
shear elastic constants of the medium. These parameters, are combined with a chosen
density, ρ = 1400 kg/m3 and a shear wave speed, Cs = 87 m/s to completely describe
the necessary material properties of the propagation medium.
In order to compare the frequency domain analytical solution to the time-domain
results generated using the FDTD algorithm, a single frequency (f = 450 Hz) sine
wave is used as the FDTD excitation signal. The signal must be quiescent at the be-
ginning of the numerical simulations, and ramped up to its final amplitude during the
simulation to avoid non-physical changes in the field values. Once the source reaches
its final amplitude, the field values may be time averaged over an integer number
of wave periods to obtain a time-averaged power for comparison to the frequency
domain results.
2.5.1 Total Power: Analytical Comparison
The first comparison of the numerical and analytical results is generated by computing
the total power radiated by the source. Since the analytical solution is only valid while
the source is small compared to a wavelength, the analytical and numerical solutions
should diverge as the size of the source increases. Figure 10 shows that the numerical
and analytical solutions are comparable for a small source, but as the source increases
in size the results diverge as expected.
Inspection of the ratio of the FDTD-to-Analytic power results reveals that the
ratio is not constant with respect to the source size even for a source that is small
compared to a wavelength. There are several reasons that this may be the case. The
first is the effect of the FDTD staircase meshing [26, 27]. The analytical result uses a
disk as the source. In order to model such a source in the cartesian coordinate system













































Comparison of FDTD and Analytic Power Calculations for Varying Source Disk Size
Normalized Source Disk Size (Rayleigh Wavelengths)0.054 0.54
Figure 10: Comparison of FDTD and Analytic Power calculations for varying source
disk size. The disk size is noted both in absolute size (cm) and relative size with
respect to the Rayleigh wavelength (λR) in the propagation medium at 450 Hz.
by some number of cubic cells. This means that the “disk” in FDTD will be neither
perfectly round, nor infinitesimally thin.
A second cause of the error is the spatial staggering of field components within
the FDTD grid. For the analytical solution, the edge of the disk source is perfectly
abrupt, such that the transition of the amplitude of the stress field from the source
to the medium is spatially instantaneous. In the case of the FDTD source, the stress
source transitions from an amplitude at A to zero over the width of a cell. The effects
of both of these errors diminish as the cell size decreases with respect to a wavelength.
2.5.2 Total Power: Poynting Surface Size
The total power exiting the closed surface is good verification of the power calcula-
tor’s accuracy. If a closed surface is chosen around a source, the energy propagating
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through this surface should be the same regardless of the size of the physical size of
the closed surface. This fact provides an additional method for verifying the accuracy
of the Poynting Vector calculation.
An numerical simulation is performed that uses a 1 cm disk source on the surface
and encloses it with a cube on five sides. The sixth side of the cube is the free-space
surface. Since elastic waves do not propagate in a vacuum, it is not necessary to
calculate outgoing power on this surface since it will always be zero.
The disk is excited with a differentiated Gaussian pulse, and the power exiting the
box is computed. The experiment is repeated multiple times, with varying parameters
for the Poynting surface box that encloses the source. Table 3 shows the results. The
change in the recorded power from an extremely small box to much larger ones is
negligible. It is worth noting that extremely small Poynting surfaces very close to
the source will be less accurate at computing the power exiting the surface. The
reason for this is the evanescent modes that are present very close to the edges of the
source. These evanescent field values vary rapidly across the grid, and these rapid
spatial changes in evanescent field amplitude may not be captured given the spatial
size of the FDTD grid. However, since evanescent waves do not propagate, and their
amplitudes fall off exponentially, the solution quickly converges as the box becomes
larger.
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Surface Dimension Surface Dimension Surface Dimension Normalized
X (cm) Y (cm) Z (cm) Power
6 6 6 1.0291
13 13 15 1.0145
13 13 29 1.0109
30 30 30 1.0036
50 50 45 1.0000
70 70 45 1.0036
Table 3: A comparison of the normalized total power exiting an enclosed surface for




TIME REVERSAL FOCUSING IN CLUTTERED SAND
3.1 Introduction
Section 2.1 described the landmine detection problem, and the system under devel-
opment at the Georgia Institute of Technology. The detection system functions by
exciting elastic waves that propagate through the soil. Several wave types are gener-
ated by the seismic source, but the most important one for detection of landmines is
the Rayleigh surface wave that propagates along the air-soil interface of the ground.
When the Rayleigh wave passes through an object buried in the sand, it excites that
object into vibration. Objects such as rocks and sticks scatter wave fronts, but usu-
ally vibrate very little themselves. Landmines, due to their regular structure, exhibit
a resonant vibration between the flexible top of the landmine and the soil layer above
the mine. The resonating landmine excites surface displacements of the ground which
are then measured using the non-contacting electromagnetic sensors.
The effectiveness of the detection system depends on relatively large displacements
of the ground at the location of a landmine in order to excite this flexural resonance.
In a highly cluttered medium, most of the energy in the transmitted wave is scattered
from objects in the medium. The result is that very little coherent energy reaches
the target, and any small resonance that is excited is difficult to detect due to the
numerous waves continuously bouncing off the scattering objects in the medium. In
application to a landmine detection system, time-reversal focusing may be used as an
interrogation tool to deliver energy to some location that was ineffectively interrogated
using other excitation methods.
Time-reversal focusing methods allow for energy to be focused at any location in a
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highly cluttered medium, without any knowledge of the characteristics of the medium.
Time-reversal focusing may also be more than a focusing method that is impervious
to the adverse impact of clutter. Some investigations of time-reversal focusing have
noted improvements in focusing resolution due to the presence of clutter [2, 11, 12]
(Section 1.1).
This chapter will examine the effectiveness of time-reversal focusing using both the
numerical model and the experimental system described in Sections 2.1 and 2.4. The
numerical models will provide an initial investigation into time-reversal phenomena
in a noise free, and perfectly linear, environment. Once time-reversal focusing has
been examined in the numerical models, experiments will be performed to assess its
actual effectiveness in an experimental context.
3.2 Numerical Time-Reversal Focusing
3.2.1 The Numerical Model
A numerical model is constructed and used to compare time-reversal to other meth-
ods of excitation [18]. This model is created using the FDTD numerical method
described in Section 2.4. Time reversal is compared to uniform excitation and time-
delay focusing methods. The numerical simulations show that time-reverse focusing
gives improved results in the presence of clutter over other excitation methods.
Several parameters were used to define the solution space for the model. The
physical size of the space is 210 cm × 210 cm × 50 cm. This space is discretized
into equally sized unit cells of 0.5 cm on a side for a total computational model size
of 420 × 420 × 100 cells. The solution space is surrounded on four sides and the
bottom with a ten-cell thick perfectly matched layer (PML) to absorb all outgoing
waves. The surface is terminated in a free surface boundary to simulate the air-soil
interface. The time step (∆t) between successive calculations is set to 0.75 µs and
the simulation is run for approximately 40 ms for a total of 52,981 time steps. The
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Figure 11: The shear and pressure wave profiles used in the numerical simulations.
The profiles are based off measured characteristics of the sand in the experimental
facility.
computation of results is performed on 33 nodes in a Beowulf Cluster. Each node is
powered by an Athlon64 Dual Core 4200+ processor, and requires approximately 6
hours for computation of the results for each simulation.
Soil is generally a layered medium with each layer having its own set of physical
characteristics. To accurately simulate a physical situation and to encourage better
agreement between numerical and experimental results, a soil profile is selected that
approximates the measured characteristics of damp compacted sand [15]. The profile
in Figure 11 matches the characteristics measured in the experimental facility at the
Georgia Institute of Technology that is used for the experimental measurements.
Spheres are used as scattering objects in the numerical simulations to break up
the wave fronts. Though they are uniform in shape, spheres are sufficient to break
up wave fronts if the medium is sufficiently filled, and the spheres are appropriately
sized such that their diameters are some significant fraction of a wavelength within
the frequency range of interest. The spheres are modelled with material parameters
similar to those of many types of stone or other dense scattering media commonly




















Figure 12: The numerical model setup. The spheres are randomly distributed in
the numerical simulation as scattering objects.
random distribution of 5 cm diameter spheres is created (Figure 12). All spheres are
placed with their tops at the surface of the medium. Since the Rayleigh wave used
in the landmine detection system is a surface wave, deeply buried scattering objects
would have negligible effects on displacements measured at the surface.
The simple case of time reversal, as described in Section 2.3, is used in the nu-
merical model. Twelve receivers are arranged in a line and are spaced 15 cm apart. A
point source is placed at the desired focal location. In the reverse problem, the array
of receivers is replaced with an array of independently controlled sources.
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3.2.2 Numerical Results
When producing elastic waves in the soil, there are several different ways to excite
the array of transducers. This section presents the results of three array excitation
methods that will be compared. The primary advantages and disadvantages of each
method will also be noted. The results will be presented as pseudo color graphs of
the magnitude of the vertical component of the particle velocity at the surface. The
pseudo color scale is a 40-dB logarithmic scale from white (0 dB) to black (−40 dB).
3.2.2.1 Uniform Excitation
Uniform excitation drives all sources in the array using identical excitation signals. In
the numerical case presented here, all sources are excited with identical differentiated
Gaussian pulses. Without scatterers present, a nearly uniform wave front propagates
across the surface of the medium. Figure 13 shows two snapshots in time of a uniform
excitation wavefront propagating through the elastic medium. The images in Figure
13 depict the wave amplitudes on the surface. Both images are of the same physical
area, at different points in time.
The uniform excitation method is simple to create, and requires no a priori knowl-
edge of the physical characteristics of the medium. It also excites each location along
the wave front uniformly as long as no scattering objects are present. In the presence
of clutter, the wave front may be scattered, reducing the uniformity of the excitation.
When all the sources are excited uniformly, the wave front interacts with the
various scattering objects (Figure 12) present in the medium and the result is shown
in Figure 14. As the wave propagates through the scattering objects, it is broken up
such that no coherent wave arrives at the target location. This case demonstrates
that in the presence of high clutter, uniform excitation of the sources provides low
signal levels to the target location which will only weakly excite a landmine at such a
location. Uniform excitation works well if little clutter is present, providing a uniform
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(a) Uniform waves are launched from the 12
sources.
(b) The wave front created by the uniform ex-
citation propagates along the surface.
-40 -35 -30 -25 -20 -15 -10 -5 0
(c) Color - Amplitude Scale
Figure 13: Uniform excitation with no scattering: two snapshots in time.
wave front that excites equal signal levels throughout most of the solution space.
3.2.2.2 Time-Delay Focusing Excitation
The second excitation type uses differentiated Gaussian pulses that are time-delayed
such that all pulses arrive at a focus location at the same time. Since the propagation
paths from the sources to the focal point differ in length, the pulses can be time
delayed such that all the pulses arrive at the focal point at the same time. Figure
15 shows two snapshots in time of a time-delayed excitation wavefront propagating
through the elastic medium and focusing at a point in the central region of the
medium. While this is a method of effectively focusing energy to a desired point, the
calculation of the time-delays for each pulse requires the knowledge of the propagation
speed throughout the entire medium.
If low-level clutter or variations in wave speeds are present, time-delay focusing is
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(a) Identical waves are launched from the 12
sources.
(b) The wave front is altered upon arrival at
the desired focal point due to scattering ob-
jects in the medium.
-40 -35 -30 -25 -20 -15 -10 -5 0
(c) Color - Amplitude Scale
Figure 14: Uniform excitation with scattering: two snapshots in time.
effective at focusing energy to the desired location. In the presence of significant clut-
ter and/or wave speed gradients, waves produced by each of the sources are subject
to scattering off multiple objects, causing the waves to be broken up and arrive in-
coherently at the focus location. Though scattering and speed gradients significantly
reduce the effectiveness of the time-delayed differentiated Gaussian excitation, this
method shows improvement over uniform excitation with respect to wave front co-
herence and excitation level at the focus location (Figure 16). The primary weakness
of time-delay focusing is that in order to accurately calculate the propagation delays
between each source and the focus point, one must know the propagation speed in the
medium between the source and the focus point. In the case of a medium where prop-
agation delays cannot be precisely calculated due to varying material properties or
wave speed gradients, any assumption of this propagation speed is an approximation
at best.
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(a) The time-delayed pulses are launched from
the 12 sources.
(b) The focused wave fronts arrive at the de-
sired focal point.
-40 -35 -30 -25 -20 -15 -10 -5 0
(c) Color - Amplitude Scale
Figure 15: Time-delayed focusing with no scattering: two snapshots in time. The
focal point is indicated by a circle.
3.2.2.3 Time-Reversal Focusing Excitation
The third excitation type is time-reversal focusing. For time-reversal, each source
is excited individually, and a pulse is propagated from each of the sources, recorded
at the focal point and then reversed in time. The time-reversed signals are then
transmitted from their corresponding source locations. Figure 17 shows two snapshots
in time of a time-reversal excitation propagating through the elastic medium and
focusing at a point in the central region of the medium. A particular advantage of
time-reversal over time-delayed focusing techniques is that it requires no knowledge
of the propagation speed in the medium.
For time-reversal focusing, the time-reversal signals are formed as described in
Sec. 2.3. Then the time-reversed signals are transmitted simultaneously from their
respective sources. Especially in the presence of clutter, no coherent wave front is
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(a) The time-delayed pulses are launched from
the 12 sources.
(b) The focused wave fronts arrive at the de-
sired focal point.
-40 -35 -30 -25 -20 -15 -10 -5 0
(c) Color - Amplitude Scale
Figure 16: Time-delayed focusing with scattering: two snapshots in time. The focal
point is indicated by a circle.
produced. Even though time-reversal fails to produce a coherent wavefront propa-
gating through the medium, the waves sum constructively at the focus point in space
and time as predicted by time-reversal theory (Section 2.2), producing a large exci-
tation only at that location. Figure 18 demonstrates that in the presence of multiple
scattering objects, time reversal allows for effective excitation at the target location.
3.3 Experimental Time-Reversal Focusing
3.3.1 Experimental Method
The experimental results are obtained in a laboratory at the Georgia Institute of
Technology (Figure 19)[3, 28]. A large concrete wedge-shaped tank is filled with
approximately 50 tons of damp compacted sand. Sand is chosen as the background
medium because its seismic properties are similar to many types of soil, and because
it is straightforward to recondition disturbed sand. This allows for easy burial and
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(a) The time-reversed signals are launched
from the 12 sources.
(b) Time-reversal focuses at the desired focal
point.
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(c) Color - Amplitude Scale
Figure 17: Time-reversal focusing with no scattering: two snapshots in time. The
focal point is indicated by a circle.
removal of scattering objects and targets in the tank. The method of data collection
in the experimental facility follow the methods described in Section 2.3.
The seismic waves are generated by an array of 12 electrodynamic shakers (Figure
20). A short metal bar foot is attached to each electrodynamic shaker. The shaker
and metal foot are placed in contact with the sand and the 12.5 cm × 1.27 cm ×
2.54 cm aluminum bar foot couples seismic energy into the sand.
Once the shakers are used to excite elastic waves in the sand tank, a non-contact
electromagnetic sensor (radar vibrometer) is used to record the displacement of the
surface of the ground. The vibrometer is scanned across the surface of the sand
using a computer controlled positioning system. The surface is sampled at 2 cm
increments (∆x = ∆y = 2 cm) over a 1.2 m × 0.8 m area. The radar has a spot size of
approximately 2 cm × 2 cm and records data at each location for 4.096 s at a sampling
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(a) The time-reversed signals are launched
from the 12 sources.
(b) Time-reversal focuses at the desired focal
point.
-40 -35 -30 -25 -20 -15 -10 -5 0
(c) Color - Amplitude Scale
Figure 18: Time-reversal focusing with scattering: two snapshots in time. The focal




Figure 19: The experimental facility. The seismic transducer array and the antenna
are positioned over the sand tank.
rate of 8 kHz. By making many measurements, each at a different location on the
surface, the displacement of the entire scan region can be constructed synthetically.
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Figure 20: One of the electrodynamic shakers used as an excitation source. The
bar foot is attached.
After the entire scan has been completed, a data array of displacement information
is available, U(xi, yj, tk), where
xi = i∆x, i = 0, 1, . . . ,
X
∆x
yj = j∆y, j = 0, 1, . . . ,
Y
∆y




and where X and Y are the dimensions of the scan region and T is the duration of
time for which each measurement is recorded.
The theoretical development of time-reversal focusing assumes that all sources
and receivers are infinitesimally small points. In the physical experiment, the sources
are distributed due to their use of a foot to couple energy into the ground. Similarly,
the receivers are also distributed since the smallest resolvable area is limited by the
spot size of the radar. While these distributed elements represent a deviation from
the theoretical development of time reversal, empirical observations demonstrate that
the effectiveness of time-reversal focusing is not significantly impacted by the use of
distributed sources and receivers.
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A total of 113 rocks are buried in the sand tank (Figure 21) in order to introduce
inhomogeneities into the sand. The rocks are randomly distributed throughout the
tank both in location on the surface and burial depth. The burial region extends far
beyond the scan region. Rocks are buried to within 0.5 m of the edges of the sand
tank. The maximum burial depth of the top of any rock is limited to approximately
20 cm. The size of the rocks varies from 10 cm in diameter to approximately 35 cm in
diameter (Figure 22).
Figure 21: The layout of the rocks before being buried below the surface.
In order to effectively illuminate a buried target using time-reversal focusing, the
excitation pulse that reaches the target should be both broadband and compact in
time. In addition to being useful for time-reversal focusing, a compact pulse allows for
better separation of incident pulses and those reflected off a target. This separation
is important for affiliated detection techniques such as time-reversal imaging [29, 30].
In order to excite elastic waves in the ground, an excitation signal is formed
digitally, passed through a D/A converter, a power amplifier, and into the electro-
dynamic shaker. The data will then be measured using the non-contacting ground
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Figure 22: The scan region has been excavated to show the final buried rock distri-
bution. The TS-50 landmine and the dollar bill are for scale.
sensor and recorded by the computer controlled positioning system. This procedure
is described by the flowchart in Figure 23.
Figure 23: A flow graph showing the interaction of the different components in the
data acquisition system.
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Once the system excites the elastic wave transducers, the attached foot then cou-
ples the transducer motion into the sand, and the excitation signal propagates through
the sand and interacts with objects buried in the tank. The transfer function of the
electrodynamic shaker and the coupling of the shaker foot to the ground modify the
excitation signal such that the signal that arrives at the target location in the medium
is significantly different from the electrical signal which is transmitted to the seismic
transducer. The other elements in the signal path (A/D, amplifier, etc.) have a negli-
gible effect on modification of the signal. The most dramatic alteration of the original
excitation signal is caused by the coupling between the shaker and the ground. In
the case of time-reversal focusing, this effect is more pronounced because the signal
passes through the system twice, doubling the effect of the shaker-ground coupling.
To achieve the best results from time-reversal focusing, it is important to ensure
that the pulse that arrives at the target is broadband and temporally compact. A
practical way to do this is to design an inverse filter to restore the original response
of the excitation signal. The propagating wave in the sand contains several different
wave types, but the one of principal interest in the detection of buried targets is the
Rayleigh surface wave. In order to most effectively design a filter that makes the
Rayleigh wave temporally compact and broadband, a signal processing technique [31]
is used to extract the Rayleigh wave mode from the total propagating wave.
A Wiener filter is designed that conditions the observed Rayleigh wave mode exci-
tation signal resulting in a filtered excitation signal that is very similar to the desired
temporally compact, broadband excitation pulse. A post-emphasis filter implemen-
tation is chosen because of the slightly non-linear nature of the coupling between the
shaker foot and the ground. A pre-emphasis filter would excite large amplitude dis-
placements of the seismic transducer, which would drive the sand into an undesired
non-linear response. The recorded signal remains above the noise floor over the entire
frequency range of interest, thereby making the post-emphasis filter an acceptable
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filter implementation scheme. Figure 24 demonstrates the addition of the Wiener














Figure 24: Flow graph showing the effect on the signal of its propagation through
the experiment.
The filter coefficients are determined by recording signal outputs in an uncluttered
medium, and extracting the Rayleigh wave mode. This information is used to design
the Wiener filter using the Stieglitz-McBride method. The Stieglitz-McBride method
iteratively minimizes the difference between the desired and designed filter impulse
responses for computation of the optimal least-mean-square filter coefficients [32].
The frequency and time-domain responses of the un-filtered excitation signal, the
desired signal, and the Wiener-filtered signal are displayed in Figure 25.
3.3.2 Experimental Results
Focusing results for the three excitation methods (uniform excitation, time delay
focusing, time-reversal focusing) are first presented for a focus location near the center
of the scan region. Subsequently, three additional focusing locations are chosen.
These particular locations are deliberately chosen in order to examine the relative
effectiveness of time-reversal focusing when it is impeded by scattering, or very near
or far from the source array. Time-reversal focusing is also used to illuminate a TS-50
landmine in two of these locations. For this case, the results of time-reversal focusing
are compared to the results when the transducer array is uniformly excited.
The first set of results presented in Figure 26 are time snapshot images comparing
the effectiveness of the different focusing methods for a location near the center of the
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(a) Frequency domain responses

























Wiener Filtered Rayleigh Wave
(b) Time domain responses
Figure 25: Wiener filter design
scan region. These images are formed by considering the displacement array, D(x, y, t)
in Equation 38 for some particular time, t′. The results are presented as pseudo-color
graphs of the magnitude of the vertical component of the particle displacement at the
surface. The pseudo-color scale used in the viewgraphs is a 40-dB logarithmic scale
from white (0 dB) to black (−40 dB). The images are normalized by the total energy
delivered by the excitation signals to the elastic wave sources.
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This normalization begins by calculating the relative amounts of energy in each of
the complete sets of excitation signals. For each set of K excitation signals of length
T , the ith excitation signal can be written as ǫi(t). The energy contained in that









Once the amount of energy transmitted to the sources is known or each set of
excitations, the displacement amplitude results are all normalized by the square root
of the inverse of the energy normalization factor. This is the factor which allows for






The first case is uniform excitation of the transducer array (Figure 26a). An exci-
tation pulse is launched from the source array, located to the left of the scan region.
As the pulse propagates through the cluttered scan region, the wavefronts are broken
up by the scattering objects in the medium. An excitation pulse not modified by
scattering would appear as a set of parallel, straight wave fronts propagating away
from the sources. Observation of the provided time snapshot for the uniform excita-
tion case demonstrates that the wavefronts are significantly altered by the scattering
objects.
For the time-delayed excitation, an attempt is made to focus to a point near
the center of the scan region, indicated by the label, Focus Point in Figure 26b.
The speed of the Rayleigh wave is estimated from the uniform excitation experiment
and used to calculate the appropriate time delays. In this case, the time-delayed
focusing attempt misses the desired focus point. The most likely reason for this is the
propagation velocity gradient across the surface of the tank. If the gradient is strong
in the direction normal to the propagation direction, the wave front moves faster on
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one side than the other, causing asymmetrical arrival at the focus point. A second
factor is the proximity of the desired focal location to a large rock. This rock also
alters the propagation speed and path of the pulses. The cumulative effect of these
conditions is that the components from each of the sources add coherently, but in the
wrong location.
An examination of an attempt to focus on the same location using time-reversal
focusing demonstrates significant improvement over the time-delayed focusing case
(Figure 26c). The time-reversal focusing method is relatively insensitive to propaga-
tion velocity gradients and the presence of inhomogeneities in the medium. This indi-
cates that time-reversal offers a distinct advantage in focusing when the propagation
medium contains unknown variations in the propagation speed, and un-catalogued
scattering objects.
A second method of presenting the results from Figure 26 is shown in Figure 27.
This presentation of the data displays the maximum displacement at each location
over the entire time record. This image is formed by creating and displaying the
array, M(x, y) where,
M(xi, yi) = max
k
|D(xi, yi, tk)|. (41)
The results are presented as pseudo-color graphs of the magnitude of the vertical
component of the particle displacement at the surface. The pseudo-color scale used
in the viewgraphs is a 40-dB logarithmic scale from white (0 dB) to black (−40 dB).
The scattering effects of rocks and other objects are visible in the uniform excita-
tion case (Figure 27a). There are also areas of the scan region that are not effectively
excited by the pulse, and these will be referred to as shadow regions. An examination
of the time-delayed excitation graph (Figure 27b), shows that it focuses energy to a
small area near the desired excitation point, but not on top of it. As discussed previ-
ously, this is due to propagation velocity gradients in the medium, and the presence
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of scattering objects. In a highly cluttered and inhomogeneous environment, time-
delayed focusing fails to excite the focus point effectively. This makes time-delayed
focusing excitation only marginally useful for detection of near surface targets in the
presence of large scale clutter and inhomogeneity.
The time-reversal focusing result (Figure 27c) is qualitatively similar to the time-
delayed excitation focusing graph. A notable exception is that the maximum dis-
placement occurs at the desired focus point in the time-reversal case. The reason
for this improvement is that the time-reversal method inherently incorporates the
effects of scatterers and variations in propagation velocity when calculating the time-
reversed excitation pulse. It should also be noted that the displacement at the focus
point is much larger than the displacement throughout the rest of the medium. This
means that the interaction of the excitation pulse with the scattering objects has been
significantly reduced in comparison to the uniform excitation case.
In the results presented above, it is clear that time-reversal focusing yields sig-
nificant advantages over the other excitation methods in the presence of clutter and
variations in wave speed. To further investigate the effectiveness of time-reversal fo-
cusing in other circumstances, the time-reversal focusing method is applied to several
new locations. These locations are selected by examining the maximum displacement
graph for the uniform excitation experiment (Figure 28). Two locations are chosen
that are in shadow regions, where very little energy arrives. These locations will be
called Focus Point 1 and Focus Point 2. A third point (Focus Point 3) is chosen that
is far from the source, at X = 110 cm, Y = −25 cm. By examining Focus Point 3,
it is possible to study the improvement afforded by time-reversal when the desired
focus point is already effectively illuminated using uniform excitation of the elastic
wave sources. All three focus points are noted by the white crosses on Figure 28.
Time-reversal focusing to Focus Point 1 attempts to focus energy on top of a large
rock. The results are shown in Figure 29a. Time-reversal focusing does increase the
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excitation level at the desired point, but actually focuses in front of the intended focus
point. In Focus Point 2, the second shadow-region focus location, similar results are
observed in Figure 29b. For both focus points, time-reversal focusing improves the
acoustic illumination at the focus point, but the actual focus spot is in front of the
desired focus spot.
The results presented in Figure 29a measure a snapshot of displacement at a
particular time. In the case of Figure 29a, time-reversal appears to miss the focus
point and focus in front of the desired location. If this image were a measure of energy,
instead of displacement, the image would be able to account for the greatly increased
stiffness of the rock present at the desired focus point. This may demonstrate that
time-reversal focusing does in fact focus significant energy to the desired location.
This explanation may account for the absence of significant displacements at the
focus point. Further, the observation of a large apparent focal point between the
source array and the desired focal point can be explained using a simple model.
The model is presented in Figure 30. For the coordinate system assumed in these
experiments, consider a rock of an arbitrary thickness in X, but of infinite extent in
Y and Z. As the wave propagating from each of the sources arrives at the medium
interface, the majority of the energy in the Rayleigh wave will be reflected off the
interface between the rock and the sand. This creates a pseudo-focal point, R’, in
front of the rock-soil interface. In this simple case, R’ will be the same distance (δ)
away from the interface as the desired focus, R.
In the actual, less simplistic case, where the extent of the rock is finite, a larger
portion of the incident wave is unaffected by the abrupt change in material properties.
These effects combined with inhomogeneities in the medium cause variations in the
strength, size, and location of the pseudo-focal point. These effects are apparent
when comparing time-reversal focusing to Focus Point 1 and Focus Point 2 in Figure
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29a and Figure 29b. In the former, where the scattering rock is larger in the Y-
dimension (Figure 28), a more distinct pseudo-focus point is apparent. This indicates
that more of the incident waves are partially reflected and re-focus in front of the
desired focus location. This effect is diminished for Focus Point 2 in Figure 29b,
where the scattering rock is significantly smaller.
In the final case (Figure 29c), time-reversal focuses almost exactly at the desired
location and some improvement in the excitation level is observed in comparison to
the uniform excitation case. The small offset of the actual focus point from the desired
focus point can be attributed to the phenomenon discussed above and described in
Figure 30.
The motivation for pursuing high excitation levels at a specified location is to
more effectively illuminate a landmine buried at the focus location. To that end, the
effect of time-reversal on illumination of a landmine is presented. Two locations are
chosen, one of which is in a shadow region.
For each point, the maximum displacement level over time is used as a basis
for performance comparison. For the focus location in a shadow region (Figure 31),
time-reversal focusing provides an approximately 18 dB improvement over the uniform
excitation case. In addition to raising the relative amplitude of the displacement at
the location of the mine, the relative signal levels over the majority of the scan region
are reduced significantly, providing better contrast between the landmine and its
background.
In the second position (Figure 32), the displacement levels are high enough in the
uniform excitation case to effectively illuminate the landmine. While time-reversal
focusing does focus energy to the location of the landmine and drop the relative
displacement in the background, the increase in the displacement at the location of





-40 -35 -30 -25 -20 -15 -10 -5 0
(d) Color - Amplitude Scale
Figure 26: Time-snapshots for Focus Point 1. Images are on a 40 dB pseudo-color
scale: 0 dB(white) to −40 dB(black).
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(a) Uniform excitation - maximum displacement
(b) Time-delayed excitation - maximum displacement
(c) Time-reversed excitation - maximum displacement
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Figure 27: Maximum displacement for Focus Point 1. Images are on a 40 dB pseudo-
color scale: 0 dB(white) to −40 dB(black).
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(a) Uniform excitation - maximum displacement. Lo-
cations chosen for focusing are indicated by white
crosses. The image is presented on a 20 dB pseudo-
color scale: 0 dB(white) to −20 dB(black)
-20 -15 -10 -5 0
(b) Color - Amplitude Scale
(c) Layout of rocks in experimental setup. Locations
chosen for focusing are indicated by white crosses.
Figure 28: Focusing Locations
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(a) Shadow region: Focus Point 1
(b) Shadow region: Focus Point 2
(c) Normal excitation region focus point
Figure 29: Time-Reversal Excitation. The desired focus point is indicated in each






Figure 30: The pseudo-focus point (R’) created by an infinite half-space rock.
Figure 31: A comparison of the maximum displacement at the location of a buried
TS-50 for the (a) time-reversal and (b) uniform excitation cases.
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Figure 32: A comparison of the maximum displacement at the location of a buried
TS-50 for the (a) time-reversal and (b) uniform excitation cases.
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CHAPTER IV
EXPERIMENTAL TIME-REVERSAL FOCUSING IN A
HEAVILY SHADOWED REGION
4.1 Motivation
The initial set of time-reversal focusing experiments (Section 3.3) demonstrated that
time reversal works well in areas that are difficult to excite using traditional excitation
methods. Time-reversal focusing effectiveness was compared to the performance of
time-delay focusing techniques in regions shadowed by large rocks and proved to be
more effective. The ability of time-reversal focusing to focus in shadowed regions
is one of its most useful qualities and is worthy of further study. In the previous
studies in Chapter 3, the shadow regions were relatively small in extent and located
far enough from the source to subtend only a small portion of the aperture of the
source array. In this chapter, time-reversal focusing is examined when a large barrier
creates a much more significant shadowed region. The effect of the barrier is so
significant that it almost entirely eliminates the initial forward travelling wave (the
ballistic wave) excited by the source.
4.2 Experimental Method
The experimental method used for collecting the results is similar to the one described
in Section 3.3, with a few significant modifications. The same sand tank, computer
controlled data acquisition system and array of 12 electrodynamic shakers are used in
these experiments. The two noteworthy differences in the experiment are the sensor
used to measure wave propagation and a new averaging method used to improve the
signal-to-noise ratio during time-reversal focusing.
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4.2.1 Ground-Contacting Sensor Array
The non-contacting radar vibrometer used in the previous set of experiments has been
replaced with an array (Figure 33) of specially designed ground contacting accelerom-
eters [33]. These sensors are inexpensive, compact, and couple to the ground well, and
lightly enough to be safe for use in landmine detection applications. There are sev-
eral advantages to this new sensor that motivate the change from the non-contacting
radar sensor.
Figure 33: The accelerometer array contains 30 ground contacting accelerometers.
The non-contacting sensor system employed a single measurement antenna that
scans the region of interest, taking measurements at individual points. In order to
synthetically generate useful data over the entire scan region, the electromagnetic
sensor measures data every 2 cm, which for a 1 m2 area requires 2601 measurement
points. A standard size scan region of 1.6 m × 2 m takes in excess of 12 hours to
complete using the electromagnetic sensor. The array used in these experiments
consists of 30 accelerometers in a 3 × 10 array spaced 3.429 cm apart in X and
10.287 cm in Y (Figure 34). The measurements are interlaced along the Y direction
to synthetically generate a grid of measurement points with a spacing of 3.429 cm
between measurement points in both X and Y (Figure 35). Use of the array for
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measurement decreases measurement time for a single scan from over 8 hours to
approximately 35 minutes.
Figure 34: Spacing of the accelerometer array.
In addition to gains in scanning speed, the accelerometer provides significantly
improved high frequency response in comparison to the non-contacting sensor. In
the frequency domain, a displacement sensor measures the vertical component of
the particle displacement, U . The accelerometer senses the vertical component of
particle acceleration, which is the second derivative of displacement. Acceleration
can be represented in the frequency domain as ω2U . Empirical examinations of
the frequency response demonstrate that the acceleration measurement provides a
high frequency boost similar to the effect of the Wiener filter that was required in
measurements employing the electromagnetic sensor (Section 3.3). Use of the new
sensor eliminated the need for the Wiener filter.
In Section 3.3, the Wiener filter was created as a post-emphasis filter to avoid
introducing non-linearity into the excitation signals. This meant that the frequency
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Figure 35: Interlacing scheme for the scan locations of the accelerometer array.
range of the excitation pulses was limited since the Wiener filter could only be applied
where it boosted high frequency data that was sufficiently above the noise floor. The
inherent high-frequency sensitivity of the accelerometers improves the high-frequency
response in such a way that it becomes feasible to examine higher-frequency excita-
tion signals. The high-frequency pulses are important when examining the effects of
scattering in time-reversal focusing. Scattering effects are more pronounced as the
scattering objects become larger in comparison to the wavelength of the excitation
signal.
4.2.2 Time-Reversal Drive Signals: Averaging Method
A second modification to the experimental method is the addition of a special aver-
aging technique in the creation of time-reversal focusing signals. In creating time-
reversal drive signals, each seismic transducer is excited individually and the response
is recorded at the focus point. This small-amplitude excitation signal is sometimes
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close to or below the noise floor for the high frequency components. The small am-
plitude drive level of each individual shaker is necessary in order to maintain a linear
excitation signal. Large amplitude drive levels force the shaker-ground coupling into
the non-linear regime [34].
Averaging is employed in order to generate a set of time-reversal focusing drive
signals that have a high signal to noise ratio over the entire frequency range of interest.
Recall from Section 2.3.2 and Equation 9 that a swept frequency chirp is the excitation
fed to the elastic wave transducer. This chirp signal is also used in these experiments
to generate the time-reversal drive signals. The chirp excitation, C(t), is sent from a
single shaker and recorded at the desired focus point. The resulting signal sent from
a single transducer and recorded at the focus point will be,
S(t) = C(t) ∗ T (t) + Φ(t), (42)
where the standard Fourier and Inverse Fourier transforms are used to perform the
convolution in the frequency domain and return the signal to the time domain [17].
T (t) is the transfer function of the propagation from the shaker to the focus point,
and Φ(t) is the noise that is inherent in the system.
In order to reduce the noise in the system, averaging is employed. The process to
record a single signal, S(t), is repeated M times where the ith iteration can be written
as,
Si(t) = C(t) ∗ T (t) + Φi(t). (43)
Each successive time, the received signal is added to the previous iterations until M









This averaging process significantly reduces the noise level in the received signal,
yielding a new averaged drive signal,
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Savg(t) = C(t) ∗ T (t) + Φavg(t) (45)
where the standard deviation of the noise signal of Φavg(t) decreases as the square
root of M , the number of averages. If M is large, EΦavg ≪ EΦi where EΦ is noise
energy.
After recording and averaging the signals received at the focus point, the compos-
ite received signal, Savg (Equation 45, Figure 36a), is transformed to the frequency
domain (Figure 36b) and divided by the transfer function of the excitation chirp
signal (Figure 36c). This procedure can be described mathematically as,
T(f) =
F {Savg(t)}
F {C(t)} , (46)
where F and F−1 are the standard Fourier and inverse Fourier transforms, respec-
tively. This yields a frequency domain transfer function, T(f), that represents the
frequency response of the system (Figure 36d). The frequency response is windowed
in the frequency domain to remove extraneous information that lies outside the fre-
quency range of interest. The new transfer function is then transformed back to the
time domain to give a time-domain impulse response (Figure 37a),
TF (t) = F−1 {T (f)WF (f)} . (47)

















0 : 0 < f < 99.85 Hz
1 : 100Hz ≤ f ≤ 2 kHz
0 : f > 2 kHz
. (48)
Even though the system may include clutter and other objects that cause scatter-
ing, the response to the impulse decays below the noise floor or “rings down” quickly
in time. This fast ring down can be observed in Figure 37a: the impulse response is
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temporally compact and quickly drops below the noise floor. Once the signal level of
the response is sufficiently below the noise floor after ∼ 0.1 s, the remaining portion
of the signal adds no additional useful information so this portion of the signal may
be discarded. The first 200 ms of the time domain impulse response is kept to ensure
ring down significantly below the noise floor, and the rest of the signal is windowed
with a rectangular window (Figure 37b). The first 200 ms of the response is then
zero-padded to return the length of the signal to 4.096 seconds. This procedure sig-
nificantly improves the signal-to-noise ratio of the excitation signal. After truncating
to 200 ms and zero-padding the signal, Ttruncated(t), can be written as,
Ttruncated = TF (t)WT (t), (49)









1 : 0 ≤ t ≤ 200 ms
0 : 200 ms < t ≤ 4.096 s.
(50)
The new “clean” impulse response is then transformed into the frequency domain,
multiplied by the frequency domain chirp excitation signal and transformed back to
the time domain (Figure 37c), yielding G(t),
G(t) = C(t) ∗ Ttruncated(t). (51)
This is the signal that is time-reversed to create the a time-reversal drive signal.
This signal conditioning results in a drastically improved signal to noise ratio (SNR)
which significantly improves the effectiveness of time-reversal focusing. The procedure






Figure 36: Representative signals are depicted at several processing steps in the
procedure used to create time-reversal drive signals. (a) The averaged received time
domain signal. (b) The averaged received signal in the frequency domain. (c) The
frequency domain transfer function of the excitation chirp. (d) The Fourier transform
of the impulse response of the averaged received signal, i.e. (b) divided by (c).
4.2.3 Blocking the Ballistic Wave
This experiment examines the effects of time-reversal focusing when the ballistic





Figure 37: Representative signals are depicted at several processing steps in the
procedure used to create time-reversal drive signals. (a) The time domain impulse
response of the averaged received signal. (b) The time domain impulse response of
the averaged received signal after truncation to 200 ms and zero-padding to 4.096 s.
(c) The time domain “clean” excitation signal after being truncated and convolved
with the chirp excitation.
ballistic wave, and focus locations were chosen in the shadowed region behind this
barrier. Additional scattering regions on either side of the central barrier ensure that
no portion of the incident wave reaches the focus point without passing through a
scattering region (Figure 39).
The central barrier consists of a densely packed region of large stones. The stones
were buried in a region 85 cm wide by 50 cm long by 33 cm deep (Figure 40). The
effects of the central barrier were tested in conjunction with two different sets of
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Figure 38: Flowchart showing the data acquisition and processing steps to create
time-reversal drive signals.
scattering objects in the peripheral scattering regions.
The first experiment employed equal object densities of medium sized stones that
were randomly distributed throughout each peripheral region (14 stones on the right
side and 15 stones on the left side). The stones were similar in composition and shape
to the ones used to create the central ballistic wave barrier, but were smaller in size
(approximately 5 – 7 cm in diameter). The rocks in the peripheral scattering region
are buried just below the surface of the sand with the top of the rocks buried 1 – 3 cm
below the surface.
A second experiment used 15 concrete cylinders in each peripheral scattering re-
gion. The concrete cylinders are approximately 5 cm in diameter and 30 cm long.
They are created by filling thin-walled corrugated plastic tubing with standard con-
struction concrete. Corrugated tubing was chosen over smooth-walled tubing as the
corrugations provide better contact to the sand, inducing better coupling between
the sand and the cylinders.
The cylinders were built by first fitting 30 cm lengths of corrugated plastic into
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Figure 39: The configuration of the experiment in the sand tank. The ballistic wave
barrier is shown in the center, and is surrounded on both sides with regions containing
scattering objects. The focus region, located in a shadowed area of the sand tank, is
also shown.
rigid PVC forms for casting. The cylindrical forms were then filled with concrete and
packed tightly to ensure no air pockets remained inside the forms. After the cylinders
were filled, the concrete was cured for 1 week in the PVC forms. The cylinders were
removed from the forms and then used as scattering objects. A total of 76 cylinders
were built for use as scattering objects (Figure 41).
The cylinders in the peripheral scattering region are each buried individually by
digging a vertical hole with an auger that is approximately twice the diameter of the
cylinder and then backfilled with sand with the cylinder centered in the hole. The
top of the cylinders are buried 1 – 3 cm below the surface of the sand (Figure 43).
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Figure 40: This photograph shows the ballistic wave barrier before being covered
with sand. The barrier is comprised of multiple large rocks and effectively blocks the
majority of the ballistic energy that arrives from the elastic wave sources.
Figure 41: Concrete cylinders in various stages of construction. (1)A completed
cylinder inside the rigid PVC form. (2) The cylinder after curing and removal from
the PVC form.(3) The completed cylinder. (4) All completed cylinders.
The resulting scattering field combines with the central barrier to effectively block
the ballistic wave in the desired shadow region (Figure 44).
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Figure 42: The layout of the rock-filled peripheral scattering region. The surface
has been excavated to reveal the buried scattering objects. The central ballistic wave
barrier is present, but is concealed by sand.
Figure 43: The burial procedure for an individual cylinder in the sand tank. A
vertical hole is drilled with an auger (A – B) and a cylinder is placed vertically in the
center of the hole approximately 1 – 3 cm below the surface of the sand (C – D). The
hole is backfilled to pack the sand flush with the surface of the cylinder (E – F).
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Figure 44: The layout of the cylinder peripheral scattering fields and the central
ballistic wave barrier. The surface has been excavated to reveal the buried scattering
objects.
4.3 Results: Focusing in a Shadowed Region
The majority of the results will be presented using maximum amplitude plots. How-
ever, an examination of time snapshots of the wave propagation for each type of
excitation is useful to visualize the impact of blocking the ballistic surface wave. In
Figures 45 – 47, time snapshots are presented for each of the three excitation meth-
ods described. In addition to the central barrier, rocks are buried in the peripheral
scattering regions noted in Figure 39.
The results of the experiments are presented as plots showing the maximum am-
plitude of the vertical component of the recorded acceleration over the scan region
during the entire time record. This image is formed by creating and displaying the
array, M(x, y),
M(xi, yj) = max
k
|A(xi, yj, tk)|. (52)
Where A is the acceleration measurement that is analogous to displacement, D, pre-
sented in Equation 41 in Section 3.3.2. The results are presented as pseudo-color
graphs of the magnitude of the vertical component of the particle acceleration at the
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surface. The pseudo-color scale used in the figures is a 40 dB logarithmic scale from
white (0 dB) to black (−40 dB).
In order to compare the different focusing methods, the results are normalized
with respect to the energy contained in the excitation signals for each of the three
excitation methods. The normalization procedure is identical to the one described in
Section 3.3.2.
4.3.1 Central Barrier with Rock-Filled Peripheral Scattering Region
A comparison can be made of the performance of three different excitation types:
time-reversal focusing, time-delay focusing and uniform excitation. The first experi-
ment presented in Table 4 attempts to focus energy to a shadowed point located at
X=80, Y=0 in the sand tank. For the uniform excitation case, the maximum ampli-
tude plots in Figure 48a demonstrate that the central barrier effectively blocks the
ballistic wave. Some energy does propagate through the peripheral scattering regions,
but this energy is disorganized and does not reach the shadowed region behind the
central barrier with any significant energy or coherence.
Time-delay focusing performs even more poorly than uniform excitation at reach-
ing the shadowed region in the presence of the barrier and scattering objects (Figures
48a and 49a). Signals from each of the transducers are time-delayed assuming that
the propagation speed through the medium is a constant 94.8 m/s and assuming the
normal propagation speed of a surface (Rayleigh) wave through sand as measured in
the experimental facility (Figure 11). The propagation speed estimate is formed by
assessing the wave propagation speed in uncluttered sand. While it is known that the
assumption of a constant propagation speed is inaccurate in the presence of the central
barrier, this is an acceptable way to compare the effectiveness of focusing methods.
Precise in-situ measurements describing the medium properties at all locations are
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almost never available in actual implementations of focusing systems such as in land-
mine detection or ultrasound measurements in living tissues or in non-destructive
testing applications.
The experiment is repeated for a second shadow-region focusing location at X=100,
Y=0 in the sand tank. The results of this experiment are presented in Figures 50 and
51, and demonstrate similar behavior to the first experiment. The results of both
experiments confirm that time-reversal focusing performs significantly better than
time-delayed focusing and uniform excitation. Time-reversal focusing effectively di-
rects energy to the desired focus point with significant accuracy (Figures 48 – 51).
Table 4 summarizes the results.
4.3.2 Central Barrier with Cylinder-Filled Peripheral Scattering Region
This experiment is performed in a manner identical to the case of the rock-filled pe-
ripheral scattering region. The cylinder-filled peripheral regions exhibit similar trends
to the rock-filled peripheral regions (Figures 52 – 55). The experiment demonstrates
that time-reversal focusing is effective with various types of scattering objects present
in the medium.
This conclusion is further strengthened by the presence of the central barrier. If
the scattering field made of up cylinders or rocks filled the entire scan region, and
no central barrier were present, the ballistic wave contribution would dominate the
response recorded at the focusing point. In such an experiment, any variation in
performance caused by different scattering objects would be much less apparent.
4.3.3 A Comparison of Time-Reversal Focusing with Respect to Scatter-
ing Object Geometry
The lack of a ballistic wave allows for close examination of the effects of various
types of scattering objects in time-reversal focusing. In some time-reversal focusing
experiments, the focusing spot size has been found to be affected by the presence and
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Experiment Focus Point 6dB Width Peak Amplitude (dB)
Uniform Excitation: Rocks X=80, Y=0 N/A −12.88 dB
Time-Delay: Rocks X=80, Y=0 19.8 cm −12.1 dB
Time-Reversal: Rocks X=80, Y=0 5.3 cm −3.16 dB
Uniform Excitation: Cylinders X=80, Y=0 N/A −19.3 dB
Time-Delay: Cylinders X=80, Y=0 —
a −16.65 dB
Time-Reversal: Cylinders X=80, Y=0 5.6 cm −3.87 dB
Uniform Excitation: Rocks X=100, Y=0 N/A −19.31 dB
Time-Delay: Rocks X=100, Y=0 8 cm
b −15.23 dB
Time-Reversal: Rocks X=100, Y=0 6.6 cm −4.36 dB
Uniform Excitation: Cylinders X=100, Y=0 N/A −19.01 dB
Time-Delay: Cylinders X=100, Y=0 17.5 cm −16.62 dB
Time-Reversal: Cylinders X=100, Y=0 6.7 cm −4.0 dB
Table 4: 6 dB focusing spot width and peak amplitude at the focus spot for 3 types
of excitation signal and 2 configurations of scattering objects at 2 different locations.
a
The wave fronts did not focus sufficiently to measure a coherent beamwidth.
b
The
actual signal does not have 6 dB of contrast at the focus point. Based on the existing
data, the 6 dB width is estimated assuming a Gaussian shape for the focus width.
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type of scattering objects [35, 36]. While it is difficult to predict the effect of the
scattering object geometry on focusing spot size [37], it is easily observed empirically.
A comparison is made between three experimental configurations. In all three
cases, the central barrier is present. In the first experiment, no scattering objects are
placed in the peripheral regions. In the second experiment, the rock configuration is
used in the peripheral regions. In the third experiment, the cylinders are placed in
the peripheral regions.
The experiments are conducted for time-reversal focusing to two different focusing
points (X=80,Y=0) and (X=100,Y=0). The maximum amplitude plots (Figures 56,
57) serve as the basis to determine the focus spot size and the maximum amplitude
at the focus spot. The spot size is measured as the cross-range width of the 6 dB
local maximum at the focus point. As with the maximum amplitude plots, the data
is normalized to the energy present in the excitation signals. Table 5 summarizes the
results.
While the data does show some variation in spot size and maximum amplitude at
the focus point, the variations are small enough to be within the measurement error of
the accelerometer array. The primary source of error is the 3.429 cm spacing between
array elements. Such spacing means a real amplitude maximum could occur between
these measurement points and that an actual spot width could vary by as much as
the spacing between two accelerometers. No consistent trends are evident in the data
with respect to focusing spot size or maximum amplitude in relation to the focusing
location or the type of scattering objects used. The relationship between scattering
object geometry and time-reversal focusing will be examined further in Chapter 7.
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Experiment 6dB Width Maximum Amplitude (dB)
(X=80,Y=0)[Clean] 6 cm −4.92 dB
(X=80,Y=0)[Rocks] 5.3 cm −3.16 dB
(X=80,Y=0)[Cylinders] 5.6 cm −3.87 dB
(X=100,Y=0)[Clean] 5.3 cm −3.04 dB
(X=100,Y=0)[Rocks] 6.6 cm −4.36 dB
(X=100,Y=0)[Cylinders] 6.7 cm −4.0 dB
Table 5: 6dB focusing spot width and maximum amplitude at the focus spot for
time-reversal focusing using threee configurations of scattering objects at two different
locations.
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(a) The unperturbed wavefront arrives at the
edge of the field of observation.
(b) Passing through the ballistic wave barrier,
the wavefront is significantly scattered and at-
tenuated.
(c) The waves pass the focus point without de-
livering significant energy to its location.
Figure 45: Time snapshots for the ballistic wave barrier and rocks in the peripheral
scattering regions. The source array is excited with uniform excitation using a 900 Hz
differentiated Gaussian pulse. The white circle denotes the desired focus location.
Images are on a 40 dB pseudo-color scale: 0 dB(white) to −40 dB(black).
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(a) The pre-focused wavefront arrives at the
edge of the field of observation.
(b) Passing through the ballistic wave barrier,
the wavefront is significantly scattered and at-
tenuated. Some focusing occurs, but in the
wrong location.
(c) The waves pass the focus point without de-
livering significant energy to its location.
Figure 46: Time snapshots for the ballistic wave barrier and rocks in the peripheral
scattering regions. The source array is excited with time-delayed excitation using
a 900 Hz differentiated Gaussian pulse. The white circle denotes the desired focus
location. Images are on a 40 dB pseudo-color scale: 0 dB(white) to −40 dB(black).
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(a) The time-reversal signals arrive at the edge
of the field of observation.
(b) Passing through the ballistic wave barrier,
the wavefront focuses tightly on the desired
focus location.
(c) The waves pass the focus point after deliv-
ering significant energy to its location.
Figure 47: Time snapshots for the ballistic wave barrier and rocks in the peripheral
scattering regions. The source array is excited with time-reversal excitation using
a 900 Hz differentiated Gaussian pulse. The white circle denotes the desired focus
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Figure 48: Maximum amplitude plots for the case of a focus point at X=80, Y=0.
The central barrier is in place, and rocks are used in the peripheral scattering region.
The white circle denotes the desired focus location. Images are on a 40 dB pseudo-
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Figure 49: Time shapshots at the focus time for the case of a focus point at X=80,
Y=0. The central barrier is in place, and rocks are used in the peripheral scattering
region. The white circle denotes the desired focus location. Images are on a 40 dB
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Figure 50: Maximum amplitude plots for the case of a focus point at X=100, Y=0.
The central barrier is in place, and rocks are used in the peripheral scattering region.
The white circle denotes the desired focus location. Images are on a 40 dB pseudo-
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Figure 51: Time shapshots at the focus time for the case of a focus point at X=100,
Y=0. The central barrier is in place, and rocks are used in the peripheral scattering
region. The white circle denotes the desired focus location. Images are on a 40 dB
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Figure 52: Maximum amplitude plots for the case of a focus point at X=80, Y=0.
The central barrier is in place, and concrete cylinders are used in the peripheral
scattering region. The white circle denotes the desired focus location. Images are on
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Figure 53: Time shapshots at the focus time for the case of a focus point at X=80,
Y=0. The central barrier is in place, and concrete cylinders are used in the peripheral
scattering region. The white circle denotes the desired focus location. Images are on
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Figure 54: Maximum amplitude plots for the case of a focus point at X=100, Y=0.
The central barrier is in place, and concrete cylinders are used in the peripheral
scattering region. The white circle denotes the desired focus location. Images are on
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Figure 55: Time shapshots at the focus time for the case of a focus point at X=100,
Y=0. The central barrier is in place, and concrete cylinders are used in the peripheral
scattering region. The white circle denotes the desired focus location. Images are on
a 40 dB pseudo-color scale: 0 dB(white) to −40 dB(black).
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(a) Time reversal: no peripheral scattering
(b) Time reversal: rocks in peripheral regions
(c) Time reversal: cylinders in peripheral regions
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Figure 56: Maximum amplitude plots for the case of a focus point at X=80, Y=0.
The central barrier is in place, and the type of scattering objects used in the peripheral
scattering region (or absence thereof) is noted in the caption. The white circle denotes
the desired focus location. Images are on a 40 dB pseudo-color scale: 0 dB(white) to
−40 dB(black). 97
(a) Time reversal: no peripheral scattering
(b) Time reversal: Rocks in peripheral regions
(c) Time reversal: Rocks in peripheral regions
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Figure 57: Maximum amplitude plots for the case of a focus point at X=100, Y=0.
The central barrier is in place, and the type of scattering objects used in the peripheral
scattering region (or absence thereof) is noted in the caption. The white circle denotes
the desired focus location. Images are on a 40 dB pseudo-color scale: 0 dB(white) to
−40 dB(black). 98
CHAPTER V
TIME REVERSAL WITH AN ASYMMETRIC SURFACE
LAYER
5.1 Motivation
Previous chapters have presented the results of time-reversal focusing for discrete
scattering objects, such as fields of cylinders or rocks. The effectiveness of time-
reversal focusing has also been evaluated in the presence of a large shadow region
created by a central barrier. Another common physical obstacle in buried object
detection is the presence of a large asymmetric surface layer such as a roadbed,
compacted soil layer, or large vehicle tracks.
In these types of obstacles, and in the experiments presented in this chapter, the
surface layer may only extend a shallow depth into the ground. In such a case, the
obstacle does not block propagation of a ballistic wave. Depending on the depth and
material properties of the surface layer, it may be possible for an incident wave to
propagate through or underneath the layer. Depending on the material properties
and geometry of the surface layer, a wavefront’s direction of propagation could be
altered by the surface layer.
Alteration of a wavefront’s direction of propagation could detract from the abil-
ity to focus energy to a specific location using traditional focusing techniques. In
instances where time-delay and uniform excitation have failed to provide high excita-
tion levels, time-reversal focusing has been effective in focusing energy to some desired
location. In previous experiments, there have been multiple scattering objects affect-
ing wave propagation through a region. This chapter will evaluate the effectiveness
of time-reversal focusing in the presence of a surface layer that changes the direction
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The setup used in these experiments employs the same experimental facility and
setup described in Section 3.3, except that only six elastic wave transducers are used
to excite the wave. The reason for this is that the wavefront cannot be as wide as the
observation area if we are to effectively alter the propagation path with the surface
layer.
A second deviation from the experimental setup described in Section 3.3 is the use
of the ground-contacting sensor array described in Section 4.2. The process used to
create the time-reversal drive signals is the one described in Section 3.3. Many of the
previous experiments examined the effectiveness of time-reversal focusing at location
free of any physical target. Here, a TS-50 landmine is buried at the focus location.
5.2.2 Surface Layer
In order for the surface layer to significantly change the direction of a propagating
wave, two conditions should exist. First, the propagation speed through the surface
layer should be significantly different from the propagation speed in the soil. Second,
the surface layer should be asymmetrical or oriented such that propagating waves
either enter, or exit the barrier at some oblique angle.
Initial experiments attempted to form a waveguide-type surface layer that would
be used to steer the wave away from the focus location. This layer was made by
allowing the surface layer of sand in the experimental facility to dry while maintaining
high moisture levels in a central channel. This channel was also compacted in an effort
to increase the wave propagation efficiency and speed through this layer. This method
proved to be largely ineffective because there were minimal changes in the sand cause
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by changes in the moisture level.
In order to create a larger difference in wave propagation speeds, a new method
created a surface layer using a layer of small stones 6 – 8 cm deep as shown in Figure
59a. The stones were randomly shaped and range in size from 1 cm to 6 cm in all
dimensions. The space between the randomly distributed stones was filled with sand
and the entire surface layer was made level to the surrounding medium, and with
a smooth transition from the surface layer into the sand. The shape of the surface
layer was made asymmetrical with respect to the propagation direction of the surface
waves as shown in Figure 58.
Additional surface layers were created using 3/4 inch plywood as a surface layer
(Figure 59b-d). The plywood layer was created using a wedge-shaped piece of 3/4
inch plywood cut into a 4ft. by 6 ft. wedge. The plywood wedge was tested in three
configurations. The next surface layer employed a single sheet plywood wedge that
was buried flush to the surface of the sand(Figure 59b), but was not covered by a
layer of sand (Figure 60). Another surface layer configuration used two identical 4
ft. by 6 ft. by 3/4 inch plywood wedges. These wedges were buried flush to the surface
in an identical configuration as the single-layer setup. The difference was that the
new plywood layer was 1.5 inches thick. In a final plywood configuration, two sheets
of plywood were buried flush to the surface, but with a thin layer (2 cm) of sand
between the two sheets. The sheet of plywood on the surface was level to the surface
of the surrounding sand.
5.3 Results: Focusing Through an Asymmetric Surface Layer
A comparison can be made of the performance of the three different excitation types:
time-reversal focusing, time-delay focusing and uniform excitation. This examination
is performed for four types of asymmetric surface layers. While the majority of the
results will be presented using maximum amplitude plots, an examination of time
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Figure 58: The experimental configuration for experiments using an asymmetric
surface layer with a TS - 50 landmine at the focusing point.
snapshots of wave propagation for each type of excitation is useful to visualize the
effects of a surface layer on surface wave propagation. In Figures 61 - 63, time
snapshots are presented for each of the three excitation methods described. The
surface layer for this set of images is the multi-layer plywood and sand surface layer.
The majority of the results from the experiments are presented as plots showing













Figure 59: The X-Z plane cross-section of each of the four surface layer configura-
tions used in the experiments: (a) packed stone surface layer, (b) single sheet plywood
surface layer, (c) double sheet plywood surface layer, (d) multi-layer plywood and sand
surface layer
Figure 60: The experimental configuration for experiments using the plywood sur-
face layers. The plywood wedge-shaped surface layer is buried flush with the surface
of the sand.
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the scan region during the entire time record. These images are formed by creating
and displaying the array, M(x, y), as previously described in Equation 52 in Section
4.3. The results are presented as pseudo-color graphs of the magnitude of the vertical
component of the particle acceleration at the surface. The pseudo-color scale used in
the viewgraphs is a 40 dB logarithmic scale from white (0 dB) to black (−40 dB).
5.3.1 Case A: Packed Stone Surface Layer
The exact propagation speed of the packed stone surface layer is difficult to determine
but from empirical observations, the propagation speed appears to be only slightly
faster than the surrounding sand medium. For this reason, a large percentage of the
propagating energy passes through the surface layer region relatively unaffected by
the presence of the surface layer. The propagating wave changes direction very little,
and a large pulse reaches the location of the buried landmine using time-delay focusing
(Figures 64 and 65). It should still be noted that time-reversal focusing provides a
gain of approximately 8 dB over the time-delay focusing case, and provides a local
peak excitation level of approximately 15 dB of contrast above the peak excitation
level of the background.
5.3.2 Case B: Single Sheet Plywood Surface Layer
Plywood provides a propagation speed which is significantly faster than the surround-
ing medium (sand). Because of this much higher propagation speed in the plywood,
the wedge shape of the plywood layer causes the surface-bound wave to turn. A sec-
ond wave front travels under the surface layer, coming back to the surface of the sand
on the other side of the surface layer. As can be seen in Figure 67, this wave arrives
at the landmine location later in time. As its speed is less affected by the plywood
wedge on the surface, the change in its propagation direction is almost imperceptible.
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(a) The wavefront exits the surface layer.
(b) The primary wavefront arrives at the land-
mine.
(c) The waves pass the landmine without de-
livering significant energy to its location.
Figure 61: Time snapshots for the multi-layer plywood and sand surface layer and
uniform excitation of the source array. The white circle denotes the desired focus
location, and the location of a buried TS - 50 land mine. Images are on a 40 dB
pseudo-color scale: 0 dB(white) to −40 dB(black).
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While the direction change of the second wavefront is very small, the initial wave-
front is turned away from the landmine location. This initial wave contains a sub-
stantial portion of the excitation energy. Because of this, the maximum amplitude at
the landmine location using time-delay focusing is adversely affected. Time-reversal
focusing shows a 7 dB improvement in peak excitation amplitude over time-delayed
focusing and a peak signal level of approximately 10 dB over the background level
(Figure 66).
5.3.3 Case C: Double Sheet Plywood Surface Layer
The performance of the double sheet plywood surface layer is similar to that of the
single sheet layer. Because the double sheet plywood layer is twice as thick, more
energy should be captured in the surface layer, causing the relative amplitude of the
turned wave to be larger in comparison to the second un-turned wave. This is in fact
what happens, as can be seen from comparing the uniform excitation cases between
the single (Figure 66a) and double (Figure 68a) sheet plywood surface layers.
Even though this additional energy is bound to the surface by increasing the
thickness of the surface layer, time-delayed focusing performance improves in this
case when compared to the single-sheet surface layer. Time-reversal focusing still
shows a 3 dB improvement in peak excitation amplitude over time-delayed focusing
and a peak signal level of approximately 8 dB over the background level (Figure 68).
For the double sheet plywood surface layer, time-delay focusing provides a better
contrast against the background than time-reversal focusing by 2 dB. This variance of
2 dB in focusing height is a small change that could be the result of resonant behavior
of the landmine at the focus point, or the interaction of the excited waves with the
edge of the surface layer. While sufficient peak amplitude above the background
level is desirable, a small difference in peak amplitude contrast with the background
level is less significant than the improvement of time-reversal focusing over time-delay
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focusing in delivering a high peak excitation to the focus point. Examining Figures
68 and 69, and the results in Table 6, it is evident that time-reversal focusing is more
effective than time-delay focusing for this experimental configuration and the metrics
stated above.
5.3.4 Case D: Multi-Layer Plywood and Sand Surface Layer
The multi-layer plywood and sand surface performs similarly to the double sheet
plywood surface layer except that a significant portion of the energy never reaches
the surface. This may be caused by an effect of the layered structure of the wedge-
shaped surface layer. Much of the energy is turned away from the landmine location
by the wedge shape. This turning effect is apparent in Figure 71b. This causes
time-delayed focusing attempts to work poorly.
Time-reversal focusing shows an 8 dB improvement in peak excitation amplitude
over time-delayed focusing and a peak signal level of approximately 10 dB over the
background level (Figure 70).
5.4 Conclusions
The effectiveness of elastic wave time-reversal focusing was examined in the presence
of an asymmetric surface layer. The purpose of the surface layer was to change the
propagation direction of the propagating elastic waves in order to steer them away
from the location of a buried landmine. The effectiveness of time-reversal focusing
in exciting a resonance in the buried landmine was compared to uniform excitation
and time-delay focusing techniques. In all cases, time-reversal focusing demonstrated
significant improvements over classical focusing techniques in excitation levels at the
desired focus point. Table 6 summarizes the results.
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Surface Layer Uniform Time-Delay Time-Reversal
Type Excitation Excitation Excitation
-20 dB -8 dB 0 dB
Packed Stone
∆8 dB ∆12 dB ∆10 dB
-20 dB -14 dB -7 dB
Plywood Single Layer
∆7 dB ∆5 dB ∆10 dB
-20 dB -10 dB -7 dB
Plywood Double Layer
∆10 dB ∆10 dB ∆8 dB
-28 dB -18 dB -10 dB
Plywood & Sand Multi-Layer
∆5 dB ∆7 dB ∆10 dB
Table 6: The peak amplitude (dB) and the background contrast (∆ dB) at the focus
point for each excitation type and surface layer configuration.
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(a) The wavefront exits the surface layer.
(b) The primary wavefront arrives at the land-
mine.
(c) A smaller secondary wavefront that passed
under the surface layer focus at the location of
the landmine.
Figure 62: Time snapshots for the multi-layer plywood and sand surface layer and
time-delay excitation of the source array. The white circle denotes the desired focus
location, and the location of a buried TS - 50 land mine. Images are on a 40 dB
pseudo-color scale: 0 dB(white) to −40 dB(black).
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(a) The wavefront exits the surface layer.
(b) Time-reversal focusing effectively delivers
significant energy to the location of the land-
mine.
(c) The landmine continues to resonate af-
ter the time-reversal focusing wavefront has
passed the location of the landmine.
Figure 63: Time snapshots for the multi-layer plywood and sand surface layer and
time-reversal excitation of the source array. The white circle denotes the desired
focus location, and the location of a buried TS - 50 land mine. Images are on a 40 dB
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Figure 64: Case A: Maximum amplitude plots for the packed stone surface layer.
The circle denotes the desired focus location, and the location of a buried TS - 50
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Figure 65: Case A: Time shapshots at the focus time for the packed stone surface
layer. The white circle denotes the desired focus location, and the location of a
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Figure 66: Case B: Maximum amplitude plots for the single sheet plywood sur-
face layer. The circle denotes the desired focus location, and the location of a
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Figure 67: Case B: Time shapshots at the focus time for the single sheet plywood
surface layer. The white circle denotes the desired focus location, and the location of
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Figure 68: Case C: Maximum amplitude plots for the double sheet plywood sur-
face layer. The circle denotes the desired focus location, and the location of a
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Figure 69: Case C: Time shapshots at the focus time for the double sheet plywood
surface layer. The white circle denotes the desired focus location, and the location of
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Figure 70: Case D: Maximum amplitude plots for the multi-layer plywood and sand
surface layer. The circle denotes the desired focus location, and the location of a
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Figure 71: Case D: Time shapshots at the focus time for the multi-layer plywood
and sand surface layer. The white circle denotes the desired focus location, and the
location of a buried TS - 50 land mine. Images are on a 40 dB pseudo-color scale:
0 dB(white) to −40 dB(black).
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CHAPTER VI
TIME-REVERSAL FOCUSING WITH A NON-UNIFORM
EXCITATION ARRAY
6.1 Motivation
Time-reversal focusing is commonly performed using transducer array configurations
in which the transducers are all regularly spaced across some region. The results
from experiments described in previous chapters have demonstrated the effectiveness
of time-reversal focusing in these configurations, but time-reversal theory imposes no
requirements of regular spacing between transducer array elements. In fact, time-
reversal theory indicates that there should be no additional performance loss due to
the irregular spacing or location of the sources.
There are many instances, particularly in buried object detection scenarios, when
it may be advantageous to employ the use of a non-uniformly spaced array, such as the
problem of buried landmine detection. Consider the problem of a mobile buried object
detection system such as a landmine detection system. For a traditional configuration,
the transducer array must be mounted in some way that maintains the desired spacing
between the array elements. Such a configuration may work well in some terrain, but
some situations surface debris, trees, large rocks, or other barriers limit the ability
to utilize a static array configuration. Non-uniform arrays also provide the ability
to overcome “shadow” regions by moving sources such that the straight-line wave
propagation path to a focus point is not obscured by any buried clutter or obstacle.
In these cases, a fully configurable excitation array could be employed. Such an
array may use individual mobile sensors to create a non-uniform array of transducers
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(Figure 72). The purpose of this chapter is to examine the effectiveness of time-
reversal focusing in comparison to other excitation methods, when a non-uniform
transducer array is used as the excitation source.
Figure 72: A possible implementation of individual mobile sensors in a non-uniform
array. Here, surface obstructions necessitate a transducer array in which each element
may be independently be positioned.
6.2 Experimental Method
The experimental setup utilizes the ground-contacting sensor array (Section 4.2.1) to
collect data, using the data collection procedure described in Section 4.2, including the
previously described averaging method for obtaining the time-reversal drive signals.
In order to introduce inhomogeneity into the process, a large central barrier is located
in the sand tank, with two smaller regions on each side containing concrete cylinders
(Figure 73). The central barrier and concrete cylinders are created using the same
procedure described in Section 4.2.3 and Figure 39.
The array of 12 elastic wave transducers is randomly distributed along a region on
one end of the sand tank. The transducers are all located outside of the scan region
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and the array configuration is asymmetrical in both the X and Y directions on the
surface of the sand (Table 7). Two different focus points are chosen, both of which
are heavily shadowed by the presence of the central barrier and the cylinder-filled
scattering regions (Figure 74).
Figure 73: The layout of the non-uniform transducer array with the cylinder-filled
peripheral scattering regions and the central ballistic wave barrier. The surface has
been excavated to reveal the buried scattering objects.
6.3 Results: Focusing with a Non-Uniform Excitation Ar-
ray
The results of the experiments are presented as plots showing the maximum am-
plitude of the vertical component of the recorded acceleration over the scan region
during the entire time record and as time snapshots of the vertical component of
the particle acceleration. These maximum amplitude images are formed by creating
and displaying the array, M(x, y), as previously described in Equation 52 in Section
4.3. For both types of images, the results are presented as pseudo-color graphs of
the magnitude of the vertical component of the particle acceleration at the surface.
The pseudo-color scale used in the viewgraphs is a 40 dB logarithmic scale from white
(0 dB) to black (−40 dB).
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Table 7: The locations of the 12 elastic wave transducers that comprise the non-
uniform excitation array. The coordinates are with respect to the scan region in the
sand tank.
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Figure 74: The experimental setup for the non-uniform array of elastic wave trans-
ducers. The central wave barrier as well as the peripheral cylinder-filled scattering
regions are labelled.
Focusing effectiveness of the non-uniform array is evaluated by comparing the 6 dB
cross-range focusing spot size at the focus point for the three types of excitation. The
peak excitation level at the focus point is also recorded and compared for each of
the focusing types. All the experimental results in this section are normalized by the
energy in the excitation signals, and then referenced to the same 40 dB scale so that
the results between different experiments may be compared directly.
The experimental results show that for both focus points, time-reversal focusing
provides drastically better focusing than time-delay focusing techniques. Peak ampli-
tudes are significantly higher, and the narrower 6 dB widths indicate tighter focusing
at the desired spot. When using a non-uniform array, time reversal has a distinct
advantage in that it heavily weights the excitation along the least obstructed path.
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Focus Point Excitation Type 6 dB Width (cm) Peak Amplitude (dB)
X = 80, Y = 0 Uniform N/A −21 dB
X = 80, Y = 0 Time-Delay 17.8 cm −19.5 dB
X = 80, Y = 0 Time-Reversal 10.1 cm −6.5 dB
X = 100, Y = 0 Uniform N/A −21 dB
X = 100, Y = 0 Time-Delay Unresolvable
a −22.53 dB
X = 100, Y = 0 Time-Reversal 8.2 cm −8.06 dB
Table 8: A comparison of focusing results for three different excitation methods. All
results are normalized to the same 0 dB level. The 6 dB cross range spot size and the
peak amplitude at the focus spot are both presented.
a
Energy does arrive at the focus point, but no coherent focus spot is observable,
therefore no spot size is computed.
Both the time-snapshot and maximum placement images clearly illustrate this effect.
Figures 75 – 79 are time snapshots of early and late time for each excitation type.
These time snapshots offer the opportunity to qualitatively compare wave propa-
gation through the medium. Note the strong wavefront approaching from the top left
in the time-reversal cases (Figures 77 and 79) which appears to be taking advantage
of the unobstructed path between a source and the focus point. All data is normalized
relative to the energy in the excitation signals using the method described in Section
3.3.2, and presented on the same 40 dB scale.
Figures 80 and 81 compare the maximum amplitude for each of the excitation
figures. The time snapshots demonstrated the effectiveness of time-reversal focusing
in selectively using clutter-minimized paths for delivering energy to the focus point.
Figures 80c and 81c further illustrate the impact of this effect on the maximum
amplitude excited using time-reversal focusing. The high intensity path from the
least obstructed sources (Transducers 11 and 12) provides most of the excitation
energy. In contrast, the energy is equally distributed between the sources for time-
delay excitation and uniform excitation.
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(a) Uniform excitation - early time
(b) Uniform excitation - late time
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(c) Color - Amplitude Scale
Figure 75: Time snapshots of wave propagation for the non-uniform transducer
array using uniform excitation of all the sources. Images are on a 40 dB pseudo-color
scale: 0 dB(white) to −40 dB(black).
These experimental results confirm that time-reversal focusing is not adversely
affected by the use of a non-uniformly distributed transducer array. Further, time-
reversal focusing provides significant advantages over classical focusing techniques
when a non-uniform excitation array is used in conjunction with a clutter-filled
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(a) Time-delay excitation - early Time
(b) Time-delay excitation - late Time
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Figure 76: Time snapshots of wave propagation for the non-uniform transducer
array using time-delay excitation of all the sources with a focus point of X=80, Y=0.
Images are on a 40 dB pseudo-color scale: 0 dB(white) to −40 dB(black).
medium. The improvements are even more pronounced when scattering objects pref-
erentially obstruct the excitation pulse from some of the sources in the array.
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(a) Time-reversal excitation - early time
(b) Time-reversal excitation - late time
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Figure 77: Time snapshots of wave propagation for the non-uniform transducer
array using time-reversal excitation of all the sources with a focus point of X=80,
Y=0. Images are on a 40 dB pseudo-color scale: 0 dB(white) to −40 dB(black).
127
(a) Time-delay excitation - early time
(b) Time-delay excitation - late time
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Figure 78: Time snapshots of wave propagation for the non-uniform transducer
array using time-delay excitation of all the sources with a focus point of X=100,
Y=0. Images are on a 40 dB pseudo-color scale: 0 dB(white) to −40 dB(black).
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(a) Time-reversal excitation - early time
(b) Time-reversal excitation - late time
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Figure 79: Time snapshots of wave propagation for the non-uniform transducer
array using time-reversal excitation of all the sources with a focus point of X=100,
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Figure 80: Maximum amplitude plots for the non-uniform transducer array and a
desired focus point of X=80, Y=0. The circle denotes the desired focus location, and
the location of a buried TS - 50 land mine. Images are on a 40 dB pseudo-color scale:
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Figure 81: Maximum amplitude plots for the non-uniform transducer array and a
desired focus point of X=100, Y=0. The circle denotes the desired focus location,
and the location of a buried TS - 50 land mine. Images are on a 40 dB pseudo-color
scale: 0 dB(white) to −40 dB(black).
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CHAPTER VII
GEOMETRY DEPENDENT SCATTERING EFFECTS
Earlier chapters have examined the performance of time-reversal focusing in a variety
of environments. Initial investigations (Section 3.2) examined time-reversal focusing
in a clutter-free environment, while Sections 4.3, 5.3 and 6.3 examine time-reversal
focusing in the presence of various configurations of scattering objects. The afore-
mentioned experiments demonstrate that as a method to focus energy to a particular
location in the presence of numerous scattering objects, time-reversal focusing yields
significant improvements in surface displacements at a focus point when compared to
other excitation methods.
While the superior performance of time-reversal focusing in comparison to other
excitation methods has been demonstrated, the author’s previous examinations ob-
served no convincing evidence of the super-resolution phenomenon which has been
observed in other examinations of time-reversal focusing [2] and is predicted by theo-
retical examinations of super-resolution [12, 11]. In this chapter, the performance of
time-reversal focusing with respect to focusing resolution will be examined in detail.
In particular, the effect of the quantity, shape and size of scattering objects will be
investigated.
Investigations of time-reversal focusing in inhomogeneous media have shown that
it is an effective method for focusing energy to a desired location. In many cases,
scattering objects improve the focusing resolution over situations where no scattering
objects are present [2]. An important question to answer is how these focusing effects
are altered by the characteristics of the scattering objects: their size, shape, and the
field density of the scattering objects. While such an investigation could be performed
experimentally, it may be difficult to isolate the effects of any one of these changes
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when subject to experimental measurement error, noise, or the non-linearities inherent
in the medium (Section 1.2). For this reason, the 3-D finite-difference time-domain
model has been chosen as an effective means of investigating these effects.
7.1 Scattering Objects: Effects of Object Field Density
The effect of the field density of scattering objects in the medium is examined first.
A numerical space is generated with dimensions similar to the experimental facility.
The space is 210 cm × 210 cm × 50 cm deep, and is filled with layered sand that ap-
proximates the profile of the characteristics that are seen in the experimental facility.
This is the profile that was introduced in Figure 11 in Section 3.2. The scattering
objects chosen for this investigation are concrete cylinders that have a 2.5 cm radius
and are 30 cm long. Cylinders are chosen as the scattering objects because they are
easy to create physically as well in the numerical model. Because of their extended
length in comparison to spheres, cylinders tend to more effectively scatter surface
waves than similarly sized spherical scattering objects. They are positioned vertically
in the sand tank and are randomly distributed in an area of the sand tank that is
70 cm × 150 cm on the surface of the experimental area. Figure 82 shows the model
configuration.
In order to examine the effects of increasing the scattering object density on
time-reversal focusing, the number of scattering cylinders inside the 70 cm × 150 cm
space is varied. All the cylinders are positioned such that they are flush with the
surface and each is randomly located in the scattering region, as shown in Figure
82. Time-reversal focusing is performed for each set of cylinders. The results are
then normalized by the amount of energy in the time-reversal drive signals, using the
normalization method described previously in Section 3.3.2. The first key parameter
that is measured is the 6 dB time-reversal focusing cross-range spot size. This spot



















Figure 82: The configuration of the FDTD model for examining the impact of object
field density on time-reversal focusing. The entire space is modelled, but results will
only be displayed for the portion inside the dotted enclosure.
method also described in Section 3.3.2. The second parameter is the peak amplitude
that is recorded at the focus point. In order to generate the data over a wide range of
scattering object field densities, several different concentrations of cylinders are used.
The results for each number of scattering cylinders are presented in Table 9.
First examining the 6 dB width, a clear trend is evident. As the number of scat-
tering objects increases, the 6 dB width of the focus point decreases. This is not,
however, a linear trend. Most of the improvement in focusing resolution is gained
with the addition of the first 25 - 50 cylinders. Doubling the number of cylinders
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Number of Cylinders % Area 6 dB Width Peak Amplitude (dB)
Clean 0 % 11.9 cm -5.32 dB
25 Cylinders 4.68 % 4.1 cm -15.02 dB
50 Cylinders 9.35 % 3.4 cm -19.11 dB
70 Cylinders 13.09 % 3.3 cm -18.70 dB
100 Cylinders 18.70 % 3.1 cm -23.93 dB
120 Cylinders 22.44 % 3.0 cm -26.32 dB
Table 9: Time-reversal focusing results for varying numbers of cylinders in the
scattering region. The percentage area in the scattering region covered by cylinders,
the 6 dB cross-range (X axis) focus spot size and peak amplitude at the focus point
are presented.
from 50 to 100 improves focusing by less than 9 %. This indicates diminishing im-
provements in focusing resolution as more scattering objects are added. A qualitative
visual comparison of spot size is presented by examining the peak displacement in the
region immediately surrounding the focus point for each concentration of cylinders.
Figure 83 presents this data using peak amplitude pseudo-color images. In these im-
ages only a portion of the scan region is shown in order to zoom in on the focus spot.
It is worth noting that time-reversal focusing performs poorly when no scattering
objects are present. The focus point is poorly resolved and the peak amplitude is
not delivered at the true focus point. This is likely the result of using geometrically
extended bar-like sources instead of point sources, which add an additional directivity
component which could slightly alter the location of the focus point.
From the images in Figure 83, it is evident that additional cylinders cause focusing
width to improve, but with diminishing returns. To better quantify this effect, Figure
84 shows both the measured data, and a projected behavior as the number of cylinders
continues to increase.
Earlier studies have described the drivers of improved time-reversal focusing res-
olution [2, 12, 4]. The effect of additional scattering objects is that they increase the
mean path length between sources and the focus point. This causes the aperture of
the excitation array to appear larger which leads to better focusing resolution. The
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Figure 83: The 6 dB focusing spot size vs. the number of scattering objects is
depicted using maximum amplitude plots in the region around the focus point. The
results are all self-normalized to maximize dynamic contrast in each image. The focus
point is clearly visible in each image and is marked by a circle. All results are on a
40 dB pseudo-color scale from o dB (white) to −40 dB (black).
data presented in Figure 84 demonstrates that improvement of the effective aperture
approaches a limit as the density of the scattering objects increases.
This result is consistent with our understanding of focusing resolution limits. Mul-
tiple scattering effects overcome the aperture limit by widening the effective aperture.
Even so, focusing will continue to be limited by the physical diffraction limit which
is proportional to smallest wavelength of any frequency component in the excitation
signal [5]. It is not possible to calculate an exact diffraction limit for a pulse such as
a differentiated Gaussian pulse, but a reasonable assumption is that most significant
contributions will be at or below 150% of the center frequency. For the 900 Hz center
frequency data presented in this chapter, the approximate diffraction limit is one half
wavelength at 1350 Hz. This equates to a diffraction limit of approximately 3.33 cm
based on a Rayleigh surface wave propagation speed of 90 m/s.
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While there is a diffraction-based limit for spot size, as a general trend, focusing
resolution improves as additional scattering is added to the model. This by itself
seems to imply that adding scattering enhances the ability of a system to direct
energy to a focus point. This is only partially true. A more accurate statement is
that scattering enhances the ability of the system to direct to a focus point a higher
percentage of the energy that is available for focusing. This means that while focusing
may be tighter, the absolute peak amplitude at the focus point will decrease as the
density of scattering objects is increased. This trend is clearly evident in Figure 85.
As the number of cylinders in the scattering region increases, the peak amplitude at
the focus point decreases.



















Time−Reversal Focusing Width vs. Number of Scattering Objects
Measured Data
Curve−Fit Prediction
Figure 84: The 6 dB focusing spot size vs. the number of scattering objects.
7.1.1 Scattered Energy
There are two primary reasons for the decreasing trend in available energy for focusing
as the scattering object field density increases. First, as the number of scattering ob-
jects increases, less energy is able to propagate through the field of scattering objects
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Time−Reversal Focusing Peak Amplitude At Focus vs. Number of Scattering Objects
Figure 85: The peak amplitude at the focusing point vs. the number of scattering
objects.
from the sources to the focus point. Figure 86 shows the peak displacement amplitude
due to the time-reversal focusing signals at any given spot in the different densities
of scattering cylinders. It is evident that as the density of scatterers increases, less of
the excitation energy reaches the focus point.
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Figure 86: Maximum amplitude plots are presented for time-reversal focusing with
different densities of scattering cylinders within the scattering region. The region
containing the sources is not displayed. The focus point is denoted by the circle in
the center - right of each image. All results are on the same 40 dB pseudo-color scale
from 0 dB (white) to −40 dB (black).
This effect is not complex, but it has significant implications when the system is
an experiment that includes noise. Time-reversal drive signals have to be generated,
which requires an additional pass through the scattering medium. When noise is
present, if sufficient scattering is present that the signal or any of its frequency com-
ponents are near the noise floor, a significant portion of the energy that is injected
by the time-reversal focusing signals will be noise. This may have an adverse effect




A second effect that can cause a decrease in the energy available for time-reversal
focusing is mode conversion of surface waves. In elastic wave time-reversal focusing,
only waves that are present at the surface can be recorded. This is the reason that
surface waves, primarily the Rayleigh surface wave, provide the majority of the energy
for time-reversal focusing. When scattering objects are present, some of the energy
in the Rayleigh wave may be lost to the phenomenon of mode-conversion.
When a propagating Rayleigh wave encounters a scattering object, some of the
energy stored in the incident Rayleigh wave is converted into other wave types. These
other wave types may not be bound to the surface, causing energy to propagate
down into the soil. When large numbers of scatterers are present in the medium, the
incident Rayleigh wave will be reflected multiple times. In a lossless environment with
no mode conversion, the effect of this scattering would be longer mean path lengths
for waves travelling from the source to the receiver, inducing super-resolution. In an
elastic medium where mode conversion does occur, each subsequent interaction with
a scattering object may cause more energy to be scattered downward. This results in
less energy in the Rayleigh wave, and ultimately less energy available for time-reversal
focusing.
This effect is best illustrated by the observation of the scattering from a single
object. Figure 87 shows a time-snapshot of waves reflected from a single 2.5 cm
radius cylinder. These snapshots show the intensity of reflected waves only as the
response to a differentiated Gaussian pulse excited by a point source. The snapshot,
and particularly the X-Z crossection, demonstrates that a significant portion of the
surface wave energy reflected off the cylinder is converted to waves no longer bound
to the surface. Figure 87 demonstrates the tendency for some energy to be mode
converted, and Figure 85 demonstrates that there is a loss of energy available for
time-reversal focusing as the density of scattering object field increases. However,
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these observations are not sufficient to conclude that mode conversion has a significant
effect on the amount of energy available for time-reversal focusing.
Figure 87: Snapshots of scattering and mode conversion from a single cylinder.
The X-Y section is a surface time-snapshot, while the X-Z section is a vertical plane
through the solution space. The sources are the 12 bar-foot sources located as depicted
in Figure 82.
In order to isolate the effect of mode conversion on the energy available for time-
reversal focusing, the Poynting vector energy calculator is used. This feature of the
FDTD modelling software is described in detail in Section 2.4.2. The density of a
field of scattering objects is varied and the energy that exits the solution space in a
region within 20 cm of the surface will be compared to the energy that exits more
than 20 cm beneath the surface, and through the bottom. The surface region vs.
non-surface region are approximate measures of the energy contained in the surface
wave. While this is not an entirely accurate measure of the surface wave energy, it is
a reasonable surrogate since the intensity of the surface wave falls off exponentially
with depth. A depth of 20 cm represents approximately two Rayleigh wavelengths at
the excitation’s center frequency of 900 Hz. Figure 88 depicts the regions in which

















































































Figure 88: The Poynting vector calculator is used to determine the amount of energy
exiting the FDTD simulation space in a region near the surface and a region far from
the surface. This division of energy is an approximation for the energy contained in
the surface-bound waves vs. the non-surface-bound waves.
There is critical difference between this numerical simulation and the previous
simulations examining the impact of scattering object density. In order to isolate the
effects of mode conversion, the source is a point source placed in the center of the
scattering field instead of on one side of it. In the simulations presented earlier in this
section in Table 9, energy propagated through a region of scattering objects. This
means that a significant amount of the energy that is incident on the scattering field
is reflected and does not propagate through to the other side, as was demonstrated
by Figure 86. Placement of the point source in the center of the scattering region
guarantees that energy that arrives at the edge of the solution space has propagated
through the scattering field. Figure 89 shows the varying cylinder concentrations
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for the simulations from 20 cylinders to 120 cylinders. The location of the point
excitation source is also noted. In addition to the different cylinder densities, a








25 Cylinders 50 Cylinders 70 Cylinders
100 Cylinders 120 Cylinders
Figure 89: The layout of scattering cylinders for different densities within the scat-
tering region used to calculate the amount of energy retain in the surface wave. The
location of the point source is noted by the cross located in the middle of the scattering
objects.
The results of the numerical simulation, presented in Figure 90, demonstrate that
as the number of scattering objects increases, the percentage of the energy contained
in the surface layer decreases in a roughly linear fashion. This indicates that as more
scattering objects are added, mode conversion can result in a significant loss in the
amount of energy present at the surface, and available for time-reversal focusing.
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Surface Energy vs. Number of Scattering Objects
Figure 90: The percentage of energy confined to a surface layer for varying densities
of scattering cylinders.
7.2 Scattering Object Shape
The relative size of the scattering object is not the only characteristic that can effect
time-reversal focusing. Different types of objects will scatter and mode-convert energy
differently. A comparison of two types of scattering objects is shown in order to
characterize and compare the scattering from a sphere and cylinder of the same
radius. Both objects are made from concrete and are placed in layered soil.
Beginning with a qualitative assessment, a uniformly excited array excites a differ-
entiated Gaussian pulse which interacts with each of the objects. The results of scat-
tering off a single cylinder were previously presented in Figure 87. Figure 91 presents
identical data for a single 2.5 cm radius sphere. Both figures are time-snapshots of
the propagation of the of waves through the solution space. These images are pre-
sented on a 40 dB pseudo-color amplitude scale from white (0 dB) to black (−40 dB).
A comparison of the intensity of the reflected waves on the surface (X-Y plane) for
the cylinder and the sphere shows a significantly stronger surface reflection from the
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cylinder. Thus for two objects of equal radius, the cylinder reflects energy more
strongly.
In order to more closely examine the scattered waves, it is necessary to observe the
wave fields as a function of depth. Time-snapshots of the solution space as a function
of depth are presented (X-Z plane) to enable a more clear assessment of the behavior
of the scattered wave field. In these images, the incident wave field is subtracted and
only the scattered waves are presented. In the snapshots of the scattered-only wave
in Figures 87 and 91, the 0 dB level is adjusted once the incident field is removed to
give better resolution to the scattered waves.
A comparison of Figures 87 and 91 confirms that the cylinder scatters significantly
more energy than does the sphere. This is apparent in the 7 dB drop in displacement
amplitude between the reflected Rayleigh wave for the cylinder (Fig. 87) and the
sphere (Fig. 91). A qualitative comparison of the level of mode conversion for the
two objects reveals that the difference in the amplitude of the reflected Rayleigh
wave and the downward travelling wave is similar between the two objects: 17 dB of
contrast for the cylinder and 15 dB for the sphere.
The similar ratios of reflected Rayleigh to mode-converted waves indicate that for
these two types of scatterers, the relative levels of mode conversion are similar. This
initial investigation of a single scattering object indicates that in a comparison of
focusing resolution for cylinders or spheres, the focusing resolution is expected to be
greater for cylinders since scattering is more effective, and with slightly less energy
lost to mode conversion and downward scattering.
The surface wave energy calculation presented in Figure 90 is repeated for ar-
rays of scattering spheres of 2.5 cm radius and the results are added to the data for
cylinders. Figure 92 demonstrates that for small numbers of cylinders and spheres,
the differences in mode conversion are not significant. As the number of scattering
objects grows, the difference in the level of mode conversion becomes apparent. The
145
Figure 91: Snapshots of scattering and mode conversion from a single sphere. The X-
Y section is a surface time-snapshot, while the X-Z section is a vertical plane through
the solution space. The sources are the 12 bar-foot sources located as depicted in
Figure 82.
indication is that for cylinders and spheres of the same radius, the cylinders tend to
scatter energy more effectively, promoting more mode conversion and therefore more
energy lost into the ground.
While understanding the specific differences between the scattering and mode
conversion from 2.5 cm radius concrete cylinders and spheres may not be particularly
informative, methods for assessing the varying levels of scattering mode conversion
for different sizes and shapes of scattering objects are worthy of discussion. These
differences in scattering and mode conversion may be contributing factors to focusing
effectiveness.
Beyond the quantifiable effects of mode conversion, the effect of different scattering
objects on focusing resolution can also be examined. The number and shape of the
scattering objects should have an effect on the focusing resolution based both on how
much energy each object converts from surface bound energy, and how effectively
the objects scatter the surface waves to create high-order scattering on the surface.
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Surface Energy vs. Number of Scattering Objects
Cylinders
Spheres
Figure 92: The percentage of energy confined to a surface layer for varying densities
of scattering cylinders and spheres.
Figure 93 compares the 6 dB focusing spot size for no scattering objects, and two
different concentrations of cylinders and spheres. This confirms that for these two
identical scattering fields - one of cylinders and one of spheres, that the spheres will
produce a poorer resolution at the focusing spot. The shape of the scattering objects
present can have a measurable effect on time-reversal focusing for elastic waves.
7.3 Scattering Object Orientation
For an object such as a sphere, orientation is not important, but for an object such
as a cylinder, its orientation in the propagation medium may have some effect on
how much energy is mode converted from the object, or how effectively it scatters.
In order to investigate this relationship, a field of 50 cylinders was created. Three
different levels of random “tilt” were introduced. In the first set of cylinders, all
cylinders were completely vertical. In a second set, each cylinder’s orientation was
allowed to vary by ±5◦ in any direction from vertical. In a third set, the random tilt
of each cylinder was ±10◦ in any direction.
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Focusing Spot Size vs. Number and Shapee of Scattering Objects
Cylinders
Spheres
Figure 93: The focus spot size is compared for different numbers of scattering
objects, and for two different scattering objects shapes.
Degrees of Random Tilt 6 dB Width Peak Amplitude (dB)
±0◦ 3.4 cm -27.26 dB
±5◦ 3.4 cm -27.32 dB
±10◦ 3.3 cm -27.41 dB
Table 10: Time-reversal focusing results for varying the degree of random tilt of
the cylinders in the scattering region. The 6 dB cross-range focus spot size and peak
amplitude at the focus point are presented.
Time-reversal focusing was performed on each set of cylinders for a 900 Hz center
frequency. The results, presented in Table 10 demonstrate that no significant impact
on focusing resolution was observed. More drastic alterations of the orientation may
have a more drastic effect, but the primary purpose of this simulation is to determine
the effect of some undesired variation that may occur in experimental research burying
cylinders. The conclusion is that for variations of less than ±10◦, there is no significant
effect on time-reversal focusing resolution.
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7.4 Experimental Results
The numerical investigation of the impact of geometry-dependent scattering on time-
reversal focusing has provided an opportunity to further characterize time-reversal
focusing in an elastic medium, with finite-sized scattering objects. The numerical
model, however, is simplistic. It is unable to completely account for effects such as
imperfect coupling between excitation sources and the surface of the soil, the non-
linearity of the propagation medium, the coupling between scattering objects and the
medium, and ambient noise in the experiment.
Further, experimental observations are limited in the scope of their measurement
capabilities. Without perturbing the medium, and with the experimental measure-
ment equipment available (Section 4.2), wave fields can only be measured on the
surface. Given all the additional variables, and armed with a better understanding of
its behavior from the numerical model, it is useful to examine time-reversal focusing
from an experimental standpoint.
To that end, the concrete cylinders described previously in Section 4.2.3, were used
to create 50 and 70 cylinder layouts in the experimental facility. The experimental
configuration mimics the numerical model setup as described in Figure 82. The data
collection procedure has been previously described in Section 4.2. The cylinders are
buried in the same locations as the cylinders in the numerical model. Figure 94 shows
50 buried cylinders in the experimental facility.
Time-reversal focusing is performed to a point in the center of the measurement
region, as for the results from the FDTD model presented in Section 7.1. As in the
model, a 900 Hz differentiated Gaussian pulse excitation is used to create the time-
reversal focusing drive signals. The experimental results for time-reversal focusing
spot size can be compared to the numerical results the cases of 50 and 70 cylinders.
Table 11 demonstrates that there are significant differences in the predicted numer-
ical and actual experimental effectiveness of time-reversal focusing for the arrays of
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Figure 94: 50 concrete cylinders are buried in the experimental facility. The ground-
contacting sensor array and elastic wave transducers are also visible in the photo.
Number of Scatterers Experimental or Numerical 6 dB Width
50 Cylinders Numerical 3.4 cm
50 Cylinders Experimental 13.7 cm
70 Cylinders Numerical 3.3 cm
70 Cylinders Experimental 22.1 cm
Table 11: A comparison of time-reversal focusing 6 dB focusing spot size for numer-
ical and experimental data.
scattering objects presented.
The numerical model is an extremely useful tool in modelling elastic wave behav-
ior, but the drastic differences between numerical model and the experimental results
clearly demonstrate that the model is unable to completely represent the conditions
present in the experiment. While adding additional degrees of freedom to the model
is beyond the scope of this investigation, some of the factors contributing to this
difference should be noted.
First is the assumption of perfect coupling of the excitation signal into the ground.
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The elastic wave transducers have both an internal transfer function, and a complex
coupling interaction to the soil. The model completely ignores this contribution of
the experimental system. In addition, propagation through the model is assumed to
be perfectly linear and lossless. As previously mentioned, both of these assumptions
are inaccurate. Soil is a particulate medium that is lossy, non-linear at higher ampli-
tudes, and its particular qualities may be frequency dependent[14]. The cumulative
effects of these differences leads, among other things, to the model over-estimating
the high frequency content of the signals that will arrive at the focus point. This
over-estimation causes the model to focus more tightly than the experimental work.
Chapter 8 will examine some of these effects in more detail.
The model also assumes ideal coupling between any two media. This assump-
tion becomes particularly important for the investigation of time-reversal focusing.
Since the model assumes perfect, lossless coupling, it tends to overestimate the en-
ergy scattered by any particular object. For time-reversal focusing with scattering
objects, this leads to an overly optimistic estimate of the mean-path length which
directly correlates to the focusing spot resolution. This effect also causes the model
to overestimate the resolution of time-reversal focusing.
Over the evolution of the experimental system, several modifications have been
made to reduce the impact of the aforementioned factors. Averaging methods are
used to reduce noise in experimental measurements, and to allow very low excitation
levels - which behave almost linearly. The concrete cylinders were constructed by
filling corrugated thin-walled pipe with concrete in order to improve coupling by
minimizing slippage between the soil and the cylinders. There may be additional
experimental modifications that could improve agreement, but future work should
address these additional complexities in the numerical model.
While these effects do provide limitations for the utility of the model in its present
form, future work could address the inaccuracies of the model in order to better
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EFFECTS OF NON-LINEARITY AND NOISE ON
TIME-REVERSAL FOCUSING
8.1 Motivation
The theory of time-reversal focusing is based on an assumption of linearity for time-
reversal focusing to be completely effective (Section 2.2). Like many other theoretical
requirements however, linearity is not completely satisfied when examining wave prop-
agation through soil. Elastic wave propagation in soil is more complicated than in
simple elastic media. Soil is a non-linear particulate medium where interparticle forces
and physical characteristics including particle sizes, shapes, and density significantly
impact the characteristics of the medium and thereby the types of wave propagation
it supports [14].
Of particular interest in the case of experimental studies of time-reversal focusing
in soil is the tradeoff between non-linear behavior and signal amplitude. The soil
medium is quasi-linear when the waves excited within it are of a small amplitude,
but as these amplitudes increase, wave propagation becomes increasingly non-linear
[34]. This creates a challenge when attempting to perform time-reversal focusing in
soils since there is a direct tradeoff between drive signal amplitude and signal-to-noise
ratio. In most of the experiments performed in the experimental facility described
in Sections 2.1 and 3.3, the drive signal amplitude of the elastic wave sources has
been selected in the region where the result is some slight non-linear propagation.
This amplitude has always been chosen in order to optimize the tradeoff between
signal-to-noise ratio and the undesired non-linearity.
In this chapter, the impact of signal-to-noise ratio and drive signal amplitudes
with respect to non-linearity and time-reversal focusing effectiveness will be examined
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through a sequence of experiments. The first set of experiments to be performed will
examine time-reversal focusing effectiveness by artificially varying the noise content
of the drive signals and the amplitude of the drive signals in order to introduce non-
linearity. The second set of experiments will examine the effect on time-reversal
focusing when the drive signal is abruptly truncated. The length of the truncated
signal will be shown to have an effect on both the focusing effectiveness and the noise
level of the signal. Lastly, the impact of artificial noise and amplitude variations on




The sand tank in the experimental facility is cleared of all scattering objects and the
experiments are performed in homogeneous damp compacted sand. A focusing point
in the middle of the sand tank is chosen at X=150 cm and Y=0 cm and an array of
12 elastic wave transducers is used to create the time-reversal drive signals. Data is
collected using the ground-contacting accelerometer array in the same method used
in previous experiments employing this sensor array (Section 4.2).
8.2.2 Amplitude and Noise Modifications
For the “Noise vs. Amplitude” experiment to be discussed in Section 8.3, a method
is developed to artificially vary the noise content and amplitude for the time-reversal
drive signals.
In order to introduce noise into the time-reversal drive signals in a controlled
way, an extremely low-noise or “clean” set of time-reversal drive signals is generated
for each experiment using the procedure described in Section 4.2.2. Recall that the
clean signal is generated by successively recording the drive signals and averaging
the response 100 times. This averaging significantly reduces any random noise in
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the drive signals that may have otherwise reduced their signal-to-noise ratio. Once a
clean set of drive signals has been produced, a set of 12 band limited Gaussian white
noise signals is also generated. There are 12 uncorrelated noise signals, ΦTRk(t)|k=1:12,
one for each transducer in the array.
All the noise signals, ΦTRk(t), are the same length as the time-reversal drive
signals, 4.096 seconds, and all the noise signals have the same total energy over their
full length (EΦTR1 = EΦTR2 = ... = EΦTR12 ). Recall that the result of the drive signal
truncation procedure from Section 4.2.2 and Equations 42 - 51, a set of 12 time-
reversal drive signals can be created. In Section 4.2.2, each of these signals contained
only ambient noise, and each was generated using the same drive level, referred to
here as A1.
In order to study the effects of noise and non-linearity on time-reversal focusing,
it will be necessary to add a few new steps to the procedure described in Section
4.2.2. New sets of time-reversal drive signals will be created, each with different
drive levels and different amounts of added noise. Recall that the transfer function
of the propagation through the experimental setup is not completely linear, so as the
amplitude of the drive signal is varied, this will change the transfer function through
the soil. Therefore, we must update the amplitude independent description of the
time-reversal drive signals given in Section 4.2.2. The averaging procedure begins by
taking 100 separate measurements, Si, and averaging those to reduce ambient noise.
Taking into account amplitude variations and weak non-linearity in the soil, Equation
42 can now be approximated as,
Si(t,m) ≈ AmC(t) ∗ T (t,m) + Φi(t). (53)
where Am is the amplitude of the chirp signal. T (t,m) is the quasi-linear time-domain
transfer function or impulse response of the entire system. Note that this transfer
function is not only a function of time, but also of the amplitude multiplier m of
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the excitation chirp signal. This quasi-linear approximation holds true for the range
of amplitudes used in these experiments. Φi(t) is the random noise that is recorded
for the ith iteration when generating the time-reversal drive signal according to the
procedure described in Section 4.2.2.
Consistent with the addition of amplitude as a variable, the full length (untrun-
cated) version of the impulse response is now,










Continuing through the procedure described in Section 4.2.2, this time-domain im-
pulse response can be transformed into the frequency domain. The impulse response
is then windowed in the frequency domain to remove extraneous information that lies
outside the frequency range of interest. The new transfer function is then transformed
back to the time domain to give a time-domain impulse response,
TF (t,m) = F−1 {T (f,m)WF (f)} . (55)

















0 : 0 < f < 99.85 Hz
1 : 100 ≤ f ≤ 2 kHz
0 : f > 2 kHz.
(56)
A “clean” impulse response is then be created through the truncation process
described in Equation 49 to yield a new impulse response,
Ttruncated(t,m) = TF (t,m)WT (t), (57)










1 : 0 ≤ t ≤ 200 ms
0 : 200 ms < t ≤ 4.096 s.
(58)
A time-reversal drive signal can then be created by convolving with the excitation
chirp and time-reversing the signal to yield,
TR(t,m) = C(−t) ∗ Ttruncated(−t,m). (59)
This procedure is completed for each of the 12 time-reversal focusing drive signals
to create a set. The entire set of signals is then normalized to the maximum amplitude










The drive signals are normalized here in order to utilize the full resolution of the
digital-to-analog output of the data acquisition system. The amplitude modifications,
Am, will be re-introduced later by an amplifier as part of the data acquisition system.
However, the signals remain a function of m since the nonlinear component of the
impulse response is a function of the excitation amplitude.
Once the signals are normalized, the set of 12 uncorrelated noise signals, ΦTRk is
superimposed on the set of 12 clean time-reversal drive signals. This creates a set of
noisy time-reversal drive signals,
TRnoisyk(t,m) = TRnormk(t,m) + ΦTRk(t). (61)
The addition of the noise signals may increase the peak amplitude of the time-
reversal drive signals. Recall that previous research has demonstrated that high
amplitude signals alter the magnitude of the non-linear component of the signal that
propagates through the quasi-linear elastic medium. Because the experiment will
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modify the non-linear content of the signal using the amplifier in the data acquisition
system, the signals are again normalized to maintain a consistent peak amplitude.
In order to create an entire set of signals, the amplitude of the noise signals, ΦTRk ,
can be modified in addition to the amplitude, Am of the set of time-reversal drive
signals. For the experiment in Section 8.3, 6 different noise levels (N1 - N6) and 5
drive levels (A1 - A5) will be used to generate a matrix of 30 sets of time-reversal
drive signals. These 30 different sets of drive signals are each used to generate a
time-reversal focusing data set. The 6 different noise levels, N1 - N6, are of increasing
noise powers, such that as they are added to the clean time-reversal drive signals,
the composite signal with a noise level N1 has a higher signal to noise ratio than
the signal with noise level N6. The same set of noise signals, N1 - N6, is applied to
all 5 amplitude level time-reversal drive signals. The amplitudes of the drive signals
increase from A1 to A5 in a way such that Am is m times as large as A1.
In order to ensure that the amplitude modifications, Am, are the dominant source
of non-linearity, the signals are re-normalized after noise is added to each set. After
the second normalization, the kth time-reversal drive signal, of amplitude Am and
noise level Nn is,















Because of this normalization procedure (Equations 60 - 63), the signal to noise
ratio varies between signals using different drive amplitudes. Figure 95 shows the
relationship between noise level, amplitude and signal to noise ratio for the matrix of
30 signals.
A flowchart of the procedure used to create these time-reversal excitation signals
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Figure 95: The signal to noise ratio of the energy contained in the time-reversal
drive signals in the 30 signal matrix, after noise is added to each signal.
is depicted graphically in Figure 96. A set of signal graphs is also presented, showing
several stages of the process. The excitation signal used in the sand tank is a 4.096 s
swept frequency chirp signal described in Section 2.3.2. Once this chirp (Figure 97a)
is used to create the clean time-reversal drive signal (Figure 97b), the noise signals
(Figure 97c) are added to the time-reversal drive signal. This composite signal (Figure
97d) is used to excite the transducer array during time-reversal focusing. While
the composite signal (Figure 97d) is used as the excitation signal, it may also be
examined after removing the chirp, and compressing with a differentiated Gaussian
pulse. Figure 97e shows the resulting pulse-compressed time-reversal drive signal.
8.2.3 Accounting for Normalization
The normalization procedure described in Section 8.2.2 is important to ensure that
non-linearity is only introduced from the controlled amplitude modifications repre-









































Figure 96: Flowchart showing the data acquisition and processing steps to create
one of the time-reversal drive signals with added noise. The process is depicted for a
single signal that is a member of the set of 12 signals used to collect a single data set.
control, the resulting amplitude modifications must be taken into account if different
sets of time-reversal drive signals are to be compared using any metric which depends
on signal amplitude to evaluate time-reversal focusing effectiveness.
In order to account for the amplitude normalization performed in Section 8.2.2, an
equalization factor must be created for each set of experimental results that accounts
for the reduction in amplitude caused by normalization of the time-reversal drive
signals. This factor should also take into account the fact that a signal of amplitude
Am should be m times larger in amplitude than a signal of amplitude A1 if linearity
holds.
The equalization factor should consider the amount of energy in the signal, but
not the added noise. The equalization factor begins with the noisy time-reversal
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Figure 97: Signals used in the normalization procedure. a) The time-domain swept
frequency chirp signal. b)The clean time-reversal drive signal after normalization.
c)The Gaussian white noise signal that will be added to the time-reversal drive sig-
nal. d)The composite noisy time-reversal drive signal after normalization. e)The
time-reversal drive signal after being pulse compressed using a 900 Hz differentiated
Gaussian pulse.
drive signal, Equation 62. This excitation signal is compressed using a differentiated







where γ(t) is the differentiated Gaussian pulse described in Section 2.3.2, and Equa-
tions 7-8 with a center frequency of 900 Hz. When the signal is compressed, most
of the energy lies in the pulse, causing the peak of the differentiated Gaussian pulse
to be much higher than the noise floor (Figure 97e). This peak amplitude value for
each of the different noisy excitation signals is used as the equalization factor when
comparing the time-reversal focusing results.
8.3 Noise vs. Amplitude Correlations in Time-Reversal
Focusing
High amplitude drive signals are used to generate non-linear content in the time-
reversal drive signals. The non-linearity is a result of the properties of the soil and
the coupling between the soil and the elastic wave transducers. These non-linear
effects are both amplitude and frequency dependent, and are more observable at high
frequencies. Because of this, as a broadband excitation signal becomes increasingly
non-linear, high frequency content will decrease in comparison to the low frequency
content for the signal that is recorded at the focus point after propagating through the
soil. While this behavior is known, there may also be an effect caused by the presence
of noise in the time-reversal focusing signal. The results presented in this section
examine the impact that noise has on the presence of non-linearity and focusing
effectiveness in time-reversal focusing.
The first experiment examines the relationship between noise in the time-reversal
drive signals and the non-linearity created by increasing the drive amplitude of the
seismic sources. Previous experimental research has demonstrated a loss of high
frequency information due to the generation of non-linear excitation signals [34],
but these experiments have not examined the effect of non-linearity on time-reversal
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focusing. A correlation may also exist between the signal-to-noise ratio, the amplitude
of the excitation signals, the focusing effectiveness and the loss of high frequency
information due to non-linear effects. In order to evaluate these relationships, a
matrix of 30 sets of time-reversal focusing experiments are performed using 5 different
drive signal amplitudes and 6 different levels of random noise superimposed over the
transmitted time-reversal drive signals. These drive signals are described in detail in
Section 8.2.
8.3.1 Amplitude vs. Frequency
A simple method of measuring the impact of non-linearity and noise on the frequency
content of the recorded time-reversal focusing signal is to measure a ratio of high
frequency to low frequency signal content for the signals that arrive at the focus
point. Time-reversal focusing signals with varying amplitudes and levels of noise are
created using the procedures outlined in Sections 8.2. Then the high frequency to low
frequency ratio is generated by transforming the recorded time domain signal into the
frequency domain and summing the amplitudes of each frequency component from
200 Hz to 800 Hz for the low frequency content, and from 800 Hz to 1.4 kHz for the
high frequency content. These ratios are computed for the data recorded at the time-
reversal focusing point for each of the 30 experiments. Each set of frequency data,
D(f), is self-normalized to its own maximum amplitude in the frequency domain







An example of the data used to compute the high frequency to low frequency
ratios is presented in Figure 98. This data shows the frequency response at the focus
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point for various drive levels, but a single noise level. While this allows for a qualita-
tive evaluation, the ratios are a more quantitative assessment of frequency content.
Further, the data varies over noise level as well as amplitude. The data demonstrates
two trends. Figure 99 shows a drop in the high frequency to low frequency ratio
(HF:LF) as the amplitude of the drive signal increases. This trend is a confirmation
of the relationship between non-linearity and frequency content. As the excitation
signal amplitude is increased, the large amplitude motion of the transducer causes
the signal that propagates through the soil to become increasingly non-linear. This
is due to the non-linear behavior of the soil when it is excited at high amplitudes.
This non-linearity effectively causes attenuation in the high frequency range as the
wave propagates. In addition, as the drive signal amplitude is increased, the coupling
between the elastic wave transducer and the surface of the sand becomes less efficient
in transferring energy from the transducer to the sand, which further impacts this
ratio.
The second notable trend,demonstrated by Figure 100, is the drop in the HF:LF
ratio as the signal-to-noise ratio is decreased. The noise introduced into the drive
signals is bandlimited white noise. Because the noise energy is spectrally white, in a
linear regime it should act as an offset for the entire spectrum. Without noise, the
ratio of high frequency energy, EH to low frequency energy, EL, would be,




Each bandlimited white noise signal has some amount of energy, EΦ that is equally
distributed across the frequency range of interest such that,
EΦLF = EΦHF (67)
where LF and HF are the high frequency and low frequency bands of 200 Hz to 800 Hz
and 800 Hz to 1.4 kHz respectively. Because EΦLF and EΦHF add equal amounts of
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Figure 98: An example of the data used to compute the high frequency to low
frequency ratios. This data shows the frequency response at the focus point for
various drive levels, but a single noise level.
energy to both sides of the HF:LF ratio, this should have the effect of pushing the
HF:LF ratio higher such that,







Instead, we observe the opposite trend. As the noise level increases, decreasing the
signal to noise ratio of the excitation signal, the data shows that additional high
frequency energy is lost, reducing the HF:LF ratio.
The drop in high frequency energy as additional noise is added is attributable to
the normalization of the composite noisy drive signal. When noise is superimposed
on the clean drive signal, the peak amplitude of the composite signal increases. These
larger peak amplitudes can drive the elastic wave transducers into a more nonlinear
excitation. Since the goal is to test the impact of signal to noise ratio on time-reversal
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Figure 99: High Frequency to Low Frequency ratios of energy for the time-reversal
focusing signals recorded at the desired focusing point. This graph presents the HF:LF
ratios on curves of constant noise level for varying amplitudes.
focusing, the excitation signals must be generated in a way that isolates the effects
of non-linearity caused by large amplitude excitation signals. In order to prevent
this additional nonlinearity, the total amplitude of the new composite noisy signal
is adjusted to maintain the same peak amplitude level as the clean drive signal.
This normalization procedure was described in Section 8.2.3, and Equations 59 - 64.
This peak-amplitude normalization is taken into account using the equalization factor
described in Section 8.2.2 when evaluating time-reversal focusing effectiveness.
Because of the amplitude normalization, the drop in high frequency energy that
occurs with the addition of noise may seem to be artificial. However, normalization
of the composite signal can be seen as a method for avoiding high frequency loss due
to the non-linear behavior that would be observed if excitation amplitudes were to be
even higher. This experiment demonstrates that for time-reversal focusing, and truly
for other excitation methods as well, reduction in high frequency energy will be caused
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Figure 100: High Frequency to Low Frequency ratios of energy for the time-reversal
focusing signals recorded at the desired focusing point. This graph presents the HF:LF
ratios on curves of constant drive amplitude level for varying noise levels.
not only by non-linearity. Noise seems to enhance the non-linear loss. As the added
noise drives the source-ground coupling into the non-linear regime, high frequency
energy will continue to be lost. Figure 101 provides a summary of the results: both
amplitude-induced nonlinearity and low signal-to-noise ratios can induce significant
loss of high frequency energy in time-reversal focusing.
8.3.2 Focusing Effectiveness
High noise levels effectively reduce the amount of high frequency energy that reaches
the focus point for time-reversal focusing. Since high frequency energy allows a focus
spot to be resolved more tightly, the addition of noise, or an increase in excitation
amplitude, should translate into a reduction in focusing spot resolution - the focusing
spot size should increase. In this section, two different methods are employed to ob-
serve the impact of noise and excitation amplitude changes on focusing effectiveness.
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Figure 101: High Frequency to Low Frequency ratios of energy for the time-reversal
focusing signals demonstrate that as non-linearity increases (through increasing drive
levels), or as the signal-to-noise ratio worsens, additional high frequency energy will
be lost at the time-reversal focus point.
The focusing spot size is evaluated by examining maximum amplitude data. This
method has been used in previous experiments and is described in Section 4.3. The
maximum amplitude over the entire time record is recorded at each measurement
point in the scan region. This data is appropriately normalized using the techniques
described in Sections 8.2.2 and 8.2.3. A trend is clearly present towards a larger spot
size as the noise level increases, but the trend is not entirely consistent over the range
of amplitudes and noise levels (Figure 102). This inconsistency is most likely due
to the fact that any changes in focusing spot size are well within the measurement
error of the sensor array due to the 3.429 cm spacing between the accelerometer array
elements.
The array used in these experiments consists of 30 accelerometers in a 3 x 10
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Figure 102: The time-reversal focusing spot size versus noise level and drive signal
amplitude.
array spaced 3.429 cm apart in X and 10.287 cm in Y. The array and data collec-
tion procedure has been described previously in Section 4.2.1, and Figure 34. The
measurements from the array are interlaced along the Y direction to synthetically
generate a grid of measurement points with a spacing of 3.429 cm between measure-
ment points in both X and Y (Figure 35). Because of the spacing between elements,
spatial sampling limits the ability of the array to fully resolve the focus width.
8.3.3 Maximum Amplitude at Focus Point
An analysis of the focusing effectiveness and a measure of high frequency energy loss
have been presented. Both of these metrics are self-normalized metrics; they mea-
sure signal energy or amplitude in relation to their own peak level or total energy.
This type of normalization is appropriate for measurements where peak amplitude is
less important, such as when measuring a self-contained ratio or a 6 dB spot width.
Self-normalization does not allow for an adequate comparison of performance of real
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efficiency of energy transfer or of actual amplitude. A comparison of peak focus-
ing amplitudes allows for signals to be normalized to a common standard using the
procedure described in Section 8.2.3 and then compared. The results demonstrate in
absolute terms which excitation signals are most efficient at delivering high amplitude
signals to the desired focus point.
Figure 103 shows the results of the maximum amplitude data for the noise levels vs.
drive amplitude matrix of excitation signals. The results show that as the amplitude
of the drive signal is increased, the peak amplitude at the focus point decreases. The
trend is observable once the data has been normalized with respect to the energy that
was contained in the excitation signal. This trend is consistent with the fact that the
source-ground coupling becomes less efficient as the drive level increases. A second
notable trend is that as noise amplitudes increase, peak signal levels at the focus
point decrease. This trend is consistent with the effects described in Section 8.3.1,
where focusing effectiveness was reduced by increasing noise levels. As the amplitude
of the noise signal increases in relation to the clean drive signal, the composite signal
becomes more non-linear and less efficient at transmitting energy to the focus point.
Note that there is one anomalous measurement on the Amplitude 4 curve in Figure
103. This data point holds no experimental significance. It is a result of either a
spurious measurement or a glitch that occurred during the data collection process of
the experiment, but is included here for completeness.
8.4 Drive Signal Truncation
8.4.1 Truncation Method
In generating the time-reversal focusing results, a swept frequency chirp signal as
described in Section 2.3.2 is always used as the initial experimental excitation sig-
nal. The chirp serves as an excellent interrogation signal because it allows energy to
be spread out in time as the chirp sweeps through the frequency range of interest.
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Figure 103: A comparison of normalized peak amplitudes at the focus point. The
data is presented for all 6 noise levels, N1 − N5 and all 5 amplitude levels, A1 − A5.
Spreading the energy in time allows for lower amplitudes to be excited for longer
periods of time, thereby minimizing the non-linear excitation that is caused by high
amplitude excitations.
Choosing an interrogation signal with a long time duration also offers an opportu-
nity to improve the signal-to-noise ratio by averaging noise over a long period. While
the chirp signal is used as the interrogation pulse, the data is analyzed with respect
to a differentiated Gaussian pulse. After the response to the chirp signal is recorded
in the sand tank, it is transformed to the frequency domain and then the frequency
domain transfer function of the chirp signal is removed. The remaining signal is the
frequency domain impulse response of the experimental system, as was described in
Equation 46 in Section 4.2.2. This impulse response is then convolved with a differ-
entiated Gaussian pulse for analysis. As described in Section 4.2.2, the compression
of the experimental data into a differentiated Gaussian pulse results in a signal that
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is largely quiescent over the 4.096 s that are recorded. This means that the signal
energy is concentrated over a very short duration, while the noise remains spread out
over the entire time period, effectively improving the signal-to-noise ratio over the
duration of the compressed pulse.
Section 4.2.2 described the use of a method to improve the signal-to-noise ratio of
the time-reversal drive signal that employs pulse compression and signal truncation.
The response to a chirp excitation is recorded at the focus point, then the impulse
response is extracted from this data. Once the signal is compressed in the form of
an impulse response, a ring-down can be observed as the response settles from the
peak of the impulse (Figure 104). Recalling the description of the frequency domain
transfer function from Equation 46, the pulse-compressed response at the focus point






After the ring-down, the rest of the signal should be nearly quiescent. During this
quiescent period, noise overwhelms any contribution from the actual signal (Figure
105). Because there is a long period of time when noise obscures any signal contri-
bution, that time segment of the signal may be removed by truncating the recorded
signal and then zero-padding it to return it to its original length of 4.096 seconds
(Figure 106). This procedure further improves the signal-to-noise ratio of the data
with respect to a differentiated Gaussian pulse.
In addition to the improvements in signal-to-noise ratio, use of the chirp signal
has another effect on the results: it allows for partial temporal separation of the
quasi-linear and non-linear components of the response. This separation occurs when
the chirp transfer function is removed from the recorded signal data. Because the
chirp is swept frequency, any component at frequency, f0 is only excited at a time,
t0. The energy from this frequency component should arrive at the focus point after
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Figure 104: The time domain impulse response of the experimental system when
recorded at the focus point. The entire response is 4.096 s long, but here the response
is only shown for a portion of that time window.
some propagation delay (tδ) at time t0 + tδ. If instead, energy excited in the chirp at
f0 and t0 is non-linear, some of this energy will arrive at the focus point as energy
at some higher frequency f1, but it will still arrive at the focus point at time t0 + tδ.
Linear energy transmitted at f1 and time t1 will arrive at the focus point at time
t1 + tδ.
When the signal is compressed later, the nonlinear component of f0 ⇒ f1 arrives
at the focus point t1 − t0 seconds earlier than the linear component of f1 that ar-
rives at t1 + tδ. These “early time” non-linear arrivals appear as late-time arrivals
when analyzing the data because of the circular nature of the Fourier transform that is
employed during pulse compression. When this resulting data is compressed to an im-
pulse function, it becomes possible to separate the linear and non-linear components
of the data. Figure 107 demonstrates this effect. The response to a large amplitude
chirp excitation is recorded at a single point in the sand tank and then converted to
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Time Domain Impulse Response Recorded at Focus Point
Figure 105: The full-length view of the impulse response. The impulse occurs at
the beginning of the time record. A small amount of “late time” nonlinear energy is
also observable from approximately 3.4 - 3.8 s.
an impulse response before being compressed with a differentiated Gaussian pulse.
The large pulse near the beginning of the time record is the linear impulse response,
while the smaller pulse near the end of the time record is the non-linear portion of
the impulse response.
The purpose of this experiment is to examine drive signal truncation and its
impacts on time-reversal focusing. Drive signal truncation affects two key parameters
of the drive signal: the transmission or omission of the non-linear component of
the drive signal, and the noise level in the signal. If the drive signal is truncated
short enough that it removes some critical part of the signal before the ring down
is complete, this could have an adverse impact on the effectiveness of time-reversal
focusing. This experiment will examine the effects of drive signal truncation for a
quasi-linear (A1) and a quasi-nonlinear amplitude (A4). The truncation length will
be varied such that some portion of the original signal is retained. The length of the
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Figure 106: The full length impulse response after truncation and zero padding.
The first 200 ms are the original signal while the remainder of the signal has been
forced to zero.

























Figure 107: The time domain impulse response to a signal with a large nonlinear
component appearing in “late time.”
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retained portion will vary from 200 ms to the entire 4.096 s signal. Five truncation
lengths will be examined: 200 ms, 3 s, 3.5 s, 4 s and 4.096 s.
8.4.2 Normalization Method
Each of the experiments is normalized using a normalization procedure described in
Sections 8.2.2 and 8.2.3 except for the changes listed here. The procedure for creating
an averaged time-domain transfer function is the same, as described by Equation 54.
At this point, the truncation length may be varied such that instead of a static 200 ms
truncation length (as in Equation 49), Ttruncated is now,
Ttruncated(t,m) = TF (t,m)WT (t), (70)









1 : 0 ≤ t ≤ t0 ms
0 : t0 ms < t ≤ 4.096 s.
(71)
In Equation 71, t0 is any one of five lengths: 200 ms, 3 s, 3.5 s, 4.0 s, or 4.096 s.
Each set of signals of a constant amplitude, (A1 or A4), has a set of 5 different
truncation lengths: 200 ms, 3 s, 3.5 s, 4.0 s, and 4.096 s. These signals are normalized,
but amplitude set is normalized as a group, so now for the signals of amplitude Am,









where k is the truncation length (200 ms, 3 s, etc.). The purpose of this single nor-
malization is that these are essentially the same signal, just with different amounts of
non-linear energy included. If we want to evaluate the effect of adding that non-linear
energy back in, the non-linear energy should all be transmitted at the same ampli-
tude in the time-reversal focusing experiment. This avoids the undesired addition of
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additional nonlinearity caused by changes in the normalization factor. Since no noise
signals are added in this experiment, the second normalization performed in Equa-
tion 62is redundant, and therefore not performed. Aside from these minor changes,
the normalization and equalization methods for are the same as those described in
Sections 8.2.2 and 8.2.3.
8.4.3 Results
The effects of the drive signal truncation on time-reversal focusing are first evaluated
by considering the peak amplitude at the focus point. Each of the experiments is
normalized using the normalization procedure described in Section 8.4.2. Figure
108 demonstrates that as the portion of the retained signal becomes longer, the peak
amplitude at the focusing location decreases. Note that as the retained signal becomes
longer the total energy in the drive signal is actually increasing, which, by itself, should
push the peak amplitude higher. There are two explanations for the observed trend,
which counters the traditional expectations.
First, longer signals have the effect of being noisier as was described in Section
8.4.1, so this result is consistent with the conclusions drawn in Section 8.3 that noise
adversely effects time-reversal focusing. The additional noise in the drive signals
results in effectively reducing the amplitude of the composite signal due to the nor-
malization which is required to prevent additional non-linearity (See Section 8.3).
Second, a significant drop in the peak focusing amplitude is noted when the length
of the truncated drive signal goes beyond 3 s (Figure 108). This is caused by the non-
linearity that appears in late time due to the effects described earlier in this section.
The drop in peak focusing amplitude is more pronounced for the higher amplitude
excitation signals since the effect is based on the non-linearity of the signals. For the
smaller amplitude (A1) signals, there is a slight upward trend from the 4 to 4.096 s
points on the peak amplitude plot. It should be noted that this represents a change
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of approximately 0.05 dB and is therefore within the range of a measurement error.


























Comparison of Max Amplitude for Varying Truncation Length and Drive Amplitudes
A1
A4
Figure 108: A comparison of the normalized peak amplitude at a focus point. Data
is presented of varying truncation lengths for quasi-linear (A1) and quasi-non-linear
(A4) excitation signals.
The impact of changes in the truncation length on the focusing effectiveness for
time-reversal focusing can be effectively assessed using the focusing spot size ratio
described in Section 4.3 and used in Section 8.3.2. Figure 109 demonstrates that
for both the quasi-linear and quasi-nonlinear amplitudes, the focusing effectiveness
drops off significantly as the un-truncated portion of the signal becomes longer. While
additional noise in the signal may play a role in this, the effect of the nonlinearity is the
dominant one. This is shown by the fact that the spot size for the A4 curve increases
much more quickly than for the smaller amplitude A1 curve. As the nonlinear portions
of the signal are re-introduced and the signal lengthens, focusing effectiveness begins
to decline rapidly. This drop is more pronounced and more significant for the signals
of amplitude A4 with more non-linear content.
The measurement error due to the 3.429 cm spacing of the accelerometer array
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elements will again prove to be a limiting factor for the spot size measurement. This
means that the changes in spot size for the A1 curve may be statistically insignificant,
but the changes for the non-linear A4 curve demonstrate a clear trend, increasing the
spot size approximately than half of the spacing between accelerometers, yielding a
result that demonstrates that non-linearity in the time-reversal process does adversely
affect focusing effectiveness.



















Comparison of Spot Size for Varying Truncation Length and Drive Amplitude
A1
A4
Figure 109: A comparison of the focusing spot size for varying truncation lengths





This dissertation has investigated the behavior of time-reversal focusing in soils, which
behaved as a quasi-linear elastic media. The investigation of time-reversal focusing
began with a basic study of time-reversal using a linear finite-difference time-domain
model of the soil. This computational model allowed time-reversal focusing to be
studied in a linear, noise-free context. Initial numerical models showed time-reversal
focusing to be effective in elastic media, including when a large number of scat-
tering objects were present in the medium. When scattering objects were present,
time-reversal focusing demonstrated superior focusing ability when compared to other
excitation methods such as uniform excitation or time-delay focusing.
The numerical studies were followed by multiple investigations of experimental
time-reversal focusing performed in sand. Time-reversal focusing effectiveness was
evaluated first for experimental conditions similar to the numerical model, with mul-
tiple near-surface scattering objects present in the medium. Time-reversal focusing
was shown to be effective in the experimental context as well. Further experiments
examined time-reversal focusing in the more extreme case where the entire ballistic
wave was blocked, and the only energy reaching the focus point was reflected from
scattering objects in the medium. Time-reversal focusing was effective in focusing the
remaining energy to the focus location which was in a shadowed region behind the
large barrier that blocked the ballistic wave. A comparison to other focusing methods
demonstrated that under these conditions, most focusing attempts with traditional
methods will fail completely while time-reversal focusing does not.
Additional configurations of time-reversal focusing examined its effectiveness when
scattering came from several different asymmetrical surface layers that altered the
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propagation direction of the wavefronts as they left the source array. Time-reversal
focusing was able to effectively direct energy to the focus point even when wavefronts
were steered away from the focus location by the asymmetric surface layer. Con-
tinuing with investigations of asymmetry in time-reversal focusing, the impact of an
asymmetrical or non-uniform excitation array was examined for time-reversal focus-
ing in the presence of scattering objects. The results demonstrated that time-reversal
performs well, and maintains a distinct advantage over other excitation methods.
Time-reversal preferentially excites sources that have a more clear path to the focus
point. This results in more energy being delivered to the focus location than for
traditional methods, such as time-delay focusing.
In the previous experiments experimental time-reversal focusing provided signif-
icant gains over other excitation methods when scattering objects were present, but
it failed to provide focusing resolutions as high those that were predicted by both the
initial numerical investigations of time-reversal focusing and that have been predicted
by other studies [2, 11, 12]. An investigation of the effects of scattering object geom-
etry was undertaken to examine the effect scattering object shape, orientation, and
number of scattering objects on focusing resolution in time-reversal focusing. Scatter-
ing object field density was found to have a strong, but diminishing effect on focusing
resolution as the scattering object field density increased. Loss of surface wave en-
ergy available for focusing due to mode-conversion was found to be correlated with
the density of the scattering object field. Initial data suggests that scattering object
shape may also have some impact on the amount of energy lost to mode conversion.
Soil is a complicated non-linear medium which normally behaves in a quasi-linear
fashion for the range of amplitudes in which the earlier experiments were performed.
The impact of the weak non-linear nature of the soil on time-reversal focusing was ex-
amined through a study of time-reversal focusing behavior for a variety of amplitudes
that generate different levels of non-linearity in the soil. This study of nonlinearity
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was coupled with a study of the impact of noise on time-reversal focusing. It was
determined that both non-linearity and noise have an impact on time-reversal focus-
ing effectiveness. Further, the loss from these mechanisms seems to be interrelated.
Noise seems to enhance non-linear loss in the soil.
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