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1 Introduction
1.1 Noise - What is It Good For?
Noise is omnipresent in nature. Everybody is used to the faint background noise at
the beach, the humming of cooler ventilators, the cracking of the radio, the statics
on the TV screen. In natural sciences, noise manifests itself mostly in the error bars
of a measurement. In many cases, one can easily distinguish between the system’s
dynamics and the background noise, this way canceling the disturbing dynamics in
order to conceive the information correctly.
Despite the inevitability of the noise in any real system, scientists, and especially engi-
neers, have long since pursued the elimination of noise from any system under consid-
eration. They were driven by the rationale that a system has to be robust against noise
and that its influence masks, alters or even destroys the properties of the underlying
system in an unfavorable way. The role of noise was established in the understand-
ing of Brownian motion or in its need for the initiation of the lasing process. Apart
from these examples, until about 25 years ago, it had escaped most scientists’ attention
that there exist numerous situations in which these fluctuations cannot be ignored and
have to be explicitly taken into account. This insight has now become an accepted fact
[Landa & McClintock 2000], inspiring an ever growing field of research both theoreti-
cally and experimentally [Moss & McClintock 1989].
The interest in noise-mediated or induced phenomena has seen an unprecedented
boom due to the notion of Stochastic Resonance (SR) in the early 80s. SR is a phe-
nomenon, wherein the response of a system with respect to an external signal is op-
timized at some intermediate noise intensity (cf. [Gammaitoni et al. 1998] for an ex-
hausting review). The possibility of noise being a beneficial and crucial ingredient for
an ordered output was first put forward in a model trying to explain the periodic oc-
currence of the ice ages [Benzi et al. 1981]. This discovery triggered research on the con-
structive role of noise in many theoretical and well-controlled experimental systems.
SR was found in a ring-laser [McNamara et al. 1988] or the Schmitt-trigger [Shulgin
et al. 1995]. Ongoing research has found the phenomenon of Stochastic Resonance in
an ever wider class of systems, minimizing the theoretical requirement for its occur-
1
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rence. SR has been shown to exist for aperiodic, deterministic forcing [Collins et al.
1995], in threshold-free devices [Bezrukov & Vodyanoy 1997], and even for coupled,
linear systems [Stocks 2000].
A related phenomenon, autonomous or coherence resonance, is an effect, wherein the
stochastic forcing itself induces a time scale on the excitation timings of the system
without the need for an external, deterministic driver, which causes the emission of
regular spiking events at finite noise level [Pikovsky & Kurths 1997].
The most interesting aspect of the ‘generalization’ of SR is the possibility of natural
systems making use of, or including noise into their dynamics. Ever since, SR has been
identified in a variety of biological, chemical and physical systems. It has been found
that noise can enhance the output of single neurons [Douglass et al. 1993], can play
a beneficial role in the cricket auditory system [Levin & Miller 1996] and is vital for
the electro sensors of a shark [Bezrukov & Vodyanoy 1997]. Behavioral SR has become
an intensive field of research. Two prominent examples name the noise-influenced
feeding strategy of the paddlefish [Russell et al. 1999] and the enhancement of the
human sensory system [Richardson et al. 1998; Scinicariello et al. 2001].
A different beneficial noise effect is that of Brownian motors or ratchets, wherein noise
is able to induce the directed transport of particles within a periodic potential, thus
defying the Maxwell daemon [Anishenko et al. 2002; Parrondo & de Cisneros 2002].
It has been argued that these ratchets might be of importance for the matter transport
within living cells.
The second important area of noise-induced phenomena is the influence of noise on
spatially extended media. Celebrated constructive effects are the noise-induced syn-
chronization in arrays of bistable [Lindner et al. 1995] and excitable systems [Hempel
et al. 1999; Neiman et al. 1999]. Especially the role of synchronized spiking in neu-
ronal tissue has attracted much interest, as it deals with the question whether natural
systems incorporate external fluctuations by design or through adjustment to environ-
mental conditions [Gluckman et al. 1996; Nozaki et al. 1999b]. The effects of noise on
spatiotemporal structures have been studied in [Alonso et al. 2001; Armero et al. 1996].
Noise has been found to enhance the stability of wave fronts, and to increase their
propagation speeds.
The most prominent examples of constructive effects of noise in spatially extended me-
dia stem from the noise-induced and sustained initiation of coherent spatial structures
in excitable systems. The possibility of external, additive fluctuations to sustain pro-
longed pattern formation in an excitable cellular automaton was first pointed out by
[Jung & Mayer-Kress 1995a]. In analogy to the purely temporal Stochastic Resonance,
they named this phenomenon Spatiotemporal Stochastic Resonance (STSR). Ever since
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this discovery, much research work has been devoted to the understanding of pat-
tern formation out of noise both theoretically [Alonso et al. 2001; Busch & Kaiser 2003;
García-Ojalvo & Schimansky-Geier 1999; Lindner et al. 2004; Wang et al. 1999] and ex-
perimentally in the light-sensitive Belousov-Zhabotinsky reaction [Kádár et al. 1998;
Wang et al. 1999] or cell tissues of glial cells [Jung et al. 1998a].
While dealing with noise theoretically or in the process of modeling natural systems,
one has to ask for the origin or cause of the noise present in the system. In general,
one distinguishes two different sources of noise [García-Ojalvo & Sancho 1999; van
Kampen 1992]
Internal Noise: those are fluctuations intrinsic to the system, such as temperature
fluctuations or random electron charge density variations. They denote stochas-
tic processes, which cannot be controlled externally, usually evolving on a much
smaller spatiotemporal time scale than the systems’ dynamics themselves. The
specific nature and impact of internal noise is unknown in general. As a con-
sequence, the fluctuations are incorporated into the evolution equations of the
system as additive stochastic forcing terms.
External Noise: those are noise sources, which are brought into the system due to
external constraints or forcing, such as variation of the electric field strength or
light intensity. Noise sources of this kind can be controlled externally. Depending
on the specific impact of the stochastic driving on the model equations, external
noise is incorporated into model equations either additively or multiplicatively.
The latter case is justified, if the fluctuations couple to the output dynamics of
the system in a well-defined way through the random variation of a parameter
or the field variable itself.
colored
noise
white
noise
deterministic
models
dynamical 
bifucations
fast processes
bifurcations
slow dynamicsobservation
time constant
Figure 1.1: Sketch of the influence of external forces having different time scales with respect to the
underlying deterministic system. Figure adapted fom [Hütt 2001].
There are different noise models all having properties owing to the specific nature of
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their origin in the modeling of physical or biological systems. The most commonly
used noise model is the Gaussian white noise, derived from a Wiener process. The
Gaussian distribution of the noise amplitudes arises naturally from the central limit
theorem. The term ‘white’ refers to the noise values being uncorrelated in either space
or time, as opposed to noise showing spatiotemporal correlations, which is then called
‘colored’. The popularity of this noise is due to the fact that it is oftentimes an appro-
priate approximation of fluctuations in a real physical or biological system, which is at
the same time easy to handle both analytically and numerically.
Other popular noise models exist, especially for the description of fluctuations in quan-
tum devices. Examples are dichotomous noise, being the realization of a two state
Poisson process [Fulin´ski 1994] and shot noise, which is used to describe the fluctu-
ation processes in mesoscopic systems, such as conductors, oftentimes possessing a
Poisson- or even Sub-Poisson distribution function [Blanter & Büttiker 2000]. Other
examples include crackling noise, arising from a sudden response of the system as a
reaction to a slowly varying external constraint [Sethna et al. 2001]. The most promi-
nent representative of this type of noise are e.g. earthquakes.
The common approach to fluctuations in biological systems is Gaussian white noise.
Yet, noise in nature is not necessarily uncorrelated in space and/or time. In many
cases this is an idealization, that cannot be justified. Especially in biological systems,
the theory of Brownian motion of molecules and the separation of time scales cannot be
applied [van Kampen 2001]. In these cases colored noise may provide a more accurate
description. As a rule, temporal dynamics on a very slow time scale (compared to the
time scale of observation or the system’s characteristic time θ) are ignored when for-
mulating a mathematical model of the system, while those contributions to the overall
dynamics with a time scale tN ¿ θ are thought of as noise [van Kampen 1992]. An in-
complete separation of such time scales into slow (tÀ θ), characteristic (t ∼ θ) and fast
(t ¿ θ) time constants, respectively, leads to a variety of additional dynamical effects
(cf. Fig.1.1). The existence of an intermediate regime between slow and characteristic
time scales may lead to dynamical bifurcations [Erneux & Mandel 1986]. An interme-
diate regime between characteristic and fast time scales can formally be accounted for
by introducing correlations in the noise, i.e. by the use of colored noise.
A similar notion applies to the justification of spatially correlated noise. Spatially col-
ored noise may be relevant for biological systems, if they are exposed to a combination
of both internal and external fluctuations with the former acting locally and the latter
acting non-locally over the whole system. Consequently, one may expect very differ-
ent effects of such a correlated noise on the observed dynamics in comparison to white
noise. In the case of temporally correlated noise, experiments in vitro have shown that
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noise of moderate color indeed increases the neuron response [Brunel et al. 2001] or
the sensitivity towards external stochastic forcing [Nozaki et al. 1999b].
1.2 This Thesis
All the phenomena mentioned above motivate a more in-depth numerical and ana-
lytical study of the influence of additive, spatiotemporal correlated noise on pattern
formation and synchronization in spatially extended non-linear media. Studies on the
influence of additive noise on pattern formation are rare. To my knowledge, the studies
by [Jung 1997; Jung & Mayer-Kress 1995a,b] and our own [Busch et al. 2003; Busch &
Kaiser 2000, 2003] are the only systematic investigations of additive noise on excitable
and oscillatory media.
The reason for the lack of investigations incorporating additive noise might stem from
the prominent role of the Belousov-Zhabotinsky reaction as the prototype experimental
system for noise-induced pattern formation. This is a well-studied system and the
model equations thus incorporate the noise in a multiplicative way [Alonso & Sagués
2001; Alonso et al. 2002, 2001; Sendiña-Nadal et al. 2000, 1998b]. In this thesis, however,
we pursue a general investigation with no particular biological or physical system in
mind. Colored noise is then introduced as the combined effect of internal and external
noise. With no specific point of attack of the stochastic forcing on the system in mind,
this justifies the inclusion of the noise as an additive term.
The theory of stochastic processes is based on two different approaches. The Fokker-
Planck method [Risken 1984] is an approach, which describes the temporal evolution of
a system’s probability density. In this thesis, however, we apply the second approach
and describe the stochastic dynamics via Langevin equations, that is with the help
of first order partial differential equations. This is the most suitable framework of
investigation, as the deterministic equations under consideration are well known, yet
hard, or even impossible to handle analytically. Hence, our main focus will lie on
numerical simulations.
Outline
The thesis is divided into two parts. The first part introduces the model and develops
the necessary tools for the simulation and analysis of the system. Chapter 2 imple-
ments a fast and scalable numerical algorithms for the modeling of real, colored noise.
Chapter 3 introduces the model equations, namely a medium of diffusively coupled
FitzHugh-Nagumo systems, and develops an analytical framework from the linearized
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version of the non-linear spatiotemporal equations. Next, we present a brief overview
on the calculus of stochastic partial differential equations. The remainder of the first
part of this thesis is devoted to the development of tools necessary to extract informa-
tion about pattern formation in noisy, spatially extended systems. These data analysis
tools are introduced and evaluated in Chapter 4.
The second part of the thesis deals with the results from the model equations under
the influence of colored noise. Chapter 5 demonstrates the results for a single system,
whereas Chapter 6 presents the model simulations of a (2 + 1)-dimensional (two di-
mensions in space, one in time) noisy network in different dynamical regimes. The
numerical results are discussed and compared with the analytical predictions from the
linearized model equations.
Finally, Chapter 7 puts the results into a broader context and gives possible perspec-
tives for future research.
2 Generation of Spatiotemporal
Correlated Noise
The modeling of noise is of essential importance for the simulation of stochastic sys-
tems on a computer. If it is possible to separate the spatiotemporal length scales of a
physical system into the slowly evolving deterministic and fast stochastic dynamics,
the fluctuations can be simulated as a stream of uncorrelated random numbers, obey-
ing a Gaussian distribution. The most prominent example of this situation is Brownian
motion.
On the other hand, there are cases in which the spatiotemporal length scales of the
system under consideration are not sufficiently separated. Especially in real systems,
the physical nature of the noise generating mechanisms are often unknown. The struc-
ture of the macroscopic equations and the fluctuations must be obtained from the phe-
nomenology of the system under study. In those cases the fluctuations show inherent
correlations that cannot be neglected and have to be included in the model. A popular
example of this situation is the power-law noise in solid state devices [Dutta 1981], but
also, or especially, biological systems fall under this category. Consequently, one has to
decide how to model the random events themselves in a mathematically sound way.
This chapter surveys the development of discrete digital models for spatiotemporal
correlated noise. In general, there are two approaches to this problem. One possibility
is to define a Langevin equation driven by Gaussian uncorrelated noise, whose out-
put has the desired statistical properties. This strategy is discussed in Secs. 2.2.1 and
2.3.1 for the temporal and spatiotemporal case, respectively. The second approach,
discussed in Secs. 2.2.2 and 2.3.2, is to start from the desired spatiotemporal autocor-
relation function and then to define an appropriate frequency filter to be applied to the
uncorrelated noise.
2.1 Characterizing Noise
A stochastic process η(t) (space neglected for simplicity) is usually categorized and
named with the use of the following characteristics: probability density, moments and
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correlation of the noise amplitudes, which we shall briefly discuss here.
Probability Density
The noise probability density p(η,t) denotes the way the noise amplitudes are dis-
tributed about some mean value . The central-limit theorem or the law of large num-
bers states that many, independent stochastic processes acting on one system behave
in their entirety like a single Gaussian random variable of appropriate variance. This
model description is applicable to many real systems. The intensity or strength of the
so called Gaussian noise is then defined by the variance of the respective amplitude
distribution.
Cumulants
Some systematic insight into the stochastic process η(t) is gained with the help of the
moments and cumulants. The moments are defined as
Mn =
〈
ηn(t)
〉
=
∫
dη ηnp(η,t), (2.1)
and give the arithmetic mean of η(t) in nth order. Introducing the characteristic function
G(s,t) as the Fourier transform of the probability density p(η,t)
G(s,t) =
〈
eisη
〉
=
∫
+∞
−∞
dη p(η,t)eisη, (2.2)
one can calculate the nth moment Mn by differentiation of G(s,t)
Mn =
1
in
dnG(s,t)
dsn
∣∣∣∣
s=0
. (2.3)
Taylor expanding the natural logarithm of G(s,t) with the help of Eq. (2.3) and using
the definition from Eq. (2.2), one can define the cumulants ¿ ηn À of η(t) as [Risken
1984]
ln[G(s,t)] = ln
(
1 +
∞∑
n=1
isn
n!
Mn
)
= 1 +
∞∑
n=1
¿ ηn À (is)
n
n!
. (2.4)
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It results from these relations that the cumulants can be expressed through the mo-
ments and vice versa
¿ η1(t)À = 〈η1(t)〉
¿ η2(t)À = 〈η2(t)〉 − 〈η1(t)〉2
¿ η3(t)À = 〈η3(t)〉 − 3 〈η2(t)〉 〈η1(t)〉 + 2 〈η2(t)〉3
...
(2.5)
Thus, the first two cumulants are equal to the mean and variance of the stochastic vari-
able η(t), respectively. For non-Gaussian distributions all cumulants are non-zero. In
the case of the Gaussian distribution, on the other hand, all but the first two cumulants
vanish and the distribution is thus fully defined by ¿ η1(t) À and ¿ η2(t) À. In the
following, we will consider zero mean (¿ η1(t) À= 0) Gaussian noise, only, defining
the noise strength by¿ η2(t)À, which is this case is equal to the second moment.
Autocorrelation
The autocorrelation of the stochastic process η(t) is a measure for the memory of the
noise with respect to its past (in time) (or neighbors in space, if extending the process
to higher dimensions).
The importance of the autocorrelation function is rooted in its relationship with the
power spectral density (PSD), which denotes the energy distribution of the process
with respect to the frequency. The Wiener-Khintchine theorem states that the spa-
tial/temporal correlation of a stationary stochastic process is related to the PSD via
the spatial/temporal Fourier transform [Risken 1984]
S(ω) = 2
∫ ∞
−∞
〈
η(t + τ) η(t)
〉
eiωtdτ, (2.6)
where ω denotes the frequency and <> the autocorrelation function.
The autocorrelation of an uncorrelated stochastic process reduces to a δ peak and the
PSD is hence a constant. This noise is then called ‘white’ in analogy to the visible light
spectrum, as it contains all frequencies at equal power. If the process has some finite
memory, its power spectral density will decay with increasing frequency. Noise of this
kind is called colored. Depending on the shape of the temporal power spectral density,
different names have been assigned to different types of colored noise that more or less
reflect their optical analogy [Ltd. 2004]:
White Noise: the power spectral density is constant over the whole frequency range.
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Pink Noise: the power spectral density drops off by 3dB per octave with increasing
frequency. Each octave contains the same amount of power. Pink noise is a spe-
cial case of 1/ f α noise discussed in detail in Sec. 2.2.3.
Red Noise: common definition from the oceanographic field of research, referring to
oceanic ambient noise, i.e. noise distant from the sources, and lacking higher
frequencies due to absorption.
Orange Noise: noise with a PSD having a finite number of zero energy bands that are
centered around the frequencies of musical notes in whatever system of music is
of interest. Since all in-tune musical notes are eliminated, the remaining spectrum
could be said to consist of sour, citrus or ‘orange’ notes.
Green Noise: defined in the same way as pink noise with an additional hump added
around 500Hz.
Blue Noise: the PSD increases by 3dB per octave with increasing frequency over a
finite frequency range.
Purple Noise: the PSD increases by 6dB per octave with increasing frequency, i.e. the
density is proportional to f 2 over a finite frequency range.
Grey Noise: noise having been subjected to a psychoacoustic equal loudness curve
over a given range of frequencies, so that it sounds like it were equally loud at all
frequencies.
Brown Noise: the PSD decreases by 6dB per octave with increasing frequency, i.e. the
density is proportional to f −2 over a frequency range that does not include the
DC. This name is adapted from Brownian Motion and also called ‘random walk’
noise.
Black Noise: there are different definitions for this noise type around. One is black
noise being the output of an active noise control system that cancels an existing
ambient noise. The other definition refers to noise having a power spectrum 1/ f α
with α > 2 as being black. Such noise is non-stationary and has been found in
the occurrence intervals of natural or unnatural disasters like floods droughts
or electrical power surges. Because of the ‘black’ spectrum, such disasters often
come in clusters.
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2.2 Modeling Temporally Correlated Noise
Different modeling techniques for the generation of temporally correlated noise are de-
veloped and discussed in this section. We distinguish between short- and long-ranged
colored noise. Sections 2.2.1 and 2.2.2 introduce examples of short-range time corre-
lated noise. The more demanding problem of the generation of Gaussian noise with a
long-range, power-law decaying power spectral density deserves special attention and
will be discussed in Sec. 2.2.3.
2.2.1 Ornstein-Uhlenbeck Noise
The Ornstein-Uhlenbeck (OU) noise refers to the formal integration of a Langevin
equation.
ζ˙(t) = −1
τ
(
ζ(t) − η(t))〈
η(t)η(t′)
〉
= 2σ2δ(t − t′),
(2.7)
where η(t) is some Gaussian white noise and ζ(t) is the temporally correlated noise
with exponentially decaying memory
〈ζ(t) ζ(t′)〉 = σ
2
τ
e
−|t−t′|
τ . (2.8)
Here, τ and σ2 denote the characteristic decay time and noise strength of η(t), respec-
tively. The prefactor σ
2
τ then defines the variance of the OU-noise. The physical inter-
pretation of an OU process is that of the particle velocity of a Brownian process under
the influence of a deterministic force and additive white noise η(t). Because this algo-
rithm is based on a linear Langevin equation, it can be simulated directly with the use
of an integral algorithm [Fox et al. 1988]. The Fourier transform of Eq. (2.8)
γ(ω) =
2σ2
1 + (τω)2
, (2.9)
has a Lorentzian distribution with respect to the frequency ω. Figure 2.1 depicts some
realizations of an Ornstein-Uhlenbeck process for different values of τ. The time series
become smoother with increasing temporal noise color, while at the same time the
energy of the power spectral density decreases for high frequencies.
At this point, it is still an open debate how to define the noise strength of the OU noise
[Eq. (2.7)]. One basically has two possibilities to investigate the effect of noise color
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Figure 2.1: Sample time series of an Ornstein-Uhlenbeck noise (left column) and the corresponding
power spectral densities (right column) for three different temporal correlation parameters τ. (a) τ = 0.0,
(b) τ = 1.0, (c) τ = 10.0.
in systems subject to OU noise, namely at fixed σ2 or at fixed D = σ2/τ. While the
former leads to the correct white-noise limit in a mathematical sense, the latter defi-
nition allows for approximately keeping the noise intensity constant for finite τ. Both
interpretations have been used in the literature (see [Bartussek 1997] for an example of
fixed σ2 and [Buldú et al. 2001; Busch & Kaiser 2003] for fixed D). We believe that the
latter case is the relevant situation for comparison with experimental systems. Scaling
the noise strength as σ2 → σ2τ, the total power of the noise is hence conserved
∫ ∞
0
2τσ2
1 + τ2ω2
dω = 2σ2 arctan(τω)|∞0 = 2σ2. (2.10)
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Note the different expression of the PSD in Eq. (2.10) as compared to Eq. (2.9). In defin-
ing the noise variance this way, experimental results from differently colored noise are
directly comparable. Henceforth, we will deal with colored noise only, ignoring the
limit τ→ 0 and refer to the noise variance σ2/τ simply as σ2 for simplicity.
The assumption of an infinite integration domain in Eq. (2.10) is an idealization. Nu-
merical experiments always have a minimal integration step size ∆t, which in turn
results in a maximal upper cut-off frequency ωup = 1/(2∆t). It is therefore necessary
to choose a small integration step size with respect to the time scales of the system, in
order to maximize ωup. The integration step size should be chosen roughly one order
of magnitude smaller than the shortest correlation length τ. This way, one keeps the
error in the total noise power between the smallest and the largest temporal noise cor-
relation values below 7%. The above relationship between ∆t and τ is justified from
a physical point of view as well. Choosing a ∆t ¿ τ ensures the finite correlation of
the noise model to have an impact on the model system’s dynamics. Otherwise, the
system would see (almost) uncorrelated noise, only, regardless of the choice of τwithin
that range.
2.2.2 Frequency Filtering
The most versatile method for the generation of correlated noise is the frequency or
Fourier filtering method [García-Ojalvo & Sancho 1999; Makse et al. 1996; Prakash et al.
1992]. The filtering is done by convolving Gaussian white noise with the desired cor-
relation function.
Convolution is a mathematical operation that expresses the amount of overlap of one
function h as it is shifted over another function s. It therefore ‘blends’ one function
with another. In general, convolution denotes the evaluation of the integral
s(t) ⊗ h(t) =
∫ ∞
−∞
s(t − τ)h(τ) dτ, (2.11)
which in our case of numerical simulations, having discrete time steps, transforms into
a sum
(h ⊗ s) j ≡
M∑
k=0
sj−khk. (2.12)
Typically, s denotes the signal or data, and h is the response function, symmetric around
the origin. If the response function is zero for k > M, r is also called a finite impulse
response (FIR) filter. If the filter structure is defined recursively, the filter is named
infinite impulse response filter (IIR). In the context of filtered stochastic processes,
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FIR filters are also referred to as moving average (MA) filters, whereas IIR filters are
also called auto-regressive (AR) or auto-regressive moving average (ARMA) filters,
depending on whether they are purely recursive M = 0 or have a nonrecursive part
(M > 0), respectively.
If M is small, it can be advantageous to evaluate the sum in Eq. (2.12) directly. For
example, direct convolution is used for the generation of spatially correlated noise in
experiments [Wang et al. 1999] or in computer simulations of large noisy networks
[Pérez-Muñuzuri et al. 2000], where the memory consumption of the algorithm is an
issue (also cf. Sec. 2.3 and Appendix B). In most practical circumstances, however, it is
more efficient to evaluate the convolution in Fourier space.
The convolution theorem states that the function s ⊗ h is a member of the product of
the respective Fourier transforms of s and h.
M∑
k=0
sj−khk ⇔ SnHn. (2.13)
Sn and Hn are the discrete Fourier transforms of s and h. The examples here can be
generalized to d dimensions.
The operation described above is the essence of digital signal processing using lin-
ear filters. Given some discrete input signal s j, the output s′j is achieved by applying
the frequency filter hk, as expressed in Eq. (2.12). hk is defined as the filter’s impulse
response arising from the input of an ideal Dirac impulse. By making use of the convo-
lution theorem [Eq. 2.12], which holds true in general for the Laplace-, and its discrete
counterpart, the z-transformation, one can define the discrete transfer function H(z) of
a complex variable z as
H(z) =
S′(z)
S(z)
, (2.14)
where S′(z) denotes the z-transform of the filter output signal and S(z) is the z-trans-
formed input signal sk. It thus follows that H(z) embodies the transfer characteristics
of the filter hk. The discrete, real power spectral density then reads
Sd(z) ∝ H(z)H(z−1), (2.15)
where the frequency spectrum is found by substituting z B exp(iω∆t).
Consequently, the whole task of modeling discrete noise ζti of appropriate spatiotem-
poral correlation reduces to finding the correct FIR filter hti , whose transfer function
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samples the desired power spectral density correctly, i.e.
ζti =
i−1∑
l=0
htlηti−tl , (2.16)
where ηtl denotes Gaussian distributed noise of unit variance at discrete times tl with
autocorrelation ηtltl′ = δtltl′ .
The signal processing method is useful in the case of noise, whose autocorrelation func-
tion is unknown. For example in experiments one usually measures the power spectral
density of the output signal, only. In these cases, one finds the linear system model by
postulating a transfer function H(z) and computing the respective impulse response htl
from an inverse z-transform before finally checking that the noise model has the de-
sired statistical properties [Kasdin 1995]. This approach will be used for the modeling
of 1/ f α noise, which is best defined by the shape of its power spectrum.
Exponentially Correlated Noise in Time
As an example for the frequency filtering method consider the generating function
for the OU noise [Eq. (2.54)] from the previous section. Discretizing the differential
equation leads to the following difference equation
ζti+1 = exp(−∆t/τ)ζti + ηti , (2.17)
which has the following transfer function
H(z) =
z
z + exp(−∆t/τ) . (2.18)
Thus, one obtains for the FIR Filter the following discrete coefficients
hti = e
−ti∆t/τ. (2.19)
The discrete power spectral density [Eq. (2.15)] is then given as
Sd(ω) ∝ ∆t1 + exp(−2∆tτ−1) − 2 exp(−∆tτ−1) cos(ω∆t) . (2.20)
Sd(ω) assumes a Lorentz spectrum for small ∆t, i.e. high sampling rate and ω far below
the Nyquist frequency (ω¿ pi/∆t).
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Brownian Motion
Another example is Brownian Motion (BM), the most common example of a Wiener
process W(t). W(t) itself is a continuous-time stochastic process, starting from W(t =
0) = 0, such that the increment W(t2) −W(t1) is Gaussian with zero mean and variance
t2 − t1 | 0 ≤ t1 ≤ t2. Non-overlapping increments in time are independent. A Wiener
process, i.e. Brownian Motion, is given by the integral of white noise η(t)
W(t) =
∫ t
0
η(t′) dt′. (2.21)
Formally, discrete BM can be defined using a difference equation
xtk+1 = xtk + ηtk . (2.22)
The impulse response is thus simply the unit step function and the transfer function
reads
H(z) =
z
z − 1 . (2.23)
The discrete spectral density then follows as
Sd(ω) =
∆t[
2 sin
(
ω∆t
2
)]2 . (2.24)
Thus, the power spectral density approximates a power-law drop-off proportional to
ω−2 at low frequencies.
The above discrete noise models are particular examples for the distortions that oc-
cur in the power spectra due to aliasing effects as a consequence of discrete sampling.
Thus, one needs to take care that the sampling rate of the digital noise model is suf-
ficiently high and that the frequency ranges of the noise, which are relevant for the
particular model system, are well below the Nyquist frequency.
2.2.3 1/ f α-Correlated Noise
1/ f α noise, also called pink, flicker, burst, fractional or crackling noise [Sethna et al.
2001], is abundant in many natural systems. It is thus interesting to study the effect of
this noise type on non-linear systems. The name derives from the functional form of
the power spectral density of the noise, following a power law 1/ f α, where f denotes
the cyclic frequency and α is some number, usually between 0 and 2.
The 1/ f α property of noise has been observed in many physical, chemical and bio-
2.2 MODELING TEMPORALLY CORRELATED NOISE 17
logical systems. In physics and engineering, power-law noise arises in resistance and
thermal fluctuations, diodes and almost every solid state device. This type of noise
has been found in traffic, music, weather, stock market fluctuations, earthquakes and
especially biological systems (see [Mandelbrot 1983] and [Dutta 1981] for an overview
of 1/ f α noise in biological and solid state systems, respectively).
The existence of long-range correlations in the heart-beat variations of the human
heart has been proven by [Peng et al. 2000]. They could even distinguish healthy,
sick or older subjects from the slope of the correlations in the inter-beat interval time
series. Another recent example is the investigation of patterns in the internet data traf-
fic, which has revealed long-range dependencies and self similarities [Cleveland et al.
2000; Karagiannis et al. 2003; Willinger et al. 2001].
It has been demonstrated in [Nozaki & Yamamoto 1998] that 1/ f α-noise is beneficial
for the occurrence of Aperiodic Stochastic Resonance in a single FitzHugh-Nagumo
system at an intermediate exponent α = 1. These findings have been confirmed in vitro
by demonstrating Stochastic Resonance effects in rat sensory neurons stimulated by
power-law noise [Nozaki et al. 1999b].
Although the true reason for the occurrence of 1/ f α noise in nature still remains elusive,
a several explanations have been put forward. The most renowned one is the self-
organized criticality (SOC) [Bak et al. 1987; Jensen 1998], which explains the generation
of power-law noise through the superposition of independent fluctuations occurring
at different spatiotemporal length scales [Haussdorff & Peng 1996].
Power-law noise belongs to the class of non-Markovian stochastic processes, that is,
a noise value at time ti does not only depend on the previous instant ti−1, but also
on the whole previous history of the process. This long term correlations or ‘infinite
memory’ makes these type of noise so interesting and at the same time difficult to
model numerically. Furthermore, 1/ f α noise is self-affine processes, i.e. they are scale
invariant. A self-affinity is defined by
f (x¯ = bhx,t¯ = bt) = b−h f (x,t). (2.25)
Rescaling the time t¯ = bt simply results in a scaling of the amplitudes. One of the
consequences of the noise’s self-affinity is the non-existence of any well defined set of
differential equations for simulation in the time (or space) domain.
Power-law noise becomes non-stationary for α > 1. The power at low frequencies
increases rapidly, leading to an ‘infrared catastrophe’. However, it should be pointed
out here that any experimentally measured, or digitally simulated noise is stationary
by virtue of the finite length of the sampled data, i.e. having both a lower and higher
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cutoff frequency.
First modeling attempts of power-law noise were driven by the need for understanding
the microscopic properties of some systems that are being held responsible for evoking
1/ f α noise (cf. [Dutta 1981]) and modeling thus focused on the description of these
models.
More general noise models have departed from this research that try to view the phe-
nomenon in a universal sense, independent of its underlying generating mechanism.
Several approaches to modeling 1/ f α noise are possible:
The spectral method starts with constructing a particular power spectral density by
appropriate weighting of the Fourier amplitudes and randomization of their phases.
An inverse Fourier transform then creates the noise time series [Billah & Shinozuka
1990; Osborne & Provenzale 1989].
The advantage of this method is the possibility to conpose power spectra of arbitrary
shape. Unfortunately, the algorithm has two mayor drawbacks. Unwanted distortions
in the power spectral density caused by the discrete sampling and windowing can
enter the time series and the expense of summing becomes increasingly large for long
time series, slowing down the algorithm.
The Autoregressive Moving Average (ARMA) based models basically try to approxi-
mate a 1/ f α spectrum through linear superposition of Markov processes [Saletti 1986],
e.g. by colored noise having a Lorentz spectrum (cf. Sec. 2.2.1). Although the imple-
mentation of this approach is straight forward, its disadvantages lie in the inherent
coarseness of the approximation as well as the need for ever more superposition sum-
mands with increasing time series length, in order to minimize the error between the
true and the approximated 1/ f α power spectrum.
Wavelet based models tackle the problem in a similar fashion like the ARMA models.
Selecting the proper basis and coefficients, the power spectrum can be approximated
to any desired accuracy [Wornell 1990, 1993], in addition having the desired self-affine
properties.
Yet other methods approximate power-law noise using a (1 + f )−α spectrum [García-
Ojalvo & Sancho 1999; Makse et al. 1996], this way avoiding the divergence of the
spectrum for low frequencies.
In this thesis, a fourth approach towards modeling of 1/ f α noise is used. The idea is
to generalize the definition of the Wiener process, which in its standard definition has
the transfer function H(s) = s−1 and a power spectral density proportional to S(ω) ∝
ω−α, α = 2. Thus, [Mandelbrot 1971] suggested to model power-law noise using the
so called fractional Brownian motion (FBM). FBM is a self-similar, Gaussian random
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process W f (t) with zero mean and a variance
VAR ∝ |∆t|α−1. (2.26)
Eq. (2.26) defines a process, whose variance increases linearly in time for α = 2, as it
should for standard Brownian motion, becoming stationary for α < 1.0.
From the definitions in Sec. 2.2.2, white noise can formally be defined as the derivative
of Brownian motion. In analogy 1/ f α-noise is then defined using a fractional derivative
[Mandelbrot 1983]
dα/2
dtα/2
W f (t) = η(t), (2.27)
where η(t) is Gaussian, white noise and 0 < α < 2.
It can be shown [Chaves 1998; Hilfer 2000; Hilfer & Anton 1995] that Eq. (2.27) is inte-
grated using the Rieman-Liouville fractional integral [Compte 1996]
W f (t) =
∫ t
0
h(t)η(t − τ)dτ, (2.28)
with h(t) denoting the impulse response function
h(t) =
tα/2−1
Γ(α/2)
, (2.29)
whose transfer function is H(s) = 1/sα/2 [Bronstein & Semendjajew 1989], which is the
desired functional form for the power-law noise.
The discrete transfer function of Eq. (2.27) is postulated in a similar way as follows
H(z) =
1
(1 − z−1)α/2 , (2.30)
with a well-defined discrete pulse response, setting the disrete subscript tk → k
hk =
Γ(α/2 + k)
k!Γ(α/2)
, (2.31)
where Γ is the gamma function. Equation (2.31) is best evaluated using the following
recursive algorithm
hk = 1
hk =
(α
2
+ k − 1
) hk−1
k
.
(2.32)
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The corresponding power spectral density with z = exp(iω∆t) then reads
Sd(ω) = σ2
∆t
(2 sin(ω∆t/2))α
, (2.33)
which can be approximated as
Sd( f ) = σ2
∆t1−α
2pi f α
(2.34)
for ω well below the Nyquist frequency. Here, σ2 determines the noise strength of
the 1/ f α power-law noise. The self-affine properties of the process are clearly visible
from the factor σ2∆t1−α. Any rescaling in time affects the noise’s amplitude, but not the
overall shape of S(ω), as required in the definition from Eq. (2.25).
The discrete autocorrelation is defined as the convolution of the pulse response hk with
itself, shifted by a discrete lag m. Using the definition of hk in Eq. (2.31), the autocorre-
lation in the large time limit for α < 1 is found to be
< ζm(α)ζ∞(α) >= σ2
∞∑
n=0
(α/2)n(α/2)n+m
n!(n +m)!
. (2.35)
Evaluating the sum, this expression can be simplified to [Kasdin 1995]
< ζm(α)ζ∞(α) >= σ2
(−1)mΓ(1 − α)
Γ(1 +m − α/2)Γ(1 −m − α/2) . (2.36)
This equation catches the essence as well as the difficulties of modeling of 1/ f α noise.
The variance (m = 0) is undefined for α ≥ 1 by the virtue of the Γ function, whereas it
is well defined for α < 1.
Figure 2.2 displays time series for three different values of α. The noise has been gener-
ated by convolving Gaussian white noise with an impulse response function as defined
in Eq. (2.31). Causality is ensured by appropriate zero padding1 of the time series and
the FIR filter. The corresponding power spectra clearly show a power-law drop off
with the frequency f .
Note, how the deviation from the ideal 1/ f α relationship becomes apparent in Figs. 2.2b–
c for high f close to the Nyquist frequency, which is a direct consequence of the approx-
imation of Eq. (2.33).
The self-affine properties of the 1/ f α noise are confirmed in the numerical simulations
(Fig. 2.3). The long time series in (a) shows power-law noise with α = 1.0 at a low
1Zero padding denotes the technique of extending a signal or spectrum with zeros. This is usually
done to protect the non-periodic signal from spoilage by data from the far end of the time series or
spectrum, as convolution always assumes a periodic input.
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Figure 2.2: Sample realizations and the corresponding normalized power spectral density for three
different power-law exponents α. (a) α = 0.5, (b) α = 1.0, (c) α = 1.5. The grey lines correspond to the
function PSD ∝ f −α and serve to guide the eye.
sampling rate. The small picture above depicts a 128-fold enlargement of the interval
between the parallel grey lines. The magnification in (a) returns a time series appearing
similar to the original one, hence confirming the notion of self-similarity by visual
impression.
Contrary to this, enlarging an OU-noise time series results in a much smoother func-
tion ( Fig. 2.3b), revealing the influence of the temporal noise color only then. This
is because OU-noise is a Markov process. The correlation between two noise values
decreases with the distance in time ∝ exp−∆t/τ, where ∆t is the integration step size
and τ the characteristic correlation time. If the sampling rate of the time series is low,
the correlation between sampled points tends to zero and the time series looks similar
to uncorrelated noise. Consequently, Ornstein-Uhlenbeck noise, does not possess self-
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Figure 2.3: Self-affinity of power-law noise. (a) sample time series of 1/ f α noise with α = 1 and sam-
pling interval of ∆ts = 0.0128. The small picture above shows a magnification of the same time series
with ∆ts = 0.001. (b) Ornstein -Uhlenbeck noise with τ = 0.1 and ∆ts = 0.0128. Below, time series
magnification; ∆ts = 0.001. Other parameters: σ2 = 1.0
similar characteristics, which is already apparent from its power spectrum [Eq. (2.9)],
containing an explicit time scale via the parameter τ.
2.2.4 Implementation of the Algorithm
Temporally correlated noise ζ(t,α) of variance σ2 is calculated by convolving Gaussian
white noise η and the FIR filter hk in frequency space and inverse Fourier transforming
the result
ζi = σ ∗ ChkCN ∗
2N−1∑
l=0
Hl(α) ∗ ηle−2pii jl/2N 0 ≤ i < N, (2.37)
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where Hl(α) is the transfer function of hk(α) and ηl denotes the discrete Fourier trans-
form of η. The prefactors Chk and CN normalize the inverse discrete Fourier transform
to have a variance of σ2 in real space. The sum in Eq. (2.37) runs up to 2N due to zero
padding of the uncorrelated noise and the FIR filter in order to preserve causality from
the linear response theory.
We use a fast Fourier transform algorithm (FFT) developed by Frigo and Johnson called
‘FFTW’ [Frigo & Johnson 2003]. This particular FFT is currently the fastest, portable im-
plementation known to us. The algorithm’s speed is a result of an internal interpreter
that adapts itself to the specific machine architecture and the length of the transform
by performing test runs. The ‘plan’ created in this way is an optimized lookup-table of
smaller sub transforms, which take advantage of the memory hierarchy [Frigo 1999].
FFTW computes an unnormalized transform. Hence, it follows for the normalization
constants with respect to the noise and the filter function hk
CN = (4N)−1/2 Chk =
N−1∑
l=0
h2l . (2.38)
The algorithm stores the values of ηl and Hl(α) in a half-complex array obeying hermi-
tian symmetry, i.e. ηl = η∗2N−l. ζ(t,α) is then most efficiently computed by precomput-
ing Hl(α) and filling the half-complex array directly in frequency space with Gaussian
white noise of unit variance each time a colored noise time series is requested. The
technical details for the computer simulation of Gaussian random numbers themselves
is discussed in Appendix A.
2.3 Noise Correlated in Space
The generation of correlated, spatial noise requires a different technique as compared
to temporally correlated noise. Two different approaches are discussed. The first is an
extension of the Langevin equation into space by the inclusion of spatial derivatives
(Sec. 2.3.1). The second technique uses convolution of a spatially uncorrelated noise
field with a spatial filter function (Sec. 2.3.2).
2.3.1 Langevin Approach
The Langevin method for the generation of spatiotemporally correlated noise extends
the original, purely temporal Ornstein-Uhlenbeck process [Eq. (2.8)] into space by the
addition of a diffusive coupling term. As a result, we obtain a stochastic partial differ-
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ential equation (SPDE) [Garía-Ojalvo et al. 1992].
∂ξ(r,t)
∂t
= −1
τ
[(
1 − λ2∇2) ξ(r,t) − η(r,t)]〈
η(r,t) η(r′,t′)
〉
= 2σ2δ(t − t′)δ(r − r′).
(2.39)
η(r,t) denotes spatiotemporal Gaussian white noise and λ, τ stand for the characteristic
correlation lengths in space and time, respectively. Spatial coupling comes about due
to the Laplace term ∇2.
The direct numerical integration of the stochastic partial differential equation above
causes unwanted restrictions on the choice of discrete spatial gridding and the integra-
tion step size due to stability reasons [Press et al. 1993]. This problem can be solved by
integrating the above equation in Fourier space.
Eq. (2.39) then transforms into
˙˜ξ(k,t) = −1
τ
(1 + λ2k2)ξ˜(k,t) +
1
τ
η˜(k,t), (2.40)
where the tilde denotes the spatial Fourier transform of the respective variables and
k is the spatial wave vector. Note, how the spatial coupling has transformed into k2.
Consequently, Eq. (2.40) is reduced to an ordinary stochastic differential equation that
is much easier to handle numerically.
Solving the above differential equation [Eq. (2.40)], one obtains
ξ˜(k,t) =
1
τ
e−(1+λ
2k2)tτ−1
∫ t
−∞
e(1+λ
2k2)t′τ−1 η˜(k,t′) dt′, (2.41)
where we neglect the homogenous solution, which tends to zero in the limit t → ∞.
The spatiotemporal autocorrelation in k-space then follows as
〈
ξ˜(k,t) ξ˜(k′,t′)
〉
=
1
τ2
e−(1+λ
2k2)tτ−1e−(1+λ
2k2)t′τ−1
∫ t
−∞
du
∫ t′
−∞
dv e(1+λ
2k2)uτ−1e−(1+λ
2k′2)vτ−1 〈η˜(k,u) η˜(k′,v)〉
=
σ2
τ
(2pi)2 δ(k − k′) e−|t−t′ |τ−1 e
−λ2k2 |t−t′|τ−1
1 + λ2k2
, (2.42)
where η˜ is δ-correlated in time and k-space. Finally, one obtains for the autocorrelation
in real space [Lam & Bagayoko 1993]
〈ξ(r,t) ξ(r′,t′)〉 = 1
2pi2
σ2|t − t′|
4λ2|t − t′|2 + τ2|r − r′|2 exp
[
−τ
2|r − r′|2 + 4λ2|t − t′|2
4λ2|t − t′|τ
]
. (2.43)
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Figure 2.4: Comparison of the numerical and analytical results obtained from the analysis of Eq. (2.39)
and direct evaluation of Eq. (2.43) [thin dotted lines in (a–c)], respectively. (a) The temporal correlation
of the noise as a function of ∆t for σ2 = 1 and λ = 0. The temporal noise color increases from bottom
to top from τ = 1 to τ = 3,5,10,30,50. (b) The spatial noise color as a function of the spatial distance ∆x.
λ increases from bottom to top from λ = 0.5 via λ = 1,5,10,30 to λ = 50. Other parameters are σ2 = 1
andτ = 1. (c) The effective temporal correlation τeff as a function of λ at τ = 10. Other parameters:
N = 32, ∆t = 1. 20 realizations with an integration time of 2000t.u. have been performed each time using
different sets of random numbers. Error bars denote standard deviations.
The |r − r′| dependence reduces to a δ function for λ → 0 and one regains the original
Ornstein-Uhlenbeck correlation [Eq. (2.8)].
Although this algorithm is mathematically exact and computationally efficient, it is of
limited use in numerical experiments or simulations, unfortunately. From Eq. (2.43) it
is evident that the autocorrelation
〈
ξ˜(r,t) ξ˜(r′,t′)
〉
depends on the distance |r − r′| in a
non-trivial way. Consequently one cannot change the spatial and the temporal corre-
lation parameters λ and τ independently of each other.
This analytical result is confirmed numerically in Fig. 2.4, where Eq. (2.39) has been
iterated on a N × N regular grid with periodic boundary conditions. The simulations
are in good agreement for the temporal noise correlation in (a). The results for the
spatial noise color in (b) on the other hand coincide with Eq. (2.43) only for small λ,
but they deviate substantially from the analytical results for large λ. This is due to
the periodic boundary conditions imposed , which are not taken into account in the
analytical result in Eq. (2.43).
The mutual dependence of the spatiotemporal correlation lengths becomes evident
when calculating the effective τ as a function of varying spatial noise color. This τeff is
defined as the relative change of a fixed τ with increasing λ and assumes a minimum
around λ ≈ 3 (Fig. 2.4c).
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Figure 2.5: The inhomogeneity IH [Eq. (4.2)], measuring the average amplitude desynchronization in a
network of coupled, noisy FitzHugh-Nagumo oscillators [Eq. (3.7)], as a function of varying spatiotem-
poral noise correlation lengths τ and λ at constant noise strength σ2. Parameters: N = 32, σ2 = 0.5,
(²,a,r,γ,b,Du) = (0.005,0.5,1.0,1.0,0.5,0.5).
The prediction from Eq. (2.43) is confirmed not only by the numerical integration of
the noise model, but the behavior of this spatiotemporal noise also shows when calcu-
lating the amplitude synchronization of noisy FitzHugh-Nagumo oscillators, subject
to additive noise of this kind (cf. Chap. 3 for details on the model system) (Fig. 2.5).
The influence of noise on the limit cycle trajectories of the individual oscillators not
only depends on the noise intensity, but also on the temporal noise color [Busch et al.
2001; Cabrera et al. 2002], being maximal at some intermediate τ. As τeff changes with
λ, the contour of maximal inhomogeneity thus follows exactly the variation of the
temporal noise color with the spatial one. This behavior is not only unwanted, but it is
also unphysical. A change in the temporal correlation should not necessarily cause the
spatial noise color to change, and vice versa.
2.3.2 Spatial Frequency Filtering
A computationally less efficient, but generally applicable method for the generation
of spatiotemporal correlated noise is the spatial frequency filtering approach, which
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allows the independent variation of the spatial and temporal noise color. Spatial fre-
quency filtering extends the notion of convolution to higher dimensional spatial sys-
tems. The main problem arises from the definition of a suitable higher dimensional
filter kernel. Different strategies exist, depending on the functional form of the filter.
The easiest situation is the case of a bilinear or radially symmetric filter function, e.g.
the two dimensional Gaussian distribution
G(x,y) =
1
2piσ2
e−
x2+y2
2σ2 =
1
2piσ2
e−
x2
2σ2 e−
y2
2σ2 . (2.44)
The two dimensional filter operation is then decomposed into two consecutive orthog-
onal 1D convolutions by making use of the associative properties of the convolution
s(x,y) ⊗ h(x,y) = s(x) ⊗ [s(y) ⊗ h(x,y)]. (2.45)
The advantage is the speed gain. A discrete 1D convolution with a kernel of size N
requires N multiply and add operations, whereas this operation in two dimensions,
having a kernel of size N ×N requires N2 multiplications and summations. The speed-
up is hence a factor N2/2N = N/2.
Unfortunately, the above decomposition is not applicable in general. In particular, we
derived the generation of 1/ f α-noise from the definition of a one dimensional FIR fil-
ter. For the simulation of spatial power-law noise of the form k−β, where k denotes a
d-dimensional wave vector, it is thus necessary to find a mapping function that trans-
forms a 1D prototype FIR filter into its higher dimensional symmetric counterpart.
Let hl be a one-dimensional impulse response of odd length and even symmetry, then
the one dimensional transfer function H′(k) of hl can be expressed as
H′(k) =
n−1∑
l=0
hl Tl[cos(k)], (2.46)
where Tl[cos(k)] = cos(kl) are the Chebychev polynomials of the first kind [Bronstein
& Semendjajew 1989]. Together with the relation
cos(k) = F(k1, . . . ,kd) | − 1 ≤ F(k1, . . . ,kd) ≤ 1 ∀k1, . . . ,kd ∈ [−pi,pi], (2.47)
with k and k1, . . . ,kd denoting the one and d-dimensional frequencies, respectively, the
transform becomes
H(k1, . . . ,kd) = H′(k)|cos(k)=F(k1,...,kd). (2.48)
H(k1, . . . ,kd) is the desired d-dimensional transfer function for the wave numbers ki, i =
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1 . . . d. The mapping function F(k1, . . . ,kd) is given by an approximation of a radial
symmetric expression for cos(k)
F(k1, . . . ,kd) =
∑
n1
· · ·
∑
nd
t(n1, . . . ,nd)e−ik1n1 . . . e−ikdnd
= cos
(√
k21 + · · · + k2d
)
≈ 1
d!
[
d∏
i=1
(1 + cos(ki)) − d!2
]
.
(2.49)
One finally obtains the d-dimensional FIR filter h(x1, . . . ,xd) by an inverse Fourier trans-
form of H(k1, . . . ,kd). The above procedure was first proposed by [McClellan 1973] for
the case d = 2, then also being called McClellan-transformation. The normalized trans-
formation matrix t(n1, . . . ,nd) is given explicitly for the relevant cases of
d = 2 : t(n1,n2) =
1
8

 1 2 12 −4 2
1 2 1

 (2.50)
d = 3 : t(n1,n2,0) =
1
32

 2 4 24 −24 4
2 4 2


t(n1,n2,1) = t(n1,n2, − 1) = 132

 1 2 12 4 2
1 2 1

 ,
(2.51)
where t(n1,n2,{−1,0,1}) refers to the respective matrix layer in the third spatial dimen-
sion. Linear interpolation between the values of H′(k) is used for calculating the inter-
mediate frequency response coefficients at kd.
With the help of the above transformation, we can henceforth extend the strategies for
the simulation of temporal power-law noise, which have been developed in Sec. 2.2.3,
to the spatial case. When simulating noise in two and three spatial dimensions, we de-
note the characteristic exponent of the spatial power spectral density by β. Figure 2.6(a)
shows a surface plot of two dimensional FIR filter mapping function F(k1,k2) matrix in
k-space [Eq. (2.49)]. Using the transformation as defined in Eq. (2.48), the one dimen-
sional transfer function prototype from Eq. (2.30) is expanded into 2D. The resulting
transfer function H(k1,k1) is depicted in Fig. 2.6(b) for β = 1.
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Figure 2.6: Realization of a circular FIR filter using the McClellan transform. (a) McClellan transforma-
tion matrix as defined in Eq. (2.49). (b) Normalized two dimensional transfer function H(kx,ky) resulting
from transforming a 1D prototype filter [Eq. (2.31)] with the McClellan Transformation for the spatial
power-law exponent β = 1.
Unlike in purely temporal systems, we do not use zero padding in order to preserve
causality of the response function, but employ cyclic convolution instead. This proce-
dure can be justified from both a physical and a practical point of view. Zero padding
in two dimensions requires a Fourier integration domain 4 times larger than the actual
noise field. Therefore, it would be an extreme waste of memory and CPU time discard-
ing all these values. From a physical point of view, the causality criterion for spatial
integration is less strict here, because the grid points do not possess an ordering similar
to the temporal case. Henceforth, we shall define the prototype response function hk
for spatial convolution to be periodic in 1D, symmetric around the origin. In the case of
free boundary conditions, (cf. Sec. 3.1.2), the underlying deterministic system of cou-
pled SPDE will also be simulated on a grid of side length 2N. Dividing this network
into 4 subfields ensures the desired boundary condition also for cyclic convolution.
Figure 2.7 shows snapshots of spatiotemporal power-law noise. Clearly visible, the
‘patchiness’ increases with the spatial correlation exponent β, hinting how spatial cor-
relations extend over larger areas of space. At the same time, note that the noise does
not become smooth as in the case of short-ranged correlated noise in space (Fig. 2.8)
due to its self-affine properties. The noise thus possesses correlations on all spatial
scales. A fractal dimension analysis reveals the above examples to have a dimension
of d ≈ 1.75. The large deviation from d = 2, the dimension of solid, planar objects, is
a strong hint at the fractal nature of the spatial power-law noise. The algorithm is fur-
30 2 GENERATION OF CORRELATED NOISE
Figure 2.7: (a) Snapshots of a two dimensional spatial 1/kβ noise field, where k = (i∆h, j∆h) and ∆h = 1
denote the two dimensional spatial wave vector and spatial gridding, respectively. The exponent β
increases from left to right. (b) Normalized sample power spectra of ki. (c) Normalized sample power
spectra of the diagonal. The superimposed grey lines, dropping off as 1/kβ, are for guiding the eye. The
noise amplitudes in (a) are grey-scale coded in 20 steps from -4.0 to 4.0. Other parameters: N = 128,
σ1 = 1.
ther confirmed from the power spectral densities in Fig. 2.7b–c, all showing power-law
behavior, both for the principal as well as the diagonal directions.
The deviation from an optimal power-law for high frequencies is more apparent in
(b) as compared to the power spectra in (a). When calculating the PSD from an off-
principal direction, the errors from the McClellan transformation enter the spectra,
additionally to the errors due to the FIR filter (cf. the end of Sec. 2.2.3). Due to its
imperfect asymmetry (Fig. 2.6a), the error becomes largest close to the spatial Nyquist
wavenumber. There have been efforts to correct for this error [Hazra & Reddy 1986],
but for simulations of spatial noise systems, this error can be neglected.
The computer implementation of the algorithm for the generation of spatially corre-
lated noise is derived from the one dimensional case. Convolution is now performed
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two dimensions. To be explicit, we have to calculate
ξij = σ ∗ ChijCN ∗
N−1∑
k=0
N−1∑
l=0
Hkl ∗ ηkle−2pi
√
−1ik/Ne−2pi
√
−1 jl/2N 0 ≤ i, j < N. (2.52)
Here Hkl is the two dimensional discrete transfer function derived from the one di-
mensional prototype hk, which is symmetric around the origin in wrap around order
hk = hN−k. ηkl denotes a spatially uncorrelated noise field of hermitian symmetry. The
prefactors Chij and CN normalize the inverse discrete Fourier transform to have a vari-
ance of σ2 in real space. Here, the sums in Eq. (2.52) run up to N − 1, only, because we
can drop the strict argument of causality for the spatial transform.
The combination of frequency filtering first in time and then in space allows for the
modeling of spatiotemporal colored noise, having independent correlations in space
and time. Refer to the Appendices A and B for technical details on the generation of
Gaussian random numbers and the efficient implementation of the above algorithm in
parallel, respectively.
The most economic way to generate spatiotemporal colored noise with independent
spatial and temporal noise colors uses a combination of the Langevin and Fourier fil-
tering methods for the temporal and spatial correlations, respectively. As an example
consider the same spatiotemporal noise ξi j(t), where 0 < i, j < N − 1 label a discrete
spatial grid of side length N. It follows for the spatial convolution at time t
ξij(t) =
(
1
2N
)2 2∗N−1∑
n,m=0
ζij(t)Cn−i,m−j, (2.53)
where Cij denotes the spatial correlation function. The indices in the convolution sum
run up to 2N for the sake of free boundary conditions. ζij(t) is the temporally correlated
noise generated through an Ornstein-Uhlenbeck process
ζ˙ij(t) = −1
τ
(
ζij(t) − ηij(t)
)
. (2.54)
τ denotes the temporal correlation and ηij is some Gaussian noise of the intensity σ2,
δ-correlated both in space and time
〈
ηij(t)ηi′j′(t′)
〉
= σ2δii′δjj′δ(t − t′). (2.55)
As ξij(t) will be exponentially correlated with respect to time, we use an exponential
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function for the spatial correlation Cij as well
Cij =
pi
2λ
exp−
(
2r
λ
)
, (2.56)
with λ controlling the spatial correlation length of the noise field and r =
√
∆h2(i2 + j2)
being the radial distance from the origin.
Summarizing, the above algorithm yields colored noise with zero mean and the fol-
lowing spatiotemporal correlation
〈
ξij(t)ξi′j′(t′)
〉
=
pi
2λ
Dξ exp−
(
∆riji′j′
λ
+
|t − t′|
τ
)
, (2.57)
where Dξ = σ
2
τ determines the intensity of the noise and ∆riji′j′ is a spatial distance.
Consequently, the noise field ξij is exponentially correlated in time and space with
decay constants τ and λ, respectively.
Fourier transforming Eq. (2.57) yields at the continuum limit the power spectral den-
sity S(ω,k) in the temporal (ω) and spatial (k) frequency domain
S(ω,k) =
σ2
[1 + (τω)2][1 + (λk)2]
. (2.58)
This approach is restricted to exponentially correlated noise in time, but one is still free
to choose any desired spatial correlation. The numerical advantages lie in memory and
CPU time savings. Here, only the N × N noise field at time t needs to be in memory
at once and not the whole (2+ 1)-dimensional grid as is the case of spatiotemporal fre-
quency filtering. The number of operations for calculating the temporal convolution
of N ×N noise strings exceeds those needed for the iteration of the Langevin equation
by a factor of ≈ 2+ ln(2T), where T is the number of time steps. Figure 2.8 depicts three
examples of spatial exponentially correlated noise with increasing λ. The convolution
function smoothes the noise field, shifting the energy distribution towards small spa-
tial frequencies for increasing λ. The resulting spatial transform shows only imperfect
radial symmetry due to the discretization of the radius r.
2.4 Conclusions
We have presented two different approaches towards the numerical simulation of high-
er dimensional noise, namely the Langevin approach and the frequency filtering me-
thod. The Langevin approach is a fast and efficient method, stable even for large inte-
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Figure 2.8: Snapshots of exponentially correlated noise in space (top row) together with their respective
spatial power spectral density. (a) λ = 0.1 (b) λ = 1.0, (c) λ = 10.0. The power spectra have been obtained
by averaging of 1000 noise field realizations. Other parameters: σ2 = 1, N = 128
gration step sizes, but it is restricted to systems describable by an underlying Langevin
equation. Its main shortcoming is the entanglement of the spatial and temporal corre-
lations in higher dimensional noise.
Linear response models for the simulation of noise are by far more versatile, but they
are expensive with respect to CPU usage and memory consumption. Moreover, only
time series and networks of size 2N can be efficiently simulated due to the nature of
the fast Fourier transform. Nevertheless, they are the only choice, if modeling higher
dimensional noise of a particular correlation type.
A feasible and efficient alternative is the combination of these methods, that iterates
independent realizations of an Ornstein-Uhlenbeck noise in time, convolving them at
each time step in space.
3 Model Systems
Pattern formation and self-organization has become a prominent branch of modern
physics. These phenomena have been observed in systems of different nature in the
disciplines of physics, chemistry, biology or even social sciences [Cross & Hohenberg
1993; Haken 1987; Muratov & Osipov 1996; Nicolis & Prigogine 1977]. The formation
of dissipative structures occurs far from thermodynamic equilibrium, where the term
‘dissipative’ refers to a system’s capability to form an ordered state, thus overcoming
dissipation as a response to an external stress. Prominent examples of pattern forma-
tion can be found in such diverse systems as galaxies [Nozakura & Ikeuchi 1984], non-
linear optics [Sandfuchs et al. 2001], chemical systems [Zaikin & Zhabotinsky 1970],
morphogenesis [Turing 1952], cell aggregation [Lee et al. 1996] or population dynam-
ics [Murray 1993].
j
i
(a) (b)
Figure 3.1: (a) Noisy target and spiral patterns in a network of coupled Barkley systems [Eq. (3.10)]. (b)
Spiral patterns emerging during the aggregation state of the slime mold Dictyostelium discoideum. Image
taken from [Ball 1999].
Although all of these cases show similarities in large pattern forming scope, they obey
different interaction laws on the microscopic scale. Figure 3.1 exemplifies this. The
spatial pattern formation looks similar in both pictures. Nevertheless, image (b) shows
the aggregation of the slime mold in a dark-field microscopic image, while (a) is a
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snapshot taken from a numerical simulation of a network of coupled excitable ele-
ments. Despite the apparent similarities, one should therefore not forget to investigate
in detail the underlying mechanisms that are the origin of such structures.
A possible cause for pattern formation in natural systems was first pointed out by [Tur-
ing 1952]. He showed theoretically, that a system of reacting and diffusing chemicals
can evolve spontaneously to a spatially heterogenous state as a response to an initial
infinitesimal forcing or as a result of a change in the kinetic or diffusion parameters. In
particular, Turing considered a chemical activator-inhibitor model, which gives rise to
a diffusion-driven instability, if the diffusion of the inhibitor is greater than that of the
activator. Moreover, he demonstrated that the resulting spatial patterns neither depend
on the initial conditions nor on the forcing, but on the system parameters and topol-
ogy alone. Turing thus suggested a physico-chemical process to be the main cause
of morphogenesis. This discovery triggered a new branch of research and many so-
called Turing systems have been proposed to account for pattern formation in various
biological systems (cf. [Murray 1993] for an overview).
Nevertheless, the notion of Turing systems in natural systems has been much criticized
ever since. Despite half a century of research, there has been no concise proof that
Turing patterns or morphogenesis are actually used by nature. This is due to several
reasons. Firstly, the solutions of activator-inhibitor models are sensitive to perturba-
tions, which is an unrealistic assumption, given the fact, that patterning processes in
nature are robust with respect to noise. Secondly, no morphogen has been unequivo-
cally identified so far. Lastly, the experimental proof of Turing structures often failed
due to the need for a significant diffusion coefficient variation of the reactants. As a
consequence, natural reaction-diffusion systems have a tendency to show a formation
of spatiotemporal, i.e. traveling wave patterns rather than time-independent solutions.
Amongst the most prominent and best studied reaction-diffusion systems showing
spatiotemporal pattern formation is the light-sensitive Belousov-Zhabotinsky reaction,
which was originally discovered and described by [Belousov 1958; Zaikin & Zhabotin-
sky 1970] and made public to the world and taken into wider context by [Winfree
1972]. Other examples include the propagation of nerve action-potentials in neural tis-
sues, e.g. controlling the spread of contraction waves along the surface of the heart
muscle [Gray & Jalife 1996].
Models of self-organized systems can be investigated and understood in terms of ac-
tive media. They are defined as a spatial continuous assembly of identical, autonomous,
non-linear elements, wherein self-organized complex structures appear as a result of
local dynamical and global interaction through diffusion.
In the following we will study the self-organized behavior of such media under the in-
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fluence of a purely stochastic forcing. The mathematical formalism and the spatiotem-
poral behavior is discussed in Sec. 3.1. The particular equations, serving as generic
models for the investigation, are presented in Sec. 3.1.1. Finally, we present a linear
response analysis of the particular systems in Sec. 3.2.
3.1 Reaction-Diffusion Systems
The general mathematical description of a reaction-diffusion system consisting of n
chemicals or species, is given by the following partial differential equation (also com-
pare with Sec. 3.3)
²i
∂ψi(r,t)
∂t
= fi(ψ(r,t)) + ∇[Di(r)∇ψ(r,t)] + gi(ψ(r,t))Fi(r,t), (3.1)
where ψi(r,t) is the field variable of the active medium as a function of space r and time
t and 1 ≤ i ≤ n. The first and second terms on the right hand side denote the general
(nonlinear) reaction and the diffusion coefficient, respectively. The last term stands for
some external driver that is coupled to the field via the function g(ψ(r,t)). The ²i tune
the characteristic time scales on which the ψi(r,t) evolve.
To be specific, we consider n = 2 and assume the diffusion strength Di(r) to be con-
stant in space. Equation (3.1) thus reduces to the following activator-inhibitor model
equation
²u
∂u
∂t
= f (u,v) +Du∇2u + Fu(r,t)
²v
∂v
∂t
= g(u,v) +Dv∇2v + Fv(r,t),
(3.2)
where u and v usually denote the activator and inhibitor, respectively. Moreover, we
set ²u ¿ ²v. The explicit spacetime dependence of u,v in Eq. (3.2) has been dropped
for simplicity. The pattern-forming characteristics in the above system depend of the
relation of the spatiotemporal length scales that are determined by Du,v and ²u,v as
well as the shape of the functions f (u,v) and g(u,v). For a wide class of systems, the
specific activator and inhibitor dynamics are well described by a cubic and some linear
function for f (u,v) and g(u,v) (Fig. 3.2), respectively.
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Temporal Dynamics
First, we consider a purely time-dependent system1 in the absence of diffusion Du,v = 0
and external forcing F(u,v) = 0. One gains insight into the dynamical behavior of
Eq. (3.2) by an investigation of the null clines, f (u,v) = 0 and g(u,v) = 0 in the (u,v)
phase space (cf. Fig. 3.2). The intersections of the null clines denote the stationary
solutions of the system. A linear stability analysis then gives the qualitative behavior
of the orbits in phase space and determines the stability of the fixed points.
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g>0g<0
(4)
f(u,v)=0
g(u,v)=0
Figure 3.2: Typical null clines for an ‘activator-inhibitor system’. The kinetics here have only one glob-
ally stable, but excitable steady state marked by the small circle. In particular, the non-linear functions
for the FitzHugh-Nagumo system [Eq. (3.7)] are f (u,v) = u(u − a)(1 − u) − v and g(u,v) = u − v − b. In the
case of the sub-excitable regime, the parameters are (a,b) = (0.5,0.2). The stable, fixed point then lies at
(ufp,vfp) = (0.164, − 0.046). The dotted line denotes a large and a small excursion of the system due to
a super- and subthreshold excitation beyond/below uthr = 0.26, respectively. The numbers (1 − 4) are
used in the text to explain the dynamical behavior of the system.
Three different dynamical regimes can be distinguished, depending on the slope of the
function g(u,v) with respect to the cubic null cline f (u,v) (Fig. 3.3). (a) Bistable regime:
the relative position of g(u,v) and f (u,v) yields three stationary solutions, whereas only
the left and the right one are stable. The middle solution lies on the unstable branch of
f (u,v) where d f/du > 0, which yields an unstable fixed point. (b) Oscillatory regime: the
null clines intersect only once on the unstable branch of f (u,v), resulting in one unstable
fixed point, giving rise to a limit cycle, born out of a Hopf bifurcation. Any initial
condition (except for an unperturbed system in the unstable fixed point) will relax
towards this oscillatory solution. (c) Excitable regime: the null clines intersect on either
1Letting Du,v → 0 would be valid in the case of systems that are much smaller than the character-
istic diffusion length, or in the case of stirred chemical systems, where the reagents have an equal
concentration throughout the whole system at all times.
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one of the stable branches of f (u,v). Any initial condition relaxes eventually towards
this fixed point. This can happen either directly, or via an excursion along the other
stable branch of f (u,v) (along (1) → (2) → (3) → (4) in Fig. 3.2). Excitability follows
from the possibility of inducing singular oscillations by a forcing of the system from
the fixed point beyond the threshold uthr. The different phases of such an excursion
have been named as
excited phase: the phase of maximal amplitude of the activator variable u between
the points (23)
refractory phase: the time between excitation and the fixed point (41), during which
the system is hardly susceptible to perturbations.
The excitability of a system is directly related to the threshold distance between the
fixed point and uthr. The larger this distance, the lower the excitability. Many natural
bursting or spiking phenomena, such as neuronal signaling obey these type of excita-
tory dynamics [Gerstner & Kistler 2002].
The phase speed of the singular or continuous oscillations varies along their revolution
owing to the different time scales of u and v. From ²u ¿ ²v, it follows that the system
moves rapidly between (12) and (34), but evolves slowly between (23) and (41), because
there we have f (u,v) − v ≈ 0 and thus du/dt ≈ 0. As a consequence, the dynamics are
inharmonic and of relaxation oscillation type, giving rise to a pulse-like shape for the
trajectory of u, as is evident from Fig. 3.3(b). Therefore, u and v are referred to as the
fast and slow variable, respectively.
In this thesis we will focus on the excitatory and oscillatory regimes of the FitzHugh-
Nagumo system, neglecting the bistable case.
Spatial Dynamics
Spatial coupling gives rise to new phenomena in addition to those discussed in the
previous section. The combined action of local excitation or oscillation and diffusion
will result in spatially heterogenous solutions. Depending on the ratio of the diffu-
sion constants Du of the activator and Dv of the inhibitor, one observes either traveling
waves solutions for Du À Dv, or Turing structures for Du ¿ Dv. In this thesis we will
focus on the former case in two-dimensional systems.
In the case of an oscillatory medium, phase waves spread through the system, i.e. mov-
ing fronts of equal phase at constant amplitude. In the case of an excitable medium,
one expects by definition [Murray 1993] traveling amplitude pulses or solitary waves,
40 3 MODEL SYSTEMS
−0.20
−0.10
0.00
0.10
0.20
−0.2
0.0
0.2
0.4
0.6
0.8
1.0
1.2
−0.2
0.0
0.2
0.4
0.6
0.8
1.0
1.2
−0.20
−0.10
0.00
0.10
0.20
−0.2
0.0
0.2
0.4
0.6
0.8
1.0
1.2
−0.2
0.0
0.2
0.4
0.6
0.8
1.0
1.2
−0.5 0.0 0.5 1.0
u
−0.20
−0.10
0.00
0.10
0.20
0 2 4 6 8
t [s.u.]
−0.2
0.0
0.2
0.4
0.6
0.8
1.0
1.2
0 2 4 6 8
t [s.u.]
−0.2
0.0
0.2
0.4
0.6
0.8
1.0
1.2
vuv
vuv
vuv
(a)
(b)
(c)
Figure 3.3: Phase portraits and time series of the ‘activator-inhibitor system’ [Eq. (3.7)] for the (a)
bistable, (b) oscillatory and (c) excitable regime. Each trajectory starts from a random point in phase
space and ends up in a stationary solution of the system. Stable and unstable fixed points are marked
by filled and open circles, respectively. In particular, the parameters for the FHN system are (a) b = 0.80,
γ = 0.15, (b) b = 0.5, γ = 1.0 and (c) b = 0.20, γ = 1.0.
i.e. waves propagating without attenuation. A super-threshold excitation of one ele-
ment provokes a pulse in the local kinetics, which initiates a traveling wave with (12)
as its leading and (34) trailing, refractory edge (cf. Fig. 3.2). Usually, the dynamics of
the activator u triggers the wave, whereas v is referred to as recovery variable, because
it forces, together with the diffusive coupling, the individual system back into its stable
fixed point.
The refractory period, tracing each pulse front of excitable waves, is the explanation
why excitable waves annhilate each other and why they do not reflect at boundaries.
The speed c of a singular pulse depends on the inhibitor level v and is furthermore
proportional to ∝ √kDu, where Du denotes the diffusion constant and k is a rate con-
stant given by the slope of the leading edge of the wave [Saul & Showalter 1985]. In
two dimensional systems, the normal speed Nc of a wave front also depends linearly
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on the curvature kc as [Tyson & Keener 1988]
Nc = c0 +Dukc, (3.3)
where c0 denotes the speed of a planar wave and Du is the diffusion constant. By
convention one assumes kc < 0, if the center of curvature is behind the front and kc >
0, when they are on the same side. As a result, the diffusion smoothes propagating
fronts, stabilizing them against short-range fluctuations, such as spatial noise. Fronts
moving ahead are slowed down, while others lagging behind are sped up. These speed
relations have been confirmed experimentally for small curvatures in [Davidenko et al.
1992; Foerster et al. 1989].
A two dimensional medium supports three different waves types. Planar waves exist,
if the medium is excited along a 1D structure, e.g. by imposing temporally varying
Dirichlet boundary conditions. Circular, or target waves are generated by local, cir-
cular symmetric perturbation (Fig. 3.4a). Their existence has been verified in various
natural systems, e.g. during the aggregation phase of Dictyostelium [Lee et al. 1996].
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Figure 3.4: Typical spiral wave generating mechanism in a network of coupled FitzHugh-Nagumo
systems. Time increases from left to right. (a) Excitation of target waves by an oscillatory point source.
(b) Symmetry breaking of patterns by adding an obstacle of zero excitability. (c) Removal of both the
obstacle and point source results in two counter-propagating spiral waves. Parameters: a = 0.5, b = 0.25,
² = 0.005, Du = 0.2, N = 128, ∆h = 2.5
The most commonly observed type of spatial patterns in two dimensional systems is
the spiral wave [Murray 1993]. Depending on the system topology, various mecha-
nisms of spiral initiations are possible, such as spatial inhomogeneities or spatial vari-
ation of the medium’s parameters [Agladze et al. 1994; Steinbock et al. 1995]. Probably
the most commonly found origin of this wave type is the breakup of a plane or tar-
get wave due to local disturbances or an obstacle within the medium [Gómez-Gesteira
et al. 1994]. As a result of this fragmentation, there exists a ‘triple point’, where all
three oscillation phases, the resting, excited and refractory phase, co-exist directly next
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to each other. If the excitability of the medium is high enough to support a wave-spread
tangential to the original front, the free ends start to twist around the triple point, even-
tually curling up, thus becoming the tips of two counter rotating spiral waves. The
region of the medium that is not penetrated by the spiral is referred to as the core. Its
size decreases with higher excitability of the medium, under circumstances giving rise
to complex motion, called meandering [Winfree 1991]. Figure 3.4 depicts a process of
spiral waves formation. The symmetry of target waves moving through the system in
(a) is broken by the obstacle added in (b), along which the wave fronts start to curl up.
Once the obstacle and the excitation source are removed (c), the system self-organizes
into a symmetric state by forming two spiral waves.
Depending on the excitability of the system, one distinguishes three pattern forming
dynamical regimes. The excitable regime is marked by the possible evolution of re-
generating spiral waves that will propagate through the medium indefinitely. The
excitability of the individual elements is thus high enough to allow for the free end of
a wave front to expand into a spiral.
Decreasing the excitability, e.g. by reducing the parameter b in Eq. (3.7), the medium
cannot support wave fronts anymore. Wave segments with free ends contract tan-
gentially and eventually disappear, while the excitation amplitudes of the individual
systems remain constant. This is called the sub-excitable regime. Its global attractor in
the absence of external forcing is the resting state, regardless of the initial conditions.
Furthermore, there exists a non-excitable regime at even lower excitability, which is
marked by both a contraction of wave segments as well as decreasing oscillation am-
plitudes [Sendiña-Nadal & Pérez-Muñuzuri 2001].
In this thesis we will focus on the sub-excitable, excitable and oscillatory states of
reaction-diffusion systems, and investigate their particular pattern forming capabili-
ties, if subject to an external, stochastic forcing. From the above considerations, we
expect the formation of fractured target and spiral waves in the media’s excitable and
sub-excitable regimes.
3.1.1 Model Systems
This section introduces two model systems, both having a cubic and a linear null cline,
discussing their particular motivation and differences.
FitzHugh-Nagumo System
The FitzHugh-Nagumo model has been one of the most widely studied excitable sys-
tem in literature. Its importance comes from its dynamical behavior, which shows close
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resemblance to the dynamics of a typical neuron. Therefore, we shall briefly sketch its
biological motivation as a reduced form of the Hodgkin-Huxley model.
Classically, it was known that the cell membrane carries a potential across the inner
and outer surface, hence a basic neuron model is that of a capacitor and resistor in
parallel. In a linearized version, this approach takes up the form
CmU˙ = ∆UeqGm + Iext, (3.4)
where Cm and Gm are the membrane capacitance and conductance, respectively. ∆Ueq
represents the voltage difference from the rest state and Iext denotes some externally
applied current.
Experiments during the first half of the 20th century showed that many nerve mem-
branes exhibit excitable dynamics. Based upon patch clamp experiments on giant
squid nerve axons in the early 50s of the last century, Hodgkin and Huxley developed
a mathematical model for the excitability of neuronal dynamics based upon the exis-
tence of ion-selective potassium and sodium membrane channels [Hodgkin & Huxley
1952], whose conductance is potential dependent
CmU˙ = −gKn4∆UK − gNam3h∆UNa − gL∆UL + Iext (3.5)
τw(U)w˙ = w∞(U) − w w = n,m,h. (3.6)
The subscripts K,Na and L correspond to potassium, sodium and leakage currents,
respectively, whereas the g′s denote the channel conductances. n, m and h are potential-
dependent gating variables of the form Eq. (3.6). τw(U) and w∞(U) are experimentally
determined time and rate constants.
Summarizing, Eqs. (3.5) and (3.6) represent a four dimensional dynamical system known
as the Hodgkin-Huxley equations. It provides a basis for a qualitative explanation of
the formation of action potentials in the giant squid axon. Moreover, the model struc-
ture forms a basis for virtually all models of excitable membrane behavior.
In the mid-1950s, FitzHugh and Nagumo [FitzHugh 1961] reduced effectively the Hodg-
kin-Huxley model to a two variable model for which phase plane analysis applies.
Observing that n(t) and h(t) evolve slowly as compared to m(t), one replaces the vari-
able m by its steady state value m0. The time scales τn(U) and τh(U) are roughly the
same. This suggests an approximation of n(t) and h(t) by a single effective variable
v. This leads to a two variable model, called the fast-slow phase plane model. More-
over, approximating the voltage null cline U by a cubic function and the w-null cline
by a straight line, one obtains a physiologically motivated approximation, which in
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dimensionless form reads
²
du
dt
= u(u − a)(1 − u) − rv
dv
dt
= γu − v − b.
(3.7)
u represents the fast variable, i.e. the membrane potential, and v denotes the slow
sodium gating variable. The time scales are being separated by the parameter 0 <
² ¿ 1. In 1964, Nagumo [J.S. Nagumo & Yoshizawa 1962] constructed a circuit using
tunnel diodes for the nonlinear element (channel) whose model equations are those
of FitzHugh [Eq. (3.7)]. Ever since, the equations have been named as the FitzHugh-
Nagumo (FHN) model.
Figure 3.2 shows the relative position of the null clines of the FitzHugh-Nagumo sys-
tem, while Fig. 3.3 depicts time series for the different dynamical regimes, bistable,
oscillatory and excitable, if decreasing the bifurcation parameter b.
In this thesis, we extend the original FHN system into space by adding a diffusion term
and a stochastic driving force ξu(r,t) to Eq. (3.7)
²
∂u
∂t
= u(u − a)(1 − u) − rv +Du∇2u + ξu(r,t) (3.8)
∂v
∂t
= γu − v − b +Dv∇2v. (3.9)
The excitability threshold is determined by the horizontal distance between the fixed
point and uthr of the system (cf. Fig. 3.2). Excitability thus increases with the bifurcation
parameter b. r controls the strength of the refractory variable v. The role of the additive
noise term ξ(r,t) is to modulate the system’s excitability threshold uthr via a stochastic
relative shift of the null clines.
Throughout this thesis, if not stated otherwise, we use the following set of parameters:
(²,a,r,γ,Du,Dv) = (0.005, 0.5, 1.0,1.0,0.2, 0.0),
while changing the excitability threshold via the parameter b. The uncoupled system
has an unstable stationary fixed point in the range 0.263 < b < 0.738 and exhibits limit
cycle behavior.
Excitable dynamics impose a time-scale separation of variables on the system due to
the choice of ²¿ 1. Spatiotemporal waves thus consist of two regions: the wave front,
where the fast activator variable u presents spatial discontinuities, and the slowly vary-
ing refractory wave tail. As a consequence, diffusion effects play the most important
role in the sharp spatial transition regions of the wave front and therefore the propa-
gation of excitation waves is mediated mostly by diffusion of the activator variable u,
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whereas the diffusion of the slow variable can be neglected, which justifies our choice
setting the diffusion coupling Dv to zero.
Barclay System
In the early 90s of the last century, [Barkley et al. 1990] proposed a simple, compu-
tationally efficient model that mimics most of the dynamical properties of the FHN
system, while at the same time being computationally efficient
²
∂u
∂t
= u(1 − u)[u − uthr(v)] + ξ(r,t) +Du∇2u
∂v
∂t
= u − v
uthr(v) = a(v + b).
(3.10)
The above equations have a piecewise linear null cline as depicted in Fig. (3.5) with the
local dynamics in the absence of noise governed by a stable, yet excitable fixed point at
the origin and the function uthr determining the bifurcation point and thus the system’s
excitability threshold, marked by ua.
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Figure 3.5: Phase portrait of a single Barkley system. The piecewise linear null clines are denoted by
the thick solid lines. The filled circles mark the fixed points. ua denotes the excitability threshold. Any
excitation beyond ua results in a large excursion along the dotted line before returning to the fixed point
again. The boundary layer δ around u = 0 is depicted by the dashed lines.
Note that this fixed point for the single system is not excitable, as compared to the
above FHN system. In the absence of spatial coupling, the Barkley system becomes
bistable. Once the fixed points have been excited, the system jumps over to the right
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stable branch of the null clines at u = 1 to remain there forever. Spatial coupling in the
system and the driving force ensures for the trajectory to return to the origin again.
The appeal of the Barkley system stems from its computational efficiency. The idea is
that in a system showing spatial patterns, only a small fraction of the total number of
system elements is excited at the same time, whereas most systems remain idle in some
‘boundary layer’ δ near the left branch of the u null cline. Thus, one can implement
an efficient integration algorithm by explicitly considering only those u-values that lie
outside the small boundary layer of thickness δ, whereas the u-dynamics within |δ| are
determined by the spatial diffusion and the forcing term, only.
Throughout this thesis we use the following set of parameters
(²,a,b,Du) = (0.05,1.18,0.076,1),
yielding the network in a sub-excitable state.
3.1.2 Network Geometry
The above equations are all integrated on discrete square lattices of even spacing with
the grid points labeled by the indices 1 ≤ i, j ≤ N. This requires a discretization of the
space-continuous diffusion term. Several choices for this discretization are possible.
Here, we shall use nearest neighbor coupling with a 9-point Laplacian for optimal
conservation of rotational symmetry
∇2uij = 16∆h2 (ui−1,j−1 + ui−1,j+1 + ui+1,j−1 + ui+1,j+1
+ 4
(
ui−1,j + ui+1,j + ui,j−1 + ui,j+1
) − 20ui,j). (3.11)
The spatial discretization lengths are ∆h = 1.0 and ∆h = 0.5 for the FitzHugh-Nagumo
and Barkley system, respectively. This is roughly one order of magnitude smaller than
the spatial extend of the waves spreading through the system. The temporal integra-
tion step size is taken as ∆t = 0.001. Additionally, we multiply this value with a safety
factor of (0.25∆h2)−1 to ensure spatiotemporal stability (cf. Sec. 3.3).
The boundaries of the network are realized using Neumann or zero-flux boundary
conditions. Those mimic the behavior of a non-penetrable physical barrier. The math-
ematical definition is that the first spatial derivatives have a constant value,
∂(u,v)
∂(x,y)
∣∣∣∣
∂Ω
= 0, (3.12)
where ∂Ω represents the boundary of the two-dimensional network. Neumann bound-
ary conditions are implemented by adding a ring of virtual points outside the bound-
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ary, mirroring the values of the first inner ring of network elements not belonging to
∂Ω.
3.2 Linear Response Analysis
Analytical results for the input-output coherence of non-linear systems driven by sto-
chastic forces have been obtained in the case of white noise, using the Kramers rate for
average threshold crossing [Gingl et al. 1995]. In this thesis, we deal with the general
case of colored noise. While it is cumbersome, yet possible, to obtain analytical results
on Stochastic Resonance profiles under the influence of short-range correlated noise
[Hänggi et al. 1993], no such theoretical method exists in the case of power-law stochas-
tic forces, if taking the full non-linear system into account. Therefore, [Nozaki et al.
1999a] proposed a strategy for predicting the SR behavior using a linearized model of
the respective non-linear equations.
Such an ansatz is valid in the case of weak noise, when the system fluctuates mostly in
the vicinity of its fixed point at (ufp,vfp). Excitation oscillations on the other hand are
mainly unaffected by the stochastic forcing. The global dynamics are thus primarily
determined by the threshold crossing events. We therefore propose linearized versions
of the above FitzHugh-Nagumo and Barkley systems, and investigate their frequency
response and filtering characteristics with respect to a stochastic driver. The resulting
amplification curves as a function of the spatiotemporal noise color directly reflect the
fitness of the media towards their capability of noise-induced spatiotemporal pattern
formation.
We derive the linearized models as follows. Taylor expanding the non-linear cubic
term in Eqs. (3.8) and (3.10) up to first order u = u f p − m(u − u f p) and approximating
the slowly changing variable by v = ufp − b with b = 0 for the Barkley system, one
recasts the models into the following coupled, linearized differential equations for the
FHN system (subscript F) as
² ˙˜uF(r,t) = −mFu˜F(r,t) − rv˜F(r,t) + ξ(r,t) +D∇2u˜F(r,t)
˙˜vF(r,t) = u˜F(r,t) − v˜F(r,t),
(3.13)
and the Barkley system (subscript B) as
² ˙˜uB(r,t) = −mBu˜B(r,t) + ξ(r,t) +D∇2u˜B(r,t)
˙˜vB(r,t) = u˜B(r,t) − v˜B(r,t),
(3.14)
where all variables have been converted to u˜ = u − u f p, v˜ = v − v f p. The slopes mF and
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mB are calculated as
mF =
∂
∂uF
uF(uF − a)(1 − uF)
∣∣∣∣
uF=ufp
≈ 0.24 (3.15)
mB =
∂
∂uB
uB(1 − uB)(uB − uthr)
∣∣∣∣
uB=ufp
≈ 0.09, (3.16)
with the ufp denoting the respective fixed points of the FHN [Eq. (3.8)] and Barkley
system [Eq. (3.10)] for Du,v = 0. Note, that the above linear models differ by virtue
of the −rv(r,t) term in Eq. (3.13), only. Therefore, we will proceed with the analysis
of Eq. (3.13), setting r = 0 and adjusting the slope m for comparison with the Barkley
system.
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Figure 3.6: The frequency response |χ(2piik,iω)|2 as a function of spatiotemporal frequencies 2pik and
ω. (a) Frequency response of the linear FitzHugh-Nagumo model, mF = 0.24, r = 1.0. (b) Frequency
response of the linear Barkley system, mB = 0.09, r = 0.0, ² = 0.005.
The transfer function of the linearized FitzHugh-Nagumo model is calculated by ap-
plying the Laplace transform with respect to time and space
²sU(l,s) = −mU(l,s) − rV(l,s) +N(l,s) +Dl2V(l,s) (3.17)
sV(l,s) = U(l,s) − V(l,s), (3.18)
where U(l,s) and V(l,s) denote the Laplace transformed values of u˜(r,t) and v˜(r,t) in
space and time, respectively.
Solving Eq. (3.18) for V(l,s) and substituting into Eq. (3.17), the transfer function from
the stochastic input N(l,s) to the output U(l,s) and its corresponding squared frequency
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gain become
χ(l,s) =
U(l,s)
N(l,s)
=
1
²l +m + r(s + 1)−1 −Ds2 (3.19)
|χ(2piik,iω)|2 = (ω
2 + 1)2
[(m +D2pik2)(ω2 + 1) + r]2 + ω2[²(ω2 + 1) − r]2 (3.20)
and i =
√−1. The imaginary variables l and s have been substituted with 2piik and
iω = 2piiν in Eq. (3.20), denoting the spatial and the temporal frequencies.
The frequency responses of the linearized FitzHugh-Nagumo and Barkley systems are
plotted in Fig. 3.6a and 3.6b, respectively. Both systems work as a low-pass filter with
respect to the spatial frequency b f k and show band-pass characteristics with respect to
ω in the case of r > 0 (Fig. 3.6a). The low-pass characteristics are due to the ‘friction’
term −mU(l,s) in the temporal case, and the stabilizing capabilities of diffusion against
short wavelength, high k-frequency, perturbations, as discussed in context with the
curvature-speed relation of spatiotemporal patterns [Eq. (3.3)]. The temporal high-pass
frequency filtering effect, which is missing in the spatial case, is due to the recovery
variable v.
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Figure 3.7: The normalized frequency response curve |χ(iω)|2 [Eq. (3.20)] of the linearized FHN model.
The curves in (a) correspond to different time scale separation parameters ². (—) ² = 0.001, (− · ·−)
² = 0.005, (- -) ² = 0.01, (− · −) ² = 0.05 and (- -) ² = 0.1. (b) frequency response curves for constant
² = 0.005 and increasing resetting variable strength r.(− · ·−) r = 0.0, (- -) r = 0.1, (··) r = 0.3, (− ·−) r = 0.5,
(- -) r = 0.7, (− · ·−) r = 0.9 and (–) r = 1.0.
A detailed investigation of |χ(2piik,iω)|2 for k = 0 in the absence of spatial coupling is
shown in Figure 3.7. The high-frequency filtering improves with the time scale sepa-
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ration. The less the time scales of u and v are separated by ², the larger the high-pass
filtering effect, as is obvious from Fig. 3.7a. The frequency response for ² = 0.005, the
value used in the model simulations, peaks at ω/2pi = 2.53t.u.−1. Setting r = 0, re-
sulting in the linearized Barkley equations [Eq. (3.10)], the respective model acts like
a low-pass filter, only. The transition of the frequency response from a band-pass to a
low-pass filter characteristic is shown in Fig. 3.7b for decreasing r.
The output power spectral density Su(2pik,ω) of the linearized model equations is then
calculated by the normalized cross power spectrum of both the noise and the frequency
response function
Su(2pik,ω) = Sξ(2pik,ω)|χ(2piik,iω)|2, (3.21)
where Sξ(2pik,ω) denotes the power spectral densities of the spatiotemporal noise,
which read for the power-law noise
Sξ(2pik,ω) ∝ ω−αk−β, (3.22)
and the exponentially correlated noise
Sξ(2pik,ω) ∝ τ1 + (τω)2
1
1 + (λ2pik)2
. (3.23)
Figure 3.8 depicts the output power spectral densities, rescaled to the frequency ω, for
long- and short-ranged noise in the more interesting temporal case. Note, how the
band-pass output characteristics vanish at large temporal noise correlations, both for
the 1/ f α and the exponentially correlated Ornstein-Uhlenbeck noise.
With help of the frequency response, one can define amplification factors h(asp,at),
which define the way the spatiotemporal colored input noise is modulated by the fil-
tering characteristics of the linear model
h(asp,at) =
∫ ωh
ωl
∫ kh
kl
Sξ(2pik,ω)|χ(2piik,iω)|2dωdk∫ ωh
ωl
∫ kh
kl
Sξ(2pik,ω)dωdk
, (3.24)
where asp and at denote the spatial and temporal correlation parameters, and Sξ(2pik,ω)
is the particular power spectral density of the noise. The lower and upper limits of
integration, ωl and ωh, depend on the integration step size ∆t and the length of the
time series T∆t and kl and kh on the spatial grid spacing ∆h and network size N ∗ ∆h,
respectively. Here, one finds for ωl = pi/2Tni∆t = 0.383 [t.u.−1] and ωh = pi/∆t =
12566 [t.u.−1] and kl = (N∆h)−1 = 0.015 [s.u.−1], kh = (2∆h)−1 = 0.5 [s.u.−1].
Figures 3.9a and b show the result of a numerical integration of Eq. (3.24) for expo-
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Figure 3.8: (a) The normalized power spectral densities of the 1/ f α (top row) and the Ornstein-
Uhlenbeck noise (bottom row) (b) the corresponding output PSDs of the noise filtered with the frequency
response function [Eq. (3.21)]. The exponent alpha increases in the top row from (—) α = 0.1, (− · ·−)
α = 0.5, (- - -) α = 1.0, (− · −) α = 1.5 to (· · ·) α = 1.9. The temporal correlation parameter τ increases from
(—) τ = 0.1, (− · ·−) τ = 0.5, (- - -) τ = 1.0, (− · −) τ = 1.5 to (· · ·) τ = 1.9. Other parameters: ² = 0.005,
a = 0.5, r = 1.0. ∆t = 0.0005, Ni = 216 integration steps.
nentially and power-law correlated noise. The relative amplification h/h0, where h0
denotes spatiotemporal white noise, has similar characteristics for the short- and long-
range colored noise. h/h0 has a maximal value around τ = 0.1 and α = 1.0. The func-
tion increases monotonously with the spatial noise color, which is obvious from the
frequency response of the system with respect to k, showing low-pass characteristics
[Eq. (3.20)].
Note from the comparison of Figs. 3.6a and 3.9a, how the dependence of h(λ)/h0 on the
spatial noise color parameter λ is directly related to the system’s frequency response
|χ(2piik)|2 as a function of the inverse wave number k−1 as h(λ)/h0 ∝
∣∣χ[(2piik)−1]∣∣2.
In the following, we will be interested in the change of the dynamical properties and
pattern forming qualities of stochastic system as a consequence of changing the spa-
tiotemporal noise color. A relative amplification factor h(asp,at)/h0 is thus a direct mea-
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Figure 3.9: The relative amplification factor of the spatiotemporal colored noise for the short ranged
noise h(τ,λ)/h0 in (a) and the power-law noise h(α,β)/0 in (b). h0 refers to the system’s white noise filter
characteristics. Other parameters: ∆h = 1.0, D = 0.2, N = 128.
sure for the shift of the noise strength needed in order to optimize a certain phe-
nomenon σ2opt, i.e. to optimize noise-induced pattern formation. Consequently, we
should expect corresponding profiles of σ2opt and the relative amplification h(asp,at)/h0
with respect to the spatiotemporal noise color.
The linearized model equations of the FitzHugh-Nagumo and the Barkley systems rep-
resent a big abstraction. The models do not possess oscillatory properties, nor do they
have an amplitude-resetting mechanism to account for excitable dynamics. Neverthe-
less, they catch some essential features of the full non-linear systems that are respon-
sible for the interplay of noise-induced time scales and the inherent properties of the
non-linear equations. The linear response analysis takes the time scale separation due
to ² and the strength of the recovery term into account, both of which are essential fea-
tures, determining the intrinsic systems’ time scales. The amplification factor h(asp,at)
in turn measures how well the systems make use of the input energy offered by the
stochastic driver. This analysis is thus similar to the calculation of cross-power spectra,
a method used e.g. in the power-norm measure of SR [Collins et al. 1995].
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3.3 Stochastic Partial Differential Equations
This section deals with the numerical methods for modeling spatially extended stochas-
tic systems. The calculus of stochastic partial differential equations (SPDEs) is intro-
duced and the different impacts of additive and multiplicative noise in stochastic sys-
tems is discussed.
Numerical ‘experiments’ are a commonly used tool. They are the only resort to get an
insight into the dynamical behavior of stochastic systems, if it is impossible to obtain
analytical results for these equations, e.g. due to non-linear terms, so that a mean-field
theory or small noise expansion [García-Ojalvo & Sancho 1999] is impossible to apply.
The systems we consider in this thesis all belong to this class. Hence, our emphasis will
lie on developing good and efficient methods for solving the equations numerically.
Two approaches towards the analysis of SPDEs exist. The framework of the Fokker-
Planck equation (FPE) evaluates a stochastic system through the temporal develop-
ment of the probability density. SPDEs under the influence of colored noise allow for
the derivation of an approximate FPE in special cases, only [García-Ojalvo & Sancho
1999]. In that case, instead of solving for the probability density, one resorts to the
underlying Langevin equation directly. Integrating the stochastic differential equation
several times, one obtains an ensemble of trajectories, and assigns their average to be a
solution of the Fokker-Planck equation. This approach is called the Brownian dynam-
ics method [Schulten & Kosztin 2000] and is applied throughout this thesis.
We consider the following spatially extended reaction-diffusion equation
∂ψ(r,t)
∂t
= f (ψ(r,t),µ) +D∇2ψ(r,t) + g(ψ(r,t)) ξ(r,t). (3.25)
ψ represents some general field, dependent on time t and on d-dimensions in space,
denoted as r. f (ψ(r,t),µ) is a reaction term, which depends of the field itself and pos-
sibly some control parameter µ. The spatial component enters Eq. (3.25) through the
operator D∇2, where D is the diffusion strength, constant across the whole field. In
the absence of the general force f and the noise term ξ, Eq. (3.25) reduces to a simple
diffusion equation.
The derivation of a discrete integration algorithm will hold in general for (d + 1)-
dimensional systems (one time and d spatial dimensions). But with regard to the nu-
merical simulations presented in Chapter 6, we consider in the following the case of
d = 2 explicitly.
The discretization of Eq. (3.25) is done by dividing the side length L (assuming the
spatial domain to have the same side length in all spatial dimensions) and the total
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integration time Ttot into N and T regular intervals of size ∆t = Ttot/T and ∆x = L/N,
respectively. The continuous space vector for d = 2 thus becomes r = (i∆x, j∆x) and
Eq. (3.25) then reads
∂ψij(t)
∂t
= fij(ψ(t)) +D∇2ψij(t) +
∑
kl
gijkl(ψ(t))ξkl(t), (3.26)
where the dependence of fij and gijkl on the whole field ψ(t) is implied. Integrating over
one step in time, one obtains
ψij(t+∆t) = ψij(t)+
∫ t+∆t
t
[
fij(ψ(t′)) +D∇2ψij(t)
]
dt′+
∑
kl
∫ t+∆t
t
gijkl(ψ(t′)) ξkl(t′)dt′. (3.27)
One then has to distinguish between the cases of ξkl(t′) denoting either white or colored
noise in time.
If ξkl(t′) is uncorrelated in time, the last term in Eq. (3.27) becomes a Wiener process,
which will be interpreted in the Stratonovich sense (cf. Sec. 3.3.2). If expanding the
functions fij(ψ(t)) and gijkl(ψ(t) by a Taylor series and collecting terms up to first order
∆t in time, the integral becomes
ψij(t + ∆t) = ψij(t) + fij(ψ(t))∆t +D∇2ψij(t)∆t +
∑
kl
gijkl(ψ(t))ξ˜kl(t)
+
∑
klmnop
∂gijkl
∂ψmn
gmnop(ψ(t)) ξ˜kl(t) ξ˜op(t) + O(∆t3/2). (3.28)
The ξ˜ are defined as the integral of the Wiener process
ξ˜(t) =
∫ t+∆t
t
ξ(t′) dt′, (3.29)
which is a Gaussian random number of temporal order
√
∆t, where the spatial indices
have been dropped. ξ˜ is simulated as
ξ˜ij = σ
√
∆t
∆xd
ηij〈
ξ˜ij(t) ξ˜i′j′(t′)
〉
= C
(
∆rii′jj′ ,λ
)
δ(t − t′),
(3.30)
with ηij being a Gaussian random number of unit variance, scaled to the appropriate
spatiotemporal gridding ∆xd, integration step size ∆t and variance σ2. The spatial
noise color is denoted by the spatial correlation function C(∆rii′jj′ ,λ), which needs to
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be specified for the particular system under investigation. Here, ∆rii′jj′ stands for the
grid point distance and λ is the respective parameter specifying the spatial correlation
length.
If assuming spatially incoherent noise,
〈
ξ˜ij(t) ξ˜i′j′(t′)
〉
= δii′jj′δ(t − t′), [Ramírez-Picina
et al. 1993] showed that there exist other algorithms that have the same Fokker-Planck
representation as Eq. (3.28), but which are of a somewhat simpler structure. In par-
ticular, one obtains the so called ‘minimum algorithm for multiplicative white noise
Langevin equations’ as a final result, which reads
ψij(t + ∆t) = ψij(t) + fij(ψ(t))∆t +D∇2ψij(t)∆t
+
∑
kl
gijkl(ψ(t))ξ˜kl(t) +
σ
∆xd
∑
klmn
∂gijkl
∂ψmn
gmnkl(ψ(t))∆t. (3.31)
This equation is much easier to handle numerically as compared to Eq. (3.28), as the
mixed noise product, ξ˜kl(t)ξ˜op(t), has been replaced by its average, now being a deter-
ministic quantity.
For colored noise, the discrete integration of a SPDE simplifies to the evaluation of a de-
terministic partial differential equation in the sense, that the definition of the stochastic
integral is no longer ambiguous, because ξij(t) now is a smooth function, differentiable
everywhere. The discrete integration algorithm for ψij(t + ∆t) thus results in
ψij(t + ∆t) = ψij(t) + fij(ψ(t))∆t +D∇2ψij(t)∆t +
∑
kl
gijkl(ψ(t))ξkl(t)∆t + O(∆t3/2), (3.32)
where the ξkl(t) denote the spatiotemporal colored noise as defined in Chapter 2.
3.3.1 Heun Method
Equations (3.31) and (3.32) are first order Euler integration algorithms, only. The Heun
or improved Euler method, a weak Runge-Kutta scheme of second order, allows to take
a larger integration step size in time and it improves on the integration accuracy of the
deterministic part of the SPDE [García-Ojalvo & Sancho 1999; Kloeden & Platen 1999].
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The integration scheme now becomes
ψij(t + ∆t) = ψij(t) +D∇2ψij(t)∆t + 12
[
fij(ψ(t)) + fij
(
ψ˜(t)
)]
∆t
+
1
2
∑
kl
[
gijkl(ψ(t)) + gijkl
(
ψ˜(t)
)]
ξc/wkl (t) (3.33)
ψ˜ij(t) = ψij(t) + fij(ψ(t)∆t +D∇2ψij(t)∆t + gijkl[ψ(t)]ξc/wkl (t), (3.34)
where Eq. (3.34) denotes an Euler integration step of ψij(t). ξc/wij stands either for tem-
porally colored or white noise and is replaced with ξkl(t)∆t and ξ˜kl(t) from Eq. (3.30),
respectively. The Heun method will be the preferred integration scheme in this thesis.
We want to note that in general it does not make sense to use integration schemes of
higher order. Those require the evaluation of the drift and diffusion coefficients in
various orders and thus become rather complicated quite quickly [Kloeden & Platen
1999]. The advantage of higher-order integration schemes of deterministic differential
equations lies in the minimization of computational cost by allowing larger integration
steps having the same, or even improved, stability. This reasoning is counteracted in
the case of SDEs, because the noise needs to evolve on the smallest system time scale
and thus imposes an upper limit on ∆t.
Moreover, a single simulation run of a Langevin equation covers a subset of possible
solutions of the SPDE, only. Consequently, one needs to perform multiple runs in or-
der to gather sufficient information such that some averaged quantity of the stochastic
process gives meaningful results on the behavior of the system. Therefore, stochastic
modeling should focus on the implementation of efficient noise algorithms, thus in-
creasing the number of SPDE realizations per given CPU time and improving on the
statistical quality of the results in this way.
The spatial integration of the SPDE is performed with the use of the Forward Time
Centered Space explicit scheme (FTCS) [Press et al. 1993], which quantifies the desired
solution of the discrete variable ψij(t) at the next time step t+∆t from known quantities
at time t, only. This integration scheme is fast and allows for easy parallelization of
the numerical algorithm (cf. Appendix B). The efficiency comes at the price, that the
spatiotemporal integration step sizes ∆x and ∆t cannot be chosen independently. A
von Neumann stability analysis requires that
D
2∆t
∆x2
< 1, (3.35)
for the FTCS scheme to remain numerically stable, where D denotes the diffusion con-
stant. Nevertheless, from the above discussion on the choice of ∆t, this criterion is
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easily met.
3.3.2 Multiplicative Versus Additive Noise
The noise term ξ(r,t) in a stochastic differential equation [Eq. (3.25)] is called ‘multi-
plicative noise’, if g is a function of ψ and the fluctuations are coupled directly to the
field dynamics. This modeling approach is justified, if one can specify the exact ef-
fect of the noise on the system, e.g. in experiments where the macroscopic dynamics
are well established. The most prominent example of a stochastic system under the
influence of multiplicative noise is the noise-controlled Belousov-Zhabotinsky (BZ) re-
action, where the light intensity enters the chemical reaction by means of a fluctuating
light-intensity [Alonso et al. 2002; Kádár et al. 1998; Sendiña-Nadal et al. 2000].
The effect of multiplicative noise on a dynamical system can be understood from the
evaluation of the mean of
〈
g(ψij(r,t)) ξij(t))
〉
t. According to Norikov’s theorem, it gives
a systematic, non-zero contribution to the solution of the SPDE according to [García-
Ojalvo & Sancho 1999]
〈
g(ψij(t)) ξij(t)
〉
= C0
〈
g(ψij(t)) g′(ψij(t))
〉
, (3.36)
where the prime denotes the derivative of g(ψij(t),t) with respect to ψij(t) and C0 =
δi j/∆x is the discrete spatial white noise limit of ξij(t). Hence, multiplicative noise has
the capabilities of changing the border lines of the dynamical regimes of a system,
i.e. it can bend null clines. This effect of multiplicative noise is the cause for purely
noise-induced phase transitions [den Broeck et al. 1994; Horsthemke & Lefever 1984],
the shifting of bifurcations [García-Ojalvo et al. 2001; García-Ojalvo & Sancho 1999] or
spatial pattern formation [García-Ojalvo & Sancho 1994]
The Norikov theorem only holds, if the stochastic integral is interpreted in the Stra-
tonovich sense, which evaluates a stochastic integration step
∫ t+∆t
t g(ψij(t
′)) ξij(t′) dt′ by
taking both the starting and the end points at t and t + ∆t into account by equal parts.
The Ito interpretation, however, uses the functional values at the beginning of the in-
tegration step at t, only. Thus, g(ψij(t)) and ξij(t) are independent, because the noise
increment cannot affect its past.
The Stratonovich calculus leads to the correct form of the Fokker-Planck equation,
when using temporally colored noise and going over to the white noise limit τ → 0
[van Kampen 1992]. This is thus the relevant situation of real systems, having smooth,
continuous time evolution and is therefore the preferred noise modeling choice amon-
gst physicists and is used throughout this thesis. The Ito calculus, on the other hand, is
mathematically better defined and is applicable when dealing with discrete problems,
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Heun Alg. Deriv. Rand. Numbers Noise model Other
Gauss 39% 33% 22.7% 3.8% 1.5%
1/f 16.58% 12.2% 25.2% 45.6% 0.51%
Table 3.1: Detailed CPU-time usage profile for a typical simulation run of a noisy net-
work of coupled FitzHugh-Nagumo systems [Eq. (3.8)] obtained with the gprof [Fen-
lason & Stallman 2004] profiler. Listed is the cumulative time in relative units for each
program module. Gauss: the noise is modeled having Gaussian correlation both in
space and time. 1/ f : the noise’s PSD has a power-spectral density following a power-
law in both time and space. The relative time data was obtained in triplicate. Other
parameters: N = 64, T = 215.
such as population dynamics or hopping events.
A stochastic system contains additive noise, if g(ψij(t)) is constant. The noise term be-
comes linear and the resulting SPDE is then of Langevin type. From a modeling point
of view, this represents a general way of introducing fluctuations from numerous mi-
croscopic internal and external noise sources, in their entirety acting as one Gaussian
noise source on behalf of the the Central Limit Theorem . In many cases this heuristic
approach can be justified, if the exact influence of the stochastic forces on the determin-
istic system are unknown. Additive noise can cause a multitude of effects in nonlinear
systems, such as delaying [García-Ojalvo & Sancho 1994], inducing [Landa et al. 2000]
or anticipate phase transitions [Pikovsky & Kurths 1997].
In particular, we will look in this thesis at the capabilities of additive noise to smear out
the bifurcation points of a system by inducing noisy precursors of limit cycle oscilla-
tions in an otherwise quiescent system, which are caused by the random shifting of the
system’s null clines. Quite intuitively, we should expect an effect from the interplay
of the spatiotemporal correlations of the noise with the times scales of the underlying
deterministic system.
A profiling analysis of the complete simulation system, consisting of the random num-
ber generator, the noise model and Heun method, is shown in table 3.1. The relative
computation time for the spatiotemporal integration of the system is the sum of the
first two columns, denoting the time for the Heun algorithm and the FTCS scheme,
respectively. The sum of the next two columns determines the relative CPU time re-
quired for the noise modeling. It is interesting to compare the ratio of the integration
and noise modeling times. In the case of spatiotemporal short-ranged correlated, Gaus-
sian noise (Sec. 2.2), the ratio is ≈ 2 : 1. This proves the assertion that combined the
Langevin- Frequency filter-strategy is an efficient implementation for the simulation
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of spatiotemporal noise. Timings are just the opposite in the case of power-law noise.
Here, the noise generation takes up 75% of the total time on account of the additional
Fourier transforms: from the temporal Fourier into real space, followed by a transfor-
mation into k-space and back. These 2 additional transforms are responsible for the
different run time profiles. Different stratiegies for the numerical integration of SPDEs
in parallel are discussed in Appendix B.
4 Data Analysis
This chapter deals with numerical techniques for the analysis of spatiotemporal data
sets. Analysis tools for identification and quantification of coherent patterns embedded
within background fluctuations are developed and evaluated.
In this thesis, we are challenged with the task to extract coherent structures evolving
in time from a large noisy background in a spatially extended, excitable system (cf.
Chap. 3). Extensive research has been done on data analysis in higher dimensional
systems, most of which come from digital image processing for 2D data [Jähne 1997],
which deals with the recognition of patterns with the help of differential filters or am-
plitude gradients. Sophisticated techniques have been developed for non-linear time
series analysis [Kantz & Schreiber 1997], most of them applicable to deterministic or
weakly stochastic systems, only. Analysis tools for noisy spatiotemporal data contain
mean field techniques, like the structure function [Rogers et al. 1988], i.e. they analyze
the time-averaged spatial power spectra [Zaikin & Schimansky-Geier 1998] or using an
perturbation ansatz for the fluctuations, called small noise expansion [Gardiner 1989].
Unfortunately, all of these tools are inappropriate for the analysis of the systems under
the influence of additive noise and currently there exists no standard set of observ-
ables for extracting the signature of STSR. Frequent analysis tools have been driving
the system with a solitary wave [Jung & Mayer-Kress 1995a], characterizing the spa-
tiotemporal dynamics through the propagation distance of waves entering the noisy
sub-excitable medium [Alonso et al. 2001; Kádár et al. 1998]. Here, we use a different
quantification approach. Instead of applying a global analysis of the system, we formu-
late local analysis rules whose average will yield a global quantitative measure. In this
framework the evaluation of a given neighborhood at time t gives some characteristic
observable for the state of a network node at time t. Similar quantification measures
for noisy spatiotemporal data, using the same cellular-automata-like approach have
been described [Hütt & Neff 2001] and tested on theoretical and real data sets in [Hütt
et al. 2002; Rascher et al. 2001].
Two different strategies for the extraction of spatiotemporal information from a data
set exist. The first quantifies spatial snapshots of the data for each time step, thus
obtaining a temporal evolution of spatial quantities. This approach is used in the cal-
61
62 4 DATA ANALYSIS
culation of the spatial auto-covariance and the cluster size analysis in in Secs. 4.1 and
4.3, respectively. The other strategy is to follow the dynamics of each network node in
time, this way obtaining the mean spatial variation of some statistical quantity of the
system. This particular approach is used in the computation of the system’s mutual
information in Sec. 4.2. Once more, we have made our definitions for the spatiotem-
poral quantification measures specific with respect to (2+ 1)-dimensional data, but the
results are easily extended into higher dimensions.
4.1 Spatial Auto-Covariance
The spatial auto-covariance is a linear cross-correlation measure defined as the space
and time averaged nearest-neighbor distance of all elements normalized by the total
amplitude variance
S =
〈
IH
σ2u
〉
T
, (4.1)
where IH and σ2u denote the spatial inhomogeneity and variance of some discrete, spa-
tiotemporal system variable u at time t, respectively, with IH and σ2u being defined as
follows
IH =
1
N2
∑
ij
1∣∣Nij∣∣
∑
bn∈Nij
(
uijbn − u¯2
)
(4.2)
σ2u(t) =
1
N2
∑
ij
(
uij − u¯
)2
, (4.3)
where u¯ denotes the spatial average of the variable uij(t) at time t and bn consists of
all elements of a von Neumann neighborhood Nij at each lattice site uij. The partic-
ular choice of the neighborhood type has been done mainly for computational ease.
Using different local neighborhoods for b does not change the results qualitatively. Av-
eraging the spatial auto-covariance over the total integration time, one finally obtains
a measure of the spatial order in the system. The inhomogeneity IH is a measure for
the spatial amplitude synchronization, with IH = 0 in the case of a fully synchronized
system. The spatial variance σ2u defines a similar quantity, but without taking spatial
order within the system into account. S is hence a measure for the relative change of
the spatial order as a function of some control parameter like the noise intensity σ2.
Note, that the spatial auto-covariance will be undefined in a fully synchronized sys-
tem, IH = σ2u = 0. For our applications, however, this is of no concern, as we always
apply at least some small stochastic forcing, thus avoiding this case.
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The pattern detection capabilities of S can be understood as follows: the spatial vari-
ance σ2u increases proportional to the noise intensity σ2 of the noise in the (almost) lin-
ear, subthreshold regime of the system. As soon as the noise intensity is strong enough
to induce crossings of the excitation threshold of the individual systems, resulting in
spatial pattern formation, the inhomogeneity, being a spatial order measure, increases
disproportionately to σ2u. With a further increase of σ2, the spatial order soon becomes
lost, and σ2u approximates the inhomogeneity again. The overall functional depen-
dence of S with the noise intensity is therefore non-monotonous for systems showing
noise-induced pattern formation.
4.2 Mutual Information
The mutual information between two variables quantifies the statistical coherence of
two or more systems evolving in time [Schreiber 2000].
We consider two processes X and Y, each having a discrete and finite state space. The
Shannon entropy is given by [Shannon 1948]
H(X) = −
∑
i
p(xi) log p(xi), (4.4)
where xi and p(xi) denote the possible states of the process X and the corresponding
probability, respectively. Oftentimes, the notion of entropies is discussed in the context
of sending information from X to Y via a noisy, lossy channel. In this picture, Eq. (4.4)
gives the a priori ignorance per information bit before the measurement on X. Joint
Shannon entropies H(X,Y) measure the total uncertainty about the pair (X,Y)
H(X,Y) = H(X|Y) +H(Y)
= −
∑
i,j
p(xi,yj) log p(xi,yj), (4.5)
where H(X|Y) is the conditional entropy and p(xi,yj) denotes the joint-probability given
by
p(xi,yj) = p(xi|yj) p(yj). (4.6)
With the use of the conditional probability, p(xi|yj), p(xi,yj) thus gives the likelihood that
xi is sent and yj received. Note that the joint-probability factorizes p(xi,yj) = p(xi)p(yj),
if X and Y are independent. With the above definitions, the two-point mutual informa-
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tion I, symmetric between X and Y is finally given as
I(X : Y) = H(X) +H(Y) −H(X,Y)
= H(X) −H(X|Y) = H(Y) −H(Y|X)
=
∑
i,j
p(yj,xi)p(xi) log
p(yj,xi)
p(xi)p(yj)
.
(4.7)
The notion of I(X : Y) is a useful concept to measure the amount of information shared
between the input X and the output Y. The advantage of the mutual information is
that it also takes nonlinear dependencies into account.
Neurons are especially apt for this kind of analysis, as they can be thought of as a two-
state device, allowing for an easy mapping of the spike trains onto a binary state space,
with the states 0 and 1 corresponding for the resting and excited state, respectively.
The above information theoretic measures have been successfully employed in exper-
iments on neural tissue in order to deduce the connection structure from the observed
action potential activity using a multi-point mutual information analysis [Yamada et al.
1993, 1996]. A similar mutual information measure characterizing the effect of supra-
threshold stochastic resonance in a summing network of threshold devices has been
applied by [Stocks 2000].
In the analysis of our model systems, we will follow the same procedure. We calculate
the mutual information I by mapping the time continuous variables uij on a binary
state space Σ ∈ {0,1}, using a fixed threshold value uth
u˜ij =
{
1 , uij ≥ uth
0 , uij < uth.
(4.8)
This leads to the following expression for I
I =
〈∑
kl∈Σ
pijbkl ln
(
pijbkl
pijkp
b
l
)〉
Nij
, (4.9)
where the brackets <>Nij stand for averaging over the (von Neumann) neighbors b of
all network elements. pijk ,p
b
l denote the state space densities of some network element
u˜ij and its respective neighbors, with p
ijb
kl denoting their joint probability.
The mutual information then yields the symmetric amount of deterministic depen-
dence of two neighboring grid point in the network. I vanishes, if the neighbors are
stochastically independent and it obtains some positive value in case of, even non-
linear, dependencies. Hence, I is a natural way to quantify the deviation from inde-
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pendence of nearest-neighbors in the network and should be maximal in the case of
optimal pattern formation due to diffusive coupling.
The proper choice of uth usually depends on the particular system under investigation.
The particular value of the threshold value should not bias the results for the mutual
information. In the case of experimental data, it is useful to take the mean of the ac-
cording variable range. If the output variables show large variations, or if dealing with
a non-stationary process, it can be useful to take a moving average value for uth. In
our case, the deterministic model equations, and thus the domains of the variables are
known. Therefore, we choose a value of uFth = 0.7 and u
B
th = 0.7 for the FHN and the
Barkley system, respectively. Both threshold values lie approximately in the middle
between the fixed point and the excited state.
4.3 Cluster Size Analysis
Cluster size analysis in a spatially extended medium is a popular tool used in percola-
tion theory [Stauffer & Aharony 1994]. Percolation describes phenomena in (partially)
unordered media like polymers and in transport processes, like fluid flows or diffu-
sion. The most important characteristic of the medium is its degree of connectivity. If
the medium is mapped onto some grid, the connectivity denotes the occupation prob-
ability of a site.
A cluster is defined as one or more connected sites on a grid. The aim of percolation
theory is to calculate the lowest occupation probability below which spanning clus-
ters, i.e. clusters extending from one side of the medium to the other, cease to exist.
This change often behaves like a phase transition, because the macroscopic system’s
behavior then changes from being open to being closed. This special probability is de-
noted as percolation barrier. It has been shown that many macroscopic properties of
the medium change dramatically close to this barrier [Bunde & Havlin 1994; Zhang &
Seaton 1992]. In [Sendiña-Nadal et al. 1998b] a clear link has been established between
the propagation of waves in excitable media and percolation in the BZ-reation under
the influence of a spatially heterogenous light source. The propagation speed of chem-
ical waves jumps from zero to a finite value, once the illumination grid establishes a
certain percentage of excitable clusters in the medium.
Spatiotemporal cluster size analysis in excitable media under the influence of spa-
tiotemporal white noise reveals phenomena such as self-organized criticality [Bak et al.
1987], thus providing an interesting link between the dynamics of excitable media and
percolation phenomena [Jung 1997; Wang et al. 1999]. However, the cluster size analy-
sis performed in this thesis does not focus on the temporal evolution towards a critical
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state. Instead we will apply a purely spatial cluster analysis which in turn reveals
important information about the underlying stochastic excitable system.
4.3.1 Hoshen-Kopelman-Algorithm
The Hoshen-Kopelman algorithm [Hoshen & Kopelman 1976] is an efficient algorithm
that associates each individual grid site with its respective cluster. This is not a trivial
task, as the algorithm needs to be capable of detecting spanning clusters and labeling
the grid nodes accordingly.
Consider a grid of square cells having a von Neumann neighborhood (four nearest
neighbors each). The aim is to move through the grid once in a predetermined way
and to label and to detect spanning clusters. The Hoshen-Kopelman algorithm accom-
plishes this by storing the cluster labels indices as well as the total number of different
clusters encountered during one run in an associative array
L(c) = nc, (4.10)
where c and nc denote the cluster label and number of elements in that cluster, respec-
tively. The algorithm distinguishes between ‘right’ and ‘wrong’ labels. The former
have a positive number of cluster elements nc, while nc is negative for the latter, denot-
ing the correct cluster label to this grid site is connected to by its absolute value.
The algorithm starts scanning the grid from left to right, top to bottom. Grid sites are
denoted as neighboring, if they are located on the left or on the top of the current grid
point. The boundary row and column can be handled by padding an extra row on top
and an extra row to the left, each consisting entirely of zeroes. If using periodic bound-
ary conditions, one has to compare the last with the first row and column, respectively,
to resolve last cluster labeling conflicts.
While moving through the grid, one identifies occupied cells, assigning to each such
site a cluster label c and increasing nc by one. Four cases have to be distinguished:
1. if the cell has zero occupied neighbors, it is assigned a new cluster label, i.e. one
counts up c by one and sets L(c) = 1.
2. if the cell has one occupied neighbor, the current cell is assigned the same label
as the occupied neighbor, because they are part of the same cluster.
3. if the cell has more than one occupied neighboring cell being labeled cl and ch,
one chooses the lowest absolute cluster label of the occupied neighbors to use as
the label for the current cell. Furthermore, the algorithm has to note that these
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Figure 4.1: A schematic of the cluster size distribution analysis of a discrete N × N, spatiotemporal
exponentially correlated noise field (cf. Sec. 2.3). The spatial correlation is λ = 1.0 and λ = 3.0 in the top
and bottom row, respectively. (a) the simulated noise field. (b) The cluster size analysis is applied to the
binary mapping of the field in (a) using a threshold ξthr = 0. (c) the relative frequency of the cluster size
distribution, averaged over 1000 field samples with N = 32.
different labels correspond to the same cluster. The number of cluster elements
ncl is increased by the number of cluster elements nch and the cluster is marked to
be a wrong label by setting L(ch) to a negative value nch = −cl.
4. if one encounters one or two negative neighbor labels, the cluster labels need to
be reclassified. This is done by iteratively setting nc → −c until some L(c) > 0
is found. Having thus found the correct label indices, the process from step 3,
updating the number of cluster elements to the correct positive and/or negative
value, respectively, can be applied.
This completes the Hoshen-Kopelman algorithm.
The cluster frequency Fi for each cluster of size i is obtained by counting the number
of occurrences ni = i in the associative array L(c). The relative frequency rFi for each i
follows as
rFi =
Fi∑imax
i=1 Fi
. (4.11)
An example of a cluster size analysis of spatiotemporal colored noise is depicted in
Fig. 4.1. Both cluster size distributions show an approximate power-law behavior, with
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the maximal cluster size being limited by the finite size of the grid. The relative fre-
quency does not show any maximum as a function of the cluster size, indicating that
there is no preferred intermediate spatial scale, as expected. Assuming a scaling law
of the relative frequency ∝ n−γ, one can then calculate the slope γ. A shallow slope im-
plies a system exhibiting large, coherent clusters, whereas a steep slope, γ large, hints
at small, fragmented patterns. This behavior clearly reproduced in Fig. 4.1, with γ ≈ 2
and γ ≈ 1 for λ = 1 and λ = 3, respectively.
In cases, when it becomes difficult to assume a fitting function to the cluster size distri-
bution, one can use the ‘center of mass’ (CoM) of the distribution as a measure for the
tendency of the system. This is a measure for the tendency of the system to form either
large, coherent or fragmented clusters for a large and small CoM, respectively, and is
defined as follows
CoMi =
imax∑
i=1
rFi ∗ i, (4.12)
where rFi denotes the relative frequency of clusters of size i, respectively.
4.4 Surrogate Data Tests
Before studying the noise-induced structures, we apply these tools to a surrogate data
test by using noise generated as described in Sec. 2. Figures 4.2a and 4.2b show the
time averaged auto-covariance S and the mutual information I for various spatial cor-
relations as a function of the noise strength σ2 and the temporal noise color.
Being measures for spatial coherence, both S and I increase with λ without showing
any dependence on τ, as it should be. The normalization of S yields this quantity in-
dependent of the noise intensity. S saturates for λ ≈ 2, i.e. no further increase can be
observed at higher spatial noise correlation. The state space discretization used for I
on the other hand, induces another threshold for the noise intensity (σ2 ≈ 0.1), below
which I remains zero for all noise parameters, and above which the mutual informa-
tion rises to a maximal value that is determined by λ. Consequently, the above analysis
tools are capable of sorting out spatial correlations, irrespectively of other noise param-
eters.
The results of applying the Hoshen-Kopelman algorithm to a spatiotemporal noise
field of increasing spatial color is depicted in Fig. 4.3. The cluster distribution shows
a clear trend towards the forming of large clusters with increasing spatial noise color,
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Figure 4.2: The auto-covariance S (a) and the mutual information I (b) of spatiotemporal exponentially
correlated noise as a function of the noise intensity σ2 and its temporal correlation denoted by τ. The
spatial correlation λ varies in (a) and (b) from (1) λ = 0.1, (2) λ = 0.3 , (3) λ = 0.5, (4) λ = 1.0 to (5)
λ = 5.0. An integration time of T = 700 t.u. with a sampling rate of 14t.u.−1 was used. Four realizations
of the noise have been performed, each time using a different set of random numbers. Other parameters:
σ2 = 1.0, N = 64, uth = 0.7.
irrespective of the type of noise used. The long-ranged noise-cluster distributions scale
with a power-law of the form ∝ i−γ. In (b) one has γlong ≈ 1.9. The short-ranged noise in
(a), on the other hand, shows a more complex scaling behavior. It behaves like a power-
law up to n = 100 with a characteristic exponent γshort ≈ 1.4, but obeys an exponential
decay for larger cluster sizes. Moreover, the characteristic exponent is not universal as
in the power-law case, as can be seen for λ = 5 in (a). The deviation from the power-
laws is caused by two effects. The spatial noise correlation induces an intrinsic length
scale ln in the system of size L. If ln ≤ L, large clusters, spanning the whole system, are
very unlikely to exist. Thus, the relative frequency of the cluster distribution falls off
below the optimal power-law (e.g. for λ = [0.1,0.5] and β = [0.1,0.5] in Fig. 4.3a and b,
respectively).
Large spatial correlations ln ≥ L favor the synchronization of all noise field elements,
which shows in the disproportionate frequency of large clusters for λ = 5.0 and β = 1.9.
It is then that the cluster size analysis distinguishes the different noise types. Short-
ranged noise exhibits a decrease in the frequency of small clusters owing to the noise-
smoothing effect of λ and resulting in a decrease of small clusters. The spatial power-
law noise field, on the other hand, is rough even for large spatial noise color due to
its self-similar properties. (compare Figs. 2.8 and 2.7, respectively). Thus, an increase
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Figure 4.3: Cluster size distribution of spatially colored noise. (a) Exponentially correlated noise λ
increases from bottom left to top right along λ+: λ = [0.1,0.5,1.0,5.0]. (b) Power-law noise. The exponent
β increases from bottom left to top right along β+: β = [0.1,0.5,1.0,1.5,1.9]. The variation of the noise
strength or temporal correlation has no effect on the cluster size distribution. Other parameters: σ2 = 1.0,
N = 64, uth = 0.0.
of β affects the distribution of large clusters, only. The cluster distribution for small n
remains unaffected. Hence, the exponent γlong remains unchanged.
Finally, we want to point out the possible application of these analysis tools to real ex-
perimental, spatiotemporal data [Busch & Hütt 2004]. A major difference between real
spatiotemporal data sets and ‘data’ obtained from theoretical model systems, as in our
case, is the existence of canonical scales in space and time in the image sequences of
the model systems. The spatial and temporal resolution of the experimental data usu-
ally is (or should be) much higher than the typical length and time scales present in
the system itself and, therefore, nearest-neighbor considerations might not be immedi-
ately applicable. In practice it is necessary to scale the spatial data points before using
such tools [Jähne 1997]. On the other hand, a lot can be learned about the length scales
present in the experimental data, when one, in principle, knows what behavior of the
observables one can expect. Then the scale-dependence of these observables can help
extract characteristic scales of different contributions to the dynamics, even if some of
them are masked by measurement noise or more than one length scale is present in the
system.
5 Single System Under the Inuence
of Temporally Colored Noise
It is instructive to examine the behavior of a single system subject to temporally col-
ored noise (Du = 0), before dealing with noise-induced pattern formation in spatially
extended active media. The influence of stochastic forcing, both for short- and long-
range correlated noise is investigated in the excitable and the oscillatory regimes of a
FitzHugh-Nagumo (FHN) system. Special interest is on the comparison between the
numerical results and the predictions from the linear response theory developed in
Chapter 3.
5.1 Excitable Dynamics
The excitable regime possesses a globally attractive, yet excitable fixed point. Without
forcing, the system remains at rest. A stochastic or deterministic forcing of sufficient
strength can induce singular oscillations, i.e. the system emits a pulse or spike before
again returning to its rest state. In the following, we will use a value of b = 0.25
[Eq. (3.7)], which yields the system in an excitable dynamical regime, sufficiently below
the Hopf-bifurcation at b ≈ 0.263.
The noise-induced spike trains are in fact noisy precursors of the limit cycle regime.
Hence the stochastic forcing causes a new, noise-activated time scale to enter the sys-
tem, the mean excitation time < T > between oscillation events Ti, also called inter-
spike interval (ISI). One expects its value and statistical properties to depend strongly
on the characteristics of the external stochastic driver. Consequently, there will be an
interplay between these noise-controlled and the inherent system time scales, such as
the length of the recovery phase or the activation time.
Indeed, it has been shown that there exists an optimal noise strength for which the
spike train becomes most regular [Lee et al. 1998; Massanés & Vicente 1999; Pikovsky &
Kurths 1997]. This phenomenon has been called autonomous stochastic or coherence
resonance (CR). It occurs, when the activation threshold of the system is small with
respect to the noise level, whereas the impact of the noise on the spike shape is not yet
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relevant. An analytical approach towards CR using white noise has been proposed by
[Lindner & Schimansky-Geier 1999], who related this phenomenon to the escape rates
from the respective potentials in the bistable limit of the FHN system for ²→ 0. Yet we
know of no investigation on coherence resonance with respect to temporally colored
noise.
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Figure 5.1: Typical noise-induced spike trains of a FHN system subject to 1/ f α-noise. α increases from
top to bottom (a) α = 0.5, (b) α = 1.0, (c) α = 1.5. The noise strength increases from left to right:
σ2 = [0.0001, 0.001, 0.01, 0.5], respectively. Parameters: (²,a,r,γ,b,Du) = (0.005,0.5,1.0,1.0,0.25,0.0).
The phenomenon of coherence resonance is depicted in Fig. 5.1. The simulations show
time series of the fast activator variable u for increasing noise variance σ2 (columns
from left to right) and temporal noise color α (rows from top to bottom). Spike tim-
ings vary substantially for small noise strength, but they show a regular behavior for
moderate noise intensities (second and third columns in Fig. 5.1(a) and (b), respec-
tively). Spiking events become the most frequent at large noise amplitudes, but then
again the inter-spike intervals are more irregular with the spike trains governed by the
noise statistics. The dependence of CR on the temporal correlation parameter, here α
in the case of power-law noise, can already be apprehended from Fig. 5.1. For a given
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noise intensity, the number of spiking events is greatest at an moderate α = 1.0 (middle
row). The finite noise strength for which coherence resonance is optimal, σ2opt, is thus
minimal at intermediate temporal noise color. Moreover, large temporal noise corre-
lations induce periods of quiescent and oscillating intervals, because the noise drives
the system away from its stable fixed point in a systematic way as can be seen at the
beginning of the last time series in Fig. 5.1c.
Various measures exist to extract the fingerprint of CR from time series as the ones
above [Lindner et al. 2004]. In the following, we use the normalized inter-spike interval
variance R defined as [Pikovsky & Kurths 1997]
R =
√
VAR(T)
< T >
, (5.1)
where < T > and VAR(T) denote the first two cumulants of the mean inter-spike inter-
val with
< T >= lim
N→∞
1
N
N∑
i=1
Ti. (5.2)
Poissonian sequences, i.e. sequences of independent, singular excitations, render R =
1. The variance R vanishes for strictly periodic signals and increases with the irregu-
larity of spiking events. Therefore, R > 1 can be attributed to excursions governed by
the properties of the noise themselves, whereas a inter-spike interval variance R < 1
can be interpreted as a motion along a noisy precursors of a LC oscillation.
In the following we investigate the influence of temporally colored noise on the phe-
nomenon of coherence resonance, where we distinguish between short-range expo-
nentially correlated and long-range correlated, power-law noise.
5.1.1 Exponentially Correlated Noise
The influence of short-ranged exponentially correlated noise on the coherence reso-
nance with changing correlation parameter τ is depicted in Fig. 5.2. For small noise
intensities, when no spiking events occur, R is zero. With increasing σ2, the ISI vari-
ance quickly rises to a local maximum, when spiking events are still rare, and the
interval timings thus vary substantially. R is locally minimized at a moderate noise
strength, hinting at regular emission of spikes. Large noise destroys the regularity of
the pulsing, and thus R increases again.
It is interesting to note the different effects of noise color on the CR behavior. The
previous visual impression from Fig. 5.1 is confirmed by the analysis of R. σ2opt shows
a non-monotonous dependence on τ, with the optimal noise strength and the inter-
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Figure 5.2: Stochastic coherence for a single FHN system subject to additive, exponentially correlated
noise. (a) Contour plot of the interspike-interval variance R as a function of the noise intensity σ2 and
temporal noise color τ. (b) Cross sections of the contour plot in (a). Solid line: τ = 0.001, dotted line:
τ = 0.01, thin dashed line: τ = 0.1, thick dashed line: τ = 1.0, dash-dotted line: τ = 10.0. Data points
have been obtained averaging of 10 runs, each of length 218 integration steps. Error bars denote standard
deviation.
spike interval variance R being minimal around τ ≈ 0.1. Moreover, the optimal noise
strength for CR becomes less localized as the local minimum of R broadens around
this particular noise color. Secondly, the effect of coherence resonance vanishes for
highly correlated noise. The local minimum in R, the fingerprint of CR, vanishes for
large temporal noise correlations (cf. Fig. 5.2b for τ = 10.0), when τ is in the order
of the limit cycle duration. Then, the noise induces a systematic effect on the fixed
point and the assumption the noise being stationary, i.e. < ζ(t) >= 0, does not hold
on this time scale. As a consequence, there is a systematic driving of the excitable
system across the bifurcation point either into the limit cycle or the fixed point regime.
This interpretation is supported by the fact that R > 1 for these values of τ. One can
therefore conclude that the output dynamics are determined by the noise and not by
excitable the characteristics of the FHN system anymore.
The above findings can be qualitatively explained from the linear response analysis.
Defining a damping factor from the frequency response of the linearized model as Dh =
h0/h(τ), which is the inverse of the amplification defined in Eq. (3.24), one observes a
good agreement of Dh with the numerically obtained R in Fig. 5.4a. Both R and Dh are
minimal for τ = 0.1. The functions diverge for large noise color, when the notion of CR
breaks down.
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5.1.2 Power-law Noise
The effect of coherence resonance is also robust with respect to temporal power-law
noise, as can be seen from Fig. 5.3. Nevertheless, the change of σ2opt with varying noise
color parameter α is different. σ2opt is shifted towards smaller noise levels with increas-
ing temporal noise correlation, but, contrary to the previous case, the local minimum
does not broaden with α and remains well localized instead. The reason for this is
most probably the smoothing effect of τ on the noise trajectory of OU-noise, whereas
a power-law time series remains rough for any value of α (cf. Fig. 2.3). The smoothing
effect then counteracts the increasing disorder at higher noise levels giving rise to the
broadening effect in Fig. 5.2.
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Figure 5.3: Stochastic coherence for a single FHN system subject to additive power-law noise. (a)
Contour plot of the interspike-interval variance R as a function of the noise intensity σ2 and temporal
noise color denoted by the characteristic exponent α. (b) Cross sections of the contour plot in (a). Solid
line: α = 0.0, dotted line: α = 0.5, dash-dotted line: α = 1.0, narrow dotted line: α = 1.5, dashed line:
α = 1.9. Data points have been obtained averaging of 10 runs, each of length 218 integration steps. Error
bars denote standard deviation.
Whereas the CR behavior is symmetric around τ = 0.1 for the short-range correlated
noise, the phenomenon of CR starts to disappear for values of α > 1.0. R assumes val-
ues larger than 1, which hints at the dynamics now being completely noise dominated,
as previously noted in Fig. 5.1(c) for α = 1.5. Strictly speaking, the phenomenon of
coherence resonance is defined for stationary noise, only, and should thus disappear
immediately for any α > 1, when the power-law noise becomes non-stationary. But be-
cause of the finite length of the time series in the numerical simulations, this transition
is washed out and delayed, but it is nevertheless sharper as compared to the previous
OU-noise case.
The damping function Dh = h0/h(α) shows very good agreement with the numerical re-
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sults, both qualitatively and quantitatively, reproducing the minimum for σ2opt around
α = 1.0. The simulations and the analysis diverge for larger α due to the breakdown
of CR as described above, which is not accounted for in the analytical calculation of Dh.
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Figure 5.4: The location of the optimal noise variances σ2opt for CR as a function of the temporal noise
color for (a) Ornstein-Uhlenbeck noise and (b) power-law noise. The dashed lines denote the logarithm
of the analytically obtained damping factor h0/h(τ) and h0/h(α).
Summarizing, we investigated the influence of temporal noise color on the coherence
resonance in a single FitzHugh-Nagumo system. The effect of moderate noise inducing
regular spike trains is robust with respect to small and intermediate noise color. There
exists a finite noise correlation length, which optimizes CR with respect to the noise
level and the absolute value of R as compared to white noise. Indeed, in the case of
Ornstein-Uhlenbeck noise, R is minimized at τ = 0.1. Hence, moderate noise color is
also beneficial to the regularity of the spike trains. Large noise color finally destroys
the excitability condition and thus the occurrence of Coherence Resonance.
The location of σ2opt is well reproduced by the damping function obtained from the lin-
earized model. Discrepancies are found for large noise colors, especially in the case of
the power-law noise, where the assumptions of an excitable system is no longer valid
due to the non-stationarity of the noise. Lastly, we should mention the apparent quan-
titative disagreement between analysis and simulations in the OU-noise case, which
is due to the definition of the noise variance (cf. Sec. 2.2.1) that does not lead to the
mathematically correct white noise limit, as in the case of 1/ f α noise.
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5.2 Limit Cycle Dynamics
The FitzHugh-Nagumo model has an unstable fixed point in the range 0.263 < b <
0.738, born out of a Hopf bifurcation, in which the dynamics become oscillatory [Eq.
(3.7)]. In this section, we set b = 0.5 and the system thus exhibits limit cycle oscilla-
tions. The angular speed of the oscillations strongly depends on the phase, because
of the time scale separation parameter ². During one revolution, the oscillator quickly
transverses the areas between the stable branches of the cubic null cline, while staying
longer in the areas close to the f (u,v) null cline, where f (u,v) − v ≈ 0.
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Figure 5.5: The phase-space density of a single FHN oscillator (Du = 0) driven by additive noise. The
temporal noise color τ increases from (a) τ = 0.001 via (b) τ = 0.01, (c) τ = 0.1 to (d) τ = 5.0 while
keeping the noise variance fixed at σ2 = 0.1. The density has been obtained by dividing the maximally
spanned phase space into intervals of size ∆x = 0.02 for both spatial directions. The solid and dotted
lines denote the deterministic limit cycle and the null clines, respectively.
The behavior of the FitzHugh-Nagumo oscillator under the influence of a stochastic
forcing with changing noise color is clearly visible from the phase space density plots
in Fig. 5.5. The accumulated residence times are grey-scale coded with darker colors
corresponding to longer residence times. The original, unperturbed oscillation trajec-
tory and the null clines are marked by the solid and dotted lines, respectively. The
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phase-space density clearly shows localized trajectories close to the stable branches of
the cubic null cline. The densities are symmetric around the point (u,v) = (0.5,0), the in-
tersection of the linear and cubic null clines. The trajectories spread out with increasing
temporal noise color. Interestingly, the reaction to the temporal correlation is different
with respect to the slow and the fast variable. The fast activator u becomes most delo-
calized at some intermediate noise color, whereas the spread of the slow inhibitor v in
phase space shows a monotonous increase with the temporal noise correlation. As a
consequence, the phase space density changes from a dumb-bell shape in Fig. 5.5c into
a quenched state along the u-axis in Fig. 5.5d.
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Figure 5.6: The average variance σ2u,v of LC time series of a single FHN oscillator as a function of
temporal noise color at constant noise strength. The variances of the u- and v-variable are denoted
by the thick solid and dashed line, respectively. The outer axis denote the relative amplification for
the variables u: hu(at)/hu0 (thin, grey, solid line) [Eq. (3.24)] and v: hv(at)/hv0 (thin, grey, dashed line)
[Eq. (5.5)] (a) Ornstein-Uhlenbeck noise (at = τ). (b) Power-law noise (at = λ). The variances of the u-
and v variable are denoted by the solid and dotted line, respectively. The numerical data points have
been obtained by averaging over four runs, each of length T = 819.2t.u.. Error bars denote the standard
deviation. Other parameters: b = 0.5, σ2 = 0.1.
The phase-space spread is quantified by the separate numerical calculation of the nor-
malized variance σ2u,v of the u- and the v-variable. The variance shows a monotonous
behavior for v and a maximum for u around τ ≈ 0.1 and α ≈ 1.3 for the Ornstein-
Uhlenbeck (Fig. 5.6a) and power-law noise (Fig. 5.6b), respectively. Also note the dif-
ferent absolute values of the variances. The 1/ f α noise seems to have a much greater
overall impact on the limit cycle distortion than the exponentially correlated noise. The
results confirm the visual impression of the phase-space quenching at high noise color
on account of the strong increase of the variance of the inhibitor and the simultaneous
decrease of σ2u
Interestingly, the numerical results are in good agreement with the relative amplifica-
tion factor obtained from the linear oscillator model (solid grey lines in Fig. 5.6). The
maxima of the relative amplification and the variance σ2u coincide in the case of power-
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law noise (Fig. 5.6b), and are in good agreement in the case of Ornstein-Uhlenbeck
noise (Fig. 5.6a). The disagreement of the results is, once more, caused by the defini-
tion of the noise not leading to the correct white noise limit.
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Figure 5.7: The LC frequency of the single FHN oscillator as a function of the time-scale parameter
² and the recovery variable strength r. The frequency has been determined by Fourier transforming a
time series of length T = 819.2t.u.. Other parameters: a = 0.5, b = 0.5.
The amplification factor hv(at) of the slow variable v is calculated as follows. Starting
from the Laplace-transformed linearized model of the FHN system [Eq. (3.17)] in the
absence of spatial coupling Du = 0, the transfer function from the stochastic input N(s)
to the slow variable V(s) and its corresponding squared frequency gain now become
χζv(s) =
V(s)
N(s)
=
1
²s2 + s(² +m) +m + r
(5.3)
|χζv(iω)|2 = 1
²2ω4 + ω2(²2 − 2²r +m2) + (m + r)2 . (5.4)
Finally, one obtains for the amplification factors hv(at) (cf. Sec. 3.2) with the squared
frequency gain |χζv(iω)|2 now defined by Eq. (5.4)
hv(at) =
∫ ωh
ωl
Sζ(ω)|χζv(iω)|2dω∫ ωh
ωl
Sζ(ω)dω
, (5.5)
where at denotes temporal correlation parameters, and Sζ(2pik,ω) is substituted by the
particular power spectral density of the noise.
The monotonous behavior and the functional form of σ2v as a function of increasing
noise color are rendered by both the numerical results as well as by the relative am-
plification hv(at)/hv0(dotted grey lines in Fig. 5.6). In the case of power-law noise, we
observe a systematic deviation of hv(at)/hv0 and σ2u,v, indicating that the linear response
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analysis reaches its limits for large temporal noise color.
Strictly speaking, the linear response analysis cannot be applied to an oscillatory sys-
tem. On the other hand, it has been shown that the sensibility of the limit cycle towards
fluctuations changes along the trajectory during one revolution [Kurrer & Schulten
1991]. The limit cycle is the most sensitive towards external forcing while moving
slowly along the stable branches of the cubic null cline. For this reason the linear re-
sponse analysis agrees on the behavior of σ2u,v with respect to the temporal noise color
τ in a similar way as in the excitable case of the previous section.
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Figure 5.8: The output variance of a single FHN oscillator as a function of the temporal noise color τ
and varying recovery variable strength r in (a) for ² = 0.005 and varying time-scale separation parameter
² in (b) r = 1.0. The solid lines denote the amplification maxima from the linear response analysis for
the respective parameters. σ2 = 0.1
This conjecture is supported by the change of σ2u,v with respect to the system parameters
² and r. Both parameters have a considerable impact on the limit cycle frequency ωLC,
as shown in Fig. 5.7. In the case of r → 0, this is caused by stretching the cubic null
cline along the v-axis (v = u(u − a)(1 − u)r−1), whereas ²→ 0 minimizes the jump times
between the stable branches of the cubic null cline.
Fig. 5.8 compares the results from the change of the oscillator output variance with
varying limit cycle frequency with increasing parameters r and ². The interplay of the
temporal noise color and the intrinsic limit cycle frequency are clearly visible. The
maxima of the variance shift towards larger τ for decreasing limit cycle frequency, as
expected and predicted from the linear response analysis.
In conclusion, we have shown that the variance of limit cycle oscillations of a FitzHugh-
Nagumo oscillator depends on the correlation time of the external stochastic driver.
The susceptibility of the limit cycle is greatest during the phases of slow motion close
to the stable branches of the cubic null clines, which gives rise to an interplay of the
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different time scales of the noise, the activator and the inhibitor variables. This phase-
dependent sensibility of the limit cycles is used to explain the above findings in terms
of a frequency response analysis.
6 Pattern Formation Under the
Inuence of Spatiotemporal Noise
This chapter presents numerical simulations on the influence of additive spatiotempo-
ral noise on pattern formation in active media. It is shown that a network of coupled
excitable FitzHugh-Nagumo systems is capable of rectifying external fluctuations into
ordered patterns (Secs. 6.1 and 6.2), supporting the propagation of excitation waves
with the help of the external stochastic forcing field alone (Sec. 6.1). Section 6.3 investi-
gates the synchronization behavior of an oscillatory medium with respect to spatiotem-
poral stochastic forcing. The numerical simulations are compared with the results from
the linear response analysis in both space and time.
6.1 Noise-Induced Pattern Formation in a
Sub-Excitable Medium
The sub-excitable regime of a spatially extended system is characterized by a threshold
distance that is sufficiently high such that waves cannot be sustained in the absence of
fluctuations (cf. Sec. 3.1).
The difference between the sub-excitable and the excitable regime becomes obvious
from Fig. 6.1, showing the (2 + 1)-dimensional surface plots of a typical time series. In
(a) the bifurcation parameter b = 0.21 is chosen such that the system exists in the sub-
excitable regime. Once the stochastic driving of the system is switched off, all clusters,
irrespective of their size, die out shortly thereafter. The situation is quite different
in (b). There, the system evolves within the excitable dynamical regime (b = 0.24).
Turning off the noise results in two effects: small clusters within the system die out.
Moreover, clusters of sufficient size mature into full spiral waves, moving through the
system indefinitely.
A numerical investigation confirms the existence of a sub-excitable/excitable phase
transition. Fig. 6.2 depicts the cluster distribution in the system for increasing excitabil-
ity at constant noise level. First note how the overall number of clusters increases from
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Figure 6.1: Space-time surface plots of spatiotemporal patterns in a (2 + 1)-dimensional network of
FitzHugh-Nagumo systems. The spatial grid points are denoted by the i and j coordinates ( j-axis not
shown). (a) sub-excitable regime b = 0.21 (b) excitable regime b = 0.24. N = 64, Du = 0.2. For other
parameters cf. Sec. 3.1.1.
(a–d). This is due to the higher probability of local initiation and spread of waves as
a consequence of the change in excitability with b. Plotting the centers of mass of the
cluster distributions [Eq. 4.12] as a function of the bifurcation parameter (Fig. 6.2f), we
observe a change in the slope around b = 0.217, indicating a sudden change in the size
of spatial patterns. This finding is confirmed by the mutual information I in Fig. 6.2e.
I increases rapidly for b > 0.217, which hints that the system develops patterns span-
ning the whole system. Below b = 0.217, nearest neighbor dynamics contain a greater
stochastic component and I thus remains small.
In the following, we set b = 0.21, which ensures that we are fully within the sub-
excitable dynamical regime and all patterns observed are purely noise-induced and
noise-sustained.
Research on noise-induced pattern formation in sub-excitable media started almost
a decade ago with the works of [Jung & Mayer-Kress 1995a], investigating so-called
thermal waves in an excitable cellular automaton under the influence of additive, spa-
tiotemporal white noise. The existence of thermal waves has been confirmed experi-
mentally in calcium-release waves of astrocyte cell slices [Jung et al. 1998b].
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Figure 6.2: Numerical analysis of the noisy sub-excitable/excitable phase transition regime in a (2 +
1)-dimensional network of FitzHugh-Nagumo systems. (a–d) Cluster size distributions for increasing
bifurcation parameter b. (a) b = 0.205, (b) b = 0.21, (c) c = 0.215, (d) b = 0.25. (e) The mutual information
I and (f) the center of mass of the cluster size distributions as a function of the bifurcation parameter
b. The thin solid lines in (e. f ) represent the linear approximation of the slopes before and after the
bifurcation. N = 64, σ2 = 0.001, τ = 0.01, λ = 0.01, uth = 0.7. For other parameters cf. Sec. 3.1.1.
So far, most numerical and theoretical research on noise-induced pattern formation
have focused on parametric stochastic forcing for two reasons. Most experimental ac-
cess to this phenomenon is gained through the study of the light-sensitive BZ reaction
[Kádár et al. 1998], whose successful modeling equations, the Oregonator, include the
noise multiplicatively through the fluctuating light intensity [Alonso et al. 2001]. Other
examples are pulsating patterns in an activator-inhibitor system [Hempel et al. 1999],
the life-time enhancement of scroll-rings in three dimensional media [Alonso et al.
2002] or the excitation of thermal waves in the Barkley system [Wang et al. 1999]. Mul-
tiplicative noise is easy to handle analytically with the help of the Norikov theorem (cf.
Sec. 3.3.2), which allows the replacement of the stochastic equations with their effective
deterministic counterparts.
Investigations on the influence of additive noise in spatiotemporal systems are rare.
Examples include the formation of thermal waves in a sub-excitable medium in two
[Jung & Mayer-Kress 1995a] and three dimensions [Zhou & Jung 2000], the propaga-
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tion of planar waves in a sub-excitable system with nearest-neighbor inhibitory cou-
pling [Busch & Kaiser 2000] or the pattern formation in the sub-excitable regime of the
Barkley system [Busch & Kaiser 2003]
The constructive roles of multiplicative and additive noise for pattern formation in spa-
tially extended systems have different causes. Multiplicative noise changes the shape
of the null clines [García-Ojalvo et al. 2001] and hence gives rise to a systematic con-
tribution to the average dynamics of the system. The resulting, effective equations
then render the system in the excitable dynamical regime, wherein the formation of
self-regenerating patterns is possible.
The role of additive noise in pattern formation in sub-excitable media, on which we
focus in this chapter, is different. Noise introduces a non-zero probability of each el-
ement in the medium to become excited. Similar to the phenomenon of coherence
resonance from the previous chapter, noise therefore spreads out, and thus anticipates,
the boundary between the excitable and sub-excitable regime.
Wave-nucleation and spread in sub-excitable media subject to additive fluctuations de-
velop from the accumulation of favorable noise perturbations. Once a wave is nucle-
ated, it supports its propagation into regions of high, noise-induced excitation. Using
this argument, it becomes clear that the probability of cells adjacent to a local excitation
site to be in favorable excited state strongly depends on the noise level of the stochastic
driving. The role of noise is thus twofold: it both initiates wave patterns and it induces
wave fragmentation. Therefore, we expect a non-monotonous behavior of pattern for-
mation with respect to the noise level, a phenomenon called Spatiotemporal Stochastic
Resonance (STSR).
It has been shown that spiral waves, one of the generic patterns in excitable media,
are resonant with respect to spatiotemporal forcing. Periodic modulation of the pa-
rameters or the excitability in time or space gives rise to resonant behavior in form
of an entrainment with respect to the external driving frequency [Petrov et al. 1997;
Steinbock et al. 1993]. Using this reasoning, we should therefore expect an influence of
the noise color on the pattern forming process as well, especially, if the power spectral
density of the noise favors some intrinsic frequencies of the deterministic system, in
analogy to a frequency-locked, sub-harmonic external driving force.
6.1.1 Spatiotemporal Exponentially Correlated Noise
In this section, we investigate the dependence of STSR on spatiotemporal, colored
noise having exponentially decaying spatial and temporal correlations, which are con-
trolled by the parameters λ and τ, respectively.
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Figure 6.3: Snapshots of a 64×64 network of FitzHugh-Nagumo systems for increasing noise strengths
σ2 (columns) and temporal noise color τ (rows). The spatial noise color increases from (a) λ = 0.1 to
(b)λ = 1.0 and (c) λ = 5.0. Du = 0.2. Other parameters: (²,a,r,γ,b) = (0.005,0.5,1.0,1.0,0.21), N = 64.
The influence of additive noise on a network of coupled FitzHugh-Nagumo systems
is depicted in Fig. 6.3 for increasing noise intensity σ2 and spatiotemporal color. First
note, that the system exhibits the signature of STSR. In the absence of noise, the net-
work remains quiescent and all initial perturbations die out. Large noise levels re-
sult in small irregular and incoherent patches of excitation, whereas a moderate noise
intensity induces large, coherence patterns, like fractured spiral or target waves (cf.
Fig. 6.3(a) for τ = 0.1). Defining the noise level that optimizes STSR as σ2opt, one ob-
serves a non-monotonous behavior of σ2opt on the temporal noise color τ. σ2opt is always
minimized around τ ≈ 0.1. An increase of the spatial noise color λ results in a shift of
σ2opt towards smaller noise levels as well as a change in the shape of the noise-induced
patterns. This is seen from Fig. 6.3c, where the generic excitable pattern types of spiral
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and target waves cease to exist at large noise intensities and the network shows large
unstructured patches of excitations instead.
It has been argued to call the phenomenon of additive-noise-induced pattern formation
in spatially extended systems an extension of the purely temporal coherence resonance,
because in the case of spatiotemporal white noise, the noise-rectifying properties of the
sub-excitable medium into ordered patterns all can be traced down to the dynamics of
the individual elements of the medium. However, this reasoning is not justified in the
case of colored noise. From further investigations of this effect below, it becomes clear
that it is also the spatial dynamics and the coupling properties that play an important
role in the pattern-forming process and the original notion of coherence resonance does
not account for this. Hence, we adhere to calling this phenomenon Spatiotemporal
Stochastic Resonance.
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Figure 6.4: Contour plots of the mutual information I for a sub-excitable network subject to spatiotem-
poral exponentially correlated noise as a function of the noise variance σ2 and the temporal noise color
τ. The spatial correlation increases from (a) λ = 0.1 via (b) λ = 0.5, (c) λ = 0.7, (d) λ = 1.0, (e) λ = 1.5 to
(f) λ = 5.0. Data points have been obtained by averaging over 8 runs, each time using a different noise
realization. The integration time was T = 65.36t.u.. N = 64, Du = 0.2. For other parameters cf. Fig. 6.3.
In the following, we present a systematic investigation of the effect of noise color on
pattern formation using the mutual information I [Eq. (4.9)]. In this section, we leave
out an explicit discussion of the auto-covariance S [Eq. (4.1)], because it gives the same
qualitative results as I.
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Figures. 6.4 and 6.5 elucidate the influence of spatiotemporal colored noise on pat-
tern formation. They show the averaged mutual information I as a function of both
spatiotemporal correlation parameters τ and λ, respectively. The results confirm the
previous visual impressions from the snapshots. The fingerprint of STSR is clearly de-
tected by the mutual information showing a maximum at an intermediate noise level.
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Figure 6.5: Contour plots of the mutual information I for a sub-excitable network subject to spatiotem-
poral exponentially correlated noise as a function of the noise variance σ2 and the spatial noise color λ.
The temporal correlation increases from (a) τ = 0.001 via (b) τ = 0.005, (c) τ = 0.01, (d) τ = 0.1, (e) τ = 1.0
to (f) τ = 5.0. Data points have been obtained by averaging over 8 runs, each time using a different noise
realization. The integration time was T = 65.36t.u.. N = 64, Du = 0.2. For other parameters cf. Fig. 6.3.
Moreover, there exists a finite temporal noise color τ = 0.1 for which σ2opt is minimal, so
that the contours of the mutual information obtain a boomerang-like shape. This be-
havior is understood from the band-pass frequency characteristics of the single FHN
system with respect to the noise. The probability for wave initiation due to local excita-
tions is directly proportional to the systems’ energy uptake capabilities of the stochastic
forcing. From the linear response analysis (Sec. 3.2), one observes that this uptake is
best for a moderate temporal correlation around τ = 0.1. Consequently, the effect of
STSR in this particular system is optimized by an intermediate temporal noise color as
well.
There are two competing effects on σ2opt with respect to the spatial noise color λ. The
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Figure 6.6: Contour plots of the mutual information I as a function of the noise variance σ2 and the
temporal noise color τ at some intermediate spatial noise color λ = 0.7. The diffusive coupling strength
increases from (a) Du = 0.1 via (b) Du = 0.2, (c) Du = 0.3, (d) Du = 0.5, (e) Du = 0.7 to (f) Du = 0.9. Data
points have been obtained by averaging over 8 runs, each time using a different noise realization. The
integration time was T = 65.36t.u.. N = 64. For other parameters cf. Fig. 6.3.
overall mutual information increases with λ, and thus σ2opt is shifted towards smaller
noise levels. In addition, a second peak appears at large noise strengths for λ > 1.0,
which quickly overlays the original peak in I (cf. Fig. 6.4d–f). This second maximum
is caused by the global noise field superposing the excitable dynamics thus giving rise
to large spatial synchronization, observable e.g. from the patchiness of the network in
Fig. 6.3c for τ = 0.1.
The effect of varying the spatial noise correlation λ is elucidated in Fig. 6.5. The net-
work functions as a low-pass spatial frequency filter with respect to the spatially col-
ored noise. The resulting relative amplification factor [Eq. (3.24)] increases the strongest
in the range between 0.1 ≤ λ ≤ 1.0. This is also the noise region, in which one observes
the greatest shift of σ2opt towards smaller noise levels, as expected from the analysis
of Eq. (3.24) for exponentially correlated noise. Surprisingly, the mutual information
is maximized for large noise levels and long spatial correlations, a parameter region
which is actually expected to be detrimental to the occurrence of STSR. Here, the high
values of I indicate a dynamical behavior of the system that is governed by the far-
reaching spatial correlations of the stochastic forcing field instead, such that the local
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Figure 6.7: Contour plots of the mutual information I as a function of the noise variance σ2 and the
temporal noise color τ at Du = 0.5. The spatial noise color increases from (a) λ = 0.0 via (b) λ = 0.5 to (c)
λ = 1.0. For parameters cf. Fig. 6.6.
excitable dynamics play a subordinate role, only and the occurrence of STSR breaks
down.
Furthermore, the impact of increasing the temporal noise color in Fig. 6.5a–f is seen in
a non-monotonous shift of the contours with τ, according to the discussion from the
previous paragraph, but the overall shape of the mutual information contours remains
conserved.
There are two noticeable effects stemming from a variation of the diffusion coupling
strength (Figs. 6.6a–f). Naturally, spatial coupling has a smoothing effect of the whole
network, therefore decreasing the probability of local excitations, and in turn the oc-
currence of wave nucleation. The most noticeable effect from increasing Du is hence a
global shift of σ2opt towards larger noise levels, whereas the functional dependence of I
on τ remains unaffected.
Moreover, a second peak at high noise levels appears with Du, which is present only
in the case of spatially correlated noise, as can be seen from Figs. 6.7a–c for increasing
λ. This other maximum is thus a result of the combined effect of the spatial noise color
and the coupling. It occurs in the case of noise-dominated dynamics, when the spatial
correlation of the noise field is optimally translated into spatial excitation patterns of
the underlying network, i.e. forming large, coherent patches of excited and quiescent
systems. This noise-induced synchronization becomes lost again with increasing noise
intensity.
In order to compare the previous results with the analytically obtained amplification
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Figure 6.8: The relative shift σ2rel of the noise level for optimal spatiotemporal Stochastic Resonance σ
2
opt
as a function of spatiotemporal noise color. (a) σ2rel as a function of both temporal (τ) and spatial (λ) noise
color. (b–c) Cross sections of the surface plot in (a). The analytical results of h(τ,λ)/h0 [cf. Eq. (3.24)] are
marked by the thin, solid lines with the diamond symbols. (b) Cross-section along the τ-axis. The spatial
noise correlation increases from λ = 0.1 (black, solid line) via λ = 0.5 (blue, · · ·−), λ = 0.9 (green, ·−)
to λ = 1.5 (red, · · ·). (c) Cross-section along the λ-axis. The temporal noise correlation increases from
τ = 0.01 (black, solid line) via τ = 0.1 (blue, · · ·−), τ = 0.5 (green, ·−) to τ = 1.0 (red, · · ·).
factor, we define a relative shift σ2rel of σ
2
opt as
σ2rel(τ,λ) =
σ2opt(τ,λ)
σ2opt(τ = 0,λ = 0)
, (6.1)
where σ2opt(τ,λ) denotes the noise level of optimal STSR for colored noise defined by
(τ,λ) and σ2opt(τ = 0,λ = 0) is the respective location of σ2opt using spatiotemporal white
noise.
We find the results in Fig. 6.8a to be in good agreement with the analytical predic-
tions from h(τ,λ)/h0 in Fig. 3.9. Both the position of the maximum with τ, as well as
the monotonous behavior of the shift with λ are well reproduced by both analyses.
In contrast to h(τ,λ)/h0, σ2rel drops to zero for all λ > 1, because the phenomenon of
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Figure 6.9: (a) The auto-covariance S of a sub-excitable network of Barkley systems [Eq. (3.10)] as a
function of the noise intensity σ2. The temporal noise color τ increases from right to left from τ = 0.01
via τ = 0.05, τ = 0.1, τ = 0.5 to τ = 1.0. Other parameters: N = 64, Du = 1.0, (²,a,b) = (0.01,1.18,0.07). (b)
The relative shift σ2rel of the noise level as a function of the temporal noise color. The numerical results
of σ2rel from (a) are denoted by the thick solid line with stars. Dashed line marked with diamonds: the
analytical, relative amplification h(τ)/h0(τ) from the linear model of the Barkley oscillator with (mb,r) =
(0.09,0.0). Colored lines: σ2rel for an sub-excitable medium consisting of FHN-oscillators [Eq. (3.8)]. The
prefactor r of the recovery variable decreases from bottom to top r = 0.8 (black, solid line) via r = 0.6
(blue, · · ·−), r = 0.4 (green, ·−) to r = 0.2 (red, · · ·). The thin, solid lines in grey, marked with diamonds
denote the analytical predictions from the linear FHN model for (mb,r) = (0.24,1.0).
STSR breaks down for large spatial noise color, as noted above. The cross-sections in
Fig. 6.8b fit qualitatively well with the amplification for all τ. The largest deviation of
the analytical from the numerical results appear at large spatial noise color, as the lin-
earized model equations neither account for the break down of STSR nor for finite-size
effects of the excitable medium at large λ. The analytical predictions therefore gener-
ally underestimate the relative shift of σ2rel as visible in Fig. 6.8c, but they are in good
agreement, apart from a scaling factor of course, with the numerical results.
It is interesting to investigate the effect of noise-induced pattern formation with respect
to a variation of r, which determines the strength of the recovery variable in Eq. (3.13).
Previous investigations on the influence of spatiotemporal colored noise on STSR in a
network of Barkley systems revealed a monotonous behavior of σ2opt on the temporal
noise color τ [Busch & Kaiser 2003], as depicted in Fig. 6.9a. The relative shift σ2rel with τ
is plotted in Fig. 6.9b. The numerical results, denoted by the solid line marked by stars,
and the analytical prediction agree qualitatively for small temporal noise correlations,
but diverge at large τ on account of the saturating behavior of the amplification factor.
This result is due to the different frequency-response behavior of the linearized Barkley
model, which shows low-pass filter characteristics, only (cf. Fig. 3.6).
