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is taken into account by the RG, and the related simulated trajectories are depicted in Fig 6 with r1(t) = r2(t) 4 ; T = 0:001 s. The slight chatter on the and torque trajectories is caused by the approximations involved in the optimization procedure described in Section IV. The results described above were obtained on a 486 DX2/66 personal computer, using Matlab 4.2 and Simulink 1.3 with embedded C code. The CPU time required by the RG to select a single (t) ranged between 7 and 18 ms.
VI. CONCLUSION
For a broad class of nonlinear continuous-time systems and input/state hard constraints, this paper has addressed the RG problem, viz. the one of filtering the desired reference trajectory in such a way that a nonlinear primal compensated control system can operate in a stable way with satisfactory tracking performance and no constraint violation. The resulting computational burden turns out to be moderate and the related operations executable with current computing hardware. Alternatively, in some applications, the trajectory generated by the RG can be computed off-line and stored for subsequent task executions. Future developments of this research will be addressed toward numerical criteria for the determination of the constraint horizon and to an independent parameterization of the components of the reference.
I. INTRODUCTION
In the absence of persistent excitation (PE), parameter convergence in adaptive feedback loops is a difficult problem. It is logical to expect that the case of "least" excitation (LE)-the regulation case with the regressor converging to zero-would be the most difficult. This case was recently approached in [8] , where it was proved that: 1) the parameter estimates converge to constant values and 2) the set of initial conditions that lead to destabilizing nonadaptive controllers is of Lebesgue measure zero. Thus, we know that both extreme cases, PE and LE, guarantee that the parameter estimates almost always converge to stabilizing values. The case of partial excitation, initially expected to be a routine extension with the same conclusion, has, for almost two years, resisted our attempts, assisted by several colleagues (see the Acknowledgment). In this paper we reveal an entirely unexpected answer: the solutions leading to destabilizing estimates can have positive measure.
As in [8] , our approach is based on exploring structures of invariant manifolds of adaptive equilibria. The general set-point regulation problem is considered with a regressor matrix of arbitrary rank at the resulting equilibrium. We focus our attention on the adaptive backstepping design with tuning functions [9] , [10] . The same results can be established for other Lyapunov-based adaptive nonlinear designs [14] , [5] , [4] , [9] , [13] . At present, it is not clear if extensions to estimation-based designs ( [12] , [10] and references therein) would be straightforward.
II. SET-POINT REGULATION USING TUNING FUNCTION DESIGN
Consider nonlinear systems transformable into the strict-feedback form _ x i = x i+1 + ' i (x 1 ; 111; x i ) T ; i = 1; 11 1;n 0 1
where 2 IR p is the vector of unknown constant parameters and the elements of F = [' 1 ; 11 1;' n ] are smooth nonlinear functions taking arguments in IR n . In this paper we consider the problem of adaptive regulation of the output y = x1 to a given set-point ys. Starting with x e 1 = y s , we solve the n equilibrium equations of (1) to get x e 1 = y s x e i = 0'i01 x e 1 ; 111; x e i01 T ; i = 2; 111; n:
In [9] , an adaptive controller was designed for (1) recursively using the expressions
i( xi;) = i01 + wizi
where x i = (x 1 ; 1 11; x i ); i = 1; 1 11;n; z 0 = 0; 0 = y s ; 0 = 0, and 0 = 0 T > 0. The control law is u = n (x;)
and the adaptive law is _ = 0 n (x;) = 0W(z;)z 
+ n01
;n 0 0 2n 111 01 0 n01;n 0c n (12) and jk (z;) = 0 @ j01 @ 0w k :
Let us denote F e = F (x e ) and r = rankfF e g. Then we have the following theorem. Theorem 2.1 [9] : The closed-loop adaptive system (10) and (11) has a globally stable equilibrium (z;) = 0. 
An important property of M is its dimension, p 0 r. Two extreme cases are as follows.
1) When r = p, i.e., dimfMg = 0; M becomes the equilibrium point z = 0; = 0. This equilibrium is globally asymptotically stable and the parameter estimate(t) converges to its true value . This is the case of PE. 2) When F e = 0, i.e., dimfMg = p; M becomes the equilibrium manifold z = 0. The asymptotic properties of(t) for this case were studied in [8] . In this case there is no guaranteed excitation. Our objective here is to study the case between the above two extreme cases, i.e., the case of partial excitation: 0 < r < p.
III. ASYMPTOTIC CONSTANCY
The first difficulty in studying asymptotic properties of adaptive controllers is to prove that the parameter estimates converge to constant values. As we noted above, the two extreme cases, r = 0 and r = p, have been resolved in [8] and [9] , respectively. The case of partial excitation, 0 < r < p, is much harder than the two extreme cases. As will become clear from the proof of the next theorem, a major challenge is to show that F T e (t) not only converges to zero, but is also an L 2 signal. 
in which we have used z 2 L 2 and w i = ' i (
combining the assumption x k 0x e k 2 L2;k = 1; 11 1;i01, it follows
Therefore, we have
On the other hand 
Combining (23) with (24), we get
If ' i ( x e i ) 6 = 0, (25) is a stable LTI system driven by an L 2 signal so that
We conclude from the above induction that x i 0 x e i 2 L 2 ; 'i( xi) 0 'i( x e i ) 2 L2; 'i( x e i ) T 2 L2; 'i( xi) T 2 L2; _ zi 2 L2;
and _ xi 2 L2 for i = 1;1 11; n. Thus
Now we finish the proof of the theorem. Let r = rankfF T e g and define P = p 2 r matrix of basis vectors of RangefFeg Q = r 2 p matrix of basis vectors of Nullf(0F e ) T g:
From Theorem 2.1, we have that F T e (t) ! 0, so P T (t) ! 0, i.e., P T (t) ! const. On the other hand, noting (8) we have
Since x 0x e 2 L 2 , we note that F (x) 0F(x e ) 2 L 2 . Recalling that z 2 L 2 and Q T 0F e = 0, we conclude from (29) that
The fact that Q] T is invertible. Thus(t) ! const.
IV. CLASSIFICATION OF EQUILIBRIA AND INVARIANT MANIFOLDS
Since each solution of the adaptive system converges to an equilibrium point on M, it is first of interest to determine which of the equilibria on M are stable and which are unstable. Let us for further notational convenience rewrite the system (10) and (11) 
where
Using Lemma A.1 in the Appendix, we can see that 1 = 0 and z = 0 imply x = x e . Thus (39) and (40) 
Since rankf(P T P ) 01=2 P T 0 1=2 0 Feg = r n and rankfNg = n for all 2 , then rankfW 1 (0; 0; 2 )g r. On the other hand, since
0 F e = 0, then W 2 (0; 0; 2 ) 0. 2) If X e 2 S u , then dimfW s loc (X e )g = 0 and dimfW u loc (X e )g = n + r.
3) If X e 2 S su , then 0 < dimfW s loc (X e )g; dimfW u loc (X e )g < n + r. 
V. STABILITY OF NONADAPTIVE CONTROLLERS
Now we address the main question of this paper: does the adaptive controller "converge" to a stabilizing nonadaptive (constant) controller?
• In the case r = p, the parameter estimates converge to the actual parameter values, so the answer to this question is affirmative.
• In the case r = 0, the answer provided in [8] was affirmative except for a set of initial conditions (z(0);(0)) of measure zero in IR n+p . It is natural to expect that in the case 0 < r < p considered here the measure of initial conditions that lead to destabilizing controllers remains zero. The fact that this is not so is the main result of this paper. In this section we show that the set of initial conditions that lead to destabilizing controllers may have positive measure.
Let us consider (10) with = 0 (which means 0 = 0) and 1 = 0. Recalling from the definition (13) that jk (z;) has 0 as a factor, in view of (12) 
The linearization of (61) Since W (0; 0) has full row rank and 6 is skew-symmetric, using
LaSalle's theorem [6] , it is easy to show that Ae in (69) is Hurwitz.
Thus, for both r = 0 and r = p, the stability properties of A e () and A l () coincide. This is not the case for 0 < r < p. 
The relationship between the stability properties of A e ( 2 ) and A l (2) is complicated, and no simple conclusions can be drawn. In fact, it is conceivable that for some; Ae(2) would be Hurwitz while A l ( 2 ) 
After the tuning functions design from Section II is applied, the resulting error system is 
and S s = f(z; 1 ; 2 ) 2 M j 2 2 (01; 2)g S su = f(z;1;2) 2 M j2 2 (2; 6:8791)g S u = f(z; 1 ; 2 ) 2 M j 2 2 (6:8791; +1)g:
In light of (79) and (80) 
Along their stable invariant manifolds, the equilibria in R su attract some solutions denoted by U su . Since R su 3 u , these solutions result in parameter estimates such that all of the eigenvalues of the linearized nonadaptive system are unstable. This is different from [8] , where no solutions could converge to such "completely destabilizing"
parameter estimates. However, U su has measure zero in IR 4 . 
I. INTRODUCTION
A standard approach to robustness analysis of linear dynamic systems is to examine the characteristic polynomial in the presence of parametric uncertainties. So far, most attention has been paid to the case of affine and multiaffine parameter dependency of the coefficients of the characteristic polynomial; see, e.g., [2] , [6] , [20] , and the references therein. However, these cases do not cover most (1) where the coefficients are depending polynomially on parameters q i ; i = 1; 1 1 1 ; l; q = (q 1 ; 1 1 1 ; q l ), i.e., for k = 0; 1 Here stability is meant in the sense of Hurwitz or asymptotical stability, i.e., we want to show that p(s; q) 6 = 0 for all s 2 C with Re s 0; q 2 Q. To avoid dropping in degree, we assume for simplicity throughout this paper that a 0 (q) > 0 for all q 2 Q.
Unfortunately, most of the methods known from literature, e.g., [4] , [5] , [14] [25] appears to be an exception. However, this algorithm seems to be not fully tested for large control problems and gives no guarantee for finding the global solution. In Example 4 in Section V, we present an example in which this algorithm fails to give the correct solution.
A possible approach is to consider the Hurwitz determinant associated with the family of polynomials, e.g., [14] , [16] . In principle, by space and time limitations this approach is restricted to problems with a moderate number of parameters and to lower degree polynomials. The first algorithm which we present in Section III adopts this approach and is based on the expansion of the Hurwitz determinant into Bernstein polynomials. This leads to a fast algorithm. Focusing on larger control problems we develop then in Section IV a second algorithm which avoids the blowing up of the problem caused by using the Hurwitz determinant. The underlying idea of the algorithm is to watch for zero crossing over the imaginary axis by inspecting the so-called value set. Here we profit again from the convex hull property of the Bernstein expansion.
The results of this paper are presented in greater detail in the report [37] which is available upon request. We note that the approach the first algorithm is based on can be applied to other stability regions as well as to matrix stability using the determinantal criteria listed in [30] , cf. [6, Ch. 17] , often at the expense of an increase of dimensionality, however. For the related problem of Schur stability and the problem of computing the stability margin see [28] .
II. BERNSTEIN EXPANSION
For compactness, we define a multi-index I as an ordered l-tupel of nonnegative integers (i 1 ; 1 1 1 ; i l ). We will use multi-indexes, e.g., to shorten power products; for x = (x1; 1 1 1 ; x l ) 2 R l we set 
