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PARAMETERIZATION OF TRANSIENT STORAGE AND NUTRIENT RETENTION IN COASTAL NEW 




University of New Hampshire, December, 2015 
 
 
Wetlands may play an important role in the removal of nutrients from river networks. In 
order to better understand this process, field observations for eight wetland-dominated reaches in 
coastal Massachusetts and New Hampshire were parameterized for transient storage and nutrient 
uptake rate constants. Transient storage was observed in all study wetlands, but the amount of 
storage and how connected the storage areas were to the wetland channel were not easily related 
to wetland physical characteristics: including wetland length, wetland width, wetland area, 
sinuosity, and length-to-width ratios, depth of the off-channel area, width of the off-channel area, 
cross-sectional area of the off-channel area, depth of the channelized area, width of the channelized 
area, cross-sectional area of the channeled area, and the relative size of the off-channel area. 
However, a range of transport parameters were obtained. Wetland-dominated reaches were 
observed to have different transport parameters than previous observations for streams including 
higher relative storage size, and lower advective velocities when compared to adjacent streams. 
Reach-scale nitrate uptake rate constants were similar to previously studied wetlands and streams. 
Finally, it was determined wetland-dominated reaches should be included in network models 
separately from channelized reaches by using different transport characteristics. 
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Urbanization increases nitrate inputs to surface waters, which can cause eutrophication and 
damage ecosystems (Caraco and Cole 1999). Fluvial wetlands, which are biologically reactive and 
have long residence times (Vidon and Hill 2001), can remove excess nitrate, thus providing an 
important ecosystem service (Wollheim et al. 2005, Rabalais et al. 2009). Flow-through wetlands 
consist of an advective channel, plus slow-flowing off-channel areas collectively termed “transient 
storage.” Wetlands with higher lateral connectivity between the wetland channel and transient 
storage are especially important because they may retain more nitrogen than wetlands that receive 
little direct stream discharge (Racchetti et al. 2011). This is because wetlands with more discharge 
typically receive a larger input of nitrate, thus they have the ability to remove more nitrogen (Scott 
et al. 2014). Additionally, nitrogen retentions in wetland-dominated river segments depend on 
discharge rates (Kearney et al. 2013). At low discharge rates, the water is confined mostly to the 
wetland channel. At higher discharges rates, the water can access the wetland platform. Current 
understanding of wetland connectivity, area and volume as functions of discharge is poor (Helton 





 The 3-D transport equation is a form of the conservation of mass equation (Socolofsky and 
Kirka 2005). It allows for advection, which is downstream movement of water, and dispersion, 
which is movement of water from the center of mass.  
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where C is concentration (ML-3), t is time (T), U is velocity (LT-1), D is the dispersion coefficient 
in the different directions (L2T-1), and x, y, z are the different directions (L). 
Typically, wetlands are represented with the 1-D transport equation (Socolofsky and Kirka 
2005) which relies on advection and dispersion in the downstream directions. The equations are 
solved using the boundary conditions at x=0, t=0, C=C0.  














RESIDENCE TIME DISTRIBUTIONS 
 
 
 Wetlands are saturated areas that have longer residence times than other water bodies 
because flows are much slower (Vidon and Hill 2004). A fluvial wetland consists of a wetland 
channel with an off-channel platform that has longer residence times than the fast-flowing wetland 
channel. A residence time distribution (RTD) can be determined for the fluvial wetland-stream 
system by measuring the time a conservative tracer takes to flow through the system (Kadlec 
1994).  When a conservative tracer is added to a system, different fractions of the tracer will enter 
the slower moving off-channel areas and will stay in the off-channel areas longer than the fraction 
of tracer that originally stayed in the wetland channel (Musner et al. 2014). A breakthrough curve 
which shows the probability of a parcel of water to move through the system can be made by 
measuring the concentration of the tracer over time at the outlet of the wetland. The RTD can be 










where RTD is the residence time distribution, Q is the discharge, C is the concentration of the 
conservative tracer, and t is time. Holland et al. (2004) found that discharge does not have a 
significant effect on the flow and volume normalized RTD of a small constructed wetland in Ohio. 
In this case, any RTD obtained for a wetland should be able to accurately represent the wetland 
throughout the year and can be used in determining the underlying hydrology within the wetland. 
Different systems exhibit different RTDs. In a well-mixed system, the RTD is expected to 
look exponential, with the highest concentrations leaving the system first and decreasing over time. 
In a plug flow approach, the RTD would look like a pulse of tracer that exits the wetland at the 
residence time. The residence time is the discharge divided by the volume of the system. For 
wetlands, neither of these RTDS are seen in the field and thus wetlands exhibit non-ideal flow 
(Wanko et al. 2010, Martinez and Wise 2003a). Since RTDs show non-ideal flow effects (Martinez 
and Wise 2003a), wetlands should not be modeled as single plug flow approach. Previously, 
wetlands have been modeled as advective systems with multiple flowpaths (Carleton 2002) and as 
transient storage systems (Briggs et al. 2009). Currently both models are being used but little work 
has been done to study how the water enters the wetlands. 
 
MULTIPLE ADVECTIVE FLOWPATHS 
 
 
 Plug flow reactors are derived from the physics of open channel flow. They represent a 
laminar flow system in which advection dominates and there is no dispersion (Kadlec 1996). When 
a tracer is instantly added to the wetland inlet, it is not seen at the wetland outlet until the residence 
time has passed. When the tracer reaches the outlet, the entire pulse of the tracer exits at the same 
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time and no more tracer is measured afterwards. Kadlec and Knight (1996) made the assumption 
that wetlands have such a low slope, that the water flowing within acts like single flowpaths. Using 
this assumption, Kadlec (2000) showed that a multiple flowpath plug flow model, in which the 
wetland is divided into multiple side-by-side flowpaths with different discharges, fitted long-term-
average water flow data for Boney marsh in Florida accurately. 
 A plug flow reactor can be thought of as an infinite number of continuously stirred tanks. 
By decreasing the number of tanks to a finite amount, we have the tanks-in-series model. The 
tanks-in-series model acts like a plug flow model, but also allows for dispersion in the flow-
direction (Socolofsky and Jirka 2005). When modeling a wetland with multiple tanks-in-series, 
the discharge is distributed into multiple flowpaths which are mixed over the cross-sectional area. 
Some of the flowpaths have slower velocities than others, allowing for water to stay in the system 
for different amounts of time. In this model, the water does not exchange between the different 
flowpaths. Figure 1 shows an example of a multiple flowpath advective system and Table 1 shows 
the equations used in the tanks-in-series models along with the assumptions made. Using an 
advection multiple flowpath model, Carleton (2007) found that the model could be fit to 




















Figure 1: A multiple advective flowpath system (top) and a transient storage system (bottom) 
have been used to model wetlands. In the advective system, channel discharge is partitioned 
into separate flowpaths. The flowpaths toward the outside of the wetland have slower 
velocities than the center of the wetland. Once in a flowpath, water cannot access the other 
flowpaths. In the transient storage system, water can either move downstream or into the 
transient storage section of the wetland. Once in the transient storage, the water has to move 






Wetlands can be modeled as transient storage as an alternative to using a primarily 
advective approximation. Transient storage models are based on a system of a main channel with 
side storage compartments of slower velocities (Runkel et al. 1999). This approximation assumes 
dispersion is the dominant transport mechanism between the main channel and the storage 
compartments (Runkel et al. 1999). A box model generally represents the system where water can 
either enter a slower-moving off-channel storage area or it can stay in the faster-moving wetland 
channel. The water can move back to the wetland channel at a later time, but cannot move from 
storage zone to storage zone without flowing through the main channel first. Figure 1 shows an 
example of a transient storage system and Table 1 shows the equations used in the model along 
with the assumptions made. Briggs et al. (2010) used a transient storage model to simulate a 
conservative tracer test in the wetland-filled Ipswich and Parker Rivers in Massachusetts. They 
optimized the model to fit their data and found that the model could accurately represent the 
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system. They determined that the transient storage parameters, the cross-sectional areas of the 
main channel and storage zones, and the connectivity parameter between the main channel and 
storage zones, were sensitive to how much water was moving between the main channel and 
storage compartments. The connectivity parameter is not easily measured in the field because it is 
a spatial average and is not defined at a point. Thus, it is difficult to determine how these 
parameters relate to real values. Kerr et al. (2013) used a nested transient storage model and 
optimized the parameters to fit a breakthrough curve for a Pennsylvania stream. They found that 
by using a nested model that the coefficients differed from a non-nested model. 
 
WETLAND-STREAM CONNECTIVITY AND BIOGEOCHEMISTRY 
 
 
Wetland-stream connectivity is important in determining stream nitrate removal (Racchetti 
et al. 2011). Wetlands that are more isolated will not remove as much nitrate as wetlands that have 
large amounts of stream discharge entering them. Fluvial wetlands which contain a stream also 
have varying connectivity to the channel based on discharge (Powers et al. 2012). At low 
discharges, most of the water remains in the wetland channel and does not access the off-channel 
areas. At intermediate discharges, the water flows over the channel bank and directly accesses the 
off-channel areas. At high discharges, the water flows too fast, effectively decreasing the 
connectivity between the channel and off-channel areas due to much of the water bypassing the 
off-channel portions.  
Additionally, fluid flow is important to biogeochemistry. Slower moving water allows for 
higher rates of biological activity (Gücker and Boëchat 2004).  Since off-channel portions are areas 
of slower moving water compared to the wetland channel, they have the ability to remove more 
nitrate than the wetland channel. At low discharges, off-channel portions will not be able to remove 
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nitrate if they are not receiving any water. At very high discharges, most of the water bypasses the 
off-channel, also making the wetland ineffective in removing nitrate. Therefore, we speculate that 
wetlands are more effective at removing nitrate at intermediate discharges once the water is higher 
than the channel banks. This pattern has been identified in grab samples collected during summer 
2010 at Sawmill Brook near Chestnut Street, Burlington, MA (Figure 2, Plum Island LTER, 
unpublished data).  
To test the hypothesis that either or both differential advection and transient storage could 
explain in-situ nitrate retention at different discharges, a preliminary analysis was performed. The 
data was collected by the Plum Island Long Term Ecological Research Network (LTER) for a 
headwater stream at Chestnut Street in Wilmington, MA in the Ipswich River watershed during 
summer 2010. A transient storage and a plug flow model were used to match observed nitrate 
retention.  
Both of the models and the observations showed that nitrate removal decreased the most at 
intermediate discharges of 20 to 40 L/s (Figure 2). Both models agree with observations and show 
a similar pattern of high nitrate removal when the discharge is confined in the channel at low 
discharges. Nitrogen removal decreases as discharge increases and channel residence time 
decreases. Further discharge increases lead to increased nitrogen removal because the discharge is 
allowed to access the off-channel platform, which contains a greater area of shallower biologically 
reactive vegetated zones.  
Both models and observations show a similar pattern in nitrogen retention as a function of 
discharge. Yet, current understanding of wetland connectivity, area, and volume as a function of 
discharge is poor (Helton et al. 2011). Thus, it is important to observe and measure these 
relationships in the field to gain a better understanding of the underlying processes. In addition, 
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our limited understanding of transport characteristics in wetland-dominated river segments limits 




Figure 2: Fraction of nitrate removed, calculated as the difference between inlet and outlet 
concentration divided by the inlet concentration, compared to discharge for grab samples 
collected during summer 2010 at Sawmill Brook near Chestnut Street, Burlington, MA (Plum 
Island LTER, unpublished data). Vertical bars represent standard error of the five points with 
discharges between 15 – 25 L/s. Data are compared to transient storage (TS) and advective 
plug flow (PF) modeled parameterizations. The USGS’s OTIS (Runkel et al. 1999)  single-
zone transient storage assumed steady state flow, no net ground water transport or hyporheic 
exchange, that flow was confined to the channel until 20  L/s, the reach length was 38 m, the 
initial concentration nitrate was 11.7 mg-N/L, the channel uptake was 0.0005 L/s, and the 
off-channel uptake was  0.005 L/s. Sensitivity tests were performed on the model by 
increasing only the channel cross-sectional area (0.01 - 0.5 m2) until a discharge of 20 L/s. 
After, only the storage area (0.0001 – 3.5 m2) and connectivity parameter (1×10-10 – 
7.3×10- 3 L/s) were increased until a discharge of 160 L/s.  I also compared observations to 
a two-compartment plug-flow model to simulate flow through a simple system consisting of 
a deeper central channel flanked by a shallow, vegetated off-channel platform. The plug-
flow model was implemented in Matlab and was made to preserve constant slope in both the 
main channel and storage compartments. But, it still allowed depth and Manning’s roughness 
to differ between the compartments. The same assumptions as the transient storage model. 
After optimizing the model, transport characteristics were determined to be a channel width 
of 0.5 m and a storage width of 10 m, a difference in elevation between channel and platform 
area of 0.18 m, a Manning’s roughness of 0.1 for the main channel and 0.5 for the storage, 
and a laterally constant water surface slope of 0.005. 
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Table 1: Equations and assumptions for both the plug flow and transient storage model. All models assume steady flow 
conditions and a constant volume in the wetland. 
Model Breakthrough curve for outlet concentration 
following a slug release 
Concentration distribution for steady state Assumptions 
Plug 
flow* 
𝐶(𝑡) = 𝐶0𝛿(𝑡 − 𝜏) 𝐶(𝑥) =  𝐶0exp [−
𝑘𝑥
𝑄/𝐴
]  No dispersion, 
advection dominated 
Tanks in 























𝐶(𝑡) = ∑ 𝐶𝑖𝑉𝑖
𝑚
𝑖=1 / ∑ 𝑉𝑖
𝑚

















Where 𝑄 =   ∑ 𝑄𝑖
𝑚
𝑖=1  and  𝑉 =   ∑ 𝑉𝑖
𝑚
𝑖=1   
𝐶(𝑥) = ∑ 𝐶𝑖𝑉𝑖
𝑚
𝑖=1 / ∑ 𝑉𝑖
𝑚







Where 𝑄 =   ∑ 𝑄𝑖
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(𝐶 − 𝐶ˈ) − 𝐾ˈ𝑛𝐶ˈ  
No advection y and z, 
dispersion in x, 
exchange with storage 













































(𝐶 − 𝐶ˈ𝑖) − 𝐾ˈ𝑛𝐶ˈ𝑖 
 
No advection y and z, 
dispersion in x, 
exchange with storage 
based on concentration 
gradient 
* Socolofsky and Jirka (2005). Where C is the concentration at the outlet (ML-3), C0 is the concentration at the inlet mixed over the cross-sectional area (ML
-3), k is the first order uptake coefficient (T-1), 
t is time (T-1), τ is the residence time (volume divided by discharge) (T), x is the distance from the inlet (L), Q is the discharge (L3T-1), and A is the cross-sectional area (L2).   
** Adams (2003) and Shanahan (2006). Where C is the concentration at the outlet (ML-3), C0 is the concentration at the inlet mixed over the cross-sectional area (ML
-3), Ci is the concentration at the outlet 
of the ith flowpath (ML-3), n is the number of tanks (dimensionless), t is time (T),  V is the total volume of the system (L3), Vi is the volume of the ith flowpath (L
3), m is the number of flowapaths 
(dimensionless), Q is the discharge (L3T-1), Qi is the discharge in the ith tube (L
3T-1), A is the cross-sectional area (M2), Ai is the cross-sectional area (M
2),  and k and ki are the first order uptake coefficients 
(T-1). 
*** Haggerty (2009). Where C is the concentrations in the main channel, 𝐶ˈ𝑖 the concentration in the i
th surface transient storage (ML-3), t is time (T), x is the distance downstream (L), vx is the advection 
in the main channel (LT-1), A is the area of the main channel, 𝐴𝑆𝑖 is the area of the i
th surface transient storage cross-sectional areas (L2), D is the longitudinal dispersion coefficient (L2T-1), and 𝛼𝑖 is the 
exchange coefficient for the ith surface transient storages (T-1), 𝐾𝑛 and 𝐾ˈ𝑛 first order uptake coefficients (T
-1) in the main channel and the surface transient storage. These equations were solved using a 





IMPLICATIONS AND RESEARCH OBJECTIVES 
 
 
Many models, including the USGS’s SPARROW, have been developed for nutrient fluxes 
in advective river networks (Smith et al. 1997). Only a few have considered separate transient 
storage compartments (Briggs et al. 2009, Briggs et al. 2010, Stewart et al. 2011) and even fewer 
have incorporated features such as wetlands. Of the models that have incorporated fluvial 
wetlands, two methods have been used. Wetlands can be modeled as transient storage that 
contributes to dispersion (Briggs et al. 2009, Briggs et al. 2010, Stewart et al. 2011) or as primarily 
advective bodies that experience differential plug flow (Carleton 2007).   
Using both transient storage and plug flow models to simulate tracer tests in wetlands has 
been shown to accurately represent field data, but little is known about the physical flow paths 
between wetland channels and off-channel areas. The objectives of this study were to 1) determine 
contribution of surface transient storage to transport in wetland-dominated reaches, 2) quantify 
reach-scale nutrient retention accounting for transient storage, and 3) predict transport and 
retention parameters from physical wetland characteristics. The end goal was to determine whether 
wetlands should be modeled separately from stream reaches in network models. One such model 
is FrAMES (Wollheim et al. 2008). The FrAMES model is a river-network model developed at 
the University of New Hampshire and does not currently incorporate wetland features (Wollheim 











This study focuses on the Ipswich and Parker (MA) and Lamprey and Oyster (NH) 
watersheds (Figure 3). These area are underlain by glacial till as well as sand and gravel. The 
Ipswich and Lamprey watersheds are similar in terms of watershed area (Table 2). The Parker and 
Oyster watersheds are a magnitude smaller than their sister watersheds. The Lamprey and Oyster 
watersheds are both dominated by forested land which is primarily mixed evergreen and deciduous 
forest (65% and 50% for each watershed). The Ipswich and Parker watersheds are only about 30% 
forested which is primarily deciduous. The Ipswich and Parker watersheds exhibit high densities 
of wetlands along the stream reaches (Wollheim et al. 2008). The Lamprey and Oyster watersheds 
on the other hand exhibit stream reaches that alternate between being channelized and wetland-
dominated (Figure 4, Wilderotter et al.  2014).  
 
 





Figure 4: Percent of area that is wetland within a 100 m buffer averaged over 500 m reaches 




Degree of urbanization between the watersheds varies. The Ipswich and the Oyster 
watersheds have the largest percentage of developed land (35% and 23% respectively), and the 
Oyster and Parker watersheds have the highest population densities (Table 2). The population 
densities are greatest near the mouths of the rivers in the Lamprey and Oyster watersheds and are 
concentrated closer to the headwaters for the Ipswich and Parker watersheds. Thus, in the Ipswich 
and Parker watersheds, nutrients added to the rivers from urbanization have a longer time to be 
contained before they reach the bays and estuaries.  
 
 
Table 2: Watershed characteristics for study watersheds. Watershed area was obtained from 
USGS Waterwatch (2015). Land cover was obtained from the USGS National Land Cover 

















Ipswich 125 35 33 4 26 130,000 1000 
Lamprey 183 10 65 5 15 40,000 200 
Oyster 12.1 23 50 10 12 20,000 1600 




 Sources of nitrate in these watersheds includes atmospheric deposition, fertilizer, and 
wastewater and sewage. In all the study watersheds, the amount of agriculture is limited; in all the 
watersheds, the fraction of agricultural land is 10% or less. 
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The Lamprey watershed has one wastewater treatment plant in Epping above the Macallen 
dam which is located in Newmarket, NH. The rest of the population in the watershed is on septic, 
with the exception of Newmarket whose wastewater plant discharges beneath the dam. Median 
nitrogen loadings in the Lamprey River (USGS station 1073500) from 2000-2009 were 2.07 kg 
N/ha/yr and retention was 84% (Daley et al. 2010). In the Oyster watershed, there is a small 
wastewater plant that discharges after the Mill Pond dam in Durham, NH. Median nitrogen 
loadings in the Oyster River (USGS station 01073000) from 2000-2009 were 1.76 kg N/ha/yr and 
retention was 87% (Daley et al. 2010). In the Ipswich watershed, 60% of the population is on 
septic, and the majority of the wastewater is piped of out of the watershed (Wollheim et al. 2008). 
Median Ipswich River (at the dam in Ipswich, MA) nitrogen loadings were 4.2 kg N/ha/yr for the 
2000 – 2009 period (PIE LTER 2010) and median retention was 87% from 2000 – 2008 (PIE 
LTER 2008). In the Parker watershed, there are no wastewater treatment plants. The median Parker 
River (at the dam in Byfield, MA) nitrogen loadings were 4.0 kg N//ha/yr based on 2000-2009 
(PIE LTER 2010).  
 Precipitation in the region is distributed relatively evenly throughout the year (Claessens 
et al. 2006). Discharge in all the watersheds has a general seasonal pattern of lows in the summer 
due to high evapotranspiration (June – September), a slight increase in fall (October – December) 
due to decreased evapotranspiration, a slight decrease in winter (January – February) due to 
freezing temperatures and snowpack formation, and highs in spring (March – May) due to spring 








Figure 5: Daily average flows during calendar year 2014 as compared to the 25 – 75 
percentile of mean flows for the a) Lamprey River near Newmarket, NH before the river 
enters Little Bay, b) Oyster River near Durham, NH before the river enters Little Bay, c) 
Ipswich River near Ipswich, MA before the river enters the Plum Island Sound estuary, and 
d) Parker River near Byfield, MA before the river enters the Plum Island Sound estuary. 







Figure 5: continued 
 
Precipitation for calendar year 2014 was a few inches greater than average for the Ipswich, 
Oyster, and Parker River watershed and was a few inches less than average for the Oyster River 
watershed (Table 3). The mean annual discharge for 2014 was within 5% of the long-term average 
mean discharge except for Parker where the mean discharge was 8% below the average (Table 3). 
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The Lamprey and Ipswich Rivers have the largest watersheds and also the largest mean annual 




Table 3: Discharge and precipitation for calendar year 2014 and long-term averages for the 
study watersheds. The discharge data were collected from USGS Water Data. Mean annul 
precipitation and 2014 precipitation data were obtained from NOAA National Climatic Data 
Center rain gages (2015). The Concord rain gage was used for the Lamprey Watershed, the 
Durham rain gage was used for the Oyster Watershed, and the Lawrence rain gage was used 










Ipswich 42.03 46.64 210 200 
Lamprey 40.87 38.12 297 298 
Oyster 39.05 42.56 19.8 20.8 





















Eight wetland-dominated reaches were selected throughout study watersheds with 
preference given to wetlands that have one channelized stream inlet and one channelized 
stream outlet. Study wetland locations are shown in Figure 6. Wetland BAR is located on 
Mendums Landing on the Nottingham and Barrington border, NH. Wetland BOX is located 
on Main Street in Boxford, MA. Wetland BYF is located in the Martin H. Burns Wildlife 
Management Area in Byfield, MA, and has been previously studied under the name of Cart 
Creek beaver pond (Plum Island Ecosystems Long Term Ecological Research Network). 
Wetland CAN is located on Island Road in Candia, NH. Wetland LEE is located on Snell 
Road in Lee, NH. Wetland NOR is located in Northwood Meadows State Park in Northwood, 
NH. Wetland REA is located on Central Steet in North Reading, MA. Wetland WIL is located 
on Chestnut Street in Wilmington, MA and has been previously studied under the name of 









Figure 6: Locations of wetland study sites in the a) Lamprey and Oyster and b) Ipswich and 







WETLAND PHYSICAL CHARACTERISTICS 
 
  
Wetland physical characteristics were measured for each wetland. Characteristics were 
used to compare study wetlands to other wetlands in the region and were used to determine if any 
physical characteristics could estimate transport in wetlands. 
The eight wetlands used in this study are of varying size, shape, and location.  Watershed 





digital elevation model (DEM) for the Lamprey River Watershed in New Hampshire, a 30-m 1999 
DEM for the Oyster River Watershed in New Hampshire, and a 2-m MassGIS (2011) LiDAR 
DEM for the watersheds in Massachusetts. For the Parker River Watershed, the Massachusetts 
MassDEP Hydrography (1:25,000) dataset was used to decrease the elevation of the DEM 
representing the channel by 10 m in order to properly represent streamflow routing beneath a large 
elevated roadway. Flow direction, flow accumulation, and watershed area were calculated by 
ArcMap 10.1 Spatial Analyst Toolbox with the default settings. Due to the fine resolution of the 
LiDAR and the relatively flat terrain, watersheds were delineated at multiple points across the 
stream outlet and then total area for each was summed. Uncertainty for watershed area was based 
on watershed size and was estimated as 24% for watersheds <2 km2, 16% for watersheds between 
2 and 22 km2, and 3% for watersheds greater than 22 km2 (Oksanen and Sarjakoski 2005). 
Wetland area (Area) was delineated on ESRI aerial photography from UC-G 2010 – 2011 
based on vegetation differences using the Create Feature tool in ArcMap 10.1. Uncertainty of Area 
was estimated from ten replicate delineations and was estimated as 8% of the best measured 
delineated area. The National Wetland Inventory (NWI) datasets (MassGIS 2007, NHGRANIT 
2005) were used to obtain another measurement of wetland area. The NWI dataset includes 
individual polygons for different classes of wetlands based on marine or freshwater system, bed, 
and algal and vegetation characteristics. Because of this, a single wetland compromises a few 
subclasses of wetlands. Since this project was interested in the wetland as a whole, all NWI 
polygons that shared a boundary at a study wetland site were combined to create one large polygon.  
The area for the merged polygon (NWIArea) was measured by the ArcMap 10.1 Calculate 
Geometry tool.  
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The main channel of the wetland (LengthMC) was delineated on aerial photographs based 
on field knowledge of the system using the Create Feature tool in ArcMap 10.1 and the uncertainty 
was estimated from ten replications and was estimated as 1.5% of the delineated main channel 
length.  Wetland length (Length) was obtained by smoothing the LengthMC using the ArcMap 
10.1 Smooth tool, and uncertainty in measurement was estimated as 5% of the measured length. 
Specifically, the allowable offset was increased until the smoothed polyline was either a single 
smooth arc through the channel polygon or was a straight line. Once features were delineated, the 
Calculate Geometry tool in ArcMap 10.1 was used to calculate the areas and lengths of the 
different polygons and polylines.  
Average wetland width (Width) was then calculated from the area divided by the length of 
the main channel. 




The uncertainty of the width was estimated using the following equation: 











where 𝜀𝑊𝑖𝑑𝑡ℎ is the uncertainty in width (m), 𝜀𝐴𝑟𝑒𝑎 is the uncertainty in area (m
2), and 𝜀𝐿𝑒𝑛𝑔𝑡ℎ𝑀𝐶 is 
the uncertainty in the length of the main channel (m). 
Length-to-width ratio (LtoW) was calculated as the wetland width divided by wetland 
length.  




The uncertainty of the length-to-width ratio was estimated using the following equation: 













where 𝜀𝐿𝑡𝑜𝑊 is the uncertainty in the length to width ratio (m/m), and 𝜀𝐿𝑒𝑛𝑔𝑡ℎ is the uncertainty in 
the wetland length (m). 
The NWI width (NWIWidth) and NWI length-to-width ratios (NWILtoW) were calculated 
using the NWIAREA instead of AREA. Sinuosity (Sinuosity) was measured as the length of the main 
channel divided by the smooth length of the wetland. Sinuosity is a measure of how much the 
channel meandered within the wetland.  




The uncertainty of the sinuosity was estimated using the following equation: 











where 𝜀𝑠𝑖𝑛 is the uncertainty in the sinuosity (m/m). 
 To obtain estimates of in-situ wetland physical characteristics, wetland transects were set-
up in two to three evenly spaced locations within the wetland with three or more sampling locations 
flagged. At each flagged location, depth, distance from left edge of wetland, and conductivity were 
measured once during the tracer test. Uncertainties for in-situ measurements were 10% for distance 
and 5% for depth. Conductivity was measured with a Corning CD55 with an uncertainty of 3%. 
The channel was delineated from the storage area. The depth and width were multiplied to find an 
average cross-sectional area of the two zones. Estimates of water volumes in the wetland storage 
area and channel were then determined as the average cross-sectional area multiplied by the length 
of the wetland. Estimates of uncertainty were made from propagation of error similar to Equations 








 Land surveys were conducted in Fall 2014 and Winter 2015 using a Sokkia SET5A total 
station. During the survey, tops of instrument housings and stakes were surveyed for each wetland 
(Figure 7). Additionally, at most sites, right and left edges of across-wetland transects set-up during 
tracer tests, large features such as roads and dams, and tracer test locations were surveyed. For 
each survey point, the rod length was recorded and subtracted from the measured elevation of the 
point to obtain the true point elevation. Temporary fixed benchmarks were measured at the start 
and end of each set-up to obtain an estimate of instrument error due to drift throughout the set-up. 
Standard deviations for all shots of each benchmark were computed to estimate total survey error. 
Multiple survey stations set-ups were used and linked together by measuring temporary fixed 
benchmarks. At least two overlapping benchmarks were used between each adjacent set-up. A 
Procrustes analysis in Matlab was used to align the different set-ups. The output of each land 
survey was northings, eastings, and elevations relative to one of the set-ups.  
b)  a) 
Figure 7: Surveying at wetland site BAR. a) Total station at one of the survey set up locations. 





Additionally, a Trimble GeoExplorer 6000 GeoXT was used to obtain GPS locations for 
each point measured in the survey and any points that were missed when surveying. When 
compared, total station output and Trimble GPS data were off by a few meters at most. Awry 
points were moved to more accurate positions. Trimble elevation errors ranged from 4 to 12 m and 
thus were not used for slope calculations. Trimble GPS points were used to delineate distance 





Water surface elevation at the stakes were calculated as the distance to the water subtracted 
from the elevation of the stake or housing. Water surface slope was then calculated as the change 
in water surface elevation over the distance downstream.  




where 𝑆 is water slope (dimensionless), 𝑍𝑖 is the elevation of the top of the i
th stake from the land 
survey (m), 𝑍𝑗 is the elevation of the top of the j
th stake from the land survey (m), ℎ𝑖 is the distance 
to the water measured at the ith stake (m), ℎ𝑗 is the distance to the water measured at the j
th stake 
(m), 𝑙𝑖 is distance along the channel of the i
th stake (m), and 𝑙𝑗 is distance along the channel of the 
jth stake (m).  Estimates of slope uncertainty were estimated with the following equation: 











where 𝜀𝑆 is the uncertainty of the slope measurement (m/m), 𝜀∆(𝑍−ℎ) is the uncertainty of the 
differences in the water elevations (m), and 𝜀∆𝑙 is the uncertainty of the distance along the channel 
which was estimated as 5% uncertain. The uncertainty of the water surface elevations was 
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estimated as the sum of the squares of the uncertainties of the elevations from the survey and the 
uncertainty of measuring the distance from the top of the stake to the water surface. The uncertainty 
of the survey was typically less than 2 cm based on replicates of benchmarks, and was estimated 





The wetland physical characteristics of the studied wetlands were compared to 50 
randomly chosen wetlands in nearby coastal New England watersheds. NWI wetlands from the 
Charles, Concord, Merrimack, and Piscatagua-Salmon watersheds were compiled into one dataset 
and each wetland was given a unique identification number. A random number generator was used 
to select 50 identification numbers for comparison. Comparison wetlands were checked to make 
sure they 1) were not tidal or saline, 2) were not classified as a lake, 3) did not drain highly 
urbanized areas of greater than 10,000 persons per square mile, and 4) were bordered or intersected 
by a stream network. Once comparison wetlands were chosen, all wetland physical characteristics 
were calculated the same way as for the study wetlands.  
Boxplots were used to visually compare parameters between study and the New England 
comparison wetlands. Tests of normality were performed in JMP. For the normality tests, the null 
hypothesis (H0) was that a parameter was normally distributed, and the alternative hypothesis (H1) 
was that a parameter was not normally distributed. The Shapiro-Wilk test for normality was used 
to determine p-values. P-values were then compared to a significance level, αe=0.05. If the p-value 
was less than αe, the null hypothesis was rejected (Table 4). Since there was not sufficient evidence 
that both the study wetlands and comparison wetlands were normal, nonparametric tests were used 
for the statistical analyses of the comparisons. 
25 
 
Table 4: Results for normality of the different parameters. W is the test statistic for the 
Shapiro-Wilk test, which was computed for the study wetlands (STUDY) and the New 
England comparison wetlands (NE). P-values less than 0.05 show that those parameters are 









Area 0.7067 0.0027 0.6409 <0.0001 
LengthMC 0.7118 0.0031 0.8017 <0.0001 
Length 0.7301 0.0049 0.8484 <0.0001 
Width 0.8910 0.2389 0.8720 <0.0001 
LtoW 0.8010 0.0293 0.7998 <0.0001 
Sinuosity 0.9292 0.5090 0.6968 <0.0001 
 
 
First, L-moments for each wetland physical characteristic were computed in RStudio for 
both the study and the New England comparison wetlands. The first L-moment, λ1, is the mean of 
the data. The second L-moment, λ2, gives a measure of spread, and the third L-moment, λ3, gives 
a measure of skewness. The L-moments were calculated as follows: 
Equation 12:   𝜆1 = 𝛽0 
Equation 13:   𝜆2 = 2𝛽1 − 𝛽0 
Equation 14:   𝜆3 = 6𝛽2 − 6𝛽1 + 𝛽0 
where the β’s are weighted moments. Estimate of the population weighted moments were 
computed by: 
Equation 15:   ?̂?1 = ?̅? 














where n is the number of data points, the ?̂?’s are the estimators of the weighted moments, and ξ is 
the wetland physical characteristic. These estimates were then used to compute L-moments 
following Equations 12 to 14.   
The 95% confidence interval (CI) on each parameter was determined using the 
nonparametric median CI method. In order to do this, the median was calculated. Then the data 
were rank-ordered from smallest to largest with the smallest data point given a rank of 1. The table 
of binomial distributions (Lowry 2015) was used to create a cumulative distribution function 
(CDF) for a binomial distribution with the number of data points in the dataset, n, and a probability 
of 0.5. The critical low binomial distribution factor (𝑥𝑙𝑜𝑤) was obtained by determining the 
binomial distribution factor where the CDF was closest to 0.025 (αe/2 the error value divided by 2 
to account for both the high and low tails of the distribution). The critical upper binomial 
distribution factor (𝑥𝑢𝑝) was then determined by subtracting the critical lower value from the 
number of data points. 
Equation 18:   𝑥𝑢𝑝 = 𝑛 − 𝑥𝑙𝑜𝑤 
 From these critical factors, the ranks of the data points used in the 95% CI’s were 
calculated. 
Equation 19:   𝑟𝑙𝑜𝑤 = 𝑥𝑙𝑜𝑤 
Equation 20:   𝑟𝑢𝑝 = 𝑥𝑢𝑝 
where 𝑟𝑙𝑜𝑤 and 𝑟𝑢𝑝 are the lower and upper ranks.  The data points with these ranks were then the 
approximate 95% CI. 
 For the 8 study wetlands, since the CDF  from the binomial distribution table used to 
calculate the ranks was not exactly 0.025, the exact CI was calculated using the CDF from the 
binomial table.  
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Equation 21:   𝐶𝐼 = 1 − 2 ∗ 𝐶𝐷𝐹ʹ 
where 𝐶𝐷𝐹ʹ is the CDF from the binomial distribution table, and CI  is the percentage for the CI 
for the study wetlands. 
 For the New England comparison wetlands, since there were more than 20 data points, the 
large number estimator was used to obtain the rankings for the CI.  








where 𝑧∝/2=1.96 is the standardized normal parameter. Rankings were rounded to the nearest 
integer.  
Two-sided nonparametric tests of difference were used to compare the wetland physical 
characteristics of study and comparison wetlands using the Wilcoxon rank-sum test in JMP. For 
the Wilcoxon rank-sum test, the null hypothesis (H0) was that the probability of the median of the 
study wetland parameters being greater than the New England comparison wetlands parameters is 
equal to 0.5. The alternative hypothesis (H1) was that the probability of the median of the study 
wetland parameters being greater than the comparison wetland parameters is not equal to 0.5.   
Equation 24:   𝐻0:     𝑃𝑟[𝑆𝑇𝑈𝐷𝑌 > 𝑁𝐸] = 0.5 
Equation 25:   𝐻1:     𝑃𝑟[𝑆𝑇𝑈𝐷𝑌 > 𝑁𝐸] ≠ 0.5 
where Pr is the probability, 𝑆𝑇𝑈𝐷𝑌 is a parameter for study wetlands, and 𝑁𝐸 is a parameter for 
the New England comparison wetlands.  
The nonparametric Wilcoxon exact rank-sum test was applied in JMP. If the p-value was 










Total pressure was measured at the inlet and outlet of each wetland at 12-15 minute 
intervals using Solinst Levellogger Junior model 3001 or HOBO model U20 logging pressure 
transducers. Atmospheric pressure was obtained using from NOAA Quality Controlled Local 
Climatological Data (QCLCD) using data from the closest airport to the site (NOAA 2015). 
Airports were located within 20 km of the study site except at CAN and NOR who were within 25 
km of an airport.  
 Transducer housings were constructed from 2-inch diameter PVC tubing installed 
upstream of the best available control for stage. Controls for stage included sturdy edges of pools 
or sections where the slope of the channel was steep enough that backed up water from downstream 
did not affect the discharge. Nine holes were drilled on the bottom third of the PVC tubing to allow 
the amount of water in the housing to equilibrate with the surrounding water level. Housings for 
transducers were driven up to half a meter into the stream bed and fastened with hose clamps to a 
piece of rebar that was driven approximately 0.25 m farther into the stream bed. The top of the 
housing was left open to allow the atmospheric pressure to equilibrate inside and outside of the 
housing.  
Transducers were hung from a sturdy, non-stretchable string tied to a metal washer that sat 
on the top of the housing. Transducers were hung below the stream bottom but above the sediment 
in the housing to assure the transducer was vertical and located at a consistent distance from the 
top of housing (Figure 8). String lengths and shortest vertical distance from lip of house to water 
29 
 
surface were measured to ensure the string did not stretch over time and to determine instrument 
datum.  
 
a)  b)  
Figure 8: a) Transducer housing set-up at the upstream of study site BAR. Flow is from 
bottom to top of image. b) Sketch of the inside of the logger housing with logger installed.  
 
 
The logging pressure transducers measured the total pressure which consisted of the 
atmospheric pressure and the pressure from the water. To obtain the water stage for the Solinst 
transducers, which recorded total apparent stage, atmospheric pressure was subtracted from the 
stage measured by the transducers.  
Equation 26:   𝑠 = (𝑠𝑡𝑜𝑡𝑎𝑙 +  𝑤𝑎𝑖𝑟) − 𝑠𝑎𝑡𝑚 
where 𝑠 is the pressure-corrected stage (m), 𝑠𝑡𝑜𝑡𝑎𝑙 is the stage measured by the transducer (m), 𝑤𝑎𝑖𝑟 
is the instrument offset (m) which is equal to 9.5 m (Solinst 2014), and 𝑠𝑎𝑡𝑚 is the apparent stage 
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due to atmospheric pressure (m). If the apparent stage due to the weight of the atmosphere was 
measured in kPa, it was converted to meters of water using (Solinst 2014): 
Equation 27:   𝑠𝑎𝑡𝑚 = 0.102𝑃𝑎𝑡𝑚 
where 𝑃𝑎𝑡𝑚 is the atmospheric pressure (kPa). Atmospheric pressure and temperature were 
obtained from the closest NCDC observation location to each site.  
To obtain the water stage for the HOBO transducers, which record total pressure, the 
following equation was used.  
Equation 28:   𝑠 = 0.102𝑃𝑡𝑜𝑡𝑎𝑙 − 𝑠𝑎𝑡𝑚 
where 𝑠 is the pressure-corrected stage (m), and 𝑃𝑡𝑜𝑡𝑎𝑙 is the total pressure from the logging 





 To remove atmospheric temperature signals from the pressure-corrected stage, two low-
pass filters were used on the coupled inlet and outlet stage records. Both filters used a window of 
0.5 days and a frequency (fr) of 10 days. The first filter was an 80% low pass filter with a cutoff 
off of: 




where 𝑜1 is the cutoff of the first low-pass filter (m), and 𝑛𝑑 is the number of data points collected 
in one day. The second filter was a 70% low-pass filter with a cutoff of:  




where 𝑜2 is the cutoff of the second low-pass filter (m). Some fluctuations in the discharge record 
remained in the data but were generally small or only remained for the inlet; and thus were left in 
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the data. This is best seen for BAR and REA1 (Appendix C: Figure 58). For NOR1, the large 
fluctuations remained for both the inlet and outlet stage records. Thus, the filters were increased 
to 2000% and 500% low pass filters. 
A Solinst Barologger model 3001 logging pressure transducer (BARO) that was deployed 
in the upper part of the housing at the most shaded location, either the inlet or outlet of the wetland, 
was used during a few tracer tests to validate that the airport data were consistent with atmospheric 
pressure measured onsite. During LEE, the atmospheric pressure measured by the Solinst BARO 
was correlated with both atmospheric pressure measured at Rochester located 14 km away and 
Pease  located 16 km away (Figure 9a). Atmospheric pressure located at the study site is off by a 
multiplier from airport data due to differences in elevation and other environmental factors. 
Multipliers were not used to compensate data in order to be consistent across sites since Solinst 
BARO loggers were not used during all tracer tests. Elevation compensation equations were 
considered, but were not correlated to simple linear regression multipliers (Figure 10), and thus 
were not used. Elevation compensation under-parameterized the regression multipliers. For 
comparison, water stages at the upstream and downstream gages at tracer test LEE were calculated 
with both atmospheric pressure from Solinst BARO and atmospheric pressure from Rochester 
airport, and atmospheric pressure from the Pease airport (Figure 9b). Water stages using 
atmospheric data from airports result in similar increases and decreases in water stage that are not 
seen in water stage compensated with the Solinst BARO logger. For this reason, we are uncertain 
if the Solinst BARO atmospheric pressure introduces inaccurate wiggles due to heating of 
transducer housing (McLaughlin and Cohen 2011). For this reason, airport atmospheric data were 
used for all tracer tests. Fine scale wiggles less than 2 mm result from atmospheric compensation 






Figure 9: a) Comparison of airport atmospheric pressure data to Solinst BARO data and b) 
corrected water stage using atmospheric pressure from the Solinst BARO and from the 




Figure 10: Comparison of regression multiplier to multiplier from elevation compensation 
equations for the Solinst BARO to the two closest NCDC airports for the tracer tests where 
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Depth to stream controls were estimated in the field by measuring the depth of the water 
to the control, which is the depth of water at which there is no longer surface discharge in the 
stream. For streams that were controlled by slope, the depth of water to the sediment bottom at the 
logger housing was measured. For streams that were controlled by the edge of pools, the depth of 
water at the lowest point on the edge was measured. Survey control depths were less accurate due 
to timing of surveys. During surveying, ice cover prevented accurate estimation of these control 
locations in ponds, and tilted housings. These numbers were then subtracted by the depth of water 
measured by the logging pressure transducer to obtain the transducer depth below water.   
Equation 31:   𝑐 = 𝑠 − 𝑧𝑐 
where 𝑐 is the transducer depth below water (m), 𝑠 is the pressure-corrected stage at the time the 
control was measured (m), and 𝑧𝑐 is the measured depth of water above the control (m). 
Uncertainty of the pressure-corrected stage and the measured depth of water above control were 
estimated by: 
Equation 32:   𝜀𝑠 = √(𝜀𝑆𝑡𝑜𝑡𝑎𝑙)2 + (𝜀𝑠𝑎𝑖𝑟)2 
 where 𝜀𝑠 is the uncertainty of the pressure-corrected stage (m), 𝜀𝑆𝑡𝑜𝑡𝑎𝑙 is the uncertainty of the 
instrument (0.003m), and 𝜀𝑠𝑎𝑖𝑟 is the uncertainty of the atmospheric pressure which was estimated 
from deviations between site atmospheric pressure and atmospheric pressure obtained from the 
closest airports (approximately 0.02 m). The uncertainty of the transducer depth below water was 
then: 
Equation 33:   𝜀𝑐 = √(𝜀𝑠)2 + (𝜀𝑧𝑐)2 
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Discharge was measured at least three times in a smooth cross-section adjacent to each 
transducer using the velocity-area method (Figure 11, Dingman 2008). The width of the channel 
was divided into 15-20 sections. At the midpoint of each section, the depth of water column and 
velocity were measured. Velocity was measured using a Sontrek Flowtracker handheld ADV at 
60% of the depth of the water column to obtain the depth-averaged velocity (Dingman 2008). 
Discharge for each section was determined as the depth-averaged velocity multiplied by the area. 
The area of each section was determined by the depth multiplied by half the total distance between 
the adjacent sections. The total discharge was the sum of the individual section discharges. 





where 𝑄 is the discharge (L/s), n is the number of divisions (dimensionless), 𝑣𝑖 is the depth-
averaged velocity for the midpoint of the ith section (m/s), 𝑦𝑖−1 is the across-stream distance of the 
previous section midpoint (m), and 𝑦𝑖+1is the across-stream distance of the next section mid-point 






Figure 11: Measuring discharge using the velocity-area method at wetland site LEE on 







Water stage was collected by the pressure transducer at the time of each measured 
discharge and used to create a stage-discharge curve. Smoothed water stage was used for most 
discharge points, but in instances when the stage record was less than a day, an average stage over 
the time the discharge was measured was used. The averaged stage was less error prone than 
measurements of distance to top of casing. In most locations, multiple rating curves had to be 
created since stage-discharge relationships changed over time due to leaf litter accumulation or 
beaver dam breaches. Between 2 and 5 points were used to construct each curve. 
Before a curve was fit to the data, pressure-corrected stage was plotted against discharge 
and any obvious visual outliers were removed. Curve fits were obtained with Matlab’s curve fitting 
tool which determines best fit using a trust region least-squares approach. Visual inspection was 
used to determine if a power-law or a linear curve best fit the data. A linear fit was used if there 
were only two points.  
Equation 35:   𝑄 =
𝑎(𝑠 − 𝑐)𝑏       𝑝𝑜𝑤𝑒𝑟𝑙𝑎𝑤




where 𝑄 is discharge (L/s), 𝑠 is the pressure-corrected stage (m), a and b are the fitted parameters, 
and c is the transducer depth below water (m).  
 Discharge curves were used to produce upstream and downstream hydrographs for each 
study site for the duration of the stage record, typically 2 to 4 weeks centered around each tracer-
test. Uncertainty from discharge curves was estimated as 14% during experiments since 
measurements of discharge were obtained during baseflow conditions and are estimated as -40% 
to 60% over the longer hydrograph periods (Birgand et al. 2013). For site LEE, discharge was not 
estimated during periods of elevated stage immediately preceding removal of accumulated leaves 
from channel control. 
Representative stage-discharge curves for BOX are shown in Figure 12, while the rest are 
found in Appendix C: Figure 57. The equations for the curves are found in Table 5.  Multiple 
curves were constructed for NOR and REA sites because the stream-discharge relationship 
changed during the study period due to either leaf buildup or blowouts of small dams.  
Shapes of stage-discharge curves were concave for power-law fits similar to the one shown 
in Figure 12 and steeply sloped for linear fits. Root mean square error (RMSE) was generally high 
for measured discharges. The highest RMSE were for curves where larger discharges were 
measured. For example, the WIL UP had a RMSE of 19 L/s, but the discharges used in making 
the curves ranged from 9 to 56 L/s whereas BYF DOWN had a RMSE of 0.26 L/s, but the 







Table 5: Stage-discharge curves for the inlet (UP) and outlet (DOWN) of each tracer test. 
Fitting parameters a, b, and c are those found in Equation 35. Root mean square error was 
not estimated for curves constructed from two or fewer points. Uncertainties for fitting 


















UP Linear 7.5×101 ± 
1.4×101 
NA 0.176 ± 
0.03 
4 1.0 
DOWN Power 2.0×101 ± 
4.1×101 






UP Power 6.3×105 ± 
9.3×105 
5.3 ± 0.7 0.032 ± 
0.03 
4 0.45 
DOWN Power 8.8×102 ± 
6.3×102 






UP Linear 2.5×101 ± 
0.3×101 
NA 0.149 ± 
0.03 
4 0.66 
DOWN Power 2.7×102 ± 
0.8×102 






UP Power 5.5×103 ± 
2.0×103 
5.6 ± 0.3 0 ± 0.03 4 0.25 
DOWN Power 9.5×105 ± 
0.0×105 






UP Power 1.4×105 ± 
6.8×105 
5.0 ± 2.7 0.291 ± 
0.03 
3 2.0 
DOWN Linear 3.4×102 ± 
0.2×102 






UP Power 3.5×104 ± 
11×104 
5.5 ± 2.3 -0.090 ± 
0.03 
3 2.4 
DOWN Power 5.1×104 ± 
1.8×104 






UP Linear 2.6×101 ± 
0.2×101 
NA -0.090 ± 
0.03 
2 0.23 
DOWN Power 5.1×104 ± 
1.8×104 






UP Power 3.1×107 ± 
0.0×107 
6.3 ± 0.03 0.211 ± 
0.03 
4 0.47 
DOWN Power 9.8 ×104 ± 
33×104 






UP Power 5.4×104 ± 
5.4×104 
4.4 ± 4.4 0.211 ± 
0.03 
2 NA 
DOWN Power 6.4×103 ± 
6.4×103 






UP Power 5.4×103 ± 
21×103 
3.7 ± 2.9 0.187± 0.03 4 19 
DOWN Power 2.2×103 ± 
0.3×103 






Figure 12: Stage-discharge curves for the inlet (UP) and outlet (DOWN) for BOX constructed 






In order to estimate the influence of groundwater and evapotranspiration, grab samples of 
inlet and outlet water samples were analyzed for stable isotopes and specific conductance. Isotope 
samples were collected in 125 mL plastic bottles under the flow of water to ensure minimal air 
bubbles within the sample and were measured for Oxygen-18 (δ18O) and deuterium (δD) at 
Plymouth State University, Plymouth, New Hampshire. Uncertainty on sample isotopes is 
estimated as ±0.240 ppm for δ18O and ±0.587 ppm for δD (Frades 2008). Specific conductance 
was measured on the remainder of these samples at Plymouth State University. 
Specific conductance of groundwater for each tracer test was estimated from the fraction 
of developed land in the wetland watershed since the two are highly correlated (Shan Zuidema, 
personal communication). Two empirical equations were used to estimate a range of groundwater 
conductance for each wetland. 












Equation 37:   𝜎 = 44.75 + 905.1𝑑 
Where σ is specific conductance (µS/cm) and d is the total fraction of developed land in the 
watershed (unitless). 
 Using the principles of conservation of mass and volume, the amount of groundwater 
entering the wetland and mixing with the surface water was estimated using the following 
equation.  




where 𝑄𝐺𝑊 is the groundwater discharge entering the wetland (L/s), 𝑄𝑖𝑛 is the surface water 
discharge entering the wetland (L/s), 𝜎𝐺𝑊 is the specific conductance of the groundwater(µS/cm), 
𝜎𝑜𝑢𝑡 is the specific conductance at the outlet of the wetland (µS/cm), and 𝜎𝑖𝑛 is the specific 
conductance at the inlet of the wetland (µS/cm). This estimation assumes that the wetland is in 
steady-state, evapotranspiration is negligible, the inlet and outlet of the wetland are fully mixed, 
and that that specific conductance is conservative.  
 






Wetland connectivity was measured with the use of whole-reach slug releases of the 
nontoxic fluorescent tracer dye rhodamine WT (RWT). Before tracer tests, 2 to 5 stakes were 
planted along the main channel of the wetland. At least one tracer test was performed in each 
wetland during summer 2014 to target baseflow. An additional tracer test was performed in fall 
2014 for three of the wetlands to examine seasonal changes in transient storage connectivity and 
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nutrient retention. RWT was released in the stream feeding the wetland upstream of the wetland 
and physically mixed across depth and width (Figure 13). Study wetlands CAN, NOR, and REA 
had small secondary inlets. In these wetlands, field experiments were conducted using the inlet 
that contained >90% of the total discharge. RWT was measured in situ at the stream outlet with a 
Turner C3 fluorometer set to record every 15, 30, or 60 seconds for at least 4.5 times the advective 
time scale of the wetland. Measurement started at least 16 hours before slug release. In the 
instances where the advective time scale was greater than 24 hours, the data were obtained for at 
least 2 times the advective time scale. The tail of the distribution exhibits the most sensitive 
response to different transport pathways (Wang and Jawitz 2006, Gooseff et al. 2011).  
 
 




Periodic gab samples were taken adjacent to the fluorometer as the peak reached the outlet 
in order to validate in-situ fluorometer readings. Grab samples were collected in 20 mL glass 
scintillation vials that were painted matte black on all sides except the bottom. Grab samples were 




To assess lateral connectivity within the wetland, additional grab samples of RWT were 
collected across the previously set-up transects. A few samples were collected on each side of the 
wetland and one grab sample was collected within the main channel. These grab samples were 
collected once to twice a day for up to two days after the tracer was released.  
To asses water level during tracer tests, vertical distance from water surface to the lowest 
part of the stake tops were measured a few times during each tracer test (Figure 14). Vertical 
distance to water surface was also measured relative to transducer housing a few times during the 
tracer tests. 
 
Figure 14: A planted stake along the channel at wetland site REA. Vertical distance to water was measured 













FOULING OF FLUOROMETER 
 
 
Raw in-situ fluorometer output in relative fluorescence units (RFU) was corrected for 
fouling as follows. Fouling was estimated from readings of known concentrations of RWT 
standards of 0.21 mg/L RWT with the fouled instrument at least once during each tracer test either 
before the dye was deployed or after the advective peak passed.  Estimates for fraction of fouling 
were obtained by subtracting the unfouled reading from the fouled reading and then dividing by 
the unfouled reading.  




where 𝑓 is the fraction of fouling (dimensionless), 𝑊′ is the fouled standard reading (RFU), and 
𝑊 is the unfouled standard reading (RFU). 
Fouling over time was not constant (Figure 15). In some tracer tests, the longer the elapsed 
time, the more fouling and in other tracer tests, the opposite relationship was observed. Because 
of inconsistencies, a linear correction was applied to correct raw flourometer output using the 
fraction of fouling for the corresponding elapsed time. 







where 𝑤 is the RFU reading corrected for fouling, 𝑤′ is the uncorrected RFU reading, ∆𝑡 is the 
time over which the fouling occurred (days),  𝑡𝑖 is time of interest, and 𝑡0 is the last time the 





Figure 15: Fraction of fouling for each tracer test. Multiple points for a particular tracer test 
represent multiple cleanings of the fluorometer.  
 
 






Calibration curves were made in May 2014 and used to convert fouling corrected 
fluorometer readings in RFU to RWT concentrations. Three sets of calibration curves were 
developed based on the method of sampling: 1) continuous RWT RFU, 2) grab sample RWT RFU, 
and 3) continuous chlorophyll-a (chl-a) RFU. All curves are linear. Calibration curves were 
constructed in James Hydrology Laboratory using known volumes of RWT in DI water. RWT was 
measured using a volumetric pipette. RWT volumetric concentrations in ppmv were converted to 
mass concentrations using the density of rhodamine.  


































where C is the mass concentration of the standard (mg/L), 𝐶𝑣 is the volumetric concentration 
(ppmv), and 𝜌𝑅𝑊𝑇 is the density of rhodamine (mg/L). The 20% Rhodamine WT has a density of 
1.2 g/mL (Dronkers and van Leusssen 2012). Curves were fit using a linear regression in Excel. 
Y-intercepts for the RFU<30,000 were forced through the DI readings to account for lower limits 
of detection. 
The following calibration curve was used for in-situ continuous fluorometer RWT 
recordings. The curve is linear up to about 30,000 RFU when the slope changes and linear 
relationship is apparent (Figure 16). The threshold between the upper and lower curve was 
determined as the point where the regressed lines intersect.  
Equation 42:   𝐶𝑅𝑊𝑇,𝐶 = {
0.00012𝑅𝐹𝑈 − 0.0017        𝑅𝐹𝑈 ≤ 31771
0.00049𝑅𝐹𝑈 − 11.821       𝑅𝐹𝑈 > 31771
 
where CRWT,C is the concentration of RWT for the continuous RWT method (mg/L), and RFU is 
the fouling-corrected RWT RFU readings. Uncertainty from in-situ measurements was less than 
1%.  
The following curve was used for grab samples in black matte vials which were read in the 
James Hydrology Laboratory. The curve is linear up to about 30,000 RFU when the slope changes 
and a different linear relationship is apparent (Figure 16). The threshold between the upper and 
lower curve was determined as the point where the regressed lines intersect. 
Equation 43:   𝐶𝑅𝑊𝑇,𝐺 = {
0.00015𝑅𝐹𝑈 − 0.0178        𝑅𝐹𝑈 ≤ 30621
0.00058𝑅𝐹𝑈 − 13.617        𝑅𝐹𝑈 > 30621
 
where CRWT,G is the concentration of RFU for the grab sample method (mg/L), and RFU is the 
fouling-corrected RWT RFU readings. Uncertainty in RWT readings from grab samples was 




The following curve was used for in-situ continuous fluorometer chl-a recordings which 
was used in one tracer test when an air bubble interfered with the RWT RFU readings. The curve 
is linear over the observed concentration range (Figure 16). 
Equation 44:   𝐶𝑅𝑊𝑇,𝐴 = 0.0007𝑅𝐹𝑈 − 0.0484 
where CRWT,A is the concentration of RWT for the continuous chl-a method (mg/L), and RFU is the 




Figure 16: Fluorometer calibration curves of RWT in DI water for the continuous RWT, 
continuous chl-a, and grab sample methods. Best-fit straight lines were computed separately 
for RFU<30,000 and RFU>30,000. 
 
 
Breakthough curves measured by the fluorometer were corrected for gaps in data and 
oversaturation. One to two 1-hour long gaps in each tracer test resulted from the removal of the 
fluorometer from the stream for cleaning and a 3-hour long gap in CAN resulted from battery 
recharging. These gaps were interpolated with linear, exponential, or polynomial equations that 

























data did not match the peak obtained with the grab samples due to over-saturation of the 
fluorometer.  In these cases, the breakthrough curves were interpolated between grab samples for 






Photodegradation can be a significant source of loss of RWT (Keefe et al. 2004). In order 
to quantify this loss, photodegradation experiments were conducted on the flat roof of James Hall 
from July 25 to August 18 2014. Stream water was obtained on July 18, 2014, from the Oyster 
River (~6 mg/L DOC) at Route 155A in Durham, NH, and from a headwater stream (< 3 mg/L 
DOC) on Old Coffeetown Road in Deerfield, NH. Oyster River water DOC was estimated at about 
6 mg/L since the water flowing through that location was 6.307 mg/L the previous day (personal 
communication with Richard Carey, UNH). The headwater stream water DOC was estimated 
based on color of water compared to other streams that were measured by Richard Carey. The 
headwater stream water was much clearer than any of the other streams measured. To remove 
microbial activity, water was filtered with a 43 µm gravity filter and was then exposed to 200 J/cm2 
of ultraviolet (UV) light at 254 nm administered on a flow-through system at 0.5 gal/min 
(Figure 17).  
Ultraviolet-visible spectroscopy (UV-VIS) was used to measure absorbance of 250 – 800 
nm wavelengths of for the high DOC concentration water. Spectra were obtained before and after 
UV treatment to ensure that the wavelength-specific absorbance did not change due to the UV 
treatment. Stream water, stirred untreated stream water, and three replicated of stirred treated 
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stream water have the same absorbance spectra (Figure 18). The absorbance of DI water which is 
also shown has very low absorbance.  
 
 




Figure 18: Wavelength-specific absorbance for DI water and for high DOC water samples 
after filtering, after filtering and stirring, and for three replicates following UV treatment. 

































Treated waters were divided into 36 containers to allow for 3 replications for each of 3 
waters (high DOC, low DOC, and DI), 2 concentrations of RWT  (7 mg/L and 0.7 mg/L) and 2 
sun exposures (direct sun and shade). Approximately 650 mL of water was placed in each 
container; the exact volume was measured using a 1000 mL graduated cylinder. Prior to placing 
the containers on the roof, grab samples from each container were measured for fluorescence using 
the Turner C3 fluorometer in the lab. Samples were then replaced in their original container.  Half 
the containers were placed in the sun and half the containers were placed under a wooden structure 
that provided shade (Figure 19). Bird netting was placed over all containers to prevent birds and 
small animals from disturbing them. Measurements of fluorescence were obtained using the grab 
sample method a few times a week for the first week and then once a week for an additional 3 
weeks. Prior to fluorescence measurement, containers were filled to the 650 mL line with DI water 
to replace water lost to evapotranspiration. Plastic sheeting was placed over buckets during storm 
events to protect the containers from over-flowing and to prevent splashing between containers. 
 
 
Figure 19: Roof set-up of photodegradation experiments with the shaded containers under 
the wooden structure and the direct sunlight containers far from any obstacles that could 
potentially shade them. Photograph is facing west in the late afternoon. Also shown is a Class 





Linear regressions were used to determine the first-order photodegradation rate constant 
for each container.  
Equation 45:   ln(𝐶) = −𝑘𝑠 ∗ 𝑡 + ln (𝐶0) 
where C is the concentration of RWT (mg/L), 𝑘𝑠 is the photodegradation rate constant (1/s), 𝑡 is 
time (s), and 𝐶0 is the initial concentration (mg/L).  
 Linear regressions were also used to determine the first-order photodegradation rate 
constant per unit light for each container. 
 Equation 46:   ln(𝐶) = −𝑘𝑠,𝑙 ∗ 𝐽 + ln (𝐶0) 
where 𝑘𝑠,𝑙 is the photodegradation rate constant per unit light (1/(J/s/m
2)), and 𝐽 is the culmative 
solar radiation (J/s/m2). 
More photodegradation was seen in the buckets placed in the sun than buckets placed in 
the shade (Figure 20 and Table 6). For buckets placed in direct sunlight, first-order degradation 
constant, ks, values ranged from 0.048 to 0.139 1/day. For buckets placed in the shade, ks values 
ranged from 0.011 to 0.051 1/day. There was some removal of RWT in the shade. It is possible 
that the shade did not completely remove all the UV radiation from the sun. The sides of the shaded 
structure were briefly exposed to direct sunlight at the beginning and end of the day when the sun 
was low in the sky. Additionally, reflected solar radiation from the surrounding rooftop could have 
aided in removing some of the RWT. Alternatively, it is also possible that other sources of 
degration were also present. Photodegradation constants were also calculated based on incident 
radiation and ranged from 0.503 to 1.46 1/(J/s/m2) (Table 6). Cumulative solar radiation obtained 
at nearby Thompson Farm during the experiment followed an approximate linear relationship with 
days since the experiment started (r2=0.90) (Figure 21). This linear relationship suggests a 
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photodegradation constant per day is an acceptable generalization for weather patterns during 
August 2014. 
It is possible that the DOC and RWT were self-shading, protecting the bulk of the RWT 
from being degraded. Buckets with high DOC and high initial RWT concentrations had lower ks 
values than buckets with low DOC and low initial RWT concentrations. With the DI water, the 
buckets with low initial RWT concentrations had higher ks values.  
Photodegradation constants were found to be higher than constants obtained from 
laboratory measurements by Keefe et al. (2004) for wetlands in Arizona. Keefe et al. (2004) found 
an average diurnal photodegradation constant of 0.009 1/day with a maximum of 0.034 1/day 
during the zenith. Constants measured in Arizona took into account diminished light penetration 
over 0.5 m. Since this study was conducted using containers less than 0.3 m deep, sunlight was 
able to penetrate more of the water column, effectively increasing the measured photodegradation 
constant.  
Over the short time scales of the tracer tests, photodegradation was not expected to be a 
significant factor in loss of RWT during the tracer tests. Eight out of ten of the tracer tests peaked 
within 10 hours of the release. The tracer test with the longest time to peak was CAN, which took 
over 2 days to peak. For the CAN tracer test, approximately 7% of the rhodamine may have been 
degraded based on a first-order degration coefficient of 0.05 1/day. Additionally, photodegradation 
constants assume some cloud cover since the roof experiments were conducted over a span of 
weeks which included cloudy days, but did not assume any shading due to vegetation. All the sites 
were vegetated in sections and occasionally were shaded by trees. This leads us to believe that the 




Table 6: Estimates of photodegradation constants ks for different concentrations of 
rhodamine in the sun. Uncertainty on average values is the standard deviation. DI is 

























constant per unit 
light, ks,l  
(×10-5 1/(J/s/m2)) 
DI 0.073 ± 0.003 0.002 ± 
0.003 
96 ± 4 0.131 ± 0.020 0.0055 1.63 ± 0.25 
6.96 ± 0.28 2.20 ± 0.11 68 ± 2 0.056 ± 0.004 0.0068 0.70 ± 0.04 
Low 
DOC 
0.068 ± 0.003 0.004 ± 
0.002 
94 ± 4 0.124 ± 0.030 0.0020 1.55 ± 0.37 
7.61 ± 0.30 2.51 ± 0.06 67 ± 1 0.050 ± 0.0006 0.0020 0.63 ± 0.008 
High 
DOC 
0.094 ± 0.004 0.012 ± 
0.005 
87 ± 7 0.095 ± 0.048 0.0052 1.19 ± 0.23 



















a)   b)  
c)  d)  
 
Figure 20: For the RWT degration experiments a) Fraction of RWT remaining for trials with 
low initial RWT concentrations, b) RWT concentrations in for trials with low initial RWT 
concentrations, c) fraction of RWT remaining for trials with high initial RWT concentrations, 
and d) RWT concentrations in for trials with high initial RWT concentrations.  The degration 
constant, ks, was calculated as the best-fit straight line to data shown on log-linear axes 
(subplots b and d). Grey bars represent periods of dark due to night or periods the buckets 




























































































Figure 21: Cumulative solar radiation during the rooftop photodegradation experiments. 
 
 
SORPTION OF RHODAMINE WT 
 
 
Rhodamine WT (RWT) sorbs to wetland soils and vegetation.  To characterize this 
tendency, in-wetland sedges and soil cores containing high concentrations of organic matter were 
obtained from the study wetland off Snell Road, Lee, New Hampshire on October 2, 2014 (Figure 
22). Soil cores containing low concentrations of organic matter were obtained from a more 
channelized section of the Snell Road wetland on October 3, 2014.  Sediment was dried in an oven 
at 64°C for four days to ensure all water evaporated. Bulk density (ρb) of sediment was determined 
by measuring the mass of the oven-dried core divided by the volume of the core. The uncertainty 
of the bulk density was estimated as: 











where 𝜀𝜌𝑏 is the uncertainty of the bulk density (g/cm
3), 𝜀𝑉𝑐 is the uncertainty of the volume (cm
3), 
𝑉𝑐 is the volume of the core (cm
3), 𝜀𝑚𝑠 is the uncertainty of the mass of the dry sediment (g), and 




























Time since experiment started (days)
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A loss-on-ignition technique was used to determine sediment organic content. Between 
500-800 grams of oven-dried sediment was placed in a muffle furnace for 6 hours at 400 °C to 
allow the organic carbon to burn. Sediment was then cooled and reweighed. Organic carbon 
content was calculated by subtracting the mass of the sediment removed from the muffle furnace 
from the mass put into the muffle furnace.  




where 𝑂𝐶 is the fraction of organic carbon (g/g), 𝑚𝑖𝑛 is the mass of sediment put into the muffle 
furnace (mg), and 𝑚𝑜𝑢𝑡 is the mass of sediment removed from the muffle furnace (mg). The 
uncertainty on the 𝑂𝐶 was estimated as: 













where 𝜀𝑂𝐶 is the uncertainty on the organic content (g/g), 𝜀𝑚𝑖𝑛 is the uncertainty on the mass in 
(g), and 𝜀𝑚𝑜𝑢𝑡 is the uncertainty on the mass out (g).  
For the vegetation, the bulk density was assumed to be similar to alfalfa leaves, 0.24 g/cm3, 
(Hapman 2015) since a similar bulk density is obtained by estimating the volumes of 5 grams of 
leaves that was used in the sorption experiment (7 5 cm by 2 cm by 0.3 cm leaves). Uncertainty 
on bulk density was estimated based on tweaking the dimensions of the leaves. Organic content of 
the vegetation was assumed to be 70% since it is solely organic matter, and uncertainty was 





Figure 22: Coring soil with high organic carbon content at wetland site LEE.  
 
 
The high OC (14%) sediment had over ten times as much organic content as the low OC 
(1.3%) sediment (Table 7). The bulk density was greater for the low OC sediment (2.0 g/cm3) than 
the high OC sediment (0.65 g/cm3) which is consistent with organic matter having a lower density 
than non-organic matter found in soils.  
 
 








For sorption testing, approximately 50 grams of sediment or vegetation were placed into 
containers. RWT in DI water solutions of 100 mL were added to the containers. The sediments 
were divided into 48 containers to allow for 3 replicates, 4 different types of sediment (high OC 
Soil Source Bulk density, ρb 
(g/cm3) 
Organic content, OC 
(%) 
Low OC 2.0 ± 0.3 1.3 ± 1.8 
High OC 0.65 ± 0.10 14 ± 3.0 
Vegetation 0.24 ± 0.15 70 ± 30 
56 
 
soil, low OC soil, vegetation, and with no soil or vegetation to serve as a control), and 4 
concentrations of RWT ranging from 0.02 mg/L to about 6 mg/L. Containers were placed on a 
shaker table and shaken for 3 days to allow for the RWT to equilibrate between liquid and solid. 
RWT concentrations in the water after three days was measured using grab samples.  
Final RWT concentrations were adjusted for non-sorption loss by subtracting the average 
concentration of the corresponding control containers with no soil or vegetation. 
Equation 50:   𝐶𝑤 = 𝐶 − 𝐶𝑏 
where 𝐶 is the concentration of RWT measured in the water at the end of the experiment (mg/L), 
𝐶𝑏 is the final average concentration of the corresponding control containers with no soil or 
vegetation (mg/L), and 𝐶𝑤 is the adjusted mass concentration of RWT in the water (mg/L).  
The mass fraction absorbed to sediment was obtained by taking the difference of the initial 
and final RWT concentrations. The difference was multiplied by the volume of solution to 
determine the mass of RWT in the soil. The mass of RWT in the soil was divided by the mass of 
soil to obtain the mass fraction of RWT in the soil.  




where 𝐶𝑠 is the solid concentration of RWT in the sediment (µg/kg), 𝐶0 is the initial concetration 
of RWT in the water (mg/L), 𝑉 is the volume of solution (L), and 𝑚𝑠 is the mass of sediment (kg).  
 Next, the soil distribution coefficient was calculated by fitting a Freundlich isotherm of the 
type below. It is expected that the sediment will exhibit an absorption isotherm with the different 
concentrations of RWT. 
Equation 52:   𝐶𝑠 = 𝑘𝑑(𝐶𝑤)
𝑎
 
where a is a fitted parameter (unitless), 𝑘𝑑 is the soil distribution coefficient (L/mg).  
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Figure 23 shows the absorption isotherm for the different soils and vegetation. As the RWT 
concentration in water increases, absorption to solid begins to level off. Soil distribution 
coefficients which were calculated using a Freundlich isotherm were highest for vegetation. 
Coefficients ranged from 0.19 to 1.36 L/kg (Table 8). Soil distribution coefficients are similar to 
coefficients found by Keefe et al. (2004) which were obtained for sediments and vegetation in 










Using these distribution coefficients, the retardation factor was then calculated as follows 
(Zang and Bennett 1995): 








































where 𝑅𝑑 is the retardation factor (dimensionless), 𝜌𝑏is the bulk density (mg/L), and 𝑞 is the 
porosity of the sediment (dimensionless). A porosity of 0.8 was used for the high OC sediment 
from the wetlands (Mitsch and Gosseline 2015), a porosity of 0.5 was used for the low OC 
sediment since the bulk density was slightly lower than that of sand, and a porosity of 0.3 was used 
for the vegetation (Visser and Bӧgemann 2003). 
Retardation factors were highest for the low OC sediment and lowest for the high OC 
sediment (Table 8). Factors ranged from 1 to 3.6 which assume equal application over the entire 
water column. However, retardation is not expected to play as large an influence on the transport 
of RWT through surface water wetlands since only a fraction of the water is in contact with the 
sediment and vegetation. The two longer tracer tests (LEE and CAN) are the most prone to 
influence by retardation since the RWT is in contact with the sediments the longest. 
 
 
Table 8: Results of the sorption tests including initial RWT water concentration, average 
fraction of RWT remaining in the water, soil distribution coefficient , the fitted parameter 


























0.096 ± 0.003 0.35 ± 0.05 1.5 
1.38 ± 0.06 0.23 ± 0.05 2.4 











0.096 ± 0.003 0.25 ± 0.04 1.0 
1.38 ± 0.06 0.04 ± 0.01 1.0 











0.096 ± 0.003 0.30 ± 0.01 1.2 
1.38 ± 0.06 0.11 ± 0.07 1.5 
5.84 ± 0.23 0.19 ± 0.12 3.0 
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Additionally, bromide was released along with the RWT during tracer tests BOX, BYF, 
and WIL to see if a lag due to sorption could be observed when comparing the RWT and the 
bromide. A SUNA V2 measured the break through curve of bromide adjacent to the fluorometer. 
The RWT reached the sensors before the bromide indicating lack of retardation in the surface 
waters of the wetland. 
 
BREAKTHROUGH CURVE ANALYSIS 
 
 
Pre-release background RWT concentrations during each tracer test did not exhibit diurnal 
patterns and varied a on an order of magnitude of 10-4 mg/L.  Background concentrations were 
subtracted from fluorometer recordings to determine excess RWT concentrations.  
Equation 54:   𝐶∗ = 𝐶 − 𝐶0 
where 𝐶∗ is the excess RWT concentration (mg/L), C is the measured concentration (mg/L), and 
C0 is the apparent background concentration preceding the release (mg/L), likely due to turbidity. 
Downstream excess volume flux was determined by multiplying the excess concentration 
by outlet discharge.  
Equation 55:   F = 𝐶∗𝑄𝑑𝑜𝑤𝑛 
where F is the excess concentration flux at the wetland outlet (mg/s) and Qdown is the discharge 
observed exiting the wetland (L/s). 
The mass of RWT recovered was calculated by numerically integrating the excess flux 
over time.  





where 𝜔 is the mass recovered (mg), n is the number of data points, and Δt is the time interval 
between fluorometer measurements (s). 
The percentage recovered is the mass recovered divided by the amount released. 




where R is the fraction recovered (unitless), and 𝜔0 is the amount released (mg).  
In order to account for uncertainty in discharge, four methods of calculating discharge were 
used to estimate recoveries. The methods were: discharge from the stage-discharge curve, point 
discharge measured on the day of the tracer test, an adjusted stage-discharge curve with a shifted 
y-intercept, and an adjusted stage-discharge curve where the slope was changed. The adjusted 
stage-discharge curve with a shifted y-intercept was obtained by calculating the difference between 
the measured discharge and the discharge obtained from the stage-discharge curve for the same 
stage. The adjusted discharge was calculated by adding this difference so that the stage-discharge 
curve was forced through the measured point discharge.  
Equation 58:  𝑄𝑠ℎ𝑖𝑓𝑡 = (𝑄𝑝𝑜𝑖𝑛𝑡 − 𝑄𝑐𝑢𝑟𝑣𝑒)𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 + 𝑄𝑐𝑢𝑟𝑣𝑒 
where 𝑄𝑠ℎ𝑖𝑓𝑡 is the adjusted discharge (L/s), 𝑄𝑝𝑜𝑖𝑛𝑡 is the measured discharge on the day of the 
tracer test (L/s), and 𝑄𝑐𝑢𝑟𝑣𝑒 is the discharge obtained from the stage-discharge curve (L/s). For the 
adjusted stage-discharge curve with an altered slope, the exponent bnew was estimated with the 
following equation: 




where 𝑏𝑛𝑒𝑤 is the new fitted exponent for the adjusted stage-discharge curve (Equation 35), a is 
the coefficient from the unadjusted curve, 𝑠 is the pressure-corrected stage at the time of the point 
discharge measurement (m), and c is the transducer depth below water (m). In the case of a linear 
stage-discharge fit, the slope of the linear line, anew, was estimated by fitting a straight line from 0 
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to the measured point discharge. Values of 𝑄𝑐𝑢𝑟𝑣𝑒 𝑏𝑛𝑒𝑤, and anew are found in Appendix C: 
Table 28. 
The residence time distribution (RTD) was calculated by dividing the downstream excess 
flux by the mass recovered. 




where RTD is the residence time distribution (1/s). By definition, the integral of the RTD equals 
one. 




Time to peak, tp, was measured as the time since the release that the peak concentration 
reached the fluorometer (s). The time to peak characterizes the advective time scale of the main 
channel.  
The nominal residence time was estimated as the volume of water in the wetland divided 
by the discharge. 




where 𝑡𝑟 is the nominal residence time (s), 𝑉 is the volume of the measured wetland during the 
tracer test (L), and 𝑄𝑑𝑜𝑤𝑛 is the discharge at the outlet of the wetland (L/s). The uncertainty for the 
residence time was estimated with the equation below: 











where 𝜀𝑡𝑟 is the uncertainty of the residence time (s), 𝜀𝑉 is the uncertainty of the volume (L), and 
𝜀𝑄𝑑𝑜𝑤𝑛 is the uncertainty of the downstream discharge (L/s). 
 The hydraulic efficiency was estimated as the time to peak divided by the nominal 
residence time.  
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where 𝐻 is the hydraulic efficiency (unitless). The uncertainty on the hydraulic efficiency was 
estimated as: 











where 𝜀𝐻 is the uncertainty of the hydraulic efficiency  (unitless), and 𝜀𝑡𝑝 is the uncertainty of the 
time to peak (s). 
The first moment of the RTD was calculated to determine the detention time, which is the 
mean travel time.  
Equation 66:   𝑀1 = ∑ 𝑡
∗𝑅𝑇𝐷∆𝑡𝑛𝑖=1  
where M1 is the first moment (s), and t* is the time since release (s). 
The second moment of the RTD was calculated and is the variance.  




where M2 is the second moment (s
2).  
 
TRANSPORT PATHWAYS WITHIN WETLANDS 
 
 
A preliminary analysis was conducted on a BTC from March 2014 in Sawmill Brook at 
Chestnut Street in Wilmington, MA (Rosengarten 2014) to determine if tanks-in-series or transient 
storage models were more accurate at modeling the tail of the distribution. From delineation of 
aerial photographs, the length of the wetland was 300m, and there was an average width of about 
10 m and an average depth of 1 m.  A multiple flowpaths tanks-in-series model and a two zone 
transient storage model were fit to the BTC obtained from a slug of 0.5 mL (100 g) of RWT 
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released into the inlet of the wetland. The tanks-in-series model had 3 flowpaths (Table 1). The 
first flowpath represents the fast flowing wetland channel. Two side flowpaths represent the off-
channel area and have slower velocities. The transient storage model had 2 storage zones and was 
modeled in STAMMT-L (Haggerty 2009). 
The tanks-in-series model had a RMSE of 0.26 mg/L (Figure 24). A discharge of 394 L/s 
was used based on stage-discharge relationship that was made for the wetland. After optimizing 
the model, the first flowpath was best represented with a flowpath of volume 1400 m3 and a 
discharge of 0.23 L/s, the second flowpath had a volume of 600 m3 and a discharge of 0.81 L/s, 
and the third flowpath had a volume of 1000 m3 and a discharge of 0.93 L/s. For this model, n, the 
number of tanks in the flowpath, fit the data best at 10.   
The calculated root mean square error for the two zone transient storage model was 0.06 
mg/L (Figure 24). The main channel velocity of 2.9×103 m/d which was estimated from inverse 
modeling the time that the peak of RWT arrived at the outlet. Additionally, the model was 
optimized to find the relative transient storage size (the cross-sectional area of the storage divided 
by the cross-sectional area of the channel) as 70.4 2, and a dispersion coefficient of 2.8×104 m2/d. 
The alpha connectivity coefficient that best fit the data was 2.1 ×10-4 1/d for the first storage 
compartment and 1.1×101 1/d for the second storage compartment. The model accurately 
represents the tail of the RWT compared to the tanks-in-series model, but underestimates the peak.   
Kadlec and Knight (1996) found that 3 tanks could represent many constructed wetlands 
that they studied. Carleton (2002) found that 0.5391 tanks best represented one of Kadlec and 
Knight’s (1996) constructed wetlands. The Chestnut Street wetland in this study is best represented 
by more tanks, 10. It is possible that this difference is because the Chestnut Street wetland is not a 
constructed wetland; it is made from a small dam. The wetland’s main advective channel limits 
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dispersion and interaction with transient storage. Thus, the number of tanks needed to model the 





Figure 24: Preliminary analysis comparing a tanks-in-series model and a transient storage 




MODELING OF RESIDENCE TIME DISTRIBUTIONS 
 
 
Transient storage characteristics were determined from inverse modeling of reach-scale 
tracer tests using the transient storage model STAMMT-L (Haggerty 2009). STAMMT-L uses a 
semi-analytical solution to solve the underlying transient storage equations (Table 1). Multiple 
geometries for solving the transient storage equations were evaluated to determine if any particular 
wetland geometry could fit the RTD statistically better than the others. The methods that were 

























2 zone transient storage
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zone  model (STAMMT-L mass transfer type 8), and a multiple-zone  model (STAMMT-L mass 





The single-zone model allows for one advective main channel and one storage zone. There 
is only one connectivity parameter (α) which allows water to exchange between the main channel 
and the storage zone. The multiple-zone models allows for one advective main channel and divides 
the storage area into many zones. The number of zones is represented by variable n. Each zone has 
its own connectivity, (α1, α2… αn). The connectivities for the zones range from a minimum (αMIN) 
to a maximum (αMAX). Additionally, the zone sizes are distributed using a power-law function and 
are inversely proportional to the connectivity parameters. That is, as the zone size increases, the 
connectivity decreases. The multiple-zone  model has a similar geometry to the multiple-zone  
model, but the zone sizes and connectivity are distributed differently. Thirty zones were used for 
the multiple-zone models to minimize truncation error (Haggerty 2009). Preliminary testing from 
this study found minimal difference in connectivity parameters when using more than 30 zones.  
Breakthrough curves were trimmed before any increases in discharge due to rain events 
that caused discharge to exceeded daily fluctuations. For each geometry and each tracer test, the 
trimmed RTD was input into the model as well as measured photodegradation constant ks, 
measured retardation factors for the main channel and transient storage, RMC and RTS, and 
delineated length of the main channel from the release location to the fluorometer, L. The 
calculated retardation factors, which apply to the entire water column, are expected to over-
estimated field retardation since the entire water column is not in contact with the sediment and 
vegetation. Thus, the low range of the measured retardation factors was used and was only applied 
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in the storage zones which are shallower and more contacted with the sediments. Because the RTD 
already accounted for the recovery of the RWT, the dilution factor, which accounts for direct mass 
loss was set equal to 1, and the zeroth moment was set equal to 1. STAMMT-L was used to fit 
various models to the data by optimizing the remaining variables: the connectivity parameters (α) 
the relative transient storage size (As/A) which is the size of the transient storage (As) to the main 
channel (A), the advection in the main channel (vx), the dispersivity in the main channel (D), and 




Figure 25: Conceptual model of the different geometries a) single-zone and b) multiple-zone 
models of the transient storage model. The concentration in the main channel is represented 
as C and the concentration in the storage zones is represented as Cnʹ. The pulse of red shows 
that advective velocity, vx, and longitudinal dispersion, D, occur in the main channel. 
Transfer of dye to the storage zones is only though the connectivity parameter, α, and dye 
does not transfer between storage zones. As the dye is advected downstream, some of the 
dye is transferred to the storage zones based on the concentration gradient of dye between 
the channel and storage. As the peak of the dye continues to move downstream, dye that was 































In order to minimize the number of parameters that were optimized but still obtain accurate 
fit between modeled and measured RTDs, the multiple-zone model was run with four different 
scenarios of optimization:  
1) OPTALL: optimize αmin, αmax, and K 
2) KCURVE: extract K from RTD, optimize αmax and αmin (Haggerty 2000) 
3) MINCURVE: optimize K but use αmin =1 1/s and αmax =1/ttot (Gooseff et al. 2007) where 
ttot is the length of the experiment from release to the time the RTD was trimmed (d) 
4) SETMINMAX: optimize K but use αmin =1×10-5 1/d and αmax =1×105 1/d  
 For the second scenario, the power-law constant was extracted from the RTD by fitting a 
straight line to the tail of the distribution in log-log space. The power-law constant is the slope of 
the line and represents very long residence time within the wetland (Haggerty 2000).  
Equation 68:   log 𝑅𝑇𝐷 = 𝐾 ∗ 𝑙𝑜𝑔 𝑡∗ + 𝐺 
where K is the power-law constant, 𝑅𝑇𝐷 is the RTD (1/d), 𝑡∗ is time since release (d), and G is the 
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The Akaike Information Criterion (AIC) is a statistical measure that describes the relative 
performance of a model by weighting how well the model can match observations against the 
number of parameters the model optimizes. When comparing multiple models, the model with the 
lowest AIC should be used. The AIC is calculated using the squared residuals of the model, the 
number of parameters, and the number of data points. 




where 𝐴𝐼𝐶 is the Akaike information criterion (unitless), E is the number of parameters optimized 
in each model (unitless), n is the number of data points (unitless), and RSS are the squared residuals 
(squared units).  
For the single-zone model, the average time a parcel of water remains in the main channel 
before entering the storage zone is (Runkel 2002): 
Equation 70:   𝑡𝑀𝐶 = 1/𝛼 
where 𝑇𝑀𝐶 is the residence time of the main channel (d). The average time a parcel of water will 
remain in the storage zone is the storage zone residence time (Runkel 2002): 




where 𝑇𝑇𝑆 is the residence time of the storage zone (d). 
For all the models, the capacity ratio is the ratio of the mass in the storage zone to the mass 
of RWT in the main channel. The ratio was computed for each model. It was assumed that the 
retardation factor was the same for all storage zones.  
Equation 72:   𝛾 = 𝑅𝑇𝑠 𝑅𝑀𝐶⁄  
where 𝑅𝑇𝑠 is the retardation factor for the transient storage zone (dimensionless).  
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The Damkӧhler I number was calculated for each immobile zone as a measure of zone 
independence (Haggerty and Gorelick 1995). The Damkӧhler I number is estimated by comparing 
the transfer rate of water into storage areas to the advective flow rate. When the value of the 
Damkӧhler I number is greater than 100, the transport into the storage zones is consistent with 
Fickian dispersion. The Damkӧhler I number was calculated with the following equation. 
Equation 73:   𝐷𝑎𝑖 = [𝛼𝑖(𝛾𝑖 + 1)𝑅𝑀𝐶𝐿]/𝑣𝑥 
where 𝐷𝑎𝑖 is the Damkӧhler I number for the i
th storage zone (dimensionless), 𝛼𝑖 is the connectivity 
for the ith storage zone (1/d), 𝛾𝑖 is the capacity ratio for the i
th storage zone (dimensionless), 𝑅𝑀𝐶 
is the retardation factor in the main channel (dimensionless), 𝐿 is the length of the main channel 
from the release location to the location of the fluorometer (m), and 𝑣𝑥 is the velocity in the main 
channel (m/d).  
The median travel time due to the main channel was calculated using the optimized 
STAMMT-L main channel velocity. 
Equation 74:   𝑡𝑚𝑒𝑑
𝑀𝐶 = 𝐿/𝑣𝑥 
where 𝑡𝑚𝑒𝑑
𝑀𝐶  is the median travel time due to the main channel (d). 
Fraction of median travel time due to transient storage was calculated for each tracer test 
(Runkel 2002).   





where 𝐹𝑚𝑒𝑑 is the fraction of median travel time (unitless) and 𝑀1 is the median travel time (d).  
 Fmed is typically evaluated at a standard distance downstream to improve comparison 
between multiple studies. For example, 𝐹𝑚𝑒𝑑
200
 is the standardized Fmed (dimensionless) evaluated at 
L=200 m. An empirical equation has been developed for streams (Runkel 2002).  
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Equation 76:   𝐹𝑚𝑒𝑑













 Sensitivity analyses were performed to estimate model error and to determine how 
sensitive each model was to each parameter. All models were optimized using the end members 
of the range of specified values for the different input variables. For each of the different models, 
the retardation factor Rd was varied from 1 and 3.6 based on measured values, the photodegradation 
constant ks was varied from 0 and 0.131 1/day based on measured values, and the distance 
downstream was optimized for ±5% of the measured distance based on replications of delineating 
the length. For all models except the single-zone model, the number of storage zones was 
optimized for both 30 and 60 zones. Additionally, for the multiple-zone  model KCURVE, the 
power-law constant k measured from the individual curves was varied ±10% of the measured 
constant which was estimated based on using different lengths of the tail. For the multiple-zone 
model MINCURVE, the minimum connectivity was varied ±5% of the measured value as a test to 
see how sensitive the optimizations were to that minimum connectivity parameter. 
Results of the sensitivity analyses were used to determine a range of possible values for 
each optimized parameter. These ranges were used as the uncertainty for model parameters. The 
uncertainty did not include uncertainty in the residence time distribution. When optimized with 
the shifted discharge residence time distributions, optimized parameters were up to 10% different 








INLET AND OUTLET NUTRIENTS AND FLUXES 
 
 
Nutrient grab samples were collected at the inlet and the outlet of each tracer test once 
during each tracer test. Nutrient grab samples were filtered into new 60 mL centrifuge tubes on 
site using a 47 mm, 0.45 µm orifice polycarbonate membrane filter and were immediately placed 
on ice then stored in a freezer. Samples were analyzed for nitrate plus nitrite, ammonium, and 
phosphate at the Water Quality Analysis Lab at UNH using standard methods. Uncertainty was 
2.5% for nitrate, 5.6% for ammonium, and 1.6% for phosphate.  
Nutrient grab samples were used to estimate fluxes of nutrients entering and exiting the 
wetlands. The flux was determined as 
Equation 77:   ?̇? = 𝑄𝑁𝐶𝑁 
where ?̇? is the mass flux of the nutrient (mg/s), 𝑄𝑁 is the discharge at the time and location of the 
sample (L/s), and 𝐶𝑁 is the measured concentration of the nutrient (mg/ L). Uncertainty for the 
mass fluxes were estimated based on the following equation: 











where 𝜀𝑁 is the uncertainty on the nutrient flux (mg/s), 𝜀𝑄𝑁 is the uncertainty on the discharge 
(L/s), and 𝜀𝐶𝑁 is the uncertainty on the nutrient concentration (mg/L).  
The normalized nutrient outlet flux was determined by dividing the flux of the nutrient 
leaving the wetland by the flux of nutrient entering the wetland.  






where 𝐹𝑛 is the normalized outlet flux for n nutrient (dimensionless), ?̇?𝑜𝑢𝑡is the nutrient flux out 
of the wetland (mg/s), and ?̇?𝑖𝑛 is the nutrient flux into the wetland (mg/s).  
 
ESTIMATING NUTRIENT UPTAKE 
 
 
Nutrient uptake rate constants were estimated for all tracer tests where the flux of the 
nutrient was less at the outlet than the inlet. Uptake rate constants were obtained from the transient 
storage models and from the raw RTD.  
For the transient storage models, all the models were used to estimate the nutrient uptake 
rate constants through optimization of a simulated plateau addition. Using the parameters from 
each tracer test obtained from the breakthrough curves, a plateau addition of nutrients was 
simulated using the inlet concentration of nutrients. The nutrient uptake rate constant was 
increased until the plateau concentration at the outlet of the wetland matched the measured outlet 
concentration.  
Two scenarios were considered for the transient storage models to apportion uptake 
between the main channel and the storage zones. Whole-wetland nutrient uptake rate constants 
were determined by requiring the same uptake rate constant for both the channel and storage zones. 
Additionally, a maximum storage uptake rate constant was determined by assuming no uptake in 
the channel which forced all the uptake to occur in the storage zones.  
To obtain the uptake rate constants from the RTD, the following equation was optimized 
so that the outlet concentration of the nutrient was obtained: 




where 𝐶𝑁,𝑜𝑢𝑡 is the concentration of the nutrient exiting the wetland (mg/L), 𝐶𝑁,𝑖𝑛 is the 
concentration of the nutrient entering the wetland (mg/L), 𝑅𝑇𝐷 is the residence time distribution 
(1/day), 𝑘𝑁 is the uptake rate constant (1/day), 𝑡 is time (day), and ∆𝑡 is the difference in time 
between measurements in the RTD (days). This model assumes the wetland is in steady state, and 




























WETLAND PHYSICAL CHARACTERISTICS 
 
 
 Physical wetland characteristics of the study wetlands are shown in Table 10 and 
Table 11. Table 10 lists the characteristics measured from aerial photographs or obtained from GIS 
layers and includes watershed area, delineated by photograph wetland area (Area), NWI area 
(NWIArea), wetland channel length (LengthMC), wetland length (Length), wetland width 
(Width), NWI width (NWIWidth), channel sinuosity (Sinuosity), length-to-width ratio (LtoW), 
NWI length-to-width ratio (NWILtoW), Strahler stream order, and atmospheric pressure source. 
Table 11 lists the wetland physical characteristics measured in the field including discharge, water 
slope, and data retrieved from transects including dimensions of the wetland, wetland channel and 
inundated off-channel area.  
 Watershed area ranged from 0.49 to 207 km2, Area ranged from 1508 to 39924 m2, and 
NWIArea ranged from 1282 to 51514 m2. Length ranged from 70 to 655 m, Width ranged from 
19.6 to 50.3 m, NWIWidth ranged from 16.6 to 58.1 m, and WettedWidth ranged from 1 to 18.3 
m. Sinuosity ranged from 1.01 to 1.38 m/m, LtoW ranged from 3.6 to 14 m/m, and NWILtoW 
ranged from 2.7 to 11 m/m. Slope ranged from -2.4×10-4 to 1.0×10-2 m/m, and discharge ranged 
from 0.4 to 47 L/s. Cross-sectional areas of the main channel ranged from 0.02 to 1.1 m2. Cross-
sectional areas of inundated storage zones ranged from 0.005 to 5.4 m2. Most wetlands had a larger 
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amount of water in storage than in the main channel. CAN and REA1 were parameterized to have 
less water in storage than in the main channel. 
Many of the wetland physical characteristics were correlated (Appendix C: Tables 19 – 
24). Only a slect few are listed below. NWIArea and Area were positively correlated (p<0.01, 
r2=0.99), NWIWidth and Width were positively correlated (p=0.01, r2=0.64), and NWILtoW and 
LtoW were positively correlated (p<0.01, r2=0.82). These correlations along with Figure 26a 
indicate that the size of the NWI polygons are reasonably accurate representations of the wetland 
area, but are not necessarily accurate in shape. For some of the wetlands, including BOX, the NWI 
polygons closely resemble the delineated wetlands (Appendix B), but for most of the other 
wetlands, the NWI polygons extend over areas that are clearly not part of the wetland. 
WettedWidth was consistently smaller than Width or NWIWidth and was not correlated with 
either (Figure 26b). Neither may be good representations of hydrological processes during summer 
and fall with low water levels. Additionally, watershed area was positively correlated with Area 
(p<0.00, r2=0.88) and NWIArea (p<0.00, r2=0.87) which is expected since larger watersheds have 
the potential to funnel more water into the wetland. Length was positively correlated with 
watershed area (p<0.01, r2=0.87), Area (p<0.01, r2=0.96), and NWIArea (p<0.01, r2=0.95). LtoW 
was positively correlated to Length (p<0.01, r2=0.82) but was not correlated to Width. This 
indicates that the larger wetlands are longer, but not necessarily wider. This may be due to the 
underlying geology of the channels. Stream order was not correlated with wetland size, but was 
positively correlated with watershed area (p=0.03, r2=0.69), channel width (p=0.03, r2=0.67), 
average off-channel depth (p=0.03, r2=0.76), and off-channel cross-sectional area (p=0.03, 
r2=0.674). Discharge, fraction of the watershed that was developed, and sinuosity were not 
correlated with any measured wetland physical characteristics.  
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 The largest wetland by Area, LEE, has the largest watershed area, the longest Length, and 
largest LtoW indicating that the wetland is relatively skinny compared to how long it is. The 
smallest wetland by Area, BYF, has the smallest Length, smallest Width, and smallest LtoW 
indicating that the wetland is the relatively wide compared to how short it is. Wetland WIL has the 
smallest Sinuosity, indicating that the channel within the wetland is probably artificially dug while 
wetland BAR has the largest Sinuosity indicating the channel meanders throughout the wetland.  
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Table 10. Wetland physical characteristics for study wetlands, where Shed is the watershed area, Area is the delineated wetland area, NWIArea is the 
NWI polygon area, LengthMC is the channel length, Length is the length of the wetland, Width is the average width of the delineated wetland, NWIWidth 
is the average width of the NWI polygon, Sinuosity is the  sinuosity of the main channel within the wetland, LtoW is the length-to-width ratio of the 
delineated wetland, NWILtoW is the length-to-width ratio of the NWI  polygon. Stream order is based on the National Hydrography dataset (USGS 
2014). Fraction developed is the fraction of the watershed listed as developed (USGS 2011). The atmospheric pressure source is the airport where 










































164 ± 5  
 
119 ± 6 
 
28 ± 2 
 



























217 ± 7 
 
208 ± 10 
 
38 ± 3 
 































77 ± 2 
 
 
70 ± 4 
 
 
20 ± 2 
 
 

































319 ± 10 
 
252 ± 13 
 
50 ± 4 
 



























853 ± 26 
 
655 ± 33 
 
47 ± 4 
 



























251 ± 8 
 
214 ± 11 
 
26 ± 2 
 



























186 ± 6 
 
167 ± 8 
 
25 ± 2 
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123 ± 6 
 
29 ± 2 
 

























Table 11: Field estimates physical wetland characteristics including discharge, water slope, and dimension of the wetland, wetland chan nel, and off-
channel area. The uncertainty is 15% for depth and 10% for width. Discharge is the measured discharge during the tracer test. Slope is the water surface 




































9 ± 0.9 0.15 ± 0.02 
 
1.67 ± 0.17 
 
0.25 ± 0.1 
 
0.09 ± 0.01 
 
7.33 ± 0.7 
 
 
0.66 ± 0.1 
BOX 
 





2 ± 0.2 N/A 
 

















10 ± 1 0.55 ± 0.08 
 
1.5 ± 0.15 
 
0.83 ± 0.15 
 
0.15 ± 0.02 
 
8.5 ± 0.9 
 
 
1.3 ± 0.2 
CAN 
 





12 ± 1 0.75 ± 0.11 
 
1.6 ± 0.16 
 
1.2 ± 0.2 
 
0.10 ± 0.02 
 
10.6 ± 1.1 
 
 
1.1 ± 0.2 
LEE 
 





18 ± 2 0.35 ± 0.05 
 
3 ± 0.3 
 
1.1 ± 0.2 
 
0.35 ± 0.05 
 
15.3 ± 1.5 
 
 
5.4 ± 1.0 
NOR1 
 






16 ± 2 N/A 
 

















5 ± 0.5 0.20 ± 0.03 
 
1.00 ± 0.10 
 
0.20 ± 0.04 
 
0.10 ± 0.02 
 
4.00 ± 0.38 
 
 
0.40 ± 0.07 
REA1 
 





1 ± 0.1 0.08 ± 0.01 
 
0.25 ± 0.03 
 
0.02 ± 0.004 
 
0.06 ± 0.01 
 
0.75 ± 0.08 
 
 
0.005 ± 0.008 
REA2 
 





10 ± 1 0.25 ± 0.04 
 
0.50 ± 0.05 
 
0.13 ± 0.02 
 
0.10 ± 0.02 
 
9.5 ± 1.0 
 
 
0.95 ± 0.17 
WIL 
 





7 ± 0.7 0.25 ± 0.04 
 
1.9 ± 0.2 
 
0.48 ± 0.09 
 
0.15 ± 0.02 
 
5.1 ± 0.5 
 
 









Figure 26: Comparison of a) delineated wetland area (Area) and NWI area (NWIAREA), and 
b) wetted width (WettedWidth), wetland width (Width), and NWI Width (NWIWidth). Black 






The eight wetlands studied were compared to 50 randomly chosen New England 
comparison wetlands. Boxplots of Area, LengthMC, Length, Width, LtoW, and Sinuosity for for 
the study and comparison wetlands are shown in Appendix C: Figure 55. L-moments for the study 
and comparison wetlands are shown in Table 12. The first and second L-moments (λ1, λ2), which 
are the means and estimates of variance, were smaller for the study wetlands than the New England 
comparison wetlands. This is expected since study wetlands were chosen to be tractable for 
intensive study and tracer tests. Also, with a smaller size, it is not surprising that there is a smaller 
amount of variance. The third L-moments (λ3), which are the estimates of skew, are positive which 
shows that the parameters of both populations were right-skewed: that is, the distribution of values 
is mostly centered on the lower values.  
The medians of the study wetland parameters are all smaller than the matching comparison 


































The Wilcoxon rank-sum test proved that the medians of the widths between the study and 
comparison wetlands were the only parameters that were statistically different. The widths of the 
study wetlands were smaller than the widths of the New England comparison wetlands.  
 
 
Table 12: L-moments for the study wetlands (STUDY) and the New England comparison 
wetlands (NE) for wetland area (Area), length of the main channel (LengthMC), wetland 
length (Length), wetland width (Width), length-to-width ratio (LtoW), and channel sinuosity 
(Sinuosity).  
Parameter Wetlands λ1 λ2 λ3 
Area (m2) STUDY 10482 6246 3827 
NE 106300 75079 41118 
LengthMC (m) STUDY 273.9 119.6 65.95 
NE 842.0 474.7 182.6 
Length (m) STUDY 226.0 90.61 45.71 
NE 630.6 333.7 107.1 
Width (m) STUDY 31.48 7.16 1.580 
NE 81.71 36.04 9.952 
LtoW (m/m) STUDY 7.08 1.88 0.82 
NE 7.42 2.85 1.10 
Sinuosity 
(m/m) 
STUDY 1.176 0.0764 0.0122 




Table 13: Median and confidence intervals for each parameter for the study wetlands 
(STUDY) and the New England comparison wetlands (NE) are shown along with the results 
from the Wilcoxin rank-sum test of difference. The smaller the test statistic, the more likely 
the comparison wetlands are different than the study wetlands. P-values less than 0.05 show 
that those parameters are significantly different between the two wetland groups.  
Parameter Wetlands Median Confidence Interval Test Statistic, S p-value 
Area 
(m2) 
STUDY 5562.5 3571 – 16035 157 0.0767 
NE 38363 12232 – 70180 
Channel length 
(m) 
STUDY 201.5 124 – 319 171 0.1458 
NE 546.9 250 – 911 
Length 
(m) 
STUDY 187.5 119 – 252 173 0.1587 
NE 434.0 169 – 646 
Width 
(m) 
STUDY 28.37 25.3 – 46.8 144 0.0391 
NE 70.15 41.2 – 89.8 
Length to 
width (m) 
STUDY 6.0 4.3 – 8.4 252 0.3658 
NE 5.7 4.4 – 7.6 
Sinuosity 
(m/m) 
STUDY 1.143 1.04 – 1.30 208 0.5352 











A representative hydrograph along with precipitation is shown for BOX for an extended 
period in Figure 27 while the others are in Appendix C: Figure 58. Both the inlet and outlet 
discharges at all sites increased 1-24 hours after precipitation. Generally, the downstream 
discharge was 50 to 75% lower than the upstream discharge after storms indicating that water was 
being stored in the wetlands. Exceptions occurred at BYF, CAN, and NOR where outlet discharge 
increased more than inlet discharge after storms suggesting an additional source of water from 
small tributaries or groundwater.  
During baseflow, inlet and outlet discharge were comparable in magnitude for all sites. 
Within uncertainty, none of the wetlands were always gaining or losing, but rather switched 
multiple times throughout the course of summer and fall 2014.   
During tracer tests, discharge generally fluctuated less than 50%. Exceptions were CAN 
and REA1. At CAN, a small storm passed and increased the downstream discharge from 1 to 
10 L/s 36 hours after the release. During the day at tracer test REA1, the water flowing through 
the inlet completely dried up. REA is located adjacent to a golf course which comprises the 
majority of the watershed and it is possible the golf course was watered the previous night or in 
the early morning the day of the release creating runoff to the wetland. 
Discharge varied over the seasons. During REA1, in summer, the baseflow was typically 
low, whereas during REA2, in fall, the baseflow was typically higher. Baseflow may be higher in 
fall due to increased storm activity which recharges groundwater or due to decreased 
evapotranspiration resulting from lower atmospheric temperatures. During NOR1, the early May 
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baseflow was high most likely due to recharge in the groundwater from spring snowmelt, and was 
lower during NOR2, in fall most likely due to decreased groundwater discharges.    
High resolution fluctuations can be seen in some of the hydrographs. These fluctuations 
occur on 24 hour cycles of high and low discharge indicating a diurnal signal of elevated ET 
coupling with lower discharge during the day and higher discharge during the night. These 
fluctuations may also be from atmospheric temperature signals. But, since water stages were 
smoothed to remove high frequency fluctuations, the signal from atmospheric temperature should 
be minimal. These cycles are best seen for BAR where the upstream discharge exhibits fluctuations 




Figure 27: Hydrographs for the inlet and outlet for BOX. Faded gray areas indicate the time 
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Conservative tracers were used to bound groundwater influx and evapotranspiration within 
the wetland. Stable isotopes of water were measured at the inlet and outlet of the wetland and were 
compared to the local meteoric line which represents the most likely ratios of Oxygen-18 (δ18O) 
to deuterium (δD) found in precipitation in a particular area. Additionally, the amount of 
groundwater entering the wetlands was estimated from inlet, outlet, and groundwater specific 
conductance from the conservation of mass and volume. This assumes that the wetland is in steady 
state, evapotranspiration is negligible, the inlet and outlet are fully mixed, and that the specific 
conductance is conservative.  
Most of the wetlands exhibit an evaporative signal at both the inlet and outlet (Figure 28). 
This is represented by the ratios having higher δD, or falling to the right of the local meteoric water 
line. BYF deviates the most from the local meteoric line, representing the strongest evaporative 
signal. BYF is in a series of beaver ponds; these slow-flowing open ponds would allow for 
evaporation to occur. LEE, REA1 and WIL are closest to the meteoric line indicating little to no 
evaporative signal. LEE is a higher order river, and compromises a complex network of wetlands 
with potential groundwater inflow. It is possible any evaporative signal is due to complex 
influences of groundwater and other small inlets. REA1 is a small wetland draining a golf course. 
It is possible that the water in the wetland is mostly from watering the course and thus would 
exhibit an isotopic signatures of the watering source, possibly groundwater. WIL is a small wetland 
just downstream of a manmade beaver pond. There was approximately 1 inches of rain at WIL one 
day before the isotopic samples were collected at WIL, thus the isotopic signatures pictured may 
not be representative of baseflow conditions. Differences of the shift off the local meteoric line 
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between the upstream and downstream pairs are within analytical uncertainty. Because of this, no 
conclusions can be drawn about evaporative signals within the wetlands. 
A shift at the outlet isotope towards the local groundwater signal indicates influence from 
groundwater. Two out of the ten tracer tests exhibited significant potential influence from 
groundwater (Figure 28). Specifically ratios of δ18O and δD from the inlets and outlets of BYF and 
CAN trend along a line of similar slope to the local meteoric line with the outlets closer to the local 
of groundwater. This suggests that groundwater is entering the wetlands and mixing with the 
surface water entering the wetland from upstream. Since the tracer tests were done in July and 
September, snowmelt is unlikely to be the driver of these trends. For the studies that did not exhibit 
significant influence from groundwater, it is possible that the groundwater contributions were 
shallow and mixed with infiltrated precipitation, and thus displayed a signature more similar to the 
ratios observed at the inlets and outlets of the wetland. A recent study by Lawrence (2014) found 
this to be shallow groundwater wells at wetland WIL in September 2011. This may indicate that 








Figure 28: Composition of stable isotopes of oxygen and deuterium for the wetlands. Also 
shown are the composition of local groundwater and the local meteoric water line (Zuidema 
2011). Error bars on the groundwater show the range of local groundwater data. Uncertainty 
on sample isotopes is ±0.240 ppm for δ18O and ±0.587 ppm for δD (Frades 2008).  
 
  
Specific conductivity indicates the amount of ions in the water and is conservative. By 
measuring conductivity of the inlet and outlet waters during baseflow, mixing with groundwater 
sources can determined if the groundwater has much higher or lower specific conductance than 
the inlet waters. Conductivity ranged from 24 to 686 µS/cm (Figure 29a). Conductivity increased 
from inlet to outlet during CAN; decreased from inlet to outlet during BYF, REA1, REA2, and 
WIL; and was within error at BAR, BOX, LEE, and NOR2. The flux of conductivity (Figure 29b) 
increased from inlet to outlet at LEE, NOR2, and REA2; decreased from inlet to out at BYF, CAN, 
and WIL; and was within error at BAR, BOX, and REA1. If the groundwater has higher specific 
conductance than the inlet at LEE, NOR2, and REA2, or has lower specific conductance than the 
inlet at BYF, CAN, or WIL, it can be assumed that groundwater is influencing these systems. For 









































 Specific conductance of groundwater in the region varies greatly and is positively 
correlated to the fraction of the watershed that is developed due to road salt use in the region (Shan 
Zuidema, personal communication, 2015). Predicted groundwater specific conductance ranged 
from 49 to 845 µS/cm (Figure 29a). The predicted groundwater specific conductance of 782 ± 123 
µS/cm for wetland WIL was higher than the measured specific conductance of 430 µS/cm for a 
shallow groundwater well in fall 2013 (Rosengarten 2014). This may indicate that the estimations 
of groundwater specific conductance in the area are not accurate or that the shallow groundwater 
which is most likely to enter the wetland is partially mixed with precipitation that infiltrates down.  
Predicted groundwater specific conductance were used to estimate if groundwater was 
entering wetlands. Predicted values were higher than measured conductivities during BAR, REA1, 
REA2, and WIL; were lower than measured values during BYF, CAN, and LEE, and were similar 
to measured values during BOX and NOR2. The higher predicted groundwater conductivity for 
REA2, and the lower predicted groundwater conductivities for BYF and CAN can be used to 
conclude that these tracer tests have groundwater influence with the respective fluxes entering and 
exiting the wetlands. Because groundwater conductance was not measured during this study, the 
large assumption that the amount of developed area is a good predictor of groundwater specific 
conductance may not be true at all of the locations.  
Estimates of groundwater discharge into the wetlands were estimated for tracer tests using 
specific conductance of the inlet, outlet, and predicted groundwater conductance (Appendix C: 
Table 25).  Groundwater discharge ranged from -2 to 2.6 L/s. Because groundwater conductance 
was not measured in this study, only tracer tests where a significant groundwater signal from stable 
isotopes was observed (BYF and CAN) may have reliable estimates of groundwater discharge. 
Estimated groundwater discharge at BYF was 2.2 to 2.6 L/s and at CAN was -0.65 to -0.46 L/s. 
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Since tracer test CAN had a significant groundwater signal, it is likely that the specific conductance 
of groundwater at CAN was higher than predicted. At REA2, the other tracer test that exhibited 
significant differences in fluxes of conductance from the inlet to the outlet, observations of 
differences in conductance may be due to other factors including other surface water inlets which 
were measured to be less than 10% of the total discharge, evapotranspiration, or storage within the 




Figure 29: Inlet and outlet a) specific conductance, and b) specific conductance flux for each 
tracer test along with predicted conductivity of groundwater. Uncertainty is 3% for  the inlet 
and outlet specific conductance and was estimated based on the uncertainty of watershed size 








































































Specific conductance was also measured in transects and representative transects are shown 
in Figure 30 for LEE while the rest are in Appendix C: Figure 60. Differences in conductivity 
across the wetlands may indicate localized regions where groundwater enters the wetland or 
differences in evapotranspiration in the different sections of the wetland. The first transect at LEE 
was relatively well mixed in regards to specific conductance. The specific conductance through 
transect 2 decreased from 300 µS/cm on the right bank to 75 µS/cm on the left bank. This could 
indicate groundwater seepage from left bank, or storage of low conductance water near the left 
bank.  
Main channel specific conductance between transects for all tracer tests were of similar 
magnitude. Some trasects had relatively constant specific conductance across the wetland 
indicating similar evapotranspiration throughout the wetland, high mixing, or exchange, while 
other transects had higher concentrations in the different sections indicating evapotranspiration 




Figure 30: Specific conductance in a) transect 1 and b) transect 2 during LEE. Dashed lines 
show edges of the main channel; the shaded area represents the main channel.  Uncertainty 









BREAKTHROUGH CURVE ANALYSIS 
 
The breakthrough curves (BTC) for each tracer test can be found in Appendix C: Figure 59. 
Grab samples generally matched continuous fluorometer recordings and are shown with the 
continuous data. An example BTC is shown in Figure 31 for tracer test REA2. The release occurred 
at 9:39 EST on October 25, 2014. During this tracer test, the peak reached the outlet 0.94 hours 
after the release. The detention time (first moment of the tracer BTC) was 1.81 hours. Diurnal 
discharge fluctuated between 4.0 and 7.0 L/s throughout the day, and tended to decrease overall 
during the tracer test. During the other tracer tests, discharge tended to be relatively steady or 
decreasing. Exceptions include tracer tests CAN where the discharge increased halfway through 
the tracer test, and REA1, REA2, and WIL where the flow was unsteady and thus may be suspect 
to error. Precipitation the week before the tracer tests REA1, REA2, and WIL were high compared 
to the other tests. Background RWT concentrations at REA2 were around 0.005 to 0.006 mg/L for 
the 24 hours before the release, which was 0.1% of the peak concentration of 4.7 mg/L. During 
the other tracer tests, background RWT was also low (<0.001 – 0.009 mg/L), and fluctuated within 
± 0.002 mg/L. An exception was for NOR1 where the chlorophyll-a fluorescence was used instead 
of the RWT fluorescence. Background concentrations for NOR1 were 0.15 to 0.2 mg/L which was 
4 – 5% of the peak concentration of 3.8 mg/L. During REA2 and most of the other tracer tests, no 
diurnal pattern of RWT background concentration or fluorescence was exhibited prior to release. 
There appeared to be slight diurnal signals during LEE and NOR2 on the order of ± 0.001 mg/L.   
During REA2, a few background RWT data points (< 5%) strayed by 0.002 mg/L from the bulk 
of the background data and occurred at random instances. These stray data points generally 
occurred by themselves for a few minutes, and may be due to aquatic life moving near the 
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fluorometer and causing turbidity to change and thus changing the fluorescence in the water 
briefly.  
All the measured BTCs had similar shapes. Concentrations quickly increased to a single 
peak. The tails were larger than the leading limbs indicating the presence of transient storage. 
When observed in log-log space, the tails follow a straight decrease indicating that a power-law 
decrease. For most of the tracer tests, RWT concentrations did not fully return to background 
concentrations, but enough of the tail was observed so that the power-law decrease of the tail could 
be characterized.  
 
 
Figure 31: Breakthrough curve for tracer test REA2 with multiple estimates of upstream and 
downstream discharge. Grab samples matched the continuous fluorometer recordings. 
























































Breakthrough curve characteristics were obtained for each tracer test (Table 14). The time 
to peak, tp, ranged from 0.67 to 54.72 hours. Detention times ranged from 1.07 to 64.13 hours. 
Residence times obtained from dividing the estimated volume of surface water in the wetland by 
the discharge on the day of the experiment ranged from 1 to 300 hours. Detention times generally 
increased with increasing residence times (r2=0.83). Detention times that were longer than the 
corresponding residence times suggest that the dye moved into the storage zones and stayed there 
longer than would be expected if the system were well mixed whereas detention times that were 
less than the corresponding residence times suggest that some of the dye remained in the main 
channel and did not enter the storage zones.  
Hydraulic efficiencies determined as the time to peak divided by the residence time ranged 
from 0.01 to 0.23 suggesting that only a small percentage of the wetland was effectively 
exchanging water with the channel. Hydraulic efficiencies are much lower than efficiencies found 
for constructed treatment wetlands under different vegetated fraction which ranged from 0.32 to 
0.76 (Persson et al. 1999). This is likely due to the presence of a central channel in natural wetlands 
which are not usually observed in constructed wetlands. 
Recoveries, R, were obtained by combining measured outlet RWT concentrations corrected 
for photodegradation and discharge (Equation 57). Four different methods were used to estimate 
outlet discharge during tracer tests; a point discharge measured during the tracer test, discharge 
from the stage-discharge curve constructed during the field season 2014, and discharge from the 
stage-discharge curve that was shifted by changing the y-intercept of the stage-discharge curve to 
the point discharge from the day of the tracer release (Equation 58), and an altered curve that the 
slope was changed so that the curve is forced through the measured discharge (Equation 59).  
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The RWT recovered ranged from 23 to 169% using the point discharge, ranged from 57 to 
164% using the stage discharge curve, ranged from 19 to 166% using the altered y-intercept stage-
discharge curve, and ranged from 22 to 134% using the altered slope stage-discharge curve (Table 
15). Tracer test NOR2 is suspect to error because of the high recoveries obtained for all three 
methods of measuring discharge. Uncertainty for recoveries would be even higher if accounting 
for large errors in stage-discharge curves. Generally, recoveries were closest to 100% for the 
discharges obtained from the stage-discharge curve, which could indicate that the discharge 
measured during the tracer test was erroneous or that the dye was not fully mixed across the stream 
outlet. It is more likely that discharge was erroneous since error was generally higher on discharge 
than on RWT concentrations. Additionally, recoveries much less than 100% can suggest the 
presence or absence of hyporheic flowpaths that do not return to the channel until downstream of 
the fluorometer location, or after the tracer test concluded. Tracer tests with low recoveries may 
have long hyporheic flowpaths whereas tracer tests with recoveries near 100% may not have these 
long flowpaths. Other factors affecting recoveries could be photodegradation or sorption of the 
RWT. The breakthrough curves were corrected for photodegradation, and sorption is a reversible 
process, so these factors are expected to have a minimal effect on the recoveries. Additionally, 











Table 14: Breakthrough curve characteristics for each of the tracer tests, and the sum of 






















BAR 2.7 3.5 94.53 8.14 126.49 49 ± 9 0.02 ± 0.003 
BOX 1.1 3.27 91.29 7.38 114.39 1.8 ± 0.3 0.09 ± 0.02 
BYF 1.1 9.82 95.90 22.22 227.08 20 ± 3 0.23 ± 0.04 
CAN 0.7 54.72 126.05 64.13 221.72 300 ± 52 0.03 ± 0.01 
LEE 0.7 28.28 137.75 37.52 249.68 51 ± 9 0.17 ± 0.03 
NOR1 2.0 1.78 44.91 2.56 1.69 16 ± 3 0.06 ± 0.01 
NOR2 2.4 5.87 101.03 14.34 326.12 13 ± 2 0.08 ± 0.01 
REA1 7.5 2.12 30.3 4.44 20.49 7.0 ± 1.2 0.011 ± 0.002 
REA2 10.8 0.94 95.09 1.81 4.19 9.3 ± 1.6 0.04 ± 0.01 
WIL 4.4 
0.67 92.96 1.07 1.16 1.0 ± 0.2 0.16 ± 0.03 
 
 









Recovery from adjusted  
stage-discharge curve with 
a new y-intercept (%) 
Recovery from adjusted 
stage-discharge curve 
with a new slope (%) 
BAR 25 57 19 22 
BOX 97 84 92 92 
BYF 169 77 166 82 
CAN 23 109 120 110 
LEE 119 131 116 117 
NOR1 114 102 113 113 
NOR2 159 164 128 134 
REA1 56 94 48 52 
REA2 97 96 96 96 
WIL 96 96 96 96 
 
 
TRANSPORT PATHWAYS WITHIN WETLANDS 
 
 
Transect data and grab samples for all tracer tests are shown in Appendix C: Figure 60. 
Representative transects from tracer test NOR1 are shown in Figure 32. Grab samples from the 
tracer test show concentrations of RWT in surface storage and the main channel. For the 1st transect 
which is upstream of the 2nd transect, peak tracer concentrations reached this location about 1 hour 
after release. Between 2 and 25 hours after release, higher concentrations of dye remained in 
storage. When the peak reached the 2nd transect approximately 2 hours after release, the 
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concentration of the dye was also highest in the channel, though lower than the peak concentration 
at the 1st transect. As time went on, the concentration dropped faster in the channel than in the 
surface storage zones. Similar patterns are seen for the other tracer tests, confirming that advection 
dominated longitudinal transport in the main channel in each tracer test.  
When comparing the spatial distribution of the concentrations of grab samples in transects 
to the initial depths and specific conductance measured at the same points along these transects, 
some patterns are seen. Generally, in transects where side pools are physically separated from the 
main channel, dye was rarely seen in the side pools during the duration of the tracer test. This 
suggests that the dye had not reached this area yet, or that this area was relatively poorly 
hydrologically connected to the channel. This is best seen in NOR2 transect 1 where the side pool 
has effectively the same RWT concentration the duration of the tracer test (Appendix C: 
Figure 60). Additionally, in instances when there is a large decrease in conductivity between the 
main channel and edges, the dye again is not seen, suggesting that this area is either less well 
connected to the main channel or not connected at all. These may be areas where low salinity 
groundwater is seeping into the wetlands. This was particularly evident in BOX transect 3 and 
LEE transect 2 (Appendix C: Figure 60). 
Transects can be used to determine whether dispersion or advection dominates exchange 
between the main channel and storage zones based on the concentration gradients across transects. 
For some tracer tests, RWT was measured in the main channel even after two times the peak. For 
example, during NOR1, the peak passed the fluorometer at the wetland outlet 1.78 hours after the 
release. Assuming a modest rate for dispersion in the main channel, the dye should have been 
flushed from the channel in under 4 hours after the release if the wetland was dominated by 
multiple advective flowpaths. But, dye was observed in the main channel at the 2nd transect 4.5 
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hours after the release. This suggests that dye was laterally dispersing from the transient storage 
into the channel. Thus, NOR1 is consistent with the transient storage model as is BYF. For the 
other tracer tests, the transect data do not provide enough temporal resolution to observe the 
patterns of dye moving between storage and the channel and thus are consistent with both the 
transient storage and the multiple advective paths models.  
Even though we cannot distinguish which process is dominating from the transect data for 
the majority of the tracer tests, visual observations from the field show dye dispersing laterally 
(Appendix C: Figure 61). Dispersion is best seen in ponded areas where the main channel exhibits 
advective flow down the middle. As the channel continues to flow downstream, the dye disperses 
into the storage area. Based on field observations and limited transect observations, lateral 
transport into the storage zones was observed to be the dominating process between the channel 




Figure 32: RWT grab samples collected for a) transect 1 and b) transect 2.  Dashed lines 













Each observed RTD was fit with six different versions of transient storage models: a single-
zone model (SINGLE), four variations of a multiple-zone models where the storage connectivity 
increased with increasing storage zone size (OPTALL, KCURVE, MINCURVE, SETMAXMIN), and a 
multiple-zone indirect model where the storage connectivity decreased with increasing storage 
zone size (VARY). AIC values were obtained for all the models for each RTD (Table 16). The 
lowest AIC represents the best model to use. AIC values were generally similar between models 
for each tracer test. None of the RTDs were best represented by the multiple-zone OPTALL or 
KCURVE models indicating that these more complex models cannot fit the RTDs much better than 
the less complex models. RTDs were best represented by one of the other four models; none of the 




Table 16: AIC values were obtained for the different models. Bolded and italicized values 
















BAR 13.579 16.105 14.553 12.884 12.140 13.232 
BOX 13.966 16.115 14.288 12.772 12.318 13.879 
BYF 11.690 15.691 13.690 11.691 11.691 10.868 
CAN 11.615 15.580 13.501 12.326 11.552 11.561 
LEE 10.163 15.322 12.978 10.526 11.578 10.163 
NOR1 12.868 14.949 14.222 14.380 14.757 14.787 
NOR2 11.576 14.471 12.572 11.548 11.637 12.621 
REA1 13.724 15.776 15.302 12.332 11.885 13.381 
REA2 13.948 16.627 17.348 14.796 12.295 13.512 




The single-zone model provided one of the worst underestimates of the tail of the 
distribution for BAR, BOX, NOR1, NOR2, REA1, REA2, and WIL. For CAN and LEE the 
multiple-zone MINCURVE and the multiple-zone models provided the worst underestimates of the 
tails. For BYF, all models fit the observations similarly. In general, all of the multiple-zone models 
fit the RTDs reasonably well. 
 By underestimating the tail, the models failed to parameterize that low concentrations of 
RWT continued to exit the wetland during until the end of the experiment. As seen in Figure 33 
(and Appendix C: Figure 62), the single-zone and the multiple-zone models parameterize the RWT 
concentration effectively was 0 mg/L at 0.3 days even though the RWT concentration continues 
to slowly decreased until 0.9 days.  
Towards the end of the tracer tests, large fluctuations may be seen in measured RTDs 
and are from changes in discharge. These fluctuations are evident in BAR and REA1. The 
STAMMT-L model assumes constant discharge, so model fits were the average of these 
fluctuations. In the case of BAR, the fluctuations were small and the bulk of the tail of the 
distribution continued to follow the power-law decrease, and thus were just noise. In the case 





Figure 33: Model outputs for REA2 on linear and logarithmic axes.  
 
 
The optimized parameters from each model are found in Appendix C: Tables 29 – 34. For 
all the tracer tests, the cross-sectional advective velocity, vx, ranged from 0.003 to 0.20 m/s, and 
stayed similar between the different models for each tracer test. These are reasonable estimates of 
how fast the main channel was moving. Advective velocities are similar to the range of values for 
wetlands reported in literature which ranged from 0.03 to 0.19 m/s (Powers et al. 2012). Advective 
velocity for each of the six models was generally positively correlated with discharge (r2=0.25 to 





Figure 34: Advective velocity compared to discharge. Error bars represent t the range of 
each transport parameter obtained from the sensitivity analysis.   
 
Normalized area of storage to the area of the main channel, AS/A, ranged from 0. 001 to 
54. The AS/A values varied among models for the same tracer test. Most of the highest AS/A values 
were obtained from the SETMINMAX model and the lowest were obtained for the SINGLE model. 
Values obtained in this study are comparable to values found for wetlands in Wisconsin which 
ranged from to 1.1 to 6 (Powers et al. 2012). Study ratios encompass the range for US streams 
which range from 0.04 to 13 (Runkel et al. 2002, Gooseff et al. 2003, Gooseff et al. 2007, and 
Power et al. 2012). Lower ratios were found for streams in the United Kingdom (0.0044 – 0.0145, 
González-Pinzón 2013) and in alluvial streams in Sweden (0.005 – 0.575, Salehin et al. 2003). 
Briggs et al. (2010) found ratios of cross-sectional areas of transient storage to cross-sectional area 
of the main channel of less than 1 for reaches in the Ipswich River watershed. Even though the 
Briggs et al. (2010) reaches are in a similar location to study wetlands, they did not focus on 
individual wetlands, but rather longer reaches of streams which include sections of more 











































































wetlands are wider and thus would have more surface water transient storage than streams in the 
area. 
The modeled relative size of transient storage was compared to field estimates (Figure 35). 
The values below the 1:1 line indicate that portions of purported storage are so connected that they 
act like the main channel or are so disconnected that they are not contributing to transient storage. 
Values above the 1:1 line indicate that portions of the main channel are acting as storage or that 
hyporheic zones are contributing to transient storage. Most of the modeled ratios were less than 
the optimized ratios indicating that the portions of storage are acting as the main channel or that 
portions of the storage are poorly hydrologically connected. 
 
Figure 35: Relative transient storage size (As/A) from the model fits compared to measured 
field ratios. The black dashed line is a 1:1 line. Field measurements were not obtained for 
NOR1 and BOX. Suspect tracer tests are BAR, CAN, NOR2, REA1, and WIL. 
 
 
Longitudinal dispersion, D, ranged from 5.5 to 3.7×104 m2/day. Study values are lower 
than values found for natural Wisconsin wetlands which ranged from 5.7×104 to 3.6×107 m2/day 




































than discharges in study wetlands. Additionally, dispersion was estimated from Equation 25 of 
Deng et al. (2001) using field estimates of the channel, which may not accurately represent 
modeled channels.  Lower D values from 102 – 103 m2/day were found for constructed treatment 
Arizona wetlands (Keefe et al. 2004), which had more comparable discharges to study wetlands. 
Longitudinal dispersion in streams ranging from 1.7×103 to 7.5×104 m2/day are of similar 
magnitude as longitudinal dispersion in wetlands (Briggs et al. 2010, Claessens et al. 2010, Ensign 
and Doyle 2005, Gooseff et al. 2003, Runkel et al. 2002).  
Transient storage connectivity, α, varied from model to model. For the SINGLE zone 
model, α ranged from 1.7×100 to 9.9×103 1/day. These values are of similar magnitude to literature 
connectivity for wetlands in Wisconsin which ranged from 2.2×100 to 7.4×101 1/day (Powers et 
al. 2012). The connectivity from this study are on the high range of streams in the Ipswich River 
watershed (Briggs et al. 2010) where connectivity ranged from 4.5×10-1 to 1.0×101 d-1, and are 
similar to connectivity for Antarctic streams that ranged from 1.0×101 to 2.7×103 d-1 (Gooseff et 
al. 2004). Connectivity parameters for the single-zone model was negatively correlated with the 
relative transient storage size (p=0.05, Figure 36). This indicates that the more storage there is, the 





Figure 36: Single-zone lateral connectivity compares to the single-zone relative transient 
storage size. Error bars represent the range of each parameter obtained from the sensitivity 
analysis.  
 
Connectivity typically change from using one storage zone to using multiple storage zones. 
For this study, multiple-zone connectivity parameters spanned many orders of magnitude. 
Minimum connectivity parameters ranged from 7.2×10-16 to 1.4×102 1/day whereas maximum 
connectivity parameters ranged from 3.7×100 to 2.5×1014 1/day. The highest maximum 
connectivity was obtained from BYF in the KCURVE model. This number is 107 times larger than 
the next largest maximum connectivity of 1.7×107 1/day obtained for REA2 in the OPTALL model 
and indicates almost instantaneous mixing between the channel and the storage that the zone is 
effectively acting as the channel. Previous studies have not optimized multiple-zone connectivity 
parameters in order to reduce model complexity. Generally, these parameters have been set to 
estimated numbers ranging from 4.6×10-2 to 8.64×10-1 1/day for αmin and 8.64×104 1/day to infinity 




































































The power-law distribution parameter, K, ranged from 0.7 to 4.7. BYF generally had the 
largest K parameter in all the models, perhaps because BYF is a slow-flowing beaver pond, and 
lateral dispersion to the close storage is very fast and large allowing for a larger separation of 
storage sizes. Study parameters are of similar magnitude to values found by Rosengarten (2014) 
for wetland site WIL which ranged from 0.9 to 3.0, and encompass literature values of 1.3 to 2.5 
for mountainous streams in Wyoming (Gooseff et al. 2007) and Oregon (Haggerty et al. 2002). 
Similar values were also found in a groundwater well injection-withdraw study in New Mexico 
(Haggerty et al. 2000). In conclusion, wetlands cannot be separated from streams in terms of the 
power-law distribution factor. 
 The main channel residence time and the storage-zone residence time were estimated from 
the optimized parameters from the SINGLE model (Table 17). The main channel residence time, 
which is the average time a particle of water spends in the main channel before it enters transient 
storage, ranged from 1.0×10-4 to 5.9×10-1 days. A smaller amount of time indicates that the main 
channel is better connected to the off-channel areas. BYF had the shortest main channel residence 
time indicating that the connectivity between the main channel and the storage areas was greatest 
compared to the other wetlands. BYF is more of a pond, and the main channel was not visible due 
to the water level allowing for water to move from the channel to the storage zones. CAN had the 
longest main channel residence time. CAN was one of the more channelized wetlands. The banks 
of the main channel were not always inundated, which would indicate that the water would be less 
connected to the off-channel sections.  
 The storage-zone residence time, which is the average time a particle of water spends in 
the storage zone during a single entry, ranged from 1.0×10-7 to 7.2×10-2 (days). Shorter storage-
zone residence times indicate that once the water moves to the storage zone , it quickly moves 
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back into the main channel. This occurs when the storage zone is small compared to the main 
channel or when the main channel is highly connected. For example, BYF had the shortest storage 
residence time, indicating that surface transient storage in the wetland is relatively connected. 
NOR1 had the longest storage-zone residence time indicating that once the water was in the storage 
zone, it stayed there longer before moving back into the main channel.  
 
 
Table 17: The main channel residence time and the storage-zone residence time single-zone 
model.  
Tracer test 
Main channel residence 
time, TMC (days) 
Storage zone residence 
time, TTS (days) 
BAR 9.97×10-2 5.16×10-2 
BOX 5.26×10-2 1.36×10-2 
BYF 1.01×10-4 1.03×10-7 
CAN 5.89×10-1 5.76×10-2 
LEE 1.28×10-1 3.32×10-2 
NOR1 1.83×10-2 7.04×10-3 
NOR2 1.20×10-1 5.91×10-2 
REA1 6.02×10-2 2.82×10-2 
REA2 2.37×10-2 9.14×10-3 
WIL 5.2×10-3 1.63×10-3 
 
 
The Damkӧhler I number (Dai), which estimates zone independence by estimating the 
amount of lateral transport of water compared to the amount of advective transport downstream, 
was estimated for all the models (Haggerty and Gorelick 1995). A Damkӧhler I number larger than 
100 indicates that the mass transfer of water within the system is consistent with reaching the 
Fickian limit (Bahr and Rubin 1987). That is, that the rate of transfer into the storage zones is so 
fast relative to longitudinal advection that the effect of lateral storage is consistent with 
longitudinal Fickian dispersion. 
For the single-zone model, a single Dai was estimated (Appendix C: Table 35). For the 
single-zone models, Dai ranged from 3.0 to 44,000. BYF had a Damkӧhler I number greater than 
100 for the SINGLE model and is consistent with reaching the Fickian limit. The range of literature 
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values (0.1 – 12) for streams and wetlands indicates these systems typically have Damkӧhler I 
numbers much less than 100 (Ensign and Doyle 2005, Powers et al. 2012, Briggs et al. 2010). The 
highest Dai was observed for wetlands in Wisconsin (Powers et al. 2012) and the lowest Dai was 
for a stream in North Carolina (Ensign and Doyle 2005). The observed Damkӧhler I numbers in 
this study are similar to the range of literature values except for BYF.  
For the multiple-zone models, a Dai was estimated for both αmin and αmax (Appendix C: 
Table 35). The values of Dai for the αmin values were all less than 100. The values of Dai for the 
αmax values were generally greater than 100, but were generally lower for the OPTALL and 
KCURVE model This indicates that the zones adjacent to the main channel with higher 
connectivity are consistent with reaching the Fickian limit, and zones further away are acting as 
dead zone dispersion. 
The fraction of median travel time due to retention in storage zones (Fmed) was estimated 
from the optimized parameters for each model (Appendix C: Table 36). A higher Fmed indicates 
larger influence of transient storage. Fractions of median travel time varied between models for 
each tracer test. Generally, a tracer test with a lower than average Fmed determined from one model 
had a lower than average Fmed determined using the other models, suggesting that the tracer tests 
changed more than the models. Study Fmed values ranged from 0.10 to 0.89 and were higher than 
the range of literature values found for Florida streams (0.05 to 0.44) by Hensley and Cohen (2012) 
and North Carolina streams by Ensign and Doyle (2005). It is expected that wetlands would have 
higher fractions of median travel time because the storage areas are more extensive. Additionally, 
single-zone Fmed values were on the low side, suggesting that lumping transient storage into a 
single unit under parameterizes the influence of transient storage. 
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The fraction of median travel time due to retention in storage zones is dependent on reach 
length since the advective time scale changes at different distances traveled.  An alternate metric 
of transient storage importance for the single-zone model is 𝐹𝑚𝑒𝑑
200
 which is defined as the 
standardized fraction of median travel time due to retention in storage zones evaluated at a reach 
length of 200 m. For all tracer tests, the 𝐹𝑚𝑒𝑑
200
 was determined using field estimates of transient 
storage (Table 11) and were less than Fmed (Figure 37). The 𝐹𝑚𝑒𝑑
200
 ranged from 0.00 to 0.27. Low 
𝐹𝑚𝑒𝑑
200
 indicate that the field estimates for the cross-sectional area of the main channel are taking 
into account slower flowing sections in the channel that are modeled as part of the transient storage. 
This was not found to be true for North Carolina streams (Ensign and Doyle 2005) where 𝐹𝑚𝑒𝑑
200
 
was larger than 𝐹𝑚𝑒𝑑 for all the studied streams. 𝐹𝑚𝑒𝑑
200
 values were similar to ranges found for 
Wisconsin wetlands which ranged from 0.03 to 0.38 (Powers et al. 2012). 𝐹𝑚𝑒𝑑
200
  values from 
Massachusetts wetland-dominated streams ranged from 0.008 to 0.031 (Briggs et al. 2010) and 
were much lower than study 𝐹𝑚𝑒𝑑
200
 values. In conclusion, field estimated 𝐹𝑚𝑒𝑑
200  values may be not 
representative of study wetlands, so it is inconclusive whether wetlands or streams provide more 
transient storage based on 𝐹𝑚𝑒𝑑








Figure 37: Comparison of 𝐹𝑚𝑒𝑑




TRANSIENT STORAGE PARAMETERIZATION 
 
 
Transient storage parameters from model fits to tracer tests were compared to wetland 
physical characteristics derived from aerial photographs. Appendix C: Tables 37 – 40 has the 
correlations and p-values for the parameters for each model. A few significant relationships were 
found between model parameters and wetland physical characteristics. There were 462 
comparisons made, and with a 5% significance level there would be about 23 relationships that 
happened by chance.  
The advective velocity (vx) was significantly positively correlated to discharge for the 
SINGLE (p=0.03), SETMINMAX (p=0.01), and VARY (p=0.05) models.  This makes sense that 
as the discharge would increase, the water would move faster, although it is not directly 
comparable between sights. Additionally, the advective velocity was positively correlated with the 
fraction of developed land in the watershed for the SINGLE (p=0.05), OPTALL (p-0.02), 

























these correlations remain if the suspect tracer tests (BAR, CAN, NOR2, REA1, and WIL) are 
removed, thus may not be true. When the suspect tracer tests are removed, no new significant 
correlations are found. 
 
 
Figure 38: Comparison of advective velocity and fraction of the watershed that is developed. 
A significant correlation is seen for all models except the SETMINMAX. Suspect tracer tests 
are BAR, CAN, NOR2, REA1 and WIL. 
 
 
The relative transient storage size to (AS/A) was negatively correlated with the measured 
average channel depth (p<0.01) for the SINGLE model and average channel-cross sectional area 
(p=0.01) for the SETMINMAX model. These strength of these correlations increased even when 
the suspect tracer tests were removed. Since the relative transient storage size was determined from 
the dimensions of the channel, then these correlations make physical sense. 
The power-law distribution constant, K, was significantly inversely correlated with NWI 
width (p=0.02, Figure 39) and wetland width (p=0.03) for the MINCURVE model. When suspect 


















































increased, the power-law distribution constant decreased. A lower power-law distribution constant 
indicates more evenly sized storage zones, so wider wetlands would have more evenly sized 




Figure 39: Comparison between NWI width and power-law distribution constant, K, for the 
four multiple-zone models. NOR1 and NOR2 are grouped together as are REA1 and REA2. 
Horizontal bars indicate uncertainty of NWI width and vertical bars represent uncertainty of 




Longitudinal dispersion in the main channel (D) was significantly related to slope for the 
SINGLE model (p=0.002), SETMINMAX model (p=0.05) and the VARY model (p=0.02) (Figure 
40); as the slope decreased, dispersion decreased. This correlation does makes physical sense since 
increased slope increases the energy in the system which would increase shear dispersion. When 
suspect tracer tests were removed, these relationships did not hold, indicating that the correlations 






















































Figure 40: Comparison between longitudinal dispersion and slope. Horizontal bars indicate 
uncertainty of slope and verticals bars indicate uncertainty on dispersion.  Slope was not 
calculated for BYF and LEE since stakes were not able to be accurately surveyed for height.  
Suspect tracer tests are BAR, CAN, NOR2, REA1, and WIL. 
 
 
The connectivity parameter (α) was not significantly correlated with any wetland physical 
characteristics for the single-zone model. For the MINCURVE model, αMIN was positively 
correlated with wetland area (p=0.02), wetland length (p=0.05), and sinuosity (p<0.00, Figure 41). 
These correlations held even when suspect tracer tests were not considered.  Since the minimum 
time was based on the length of the study, it makes sense that this parameter would be correlated 
with wetland length and area since a larger wetland may have a longer study period. Since this 
parameter is dependent on the length of the study, the parameter may be difficult to parameterize 
for future studies. For the other multiple-zone models, a few significant relationships were 
observed (p<0.05), but were typically skewed by an outlier. When the outlier is not considered, 
the significance diminishes. For example, in the VARY model, αMIN and αMAX were positively 
correlated with discharge (p=0.01), but when the highest discharge from study WIL is removed, 







































Figure 41: Comparison of the minimum lateral connectivity for the multiple-zone 
MINCURVE model and sinuosity. Horizontal bars indicate uncertainty of sinuosity and 
verticals bars indicate uncertainty on the minimum connectivity.  Suspect tracer tests are 




In conclusion, the measured wetland physical characteristics cannot easily determine 
model parameters since correlations did not exist across models and did not generally make 





INLET AND OUTLET FLUXES 
 
 
Concentrations of nitrate, ammonium, dissolved inorganic nitrogen, and phosphate were 
measured at the inlets and outlets of the study wetlands during tracer tests (Appendix C: Table 41). 
Inlet and outlet concentrations were not correlated with watershed area. Inlet nitrate concentrations 















Inlet and outlet nitrate concentrations ranged from 0.009 to 1.012 mg-N/L (Figure 42a) and 
are similar to concentrations found in streams across the US which ranged from 0.0001 to 21.2 
mg-N/L (Mulholland et al. 2008). Tracer tests REA1, REA2, and WIL had the highest 
concentrations of nitrate (>0.3 mg-N/L). Wetland REA is located adjacent to a golf course and 
may receive elevated nitrogen inputs from fertilizer used on the course. Wetland WIL is located 
in a suburb and likely receives elevated nitrate inputs from fertilizer used on lawns. Previous 
studies at WIL have found a range of 3.1 ± 3.0 mg/L of nitrate throughout the year (Wollheim et 
al. 2005). The nitrate measured during the tracer test WIL was on the lower end of this range. The 
other study wetlands are located in less populated neighborhoods. Tracer tests NOR1 and NOR2 
had the lowest nitrate concentrations. Wetland NOR is located in the Northwood Meadows State 
Park where fewer anthropogenic influences are present. There was a larger variation of nitrate 
concentrations among tracer tests than between multiple observations at the same site, thus there 
were no seasonal patterns of nitrate in the study wetlands. During most of the tracer tests, the outlet 
nitrate concentrations were less than the inlet concentrations. However, nitrate concentrations 
increased from the inlet to the outlet during tracer tests BYF, CAN, and NOR2. 
Nitrate fluxes which were determined for the inlet and outlet by multiplying nutrient 
concentrations by the corresponding discharge were 0.013 – 18 mg-N/s (Figure 42b). Study fluxes 
were similar to the range of 0 – 50 mg-N/s measured for wetland site WIL by the Plum Island 
LTER (Rosengarten 2014). Nitrate fluxes exiting wetlands were generally smaller than fluxes 
entering the wetlands. For CAN, LEE, REA1 and WIL, the outlet nitrate flux was larger than the 
inlet flux. Tracer test WIL had a lower concentration of nitrate exiting the wetland than entering 
but had a larger outlet nitrate flux than inlet flux due to the increase in discharge downstream. The 
increase in discharge could have resulted from groundwater inflow, from an additional flowpath, 
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or from water leaving storage. There was no significant difference between stable water isotope 
composition from the inlet and outlet of tracer test WIL so it is uncertain which of these scenarios 
is most likely.  
 
a)  
b)   
Figure 42: a) Nitrate concentrations and b) nitrate fluxes at the inlet and outlet of each 
wetland during each tracer test. Vertical bars represent uncertainty. 
 
 
Inlet and outlet ammonium concentrations ranged from 7 to 378 µg-N/L (Figure 43a) 
which is similar to the range of 0 – 300 µg-N/L measured by the Plum Island LTER at study 



















































LTER showed that ammonium concentrations in the summer months of June and July tended to 
be higher downstream of the wetland than the flowing stream upstream (Rosengarten 2014). Tracer 
test BYF had the highest concentrations of ammonium (>130 µg-N/L). Wetland BYF is located in 
a chain of very slowly flowing beaver ponds which allow the dissolved oxygen in the system to 
decrease enough that significant nitrification does not occur, which may have enabled ammonium 
to accumulate. During most of the tracer tests, the outlet ammonium concentrations were lower 
than the inlet concentrations. However, ammonium concentrations increased from the inlet to the 
outlet during tracer tests BAR, BOX, NOR2, REA1, and REA2. 
Ammonium fluxes entering and exiting the wetlands ranged from 0.003 to 5.8 mg-N/s 
(Figure 43b). Ammonium fluxes leaving the wetland were larger than fluxes entering the wetland 











Figure 43: a) Ammonium concentrations and b) ammonium fluxes at the inlet and outlet of 
each wetland during each tracer test.  Vertical bars represent uncertainty. 
 
Inlet and outlet total dissolved inorganic nitrogen (ammonium and nitrate) concentrations 
ranged from 0.01 to 1.05 mg-N/L (Figure 44a). Tracer tests REA1 and REA2 had the highest 
concentrations of total dissolved inorganic nitrogen (~1 mg-N/L). Wetland REA is located near a 
golf course and may have elevated concentrations from the runoff on the fertilized grass. During 
half of the tracer tests, the outlet total dissolved inorganic nitrogen concentrations were lower than 
the inlet concentrations. However, total dissolved inorganic nitrogen concentrations increased 

























































Ammonium fluxes entering and exiting the wetlands ranged from 0.003 to 5.8 mg-N/s 
(Figure 44b). Ammonium fluxes leaving the wetland were larger than fluxes entering the wetland 




Figure 44: a) Total dissolved inorganic nitrogen concentrations and b) total dissolved 
inorganic nitrogen fluxes at the inlet and outlet of each wetland during each tracer test.   
Vertical bars represent uncertainty. 
 
 
Inlet and outlet phosphate concentrations ranged from below the detection limit to 20 µg-






























































   











by the Plum Island LTER at study wetland WIL (Rosengarten 2014). Tracer tests REA, REA2, 
and WIL had the highest concentrations of phosphate (>6 µg-P/L). Wetland REA is located 
adjacent to a golf course and may receive elevated phosphate inputs from fertilizer used on the 
course. Wetland WIL is located in a suburb and likely receives phosphate inputs from fertilizer 
used on lawns. During most of the tracer tests, the outlet phosphate concentrations were lower than 
the inlet concentrations. However, phosphate concentrations increased from the inlet to the outlet 
during tracer tests BAR, BYF, LEE, REA2, and WIL.  
Phosphate fluxes entering and exiting the wetlands ranged from below the detection limit 
to 0.5 mg-P/s (Figure 45b). Phosphate fluxes entering the wetland were larger than fluxes leaving 












b)   
Figure 45: a) Phosphate concentrations and b) phosphate fluxes at the inlet and outlet of each 




No significant relationships were found between nutrient retention and wetland physical 
characteristics including watershed area, wetland area, wetland length, wetland width, length-to-
width ratio, sinuosity, wetted width, NWI area, NWI width, NWI length, water slope and 
discharge, and in-situ wetland dimensions. Even when suspect tracer test (BAR, CAN, NOR2, 




























































ESTIMATING NUTRIENT UPTAKE 
 
 
Uptake rate constants were determined by combining measured nutrient fluxes and 
modeled transport characteristics as well as from the RTD (Appendix C: Tables 42 – 45). Uptake 
rate constants were determined assuming first order uptake. 
Nitrate uptake rate constants from the transient storage models ranged from 0.01 to 9.2 
1/day assuming homogeneous uptake through the wetland and ranged from 1.2 to >200 1/day when 
uptake was limited to the storage zones and were not correlated (Appendix C: Table 42). Nitrate 
uptake rate constants from the RTD ranged from 0 to 8 1/day, and were correlated to the whole-
wetland nitrate uptake rate constants from the transient storage models (r2=0.99). A few of the 
models indicated that it is physically impossible to obtain the outlet flux with just uptake in the 
storage zone for BYF and NOR1. This was determined when as the uptake rate constant increased, 
the flux no longer decreased at the outlet. These instances are shown as having uptake rate 
constants >200 1/day. NOR1 and REA2 had the highest nitrate removal rate constants for the 
transient storage models and the RTD. For the transient storage models, BOX and BYF had the 
lowest uptake rate constants while BOX and MEN had the lowest for the RTD.  
When uptake rate constants were assumed spatially constant over the whole reach, uptake 
rate constants were similar between models for each tracer test. When nutrient uptake was assumed 
to only occur in storage zones, the uptake rates were higher and more variable between the models 
because the six different models (SINGLE, OPTALL, KCURVE, MINCURVE, SETMINMAX, 
and VARY) identified different sizes of transient storage zones (Appendix C: Tables 29 – 34, 42). 
Both the uptake rate constants from the RTD and transient storage models were similar to 
previous results from flow-through wetlands. In Massachusetts, Wollheim et al. (2014) reported 
uptake rate constants of 6.9 ± 4 1/day, and in Wisconsin, Powers et al. (2012) reported uptake rate 
121 
 
constants of 9 ± 5 1/day for wetlands. All but BOX are above the upper limit of stream reaches, 
1.3 1/day, obtained by Wollheim et al. (2014) in the Ipswich watershed. Other steam reaches in 
deciduous forested watersheds had nitrate rate constants averaging 1.7 ± 1.2 1/day (Mulholland et 
al. 2008). A wider range of uptake rate constants for reaches throughout the United States was 
obtained in the LINX II study and ranged from 0.3 to 115 1/day (Mulholland et al. 2004, Grimm 
et al. 2005, Bernot et al. 2006), a range that includes the rate constants in this study. Thus, it is 
probable that wetlands have higher uptake rate constants than streams in the region but are not 
higher than streams elsewhere.  
Previous observations of nitrate uptake rate constants for benthic chambers placed in 
wetland areas include Rosengarten (2014), who found nitrate uptake rates of 0.2 – 1.4 1/day for 
wetland site WIL and did not see a difference in uptake rates between the channel and the off-
channel platform. Thus, it is probable that the study reach uptake rate constants are good estimates 
of what is occurring. 
Ammonium uptake rate constants from the transient storage models ranged from 0.54 to 
6.7 1/day assuming homogeneous uptake through the wetland and ranged from 1.8 to >200 1/day 
when uptake was limited to the storage zones (Appendix C: Table 43). Ammonium uptake rate 
constants obtained from the RTD ranged from 0.48 to 6.2 1/day, and were correlated to the whole-
wetland ammonium uptake rate constants from the transient storage models (r2=0.99). NOR1 had 
the highest ammonium removal rate constants while CAN had the lowest. The SINGLE model 
indicated that it is physically impossible to obtain the outlet concentration with just uptake in the 
storage zone for BYF and CAN, as did the VARY model for NOR1 and the OPTALL model for 
CAN. Ammonium uptake rates were lower than the 24 – 54 1/day rates found for headwater 
streams in Peru (Bott and Newbold 2013) but were of similar magnitude to the average range of 6 
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– 30 1/day (assuming an average depth of 0.5 m) for 154 streams compiled in a literature 
comparison study by Ensign and Doyle (2006). 
Dissolved inorganic nitrogen (nitrate and ammonium) uptake rate constants from the 
transient storage models ranged from 0.1 to 9.0 1/day assuming homogeneous uptake through the 
wetland and ranged from 0.5 to >200 1/day when uptake was limited to the storage zones 
(Appendix C: Table 44). Dissolved inorganic nitrogen uptake rate constants obtained from the 
RTD ranged from 0 to 7.9 1/day, and were correlated to the whole-wetland dissolved inorganic 
nitrogen uptake rate constants from the transient storage models (r2=0.99). REA2 had the highest 
dissolved inorganic nitrogen removal rate constants while CAN had the lowest. The SINGLE 
model indicated that it is physically impossible to obtain the outlet concentration with just uptake 
in the storage zone for BYF, as did the VARY model for NOR1.  
Phosphate uptake rate constants from the transient storage models ranged from 0.67 to 3.4 
1/day assuming homogenous uptake through the wetland and ranged from 0.9 to >200 1/day when 
uptake was limited to the storage zones (Appendix C: Table 45). Ammonium uptake rate constants 
obtained from the RTD ranged from 0.62 to 3.1 1/day, and were correlated to the whole-wetland 
phosphate uptake rate constants from the transient storage models (r2=0.998). NOR1 had the 
highest phosphate removal rate constants and BYF and CAN had the lowest. The SINGLE model 
indicated that it is physically impossible to obtain the outlet concentration with just uptake in the 
storage zone for BYF, CAN, and NOR1 as did the OPTALL model for CAN. Phosphate uptake 
rates were on the lower side of the 4.8 – 190 1/day rates found for headwater streams in Peru (Bott 
and Newbold 2013) but were of similar magnitude to the average range of 2.6 to 17.3 1/day 
(assuming an average depth of 0.5 m) for 154 streams compiled from a literature comparison study 
by Ensign and Doyle (2006). 
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Nutrient uptake rate constants assuming homogenous uptake through the wetland were 
lowest during the middle of the study period (Figure 46). The highest uptake rate constants for 
nitrate, ammonium, and phosphate occurred in May during tracer test NOR1 and were also high 
in autumn during tracer test REA2. Nutrients were produced in the middle of summer and in 
autumn. It is possible that nutrient uptake rate constants change seasonally in coastal New England 




Figure 46: Nutrient uptake rate constants assuming constant uptake in the wetlands compared 
by month. The timing of tracer tests with nitration production is also shown with the opened 
triangles. Error bars represent the standard deviation of uptake rate constants between the 
models. Suspect tracer tests are BAR, CAN, NOR2, REA1, and WIL. 
 
 
A few significant correlations were found between uptake rate constants and wetland 
physical characteristics including watershed area, wetland area, wetland length, wetland width, 
length-to-width ratio, sinuosity, wetted width, NWI area, NWI width, NWI length, water slope, 
discharge, and in-situ wetland dimensions. There were 92 correlations tested, and at an error of 















































between nitrate uptake constants and the field measurements of the relative transient storage size 
(p=0.03). When the suspect tracer tests are removed, the correlation does not hold. Phosphate 
uptake rate constants (p<0.03) (Figure 47) and total dissolved inorganic nitrogen were positively 
correlated to slope for each model. Due to the limited number of uptake rate constants, it is 
inconclusive if the relationship would hold for more studies. No correlations were found between 
ammonium uptake rate constants and wetland physical characteristics. Thus, uptake rate constants 
were not well related by wetland characteristics. 
 
 
Figure 47: Comparison of phosphate uptake rate constants and slope. Suspect tracer tests are 




 Only two scenarios of nutrient uptake were considered here: spatially constant uptake rate 
constants, and uptake rates only in the transient storage. In many systems, uptake may occur in 
both the main channel and transient storage, but at different rates. In that case, it is expected that 
the transient storage would have higher uptake rate constants. This is based on other studies 
including Wollheim et al. (2014) who saw higher uptake in transient storage than streams in the 

























WETLAND TRANSIENT STORAGE 
 
 
 The presence of transient storage was confirmed in all the study wetlands. All observed 
residence time distributions had long tails suggesting non-Fickian transport (Appendix C: Figure 
62). The transfer of water from the main channel to the storage areas, represented by the 
connectivity parameter α, was fast enough that at least 10% but often over 50% of the median 
travel time was due to retention in storage zones (Table 18). Therefore transient storage had a large 
influence on the transport of water and dissolved solutes through the studied wetlands.  
The majority of observed transient storage in study wetlands was likely surface transient 
storage, not hyporheic transient storage, since the relative transient storage size As/A was smaller 
than the observed relative area of inundated off-channel area estimated in the field during tracer 
tests (Figure 35), the recoveries of Rhodamine WT were close to 100% (Table 15), reach lengths 
were short (15 – 200 m, Table 10), and tracer test time scales were relatively short. Other studies 
have suggested that hyporheic transient storage is important especially in stream systems. In 
geomorphically complex streams in Oregon, Gooseff et al. (2003) recovered only 70 to 80% of 
injected tracer, leading them to conclude that long residence time hyporheic exchange flows were 
important. Briggs et al. (2010) reported that hyporheoic transient storage size was comparable to 
or larger than surface transient storage size for streams and wetlands in coastal Massachusetts, but 
the fraction of reach-scale travel time was larger for the surface transient storage. Thus, surface 




The amount of parameterized transient storage, As/A, for each wetland depended on the 
model used to estimate it. Generally, the storage cross-sectional area, As, was at least 15% but often 
over 100% of the cross-sectional area of the main channel, A (Appendix C: Tables 29 – 34). The 
relative size of the transient storage for the tracer tests was generally larger when multiple-zone 
models were used to estimate it than when a single-zone model was used. For example, Figure 48 
compares results from the multiple-zone OPTALL model and the single-zone SINGLE model for 
all tracer studies and shows that relative transient storage size As/A is larger for the multiple-zone 
model than the single-zone model. The other multiple-zone models also show high As/A (Appendix 
C: Tables 29 – 34). Because the single-zone model lumps all storage into a single zone. Some of 




Figure 48: Relative transient storage size compared to main channel longitudinal dispersion 
in the study wetlands and previous studies for streams (triangles) and wetlands (squares) for 
a) single-zone models and b) multiple-zone models.   Study values are only shown for the 
single-zone model SINGLE and the multiple-zone OPTALL model. Error bars represent the 
range of study values found from sensitivity analysis.  Tracer tests with unsteady flow 
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The fact that the single-zone model lumps part of the off-channel area into the effective 
main channel also affects estimated main channel transport parameters. The main channel 
longitudinal dispersion, D, for each tracer test was slightly larger in the single-zone model than the 
multiple-zone models (Appendix C: Tables 29 – 34), likely because fast exchanging transient 
storage regions create larger effective longitudinal dispersion in the channel. Additionally, the 
advective velocity from the multiple-zone models for each tracer test was generally higher than 
the advective velocity from the single-zone model (Appendix C: Tables 29 – 34). The advective 
velocity is slower in the single-zone model since it lumps part of the storage into channel transport, 
which decreases the average velocity.  
The amount of relative transient storage was generally larger for study wetlands than 
streams, but was comparable to previously studied wetlands. When using multiple-zone models, 
the amount of parameterized transient storage was higher than the amount observed in previous 
studies of channelized stream reaches in Massachusetts and Florida (Briggs et al. 2010, Hensley 
and Cohen 2012) and of similar magnitude to previous observations of wetlands in Wisconsin and 
Massachusetts (Powers et al. 2012, Briggs et al. 2010), and geomorphically complex stream 
reaches in Oregon (Gooseff et al. 2003). When parameterized using a single-zone model, the 
relative transient storage size in study wetlands was comparable to constructed wetlands in Arizona 
and Florida (Keefe et al. 2004, Martinez and Wise 2003b) and at the high end of previous 
observations in streams (Figure 48, Ensign and Doyle 2003, Briggs et al. 2010). The single-zone 
model lateral connectivity parameter, α, had similar magnitude (1 to 1000 1/day) to previous 
observations in both streams and wetlands (Figure 48). Comparisons of transient storage 




The contribution of transient storage to transport in wetlands depends on the size of the 
transient storage and how connected the storage is to the main channel. In order to measure the 
contribution, the fraction of median travel time due to transient storage was used (Fmed). Study Fmed 
values were high indicating that transient storage had a large effect on transport (Figure 49). 
Additionally, study values were higher than values for streams in North Carolina (Ensign and 
Doyle 2005) and Florida (Hensley et al. 2012) except for tracer test BOX (Figure 49). At study 




Figure 49: Fraction of median travel time due to transient storage for study tracer tests. 
Error bars represent the standard deviation between the six models. Also shown is an 
average line for streams.  
 
 
Main channel transport, represented by longitudinal dispersion D (Figure 48) and advective 
velocity vx (Figure 50), was similar between the study wetlands and previous observations in 




























































































smaller than coefficients for wetlands estimated by Powers et al. (2012) which were based on 
statistical relationships developed for streams by Deng et al. (2001) and may not be comparable to 
optimized values found in this study.  
The advective velocity in study wetlands was generally slower than the flow speed 
measured at stream cross-sections upstream and downstream of the study wetlands when the 
upstream and downstream streams were free flowing and off-channel areas were connected to the 
wetland channel (Figure 51). In instances when these streams were backed up due to beaver dams 
(BAR downstream, BYF upstream, and WIL downstream), advective velocities in study wetlands 
were faster than the flow speed upstream and downstream. Several of the tracer tests that exhibited 
similar advective velocities in wetland and stream segments were studied when flow was confined 




Figure 50: Parameterized lateral connectivity compared to adjective velocity for the single-
zone model SINGLE and compared to literature values. Very large lateral connectivity of 
9900 1/day and low relative transient storage size of for BYF not shown. Error bars 
represent the range of study values found from the sensitivity analysis.  Tracer tests with 
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Figure 51: Comparison or advective velocity within the wetland and the stream velocities 
upstream and downstream. Error bars show the standard deviation between the six models. 




Tracer tests were performed twice in each of two wetlands, NOR and REA, under different 
hydraulic conditions. Discharge was higher in NOR1 than NOR2 and higher in REA2 than REA1. 
The tracer tests with the higher discharge (NOR1 and REA2) had higher advective velocities in all 
models and higher lateral connectivity in the single-zone model SINGLE (Appendix C: Table 29). 
The relative transient storage size (Appendix C: Tables 29 – 34) and the fraction of median travel 
time due to transient storage (Figure 49, Appendix C: Table 36) were more variable among the 
different models. The higher lateral connectivity may indicate a flow dependence such that at 
higher flows, there is more flow energy that may increase lateral access of off-channel areas. 
Similarly, Gooseff et al. (2003) observed higher lateral connectivity at a high discharge for a 
stream in Oregon. Thus, during different hydrologic conditions, both wetland-dominated and 










































































Considering both this study and previous observations in wetlands (Powers et al. 2012, 
Keefe et al. 2004), there was a strong positive relationship between the log-transformed single-
zone connectivity parameter and the log-transformed main channel advective velocity (p=<0.001, 
r2=0.43 after removing one outlier, Figure 50). A similar positive correlation is also present in 
observations for streams (p=<0.001, r2=0.52, Figure 50). This positive correlation suggests that, 
even across systems, higher flow energy increases lateral transport. Moreover, at lower advective 
velocities, the lateral connectivity is higher for wetlands than steams (Figure 50). At higher 
advective velocities, the transient storage connectivity in streams and wetlands becomes more 
similar.  
This study aimed to predict transport parameters using wetland physical characteristics 
including watershed area, wetland area, NWI area, wetland length, wetland width, NWI width, 
wetted width, sinuosity, width-to-length ratio, NWI width-to-length ratio, slope, discharge, 
channel depth, channel width, channel cross-sectional area, off-channel depth, off-channel width, 
off-channel cross-sectional area, and off-channel area relative to main channel area. The relative 
transient storage size was not correlated with any of the measured wetland physical characteristics. 
A few significant correlations between the power-law distribution constant (K) and the minimum 
connectivity parameter (αmin) were observed, but correlations were not consistent across different 
models (Appendix C: Tables 37 – 40).  A comparison of parameterized relative transient storage 
sizes to the relative size of physical off-channel areas (Figure 35) showed that the parameterized 
areas were generally smaller than measured in the field for both single-zone and multiple-zone 
models. This suggests that off-channel area near the channel is being treated as part of the channel, 
or that portions of the off-channel area are poorly hydrologically connected and so do not 
contribute to longitudinal transport. Additionally, the different models provided different relative 
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transient storage sizes. Therefore it is difficult to estimate transport parameters without directly 
observing transport. Furthermore, a transient storage approach may not physically represent 
transport in all systems.   
 Differences among study wetlands were relatively small compared to differences between 
study wetlands and observations in streams for relative transient storage size (Figure 48) and 
single-zone lateral connectivity (Figure 50). Even though wetland transient storage parameters 
were not easily determined from wetland physical characteristics, it is possible that a range of each 
parameter could be assumed for any wetland in the region. Study wetland parameters were similar 
to previously studied wetlands (Figure 48 and 50). Moreover, study wetlands were not statistically 
different from 50 randomly selected comparison wetlands in terms of watershed area, wetland 
area, wetland length, sinuosity, or width-to-length ratio. But, the study wetlands were found to be 
narrower than the comparison wetlands; wider wetlands require further study. Based on results 
from this study and previous work, a range of values for various transport parameters is provided 
in Table 18. The maximum and minimum lateral connectivity for multiple-zone models depends 
on the specific model chosen (Appendix C: Tables 29 – 34). Additionally, the range of transport 
parameters should only be used for wetland-dominated reaches because parameters from streams 
are different (Figures 48, 50, 51). 
 
 
Table 18: Best estimates of the range of values for various transport parameters that may be 
used for wetlands in coastal New England based on results in Appendix C: Tables 29 – 34. 
Relative magnitudes are given except for the power-law distribution coefficient for which 






















coefficient, K  
Range 102 - 104 102 – 104 10-1 – 100  100 – 101 10-1 - 102 1 – 3 
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TRANSIENT STORAGE AND NUTRIENT RETENTION 
 
 
Transient storage in wetlands is particularly important because wetlands are believed to be 
hot spots for nutrient retention (McClain et al. 2003). Nitrate and dissolved inorganic nitrogen 
were retained in about half of the study wetlands. In wetlands where retention occurred, retention 
ranged from minimal to over 50%, thus confirming that New England wetlands can be important 
for nitrogen retention (Stewart et al. 2011). Ammonium and phosphate were retained in less than 
half of the study wetlands, and in wetlands were retention occurred, retention ranged from 10 to 
80%. Additionally, ammonium and phosphate uptake rate constants were generally on the low end 
of the range of literature values (Ensign and Doyle 2006) suggesting that wetlands are not 
necessarily hot spots for the retention of these nutrients. The limited number of concentration 
measurements in this study was insufficient to confirm the importance of wetlands for net nutrient 
retention, which has been suggested by previous studies (McClain et al. 2003, Wollheim et al. 
2014). The rest of this section focuses on nitrate retention, but conclusions are also applicable to 
the retention of dissolved inorganic nitrogen in the wetlands (Appendix). 
Several wetlands exhibited nitrate production. All of these instances occurred in summer, 
not spring. Wetlands studied twice exhibited a similar pattern (i.e., retention in NOR1 was greater 
than NOR2 and REA2 was greater than REA1, Appendix C: Table 41) suggesting that retention 
is not static in a wetland. Thus, it is possible there are seasonal differences in retention perhaps 
due to differences in the availability of organic matter. Conversely, Spieles and Mitsch (2000) 
observed low retention in spring and higher retention in summer. 
It is also possible that nitrate retention is affected by changes in discharge. Other studies 
have noted that nutrient production was seen in wetlands during higher flows regardless of season 
(Spieles and Mitsch 2000).  Here, wetlands studied twice exhibited higher retention during higher 
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discharge (Table 11, Figure 42-44). Due to the small sample size of this study, it is impossible to 
separate the effects of discharge and seasonality. 
Nitrate uptake rate constants estimated in this study explicitly account for the residence 
time of water within the wetland. Reach-average uptake rate constants in this study ranged from 
0.01 to 9 (1/day) when using the transient storage models, and ranged from <0.01 to 8.2 (1/day) 
when obtained from the residence time distribution. Uptake rate constants were similar in 
magnitude to previous summertime observations in benthic chambers located in off-channel areas 
in wetlands (Wollheim et al. 2014).  For each tracer test, different models estimated similar uptake 
rate constants if uptake rate constants were assumed identical among the storage zones and the 
main channel (Appendix C: Tables 42 – 45). This indicates that the details of transient storage 
parameterization have limited impact at the reach scale when uptake is homogeneous. Spatially 
constant uptake rate constants may even be present in some wetlands: a recent study by 
Rosengarten (2014) in study site WIL found no significant difference between uptake rate 
constants in the channel and in the storage zones during early fall.  
On the other hand, when uptake is spatially variable, the details of transient storage are 
important. In the limit, all uptake could occur within off-channel areas. This study also calculated 
uptake rate constants under the assumption that there was no uptake in the main channel. When 
uptake was limited to transient storage only, the size of the transient storage areas and how well 
they were connected to the main channel were found to affect nutrient uptake rate constants. The 
standard deviations of the uptake rate constants from the different parameterizations of transient 
storage for each tracer test were large (Appendix C: Tables 42 – 45).  In addition, estimated uptake 
rate constants were much larger than field observations within off-channel areas by Wollheim et 
al. (2014). In some of the models, it was physically impossible to remove enough of the nutrient 
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just in the transient storage in order to obtain the observed downstream fluxes (Appendix C: Tables 
42 – 45). This indicates that some of the nutrient removal must have occurred in the main channel, 
although the exact partitioning between the main channel and storage zones is unknown.  
To explore the effect of transport on reach-scale nutrient retention, model simulations were 
performed using estimated transient storage parameters for each tracer test, but with the same 
artificial biogeochemistry. Specifically, the same spatially homogenous input nutrient 
concentration (1 mg/L) and uptake rate constant (2 1/day) were used for each wetland. The 
different wetlands retained 8 to 99% of the nutrient (Appendix C: Table 46). This indicates that 
the differences in the transport parameters between the wetlands are large enough to create large 
differences in outlet nutrient concentrations when uptake is spatially homogenous. When uptake 
is not homogenous, it is expected that the difference between retention in wetlands would be larger.  
Another approach to estimate reach-scale removal is to assume that advection dominates 
longitudinal transport, which results in a plug flow or nutrient spiraling approach. For comparison 
with other studies, a plug flow approach was used to estimate effective whole-reach uptake rate 
constants by combining a single estimate of the residence time with the uptake rate constant, and 
assuming the nutrient flux decreased exponentially moving downstream. When the measured 
physical residence time (in-situ measured wetland volume divided by discharge) was used, the 
range of whole-reach nitrate uptake rate constants was 0.01 to 1.3 1/day (Figure 52, Appendix C: 
Table 46). When the first moment of the residence time distribution (i.e., the detention time) was 
used, the range of whole-reach nitrate uptake rates increased to 0.03 to 7.3 1/day. When the 
residence time of only the channel was used, the range of whole-reach nitrate uptake rate constants 
increased even more to 0.02 to 21 1/day. Therefore, if transport in off-channel areas is neglected, 
uptake rate constants in channeled areas are artificially high to match observed reach-scale 
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retention. Whole-reach uptake rate constants calculated assuming plug flow in the entire wetland 
volume (including off-channel areas) were generally lower than modeled reach uptake rate 
constants obtained taking actual transport into account. This observation is consistent with 
chemical engineering theory, which holds that plug flow results in the maximum retention for a 
first order process (Levenspiel 1998).  
 
 
Figure 52: Uptake rate constants obtained from a plug flow model using the physical 
residence time and the first moment of the residence time distribution, and the whole reach 
nitrate uptake rate constants obtained from the transient storage models assuming 
homogeneous uptake rate constants in the storage and the main channel.  
 
 
Reach-average nitrate uptake rate constants from this study accounting for transient storage 
are within the range of variability of whole-reach uptake rate constants previously observed for 
streams and wetlands across the United States (Figure 53). When whole-reach uptake for study 
wetlands is assumed to occur only in the main wetland channel, effective reach-scale uptake rates 
increase but are still within the variability of streams and wetlands. This study is consistent with 
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concentration.  Because wetlands have an increased amount of transient storage (Figure 48), the 
residence time in wetlands is generally greater than in streams. Thus, with similar uptake rate 
constants, but higher residence times, wetlands retain a larger percentage of nitrate. If wetland 
platforms are hot spots for nutrient retention (McClain et al. 2003, Wollheim et al. 2014), then 
wetland retention will be even higher, but the uncertainty on uptake rates in this study was too 
high to resolve this question.   
One way to account for the effect of depth on residence time is to consider the uptake 
velocity, which is the uptake rate constant normalized to the area of the bed. When converted to 
uptake velocities (uptake rate constant multiplied by the average depth of the water), uptake 
velocities for study wetlands tend to be higher than uptake velocities in streams with the same 




Figure 53: a) Reach-average nitrate uptake rate constants and b) uptake velocity compared 
to the inlet nitrate concentrations. Also shown are literature values for streams (triangles) 
and wetlands or storage areas (squares). Error bars on the study transient storage represent 
the standard deviation of the nitrate uptake rate constants obtained from all the models. 
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MODELING WETLANDS IN RIVER NETWORKS 
 
 
 Within an entire watershed, a network of streams, wetlands, rivers, and groundwater 
together retain nutrients from the overall system. Network models including FrAMES (Wollheim 
et al. 2008) and SPARROW (Smith et al. 1997) have been successfully used to estimate nutrient 
retention from entire river networks. These network models predict nutrient retention in a 
watershed by modeling reaches as individual plug flow or 1 or 2 zone transient storage segments, 
but do not distinguish between channelized and wetland-dominated reaches. Thus, differences 
between channelized and wetland-dominated reaches area lumped in the calibration of the model.  
For improved accuracy, especially under changing hydraulic conditions, wetland-
dominated reaches could be modeled separately from channeled reaches in network models.  This 
is because wetland-dominated reaches transport solutes differently than channelized reaches. For 
example, main channels in wetland dominated reaches are more connected than in channelized 
reaches at similar advective velocities (Figure 50).  
When separating wetland-dominated reaches from channelized reaches in network models, 
one should choose the simplest representation that adequately estimates network-scale processes. 
Thus, one should consider if it is necessary to model complex transient storage in wetland-
dominated reaches or if they could be adequately represented using a simpler plug flow or single-
transient storage approach.  
If a plug flow approach is used with transport parameters for the wetland channel only 
which would be similar to channelized stream reaches upstream and downstream, an artificially 
high removal rate constant should be used to estimate reach-scale retention (Figure 52). This 
approach will not accurately reflect the long residence time in wetland-dominated reaches. 
Alternatively, the longer residence time in wetland-dominated reaches could be represented by 
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decreasing the average flow velocity relative to channelized stream reaches upstream and 
downstream to reflect larger residence time in wetland-dominated reaches (Figure 48). If lower 
flow velocities are used, the uptake rate constant in wetland-dominated reaches should again be 
larger than upstream and downstream channelized stream reaches (Wollheim et al. 2014), but not 
as artificially high. Regardless of which plug flow approach is used, these effective whole-reach 
uptake rate constants may depend on hydraulic conditions since transient storage access changes 
under different hydraulic conditions.  
 Since a plug flow approach may not adequately represent transport in wetland-dominated 
systems under varying hydraulic conditions, incorporating transient storage into network models 
for the wetland-dominated sections may add to the accuracy of the network models. When uptake 
rate constants are spatially homogenous throughout the wetland, single-zone and multiple-zone 
transient storage models provide similar estimates of nutrient retention (Appendix C: Table 42 – 
45). Thus, a single-zone model may be used for simplicity. The transport parameters chosen for 
the single-zone model should be different for channelized and wetland-dominated reaches. 
Advective velocities for adjacent channelized reaches should be smaller in the wetland-dominated 
reaches (Figure 51). For stream and wetland-dominated reaches with the same advective velocities, 
wetland-dominated reaches should have higher lateral connectivity (Figure 50).  
 When uptake rate constants are not spatially homogeneous, differences between models 
become important. Transport parameter values should be chosen based on the model selected 
(Appendix C: Tables 29 – 34). No model was found to consistently out preform the others, but 
Akaike Information Criterion (AIC) analysis found that the multiple-zone SETMINMAX model 
provided the best model fit with the smallest amount of optimized parameters for half of the 
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studies. Thus, it is recommended that the multiple-zone SETMINMAX model be used when 
considering non-spatially homogeneous uptake rate constants in wetlands. 
In conclusion, separate parameterization of wetland-dominated reaches in network models 
can potentially increase the accuracy of the network models when considering different hydraulic 
conditions. This study supports separately parameterizing wetland-dominated reaches within a 





This study assumes that there was steady flow within the wetlands during each tracer test. 
For about half the studies, this was a reasonable assumption since water depth changed by less 
than 10%. Because the residence time distribution is normalized to discharge, similar transport 
parameters will be estimated as long as discharge is constant.  For the studies with unsteady flow, 
estimated transport parameters are challenging to interpret and may not reflect steady flow 
conditions. Thus, tracer tests conducted during unsteady flow (BAR, CAN, NOR2, REA1 and 
WIL) are pointed out throughout the study.  
Additionally, uncertainty in discharge may have affected estimates of nutrient retention or 
production. Discharge was measured within 24 hours of nutrient sample collection, but measuring 
discharge using the velocity-area method was challenging in small backwatered streams. In 
addition, in some cases, the flow changed between discharge measurement and sample collection, 
so stage-discharge curves were used to estimate discharge at the time of nutrient sample collection. 
Stage-discharge curves were constructed from a limited number of discharge measurements, so 
the use of stage-discharge curves introduces additional uncertainty. Therefore nutrient fluxes into 
and out of the wetland may incorrect. Erroneous discharge may affect other parts of the study. For 
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example, estimated nutrient fluxes into and out of the wetlands may not be accurate if the discharge 
were over- or under- predicted from the stage-discharge curves, which would have affected 
conclusions about production as opposed to retention. Tracer tests with relatively small difference 
in inflow and outflow nutrient concentrations (BAR, BOX, BYF, LEE, NOR1, and NOR2) would 
be particularly affected by small errors in discharge. 
Tracer tests were repeated in only two wetlands. These repeated tracer tests suggest that 
during higher discharges, the amount of transient storage changed (in one wetland it increased and 
in the other it decreased) and that the transient storage was generally more connected. Thus, 
transport parameters and nutrient uptake rate constants for the other wetlands may not represent 
long-term behavior since only one snapshot was considered. Additionally, this study did not focus 
on seasonal change or changes due to storms. Changes due to seasonality or storms may change 
system hydraulics as well as nutrient processing.  
Furthermore, nutrients were not measured at additional surface water inlets or in the 
groundwater.  It is possible additional sources of nutrients or water were present, and these 
additional inlets diluted or increased nutrient concentrations in the wetlands. Two out of ten of the 
tracer tests had significant evidence of groundwater inflows (Figure 28), but groundwater influence 






 One area for future research would be to study a select few wetlands over many different 
hydraulic conditions and through multiple seasons. This would increase the knowledge of how 
much and in what ways transport parameters change in certain wetlands as a function of discharge, 
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and how nutrient retention changes under different discharge conditions and in different seasons. 
I would suggest studying at least three wetlands at five different discharges. 
 Another pathway for future research would be to study wetlands under unsteady flow. 
Since unsteady flow was present in about half the wetlands in this study despite attempts to choose 
relatively steady flow conditions, it is likely that steady flow may not actually be present in 
wetlands in this region the majority of the time. It is likely that unsteady flow transport parameters 
are different than steady flow transport parameters. Models may be developed to estimate transient 
storage during unsteady flow. Tracer tests should be completed for wetlands under unsteady flow. 
For each tracer test, both unsteady and steady flow models should be used to parameterize transient 
storage. The transport parameters from both types of models should be compared to understand 
how the transport parameters change. 
 Additional investigation could consider more complex relationships between wetland 
physical characteristics and transport parameters. This study only used linear regression between 
individual wetland physical characteristics and wetland transport parameter. Future work could 
apply multiple linear regressions between transport parameters and wetland physical 
characteristics, or the use of mathematical functions to transform the data prior to regression.  












This study parameterized transient storage in wetlands, and found each transport parameter 
fell within a range that appears broadly applicable for wetlands in Massachusetts and New 
Hampshire. Wetlands exhibited more transient storage than comparable stream reaches. This study 
recommends parameterizing wetland-dominated reaches separately in network models in order to 
































APPENDIX A: LIST OF ABBREVIATIONS AND VARIABLES 
 
AIC   Akaike Information Criterion 
BTC  Breakthrough curve 
CDF   Cumulative Distribution Function from the binomial distribution table 
CI   Confidence Interval 
chl-a   Chlorophyll-a  
DEM   Digital Elevation Model 
DI   Deionized water 
KCURVE Multiple-zone model where: extract K from RTD, optimize αMIN and αMAX 
LiDAR  Light Detection and Ranging 
LTER   Long-term Ecological Research 
MINCURVE  Multiple-zone model where: optimize K but use αMAX =1 1/s and αMIN =1/ttot 
NOAA   National Oceanic and Atmospheric Administration 
NWI   National Wetland Inventory 
OPTALL  Multiple-zone model where: optimize αMIN, αMAX, and K 
QCLCD  Quality Controlled Local Climatological Data 
RFU   Relative fluorescence units 
RTD   Residence time distribution 
RWT   Rhodamine WT 
SETMINMAX  Multiple-zone model where: optimize k but use αMAX =1×10-10 1/d  
  and αMIN =1×1010 1/d 
SINGLE  Single-zone model 
TDN   total dissolved nitrogen 
TIN    dissolved inorganic nitrogen  
USGS    United States Geological Society 
UV    ultraviolet  
UV-VIS   Ultraviolet-visible spectroscopy  
VARY   Multiple-zone model 
 
Symbol List  Units  Description 
A  m2  cross-sectional area of main channel 
As   m
2  cross-sectional area of transient storage 
Area  m2  wetland area 
𝐶    mg/L  mass concentration of RWT  
𝐶∗    mg/L  excess RWT concentration  
𝐶𝑏    mg/L  final concentration of RWT in the no soil container 
C0    mg/L  background or inital concentration of RWT 
𝐶𝑁    mg/L  measured concentration of a nutrient 
𝐶𝑁,𝑖𝑛    mg/L  concentration of the nutrient entering the wetland 
𝐶𝑁,𝑜𝑢𝑡    mg/L  concentration of the nutrient exiting the wetland 
CRWT,A    mg/L  concentration of RWT for the continuous chl-a method 
CRWT,C    mg/L  concentration of RWT for the continuous RWT method 
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CRWT,G    mg/L  concentration of RFU for the grab sample method 
𝐶𝑠    µg/kg  solid concentration of RWT in the sediment 
CTS   mg/L  concentration of RWT in the transient storage zone s 
𝐶𝑣    ppmv  volumetric concentration of RWT 
𝐶𝑤    mg/L  adjusted mass concentration of RWT in the water 
D   m2/day  longitudinal dispersion 
Dx, Dy, Dz  L2/day  dispersion in the x, y, and z directions   
𝐷𝑎𝑖   -  Damkӧhler number 
E    -  number of parameters optimized in a model 
F   mg/s  excess RWT concentration flux at the wetland outlet 
𝐹𝑚𝑒𝑑   -  fraction of median travel time 
 𝐹𝑚𝑒𝑑
200
   -  standardized Fmed evaluated at over a reach of 200 m 
𝐹𝑛   -  normalized outlet flux for n nutrient 
G  log(d)  y-intercept for straight line in log-log space 
𝐻   -  hydraulic efficiency 
H0  -  null hypothesis 
H1  -  alternative hypothesis 
J J/s/m2 cumulative solar radiation 
K - power-law constant 
L  m  length along main channel from release location to  
    fluorometer housing 
Length  m  wetland length 
LengthMC  m  length of the main channel through the wetland 
LtoW  -  wetland length-to-width ratio 
M1   [T]  1
st M-moment, median travel time 
M2   s
2  2nd M-moment  
?̇?   mg/s  mass flux of the nutrient 
?̇?𝑖𝑛   mg/s  nutrient flux into the wetland 
?̇?𝑜𝑢𝑡  mg/s  nutrient flux out of the wetland 
𝑁𝐸   -  New England comparison wetlands 
NWIArea  m2  are of the NWI  
NWILtoW  -  NWI length-to-width ratios 
NWIWidth  m  NWI width 
𝑂𝐶   -  fraction of organic carbon content 
𝑃𝑎𝑡𝑚  kPa  atmospheric pressure 
𝑃𝑡𝑜𝑡𝑎𝑙   kPa  total pressure  
Pr   -  probability 
𝑄  L/s  discharge 
𝑄𝑐𝑢𝑟𝑣𝑒   L/s  discharge obtained from the stage-discharge curve  
Qdown   L/s  discharge observed exiting the wetland 
𝑄𝐺𝑊    L/s   groundwater discharge entering the wetland  
𝑄𝑖𝑛    L/s  surface water discharge entering the wetland  
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𝑄𝑁   L/s  discharge at the time the sample was obtained 
𝑄𝑝𝑜𝑖𝑛𝑡    L/s  point discharge measured during tracer test  
𝑄𝑠ℎ𝑖𝑓𝑡    L/s  adjusted discharge  
R    -  fraction of RWT recovered 
𝑅𝑑   -  retardation factor 
𝑅𝑀𝐶   -  retardation in the main channel 
𝑅𝑇𝑆   -  retardation in the transient storage zone  
RSS   varies  squared residuals 
RTD   [1/T]  residence time distribution 
𝑆   -  water slope 
Shed  m2  watershed area 
Sinuosity  -  sinuosity of main channel in the wetland 
𝑆𝑇𝑈𝐷𝑌   -  study wetlands  
Ux, Uy, Uz   L/T  velocity in the x, y, and z directions 
𝑉   L  volume 
𝑉𝑐  cm
3  core volume 
𝑊   RFU  unfouled standard reading 
𝑊′   RFU  fouled standard reading 
Width  m  wetland width 
Z   m  elevation from land surveying 
a  -  fitted power-law, linear, and Langmuir regression  
    parameter  
b  -  fitted power-law regression exponent 
𝑏𝑛𝑒𝑤    -  new fitted parameter for the altered stage-discharge curve  
𝑐    m  transducer depth below water  
d   -  fraction of developed land in the watershed 
𝑓   -  fraction of fouling 
fr  -  frequency 
h   m  measured vertical distance to the water surface 
i  -  counting number 
𝑘𝑑   mg/L  soil distribution coefficient 
𝑘𝑁    1/day  nutrient uptake rate constant 
𝑘𝑠    1/s  photodegradation rate constant 
l  m  distance along channel  
𝑚𝑖𝑛    mg  mass of sediment put into the muffle furnace  
𝑚𝑜𝑢𝑡    mg  mass of the sediment after the muffle furnace 
𝑚𝑠    mg  mass of sediment 
n  -  number of data points 
nd  -  number of times a day 
o1  m  cutoff for the 80% low-pass filter 
o2  m  cutoff for the 70% low-pass filter 
𝑞   -  porosity 
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𝑟𝑙𝑜𝑤   -  lower ranking for 95% confidence interval 
𝑟𝑢𝑝  -  upper ranking for 95% confidence interval 
𝑠  m  pressure-corrected stage 
𝑠𝑎𝑡𝑚  m  stage due to atmospheric pressure 
𝑠𝑡𝑜𝑡𝑎𝑙  m  pressure recorded by the transducer 
𝑡   [T]  time 
𝑡∗   [T]  time since release  
𝑡0   [T]  last time the fluorometer was cleaned  
𝑡𝑚𝑒𝑑
𝑀𝐶    d  median travel time due to the main channel 
𝑡𝑀𝐶   d  residence time of the main channel 
ttot  d  length of the experiment from release time to trimming  
tp   s  time to peak 
𝑡𝑟   s  residence time 
𝑡𝑇𝑆   d  residence time of the storage zone  
∆𝑡   d  time between measurements 
𝑣  m/s  depth-averaged velocity 
vx   m/d  advection in the main channel 
𝑤   RFU  RFU reading corrected for fouling 
𝑤′   RFU  uncorrected RFU reading 
𝑤𝑎𝑖𝑟  m  BARO instrument offset 
𝑥𝑙𝑜𝑤   -  critical lower binomial distribution factor 
𝑥𝑢𝑝   -  critical upper binomial distribution factor 
𝑦  m  across-stream distance 
𝑧𝑐  m  measured depth of water to the control 
𝑧∝/2  -  standardized normal parameter 
αe  none  significance level 
α  1/d  STAMMT-L connectivity parameter 
αmax  1/d  STAMMT-L maximum connectivity parameter 
αmin  1/d  STAMMT-L minimum connectivity parameter 
β0, β1, β2  varies  weighted moments 
?̂?0, ?̂?1, ?̂?2  varies  estimators of weighted moments 
𝛾   -  capacity ratio 
ε  vaies  uncertainty 
λ1, λ2, λ3  varies  first, second, and third L-moments 
δ18O   ppm   stable isotope of Oxygen-18 
δD  ppm  stable isotope of deuterium  
ξ  -  wetland physical characteristic: Area, Length, LengthMC,  
    NWIArea, Sinuosity, Width, WtoL 
𝜌𝑏  mg/L  bulk density 
𝜌𝑅𝑊𝑇   mg/L  density of rhodamine 
σ    µS/cm  specific conductance  
𝜎𝐺𝑊    µS/cm  specific conductance of the groundwater 
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𝜎𝑖𝑛    µS/cm  specific conductance at the inlet of the wetland 
𝜎𝑜𝑢𝑡    µS/cm  specific conductance at the outlet of the wetland  
ω   mL  volume of RWT recovered 











































APPENDIX B: SITE AERIAL PHOTOGRAPHS 
 
 
Figure 54: Aerial photographs with wetland physical characteristics and locations of wetland 
infrastructure for A) wetland BAR, a tributary of the Lamprey River, Nottingham, NH which 
flows from north to south, B) wetland BOX, a tributary of the Ipswich River, Boxford, MA 
which flows from north to south, C) wetland BYF, Cart Creek, a tributary of the Parker River, 
Byfield, MA which flows from north to southeast, D) wetland CAN, a tributary of the 
Lamprey River, Candia, NH which flows from north to south, E) wetland LEE, on the Oyster 
River, Lee, NH which flows from south to north, F) wetland NOR, a tributary of the Lamprey 
River, Northwood, NH which flows from east to southwest, G) wetland REA, a tributary of 
the Ipswich River, North Reading, MA which flows from southeast to north, and H) wetland 









































APPENDIX C: SUPPLEMENTARY DATA 
 
Table 19: Correlation coefficients for pair-wise correlations for wetland physical characteristics measured remotely. These 
include the watershed area, wetland area, NWI area, length of the main channel, wetland length, wetland width, NWI width, 
























Watershed area 1.00 0.94 0.93 0.94 0.93 0.53 0.42 0.40 0.83 0.81 0.69 -0.18 
Wetland area  1.00 0.99 0.99 0.98 0.77 0.64 0.49 0.81 0.80 0.52 -0.28 
NWI Area   1.00 0.98 0.97 0.76 0.69 0.49 0.82 0.75 0.49 -0.20 
Length of the 
main channel    1.00 1.00 0.69 0.58 0.49 0.90 0.86 0.49 -0.28 
Wetland length     1.00 0.69 0.58 0.43 0.91 0.87 0.47 -0.25 
Wetland width      1.00 0.80 0.39 0.37 0.40 0.10 -0.29 
NWI width       1.00 0.31 0.37 0.14 -0.12 0.21 
Sinuosity        1.00 0.34 0.32 0.15 -0.53 
Length-to-width 
ratio         1.00 0.90 0.37 -0.18 
NWI length-to-
width ratio          1.00 0.52 -0.49 
Stream order           1.00 -0.26 
Fraction 
















Table 20: Significance values for pair-wise correlations for wetland physical characteristics measured remotely. These include 
the watershed area, wetland area, NWI area, length of the main channel, wetland length, wetland width, NWI width, sinuosity, 
length-to-width ratio, NWI length-to-width ratio, stream order and fraction developed. Significant correlations (p<0.05) are 
























Watershed area 1.00 <0.01 <0.01 <0.01 <0.01 0.11 0.22 0.25 <0.01 <0.01 0.03 0.62 
Wetland area  1.00 <0.01 <0.01 <0.01 0.01 0.05 0.15 <0.01 0.01 0.13 0.43 
NWI Area   1.00 <0.01 <0.01 0.01 0.03 0.15 <0.01 0.01 0.15 0.58 
Length of the 
main channel    1.00 <0.01 0.03 0.08 0.15 <0.01 <0.01 0.15 0.44 
Wetland length     1.00 0.03 0.08 0.22 <0.01 <0.01 0.18 0.49 
Wetland width      1.00 0.01 0.27 0.29 0.25 0.79 0.42 
NWI width       1.00 0.39 0.29 0.70 0.74 0.56 
Sinuosity        1.00 0.34 0.37 0.67 0.11 
Length-to-width 
ratio         1.00 <0.01 0.30 0.61 
NWI length-to-
width ratio          1.00 0.13 0.15 
Stream order           1.00 0.47 
Fraction 


















Table 21: Correlation coefficients for pair-wise correlations for wetland physical characteristics measured in-situ. These include 
the discharge, slope, wetland wetted width, average channel depth, average channel width, average channel cross-sectional area, 
average off-channel depth, average off-channel width, average off-channel cross-sectional area, and relative size of channeled 
to off-channelized areas. Some correlations were not found with slope due to a limited number of observations, and are shown 
with NaN.  


















Discharge 1.00 0.16 0.36 -0.11 0.39 0.18 0.47 0.33 0.31 0.18 
Slope  1.00 NaN -0.37 NaN -0.37 -0.10 NaN -0.20 -0.01 
Wetted width   1.00 0.54 0.67 0.85 0.79 0.99 0.86 0.63 
Channel depth    1.00 0.18 0.77 0.18 0.60 0.24 -0.12 
Channel width     1.00 0.76 0.95 0.56 0.94 0.39 
Channel cross-
sectional area      1.00 0.74 0.82 0.78 0.14 
Off-channel 
depth       1.00 0.71 0.97 0.48 
Off-channel 
width        1.00 0.80 0.64 
Off-channel 
cross-sectional 


















Table 22: Significance values for pair-wise correlations for wetland physical characteristics measured in-situ. These include the 
discharge, slope, wetland wetted width, average channel depth, average channel width, average channel cross -sectional area, 
average off-channel depth, average off-channel width, average off-channel cross-sectional area, and relative size of channeled 
to off-channelized areas. Some correlations were not found with slope due to a limited number of observations, and are shown 
with NaN. Significant correlations (p<0.05) are bolded and underlined.  


















Discharge 1.00 0.71 0.30 0.80 0.26 0.66 0.24 0.35 0.46 0.67 
Slope  1.00 NaN 0.37 NaN 0.37 0.82 NaN 0.64 0.98 
Wetted width   1.00 0.16 0.03 0.01 0.02 0.00 0.01 0.10 
Channel depth    1.00 0.67 0.03 0.66 0.12 0.56 0.78 
Channel width     1.00 0.03 0.00 0.09 0.00 0.34 
Channel cross-
sectional area      1.00 0.04 0.01 0.02 0.75 
Off-channel 
depth       1.00 0.05 0.00 0.23 
Off-channel 
width        1.00 0.02 0.08 
Off-channel 
cross-sectional 



















Table 23: Correlation coefficients for pair-wise correlations for wetland physical characteristics measured remotely and insitu. 
Remotely measured characteristics are the watershed area, wetland area, NWI area, length of the main channel, wetland length, 
wetland width, NWI width, sinuosity, length-to-width ratio, NWI length-to-width ratio, stream order and fraction developed. 
Characteristics measured in situ include discharge, slope, wetland wetted width, average channel depth, average channel width, 
average channel cross-sectional area, average off-channel depth, average off-channel width, average off-channel cross-sectional 
area, and relative size of channeled to off-channelized areas. Some correlations were not found with slope due to a limited 
























Discharge 0.24 0.15 0.16 0.17 0.19 0.00 0.11 -0.29 0.22 0.15 0.04 0.22 
Slope -0.53 -0.41 -0.28 0.06 0.12 -0.70 -0.39 -0.16 0.89 0.46 NaN 0.13 
Wetted width 0.60 0.61 0.61 0.61 0.57 0.35 0.28 0.53 0.51 0.51 0.49 -0.40 
Channel depth 0.08 0.25 0.23 0.13 0.12 0.53 0.26 0.11 -0.15 0.03 0.35 -0.47 
Channel width 0.93 0.87 0.86 0.85 0.83 0.54 0.41 0.47 0.66 0.68 0.67 -0.26 
Channel cross-
sectional area 0.68 0.77 0.75 0.69 0.67 0.78 0.46 0.34 0.40 0.56 0.65 -0.51 
Off-channel 
depth 0.95 0.85 0.83 0.85 0.85 0.49 0.27 0.23 0.75 0.84 0.76 -0.26 
Off-channel 
width 0.50 0.51 0.52 0.52 0.49 0.29 0.24 0.50 0.45 0.44 0.42 -0.40 
Off-channel 
cross-sectional 


















Table 24: Significance values for pair-wise correlations for wetland physical characteristics measured remotely and insitu. 
Remotely measured characteristics are the watershed area, wetland area, NWI area, length of the main channel, wetland length, 
wetland width, NWI width, sinuosity, length-to-width ratio, NWI length-to-width ratio, stream order and fraction developed. 
Characteristics measured in situ include discharge, slope, wetland wetted width, average channel depth, average channel width, 
average channel cross-sectional area, average off-channel depth, average off-channel width, average off-channel cross-sectional 
area, and relative size of channeled to off-channelized areas. Some correlations were not found with slope due to a limited 
























Discharge 0.50 0.68 0.66 0.64 0.60 0.99 0.76 0.41 0.55 0.68 0.92 0.54 
Slope 0.18 0.32 0.50 0.89 0.77 0.05 0.35 0.70 0.00 0.26 NaN 0.77 
Wetted width 0.07 0.06 0.06 0.06 0.08 0.32 0.43 0.12 0.13 0.13 0.15 0.25 
Channel depth 0.85 0.55 0.58 0.76 0.78 0.17 0.54 0.79 0.72 0.95 0.39 0.24 
Channel width 0.00 0.00 0.00 0.00 0.00 0.11 0.24 0.17 0.04 0.03 0.03 0.47 
Channel cross-
sectional area 0.06 0.02 0.03 0.06 0.07 0.02 0.26 0.41 0.32 0.15 0.08 0.19 
Off-channel 
depth 0.00 0.01 0.01 0.01 0.01 0.22 0.52 0.58 0.03 0.01 0.03 0.53 
Off-channel 
width 0.14 0.13 0.12 0.12 0.16 0.42 0.51 0.14 0.20 0.20 0.22 0.25 
Off-channel 
cross-sectional 
















Figure 55: Boxplots of wetland physical characteristics A) area, B) NWI area, C) length of 
main channel, D) length, E) width, F) length-to-width ratio, and G) sinuosity for the study 
wetlands and the New England comparison wetlands. The bottom of the boxes show the 25 th 
percentile, the middle of the boxes show the 50 th percentile, and the top of the boxes show 






























































































































































a) b) c) 





a) b)  
c) d)   
 
Figure 56: Relative elevation of water surface at each site during each tracer test. Water surface 
elevation was continuously recorded upstream at the inlet transducer location and downstream at 
the outlet transducer location during tracer tests. When the stage was above the control, there was 
flow in the stream. Also shown are the relative elevation of water at the stakes located within the 
wetland which were measured periodically during the tracer tests. At tracer test WIL, the water 
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g) h)  
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Figure 57: a-h. Stage-discharge curves for the inlet (upstream) and outlet (downstream) of 
each wetland. Stage was corrected for atmospheric pressure. Fall curves are also shown with 
dotted lines when applicable. Horizontal error bars represent uncertainty in height above the 









Figure 58: a-j. Long term hydrographs showing discharge from stage-discharge curves and 
precipitation for study wetlands. Faded blue and red lines represent the error on the 
discharges. Faded gray areas indicate duration of tracer tests. Precipitation was obtained from 










































Table 25: Estimates of groundwater discharge for tracer tests. Estimates are determined 
from the conservation of mass and volume of water and specific conductance within the 
wetlands. Negative values indicate that the groundwater conductance cannot account for 
the pattern of conductance seen from the wetland inlet to the wetland outlet. The range was 
determined by using the range of expected groundwater conductance. Specific conductance 
for NOR1 was obtained.  
Tracer test Groundwater discharge (L/s) Range of groundwater discharge (L/s) 
BAR 0.04 0.03 – 0.05 
BOX -0.16 -0.20 – 0.07 
BYF 2.4 2.2 – 2.6  
CAN -0.54 -0.66 –  -0.46 
LEE 1.8 1.6 – 2.0  
NOR2 2.0 1.3 – 4.7 
REA1 -1.2 -2.1 – -0.84 
REA2 -0.01 -0.01 – -0.005 





























Table 26: Results from the photodegradation experiments. Replicates are shown for the 
placements in the sun and shade; de-ionized water, high dissolved organic content water, and 
low dissolved organic content water, with low and high initial concentrations of Rhodamine 












































1 0.027 0.020 0.019 0.018 0.006 
2 0.025 0.017 0.013 0.011 0.000 
3 0.027 0.020 0.017 0.013 0.003 
 
6.96 
1 4.88 4.34 3.09 3.06 2.34 
2 4.31 3.94 2.75 2.67 2.09 









1 0.052 0.043 0.039 0.032 0.010 
2 0.032 0.025 0.022 0.019 0.007 
3 0.047 0.034 0.031 0.024 0.019 
 
7.73 
1 6.73 5.75 3.81 3.79 2.65 
2 6.06 5.34 3.67 3.65 2.59 








1 0.028 0.024 0.021 0.012 0.002 
2 0.032 0.021 0.008 0.007 0.004 
3 0.030 0.028 0.027 0.025 0.007 
 
7.61 
1 5.79 5.53 3.65 3.64 2.51 
2 6.02 5.35 3.49 3.49 2.58 





















1 0.046 0.038 0.038 0.037 0.035 
2 0.035 0.032 0.022 0.022 0.021 
3 0.056 0.048 0.035 0.034 0.031 
 
6.96 
1 5.85 5.65 4.83 4.78 4.01 
2 0.00 0.00 0.00 0.00 0.00 









1 0.059 0.057 0.056 0.053 0.044 
2 0.054 0.047 0.047 0.045 0.043 
3 0.052 0.045 0.040 0.037 0.036 
 
7.73 
1 7.29 7.21 6.43 6.33 6.18 
2 7.16 6.61 6.39 6.30 5.93 








1 0.043 0.042 0.034 0.032 0.022 
2 0.046 0.040 0.036 0.036 0.033 
3 0.062 0.059 0.058 0.056 0.055 
 
7.61 
1 6.79 6.74 5.74 5.71 5.20 
2 6.94 6.72 6.08 5.90 5.22 
3 7.04 7.00 6.27 6.17 5.42 
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Table 27: Results from the sorption experiments. Replicates are shown for no sediment, high 
organic content sediment, low organic content sediment and the vegetation with the four 






















1 0 0.022 
2 0 0.045 
3 0 0.020 
 
0.96 
1 0 0.13 
2 0 0.11 
3 0 0.09 
 
1.38 
1 0 1.58 
2 0 1.19 




1 0 5.07 
2 0 4.78 











1 50.1 0.018 
2 52.6 0.010 
3 50.8 0.015 
 
0.96 
1 50.3 0.02 
2 51.4 0.02 
3 49.6 0.03 
 
1.38 
1 51.7 0.08 
2 50.8 0.04 




1 50.1 0.33 
2 50.1 0.31 











1 49.8 0.016 
2 51 0.016 
3 50.1 0.020 
 
0.96 
1 50.8 0.04 
2 49.8 0.04 
3 51.1 0.03 
 
1.38 
1 51.2 0.42 
2 51 0.27 




1 50 2.25 
2 50 1.36 
3 50.8 1.21 









Table 28: Parameters from adjusted stage-discharge curves. For the adjusted stage-discharge 
curve with a new y-intercept, (𝑄𝑝𝑜𝑖𝑛𝑡 − 𝑄𝑐𝑢𝑟𝑣𝑒)𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 is the amount of discharge that the 
y-intercept is shifted. For the adjusted stage-discharge with a new slope, 𝑏𝑛𝑒𝑤 is the new 
fitting exponent parameter in the altered curve. For LEE, 𝑎𝑛𝑒𝑤 is the replacement for the fitting 
slope, a, since the curve was linear and not power-law.  
Tracer test Discharge shifted,  
(𝑄𝑝𝑜𝑖𝑛𝑡 − 𝑄𝑐𝑢𝑟𝑣𝑒)𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑  
(L/s) 
Fitting parameter, 
𝑏𝑛𝑒𝑤 or 𝑎𝑛𝑒𝑤  
BAR -0.98 2.786 
BOX 0.21 2.189 
BYF 1.75 1.499 
CAN 0.65 5.855 
LEE -2.75 305.8 
NOR1 2.56 6.057 
NOR2 -0.76 6.262 
REA1 -0.34 5.484 
REA2 0.01 4.532 










0.022 2 4.5 0.020 
3 6.2 0.019 
 
0.96 
1 6.3 0.03 
2 6.2 0.03 
3 5.9 0.03 
 
1.38 
1 5.3 0.10 
2 4.8 0.08 




1 5.1 1.75 
2 6 0.22 





Figure 59: Breakthrough curves of Rhodamine WT (RWT) of both continuous and grab 
samples for all tracer tests, as well as upstream and downstream discharge including 
discharge from the altered y-intercept stage-discharge curves. Faded grey boxes indicate the 





































































































































































































































































































































































































































































































































































Figure 60: Transect data obtained for the tracer tests. Conductance and depth were obtained 























































































































Figure 61: Visual inspections of lateral dispersion during NOR1. 
189 
 
Table 29: Optimized parameters for the single-zone model, SINGLE, are the advective velocity (vx), the relative transient storage 
size (AS/A), longitudinal dispersion (D), and lateral connectivity (α). The range of parameters show the uncertainty. 
Tracer 
test 
vx (m/d) AS/A (m2/m2) D (m2/day) 
BAR 1.06E+03 < 1.12E+03 < 4.24E+03 8.43E-02 < 5.17E-01 < 5.87E-01 2.58E+03 < 2.90E+03 < 3.68E+04 
BOX 1.35E+03 < 1.43E+03 < 5.38E+03 2.50E-01 < 2.59E-01 < 2.99E-01 2.52E+03 < 2.83E+03 < 1.20E+04 
BYF 9.71E+01 < 1.02E+02 < 3.95E+02 0.00E+00 < 1.02E-03 < 4.21E-02 1.39E+03 < 1.61E+03 < 6.59E+03 
CAN 1.65E+02 < 1.75E+02 < 6.58E+02 4.15E-17 < 9.77E-02 < 2.45E-01 1.47E+02 < 2.31E+02 < 1.14E+03 
LEE 8.47E+02 < 9.04E+02 < 3.44E+03 2.50E-01 < 2.60E-01 < 2.89E-01 1.54E+03 < 2.29E+03 < 1.14E+04 
NOR1 3.53E+03 < 3.79E+03 < 1.41E+04 3.50E-01 < 3.84E-01 < 4.17E-01 1.41E+04 < 1.51E+04 < 6.73E+04 
NOR2 1.03E+03 < 1.10E+03 < 3.45E+03 9.16E-02 < 4.92E-01 < 5.50E-01 5.78E+03 < 6.74E+03 < 8.45E+04 
REA1 1.87E+03 < 1.97E+03 < 7.45E+03 4.50E-01 < 4.69E-01 < 5.24E-01 5.23E+03 < 5.89E+03 < 2.37E+04 
REA2 4.07E+03 < 4.29E+03 < 1.62E+04 3.80E-01 < 3.86E-01 < 4.33E-01 7.11E+03 < 7.88E+03 < 1.14E+05 











test α (1/day) RMSE 
BAR 8.64E+00 < 1.00E+01 < 8.66E+17 1.08E-01 
BOX 1.54E+01 < 1.90E+01 < 6.17E+01 1.88E-01 
BYF 0.00E+00 < 9.91E+03 < 1.61E+276 5.41E-02 
CAN 7.29E-01 < 1.70E+00 < 1.10E+10 3.50E-02 
LEE 6.13E+00 < 7.83E+00 < 2.99E+01 3.35E-02 
NOR1 4.70E+01 < 5.45E+01 < 1.74E+02 8.87E-02 
NOR2 7.16E+00 < 8.33E+00 < 5.12E+07 5.92E-02 
REA1 1.48E+01 < 1.66E+01 < 5.61E+01 2.05E-01 
REA2 3.76E+01 < 4.23E+01 < 1.36E+02 2.93E-01 








Table 30: Optimized parameters for the multiple-zone model, OPTALL, are the advective velocity (vx), the relative transient 
storage size (AS/A), longitudinal dispersion (D), the power-law distribution coefficient (K), the minimum lateral connectivity 
(αmin), and the maximum lateral connectivity (αmax). 
Tracer  
study 
vx (m/d) AS/A (m2/m2) D (m2/day) 
BAR 1.21E+03 < 1.27E+03 < 4.79E+03 1.39E+00 < 1.78E+00 < 3.04E+00 1.30E+03 < 1.53E+03 < 6.33E+03 
BOX 1.59E+03 < 1.50E+03 < 6.44E+03 1.09E+00 < 2.00E+00 < 3.65E+00 8.37E+02 < 4.50E+03 < 7.95E+03 
BYF 2.73E+02 < 4.25E+02 < 1.56E+03 7.74E-01 < 8.90E-01 < 1.38E+00 3.85E+03 < 6.68E+03 < 2.41E+04 
CAN 1.67E+02 < 1.75E+02 < 6.63E+02 1.24E-02 < 1.10E-01 < 6.35E-01 1.39E+02 < 2.23E+02 < 9.20E+02 
LEE 7.65E+02 < 8.65E+02 < 3.50E+03 5.27E-05 < 9.24E-01 < 9.30E-01 1.94E+03 < 4.93E+03 < 4.82E+04 
NOR1 3.97E+03 < 4.28E+03 < 1.56E+04 2.28E-01 < 5.65E-01 < 6.66E-01 7.97E+03 < 8.99E+03 < 4.67E+04 
NOR2 1.72E+03 < 1.87E+03 < 5.93E+03 1.14E+00 < 2.15E+00 < 4.95E+00 4.54E+01 < 5.99E+01 < 1.63E+04 
REA1 2.57E+03 < 2.74E+03 < 8.04E+03 1.35E+00 < 1.98E+00 < 2.32E+00 2.89E+03 < 3.20E+03 < 1.60E+04 
REA2 6.48E+03 < 7.17E+03 < 2.73E+04 7.88E+00 < 2.05E+01 < 2.53E+01 2.5E+03 < 2.63E+03 < 2.13E+04 




K (unitless) αmin (1/day) αmax (1/day) RMSE 
BAR 1.63E+00 < 1.67E+00 < 1.68E+00 7.10E-02 < 2.02E-01 < 1.80E+00 1.05E+02 < 1.21E+02 < 5.50E+02 5.17E-02 
BOX 1.75E+00 < 1.60E+00 < 1.93E+00 1.53E-03 < 1.49E-03 < 1.26E-01 2.19E+02 < 4.74E+02 < 1.14E+03 8.55E-01 
BYF 2.54E+00 < 4.09E+00 < 5.37E+00 3.51E-08 < 1.95E-02 < 2.96E-02 1.30E+05 < 2.10E+05 < 4.87E+09 5.41E-02 
CAN 1.03E+00 < 2.01E+00 < 1.45E+01 3.67E-02 < 4.98E-01 < 3.72E+00 3.60E+00 < 3.69E+00 < 2.56E+01 3.44E-02 
LEE 1.00E+00 < 2.02E+00 < 4.65E+00 0.00E+00 < 2.96E-06 < 2.84E+01 1.98E-04 < 1.82E+01 < 4.97E+01 5.99E-02 
NOR1 2.38E+00 < 2.44E+00 < 3.17E+00 1.05E-12 < 1.24E+01 < 4.87E+02 4.08E+01 < 1.56E+02 < 4.40E+02 3.44E-02 
NOR2 1.77E+00 < 1.90E+00 < 2.15E+00 5.79E-04 < 3.39E-01 < 5.66E+00 1.04E+02 < 2.17E+02 < 8.93E+02 3.40E-02 
REA1 1.63E+00 < 1.64E+00 < 1.73E+00 4.17E-01 < 5.70E-01 < 1.69E+00 3.75E+02 < 3.65E+06 < 6.26E+22 7.74E-02 
REA2 1.73E+00 < 1.78E+00 < 1.79E+00 2.49E-05 < 2.88E-05 < 1.65E-02 5.78E+02 < 1.67E+07 < 2.48E+18 1.51E-01 
















Table 31: Optimized parameters for the multiple-zone model, KCURVE, are the advective velocity (vx), relative transient storage 
size (AS/A), longitudinal dispersion (D), the minimum lateral connectivity (αmin), and the maximum lateral connectivity (αmax). 
The power-law distribution coefficient (K) was obtained from the slope of the late-time residence time distribution in log-log.  
Tracer 
test 
vx (m/d) AS/A (m2/m2) D (m2/day) 
BAR 1.11E+03 < 1.19E+03 < 5.64E+03 1.21E+00 < 2.57E+00 < 1.62E+02 1.44E+03 < 2.03E+03 < 9.36E+03 
BOX 1.52E+03 < 1.63E+03 < 6.01E+03 6.91E-01 < 1.11E+00 < 2.74E+01 1.47E+02 < 1.10E+03 < 7.79E+03 
BYF 1.68E+02 < 3.33E+02 < 6.08E+02 1.64E-01 < 6.37E-01 < 6.54E-01 2.34E+03 < 5.24E+03 < 9.84E+03 
CAN 1.81E+02 < 2.17E+02 < 6.95E+02 6.89E-02 < 3.35E-01 < 7.07E-01 5.99E+00 < 2.48E+01 < 9.82E+02 
LEE 9.66E+02 < 1.41E+03 < 3.93E+03 1.37E-01 < 9.19E-01 < 9.35E-01 3.45E+00 < 5.48E+01 < 1.85E+04 
NOR1 3.68E+03 < 3.98E+03 < 1.54E+04 2.35E-01 < 2.46E-01 < 5.18E-01 1.05E+04 < 1.24E+04 < 5.82E+04 
NOR2 1.28E+03 < 1.50E+03 < 7.56E+03 8.36E-01 < 1.19E+00 < 2.44E+00 1.02E+02 < 2.35E+03 < 1.84E+04 
REA1 1.89E+03 < 2.00E+03 < 7.60E+03 5.07E-01 < 5.19E-01 < 7.28E-01 4.66E+03 < 5.41E+03 < 2.22E+04 
REA2 4.55E+03 < 6.10E+03 < 1.67E+04 5.59E-01 < 7.77E-01 < 1.60E+00 1.03E+02 < 1.46E+02 < 2.90E+04 




K (unitless) αmin (1/day) αmax (1/day) RMSE 
BAR 1.76E+00 < 1.95E+00 < 2.15E+00 1.20E-08 < 8.64E-04 < 2.75E-01 2.10E+01 < 3.37E+01 < 3.96E+03 6.47E-02 
BOX 1.77E+00 < 1.97E+00 < 2.17E+00 8.46E-08 < 1.43E-02 < 4.58E+02 7.57E-03 < 1.65E+02 < 8.18E+02 8.12E-02 
BYF 2.71E+00 < 2.95E+00 < 3.31E+00 1.03E-01 < 9.44E-02 < 5.82E+07 1.78E+05 < 2.48E+14 < 1.39E+14 5.41E-02 
CAN 2.07E+00 < 2.30E+00 < 2.53E+00 2.00E-06 < 9.82E-03 < 4.76E+01 4.52E+00 < 8.32E+01 < 4.67E+02 3.31E-02 
LEE 2.13E+00 < 2.37E+00 < 2.61E+00 4.20E-45 < 3.99E-01 < 3.07E+01 7.70E+00 < 1.11E+02 < 1.94E+02 5.04E-02 
NOR1 3.36E+00 < 3.78E+00 < 4.10E+00 7.00E-04 < 8.83E-04 < 1.75E+01 5.49E+01 < 6.46E+01 < 3.30E+02 6.49E-02 
NOR2 1.48E+00 < 1.64E+00 < 1.80E+00 6.58E-01 < 1.84E+00 < 9.51E+00 7.54E+01 < 2.03E+02 < 1.73E+03 3.58E-02 
REA1 2.57E+00 < 2.85E+00 < 3.14E+00 4.30E-02 < 1.92E-01 < 1.16E+00 2.23E+01 < 2.72E+01 < 1.12E+02 1.66E-01 
REA2 2.05E+00 < 2.28E+00 < 2.51E+00 1.10E-07 < 1.09E-07 < 3.33E+00 6.97E+01 < 6.29E+02 < 1.69E+03 5.90E-01 















Table 32: Optimized parameters for the multiple-zone model, MINCURVE, are the advective velocity (vx), the relative transient 
storage size (AS/A), longitudinal dispersion (D), and the power-law distribution coefficient (K). The minimum lateral 
connectivity (αmin) was the length of the tracer test, and the maximum lateral connectivity (αmax) was set to 8.64×104 1/day. 
Tracer 
test 
vx (m/d) AS/A (m2/m2) D (m2/day) 
BAR 1.16E+03 < 1.25E+03 < 5.33E+03 7.55E-01 < 7.50E-01 < 1.43E+00 1.67E+03 < 1.90E+03 < 6.76E+03 
BOX 2.23E+03 < 2.94E+03 < 1.04E+04 1.37E+00 < 1.73E+00 < 2.28E+00 3.52E+00 < 1.71E+02 < 2.16E+03 
BYF 3.06E+02 < 3.44E+02 < 4.11E+03 1.27E+00 < 1.23E+00 < 4.32E+00 5.36E+03 < 5.41E+03 < 6.51E+04 
CAN 1.80E+02 < 1.94E+02 < 6.97E+02 8.32E-02 < 1.55E-01 < 2.78E-01 3.85E+01 < 7.35E+01 < 7.88E+02 
LEE 8.92E+02 < 1.14E+03 < 3.26E+03 1.68E-01 < 5.55E-01 < 8.60E-01 6.30E+00 < 6.23E+00 < 2.54E+04 
NOR1 4.79E+03 < 7.70E+03 < 1.82E+04 1.14E+00 < 2.21E+00 < 2.38E+00 2.52E+04 < 2.83E+04 < 1.19E+05 
NOR2 1.32E+03 < 3.08E+03 < 6.88E+03 8.44E-01 < 2.99E+00 < 2.98E+00 3.58E+00 < 1.07E+02 < 1.64E+04 
REA1 2.38E+03 < 3.06E+03 < 9.98E+03 1.49E+00 < 1.74E+00 < 2.39E+00 2.08E+03 < 2.41E+03 < 1.34E+04 
REA2 1.93E+04 < 1.98E+04 < 3.23E+04 2.37E+00 < 5.52E+00 < 6.40E+00 2.94E+00 < 5.11E+01 < 9.27E+01 




K (unitless) αmin (1/day) αmax (1/day) RMSE 
BAR 8.46E-01 < 1.10E+00 < 1.52E+00 3.71E+00 < 3.91E+00 < 4.11E+00 8.64E+04 7.64E-02 
BOX 1.82E+00 < 1.89E+00 < 1.93E+00 1.82E+00 < 1.92E+00 < 2.02E+00 8.64E+04 1.03E-01 
BYF 3.50E+00 < 3.53E+00 < 9.09E+00 2.26E+00 < 2.38E+00 < 2.50E+00 8.64E+04 5.41E-02 
CAN 4.08E-05 < 6.99E-01 < 1.83E+00 4.99E+00 < 5.25E+00 < 5.51E+00 8.64E+04 5.00E-02 
LEE 1.61E-05 < 1.28E+00 < 1.45E+00 5.11E+00 < 5.38E+00 < 5.65E+00 8.64E+04 4.02E-02 
NOR1 1.82E+00 < 1.90E+00 < 1.91E+00 1.78E+00 < 1.87E+00 < 1.96E+00 8.64E+04 1.91E-01 
NOR2 1.02E+00 < 1.68E+00 < 1.70E+00 3.36E+00 < 3.54E+00 < 3.72E+00 8.64E+04 5.84E-02 
REA1 1.56E+00 < 1.71E+00 < 1.72E+00 1.20E+00 < 1.26E+00 < 1.32E+00 8.64E+04 1.02E-01 
REA2 1.90E+00 < 2.00E+00 < 2.03E+00 1.47E+00 < 1.55E+00 < 1.63E+00 8.64E+04 4.48E-01 















Table 33: Optimized parameters for the multiple-zone model, SETMINMAX, are the advective velocity (vx), the relative 
transient storage size (AS/A), longitudinal dispersion (D), and the power-law distribution coefficient (K). The minimum lateral 




vx (m/d) AS/A (m2/m2) D (m2/day) 
BAR 1.60E+03 < 1.71E+03 < 6.55E+03 4.76E+01 < 5.39E+01 < 9.18E+01 9.68E+02 < 1.13E+03 < 4.48E+03 
BOX 4.30E+03 < 4.60E+03 < 1.17E+04 8.37E+00 < 8.81E+00 < 1.05E+01 2.90E+01 < 4.84E+01 < 4.73E+02 
BYF 3.91E+02 < 7.38E+02 < 1.68E+03 4.96E-01 < 6.81E-01 < 1.17E+00 5.72E+03 < 1.16E+04 < 2.34E+04 
CAN 2.07E+02 < 2.51E+02 < 7.37E+02 2.94E-01 < 9.02E-01 < 4.05E+01 1.10E+02 < 1.87E+02 < 1.05E+03 
LEE 8.58E+02 < 1.08E+03 < 3.25E+03 1.58E-01 < 1.01E+00 < 1.53E+01 8.39E+03 < 1.18E+04 < 4.68E+04 
NOR1 4.57E+03 < 4.80E+03 < 1.65E+04 3.45E+00 < 3.86E+00 < 4.79E+00 3.31E+04 < 3.66E+04 < 1.44E+05 
NOR2 3.86E+03 < 4.05E+03 < 1.24E+04 2.40E+01 < 2.85E+01 < 3.76E+01 6.65E+03 < 9.15E+03 < 3.42E+04 
REA1 2.76E+03 < 3.03E+03 < 1.11E+04 4.47E+01 < 4.29E+01 < 8.25E+01 2.53E+03 < 2.74E+03 < 1.14E+04 
REA2 5.22E+03 < 5.71E+03 < 2.13E+04 2.93E+01 < 4.38E+01 < 6.79E+01 3.24E+03 < 3.57E+03 < 1.41E+04 




K (unitless) αmin (1/day) αmax (1/day) RMSE 
BAR 1.69E+00 < 1.70E+00 < 1.72E+00 1.00E-05 1.00E+05 5.26E-02 
BOX 1.90E+00 < 1.95E+00 < 1.95E+00 1.00E-05 1.00E+05 8.24E-02 
BYF 3.98E+00 < 4.66E+00 < 6.27E+00 1.00E-05 1.00E+05 5.41E-02 
CAN 1.54E+00 < 2.00E+00 < 2.01E+00 1.00E-05 1.00E+05 3.40E-02 
LEE 1.64E+00 < 1.98E+00 < 1.99E+00 1.00E-05 1.00E+05 6.80E-02 
NOR1 1.89E+00 < 1.90E+00 < 1.91E+00 1.00E-05 1.00E+05 2.31E-01 
NOR2 1.84E+00 < 1.85E+00 < 1.86E+00 1.00E-05 1.00E+05 6.10E-02 
REA1 1.70E+00 < 1.72E+00 < 1.73E+00 1.00E-05 1.00E+05 8.18E-02 
REA2 1.69E+00 < 1.82E+00 < 1.76E+00 1.00E-05 1.00E+05 1.28E-01 














Table 34: Optimized parameters for the multiple-zone  model, VARY,  are the advective velocity (vx), the relative transient 
storage size (AS/A), longitudinal dispersion (D), and the lateral dispersion divided by square of layer half-thickness (Da/a2). 
The minimum lateral connectivity (αmin) and the maximum lateral connectivity (αmax) were determined in STAMMT-L from the 
lateral dispersion divided by square of layer half-thickness.  
Tracer 
test 
vx (m/d) AS/A (m2/m2) D (m2/day) 
BAR 1.22E+03 < 1.30E+03 < 4.91E+03 8.69E-01 < 5.93E+00 < 1.20E+01 1.90E+03 < 2.14E+03 < 9.31E+03 
BOX 1.43E+03 < 1.51E+03 < 5.71E+03 3.74E-01 < 1.41E+00 < 5.56E+00 2.47E+03 < 2.77E+03 < 1.14E+04 
BYF 3.24E+02 < 3.61E+02 < 1.47E+03 2.25E+00 < 2.19E+00 < 2.62E+00 3.88E+02 < 5.35E+02 < 2.43E+03 
CAN 1.73E+02 < 1.79E+02 < 6.93E+02 8.55E-02 < 1.23E-01 < 4.27E-01 4.45E+01 < 2.16E+02 < 7.86E+02 
LEE 9.07E+02 < 9.69E+02 < 3.60E+03 3.22E-01 < 3.44E-01 < 3.77E-01 1.52E+03 < 2.01E+03 < 1.04E+04 
NOR1 2.96E+03 < 3.16E+03 < 1.18E+04 1.76E+00 < 1.56E+01 < 3.53E+01 2.64E+04 < 2.92E+04 < 1.46E+05 
NOR2 1.09E+03 < 1.14E+03 < 4.80E+03 7.59E-01 < 2.29E+00 < 3.44E+00 5.37E+03 < 8.79E+03 < 3.45E+04 
REA1 2.12E+03 < 2.24E+03 < 8.46E+03 7.59E-01 < 2.21E+00 < 2.56E+00 4.26E+03 < 4.76E+03 < 2.00E+04 
REA2 4.48E+03 < 4.71E+03 < 1.79E+04 6.20E-01 < 5.80E-01 < 5.47E+01 5.76E+03 < 6.39E+03 < 2.57E+04 




Da/a2 (unitless) αmin (1/day) αmax (1/day) RMSE 
BAR 3.01E-02 < 6.88E-02 < 1.05E+01 4.64E-02 < 1.54E-01 < 7.18E+00 1.30E+03 < 1.56E+03 < 3.00E+05 9.09E-02 
BOX 1.13E-01 < 4.26E-01 < 2.21E+01 7.74E-02 < 9.56E-01 < 1.51E+01 3.23E+03 < 9.66E+03 < 1.53E+05 1.80E-01 
BYF 2.21E+00 < 2.54E+00 < 8.90E+00 5.45E+00 < 5.69E+00 < 6.10E+00 5.50E+04 < 5.74E+04 < 2.55E+05 3.59E-02 
CAN 1.34E-01 < 6.38E-01 < 1.58E+01 3.32E-01 < 1.43E+00 < 1.18E+01 3.35E+03 < 1.44E+04 < 4.94E+05 3.41E-02 
LEE 2.46E+00 < 3.15E+00 < 1.13E+01 6.04E+00 < 7.06E+00 < 8.54E+00 6.10E+04 < 7.13E+04 < 3.57E+05 3.35E-02 
NOR1 3.43E-04 < 1.63E-03 < 4.33E-01 8.41E-04 < 3.66E-03 < 2.97E-01 3.47E+01 < 3.69E+01 < 8.90E+03 2.32E-01 
NOR2 9.47E-02 < 1.74E-01 < 1.17E+01 2.34E-01 < 3.91E-01 < 8.06E+00 2.38E+03 < 3.94E+03 < 3.37E+05 9.98E-02 
REA1 5.38E-01 < 6.42E-01 < 1.83E+01 1.33E+00 < 1.44E+00 < 1.25E+01 1.34E+04 < 1.45E+04 < 5.23E+05 1.73E-01 
REA2 3.87E-03 < 1.33E+01 < 4.28E+01 2.65E-03 < 2.97E+01 < 3.11E+01 1.11E+02 < 3.00E+05 < 1.30E+06 2.36E-01 










Figure 62: Model outputs compared to the observed residence time distributions for each 




































Table 35: Damkӧhler I numbers for the different models. For the single-zone model, the on 
the connectivity, α, was used, and for the multiple-zone models, the minimum, αmin, and 






OPTALL Dai (-) 
Multiple-zone 









































































































































































































































Table 36: Fraction of median travel time due to transient storage (Fmed) and standardized 
𝐹𝑚𝑒𝑑




























BAR 0.56 0.28 0.61 0.59 0.61 0.71 0.62 
BOX 0.53 0.19 0.55 0.59 0.77 0.85 0.56 
BYF 0.10 0.00 0.78 0.72 0.73 0.88 0.75 
CAN 0.12 0.08 0.12 0.29 0.20 0.38 0.14 
LEE 0.30 0.17 0.26 0.55 0.44 0.41 0.34 
NOR1 0.32 0.27 0.40 0.35 0.67 0.46 0.18 
NOR2 0.58 0.26 0.75 0.69 0.85 0.89 0.59 
REA1 0.49 0.26 0.64 0.50 0.67 0.67 0.55 
REA2 0.45 0.24 0.67 0.61 0.88 0.59 0.50 
WIL 0.56 0.20 0.45 0.39 0.80 0.83 0.41 
201 
 
Table 37: Correlation coefficients for pair-wise correlations of optimized model parameters and wetland physical characteristics. 
Wetland physical characteristics measured remotely include the watershed area, wetland area, NWI area, length of the main 
channel, wetland length, wetland width, sinuosity, length-to-width ratio, NWI length-to-width ratio, stream order, and fraction 
of the watershed that is developed. Model parameters are ground by model. The optimized parameters include the advective 
velocity (vx), the relative transient storage size (AS/A), the longitudinal dispersion (D), the lateral connectivities (α’s), and the 




























SINGLE vx -0.24 -0.32 -0.27 -0.25 -0.22 -0.36 0.01 -0.48 -0.03 -0.25 -0.45 0.63 
 AS/A -0.14 -0.17 -0.15 -0.05 -0.04 -0.32 -0.06 0.23 0.22 0.02 -0.56 0.18 
 D -0.24 -0.29 -0.27 -0.16 -0.13 -0.48 -0.27 -0.19 0.23 0.10 -0.38 0.10 
 α -0.08 -0.26 -0.28 -0.30 -0.33 -0.41 -0.59 -0.21 -0.36 -0.14 0.66 -0.17 
OPTALL vx -0.28 -0.36 -0.31 -0.30 -0.26 -0.42 0.00 -0.49 -0.05 -0.31 -0.44 0.71 
 AS/A -0.18 -0.25 -0.19 -0.23 -0.21 -0.28 0.11 -0.35 -0.11 -0.35 -0.25 0.70 
 D 0.23 0.07 0.07 0.13 0.12 -0.32 -0.36 -0.02 0.27 0.32 0.49 -0.15 
 K -0.02 -0.17 -0.20 -0.21 -0.22 -0.33 -0.57 -0.20 -0.24 0.01 0.67 -0.31 
 αmin -0.13 -0.11 -0.11 -0.02 -0.02 -0.19 -0.21 0.03 0.19 0.20 -0.19 -0.29 
 αmax -0.15 -0.19 -0.12 -0.15 -0.14 -0.26 0.14 -0.20 -0.01 -0.28 -0.20 0.64 
KCURVE vx -0.18 -0.26 -0.21 -0.20 -0.17 -0.35 0.04 -0.45 0.03 -0.21 -0.39 0.65 
 AS/A 0.01 -0.04 -0.08 -0.02 -0.06 -0.08 -0.24 0.55 -0.09 0.00 -0.07 -0.28 
 D -0.29 -0.38 -0.38 -0.30 -0.30 -0.53 -0.50 -0.19 -0.04 -0.01 -0.08 -0.12 
 k -0.04 -0.12 -0.10 -0.09 -0.09 -0.29 -0.18 -0.19 0.04 0.00 0.17 0.07 
 αmin 0.05 0.03 0.02 0.10 0.12 -0.15 -0.13 -0.04 0.30 0.29 -0.05 -0.17 
 αmax -0.07 -0.25 -0.28 -0.30 -0.32 -0.40 -0.59 -0.20 -0.35 -0.13 0.67 -0.18 
MINCURVE vx -0.24 -0.31 -0.26 -0.27 -0.24 -0.33 0.06 -0.49 -0.09 -0.33 -0.37 0.69 
 AS/A -0.34 -0.44 -0.39 -0.37 -0.33 -0.51 -0.15 -0.58 -0.09 -0.29 -0.38 0.63 
 D -0.15 -0.17 -0.19 -0.10 -0.10 -0.31 -0.35 0.01 0.11 0.16 -0.07 -0.30 
 K -0.21 -0.46 -0.48 -0.45 -0.44 -0.69 -0.75 -0.62 -0.31 -0.15 0.44 0.15 
 αmin 0.57 0.72 0.70 0.67 0.63 0.70 0.47 0.82 0.42 0.49 0.35 -0.65 







 AS/A -0.33 -0.39 -0.34 -0.33 -0.35 -0.43 -0.09 0.21 -0.18 -0.41 -0.47 0.41 
 D 0.13 0.07 0.06 0.17 0.17 -0.25 -0.32 0.08 0.41 0.46 0.19 -0.40 
 K -0.03 -0.19 -0.22 -0.25 -0.26 -0.32 -0.55 -0.23 -0.32 -0.08 0.69 -0.22 
VARY vx -0.24 -0.34 -0.29 -0.29 -0.25 -0.38 0.02 -0.52 -0.09 -0.33 -0.43 0.73 
 AS/A -0.21 -0.23 -0.25 -0.14 -0.15 -0.35 -0.40 0.18 0.07 0.12 -0.21 -0.37 
 D -0.18 -0.18 -0.18 -0.06 -0.05 -0.33 -0.26 -0.07 0.25 0.21 -0.30 -0.17 
 αmin -0.09 -0.19 -0.16 -0.22 -0.20 -0.12 0.11 -0.51 -0.25 -0.36 -0.15 0.56 
































Table 38: Significance values for pair-wise correlations of optimized model parameters and wetland physical characteristics 
measured remotely. Wetland physical characteristics measured remotely include the watershed area, wetland area, NWI area, 
length of the main channel, wetland length, wetland width, sinuosity, length-to-width ratio, NWI length-to-width ratio, stream 
order, and fraction of the watershed that is developed. Model parameters are ground by model. The optimized parameters include 
the advective velocity (vx), the relative transient storage size (AS/A), the longitudinal dispersion (D), the lateral connectivities 




























SINGLE vx 0.51 0.37 0.45 0.48 0.54 0.31 0.98 0.16 0.94 0.48 0.19 0.05 
 AS/A 0.69 0.64 0.69 0.90 0.90 0.37 0.87 0.53 0.53 0.96 0.09 0.61 
 D 0.50 0.42 0.45 0.67 0.72 0.16 0.45 0.60 0.53 0.79 0.28 0.79 
 α 0.83 0.48 0.43 0.39 0.36 0.24 0.07 0.56 0.31 0.71 0.04 0.64 
OPTALL vx 0.44 0.30 0.39 0.41 0.46 0.23 1.00 0.15 0.89 0.39 0.20 0.02 
 AS/A 0.62 0.49 0.60 0.53 0.56 0.44 0.76 0.33 0.76 0.32 0.48 0.02 
 D 0.52 0.85 0.85 0.73 0.74 0.36 0.31 0.97 0.44 0.36 0.15 0.67 
 K 0.95 0.64 0.57 0.56 0.53 0.35 0.09 0.57 0.51 0.98 0.03 0.38 
 αmin 0.71 0.77 0.75 0.95 0.96 0.59 0.56 0.93 0.59 0.57 0.60 0.41 
 αmax 0.68 0.60 0.74 0.67 0.70 0.47 0.69 0.58 0.97 0.44 0.59 0.05 
KCURVE vx 0.62 0.46 0.55 0.58 0.65 0.32 0.92 0.19 0.94 0.55 0.27 0.04 
 AS/A 0.97 0.91 0.83 0.95 0.86 0.82 0.50 0.10 0.80 1.00 0.85 0.43 
 D 0.42 0.28 0.27 0.40 0.41 0.11 0.14 0.59 0.91 0.97 0.83 0.75 
 k 0.91 0.74 0.79 0.80 0.81 0.42 0.62 0.59 0.92 1.00 0.63 0.85 
 αmin 0.88 0.93 0.95 0.77 0.75 0.69 0.71 0.91 0.40 0.42 0.89 0.63 
 αmax 0.84 0.48 0.44 0.40 0.36 0.25 0.07 0.58 0.32 0.72 0.04 0.62 
MINCURVE vx 0.51 0.38 0.47 0.45 0.50 0.35 0.87 0.15 0.80 0.35 0.30 0.03 
 AS/A 0.34 0.21 0.26 0.30 0.35 0.13 0.67 0.08 0.80 0.42 0.28 0.05 
 D 0.67 0.63 0.60 0.78 0.79 0.39 0.32 0.99 0.76 0.66 0.85 0.40 
 K 0.56 0.18 0.16 0.19 0.21 0.03 0.01 0.05 0.39 0.68 0.21 0.69 
 αmin 0.09 0.02 0.02 0.03 0.05 0.02 0.17 <0.01 0.23 0.15 0.32 0.04 







 AS/A 0.35 0.26 0.33 0.35 0.32 0.21 0.80 0.56 0.61 0.24 0.17 0.24 
 D 0.72 0.85 0.88 0.64 0.64 0.49 0.36 0.82 0.24 0.18 0.60 0.25 
 K 0.94 0.60 0.54 0.49 0.46 0.37 0.10 0.53 0.36 0.83 0.03 0.54 
VARY vx 0.50 0.34 0.42 0.42 0.48 0.29 0.95 0.13 0.81 0.35 0.22 0.02 
 AS/A 0.55 0.52 0.48 0.69 0.68 0.33 0.25 0.62 0.84 0.73 0.57 0.29 
 D 0.62 0.62 0.62 0.86 0.90 0.36 0.47 0.85 0.48 0.55 0.41 0.63 
 αmin 0.80 0.61 0.66 0.54 0.58 0.75 0.77 0.13 0.48 0.30 0.68 0.09 























Table 39: Correlation coefficients for pair-wise correlations for optimized model parameters and wetland physical characteristics 
measured in-situ. These include the discharge, slope, wetland wetted width, average channel depth, average channel width, 
average channel cross-sectional area, average off-channel depth, average off-channel width, average off-channel cross-sectional 
area, and relative size of channeled to off-channelized areas. Model parameters are ground by model. The optimized parameters 
include the advective velocity (vx), relative transient storage size (AS/A), the longitudinal dispersion (D), the lateral connectivities 
(α’s), and the power-law distribution parameter (K).  






















SINGLE vx 0.67 0.47 -0.02 -0.48 -0.24 -0.49 -0.15 0.03 -0.23 0.31 
 AS/A -0.08 0.52 -0.29 -0.87 -0.23 -0.72 -0.32 -0.28 -0.30 0.13 
 D 0.36 0.90 0.13 -0.75 -0.33 -0.78 -0.34 0.20 -0.39 0.20 
 α -0.18 0.04 0.06 0.41 -0.03 0.19 0.06 0.08 0.00 -0.14 
OPTALL vx 0.49 0.53 -0.07 -0.46 -0.33 -0.54 -0.22 -0.02 -0.28 0.38 
 AS/A 0.16 0.24 -0.06 -0.27 -0.25 -0.41 -0.18 -0.02 -0.17 0.58 
 D 0.30 0.67 0.54 0.11 0.17 0.30 0.49 0.57 0.48 0.20 
 K -0.01 0.35 0.25 0.52 0.04 0.33 0.17 0.27 0.11 -0.12 
 αmin 0.36 0.60 0.40 0.01 -0.14 -0.20 -0.56 0.47 -0.47 -0.74 
 αmax -0.15 0.38 -0.05 -0.22 -0.33 -0.39 -0.24 0.01 -0.16 0.53 
KCURVE vx 0.57 0.50 0.03 -0.44 -0.22 -0.45 -0.10 0.08 -0.16 0.46 
 AS/A -0.41 -0.33 -0.15 -0.43 0.07 -0.30 -0.09 -0.17 -0.04 0.34 
 D 0.31 0.63 0.10 -0.29 -0.28 -0.44 -0.35 0.17 -0.47 -0.64 
 k 0.39 0.52 0.36 0.21 -0.06 0.17 0.09 0.41 0.06 -0.30 
 αmin 0.03 0.28 -0.22 -0.28 0.07 -0.19 0.02 -0.25 -0.09 -0.15 
 αmax -0.19 0.20 0.06 0.41 -0.03 0.19 0.06 0.08 0.00 -0.14 
MINCURVE vx 0.49 0.37 -0.02 -0.31 -0.26 -0.41 -0.15 0.03 -0.21 0.45 
 AS/A 0.30 0.52 -0.23 -0.42 -0.41 -0.58 -0.27 -0.18 -0.34 0.36 
 D 0.31 0.60 0.39 0.11 -0.16 -0.09 -0.18 0.46 -0.20 -0.32 
 K 0.07 0.54 -0.15 0.03 -0.25 -0.16 -0.01 -0.12 -0.13 -0.03 
 αmin -0.26 -0.41 0.54 0.49 0.63 0.71 0.46 0.48 0.58 0.16 








 AS/A -0.41 0.15 -0.44 -0.76 -0.40 -0.84 -0.58 -0.42 -0.52 0.14 
 D 0.33 0.73 0.55 0.10 0.08 0.36 0.59 0.60 0.56 0.24 
 K -0.12 -0.35 0.11 0.49 0.03 0.29 0.13 0.11 0.07 -0.15 
VARY vx 0.63 0.38 -0.09 -0.48 -0.24 -0.50 -0.16 -0.06 -0.25 0.30 
 AS/A 0.21 0.53 0.30 -0.45 -0.20 -0.49 -0.37 0.37 -0.35 -0.06 
 D 0.37 0.78 0.27 -0.66 -0.23 -0.68 -0.30 0.35 -0.36 0.11 
 αmin 0.77 -0.18 -0.09 -0.14 0.11 -0.12 0.07 -0.12 -0.10 0.03 
























Table 40: Significance values for pair-wise correlations for optimized model parameters and wetland physical characteristics 
measured in-situ. These include the discharge, slope, wetland wetted width, average channel depth, average channel width, 
average channel cross-sectional area, average off-channel depth, average off-channel width, average off-channel cross-sectional 
area, and relative size of channeled to off-channelized areas. Model parameters are ground by model. The optimized parameters 
include the advective velocity (vx), relative transient storage size (AS/A), the longitudinal dispersion (D), the lateral connectivities 
(α’s), and the power-law distribution parameter (K). Significant correlations (p<0.05) are bolded and underlined. 






















SINGLE vx 0.03 0.24 0.96 0.22 0.51 0.22 0.73 0.94 0.58 0.46 
 AS/A 0.84 0.18 0.42 <0.01 0.53 0.04 0.43 0.44 0.46 0.77 
 D 0.31 <0.01 0.73 0.03 0.35 0.02 0.41 0.58 0.34 0.63 
 α 0.61 0.92 0.86 0.31 0.93 0.65 0.90 0.83 1.00 0.75 
OPTALL vx 0.15 0.18 0.85 0.25 0.35 0.16 0.60 0.96 0.50 0.36 
 AS/A 0.65 0.56 0.86 0.52 0.48 0.32 0.68 0.95 0.68 0.13 
 D 0.40 0.07 0.11 0.79 0.64 0.47 0.22 0.09 0.23 0.63 
 K 0.97 0.39 0.48 0.19 0.92 0.42 0.69 0.44 0.80 0.78 
 αmin 0.31 0.12 0.26 0.99 0.69 0.64 0.15 0.17 0.24 0.04 
 αmax 0.67 0.36 0.90 0.59 0.35 0.34 0.56 0.98 0.70 0.18 
KCURVE vx 0.09 0.21 0.93 0.28 0.54 0.26 0.81 0.84 0.70 0.25 
 AS/A 0.25 0.42 0.69 0.29 0.85 0.47 0.84 0.63 0.93 0.42 
 D 0.39 0.09 0.77 0.49 0.44 0.28 0.39 0.64 0.24 0.09 
 k 0.27 0.19 0.30 0.61 0.87 0.69 0.83 0.23 0.89 0.47 
 αmin 0.94 0.50 0.55 0.51 0.84 0.65 0.97 0.48 0.84 0.72 
 αmax 0.59 0.63 0.86 0.31 0.93 0.65 0.90 0.83 0.99 0.75 
MINCURVE vx 0.15 0.36 0.97 0.45 0.47 0.31 0.72 0.93 0.62 0.26 
 AS/A 0.40 0.19 0.52 0.30 0.24 0.13 0.52 0.62 0.41 0.38 
 D 0.38 0.12 0.27 0.80 0.66 0.84 0.68 0.18 0.64 0.44 
 K 0.84 0.17 0.68 0.95 0.49 0.71 0.97 0.74 0.75 0.95 
 αmin 0.46 0.32 0.11 0.22 0.05 0.05 0.25 0.16 0.13 0.71 








 AS/A 0.24 0.72 0.20 0.03 0.26 0.01 0.13 0.23 0.19 0.73 
 D 0.36 0.04 0.10 0.81 0.82 0.38 0.12 0.07 0.15 0.57 
 K 0.73 0.40 0.77 0.22 0.94 0.48 0.76 0.76 0.88 0.71 
VARY vx 0.05 0.35 0.80 0.23 0.51 0.21 0.71 0.87 0.56 0.47 
 AS/A 0.57 0.18 0.40 0.27 0.59 0.22 0.36 0.29 0.40 0.89 
 D 0.29 0.02 0.45 0.07 0.52 0.06 0.47 0.33 0.39 0.80 
 αmin 0.01 0.68 0.80 0.74 0.77 0.79 0.88 0.74 0.81 0.95 







Table 41: Nutrient concentrations and fluxes for the inlet and outlet of the wetlands during tracer tests. Uncertainty was 2.5% 
for nitrate, 5.6% for ammonium, and 1.6% for phosphate. Uncertainty for fluxes were calculated from Equation 78. 
Tracer test 
 






















BAR Inlet 6/20/14 10:12 0.68 ± 0.10 122 ± 3 81 ± 5 3 ± 0.03 83 ± 12 55 ± 8 2 ± 0.3 
Outlet 6/20/14 10:20 1.14 ± 0.16 72 ± 2 145 ± 8 5 ± 0.1 82 ± 12 165 ± 25 6 ± 1 
BOX Inlet 6/11/14 12:30 2.19  ± 0.31 259 ± 6 42 ± 2 0 ± 3 567 ± 81 92 ± 14 0 ± 1 
Outlet 6/11/14 12:45 2.30 ± 0.32 200 ± 5 74 ± 4 0 ± 3 460 ± 65 170 ± 26 0 ± 1 
BYF Inlet 7/2/14 9:30 4.14 ± 0.58 123 ± 3 378 ± 21 4 ± 0.6 509 ± 72 1565 ± 236 16 ± 2 
Outlet 7/2/14 9:45 1.50 ± 0.21 157 ± 4 225 ± 13 6 ± 0.1 236 ± 33 338 ± 51 9 ± 1 
CAN Inlet 9/19/14 14:55 1.64 ± 0.22 29 ± 1 82 ± 5 3 ± 0.05 48 ± 7 134 ± 20 5 ± 1 
Outlet 9/19/14 15:08 0.90 ± 0.13 117 ± 3 38 ± 2 1 ± 3 105 ± 15 34 ± 5 0.9 ± 0.1 
LEE Inlet 10/10/14 16:28 15.87 ± 2.22 89 ± 2 33 ± 2 1 ± 3 1412 ± 201 524 ± 79 16 ± 2 
Outlet 10/10/14 16:04 24.74 ± 3.46 65 ± 2 25 ± 1 3 ± 0.03 1608 ± 229 618 ± 93 74 ± 10 
NOR1 Inlet 57/14 12:15 20.68 ± 2.90 41 ± 1 19 ± 1 2 ± 3 847 ± 121 393 ± 59 41 ± 6 
Outlet 5/7/14 12:15 29.88 ± 4.18 13 ± 0.3 7 ± 0.4 1 ± 3 388 ± 55 209 ± 32 30 ± 4 
NOR2 Inlet 10/20/14 10:41 1.85 ± 0.26 7 ± 0.2 7 ± 0.4 3 ± 0.03 13 ± 2 13 ± 2 6 ± 1 
Outlet 10/20/14 11:06 3.49 ± 0.49 9 ± 0.2 29 ± 2 1 ± 3 31 ± 4 101 ± 15 3 ± 1 
REA1 Inlet 7/9/14 13:24 0 ± 0.02 1009 ± 25 28 ± 2 20 ± 0.3 100 ± 14 3 ± 0.4 2 ± 0.3 
Outlet 7/9/14 13:11 0.72 ± 0.10 609 ± 15 140 ± 8 16 ± 0.3 438 ± 62 101 ± 15 12 ± 2 
REA2 Inlet 10/25/14 13:09 9.83 ± 1.38 1012 ± 25 38 ± 2 8 ± 0.1 9948 ± 1415 374 ± 56 79 ± 11 
Outlet 10/25/14 13:18 7.44 ± 1.04 809 ± 20 42 ± 2 11 ± 0.2 6019 ± 856 312 ± 47 82 ± 12 
WIL Inlet 7/17/14 11:50 33.90 ± 4.75 406 ± 10 126 ± 7 9 ± 0.1 13763 ± 1957 4271 ± 644 305 ± 43 












Table 42: Nitrate uptake rate constants (1/day) obtained from the different models using 
nitrate fluxes assuming constant uptake rate constants within the channel and the storage 
zone (Reach), and no uptake in the main channel (TS). Also shown are uptake rate constants 
from the residence time distribution (RTD). Dashes are used to indicate tracer tests where 



















Reach TS Reach TS 
Reach TS Reach TS Reach TS Reach TS RTD 
BAR 0.05 0.15 0.01 0.03 0.01 0.03 0.05 0.11 0.03 0.04 0.01 0.02 0 
BOX 1.2 8.0 1.0 3.1 1.0 3.6 1.1 1.9 1.0 1.4 0.79 2.8 0 
BYF 1.1 >200 1.1 1.5 1.1 1.7 1.1 1.7 1.2 1.4 1.2 1.9 1.1 
CAN - - - - - - - - - - - - - 
LEE - - - - - - - - - - - - - 
NOR1 7.9 53 8.0 35 8.0 42 7.9 13 7.9 22 7.5 >200 7.8 
NOR2 - - - - - - - - - - - - - 
REA1 - - - - - - - - - - - - - 
REA2 9.2 12 8.7 18 10 28 9.8 12 8.4 24 9.0 44 8.2 
WIL - - - - - - - - - - - - - 
 
Table 43: Ammonium uptake rate constants (1/day) obtained from the different models using 
ammonium fluxes assuming constant uptake rate constants within the channel and the storage 
zone (Reach), and no uptake in the main channel (TS). Also shown are uptake rate constants 
from the residence time distribution. Dashes are used to indicate tracer tests where 



















Reach TS Reach TS 
Reach TS Reach TS Reach TS Reach TS RTD 
BAR - - - - - - - - - - - - - 
BOX - - - - - - - - - - - - - 
BYF 2.3 >200 2.5 3.4 2.5 3.8 2.5 3.7 2.6 3.0 2.5 4. 2.4 
CAN 0.54 >200 0.53 >200 0.55 2.9 0.56 6.9 0.55 1.8 0.54 37 0.48 
LEE - - - - - - - - - - - - - 
NOR1 6.7 38 6.4 26 6.5 29 6.3 10 6.2 17 5.8 >200 6.2 
NOR2 - - - - - - - - - - - - - 
REA1 - - - - - - - - - - - - - 
REA2 3.2 16 2.9 4.8 3.5 8.9 3.3 4.0 2.6 5.9 3.1 10 2.6 












Table 44: Total dissolved inorganic nitrogen uptake rate constants (1/day) obtained from the 
different models using total dissolved inorganic nitrogen fluxes assuming constant uptake 
rate constants within the channel and the storage zone (Reach), and no uptake in the main 
channel (TS). Also shown are uptake rate constants from the residence time distribution. 



















Reach TS Reach TS 
Reach TS Reach TS Reach TS Reach TS RTD 
BAR - - - - - - - - - - - - - 
BOX 0.23 1.3 0.17 0.39 0.18 0.50 0.23 0.38 0.18 0.23 0.10 0.24 0.00 
BYF 1.9 >200 2.1 2.8 2.1 3.0 2.0 3.0 2.1 2.4 2.0 3.7 1.9 
CAN 0.1 3.5 0.10 3.0 0.10 0.45 0.11 1.0 0.10 0.30 0.10 1.6 0.06 
LEE - - - - - - - - - - - - - 
NOR1 7.3 50 7.5 32 7.5 38 7.4 12 7.3 20 7.3 >200 7.3 
NOR2 - - - - - - - - - - - - - 
REA1 - - - - - - - - - - - - - 
REA2 2.3 100 8.4 17 9.8 28 9.5 12 8.3 23 8.9 42 7.9 





Table 45: Phosphate uptake rate constants (1/day) obtained from the different models using 
phosphate fluxes assuming constant uptake rate constants within the channel and the storage 
zone (Reach), and no uptake in the main channel (TS). Also shown are uptake rate constants 




















Reach TS Reach TS 
Reach TS Reach TS Reach TS Reach TS RTD 
BAR - - - - - - - - - - - - - 
BOX - - - - - - - - - - - - - 
BYF 0.81 >200 0.83 1.1 0.88 1.3 0.84 1.3 0.89 1.0 0.88 1.4 0.8 
CAN 0.67 >200 0.67 >200 0.69 3.8 0.70 9.9 0.69 2.3 0.68 57 0.6 
LEE - - - - - - - - - - - - - 
NOR1 3.4 14 3.2 11 3.3 13 3.1 4.8 3.0 7.6 2.7 52 3,1 
NOR2 1.3 7.0 1.2 2.2 1.2 2.9 1.4 1.9 1.3 1.6 1.0 4.2 1.1 
REA1 - - - - - - - - - - - - - 
REA2 - - - - - - - - - - - - - 









Table 46: Whole-reach uptake rate constants determined using a plug flow model. Three 
estimates of the residence time were used: the measured physical residence time (RD), the 
first moment (detention time, DT), and the residence time of the channel (channel, MC). 
Also shown are the fraction of nutrient removed obtained using the multiple-zone OPTALL 
model given an initial concentration of 1 mg/L and an uptake rate constant of 2 1/day.  









RD DT MC RD DT MC RD DT MC Multiple-zone 
OPTALL model 
BAR 0.01 0.03 0.02 - - - - - - 32.7 
BOX 2.83 0.68 4.66 - - - - - - 26.7 
BYF 0.95 0.83 3.13 1.88 1.66 6.22 0.75 2.47 0.66 71.5 
CAN - - - 0.11 0.51 0.40 0.14 0.50 0.64 99.2 
LEE - - - - - - - - - 93.3 
NOR1 1.18 7.32 20.78 0.95 5.91 16.78 0.49 8.65 3.05 18.5 
NOR2 - - - - - - 0.86 2.75 0.78 51.4 
REA1 - - - - - - - - - 26.5 
REA2 1.29 6.66 13.95 0.46 2.37 4.95 - - - 13.2 
WIL - - - - - - - - - 8.3 
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Table 47: Correlation coefficients for pair-wise correlations of nutrient retention and reach uptake rate constants with wetland 
physical characteristics measured remotely. Wetland physical characteristics measured remotely include the watershed area, 
wetland area, NWI area, length of the main channel, wetland length, wetland width, sinuosity, length-to-width ratio, NWI length-
to-width ratio, stream order, and fraction of the watershed that is developed. Uptake rate constants from the single-zone were 
used in this analysis since uptake rate constants were similar between models. Some correlations were not found with slope due 




























retention -0.11 -0.02 0.04 -0.01 0.00 0.06 0.35 0.00 0.05 -0.17 -0.29 0.32 
Ammonium 





retention -0.13 -0.14 -0.11 -0.07 -0.06 -0.24 -0.02 -0.01 0.14 -0.02 -0.30 0.19 
Phosphate 
retention 0.50 0.38 0.43 0.42 0.40 0.04 0.32 0.28 0.43 0.20 0.21 0.38 
Nitrate uptake 
rate constant -0.33 0.60 0.47 0.66 0.69 0.19 0.18 -0.19 0.72 0.64 -0.36 -0.05 
Ammonium 
uptake rate 






constant -0.08 -0.23 0.71 0.52 0.41 -0.72 0.27 -0.23 0.91 0.26 NaN 0.30 
Phosphate 
uptake rate 













Table 48: Significance values for pair-wise correlations of nutrient retention and reach uptake rate constants with wetland 
physical characteristics measured remotely. Wetland physical characteristics measured remotely include the watershed area, 
wetland area, NWI area, length of the main channel, wetland length, wetland width, sinuosity, length-to-width ratio, NWI length-
to-width ratio, stream order, and fraction of the watershed that is developed. Uptake rate constants from the single-zone were 
used in this analysis since uptake rate constants were similar between models.  Some correlations were not found with slope due 





























retention 0.77 0.96 0.92 0.98 1.00 0.87 0.32 0.99 0.90 0.64 0.41 0.37 
Ammonium 





retention 0.71 0.69 0.76 0.85 0.87 0.50 0.96 0.98 0.70 0.96 0.40 0.60 
Phosphate 
retention 0.14 0.28 0.21 0.23 0.25 0.91 0.37 0.43 0.21 0.58 0.55 0.27 
Nitrate 
uptake rate 
constant 0.59 0.29 0.43 0.23 0.20 0.77 0.77 0.76 0.17 0.25 0.55 0.94 
Ammonium 
uptake rate 






constant 0.92 0.77 0.29 0.48 0.59 0.28 0.73 0.77 0.09 0.74 NaN 0.70 
Phosphate 
uptake rate 











Table 49: Correlation coefficients for pair-wise correlations for nutrient retention and wetland physical characteristics 
measured in-situ. These include the discharge, slope, wetland wetted width, average channel depth, average channel width, 
average channel cross-sectional area, average off-channel depth, average off-channel width, average off-channel cross-
sectional area, and relative size of channeled to off-channelized areas. Some correlations were not found with slope due to a 
limited number of observations, and are shown with NaN. Uptake rate constants from the single-zone were used in this 
analysis since uptake rate constants were similar between models.  
















Ratio of channelized 
to off-channel areas 
Nitrate 
retention -0.30 0.04 -0.51 -0.29 -0.37 -0.31 -0.39 -0.51 -0.35 -0.36 
Ammonium 





retention -0.29 0.26 -0.59 -0.62 -0.41 -0.60 -0.37 -0.59 -0.38 -0.24 
Phosphate 
retention 0.03 0.12 -0.02 -0.56 0.14 -0.23 0.28 -0.04 0.32 0.18 
Nitrate 
uptake rate 
constant 0.83 0.75 0.46 0.06 0.46 -0.24 0.10 0.46 0.39 0.97 
Ammonium 
uptake rate 






constant 0.83 1.00 0.88 -0.05 0.88 -0.45 -0.14 0.88 0.19 0.92 
Phosphate 
uptake rate 











Table 50: Significance values for pair-wise correlations for nutrient retention and wetland physical characteristics measured in-
situ. These include the discharge, slope, wetland wetted width, average channel depth, average channel width, average channel 
cross-sectional area, average off-channel depth, average off-channel width, average off-channel cross-sectional area, and relative 
size of channeled to off-channelized areas. Some correlations were not found with slope due to a limited number of observations, 
and are shown with NaN. Uptake rate constants from the single-zone were used in this analysis since uptake rate constants were 
similar between models. Significant correlations (p<0.05) are bolded and underlined. 
















Ratio of channelized 
to off-channel areas 
Nitrate 
retention 0.40 0.93 0.13 0.49 0.29 0.46 0.34 0.13 0.39 0.37 
Ammonium 





retention 0.42 0.53 0.07 0.10 0.24 0.11 0.37 0.07 0.35 0.57 
Phosphate 
retention 0.93 0.78 0.96 0.15 0.70 0.58 0.50 0.91 0.44 0.67 
Nitrate 
uptake rate 
constant 0.08 0.25 0.44 0.94 0.44 0.76 0.90 0.44 0.61 0.03 
Ammonium 
uptake rate 






constnat 0.17 <0.01 0.12 0.97 0.12 0.70 0.91 0.12 0.88 0.25 
Phosphate 
uptake rate 
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