This paper is concerned with an eigenvalue problem for second order differential equations with impulse. The existence of a countably infinite set of eigenvalues and eigenfunctions is proved.
Introduction
In this article, we study the existence of eigenvalues and eigenfunctions to the following second order differential equation with impulses −(p(t)x ′ (t)) ′ + q(t)x(t) = λρ(t)x(t), t ̸ = t k , a.e. t ∈ J, (1.1)
with the Dirichlet boundary conditions
where J = [0, 1], ρ(t) and q(t) are real-valued, p ∈ C 1 (J, [γ , +∞)), ρ ∈ C (J, (0, +∞)) and q ∈ C (J, [0, +∞)), γ is a positive constant, 0 = t 0 < t 1 < t 2 < · · · < t m < t m+1 = 1, x ′ (t i ) = x ′ (t A function x ∈ H 1 0 need not be defined on a set of measure zero, but it can be made continuous by changing its definition on a set of measure zero. Hence, we always assume that x ∈ C ([0, 1]) if x ∈ H 1 0 . Let Γ = {x ∈ H 1 0 : x| (t j ,t j+1 ) ∈ H 2 (t j , t j+1 ) (j = 0, 1, . . . , m)}. A function x ∈ Γ is called a solution of (1.1)-(1.3) if it satisfies the equation −(p(t)x ′ (t)) ′ + q(t)x(t) = λρ(t)x(t), t ̸ = t i a.e. on J and limits x ′ (t value of λ for which (1.1)-(1.3) has a nontrivial solution. The corresponding nontrivial solution x(t) is called an eigenfunction and λ, an eigenvalue. When a k = 0, the problem (1.1)-(1.3) reduces to the eigenvalue problems of the following ordinary differential equation
(1.5)
There are many results for eigenvalue problems of ordinary differential equations [1] [2] [3] [4] . A well-known result is that (1.4)-(1.5) has a countably infinite set of eigenvalues λ 0 , λ 1 , . . . tending to +∞. Recently, a few authors discussed boundary value problems for impulsive differential equations (see [5] [6] [7] [8] [9] [10] [11] [12] [13] and the references therein). Faydaoglu and Guseinov [14] had considered the following eigenvalue problems of differential equations with impulsive perturbation
(1.8)
They proved that the eigenvalue problem (1.6)-(1.8) has a countably infinite set of eigenvalues ν 0 , ν 2 , . . . tending to +∞.
Nieto and Regan [15] revealed that an impulsive problem can be solved by finding the critical points of a functional. Tian and Ge [16, 17] studied the existence of positive solutions for impulsive boundary value problems by using variational methods. The eigenvalue problem (1.1)-(1.3) can be reduced to a problem of finding the extremum of some functional.
In this paper, we use the variational principle to find the eigenvalues and eigenfunctions of (1.1)-(1.3). Moreover, using the results obtained, we give a sufficient and necessary condition that guarantees the existence of one positive solution for a class of impulsive boundary value problems.
Preliminaries
Consider the impulsive differential equation (1.1)-(1.2) with the initial value condition
Then the solution of (1.1), (1.2) and (2.1) exists and is unique. We refer to the initial value problem (1.1), (1.2) and (2.1) as 
Proof. The functions y and z satisfy the equations
We obtain from (2.2) and (2.3) that
On the other hand,
Proof. Without loss of generality, we assume that
. By the Holder inequality, we obtain that
Hence,
Since 1/ξ + 1/(1 − ξ ) ≥ 4, the proof is complete.
Main results
In this section, we always assume that 
where c 0 is a positive constant.
Obviously, we obtain from (3.1) that there is an M > 0 such that ‖x n ‖ ≤ M for any n. Since {x n } is a bounded sequence, {x n } contains a weakly converging subsequence in H 1 0 , which converges in L 2 (0, 1) to a function u 0 with u 0 ∈ Ω 0 . We still denote the subsequence by {x n }.
Next, we show that x n converges to u 0 in
as n → ∞, for any 0 < ε < 1, there are sufficiently big n, l such that
for sufficiently large n and l. Noting that
we obtain that
for sufficiently large n and l. Using (3.2) and (3.3), we have for sufficiently large n and l,
Together (3.1) and (3.4), we obtain that
Finally, we show that u 0 is a solution of (1.1)-(1.3). It is evident that
.
0 and consider the function
This means that for any x ∈ H 1 0 , we can obtain that
a.e. on t ∈ (t i , t i+1 ). Hence, u 0 ∈ H 2 (t i , t i+1 ) and u 0 satisfies (1.1) a.e. on J. Now multiplying by x ∈ H 1 0 and integrating between 0 to 1, we obtain that
Hence
Proof. Obviously, u 0 satisfies
The function y = |u 0 | satisfies the above conditions. Hence, y is also a solution of (1.1)-(1.3) with λ = µ 0 . It follows from Lemma 2.1 that u 0 = Cy or y = Cu 0 , here C ̸ = 0 is a constant, which implies that u 0 does not change its sign. Assume that u 0 ≥ 0 on J. Let u 0 (α) = 0(α ∈ (0, 1) ). If α = t i for some i ∈ {1, 2, . . . , m}, then u
= 0 since u 0 ≥ 0 and u 0 is absolutely continuous at small interval containing α. We show that u ≡ 0 on J. Without loss of generality, we assume that 0 < t 1 < α ≤ t 2 . By uniqueness, u ≡ 0 for t ∈ [α, 1].
Note that u 0 can be written as
where x 1 , x 2 are independent continuous solutions of linear differential equation 
Similar to the proof of Theorem 3.1, one can verify that the minimal value µ 1 is attained on a function u 1 ∈ Ω 1 . Next, we show that u 1 is a solution of (1.1)-(1.3) with λ = µ 1 . Consider the function
,
which implies that u 1 is a solution of (1.1)-(1.3) with λ = µ 1 .
Obviously, µ 1 ≥ µ 0 . Noting that  1 0 ρ(t)u 1 (t)u 0 (t)dt = 0, we obtain by Lemma 2.2 that µ 1 > µ 0 . Assume that λ ∈ (µ 0 , µ 1 ) is an eigenvalue of (1.1)-(1.3), then the corresponding eigenfunction u λ exists. From Lemma 2.2, we obtain that u λ ∈ Λ 1 and
Repeating the above procedure, we can obtain the following theorem.
Theorem 3.2.
Put
There exists a function u s ∈ Ω s such that
and µ s is sth eigenvalue of (1. 1)-(1.3) , u s is the corresponding eigenfunction.
Proof. We only prove that the sequence {µ k } is unbounded. If not, there is a C > 0 such that µ k ≤ C for k = 0, 1, 2 · · ·.
Using (3.1), we obtain that
Since {u s } is a bounded sequence, {u s } contains a weakly converging subsequence in H 1 0 , which converges in L 2 (0, 1). We still call the subsequence {u s }. Hence,
as s, l → ∞, which is impossible.
Application
In this section, we study the existence of positive solutions for the following nonlinear impulsive differential equation
2)
where q ≥ 0 is a continuous function, In the following, we use the following conditions:
(C 1 ) There exists constants β > 2 and δ > 0 such that f ̸ = 0 on any subinterval of (0, δ) and corresponding to µ 0 with u 0 > 0 on (0, 1). Using (C 1 ), we obtain that 
where for α ∈ R,
then A is differential at any x ∈ H 1 0 and for any y ∈ H 1 0 ,
We verify all the assumptions of the mountain pass theorem.
First, we show that A satisfies PS condition. Let a sequence {x n } ⊂ H 1 0 such that
we have
It follows that ‖x + n ‖ is bounded. Hence {x n } is a bounded sequence in H 1 0 .
(2) {x n } has converging subsequence in H 1 0 . Since {x n } is a bounded sequence, {x n } contains a weakly converging subsequence in H 1 0 , which is weakly convergent to x ∈ H 1 0 and uniformly convergent to x in C ([0, 1]). We still call the subsequence {x n }. Therefore,
as n → ∞. On the other hand,
So {x n } strongly converges to x in H 1 0 .
Since f ̸ = 0 on any subinterval of (0, δ), there exist ζ ∈ (0, δ) such that f (ζ ) ̸ = 0. Thus F (M) > 0 for any M ≥ δ. Using the condition f (x)x ≥ βF (x) for any x > 0, we obtain that
By the Sobolev theorem, there is C > 0 such that for x ∈ H 1 0 and max t∈J |x(t)| < M(M ≥ δ),
We claim that there exists 0 < 
