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Avant-Propos
Cette thèse s'est déroulée onjointement au laboratoire CERMICS
1
de l'Éole Natio-
nale des Ponts et Chaussées dans l'équipe Optimisation et Système et à EDF Reherhe
et Développement dans le groupe "Gestion des risques et valorisation" du département
OSIRIS.
2
Pour EDF, aux problématiques historiques de gestion de prodution de l'éle-
triité s'ajoute aujourd'hui la prise en ompte du risque nanier lié à l'émergene des
marhés de l'énergie permettant ainsi des éhanges physiques et naniers autour de
l'életriité. C'est dans e ontexte que s'insrit ette thèse : nous étudions diérentes
façons d'inorporer le risque dans des problèmes d'optimisation stohastique. L'objetif
est de proposer des modèles mathématiques et des outils informatiques permettant de
gérer onjointement l'amont (par de prodution de l'életriité, ontrats d'approvi-
sionnement d'életriité, et.) et l'aval (ontrats de fourniture, ventes sur les marhés
de l'énergie, et.).
1
Centre d'Enseignement et de Reherhe en Mathématiques et Calul Sientique.
2




Dans un ontexte d'ouverture à la onurrene et d'émergene des marhés de l'éner-
gie, la prodution d'életriité est aetée par de nouvelles soures d'aléas ; les variations
de prix sur les marhés de l'énergie. Ces soures d'aléas induisent un nouveau risque,
le risque de marhé. Nous étudions la possibilité d'introduire des ontraintes, expri-
mées par des mesures de risque, dans le proessus d'optimisation de la prodution de
l'életriité lorsque des ontrats naniers sont éhangés sur les marhés de l'énergie.
Dans e travail, pour e qui est du risque, nous distinguons l'approhe ingénieur
(prise en ompte du risque par des mesures de risque) de l'approhe éonomiste (prise
en ompte du risque par des fontions d'utilité). Un aperçu global de es diérentes
approhes est donné au Chapitre 1 dans un adre statique. Les mesures de risque
assoient à une variable aléatoire réelle un salaire. L'axiomatique des mesures de
risque monétaires permet d'interpréter e salaire omme un apital. On assoie alors
aux mesures de risque des ensembles de positions aeptables 'est-à-dire ne néessitant
pas de apital supplémentaire pour se ouvrir ontre le risque. D'un autre point de vue,
les modèles de déision en éonomie traduisent les préférenes d'un déideur fae au
risque (modèles de déision dans le risque) ou à l'inertitude (modèles de déision dans
l'inertain). Des indies d'aversion au risque (ou aux pertes) permettent de mesurer la
pereption du risque ou de l'inertitude du déideur après avoir modélisé ses préférenes
par un ertain nombre d'axiomes.
Ces deux points de vue sont rapprohés dans le Chapitre 2. Nous donnons une for-
mulation éonomique (à la Maheroni) à un problème d'optimisation statique sous
ontrainte de risque lorsque la mesure de risque s'érit sous la forme d'un inmum
espéré omme la variane, la Conditional Value-at-Risk et. Cette formulation permet
d'attaher une lasse de fontions d'utilité à une mesure de risque. Nous introduisons
la notion de prime de ontrainte de risque englobant équivalent ertain et niveau de
ontrainte assoié à une mesure de risque. Une appliation à un problème de nane
relativement simple est présentée pour lore e hapitre ; nous y illustrons le lien qui
existe entre la Conditional Value-at-Risk et la notion d'aversion aux pertes.
Le résultat d'équivalene obtenu dans le Chapitre 2 est étendu à un adre d'optimisation
dynamique sous ontraintes de risque dans le Chapitre 3. Il faut alors onsidérer une
famille de fontions valeurs paramétrées par les multipliateurs de Lagrange assoiés
xii Résumé
aux ontraintes de risque et les variables auxiliaires servant à érire les mesures de risque
sous la forme d'un inmum espéré. Ce résultat s'obtient à ondition que les ontraintes
de risque soient multi-périodes et que la mesure de risque onsidérée s'érive sous la
forme d'un inmum espéré.
Une appliation numérique de ette approhe est présentée pour résoudre un problème
de gestion de prodution de l'életriité sous ontrainte de Conditional Value-at-Risk
à l'horizon moyen terme ; 'est l'objet du Chapitre 4. La résolution ave toute autre
mesure de risque s'érivant sous la forme d'un inmum espéré est également faisable.
Une desription suinte du problème réel onsidéré est présentée : la prodution de
l'életriité (les moyens de prodution et les aléas d'indisponibilité, de demandes et de
prix) et les ahats/ventes sur les marhés de l'énergie (ontrats à terme ou future et
ontrats spot).
Nous identions par la suite les diultés tehniques liées à la résolution numérique de
e problème. La prise en ompte du risque par fontion d'utilité est aussi expérimentée :
elle permet d'intégrer des ontraintes de risque diretement dans le ritère à optimiser.
Dans le as de la Conditional Value-at-Risk, les fontions d'utilité obtenues ex-
priment de l'aversion aux pertes, ette dernière pouvant être déterminée empirique-
ment. Nous proposons d'inorporer le risque par une fontion d'utilité ane par mor-
eaux exhibant anrage et aversion aux pertes, plutt que par ontrainte de risque.
Mots lés : mesures de risque, fontions d'utilité, théorie de la nonexpeted utility, max-
min, programmation dynamique, Conditional Value-at-Risk, aversion aux pertes
xiii
Extended Abstrat
Taking risk into aount in deision problems in a mathematial formal way is
more and more widespread for eonomi reasons. For instane, liberalization of energy
markets displays new issues for eletrial ompanies whih now have to master both
traditional problems (suh as optimization of eletrial generation) and emerging pro-
blems (suh as integration of spot markets and risk management, see e.g. [22℄). The
historial issue whih onsisted in managing the eletrial generation at lowest ost
evolved: liberalization of energy markets and introdution of spot markets may now
lead to onsider a problem of revenue maximization under earning at risk onstraint,
beause nanial risks are now added to the traditional risks.
Let us now be slightly more formal. Consider a deision maker (DM) who maximizes
the mathematial expetation of the random return of his portfolio J(a, ξ) with respet
to a deision variable a (the random variable ξ stands for the unertainties that an
aet the return). The question of how to take risk into aount in addition has been
studied sine long.














 A ⊂ Rn is a set of ations, or deisions ;




 J : Rn × Rp → R is a mapping, suh that for any ation a ∈ A, the random
variable J(a, ξ) represents the prospet (prot, et.) of the deision maker (DM) ;
 R is the risk measure on loss −J(a, ξ), together with the level onstraint γ ∈ R,
suh as variane or Conditional Value-at-Risk.














+ L aeptable. We shall oin this pratie as belonging to the engineers or
3
s.t. means subjet to.
xiv Extended Abstrat
pratitioners world. The advantage of this approah is an expliit formulation of risk
onstraints whih answers to eonomi regulation requirements (Basel 1 and 2 for
example). But risk onstraints may not be easy to integrate in real problem (eletrial
portfolio management for example). The hallenge is to hoose an adapted formulation
to the problem whih is onsidered and an eient algorithm for numerial resolution.









where U is a utility funtion. (0.2)
Then the utility funtion aptures more or less risk aversion (in the so alled expe-
ted utility theory, or more general funtionals) ; this is the world of eonomists. The
advantage of this approah is there are no additional onstraints to integrate risk in
stohasti optimization problem. Now the DM has to hoose one utility funtion whih
expresses his risk aversion.
Formulations (0.1) and (0.2) are stati. In pratie, deisons may take aount informa-
tion available during times (for instane selling or buying ontrats on energy market)






J(X(t), A(t), W(t)) +K(X(T ))
]
, (0.3a)
where Aˆ(·) is a sequene (Aˆ(t0, ·), . . . , Aˆ(T − 1, ·)) of feedbaks, subjet to dynami
onstraints
X(t+ 1) = f(X(t), A(t), W(t)) , (0.3b)
A(t) = Aˆ(t, X(t)) , (0.3)
and risk onstraints
R (−J(X(t), A(t), W(t))) ≤ γ(t) , t = t0, . . . , T − 1 . (0.3d)
Dierents ways to formulate risk onstraints (0.3d) are possible. We will disuss it in













where risk is aptured by utility funtions Ut .
The doument is organised as follow. In Chapter 1 we disuss risk measures and
deision models in eonomi theory.
xv
Eonomi deision models intend to nd numerial representations of the preferenes of
a DM, satisfying given axioms. The basi models are the expeted utility model (von
Neumann and Morgenstern [72℄) in risk ontext and the subjetive expeted utility
model (Savage [66℄) in unertainty ontext (making distintion between risk and uner-
tainty was disussed by Knight in [44℄). There are others deision models whih extend
these two models and are alled nonexpeted utility models: the rank-dependent expe-
ted utility (Quiggin [57℄), the Choquet expeted utiliy (Shmeidler [67, 68℄), the multi-
prior model (Gilboa and Shmeidler [34℄), the multi-utility model (Maheroni [46℄),
the umulative prospet theory due to Kahneman and Tversky [42℄, et.
























where the set U of utility funtions depends on the risk measure R.
Given a onstraint level γ, we obtain the optimal deision a♯γ. We introdue the notion





− J ♯c(γ) , (0.6)
where J ♯c(γ) denotes a ertainty equivalent (see Subsetion 1.4.1)
4
. π(γ) measures a





due to the introdution of the risk onstraint. The monetary premium





















≥ 0 , (0.7)
a
♯
∞ is the solution of (0.1) where there is no risk onstraint, supposed to be unique. The
rst term, that we all loss of optimality and whih has no eonomi ontent, measures





the introdution of the risk onstraint. The seond term is known as risk premium and
is well known to be a non negative measure of risk aversion, see Pratt [56℄.
Numerial appliation is presented when the risk measure is the Conditional Value-at-
Risk. This risk measure suggest a lass of utility funtions expressing loss aversion:
U(x) = x+ η + (1− θ)(−x− η)+ (0.8)
where θ is a loss aversion parameter and −η a threshold whih separates losses from
gains.
4




The equivalene result obtained in Chapter 2 is extended to the dynami ase (Chap-
















where U is interpreted as a set of utility funtions. After introduing a family of Bellman
funtions, we show how the problem (0.3) may be theoretially solved by means of a
family of stohasti dynami equations. We take inspiration from this priniple to
solve numerially an eletrial portfolio problem subjet to Conditional Value-at-Risk
onstraint (Chapter 4). Utility funtions dened in (0.8) are also experimented to take
risk into aount.
Key Words: risk measures, utility funtions, nonexpeted utility theory, maxmin, dyna-
mi programming, Conditional Value-at-Risk, loss aversion
1Introdution
La prise en ompte d'un terme de risque dans des problèmes d'optimisation sto-
hastique permet d'intégrer de nouvelles onsidérations liées
• soit à des dispositifs réglementaires externes (aords de Bâle 1 et 2 5, aords de
Solveny
6
, et.) ; 'est un niveau maroéonomique ;
• soit à des dispositifs internes en aord ave la politique de l'entreprise onsidé-
rée ou aux préférenes d'un déideur (aversion au risque, environnement soio-
éonomique, et.) ; 'est un niveau miroéonomique.
Ave l'ouverture à la onurrene et l'émergene des marhés de l'énergie, EDF dispose
de nouveaux outils de ouverture pour assurer l'équilibre ore-demande. Mais en même
temps, EDF s'expose à un nouveau type de risque : le risque de marhé (risque lié aux
variations de prix). Nous tentons dans ette étude d'intégrer e risque dans le proessus
d'optimisation de la prodution de l'életriité.
Nous nous foalisons sur deux façons d'inorporer le risque :
1. le premier point de vue, que nous qualions d'approhe ingénieur, est basé sur
la notion de mesures de risque ;
2. le deuxième point, de vue que nous qualions d'approhe éonomiste, est basé
sur la notion de fontion d'utilité.
















 J(a, ξ) est une variable aléatoire à valeurs réelles qui dépend de la déision a et
d'un aléa ξ déni sur un espae de probabilité (Ω,F ,P) ;
5
Dispositifs réglementaires visant à assurer la stabilité du système banaire international pour les
banques d'investissement.
6
même dispositifs que Bâle dans le domaine de l'assurane.
7
L'abréviation s.. désignera l'expression sous ontrainte.
2 Introdution
 R mesure le risque assoié aux pertes −J(a, ξ) auquel on assoie un niveau de
ontrainte γ ;
 A est un ensemble de déisions admissibles.
L'avantage de ette approhe est la formulation expliite du risque qui, dans ertains
as, répond à des normes réglementaitres. Par ontre, la ontrainte peut être diile
 à traiter numériquement en e qui onerne le type d'algorithme à mettre en
÷uvre ;
 ou même à formuler dans des problèmes d'optimisation dynamique (la littérature
dans e domaine n'étant pas aussi omplète et mature).
Dans l'approhe éonomiste on herhe à maximiser l'espérane d'utilité d'un









, où U est une fontion d'utilité. (0.11)
Les propriétés de la fontion d'utilité traduisent alors impliitement la notion de risque.
Par exemple, que l'espérane E[G] du prot aléatoire G est préférée à G se traduit
par la onavité de la fontion d'utilité U . Ainsi le déideur averse au risque aura une
fontion d'utilité onave, le déideur ayant le goût du risque aura une fontion d'utilité
onvexe et le déideur neutre au risque aura une fontion d'utilité linéaire. L'avantage
de ette approhe est qu'elle ne néessite pas de ontrainte pour traiter le risque ar
le risque est pris en ompte via une fontion d'utilité ; la diulté est alors de hoisir
une fontion d'utilité qui traduise bien l'aversion au risque du déideur.
Les formulations (0.10) et (0.11) sont statiques. En pratique, bon nombre de déisions
sont dynamiques et sont réajustées au fur et à mesure que l'information est disponible
au ours du temps (arrêts/démarrage d'atifs de produtions, ahats/ventes sur les
marhés naniers, et.).







J(X(t), A(t), W(t)) +K(X(T ))
]
, (0.12a)
où Aˆ(·) désigne une suite (Aˆ(t0, ·), . . . , Aˆ(T − 1, ·)) de feedbaks sous les ontraintes
dynamiques
X(t+ 1) = f(X(t), A(t), W(t)) , (0.12b)
A(t) = Aˆ(t, X(t)) , (0.12)
et sous les ontraintes de risque
R (−J(X(t), A(t), W(t))) ≤ γ(t) , t = t0, . . . , T − 1 . (0.12d)
Diérentes façons d'inorporer les ontraintes de risque (0.12d) sont possibles ; nous y
reviendrons dans le Chapitre 3.
3Pour obtenir une formulation dynamique du problème éonomique (0.11) on peut onsi-













puis supprimer les ontraintes de risque (0.12d) puisque le risque est maintenant pris
en ompte via les fontions d'utilité Ut.
L'étude de la prise en ompte du risque dans des problèmes dynamiques ne sera pas
abordée dans e manusrit.
Ce manusrit est divisé en deux parties.
Dans la première partie, nous passons en revue les diérentes représentations du risque
dans le as statique (Chapitre 1). Dans l'approhe ingénieur, on assoie à une variable
aléatoire G le risque R(G) ; la fontion R est appelée mesure de risque (par exemple la
variane, laValue-at-Risk, laConditional Value-at-Risk, et.). Des axiomes de ohérene
ou de onvexité permettent alors de mieux appréhender le risque. Dans le même ordre
d'idées, on assoie aux mesures de risque des ensembles
CR =
{
variables aléatoires G telles que R(G) ≤ 0
}
(0.14)
permettant de distinguer les positions aeptables des positions risquées. Dans l'ap-
prohe éonomiste, on étudie des modèles de déision dans le risque ou dans l'in-
ertitude. En situation risquée, on ompare des loteries (modèles de von Neumann et
Morgenstern) ou des variables aléatoires disrètes (modèle de l'utilité espérée dépen-
dant du rang). En situation d'inertitude on ompare des variables aléatoires (modèle
d'utilité à la Choquet et modèles multi-prior) ou des loteries (modèles multi-utilité).
Un autre point de vue distingue les gains des pertes par une même fontion d'uti-
lité, 'est la umulative prospet theory. Sous un ertain nombre d'hypothèses, nous
montrons que les deux formulations (formulation ingénieur (0.10) et formulation éo-























où U est un ensemble de fontions (d'utilité), (Chapitre 2). À une déision optimale
a
♯






















≥ 0 , (0.16)
où a
♯
∞ va orrespondre à la déision optimale lorsqu'il n'y a pas de ontrainte de risque
et J ♯c(γ) désigne un équivalent ertain (déni dans la Sous-setion 1.4.1). Cette prime
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de ontrainte peut permettre de mesurer l'impat du niveau de ontrainte sur le gain
moyen sans ontrainte de risque.
Une appliation numérique en nane est présentée lorsque la ontrainte de risque est
exprimée par la Conditional Value-at-Risk. La forme partiulière des fontions d'utilité
de l'ensemble U nous suggère de onsidérer des fontions d'utilité de la forme
U(x) = x+ η + (1− θ)(−x− η)+ (0.17)
où θ est interprété omme un paramètre d'aversion aux pertes et −η un seuil (anrage)
permettant de distinguer les pertes des gains.
Dans la deuxième partie le résultat d'équivalene du Chapitre 2 est étendu au as
















où U est un ensemble de fontions (d'utilité). Nous donnons par la suite un algorithme
permettant de résoudre le problème (0.12) en introduisant une famille de fontions
Bellman. Enn nous présentons une appliation en gestion de prodution de l'életriité
à l'horizon moyen terme (Chapitre 4). Une desription suinte permet d'identier les
diultés numériques liées
 à la prise en ompte des marhés de l'énergie (le stok de haque type de ontrat
forward onstitue un nouveau état),
 à l'inorporation des ontraintes de risque de marhé du type Conditional Value-
at-Risk.
Ce problème de gestion de la prodution de l'életriité sous ontrainte de risque se
formule naturellement sous la forme (0.12). Lors de la résolution numérique, l'ap-
prohe par des fontions d'utilité est aussi implémentée ave des fontions d'utilité




Mesures de risque et déision dans
l'inertain
Dans e hapitre, nous allons passer en revue deux grandes approhes du risque :
 les mesures de risque ;
 les théories éonomiques de déision dans l'inertain et le risque.
Dans les deux as, les inertitudes sont représentées par un ensemble Ω (muni d'une
tribu) et on onsidère des variables aléatoires réelles (fontions mesurables X de Ω dans
R). L'ensemble Ω peut représenter des sénarios d'aléas naniers, limatiques, et. et
une variable aléatoire X peut être une perte, un prot, et.
Une mesure de risque assoie un salaireR(L) à une variable aléatoire L. L'axiomatique
des mesures de risque monétaires permet d'interpréter R(L) omme un apital : si
L représente une perte et si e apital lui est ajouté, R(L) + L devient aeptable.
L'axiomatique des mesures de risque ohérentes ajoute des exigenes pour satisfaire
des propriétés de diversiation fae au risque.
Les théories éonomiques de déision dans l'inertain et le risque formalisent essentiel-
lement les hoix entre variables aléatoires ou entre loteries (lois de variables aléatoires
disrètes), en étudiant diérentes axiomatiques sur des relations de préférene et en
proposant des représentations numériques de es dernières.
En ontexte de risque (la loi de probabilité de l'aléa est onnue), le modèle dominant est
le modèle de von Neumann et Morgenstern [72℄ : la relation de préférene est représentée
par l'espérane d'une fontion  dite d'utilité  de variables aléatoires. Cependant la
double interprétation de la onavité de la fontion d'utilité  aversion pour le risque et
déroissane de l'utilité marginale en fontion de la rihesse  et la linéarité par rapport
aux probabilités en onstituent une limite. Le modèle de l'utilité espérée dépendante
du rang, développé par Quiggin [57℄ et Yaari [75℄ permet de s'aranhir de la linéarité
par rapport aux probabilités. Dans e modèle on évalue d'abord l'utilité minimale que
l'on est sûr de perevoir et on pondère les aroissements possibles par une fontion de
déformation de la loi de probabilité appelée fontion de distorsion. Tous es modèles
sont étudiés dans la Sous-setion 1.3.1.
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En ontexte d'inertitude (sans loi de probabilité), la théorie de l'utilité espérée sub-
jetive de Savage [66℄ reste le modèle de référene. Par son axiomatique, Savage ramène
le problème de déision dans l'inertain à un problème de déision dans le risque, e
qui lui permet de représenter les préférenes par une utilité espérée. Par la suite, des
modèles plus généraux ont été proposés pour mieux rendre ompte des omportements
observés dans ertains problèmes de déision : le modèle de l'utilité espérée "à la Cho-
quet" développé dans des artiles diérents par Gilboa [33℄ et Shmeidler [67, 68℄, le
modèle multi-prior de Gilboa et Shmeidler [34℄ et le modèle multi-utilité introduit ré-
emment par Maheroni dans [46℄ et développé dans [32℄. La Sous-setion 1.3.2 donne
plus de préisions sur les modèles évoqués i-dessus.
1.1 Préliminaires
1.1.1 Risque et inertitude
Le hoix dans le risque se distingue du hoix dans l'inertain. Plusieurs auteurs
ave diérents onepts ont formalisé ette distintion. Dans [44℄, Knight distingue
ainsi le risque de l'inertitude par le fait que dans la première situation on peut aeter
aux états de la nature une distribution de probabilité objetive alors que, dans la
seonde situation il est impossible de le faire. Pour d'autres, de Finetti et Savage
(voir [20℄ et [66℄) par exemple, les distributions de probabilité objetives ne peuvent
exister puisqu'elles dépendent des onnaissanes du déideur. Dans tous es modèles,
la pereption des aléas lors de l'évaluation de onséquenes (prix d'un atif risqué par
exemple) doit guider le hoix d'un modèle ou d'un ritère de déision.
Les inertitudes sont représentées par un ensemble Ω, muni d'une tribu d'événements
F . Si une loi de probabilité objetive P est donnée, on est en situation de risque, sinon
on est en situation d'inertitude. Pour une disussion plus détaillée, on peut onsulter
les travaux de Knight [44, 43℄ ou de de Finetti [20℄.
Une variable aléatoire réelle est une fontion mesurable de Ω dans R. On note par ψX
la fontion de répartition de la variable aléatoire X, i.e.
ψX(η) := P{X ≤ η} , ∀η ∈ R . (1.1)
La fontion ψX est roissante et ontinue à droite. Dans la suite, une variable aléatoire
L représentera une perte ou un oût, alors que G désignera un gain.
1.1.2 La dominane stohastique
Dominane stohastique à l'ordre 1. Une manière naturelle de omparer deux
variables aléatoires est de omparer leur fontion de répartition. Ce ritère orrespond
en éonomie à la notion de dominane stohastique à l'ordre 1, notée DS1.
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Dénition 1.1 On dit qu'une variable aléatoire X domine stohastiquement une va-
riable aléatoire Y à l'ordre 1 si
∀ η ∈ R, ψX(η) ≤ ψY (η) .
Le ritère de la dominane stohastique à l'ordre 1 est un ritère très fort puisqu'il
néessite que les fontions de répartition des variables aléatoires ne se oupent pas.
Dans le as où les fontions de répartition se oupent (Figure 1.1), on peut utiliser des
ritères de dominane stohastique à l'ordre k, k ≥ 2.





Fontion de répartion de X
Fig. 1.1  Dominane stohastique à l'ordre 1 non vériée
Dominane stohastique à l'ordre 2. À partir de la fontion de répartition ψX ,
on dénit la fontion ψ2X :




La fontion ψ2X est ontinue, onvexe, positive et roissante. Elle orrespond à l'aire
sous la fontion de répartition.
Dénition 1.2 Une variable aléatoire X domine stohastiquement à l'ordre 2 une
variable aléatoire Y si
∀ η ∈ R, ψ2X(η) ≤ ψ
2
Y (η) . (1.3)
Si de plus les variables aléatoires X et Y ont la même espérane alors on dit que X est
un étalement à moyenne onstante de Y . Dans e as la variane de X est supérieure
ou égale à la variane de Y . La Proposition 1.3 donne une aratéristique de deux
variables aléatoires à moyennes égales.
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Proposition 1.3 Soient X et Y deux variables aléatoires de même moyenne et Z une
variable aléatoire telle que E[Z | Y ] = 0 presque partout, alors les assertions suivantes
sont équivalentes :
1. X est un étalement à moyenne onstante de Y ;
2. X a la même loi de probabilité que la variable aléatoire (Y + Z).
La aratérisation 2 dit simplement que X est un étalement à moyenne onstante de
Y lorsque X peut être obtenue en ajoutant à Y un "bruit".
Dominane stohastique à l'ordre k. Plus généralement, on peut dénir les fon-
tions ψkX , k ≥ 2 pour des variables aléatoires appartenant à L
k−1(Ω,F ,P) de la manière
suivante :
∀η ∈ R, ψkX(η) :=
∫ η
−∞
ψk−1X (u)du , (1.4)
auxquelles on assoie la dominane stohastique à l'ordre k .
Dénition 1.4 On dit qu'une variable aléatoire X ∈ Lk−1(Ω,F ,P) domine stohasti-
quement une variable aléatoire Y ∈ Lk−1(Ω,F ,P) à l'ordre k si
∀η ∈ R, ψkX(η) ≤ ψ
k
Y (η) . (1.5)
Remarquons que la dominane stohastique à un ordre k entraîne la dominane sto-
hastique à tous les ordres supérieurs.
1.1.3 Rappels sur les relations de préférene
Soit E un ensemble quelonque. On appelle pré-ordre sur E une relation binaire
réexive et transitive. Un pré-ordre antisymétrique est appelé relation d'ordre. Une
relation sur E est dite totale si tous les élements de E sont omparables. Si la relation
n'est pas totale, elle est dite partielle. Une relation de préférene est un pré-ordre total.
On appelle relation d'équivalene tout pré-ordre symétrique. Soit < un pré-ordre sur
un ensemble E. À partir de la relation <, on peut dénir une relation d'équivalene
notée ≡, de la manière suivante :
∀X, Y ∈ E, X ≡ Y
def
⇐⇒ X < Y et Y < X .
Aversion pour le risque
La notion d'aversion au risque permet de aratériser le omportement d'un déi-
deur. Nous distinguons l'aversion faible pour le risque de l'aversion forte.
Dans e qui suit le salaire x est identié à une variable aléatoire onstante.
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Dénition 1.5 Un déideur Mo (de relation de préférene <Mo) est dit plus averse au
risque qu'un déideur Le (de relation de préférene <Le) si et seulement si pour toute
variable aléatoire X, on a
∀x ∈ R , x <Le X ⇒ x <Mo X . (1.6)
L'interprétation est la suivante : si le déideur Le préfère un gain ertain à un gain
aléatoire, alors le déideur Mo aussi.
Un déideur est dit neutre au risque si sa relation de préférene est donnée par
X <RN Y ⇐⇒ EP[X] ≥ EP[Y ] , (1.7)
pour toutes variables aléatoires intégrables. On dit alors qu'une relation de préférene
< présente de l'aversion faible au risque si
X <RN Y ⇒ X < Y . (1.8)
Un déideur faiblement averse au risque est plus averse au risque qu'un déideur neutre
au risque. Un déideur a de l'aversion forte pour le risque (voir Rothshild et Sti-
glitz [63℄) si (
X ≡RN Y et Y <DS2 X
)
⇒ X < Y . (1.9)
1.2 Mesures de risque
Les mesures de risque assoient à une variable aléatoire réelle un salaire. Depuis
quelques années la littérature dans e domaine ne esse de s'enrihir. Nous renvoyons
aux travaux de Föllmer et Shied [31℄ ou de Delbaen et oauteurs [5℄ pour de plus
amples informations à e sujet.
1.2.1 Quelques mesures de risque usuelles
Nous rappelons i-dessous quelques mesures de risque lassiques.
La variane
La variane est une mesure de dispersion d'une variable aléatoire autour de sa






















La réériture de la variane sous la forme (1.11) nous sera utile pour montrer l'équiva-
lene entre un problème d'optimisation stohastique sous une ontrainte de risque et
un problème éonomique du type maxmin.
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La Value-at-Risk
On dénit la Value-at-Risk de la variable aléatoire L pour un niveau p ∈ [0, 1]
donné omme étant le plus petit p-quantile de L :
V aRp(L) := min {η ∈ R : ψL(η) ≥ p} , ∀ p ∈ [0, 1] . (1.12)
Ce minimum est atteint ar la fontion ψL est roissante et ontinue à droite. Lorsque
la fontion ψL est ontinue et stritement roissante, alors η = V aRp(L) est l'unique
solution de ψL(η) = p. Autrement, ette dernière équation peut ne pas avoir de solution
(lorsqu'il existe une masse atomique de probabilité, omme pour le point p3 sur la
Figure 1.2) ou une innité de solutions (lorsque la densité de probabilité est nulle pour







Fig. 1.2  Fontion de répartition disontinue
À titre d'illustration, dire que la VaR99% d'un portefeuille vaut 100 signie que la
perte maximale de valeur du portefeuille est inférieure à 100 ave une probabilité de
99%. La Value-at-Risk est une mesure de risque répandue. En 1995 les dix premières
banques de l'Europe de l'Ouest (Comité de Bâle I) reommandent l'utilisation de la
VaR pour mesurer le risque nanier ; le omité de Bâle II en a fait une norme. La VaR
est un quantile qui ne prend pas en onsidération l'ampleur des événements extrêmes.
La Value-at-Risk est monotone par rapport à la dominane stohastique à l'ordre 1 :
pour deux variables aléatoires L1 et L2
L1 <DS1 L2 ⇒ VaRp(L1) ≥ VaRp(L2) . (1.13)
La Conditional Value-at-Risk
La Conditional Value-at-Risk, prohe de la VaR, permet de palier les limites de
ette dernière. Dans le as où L admet une densité, on dénit la CVaR assoiée à la
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variable aléatoire L omme l'espérane de L onditionnellement aux valeurs supérieures
à V aRp(L) :
CVaRp(L) := E
[
L | L ≥ V aRp(L)
]
. (1.14)
Le théorème suivant permet d'érire la CVaR omme la solution d'un problème d'opti-
misation. En notant x+ = max(x, 0), on dénit








pour toute variable aléatoire L. Le théorème suivant est un résultat de [61℄.
Théorème 1.6 Pour toute variable aléatoire L intégrable, la fontion Fp(L, ·) est onvexe,
ontinûment diérentiable et on a
CVaRp(L) = min
η∈R
Fp(L, η) . (1.16)




est non vide, fermé et borné (éventuellement réduit à un singleton). De plus l'extrémité
de la frontière à gauhe de Ap(L) est atteinte en VaRp(L) .
En partiulier on a toujours
V aRp(L) ∈ argmin
η∈R





Grâe à e théorème, il est possible de déterminer la Conditional Value-at-Risk sans
avoir besoin de aluler préalablement la Value-at-Risk. La Conditional Value-at-Risk
est alors solution d'un problème d'optimisation onvexe. Cei nous sera utile pour
l'intégrer omme ontrainte d'un problème d'optimisation.
Si on onsidère des gains au lieu de pertes, la Conditional Value-at-Risk est plutt
appelée extreme Earnings-at-Risk (eEaR) :
eEaRp(G) = −CVaRp(−G) = −E[G | G ≤ VaR1−p(G)] , (1.18)
où VaR1−p(G) est telle que P(G ≤ VaR1−p(G)) = 1−p. En se basant sur le Théorème 1.6,
on peut exprimer l'eEaR de la façon suivante :











La Conditional Value-at-Risk est monotone par rapport à la dominane stohastique
à l'ordre 2 (a fortiori par rapport à la dominane stohastique à l'ordre 1) : pour deux
variables aléatoires L1 et L2 intégrables
L1 <DS2 L2 ⇒ CVaRp(L1) ≥ CVaRp(L2) . (1.20)
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La lasse des downside-risk measures
La lasse des downside-risk measures englobe un ertain nombre de mesures de





et permet de mesurer le risque au delà d'un seuil de
référene.





, ave τ > 0 . (1.21)
Le salaire η représente un rendement de référene. Si le paramètre τ = 1, R1,η est
appelé expeted shortfall et si τ = 2 on obtient la downside-variane. Le as où τ → +∞
orrespond au risque assoié aux pires sénarios possibles. Et enn, la VaRp orrespond
à la valeur ηˆ(p) telle que R1,ηˆ(p)(L) = p.
La Weighted mean deviation from a quantile
LaWeighted mean deviation from a quantile a été introduite par Ogryzak et Rusz-




∀ p ∈]0, 1], ψ−1L (p) := inf
{
η ∈ R : ψL(η) ≥ p
}
. (1.22)
Pour toute variable aléatoire L, on dénit également ψ−2L par
∀ p ∈]0, 1], ψ−2L (p) :=
∫ p
0
ψ−1L (η)dη . (1.23)






On dénit la Weighted mean deviation from a quantile par :
∀L ∈ L1(Ω,F ,P), WMdp(L) = pE[L]− ψ
−2
L (p) . (1.24)
LaWMd est une mesure de risque duale basée sur une interprétation graphique de ψ−2L .







et le graphe de ψ−2L , appelé espae de dispersion dual, omme
le montre la Figure 1.3.







p(L− η), (1− p)(η − L)
)]
. (1.25)
On montre que e minimum est atteint pour tout p-quantile.
1.2.2 Axiomatique des mesures de risque
On appelle mesure de risque toute fontion ρ dénie d'un ensemble de variables
aléatoires X dénie sur (Ω,F) à valeurs dans R ∪ {−∞} ∪ {+∞} = R .
































































































Fig. 1.3  Graphique de ψ−2L
Mesures de risque monétaires
Soit X un ensemble de variables aléatoires à valeurs réelles tel que :
∀G ∈ X , ∀m ∈ R, G+m ∈ X . (1.26)
Dénition 1.7 Une mesure de risque R est dite monétaire si elle vérie les deux
propriétés suivantes :
P1. Monotoniité : ∀G1, G2 ∈ X , G1 ≥ G2 ⇒ R(G1) ≤ R(G2) ,
P2. Équivariane par translation : ∀m ∈ R, R(G+m) = R(G)−m .
La monotoniité signie que si un portefeuille rapporte toujours plus qu'un autre alors
il est moins risqué. L'équivariane par translation signie que disposer d'une réserve
d'argent diminue d'autant le risque ; en partiulier on a R(G +R(G)) = 0.
Mesures de risque ohérentes
Dans ette partie, nous rappelons les propriétés fondamentales des mesures de risque
à travers la notion de mesure de risque ohérente introduite par Artzner, Delbaen, Eber
et Heath dans [5℄.
Pour une mesure de risque R donnée, onsidérons les propriétés suivantes :
P3. Sous-additivité : ∀G1, G2 ∈ X , R(G1 +G2) ≤ R(G1) +R(G2) ,
P4. Positive homogénéité : si k > 0 et si G ∈ X alors R(kG) = kR(G) .
La propriété de sous-additivité garantit la diminution du risque par diversiation du
portefeuille ; la propriété de positive homogénéité signie que le risque est proportionnel
à la taille du portefeuille.
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Dénition 1.8 Une mesure de risque est dite ohérente si elle vérie les propriétés
P1, P2, P3 et P4 .
Remarque 1.9 La Value-at-Risk, bien que très largement utilisée en nane, n'est
pas une mesure de risque ohérente ar elle n'est pas sous-additive ; de même pour la
variane. Par ontre la CVaR est une mesure de risque ohérente.
Théorèmes de représentations des mesures de risque ohérentes
Il existe plusieurs théorèmes de représentations des mesures de risque résultant de
l'analyse onvexe. On peut iter les représentations proposées par Artzner, Delbaen,
Eber et Heath dans [5℄, par Föllmer et Shied dans [31℄ ou plus réemment par Rusz-
zynski et Shapiro dans [64℄.
Soit M l'ensemble des fontions niment additives Q : F → [0, 1] normalisées, i.e
Q(Ω) = 1. Le Théorème 1.10 est proposé par Föllmer et Shied [31, 30℄.
Théorème 1.10 Soit la fontionnelle R : X −→ R . Alors R est une mesure de risque
ohérente si et seulement si
∃Q ⊆M telle que : R(G) = sup
Q∈Q
EQ[G], ∀G ∈ X .
Les mesures de risque onvexes
Nous intoduisons ii une relaxation de la propriété de ohérene. En eet, dans bien
des as, la propriété d'homogénéité positive n'est pas vériée autrement dit le risque
ne roît pas de manière linéaire par rapport à la taille du portefeuille.
Dénition 1.11 Une mesure de risque R dénie d'un ensemble de variables aléatoires
onvexe X à valeur réelle est dite onvexe si elle vérie les propriétés de monotoniité,
d'équivariane par translation et la propriété suivante : pour tout G1, G2 ∈ X ,
Convexité : ∀ η ∈ [0, 1], R(ηG1 + (1− η)G2) ≤ ηR(G1) + (1− η)R(G2) . (1.27)
La propriété de onvexité dit que la position ηG1+(1− η)G2 est moins risquée que
les positions ηG2 et (1− η)G2 prises individuellement. Lorsque la mesure de risque R
est normalisée (i.e R(0) = 0) et qu'elle vérie la propriété d'homogénéité positive alors
la propriété de onvexité est équivalente à la propriété de sous-additivité.
Théorèmes de représentation des mesures de risque onvexes
Des résultats de l'analyse onvexe permettent de réérire les mesures de risque
onvexes. Le Théorème 1.12 est alors l'analogue du Théorème 1.10.
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Théorème 1.12 Toute mesure de risque onvexe R dénie de X à valeurs dans R
peut s'érire sous la forme :
∀G ∈ X , R(G) = sup
Q∈M
(EQ[−G]− αmin(Q)) . (1.28)
La fontion de pénalité αmin est la transformée de Fenhel de la fontion de risque R.
Le leteur intéressé pourra se référer à [64℄ sur les détails tehniques pour la dénition
de l'espae dual approprié.
1.2.3 Ensembles aeptables
Soit R : X → R une mesure de risque monétaire. On assoie à la fontion R un
ensemble CR, appelé ensemble aeptable, déni de la manière suivante :
CR := {G ∈ X | R(G) ≤ 0} . (1.29)
L'ensemble CR peut être interprété omme étant l'ensemble des positions ne néessitant
pas de positions supplémentaires pour se ouvrir ontre le risque
1
. Les propriétés de la
fontion R se traduisent alors naturellement sur l'ensemble aeptable orrespondant.
Proposition 1.13 Supposons que la mesure de risque R est monétaire. On a alors les
propriétés suivantes.
 CR est non vide et vérie les propriétés :
inf{m ∈ R | m ∈ CR} > −∞ , (1.30a)
∀G1 ∈ CR, ∀G2 ∈ X , G2 ≥ G1 ⇒ G2 ∈ CR . (1.30b)
 À CR donné, on retrouve la mesure de risque R assoiée par la relation
R(G) = inf{m ∈ R | m+G ∈ CR} . (1.31)
 R est onvexe si et seulement si l'ensemble aeptable assoié CR est onvexe.
 R est une mesure de risque ohérente si et seulement si l'ensemble aeptable
assoié CR est un ne onvexe.
1
Dans le Théorème 1.12 la fontion de pénalité (qui n'est pas exatement le bidual voir [31℄) s'érit
en fontion de l'ensemble aeptable CR assoié à la mesure de risque R :
∀Q ∈ M, αmin(Q) := sup
G∈CR
EQ[−G] .
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Démonstration. Les propriétés énonées en (1.30) sont failes à montrer. Montrons d'abord
la propriété énonée en (1.31)
inf{m ∈ R | m+G ∈ CR} = inf{m ∈ R | R(m+G) ≤ 0},
= inf{m ∈ R | R(G) ≤ m},
= R(G) .
Nous montrons simplement que si R est onvexe alors il en est de même pour CR. L'autre
sens se montre de la même manière. Supposons que R est onvexe. Alors on a
∀G1, G2 ∈ X , ∀ η ∈ [0, 1], R(ηG1 + (1− η)G2) ≤ ηR(G1) + (1− η)R(G2) .
Supposons que G1, G2 ∈ CR. Par dénition R(G1) ≤ 0 et R(G2) ≤ 0 . D'où
R(ηG1 + (1− η)G2) ≤ 0. Par onséquent ηG1 + (1− η)G2 ∈ CR. D'où CR onvexe.
Montrons maintenant que R est positivement homogène si et seulement si CR est un ne.
Supposons que R est positivement homogène. Soit G ∈ CR et k > 0 .
R(kG) = kR(G) ≤ 0, ar G ∈ CR .
D'où kG ∈ CR. On montre que si CR est un ne alors R est positivement homogène en
utilisant la même tehnique que préédemment. 2
De la même manière, en partant d'un ensemble de positions aeptables C ⊂ X , on
peut dénir le risque assoié à toute variable aléatoire G ∈ X par :
RC(G) := inf{m ∈ R | m+G ∈ C} . (1.32)
Ainsi, on vérie assez failement que RCR = R .
1.3 Les modèles éonomiques de déision dans l'in-
ertitude et le risque
Dans ette setion nous étudions l'approhe éonomiste qui formule des axiomes
portant sur des relations de préférene
 entre loteries : le modèle de l'utilité espérée objetive et le modèle multi-utilité
 ou entre variables aléatoires (à valeurs réelles ou loteries) : le modèle de l'utilité
espérée dépendant du rang, le modèle de l'utilité espérée subjetive, le modèle de
l'utilité espérée à la Choquet et enn le modèle multi-prior.
L'objetif est de déduire de es modèles d'éventuelles représentations numériques. Le
adre axiomatique sur lequel repose es modèles est mis en Annexe A. On appelle
représentation numérique d'une relation de préférene < une fontion V telle que
a < b ⇐⇒ V(a) ≥ V(b).
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1.3.1 Déision dans le risque
Dans ette sous-setion nous rappelons diérents modèles de déision en ontexte
de risque. On se plae ainsi dans une situation où le déideur est supposé disposer de
la loi objetive de probabilité des aléas.
Le modèle de l'utilité espérée objetive
Nous présentons ii le modèle dominant de déision dans le risque : le modèle de
l'utilité espérée de von Neumann et Morgenstern. Ce modèle permet de omparer des
loteries sur R par l'évaluation de l'intégrale d'une fontion de préférene appelée fon-
tion d'utilité. Le adre axiomatique sur lequel repose e modèle est donné en Annexe A.
Dénition 1.14 On dénit par Pd(R) l'ensemble des lois de probabilité disrètes sur
R. Tout élément de Pd(R) est dit loterie et est noté par s = (x1, p1; . . . ; xn, pn) : les sa-
laires pi représentent les poids assoiés aux onséquenes xi, ii évaluées monétairement
(rihesse).
(a) Représentation des préférenes. Le théorème de représentation des préfé-
renes de von Neumann et Morgenstern [72℄ onstitue la base axiomatique des modèles
de déision.
Théorème 1.15 Les assertions suivantes sont équivalentes :
(i) (Pd(R),<) satisfait aux onditions de préordre total, de ontinuité et d'indépen-
dane ;
(ii) il existe une fontion d'utilité U : R → R roissante, ontinue et dénie à une
transformation ane roissante près
2
telle que














Autrement dit, si la relation de préférene satisfait aux axiomes ités i-dessus, la
loterie
3 s est préférée à la loterie q si et seulement si l'espérane d'utilité sous s est su-
périeure à l'espérane d'utilité sous q. Ainsi le omportement d'un déideur qui satisfait
2
C'est-à-dire que toute fontion u = aU + b ave a > 0, b ∈ R est également admissible.
3
Le théorème reste vrai si on travaille ave des lois de probabilité ontinues moyennant un axiome
de dominane stohastique à l'ordre 1. On pourra onsulter Jensen [40℄ pour une démonstration de e
résultat.
20 Mesures de risque et déision dans l'inertain
aux axiomes de préordre total, de ontinuité et d'indépendane est entièrement ara-
térisé par une fontion d'utilité U . Sur un espae de probabilités (Ω,F ,P), l'espérane
d'utilité induit une relation de préférene entre variables aléatoires :
G1 < G2 ⇐⇒ EP[U(G1)] ≥ EP[U(G2)] . (1.34)
(b) Lien entre dominane stohastique et utilité espérée. Il existe des liens
entre la dominane stohastique et les fontions d'utilité, voir [45℄ ou [58℄. Soient G1
et G2 deux variables aléatoires. On a équivalene entre les deux assertions suivantes.
1. G1 <DS1 G2 .
2. E[U(G1)] ≥ E[U(G2)] pour toute fontion U roissante dénie sur R .
La relation d'ordre <DS2 est également liée à la théorie de l'utilité espérée omme
l'illustre l'équivalene entre les deux assertions suivantes.
1. G1 <DS2 G2 .
2. E[U(G1)] ≥ E[U(G2)] pour toute fontion U roissante et onave dénie sur R .
() Double interprétation de la onavité de la fontion d'utilité. Si les
valeurs d'une loterie ont une interprétation monétaire, alors la roissane de la fontion
d'utilité U s'interprète omme un goût pour la rihesse. Si U est onave, ei reète
deux propriétés :











 la déroissane de l'utilité marginale de la rihesse : la dérivée de la fontion
d'utilité est déroissante.
(d) Avantages et limites de l'utilité espérée objetive. Le modèle de l'utilité
espérée objetive permet une représentation simple de l'attitude du déideur vis-à-vis
du risque et des rendements ertains à travers une fontion d'utilité. Ce modèle sé-
pare don les royanes sur les soures d'aléa (loi de probabilité de l'aléa) de l'utilité
des rendements. De plus e modèle présente une propriété fondamentale lorsque les
déisions sont prises dans un adre dynamique à savoir la propriété de ohérene dyna-
mique. Dans [36, 37℄ Hammond montre que toute violation de l'axiome d'indépendane
onduit à la violation du prinipe de ohérene dynamique.
La double interprétation de la onavité de la fontion d'utilité onstitue une limite
de ette approhe soulevée pour la première fois par le paradoxe d'Allais dans [2℄.
Ce paradoxe montre que, en général, les omportements observés des déideurs sont
en ontradition ave l'axiome d'indépendane. Le leteur intéressé pourra onsulter
la partie Annexe A pour l'énoné détaillé de e paradoxe. Pour palier les limites du
modèle de von Neumann et Morgenstern (et dérire ainsi un plus grand nombre de
omportements éonomiques) des extensions de e modèle ont été proposées, tel que le
modèle de l'utilité espérée dépendante du rang (rank dependent expeted utility).
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Le modèle de l'utilité espérée dépendante du rang (RDEU)
La théorie de l'utilité espérée dépendante du rang a été développée pour la première
fois par Quiggin dans [57℄ sous l'appellation de l'utilité antiipée ; dans e modèle
on ompare des variables aléatoires. L'axiome prinipal du modèle de l'utilité espérée
dépendante du rang est l'axiome de la hose sûre omonotone dans le risque (voir
Annexe A). Cet axiome onstitue une relaxation de l'axiome d'indépendane pour
remédier à la linéarité des onséquenes par rapport aux probabilités
(
ette dernière
étant purement et simplement rejetée par ertains, par exemple par Mahina dans [47℄
)
.
Représentation des préférenes dans le RDEU. Sous l'axiome de la hose sûre
omonotone dans le risque et sous un ertain nombre d'axiomes essentiellement teh-
niques, les préférenes du déideur peuvent être représentées par une fontionnelle V
dénie, pour une variable aléatoire G nie, sous la forme suivante




















ave G(Ω) = {g1, . . . , gn}, g1 < · · · < gn et pi = P(G = gi), pour i = 2, . . . , n.
La fontion U est une fontion d'utilité de R dans R roissante et onave, dénie à
une transformation ane roissante près ; la fontion ϕ est une fontion de distorsion4
et joue le rle de transformation des probabilités. L'expression de la fontionnelle V
s'interprète assez failement. Le déideur rationnel ommene par évaluer l'utilité mini-
male qu'il est sûr de perevoir et pondère les aroissements possibles de son utilité par
une déformation ϕ(vj) de la probabilité vj =
∑n
i=j pi d'avoir au moins gj. De manière
















Le modèle de l'utilité espérée est un as partiulier du modèle de l'utilité espérée
dépendante du rang. Il sut de prendre ϕ(v) = v pour retrouver le modèle de l'utilité
espérée. Du point de vue opérationnel, le modèle de l'utilité espérée dépendante du
rang a déjà fait l'objet d'études pratiques dans le domaine du risque industriel au sein
d'EDF R&D, voir [9℄ .
1.3.2 Déision dans l'inertain
Nous nous plaçons maintenant dans une situation d'inertitude 'est-à-dire que
le déideur ne peut pas dénir de manière objetive une loi de probabilité P sur Ω.
4
On appelle fontion de distorsion toute fontion f dénie de [0, 1] dans [0, 1] telle que f(0) = 0 et
f(1) = 1 .
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Les axiomatiques peuvent alors porter sur des ensembles de variables aléatoires, de
loteries, de variables aléatoires à valeurs loteries (on doit ette approhe à Ansombe
et Aumann [6℄).
Le modèle de l'utilité espérée subjetive
Dans le modèle de l'utilité espérée subjetive enore appelé modèle de l'utilité es-
pérée de Savage on ompare des variables aléatoires. La démarhe lassique dans ette
situation onsiste à ramener le problème de déision dans l'inertain à un problème de
déision dans le risque. Cette approhe est onnue sous le nom d'approhe bayésienne
et on la doit à Savage [66℄.
(a) Représentation des préférenes. Si les préférenes du déideur vérient les
axiomes de préordre total, de ontinuité, d'indépendane, de la hose sûre et sous des
axiomes essentiellement tehniques (voir Savage [66℄ et Fishburn [27, 28℄) alors il existe
 une probabilité P, dite subjetive, sur (Ω,F), dénie de manière unique,
 une fontion d'utilité U dénie à une transformation ane roissante telle que
pour toutes variables aléatoires G1 et G2









(b) Avantages et limites de l'utilité espérée subjetive. Le résultat de Savage
est fort ; aepter son adre axiomatique revient à supprimer la distintion entre hoix
dans le risque et hoix dans l'inertain puisque l'on peut attribuer une loi de probabilité
à toute situation d'inertitude. Cependant le modèle bayésien de Savage présente des
limites. Dans ertains as simples, il ne rend pas bien ompte des omportements des
déideurs omme le montre le paradoxe proposé par Ellsberg dans [23℄, voir Annexe A.
Le paradoxe d'Ellsberg soulève une question importante en déision dans l'inertain, à
savoir la dénition et la aratérisation de l'aversion à l'ambiguïté ou à l'inertitude.
Le modèle de l'utilité espérée à la Choquet
Dans le modèle de l'utilité espérée à la Choquet on ompare des variables aléatoires ;
e modèle a été introduit pour rendre ompte des omportements observés dans le
paradoxe d'Ellsberg. Shmeidler dans [68℄ est à l'origine de e modèle dont la première
version date de 1982. L'axiome prinipal du modèle de l'utilité espérée à la Choquet
est l'axiome de la hose sûre omonotone dans l'inertain. Cet axiome repose sur la
notion de omonotonie.
Dénition 1.16 Deux variables aléatoires G1 et G2 sont dites omonotones si elles
vérient la ondition suivante :
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On peut montrer [73℄ que si G1 et G2 sont omonotones, alors il existe deux fontions f
et h stritement roissantes et une variable aléatoire X de loi uniforme sur [0, 1] telles
que G1 = f(X) et G2 = h(X). Cei permet de montrer la propriété d'additivité de
la Value-at-Risk lorsque les variables aléatoires en jeu sont omonotones : si G1 et G2
sont omonotones alors
VaRp(G1 +G2) = VaRp(G1) + VaRp(G2) . (1.38)
On dit alors que la Value-at-Risk est additivement omonotone. Notons que si deux
variables aléatoires G1 et G2 sont omonotones alors G1 ne peut ouvrir G2 ar si une
des deux variables aléatoires rapporte plus dans un état du monde que dans un autre,
il en est de même pour l'autre variable aléatoire.
(a) Représentation des préférenes. Le théorème de représentation des préfé-
renes dans le modèle de l'utilité à la Choquet repose sur la notion de apaité.
Dénition 1.17 On appelle apaité ν une appliation de F dans [0, 1] vériant :
1. ∀A,B ∈ F , A ⊂ B ⇒ ν(A) ≤ ν(B) ;
2. ν(F) = 1 et ν(∅) = 0.
Une apaité est dite onvexe si elle vérie
∀A,B ∈ F , ν(A) + ν(B) ≤ ν(A ∪B) + ν(A ∩ B) . (1.39)
Le noyau d'une apaité ν, noté core(ν) est déni par
core(ν) =
{
probabilité P sur (Ω,F) | ∀A ∈ F , P(A) ≥ ν(A)
}
. (1.40)
Lorsque la apaité est onvexe, son noyau est non vide. Une mesure de probabilité est
un as partiulier d'une apaité. En eet, le noyau d'une mesure de probabilité est la
mesure de probabilité elle même. Enn, le noyau s'interprète omme étant l'ensemble
des lois de probabilité ompatibles ave l'information non-probabiliste. Intuitivement,
le déideur pessimiste hoisit parmi les probabilités appartenant au noyau elle dont la
royane ν est égale pour haque événement au minimum de toutes les probabilités.
Sous les axiomes de préordre total, de ontinuité, d'indépendane, de la hose sûre
omonotone dans l'inertain et sous un ertain nombre d'axiomes tehniques, il existe
une apaité ν dénie de manière unique sur (Ω,F) et une fontion d'utilité U unique,
dénie à une transformation ane roissante près telle que les préférenes sont repré-
sentées par une fontionnelle V. La fontionnelle V est alors dénie par une intégrale
partiulière, appelée intégrale de Choquet, notée
∫
Ch
et eetuée par rapport à une
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ave G(Ω) = {g1, . . . , gn}, g1 < · · · < gn et Ai = {G = gi}. Le leteur intéressé par
un énoné plus détaillé du théorème de représentation de l'utilité à la Choquet pourra
onsulter [33℄ ou bien [65, 14℄.
(b) Liens entre utilité espérée objetive, utilité dépendante du rang et utilité
à la Choquet. Si la apaité ν est additive, on reonnaît l'espérane de l'utilité de









= ν(Ai) . (1.42)
Par un alul simple, la fontionnelle V peut être réérite de la façon suivante :











On arrive alors à la même interprétation de la fontionnelle V que dans le modèle de
l'utilité espérée dépendante du rang (voir 1.3.1). En fait, la fontionnelle exprimée dans
l'utilité espérée dépendante du rang est une intégrale de Choquet où la apaité est
donnée par ν = ϕ ◦ P.
Le modèle multi-prior
L'une des extensions réentes de l'utilité espérée que nous abordons est le modèle
multi-prior, onnu aussi sous l'appelation de modèle du maxmin proposé par Gilboa et
Shmeidler [34℄. Dans e modèle, le déideur aratérise l'inertitude par un ensemble
de mesures de probabilité et en hoisit le pire des as envisageables selon ses royanes
(multiple priors).
(a) Représentation des préférenes. L'axiomatique du modèle multi-prior repose
sur une reformulation du prinipe d'indépendane ertaine et un axiome d'aversion à
l'inertitude (voir Annexe A). Ce dernier fournit une manière simple de formaliser
mathématiquement l'aversion à l'inertitude. Pour deux variables aléatoires G1 et G2
il existe ainsi
5
 une fontion d'utilité U : R → R,
 un ensemble de mesures de probabilité P onvexe et fermé6,






De manière générale, l'axiomatique du modèle multi-prior repose sur des variables aléatoires à
valeur loterie.
6
L'ensemble P devient unique sous un axiome de non trivialité.
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L'interprétation de ette représentation est assez naturelle. Fae à une situation d'in-
ertitude le déideur répertorie tous les as envisageables selon ses royanes à travers
un ensemble de mesures de probabilité P. Il évalue alors l'espérane d'utilité de haque
onséquene par rapport à haque probabilité de l'ensemble P et en hoisit le minimum.
Par onséquent, e modèle ne prend pas en ompte le omportement d'un déideur op-
timiste.
(b) Théorème de représentation par l'intégrale de Choquet. Le modèlemulti-
prior est étroitement lié à l'intégrale de Choquet omme le montre Shmeidler dans [67℄.
Théorème 1.18 Soit L∞(Ω,F ,P) l'ensemble des variables aléatoires bornées dénies
sur l'espae de probabilité (Ω,F ,P) . Supposons que V : L∞(Ω,F ,P) → R vérie les
propriétés suivantes :
1. V(IΩ) = 1 ;
2. Si deux variables aléatoires G1, G2 ∈ L∞(Ω,F ,P) sont omonotones alors
V(G1 +G2) = V(G1) + V(G2) ; (1.45)
3. Si G1 ≥ G2 alors V(G1) ≤ V(G2) .













ν(G ≥ g)dg . (1.46)
Le modèle multi-utilité
Gilboa et Shmeidler modélisent le omportement d'un déideur pessimiste dans
l'inertain ; de manière analogue, Maheroni dans [46℄ a formalisé le omportement
d'un déideur pessimiste dans le risque.
Représentation des préférenes. Dans e modèle on ompare des loteries dénies
sur R. Supposons qu'il existe g⋆ ∈ R déterministe tel que δg⋆ < s pour toute loterie
s. Sous les axiomes de transitivité, de ontinuité, de onvexité et de best outome
independene
7
(voir Annexe A), on a







où U est un ensemble onvexe et fermé de fontions d'utilité. Le déideur a alors une
inertitude sur ses préférenes modélisée par l'ensemble U et non sur la loi de probabilité
7
L'axiome de best outome independene est spéique à l'approhe de Maheroni.
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des aléas
8
. L'axiome de onvexité est bien onnu et signie simplement que si les loteries
s et q sont préférées à une autre loterie λ, alors néessairement un p mixage de s et q
sera préféré à λ. L'axiome de best outome independene, moins onnu, exprime le fait
que le hoix d'un déideur peut s'opérer indépendamment de la meilleur onséquene
ertaine. Cet axiome est détaillé en Annexe A.
La umulative prospet theory
La umulative prospet theory a été introduite par Kahneman et Tversky dans [41,
42℄. Supposons que la variable aléatoire G prend un nombre ni de valeurs (qui peuvent
être positives ou négatives)
g−m < g−m−1 < · · · < g−1 < g0 = 0 < g1 < · · · < gm−1 < gm , (1.48)
ave des probabilités respetives
p−m, p−m−1, . . . , p−1, p0, p1, . . . , pm−1, pm . (1.49)
Dans le adre de la umulative prospet theory, la variable aléatoire G est évaluée de la
manière suivante :












où U est une fontion roissante telle que U(0) = 0 . Les poids π+i et π
−
i sont des











−(p−m + · · ·+ pi) + w−(p−m + · · ·+ pi−1), i = −m, . . . , 0 ,
(1.51)
telles que w+(0) = w−(0) = 0 et w+(1) = w−(1) = 1 .
8
Cette formulation est, dans un sens, duale à la formulation du type inf
P∈P
∫
U(w) dP(w), où P
représente un ensemble onvexe de mesures de probabilité (voir [34℄).
9
Lorsque g0 est diérent de 0, l'expression (1.50) reste valable à ondition d'évaluer la variable
aléatoire G− g0 .
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Illustration numérique. Pour évaluer (1.50) Kahneman et Tversky proposent dans [42℄
une lasse de fontions d'utilité de la forme
U(g) :=
{
gα si g ≥ 0
−θ(−g)β si g < 0 .
(1.52)
Pour des fontions partiulières w+ et w−, des expérienes empiriques ont permis de
déterminer des valeurs numériques des paramètres α, β et θ :
α = β = 0.88 et θ = 2.25 . (1.53)
Le paramètre θ apparaît omme une mesure d'aversion aux pertes du déideur. Ainsi
dire que θ = 2 signie que le déideur est deux fois plus sensible aux pertes qu'aux
gains.
On trouve, dans la littérature, des valeurs empiriques pour le paramètre d'aversion aux
pertes, ave diérentes dénitions, dans divers domaines d'appliations. Dans le Ta-
bleau 1.1 nous donnons des valeurs empiriques de l'aversion aux pertes lorsque l'utilité
a une interprétation monétaire.
estimation Référenes
de θ
4.8 Fishburn et Kohenberger [29℄
2.25 Kahneman et Tversky [42℄
1.43 Shmidt et Traub [69℄
1.81 Pennings and Smidts [53℄
Tab. 1.1  Estimation numérique de l'aversion aux pertes
1.4 Mesures de l'aversion au risque
Dans ette setion, nous revenons aux notions d'aversion au risque vues dans la
setion 1.1 pour leur assoier des valeurs réelles dans le adre de l'utilité espérée.
1.4.1 Équivalent ertain
On onsidère une relation de préférene < sur un ensemble de variables aléatoires.
Dans toute la suite on désigne par g la variable aléatoire onstante de valeur g ∈ R.
On dit que la variable aléatoire G admet un équivalent ertain s'il existe g ∈ R tel que
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G ≡ g. On dit que la relation de préférene < est ompatible ave la relation d'ordre
≥ sur R si
g1 ≥ g2 ⇒ g1 < g2 . (1.54)
Dans e as, l'équivalent ertain s'il existe, est noté Ce(G) et est néessairement unique.
1.4.2 Prime de risque
Une manière de quantier l'aversion au risque d'un déideur est de aluler une
prime de risque :
π(G,P) := EP[G]− Ce(G) . (1.55)
La prime de risque peut être interprétée omme étant le gain supplémentaire exigé d'un
investissement sur l'atif risqué G. Ainsi, si l'investisseur est averse au risque alors sa
prime de risque est stritement positive.
On va maintenant traduire l'aversion au risque dans le adre de la théorie de l'utilité
espérée.
1.4.3 Cas de l'utilité espérée
Nous ne faisons pas la distintion entre l'aversion faible introduite par Pratt dans [56℄
et l'aversion forte due à Rothshild et Stiglitz [63℄ ar es deux notions sont onfon-
dues dans le modèle de l'utilité espérée. On pourra onsulter [17℄ pour de plus amples
informations à e sujet.
Supposons qu'il existe une fontion d'utilité U : R −→ R telle que pour deux variables
aléatoires G1 et G2,









Autrement dit, la variable aléatoire G1 est préférée à la variable aléatoire G2 si et
seulement si l'espérane d'utilité de G1 est supérieure à l'espérane d'utilité de G2.
Le adre théorique permettant d'introduire la notion de l'utilité espérée a été étudié
dans la sous-setion 1.3.1. L'équivalent ertain de la variable aléatoire G est le salaire
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Prime de risque et indie d'Arrow-Pratt. Une manière de quantier l'aversion
au risque d'un déideur est de aluler l'indie d'Arrow-Pratt . Soit U une fontion
d'utilité stritement roissante dénie de R dans R. Supposons que U est de lasse C2.
On dénit l'aversion absolue loale au risque par la relation




rU est appelé indie d'Arrow-Pratt (voir Pratt [56℄). Cet indie quantie l'aversion au
risque. En fait et indie est une mesure de la onavité de la fontion d'utilité onstruit
de sorte qu'il soit invariant par transformation ane roissante. L'idée de base est que
les fontions d'utilité sont dénies à une transformation ane roissante près (l'argmax
ne hange pas par transformation ane roissante). Remarquons aussi que onnaissant
rU on peut déterminer la fontion d'utilité orrespondante U en résolvant l'équation
diérentielle du seond ordre donnée par l'égalité (1.59). On a ainsi





0 rU (v)dvdu . (1.60)
Par dénition, la prime de risque dépend de la loterie P alors que l'indie d'Arrow-Pratt
est indépendant de ette dernière. Mais es deux notions sont fortement liées et peuvent
être utilisées de manière équivalente selon le ontexte grâe à la Proposition 1.19.
Proposition 1.19 Supposons que ULe et UMo sont des fontions d'utilité stritement
roissantes de R dans R. Les assertions suivantes sont équivalentes :
1. Mo est plus averse au risque que Le,
2. ∃ϕ onave tel que UMo = ϕ ◦ ULe ,
3. rUMo ≥ rULe, i.e. rUMo(g) ≥ rULe(g) ∀g ∈ R ,
4. πUMo(G,P) ≥ πULe(G,P) , pour toute variable aléatoire G et pour toute probabilité
P .
La Proposition 1.19 est énonée pour des fontions d'utilité qui ne dépendent que de
la rihesse et qui présentent une ertaine régularité. Toujours dans le as diérentiable,
l'indie d'Arrow-Pratt a été étendu par Nau dans [50℄ pour des fontions d'utilité à
deux arguments.






Dans e hapitre, nous allons tenter de rapproher deux points de vue sur la prise
en ompte du risque dans un problème de maximisation d'un ritère aléatoire. Nous
qualierons de formulation ingénieur l'approhe qui onsiste à maximiser e ritère
en espérane sous ontrainte qu'une mesure de risque soit majorée. La formulation
éonomiste ne fait pas appel à des ontraintes, mais vise à maximiser l'espérane d'une
fontion d'utilité de e ritère. C'est ette fontion d'utilité qui inorpore l'aversion
au risque. Nous qualierons également de formulation éonomiste les extensions de
l'utilité espérée omme vues au Chapitre 1.
2.1 Démarhe générale proposée
Pour pouvoir réérire un problème d'optimisation stohastique sous ontrainte de
risque à l'aide de fontions d'utilité nous proposons :
1. d'utiliser la théorie de la dualité pour faire entrer, à l'aide d'un multipliateur, la
ontrainte omme une partie de la fontion objetif (on obtient ainsi le Lagrangien
du problème),
2. de réinterpréter e Lagrangien omme une extension de la théorie de l'utilité
espérée du type maxmin sur un ensemble de fontions d'utilité.
Nous essayons ensuite de donner une signiation éonomique aux fontions d'utilité
ainsi mises en évidene. Plus préisément, notre objetif onsiste à :
1. identier la lasse des fontions d'utilité à laquelle appartiennent les fontions
trouvées selon la ontrainte de risque du problème initial,
2. trouver un indie éonomique d'aversion au risque que l'on va assoier à la
ontrainte de risque initiale.
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2.2 La lasse des mesures de risque de l'inmum es-
péré
Nous introduisons dans ette setion une lasse de mesures de risque adaptée à
notre problème. Cette lasse englobe les mesures de risque usuelles et nous permettra
de faire le lien entre l'approhe ingénieur et l'approhe éonomiste.
Soit (Ω,F ,P) un espae de probabilité. On se plae ainsi dans une situation risquée
(ou d'inertain probabilisé). L'espérane d'une variable aléatoire dénie sur (Ω,F ,P)
sera notée E.
2.2.1 Dénition et exemples
On onsidère une fontion ρ : R×R → R. Soit Lρ(Ω,F ,P) un ensemble de variables




soit intégrable pour tout










Pour pouvoir ensuite faire le lien entre l'approhe ingénieur et l'approhe éonomiste
nous introduisons les hypothèses suivantes :
H1. la fontion η 7→ ρ(x, η) est onvexe,









+∞ quand η → +∞.
Dans les problèmes d'optimisation stohastique que nous étudions, les ontraintes de
risque sont de la forme Rρ(L) ≤ γ, où L désigne un oût2 et γ est un niveau de
ontrainte xé.
Plusieurs mesures de risque bien onnues dans la littérature s'expriment sous la forme (2.1).
La variane.













Une hypothèse de ontinuité et de majoration de type onvergene dominée de la fontion (x, η) 7→
ρ(x, η) serait plus faible. Mais ela n'est pas notre préoupation ii.
2
Pour les mesures de séurité, les ontraintes assoiées à un gain G sont de la forme Sρ(G) ≥ κ .
Le passage d'une mesure de risque à une mesure de séurité est donné par
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La fontion
ρvar(x, η) := (x− η)
2
(2.3)
est onvexe par rapport à η (don H1. est vériée). En posant Lρ(Ω,F ,P) = L2(Ω,F ,P),
l'hypothèse H2. est satisfaite.
La Conditional Value-at-Risk.
La CVaR a été introduite omme mesure de risque dans [61℄. Dans le as ontinu,
on dénit la CVaR assoiée à une variable aléatoire L intégrable omme l'espérane de
L onditionnellement aux valeurs supérieures à la Value-at-Risk V aRp(L). Elle peut













ρCVaR(x, η) := η +
1
1− p
max{0, x− η} (2.5)
est onvexe par rapport à η. L'hypothèse H2. est alors satisfaite en posant Lρ(Ω,F ,P) =
L1(Ω,F ,P) .
La Weighted mean deviation from a quantile.
Nous rappelons que la Weighted Mean Deviation from a quantile WMd orres-
















ρWMd(x, η) := max
{
p(x− η), (1− p)(η − x)
}
, (2.7)
est ontinue et onvexe par rapport à η.
L'Optimized Certainty Equivalent.
L'Optimized Certainty Equivalent a été introduit par Ben-Tal et Teboulle dans
[10, 11℄. Ce onept est basé sur la notion éonomique d'équivalent ertain. Soit U :
R → [−∞,+∞[ une fontion d'utilité onave et roissante3. L'Optimized Certainty










Les hypothèses omplémentaires suivantes sont requises : le domaine de la fontion U est non vide
domU = {x ∈ R | U(x) > −∞} 6= ∅ ; la fontion U vérie aussi U(0) = 0 et 1 ∈ ∂U(0), où ∂U désigne
le sous-diérentiel de la fontion U .
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La mesure de risque qui lui est assoiée est








où ρU (x, η) := η − U(η − x) satisfait les hypothèses H1. et H2. dès que la fontion U
vérie les propriétés de ontinuité et de monotonie.
Tableau réapitulatif
Nous donnons dans le Tableau 2.2.1 un résumé des fontions ρ qui sont apparues
dans la réériture des mesures de risque usuelles sous la forme de mesures de risque de
l'inmum espéré.
Mesure de risque Rρ ρ(x, η)
Variane (x− η)2
Conditional Value-at-Risk η + 1
1−p
(x− η)+
Weighted Mean Deviation max
{
p(x− η), (1− p)(η − x)
}
Optimized Certainty Equivalent η − U(η − x)
Tab. 2.1  Exemples de fontions pour la réériture des mesures de risque usuelles sous
la forme de l'inmum espéré
2.2.2 Liens entre les mesures de risque ohérentes et la lasse
de l'inmum espéré
Pour la lasse des mesures de risque Rρ exprimée par l'équation (2.1), nous donnons
les onditions susantes sur la fontion ρ pour que la mesure de risque assoiée soit
ohérente.
Proposition 2.1 Supposons que l'ensemble Lρ(Ω,F ,P) est un espae vetoriel onte-
nant les variables aléatoires à valeurs onstantes. On a alors les propriétés suivantes.
1. Si la fontion x 7→ ρ(x, η) est roissante, alors Rρ est monotone.
2. Si ρ(x+m, η) = ρ(x, η′m)−m où m 7→ η
′
m est une bijetion, alors Rρ satisfait la
propriété d'invariane par translation.
3. Si ρ(kx, η) = kρ(x, η′k) où k 7→ η
′
k est une bijetion, alors Rρ satisfait la positive
homogénéité.
4. Si la fontion (x, η) 7→ ρ(x, η) est onjointement onvexe, alors Rρ est onvexe.
Mesures de risque et fontions d'utilité 35
5. Si la fontion (x, η) 7→ ρ(x, η) est onjointement sous-additive, alors Rρ est sous-
additive.
Démonstration. Nous montrons seulement l'assertion 4, l'assertion 5 se montre de la
même manière. Les preuves des autres assertions sont immédiates.
Supposons que la fontion (x, η) 7→ ρ(x, η) est onjointement onvexe. Soit X1 et X2 deux
variables aléatoires, (η1, η2) ∈ R
2
et k ∈ [0, 1]. Nous avons
ρ(kX1 + (1− k)X2, kη1 + (1− k)η2) ≤ kρ(X1, η1) + (1− k)ρ(X2, η2).




















Rρ(kX1 + (1− k)X2) ≤ kRρ(X1) + (1− k)Rρ(X2) .
2
Pour la Conditional Value-at-Risk, la propriété 2 de la Proposition 2.1 est vériée en
posant η′m = η +m ; pour la Weighted Mean Deviation, la propriété 3 est vériée en
posant η′k = η/k.
2.3 Mesures de risque et fontions d'utilité
Nous donnons ii le résultat prinipal de e hapitre. Ce résultat fait le lien entre
les approhes ingénieur et éonomiste présentées dans le Chapitre 1.
On suppose donné un espae de probabilité (Ω,F ,P) .
2.3.1 Théorème d'équivalene entre un problème d'optimisa-
tion stohastique sous une ontrainte de risque et un pro-
blème du type maxmin
Pour formuler un problème de maximisation sous ontrainte de risque, introduisons
 a ∈ A ⊂ Rn une variable de déision,
 ξ une variable aléatoire à valeurs dans Rp,
 J : Rn × Rp → R une fontion telle que la variable aléatoire G = J(a, ξ) s'inter-
prète omme un gain,
 Rρ une mesure de risque (2.1),
 γ ∈ R un niveau de ontrainte.
L'équivalene entre un problème de maximisation de gain sous ontrainte de risque
et une formulation ave des fontions d'utilité s'exprime de la façon suivante.
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Théorème 2.2 Soit ρ une fontion vériant les hypothèses H1 et H2. Supposons que
Lρ(Ω,F ,P) est un espae vetoriel et que, pour tout a ∈ A, J(a, ξ) ∈ Lρ(Ω,F ,P) et
que l'inmum dans (2.1) est atteint.


































où l'ensemble de fontions (d'utilité) U est déni par
U :=
{
U (λ) : R2 → R , λ ≥ 0 | U (λ)(x, η) = x+ λ
(
− ρ(−x, η) + γ
)}
. (2.12)
La preuve est donnée par étapes.
Formulation équivalente du Lagrangien
Le Lagrangien assoié au problème (2.10) s'érit













où λ ∈ R+ désigne le multipliateur de Lagrange assoié à la ontrainte. Un résultat











En reformulant le Lagrangien on obtient :
































































































Maintenant nous montrons que l'on peut éhanger l'infλ∈R+ et le supη∈R dans l'équiva-
lene (2.14) .
Inversion de infλ∈R+ et supη∈R
Soit a ∈ A xé. On dénit la fontion Ψa : R2 → R par









Nous pouvons éhanger l'infλ∈R+ et le supη∈R dans (2.14) par les deux lemmes suivants.













Ψa(λ, η) = −∞ .
Démonstration.
D'une part, par la formulation (2.1) et en utilisant le fait que λ ≥ 0, nous avons
sup
η∈R






















Ψa(λ, η) = −∞ .















Ψa(λ, η) = −∞ .
2
La preuve du dernier lemme est basée sur le théorème d'existene de point-selle (voir
Annexe D, Théorème D.22).




alors la fontion Ψa dénie en (2.15) admet un
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Démonstration.








− J(a, ξ), η⋆
)]
. Nous avons supposé que l'inmum
déni en (2.1) est atteint pour tout X = −J(a, ξ) quand a varie dans A. Nous distinguons
deux as.















, vérions alors les hypothèses d'existene
de point-selle énonées dans le Théorème D.22.













 linéaire par rapport à λ don onvexe ;
 onave par rapport à η (la fontion : η 7→ −ρ
(
− J(a, ξ), η
)
est onave, λ ≥ 0 et
l'opérateur d'espérane onserve la onavité).
Par hypothèse sur la fontion ρ et sur l'ensemble Lρ(Ω,F ,P), si J(a, ξ) ∈ Lρ(Ω,F ,P)
alors




















On en déduit alors que la fontion Ψa est onvexe-onave, s..i-s..s. et vérie
Ψa(λ, η)→ −∞, lorsque η → +∞ pour tout λ > 0 .








− J(a, ξ), η⋆
)]












→ +∞, quand λ→ +∞ .
Don la fontion Ψa admet un point-selle dans R+ × R.
2
2.3.2 Disussion éonomique
Sur les fontions d'utilité
Nous donnons dans le Tableau 2.2 les fontions d'utilité orrespondant aux mesures
de risque usuelles.
Le Théorème 2.2 énoné dans la setion préédente établit le lien entre les mesures
de risque usuelles et une famille de fontions d'utilité paramétrées qui dépendent de
deux arguments. Le rle de haune de es variables peut être disuté d'un point de
vue éonomique. Nous observons que dans le as de la variane, les fontions d'utilité
obtenues sont quadratiques. Les aratéristiques de es fontions d'utilité sont bien
onnues (voir [35℄), la aratéristique prinipale étant que es fontions d'utilité ont
une aversion au risque roissante par rapport au gain. Cei est ontre intuitif ar on
suppose que plus on est rihe moins on est averse au risque. La valeur optimale de η
orrespond à l'espérane du gain dans le as de la variane et à la Value-at-Risk dans
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Mesures de risque Rρ U (λ)(x, η), λ ≥ 0
ρ(−x, η) x− λρ(−x, η) + λγ
Variane x− λ(x+ η)2 + λγ
Conditional Value-at-Risk x− λ
1−p
(−x− η)+ − λη + λγ
Weighted Mean Deviation x− λmax
{
− p(x+ η), (1− p)(η − x)
}
+ λγ
Optimized Certainty Equivalent x+ λU(η + x) + λη + λγ
Tab. 2.2  Mesures de risque usuelles et fontions d'utilité orrespondantes
le as de la Conditional Value-at-Risk. Notre formalisme attribue alors un oût (une
désutilité) à la variable η lorsque ette dernière n'est pas xée à sa valeur optimale. Dans
le as de l'Optimized Certainty Equivalent la valeur optimale de η donne la meilleure
alloation entre la onsommation η et l'investissement x− η.
Les fontions d'utilité obtenues dans le as de la ontrainte en Conditional Value-
at-Risk
U (λ)(x, η) = x−
λ
1− p
(−x− η)+ − λη + λγ (2.16)
retiennent partiulièrement notre attention. Nous allons
1. hoisir une fontion d'utilité de la lasse en xant le paramètre λ
2. puis nous onentrer sur l'argument x (qui est un prot, un gain, et.) et onsi-
dérer que η est un paramètre (que nous interprétons plus bas).
Par rapport à l'argument x, nous interprétons le rapport des pentes de la fontion (2.16)




omme un paramètre d'aversion aux pertes à la Kahneman et Tversky [42℄.
La fontion d'utilité obtenue nous inspire une nouvelle fontion d'utilité
U(x) = x+ η + (1− θ)(−x− η)+, ∀x ∈ R , (2.18)
illustrée par la Figure 2.1.
Cette fontion traduit le fait qu'une unité monétaire en plus de l'anrage −η proure
une unité d'utilité, alors qu'une unité en moins onduit à une perte d'utilité de θ.





θ = 1 + λ
1−p
−η
Fig. 2.1  Contrainte de CVaR : fontions d'utilité optimales pour diérentes valeurs
de λ
Maxmin à la Maheroni
La formulation (2.11) est liée à la formulation du type maxmin axiomatisée par
Maheroni dans [46℄ et dont nous rappelons ii l'idée prinipale.
Soit ∆Z un ensemble de loteries (une loterie est une mesure de probabilité disrète)
déni sur un ensemble de onséquenes Z. Soit < une relation de préferene ontinue
et onvexe
4
dénie sur ∆Z. L'axiomatique de Maheroni est la suivante : s'il existe
un best outome
5
et si les hoix sont opérés indépendamment du best outome alors il
existe un ensemble de fontions d'utilité onvexe et fermé U déni sur Z tel que pour
toutes loteries s et q appartenant à ∆Z







Autrement dit, fae à une situation d'inertitude, un déideur pessimiste répertorie
tous les as envisageables à travers un ensemble de fontions d'utilité. Il évalue alors
les espéranes d'utilité sur et ensemble et en hoisit la pire.
4
Une relation de préférene < dénie sur ∆Z est dite
1. ontinue si pour q ∈ ∆Z, les ensembles {s | s < q} et {s | q < s} sont fermés.
2. onvexe si pour tout s, q, r ∈ ∆Z et α ∈ [0 ; 1], si s < r et q < r alors αs+ (1− α)q < r .
5
Un best outome pour la relation de préférene < est un élément z⋆ ∈ Z tel que δz⋆ soit préférée
à toute loterie s ∈ ∆Z, où δ désigne la masse de Dira.
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Prime monétaire assoiée à une ontrainte de risque










∞, qui donne un gain aléatoire J(a
♯
∞, ξ). Si on interprète l'absene de
ontrainte de risque omme une neutralité à l'égard du risque (la fontion d'utilité se






Ave ontrainte de risque, le déideur devient averse au risque puisqu'il évalue un gain
aléatoire au moyen des fontions d'utilité
U (λ)(x, η) = x+ λ
(
− ρ(−x, η) + γ
)
(2.20)
qui déoulent de la mesure de risque retenue, et qui sont onaves en leur premier




γ) du problème de
maximisation sous ontrainte de risque au niveau de risque γ, le déideur évalue le gain
aléatoire J(a♯γ , ξ) par son équivalent ertain J
♯















En général, omme la fontion d'utilité U (λ
♯
γ )
est stritement roissante en son premier
argument, l'équation (2.21) dénit bien un équivalent ertain. Le gain aléatoire J(a♯γ , ξ)
est perçu, subjetivement par le biais de la fontion d'utilité (2.20), de la même manière





− J ♯c(γ) . (2.22)
La prime de ontrainte π(γ) mesure un équivalent monétaire de la perte sur le gain




onséutive à l'introdution de la ontrainte asso-
iée à une mesure de risque Rρ et à son niveau γ. Cette prime monétaire de ontrainte





















≥ 0 . (2.23)
La première partie mesure la perte d'optimalité onséutive à l'introdution de la
ontrainte et n'a pas d'interprétation éonomique partiulière. La deuxième partie est




La prime de risque est positive ar la fontion d'utilité U (λ
♯
γ)
est onave par rapport à son






















La fontion d'utilité U (λ
♯
γ)
est aussi stritement roissante toujours par rapport à son argument x.
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En pratique, la prime monétaire de ontrainte peut permettre de mesurer l'impat de
la prise en ompte d'une ontrainte de risque sur le gain moyen sans ontrainte. Si on
alule les primes de ontrainte assoiées à diérents niveaux de ontrainte, ette prime
peut être vue omme un indiateur permettant de hoisir le bon niveau de ontrainte.
Nous avons montré l'équivalene entre le problème (2.10) et un problème éonomique du
type maxmin. Nous montrons maintenant l'existene de point-selle pour e problème,
néessaire à sa résolution numérique.
2.3.3 Optimisation stohastique sous une ontrainte de la lasse
de l'inmum espéré
On s'intéresse ii à montrer l'existene de solutions du problème formulation in-
génieur (2.10). Pour ela nous herhons à montrer que le Lagrangien (2.13) du pro-
blème (2.10) admet un point-selle. Les hypothèses suivantes nous seront utiles.
H3. La fontion a 7→ J(a, ·) est semi-ontinue supérieurement, onave et
lim
‖a‖→+∞
E[J(a, ξ)] = −∞ .
H4. La fontion x 7→ ρ(x, η) est semi-ontinue supérieurement et onvexe.
Les hypothèses H3. et H4. sont des hypothèses lassiques en optimisation onvexe.
Lemme 2.5 En plus des hypothèses H3. et H4., supposons que les hypothèses du Théo-
rème 2.2 sont satisfaites. Alors le Lagrangien du problème (2.10) admet un point-selle
dans A× R+ .
Démonstration. Rappelons que le Lagrangien du problème (2.10) s'érit




J(a, ξ) − λρ
(















, supposé exister d'après les hypothèses









L(a, λ) = −∞ . (2.24)
Supposons que Rρ(−J(a, ξ)) ≤ γ. Nous distinguons deux as.
a. Si γ = Rρ(−J(a, ξ)) alors tout ouple (a, λ) ∈ A×R+ est un point-selle ar L(a, λ) =
E[J(a, ξ)] .
b. Supposons maintenant que γ > Rρ(−J(a, ξ)). Vérions alors les onditions d'existene
de point-selle énonées dans le Théorème D.22. La fontion L(a, λ) est
 linéaire par rapport à λ don onvexe,
 onave par rapport à a ar les fontions a 7→ J(a, ξ) et x 7→ −ρ(−x, η) sont onaves
par hypothèse, λ ≥ 0 et l'opérateur d'espérane onserve la onavité.
Par hypothèse sur les fontions ρ et J ,
 la fontion a 7→ E [J(a, ξ)]− λ
(
E [ρ(−J(a, ξ), η⋆)]− γ
)
est ontinue,
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 et on a
lim
‖a‖→+∞
L(a, λ) = lim
‖a‖→+∞





E [J(a, ξ)] +K = −∞ par l'hypothèse H3 .
On a aussi
L(a, λ) = E [J(a, ξ)] − λ
(
E [ρ(−J(a, ξ), η⋆)]− γ
)
→ +∞ quand λ→ +∞ .
Don L admet un point-selle dans A× R+ .
2
Dans la setion suivante, nous étudions un problème élémentaire d'optimisation de
portefeuille en nane pour lequel nous appliquons les résolutions ingénieur et éo-
nomiste. L'objetif est de
 donner des valeurs numériques à l'aversion aux pertes introduite préédemment ;
 trouver des fontions d'utilité relativement failes à manipuler pour prendre en
ompte le risque nanier.
2.4 Appliation à un problème élémentaire de nane
On onsidère un portefeuille ontenant deux atifs : un atif sans risque noté ξ0 et
un atif risqué, noté ξ1 (et atif est une variable aléatoire normale dont les paramètres
sont alés à partir de l'indie boursier du CAC 40, ξ1 ∼ N (M,Σ2))7.
La variable de ontrle a représente les proportions investies dans haque atif : on
investit a ∈ [0, 1] dans l'atif sans risque et 1− a ∈ [0, 1] dans l'atif risqué. La valeur





= aξ0 + (1− a)ξ1 . (2.25)




suit une loi normale N (µ(a), σ(a)2), ave
µ(a) = aξ0 + (1− a)M et σ(a) = (1− a)Σ . (2.26)
2.4.1 Optimisation sous ontrainte de Conditional Value-at-Risk
La Conditional Value-at-Risk assoiée à la variable aléatoire J(a, ξ) ∼ N (µ(a), σ(a)2)
s'exprime de la façon suivante :
CVaRp(−J(a, ξ)) = σ(a)CVaRp(−N)− µ(a) , (2.27)
7 ξ0 vaut 1 030 =C et orrespond à un gain pour un investissement à un taux d'intérêt sans risque
de 3%, M=1 144 =C et Σ=249.
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où N est une variable aléatoire normale entrée réduite. Le problème d'optimisation




sous la ontrainte de risque
σ(a)CVaRp(−N)− µ(a) ≤ γ. (2.28b)
Résolvons le problème (2.28) par dualité. Le Lagrangien s'érit
L(a, λ) := µ(a)− λ
(
− µ(a) + σ(a)CVaRp(−N)− γ
)
. (2.29)
Les onditions d'optimalité du premier ordre permettent de aluler le multipliateur
optimal λ
♯














(a, λ) = 0⇒ a♯ =
M + ΣCVaRp(−N)− γ
M − ξ0 + ΣCVaRp(−N)
.
Connaissant la déision optimale a
♯
, on en déduit la VaR optimale :
η♯ = −µ(a♯) + σ(a♯)VaRp(−N) .
Dans le problème 2.28, le multipliateur optimal λ♯ est indépendant du niveau de
ontrainte γ à ause de la linéarité de e problème par rapport à la déision a.
2.4.2 Conditional Value-at-Risk et aversion aux pertes.
En utilisant la réériture de la ontrainte de risque sous la forme de l'inmum













où les fontions d'utilité U (λ) sont dénies
par
U (λ)(x, η) = x−
λ
1− p
(−x− η)+ − λη + λγ .
Par rapport à la variable x, les fontions d'utilité assoiées à la ontrainte de CVaR
sont linéaires par moreaux et présentent un point de disontinuité au point η, omme
le montre la Figure 2.1. Nous avons interprété le rapport de pentes θ = 1+ λ
1−p
omme
un paramètre d'aversion aux pertes.
Dans la littérature éonomique, on trouve des valeurs empiriques du paramètre d'aver-
sion aux pertes, omme mentionné au Chapitre 1, sous-setion 1.3.2 (voir Kahneman
et Tversky [42℄, Abdellaoui, Bleihrodt et Parashiv [1℄ ).
À un niveau de ontrainte γ donné, nous alulons la déision optimale a♯, la Value-
at-Risk η♯ du prot optimal et le multipliateur optimal λ♯. Puis on en déduit l'aversion
aux pertes orrespondante θ, voir les Tableaux 2.3 et 2.4 .
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p=0.95
niv. ont. deision opt. VaR opt. avers. aux
pertes
γ a♯ η♯ θ
-630
=
C 0 -735 6.6
-772.5
=
C 0.36 -839.5 6.6
-978.5
=
C 0.87 -991.9 6.6
-1030
=
C 1 -1030 6.6
Tab. 2.3  Estimation de l'aversion aux pertes pour un niveau de onane p=0.95
p=0.99
niv. ont. deision opt. VaR opt. avers. aux
pertes
γ a♯ η♯ θ
-496
=
C 0 -565.1 22
-772.5
=
C 0.47 -785.9 22
-978.5
=
C 0.84 -955.6 22
-1030
=
C 1 -1030 22
Tab. 2.4  Estimation de l'aversion aux pertes pour un niveau de onane p=0.99
Pour les niveaux de ontrainte ompris entre les extrêmes
8
, nous onstatons sur
les Tableaux 2.3 et 2.4 que, le déideur exprime une grande aversion aux pertes (θ de
l'ordre de 6.6 si p=0.95 et de 22 si p=0.99 à omparer ave le Tableau 1.1).
8












sous ontraintes de risque
Dans le Chapitre 2 les problèmes d'optimisation stohastique que nous avons regar-
dés sont formulés sur une période. Nous avons alors montré omment on peut passer
d'un problème d'optimisation stohastique sous ontrainte de risque à un problème du
type expeted utility, une de es généralisations plus préisément. Ii, nous généralisons
e résultat au as multi-périodes. Les mesures de risque que nous utilisons sont toujours
formulées dans le as statique (l'axiomatique des mesures de risque dynamiques déoule
assez naturellement de l'axiomatique pour les mesures statiques, mais leur étude n'est
à e jour pas aussi omplète et mûre, voir [13, 71℄).
La démarhe est la même que dans le as statique. Nous partons d'un problème d'op-
timisation stohastique multi-périodes sous ontraintes de risque pour arriver à une
formulation du type maxmin.
3.1 Un problème d'optimisation dynamique sous ontraintes
de risque
Pour formuler le problème d'optimisation dynamique, nous allons onsidérer le sys-
tème dynamique suivant
X(t+ 1) = f(X(t), A(t), W(t)) , t = t0, . . . , T − 1 ,
ave
 le temps t = t0, . . . , T − 1 supposé disret,
 X(t) ∈ Rn l'état ave X(t0) = X0 onnu,
 A(t) ∈ Rm la déision,
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 W(t) ∈ Rk, le bruit W(t0), . . . , W(T − 1) est une suite de variables aléatoires i.i.d.
sur un espae de probabilité (Ω,F ,P),
 f la dynamique.
Le problème d'optimisation fait intervenir
 le prot instantané J : Rn × Rm × Rk → R, qui dépend de la déision, de l'état
et du bruit,
 K : Rn → R le prot nal,
 Rρ la mesure de risque dénie en (2.1) à laquelle on assoie un niveau de ontrainte
γ(t) ∈ R.
Étant donné un feedbak
Aˆ(·) :=
(
Aˆ(t0, ·), . . . , Aˆ(T − 1, ·)
)
(3.1)
où Aˆ(t, ·) : Rn → Rm, on engendre un proessus aléatoire par
X(t+ 1) = f(X(t), A(t), W(t)) (3.2)
A(t) = Aˆ(t, X(t)) (3.3)




J(X(t), A(t), W(t)) +K(X(T ))
]
.






J(X(t), A(t), W(t)) +K(X(T ))
]
(3.4a)
sous les ontraintes dynamiques
X(t+ 1) = f(X(t), A(t), W(t)) (3.4b)
A(t) = Aˆ(t, X(t)) (3.4)
et sous les ontraintes de risque
Rρ (−J(X(t), A(t), W(t))) ≤ γ(t) , t = t0, . . . , T − 1 . (3.4d)
Remarquons que les ontraintes de mesurabilité sont exprimées par le fait que A(t) est
une fontion de t et de X(t). Les fontions J , omme ρ pourraient dépendre de t. Mais
ei alourdirait les notations.
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3.2 Mesures de risque et fontions d'utilité











> −∞. Nous avons alors
introduit les deux hypothèses suivantes :
H1. la fontion η 7→ ρ(x, η) est onvexe,









+∞ quand η → +∞.
Le théorème suivant généralise au as dynamique le Théorème d'équivalene 2.10.
Théorème 3.1 Soit ρ une fontion vériant les hypothèses H1. et H2. Supposons
que Lρ(Ω,F ,P) est un espae vetoriel, que pour tout A(t) ∈ A, J(X(t), A(t), W(t)) ∈
Lρ(Ω,F ,P) et que l'inmum (2.1) est atteint pour tout L = −J(X(t), A(t), W(t)). Le

















où l'ensemble des fontions (d'utilité) U est déni par :
U :=
{
U (λ) : R2 → R , λ ≥ 0 | U (λ)(x, η) = x+ λ
(
− ρ(−x, η) + γ
)}
. (3.6)
Nous allons prouver e théorème par étapes :
1. dualisation des ontraintes de risque,
2. interversion d'un sup et d'un inf,
3. interprétation.
Dualisation des ontraintes de risque
Introduisons un multipliateur de Lagrange λ(·) := (λ(t0), . . . , λ(T − 1)) ∈ R
T−t0
+
assoié aux ontraintes de risque (3.4d) et notons η(·) := (η(t0), . . . , η(T − 1)) ∈ RT−t0
la variable auxiliaire permettant d'érire les ontraintes de risque sous la forme (2.1).
Pour un feedbak Aˆ(·) xé, on dénit la fontion Ψ
Aˆ(·) : R
T−t0 ×RT−t0 → R par
Ψ
Aˆ(·) (λ(·), η(·)) := E
[ T−1∑
t=t0
J(X(t), A(t), W(t)) −




Une hypothèse de ontinuité et de majoration de type onvergene dominée de la fontion (x, η) 7→
ρ(x, η) serait plus faible. Mais ela n'est pas notre préoupation ii.
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où A(t) = Aˆ(t, X(t)) et X(t+ 1) = f(X(t), A(t), W(t)) .
Le Lagrangien assoié aux ontraintes de risque (3.4d) s'érit :
L(Aˆ(·), λ(·)) = E
[ T−1∑
t=t0
































J(X(t), A(t), W(t)) +K(X(T )) +
λ(t)ρ
(








Aˆ(·) (λ(·), η(·)) . (3.8)




















et infη(·)∈RT−t0 dans le problème (3.9).















Aˆ(·) (λ(·), η(·)) = −∞ . (3.10)
Démonstration.
Notons λ(t⋆) le multipliateur assoié à la ontrainte de risque γ(t⋆) < Rρ(−J(X(t
⋆), A(t⋆), W(t⋆))).
Remarquons d'abord que les ontraintes de risque (3.4d) sont des ontraintes détermi-
nistes et sont déouplées. Les multipliateurs qui leur sont assoiés sont alors déterministes








J(X(t), A(t), W(t)) − λ(t)
(














Rρ(−J(X(t0), A(t0), W(t0)))− γ(t0)
)}




































J(X(t), A(t), W(t)) − λ(t)
(











J(X(k), A(k), W(k)) − λ(k)
(








J(X(t⋆), A(t⋆), W(t⋆))− λ(t⋆)
(
Rρ(−J(X(t








J(X(k), A(k), W(k)) − λ(k)
(
















Aˆ(·)(λ(·), η(·)) = −∞ .





















ΨA(λ(·), η) = −∞. 2
Lemme 3.3 Si γ(t) ≥ Rρ(−J(X(t), A(t), W(t))) pour t = t0, . . . , T−1 alors la fontion
Ψ





Démonstration. Soit η⋆(·) = (η⋆(t0), . . . , η
⋆(T − 1)) tel que
Rρ(−J(X(t), A(t), W(t))) = E
[
ρ(−J(X(t), A(t), W(t)), η⋆(t))
]
pour t = t0, . . . , T − 1 .
Le veteur η⋆(·) ∈ RT−t0 existe par hypothèse. En posant
Ψt
Aˆ(·)










Aˆ(·) (λ(·), η(·)) s'érit
Ψ
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L'existene de point-selle pour la fontion Ψ
Aˆ(·) (·, ·) se ramène alors à l'existene de point-
selle pour haune des fontions Ψt
Aˆ(·)
(·, ·) ar les ontraintes sont déouplées. La preuve de
l'existene de point-selle pour haune des fontions Ψt
Aˆ(·)
(·, ·) est similaire à la preuve du
Lemme 2.4 au Chapitre 2.
2
Interprétation
On onlut en remarquant que dans l'expression (3.8) on a
J(X, A, W)− λρ(−J(X, A, W), η) + λγ = U (λ)(J(X, A, W), η) ,
où U (λ)(x, η) = x+ λ
(
− ρ(−x, η) + γ
)
est donnée dans (3.6) .
3.3 Programmation dynamique stohastique et ontraintes
de risque
Nous présentons une méthode de prise en ompte des ontraintes de risque lorsque
le problème sans ontrainte de risque peut se résoudre par programmation dynamique
stohastique.
3.3.1 Diérentes ontraintes de risque statiques
Introduisons les pertes instantanées
∆L(t) := −J(X(t), A(t), W(t)), pour t = t0, . . . , T − 1 (3.12)




J(X(s), A(s), W(s)) . (3.13)




∆L(t)−K(X(T )) . (3.14)
Dans e qui suit, nous onsidérons des mesures de risque statiques. La ontrainte de
risque peut s'exprimer de diérentes façons ; elle peut porter
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≤ γ(t), ∀ t = t0, . . . , T − 1 , (3.16)





≤ γ(t), ∀ t = t0, . . . , T − 1 . (3.17)
La formulation (3.15) ne permet pas de ontrler le risque pas de temps par pas de
temps ; la perte réalisée sur une période peut être exessive sans que ette ontrainte
ne soit violée. Par ontre, si la mesure de risque Rρ est sous-additive, on peut relier la
ontrainte (3.17) aux ontraintes (3.15) et (3.16) ; il sut alors de hoisir des niveaux
de ontrainte (γ(t))t=t0,...,T−1 tels que
T−1∑
t=t0
γ(t) ≤ γ et
t∑
s=t0






















































γ(s) ≤ γ(t) .
3.3.2 Modèle de ommande optimale stohastique sous ontraintes
de risque
Dans ette setion, notre préoupation n'est pas d'exhiber des formulations équi-
valentes pour des problèmes d'optimisation stohastique sous ontrainte de risque, mais
plutt de montrer omment le problème (3.4) peut être théoriquement résolu par pro-
grammation dynamique stohastique pour ensuite s'en inspirer pour un algorithme de
alul.
Théorème 3.4 Supposons que le Lagrangien déni en (3.8) admet un point-selle. Le
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V
(λ(·),η(·))














T (x) = K(x) .
Démonstration. La preuve se fait par étapes.
1. Par dualisation des ontraintes de risque, nous avons obtenu en (3.8) le Lagrangien













L(Aˆ(·), λ(·)) . (3.19)
2. On remarque que, toujours par (3.8)
sup
Aˆ(·)










Aˆ(·) (λ(·), η(·)) .
En eet, il n'y a pas de diulté à intervertir les deux sup dans le problème i-dessus.









J(X(t), A(t), W(t)) −
λ(t)ρ(−J(X(t), A(t), W(t)), η(t)) + λ(t)γ(t) +K(X(T ))
]
.
Ce problème se résout naturellement par programmation dynamique en introduisant
une suite de fontions valeurs V
(λ(·),η(·))
t paramétrées par
 les multipliateurs assoiés aux ontraintes de risque,
 et les variables auxiliaires servant à érire les mesures de risque sous la forme de
l'inmum espéré.
2








est alors assurée ar elle est
 onvexe en λ(·) (omme suprémum de fontions linéaires par rapport à e para-
mètre)
 et onave en η(·) (par dénition de la mesure de risque).
2
Dans la setion 3.2 , nous nous sommes intéressé à l'existene d'un point-selle pour Ψ
Aˆ(·)(λ(·), η(·))
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Remarque 3.5 La reherhe de paramètres λ♯(·) et η♯(·) optimaux se fera par un
algorithme de gradients ; es gradients s'obtiennent diretement, voir l'Algorithme 4.2 .
Nous nous inspirons de ette proédure pour résoudre un problème de gestion de la pro-
dution de l'életriité sous ontrainte de risque nanier ; 'est l'objet du Chapitre 4.
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Chapitre 4
Gestion de la prodution de
l'életriité à l'horizon moyen terme
Nous étudions dans e hapitre un problème simplié de gestion de prodution de
l'életriité à l'horizon moyen terme dans lequel nous introduisons une ontrainte de
risque nanier.
La problématique historique de la gestion de prodution de l'életriité onsiste à pro-
duire à moindre oût et à satisfaire la demande à haque instant. L'ouverture à la
onurrene du seteur de l'énergie et l'émergene des marhés de l'életriité rendent
ette gestion plus omplexe : à la problématique historique s'ajoute désormais une
problématique nanière qui va onsister, d'une part, à prendre en ompte les mar-
hés naniers et, d'autre part, à introduire une ontrainte de risque nanier dans
le problème d'optimisation. Nous étudions le problème de l'optimisation d'un porte-
feuille mixte (omposé de entrales thermiques, de réserves hydrauliques et de ontrats
à terme) sous une ontrainte de risque nanier. L'optimisation onjointe par de pro-
dution/portefeuille nanier onsiste à déterminer les ommandes de prodution et
les quantités de ontrats ahetées ou vendues sur les marhés de l'énergie. Mathémati-
quement, on veut minimiser l'espérane des oûts de prodution sous
 une ontrainte d'équilibre ore-demande,
 des ontraintes dynamiques sur les stoks hydrauliques,
 une ontrainte de risque nanier,
 des ontraintes de bornes sur les ommandes de prodution et d'ahats/ventes
sur les marhés de l'énergie.
Nous ommençons par présenter le problème de gestion de prodution dans le ontexte
énoné i-dessus. L'aent est mis sur la formulation mathématique, permettant ainsi
d'identier les diultés tehniques liées à la résolution numérique du problème. Puis
nous montrons omment résoudre le problème ainsi formulé par une approhe par
programmation dynamique paramétrée introduite dans le Chapitre 3. Cette approhe
fait l'objet d'expérienes numériques. Les modèles d'aléas utilisés (modèle de prix sur
les marhés de l'énergie et modèle de demande) sont présentés en annexe.
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4.1 Gestion dynamique de prodution
Nous ommençons par dérire les moyens de prodution, puis les marhés naniers,
l'équilibre ore-demande et enn le problème de minimisation des oûts. Dans les
modèles dynamiques présentés, le temps est supposé disret : t ∈ {t0, . . . , T}.
4.1.1 Portefeuille "physique" de prodution
Les entrales thermiques. On suppose que l'on dispose d'un par de prodution
d'életriité ave l unités de produtions (harbon, oul, gaz et.) ; on note ui(t) la
quantité d'életriité produite par l'unité i à la date t (en mégawatt, i.e MW). À
haque unité de prodution est assoié un oût instantané noté ci(t) . Ainsi, au pas de
temps t, le oût assoié aux unités de prodution est donné par :




Pour simplier la modélisation de l'inertitude liée aux pannes, on regroupe d'abord
les unités de prodution en paliers (unités de prodution ayant les mêmes aratéris-
tiques). Puis on déompose haque palier en N tranhes. On note Y (t) la variable
aléatoire donnant le nombre de tranhes en panne à la date t ; à l'instant t + 1, le
nombre de tranhes en panne est donné par l'égalité :
Y (t+ 1) = Y (t) +Npa(t)−Nma(t) , (4.2)
où les variables aléatoires Npa(t) et Nma(t) désignent respetivement le nombre de
tranhes en panne et le nombre de tranhes remises en marhe entre t et t + 1 . On
pourra onsulter [26℄ pour des informations supplémentaires.
Les réserves hydrauliques. À la date t, les turbinages réalisés à partir des réserves
hydrauliques servent à maintenir l'équilibre ore-demande. La quantité produite par la
réserve j est notée rj(t) et est mesurée en MW. On fait l'hypothèse que l'on dispose de
k réserves hydrauliques et que le oût assoié à la prodution des réserves hydrauliques
est nul. Le niveau de stok pour une réserve hydraulique donnée, Rj(t)mesuré en MWh,
est obtenu en tenant ompte :
 de l'apport d'eau aléatoire Aj(t) (mesuré en MW),
 du turbinage eetué rj(t) (mesuré en MW).
Ainsi, si on dispose de k réserves hydrauliques, les ontraintes dynamiques sur les
réserves sont données par les égalités :
Rj(t0) = Rj,0 ,




, ∀j = 1, . . . , k . (4.3)
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∆t mesure le pas de temps. Des ontraintes de bornes sur les réserves imposent que
haque réserve doit ontenir un volume minimal et un volume maximal xés :
R ≤ Rj(t) ≤ R, ∀ j = 1, . . . , k . (4.4)
4.1.2 Les marhés de l'életriité
Deux types de ontrats sont éhangés sur les marhés de l'énergie : des ontrats
à terme enore appelés ontrats future (pour une livraison ultérieure) et des ontrats
spot (pour une livraison au jour suivant).
Le marhé à terme. Un ontrat future onsiste à pouvoir aheter de l'énergie, à
des instants antérieurs à une date d'éhéane te. Le prix est onnu à l'instant d'ahat ;
la quantité totale ahetée est livrée entre la date d'éhéane et une date tf spéiée
dans le ontrat. On note P l'ensemble des ontrats future, πe l'appliation qui assoie
à haque ontrat p ∈ P sa date d'éhéane te, et πf l'appliation qui lui assoie sa date
de n de livraison tf . On note enn P(t) l'ensemble des ontrats en ours de livraison
à l'instant t :
P(t) =
{
p ∈ P, πe(p) ≤ t ≤ πf (p)
}
. (4.5)
Soit p ∈ P. On note qp(t) l'életriité ahetée (mesurée en MW) à l'instant t au
titre du ontrat p, et on note Fp(t) le prix auquel on ahète ette énergie.
1
La nature
du ontrat impose la ondition :
∀τ ≥ πe(p) , qp(τ) = 0 . (4.6)
Ave la ondition (4.6), le oût à l'instant t des marhés à terme est donné par














Le marhé spot. La quantité d'életriité vendue sur le marhé spot à la date t est
notée v(t) ; le prix sur le marhé spot est noté S(t) (il se déduit du prix future omme
en annexe C). Le gain orrespondant à es ventes est :
prot = v(t)S(t) . (4.9)
1
Ave les notations de l'annexe C, on a : Fp(t) = F (t, pie(p)).
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4.1.3 L'équilibre ore-demande
La demande D(t) est supposée exogène ; elle est modélisée par un modèle à un
fateur (voir Annexe C). L'équilibre ore-demande est satisfait en ayant reours aux
marhés spot et à terme, en plus des moyens de prodution disponibles.
On introduit, pour haque ontrat p, la variable Qp représentant le umul de la puis-
sane ahetée au titre de e ontrat :
Qp(t0) = Qp,0 ,
Qp(t+ 1) = Qp(t) + qp(t), ∀ p ∈ P(t) . (4.10)
Le veteur q(t) rassemble l'ensemble des qp(t) pour p ∈ P(t).
L'équation d'équilibre ore-demande. La demande est mesurée en MW. L'équi-











Pénalisation de la demande non satisfaite. Lorsque les moyens de prodution
et la profondeur des marhés naniers ne permettent pas de satisfaire la demande, on
introduit une variable d'éart pour prendre en ompte les oûts de défaillane.











La demande non satisfaite s'érit
d(t) := max
(
0, D(t)− P (t)
)
, (4.13)
auquel on assoie un prix δ(t). Le oût de défaillane est alors déni par δ(t)d(t).
4.1.4 Prise en ompte du risque nanier
Cette rapide desription des marhés naniers est suivie d'une proposition sur la
façon de mesurer le risque nanier sur les oûts de prodution par le biais d'une lasse
partiulière de mesures de risque.
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Expression des oûts. Une fois établi le bilan des oûts des ux physiques et -



















où te(p) et tf(p) désignent respetivement les dates initiale et nale de livraison du
produit p et B(t) le bid-ask.2



















Ave la onvention que ∆L(T ) = 0, nous retrouvons en partiulier l'expression de L(T ).
Diérentes façons de mesurer le risque nanier portant sur les oûts de prodution
peuvent être onsidérées ; nous renvoyons le leteur au Chapitre 3. Dans la suite nous
onsidérons des mesures de risque statiques portant sur les oûts instantanés ∆L(t).
Desription des aléas. Le risque provient de quatre soures d'aléas :
 les apports hydrauliques A(t),
 la demande D(t),
 les prix Fp(t) et S(t),
 et enn les aléas Npa(t) et Nma(t) sur le par de prodution.
En fait, les prix Fp(t) et S(t) sont orrélés entre eux et en temps, et sont produits par
des aléas primitifs sur les prix, voir Annexe C. On introduit l'aléa à l'instant t
W(t) :=
(




Le bid-ask désigne la diérene entre le prix d'ahat et le prix de vente d'un produit nanier.
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Mesures de risque statiques et dynamiques. On rappelle que le risque assoié
à une variable aléatoire X est une fontion réelle R de ette variable. Dans e qui suit,
nous préisons la lasse de mesures de risque que nous allons onsidérer.
Dans le as statique, la formulation des mesures de risque a fait l'objet d'une importante
littérature ; nous pouvons iter entre autres [5℄ [70℄, [31℄ et [52℄. Dans la suite nous
onsidérons les mesures de risque qui s'érivent sous la forme d'un inmum espéré. Nous
avons montré dans le Chapitre 3 que la formulation sous forme d'inmum espéré permet
de traiter ette ontrainte de risque par programmation dynamique stohastique, dans
un sens bien préis. En outre, nous avons montré que ette formulation onduit à une
reformulation des problèmes d'optimisation stohastique sous ontrainte de risque du
type nonexpeted utility.
Dans le as dynamique, la formulation des mesures de risque est plus omplexe ; par
exemple omment tenir ompte de la struture d'information à laquelle le déideur fait
fae pour mesurer le risque ? Dans l'approhe éonomique, la prise en ompte du risque
dans le as dynamique est abordée à travers la notion de onsistene des déisions
en temps, autrement dit, la ohérene dynamique des hoix. Nous pouvons iter entre
autres [25℄ et [24℄. D'un point de vue diérent de l'approhe éonomiste, plusieurs
auteurs ont proposé des mesures de risque dynamiques ou des axiomes permettant de
les aratériser. Nous pouvons iter [13℄, [71℄ et [22℄.
Minimisation du oût nal sous ontraintes
Le problème d'optimisation à résoudre se met sous la forme
inf












≤ γ(t) , (4.18b)
les ontraintes de dynamique
Qp(t+ 1) = Qp(t) + qp(t), Qp(t0) = Qp,0 , (4.18)




, Rj(t0) = Rj,0 , (4.18d)
les ontraintes de borne portant sur le niveau des réserves et les ommandes
R ≤ Rj(t) ≤ R , (4.18e)
u ≤ ui(t) ≤ u, v ≤ v(t) ≤ v, qp ≤ qp(t) ≤ qp, r ≤ rj(t) ≤ r, (4.18f)
et enn une ontrainte de non antiipativité des ommandes
(u(t), v(t), q(t), r(t)) mesurable par rapport à σ(W(t0), . . . , W(t))
3. (4.18g)
3σ(W(t0), . . . , W(t)) désigne la tribu engendrée par le passé des bruits.
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Pour résoudre le problème (4.18)
4
, il faut traiter diérents types de ontraintes :
 trois types de ontraintes sur la ommande : une ontrainte de borne, une ontrainte
de mesurabilité et une ontrainte de satisfation de la demande,
 et enn une ontrainte de risque.
Les ontraintes de bornes sur les ommandes peuvent être traitées de manière lassique
par projetion. Dans e travail, nous onsidérons des feedbaks de l'état des systèmes dy-
namiques pour traiter la ontrainte de non-antiipativité des ommandes. La ontrainte
de satisfation de la demande est traitée de manière exogène. Autrement dit les ventes
sur le marhé spot et les unités de prodution servent uniquement à satisfaire la de-
mande résiduelle
5
; es ommandes n'interviennent que dans le as où les ahats sur le
marhé à terme arrivés à éhéanes et les quantités turbinées sont insusantes.
Remarque 4.1 Iliadis et al. dans [39℄ ont traité le problème (4.18) sur un arbre de
sénarios. Leur approhe repose sur la linéarisation du terme de risque an d'obtenir
un problème linéaire stohastique failement implémentable dans un solveur. Dans e
qui suit, la linéarisation du terme de risque ne sera pas néessaire.
4.2 Formulation mathématique
Nous présentons ii omment le problème de minimisation du oût nal sous ontrainte
peut se mettre sous forme de modèle de ommande optimale stohastique sous ontrainte,
et peut être théoriquement résolu par une approhe faisant intervenir une famille pa-
ramétrée d'équations de programmation dynamique.
4.2.1 Mise sous forme anonique














r1(t), . . . , rk(t), u1(t), . . . , ul(t), v(t),q(t)
)
(4.20)
L'expression (4.15) permet alors d'érire les oûts sous la forme
∆L(t) = L(X(t), A(t), W(t)) . (4.21)
4
Dans e problème les ontraintes de risque portent sur le oût réalisé à haque pas de temps. On
pourrait les faire porter sur les oûts umulés omme indiqué dans le Chapitre 3. Une augmentation
de l'état inorporant les oûts permet alors de garder le prinipe de la programmation dynamique
pour traiter e type de ontraintes.
5
C'est la demande restante lorsque le turbinage et le marhé à terme sont insusants.
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Ce oût instantané s'érit bien omme une fontion de l'état X(t), de la ommande
A(t) et de l'aléa W(t).
On introduit le gain instantané
∆G(t) = −∆L(t) .
Ave es notations, le problème (4.18) de maximisation du gain nal sous ontrainte se














≤ γ(t) , (4.22b)
sous les ontraintes de dynamique




, X(t0) = X0 , (4.22)
sous des ontraintes de bornes portant sur l'état et la ommande
X ≤ X(t) ≤ X , A ≤ A(t) ≤ A , (4.22d)
et sous les ontraintes de mesurabilité
A(t) = Aˆ(t, X(t)) . (4.22e)
4.2.2 Méthode de résolution.
La formulation du problème de minimisation des oûts de prodution sous ontrainte
de risque sous la forme (4.22) est identique à elle du problème d'optimisation dyna-
mique énoné dans le Chapitre 3. Nous nous inspirons alors de la méthode théorique de
résolution proposée dans e hapitre pour résoudre numériquement le probmème (4.18).
Notons que, dans le problème dérit dans la setion 4.1, la dimension de l'état X(t)
du système dynamique est au moins égale à la somme du nombre de réservoirs et de
ontrats à terme. Cei limite onsidérablement le nombre de réserves hydrauliques et de
ontrats à terme à prendre en ompte lors de la résolution numérique du problème. En
eet, la programmation dynamique devient généralement diile à mettre en ÷uvre
au delà d'un état de dimension 4.
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Desription de la maquette EDF. Le problème (4.18) sans ontrainte de risque a
déjà été étudié et mis en ÷uvre numériquement (voir [74℄). Nous nous proposons de dé-
rire brièvement l'appliation numérique. En même temps nous montrons la proédure
à suivre pour tenir ompte des ontraintes de risque. Trois fontions prinipales per-
mettent de résoudre le problème par programmation dynamique : la fontion Bellman
qui alule la fontion valeur (dite de Bellman), la fontion Optimiseur qui détermine
le oût optimal pour un instant donné et la fontion Programmation Dynamique qui
donne une solution numérique du problème. Dans le as de la prise en ompte des
ontraintes de risque, es trois fontions auront deux paramètres en ommun : les
multipliateurs assoiés aux ontraintes de risque et les variables auxiliaires servant à
réérire les ontraintes de risque.
Fontion Bellman. La fontion Bellman alule les fontions valeur
 en prenant en argument l'état du système dynamique : les stoks (atifs ther-
miques, eau et ontrats à terme) et les aléas ;
 en faisant des aluls d'espéranes onditionnelles, de régression et d'interpola-
tion.
Comme on l'a vu, la fontion Bellman dépend des paramètres λ(·), multipliateurs de
Lagrange assoiés aux ontraintes de risque, et η(·), variables auxiliaires introduites
pour érire la ontrainte de risque.
Fontion Optimiseur. La fontion Optimiseur retourne le oût minimal en onsi-
dérant des états et des ommandes disrètes. En plus des arguments pris par la fontion
Bellman, elle prend elle même en argument la fontion Bellman.
Ii aussi, le oût optimal dépend des paramètres λ(·), multipliateurs de Lagrange
assoiés aux ontraintes de risque, et η(·), variables auxiliaires introduites pour réérire
la ontrainte de risque. Nous déterminons les paramètres optimaux par un algorithme
de gradient omme dérit dans la sous-setion 4.2.2.
Fontion Programmation Dynamique. Elle fait appel à la fontion Optimiseur
par réurrene rétrograde et retourne la solution du problème (4.18) alulée par pro-
grammation dynamique sans ontrainte de risque. Pour traiter les ontraintes de risque
tout en gardant le prinipe de la programmation dynamique il faut, à haque étape :
 appliquer le oût à la fontion ϕλ,η : x 7→ x+ λ(−ρ(−x, η) + γ), les salaires η et
λ étant xés ;
 faire appel à la fontion Optimiseur pour déterminer le oût minimal ;
 remettre à jour η et λ par des pas de gradients.
Algorithme de programmation dynamique paramétrée
Dans l'appliation numérique, nous traitons des ontraintes de risque du type CVaR.
La résolution numérique du problème ave ontraintes de risque s'exprimant ave toute
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autre mesure de risque s'érivant sous la forme d'un inmum espéré est envisageable.
Dans le as d'une ontrainte de CVaR la fontion ρ est donnée par ρ : (x, η) 7→ η +
1
1−p
(x− η)+, voir Chapitre 2, Tableau 2.2.1.
L'algorithme de la programmation dynamique paramétrée est le suivant,
6
où t0 = 0.
Algorithme 4.2
1. Disrétiser la ommande A et l'état X. Choisir des valeurs initiales η0(·) et λ0(·),
des pas xes ε1 et ε2 et des seuils β1 et β2 .











Boule en temps : t = T − 1, . . . , 0.
Boule sur les niveaux de stok : st ∈ Niveaux de stok
Boule sur i ∈ numéro de simulation de l'aléa Wi(t)
Gaini = −∞





Gaini(a, Wi(t)) + V
ηk(·),λk(·)















Boule sur k pour mettre à jour les paramètres η(·) et λ(·) par les formules


















|ηk+1(t)−ηk(t)| < β1 et sup
t=0,...,T−1
|λk+1(t)−λk(t)| < β2, on arrête
la boule en k, sinon on inrémente l'indie k de 1.












































+ γ(t0), . . . ,
−ηk(T − 1)− 11−pE
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On résout numériquement le problème de gestion de prodution sans ontrainte de
risque. Les résultats obtenus nous servent de référene pour résoudre le problème ave
ontraintes de risque.
4.3.1 Problème sans ontrainte de risque









est résolu par un algorithme de programmation dynamique détaillé dans [74℄. Les pa-
ramètres sont donnés en Annexe C.
On alule d'abord le gain optimal du problème (4.18) sans les ontraintes de risque (4.18b)





nous seront utiles pour xer les niveaux de ontraintes γ(t) ou pour déterminer l'an-
rage −η lorsque le risque est pris en ompte via des fontions d'utilité présentant de
l'aversion aux pertes.
∆G♯(t) représente le gain instantané optimal sans ontraintes de risque à l'instant t .
Remarque 4.3 Dans les résultats numériques qui suivent les gains sont exprimés en








4.3.2 Problème ave ontraintes de risque
On résout maintenant le problème ave ontraintes de risque (4.18) lorsque la mesure
de risque onsidérée orrespond à la Conditional Value-at-Risk, i.e Rρ = CVaR.
On hoisit les niveaux de ontraintes à satisfaire pour haque pas de temps : pour tout
t = 0, . . . , T − 1
γ(t) = γ = inf
t=0,...,T−1
CVaR(−∆G♯(t))
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gain optimal
ave ontraintes de risque - 57.8%
Tab. 4.1  Gain optimal ave ontraintes de risque
Le gain obtenu est donné dans le Tableau 4.1. Il est bien sûr moins élevé que le gain
sans ontraintes de risque.
Dans les sous-setions (4.3.3) et (4.3.4) nous allons traiter les ontraintes de risque
par des fontions d'utilité. Les gains orrespondants aux ommandes optimales ob-








. Pour voir maintenant si les ontraintes de risque sont




4.3.3 Problème d'optimisation ave une des fontions d'utilité
assoiées aux ontraintes de CVaR




















sous les ontraintes de dynamique (4.18) et (4.18d), de bornes (4.18e) et de mesura-
bilité (4.18g).
Ce problème n'est pas équivalent au problème résolu dans la sous-setion 4.3.2 puisque
la valeur de λ est xée à l'avane. Diérentes valeurs de λ sont expérimentées. Dans le
Tableau 4.2 la valeur λ♯ orrespond à la moyenne de la valeur optimale du multipliateur
(λ(t0), . . . , λ(T − 1)) assoié aux ontraintes de risque dans le problème (4.18). On
rappelle que




Les gains sont toujours exprimés relativement aux gains sans ontraintes de risque.
Nous onstatons dans le Tableau (4.2) que xer une valeur de λ de telle sorte que
l'aversion aux pertes soit dans la plage des valeurs empiriques donne des résultats
relativement satisfaisants, en omparaison ave les résultats obtenus en résolvant le












0.1 3 -65.9% non
0.25 6 -63.5% non
λ♯ = 62.351 1248.02 - 57.8% oui
100 2001 -60.7% non
Tab. 4.2  Solutions du problème (4.23) pour diérentes valeurs du paramètre λ









Fig. 4.1  Dépassement des ontraintes de CVaR, pour λ = 100
4.3.4 Problème d'optimisation ave une fontion d'utilité pré-
sentant de l'aversion aux pertes
Nous avons proposé dans le Chapitre 2, sous-setion 2.4.2 une lasse de fontions
d'utilité qui s'érit sous la forme :
U(x) = x+ η + (1− θ)(−x− η)+ ∀x ∈ R . (4.24)
Cette lasse de fontions d'utilité ore deux degrés de liberté : le niveau d'aversion aux
pertes θ et le niveau −η (anrage) à partir duquel on va distinguer les pertes des gains.
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où Ut est donnée par (4.24) .
On hoisit des valeurs empiriques pour xer le niveau d'aversion aux pertes (dans [1℄
les auteurs donnent des valeurs empiriques de l'aversion aux pertes). Par analogie,
l'anrage optimal pour les fontions d'utilité (4.24) peut être interprété omme une
Value-at-Risk. Nous nous basons alors sur ette analyse pour xer l'anrage −η en


























Tab. 4.3  Gains ave des fontions d'utilité (4.24) pour des niveaux d'aversion aux
pertes et anrage diérents
Dans le Tableau 4.3, les gains sont exprimés relativement aux gains sous ontraintes
de risque, ils sont meilleurs que eux obtenus en résolvant le problème (4.18).
Nous représentons maintenant la trajetoire t 7→ γ−CVaR(−∆G(t))
γ
, voir Figure 4.2. Elle
est au dessus de l'axe des abisses si les ontraintes sont satisfaites pour tout t. On
observe des violations systématiques de l'ordre de 50% à 100% pour θ = 4. En eet
la résolution par fontion d'utilité ave aversion aux pertes et anrage ne fait pas
intervenir un niveau de ontrainte de risque : il est don ompréhensible que e niveau
soit violé. En revanhe à haque niveau d'aversion aux pertes θ pourrait orrespondre
un niveau de ontrainte de risque γ .
Pour l'instant, par tatonnement dans le alage de l'anrage −η nous avons obtenu
des résultats pour lesquels les niveaux de ontraintes de risque sont raisonnablement
satisfaites lorsque θ = 10, voir Figure 4.3. Le gain obtenu est de l'ordre de −5.4% par
rapport au gain sans ontraintes de risque et on observe une violation signiative des
ontraintes de risque dans 4 as sur les 36 pas de temps.
Conlusion sur les expérienes numériques. Nous avons ommené par expéri-
menter l'algorithme de la programmation dynamique paramétrée. Cet algorithme est
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diile à mettre en ÷uvre et peu stable. Pour ontourner ette diulté une alter-
native est de onsidérer le risque via des fontions d'utilité assoiées à la Conditional
Value-at-Risk. Ces fontions d'utilité à aversion aux pertes et anrage
 ne présentent pas de diultés partiulières lors de la résolution numérique
 et donnent des gains meilleurs en omparaison ave le problème sous ontraintes
de risque résolu par programmation dynamique paramétrée.
Ave des ontraintes de risque raisonnablement satisfaites, nous avons obtenu de ma-
nière heuristique, des ordres de grandeurs onvainants sur le gain (−5.4% en ompa-
raison ave le gain optimal sans ontraintes de risque).








Fig. 4.2  Dépassement des ontraintes de CVaR, pour θ = 4








Fig. 4.3  Dépassement des ontraintes de CVaR, pour θ = 10
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Conlusion et perspetives
Dans la première partie de e manusrit, nous avons tout d'abord fait une synthèse
de l'état de l'art sur la prise en ompte du risque. Nous avons alors distingué l'approhe
ingénieur de l'approhe éonomiste. Nous avons ensuite montré l'équivalene entre
un problème d'optimisation stohastique sous une ontrainte de risque et un problème
éonomique du type maxmin. Cei nous a permis d'introduire
 la notion de prime de ontrainte qui mesure l'impat du niveau de ontrainte sur
le ritère évalué à l'optimum,
 la notion d'aversion aux pertes sur un problème élémentaire de gestion de porte-
feuille nanier.
Pour terminer nous avons proposé une lasse de fontions d'utilité pour prendre en
ompte le risque nanier.
Dans la seonde partie de e doument, nous avons étudié la faisabilité (théorique et
pratique) et l'impat sur les gains de prodution de la prise en ompte des ontraintes
de risque naniers dans la gestion de prodution de l'életriité à l'horizon moyen
terme.
Du point de vue théorique nous avons montré la ompatibilité de la programmation
dynamique ave la prise en ompte d'un ertain type de ontraintes de risque. La di-
mension de l'état du système initial est onservée ; mais on manipule désormais une
famille paramétrée d'équations de la programmation dynamique. En fait, pour traiter
les ontraintes de risque, il faut introduire des variables duales et des variables auxi-
liaires suite à la réériture des ontrainte de risque sous la forme de l'inmum espéré.
Il faut alors résoudre deux nouveaux problèmes d'optimisation.
Du point de vue numérique, nous avons résolu un problème de gestion de prodution
moyen terme ave prise en ompte des marhés naniers. Nous avons onsidéré des pas
de temps de l'ordre de deux semaines sur un horizon de 18 mois. Nous avons proposé
deux méthodes :
1. la méthode de la programmation dynamique paramétrée qui néessite un temps
de alul important et un alage déliat d'un algorithme de gradient ;
2. une approhe par fontion d'utilité pour palier les inonvénients de la programma-
tion dynamique paramétrée ; nous proposons alors une lasse de fontions d'utilité
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simples à manipuler numériquement et qui ore deux degrés de liberté : l'aversion
aux pertes et le niveau à partir duquel on va distinguer les pertes des gains.
Pour trouver les paramètres d'aversion aux pertes θ et d'anrage −η de sorte que les
ontraintes de risque soient raisonnablement satisfaites ave un gain pas trop faible,
les premières expérimentations numériques ont donné des résultats prometteurs. Il
faudra alors étudier les liens entre l'aversion aux pertes θ, l'anrage −η et le niveau de
ontrainte de risque γ .
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Annexe A
Axiomes et paradoxes en ontexte de
risque ou d'inertitude
Cadre axiomatique en ontexte de risque
Les axiomes de von Neumann et Morgenstern
Soit Pd(R) l'ensemble des loteries (voir Dénition 1.14) dénies sur R et < une
relation d'ordre sur Pd(R) . Les axiomes sur lesquels repose le modèle de l'utilité espérée
de von Neumann et Morgenstern sont les suivants.
A1. "<" est un préordre total, i.e. réexive, transitive et omplète1.
A2. Continuité : "<" est ontinue au sens de Jensen [40℄, i.e. ∀ s, q, r ∈ Pd(R) tel que
s ≥ q ≥ r ,
∃α, β ∈ [0; 1[ tels que αs+ (1− α)r ≻ r et q ≻ βq + (1− β)r .
A3. Indépendane : ∀ s, q, r ∈ Pd(R),
∀α ∈]0; 1] s < q ⇐⇒ αs+ (1− α)r < αq + (1− α)r .
Les axiomes A1 et A2 sont des axiomes tehniques tandis que l'axiome A3 onstitue le
noyau du modèle de l'utilité espérée. L'interprétation de et axiome est la suivante : si
le déideur préfère s à q et qu'il doit faire un hoix entre les mixages2 αs + (1 − α)r
et αq+ (1− α)r alors il tient le raisonnement qui suit. Si un événement de probabilité
(1 − α) se produit, il obtient la même loterie r indépendamment de son hoix, alors
que si l'événement omplémentaire se produit, il a le hoix entre les loteries s et q et
omme il préfère s à q alors il préfère αs+ (1− α)r à αq + (1− α)r .
1
La relation "<" est omplète si et seulement si ∀ s, q ∈ Pd(R) s < q ou q < s .
2
L'opération de mixage est partiulière et s'interprète dans le as disret de manière simple. Soient
s et q deux éléments de Pd(R). Alors la loi r = αs+(1−α)q s'interprète omme une loi à deux étapes :
lors de la première étape, les lois s et q sont tirées ave les probabilités α et 1−α , lors de la seonde
étape une onséquene est hoisie selon la loi de probabilité séletionnée à la première étape.
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Fig. A.1  Loteries
Le prinipe de la hose sûre omonotone dans le risque
L'axiome de la hose sûre omonotone dans le risque permet d'expliquer les ompor-
tements observés dans le paradoxe d'Allais. Cet axiome s'énone de la façon suivante.
A4. Axiome de la hose sûre omonotone dans le risque. Soit deux loteries s =
(x1, p1; . . . ; xn, pn) et q = (x1, q1; . . . ; xn, qn) telles que : x1 ≤ . . . ≤ xn et y1 ≤ . . . ≤ yn
ave xk0 = yk0 pour un ertain k0 ∈]1;n[. Soit s
′
et q′ les loteries obtenues en remplaçant
xk0 par un x
′
k0
qui vérie : xk−1 ≤ x′k0 ≤ xk+1, yk−1 ≤ x
′
k0
≤ yk+1. Alors on a
s < q ⇐⇒ s′ < q′ .
Cei signie que la modiation de la onséquene ommune de deux loteries ne hange
pas l'ordre des préférenes si les hangements apportés respetent l'ordre préétabli sur
les onséquenes.
An de mieux omprendre et axiome, nous onsidérons les loteries dérites sur la
Figure A.1.
Dans et exemple, le passage des loteries L1 et L2 aux loteries L3 et L4 orrespond à
un hangement d'une valeur ommune. Par ontre e hangement ne préserve pas le
rang de la onséquene ommune. En fait, la onséquene ommune 1 dans les loteries
L1 et L2 orrespond à une valeur intermédiaire. Tandis que la onséquene ommune
0 dans les loteries L3 et L4 orrespond à une valeur de premier rang (la plus petite
onséquene possible). Les loteries L1, L2, L3 et L4 ne satisfont don pas aux onditions
d'appliation de l'axiome A4.
Cadre axiomatique en ontexte d'inertitude
Soit Ω l'ensemble des états de la nature et F une sigma-algèbre de Ω. En as d'in-
ertitude, on peut formaliser le problème de déision en travaillant sur des appliations
mesurables de (Ω,F) à valeurs dans R, noté Ξ muni de la relation de préférene <.
79
Le prinipe de la hose sûre
Le modèle de Savage repose essentiellement sur l'axiome de la hose sûre, qui
s'énone de la manière suivante.
A5. Axiome de la hose sûre. Soit A une partie de Ω et soit X, X ′, Y et Y ′ des
éléments de Ξ . Supposons que ∀ω ∈ A X(ω) = X ′(ω), Y (ω) = Y ′(ω) et ∀ω ∈
A¯, X(ω) = Y (ω), X ′(ω) = Y ′(ω). Alors on a
X < Y ⇐⇒ X ′ < Y ′ .
Intuitivement, et axiome exprime le fait que si l'on modie de la même manière la
partie ommune de deux déisions, on ne modie pas l'ordre des préférenes sur es
déisions.
Le prinipe de la hose sûre omonotone dans l'inertain
L'axiome de la hose sûre omonotone s'énone de la façon suivante.
A6. Axiome de la hose sûre omonotone dans l'inertain. Considérons (Ak)
n
k=1 une
partition de Ω, s = (x1, A1; . . . ; xn, An) et q = (y1, A1; . . . ; yn, An) deux éléments de
Pd(R) tels que
x1 ≤ . . . ≤ xn et y1 ≤ . . . ≤ yn ave xk0 = yk0 pour un ertain k0 ∈]1;n[ .
Soient s′ et q′ deux éléments de Pd(R) obtenus en remplaçant xk0 par n'importe quelle
autre valeur ommune qui garde la même plae dans les suites roissantes xk et yk.
Alors on a
s < q ⇐⇒ s′ < q′ .
Pour omprendre le sens de et axiome, nous renvoyons au paradoxe d'Ellsberg donné
plus loin.
Le prinipe d'indépendane omonotone
Dans le as où l'ensemble des onséquenes devient un ensemble de lois de proba-
bilité
3
à support ni sur R, noté Pc(R), l'axiome de la hose sûre omonotone dans
l'inertain est remplaé par l'axiome d'indépendane omonotone.
A7. Axiome d'indépendane omonotone. Soient s, q et r des éléments de Pc(R)
deux à deux omonotones et α ∈ [0, 1]. Alors on a l'équivalene
s < q ⇐⇒ αs+ (1− α)r < αq + (1− α)r .
Cet axiome signie que l'ordre des préférenes sur les loteries deux à deux omonotones
reste le même si on passe à des α mixages.
3
Ce adre axiomatique où les onséquenes sont des lois de probabilité à support ni sur R a été
introduit par Asombe et Aumann dans [6℄.
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Le prinipe d'indépendane ertaine
En ontexte d'inertitude, l'axiome d'indépendane de von Neumann et Morgens-
tern est remplaé par le prinipe d'indépendane ertaine.
A8. Axiome d'indépendane ertaine. Pour deux éléments s, q appartenant à Pc(R)
et δ une onséquene ertaine, pour tout α ∈]0, 1[, on a
s ≻ q =⇒ αs+ (1− α)δ ≻ αq + (1− α)δ .
Ainsi si une loterie est stritement préférée à une autre alors tout α mixage ave
une onséquene ertaine va respeter l'ordre. Cet axiome est plus faible que l'axiome
d'indépendane omonotone ar la modiation ommune apportée n'est pas aléatoire.
Le prinipe de l'aversion à l'inertitude
A9. Axiome de l'aversion à l'inertitude. Soient s et q deux éléments de Pc(R) et
α ∈]0, 1[. Alors on a
s ∼ q =⇒ αs+ (1− α)q < s .
L'interprétation est simple : pour deux loteries équivalentes, le déideur averse à l'in-
ertitude préfère un α mixage des deux.
Le prinipe de best outome independene
Soit x∗ un élément de R tel que δx∗ < s, pour tout s appartenant à Pd(R).
A9. Axiome de best outome independene. Soient s et q deux éléments de Pd(R)
et α ∈]0, 1[. Alors on a
s ≻ q ⇐⇒ αs+ (1− α)δx⋆ ≻ αq + (1− α)δx⋆
Sous et axiome, les hoix des déideurs s'opèrent indépendamment de la meilleure
onséquene ertaine x⋆.
Les paradoxes élèbres en ontexte de risque ou d'in-
ertitude
Le paradoxe d'Allais
L'expériene d'Allais [3℄, dérite i-dessous est l'un des premiers paradoxes montrant
les limites du modèle de l'utilité espérée objetive de von Neumann et Morgenstern.
Allais propose à des individus de hoisir entre les loteries de la Figure A.2.
Les individus, dans leur majorité, préfèrent L1 à L2. Et lorsque es même individus
doivent faire le hoix entre les deux dernières loteries, alors la majorité hoisit L′2. Ces





















Fig. A.2  Loteries assoiées au Paradoxe d'Allais
donne 1 ave probabilité 1 et q la loterie qui donne 0 ave probabilité 1/11 et 5 ave
probabilité 10/11. Le problème de hoix dérit préédemment peut alors être formalisé
de la manière suivante :
L1 = 0, 11s+ 0, 89δ1 ,
L2 = 0, 11q + 0, 89δ1 ,
L′1 = 0, 11s+ 0, 89δ0 ,
L′2 = 0, 11q + 0, 89δ0 ,
où δx est la loterie qui donne x ave probabilité 1. Les préférenes observées se traduisent




1 ; e qui onstitue une ontradition ave
l'axiome d'indépendane de von Neumann et Morgenstern. On pourra onsulter [49℄
pour d'autres exemples.
Le paradoxe d'Ellsberg
Ellsberg présente à des individus le jeu suivant : une urne ontient 90 boules indis-
tinguables au touher
(
30 rouges (R) et 60 noires (N) ou jaunes (J)
)
. Le joueur doit
ranger ses préférenes par rapport aux deux ates
4
 g1 obtenir une boule rouge (R),
 g2 obtenir une boule noire (N),
d'une part et d'autre part, par rapport aux ates
 g3 obtenir (R∪J),
 g4 obtenir (N∪J).
Les gains engendrés sont réapitulés dans le tableau suivant :
4
Un ate désigne une appliation mesurabe de Ω à valeurs dans R, i.e. un élément de l'ensemble
Ξ .
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Rouge Noire Jaune
g1 100 0 0
g2 0 100 0
g3 100 0 100
g4 0 100 100
L'inertitude est modélisée par l'ensemble des états de la nature (boule tirée) noté
Ω = {R,N, J} et l'ensemble des ates par les appliations g : Ω −→ R (l'ensemble
d'arrivée orrespond aux gains obtenus). L'expériene montre que : g1 ≻ g2 et g4 ≻ g3,
e qui onstitue une violation du prinipe de la hose sûre de Savage. En eet, les
préférenes devraient rester les mêmes si on modie la valeur ommune 0 dans les
ates g1 et g2 pour obtenir les ates g3 et g4. La notion de probabilité subjetive ne
permet pas non plus de remédier à ette limite du adre axiomatique de la théorie de
l'utilité espérée subjetive. Supposons qu'il existe des probabilités subjetives pR, pN
et pJ assoiées respetivement aux événements (R), (N) et (J). Alors g1 ≻ g2 implique
pR > pN et g4 ≻ g3 implique pN +pJ > pR+pJ . Cette dernière inégalité est impossible,
d'où la ontradition.
Par ontre les omportements observés dans l'expériene d'Ellsberg sont failement
expliables. Les individus doivent hoisir entre la déision (d1) parier sur un événement
de probabilité égale à
1
3
et (d2) parier sur un événement de probabilité omprise entre
0 et 2
3




et 1 et (d4) parier sur un événement de probabilité 2
3
. Dans
les deux as, les déideurs préfèrent les événements de probabilité onnue, 'est-à-dire




Nous allons présenter un adre général d'appliation d'un algorithme d'Arrow-
Hurwiz pour un problème sous ontrainte de risque. Pour ela on va onsidérer le
problème d'optimisation suivant :
inf
a∈Aad
L(a), s.. R(L(a)) ≤ γ , (B.1)
où L(a) est une variable aléatoire et Aad un onvexe fermé de A = Rn.
Le Lagrangien du problème (B.1) s'érit :
L(a, λ) = L(a) + λ (R(L(a))− γ) , ave λ ∈ R+ . (B.2)





L(a, λ) . (B.3)
L'algorithme d'Arrow-Hurwiz onsiste à hoisir une diretion de desente pour la
minimisation et une diretion de montée pour la maximisation et à faire évoluer les
variables a et λ en eetuant des pas de gradient sur la fontion L (on suppose que L
est diérentiable en a). Des résultats de onvergene pour e type d'algorithme sont
obtenus dans [4℄.
Algorithme B.1
1. Choisir des valeurs initiales a
0 ∈ Aad et λ0 ∈ R+ .
2. Caluler les gradients de L par rapport à a et λ.


















4. Inrémenter l'indie k de 1 et revenir à l'étape de mise à jour.




Quelques ompléments sur le
problème de gestion de prodution
Modèle de prix à deux fateurs
Les proessus de prix forward sont supposés ontinus et représentés par des mo-
dèles gaussiens ave retour à la moyenne. En temps ontinu, nous supposons que les
prix forward à une date t pour une maturité T , notés F (t, T ) et dénis sur l'espae







−aS(T−t)dzS(t) + κM(t)σM (t)dt+ σM (t)dzM(t),
F (t0, T ) = Ft0 ∈ L
2(Ω,F ,P) .
(C.1)
Ce modèle permet de orréler les prix ourt et moyen terme
1
.
Les variables κS et κM représentent les primes de risque assoiés respetivement aux
marhés ourt et moyen terme. Le paramètre de retour à la moyenne est noté aS. Les
volatilités ourt et moyen terme sont données par σS et σM . Les mouvements Browniens
dénis sur l'espae de probabilité (Ω,F ,P) assoiés à l'équation (C.1) sont zS et zM ,
et sont supposés orrélés de oeient ̺. Formellement on note
dzS(t)dzM (t) = ̺dt , −1 ≤ ̺ ≤ 1 . (C.2)
Connaissant F (t0, T ), on va déterminer la solution de l'équation diérentielle stohas-
tique (C.1). En simpliant l'ériture de l'équation diérentielle stohastique (C.1), on
obtient
dF (t, T )
F (t, T )
= x(t)dt+ σS(t)e
−aS(T−t)dzS(t) + σM(t)dzM (t) , (C.3)
1
Le modèle (C.1) s'inspire des modèles de ourbe de taux d'intérêts (voir Brigo et Merurio [12℄,
Rebonato [59℄) ; sur les marhés de l'énergie EDF dispose d'estimations statistiques des diérents
paramètres de e modèle (dans le as où es paramètres sont des onstantes).
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ave x(t) := κS(t)σS(t)e
−aS (T−t)+κM(t)σM (t), où (pour les détails tehniques on pourra
onsulter par exemple Brigo et Merurio [12℄)













−aS(T−τ)dzS(τ) + σM(τ)dzM (τ) + d < F (t, T ) >τ
)
. (C.4)
La solution de l'équation (C.4) est alors donnée par
F (t, T ) = F (t0, T )e
− 1
2
V (t0,t,T )+B(t0,t)+eaS(T−t)WS(t0,t)+WL(t0,t) , (C.5)
ave



























Les prix spot se déduisent des prix forward en posant T = t dans l'équation (C.5) .
Modèle de demande
La prodution d'életriité et les ontrats éhangés sur le marhé spot et sur le
marhé à terme doivent satisfaire une demande. En temps ontinu, ette demande est






D(t0) = Dt0 ∈ L
2(Ω,F ,P) .
(C.7)
Un raisonnement similaire au raisonnement préédent permet alors d'érire l'équation




(κD(τ)e−aDτ− 12σ2D(τ))dτ+σD(τ)dzD(τ) . (C.8)
Dans l'équation (C.8), D(t0) est une onstante et désigne la valeur moyenne de la
demande historique, σD et aD les oeients de volatilité et de retour à la moyenne
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et enn zD un mouvement Brownien supposé orrélé au mouvement Brownien du fa-
teur ourt terme du modèle de prix futures ; on note par ̺D le oeient de orrélation.
Les diérents oeients de retour à la moyenne et de volatilité estimés en données
journalières sont les suivants :
aS = 0.012 σS = 0.04 σM = 0.008 ̺ = 0.02
aD = 2.4 σD = 0.02 ̺D = 0.5 .
Paramètres du problème de gestion de prodution
Le Tableau C.1 donne les paramètres du problème de gestion de prodution (4.18)
traité au Chapitre 4. Pour simplier la résolution du problème, les pannes de prodution
sont supposées déterministes dans les expérienes numériques.
Nbre de réserves hydr. 1 réservoir
Nbre d'atifs therm. 1 unité
Nbre de ontrat 1 ontrat
Pas de temps 2 sem.
Horizon de l'optimisation 18 mois
Tab. C.1  Paramètres du problème (4.18)
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Annexe D
Rappels d'optimisation et d'analyse
onvexe
Notions de onvexité et de dérivabilité
Ensemble onvexe. Soit H un espae de Hilbert muni du produit salaire < ·, · >.
Soit un ensemble H ⊂ H.
Dénition D.1 Convexité et strite onvexité. L'ensemble H est dit
 onvexe si et seulement si
∀ a1, a2 ∈ H, ∀ p ∈ [0, 1], pa1 + (1− p)a2 ∈ H , (D.1)
 stritement onvexe si et seulement si
∀ a1, a2 ∈ H, ∀ p ∈]0, 1[, pa1 + (1− p)a2 ∈ int(H) . (D.2)
Proposition D.2 Opérateur de projetion. Supposons que H ⊂ H est un onvexe




‖ a − v ‖2 a une unique solution, appelée
projetion de a sur H et notée ΠH(a) .
Démonstration.Voir [38℄. 2
La proposition D.3 donne diérentes aratérisations de la onvexité.
Proposition D.3 Supposons que H ⊂ H est un onvexe fermé. Alors on a
 pour tout a ∈ H, va est la projetion de a sur H si et seulement :
∀ v ∈ H, < a− va, v − va >≤ 0 , (D.3)
 pour tout a1, a2 ∈ H :
‖ ΠH(a1)− ΠH(a2) ‖
2≤< ΠH(a1)− ΠH(a2), a1 − a2 > . (D.4)
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Il existe des résultats intermédiaires entre un onvexe fermé et un sous-espae vetoriel.
Dénition D.4 Cne. On appelle ne de H tout sous-ensemble K tel que
a ∈ K ⇒ λa ∈ K, ∀λ ∈ R+ . (D.5)
Dénition D.5 Cne polaire. Soit K ⊂ H un ne onvexe. Le ne polaire de K
noté Ko est déni par
Ko := {a ∈ H | ∀ v ∈ K, < a, v >H≤ 0} . (D.6)
Proposition D.6 Soit K ⊂ H un ne onvexe fermé. Soit a ∈ H. Alors v = ΠK(a)
si et seulement si :
v ∈ K, a− v ∈ Ko et < a− v, v >= 0 . (D.7)
Démonstration.Voir [38℄. 2
Fontion onvexe. Soit f : H → R une appliation.
Dénition D.7 Épi-graphe. On appelle épi-graphe de la fontion f , noté epi(f), l'en-
semble déni par
epi(f) := {(a, r) ∈ H× R | f(a) ≤ r} . (D.8)
Dénition D.8 Domaine d'une fontion. On appelle domaine de f , noté dom(f), la
projetion de epi(f) sur H :
dom(f) := {a ∈ H | ∃r ∈ R, f(a) ≤ r} . (D.9)
Dénition D.9 Fontion s..i. On dit que l'appliation f : H → R est semi-ontinue
inférieurement si et seulement si
∀ a ∈ H, f(a) ≤ lim inf
v→a
f(v) . (D.10)
Dénition D.10 Fontion s..s. On dit que l'appliation f : H → R est semi-ontinue
supérieurement si et seulement si
∀ a ∈ H, f(a) ≥ lim sup
v→a
f(v) . (D.11)
Toute fontion qui est à la fois s..i et s..s est ontinue.
Dénition D.11 Setion inférieure. On appelle setion inférieure de l'appliation f ,
noté S(f, r), l'ensemble déni par
S(f, r) := {a ∈ H, f(a) ≤ r} . (D.12)
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Les notions de semi-ontinuité, d'épigraphe et de setion sont liées omme le montre le
Lemme D.12.
Lemme D.12 Soit l'appliation f : H → R. Les assertions suivantes sont équiva-
lentes.
1. f est s..i.
2. epi(f) est un fermé.
3. ∀ r ∈ R, S(f, r) est un fermé.
Démonstration.Voir [48℄. 2
Dénition D.13 Coerivité. Soit l'appliation f : H → R. L'appliation f est dite
oerive sur l'ensemble H si et seulement si lim
‖a‖→+∞
f(a) = +∞ .
Il existe plusieurs notions de onvexité et de dérivabilité. Nous listons ii les plus
onnues.
Dénition D.14 Fontions onvexes. L'appliation f : H → R est dite
 propre si elle vérie : dom(f) 6= ∅ ;
 onvexe si et seulement si son épigraphe est onvexe ;
 stritement onvexe si et seulement epi(f) est stritement onvexe ;
 fortement onvexe de module r ∈ R si et seulement l'appliation
a 7→ f(a)− r
2
‖ a ‖2 est onvexe.
Proposition D.15 L'appliation f : H → R est
 onvexe si et seulement si
∀a1, a2 ∈ H, ∀p ∈ [0, 1], f(pa1 + (1− p)a2) ≤ pf(a1) + (1− p)f(a2) ; (D.13)
 stritement onvexe si et seulement si
∀a1, a2 ∈ H, ∀p ∈]0, 1[, f(pa1 + (1− p)a2) < pf(a1) + (1− p)f(a2) ; (D.14)
 fortement onvexe de module r ∈ R si et seulement ∀a1, a2 ∈ H, ∀p ∈ [0, 1],
f(pa1 + (1− p)a2) ≤ pf(a1) + (1− p)f(a2)−
rp(1− p)
2
‖ a1 − a2 ‖
2 . (D.15)
Démonstration. Voir [38℄. 2
Dénition D.16 Dérivées diretionnelles et diérentiabilité. Soit f : H → R une
appliation.
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1. On appelle dérivée diretionnelle de f en a dans la diretion du point v ∈ H,
notée f ′(a, v) le salaire





On dit alors que f est diretionnellement diérentiable si elle l'est dans toutes
les diretions.
2. On dit que f est diérentiable en a ∈ H s'il existe xa ∈ H tel que
∀ a ∈ H, f ′(a, v) =< xa, v > . (D.17)
L'élément xa est appelé gradient de f en a et est noté ∇f(a) .
Remarque D.17 Si f est onvexe alors pour tout a ∈ dom(f) et tout v ∈ H, l'appli-
ation




est roissante sur ]0,+∞[.
Dénition D.18 Sous diérentiablité. Supposons que f : H → R est une appliation
onvexe propre.
1. On appelle sous-diérentiel de f en a ∈ H, l'ensemble
∂f(a) := {x ∈ H | ∀ v ∈ H, f(v) ≥ f(a)+ < x, v − a >} . (D.19)
2. On appelle sous-gradient de f en a tout élément de ∂f(a) .
3. L'appliation f est dite sous-diérentiable en a si ∂f(a) 6= ∅ .
Les Théorèmes D.19 et D.20 permettent de aratériser le sous-gradient d'une fontion
onvexe.
Théorème D.19 Soit f : H → R une appliation onvexe. Soit a ∈ dom(f). Alors
x ∈ H est un sous-gradient de f en a si et seulement si
∀ v ∈ H, f ′(a, v) ≥< x, v > . (D.20)
Démonstration. Voir [62℄. 2
Théorème D.20 Soit f : H → R une appliation onvexe. Soit a ∈ dom(f). Si f est
diérentiable en a alors ∇f(a) est l'unique sous-gradient de f en a et en partiulier








Lemme D.21 Existene de solution. Si f est onvexe, s..i et oerive sur Had et
si Had est un onvexe fermé alors le problème (D.22) admet une solution. Si f est
stritement onvexe alors ette solution est unique.
Démonstration.Voir [38℄. 2
Les Théorèmes D.22 et D.23 donnent les onditions d'existene de point-selle et d'op-
timalité d'un point donné.





. Soit Y et Z deux sous ensembles onvexes




, respetivement. Supposons qu'il existe (y⋆, z⋆) ∈ Y×Z tel que{
Φ(y⋆, z) → −∞, quand ‖z‖ → +∞ et z ∈ Z
Φ(y, z⋆) → +∞, quand ‖y‖ → +∞ et y ∈ Y .
Alors la fontion Φ admet un point-selle dans (y¯, z¯) ∈ Y× Z :
Φ(y¯, z) ≤ Φ(y¯, z¯) ≤ Φ(y, z¯) ∀(y, z) ∈ Y× Z .
Démonstration. Voir Barbu et Preupanu [7, Chap. 2. Corollary 3.8℄. 2
Théorème D.23 Conditions d'optimalité. Supposons que f : H → R est diérentiable
sur Had un onvexe fermé. Alors les assertions suivantes sont équivalentes.
 a
♯ ∈ Had minimise f sur Had .
 Pour tout a ∈ Had, < ∇f(a♯), a− a♯ >≥ 0 .






x ∈ H | ∀ a ∈ Had < x, a− a♯ >≤ 0
}
.
Démonstration. Voir [38, IV, Theorem 4.1℄. 2
1
onvexe par rapport à son premier argument, et onave par rapport à son seond argument.
2
semi-ontinue inférieurement par rapport à son premier argument et semi-ontinue supérieurement
par rapport à son seond argument.
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Fontion onjuguée. Soit H un espae vetoriel normé. Soit une appliation f :
H →]−∞,+∞].
Dénition D.24 Fontion onjuguée. Supposons que f est propre. Soit H ′ l'espae
dual de H .
 On appelle onjuguée de f , la fontion f ⋆ : H ′ →]−∞,+∞] dénie par
∀ g ∈ H ′, f ⋆(g) = sup
a∈H
{g(a)− f(a)} (D.23)
 On appelle bi-onjuguée de f , la fontion f ⋆⋆ : H →]−∞,+∞] dénie par
∀ a ∈ H, f ⋆⋆(a) = sup
g∈H′
{g(a)− f ⋆(g)} (D.24)
Proposition D.25
1. La fontion f ⋆ : H ′ →]−∞,+∞] est onvexe s..i.
2. Soit f1 et f2 deux fontions dénies de H dans ] − ∞,+∞]. Si f1 ≤ f2 alors
f ⋆1 ≥ f
⋆
2 .
3. Si f est minorée par une fontion ane, alors f ⋆ est propre. En partiulier, la
onjuguée d'une fontion s..i onvexe propre est propre.
Démonstration. 1. est une onséquene du fait que f⋆ est le suprémum de la famille de
fontions anes ontinues g 7→ g(a)− f(a) pour a ∈ dom(f) .
2. est évident.
3. Soit k(a) := g(a) − r une fontion ane qui minore f . Il est lair que g(a) − f(a) est
majorée sur H par −r, don f⋆(g) ≤ −r. D'où f propre. 2
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