Abstract. The identification of key environmental forcings responsible for population patterns is a pervasive ecological problem and an important application of time series analysis. A common approach, implemented with methods such as cross-correlation and cross-spectral analysis, relies on matching scales of variability. This approach concludes that a population pattern is caused by a physical factor if their variances share a dominant period. In a nonlinear system, however, forcing at one temporal period can produce a response with variability at one or more different periods. Thus, scale-matching methods will be most successful at establishing cause-effect relationships in linear systems, or close to equilibria, where nonlinear systems are well approximated by linear ones. Here, we propose an alternative approach that does not assume linearity and relies on time series models that are both nonlinear and nonparametric. We specifically apply these models to determine the correct but unknown frequency of a periodic forcing. The time series are generated by simulation of a predator-prey model. Under periodic forcing, this type of model is known to be capable of different dynamic regimes, including chaos and quasiperiodicity, in which the power spectra of population numbers exhibit variance at frequencies other than that of the forcing. We show that nonlinear time series models, built with feedforward neural networks, are able to distinguish the correct forcing period in the predator-prey simulations. These results hold under two common limitations of ecological data: the presence of dynamical and measurement noise, and the availability of time series data for only one variable. We discuss future applications of the approach to more general environmental forcings, other than periodic.
INTRODUCTION
The problem of linking biological patterns to underlying environmental forcings pervades the study of ecological systems. It is present, for example, in the early dispute between explanations of population patterns based on intrinsic biological processes (Nicholson 1958 , Smith 1961 and those based on extrinsic environmental factors (Andrewartha and Birch 1954) . Beyond these two alternatives, studies today encompass the interplay of environmental fluctuations and biological processes (e.g., Higgins et al. 1997 , Hofman and Powell 1998 , with many pressing questions arising on the effects of environmental variability, particularly in climate.
Key environmental forcings are often identified from time series patterns by matching scales of variability. This approach concludes that an ecological pattern is caused by a physical factor if their patterns of variation Manuscript received 3 December 1998; revised 30 August 1999; accepted 6 October 1999. 3 E-mail: mercedes@pampero.umbi.umd.edu share a dominant temporal period or spatial wavenumber (Denman and Powell 1984) . Well-known methods that implement this approach are cross-correlation and cross-spectral analysis. When the association between ecological and physical variables obtained with such methods is low, ecologists often invoke the highdimensional nature of ecological systems-the idea that a large number of factors must influence the dynamics of any ecological variable. An alternative but seldom considered explanation for low associations is nonlinearity. In a nonlinear system, forcing at one temporal period can produce a response with variability at one or more different periods. Thus, scale-matching methods will be most successful at uncovering causeeffect relationships and at forecasting effects in linear systems, or close to equilibria, where nonlinear systems are well approximated by linear ones. The analysis of a variety of ecological time series has provided evidence for nonlinearity in population growth and ecological interactions (recent examples include Royama 1992 , Turchin and Taylor 1992 , Ellner and Turchin 1995 , Higgins et al. 1997 , Leirs et al. 1997 , Saitoh et al. 1997 , Bjö rnstad et al. 1998 . At the ecosystem level, Dwyer et al. (1978) provided compelling evidence for the transfer of variability across scales. A 15-year time series of phytoplankton abundance displayed variability at even-numbered harmonics of the seasonal forcing frequency (Dwyer et al. 1978) . A series of microcosm experiments, designed to further examine this response, exhibited significant plankton variability at a number of frequencies, none of which coincided with that of the sinusoidal forcing, including a subharmonic (Dwyer and Perez 1983) . Denman and Powell (1984) in a review of plankton patterns and physical processes, pointed out that as often as not, ecological responses could not be linked to a particular physical scale; they invoked nonlinearity as one possible explanation. These marine examples are significant because the physical environment is considered a main determinant of plankton patterns in the ocean (e.g., Mackas et al. 1985 , Steele and Henderson 1994 , Denman and Gargett 1995 .
A transfer of variability across scales is found in a variety of ecological models, particularly those for consumer-resource and host-pathogen interactions (e.g., Schwartz and Smith 1983 , Schaffer et al. 1990 , Kot et al. 1992 , Schwartz 1992 , Pascual and Caswell 1997a . These interactions are well known for their unstable nature leading to oscillatory behavior in the form of persistent cycles or transient fluctuations with slow damping. Such cycles introduce an intrinsic temporal frequency capable of interacting with environmental fluctuations. One well-known example is given by predator-prey models under periodic forcing, where one parameter varies seasonally. These models display a rich array of possible dynamics, including frequencylocking, quasiperiodicity, and chaos (Inoue and Kamifukumoto 1984 , Schaffer 1988 , Kot et al. 1992 , Rinaldi et al. 1993 . In these dynamic regimes, predator and prey can display variability at frequencies other than that of the periodic forcing.
These models raise an important empirical question on the analysis of ecological time series: how can we identify environmental forcings related to specific ecological patterns without assuming a priori that systems are linear? When variability transfers across scales, conventional methods might fail to detect relationships between ecological and environmental variables simply because their underlying assumption of linearity is violated.
In this paper, we propose an approach that does not assume linearity and relies on time series models that are both nonlinear and nonparametric. This type of model has been previously applied in ecology to questions on the qualitative dynamics of a system, on sensitivity to initial conditions, and on the degree of predictability vs. noise (e.g., Ellner and Turchin 1995 , Pascual and Levin 1999 . We propose that the same general type of model can be used to identify a physical variable driving the dynamics of an ecological system, by selecting this variable from among a suite of candidate forcings.
To test and illustrate the proposed approach, we consider the particular application of determining the correct but unknown frequency of a periodic forcing. We generate data for the analysis by simulation of a predator-prey model in which the growth rate of the prey is periodic. This model provides a challenging test: it is known to be capable of different dynamic regimes, including chaos and quasiperiodicity, in which the power spectra of population numbers exhibit variance at frequencies other than that of the periodic forcing. Results show that nonlinear time series models built with feedforward neural networks are able to distinguish the correct forcing period from the predator and prey data in these aperiodic regimes. The approach is robust to two common limitations of ecological data: the presence of dynamic and measurement noise, and the availability of a single time series for only one variable. We end with a discussion of future applications to more general environmental forcings. In actual applications, the forcing variables will not be periodic. Our test cases mimic the situation where there are several candidate forcing variables, and the goal of the data analysis is to determine which of these is best able to account for the observed dynamics of the system. It is not possible, at least by our methods, to reconstruct an unmeasured forcing variable from the observed system dynamics.
THE PROBLEM
Consider an ecological system of interest whose variables N i (t) (i ϭ 1, . . . , n), such as the density of interacting species or the biomass of interacting trophic levels, are influenced by an environmental variable E(t) which fluctuates in time. Further consider that the dynamics of the system are given by
where the functions f i are nonlinear and specify the respective rates of change of the variables N i . The variable E(t), which depends explicitly on time and influences the dynamics without being altered itself by the state of the system, is known as a ''forcing,'' a ''driver,'' or an ''exogenous variable.'' Examples include the seasonal changes of temperature and light, the interannual fluctuations of climate parameters, such as those related to the El Niñ o Southern Oscillation, the variation of mixed layer depth in the ocean, and the episodic upwelling events in coastal environments. Ecologists are often interested in determining the nature of the physical forcing(s) driving the dynamics of a particular variable, say population numbers N 1 (t). Of particular interest is the value of the dominant frequency of E(t). Often, however, information about the rest of the system is incomplete: knowledge is lacking on the functional form of the functions f i and on the other variables of the system N 2 , . . . , N n . We address here whether we can identify the correct but unknown frequency of a periodic forcing from data on a single variable. Existing approaches to this problem assume that the underlying functions f i are linear. We specifically allow for nonlinearity. The problem of E(t) periodic provides a benchmark for the more general problem of selecting among candidate physical variables, not necessarily periodic, for which time series have been measured.
Although we have sketched the problem in continuous time (system 1), we could as well have used a discrete dynamic system. The method proposed below applies to a time series of observed values, with observations made at discrete intervals of time and denoted by N t (where the subscript specifying the population has been dropped). A time series of the forcing at the same time intervals is denoted by E t .
THE GENERAL APPROACH

Nonlinear time series models
The general approach relies on nonlinear time series models and on concepts from dynamical systems familiar to ecologists from the literature on chaos and prediction (e.g., Kot et al. 1988 , Sugihara and May 1990 , Tong 1990 , Ellner and Turchin 1995 . It consists of modeling the dynamics of a variable of interest, N t , with a nonlinear time series model of the form
where f is a nonlinear function, is a chosen lag, d is the number of time-delay coordinates, and E t represents an environmental forcing affecting the dynamics of N t . Or in discrete time,
where T p is a prediction time. The basic model in these equations has three key features. First, the function f is not specified in a rigid form. Instead, the functional form of the model is determined from the data (technically, the model is nonparametric) (Häerdle 1990 , Wahba 1990 , Green and Silverman 1994 , Ellner and Turchin 1995 . This is appealing because we often lack the information to specify exact functional forms. Second, the model uses time-delay coordinates. This is rooted in a fundamental result from dynamical systems theory, known as ''attractor reconstruction '' (Takens 1981 , Sauer et al. 1991 , which tackles the problem of not knowing (and therefore, not having measured) all the interacting variables of a system. Takens's Theorem essentially tells us that we can use lagged values of a single variable as surrogates for the unobserved variables of a system. Specifically, if the attractor of the system lies in an n-dimensional space, but one only samples the dynamics of a single variable x(t); then, for almost every time lag and for large enough d, the attractor of the d-dimensional time series
is qualitatively similar to the unknown attractor of the n-dimensional system (Takens 1981 ; for ecological discussion see Kot et al. 1988 ). The ''embedding dimension'' d needs to be sufficiently high but not larger than 2n ϩ 1. Because the original dimension n is generally unknown, the choice of d becomes a problem of model selection. Third, the model incorporates the effect of an exogenous variable E t , which influences the dynamics without being altered itself by the state of the system. The inclusion of an exogenous variable E t in Eqs. 2 or 3 is based on an extension by Casdagli (1992) of Takens's Theorem to input-output systems. In the model, the effect of any measured environmental covariates, or of periodic ''clock'' variables that represent seasonality, is allowed to be nonlinear. To determine the unknown frequency of a periodic forcing, E t takes the form of a periodic clock consisting of a sine and cosine, but not necessarily seasonal. Eq. 2 becomes
where T denotes the unknown forcing period. The problem becomes one of selecting among different models with different values of T.
Model selection and computational methods
Analysis of the data can be based either on Eq. 2 or on Eq. 3, and one or the other may be advantageous depending on the application. In order to use Eq. 2, there are two requirements: the system must be such that a continuous-time model is appropriate (e.g., overlapping generations with continuous breeding), and sampling must be frequent enough that the data can be used to estimate the instantaneous rates of change of the measured state variables. In such cases Eq. 2 would be the natural choice because it is closer to the biological reality. If the data are too coarsely sampled in time, or if there are discrete nonoverlapping generations, then a model of the form of Eq. 3 would be the better option. However the use of Eq. 3 is dependent on the tacit assumption that the dynamics between times t and t ϩ T p can be predicted from the value of the forcing variable E at the start of the time interval.
In this paper we report results for models of the form of Eq. 2, but we have partially repeated the analyses using Eq. 3 and results are essentially the same (for data on a single species free of noise and for data on a single species with both measurement and dynamical noise).
The dependent variable dN/dt in Eq. 2 is estimated from the time series of population numbers by local polynomial regression of N(t i ) on t i (Fan and Gijbels 1996) . In local polynomial regression, the fitted curve is constructed point by point. The fitted value at a point t i is obtained by fitting a low-order polynomial by weighted least squares, giving greatest weight to values of the time series with t j near t i and omitting values with ͦt i Ϫ t j ͦ above some cutoff. The derivative of the fitted curve at t i was used as the estimate of dN/dt(t i ). We used cubic polynomials, with cutoff equal to three sampling times.
To implement Eqs. 2 or 3, we use a class of time series models known as feedforward neural networks (FNN). FNN models were originally inspired by the neural architecture of the brain, but they are used here strictly as a statistical model. Previous studies of applications to nonlinear dynamics make FNN one of the methods of choice for time series in ecology whose typical length rarely exceeds 500 data points Turchin 1995) . In FNN, f is given by
where G is a sigmoid function G(y) ϭ e y /(1 ϩ e y ), ␤ i , ␥ ij , and i are model parameters, m is the number of independent variables, and k is known as the ''number of neurons.'' As in previous studies, the value of k is limited a priori because FNN can otherwise approximate with arbitrary accuracy any smooth function on a bounded region in m-dimensional space (Barron 1991a, b) . Given k and the set of independent variables (x 1 , x 2 , . . . x m ), the model parameters (␤ i , ␥ ij , i ) are estimated by ordinary least squares. (The FNN models are fitted using FUNFITS, a suite of S/Fortran functions that run in S-Plus ]).
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The independent variables (i.e., the arguments of the function f) are in our models, the lagged values of N t and the exogenous variable or periodic clock, as well as other species numbers when obserbed. Comparison of models with different sets of x's (including different T's) and different values of k is done using a Generalized Cross Validation (GCV) model-selection criterion. GCV is one of several similar criteria in which a fitted model's mean-square residual error is ''penalized'' by a quantity that increases with the number of fitted parameters. The penalty term compensates for the fact that residuals from a fitted model underestimate 4 A Unix version of FUNFITS, as well as a user manual, can be found at ͗http://goldhill.cgd.ucar.edu/stats/Funfits͘ the true prediction error on data that were not used to fit the model (Linhart and Zucchini 1986, Efron and Tibshirani 1993) . The GCV criterion function is
where RMS is the root-mean-square residual error of the fitted model, p is the number of fitted parameters, and n is the sample size. T is not counted as a fitted parameter because we are comparing among a few candidate values rather than allowing T to vary arbitrarily. V 1 is the standard GCV criterion (see Wahba 1990 ). We used c ϭ 2 based on Nychka et al. (1992) . This slight over-penalization of model complexity creates a small bias towards simpler models, but greatly reduces the chances of spuriously selecting an overly complex model. In our analyses the value of c is often irrelevant, as we are mostly comparing models that differ only in the choice of exogenous forcing function and therefore have the same values of n and p. Finally, to guarantee that N t and N tϪ are sufficiently uncorrelated, the value of is chosen as the time lag for which the autocorrelation function first crosses 0.5 (for details see Ellner and Turchin 1995: Appendix 2).
THE SIMULATED PREDATOR-PREY DATA
Predator-prey models provide ideal candidates to generate the data to evaluate the proposed approach. Under periodic forcing, they are known to be capable of different dynamic regimes, including chaos and quasiperiodicity, in which variability occurs at periods other than that of the forcing (e.g., Schaffer 1988 , Kot et al. 1992 . We use here a standard predator-prey system with logistic growth of the prey and a saturating functional response of the predator, in which the intrinsic growth rate of the prey is periodic in time.
Let P(t) and H(t), respectively, denote the prey and predator numbers at time t. The dynamics of the predator-prey system are given by
The parameters R, , and T f denote the mean, amplitude, and period of the intrinsic growth rate of the prey. K, M, and 1/A denote the carrying capacity of the prey, the death rate of the predator, and the yield coefficient of prey to predator, respectively. The constants C 1 and C 2 parameterize the saturating Type II functional response. The model is simplified by introducing the dimensionless variables p ϭ P/K and h ϭ AH/K. Time and the forcing period are both multiplied by the mean growth rate. Thus, the equations for the predator-prey dynamics become dp
with the new parameters
The model is integrated numerically with a fourthorder Runge-Kutta scheme with a fixed time step. The parameters in all simulations are ϭ 0.5, a ϭ 5, b ϭ 5, and m ϭ 0.6. With these parameters and no forcing, the predator-prey system exhibits a limit cycle. With periodic forcing, complex dynamics become possible. We choose two different values for the forcing period T f , which generate respectively two different types of dynamic regimes and therefore, power spectra. For a forcing period T f ϭ 200, much larger than the natural period of oscillation, the dynamics are quasiperiodic (Figs. 1 and 2 ). The power spectrum displays multiple peaks that differ from the forcing frequency, but also a peak at the forcing frequency f ϭ 1/200 (Fig. 2) . For a forcing period T f ϭ 10 closer to the natural period of oscillation, the dynamics are chaotic (Figs. 3 and  4) . The chaotic nature of the dynamics is demonstrated by a positive dominant Lyapunov exponent ( ϭ 0.036 bits per unit time). The power spectrum for chaotic dynamics shows variability at all frequencies, but displays here dominant peaks at the forcing frequency f ϭ 1/10 and at harmonics and subharmonics of this frequency (Fig. 4) . Our goal is to identify the value of the forcing period T f from time series of the predator and/or prey, with and without noise present. We consider both errors in the measurements and errors that affect the dynamics directly.
To simulate the effect of measurement errors, we first simulated the models without noise, and then added normally distributed errors to the log-transformed population densities for one of the species. This produces measurement errors whose coefficient of variation is constant over the full range of population densities. The noise level is indicated by the parameter CV, which is the standard deviation of the normally distributed errors and is approximately the coefficient of variation Ecology, Vol. 81, No. 10 of the errors on the untransformed scale (see Appendix: Measurement noise for further details). To implement dynamical noise, the errors must enter in the simulation itself. We assume here that the effect of any unmeasured variables affecting the dynamics can be modeled as random multiplicative perturbations to the finite rate of increase between times t and t ϩ 1 (see Appendix: Dynamical noise for details on the simulations).
Several cases are considered in the analysis below. We start with the ideal case in which data for both species are available, the dimensionality of the system is known, and there is no error in the measurement of population numbers. We quickly relax this unlikely scenario: all following cases consider that a single time series is available, first free of noise and then with the different types of errors. Measurement and dynamical noise are considered first separately and then jointly; in all cases with errors, replicates are considered.
RESULTS
The ideal case: data on both species
When data for both species are available, the time delay coordinates in Eq. 5 are not needed and the time series model can be written as
where T denotes the unknown period of the clock. To infer the value of the original forcing period, models with different T values are compared. Candidate values for T can be selected based on the power spectrum and/ or the population time series. The respective models are then fitted to the data and compared via the crossvalidation criterion V c (Eq. 7). All results are initially obtained for time series that are 250 data points long (sampled at ⌬t ϭ 1). Shorter time series are then considered.
Quasiperiodic dynamics (T f ϭ 200).-One candidate for the forcing period is T ϭ 200. This value is apparent in the long period modulation of the time series (Fig.  1) , as well as in the power spectrum (Fig. 2) , provided the time series is sufficiently long. A shorter oscillation with T ഠ 20 is also apparent in both the predator and prey time series.
When well, accounting for a large fraction of the variance in the time series (r 2 ϭ 99.74% vs. r 2 ϭ 88.11% for T ϭ 20). We also fitted models with T corresponding to other peaks in the power spectrum near T ϭ 20, with very similar results. Thus T ϭ 200 is clearly picked out as being more consistent with the data than T ഠ 20.
Chaotic dynamics (T f ϭ 10).-From the power spectrum of either prey or predator numbers, the obvious candidates for the forcing period are the two main peaks at f ϭ 0.1 or f ϭ 0.05 (Fig. 4) , corresponding to T ϭ 10 or 20. When time series models with these forcing periods are fitted, the model with T ϭ 10 has the smaller V c (V c ϭ 4.6 ϫ 10 Ϫ5 and 1.5 ϫ 10 Ϫ4 , respectively, at k ϭ 3). However both models fit the derivatives obtained from the time series data extremely well (r 2 ϭ 99.74% and 99.13%, respectively), so it would be hard to claim that one is clearly preferred over the other.
With hindsight, this result is not surprising. Provided with the subharmonic T ϭ 20 as input, the neural network model is able to create an output at the base period T ϭ 10, for example, by approximating the function f(sin(x), cos(x)) ϭ sin(x) 2 . An additional step is therefore necessary, to determine whether the fitted model with input forcing period 2T is internally generating a forcing period of T. To do this, the fitted function f is plotted as a function of time for constant values of P and H. This plot allows us to ''see'' the forcing produced by FNN from the periodic clock with all other independent variables kept constant. Fig. 6 shows that the model for 2T ϭ 20 is indeed creating a forcing of period 10. Based on these results, we choose the model with the correct period T ϭ 10.
The common case: data on a single species
The above analyses rely on the availability of data for both the predator and prey. In most ecological applications, however, the dimensionality of the system (the number of relevant variables) is not known and data is available for only one species. In this case, lagged variables are needed. Eq. 5 rewritten for the prey data becomes dP 2 2 ϭ f P , P , P , . . . , P , sin t, cos t .
If both dynamical noise and measurement errors are absent, then Takens' Theorem guarantees a faithful embedding of the attractor with only a few lags, which is topologically and dynamically equivalent to the twospecies dynamics. It is therefore no surprise that the correct forcing period can also be identified by fitting models to one of the time series using time-delay coordinates. Analyses exactly parallel to those in The ideal case: data on both species pick out the correct forcing in both the quasiperiodic and chaotic cases from the prey data alone, provided the number of lags d is larger or equal to 2. Indeed models with d Ն 2 are always selected by the cross-validation criterion (lower V c values). Table 1 shows that for quasiperiodicity, the correct period (T ϭ 200) is selected by the cross-validation criterion (lower V c values), and that there is a marked decrease in V c from d ϭ 1 to d ϭ 2. For chaos, Table  2 shows that when a forcing period T ϭ 10 is specifically compared to its subharmonic 2T, results based uniquely on the cross-validation criterion are not clearcut. The V c values for the right period are only slightly smaller than those for the wrong period even for d Ն 2. As before, we take one more step and determine if the model with period 2T is fitting the data well by generating a forcing of period T. To examine whether the forcing generated from the clock with period 20 has a significant component at period 10, we fix all independent variables P t , P tϪ , . . . , P tϪ(dϪ1) other than the clock to constant values. Although the shape of the fitted function f vs. time varies with the specific choice of these constants, it typically contains a significant contribution at period 10 (compare Fig. 7A, B) . A systematic way to take this variation into account is to choose the constants from the observed values of P t , P tϪ , . . . , P tϪ(dϪ1) and to loop over all such vectors of observed values. For each one, the corresponding function f(t, T ϭ 20) is computed, as well as its power spectrum. By averaging these spectra for the different frequencies, a mean power spectrum is computed. For the models with T ϭ 20, the mean power spectrum shows a peak at period 10 comparable or larger than that at period 20. We conclude that the dynamics are consistent with forcing at period 10.
With lags and no noise, the models with the wrong period fit the data quite well (high r 2 's in Tables 1 and  2 ). This accurate fit is possible because the lagged variables, besides the wrong ''clock,'' can be used by the fitted model to make up for the lack of forcing at the right period. As we will show later, the presence of noise interferes with this use of the lagged variables, as they become an imperfect ''clock'' facilitating the discrimination among models.
Measurement noise.-The time series analyzed so far lack one essential feature of ecological data, namely the presence of measurement errors. In the presence of measurement noise, a faithful reconstruction of the attractor is no longer possible. Fig. 8A illustrates that the noise quickly degrades the smoothness of the reconstructed trajectories in phase-space. Nevertheless, we find that the forcing period can be identified correctly at appreciable noise levels (CV ϭ 0.2). Fig. 8B shows a typical time series for the chaotic regime and measurement noise with CV ϭ 0.2. Comparisons of models (Eq. 12) with similar complexity (equal k and d) lead to the selection of the correct period (Table 3) The analysis for the quasiperiodic regime appears somewhat more sensible to noise. For the prey time series, the correct forcing period can only be identified up to CV ϭ 0.1 (Table 4) . It must be noted, however, that the analysis of prey-only data for the quasiperiodic case is particularly challenging because the prey in the noise-free simulation displays an extremely weak modulation at period 200 (see Fig. 1 ). Fig. 8C shows that the noise effectively blurs this modulation from the time series for a CV ϭ 0.1. This modulation is, on the other hand, more apparent in the predator dynamics, making the analysis of predator-only data more robust to noise. For the predator time series, the correct period is clearly identified up to CV ϭ 0.2 (V c ϭ 4.22 ϫ 10
Ϫ3
and r 2 ϭ 73.89% for the best model with T ϭ 200 vs. V c ϭ 5.12 ϫ 10 Ϫ3 and r 2 ϭ 68.13% for the wrong period T ϭ 20, with d ϭ 3 and k ϭ 5).
The above results can be replicated with similar outcomes. For both chaos and quasiperiodicity, we repeated the analyses for four different sections of the time series and different sequences of random numbers. For all the replicates, the correct forcing period was selected.
These results demonstrate that the method is able to distinguish the correct forcing period for nonnegligible levels of measurement noise. A different type of error is present, however, in ecological data as the result of noise that affects the dynamics directly.
Dynamical noise.-In the presence of dynamical noise, a faithful embedding is no longer guaranteed unless we can also (somehow) observe the noise (Casdagli 1992). Put another way: with dynamical noise present, having only one of the time series rather than both entails the inevitable loss of some information about the dynamics. Nonetheless, we find that as for measurement noise, the forcing period can be identified correctly up to CV ϭ 0.2.
The resulting time series for the chaotic simulation is shown in Fig. 9B . With noise added to the simulation, the power spectrum of the time series has changed in an important way with the appearance of a dominant peak not present before at period T ϭ 30 (Fig. 9A ). An interesting question becomes whether we can now distinguish the correct period T ϭ 10, still reflected in the spectrum, from this dominant period. We add this comparison to our analyses.
The results are summarized in Table 5 . Once the embedding dimension d Ն 2, the models with the correct forcing period are selected when comparing models with similar complexity (equal k and d) . This is also the case when comparisons are made across the best (lowest V c ) model for each T. Interestingly, the correct forcing period can be selected based solely on the cross-validation criterion (Table 5) nomenon is that dynamical noise causes the system to visit a larger region of state space than it would if noise were absent. This ''reveals'' more of the underlying system map f, which often can more than compensate for the loss of information due to noise (Schaffer et al. 1986 ). The situation is analogous to that in linear regression of Y on X, where a higher variance in X produces smaller mean-square errors for estimates of the regression coefficients, all else being equal. It can also be verified that the models with the wrong period 2T ϭ 20 clearly generate a forcing of period 10, which further supports the correct choice of model. In the presence of dynamical noise, another comparison becomes possible, that of autonomous to periodically forced models. This comparison allows us to specifically address whether the dynamics could have been generated by the feedbacks between endogenous variables without any external forcing (Ellner and Turchin 1995) . We have found that in the absence of dynamical noise, the method is not able to clearly distinguish between an autonomous FNN model of the form dP ϭ f (P , P , P , . . . , P )
and its periodic counterpart in Eq. 12. The distinction is not clear because the autonomous model can fit the data well by using time delay coordinates in place of the forcing. Dynamical noise sabotages this replacement, by forcing the system away from a regular trajectory that can serve as a surrogate ''clock.'' It is then possible to identify that the dynamics are actually nonautonomous: models of similar complexity have lower V c when periodically forced. For example, the best forced model with one lag (d ϭ 2, k ϭ 4) has a V c ϭ 1.63 ϫ 10 Ϫ2 and an r 2 ϭ 57.45%, while the corresponding autonomous model with three lags (d ϭ 4, k ϭ 4) has a V c ϭ 1.86 ϫ 10 Ϫ2 and an r 2 ϭ 51.29%. For the quasiperiodic case, the analysis appears somewhat more sensitive to dynamical noise. For a CV ϭ 0.1 the distinction of the correct model is barely possible: the cross-validation criterion V c is only slightly smaller for the correct frequency (embedding dimensions d Ն 2, Table 6 ). As for measurement noise, however, dynamical noise with a CV ϭ 0.1 has effectively blurred the modulation at period 200, making the analysis based on prey data more sensitive to noise than that based on predator data (Fig. 9C) . For example, for a CV ϭ 0.1, the analysis is able to clearly identify the correct forcing period from the predator time series and T ϭ 20 respectively, with d ϭ 2 and k ϭ 5). It is also able to select the periodic model (T ϭ 200) over its autonomous counterpart. For a CV ϭ 0.2, the selection of the correct forcing period is still possible (V c ϭ 6.18 ϫ 10 Ϫ3 vs. V c ϭ 6.86 ϫ 10 Ϫ3 for T ϭ 200 and T ϭ 20 respectively, with d ϭ 2 and k ϭ 5).
For the chaotic regime, we have replicated the comparison of periods T ϭ 10 and 2T ϭ 20 by repeated simulations of the model with dynamical noise. For four such simulations and different sections of the time series, the correct period is always identified. We further replicated the results by considering shorter time series.
Time series length in dynamical systems is generally evaluated relative to the time taken by a trajectory to travel around the attractor. For our specific purpose, we must also consider time series length relative to the forcing period. For the quasiperiodic simulation, the length considered so far (250) is already close to the forcing period. For the chaotic simulation, it is possible to challenge the analysis further by limiting time series length. For 100 data points, we have found that the analysis correctly identifies the forcing period T f ϭ 10, when data is available for only one species and dynamical noise is present (CV ϭ 0.2). It also correctly identifies that the system is nonautonomous. Selection of the correct periodic model is possible based solely on the cross-validation criterion (V c ϭ 1.46 ϫ 10 Ϫ2 and r 2 ϭ 65.88% vs. V c ϭ 1.74 ϫ 10 Ϫ2 and r 2 ϭ 59.36% for T ϭ 10 and T ϭ 20, respectively, with d ϭ 2 and k ϭ 2).
For a lower noise level (CV ϭ 0.1), it is possible to push the limit of time series length even further to only 50 data points. Because such short time series contain only a few cycles, results can vary with the particular time segment chosen for the analysis. Thus, we have repeated the analysis for different time segments. In the analysis of 10 such segments, we find that for most of them (8/10) we can select the correct forcing period. In five of these, the correct period is selected solely from the cross-validation criterion, while in the remaining three, the actual period generated by the forcing must be examined. Only for 2 of the 10 segments, the method fails to select the correct forcing period. For higher noise levels (CV ϭ 0.2), results become more dependent on the specific time segment analyzed. Only in 6 of the 10 segments, were we able to select the correct forcing period.
Dynamical and measurement noise.-The results are also robust to the presence of both types of errors. We illustrate this for a chaotic time series with CV ϭ 0.1 for dynamical noise and CV ϭ 0.2 for measurement noise. Fig. 10 (A, C) shows the resulting time series and its power spectrum. The presence of noise has altered the spectrum, which now exhibits variance not only at periods T ϭ 10 and 2T ϭ 20 but also at a period ഠ27. The noise has also noticeably degraded the smoothness of the reconstructed trajectories (Fig. 10B ).
The comparison of T and 2T, however, correctly identifies the forcing period: the selected model for T ϭ 10 has a smaller value of V c (V c ϭ 23.28 ϫ 10 Ϫ3 and r 2 ϭ 59.09% vs. V c ϭ 26.98 ϫ 10 Ϫ3 and r 2 ϭ 52.60%, for d ϭ 3 and k ϭ 4), and the model with the wrong period 2T ϭ 20 but similar complexity (equal k and d) clearly generates period 10. These results remain unchanged for four replicates whose time series differ in the dynamical and measurement errors. The analysis further selects period 10 over the wrong but dominant period 27 (with V c ϭ 27.57 ϫ 10 Ϫ3 and r 2 ϭ 51.55%, for d ϭ 3 and k ϭ 4).
DISCUSSION
We have proposed an approach to complement traditional statistical methods for relating ecological responses to underlying environmental forcings. In particular, the proposed method does not assume that the system responds linearly to the forcing, an assumption likely to be violated in many ecological systems. We have shown that nonlinear time series models correctly identify the unknown frequency of the periodic forcing, even in the presence of measurement and/or dynamical noise and with data on only one of the two interacting species. The presence of noise appears to facilitate the discrimination among models, up to the high noise levels for which the approach breaks down.
This work has considered only one among several possible applications of the proposed approach. The method should apply more broadly to identify environmental forcing(s) by distinguishing among candidate variables for which time series are available. We emphasize, however, that the test problems considered here are especially hard ones, involving in one case a periodic forcing and its subharmonic, instead of aperiodic signals, and in the other, a forcing variable whose period is close to that of the dominant oscillations in the data.
The proposed approach should also prove useful in short-term prediction of ecological dynamics as a function of environmental variability. An example is found in the recent modeling of measles epidemics that incorporates forcing by a seasonal clock . Future work should also consider forcing by specific environmental variables whose fluctuations are measured in time (e.g., Dixon et al. 1999) .
Two areas of ecological research-fisheries and epidemiology-appear as potential candidates for the application of the proposed approach. Although seemingly unrelated, they share some important prerequisites: the availability of data, the presence of nonlinearity in standard dynamic models, and the current interest in environmental effects on their dynamics. The role of climatic and environmental variables has become an important current issue in the dynamics of many diseases (e.g., Colwell 1996 , Patz et al. 1996 , Linthicum et al. 1997 . Better knowledge on the effects of climate variability has potential application to shortterm prediction and can contribute to the implementation of timely preventive measures, particularly in regions of the globe where resources for prevention are either limited or not in place.
In fisheries, nonlinearity is present in standard dynamic models known as stock-recruitment maps (Cushing 1983) . Prediction with these models has remained a difficult if not elusive goal (Rothschild 1986 ). The International Council for the Exploration of the Sea recently held a symposium on physical-biological interactions in the recruitment dynamics of exploited marine populations, in which a major section was devoted to climate variability and recruitment dynamics (Fogarty et al. 1997) . The incorporation of environmental effects is recognized as an important challenge in the management of marine fisheries (Hofmann and Powell 1998) . Nonparametric and nonlinear time series models built not only from data on stock and recruitment, but also from time-delay coordinates and environmental variables, could provide a useful framework for prediction.
Our choices with regard to methods-model family, model selection criterion, and so on-were based mainly on their success in related applications. We could not defend a claim that our choices are the best possible, and we therefore make no such claim. We have shown what can be done with one sensible set of choices, and if others can find improvements, so much the better for the general approach that we are proposing here.
As with linear methods, the nonlinear dynamic models described here do not necessarily imply the existence of direct causal connections among the variables.
However, fitting alternate dynamic models can be an effective way to evaluate and compare the degree of consistency between alternative mechanistic hypotheses and the available data (Hilborn and Mangel 1997, Kendall et al., in press) . Those hypotheses flagged as most consistent with the data can then be the target for more mechanistic investigations or experimental study. For purposes of prediction, the models provide a framework for incorporating known ecological structure into data-driven, statistical forecasts. Here we have shown that incorporating data on specific environmental forcing variables is a potentially useful, yet largely unexplored avenue for unearthing causal relationships, which can then be exploited for making more accurate forecasts.
