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Six years after the publication of Matrix Computations, Gene Golub and 
Charles Van Loan have produced a second edition. The book has been 
updated, partly reorganized and rewritten, and expanded by the addition of 
new material (li-om 4’?6 to 642 pages). None of the material from the first 
edition has been deleted. Thus in this review I will concentrate on describ- 
ing the new features of the book. In doing so I draw on insight gained from 
reading and commenting on drafts of the new edition. Readers not familiar 
with the first edition may wish to consult one of the reviews [I, 4, II], all of 
which are very favorable. 
The following list of chapter titles gives an indication of the book’s wide 
coverage, and of what is new at the chapter level: “Matrix Multiplication 
Problems” (new), “IMatrix Analysis” (roughly equivalent to the first three 
chapters of the first edition), “General Linear Systems,” “Special Linear 
Systems,” “ Orthogonalization and Least Squares,” “Parallel Matrix Compu- 
tations” (new), “The Unsymmetric Eigenvalue Problem,” “The Symmetric 
Eigenvalue Problem, ” “Lanczos Methods,” ” Iterative Methods for Linear 
Systems,“’ ” Functions of Matrices,” and “Special Topics.” 
t years, research in matrix computations has grown in both 
y due to the upsurge of interest in parallel and 
edition reflects recent developments in several 
Most significantly, there is considerabIe emphasis on organizing algo- 
rithms for high-performance computing. The foundations are laid in the new 
Chapter 1, “Matrix Multiplication Problems.” In this chapter matrix multipli- 
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cation is used as a vehicle for explaining how algorithm design must be 
guided by machine-architecture considerations and matrix stru&re. Particu- 
lar topics and techniques include storage and manipulation of banded 
and symmetric matrices, loop reordering, and block matrix algorithms; 
further, there is a lucid discussion of vector pipeline computing, including 
vector-length issues, unit-stride array access, and hierarchical memories. An 
important theme is the derivation of algorithms that are rich in matrix 
multiplication, since such algorithms can be expected to perform well in a 
high-performance computing environment. 
Other notable features of Chapter 1 are the introduction of a stylized 
Matlab notation used throughout the book for expressing algorithms, and 
discussion of Strassen’s divide-and-conquer method for matrix multiplication, 
which has very recently attracted computational interest. (Matlab is an 
interactive system for matrix computations that contains a matrix-oriented 
programming language.) A possibly controversial step is the redefinition of 
the term “flop” (FLoatin,-point operation): one “first-edition flop” equates to 
two “second-edition flops,” bringing the notation into line with accepted 
usage in the supercomputing Geld. 
The algorithmic design issues explored in Chapter 1 pervade Chapters 3 
(“General Linear Systems”) and 4 (“Special Linear Systems”). Readers 
familiar only with ‘“traditional” numerical inear al will be surprised to 
find no less than four versions of I.,18 factorization nted in detail: outer 
roduct (the traditional version), gaxpy, block outer product, and block 
axpy. (A gaxpy, or “general AX plus gl*’ is a matrix-vector multiplication of 
the form z = r~ + Ax.1 The block factori tions have the advanta of being 
rich in matrix multiplication. 
Chaptor 6 ~“‘Parallel Matrix 
tive new feature of the b 
hitherto becn ~~~v~ii~ble in text 
recent research ~~t~r~t~r~, Howe 
r3 unifying ~~~tr~but~~~ to the 
contains origin4 ideas. The 1 
programs is ~~~~~nt a d transpa 
rhaps the most innova- 
arca that could benefit from the use of R standard notation. In a general way 
that avoids be m~c~in~-spcci~c~ the chapter covers th d~st~buted~mem~ 
ory architectu (systolic and message-passing models) and shared-memory 
architectures. Each setting is explored using the py operatian, and also 
through Cholesky and other factorizations. As m t be inferred from the 
terminology, this material has a strong computer-science component, but 
prior knowledge of parallel computing is not necessary to understand the 
c~~~~te~* 
er chapters in& es 3 divide-end-conquer algo~thm 
for computing the eigensystem of a symmetric rnat~x~ b~erbo~ic rotations 
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for downdating the Cholesky factorization, a componentwise perturbation 
bound for linear systems, Cholesky factorization of a positive semi&finite 
matrix, the AmoM iteration for unsymmetic eigenproblems, and an ex- 
panded coverage of the preconditioned conjugate-gradient algorithm. Point- 
ers to important recent developments not discussed in the text are likely to 
be found in the excellent, partly annotated bibliography, which has nearly 
doubled in size to about 840 entries. (Some of these entries are additional 
pre-1983 references. See also [lo] for a bibliography of a related area.) 
One criticism of the first edition was that it is rather terse and fast-paced 
for use as a course textbook, particularly at the undergraduate l vel (see the 
reviews [l, 4, 111). This criticism has been answered in three main ways, 
First, some sections have been rewritten and/or expanded. For example, the 
treatment of Gaussian elimination now contains additional low-dimensional 
examples used for motivation, devotes a page to the storage and manipulation 
of permutation matrices, gives more emphasis to partial pivoting, and gener- 
ally contains more thorough explanations and proofs. Second, material has 
been reordered. Gauss, Househojder, and Givens transformations are now 
introduced when needed, rather than together in an introductory chapter. 
The least-squares ection is presented in the order “methods first, then 
theory,” with orthogoi.al factorization covered in the preceding section, 
which the authors have found to be more satisfz story from a practical 
pedagogical standpoint. 
The final reason why students may be more at ease with the book is a 
purely psychological one. An extra level of subsectioning breaks the material 
into more manageable chunks and makes it easier for the reader to naj.-igate 
the book. Also, the subsection titles (which are so numerous that they were 
omitted from the table of contents, to save space) are both informative and 
catchy. For example, “Where is L?,” “Aasen’s Method Versus Diagonal 
Pivoting,” “A 2-by-2 Preview, ” and “The Lanczos Connection.” 
My overall assessment of the suitability of the book for teaching is that 
while it is still quite fast-paced and demanding (almost inevitably, given the 
range and depth of coverage), it is well suited to graduate courses and will 
also be a useful reference at the undergraduate l vel. 
e first edition bad a rather large number of typographical errors in 
early printings. To their credit, the authors distributed via electronic mail a 
list of errors. The new edition fares much better in this respect: three months 
after publication, only a handful of “critical errors that can cause classroom 
difficulty” had been reported. 
The new edition has been typeset by the authors in LATEX, and is one of 
the most impressive examples I have seen of what can be done with this 
typesetting package. A major advantage of this approach is that it will be 
relatively easy for the authors to produce future editions. A small criticism is 
that the book was produced directly Corn “camera ready” laser-printed 
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output; it is a pity that the publishers did not invest in phototypeset output, 
which produces a much sharper image. 
In assessing the role of the new edition it is instructive to look at other 
rwpn+ hn&c in the area of numerical linear algebra. Ortega [9] and Modi [E] i-e.*. ““VI.” a-1 -- 
give alternative treatments of parallel matrix computations; Duff, Erisman, 
and Reid [S] is a monograph devoted to sparse matrices; Bjiirck [2] gives a 
comprehensive survey of least-squares methods; Horn and Johnson [7] is a 
modem treatment of mainly nonnumerical matrix analysis; Hager [6] has 
broad coverage at a lower level than the book under review; and Coleman 
and Van Loan [3] is a handbook for use in practical computing. None of these 
books competes directly with the present one. Rather, they provide altema- 
tive presentations or more detailed study of specific areas. 
Owners of the first edition will be wondering whether they should invest 
in the new one. My answer is an unconditional yes. This second edition is a 
major improvement on what was already the best all-round book on modem 
matrix computations, and it will be the “bible” of the area for many years to 
come. 
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