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Abstract
Emerging patterns have been studied as a useful type of pattern for the diagnosis and understanding
of diseases based on the analysis of gene expression proﬁles. They are useful for capturing interactions
among genes (or other biological entities), for capturing signature patterns for disease subtypes, and
deriving potential disease treatment plans, etc. In this paper we study the complexity of ﬁnding
emerging patterns (with the highest frequency). We ﬁrst show that the problem is MAX SNP-hard.
This implies that polynomial time approximation schemes do not exist for the problem unless P=NP.
We then prove that for any constant < 1, the emerging pattern problem cannot be approximated
within ratio 2log n in polynomial time unless NP ⊆ DTIME[2polylog n], where n is the number of
positions in a pattern.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Microarrays are a technology for simultaneously proﬁling the expression levels of thou-
sands of genes in a patient sample. It is increasingly clear that better diagnosis methods
and better understanding of disease mechanisms can be derived from a careful analysis
of microarray measurements of gene expression proﬁles [1,6]. Recently, emerging pat-
terns [3] have been found to be a useful pattern type for several types of such analysis
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Table 1
Five high support emerging patterns in the 22 normal tissues
Emerging patterns Support (frequency) (%) Support (frequency) (%)
in normal tissues in cancer tissues
{37, 59, 72} 86.36 0
{33, 37, 41, 43, 45, 47, 59, 67} 77.27 0
{25, 33, 37, 41, 55, 59, 67, 85} 77.27 0
{33, 37, 55, 59, 70} 77.27 0
{27, 59, 72} 77.27 0
[9,5], including (a) diagnosis of disease state and subtype, (b) derivation of disease treat-
ment plan, and (c) understanding of gene interaction networks. More speciﬁcally, emerging
patterns were used to construct an emerging pattern-based classiﬁcation method called
PCL. The PCL classiﬁer was used to classify disease states and subtypes from gene ex-
pression proﬁles. Emerging patterns are useful for capturing the signature patterns of
gene expression proﬁles associated with speciﬁc disease states and/or subtypes. Emerg-
ing patterns of gene expressions were used to derive potential treatment plans. Emerging
patterns are also believed to have potential for inferring molecular circuits and pathway
information.
Given the usefulness of emerging patterns, it is of interest to understand the complexities
of computational problems related to emerging patterns. The purpose of this paper is to
report several results regarding the computation of emerging patterns of special type. We
note that there are also other interesting complexity problems, for example the optimization
problem of treatment plans [9] with respect to minimizing the number of gene modulations
(namely up- or down-regulation) that are needed.
We note that emerging patterns were ﬁrst proposed for knowledge discovery from data-
bases [3]. To deﬁne emerging patterns we need some preliminaries. Let I = {i1, i2, . . . , in}
be a set of items. A transaction is a subset T of I. A dataset (on I) is a set D of transactions.
A pattern P is a subset of I. A transaction T satisﬁes P if T ⊇ P . The frequency (also called
support) fD(P ) of P on dataset D is deﬁned as
fD(P ) = |SatD(P )||D| ,
where SatD(P ) is the set of transactions in D satisfying P and |D| is the total number of
transactions in D. Consider two datasets B and D on I. An emerging pattern for (B,D) is a
pattern P (subset of I) such that fB(P ) = 0 and fD(P ) > 0.
In the setting of gene expression data, a pattern is a set of expression conditions of the
form ci1Gi < ci2 if where Gi is a gene. Often we discretize numerical values of genes
into several (typically two) intervals (one for low and the other for high). Below we list
some minimal “jumping” emerging patterns, which occur in one class but never in the
other class, found from the colon tumor dataset [1]. Tables 1 and 2 present, 5 of the top
jumping emerging patterns (ordered by frequencies) which occur in the 22 normal tissues,
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Table 2
Five high support emerging patterns in the 40 cancer tissues
Emerging patterns Support (frequency) (%) Support (frequency) (%)
in normal tissues in cancer tissues
{49, 78, 89} 0 72.50
{12, 49, 89} 0 72.50
{2, 10} 0 70.00
{18, 49, 89} 0 67.50
{10, 23} 0 67.50
and 5 of the top jumping emerging patterns which occur in the 40 cancer tissues. Column
1 shows the emerging patterns. The reference numbers in the patterns, for example 37,
59, and 72 in the pattern {37, 59, 72}, stand for items representing gene–interval pairs. For
instance, the reference number 37 represents the item R10066494.17, saying that the
expression of gene R10066 is 494.17. The interested readers can refer to [9] for more
details.
The emerging pattern problem is to ﬁnd an emerging pattern for a given pair of datasets
(B,D) such that fD(P ) is maximized. The cost c(P ) of an emerging pattern P for (B,D)
is |SatD(P )|, the number of transactions in D satisfying P.
We can use a 0/1 vector of n elements to represent a transaction. Zero at the ith position
indicates that item i is in the transaction, whereas 1 at the ith position indicates that item i is
not in the transaction. Then a dataset is represented by a set of transactions represented by
0/1 vectors of n elements. To differentiate a pattern from a transaction, we use a 0/∗ vector
of n elements to represent a pattern P. Zero at the ith position indicates that item i must be
in the pattern, whereas ∗ at the ith position means “do not care”. Therefore, a transaction
T satisﬁes P if T and P agree at every position i with P [i] = 0. Throughout this paper, we
will use this representation.
Gene expression data are typically organized as a m × n matrix, with m rows for m
genes and n columns for n different cells. The experiment is used to examine the m genes
in a single environment for n different cells [1,6]. The expression levels of different genes
in different cells are recorded in the matrix. In this paper, we ﬁrst show that the emerg-
ing pattern problem is MAX SNP-hard. This implies that polynomial time approximation
schemes do not exist for the problem unless P = NP [2]. We then prove that for any con-
stant  < 1, the emerging pattern problem cannot be approximated within ratio 2log n in
polynomial time unless NP ⊆ DTIME[2polylog n], where n is the number of positions in a
pattern.
We note that [3,4,11] gave algorithms for mining emerging patterns which are quite efﬁ-
cient. These algorithms use border differential approaches and constraint-based approaches.
They can ﬁnd emerging patterns from gene expression data with more than 100 items (for
more than 50 genes) in several seconds on a 450MHz computer. Our results in this pa-
per are very useful in providing hardness characterizations of the emerging pattern mining
problem.
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2. MAX SNP-hardness
In this section, we show that emerging pattern problem is MAX SNP-hard. Combining
with the results in [2], this implies that polynomial time approximation schemes do not exist
for the problem unless P = NP.
L-reductions were ﬁrst deﬁned in [10] for MAX SNP-hardness proofs. An L-reduction
is deﬁned as follows: Suppose that1 and2 are two optimization problems. We say that
1 L-reduces to2 if there are two polynomial time algorithms f, g and constants ,  > 0
such that, for any instance I of1, f (I) forms an instance of2 and
(1) opt(f (I )) opt(I ), where opt(f (I )) is the cost of an optimal solution for f (I) and
opt(I ) is the cost of an optimal solution for I.
(2) Given any solution of f (I) with cost s2, the algorithm g produces in polynomial time
a solution of I with cost s1 satisfying |s1 − opt(I )||s2 − opt(f (I ))|.
Our reduction starts with vertex cover with degree at most 3, which was shown to be
MAX SNP-hard in [10].
Vertex cover with degree at most 3
Instance: A graph G = (V ,E) with degree at most 3.
Question: Find a subset (also called a cover) C ⊆ V with minimum cardinality that
covers every edge in E, i.e., for each edge e = (u, v) ∈ E, {u, v} ∩ C = ∅.
Now, we show that
Theorem 1. The emerging pattern problem is MAX SNP-hard.
Proof. Given a graph G = (V ,E), where |V | = n and |E| = m, we construct a m × n
matrix B and a n× n matrix D as follows:
B[i, j ] =
{
1 if vertex j ∈ V is an end of edge ei ∈ E,
0 otherwise
and
D[i, j ] =
{
1 if i = j,
0 otherwise.
Given an emerging pattern P containing 0’s and ∗’s, if P contains c 0’s, then from the
construction ofD, n−c rows inD satisfy P, i.e., the cost of P is n−c. Then we can construct
a vertex set of size c for G that covers all the edges in G. The construction is as follows:
if P [i] = 0, then vertex i is in the vertex set. Since no row in B satisﬁes P, we know that
the vertex set covers all edges in G. Therefore, condition 2 of the L-reduction holds with
 = 1.
Conversely, given a vertex cover V ′ of G, we can get an emerging pattern P such that
P [i] = 0 if vertex i is in V ′ and P [i] = ∗ if vertex i is not in V ′. Since V ′ covers all
the edges in G, no row in B satisﬁes P and n − |V ′| rows in D satisfy P. Since the degree
of G is at most 3, we need at least n/3 vertices in V ′ to cover all the edges in G. On the
other hand, the cost of an emerging pattern is at most n − n/3 = 23n. Thus, we know that
opt((B,D))2opt(G), where opt((B,D)) is the maximum number of transactions in D
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that satisfy an emerging pattern P and opt(G) is the minimum number of vertices required
to cover all the edges in G. Thus, condition 1 of L-reduction holds with  = 2. Therefore,
our reduction is an L-reduction. 
3. Improving the inapproximability
In this section, we will show a stronger result by using a technique developed in [7].
Let B andD be the two matrices constructed in the proof of Theorem 1.We try to deﬁne a
more complex instance (B2,D2), called the product of (B,D). The new instance (B2,D2)
contains n2 columns and thus the emerging pattern of (B2,D2) contains n2 positions. B2
is deﬁned as

B2B1
B0

 ,
where B1 is obtained from the n × n identical matrix In by replacing each cell In[i, j ] in
In with them× nmatrix In[i, j ] ×B, B2 is obtained from B by replacing each cell B[i, j ]
in B with an order n× n matrix B[i, j ] × In and B0 will be deﬁned later. As a result, both
B1 and B2 are of (n ·m)× (n · n). D2 = In2 is an identical n2 × n2 matrix.
Consider the n2 positions in an emerging pattern P 2 for (B2,D2). P 2 is divided into n
blocks P 2 = P 2[1]P 2[2] . . . P 2[n], where each block P 2[i] contains n positions P 2[i][1]
P 2[i][2] . . . P 2[i][n]. Thus, we use (i, p) to indicate the n2 positions in P 2. A block P 2[i]
is of all-zero if all n positions of P 2[i] are 0’s.A block P 2[i] is of non-zero if some position
in P 2[i] is ∗.
B0 is constructed to make sure that if position i is 0 in the emerging pattern P of (B,D),
then in the emerging pattern P 2 for (B2,D2), the ith block P 2[i] is of all-zero.
Recall that B is constructed from a given graph G = (V ,E) in Section 2. For each row
in B, there are two positions i and j with value 1 indicating that edge (i, j) is in E. For
each edge (i, j) ∈ E, where i < j , we add n(n − 1) rows in B0, and thus, B0 contains
|E| × n(n− 1) rows in total. For each edge (i, j) ∈ E, the n(n− 1) rows are obtained as
follows: for each pair (p, q), where p = 1, 2, . . . , n and p < q (there are n(n− 1)/2 such
pairs), we have two rows, each row contains two 1’s and (n2 − 2) 0’s. In the ﬁrst row, the
two positions (i, p) and (j, q) are 1’s. In the second row, the two positions (i, q) and (j, p)
are 1’s.
Example 1. Suppose G = (V ,E), where V = {v1, v2, v3, v4}, and E = {(v1, v2),
(v2, v3), (v3, v4)}.
B =

 1 1 0 00 1 1 0
0 0 1 1

 and D = I4 =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 .
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B1 =



 1 1 0 00 1 1 0
0 0 1 1



 0 0 0 00 0 0 0
0 0 0 0



 0 0 0 00 0 0 0
0 0 0 0



 0 0 0 00 0 0 0
0 0 0 0



 0 0 0 00 0 0 0
0 0 0 0



 1 1 0 00 1 1 0
0 0 1 1



 0 0 0 00 0 0 0
0 0 0 0



 0 0 0 00 0 0 0
0 0 0 0



 0 0 0 00 0 0 0
0 0 0 0



 0 0 0 00 0 0 0
0 0 0 0



 1 1 0 00 1 1 0
0 0 1 1



 0 0 0 00 0 0 0
0 0 0 0



 0 0 0 00 0 0 0
0 0 0 0



 0 0 0 00 0 0 0
0 0 0 0



 0 0 0 00 0 0 0
0 0 0 0



 1 1 0 00 1 1 0
0 0 1 1




,
B2 =




1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1




1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1




0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0




0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0




0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0




1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1




1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1




0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0




0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0




0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0




1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1




1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1




.
B0 contains 36 rows, 12 for each edge (i, j) in E. For edge (v1, v2), the 12 rows are shown
in (1).

1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0


(1)
D2 = I16.
Given an instance of emerging pattern (B,D), where B and D are constructed as in
Theorem 1, we use copt(B,D) to indicate the maximum number of rows in G that can
satisfy an emerging pattern. Similarly, let (B2,D2) be the product constructed from (B,D),
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copt(B
2,D2) denotes the maximum number of rows in D2 that can satisfy an emerging
pattern.
Lemma 2. copt(B2,D2)copt(B,D)copt(B,D).Moreover, given an emerging patternP 2
for instance (B2,D2), we can ﬁnd in polynomial time an emerging pattern P for instance
(B,D) such that c(P 2)c(P )2.
Proof. Given an emerging pattern P for instance (B,D), we can construct an emerging
pattern P 2 for the instance of emerging pattern (B2,D2) as follows:
(a) each bit P [i] in P corresponds to n bits P 2[i][1]P 2[i][2] . . . P 2[i][n] in P 2;
(b) if P [i] = 0 in P then P 2[i][1] = P 2[i][2] = . . . = P 2[i][n] = 0 in P 2;
(c) if P [i] = ∗ in P then P 2[i][1]P 2[i][2] . . . P 2[i][n] = P [1]P [2] . . . P [n], i.e., block
P 2[i] is identical to P.
Now, we show that P 2 thus deﬁned is an emerging pattern of (B2,D2). That is, we have
to show that every row in B2 does not satisfy the pattern P 2.
First, since P is an emerging pattern for (B,D), [b] ensures that no row in B0 satisﬁes
P 2.
Recall that B2 is obtained from B by releasing each cell B[i, j ] in B with a n× n matrix
B[i, j ] × In. Every row in B2 has exactly two 1’s. The two 1’s in a row of B2 are in two
different n × n matrices, say, B[i, j ] × In and B[i′, j ′] × In. For the two different cells
B[i, j ] and B[i′, j ′], at least one of j and j ′ is 0 in the given emerging pattern P of (B,D).
Thus, [b] ensures that every row in B2 does not satisfy P 2.
Recall thatB1 is obtained from the n×n identical matrix In by replacing each cell In[i, j ]
in In with the m× n matrix In[i, j ] × B. Every row in B2 has exactly two 1’s in a matrix
In[i, i]×B. IfP [i] = 0, [b] ensures that no row created from row i satisﬁesP 2. IfP [i] = ∗,
[c] ensures that no row created from row i satisﬁes P 2.
From the construction, we immediately have
c(P 2) = c(P )c(P ).
Therefore,
copt(B
2,D2)copt(B,D)copt(B,D).
Now,we give a polynomial time algorithm to construct an emerging patternP for instance
(B,D) from a given emerging pattern P 2 for instance (B2,D2).
First, we show that B0 ensures that
Property 1. For each edge (i, j) ∈ E, at least one of the blocks P 2[i] and P 2[j ] is of
all-zero.
Proof. Consider the blocks P 2[i] and P 2[j ]. Recall that for each pair (p, q), where p =
1, 2, . . . , n and p < q, B0 has two rows, each row contains two 1’s and (n2 − 2) 0’s.
In the ﬁrst row, the two positions (i, q) and (j, p) contain 1. In the second row, the two
positions (i, p) and (j, q) contain 1. Also, there are two rows from B2 that correspond
to edge (i, j) such that one row has 1 at both positions (i, p) and (j, p), and the other
row has 1 at both positions (i, q), and (j, q). These four rows together ensure that for any
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Fig. 1. Either P 2[i][p] = P 2[i][q] = 0 or P 2[j ][p] = P 2[j ][q] = 0.
pair (p, q), (p < q), either P 2[i][p] = P 2[i][q] = 0 or P 2[j ][p] = P 2[j ][q] = 0.
(See Fig. 1.)
The n(n − 1)/2 pairs of (p, q) force at least one of the blocks P 2[i] and P 2[j ] to be
of all-zero. (Otherwise, there exist two positions (i, p) and (j, p′) with P 2[i][p] = ∗ and
P 2[j ][p′] = ∗. Note that, every row in B1 does not satisfy P 2. Thus, p = p′. Therefore,
this pair (p, p′) violates either P 2[i][p] = P 2[i][p′] = 0 or P 2[j ][p] = P 2[j ][p′] = 0.
This is a contradiction.) 
Note that, B1 is obtained from In by replacing each element with the matrix In[i, j ]B.
This implies that
Property 2. Each block in P 2 is an emerging pattern for instance (B,D).
Proof. Otherwise, some row in B2 can satisfy P 2. This contradicts the assumption that P 2
is an emerging pattern. 
From Property 2, each block P 2[i] of P 2 is an emerging pattern of (B,D). Let P1 be
the block having the maximum number of ∗ among the n blocks. Let P2 be an emerging
pattern obtained as follows: if the ith block P 2[i] is of all-zero, then P2[i] = 0; otherwise,
P2[i] = ∗. Let P ∗ be one of P1 and P2 that has the maximum number of ∗’s. Then we
can get another emerging pattern P ′2 for (B2,D2) by replacing each 0 in P ∗ with n 0’s
(an all-zero block) and replacing each ∗ in P ∗ with P ∗. Since P ∗ is an emerging pattern of
(B,D), every row in B2 does not satisfy P ′2. Since P ∗ is an emerging pattern of (B,D),
Property 1 still holds for P ′2. Thus, it ensures that every row in B1 and B0 does not satisfy
P ′2. From the construction of P ′2, we have
c(P 2)c(P ′2) = c(P ∗)2. 
In general, for any integer k > 0, we want to construct an instance (Bk, P k), called
the kth product of (B,D). The new instance (Bk, P k) contains nk columns and thus the
emerging pattern of (Bk, P k) contains nk positions.We intend to design (Bk, P k) carefully
such that
copt(B
k,Dk) = (copt(B,D))k, (2)
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where copt(Bk,Dk) is the maximum number of rows in Dk that can satisfy an emerging
pattern.
We deﬁneDk = Ink , the nk × nk identical matrix. Thus, copt(Bk,Dk) is just the number
of ∗’s in the emerging pattern for (Bk,Dk).
The general form of Bk is
Bk =


Bkk
. . .
Bk1
Bk0

 ,
where Bki will be deﬁned later.
Consider the nk positions in an emerging pattern P k for (Bk,Dk). P k is divided into
n k-level blocks P k = P k[1]P k[2] . . . P k[n], where each k-level block P k[i] contains
nk−1 positions. Each k-level block P k[i] can be further decomposed into n (k − 1)-level
blocks, i.e., P k[i] = P k[i][1]P k[i][2] . . . P k[i][n]. In general, let P k[i1][i2] . . . [ij ] be a
(k − j + 1)-level block. P k[i1][i2] . . . [ij ] can be decomposed into n (k − j)-level blocks,
i.e.,
P k[i1][i2] . . . [ij ] = P k[i1][i2] . . . [ij ][1]P k[i1][i2] . . . [ij ][2]
. . . P k[i1][i2] . . . [ij ][n].
We have k different ways to refer to each of the nk positions of an emerging pattern. For a k-
level block P k[i], we use (i, p), where i = 1, 2, . . . , n and p = 1, 2, . . . , nk−1, to indicate
the nk positions. For a (k − l)-level block P k[i1][i2] . . . [il+1], we use (i1, i2, . . . , il+1, p),
where ij = 1, 2, . . . , n and p = 1, 2, . . . , nk−l−1, to indicate the nk positions. A (k − l)-
level block P k[i1][i2] . . . [il+1] is of all-zero, if every position in that block is 0. Otherwise,
it is of non-zero.
In order to get (2), we have to construct rows in Bk0 to make sure that
Property 3. For each edge (i, j) ∈ E,
(a1) at least one of the two k-levels blocks P k[i] and P k[j ] is of all-zero;
(a2) for any (k − l)-level block P k[i1][i2] . . . [il+1], where l = 1, 2, . . . k − 1, at least one
of the two (k− l− 1)-levels blocks P k[i1][i2] . . . [ij+1][i] and P k[i1][i2] . . . [ij+1][j ]
is of all-zero.
Let Popt be an optimal emerging pattern of (B,D), and P iopt an optimal emerging pattern
of (Bi,Di) for i = 1, 2, . . . , k. Property 3 ensures that if the ith position P [i] is 0 in the
emerging pattern P of (B,D), then the corresponding k − l blocks are of all-zero.
Thus, Bk0 is constructed as follows: for each edge (i, j) ∈ E,
(i) We have nk−1 × (nk−1 − 1) rows in Bk0 to ensure (a1). For each pair (p, q), where
p = 1, 2, . . . nk−1 and p < q, we have two rows. In the ﬁrst row, the positions (i, p)
and (j, q) are 1’s. In the second row, the positions (i, q) and (j, p) are 1’s. (There are
totally |E| × nk−1 × (nk−1 − 1) such rows.)
(ii) For any (k− l)-level block P k[i1][i2] . . . [il+1] (l = 0, 1, . . . , k−2), we have nk−1−l×
(nk−1−l−1) rows inBk0 to ensure (a2). For each pair (p, q), where p = 1, 2, . . . nk−1−l
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and p < q, we have two rows. In the ﬁrst row, the positions (i1, i2, . . . , ij , i, p) and
(i1, i2, . . . , ij , j, q) are 1’s. In the second row, the positions (i1, i2, . . . , ij , i, q) and
(i1, i2, . . . , ij , j, p) are 1’s.
Note that, there are nl+1 (k − l)-level blocks. For the (k − l)-level, there are totally
O(|E|nk(nk−1−l−1)) rows. Therefore,Bk0 contains less than O(k|E|nknk−1) rows in total.
In order to get (2), we also have to ensure that
Property 4. Popt[i] = ∗ if and only if the corresponding k-level block P kopt[i] is P k−1opt .
Property 4 ensures that an optimal emerging pattern for (Bk,Dk) is the “kth product”
of an optimal emerging pattern for (B,D). This is the key for the technique in [7] to go
through.
Since Property 3 holds (due toBk0 ), to ensure Property 4, we have to make sure that any k-
level block, say,P kopt[i], cannot containmore than copt(B,D)k−1 ∗’s. (With the construction
of Bk0 , it is possible that some k-level blocks can have nk−1 ∗’s.)
Therefore, we recursively deﬁne Bki to be the matrix obtained from In by replacing each
element x in In with a matrix x ×Bk−1i for i = 1, 2, . . . , k− 1. Moreover, Bkk is deﬁned to
be a matrix obtained from B by replacing each cell B[i][j ] in B with a nk−1 × nk−1 matrix
B[i][j ] × Ink−1 .
Bkk and Property 3 ensure thatP kopt[i] is not of all-zero if and only ifPopt[i] = ∗. To get (2),
this is not enough.We also have to ensure that for any i1, i2, . . . , ij ((jk)), ifPopt[i1] = ∗,
Popt[i2] = ∗, . . . , Popt[ij ] = ∗, then the (k − j + 1)-level block P kopt[i1][i2] . . . , [ij ] has
(copt(B,D))
k−j ∗’s (instead of nk−j ∗’s). That is the reason thatBki ’s for i = 1, 2, . . . , k−1
are required.
Lemma 2 implies that Property 4 holds for k = 2. By induction on k, we can see that
Lemma 3. Property 4 holds for any k2. (A stronger lemma is given in Lemma 4.)
Bk0 is of sizeO(k×|E|×nk×nk−1×nk), eachBki (1 ik−1) is of sizeO(m×nk×nk−1).
Therefore, the size of Bk is O(k(m × nk−1) × nk × nk) = O(kn3k) since for any degree
bounded graph, m = O(n), where m is the number of edges in E.
Let copt(Bk,Dk) be the cost of an optimal emerging pattern of (Bk,Dk).
Lemma 4. copt(Bk,Dk)copt(B,D)k . Moreover, given an emerging pattern P k for in-
stance (Bk,Dk), we can ﬁnd in polynomial time an emerging pattern P for instance (B,D)
such that c(P k)c(P )k .
Proof. (i) Given an emerging pattern P for instance (B,D), we can construct an emerging
pattern P k for the instance (Bk,Dk) recursively. Suppose that the emerging pattern P j−1
has been constructed for (Bj−1,Dj−1). We do the following to construct P j :
(1) if P [i] = 0 in P then P j [i] contains nj−1 0’s.
(2) if P [i] = ∗ in P then P j [i] = P j−1.
Conditions (1) and (2) ensure that every row in Bk1 does not satisfy P k . Those all-zero
(k − l)-level blocks, where l = 1, 2, . . . , k − 2 ensure that every row in Bkl+1, does not
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satisfy P k . Similarly, we can see that every row in Bk0 does not satisfy P k . Therefore, P k
is an emerging pattern of (Bk,Dk).
From the construction, we immediately have
c(P k) = c(P )k.
Therefore,
copt(B
k,Dk)copt(B,D)k.
(ii) Now, we give a polynomial time algorithm to construct an emerging pattern P
for instance (B,D) from a given emerging pattern P k1 for instance (Bk,Dk) such that
c(P k1 )c(P )k .
Similar to Property 1, the construction of Bk0 ensures Property 3.
From the construction ofBkk and Property 3, we can get an emerging pattern P for (B,D)
from P k1 as follows: If the k-level block P
k
1 [i] is of all-zero, then P [i] = 0; otherwise,
P [i] = ∗. Again, from the construction of Bki , where i = k − 1, k − 2, . . . 1, and Property
3, for each (k − i + 1)-level block P k1 [i1] . . . [ii], we can get an emerging pattern P for
(B,D) as follows: If the (k− i)-level block P k1 [i1] . . . [ii][p] is of all-zero, then P [p] = 0;
otherwise, P [p] = ∗. In this way, we get k emerging patterns for (B,D).
Let P ∗ be an emerging pattern for (B,D) with the maximum number of ∗’s among
those k obtained emerging patterns for (B,D). We will show that c(P k)c(P ∗)k . Based
on P ∗, we can construct a new emerging pattern Pˆ k in the same way as the construction
of P k in (i). From the choice of P ∗, we have c(Pˆ k)c(P k). From the construction of Pˆ k ,
c(P ∗)k = c(Pˆ k). Thus, c(P k)c(P ∗)k . Therefore, we get the desired emerging pattern
P ∗ for (B,D). 
Theorem 5. Let n be the number of positions in a pattern. For any constant  < 1, the
emerging pattern problem cannot be approximated within ratio 2log n in polynomial time
unless NP ⊆ DTIME[2polylog n].
Proof. Suppose that for some constant  < 1, the emerging pattern problem can be ap-
proximated with ratio 2log n in time O(Nd), where d is a constant and N = O(n2) is the
input size of the instance. For any ﬁxed  > 0, let
k =
(
log n
log 1+ 
)1/(1−)
.
Given an instance (B,D) of emerging pattern of size N = O(n× n), we can blow it up k
times to obtain an instance (Bk,Dk) of size at most O(kn3k)O(N3k) = O(n6k). By the
assumption, an approximation solution of (Bk,Dk) with ratio 2log nk can be found in time
O(n6kd) = O(26kd log n) = O(2polylog n).
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By Lemma (4), such an approximation solution of (Bk,Dk) implies an approximation
solution of (B,D) with ratio
(2log
 nk )1/k1+ .
It then follows from Theorem 1 and the results in [2] that NP ⊆ DTIME[2polylog n]. 
4. Discussion
We have proved that the emerging pattern problem is hard to approximate. The hardness
results rule out the possibility of designing good approximation algorithms. Thus, the only
hope is to ﬁnd heuristics that can work well in practice. As discussed earlier, [3,4,11] did
just that.
There is a slightly different version of the problem. Each record is a 0/1 vector of n
elements. A database is a set D of records. A pattern P is a vector of n elements, where
each element can be 0, 1 and ∗. A record T satisﬁes P if the following conditions hold:
(1) if the ith position of P is 0 then the ith position of T must be 0;
(2) if the ith position of P is 1 then the ith position of T must be 1;
(3) if the ith position of P is ∗, then the ith position of T can be either 0 or 1.
The frequency fD(P ) of P on dataset D is deﬁned as
fD(P ) = |SatD(P )||D| ,
where SatD(P ) is the set of records inD satisfying P and |D| is the total number of records
in D. Consider two datasets B and D on I. An emerging pattern P for (B,D) is a pattern P
such that fB(P ) = 0 and fD(P ) is maximized.
For this new version, Theorems 1 and 5 still hold. The reason is that in this case we can
show that
Lemma 6. If an emerging pattern contains 1 and has cost c, then we can ﬁnd another
emerging pattern that does not contain any 1 and has cost at least c.
Proof. Consider an emerging pattern P with cost c. If P [i] = 1, then there is at most
one row in D, i.e., the ith row, that can satisfy P. Thus, c1. In this case, we consider
P = 000 . . . 0∗. We can see that no row in B satisﬁes P = 000 . . . 0∗ and the nth row in D
satisﬁes P = 000 . . . 0∗. Thus, we have an emerging pattern whose cost is greater than or
equal to c. 
Acknowledgements
We thank the referees for their helpful suggestions. The paper is fully supported by a
grant from the Research Grants Council of the Hong Kong Special Administrative Region,
China [Project No. CityU 1047/01E].We are also grateful to LimsoonWong for suggestions
to improve the presentation of the paper.
L. Wang et al. / Theoretical Computer Science 335 (2005) 15–27 27
References
[1] U. Alon, N. Barkai, D.A. Notterman, K. Gish, S. Ybarra, D. Mack, A.J. Levine, Broad patterns of gene
expression revealed by clustering analysis of tumor and normal colon tissues probed by oligonucleotide
arrays, Proc. Nat. Acad. Sci. USA 96 (1999) 6745–6750.
[2] S. Arora, C. Lund, R. Motwani, M. Sudan, M. Szegedy, Proof veriﬁcation and hardness of approximation
problems, in: Proc. 33rd IEEE Symp. Foundations of Computer Science, 1992, pp. 14–23.
[3] G. Dong, J. Li, Efﬁcient mining of emerging patterns: discovering trends and differences, in: Proc. FifthACM
SIGKDD Internat. Conf. on Knowledge Discovery and Data Mining, 1999, pp. 43–52.
[4] G. Dong, J. Li, Mining border descriptions of emerging patterns from dataset pairs, Knowledge and
Information Systems, to appear.
[5] G. Dong, J. Li, L. Wong, The use of emerging patterns in the analysis of gene expression proﬁles for the
diagnosis and understanding of diseases, in: M.M. Kantardzic, J. Zurada (Eds.), New Generation of Data
Mining Applications, IEEE Press, to appear.
[6] T.R. Golub, D.K. Slonim, P. Tamayo, C. Huard, M. Gaasenbeek, J.P. Mesirov, H. Coller, M.L. Loh, J.
Downing, M.A. Caligiuri, C.D. Bloomﬁeld, E.S. Lander, Molecular classiﬁcation of cancer: class discovery
and class prediction by gene expression monitoring, Science 286 (1999) 531–537.
[7] T. Jiang,M.Li,On the approximation of shortest common supersequences and longest common subsequences,
SIAM J. Comput. 24 (1995) 137–148.
[9] J. Li, L. Wong, Identifying good diagnostic gene proups from gene expression proﬁles using the concept of
emerging patterns, Bioinformatics 18 (2002) 725–734.
[10] C.H. Papadimitriou,M.Yannakakis,Optimization, approximation, and complexity classes, J. Comput. System
Sci. 43 (1991) 425–440.
[11] X. Zhang, G. Dong, K. Ramamohanarao, Exploring constraints to efﬁciently mine emerging patterns from
large high-dimensional datasets, in: Proc. ACM KDD, 2000, pp. 310–314.
