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Abstract
A service system with multiple types of arriving customers is considered. There is an infinite number
of homogeneous servers. Multiple customers can be placed for simultaneous service into one server,
subject to general packing constraints. The service times of different customers are independent, even if
they are served simultaneously by the same server; the service time distribution depends on the customer
type. Each new arriving customer is placed for service immediately, either into an occupied server, i.e.,
one already serving other customers, as long as packing constraints are not violated, or into an empty
server. After service completion, each customer leaves its server and the system. The basic objective is
to minimize the number of occupied servers in steady state.
We study a Greedy-Random (GRAND) placement (packing) algorithm, introduced in [23]. This is
a simple online algorithm, which places each arriving customer uniformly at random into either one of
the already occupied servers that can still fit the customer, or one of the so-called zero-servers, which
are empty servers designated to be available to new arrivals. In [23], a version of the algorithm, labeled
GRAND(aZ), was considered, where the number of zero servers is aZ, with Z being the current total
number of customers in the system, and a > 0 being an algorithm parameter. GRAND(aZ) was shown
in [23] to be asymptotically optimal in the following sense: (a) the steady-state optimality gap grows
linearly in the system scale r (the mean total number of customers in service), i.e. as c(a)r for some
c(a) > 0; and (b) c(a)→ 0 as a→ 0.
In this paper, we consider the GRAND(Zp) algorithm, in which the number of zero-servers is Zp,
where p ∈ (1 − 1/(8κ), 1) is an algorithm parameter, and (κ − 1) is the maximum possible number of
customers that a server can fit. We prove the asymptotic optimality of GRAND(Zp) in the sense that the
steady-state optimality gap is o(r), sublinear in the system scale. This is a stronger form of asymptotic
optimality than that of GRAND(aZ).
1
1 Introduction
Efficient resource allocation in modern cloud computing systems poses many interesting and challenging
new problems; see e.g., [10] for an overview. One such problem is that of efficient real-time assignment (or,
packing) of virtual machines to physical machines in a cloud data center, where a primary objective is to
minimize the number of physical machines being used. This leads to stochastic dynamic bin packing models,
where, in contrast to many classical bin packing models, “items” (virtual machines) being placed into “bins”
(physical machines) do not stay in the system forever, but leave after a random “service time.” For this
reason, such models are naturally viewed as service (or queueing) systems, with “items” and “bins” being
viewed as customers and servers, respectively.
In this paper, we consider a general service system model that has also been studied in [21–23]. There
is a finite number of customer types, and the number of available servers is infinite. Customers arrive to
the system over time, and multiple customers can be placed for simultaneous service (or fit) into the same
server, subject to packing constraints. We consider monotone packing, a general class of packing constraints,
where we only impose the following natural and non-restrictive monotonicity condition: if a certain set of
customers can fit into a server, then a subset can fit as well. The servers are homogeneous in that they all
have the same packing constraints. The service times of different customers are independent, even if they are
served simultaneously by the same server, and the service time distribution depends only on the customer
type. Each new arriving customer is placed for service immediately, either into an occupied server, i.e., one
that is already serving other customers, as long as packing constraints are not violated, or into an empty
server. After service completion, each customer leaves its server and the system – as we mentioned, this is
what distinguishes our model from many classical bin packing models (see, e.g., [1, 7]). As in [23], we make
Markov assumptions, where customers of each type arrive as an independent Poisson process, and service
time distributions are all exponential.
We are interested in designing customer placement (packing) algorithms that minimize the total number of
occupied servers in steady state. In addition, given the scale at which modern cloud data centers operate,
it is highly desirable that a placement algorithm is online, i.e., it makes decisions based on the current
system state only, and parsimonious, i.e., it requires only minimal knowledge of system structure and state
information.
We study a Greedy-Random (GRAND) placement algorithm, introduced in [23]. This is a very parsimonious
online algorithm, which places each arriving customer uniformly at random into either one of the already
occupied servers (subject to packing constraints), or one of the so-called zero-servers, which are empty servers
designated to be available to new arrivals. In [23], a version of the algorithm, which we call GRAND(aZ),
was considered, where the number of zero servers depend on the current system state as aZ, with Z being
the current total number of customers in the system, and a > 0 being an algorithm parameter. GRAND(aZ)
was shown in [23] to be asymptotically optimal, in the sense of the following two properties: (a) for each
a > 0, the steady-state optimality gap is of the form cr(a)r, where r is the system scale, defined to be the
expectation of Z in steady state, with cr(a) → c(a) > 0 as r → ∞; and (b) c(a) → 0 as a → 0. In other
words, under GRAND(aZ) the optimality gap grows linearly as the system scale r, with the linear factor
going to 0 as the algorithm parameter a→ 0.
The focus of this paper is the GRAND(Zp) algorithm, in which the number of zero-servers is Zp, where
p ∈ (1− 18κ , 1) is an algorithm parameter, and (κ− 1) is the maximum possible number of customers that a
server can fit. Our main result is the asymptotic optimality of GRAND(Zp), in the sense that the steady-
state optimality gap is o(r), i.e. it is sublinear in the system scale. This is a stronger form of asymptotic
optimality than that of GRAND(aZ), because GRAND(Zp) achieves the sublinear gap simply as r → ∞,
without having to take an additional limit on any algorithm parameter. This is in contrast to the case of
GRAND(aZ), which achieves asymptotic optimality only by first taking the limit r →∞, and then the limit
a→ 0 on the algorithm parameter a.
Let us provide some remarks on the reasons why this stronger form of the asymptotic optimality of GRAND(Zp)
is, on the one hand, natural to expect, and, on the other hand, substantially more difficult to rigorously prove.
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Informally speaking, GRAND(Zp) can be viewed as GRAND(aZ), where the parameter a, instead of being
fixed, is replaced by a variable that decreases to zero with increasing system scale; namely, a = Zp/Z = Zp−1.
However, the asymptotic optimality of GRAND(aZ) does not, of course, imply the (stronger form of)
asymptotic optimality of GRAND(Zp), because the system scale r ≈ Z, and, therefore, the “parameter”
a = Zp−1 ≈ rp−1 depends on and changes with the scale r. The key technical difficulty is that the analysis
of GRAND(Zp) cannot be reduced to the analysis of system fluid limits and/or local fluid limits. See Section
5.1 for a more detailed discussion.
The implementation of GRAND(Zp) is exactly the same as GRAND(aZ), with the only difference being
that GRAND(Zp) designates ⌈Zp⌉ zero-servers, instead of ⌈aZ⌉, as in the case of GRAND(aZ). Thus,
like GRAND(aZ), it is extremely simple and easy to implement. It does not need to keep track of the
exact states (i.e., “packing configurations”), of the servers, and the only information required at any time
is which customer types a given server can still accept for service. (For example, for each customer type, a
list of servers which can accept an additional customer of this type, can be maintained.) As a result, the
algorithm only needs to maintain a very small amount of information. Furthermore, the algorithm does not
use knowledge of the customer arrival rates or expected service times. We refer the readers to [23] for a more
detailed discussion of these attractive implementational features.
1.1 Brief Literature Review
Our work is related to several lines of previous research. First, our work is related to the extensive literature
on classical bin packing problems, where items of various sizes arrive to the system, and need to be placed
in finite-size bins, according to an online algorithm. Once placed, items never leave or move between bins.
The worst-case analysis of such problems considers all possible instances of item sizes and sequencings, and
aims to develop simple algorithms with performance guarantee over all problem instances. See e.g., [4] for a
recent, extensive survey. The stochastic analysis assumes that item sizes are given according to a probability
distribution, and the typical objective is to minimize the expected number of occupied bins. For an overview
of results, see e.g., [7] and references therein. A recent paper [12] establishes improved results for the classical
stochastic setting, and contains some heuristics and simulations for the case with item departures, which is
a special case of our model.
Much research on classical bin packing concerns the one-dimensional case, in which both item and bin sizes
are scalars. It is possible to generalize one-dimensional bin packing to higher dimensions in multiple ways. For
example, in vector packing problems [3,21], item and bin sizes are vectors, and in box packing problems [1],
items and bins are rectangles or hyper-rectangles. Let us also remark that the packing constraints in our
model include vector packing and box packing as special cases. See e.g., [1] for an overview of multi-
dimensional packing.
Motivated partly by applications to computer storage allocation, a one-dimensional, dynamic bin packing
problem was introduced in [5], where, similar to the model of this paper, items leave the system after a
finite service time. Paper [5] contains a worst-case analysis of the problem, so the techniques used are quite
distinct from those in our paper. A recent review of results on worst-case dynamic bin packing can be found
in [4].
Another related line of works considers bin packing service systems, which have one (see e.g. [6,8]) or several
servers (see e.g., [11,13,15,16]). In these systems, random-size items (or customers) arrive over time, and get
placed into servers for processing, subject to packing constraints. Customers waiting for service are queued,
and a typical problem is to determine the maximum throughput and/or minimum queueing delay under a
packing algorithm. Our model is similar to these systems, since they model customer departures, but is also
different, mainly because our system has an infinite number of servers, so that there are no queues or problem
of stability. Like our work, recent papers on bin packing service systems with multiple servers [11,13,15,16]
are also motivated by real-time VM placement problems.
As mentioned in the introduction, the model in this paper is the same as that studied in [21–23]. Papers
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[21,22] introduce and study different classes of Greedy algorithms, and prove their asymptotic optimality, as
the system scale grows to infinity. A Greedy algorithm does not use the knowledge of the customer arrival
rates or mean service times, and makes placement decisions based on the current system state only. However,
unlike GRAND, it does need to keep track of the numbers of servers in different packing configurations. The
number of possible configurations can be prohibitively large in many practical scenarios, a feature that may
limit the implementability of Greedy.
The relation of our main results to those for GRAND(aZ) in [23] has already been discussed in much
detail. Also related to the GRAND algorithms is a recent paper [24], which generalizes GRAND(aZ) and
its asymptotic optimality to heterogeneous systems with multiple server types, in which packing constraints
depend on the server type; it also contains results for heterogeneous systems with finite pools of servers of
each type. Finally, a randomized version of the Best-Fit algorithm was studied in [9], which considers the
model of this paper with specialized packing constraints, and was proved to be asymptotically optimal, using
techniques similar to those in [23].
1.2 Organization
The rest of the paper is organized as follows. In Subsection 1.3, we introduce basic notation and conventions
that will be used throughout the paper. The model, the GRAND(Zp) algorithm and the asymptotic regime
are formally defined in Section 2. We state Theorem 4, the main result on the asymptotic optimality of
GRAND(Zp), in Section 3. In Section 4, we collect some results and observations obtained in [23], which
are needed for our proofs. The proof of Theorem 4 is in Section 5, with the proofs of some auxilliary results
given in the Appendix. The paper is concluded in Section 6 with some discussion and suggestions for future
work.
1.3 Basic Notation and Conventions
Sets of real and non-negative real numbers are denoted by R and R+, respectively. Similarly, sets of integers
and non-negative integers are denoted by Z and Z+, respectively. For ξ ∈ R, ⌈ξ⌉ denotes the smallest integer
greater than or equal to ξ, and ⌊ξ⌋ denotes the largest integer smaller than or equal to ξ. For two vectors
x,y ∈ Rn, we use x · y to denote their scalar (dot) product; i.e., x · y = ∑i xiyi. The standard Euclidean
norm of a vector x ∈ Rn is denoted by ‖x‖ = √x · x, and the distance from vector x to a set U in a
Euclidean space is denoted by d(x, U) = infu∈U ‖x− u‖. x → u ∈ Rn means ordinary convergence in Rn,
and x → U ⊆ Rn means d(x, U) → 0. For x ∈ Rn, we also use ‖x‖1 to denote the 1-norm of x, defined
to be ‖x‖1 =
∑
i |xi|. ei is the i-th coordinate unit vector in Rn. Symbol =⇒ denotes convergence in
distribution of random variables taking values in space Rn equipped with the Borel σ-algebra. Symbol
d
=
means equal in distribution. The abbreviation w.p.1 means with probability 1. The abbreviation RHS (LHS,
respectively) means right-hand side (left-hand side, respectively). In addition, the abbreviation w.r.t means
with respect to, and abbreviation u.o.c. means uniform on compact sets. We often write x(·) to mean the
function (or random process) {x(t), t ≥ 0}, and we write {xk} to mean the vector {xk, k ∈ K}, where the
set of indices K is determined by the context. For a function (or random process) x(·), we use x(t+) to
denote its right limit at time t, i.e., x(t+) = lims↓t x(s), and use x(t−) to denote its left limit at time t, i.e.,
x(t−) = lims↑t x(s), whenever these limits exist. For a differentiable function f : Rn → R, its gradient at
x ∈ Rn is denoted by ∇f(x) =
{
∂
∂xi
f(x), i = 1, . . . , n
}
. Indicator function I{A} for a condition A is equal
to 1 if A holds and 0 otherwise. The cardinality of a finite set N is |N |. Notation .= means is defined to be.
In this paper, we use bold letters to represent vectors, and plain letters to represent scalars.
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2 System Model
2.1 Infinite Server System with Packing Constraints
The model that we study in this paper is the same as in [21–23]. We consider a service system with an
infinite number of servers. There are I types of arriving customers, indexed by i ∈ {1, 2, . . . , I} .= I. For
each i ∈ I, customers of type i arrive as an independent Poisson process of rate Λi > 0, and have service
times that are exponentially distributed with mean 1/µi. The service times of all customers are mutually
independent, and independent of the arrival processes. Each customer is placed into one of the servers for
processing, immediately upon arrival, and departs the system after the service completes. Multiple customers
can occupy the same server simultaneously, subject to the so-called monotone packing constraint, which we
now describe.
Definition 1 (Monotone packing). A packing constraint is characterized by a finite set K¯, the set of feasible
server configurations. A vector k = {ki, i ∈ I} ∈ K¯ is a (feasible) server configuration if (a) for each i ∈ I,
ki ∈ Z+; and (b) a server can simultaneously process k1 customers of type 1, k2 customers of type 2, · · · ,
and kI customers of type I. The packing constraint K¯ is called monotone, if the following condition holds:
whenever k ∈ K¯ and k′ ≤ k componentwise, then k′ ∈ K¯ as well.
Without loss of generality, we assume that ei ∈ K¯ for all i ∈ I, where ei is the i-th coordinate unit vector,
so that customers of all types can be processed. By definition, the component-wise zero vector 0 belongs to
K¯ – this is the configuration of an empty server. We denote by K = K¯ \ {0} the set of configurations that
do not include the zero configuration. As discussed in [21,22], monotone packing includes important special
packing constraints such as vector packing.
An important assumption of the model is that simultaneous service does not affect the service time distri-
butions of individual customers. In other words, the service time of a customer is unaffected by whether or
not there are other customers served simultaneously by the same server.
We now define the system state. For each k ∈ K, let Xk(t) denote the number of servers with configuration k.
Then, the vector X(t) = {Xk(t),k ∈ K} is the system state at time t, and we often write X = {Xk,k ∈ K}
for a generic state. Note that the system state does not include the number of empty servers, which would
always be infinite.
The following notation and terminology will be used in the sequel. Define M = {(k, i) : k ∈ K,k− ei ∈ K¯}.
Note that (k, i) ∈ M are in one-to-one correspondence with the pairs (k,k−ei) with k ∈ K and k−ei ∈ K¯,
so (k, i) can be viewed as a shorthand for (k,k − ei). For this reason, we call a pair (k, i) ∈ M an edge.
The placement of a type-i arrival into a server with configuration k − ei to form configuration k is called
an arrival along the edge (k, i), and the departure of a type-i customer from a server with configuration k,
which changes the server configuration to k − ei, is called a departure along the edge (k, i).
2.2 GRAND and GRAND(Zp) Algorithms
In general, a placement (or packing) algorithm determines the servers into which arriving customers are
placed dynamically over time. In this paper, we are interested in online placement algorithms, which make
placement decisions based only on the current system state X. Thus, from now on, we will use “placement
algorithms” to mean online ones. Our primary objective is the design of placement algorithms that minimize
the total number of occupied servers
∑
k∈KXk in the stationary regime.
Under any well-defined placement algorithm, the process {X(t), t ≥ 0} is a continuous-time Markov chain
with a countable state space, which is irreducible and positive recurrent. The positive recurrence of {X(t), t ≥
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0} can be argued as follows. First, for each i ∈ I and each t ≥ 0, we let
Yi(t) =
∑
k∈K
kiXk(t) (1)
be the number of type-i customers in the system at time t, and let
Z(t) =
∑
i
Yi(t) (2)
be the total number of customers in the system at time t. For each i ∈ I, {Yi(t) : t ≥ 0} describes
exactly the dynamics of an independent M/M/∞ queueing system with arrival rate Λi and service rate µi,
regardless of the placement algorithm, and has a unique stationary distribution. Let us denote by Yi(∞)
the random value of Yi(t) in the stationary regime. Then, Yi(∞) is a Poisson random variable with mean
Λi/µi for each i ∈ I. Similarly, the process {Z(t) : t ≥ 0} also has a unique stationary distribution, and
if we let Z(∞) be the random value of Z(t) in the stationary regime, then Z(∞) is a Poisson random
variable with mean
∑
i∈I Λi/µi. Thus, the positive recurrence of the Markov chain {X(t), t ≥ 0} follows
from the facts that
∑
k∈KXk(t) ≤
∑
i Yi(t) = Z(t) for all t ≥ 0, and that the process {Z(t) : t ≥ 0} is
positive recurrent. Consequently, the process {X(t), t ≥ 0} has a unique stationary distribution, and we let
X(∞) = {Xk(∞),k ∈ K} be the random system state X(t) in the stationary regime.
In [23], we introduced a broad class of placement algorithms, called the Greedy-Random (GRAND) algo-
rithms. For completeness, we include the definition here.
Definition 2 (Greedy-Random (GRAND) algorithm). At any given time t, there is a designated finite set
of X0(t) empty servers, called zero-servers, where X0(t) = f(X(t)) is a given fixed function of the system
state X(t). Suppose that a type-i customer arrives at time t. Then, the customer is placed into a server
chosen uniformly at random among the zero-servers and the occupied servers where the customer can fit. In
other words, the total number of servers available to a type-i arrival at time t is
X(i)(t)
.
= X0(t) +
∑
k∈K: k+ei∈K
Xk(t).
If X(i)(t) = 0, then the customer is placed into an empty server. Furthermore, it is important that immedi-
ately after any arrival or departure at time t, the value of X0(t+) is reset (if necessary) to f(X(t+)).
Note that the number X0 = f(X) of zero-servers is finite at all times, even though there is always an infinite
number of empty servers available. Also, recall that a system state X = {Xk, k ∈ K} only includes the
quantities of servers in non-zero configurations, so it does not include X0. Clearly, for a given function f(·),
GRAND is a well-defined placement algorithm.
The focus of this paper is the following specialization of the general GRAND algorithm.
Definition 3 (GRAND(Zp) algorithm). A special case of the GRAND algorithm, with the number of zero-
servers depending only on the total number of customers as
X0(t) = ⌈Z(t)p⌉ ∀t ≥ 0,
where p ∈ (0, 1) is a parameter, is called a GRAND(Zp) algorithm.
In [23], we introduced a different specialization of the general GRAND algorithm, namely the GRAND(aZ)
algorithm, where the number of zero-serversX0 depends on Z, the total number of customers, asX0 = ⌈aZ⌉,
a > 0. GRAND(Zp) is similar to GRAND(aZ) in that under both algorithms,X0 only depends on the system
state X through Z, the total number of customers.
As we can see, GRAND are fairly “blind” algorithms in that when they place a customer, they do not prefer
one configuration over another, as long as they can fit this additional customer. Similar to GRAND(aZ),
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GRAND(Zp) can be efficiently implemented. At all times, the algorithm only needs to keep track of I + 1
variables to make placement decisions, with the variables being (a) Z, the total number of customers; and
(b) for each i ∈ I, X(i), the total number of servers that can fit an additional type-i customer, including
zero-servers and occupied ones. In contrast to GRAND(Zp) and GRAND(aZ), the Greedy algorithm [21]
and the Greedy-with-Sublinear-safety-Stocks (GSS) algorithm [22] both need to keep track of |K| number of
variables, which is often prohibitively large in real applications.
2.3 Asymptotic Regime
We are interested in the asymptotic properties of the GRAND(Zp) algorithms, as the arrival rates become
large. Specifically, assume that a positive scaling parameter r increases to infinity along a discrete sequence.
Customer arrival rates scale linearly with r; i.e., for each r, Λi = λir, where λi are fixed positive parameters.
Without loss of generality, we assume that
∑
i λi/µi = 1, by suitably re-defining r if required. For each r,
let Xr(·) be the random process associated with the system parametrized by r, let Xr(∞) be the (random)
system state in the stationary regime, and let Xr
0
(t) be the number of zero-servers in the system at time
t. For each i ∈ I, let Y ri (t) =
∑
k∈K kiX
r
k
(t) be the total number of type-i customers at time t, and let
Y ri (∞) =
∑
k∈K kiX
r
k
(∞). Similarly, let Zr(t) = ∑i∈I Y ri (t) be the total number of customers at time t
and let Zr(∞) =∑i Y ri (∞). As explained in Section 2.2, for each i ∈ I, Y ri (∞) is an independent Poisson
random variable with mean rρi, where ρi ≡ λi/µi, and Zr(∞) is a Poisson random variable with mean
r
∑
i ρi = r.
The fluid-scaled processes are defined to be {xr(t) : t ≥ 0} for each r, where xr(t) = Xr(t)/r. We also
define xr(∞) =Xr(∞)/r. For any r, xr(t) takes values in the non-negative orthant R|K|+ . Similarly, yri (t) .=
Y ri (t)/r, z
r(t)
.
= Zr(t)/r, xr
0
(t)
.
= Xr
0
(t)/r and xr(i)(t)
.
= Xr(i)(t)/r, for t ∈ [0,∞]. Since
∑
k∈K x
r
k
(∞) ≤∑
i y
r
i (∞) ≤ zr(∞) = Zr(∞)/r, the family of random variables
∑
k∈K x
r
k
(∞) is uniformly integrable in r.
This in particular implies that the sequence of distributions of xr(∞) is tight, so there always exists a limit
x(∞) in distribution, and xr(∞) =⇒ x(∞), along a subsequence of r.
Since Y ri (∞) is a Poisson random variable of mean ρir, any weak limit point yi(∞) of {yri (∞)}r must
concentrate at the constant ρi. Thus, the limit (random) vector x(∞) satisfies the following conservation
laws: ∑
k∈K
kixk(∞) ≡ yi(∞) = ρi, ∀i, (3)
which, in particular, implies that
z(∞) ≡
∑
i
yi(∞) ≡
∑
i
ρi = 1. (4)
Therefore, the values of x(∞) are confined to the convex compact (|K| − I)-dimensional polyhedron
X .=
{
x ∈ R|K|+
∣∣∣ ∑
k
kixk = ρi, ∀i ∈ I
}
. (5)
We will slightly abuse notation by using symbol x for a generic element of R
|K|
+ ; while x
r(∞),x(∞),xr(t),
and later x(t), refer to random vectors taking values in R
|K|
+ .
Note that the asymptotic regime and the associated basic properties (3) and (4) hold for any placement
algorithm. Indeed, (3) and (4) only depend on the fact that Y ri (∞) are mutually independent Poisson
random variables with means ρir, discussed earlier.
Consider the following linear program (LP) of minimizing
∑
k∈K xk, the number of occupied servers on the
7
fluid scale.
(LP) Minimize
∑
k∈K
xk (6)
subject to
∑
k∈K
kixk = ρi ∀i ∈ I, (7)
xk ≥ 0, ∀k ∈ K. (8)
Denote by X ∗ ⊆ X the set of its optimal solutions, and by L∗ its optimal value. Since constraints (7) hold
for x(∞) under any placement algorithm, the optimal value L∗ provides a lower bound on ∑
k
xk(∞), the
steady-state total number of occupied servers on the fluid scale, under any placement algorithm.
3 Main Result
The main result of this paper is the following theorem. It shows that GRAND(Zp) is asymptotically
optimal, when parameter p is sufficiently close to 1, which depends on the structure of the packing constraint
specified by K.
Theorem 4. Denote κ
.
= 1 +maxk
∑
i ki, and assume that p < 1 and
1− κ(1− p) > 7/8, or equivalently, p > 1− 1/(8κ). (9)
Consider a sequence of systems, with parameter r → ∞, operating under the GRAND(Zp) algorithm. For
each r, let xr(∞) denote the random state of the fluid-scaled process in the stationary regime. Then as
r →∞,
d(xr(∞),X ∗)⇒ 0.
We would like to compare our main result, Theorem 4, with the main results (Theorems 3 and 4) of [23], on
the asymptotic performance of the GRAND(aZ) algorithm. For any given p that satisfies (9), GRAND(Zp)
is asymptotically optimal in the sense that the fluid-scaled optimality gap, as measured by d(xr(∞),X ∗),
goes to 0 as the system scale r grows to infinity. In contrast, GRAND(aZ) is asymptotically optimal in the
following (essentially, weaker) sense: for any fixed parameter a > 0 and under GRAND(aZ), as r →∞, the
fluid-scaled optimality gap d(xr(∞),X ∗) converges to a constant c(a), which is not necessarily (and typically
is not) zero; however, c(a) → 0 as a → 0. So, speaking informally, GRAND(Zp) optimality requires only
that r →∞, while the optimality of GRAND(aZ) requires that r →∞ and then a→ 0.
Let us also remark on the role of condition (9) on the parameter p ∈ (0, 1) in Theorem 4. This condition
is technical, needed for our technical approach to work. It requires p to be sufficiently close to 1. Roughly
speaking, when the parameter p is sufficiently close to 1, this guarantees that xr
0
is sufficiently “large,”
approximately rp−1. This induces the steady-state values of xr
k
to be also “large”, at least r7/8−1, for all
configurations k (see Lemma 11). This in turn allows us to obtain desired bounds on the drift and increments
of an appropriate Lyapunov function under GRAND(Zp) (see Sections 5.3 and 5.4 for details).
4 Preliminaries
In this section, we present some definitions and facts from [23], to provide enough background needed for
the proof of Theorem 4, our main result. The main purpose of this section is to introduce the Lyapunov
function L(a) defined in (15), parameterized by a > 0, together with its “drift” term Ξ, defined in (25),
when the system is operating under the corresponding GRAND algorithm. In [23], the term Ξ was shown
to be the time derivative of L(a) in the fluid limit, under the GRAND(aZ) algorithm. For the GRAND(Zp)
algorithm that we study in this paper, we will use the Lyapunov function L(a) with a depending on r, namely
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a = rp−1, to prove Theorem 4; in this case the term Ξ approximates the drift of L(a), and for any large fixed
r the random increment of L(a) can be shown to be well approximated by a time integral of Ξ, with high
probability. Along the way, we also introduce some useful properties of the LP (6)–(8), L(a) and Ξ.
Dual characterization of (LP). Using the monotonicity of K¯ (cf. Definition 1), it is easy to check that
if, in the program (LP) defined by (6)-(8), we replace equality constraints (7) with the inequality constraints∑
k∈K
kixk ≥ ρi, ∀i, (10)
we form a new linear program (LP’) with the same optimal value as (LP). More explicitly, (LP’) is given by
(LP’) Minimize
∑
k∈K
xk
subject to
∑
k∈K
kixk ≥ ρi ∀i ∈ I,
xk ≥ 0 ∀k ∈ K.
Let X ∗∗ denote the set of optimal solutions of (LP’). Then, X ∗∗ contains X ∗, the set of optimal solutions of
(LP); or more precisely, X ∗ = X ∗∗ ∩ X . The dual program (DUAL’) of (LP’) is given by
(DUAL’) Maximize
∑
i∈I
ρiηi (11)
subject to
∑
i∈I
kiηi ≤ 1, ∀k ∈ K, (12)
ηi ≥ 0, ∀i ∈ I. (13)
The following lemma is a simple consequence of the Kuhn-Tucker theorem.
Lemma 5. Vector x is an optimal solution of (LP), i.e., x ∈ X ∗, if and only if x ∈ X , and there exists a
vector η = {ηi, i ∈ I} that satisfies (12), (13) and the complementary slackness condition:
for any k ∈ K, if
∑
i
kiηi < 1, then xk = 0. (14)
(Clearly, any such vector η is an optimal solution of (DUAL’).)
Let H∗ be the set of vectors η that satisfy (12)-(14) for some x ∈ X .
A useful Lyapunov function. For any parameter a ∈ (0, 1), define the function L(a) : R|K|+ → R by
L(a)(x)
.
= − 1
log a
∑
k∈K
xk log
(xkck
ea
)
, (15)
where ck
.
=
∏
i ki!, 0! = 1, and we use the convention that 0 log 0 = 0.
Function L(a)(x) can be viewed as as an approximation to the linear function
∑
k∈K xk. Indeed, it has been
shown [23] that as a→ 0, L(a)(x)→∑
k∈K xk uniformly over any compact set.
Throughout the paper, we will use notation b = − log a. Then, for each k ∈ K, we have
∂
∂xk
L(a)(x) =
1
b
log
(ckxk
a
)
. (16)
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Note that if we adopt the convention that
∂
∂x0
L(a)(x)
∣∣∣
x0=a
= 0, (17)
then (16) is valid for k = 0 and x0 = a, which will be useful later.
The function L(a) is strictly convex in x ∈ R|K|+ . Consider the problem minx∈X L(a)(x). It is the following
convex optimization problem (CVX(a)):
(CVX(a)) Minimize L(a)(x) (18)
subject to
∑
k∈K
kixk = ρi, ∀i ∈ I, (19)
xk ≥ 0, ∀k ∈ K. (20)
Denote by x∗,a ∈ X its unique optimal solution. The following lemma provides a crisp characterization of
the point x∗,a.
Lemma 6. A point x ∈ X is the optimal solution to (CVX(a)) defined by (18)-(20), i.e., x = x∗,a, if and
only if it has a product form representation
x∗,a
k
=
a
ck
exp
[
b
∑
i
kiν
∗,a
i
]
=
1
ck
a1−
∑
i kiν
∗,a
i , ∀k ∈ K, (21)
for some vector ν∗,a = {ν∗,ai , i ∈ I}.
Proof sketch. For each i ∈ I, let νi be the dual variable that corresponds to the equality constraint∑
k∈K kixk = ρi, and consider the Lagrangian
L(a)(x) +
∑
i
νi
(
ρi −
∑
k∈K
kixk
)
.
By setting partial derivatives of the Lagrangian to zero, we get
1
b
log
[xkck
a
]
−
∑
i
νiki = 0, ∀k ∈ K.
x∗,a ∈ X is the optimal solution to (CVX(a)) if and only if there exist Lagrange multipliers ν∗,a = {ν∗,ai , i ∈
I} such that
1
b
log
[
x∗,a
k
ck
a
]
−
∑
i
ν∗,ai ki = 0, ∀k ∈ K,
which leads to the product form representation (21).
A simple consequence of Lemma 6 is that the Lagrange multipliers ν∗,ai are unique and are equal to 1 −
log
(
x∗,a
ei
)
/ log a, by considering (21) for ei, i ∈ I. The following result is from [23].
Theorem 7. Let x∗,a and ν∗,a be as in Lemma 6. Then, as a ↓ 0, x∗,a → X ∗ and ν∗,a → H∗.
Note that the convergence x∗,a → X ∗ is an easy consequence of the fact that L(a)(x)−∑
k∈K xk → 0 u.o.c.,
as a→ 0.
In [23], we considered fluid limit trajectories x(·), which, speaking informally, arise as limits of the fluid-
scaled process xr(·) as r →∞. We showed there that for any fixed a > 0, under GRAND(aZ), the derivative
(d/dt)L(a)(x(t)) along a fluid limit trajectory x(·) is always negative, whenever x(t) 6= x∗,a; consequently,
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L(a) served as a Lyapunov function, which allowed us to prove that x(t) → x∗,a, as t → ∞, along any
fluid limit trajectory. This in turn was the key property that led to establishing the fact that the random
steady-state system state xr(∞) concentrates on x∗,a as r → ∞; together with Theorem 7 this means the
asymptotic optimality of GRAND(aZ), if the limit r → ∞ of steady states xr(∞) is taken first, and the
limit a → 0 is taken after that. In this paper we will also make use of the family of Lyapunov functions
L(a)(x) defined in (15), but use them in a different way, because the analysis of GRAND(Zp) cannot (as will
be explained later) rely on an analysis of fluid-limit trajectories.
We continue to introduce some expressions and their properties, derived in [23] and which are closely related
to the Lyapunov function L(a). In [23], the expression Ξ(x) defined below in (25) is the derivative of the
Lyapunov function L(a)(x(t)) with respect to time, along a fluid limit trajectory x(·). In the context of
this paper, Ξ will be interpreted and used differently; roughly speaking, it will be the value of the process
generator when applied to L(a).
Consider x ∈ R|K|+ such that xk > 0, ∀k ∈ K. For an ordered pair of edges (k, i) and (k′, i) we define
ξk,k′,i =
1
b
[
log(k′ixk−eixk′)− log(kixkxk′−ei)
]kiµixkxk′−ei
x(i)
,
where by convention,
x0 = a and, correspondingly, x(i)
.
= x0 +
∑
k∈K: k+ei∈K
xk, (22)
and ξk,k′,i is defined for cases when either k−ei = 0 or k′−ei = 0 as well. Let us note that in the expression
of ξk,k′,i,
1
b
[
log(k′ixk−eixk′)− log(kixkxk′−ei)
]
=[
∂
∂xk′
L(a)(x)− ∂
∂xk′−ei
L(a)(x)
]
−
[
∂
∂xk
L(a)(x)− ∂
∂xk−ei
L(a)(x)
]
. (23)
We have
ξk,k′,i + ξk′,k,i =
µi
bx(i)
[log(k′ixk−eixk′)− log(kixkxk′−ei)][kixkxk′−ei − k′ixk−eixk′ ] ≤ 0, (24)
and the inequality is strict unless k′ixk−eixk′ = kixkxk′−ei . Finally, we define
Ξ(x) =
∑
i
∑
k,k′
[ξk,k′,i + ξk′,k,i], (25)
where the summation
∑
k,k′ is over all unordered pairs {k,k′}. Observe that Ξ(x) < 0 unless x has a product
form representation (21), for some vector ν∗,a. This is because Ξ(x) = 0 if and only if the equality in (24)
holds for all pairs of edges {(k, i), (k′, i)}, which is true if and only if k′ixk−eixk′ = kixkxk′−ei for all pairs
{(k, i), (k′, i)}, a condition that is equivalent to a product form presentation (21) of x, for some ν∗,a. Let us
also note that here the vector ν∗,a need not correspond to the (unique) Lagrange multipliers of the program
(CVX(a)), because x does not necessarily satisfy the equalities (19); i.e., we do not necessarily have x ∈ X
(recall the definition of X in (5)). If x ∈ X , we will have x = x∗,a, exactly as in (21).
We now provide a more concrete interpretation of (25). Consider a state x and suppose that the time
derivatives (or rates of changes) of x are defined by the following dynamics. Along each edge (k, i), “mass”
is moving from xk to xk−ei at the rate
w˜k,i = kiµixk. (26)
(Value w˜k,i can be interpreted as the fluid-scaled rate of type-i departures along the edge (k, i).) In addition,
along each edge (k, i), “mass” is moving from xk−ei to xk at the rate
v˜k,i =
λ˜ixk−ei
x(i)
, (27)
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where we denote
λ˜i =
∑
k∈K
kiµixk, (28)
and x(i) is defined by (22). (Values v˜k,i and λ˜i defined in (27) and (28) can be interpreted as follows. If
x ∈ X , then λ˜i = λi for all i ∈ I, by the equality constraints (19), and v˜k,i of (27) is the fluid-scaled rate
of type-i arrivals along the edge (k, i), under the GRAND(Zp) algorithm. In general, this is not necessarily
the case, since we consider a generic system state x, which need not belong to X .)
Equations (26) and (27) define the derivatives of xk, for all k ∈ K. By convention, x0 remains constant at
a, so it has zero derivative. With such derivatives of x and x0, given the convention (22) and recalling (23),
it is not difficult to check that Ξ(x) is the time derivative of L(a)(x):
Ξ(x) =
∑
(k,i)∈M
[
∂
∂xk
L(a)(x)− ∂
∂xk−ei
L(a)(x)
] [
v˜k,i − w˜k,i
]
, (29)
where the convention (17) is used.
For future reference, we will use the following notation for the term log(k′ixk−eixk′) − log(kixkxk′−ei) in
(24), defined for a pair of edges (k, i) and (k′, i):
χk,k′,i(x) = log(k
′
ixk−eixk′)− log(kixkxk′−ei). (30)
5 Proof of Theorem 4
This section is organized as follows. In Subsection 5.1, we present the Lyapunov function that we will use
for each system indexed by r, and derive some basic properties of this Lyapunov function. In particular, we
will see that the Lyapunov function can be thought of as an approximation to the linear objective,
∑
k∈K xk.
We also point out the main difficulties in establishing the asymptotic optimality of GRAND(Zp) here. In
Subsection 5.2, we present some high probability bounds of the process x(·) in the stationary regime, for
large r. Making use of the high-probability bounds in Subsection 5.2, we derive high-probability estimates
on the change of the Lyapunov function in Subsection 5.3, and use these estimates to conclude the proof of
Theorem 4 in Subsection 5.4.
Throughout this section, we drop superscript r in notation – such as that appears in xr(t) – pertaining to
processes with parameter r.
5.1 A Lyapunov Function and Some Basic Properties
We will use the Lyapunov function L(a) for the proof of Theorem 4, where the parameter a depends on the
system scale r as a = rp−1. Correspondingly, b will also depend on r, with b = − log a = (1− p) log r. When
it is clear from the context that we are working with L(a) for a given fixed r (and corresponding a = rp−1),
we often drop the superscript (a).
Let us now provide an important remark regarding the Lyapunov function L(a) with a = rp−1, and the
GRAND(Zp) algorithm. On the one hand, for any given system scale parameter r, L(a) has a fixed parameter
a = rp−1. Furthermore, the expressions (29) and (25) for Ξ(x), the time derivative of L(a), make use of the
convention (22), where a = rp−1. On the other hand, GRAND(Zp) itself does not use or need to know the
parameter r, since the actual number of zero-servers that it uses at time t is X0(t) = Z
p(t), which only uses
the knowledge of Z(t), the total number of customers at time t.
At this point, we can highlight the key technical difficulty of the analysis of GRAND(Zp), compared to that
of GRAND(aZ) in [23]. Under GRAND(aZ), the fluid-scaled quantities xr
k
are O(1) for all configurations
12
k. Consequently, as r→∞, the fluid-scaled process xr(·) converges to a well-defined fluid limit x(·), for any
well-defined limiting initial state x(0). The Lyapunov function L(a), with fixed a > 0, is then used in [23]
to show the convergence of all fluid trajectories x(t) to the point x∗,a, as t → ∞, which is the key part of
the analysis of GRAND(aZ). Therefore, in [23], it sufficed to work with fluid limits and derivatives of the
Lyapunov function along fluid limit trajectories.
In this paper, to analyze GRAND(Zp), we use L(r
p−1) as a Lyapunov function for a system with given
r. The key difficulty is that under GRAND(Zp), some of the fluid-scaled xr
k
are o(1); for example, xr
0
=
O(rp−1). A further complication is that different xr
k
are on different scales with respect to r; namely, they
are O(rs(k)) with the power s(k) depending on k, s(k) ∈ (0, 1]. Because of the multi-scale system dynamics,
the conventional fluid limit is not sufficient to establish a negative drift of the Lyapunov function. Moreover,
the use of other, local, fluid limits (obtained under different space/time scalings) also does not appear to be
particularly useful, because, again, xr
k
evolve on different scales. To overcome this difficulty, in Section 5.3,
we use direct (and more involved) probabilistic estimates of the Lyapunov function increments, which are
based on martingale theory, and which do not involve fluid or local fluid limits.
The following lemmas state some elementary properties related to the Lyapunov function L(a) with a = rp−1.
Lemma 8. Let ε ∈ (0, 12). Consider a sequence of points x◦,a indexed by a = rp−1, which satisfy∣∣∣∣∣∑
k∈K
kix
◦,a
k
− ρi
∣∣∣∣∣ ≤ r−1/2+εI , ∀i, for sufficiently large r, (31)
and
χk,k′,i (x
◦,a)→ 0 for all pairs of edges (k, i), (k′, i),
where we recall the definition of χk,k′,i in (30). Then, as r →∞, L(a)(x◦,a)→ L∗, where L∗ is the optimal
value of (LP) defined by (6)–(8).
Proof. For each r, and the corresponding a = rp−1, denote
ν∗,ai = 1−
log(x◦,aei )
log a
, ∀i ∈ I.
Define x∗,a =
{
x∗,a
k
,k ∈ K} via product form (21) corresponding to these ν∗,ai :
x∗,a
k
=
a
ck
exp
[
b
∑
i
kiν
∗,a
i
]
=
1
ck
a1−
∑
i kiν
∗,a
i , k ∈ K. (32)
Note that for any r (and correspondingly, a = rp−1), x∗,a and ν∗,a need not be the optimal primal and
dual solutions to (CVX(a)), defined by (18)-(20), since x∗,a need not belong to X . Instead, point x∗,a is the
optimal solution for the problem
minimize L(a)(x) (33)
subject to
∑
k∈K
kixk =
∑
k∈K
kix
∗,a
k
, ∀i ∈ I, (34)
xk ≥ 0, ∀k ∈ K. (35)
We now claim that for all k ∈ K,
x◦,a
k
/x∗,a
k
→ 1 as r →∞. (36)
By convention, x◦,a
0
= x∗,a
0
= a = rp−1. It is also easy to check that for all i ∈ I, x◦,aei = x∗,aei . Consider a
general configuration k ∈ K. For an edge (k, i), we use χ˜(k,i) as a shorthand for χei,k,i(x◦,a), and we have
χ˜(k,i) = χei,k,i(x
◦,a)
= log
(
kix
◦,a
0
x◦,a
k
)− log (x◦,a
ei
x◦,a
k−ei
)
= log
(
kiax
◦,a
k
)− log (x∗,a
ei
x◦,a
k−ei
)
.
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By some simple algebraic manipulation, we have the recursion
x◦,a
k
=
eχ˜(k,i)x∗,aei x
◦,a
k−ei
kia
=
1
ki
eχ˜(k,i)a−ν
∗,a
i x◦,a
k−ei
. (37)
Consider a path that connects configuration k and 0 using the following sequence of edges: the first k1 edges
are (k, 1), (k− e1, 1), · · · , (k− (k1 − 1)e1, 1), followed by k2 edges of the form (k− (k1 − 1)e1, 2), (k− (k1 −
1)e1 − e2, 2), · · · , (k − (k1 − 1)e1 − (k2 − 1)e2, 2), etc. Thus, the path uses
∑
i ki edges to connect k with
0. Using e˜ to denote a generic edge that belongs to this path, and using the recursion (37), it is easy to see
that
x◦,a
k
=
1
ck
[∏
e˜
exp (χ˜e˜)
]
a1−
∑
i kiν
∗,a
i =
[∏
e˜
exp (χ˜e˜)
]
x∗,a
k
.
Thus,
x◦,a
k
x∗,a
k
=
[∏
e˜
exp (χ˜e˜)
]
→ 1,
since χ˜e˜ → 0 for all edges e˜. This completes the proof of the claim.
By (36), we have
‖x◦,a − x∗,a‖ → 0, r →∞.
In addition, using condition (31), we have that for each i ∈ I, the term ∑
k∈K kix
∗,a
k
on the RHS of the
equality constraint (34) converges to ρi as r → ∞. Furthermore, recall that
∣∣L(a)(x)−∑
k∈K xk
∣∣ → 0,
uniformly on x from a bounded set. Therefore, we must have L(a)(x∗,a)→ L∗. ✷
Lemma 8 implies the following property that we will actually use.
Lemma 9. For any γ > 0, there exists δ1 > 0 such that, for all sufficiently large r and a = r
p−1, condition
(31) and the condition that
|χk,k′,i| ≤ δ1 for all pairs of edges (k, i), (k′, i)
imply
L(a)(x)− L∗ ≤ γ.
5.2 High Probability Steady-State Bounds on x(·)
From now on in the paper, we fix p satisfying (9), and a corresponding s, satisfying 7/8 < s < 1− κ(1− p).
We often refer to the following conditions, at a given time t ≥ 0, with some constants c > 0 and ε > 0:
|Z(t)/r − 1| ≤ r−1/2+ε; (38)∣∣∣∣∣∑
k
kixk(t)− ρi
∣∣∣∣∣ ≤ r−1/2+εI , ∀i; (39)
xk(t) ≥ crs−1, ∀k. (40)
It is easy to see that (39) implies (38).
Lemma 10. Let α > 0 and ε > 0. Consider our system in the stationary regime for each r. Then,
P {condition (39) holds for all t ∈ [0, rα]} → 1, r →∞.
The proof of Lemma 10 is provided in Appendix A. The statement of Lemma 10 is very intuitive, because
we know that in the stationary regime, Yi(t) has Poisson distribution with mean ρir for any t. Since
Yi(t) =
∑
k∈K kiXk(t), condition (39) clearly holds for any given t. The proof shows that, in fact, with high
probability, (39) holds on any rα-long time interval.
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Lemma 11. Let α > 0. Consider our system in the stationary regime for each r. Then, there exists c > 0
such that
P{condition (40) holds for t ∈ [0, rα]} → 1, r →∞.
The proof of Lemma 11 is provided in Appendix B, where we establish a stronger property: with high
probability, there exists some c > 0 such that for all k ∈ K and for all t ∈ [0, rα], xk(t) ≥ crs(k)−1, where
s(k) = 1− (∑i ki + 1) (1−p) ≥ 1−κ(1−p) > s. Here we provide a sketch of the argument used to establish
this stronger property. By Lemma 10, with high probability, the fluid-scaled total number of customers,
Z(t)/r, is in steady state close to 1 for all t ∈ [0, rα]. Therefore, x0 is close to Zp/r ≈ rp−1, and the property
should hold for k = 0. Then, we use an induction argument. Fix configuration k 6= 0, and suppose the
property is true for all configurations k′ 6= k, k′ ≤ k. We argue that it should then hold for k and some
c (possibly rechosen to be smaller), as follows. Pick k′ = k − ei for some i; such k′ exists since k 6= 0.
We account separately for transitions that increase xk and those that decrease xk. First, type-i arrivals
along edge (k, i) increase xk, and take place at (unscaled) rate λirxk′/x(i). Furthermore, this arrival process
is lower bounded by a Poisson process of (unscaled) rate c1r
(
rs(k
′)/r
)
= c1r
s(k′), for a constant c1 > 0,
because X(i)/r ≤ (X0 + Z)/r is essentially upper bounded by a constant, and xk′ ≥ c(rs(k′)/r) by the
induction hypothesis. Second, transitions that would decrease xk consist of departures from k and arrivals
into k. When xk(t) ≤ crs(k)−1, the (unscaled) rates of these transitions are upper bounded by c2crs(k) and
c3cr(r
s(k)/rp) = c3cr
s(k)+1−p (because X(i) ≥ X0 ≈ rp), respectively, for some constants c2 > 0 and c3 > 0.
Thus, the transitions that would decrease xk are upper bounded by a Poisson process with (unscaled) rate
c2cr
s(k) + c3cr
s(k)+1−p ≤ c4crs(k)+1−p = c4crs(k′), for some c4 > 0. Therefore, if we choose constant c to
be sufficiently small, then when xk(t) ≤ crs(k)/r, the rate of transitions that increase xk dominates the rate
of transitions that decrease it, at least by some factor greater than 1. Thus, with high probability, xk(t)
“should” stay above crs(k)−1.
5.3 Lyapunov Function Drift Estimates for an Artificial Process
We will start with an informal overview of this subsection, and how its results will be used in the next one.
In this subsection, we consider an artificial process for which conditions (38)-(40) are “enforced” over a rs−1-
long interval; the construction is such that the original process pathwise coincides with the artificial one, as
long as (38)-(40) hold. For the artificial process, we obtain high probability estimates of the increment of
a certain process F (t) over an rs−1-long interval. The construction of F (t) is such that, if sample paths of
the artificial and original processes coincide, then F (t) is equal to the increment of the Lyapunov function
L(x(t)). (Recall that L = L(r
p−1) depends on r.)
The goal of this subsection is to obtain high probability estimates of F (t). To do that, we use the martingale
representation of F (t), in which the compensator is B(t) =
∫ t
0 AL(x(ξ))dξ, where operatorA is closely related
to the generator of the artificial (and original) process. We then derive bounds on |AL(x(ξ)) − Ξ(x(ξ))|,
which allows us to obtain a bound on |B(t)−∫ t0 Ξ(x(ξ))dξ|. We also obtain an upper bound on the quadratic
characteristic (predictable quadratic variation) of the martingale M(t) = F (t) − B(t), which, by Doob’s
inequality, gives us a high probability bound on |M(t)|. Combining the latter two bounds, we obtain one
on |F (t) − ∫ t
0
Ξ(x(ξ))dξ|, namely we can claim that it is “small.” Finally, we observe that Ξ(x(ξ)) ≤ 0 for
any x(ξ), and use Lemma 9 to show that Ξ(x(ξ)) is negative and bounded away from 0 as long as x(ξ) is
bounded away from the optimal set X ∗ of (LP) in (6)–(8). Combining all the above, we can claim that,
with high probability, F (t) has a negative (bounded away from zero) increment over a rs−1-long interval, in
which x(t) “stays away” from the optimal set X ∗.
In Subsection 5.4 we will use the fact that (38)-(40) hold for the original process with high probability, to
couple the artificial and original processes in a way such that they coincide with high probability. Therefore,
with high probability, the increment of the Lyapunov function L(x(t)) for the original process is equal to
F (t), for which the estimates of this subsection apply.
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This ends the informal overview. Let us proceed with formal results.
In Subsections 5.3 and 5.4 we use the following convention. By Cg we denote a generic positive constant,
which does not depend on the system parameters or on the scaling parameter r; the value of Cg may be
different in different expressions, where it appears.
Consider a single rs−1-long interval, and let T = rs−1. The initial state is such that, at t = 0, conditions
(38), (39), and (40) hold for some constant c > 0 and a small constant ε > 0, where the magnitude of ε will
be specified later (at the end of this subsection).
Let X̂ = X̂ r denote the set of states x that satisfy (38)-(40). For x ∈ X̂ , we have:∣∣∣∣ ∂∂xkL(x)
∣∣∣∣ ≤ Cg, (41)
0 ≤
∣∣∣∣ ∂2∂x2
k
L(x)
∣∣∣∣ ≤ Cg[rs−1 log r]−1 ≤ Cgr1−s, (42)
for all sufficiently large r. To see inequality (41), first recall from (16) that ∂∂xkL(x) =
1
b log
(
ckxk
a
)
=
1
b log (ckxk) + 1 for any k, since b = − log a. Also, since x ∈ X̂ satisfies condition (38), xk ≤ z ≤ 2
for sufficiently large r. Thus, (41) holds for all sufficiently large r. To see inequality (42), note that
∂2
∂x2
k
L(x) = 1bxk , b = − log a = (1− p) log r (since a = rp−1), and xk ≥ crs−1, by condition (40).
Our process x(t) is a pure jump process – the jumps are caused by customer arrivals and departures. For
the rest of this subsection, we consider an artificial version of the process, which we now describe. In this
artificial process, for which, with some abuse, we keep the same notation x(·), some of the jumps (i.e.,
transitions) are not allowed to occur. Specifically, if ξ is a point in time when an arrival or departure takes
place, we call it a point of potential transition. If this potential transition keeps the state within conditions
(38)-(40), we allow it to occur, so this becomes an actual transition for the artificial process. If the potential
transition were to take us to a state violating (38)-(40), we do not allow this transition to actually occur,
and keep the state unchanged.
We now introduce some notation related to the artificial process. For x ∈ X̂ , let T (x) = T r(x) denote
the set of all potential transitions out of it. Any potential transition α ∈ T (x) uniquely identifies the
“from”-state, which is x, and the “to”-state, which we denote by xα. Thus, the sets T (x) for different x are
non-intersecting. Let T = T r = ∪
x∈X̂T (x) be the set of all possible potential transitions from the states
x ∈ X̂ . Note that for any r, the cardinalities of X̂ and T are both finite. Denote by T̂ (x) ⊆ T (x) the set
of all allowed potential transition out of x, i.e., those for which xα ∈ X̂ . Let T̂ = ∪x∈X̂ T̂ (x) ⊆ T denote
the set of all potential transitions that are allowed. Finally, for a potential transition α, denote by βα its
(infinitesimal) rate.
We can and do construct the artificial process on the following probability space. Let the initial state
x(0) ∈ X̂ be fixed. For each potential transition type α ∈ T , there is an independent unit-rate Poisson
process Πα(·). The counting process of potential α-transitions is
Hα(t) = Πα
(∫ t
0
βαI{α ∈ T (x(ξ))}dξ
)
.
Denote by τα(t) the set of time points where the potential transitions α, and the associated jumps of Hα(·),
occur in [0, t]. Denote by τ(t) = ∪α∈T τα(t) and τ̂ (t) = ∪α∈T̂ τα(t) the sets of all potential transition points
and allowed (i.e., actual) transition points, respectively, in [0, t]. The state x(t) at time t is the state after
the last allowed potential transition. More formally, if max τ̂ (t) ∈ τα(t), then x(t) = xα, where xα is the
“to”-state of potential transition α; if τ̂ (t) is empty, then x(t) = x(0). It is easy to see that, w.p.1, this
construction uniquely determines the realization of the process, including all potential transition points.
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Consider the following pure-jump process:
F (t) =
∑
α∈T
∑
s∈τα(t)
∆α ≡
∑
α∈T
∆αHα(t),
where
∆α = L(xα)− L(x),
x and xα the “from”- and “to”-states of potential transition α. Note that the above definition of F (t) has
the sum over all potential transitions, both allowed and not allowed. We observe for future reference that, if
the artificial process realization is such that all potential transitions in [0, t] are allowed, i.e., they are actual
transitions, then F (t) = L(x(t)) − L(x(0)).
Denote
AL(x) =
∑
α∈T (x)
βα∆α ≡
∑
α∈T (x)
βα[L(xα)− L(x)].
Let us remark that for a process where all potential transitions are allowed, AL is the process generator, if
L is within its domain. For our artificial process x(·), however, AL(x) is just a formally defined expression.
F (t) =
∑
α∈T
∑
s∈τα(t)
∆α ≡
∑
α∈T
∆αHα(t),
We have
F (t) = M(t) + B(t), (43)
where, as we will see shortly,
B(t) =
∑
α∈T
∆α
∫ t
0
βαI{α ∈ T (x(s))}ds =
∫ t
0
AL(x(t))dt
is the compensator of F (t) and M(t) = F (t) − B(t) is martingale. We will use the following additional
notation:
B(t) =
∫ t
0
AL(x(t))dt =
∑
α∈T
Bα(t), (44)
where
Bα(t) = ∆αH¯α(t), H¯α(t) ≡
∫ t
0
βαI{α ∈ T (x(s))}ds; (45)
and
M(t) =
∑
α∈T
Mα(t), (46)
where
Mα(t) = ∆α
[
Πα
(
H¯α(t)
)− H¯α(t)] . (47)
Note also that
Hα(t) = Πα
(
H¯α(t)
)
.
We have (from, e.g., Lemmas 3.1 and 3.2 in [19]), that eachMα(t), t ≥ 0, is a martingale w.r.t. the filtration
describing the history of the process up to time t. (This itself is a martingale, there is no need to localize, as
in [19], because in our case the total transition rate and all jump sizes are uniformly bounded.) Moreover,
its predictable and optional quadratic variations are, respectively,
〈Mα〉(t) = ∆2αH¯α(t), [Mα] (t) = ∆2αHα(t).
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We see that M(·) is also a martingale. Furthermore, since w.p.1 all potential transition time points are
distinct, we have
[M ] (t) =
∑
α∈T
[Mα] (t) =
∑
α∈T
∆2αHα(t).
Using this fact, and the fact that each Mα(·) is a martingale, the same argument as in the proof of Lemma
3.1 in [19] shows that
〈M〉(t) =
∑
α∈T
∆2αH¯α(t).
We have the following deterministic upper bound on the predictable quadratic variation (quadratic charac-
teristic):
〈M〉(t) ≤ [Cgr]
(
Cg
r
)2
t, (48)
where Cgr is a uniform upper bound on the total rate of potential transitions from any state, Cg/r is a
uniform upper bound on ∆α.
By Doob’s inequality (see, e.g., Theorem 1.9.1 in [14]), for any δ > 0,
P
{
max
0≤ξ≤t
|M(ξ)| ≥ δ
}
≤ E[〈M〉(t)]
δ2
. (49)
In particular, for δ = ηr3s−3−ε with some η ∈ (0, 1/4), and t = T = rs−1, we have
P
{
max
0≤ξ≤T
|M(ξ)| ≥ ηr3s−3−ε
}
≤ [Cgλr] (Cg/r)
2
rs−1
[ηr3s−3−ε]2
≤ Cg r
4−5s+2ε
η2
. (50)
Our next goal is to estimate |AL(x)− Ξ(x)|, where Ξ(x) is defined in (25) and (29). Denote by A¯L(x) the
“linear component” of AL(x), i.e. the AL(x) computed with function L replaced by its linearization at x.
Specifically,
A¯L(x) =
∑
α∈T (x)
βα(xα − x) · ∇L(x),
where ∇L(x) is the gradient of L at x. Since the difference between L(xα)− L(x) and (xα − x) · ∇L(x) is
second order, using (42), we have
|AL(x)− A¯L(x)| ≤ Cgr · r
1−s
log r
·
(
1
r
)2
< r−s, (51)
where the second inequality is true for r > exp(Cg).
Let us now consider the relation between A¯L(x) and Ξ(x). Expression for A¯L(x) can be rewritten as
A¯L(x) =
∑
(k,i)∈M
[
∂
∂xk
L(a)(x)− ∂
∂xk−ei
L(a)(x)
] [
vk,i − w˜k,i
]
, (52)
where vk,i are obtained from making the following modifications to v˜k,i in (29) and (27). For each i, replace
λ˜i by λi (since λi are the actual fluid-scaled arrival rates), which changes the expression of v˜k,i in (27)
accordingly. Next, x(i) is defined as in (22), but x0 = a is replaced by the actual fluid-scaled number of
zero-servers under GRAND(Zp), i.e., x0 = Z
p/r, which further changes the value of v˜k,i in (27). We keep
the convention (∂/∂x0)L(x) = 0, for any x. This completes the description of the modifications. We see
that A¯L(x) is exactly equal to Ξ(x) with each v˜k,i replaced by the corresponding vk,i.
We can now estimate |A¯L(x)− Ξ(x)|. We know from (39) that∣∣∣λ˜i − λi∣∣∣ ≤ r−1/2+ε.
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Furthermore, from (38), we have ∣∣∣∣Zprp − 1
∣∣∣∣ ≤ 2r−1/2+ε.
Therefore, the modified (and actual) x(i) with x0 = Z
p/r, and the value of x(i) in (22), assuming x0 = a =
rp−1, are different by at most Cgr
p−1r−1/2+ε. Summarizing these observations, we conclude that vectors
v˜ = {v˜k,i} and v = {vk,i} must be close, specifically
‖v˜ − v‖ ≤ Cgr−1/2+ε. (53)
Using the expressions (29) for Ξ(x) and (52) for A¯L(x), we have
|Ξ(x)− A¯L(x)| =
∣∣∣∣∣∣
∑
(k,i)∈M
[
∂
∂xk
L(a)(x)− ∂
∂xk−ei
L(a)(x)
] [
vk,i − v˜k,i
]∣∣∣∣∣∣ (54)
≤ Cg‖∇L(a)(x)‖‖v˜ − v‖ (55)
≤ Cgr−1/2+ε, (56)
where the last inequality follows from (41) and (53).
Summing (51) and (56), recalling that s > 7/8, we obtain the estimate
|AL(x)− Ξ(x)| ≤ |AL(x)− A¯L(x)|+ |A¯L(x)− Ξ(x)| ≤ Cgr−1/2+ε.
Then, ∫ T
0
|AL(x(t)) − Ξ(x(t))|dt ≤ Cgrs−3/2+ε. (57)
Now we specify the choice of the constant ε > 0: it has to be small enough to satisfy
3s− 3− ε > s− 3/2 + ε (or ε < s− 3/4), and (58)
(−3s+ 3 + ε) + (4− 5s+ 2ε) < 0 (or ε < (8s− 7)/3). (59)
Since s > 7/8, we have both s− 3/4 > 0 and (8s− 7)/3 > 0. Thus, conditions (58) and (59) are well-defined.
Now, compare ηr3s−3−ε, the term on the RHS of the event in bracket in (50), and Cgr
s−3/2+ε, the term on
the RHS of the error estimate in (57). By condition (58), we have ηr3s−3−ε > Cgr
s−3/2+ε for all sufficiently
large r. Then, from (43), (50) and (57), we obtain
P
{
max
0≤t≤T
∣∣∣∣F (t)− ∫ t
0
Ξ(x(t))dt
∣∣∣∣ ≥ 2ηr3s−3−ε} ≤ Cgr4−5s+2ε/η2. (60)
Let us remark that to obtain (60), we only need ε to be positive and satisfy condition (58). The condition
(59) is needed for the rest of the proof of Theorem 4 in the next subsection.
We conclude this subsection with the estimates of Ξ(x) and
∫ T
0
Ξ(x(ξ))dξ. By the remark after (25), we
have Ξ(x) ≤ 0. Furthermore, let any δ1 > 0 be fixed. Then, by (24) and (29), there exists C = C(δ1) > 0
such that the following holds: if |χk,k′,i| ≥ δ1 for at least one pair of edges, then
Ξ(x) ≤ −C(1/ log r)[rs−1 ]2 < −r2s−2−ε,
for all sufficiently large r. We obtain that, always,∫ t
0
Ξ(x(ξ))dξ ≤ 0, ∀t ≤ T, (61)
and if |χk,k′,i| ≥ δ1 > 0 for at least one pair of edges in the entire interval [0, T ], then∫ T
0
Ξ(x(t))dt ≤ −C(1/ log r)[rs−1]2rs−1 < −r3s−3−ε, (62)
for all sufficiently large r.
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5.4 Completing the Proof of Theorem 4
We start with a comment about the probability space constructions. The construction that we will use in
this section does not have to be same as those used in Subsection 5.3 or Appendices A-B. The probability
spaces used in different parts of the paper can be different, as long as we use them to obtain statements
in the form of probability estimates, which is the case here. Obviously, the probability estimates are valid
regardless of the probability space construction used to derive them.
Let the constants ε > 0, η > 0 and c > 0 be those chosen above in Section 5.3. More specifically, ε > 0
satisfies conditions (58) and (59), η ∈ (0, 1/4), and c > 0 is such that Lemma 11 holds. Fix C′ > 0.
(The exact choice of C′ will be specified later.) Consider the stationary version of the original process
on C′r−3s+3+ε consecutive rs−1-long intervals, starting time 0. (I.e., the distribution at initial time 0 the
stationary distribution of the process.) These rs−1-long intervals we will call subintervals. The proof of
Theorem 4 will be completed if we prove the following
Assertion. For any fixed γ > 0 and any fixed subsequence of r, there exists a further subsequence of r, along
which, w.p.1, for all sufficiently large r the following properties hold for the original process:
(a) properties (38)-(40) hold at all times within all C′r−3s+3+ε subintervals;
(b) at the end of the last subinterval,
∑
k∈K xk − L∗ < γ.
To prove this assertion, fix any γ > 0 and any subsequence of r. In addition to the original process, consider
the artificial process, coupled to it as follows. The initial state of the artificial process is equal (w.p.1) to
that of the original one. If the initial state (of both processes) satisfies (38)-(40), then the artificial process
evolves as it is defined, and it is coupled to be equal to the original process until the first time when (38)-(40)
is violated (for the original process). By convention, if the initial state (of both processes) violates (38)-(40),
then the artificial process is “frozen”, i.e. remains equal to the initial state at all times.
Let us focus on the artificial process, and apply the estimate (60) to each subinterval. (When (60) is applied
to a given subinterval, the time is shifted so that t = 0 is the beginning of that subinterval.) Then, by (60)
and a simple union bound, we see that the probability that the event in the brackets in the LHS of (60)
holds for at least one of the subintervals is upper bounded by
CgC
′r−3s+3+εr4−5s+2ε/η2 = CgC
′r7−8s+3ε/η2.
Since ε satisfies (59), CgC
′r7−8s+3ε/η2 → 0 as r →∞. Consider a further subsequence of r, increasing fast
enough, e.g. r = r(n) ≥ en, so that the sum of these probabilities is finite. Then, for the artificial process,
by Borel-Cantelli lemma, w.p.1, for all large r, the condition
max
0≤t≤T
∣∣∣∣F (t)− ∫ t
0
Ξ(x(t))dt
∣∣∣∣ < 2ηr3s−3−ε (63)
holds simultaneously for all C′r−3s+3+ε subintervals; furthermore, we have (61)-(62) for all these subintervals
simultaneously.
By Lemmas 10 and 11, and Borel-Cantelli lemma, we can choose a further subsequence of r, along which the
original process is such that w.p.1, for all large r, conditions (38)-(40) hold on all C′r−3s+3+ε subintervals,
and therefore the artificial process and the original process coincide. Therefore, along this subsequence,
w.p.1, for all large r, F (t) (which we defined for the artificial process) is equal to the increment of L,
F (t) = L(x(t)) − L(x(0)), for the original process, for all subintervals simultaneously, and we also have
(61)-(62) for all subintervals simultaneously.
Then, w.p.1, for all large r, the following occurs for the original process. If at the beginning of a subinterval,
∆L ≡ L − L∗ ≥ γ, then either condition ∆L ≤ γ is “hit” within the subinterval, or, at the end of the
subinterval ∆L is smaller by at least r3s−3−ε/2 > 0. This follows from (62), (63), condition η < 1/4, and
the fact that (by Lemma 9) ∆L ≥ γ implies that |χk,k′,i| ≥ δ1 > 0 for some δ1 = δ1(γ) that (just like γ)
does not depend on r. In addition, if at the beginning of a subinterval or any other point in it ∆L ≤ γ, then
at the end of the subinterval ∆L < 2γ.
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Note that w.p.1, for all large r, at the beginning of the first subinterval, L(x(0))−L∗ ≤ C′′ for some constant
C′′ > 0 independent of r. (Recall that L(x) = L(r
p−1)(x), and it converges to
∑
k∈K xk uniformly on compact
sets.) We now specify the choice of C′: it is any constant satisfying C′ > 2C′′. Given this choice, we see that
(w.p.1, for all large r) condition ∆L ≤ γ is in fact “hit” within one of the subintervals; this in turn implies
that ∆L < 2γ must hold at the end of the last subinterval. Recall again that L(x) = L(r
p−1)(x) converges to∑
k∈K xk uniformly on compact sets. We finally obtain that, w.p.1, for all large r,
∑
k∈K xk−L∗ < 3γ at the
end of the last subinterval, which (by rechoosing γ) completes the proof of the assertion, and of Theorem 4.
✷
6 Discussion
This paper continues the line of work, originated in [23], which shows that, surprisingly, extremely simple
dynamic placement (packing) algorithms, such as GRAND, can be asymptotically optimal. We show that
GRAND(Zp) algorithm, which is as simple as GRAND(aZ) in [23], is asymptotically optimal in a stronger
sense than GRAND(aZ). The analysis of GRAND(Zp) is substantially more involved technically than that
of GRAND(aZ), because it cannot be reduced to the analysis of fluid limits and/or local fluid limits.
We believe that our main result, Theorem 4, holds for any p ∈ (0, 1), without the additional condition (9)
that requires p to be sufficiently close to 1. This additional condition is needed for our technical approach
to work, and is probably just technical. Removing or relaxing the additional condition on p is interesting
and important from both practical and methodological point of view, and may be a subject of future work.
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Appendix
A Proof of Lemma 10
We start with a general outline. First, in Subsection A.1, we provide some useful concentration inequalities
of Poisson random variables, together with some notation and terminology that will be useful for both the
proofs of Lemmas 10 and 11. The actual proof of Lemma 10 is in Subsection A.2; its outline is as follows.
First, in steady state, property (39) holds with high probability (w.h.p) for each t, since Yi(t) =
∑
k
kiXk(t)
is a Poisson random variable with mean λir. To show that w.h.p. property (39) holds uniformly over a
polynomially long interval [0, rα], we divide the interval [0, rα] into shorter sub-intervals of length r−1/2,
and show that w.h.p. property (39) holds uniformly over each sub-interval. In fact, the probability of (39)
not holding uniformly over a sub-interval decays fast enough with r, so that we can use a union bound to
claim that w.h.p. (39) holds for all sub-intervals simultaneously. To obtain a single sub-interval bound, we
first observe that at the beginning of a sub-interval, property (39) holds w.h.p. by stationarity. Then, using
the fact that Yi(·) follows the evolution of an M/M/∞ queue, we can upper bound the increase of Yi due
to arrivals, and lower bound the decrease of Yi due to departures, over a subinterval. We have chosen the
length r−1/2 of each sub-interval small enough so that increase and decrease in Yi are small as well, and (by
possibly rechoosing ε) property (39) would hold uniformly in a sub-interval, w.h.p.
A.1 Preliminaries
In this subsection, we recall some basic concentration inequalities for Poisson random variables. We then
describe a convention that we will follow in this section and Appendix B.
Proposition 12 (Theorem 5.4, [18]). Let V be a Poisson random variable with mean ν. If x > ν, then
P(V ≥ x) ≤ e
−ν(eν)x
xx
; (64)
and if x < ν, then
P(V ≤ x) ≤ e
−ν(eν)x
xx
. (65)
A consequence of Proposition 12 is the following concentration bounds, which will be used extensively for
the proofs of Lemmas 10 and 11.
Corollary 13. Let V be a Poisson random variable with mean ν, and let w ∈ [0, ν]. Then,
P(V ≥ ν + w) ≤ e−w
2
4ν , and (66)
P(V ≤ ν − w) ≤ e−w
2
4ν . (67)
Proof sketch. Let w ∈ [0, ν]. Then, by (64),
P(V ≥ ν + w) ≤ e
−ν(eν)ν+w
(ν + w)ν+w
= exp
[
w + (ν + w) log
ν
ν + w
]
.
To establish (66), it suffices to prove that for all w ∈ [0, ν],
w + (ν + w) log
ν
ν + w
≤ −w
2
4ν
.
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The inequality can be established by observing that when w = 0, LHS = RHS = 0, and that for w ∈ [0, ν],
d
dw
[
w + (ν + w) log
ν
ν + w
]
= log
ν
ν + w
≤ − w
ν + w
≤ − w
2ν
=
d
dw
[
−w
2
4ν
]
.
(67) can be established in a similar way. We omit further details.
To prove Lemmas 10 and 11, we will often consider probability bounds for a sequence of events, indexed by r.
To simplify exposition, we use the following notation. For a sequence of constants
{
C(r)
}
with C(r) ∈ [0, 1]
for each r, we write
C(r) ≤ e−poly(r)
(
respectively, C(r) ≥ 1− e−poly(r)
)
, (68)
if there exists a positive constant γ such that for all sufficiently large r,
C(r) ≤ e−rγ
(
respectively, C(r) ≥ 1− e−rγ
)
.
It is useful to think of C(r) as probabilities of events indexed by r. Note that if
{
C
(r)
1
}
r
and
{
C
(r)
2
}
r
are
two sequences with C
(r)
1 ≤ e−poly(r) and C(r)2 ≤ e−poly(r), then we also have
C
(r)
1 + C
(r)
2 ≤ e−poly(r).
Similarly, if C
(r)
1 ≥ 1− e−poly(r) and C(r)2 ≥ 1− e−poly(r), then
C
(r)
1 + C
(r)
2 ≥ 1− e−poly(r).
Finally, we also often use the expression “with probability 1− e−poly(r)” to mean that the probability is at
least 1− e−rγ , for some γ > 0 and for all sufficiently large r.
A.2 Proof of Lemma 10
Our general strategy for establishing Lemma 10 is to divide the interval [0, rα] into shorter sub-intervals of
length r−1/2, and show that (39) holds with high probability over each sub-interval. More specifically, let us
define events
Erj,i =
 supt∈[(j−1)r− 12 ,jr− 12 ] |Y ri (t)− ρir| ≥
r1/2+ε
I
 , (69)
for i ∈ I, j ∈ {1, 2, · · · , rα+ 12 }1, and for each r. Note that because for each r, the system is in the stationary
regime, we have that for any i ∈ I,
P
(
Er1,i
)
= P
(
Er2,i
)
= · · · = P
(
Errα+1/2,i
)
. (70)
Thus, if we can show that
P
(
Er1,i
) ≤ e−poly(r), ∀i ∈ I, (71)
then by (70) and (71),
P
(∪1≤j≤rα+1/2,i∈IErj,i) ≤ e−poly(r) → 0 as r →∞,
which establishes Lemma 10 immediately.
It is now left to show that P
(
Er1,i
) ≤ e−poly(r) for each i ∈ I.
1We treat rα+
1
2 as if it were guaranteed to be an integer. Similarly, in the sequel, whenever Crβ is used as an index for
some constants β > 0 and C > 0, we treat it as an integer. Rounding them up or down to a nearest integer would overburden
our notation, but would not affect our order-of-magnitude estimates.
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Lemma 14. Let i ∈ I, and consider the system indexed by r in the stationary regime. Then, for sufficiently
large r,
P
(
Er1,i
)
= P
(
sup
t∈[0,r−1/2]
|Y ri (t)− ρir| ≥
r1/2+ε
I
)
≤ e−poly(r). (72)
Proof. For notational convenience, we drop the subscript i. The proof of Lemma 14 consists of establishing
(a) a probability tail bound of |Y r(0) − ρr|; and (b) a probability tail bound of supt∈[0,r−1/2] (Y r(t)− ρr);
and (c) a probability tail bound of inft∈[0,r−1/2] (Y
r(t)− ρr).
(a) We first show that
P
(
|Y r(0)− ρr| ≥ r1/2+ε/3
)
≤ e−poly(r). (73)
Since Y r(0) is a Poisson random variable with mean ρr, we apply the concentration bounds (66) and (67).
First by (66), we have that for sufficiently large r, r1/2+ε/3 ≤ ρr, and
P
(
Y r(0)− ρr ≥ r1/2+ε/3
)
≤ exp
(
−r
1+2ε/3
4ρr
)
= exp
(
−r
2ε/3
4ρ
)
.
Similarly, for sufficiently large r,
P
(
Y r(0)− ρr ≤ −r1/2+ε/3
)
≤ exp
(
−r
2ε/3
4ρ
)
.
Thus, by a simple union bound, for sufficiently large r,
P
(
|Y r(0)− ρr| ≥ r1/2+ε/3
)
≤ 2 exp
(
−r
2ε/3
4ρ
)
≤ e−poly(r). (74)
This completes part (a).
(b) We then show that
P
(
sup
t∈[0,r−1/2]
(Y r(t)− ρr) ≥ r1/2+2ε/3
)
≤ e−poly(r). (75)
To establish (75), we use the following representation of the process Y r(·). Note that the process Y r(·)
describes the steady-state evolution of aM/M/∞ queueing system, so we can represent Y r(·) as (see e.g., [19])
Y r(t) = Y r(0) + Π(λrt) − Π˜
(∫ t
0
µY r(s)ds
)
, (76)
where Y r(0) is a Poisson random variable with mean ρr, and Π(·) and Π˜(·) are independent unit-rate Poisson
processes that are also independent from Y r(0).
By (76), we have that w.p.1, for all t ∈ [0, r−1/2],
Y r(t) ≤ Y r(0) + Π(λrt) ≤ Y r(0) + Π
(
λr · r−1/2
)
= Y r(0) + Π
(
λr1/2
)
.
Using (66) and the fact that Π
(
λr1/2
)
is Poisson with mean λr1/2, we have that
P
(
Π
(
λr1/2
)
≥ 2λr1/2
)
≤ exp
(
−λr
1/2
4
)
≤ e−poly(r). (77)
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For sufficiently large r, if Y r(0) +Π
(
λr1/2
) ≥ ρir+ r1/2+2ε/3, then we must have Y r(0) ≥ ρir+ r1/2+ε/3 or
Π
(
λr1/2
) ≥ 2λr1/2. Thus,
P
(
Y r(0) + Π
(
λr1/2
)
≥ ρir + r1/2+2ε/3
)
≤ P
(
Y r(0) ≥ ρir + r1/2+ε/3 or Π
(
λr1/2
)
≥ 2λr1/2
)
≤ P
(
Y r(0) ≥ ρir + r1/2+ε/3
)
+P
(
Π
(
λr1/2
)
≥ 2λr1/2
)
≤ e−poly(r),
where the last inequality follows from (73) and (77).
Since with probability 1, for all t ∈ [0, r−1/2],
Y r(t) ≤ Y r(0) + Π
(
λr1/2
)
,
it immediately follows that (75) holds. This completes part (b).
(c) We now show that
P
(
inf
t∈[0,r−1/2]
(Y r(t)− ρr) ≤ −r1/2+2ε/3
)
≤ e−poly(r). (78)
Using the representation (76), we have that with probability 1, for all t ∈ [0, r−1/2],
Y r(t) ≥ Y r(0)− Π˜
(∫ t
0
µY r(s)ds
)
≥ Y r(0)− Π˜
(∫ r−1/2
0
µY r(s)ds
)
.
Consider events F r and Gr defined to be
F r =
{
sup
t∈[0,r−1/2]
Y r(t) < 2ρr
}
, and Gr =
{
Π˜
(
r1/2+ε/3
)
< 2r1/2+ε/3
}
.
For sufficiently large r, we have that under event F r,∫ r−1/2
0
µY r(s)ds < µr−1/2 · (2ρr) ≤ r1/2+ε/3.
Thus, for sufficiently large r, we have that under the event F r ∩Gr,
Π˜
(∫ r−1/2
0
µY r(s)ds
)
≤ Π˜
(
r1/2+ε/3
)
< 2r1/2+ε/3.
By (75), we know that P (F r) ≥ 1− e−poly(r), and using (66), we can easily show that P (Gr) ≥ 1− e−poly(r).
Thus, we have P (F r ∩Gr) ≥ 1− e−poly(r), and by considering the complement, we have
P
(
Π˜
(∫ r−1/2
0
µY r(s)ds
)
≥ 2r1/2+ε/3
)
≤ e−poly(r). (79)
For sufficiently large r, if Y r(0)−Π˜
(∫ r−1/2
0
µY r(s)ds
)
≤ ρir−r1/2+2ε/3, then we have Y r(0) ≤ ρir−r1/2+ε/3
or Π˜
(∫ r−1/2
0 µY
r(s)ds
)
≥ 2r1/2+ε/3. Thus, similar to the argument in part (b), we have that
P
(
Y r(0)− Π˜
(∫ r−1/2
0
µY r(s)ds
)
≤ ρir − r1/2+2ε/3
)
≤ P
(
Y r(0) ≤ ρir − r1/2+ε/3
)
+P
(
Π˜
(∫ r−1/2
0
µY r(s)ds
)
≥ 2r1/2+ε/3
)
≤ e−poly(r),
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where the last inequality follows from (73) and (79). This establishes (78), and completes part (c).
Combining (73), (75) and (78), we have
P
(
sup
t∈[0,r−1/2]
|Y r(t)− ρr| ≥ r1/2+2ε/3
)
≤ e−poly(r).
Since for sufficiently large r, r
1/2+ε
I ≥ r1/2+2ε/3, we also have
P
(
sup
t∈[0,r−1/2]
|Y r(t)− ρr| ≥ r
1/2+ε
I
)
≤ P
(
sup
t∈[0,r−1/2]
|Y r(t)− ρr| ≥ r1/2+2ε/3
)
≤ e−poly(r).
This establishes Lemma 14.
B Proof of Lemma 11
We already gave an informal sketch of this proof immediately after Lemma 11 statement, at the end of
Subsection 5.2.
For each k ∈ K¯, define constant s(k) = 1 − (1 +∑i∈I ki) (1 − p). To establish Lemma 11, we consider
instead the condition
Xr
k
(t) ≥ crs(k) (80)
for each k ∈ K¯, at any time t ≥ 0, and prove the following stronger result.
Lemma 15. Let α > 0. Consider our sequence of systems in the stationary regime, under the GRAND(Zp)
algorithm. Then for each k ∈ K¯, there exists a constant c > 0, such that as r →∞,
P(Condition (80) holds for all t ∈ [0, rα]) ≥ 1− e−poly(r). (81)
To prove Lemma 15, we use the following construction of the underlying probability space. For each (k, i) ∈
M, let Π(k,i)(·) and Π˜(k,i)(·) be unit-rate Poisson processes. Furthermore, all Π(k,i)(·) and Π˜(k,i)(·) are
independent. We will use Π(k,i)(·) as the driving processes for customer arrivals, and Π˜(k,i)(·) to drive
departures. Furthermore, processes Π(k,i)(·) and Π˜(k,i)(·) are all independent from the initial random system
state Xr(0).
More specifically, let Dr(k,i)(t) denote the total number of departures along the edge (k, i) in [0, t]. Then,
Dr(k,i)(t) = Π˜(k,i)
(∫ t
0
Xr
k
(u)kiµidu
)
. (82)
Similarly, let Ar(k,i)(t) denote the total number of arrivals along the edge (k, i) in [0, t]. Under the GRAND
algorithm, a type-i customer that arrives at time s is placed in a server of configuration k−ei with probability
Xr
k−ei
(s)/Xr(i)(s). Then, we can write
Ar(k,i)(t) = Π(k,i)
(∫ t
0
λir ·
Xr
k−ei
(u)
Xr(i)(u)
du
)
. (83)
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Thus, for each k ∈ K, we can write
Xr
k
(t)−Xr
k
(0) =
 ∑
i:k−ei∈K¯
Ar(k,i)(t) +
∑
i:k+ei∈K
Dr(k+ei,i)(t)

−
 ∑
i:k+ei∈K
Ar(k+ei,i)(t) +
∑
i:k−ei∈K¯
Dr(k,i)(t)
 (84)
≥
 ∑
i:k−ei∈K¯
Ar(k,i)(t)
 −
 ∑
i:k+ei∈K
Ar(k+ei,i)(t) +
∑
i:k−ei∈K¯
Dr(k,i)(t)

= S1(t)− S2(t)− S3(t), (85)
where
S1(t) =
∑
i:k−ei∈K¯
Ar(k,i)(t); (86)
S2(t) =
∑
i:k+ei∈K
Ar(k+ei,i)(t); (87)
S3(t) =
∑
i:k−ei∈K¯
Dr(k,i)(t). (88)
The equality (84) follows by accounting for all arrivals and departures that contribute to Xr
k
(t)−Xr
k
(0), the
change in Xr
k
. For example, the term
∑
i:k−ei∈K¯
Ar(k,i)(t) accounts for arrivals along the edges (k, i) ∈ M,
which increases the number of servers of configuration k.
Proof of Lemma 15. We prove Lemma 15 by induction on ‖k‖1 =
∑
i ki.
Base case: ‖k‖1 = 0. If ‖k‖1 = 0, then k = 0, and s(0) = 1− (1− p) = p. Then, we show that
P
(
Xr
0
(t) ≥ 1
2
rp, ∀t ∈ [0, rα]
)
≥ 1− e−poly(r).
To this end, note that Xr
0
(t) = ⌈(Zr(t))p⌉ for all t. By Lemma 10, we know that for any ε > 0, as r →∞,
P
(
|Y ri (t)− ρir| ≤
r1/2+ε
I
, ∀t ∈ [0, rα], ∀i ∈ I
)
≥ 1− e−poly(r).
In particular, by setting ε = 1/4, we have
P
(
|Y ri (t)− ρir| ≤
r3/4
I
, ∀t ∈ [0, rα], ∀i ∈ I
)
≥ 1− e−poly(r).
For sufficiently large r, r
21/p
≤ r − r3/4. Since Zr(t) =∑i∈I Y ri (t) for all t, we have
P
(
Zr(t) ≥ r
21/p
, ∀t ∈ [0, rα]
)
≥ P
(
|Zr(t)− r| ≤ r3/4, ∀t ∈ [0, rα]
)
≥ P
(
|Y ri (t)− ρir| ≤
r3/4
I
, ∀t ∈ [0, rα], ∀i ∈ I
)
≥ 1− e−poly(r).
This implies that
P
(
Xr
0
(t) ≥ 1
2
rp, ∀t ∈ [0, rα]
)
≥ P
(
Zr(t) ≥ r
21/p
, ∀t ∈ [0, rα]
)
≥ 1− e−poly(r),
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establishing the base case.
Induction step. Let ℓ > 0. Suppose that for all k′ with ‖k′‖1 ≤ ℓ− 1, there exists c′ > 0 such that
P
(
Xr
k′
(t) ≥ c′rs(k′), ∀t ∈ [0, rα]
)
≥ 1− e−poly(r).
Let k ∈ K be a configuration with ‖k‖1 = ℓ > 0. Then, there exists ι ∈ I such that kι ≥ 1. Let k˜ = k − eι
so that ‖k˜‖1 = ℓ− 1. For notational convenience, write s1 = s(k˜) and s2 = s1 − (1− p) so that s2 = s(k).
By the induction hypothesis, we can assume that
P
(
Xr
k˜
(t) ≥ c˜rs1 , ∀t ∈ [0, rα]) ≥ 1− e−poly(r) (89)
for some c˜ > 0. Furthermore, define Er to be the event
Er =
{
Xr
k˜
(t) ≥ c˜rs1 , ∀t ∈ [0, rα]} . (90)
Then by (89) and (90), P (Er) ≥ 1− e−poly(r).
Consider the interval [0, rα + 1], and divide it into r
α+1
T sub-intervals of length T = r
s2−1−ε
′
(namely,
sub-intervals [0, T ], [T, 2T ], [2T, 3T ], · · ·), where 0 < ε′ < s2 − p2 . We claim the following.
Claim 1. There exist positive constants c and c¯ such that with probability 1 − e−poly(r), for each j ∈
{1, 2, · · · , rα+1T }:
(i) if Xr
k
((j − 1)T ) ≤ 4crs2 , then
Xrk(jT )−Xrk((j − 1)T ) ≥ c¯r2s2−p−ε
′
;
(ii) if Xr
k
((j − 1)T ) ≥ 2crs2 , then
inf
t∈[(j−1)T,jT ]
Xr
k
(t) ≥ 1
2
Xr
k
((j − 1)T ).
Assuming the validity of Claim 1, we now complete the rest of the induction step, and defer the proof of the
claim.
Suppose that Claim 1 is true. For each r, consider a sample path for which both statements (i) and (ii) of
Claim 1 hold for all j ∈ {1, 2, · · · , rα+1T }, and let j0 be minimal such that
Xr
k
(j0T ) ≥ 4crs2 . (91)
Then, for sufficiently large r, j0 ≤ 1T . If Xrk(0) ≥ 4crs2 , then j0 = 0 ≤ 1T . If Xrk(0) < 4crs2 , then we also
have j0 ≤ 1T , since by comparing the threshold 4crs2 and increment c¯r2s2−p−ε
′
from Xr
k
(jT ) to Xr
k
((j−1)T )
in statement (i), we have
4crs2
c¯r2s2−p−ε′
=
4c
c¯
· 1
rs2−p−ε′
=
4c
c¯
· r
p−1
T
≤ 1
T
.
Next, claim for any j ∈ {j0, j0 + 1, · · · , rα+1T }, we have
Xr
k
(jT ) ≥ 2crs2 , (92)
and we establish this claim by induction (note that this induction is distinct from the induction on ‖k‖ that
we use to prove Lemma 15). First, (92) is true for j = j0, by (91). Next, for j > j0, suppose by induction
hypothesis that Xr
k
((j − 1)T ) ≥ 2crs2 . Then, we consider two cases: (a) if Xr
k
((j − 1)T ) ≥ 4crs2 , then by
statement (ii), (92) holds for j; (b) if Xr
k
((j − 1)T ) ∈ [2crs2 , 4crs2), then by statement (i), (92) holds for j
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as well. This completes the induction step and the proof of (92) for all j ∈ {j0, j0 + 1, · · · , rα+1T }. Now by
statement (ii), for each j ∈ {j0 + 1, · · · , rα+1T },
inf
t∈[(j−1)T,jT ]
Xr
k
(t) ≥ 1
2
Xr
k
((j − 1)T ) ≥ 1
2
· 2crs = crs,
where the second inequality follows by (92). Thus,
inf
t∈[1,rα+1]
Xrk(t) ≥ inf
t∈[j0T,
rα+1
T ·T ]
Xrk(t) = inf
j∈{j0+1,··· , rα+1T }
(
inf
t∈[(j−1)T,jT ]
Xrk(t)
)
≥ crs;
i.e., for all t ∈ [1, rα + 1],
Xrk(t) ≥ crs2 . (93)
In summary, we have established that with probability 1− e−poly(r), for all t ∈ [1, rα + 1],
Xr
k
(t) ≥ crs2 = crs(k).
By the stationarity of the processes Xr(·), we can conclude that
P (Xrk(t) ≥ crs2 , ∀t ∈ [0, rα]) ≥ 1− e−poly(r).
This completes the induction step, assuming that Claim 1 holds. It is now left to prove Claim 1.
Proof of Claim 1. Let us first focus on the sub-interval [0, T ]. Again, since the systems indexed by r are
in the stationary regime, probability bounds that we derive over the sub-interval [0, T ] extend naturally to
other sub-intervals [jT, (j + 1)T ], j = 1, 2, · · · . Claim 1 is an easy consequence of the following claim.
Claim 2. There exist positive constants c and c¯ such that with probability 1− e−poly(r), the following holds.
(1) If Xr
k
(0) ≤ 4crs2 , then
Xrk(T )−Xrk(0) ≥ c¯r2s2−p−ε
′
. (94)
(2) If Xr
k
(0) ≥ 2crs2 , then
inf
t∈[0,T ]
Xrk(t) ≥
1
2
Xrk(0). (95)
To see how Claim 2 implies Claim 1, recall that our systems are in the stationary regime. Thus, for any
other sub-interval [jT, (j + 1)T ], with the same probability 1 − e−poly(r), statements (1) and (2) of Claim
2 hold, when we replace 0 by jT and T by (j + 1)T . Since there are a polynomial (in r) number of such
sub-intervals, Claim 1 then follows immediately. We now prove Claim 2.
Proof of Claim 2. To bound Xr
k
(·), we consider terms S1(T ), S2(T ) and S3(T ) defined in (86) – (88)
separately.
(a) First, consider the term S1(T ) defined in (86). Focus on A
r
(k,ι)(T ), the cumulative arrivals along the edge
(k, ι), where we recall that kι ≥ 1, and k˜ = k − eι. We have
Ar(k,ι)(T ) = Π(k,ι)
(∫ T
0
λιr
Xr
k˜
(u)
Xr(ι)(u)
du
)
≤ S1(T ).
Let F r1 be the event defined by
F r1 =
{
1
2
r ≤ Zr(u) ≤ 3
2
r, for all u ∈ [0, T ]
}
.
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Then, by inspecting the proof of the base case, it is easy to see that P(F r1 ) ≥ 1− e−poly(r). Furthermore, for
sufficiently large r, under the event F r1 , we have that for all u ∈ [0, T ],
Xr(ι)(u) ≤ Zr(u) + [Zr(u)]p ≤ 2r.
Thus, for sufficiently large r, under the event Er ∩ F r1 , where we recall the definition of Er in (90), we have
that for all u ∈ [0, T ],
Xr
k˜
(u)
Xr(ι)(u)
≥ c˜r
s1
2r
=
c˜
2
rs1−1,
from which it follows that ∫ T
0
λιr
Xr
k˜
(u)
Xr(ι)(u)
du ≥ λιr · c˜
2
rs1−1 · T = c1rs1+s2−1−ε′ .
where c1 =
1
2λιc˜. We also define event G
r
1 to be
Gr1 =
{
Π(k,ι)
(
c1r
s1+s2−1−ε
′
)
≥ 1
2
c1r
s1+s2−1−ε
′
}
.
Then, P(Gr1) ≥ 1− e−poly(r), and under the event Er ∩ F r1 ∩Gr1, we have that
Ar(k,ι)(T ) ≥
1
2
c1r
s1+s2−1−ε
′
. (96)
Thus,
P
(
S1(T ) ≥ 1
2
c1r
s1+s2−1−ε
′
)
≥ P
(
Ar(k,ι)(T ) ≥
1
2
c1r
s1+s2−1−ε
′
)
≥ 1− e−poly(r). (97)
This completes our probability bound for S1(T ) and part (a).
(b) Next, we consider the term S2(T ) defined in (87). We have
S2(T ) =
∑
i:k+ei∈K
Ar(k+ei,i)(T ) =
∑
i:k+ei∈K
Π(k+ei,i)
(∫ T
0
λir · X
r
k
(u)
Xr(i)(u)
du
)
.
Instead of deriving probability bounds for S2(T ), in part (b) we will only derive a probability bound for∑
i:k+ei∈K
∫ T
0
λir · X
r
k
(u)
Xr(i)(u)
du. (98)
The reason is twofold. First, the term (98) captures the order of magnitude of S2(T ). Second, the bound that
we will derive for the term (98) depends onXr
k
(0). Since we will consider two separate cases depending on the
magnitude of Xr
k
(0), we will have separate probability bounds for S2(T ), which we derive after considering
the term S3(T ). Consider
∫ T
0 λir
Xr
k
(u)
Xr
(i)
(u)du, a generic summand of the term (98). By the base case and using
the fact that Xr(i)(u) ≥ Xr0(u) for all u, we have that
P
(
Xr(i)(u) ≥
1
2
rp
)
≥ P
(
Xr
0
(u) ≥ 1
2
rp
)
≥ 1− e−poly(r). (99)
Furthermore, we claim that there exists a constant c2 > 0 such that
P (Xr
k
(u)−Xr
k
(0) ≤ c2rT, ∀u ∈ [0, T ]) ≥ 1− e−poly(r). (100)
We establish (100) as follows. Let N r be the total number of arrivals to and departures from the system up
to time T . Then, it is clear that for all u ∈ [0, T ], Xr
k
(u)−Xr
k
(0) ≤ N r. We now obtain a probability bound
on N r. Since we are only interested in probability bounds, we can and will at different points of the proof
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use different underlying probability space constructions, as long as they produce the same – in law – system
process. At this point, we will use the following, different probability space construction. We associate a
driving unit-rate Poisson process Π(·) for all the arrivals to the system, and an independent unit-rate Poisson
process Π˜(·) to drive all the departures. The total arrival rate at all times is r, and the total departure rate at
time t is given by
∑
i µiY
r
i (t). Thus, N
r has the same distribution as Π(rT )+ Π˜
(∫ T
0
∑
i µiY
r
i (u)du
)
. With
probability 1 − e−poly(r), Π(rT ) ≤ 2rT . By Lemma 10, it is easy to see that with probability 1 − e−poly(r),
for all u ∈ [0, T ], ∑i µiY ri (u)du ≤ ∑i µi(2ρir) = 2∑i λir = c′2r for c′2 = 2∑i λi. This implies that with
probability 1− e−poly(r),
Π˜
(∫ T
0
∑
i
µiY
r
i (u)du
)
≤ Π˜
(∫ T
0
c′2rdu
)
= Π˜ (c′2rT ) ≤ 2c′2rT.
Thus, with probability 1− e−poly(r), for all u ∈ [0, T ],
Xr
k
(u)−Xr
k
(0) ≤ N r d= Π(rT ) + Π˜
(∫ T
0
∑
i
µiY
r
i (u)du
)
≤ 2rT + 2c′2rT = c2rT.
where c2 = 2 + 2c
′
2. This establishes (100).
By (99) and (100), we can bound (98) as follows. With probability 1− e−poly(r),∫ T
0
λir
Xr
k
(u)
Xr(i)(u)
du ≤
∫ T
0
λir
Xr
k
(0) + c2rT
rp/2
du
≤ c3Tr1−pXrk(0) + c4T 2r2−p
= c5r
s2−p−ε
′
(
Xr
k
(0) + rs2−ε
′
)
for some positive constants c3, c4 and c5. It then follows immediately that with probability 1− e−poly(r),∑
i:k+ei∈K
∫ T
0
λir
Xr
k
(u)
Xr(i′)(u)
du ≤ c6rs2−p−ε′
(
Xrk(0) + r
s2−ε
′
)
, (101)
for some positive constant c6. This completes part (b).
(c) We now consider the term S3(T ) defined in (88), which is given by
S3(T ) =
∑
i:k−ei∈K¯
Dr(k,i)(T ) =
∑
i:k−ei∈K¯
Π˜(k,i)
(∫ T
0
Xr
k
(u)kiµidu
)
.
Similar to part (b), we only derive a probability bound for∑
i:k−ei∈K¯
∫ T
0
Xr
k
(u)kiµidu. (102)
By (100), we have that with probability 1− e−poly(r),∫ T
0
kiµiX
r
k(u)du ≤
∫ T
0
kiµi (X
r
k(0) + c2rT ) du
= c7TX
r
k
(0) + c8rT
2
= c9r
s2−1−ε
′
(
Xrk(0) + r
s2−ε
′
)
,
and ∑
i:k−ei∈K¯
∫ T
0
kiµiX
r
k(u)du ≤ c10rs2−1−ε
′
(
Xrk(0) + r
s2−ε
′
)
, (103)
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for some positive constants c7, c8, c9 and c10. This completes part (c).
Observe that by (101) and (103), we have that with probability 1− e−poly(r),
∑
i:k+ei∈K
∫ T
0
λir
Xr
k
(u)
Xr(i)(u)
du+
∑
i:k−ei∈K¯
∫ T
0
kiµiX
r
k(u)du ≤ c11rs2−p−ε
′
(
Xrk(0) + r
s2−ε
′
)
,
for some positive constant c11. For notational convenience, we use S˜ to denote the LHS of the preceding
inequality, i.e.,
S˜ =
∑
i:k+ei∈K
∫ T
0
λir
Xr
k
(u)
Xr(i)(u)
du+
∑
i:k−ei∈K¯
∫ T
0
kiµiX
r
k
(u)du, (104)
and we have
P
(
S˜ ≤ c11rs2−p−ε′
(
Xr
k
(0) + rs2−ε
′
))
≥ 1− e−poly(r). (105)
Let us also recall S2(T ) and S3(T ) defined in (87) and (88), and consider the distribution of S2(T ) + S3(T ).
Note that by our construction of the probability space, S2(T ) and S3(T ) are sums of terms that correspond
to arrivals and departures driven by independent underlying Poisson processes. Since we are only interested
in the distribution of S2(T ) + S3(T ), at this point consider the following alternative construction of the
probability space, where all arrivals and departures that appear in the summations of S2(T ) and S3(T ) are
driven by a common unit-rate Poisson process Π′(·). Then S˜ has the same distribution under the original
and alternative constructions; and S2(T ) + S3(T ) under the original construction has the same distribution
as Π′
(
S˜
)
under the alternative construction.
We now complete the proof of Claim 2, making use of mainly (97) and (105).
Let c = c164c11 and c¯ =
c1
4 . We first consider case 1 of Claim 2, and suppose that X
r
k
(0) ≤ 4crs2 . For
sufficiently large r, 4crs2 ≥ rs2−ε′ . Thus, by (105), with probability 1− e−poly(r),
S˜ ≤ c11rs2−p−ε′
(
Xrk(0) + r
s2−ε
′
)
≤ c11rs2−p−ε′ · (8crs2) ≤ c1
8
r2s2−p−ε
′
=
c¯
2
r2s2−p−ε
′
.
Since ε′ < s2 − p/2, 2s2 − p− ε′ > 0, and with probability 1− e−poly(r), we have
Π′(S˜) ≤ Π′
( c¯
2
r2s2−p−ε
′
)
≤ c¯r2s2−p−ε′ .
Thus, the event
Π′(S˜) ≤ c1
4
r2s2−p−ε
′
,
and then also the event
S2(T ) + S3(T ) ≤ c1
4
r2s2−p−ε
′
,
hold with probability 1− e−poly(r). By (101), we have that with probability 1− e−poly(r),
Xrk(T )−Xrk(0) ≥ S1(T )− S2(T )− S3(T )
≥ c1
2
rs1+s2−1−ε
′ − c¯r2s2−p−ε′
= c¯r2s2−p−ε
′
,
where the last equality follows from the fact that s1 = s2 + (1− p). This completes the proof of case 1.
Next, consider case 2, and suppose that Xr
k
(0) ≥ 2crs2 . For sufficiently large r, Xr
k
(0) ≥ 2crs2 ≥ rs2−ε′ .
Then, with probability 1− e−poly(r),
S˜ ≤ c11rs2−p−ε′
(
Xrk(0) + r
s2−ε
′
)
≤ 2c11rs2−p−ε′Xrk(0) ≤
1
4
Xrk(0),
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and with probability 1− e−poly(r),
Π′
(
S˜
)
≤ Π′
(
1
4
Xr
k
(0)
)
≤ 1
2
Xr
k
(0).
Thus, with probability 1− e−poly(r), for every u ∈ [0, T ],
Xrk(u)−Xrk(0) ≥ −S2(u)− S3(u)
≥ −S2(T )− S3(T )
≥ −1
2
Xrk(0),
where we note that the first two inequalities hold with probability 1. This establishes (95), and completes
the proof of case 2. This concludes the proof of Claim 2.
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