Abstract. This article concerns the antisymmetry, uniqueness, and monotonicity properties of solutions to some elliptic functionals involving weights and a double well potential. In the one-dimensional case, we introduce the continuous odd rearrangement of an increasing function and we show that it decreases the energy functional when the weights satisfy a certain convexity-type hypothesis. This leads to the antisymmetry or oddness of increasing solutions (and not only of minimizers). We also prove a uniqueness result (which leads to antisymmetry) where a convexity-type condition by Berestycki and Nirenberg on the weights is improved to a monotonicity condition. In addition, we provide with a large class of problems where antisymmetry does not hold. Finally, some rather partial extensions in higher dimensions are also given.
Introduction
Symmetry properties of solutions to nonlinear elliptic problems have been extensively studied in the literature. For Dirichlet problems with zero boundary conditions, the Steiner and Schwarz symmetrizations (see [27, 33] ) and the moving planes method [2, 23] have been successfully applied to derive symmetry, with respect to a hyperplane, of minimizers or of positive solutions to many nonlinear problems. For sign changing solutions, for instance still with zero Dirichlet boundary conditions, it is well known that the symmetry with respect to a hyperplane may fail. For this, simply consider the Dirichlet eigenfunctions of the Laplacian in an interval or a ball. Instead, for some of them, what holds is antisymmetry, as defined next.
A natural question that we address here is whether solutions are antisymmetric or odd with respect to a hyperplane (and also with respect to certain cones, as we
The first and third authors were supported by MINECO grant MTM2014-52402-C3-1-P. They are part of the Catalan research group 2014 SGR 1083. The first author is member of the Barcelona Graduate School of Mathematics. The second author was supported by the Simons Foundation Collaboration Grant for Mathematicians 210368. The third author was also supported by ERC grant 320501 (ANGEOM project). The fourth author was supported by grant MTM2015-68210-P. will see later) whenever the problem is invariant under the odd reflection of the solution. Aside being interesting for its own sake (and for a possible answer to an open problem presented below), symmetry and antisymmetry of solutions of PDEs are important in physics and other fields of mathematics. For instance, in quantum mechanics, a system of identical bosons (respectively, fermions) is described by a multiparticle wavefunction which is symmetric (respectively, antisymmetric) under the interchange of pairs of particles.
For nonzero Dirichlet boundary data, Berestycki and Nirenberg [5] used the maximum principle, together with different versions of their sliding method, to give some sufficient conditions that guarantee solutions to be unique and antisymmetric with respect to a hyperplane passing through the origin. In [37] , Wei and Winter showed that two-peaks nodal solutions to ε∆u − u + |u| p−2 u = 0 in a ball, with zero Dirichlet boundary conditions, are antisymmetric (with respect to a hyperplane through the origin) when ε is small. Extremals of the ratio ∇u 2 / u p for functions of average zero in a ball (Neumann boundary conditions) have been considered by Girão and Weth in [24] , who showed that they are antisymmetric (with respect to a well chosen hyperplane through the origin) for p close to 2, while this is not anymore the case for large p. In [25] , Grumiau and Troestler proved that, for p close to 2, the least energy nodal solution of ∆u + |u| p−2 u = 0 with zero Dirichlet boundary condition in a ball or an annulus is unique (up to rotation and multiplicative constant ±1) and antisymmetric with respect to a hyperplane passing through the origin.
Our main motivation to study the antisymmetry of solutions is driven by one conjecture posed by De Giorgi [19] Throughout the paper, by minimizer we always mean "absolute minimizer". After the first results in dimensions 2 and 3 in [22, 4, 1] , a breakthrough came with the work by Savin [35] who showed that the above conjecture is indeed true up to dimension N ≤ 7. Later, for N = 9 del Pino, Kowalczyk, and Wei [20] constructed a solution u that is monotone in the direction x 9 , has limit ±1 as x 9 → ±∞, and has level sets which are not hyperplanes. A result from [1] guarantees that such monotone solution is in fact a minimizer of the functional E, providing a counter-example to the above conjecture in dimensions N ≥ 9. More recently, Liu, Wang, and Wei [30] have shown the existence of a minimizer when N = 8 with level sets that are not hyperplanes. In dimension 8, however, an important open question that we describe next remains open.
The conjecture of De Giorgi was motivated by a classical result on minimal surfaces. While every minimizing minimal surface in all of R N must be a hyperplane if N ≤ 7, Bombieri, De Giorgi, and Giusti [9] established that the Simons cone
is a minimizing minimal surface in R 8 different from a hyperplane. Therefore, in dimension 8, the canonical counter-example to the conjecture of De Giorgi should be given by the so-called saddle-shaped solution u to the Euler-Lagrange equation of (1.1), i.e., −∆u = u − u 3 . Namely, a solution u = u(x 1 , x 2 ), where (x 1 , x 2 ) ∈ R m × R m , in even dimension N = 2m which is radially symmetric in the first m variables and also in the last m variables (i.e., u = u(|x 1 |, |x 2 |)) and antisymmetric under the reflection σ(x 1 , x 2 ) = (x 2 , x 1 ) (i.e., u(|x 2 |, |x 1 |) = −u(|x 1 |, |x 2 |)). In particular, its zero level set is the Simons cone C above and u is odd with respect to C. While the existence of such antisymmetric solution in dimension N = 2m is easy to establish ( [15, 16] ), its uniqueness is a more delicate issue and has been established more recently by the first author [12] . The remaining open problem is the following:
Open question 1. Is the saddle-shaped solution a minimizer of −∆u = u − u This functional is invariant under odd reflection in the diagonal {s = t}, which is the Simons cone C. Here, for instance we may take Ω R := {s > 0, t > 0, s 2 + t 2 < R 2 } to be a quarter of ball in the plane. The saddle-shaped solution is antisymmetric or odd with respect to {s = t}. The following open problem will be connected with Open Question 1.
Open question 2. Are minimizers of (1.2) (for all, or at least for some, Dirichlet boundary conditions on {s > 0, t > 0, s 2 + t 2 = R 2 } which are antisymmetric with respect to {s = t}) also antisymmetric when 2m ≥ 8 and R is large enough?
A positive answer to Open question 2 leads to the corresponding positive answer to Open question 1. Indeed, if antisymmetry of minimizers holds for the problem in Ω R then, by letting R → ∞, one obtains an antisymmetric solution in all of R 2m which is a minimizer (being limit of minimizers in R 2m ). In particular, this solution being a minimizer, one easily shows that it is not identically zero (see [15, 16] ). Thus, by the uniqueness result of [12] , it is the saddle-shaped solution.
Therefore, Open question 2 has a negative answer in dimensions 2, 4, and 6, since in these dimensions the saddle-shaped solution is known not to be a minimizer (for instance by the results of Cabré and Terra [15, 16] on instability of the saddle solution, or by Savin's [35] result).
Note the presence of the weight s m−1 t m−1 in the energy functional above. Alternatively, considering coordinates y = (s + t)/ √ 2 and z = (s − t)/ √ 2, we would be concerned with oddness in the variable z in the presence of the weighted measure
which is even in z, where z ∈ [−y, y]. Note that this weight (as a function of z) is not increasing in [0, y] -while being increasing is the condition that leads to oddness (at least in dimension 1) in one of our results, Theorem 1.2.
Other questions regarding the weighted measure s m−1 t m−1 ds dt (or, more generally, x
n dx 1 · · · dx n coming from multiple radial symmetries) have been recently studied in [13, 14] . They concern sharp weighted isoperimetric and Sobolev inequalities and were originated from the study of extremal solutions in explosion (or Gelfand type) problems.
With this motivation in mind, we are led to understand the antisymmetry of critical points of functionals involving weights. Our paper presents alternative ways of proving antisymmetry of minimizers and provides several new uniqueness results for variational problems with weights. Our main results apply to onedimensional problems. Some partial answers in the higher dimensional casewhich however do not allow to solve the motivating open questions above-are presented later in this section.
1.1. One-dimensional case. In the one-dimensional case, given functions a and
we consider the energy functional
where m ≥ 0 is given. Critical points of this functional are solutions of the associated Euler-Lagrange equation
where
is an odd nonlinearity. Note that G is defined up to an additive constant and, therefore, the hypothesis "G is nonnegative" in (1.3) can be replaced by "G is bounded from below". We define the flipped
Note that if u is a solution of (1.5), its flipped is also a solution under assumption (1.3) (see Figure 1 .1). In addition, u is antisymmetric or odd if and only if u = u ⋆ .
After an appropriate change of variables y = γ(x) (see (2.2) in Section 2.2), one can always reduce the problem either to the case a ≡ b or to the case b ≡ 1 -something that sometimes will be useful. When a ≡ b, the equation in (1.5) reads
(1.7) For this last equation, Berestycki and Nirenberg [5] used several versions of their sliding method to prove uniqueness and antisymmetry results. In the one-dimensional case, one of their results states the following. It requires the first order coefficient (log a) ′ in (1.7) to be nondecreasing. 8) and this solution, if it exists, is odd and increasing.
In higher dimensions, an analogous result was proved also in the same paper [5] . In fact, when the domain Ω is a cylinder (−L, L) × ω, with ω ⊂ R N −1 , they proved monotonicity in the x 1 variable, as well as uniqueness and antisymmetry of solutions of −∆u = h(x, u, ∇u) under suitable symmetry and monotonicity assumptions on the boundary data and on h(x, q, p). The main ingredient in their proof of Theorem 1.1 is a parabolic version of the sliding method. They compare translations of the solution with the solution itself and then apply the maximum principle to obtain monotonicity and uniqueness of solutions (see the proof of our Proposition 4.2 for this kind of argument). In [5] , it is also observed that, by the maximum principle, the a priori bound (1.8) in the above theorem is automatically satisfied by every solution u of (1.5) (with a ≡ b) if for instance one assumes
This is the same as assuming f ≤ 0 in (m, ∞) -recall that here we assume G to be even and hence the nonnegativeness of f also in (−∞, −m) follows.
Our results will complete in several ways, in the one-dimensional case, the above statement of Berestycki and Nirenberg. Theorem 1.1 assumes log-convexity of the weight a but only (1.3) for the potential G (i.e., that G is even). If, instead, one assumes only (1.3) on the weight a (i.e., that a is even) but also that G is convex, then we also have uniqueness of solution. This is clear since the energy functional E will be convex in this case. Our first result improves Theorem 1.1 by replacing the assumption on log-convexity of a by only the monotonicity of a, at the price of assuming also monotonicity of G in (0, m). In addition, we do not require the a priori assumption (1.8) on the solution. More precisely, we establish the following. 
Then, problem (1.5) admits a unique solution, which is therefore odd. Furthermore, this solution is increasing.
Note that G ′ ≤ 0 in (0, m) is simply the hypothesis f ≥ 0 in (0, m) on the nonlinearity. It holds for instance in our model case
, and m = 1. The other hypothesis, G ≥ G(m) in (0, ∞), is also satisfied in this case.
We will prove Theorem 1.2 for general weights a and b (not necessarily equal). In this general case the first assumption in (1.9) becomes
(in Section 2.2 we explain how one can reduce the problem either to the case a ≡ b or to b ≡ 1). Our proof uses the Hamiltonian function
We use it first to prove that any solution u of (1.5) is increasing if both (1.10) and the second assumption in (1.9) hold. Then, we are able to prove uniqueness, and hence antisymmetry, of solutions u using the identity
Our second main contribution consists in deriving antisymmetry of solutions by using a new continuous odd rearrangement. Here we will need the log convexity assumption, as in the Berestycki-Nirenberg result. Making a change of variables (see Section 2.2) we can assume b ≡ 1. In this case, given an increasing function Figure 1 .1). Recall that functions in H 1 ((−L, L)) are continuous, and thus, the hypothesis of being increasing is justified. We define (see Definition 2.3 below) the continuous odd rearrangement {v t } of v, with 0 ≤ t ≤ 1, as the inverse function v t (x) = λ of
Note that ρ ⋆ (λ) = −ρ(−λ), the flipped of ρ, is the inverse function of the flipped v ⋆ of v. For t = 1 and t = 0, v t coincides respectively with v and its flipped v ⋆ :
is always an odd function. We call it the odd rearrangement of v. One property of the continuous odd rearrangement is that v and v t are equidistributed with respect to the weight b ≡ 1, i.e.,
dx is preserved under this rearrangement for every even continuous function G.
For a general positive weight b we define the continuous odd rearrangement {v t } of v with respect to b, with 0 ≤ t ≤ 1, as the inverse function v t (x) = λ of
where B(x) := x 0 b(y) dy. In this case, v and v t are also equidistributed with respect to the weight b, and therefore, the integral
dx is preserved under this rearrangement when G is continuous and even.
Our main result states that continuous odd rearrangement decreases the kinetic energy under the hypothesis that a ≡ b is log-convex. We assume that the given function v is increasing, as in the previous definition. 
and log a is convex, then the following assertions hold:
( 
Part (a) will follow from the definition of continuous odd rearrangement. To prove parts (b.1) and (b.2), we use the coarea formula to obtain
and then we compare the integrand in the second integral for t ∈ (0, 1) and for t = 1 using the log-convexity of a. Finally, part (b.3) will follow from (a) and from differentiating twice the function E(v t , (−L, L)) and using that a is log-convex, after regularizing a. Theorem 1.3 allows us to prove the following extension (in the one-dimensional case and once we know that the solution is increasing) of Berestycki and Nirenberg's result on antisymmetry (Theorem 1.1). Our proof uses a completely different technique (rearrangement) than theirs (the sliding method). Under the same hypothesis on the weight a, our method leads to antisymmetry for increasing solutions not only for locally Lipschitz nonlinearities f = −G ′ but also for discontinuous ones, since we only require G to be locally Lipschitz.
Note that we assume that the critical point u is increasing. For a log-convex
That the first assumption suffices is a consequence of Theorem 1.1, while the sufficiency of the second one -without requiring any a priori estimate on the solution-follows from Theorem 1.9 (i) below. Note that the Allen-Cahn potential G(u) = (1 − u 2 ) 2 /4 with m = 1 satisfies this last assumption. 
instead of the log-convexity of
). For this, see (2. 3) in the beginning of Section 2.2. Note that assumption (1.14) for b ≡ 1 is equivalent to require that √ a is a convex function.
Property (1.13) has been first proved for the Steiner or Schwarz symmetrization of a function with zero Dirichlet boundary data and a ≡ 1 by Pólya-Szegö [33] (see also [27] ). Later, their well known result has been studied for non-constant weights a by several authors; see [7, 8, 10, 11, 21] among others. In the higher dimensional case, Esposito and Trombetti [21] proved that the functional
is decreased under Steiner symmetrization of functions u with compact support when √ a is strictly convex. Moreover, they proved that minimizers are Steiner symmetric under this assumption. Note that in the 1-dimensional case (N = 1) this assumption coincides with the one in Remark 1.5. Hence, our Theorem 1.3 shows that the same properties hold for our continuous odd rearrangement under the same assumption as theirs. Theorem 1.3 may be easily extended to the N-dimensional case (though we do not write the details in this paper). The result asserts that the functional (1.15) is decreased under the continuous odd rearrangement with respect to the x N variable whenever a(x N ) is convex in x N ,b ≡ 1, andã is nonnegative.
For another rearrangement, the monotone decreasing one, Landes [28] shows that (1.13) holds whenever a is nonnegative and nondecreasing (this result does not require any convexity assumption on a).
When a ≡ b, the log-convexity assumption in Theorem 1.3 also appears in a different (but related) context. In [34] , Rosales, Cañete, Bayle, and Morgan study the subsets E of R (with given weighted volume E a) which minimize the weighted perimeter ∂E a. In Corollary 4.12 of [34] they show that if a is an even and strictly log-convex weight, then intervals centered at 0 are the unique minimizers. In Section 1.2 we will mention another result of [34] in higher dimensions which is related to one of our results in dimensions N ≥ 2.
Paper [34] motivated the so called "log-convex density conjecture", first stated by Kenneth Brakke, as follows. In R N , with a smooth, radial, log-convex density, balls around the origin provide isoperimetric regions of any given volume. The conjecture has been recently proven by Gregory R. Chambers [17] .
Odd symmetry of solutions may not hold without the previous monotonicity or convexity-type assumptions on the weights. In fact, for some weights and for the potential G(u) = (1 − u 2 ) 2 /4, we will prove the existence of non-odd minimizers which are increasing from −1 to 1. Indeed, by considering the space of antisymmetric functions
we will provide sufficient conditions on the weights a and b for which
when L is large enough. Note that if this holds, then minimizers in H 
If there exists a sequence of bounded intervals J n ⊂ R satisfying
then there exists L 0 > 0 such that E(·, I) has no odd minimizers on any interval
Note that this result applies to the Allen-Cahn potential and boundary values ±m = ±1.
In order to prove Proposition 1.6, we can assume without loss of generality that G(m) = 0 by replacing G by G − G(m) if necessary. We will first see that the infimum of the functional E(·, I), in the class of odd functions H as m (I), is bounded from below by a positive constant which is independent of the interval. Next, in Proposition 5.9 we prove that condition (1.17) is equivalent to the fact that
Under the assumptions of Proposition 1.6, we deduce that on any
) admits at least three critical points:
(i) Two minimizers: u and its flipped u ⋆ (x) = −u(−x) (which are different since u is not antisymmetric). (ii) A critical point u as which is antisymmetric. It is obtained by minimizing the functional E(·, I) in the space H as m (I). Example 1.8. Let us exhibit a simple class of weights for which critical points in large enough intervals are not odd. Assume that 0 < a, b ∈ C 0 (R) and that 0 ≤ G ∈ C 1 (R) are even functions, a ∈ L ∞ (R), and lim x→+∞ b(x) = 0. Under these assumptions, take any sequence
Thus, condition (1.17) is satisfied. Therefore, by Proposition 1.6, there exists
A related, but different, question is the existence of non-odd minimizers in
2 ) 2 /4 this cannot happen if u(±L) = ±1 (in this case any minimizer is increasing), but it may occur if u(±L) = ±ε with ε small and L large. In Proposition 5.5 below we prove the existence of such non-odd minimizers of E for a large family of weights, which includes the unweighted case a ≡ b ≡ 1. This result will be proved using a perturbation argument from the case m = 0 (see Figure 1 .2). Another contribution of our paper is to provide conditions on the weights a, b, and on the potential G which guarantee the monotonicity of solutions for the onedimensional problem (1.5), without relying on the a priori bound (1.8) used in [5] . Recall that in Theorem 1.2 we already gave conditions to guarantee uniqueness and monotonicity of solutions. Our following result guarantees monotonicity under more general conditions on a, b, and G. Here a, b, and G are not assumed to be even. In the even case, we would take x 0 = 0 in the following condition (1.18).
Then, any solution to (1.5) with m > 0 is increasing if either
As an example, note that the Allen-Cahn potential G(u) = (1 − u 2 ) 2 /4 with M = 1 satisfies assumption (1.19) . In this particular case, Theorem 1.9 (ii) establishes that any solution is increasing if m ≥ 1. Instead, as we said before, in the case where m = ε < 1 solutions which are not increasing do exist (see Figure 1 .2 and Proposition 5.5).
Note that, when a and b are even, the monotonicity condition (1.18) is weaker than the convexity-type assumption (1.14) (see Remark 3.1) and that we do not assume any a priori bound on the solution. As a consequence, if the weights a and b satisfy (1.14) then any solution u to (1.5) is increasing under assumption (i) or (ii) of Theorem 1.9, and hence, the a priori estimate (1.8) automatically holds.
To prove Theorem 1.9 we use the "Hamiltonian" H defined in (1.11) and a phase plane type analysis.
1.2. The higher dimensional case. In the remaining of the Introduction, we consider the extension of the functional (1.4) to a N-dimensional domain. More specifically, given a bounded domain Ω ⊂ R N , a C 1 -map A : Ω → S N (R) with range in the set of symmetric matrices and assumed to be uniformly coercive, a function 0 < b ∈ C 1 (Ω, R), and a potential G ∈ C 2 (R) satisfying that 20) we consider the functional
Recall that under quite restrictive assumptions on A and b, a result for the odd rearrangement in the x N -variable (which leads to antisymmetry) has been mentioned in (1.15) and the comments after it. This result requires assumptions on how A and b depend on the variables x = (x ′ , x N ).
In the following (and without the previous restrictive assumptions), we will prove several uniqueness results. Setting
under the assumption that (1−s 2 ) 2 , namely the type of nonlinearity arising in the De Giorgi conjecture discussed above, the condition −G ′′ (0) > −G ′′ (s) for all s = 0 (as well as (1.20)) is clearly satisfied. It is also easy to verify that λ 1 (A, b, Ω) ≥ −G ′′ (0) holds for small domains Ω. Therefore it is of interest to find a class of weights for which this lower bound is independent of the domain. A typical situation for which this holds is provided by the weights A(x) = e α|x| 2 Id, b(x) = e α|x| 2 with α large enough. For a more general class of weights, we are able to give an explicit lower bound on λ 1 (A, b, Ω) depending on (A, b), which in the simplest case A ≡ a Id and a ≡ b leads to the following uniqueness result:
Then E(·, Ω) admits a unique critical point in H 1 ϕ (Ω). As a consequence we obtain the following result. Let σ : R N → R N be a reflection with respect to a hyperplane. If 24) and σ leaves Ω invariant (i.e., σ(Ω) = Ω), then the critical points of E(·, Ω) in H 
Remark 1.12. The conclusions on uniqueness and antisymmetry of Theorem 1.10 and Corollary 1.11 hold in the two following cases in which we assume A ≡ a Id and
for all x ∈ Ω and 2αN ≥ 1 (see Example 6.6 (ii)).
(ii) a(x) = |x| β+2 , b(x) = |x| β for all x ∈ Ω, and β > −N (see Remark 6.7. Note that here a ≡ b).
The log-convex weight e α|x| 2 , α > 0, also appears in the paper [34] . There, in Theorem 5.2, it is proved that balls in R N centered at the origin are the unique minimizers of weighted perimeter for a given weighted volume. For this, the authors use Steiner symmetrization among other tools.
Note that the saddle-shaped solution (mentioned above in the De Giorgi conjecture in R 2m ) is a function u = u(s, t) of two radial variables and it is a critical point of the functional
namely a functional of the type (1.21) with A(x) = (st) m−1 Id and b(x) = (st) m−1 . For these weights, our results show that the minimizers are antisymmetric if L is small enough, whereas our uniqueness result cannot be applied for large L (see Section 6).
1.3. Plan of the paper. We have organized our paper as follows. The continuous odd rearrangement and its main properties, stated in Theorems 1.3, 1.4, and Remark 1.5, are contained in Section 2. In Section 3, we discuss the monotonicity of solutions for the one-dimensional problem, and prove Theorem 1.9. In Section 4, we prove our uniqueness result stated in Theorem 1.2, as well as a more general result (Corollary 4.4). Section 5 is devoted to give conditions on the weights under which minimizers in large intervals are not odd functions (we prove in particular Proposition 1.6). Finally, in Section 6 we give some uniqueness results in higher dimensions and prove Theorem 1.10.
Antisymmetry of critical points: continuous odd rearrangement
In this section we collect general properties of minimizers and we show how antisymmetry of critical points can be obtained by using our new continuous rearrangement.
2.1. General properties of minimizers. We start by giving some qualitative properties of minimizers of E(·, I) that can be obtained without any monotonicity assumption on the weights a and b. Here, and in the rest of the paper, 
Before commenting the proof of the lemma, let us start with some generalities that will be used at different moments of the paper. First, a minimizer u as in the lemma will be a C 2 function satisfying (1.5) pointwise. Indeed, u being in H 1 m (I) tells us that u is continuous in [−L, L]. Thus bf (u) is also continuous and, by the weak sense of (1.5), au ′ will be C 1 . Since a > 0 is C 1 , we conclude that u ∈ C 2 ((−L, L)). Second, under the hypotheses of the lemma (in particular, G ∈ C 1,1 loc (R)), the initial value problem for the ODE −(au ′ ) ′ = bf (u) in (1.5) enjoys uniqueness. More precisely, if two solutions u 1 and u 2 of the ODE satisfy u 1 (x 0 ) = u 2 (x 0 ) and u
, then they agree. This is a consequence of the classical uniqueness theorem for ODEs, which in our case requires a, a ′ , and b to be bounded and continuous, and f = −G ′ to be Lipschitz continuous.
Proof of Lemma 2.1. We use a well known cutting and energy argument. One considers the function v := min(u 1 , u 2 ), which satisfies v ≤ u 1 . Using that both u 1 and u 2 are minimizers, one easily shows that v has the same energy as u 1 , and thus v is also a minimizer (see the details in [26, Lemma 3.1], for instance). Now, since v ≤ u 1 are both solutions of the equation, the strong maximum principle leads to the alternative of the lemma. Alternatively, the same conclusion can be deduced from the uniqueness theorem for the initial value problem for the ODE (commented above).
The following proposition collects other important properties of minimizers. Consider v(x) := u(−x), which is also solution of (1.5) since m = 0. We easily check E(u, I) = E(v, I), which shows that v is also a minimizer. Since u(0) = v(0), we must have u ≡ v by Lemma 2.1.
(ii) Assume u(0) = 0. Without loss of generality, we may assume that
By definingũ
we easily see thatũ ∈ H 1 m (I) and E(u, I) ≥ E(ũ, I). Henceũ is an odd minimizer satisfyingũ(0) = u(0). By the alternative of Lemma 2.1 we deduce thatũ ≡ u. This shows that u is odd.
Note that this argument also works in some higher dimensional case under the assumption that u vanishes in a hyperplane as well as assuming appropriate symmetry assumptions on the domain, the boundary condition, and the weights. In dimension one there is another proof that gives the same statement not only for minimizers but also for solutions of (1.5). Indeed, let u be a solution of (1.5) such that u(0) = 0 and let u ⋆ be its flipped (as in ( 1.6)). Since u and u ⋆ are solutions of (1.5) satisfying u(0) = u ⋆ (0) and u
, we conclude that u = u ⋆ by uniqueness for the Cauchy problem. Therefore, u is odd.
(iii) Let m > 0. Assume by contradiction that there exists a nonempty interval (x 1 , x 2 ) ⊂ I such that u(x 1 ) = u(x 2 ) = 0 and u > 0 in (x 1 , x 2 ). Letũ := −u in (x 1 , x 2 ) andũ := u in I \ (x 1 , x 2 ) and note that E(u, I) = E(ũ, I) by (1.3). Using the alternative of Lemma 2.1 we have a contradiction, since we would have two minimizers u andũ satisfying u ≡ũ in I \ (x 1 , x 2 ).
Consider
Replacing u by v if necessary we may assume that E(v, J) ≤ E(u, J). Therefore, definingū = u in I \ J andū = v inJ, we obtain thatū is a minimizer of E(·, I) in H 
. This is a contradiction we the uniqueness of the Cauchy problem, since u and v are solutions of equation (1.5) 
, and u(L) = v(L), and proves the claim. As a consequence, we obtain that u ′ (0) ≥ 0, and in fact, u ′ (0) > 0 (otherwise we would have u ≡ v, again by uniqueness of the Cauchy problem, which cannot hold since u(L) = v(L)).
(iv) We first claim that u is nondecreasing. Assume on the contrary that the minimizer admits two local extrema. Let x 1 ∈ (−L, L) be the smallest local maximum and let s 1 ∈ (−m, m] be its critical value. Letx be the smallest solution to u(
we easily see thatũ ∈ H 1 m (I) and E(ũ, I) ≤ E(u, I). Therefore,ũ is a minimizer which is constant in [x 1 ,x 2 ]. This contradiction proves the claim.
Hence,ũ is a nondecreasing minimizer and by the strong maximum principle it must be increasing. Given an increasing and
and making the change of variables x = γ −1 (y) we obtain
Similarly, a straightforward computation shows that, when G ∈ C 0,1 loc (R), problem (1.5) is equivalent to the following
In particular, the diffeomorphism
allows to rewrite the functional E(u, (−L, L)) (or problem (1.5)) as
This shows that assumption (1.14) is equivalent to the log-convexity ofã wheñ a ≡b = √ ab • γ Let t ∈ [0, 1] and define the family of functions
where ρ ⋆ (λ) = −ρ(−λ) denotes the flipped of ρ. It is clear that ρ t is an increasing function for all t ∈ [0, 1]. We define the continuous odd rearrangement {v t } 0≤t≤1 of v as the family of inverse functions of {ρ t } 0≤t≤1 .
Remark 2.4. Note that ρ t (or v t ) will be an odd function if and only if (2t − 1)(ρ(λ) + ρ(−λ)) = 0 for all λ ∈ [−m, m]. In particular, the continuous rearrangement v t is an odd function if either ρ is odd (i.e., v is odd) or t = 1/2. We call v 1/2 the odd rearrangement of v.
For a positive even weight a which is square root convex (when b ≡ 1), and a general even nonlinearity G, we can prove that continuous odd rearrangements and Schwarz rearrangements share similar properties.
We start proving that the weighted Dirichlet integral is decreased under the odd rearrangement v 1/2 when √ a is convex. This is the key that later leads to oddness of minimizers. However, since we also prove oddness of critical points (not necessarily minimizers), we need to use the whole family v t , t ∈ [0, 1], in the continuous odd rearrangement. Next result states that all functions v t have less weighted Dirichlet energy than v, when √ a is convex.
Valenti [36] proved that h(1/2) ≤ h(1) holds even for H 1 m functions. Its proof uses a reflection argument to convert the odd symmetry property into even symmetry. He then uses Schwarz decreasing symmetrization -which applies to H 1 functions (see [29] ). Next we provide a different proof than the one given in [36] . In fact, our proof applies to all v t , t ∈ (0, 1), assuming that v ∈ C 1 . A possible way to prove our lemma for functions v ∈ H 1 m (that we do not do here) would be extending to v t , t ∈ (0, 1), Coron's result [18] on the continuity of Schwarz rearrangement in dimension 1 in the W 1,p -norm. This surely works for t = 1/2, by the results of [36] . Note that Coron's result is a delicate one and, in fact, continuity of Schwarz rearrangement in H 1 -norm does not hold in higher dimensions N ≥ 2 (see [3] ).
We now establish Lemma 2.5. An alternative proof is given below (see Remark 2.7) as a consequence of Lemma 2.6. The proof is shorter but requires the use of the whole family v t , t ∈ (0, 1), even to establish Lemma 2.5 for t = 1/2.
Proof of Lemma 2.5. We first establish that (2.5) with < replaced by ≤ holds. For this, by definition of the continuous odd rearrangement we have
We have to compare this quantity with
dλ.
We will do it pointwise. Since √ a is convex the integrand in the second integral of (2.6) is less or equal than
Therefore, it is sufficient to prove that
There are two ways to proceed now. First, let E := {λ ∈ [−m, m] : (ρ 0 ) ′ (λ) = +∞ and (ρ 1 ) ′ (λ) = +∞}. It is clear that (2.7) holds in E. In the set [−m, m]\E, a simple, but arduous, computation shows that the previous inequality is equivalent to
which clearly holds for all t ∈ [0, 1] (since ρ t is an increasing function for all t ∈ [0, 1]). A second proof is the following. By symmetry one sees that (2.7) follows if we prove that
and we add this same expression by replacing ρ 1 by ρ 0 and (ρ 0 ) ′ by (ρ 1 ) ′ . Finally, (2.9) is easily seen to be true using that the function H(A, P ) = A 2 /P is a convex function in R + × R + and taking A i = a(ρ i ) and P i = (ρ i ) ′ . It remains to prove that equality holds in (2.5) for some t ∈ (0, 1) if and only if v t = v for all t ∈ [0, 1]. Assuming that equality holds, using any of the previous approaches (and developing (2.9) in the second approach), we see that all the previous inequalities become equalities. In particular, for our t ∈ (0, 1), inequality (2.8) (or (2.9)) becomes equality, which means
This is equivalent to the fact that the derivative of the function The following result will be useful to prove Theorem 1.4, that is, that critical points of E are odd.
is a convex function.
Proof. Note that there is a sequence of even positive functions a n ∈ C 2 ((−L, L)) such that √ a n is convex and a n tends to a in L ∞ ((−L, L)). Consider now the function h n defined by (2.10) with a replaced by a n . If we show that h n is convex then, taking into account (2.6) and letting n → ∞, we will deduce that h is convex. Therefore, in order to prove the lemma, we can assume that a ∈ C 2 ((−L, L)) without loss of generality.
Let us show the existence of a n as above. Note that √ a is differentiable a.e.
since it is convex. Moreover, (
is nondecreasing and nonnegative in (0, L), and it belongs to L 1 ((0, L)). Using an standard convolution argument we see that there exists a sequence of increasing positive functions q n ∈ C ∞ ((−L, L)) such that q n (0) = 0 and q n tends to a
and a n (x) = a n (−x) for x ∈ [−L, 0] we obtain the desired sequence. Thus, we may assume a ∈ C 2 ((−L, L)). Noting that
a simple computation shows that
Moreover since √ a is convex, and hence 2a
which is clearly nonnegative.
Remark 2.7. We claim that Lemma 2.5 can be deduced from Lemma 2.6. First, making a regularization argument we can assume that a ∈ C 2 ((−L, L)); see the proof of Lemma 2.6. To prove the claim, since h is a convex function such that h ′ (1/2) = 0, it is clear that h is nonincreasing in (0, 1/2) and nondecreasing in (1/2, 1). In particular,
We want to show that either h(t) ≡ h(1) or that h(t) < h(1) for all t ∈ (0, 1). Assume h ≡ h(1) and that there exist t 0 ∈ (0, 1) such that h(t 0 ) = h(1). Note that
, this a contradiction with h ≡ h(1). Now, we prove Theorem 1.3 and Remark 1.5. Indeed, on the one hand
On the other hand,
(b) By Lemma 2.5 we only need to prove that
) is a convex function, i.e., part (b.3). This follows directly from Lemma 2.6 since by part (a) we have
With the above rearrangement we can now prove Theorem 1.4, i.e., that increasing critical points of , L) ) are odd under assumption (1.14). As mentioned in the Introduction, this argument applies to every locally Lipschitz G ∈ C 
We note thatã is even and that, by (1.14), we have that √ã is convex. Furthermore critical points ofẼ(·,Ĩ) and E(·, I) are related byũ = u • γ −1 2 and, since γ 2 is increasing, we deduce that the critical pointũ is also increasing.
We also note thatũ
. Let {ũ t } 0≤t≤1 be the continuous odd rearrangement ofũ and let h be defined in (2.5) (with v t and a replaced byũ t andã, respectively). By Lemma 2.5 it holds either that h(t) < h(1) for all t ∈ (0, 1) or thatũ t =ũ for all t ∈ [0, 1]. Assume that h(t) < h(1) for all t ∈ (0, 1). We claim that, sinceũ is a solution of the associated Euler-Lagrange equation, it holds that h ′ (1) = 0. Indeed, noting that (ũ t ) ′ > 0 since u is increasing, we have thatρ t tends toρ =ρ 1 as t goes to 1 in C 1 . It follows thatũ t also tends toũ 1 =ũ in C 1 as t goes to 1. As a consequence, sinceũ is a solution of the Euler-Lagrange equation and the potential energy is constant in t, we deduce that h ′ (1) = 0. We now obtain a contradiction with the convexity of h (given by Lemma 2.6) noting that
Thereforeũ =ũ t for all t ∈ [0, 1]. In particular,ũ is an odd function, as well as u =ũ • γ 2 is. As stated in Theorem 1.1, Berestycki and Nirenberg established the uniqueness and monotonicity of solutions of (1.5) under the assumptions that the weight a ≡ b ∈ C 1 and the potential G ∈ C 1,1 loc are even functions, a is log-convex, and the a priori estimate on the solution |u| ≤ m. The goal of this section is to prove Theorem 1.9, providing weaker conditions on the weights a and b (in particular, no convexity assumption on them) to ensure the monotonicity of solutions for the one-dimensional problem (1.5), at the price of assuming some structural conditions on the potential G.
In the proof of Theorem 1.9 we use the function
defined in I × R 2 (i.e., in the extended phase space). Given a solution u to (1.5), we easily see that
Indeed, multiplying equation (1.5) by au ′ , we obtain
which is equivalent to
and this last relation is exactly (3.2). In the special case where a and b are constant, the function H is the Hamiltonian associated to the ODE in (1.5).
Proof of Theorem 1.9. (i) Assume (1.18). Let us show that any solution of (1.5) is increasing assuming G ≥ G(−m) = G(m) in R. By adding a constant to G, we may assume that
Given a solution u of (1.5), let us consider in the extended phase space the as-
2) together with the assumptions (1.18) and G ≥ 0 yield
Hence H • ϕ is nondecreasing in (−L, x 0 ) and nonincreasing in (x 0 , L). It follows that
where we have used G(±m) = 0, a > 0, and u ′ (±L) = 0 (which follows from the uniqueness to the Cauchy problem and the fact that G ′ (±m) = 0). We conclude
(ii) Now we prove that any solution u of (1.5) is increasing if (1.19) holds. By replacing G by G − G(M) in the equation (1.5), we can assume without loss of generality that
for some constant M, it is easy to prove using the maximum principle that any solution of (1.5) satisfies |u| ≤ max{M, m}.
In particular, since m ≥ M, the a priori bound (1.8), |u| ≤ m, holds. Note that (3.3) also holds now, since G ≥ 0 in R. Moreover, by assumption (1.19) and the maximum principle any solution u to (1.5), with m ≥ M > 0, satisfies −m ≤ u ≤ m (see (3.4) ).
Assume by contradiction that u admits a local maximum x 1 ∈ (−L, L) and a local minimum x 2 ∈ (−L, L) satisfying x 1 < x 2 and α 1 := u(x 1 ) > u(x 2 ) =: α 2 . 
Therefore, using that x 2 is a local minimum, we have u ′′ (x 2 ) ≥ 0, and hence, G ′ (u(x 2 )) = −f (u(x 2 )) = 0. We obtain a contradiction by uniqueness of the Cauchy problem
by noting that u and w ≡ u(x 2 ) are two different solutions. Thus, we have
and thus u ′ (x i ) = 0 by uniqueness) and H(ϕ(x i )) ≤ 0 for i = 1, 2, we obtain a contradiction with (3.3) . This proves that u is increasing.
Remark 3.1. Let us emphasize that (1.14) is more restrictive than condition (1.18) in Theorem 1.9. Indeed, assume that a and b satisfy (1.14). Then there are three possible cases:
As a consequence, if assumption (1.14) holds then (1.18) also holds.
If in addition we assume f = −G ′ to be concave in (0, m) we obtain the following comparison result between the derivatives of an increasing minimizer u and its flipped u ⋆ . We include it here even that we will not use it in the rest of the paper. 
Proof. Let u be an increasing minimizer and let
Since u(0) > 0, by minimality we see that
. This can be easily obtained differentiating (1.5) and using that u and u ⋆ are solutions of this equation. In particular, using the assumption that f is concave in (0, m) and odd, and noting
easily follows by contradiction using the uniqueness for the Cauchy problem
Uniqueness in dimension one
In this section we give sufficient conditions on the weights a and b, and on the potential G, to guarantee uniqueness of solution to (1.5). We start by proving the following result. When a ≡ b this is exactly Theorem 1.2. 
Proof. The existence of minimizer, and thus of solution, is standard. Indeed, since a > 0 and G ≥ 0 in R, for a minimizing sequence we will have I |u
It follows that u k converges (up to a subsequence) weakly in H 1 (I) and strongly in C 0 (I) to some u ∈ H 1 m (I), which will be a minimizer (and hence a solution). Next, let us show uniqueness of solution. Let u be a solution of (1.5) and u ⋆ (x) = −u(−x) its flipped. By Theorem 1.9 (i), used with x 0 = 0, we may assume that both u and u ⋆ are increasing solutions of (1.5) and, changing u by
First, we claim that u(0) = 0. Indeed, assume by contradiction that u(0) > 0 and set
Note that L 0 > 0 and that u and u ⋆ solve
Moreover, since u ⋆ < u in (0, L 0 ) and both u and u ⋆ are increasing, we have
2 (by uniqueness for the Cauchy problem, or by Hopf's lemma).
Finally, using that G is nonincreasing in (0, m) we deduce that the integrand of the previous integral is nonpositive, obtaining a contradiction. Hence u(0) = 0, proving the claim. Now assume that problem (1.5) admits two solutions u 1 and u 2 with u 2 −u 1 ≡ 0. We know by the previous argument that u 1 
be the first positive zero of the function u 2 − u 1 . We can assume, without loss of generality, that
The Hopf Lemma leads to
since we have proved that every solution is increasing. Subtracting identity (3.2) for u 1 and u 2 and integrating in (0, L 1 ) we get
Using (4.1) and the fact that G is nonincreasing in (0, m), we reach a contradiction as before. Therefore, u 1 ≡ u 2 .
In particular, since u and u ⋆ (x) = −u(−x) are solutions of (1.5) we obtain that u = u ⋆ , i.e., u is odd.
The following result was established by Berestycki and Nirenberg in [5] . We give here an alternative proof (which, however, also uses their sliding method). Note that here a, b, and G need not be even.
, then problem (1.5) admits at most one increasing solution.
Proof. Let u be a solution of (1.5) andũ = u•γ −1 1 , where γ 1 is the diffeomorphism defined in (2.2). Under this change of variables, the monotonicity of solutions is preserved and the condition (1.14), for the new weightsã =b = √ ab • γ −1
1 , turns out to be equivalent to the log convexity ofã, i.e.,ã ′ /ã is nondecreasing in (−L, L). Thus, without loss of generality we may prove our statement for weights a
Let u and v be two increasing solutions to problem (1.5), and assume ab absurdo
3) for some ε > 0. Consider the family of functions (u τ ) τ ∈[0,2L) defined as
on the interval I τ := (−L+τ, L). Using the assumption that a ′ /a is nondecreasing and u ′ ≥ 0, we immediately see that
for all x ∈ I τ , and therefore
i.e., u τ is a subsolution in I τ of the ODE in (1.5). Define T := {τ ∈ [0, 2L) : v − u τ > 0 in I τ } , τ 0 := inf T, and note that:
(i) T = ∅. Indeed, since u(−L) = −m and v(L) = m, we deduce that values τ close to 2L belong to the set T . Thus, τ 0 is well defined, and by (4.3)
u is increasing and τ 0 > 0, on the boundary of I τ 0 we have
. Therefore x τ 0 ∈ ∂I τ 0 . Finally, applying the strong maximum principle on the interval I τ 0 (recall that v is a solution and u τ 0 a subsolution of the nonlinear problem), we derive a contradiction.
be positive functions satisfying (1.14), and G ∈ C , L) ) for any m ≥ M > 0, which is increasing (a result already stated in [5] ).
In the following corollary, a, b, and G need not be even. , L) ). Proof. The existence part is easily established, as in the beginning of the proof of Proposition 4.1.
Next, by Remark 3.1, there exists x 0 ∈ [−L, L] such that (1.18) holds. Therefore, by Theorem 1.9 (i) any solution of (1.5) is increasing. We conclude by applying the uniqueness result of increasing solutions established in Proposition 4.2.
Non-increasing and non-odd minimizers
In this section we give conditions on the weights a and b for which the minimizers of L) ) are either not increasing or non-odd. Throughout this section we shall assume
for some M > 0.
To estimate the energy value of a minimizer of E, we will need the following preliminary results. 
and the minimum is achieved by
Proof. By Schwarz inequality
On the other hand, the minimization problem admits a unique solution u which solves (au
We readily deduce that the solution of this Dirichlet problem is given by (5.2), and a straightforward computation gives
Proof. Let u 1 , respectively u 2 , be the solution to the minimizing problem
Consider the test function
Since G is even, G(±M) = 0, and the weights a and b are also even, Lemma 5.1 gives
where we have used that both u 1 and u 2 are monotone functions, as follows from (5.2). Proof. Since a > 0 and G ≥ 0 in R, the upper bound (5.3) used with t = 0 gives
, let z k ∈ I be a zero of u m k . The fundamental theorem of calculus yields
for any x ∈ I. It follows that u m k converges (up to a subsequence) weakly in 
Using that E(·, I) is weakly lower semicontinuous we conclude that 4) proving that u m is a minimizer. Finally, using (5.4) with u = u m we deduce that lim sup E(u m k , I) = E(u m , I). Therefore, since u m k converges weakly to u m , we have that in fact u m k → u m in H 1 (I).
We can now show that, under boundary perturbation, the property of minimizers being non-odd is preserved. 
for some t ∈ (0, L). We obtain the conclusion, by noting that inequality (5.7) is equivalent to The above result gives a class of weights for which minimizers are not odd in large intervals and small boundary values. To obtain similar results for "large" boundary data (such as u(±L) = ±M; recall that we are assuming (5.1) and that M = 1 in the Allen-Cahn nonlinearity), we will look for conditions on the weights a and b to ensure inf Moreover, the constant C as can be chosen as 
E(v, I) .
Since u(0) = 0, we can choose β ∈ (0, L) be such that |u(β)| = m 0 and |u(x)| < m 0 for all x ∈ (0, β) .
This inequality together with Lemma 5.1 (with boundary conditions u(0) = 0, 
Let G 0 and m 0 be given in (5.11). Consider an interval J n := [α n , β n ] ⊂ I n such that u n (α n ) = 0, u n (β n ) = m 0 , and |u n (x)| ≤ m 0 for all x ∈ (α n , β n ).
Since G(u n (x)) ≥ G 0 > 0 for all x ∈ (α n , β n ) by (5.1), applying Lemma 5.1 on the interval (α n , β n ), we conclude
This last inequality proves the assertion.
(ii) ⇒ (i) We claim that we can assume, without loss of generality, that the sequence of intervals 13) . This proves that α n and β n tend to zero as n goes to infinity, a contradiction with (5.13):
Therefore, we can assume, up to a subsequence, that α n ≥ 0 proving the claim. Let J n = [α n , β n ] ⊂ [0, ∞) be a sequence of bounded intervals satisfying (5.13). Inequality (5.3) applied with t = α n and L = β n gives
where G 1 = sup s∈(−m,M ) G(s) and M = max{m, M}. We conclude the proof noting that the right hand-side of the previous inequality tends to zero by (5.13) and that β n → +∞ by (5.14).
Now, as stated in Proposition 1.6, we are able to exhibit a class of weights a, b, for which the minimizers of E(·, I) in H 
and
. Therefore, by Proposition 5.9 we can take
Remark 5.10. Note that if ab is increasing and positive in [0, ∞), then condition (5.13) cannot hold and therefore we cannot use Proposition 1.6 to obtain non-oddness of minimizers on large intervals. Indeed, the previous assertion on condition (5.13) follows from
This is consistent with the result of Theorem 1.2 where we proved that problem (1.5) admits a unique solution, which is therefore odd, under the assumption that a ≡ b is nondecreasing in (0, L).
Finally, we point out that we could give a precise quantitative result for the minimum length of the interval L (in terms of lower and upper bounds on a and b, and of the nonlinearity G) guaranteeing non-oddness of minimizers.
Uniqueness results in higher dimensions
In this section we consider a bounded domain Ω ⊂ R N , a reflection with respect to a hyperplane, σ : R N → R N , that leaves Ω invariant, and 1) where S N (R) stands for the set of N ×N symmetric matrices with real coefficients. We will assume that
for some positive constant c 0 . The potential G ∈ C 2 (R) will satisfy
for some constant M > 0. When discussing the antisymmetry property of the solution, we shall also assume
With these assumptions, we address the question of uniqueness of critical points for the functional 5) and also of their antisymmetry property. We work with the functional spaces
Let us first emphasize that critical points u are weak solutions to the EulerLagrange equation
As a consequence, if (6.3) holds then
by (6.3) and the maximum principle. Therefore, since
, and hence problem (6.6) can be understood in the distributional sense.
The following existence result states, in particular, that E always admits an antisymmetric critical point under assumption (6.4). (6.3) and that E(ϕ, Ω) < +∞).
To show that u as ∈ H as ϕ (Ω) is a critical point of E(·, Ω), write any ξ ∈ C ∞ 0 (Ω) as ξ = ξ s + ξ as with ξ s and ξ as to be symmetric and antisymmetric respectively. Obviously DE(u as )ξ as = 0 in the weak sense. Furthermore, due to the symmetry assumptions on A, b, and G, we readily see that the functions
are antisymmetric. Therefore DE(u as )ξ s = 0. We conclude DE(u as )ξ = 0 for any ξ ∈ C ∞ 0 (Ω). Our next proposition establishes uniqueness of critical points of E when the second variation of E at u ≡ 0 is nonnegative and, in addition, −G ′′ (0) > −G ′′ (s) for all s = 0. Let us note that this last condition on G is satisfied by the double well potential G(s) = (1 − s 2 ) 2 /4. Before stating our result, let us recall that the second variation of energy at u ≡ 0 is nonnegative whenever
If in addition u ≡ 0 is a solution of (6.6), then we say that u ≡ 0 is a semi-stable solution. Instead, if u ≡ 0 is a solution of (6.6) and D 2 E(0) is not nonnegative definite, then we say that u ≡ 0 is an unstable solution. We establish the following antisymmetry result and a kind of converse to it. As a consequence, the left hand side of (6.8) is zero and, thus, all the inequalities in (6.8) become equalities. Hence, since −G ′′ (0) > −G ′′ (s) for all s = 0, we obtain that u t = tu 1 + (1 − t)u 2 = 0 (i.e., u 1 = t −1 (t − 1)u 2 ) in {x ∈ Ω : u 1 (x) = u 2 (x)}. Since this must hold for all t ∈ (0, 1), we deduce that {x ∈ Ω : u 1 (x) = u 2 (x)} = ∅. Thus, E(·, Ω) admits a unique critical point u.
Under the additional condition (6.4), we have that −u•σ is also a critical point. By uniqueness we must have −u • σ = u. Thus, u is antisymmetric.
(ii) Assume now that D 2 E(0)(ξ, ξ) < 0 for some ξ ∈ H 1 0 (Ω). Let ϕ n ∈ C 1 (Ω) be any sequence converging to zero in C 1 (Ω) and let u n ∈ H 1 (Ω) be a minimizer of E(·, Ω) in H 1 ϕn (Ω). Let us prove that, for n large enough, u n is not antisymmetric. We claim that u n ⇀ u 0 in H 1 (Ω) (up to a subsequence) and that u 0 is a minimizer of E(·, Ω) in H 1 0 (Ω). Indeed, since u n is a minimizer we have E(u n , Ω) ≤ E(ϕ n , Ω) ≤ C for some constant C independent of n. In particular, Ω |∇u n | 2 dx ≤ C and therefore Ω |∇(u n − ϕ n )| 2 dx ≤ C.
As a consequence, since (u n −ϕ n )| ∂Ω ≡ 0 and thus u n −ϕ n ∈ H 1 0 (Ω), a subsequence of u n − ϕ n converges weakly. Thus, up to a subsequence, u n ⇀ u 0 in H 1 (Ω) for some u 0 ∈ H 1 (Ω). Let u ∈ H 1 0 (Ω). Note that u + ϕ n ∈ H 1 ϕn (Ω). By minimality of u n we have E(u n , Ω) ≤ E(u + ϕ n , Ω). Using the semicontinuity of the H 1 -norm and Fatou's lemma, we obtain (taking the lim inf) that E(u 0 , Ω) ≤ E(u, Ω). That is, u 0 is a minimizer in H (Ω) cannot be identically zero (otherwise u ≡ 0 would be a minimizer, and would be unstable by hypothesis, a contradiction). In addition, u 0 has constant sign in Ω (since its absolute value also minimizes; one uses here an argument as in Proposition 2.2). This and (6.9) give a contradiction, obtaining that for n large enough u n is a minimizer of E(·, Ω) in H 1 ϕn (Ω) which is not antisymmetric.
As we said before, D 2 E(0) ≥ 0 is equivalent to λ 1 (A, b, Ω) ≥ −G ′′ (0) (see Remark 6.2). Therefore, the first part of the previous proposition can be reformulated as follows. The following result gives a lower bound for the eigenvalue λ 1 (A, b, Ω) and will be useful in order to apply Corollary 6.4. Id, 1, Ω) . Therefore, if G ′′ (0) < 0, for large domains Ω it holds that λ 1 (A, b, Ω) < −G ′′ (0) (i.e., D 2 E(0)(ξ, ξ) < 0 for some ξ ∈ H 1 0 (Ω)). Hence, for some ϕ ∈ C 1 (Ω) there are minimizers of E(·, Ω) in H 1 ϕ (Ω) which are not antisymmetric (by Proposition 6.3 (ii)). Remark 6.7. The uniform coercivity condition (6.2) is used to guarantee the existence of minimizers in Proposition 6.1. It can be relaxed, and one can consider weights A(x) that either vanish at some point, or that are not uniformly coercive. Let us briefly make two observations in this direction.
Let Ω ⊂ R N a bounded smooth domain that is star-shaped with respect to the origin. Assume N ≥ 2 and that there exist α > 0 and β ∈ R such that This can be proved integrating with spherical coordinates and using, on every ray, the typical argument that gives the classical Hardy inequality (through integration by parts and Cauchy-Schwarz inequality). 
